This paper considers forecast averaging when the same model is used but estimation is carried out over different estimation windows. It develops theoretical results for random walks when their drift and/or volatility are subject to one or more structural breaks. It is shown that compared to using forecasts based on a single estimation window, averaging over estimation windows leads to a lower bias and to a lower root mean square forecast error for all but the smallest of breaks. Similar results are also obtained when observations are exponentially down-weighted, although in this case the performance of forecasts based on exponential down-weighting critically depends on the choice of the weighting coefficient. The forecasting techniques are applied to 20 weekly series of stock market futures and it is found that average forecasting methods in general perform better than using forecasts based on a single estimation window.
Introduction
There now exists a sizeable literature on the possible merits of combining forecasts obtained from different models, reviewed by Clemen (1989) , Stock and Watson (2004) , and more recently by Timmermann (2006) . Bayesian and equal weighted forecast combinations are being used increasingly in macroeconomics and finance to good effects. In this literature, the different forecasts are typically obtained by estimating a number of alternative models over the same sample period. Pesaran and Timmermann (2007) argue that the forecast averaging procedure can be extended to deal with other types of model uncertainty, such as the uncertainty over the size of the estimation window, and propose the idea of averaging forecasts from the same model but obtained over different estimation windows. Using Monte Carlo experiments these authors show that this type of forecast averaging reduces the mean square forecast error (MSFE) in many cases when the underlying economic relations are subject to structural breaks.
The idea of forecast averaging over estimation windows has been fruitfully applied in macro economic forecasting. Assenmacher-Wesche and Pesaran (2008) average forecasts based on different VARX* models of the Swiss economy estimated over different estimation windows and observe that averaging forecasts across windows result in further improvements over averaging of forecasts across models. Similar results are obtained by Pesaran, Schuermann and Smith (2009) who apply the forecast averaging ideas to global VARs composed of 26 individual country/region VARX* models. It is therefore of interest to see if some theoretical insights can be gained in support of these empirical findings.
In this paper we begin by deriving theoretical results for the average windows (AveW) forecast procedure in the case of random walk models subject to breaks. The most interesting case is when the break occurs in the drift term, but we shall also consider other cases when the volatility of the random walk undergoes changes, and when the breaks in the drift and the volatility of the random walk model occur simultaneously. We consider both the case of a single break as well as when there are a multiplicity of breaks.
We also compare the AveW forecasting procedure with an alternative method sometimes employed in the literature where the past observations are down-weighted exponentially such that the most recent observations carry the largest weight in the estimation and forecasting, see Gardner (2006) for a review. We refer to this as the exponential down-weighted (ExpW) forecast. This approach is related to the random coefficient model and its performance in practice crucially depends on the parameter, γ, used to down-weight the past observations.
Restricting attention to random walk models allows us to simplify the problem and attain exact theoretical results that shed light on the properties of these forecasting methods. In particular, we show that in the presence of breaks AveW and ExpW forecasts always have a lower bias than forecasts based on a single estimation window. The forecast variance depends on the size and the time of the break. For all but the smallest break sizes, however, the MSFE of the AveW and ExpW forecasts are also smaller than those of the single window forecasts.
An attractive feature of these methods is that no exact information about the structural break is necessary. This contrasts with the conventional approach of estimating the break point using methods such as those of Perron (1998, 2003) before incorporating them into the modeling process or incorporate the break process into the estimation procedure using methods such as that of Hamilton (1989) ; see Clements and Hendry (2006) for a review of the recent literature. As argued in Pesaran and Timmermann (2007) , to optimally exploit break information in forecasting one needs to know the point as well as the size of the break(s). Even if the point of the break can be estimated with some degree of confidence, it is unlikely that the size of the break can be estimated accurately, since it involves estimating the model over the pre-as well as the post-break periods. If the distance to break (measured from the date at which forecasts are made) is short the post-break parameters are likely to be rather poorly estimated relative to the ones obtained using pre-break data. If the pre-and post-break samples are both relatively large, it might be possible to estimate the size of the break reasonably accurately, but in such cases the break information might not be all that important. Clark and McCracken (2006) argue that averaging over different models can improve forecasts in the presence of model instability, and our approach is complementary to this. More closely related to our approach is the suggestion by Clark and McCracken (2004) that averaging expanding and rolling windows can be useful for forecasting when faced with structural breaks. This can be seen as a limited version of AveW forecasts where only two different windows are combined.
A further reason for considering the random walk model with drift and volatility instability is that it is generally thought to describe the stochastic properties of many macroeconomic and financial time series. In this paper we apply the AveW and the ExpW procedures to forecasting weekly returns on futures contracts in twenty world equity markets. We find that the AveW forecasts outperform the single window forecasts in the root mean squared sense in 18 out of the 20 equity markets. Although, the results did not prove to be statistically significant in the case of individual equity returns, which could be due to the high volatility of equity returns, particularly over the past two years. The sample period being considered differs across equity indices due to differences in the start dates of the equity futures markets. But the forecasts for all the 20 equity futures cover the past two years and end on November 24, 2008.
The rest of the paper is organized as follows: Section 2 sets out the model and Section 3 develops the AveW forecasting procedure and its properties. Section 4 considers the ExpW forecast procedure. Section 5 reports the results of the applications to stock market futures and, finally, Section 6 draws some conclusions.
Basic model and notations
Consider the following random walk model with drift
Define y t = x t − x t−1 , then we have the model
which is defined over the sample period t = 1, 2, . . . , T, and where it is believed that its drift coefficient, µ t , and its volatility, σ t , have been subject to a single break at time
The aim is to forecast x T +1 , or y T +1 based on the observations, y 1 , y 2 , ...., y T . In the case where it is known with certainty that the random walk model has not been subject to any breaks, the sample mean,ȳ T = T −1 Σ T t=1 y t yields the most efficient forecast in the mean squared error sense. However, when the process is subject to break(s) more efficient forecasts could be obtained. As shown in Pesaran and Timmermann (2007) there is typically a trade off between bias and variance of forecasts. For example, when there is a break in the drift term the use of the full sample will yield a biased forecast but will continue to have the least variance. On the other hand a forecast based on the sub-sample {y T i , y T i +1 , . . . , y T }, where T i > 1 is likely to have a lower bias but could be inefficient due to a higher variance as compared toȳ T . Knowing the point of the break helps but cannot be exploited optimally unless a reliable estimate of the size of the break, |µ 2 − µ 1 | /σ, can also be obtained. Often this is not possible since in most applications of interest breaks might be quite recent and T − T b too small for a reliable estimation of µ 2 .
In the absence of reliable information on the point and the size of the break(s) in µ t and σ t , a forecasting procedure which is reasonably robust to such breaks will be of interest. One approach considered in Pesaran and Timmermann (2007) is to use different sub-windows to forecast and then average the outcomes, either by means of cross-validated weights or by simply using equal weights.
To this end consider the sample {y T i , y T i +1 , . . . , y T } with T i > 1, which yields an observation window of size T − T i + 1. It proves convenient to denote this observation window by w i = (T − T i + 1)/T , which represents the fraction w i of the single window (from the point of the forecast) used in estimation. The estimation process could start with a minimum window {y T min , y T min +1 , . . . , y T } of size w min = (T − T min + 1)/T . From w min other larger windows can be considered with T i = T min , T min − 1, . . . , T min − m, where m = T min − 1, thus yielding m + 1 separate estimation windows. More specifically
with w 0 = w min , and w m = 1,
Clearly, w m = 1 corresponds to the full sample. The one-step ahead forecast based on a given window w a iŝ
Average window forecast
The AveW forecast is defined by the simple forecast combination rulê
where forecasts from all windows are given equal weights. The first object of interest in this paper is to compare the single-window and the AveW forecasts,ŷ T +1 (w i ) andŷ T +1 (AveW), in the mean squared error sense. In the case of the single window forecast we focus on the most frequently encountered case where all observations in a given sample is used, namely we considerμ T +1 (1) =ȳ T . In recursive estimation these alternative forecasts can be considered both under expanding and rolling windows. The AveW procedure is therefore not an alternative to rolling forecasts and can be used irrespective of whether a rolling or an expanding window is used in recursive forecasting.
Break in drift only
In the first instance assume that a single break occurs in the drift of the process at date 1 < T b < T , whereas the error variance is constant, that is, µ 1 = µ 2 but σ 1 = σ 2 = σ. The distance to the break is defined by d = (T − T b )/T . In this case the one-step ahead forecast of y T +1 based on a given window of size wT (from t = T ) is given bŷ
where I(c) is an indicator function which is unity if c > 0 and zero otherwise. It is clear that if w ≤ d the forecast will have mean µ 2 and will be unbiased. There is, however, a bias when w > d > 0. The associated forecast error, e T +1 (w) = y T +1 −ŷ T +1 (w), can then be written as
Hence, the forecast bias is
and since (w − d) I (w − d) > 0, the direction of the bias depends on the sign of (µ 2 − µ 1 ). Scaling the forecast error by σ, we have the decomposition
where
λ = (µ 2 − µ 1 )/σ, and u t = ε t /σ. The first term, u T +1 represents the future uncertainty which is given and unavoidable, the second term is the 'bias' that depends on the size of the break, λ, and the distance to break, d, and the last term represents the estimation uncertainty that depends on T w. The (scaled) mean squared forecast error (MSFE) for a window of size w is given
Consider now the AveW forecast based on m + 1 successive windows of sizes from the smallest window fraction w min to the largest possible one, w m = 1. While we need enough observations in the first window, w min > 0, we will assume that w min is chosen to be sufficiently small so that w min ≤ d. The AveW forecast constructed from these windows is then given bŷ
The (scaled) one step ahead forecast error associated with the above average forecast is
Hence, the bias of the AveW forecast is given by
and as before the sign of the bias depends on the sign of (µ 2 − µ 1 ). In this case the computation of the variance of the forecast error is complicated due to the cross correlation of forecasts from the different windows. Let
As a result it is easily verified that
Therefore, the scaled MSFE in this case is given by
with B T +1 (AveW) and Var [ŷ T +1 (AveW)] as defined above.
The difference between the scaled MSFE of the single window forecast (10) and that of the AveW Forecast (13) is
Since m = T (1 − w min ), for fixed values of w min and d, as T becomes sufficiently large the bias and variance terms of the AveW forecast can be approximated by means of the Riemann integral. Using (2) and (3) we first note that
The bias term in (11) can be approximated using
where the lower boundary of the integral, d, is due to the fact that the indicator function I(w i − d) implies that values of the expression below d are zero.
Using the results in (12) we have
which can be approximated using
Therefore, using the above results as T → ∞ and m → ∞ for a fixed w min < d ≤ 1 and recalling that T = m/(1 − w min ) we have
2 + 1. (15) The first term is asymptotic bias due to the break, and the second term is the error variance of the forecast period.
Comparing the two scaled MSFEs (10) and (15) we have
The difference depends on the length of the single window forecast, w a , and the minimum window (fraction), w min , which are chosen by the forecaster, and the properties of the DGP, which are the size and the distance to the break, λ and d.
In the absence of any reliable knowledge of the break it would be of interest to compare the AveW forecast with the one based on the full estimation window, namely when w is set to unity. For this comparison it is readily seen that the AveW forecast is the one with the lower MSFE, since for large m
implies that
and since w min ≤ d this condition can be rewritten as
which is true for any d > 0. The two forecasts have the same MSFE only if d = 1, namely if there has not been a break. While the AveW forecast asymptotically always has a lower MSFE, a trade-off exists between the lower bias and the higher variance of the AveW forecast relative to the singe window forecast in finite samples. When λ = 0, that is, there is no break in the sample, using the entire sample is most efficient estimator. As λ increases the smaller bias of the AveW forecast will start to dominate the lower variance of the single window forecast. The degree of trade-off depends on the magnitudes of λ, d, T and w min . The figures below shed light on the extent of these trade-offs. Figure 1 plots the exact and the asymptotic differences in MSFE of the two forecast procedures in (14) and (16) for T = 2000, where the triangular shape of the surface is due to the fact that w i ≤ d. It can be seen that The two plots on the left show the exact difference in MSFE in (14) and the two plots on the right show the asymptotic difference in MSFE in (16). The arrows in the top plots point to the zero-isoquant; the surfaces in the plots in the second row are always positive.
the asymptotic MSFE in the right column of Figure 1 and the exact MSFE in the left column of Figure 1 are fairly similar, in particular for λ = 0.1. However, even for a data set as large as T = 2000 the exact difference in MSFE can be negative for very small breaks.
Figure 2 plots the differences in the exact MSFE (14) for T = 100. It is clear that even for this smaller sample size the difference between the RMFEs of the two procedures becomes positive even for relatively small values of λ, and the difference rises rapidly with λ.
Figure 2: Exact difference in MSFE with T = 100
The plots show the exact difference in MSFE in (14) . The arrow in the left upper plot points to the zero-isoquant; the surfaces in the other plots are always positive.
Multiple breaks in drift
Consider a random walk model where the drift term is subject to n different breaks. Denote the break points by
and let the means of the process over these segments be µ 1 , µ 2 , . . . , µ n+1 . Specifically,
such that if the sample period is mapped to the unit interval the mean from t = 1 to t = d 1 T is given by µ 1 , and the mean from t = d 1 T + 1 to t = d 2 T is µ 2 , and so forth.
To simplify the analysis to begin with assume that n = 2, and note that the one step ahead forecast of y T +1 based on the window of size wT (from t = T ) is given bŷ
The one-step ahead forecast error is
which after some algebra, and noting that
can be written as
From the above results, it is clear that for the case of n breaks we have
For a single window estimation with w = 1, the forecast bias per break will be
For AveW forecast the bias per break will be
The variance term is unaffected by the possibility of multiple breaks in the mean.
In the case where λ 1 , λ 2 , . . . , λ n are distributed independently of the break points, d 1 , d 2 , . . . , d n , the bias terms can be approximated for n large as
and hence for all distributions of break points over the unit interval it must be that 2 − 2E(
AveW (n) ≥ 0. The strict equality holds only if E(λ i ) = 0.
The magnitude of lim n→∞ B 2 F (n) − B 2 AveW (n) depends on the distribution of the break points d i . For example, if we assume that Hence, we have
Strict equality holds only if E(λ i ) = 0.
Breaks in drift and volatility
For simplicity assume that there is only one break point but that the volatility also changes, that is, in model (1) σ 1 = σ 2 and µ 1 = µ 2 . We initially proceed by analysing the effect of a structural break in volatility only, and in a second step combine the result with that of the break in drift analysed above. For simplicity of exposition assume that the drift and the volatility break at the same time-the extension to different break dates is however straightforward.
Initially ignoring the effect of a break in drift, the one-step ahead forecast error for a window of size w a is given by
The scaled MSFE for the single window forecast when the variance breaks at time
where κ = σ 1 /σ 2 . The forecast error for the AveW forecast is
and the scaled MSFE of the AveW forecast is
The derivation in Appendix A show that the asymptotic MSFE for the AveW forecast in (18) is zero, and the same is true for the single window MSFE as can readily be seen in (17).
Combining these results with those of the break in drift yields the scaled MSFE for the single window forecast
where λ = |µ 2 − µ 1 | /σ 2 . For the AveW forecasts over m + 1 windows, the scaled MSFE is
Figure 3 plots the exact differences between (19) and (20) in scaled MSFEs of the forecast procedures. When comparing the plots to those for the break in drift only in Figure 2 , it becomes obvious that the break in volatility tilts the surface downwards as d is increased and w min remains small. However, when the break in drift increases it quickly dominates the break in volatility and the difference in scaled MSFEs become positive over the whole range of d and w min .
Recursive forecasts for time-varying parameter models
As an alternative to averaging forecasts over estimation windows we consider time varying parameter models. A number of time-varying parameter models have been considered in the forecasting literature in which the unknown parameters are assumed to follow random walks, see, for example, Harvey (1989) . Recently, Branch and Evans (2006) consider a number of variations on this class of models and show that a particularly simple form, known as The plots show the difference of the MSFE in (19) and that in (20). The arrows point to the zero-isoquants.
the 'constant gain least squares', works reasonably well in forecasting US inflation and GDP growth. The time varying parameter regression model is defined by
where it is assumed that ε t and v t are mutually and serially independent with zero means and variances, σ 2 t and Ω t , respectively. For given values of these variances the optimal one-step ahead forecast of y T +1 , formed at time T using Kalman Filters is given bŷ
and
Many different estimators proposed in the literature are special cases of the above recursive expressions for different choices of σ 2 T and Ω T , and the initialization of P t , t = 1, 2, ..., T .
In what follows we focus on a very simple application where x t = 1, and only consider the constant gain least squares, which is equivalent to discounting past observations at a geometric rate, γ, see Branch and Evans (2006, p.160) . We denote this forecast bŷ
It is clear that for γ = 1,ŷ T +1 (1) = T −1 T j=1 y j =ȳ T . Consider now the case where the mean of y t is subject to a single break in mean at date 1 < T b < T , with µ 1 = µ 2 but σ 1 = σ 2 = σ. The error of the one-step ahead forecast in this case is given by
and hence
Since, 0 < γ < 1, the sign of the forecast bias is the same as the sign of (µ 2 − µ 1 ). The forecast error variance is given by
It is interesting to note that for all values of 0 < γ < 1 the sampling variance of the forecast -the second part in the [ ], does not vanish even for T sufficiently large. Therefore, the exponential decay-weighting of the past observations would work only through bias reduction. As before, let d = (T − T b )/T denote the distance to the beak, and note that the scaled one-step ahead MSFE in this case is given by
and as before, λ = |µ 2 − µ 1 | /σ. Figure 4 compares the MSFE of the single window forecast with w = 1 to that of the ExpW forecast given in (21) for different values of γ. It can be seen that for small values of λ the ExpW forecast has a higher MSFE but that as the size of the break increases the MSFE of single w = 1 window forecast increases above that of the ExpW forecast. The ExpW procedure begins to dominate the single window forecasts when λ is increased to 0.4 for all values of d and γ.
For large T and small d, f (γ) can be approximated by
It is easily seen that In the case of T = 1000, which is plotted in Figure 6 , the choice of γ is less important. The ExpW forecasts have a smaller MSFE except for relatively small values of λ and large values of d. Figure 7 plots the difference in MSFE between the AveW and ExpW forecasts for fixed break points D = dT and fixed minimum windows T w min . The region where ExpW has a smaller MSFE depends on T , the size of the break, λ, and the decay parameter γ. While for T = 100 and large values of γ the difference becomes increasingly negative with λ, the difference grows in λ for values of 0.96 or less. For T = 1000 the difference is negative only for small values of λ.
In order to gain additional insight into the differences between the AveW and ExpW procedures, we plot the weights attached to the observations in a sample of T = 100 observations in Figure 8 . It can be seen that AveW gives equal weights to the observations in the minimum window whereas the weights of these observations decline in the ExpW forecasts. Another interesting observation is that the AveW weights do not differ as much as those of ExpW between the different weighting schemes. This suggests that ExpW forecasts will depend considerably more on the choice of γ than AveW forecasts depend on the choice of w min .
Applications to financial time series
In this section we will apply the AveW and the ExpW procedures to weekly returns on futures contracts in the case of twenty stock market indices. Details of the price indices and the periods over which they are observed are given in Appendix B. Note that S&P and FTSE futures go back to 1985, whilst the start dates for other futures markets are much more recent. Our sample ends on November 24, 2008 and thus covers the recent highly volatile episodes associated with the credit crunch.
We recursively compute one-week ahead forecasts using rolling windows. The baseline fixed window forecasts are obtained using 156 and 260 weeks rolling regressions. We compare these forecasts with AveW rolling forecasts based on the same samples. We compute AveW forecasts for two choices of the minimum window, w min = 16 weeks and 32 weeks for the 156 week rolling window and w min = 26 weeks and 52 weeks for the 260 weeks rolling window, which correspond to about 10% and 20% percent of the observations. For example, in the case of the sample with 156 weeks the AveW Plotted are the weights attached to each observation in a sample of T = 100 observations. The number in brackets are the minimum window, w min , in the case of the AveW weights and the down-weighting parameter, γ, in the case of the ExpW weights.
forecast is computed as the simple average of 141 forecasts computed based on past 156, 155, . . . , 16 weeks. Finally, we computed ExpW forecasts using the decay parameters γ = 0.95 and 0.98.
We report the bias and the root mean square forecast error (RMSFE) and tests for predictive performance proposed by Diebold and Mariano (1995) (DM). More precisely,
where e t = y t+1 −ŷ t+1|t , the one-week ahead forecast,ŷ t+1|t , is based on the observations up to t, and n is the number of forecasts under consideration. The DM test statistic for predictive ability are calculated for the loss differential
where e tA and e tB are the forecast error for forecast methods A and B. The bias and RMSFE for each time series is reported in Tables 1 and 2  and the DM statistics in Tables 3 to 6 . When considering the 156 week rolling window, the AveW forecasts have a lower RMSFE in 18 out of the 20 series for the shorter minimum window and in 19 out of 20 series for the longer minimum window. While the difference in RMSFEs is relatively small-the average ratio of the RMSFE of the AveW forecasts to that of the single window is 0.9965 for both minimum windows. It is clear that in terms of RMSFE the AveW forecasts systematically outperform forecasts based on a single window, although the outperformance of the AveW is statistically significant only in one case. But it is interesting to note, that in no case is the AveW forecast significantly worse.
The improvement of the ExpW forecasts over the single window forecasts crucially depends on the down-weighting parameter. For γ = 0.95 the RMSFE is lower than that of the single window in only 7 out of the 20 series, and in one case the Diebold-Mariano statistic suggests that the ExpW(0.95) forecast is significantly worse than the single window forecast. Using γ = 0.98 changes the results and the ExpW(0.98) forecast has a lower RMSFE in 17 out of 20 cases, although none of the improvements are statistically significant as the forecast RMSFEs are again similar to that of the single window with average ratios of 1.007 (γ = 0.95) and 0.9966 (γ = 0.98).
When using a longer rolling window of 260 weeks, the AveW forecasts have a lower RMSFE than the single window in 19 out of the 20 series with an average ratio of the AveW RMSFE over the single window RMSFE of 0.9952 and 0.9960 for the shorter and the longer minimum window. Again, in no individual series is the improvement statistically significant.
For the ExpW forecasts the improvement again depends strongly on the down-weighting parameter, with a lower RMSFE in 9 out of 20 series when γ is set to 0.95 against 17 out of 20 when γ is set to 0.98. The average ratio of RMSFEs is 0.9984 and 0.9940 for γ = 0.95 and 0.98.
Conclusion
In this paper we have shown that AveW and ExpW forecasts always have a lower bias than full sample forecasts. The forecast variance of the AveW and ExpW forecasts depends, however, on the size and time of the break in the sample. For all but the smallest breaks, however, also the MSFE of the AveW and ExpW forecasts are smaller than those of the single window forecasts.
A comparison of the AveW and ExpW forecasts suggest that their relative performances depend on the size and timing of the break as well as the size of the sample. It emerges that when the break is relatively smallroughly less than a quarter of the variance of the disturbance term-the AveW forecast has a lower MSFE. Otherwise ExpW will dominate if the sample size is small and the downweighting parameter, γ, is set below approximately 0.96, or when the sample size is large.
Extensions of the results in the paper to more general set ups is possible but analytical derivations might not be easy to achieve. This is particularly the case if we consider dynamic models with breaks. However, Monte Carlo simulations for AveW forecasts for AR(1) models, not reported here but available from the authors, suggest that the main findings of this paper are likely to hold more generally. 
