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Abstract
In this paper we consider a linearized model for ﬂuid–structure interaction in one space
dimension. The domain where the system evolves consists in two parts in which the wave and
heat equations evolve, respectively, with transmission conditions at the interface. First of all
we develop a careful spectral asymptotic analysis on high frequencies for the underlying
semigroup. It is shown that the semigroup governed by the system can be split into a parabolic
and a hyperbolic projection. The dissipative mechanism of the system in the domain where the
heat equation holds produces a slow decay of the hyperbolic component of solutions.
According to this analysis we obtain sharp polynomial decay rates for the whole energy of
smooth solutions. Next, we discuss the problem of null-controllability of the system when the
control acts on the boundary of the domain where the heat equation holds. The key
observability inequality of the dual system with observation on the heat component is derived
though a new Ingham-type inequality, which in turn, thanks to our spectral analysis, is a
consequence of a known observability inequality of the same system but with observation on
the wave component.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is devoted to analyze a linearized model for ﬂuid–structure interaction
in one space dimension. More precisely, we consider the following hyperbolic–
parabolic coupled system:
yt  yxx ¼ 0 in ð0;NÞ  ð0; 1Þ;
ztt  zxx ¼ 0 in ð0;NÞ  ð1; 0Þ;
yðt; 1Þ ¼ 0 tAð0;NÞ;
zðt;1Þ ¼ 0 tAð0;NÞ;
yðt; 0Þ ¼ zðt; 0Þ; yxðt; 0Þ ¼ zxðt; 0Þ tAð0;NÞ;
yð0Þ ¼ y0 in ð0; 1Þ;
zð0Þ ¼ z0; ztð0Þ ¼ z1 in ð1; 0Þ:
8>>>>>><
>>>>>>:
ð1:1Þ
This system consists of a wave equation, arising on the interval ð1; 0Þ with state
ðz; ztÞ; and a heat equation, that holds on the interval ð0; 1Þ with state y: The wave
and heat components are coupled through an interface, the point x ¼ 0; with
transmission conditions imposing the continuity of ðy; zÞ and ðyx; zxÞ: System (1.1) is
a linearized 1 d version of a system for ﬂuid–structure interaction. More realistic
models should consist, for instance, in the coupling of the Navier–Stokes equations
with the equation of elasticity along a free interface of contact. But for these more
sophisticated situations, basic questions concerning existence and uniqueness of
solutions are still open (we refer to [3] for a result on existence of solutions for a
variant of this system).
System (1.1) is a simpler one to be analyzed. Nevertheless, the understanding of its
long time behavior and its control properties is far from trivial, as we will see.
We introduce the following two Hilbert spaces:
W19ffAH1ð0; 1Þ j f ð1Þ ¼ 0g; W29ffAH1ð1; 0Þ j f ð1Þ ¼ 0g: ð1:2Þ
Throughout this paper, the norms in W1 and W2 are given, respectively, by
j f jW1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ 1
0
j fxðxÞj2 dx
s
; 8fAW1; j f jW2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ 0
1
j fxðxÞj2 dx
s
; 8fAW2:
In the sequel, by writing ðw1; w2ÞAHsð1; 1Þ (resp. Hs0ð1; 1ÞÞ for sAR; we mean
that the function w9w1wð1;0Þ þ w2wð0;1Þ belongs to Hsð1; 1Þ (resp. Hs0ð1; 1ÞÞ: The
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ﬁnite-energy space of (1.1) is the Hilbert space
H9H10 ð1; 1Þ  L2ð1; 0Þ  fð f ; gÞAW1  W2 j f ð0Þ ¼ gð0Þg  L2ð1; 0Þ ð1:3Þ
with the norm
jð f ; g; hÞjH ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
j f j2W1 þ jgj
2
W2
þ jhj2L2ð1;0Þ
q
; 8ð f ; g; hÞAH: ð1:4Þ
Using the standard semigroup theory, it is easy to show that system (1.1) is well-
posed in the Hilbert space H (see [13] for a more general case).
The energy of system (1.1) is deﬁned by
EðtÞ9Eðy; z; ztÞðtÞ ¼ 12jðyðtÞ; zðtÞ; ztðtÞÞj2H : ð1:5Þ
By means of the classical energy method, it is easy to check that
d
dt
EðtÞ ¼ 1
2
Z 1
0
jytj2 dx ¼ 1
2
Z 1
0
jyxxj2 dx: ð1:6Þ
This formula indicates clearly that the only dissipation acting on the system is
through the heat equation in ð0; 1Þ: Naturally, one hopes to know whether the
dissipation is strong enough to produce the exponential decay of the energy of
solutions of system (1.1). This is the ﬁrst topic we shall address in this paper.
At the ﬁrst glance, it seems reasonable to expect the answer to the above problem
to be positive since the dissipative mechanism looks very efﬁcient. Indeed, the energy
of system (1.1) is dissipated at a rate which is proportional to the H2-norm of the
parabolic component of the solution. Recall that for the pure heat equation, the
energy decays exponentially as t-N: On the other hand, it is also well-known that
the energy of solutions of the wave equation with dissipation localized in a
subinterval decays exponentially as t-N; too.
However, as we shall show later, the answer is negative. That is, the energy of
system (1.1) does not decay uniformly as t-N: In fact, the semigroup governed by
the system can be split into a parabolic and a hyperbolic projection. The dissipative
mechanism of the system in the domain where the heat equation holds produces a
slow decay of the hyperbolic component of solutions. To show this, we will develop a
careful spectral asymptotic analysis on high frequencies for the generator of the
underlying semigroup.
When analyzing the spectral asymptotic behavior, several difﬁculties arise, most of
which are due to the different behaviors of the parabolic and hyperbolic eigenvalues
and/or eigenvectors, and the transmission conditions on the interface. Let us explain
this a little more:
(a) The characteristic equation of the system is easy to get, as well as its leading
term RðlÞ; whose roots provide an approximation of the high frequency
eigenvalues. The roots of RðlÞ are split into two families, fl0cgNc¼1 and fl1kgNjkj¼0;
with different asymptotic behaviors. To locate the position of the eigenvalues,
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we develop a ﬁxed point argument, which differs from the most standard one
based on use of Rouche´s theorem.
(b) This analysis yields two branches of eigenvalues, lpc and l
h
k (see Lemmas 2.2 and
2.3), respectively with quite different qualitative properties. We refer to them as
parabolic and hyperbolic eigenvalues, respectively. We also obtain the
asymptotic form of the corresponding eigenvectors. We then need to show that
each branch of eigenvectors constitutes a Riesz basis of the corresponding space.
(c) We need of course to combine carefully those two bases in the ﬁnal analysis to
show that the whole family of eigenvectors constitutes a Riesz basis in the
energy space H: For this, the transmission conditions on the interface must be
considered and play a crucial role.
This analysis allows obtaining sharp polynomial decay rates for the whole energy
of smooth solutions.
Our spectral analysis results are also crucial for the second topic addressed in this
paper, the control problem that we describe below.
Fix a T40; and consider the null controllability problem of the following system:
ut  uxx ¼ 0 in ð0; TÞ  ð0; 1Þ;
vtt  vxx ¼ 0 in ð0; TÞ  ð1; 0Þ;
uðt; 1Þ ¼ g1ðtÞ tAð0; TÞ;
vðt;1Þ ¼ 0 tAð0; TÞ;
uðt; 0Þ ¼ vðt; 0Þ; uxðt; 0Þ ¼ vxðt; 0Þ tAð0; TÞ;
uð0Þ ¼ u0 in ð0; 1Þ;
vð0Þ ¼ v0; vtð0Þ ¼ v1 in ð1; 0Þ
8>>>>>><
>>>>>>:
ð1:7Þ
by means of the boundary control g1ðÞAL2ð0; TÞ: The state space of system (1.7) is
the Hilbert space
H9fð f ; g; hÞ j ðh; f ÞAH1ð1; 1Þ; gAL2ð1; 0Þg ð1:8Þ
with the norm
jð f ; g; hÞjH ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jðh; f Þj2H1ð1;1Þ þ jgj2L2ð1;0Þ
q
: ð1:9Þ
System (1.7) is said to be null controllable inH by means of controls in L2ð0; TÞ if
for any ðu0; v0; v1ÞAH; we may ﬁnd a control g1AL2ð0; TÞ such that the solution
ðu; v; vtÞACð½0; T ;HÞ of (1.7) (whose well-posedness is a consequence of estimate
(4.1) in Theorem 4.1 via the transposition method in [12]), satisﬁes uðTÞ ¼ 0 in ð0; 1Þ
and vðTÞ ¼ vtðTÞ ¼ 0 in ð1; 0Þ:
We recall that the same problem but with boundary control acting through the
wave component at x ¼ 1 was solved in [19]. More precisely, consider the
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controlled system
ut  uxx ¼ 0 in ð0; TÞ  ð0; 1Þ;
vtt  vxx ¼ 0 in ð0; TÞ  ð1; 0Þ;
uðt; 1Þ ¼ 0 tAð0; TÞ;
vðt;1Þ ¼ g2ðtÞ tAð0; TÞ;
uðt; 0Þ ¼ vðt; 0Þ; uxðt; 0Þ ¼ vxðt; 0Þ tAð0; TÞ;
uð0Þ ¼ u0 in ð0; 1Þ;
vð0Þ ¼ v0; vtð0Þ ¼ v1 in ð1; 0Þ:
8>>>>>><
>>>>>>:
ð1:10Þ
The following result was proved in [19]:
Theorem 1.1. Let T42: Then for every ðu0; v0; v1ÞAH; there exists a control
g2AL2ð0; TÞ such that the solution ðu; v; vtÞ of system (1.10) satisfies uðTÞ ¼ 0 in ð0; 1Þ
and vðTÞ ¼ vtðTÞ ¼ 0 in ð1; 0Þ:
The proof of Theorem 1.1 is based on the following observability estimate on
Eq. (1.1), which will also play a key role in this paper.
Lemma 1.1 (Zuazua [19]). Let T42: Then there is a constant C40 such that every
solution of Eq. (1.1) satisfies
jðyðTÞ; zðTÞ; ztðTÞÞj2HpCjzxð;1Þj2L2ð0;TÞ; 8ðy0; z0; z1ÞAH: ð1:11Þ
Now, it is natural to expect that the same null controllability result still holds for
system (1.7) in which the control acts on the heat component instead of the wave
one. However, this is not the case.
Indeed, the classical duality argument shows that the null controllability property
of system (1.7) is equivalent to the following similar observability inequality:
jðyðTÞ; zðTÞ; ztðTÞÞj2HpCjyxð; 1Þj2L2ð0;TÞ; 8ðy0; z0; z1ÞAH ð1:12Þ
for every solution of Eq. (1.1). Note that in (1.12) the boundary measurement is done
through the parabolic component, while in (1.11) it is done through the hyperbolic one.
However, as we shall see in Section 4.2, inequality (1.12) fails. Indeed, the norm of
the left-hand side of inequality (1.12) is too strong even if we replace the norm of its
right-hand side by
jyxð; 1Þj2Hsð0;TÞ
for any given (large) s40: This fact has the following two consequences:
(1) System (1.7) is not null controllable in the same Hilbert space as for system
(1.10) but rather in a much smaller Hilbert space S1VðCHÞ; which will be
deﬁned in (4.18) and (4.23).
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(2) The only possibility to derive an observability estimate for (1.1) by boundary
observation at x ¼ 1; the external endpoint of the heat domain, is to use a much
weaker norm than j  jH in the left-hand side of (1.12).
Consequently, we need to construct a Hilbert space V 0*H; such that the
following weak observability inequality:
jðyðTÞ; zðTÞ; ztðTÞÞj2V 0pCjyxð; 1Þj2L2ð0;TÞ; 8ðy0; z0; z1ÞAH ð1:13Þ
holds for every solution of Eq. (1.1).
For this, we note that, according to our spectral analysis, the desired inequality
can be interpreted as an Ingham-type inequality (see [8,15]). However, due to the
mixed character of the spectrum of the system, the Ingham-type inequality we need,
involving both real and complex exponentials, is not available in the literature. We
will give a proof of this inequality by means of a nonstandard method. Indeed, this
inequality holds as a consequence of our spectral analysis and the known
observability inequality in Lemma 1.1, which is about the boundary observation
of the system at the endpoint of the wave domain. The same method yields the
structure of the Hilbert space V 0 in the observability inequality (1.13).
So far we have only considered the unit intervals ð1; 0Þ and ð0; 1Þ for the wave
and heat domains, respectively. The general case, in which these intervals have
different lengths, can be treated in the same way. Note that the observability result of
Lemma 1.1 in [19] holds in this more general case, too. Thus, roughly speaking, in
order to develop the programme of this paper in the general case, it is sufﬁcient to
give the asymptotic spectral results. This is done in Appendix C at the end of this
paper.
Note also that, from the point of view of ﬂuid–structure interaction, it would be
more natural to replace the ﬁrst transmission conditions yðt; 0Þ ¼ zðt; 0Þ at the
interface x ¼ 0 by
yðt; 0Þ ¼ ztðt; 0Þ; tAð0;NÞ; ð1:14Þ
since y may be viewed as the velocity of the ﬂuid; while zt represents the velocity of
the deformation of the structure. This problem can be handled using similar
techniques. We refer to [17] for a brief description of the main results about this case
and to [18] for the details of the proofs.
Of course, these problems make sense for similar models in several space
dimensions. The results in this paper and those in [17] show the complexity of the
decay and control problems of ﬂuid–structure interaction even in one space
dimension. In [13] we analyze the problem of decay of the energy in several space
dimensions. Energy and trace estimates, and the existing results on the observability
of the wave equation [2,11], yield the polynomial decay of the smooth solutions of
the system under suitable geometric conditions on the subset where the heat equation
evolves. Roughly speaking, the heat domain needs to satisfy the geometric control
condition in [2] with respect to the wave domain. The decay rate we obtain is
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polynomial but slower than that of the 1 d case. We also show that this geometric
assumption and decay rate we obtain are sharp by means of geometric optics
constructions of approximate solutions of system (1.1).
The rest of this paper is organized as follows. Section 2 is devoted to the spectral
analysis of the generator of the underlying semigroup of system (1.1). In Section 3,
we show the polynomial decay result. Section 4 is devoted to the analysis of the
negative and the positive boundary controllability and observability through the
heat component. In Appendices A and B, we give the proofs of some technical results
that will be used along the paper. In Appendix C, as we mentioned before, we will list
the main spectral analysis result for the case that the heat and wave intervals have
different lengths.
The main results in this paper have been announced in [16] without proofs.
2. Spectral analysis
This section is devoted to the spectral analysis of the generator of the underlying
semigroup of system (1.1).
The generator A : DðAÞCH-H is deﬁned as the unbounded operator
AY ¼ ð fxx; h; gxxÞ; ð2:1Þ
for Y ¼ ð f ; g; hÞADðAÞ; with domain
DðAÞ9 fð f ; g; hÞAH j ðg; f ÞAH2ð1; 1Þ; hAH1ð1; 0Þ; fAH3ð0; 1Þ;
fxxð1Þ ¼ hð1Þ ¼ 0 and fxxð0Þ ¼ hð0Þg: ð2:2Þ
It is easy to show that the operator A deﬁned above does generate a contractive
C0-semigroup in H with compact resolvent. We refer to [13] for the proof of this
result in the more general multi-dimensional case.
Let G be a linear operator in a Hilbert space V : We denote by spðGÞ the point
spectrum of G (i.e. the set of eigenvalues of GÞ: We recall that a non-zero vector ZAV
is called a generalized eigenvector of G; corresponding to some lAspðGÞ; if ðlI 
GÞmZ ¼ 0 for some positive integer m: Further, we recall that a Riesz basis of V is
obtained from an orthonormal basis by means of a bounded invertible operator
transformation in V : Also, we recall that a sequence of vectors fvjgNj¼1 in V is said to
be o-linearly independent if
XN
j¼1
cjvj ¼ 0; cjAC for jAN
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is not possible with
0o
XN
j¼1
jcjvj j2oN:
Throughout this paper, for any l ¼ reiy with rX0 and yA½0; 2pÞ; its square root is
deﬁned by
ﬃﬃﬃ
l
p ¼ ﬃﬃrp eiy=2:
The rest of this section is divided into 3 subsections. The ﬁrst subsection is devoted
to the asymptotic behavior of the eigenvalues of A: The second subsection is
devoted to the asymptotic behavior of the corresponding eigenvectors and the
related Riesz basis property. The Riesz basis property of the generalized eigenvectors
of A will be displayed in the third subsection.
2.1. Asymptotic behavior of eigenvalues
First of all, we have the following simple but crucial result.
Lemma 2.1. The point spectrum of A is characterized by
spðAÞ ¼ fla0 j kðlÞ ¼ 0gCflAC jRe lo0g; ð2:3Þ
where
kðlÞ9
ﬃﬃﬃ
l
p
ðe2
ﬃﬃ
l
p
 1Þðe2l þ 1Þ  ðe2
ﬃﬃ
l
p
þ 1Þðe2l  1Þ: ð2:4Þ
Furthermore, for any lAspðAÞ; it holds
1þ e2
ﬃﬃ
l
p
a0; ð2:5Þ
and the corresponding eigenvector is of the form
mðp; q; rÞ; mAC\f0g; ð2:6Þ
where
p ¼ pðx; lÞ9
ﬃﬃ
l
p
ð1þe2lÞ
1þe2
ﬃ
l
p ðe
ﬃﬃ
l
p
x  e
ﬃﬃ
l
p
ð2xÞÞ; xAð0; 1Þ;
q ¼ qðx; lÞ9elx  elðxþ2Þ; xAð1; 0Þ;
r ¼ rðx; lÞ9l½elx  elðxþ2Þ; xAð1; 0Þ:
ð2:7Þ
The proof of Lemma 2.1 is given in Appendix A. This lemma reduces the
eigenvalue problem of A to the problem of ﬁnding nonzero roots of kðlÞ: Thus it is
important to analyze the asymptotic behavior of ‘‘large’’ roots l of kðlÞ:
When l is large, the leading term of kðlÞ is
RðlÞ9
ﬃﬃﬃ
l
p
ðe2
ﬃﬃ
l
p
 1Þðe2l þ 1Þ: ð2:8Þ
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Obviously, RðlÞ has two classes of non-zero roots, i.e., the roots of ‘‘e2
ﬃﬃ
l
p
 1’’ and
those of ‘‘e2l þ 1’’, respectively.
It is easy to check that ‘‘e2
ﬃﬃ
l
p
 1’’ and ‘‘e2l þ 1’’ have the following (non-zero)
roots
l0c ¼ c2p2; c ¼ 1; 2;y ð2:9Þ
and
l1k ¼ ð1=2þ kÞpi; k ¼ 0;71;72;y; ð2:10Þ
respectively.
Remark 2.1. Note that fl0cgNc¼1 are typically the eigenvalues of the classical heat
equation with Dirichlet boundary conditions in an interval of unit length; while
fl1kgNjkj¼0 are those of the classical wave equation with mixed Neumann–Dirichlet
type boundary conditions.
We denote by BrðzÞ the (closed) disk in C centered at z and with radius r: The
following lemma shows that every ‘‘large’’ root l of RðlÞ is very close to some ‘‘large’’
root of kðlÞ and vice-versa.
Lemma 2.2. There exist c1AN and k1AN such that kðlÞ has two sequences of roots,
flpcgNc¼c1 and flhkg
N
jkj¼k1 ; which satisfy, respectively,
ﬃﬃﬃﬃ
lpc
q
ABc1
ﬃﬃﬃﬃﬃ
l0c
q
 
; cXc1 ð2:11Þ
and
lhkABjkj1=2ðl1kÞ; jkjXk1: ð2:12Þ
In the sequel, flpcg will be referred to as the parabolic eigenvalues and flhkg as the
hyperbolic eigenvalues since they are close to the sequences fl0cg and fl1kg;
respectively, whose nature was discussed in Remark 2.1. In order to prove Lemma
2.2, we need the following simple result.
Proposition 2.1. For any mABjkj1=2ð0Þ; we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ l1k
q
¼
ﬃﬃﬃﬃﬃ
l1k
q
þ Oðk1Þ ð2:13Þ
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and
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
þ 1
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
 1
¼ sgnðkÞ þ Oðjkj2Þ: ð2:14Þ
The proof of Proposition 2.1 will be given in Appendix B.
Proof of Lemma 2.2. We distinguish two cases.
The ﬁrst case is when ‘‘Re l-N’’. In this case, let us show that kðlÞ has a
sequence of roots flpcg satisfying (2.11). For this purpose, we put
KðlÞ9ðe2
ﬃﬃ
l
p
 1Þ  ðe
2
ﬃﬃ
l
p
þ 1Þðe2l  1Þﬃﬃﬃ
l
p ðe2l þ 1Þ : ð2:15Þ
Obviously, la0 is a root of kðlÞ if and only if it is a root of KðlÞ: Also, for any ﬁxed
cAN; we denote
m ¼
ﬃﬃﬃ
l
p
 cpi: ð2:16Þ
Then,
KðlÞ ¼Kðm2 þ 2mcpi  c2p2Þ ¼ ðe2m  1Þ
 ðe
2m þ 1Þðe2ðm2þ2mcpic2p2Þ  1Þ
ðmþ cpiÞðe2ðm2þ2mcpic2p2Þ þ 1Þ : ð2:17Þ
Now, let us deﬁne a function
GðmÞ ¼ mþ 1
2
Kðm2 þ 2mcpi  c2p2Þ: ð2:18Þ
Then for any mABc1ð0Þ; we have
jGðmÞjp mþ 1
2
ðe2m  1Þ

þ 12 ðe
2m þ 1Þðe2ðm2þ2mcpic2p2Þ  1Þ
ðmþ cpiÞðe2ðm2þ2mcpic2p2Þ þ 1Þ


p m
Z 1
0
ð1 e2smÞds

þ 12 ½2þ Oðc
1Þ½1þ Oðc2Þ
½cpi þ Oðc1Þ½1þ Oðc2Þ

:
It is easy to see that
m
Z 1
0
ð1 e2smÞ ds ¼ m2
XN
j¼1
ð2Þ jm j1
ð j þ 1Þ! ¼ Oðc
2Þ; 8mABc1ð0Þ
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and
½2þ Oðc1Þ½1þ Oðc2Þ
½cpi þ Oðc1Þ½1þ Oðc2Þ ¼
2þ Oðc1Þ
cpi þ Oðc1Þ ¼
2
cpi
þ Oðc2Þ:
Thus,
jGðmÞjp 1
cp
þ Oðc2Þ: ð2:19Þ
Now, by (2.19), we see that there is a sufﬁciently large c1AN such that
GðmÞABc1ð0Þ; 8mABc1ð0Þ; cXc1: ð2:20Þ
Thus, by means of Brouwer ﬁxed point theorem, we conclude that there exists a
m0cABc1ð0Þ such that Gðm0cÞ ¼ m0c: It is easy to see that lpc ¼ ðm0cÞ2 þ 2m0ccpi  c2p2 is a
root of kðlÞ; and (2.11) holds.
The second case is when ‘‘Im l-N’’. In this case, we are going to show that kðlÞ
has a sequence of roots flhkg satisfying (2.12). For this purpose, we set
HðlÞ9ðe2l þ 1Þ  ðe
2
ﬃﬃ
l
p
þ 1Þðe2l  1Þ
ðe2
ﬃﬃ
l
p
 1Þ ﬃﬃﬃlp : ð2:21Þ
Obviously, la0 is a root of kðlÞ if and only if it is a root of HðlÞ: Also, for any ﬁxed
k ¼ 0;71;72;y; we denote
m ¼ l l1k: ð2:22Þ
Then,
HðlÞ ¼ Hðmþ l1kÞ ¼ ðe2m þ 1Þ þ
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
þ 1
 
ðe2m þ 1Þ
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
 1
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ l1k
q : ð2:23Þ
We deﬁne a function
JðmÞ ¼ mþ 1
2
Hðmþ l1kÞ: ð2:24Þ
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Now, from (2.23) and (2.24), using (2.13) and (2.14) in Proposition 2.1, we see that
for any mABjkj1=2ð0Þ; it holds
jJðmÞjp mþ 1
2
ð1 e2mÞ

þ 12
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
þ 1
 
ðe2m þ 1Þ
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
 1
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ l1k
q


p m
Z 1
0
ð1 e2smÞds

þ 12 ðsgnðkÞ þ Oðjkj2ÞÞ2þ Oðjkj
1=2Þﬃﬃﬃﬃﬃ
l1k
q
þ Oðk1Þ

:
It is easy to see that
m
Z 1
0
ð1 e2smÞds ¼ m2
XN
j¼1
2jm j1
ð j þ 1Þ! ¼ Oðk
1Þ; 8mABjkj1=2ð0Þ
and
ðsgnðkÞ þ Oðjkj2ÞÞ2þ Oðjkj
1=2Þﬃﬃﬃﬃﬃ
l1k
q
þ Oðk1Þ
¼ 2 sgnðkÞ þ Oðjkj
1=2Þﬃﬃﬃﬃﬃ
l1k
q
þ Oðk1Þ
¼ 2 sgnðkÞﬃﬃﬃﬃﬃ
l1k
q
þ Oðk1Þ
þ Oðk1Þ ¼ 2 sgnðkÞﬃﬃﬃﬃﬃ
l1k
q þ Oðk1Þ:
Thus, we get
jJðmÞjp 1ﬃﬃﬃﬃﬃﬃﬃ
jl1kj
q þ Oðk1Þ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃjkjpp þ Oðk1Þ; 8mABjkj1=2ð0Þ: ð2:25Þ
By (2.25), it is obvious that there is a sufﬁciently large k1AN such that
JðmÞABjkj1=2ð0Þ; 8mABjkj1=2ð0Þ; jkjXk1: ð2:26Þ
Thus, by means of Brouwer ﬁxed point theorem, we conclude that there exists a
m1kABjkj1=2ð0Þ such that Jðm1kÞ ¼ m1k: It is easy to see that lhk ¼ l1k þ m1k is a root of
kðlÞ; and (2.12) holds. This completes the proof of Lemma 2.2. &
Remark 2.2. Obviously, (2.20) (resp. (2.26)) shows that G (resp. JÞ is a map from
Bc1ð0Þ (resp. Bjkj1=2ð0ÞÞ into itself. It can be further shown that these two maps are
actually contractive. Therefore, by means of the contractive mapping principle, it is
easy to see that there exists one and only one root lpc (resp. l
h
kÞ of kðlÞ such that
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ﬃﬃﬃﬃﬃ
lpc
p
ABc1ð
ﬃﬃﬃﬃﬃ
l0c
q
Þ (resp. lhkABjkj1=2ðl1kÞÞ whenever c (resp. jkjÞ is large. However, we
will not use the uniqueness in the sequel. Therefore, for simplicity, we show only the
existence.
Lemma 2.2 gives also asymptotic estimates on the parabolic eigenvalues flpcgNc¼c1
and the hyperbolic eigenvalues flhkgNjkj¼k1 : However, in the sequel, we will need more
precise asymptotic estimates on lpc and l
h
k: The desired estimates are shown in the
following lemma.
Lemma 2.3. The following asymptotic estimates hold:ﬃﬃﬃﬃ
lpc
q
¼
ﬃﬃﬃﬃ
l0c
q
þ 1ﬃﬃﬃﬃﬃ
l0c
q þ Oðc2Þ; c-N; ð2:27Þ
lhk ¼ l1k 
sgnðkÞﬃﬃﬃﬃﬃ
l1k
q þ Oðjkj1Þ; jkj-N: ð2:28Þ
Remark 2.3. By (2.27) and (2.9), it is easy to get the following asymptotic estimate
on lpc:
lpc ¼ c2p2 þ 2þ Oðc1Þ: ð2:29Þ
Also, by (2.28) and (2.10), we get the following asymptotic estimate on lhk:
lhk ¼ 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1þ 2kjpp þ
1
2
þ k

 
pi þ sgnðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1þ 2kjpp i þ Oðjkj1Þ: ð2:30Þ
Note that, by (2.3) in Lemma 2.1, we have ReðlpcÞo0 and ReðlhkÞo0 for all k and c:
Asymptotic estimates (2.29) and (2.30) reproduce this result (at least for large k and
c).
Remark 2.4. By Remark 2.3, we see that the asymptotic behaviors of the parabolic
and hyperbolic eigenvalues, lpc and l
h
k; are quite different (see Fig. 1). Obviously, l
p
c is
close to l0c in a very simple way; while l
h
k is also close to l
1
k but in a more complicated
way. Consequently, the construction of the hyperbolic component of the
corresponding approximate (hyperbolic) ‘‘explicit’’ eigenvectors, ðq1k; r1kÞ (see
(2.50)), is also more delicate (since we need to show further that the approximate
eigenvectors are quadratically close to the original one). On the other hand, we also
need to show that fðq1k; r1kÞg forms a Riesz basis of W2  L2ð1; 0Þ (see Lemma 2.5).
The proof of this property is based on a generalized Kadec’s 1
4
-theorem.
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In order to prove Lemma 2.3, we need the following calculus result.
Proposition 2.2. (i) For any jAN; it holds
el
p
cx ¼ OðcjÞ; 8xAð0; 2: ð2:31Þ
(ii) The following three estimates
ex Re l
p
c  ex Re l0c
ex Re l
0
c
¼ Oð1Þ; 8xA½4; 4; ð2:32Þ
e
ﬃﬃﬃ
lpc
p
x  e
ﬃﬃﬃ
l0c
p
x ¼ Oðc1Þ; 8xA½2; 2 ð2:33Þ
and
el
h
kx  el1kx ¼ Oðjkj1=2Þ; 8xA½2; 2 ð2:34Þ
hold uniformly with respect to x:
The proof of Proposition 2.2 will be given in Appendix B.
Proof of Lemma 2.3. We proceed as in the proof of Lemma 5.2 in [14]. From (2.4),
we see that lpc satisﬁes
e2
ﬃﬃﬃ
lpc
p
¼ 1þ
e2
ﬃﬃﬃ
lpc
p
þ 1
 
ðe2lpc  1Þﬃﬃﬃﬃﬃ
lpc
p ðe2lpc þ 1Þ : ð2:35Þ
By (2.31) and (2.33) in Proposition 2.2, we get
e2l
p
c ¼ Oðc2Þ; e2
ﬃﬃﬃ
lpc
p
¼ 1þ Oðc1Þ: ð2:36Þ
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Thus, by (2.35) and (2.36), we get
e2ð
ﬃﬃﬃ
lpc
p

ﬃﬃﬃ
l0c
p
Þ ¼ 1þ
e2
ﬃﬃﬃ
lpc
p
þ 1
 
ðe2lpc  1Þﬃﬃﬃﬃﬃ
lpc
p ðe2lpc þ 1Þ
¼ 1þ ½2þ Oðc
1Þ½1þ Oðc2Þﬃﬃﬃﬃﬃ
l0c
q
þ Oðc1Þ
 
½1þ Oðc2Þ
¼ 1 2ﬃﬃﬃﬃﬃ
l0c
q þ Oðc2Þ
0
B@
1
CA: ð2:37Þ
Taking logarithms in (2.37), and noting that lnð1 zÞ ¼ z þ Oðjzj2Þ when jzjo1;
we conclude that (2.27) holds for any c large enough.
Similarly, from (2.4), we see that lhk satisﬁes
e2l
h
k ¼ 1þ ðe
2
ﬃﬃﬃ
lhk
p
þ 1Þðe2lhk  1Þ
ðe2
ﬃﬃﬃ
lhk
p
 1Þ
ﬃﬃﬃﬃﬃ
lhk
q : ð2:38Þ
By (2.12) in Lemma 2.2, and using (2.13) and (2.14) in Proposition 2.1, we getﬃﬃﬃﬃﬃ
lhk
q
¼
ﬃﬃﬃﬃﬃ
l1k
q
þ Oðjkj1Þ ð2:39Þ
and
e2
ﬃﬃﬃ
lhk
p
þ 1
e2
ﬃﬃﬃ
lhk
p
 1
¼ sgnðkÞ þ Oðjkj2Þ: ð2:40Þ
On the other hand, by (2.10) and using (2.34) in Proposition 2.2, it is easy to see that
e2l
h
k ¼ 1þ Oðjkj1=2Þ: ð2:41Þ
Now, by (2.38)–(2.41), we get
e2ðl
h
kl1kÞ ¼ 1 ðsgnðkÞ þ Oðjkj2ÞÞð2þ Oðjkj
1=2ÞÞﬃﬃﬃﬃﬃ
l1k
q
þ Oðjkj1Þ
¼ 1 2 sgnðkÞﬃﬃﬃﬃﬃ
l1k
q þ Oðjkj1Þ
0
B@
1
CA: ð2:42Þ
Taking logarithms in (2.42), and noting that lnð1 zÞ ¼ z þ Oðjzj2Þ when jzjo1;
we conclude that (2.28) holds for any jkj large enough. &
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2.2. Asymptotic behavior of eigenvectors and approximate Riesz bases
First, for the parabolic eigenvalues lpc with cXc1 (recall Lemma 2.2 for c1Þ; we
choose the corresponding eigenvector of A as follows (recall (3.5) for p; q and rÞ
p
p
cðxÞ9
pðx; lpcÞ
c2p2ð1þ e2c2p2Þ; xAð0; 1Þ;
q
p
cðxÞ9
qðx; lpcÞ
c2p2ð1þ e2c2p2Þ; r
p
cðxÞ9
rðx; lpcÞ
c2p2ð1þ e2c2p2Þ; xAð1; 0Þ: ð2:43Þ
In order to describe the asymptotic behavior of ðppc; qpc; rpcÞ; we need to introduce
the following functions:
p0cðxÞ9
sin cpx
cp
; c ¼ 1; 2;y; c1  1;
1þ e2lpc
cpð1þ e2c2p2Þ sin cpx; cXc1;
8><
>: ð2:44Þ
where xAð0; 1Þ: Obviously, p0c ðcANÞ are eigenfunctions of the heat equation in the
interval ð0; 1Þ with Dirichlet boundary conditions.
We have the following key result:
Proposition 2.3. It holds
XN
c¼c1
½jppc  p0cj2W1 þ jq
p
cj2W2 þ jr
p
cj2L2ð1;0ÞoN: ð2:45Þ
The proof of Proposition 2.3 will be given in Appendix B. Proposition 2.3 shows
that the energy of the parabolic eigenvector is concentrated in the ‘‘heat’’ component
(see Fig. 2 below).
On the other hand, we have the following result.
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Fig. 2. Asymptotic form of parabolic eigenvectors.
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Lemma 2.4. The sequence fp0cgNk¼1 forms a Riesz basis of H10 ð0; 1Þ:
Proof. Noting that sin cpxcp
 N
c¼1 is a orthogonal basis of H
1
0 ð0; 1Þ; it sufﬁces to show
that there is a positive constant C such that
1
C
p 1þ e
2lpc
1þ e2c2p2

pC; 8cXc1: ð2:46Þ
By (2.29) in Remark 2.3, the right-hand side of (2.46) is obvious.
Using (2.29) again, we have
j1þ e2lpc j ¼ 1þ e2ðl0cþ2Þ  2ðlpc  l0c  2Þe2ðl
0
cþ2Þ
Z 1
0
e2sðl
p
cl0c2Þds


¼ j1þ ½1þ Oðc1Þe2ðl0cþ2ÞjXe
4
2
e2c
2p2  1;
which yields the left-hand side of (2.46) immediately. &
Next, for the hyperbolic eigenvalues lhk with jkjXk1 (recall Lemma 2.2 for k1Þ; we
choose the corresponding eigenvector of A as follows (recall (2.7) for p; q and rÞ
phkðxÞ9
pðx; lhkÞ
2ilhk
; xAð0; 1Þ;
qhkðxÞ9
qðx; lhkÞ
2ilhk
; rhkðxÞ9
rðx; lhkÞ
2ilhk
; xAð1; 0Þ: ð2:47Þ
For k ¼ 0;71;72;y; we put
*lhk9
1
2
þ k

 
pþ sgnðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ 2kÞpp þ
sgnðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ 2kÞpp i
" #
i: ð2:48Þ
It is easy to check that
*lhk ¼ l1k 
sgnðkÞﬃﬃﬃﬃﬃ
l1k
q ; 8jkjXk1: ð2:49Þ
In order to describe the asymptotic behavior of ðphk; qhk; rhkÞ; we need to introduce
the following functions:
q1kðxÞ9
qðx; *lhkÞ
2i *lhk
; r1kðxÞ9
rðx; *lhkÞ
2i *lhk
; xAð1; 0Þ; ð2:50Þ
where qðx; *lhkÞ and rðx; *lhkÞ are deﬁned in (2.7). The ﬁrst-order approximation
of these functions are eigenfunctions of the wave equation in the interval ð1; 0Þ
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with Dirichlet boundary condition at x ¼ 1 and Neumann boundary condition
at x ¼ 0:
We have the following key result:
Proposition 2.4. It holds
XN
jkj¼k1
½jphkj2W1 þ jqhk  q1kj2W2 þ jrhk  r1kj2L2ð1;0ÞoN: ð2:51Þ
The proof of Proposition 2.4 will be given in Appendix B. Proposition 2.4 shows
that the energy of the hyperbolic eigenvector is concentrated in the ‘‘wave’’
component (see Fig. 3 below).
On the other hand, we have the following result (recall (1.2) for W2Þ:
Lemma 2.5. The sequence fðq1k; r1kÞgNk¼N constitutes a Riesz basis of W2  L2ð1; 0Þ:
In order to prove Lemma 2.5, we need the following generalization of Kadec’s 1
4
-
theorem [10,15, p. 196].
Lemma 2.6. If fskgNk¼N is a sequence in C for which
sup
k
jRe sk  kjo14 and sup
k
jIm skjoN;
then the system feiskxgNk¼N is a Riesz basis for L2ðp; pÞ:
Proof of Lemma 2.5. The proof is divided into several steps.
Step 1: Denote
sk ¼ k þ sgnðkÞ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ 2kÞpp þ sgnðkÞp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ 2kÞpp i; k ¼ 0;71;72;y:
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Fig. 3. Asymptotic form of hyperbolic eigenvectors.
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Here and in the sequel we adopt the convention that sgnð0Þ ¼ 0: It is easy to check
that fskgNk¼N satisﬁes the condition in Lemma 2.6. Thus the system feiskxgNk¼N is a
Riesz basis for L2ðp; pÞ: Note that *lhk ¼ ð1=2þ skÞpi: Hence, by scaling, it is easy
to see that system fe*lhkxgNk¼N is a Riesz basis for L2ð1; 1Þ: Also, by a simple
transformation x- x; we see that fe*lhkxgNk¼N is a Riesz basis for L2ð1; 1Þ:
Step 2. Put
ekðxÞ9e
*lh
k
x þ e*lhkx
2
wð1;0ÞðxÞ þ
e
*lh
k
x  e*lhkx
2
wð0;1ÞðxÞ; xAð1; 1Þ: ð2:52Þ
We claim that fekðxÞgNk¼N forms a Riesz basis in L2ð1; 1Þ:
In fact, for any ð f ; gÞAL2ð1; 1Þ; deﬁne
FðxÞ ¼ f ðxÞwð1;0ÞðxÞ þ f ðxÞwð0;1ÞðxÞ; xA½1; 1 ð2:53Þ
and
GðxÞ ¼ gðxÞwð0;1ÞðxÞ  gðxÞwð1;0ÞðxÞ; xA½1; 1: ð2:54Þ
Obviously, FAL2ð1; 1Þ and GAL2ð1; 1Þ: Therefore, using the Riesz basis property
of fe*lhkxgNk¼N in L2ð1; 1Þ; we conclude that there exist two sequences fakgNk¼NCC
and fbkgNk¼NCC such that
FðxÞ ¼
XN
k¼N
ake
*lh
k
x in L2ð1; 1Þ ð2:55Þ
and
GðxÞ ¼
XN
k¼N
bke
*lh
k
x in L2ð1; 1Þ: ð2:56Þ
Furthermore,
XN
k¼N
ðjak þ bkj2Þp 2
XN
k¼N
ðjakj2 þ jbkj2Þ
pCðjF j2L2ð1;1Þ þ jGj2L2ð1;1ÞÞpCjð f ; gÞj2L2ð1;1Þ: ð2:57Þ
However, by (2.53) and (2.54), we have
FðxÞ ¼ FðxÞ; GðxÞ ¼ GðxÞ; xAð1; 1Þ: ð2:58Þ
Therefore, it follows from (2.55), (2.56) and (2.58) that
XN
k¼N
ake
*lh
k
x ¼
XN
k¼N
ake
*lh
k
x;
XN
k¼N
bke
*lh
k
x ¼ 
XN
k¼N
bke
*lh
k
x; xAð1; 1Þ: ð2:59Þ
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Now, by (2.59) and (2.55), we see that
1
2
XN
k¼N
ðak þ bkÞðe*lhkx þ e*lhkxÞ
¼ 1
2
XN
k¼N
ðak þ bkÞe*lhkx þ
XN
k¼N
ðak þ bkÞe*lhkx
" #
¼ 1
2
XN
k¼N
ðak þ bkÞe*lhkx þ
XN
k¼N
ðak  bkÞe*lhkx
" #
¼
XN
k¼N
ake
*lh
k
x ¼ FðxÞ; xAð1; 1Þ: ð2:60Þ
Similarly, by (2.59) and (2.56), we have
1
2
XN
k¼N
ðak þ bkÞðe*lhkx  e*lhkxÞ ¼
XN
k¼N
bke
*lh
k
x ¼ GðxÞ; xAð1; 1Þ: ð2:61Þ
Consequently, combining (2.60) and (2.61), noting the deﬁnition of ekðxÞ in (2.52),
and recalling (2.53) and (2.54), we conclude that
ð f ; gÞ ¼
XN
k¼N
ðak þ bkÞekðxÞ; xAð1; 1Þ: ð2:62Þ
Now, by (2.62) and (2.52), using the Riesz basis property of fe*lhkxgNk¼N and
fe*lhkxgNk¼N in L2ð1; 1Þ; it is easy to check that
jð f ; gÞj2L2ð1;1Þ ¼
1
4
Z 0
1
XN
k¼N
ðak þ bkÞðe*lhkx þ e*lhkxÞ


2
dx
0
@
þ
Z 1
0
XN
k¼N
ðak þ bkÞðe*lhkx  e*lhkxÞ


2
dx
1
A
p
Z 1
1
XN
k¼N
ðak þ bkÞe*lhkx


2
dx þ
Z 1
1
XN
k¼N
ðak þ bkÞe*lhkx


2
dx
pC
XN
k¼N
jak þ bkj2: ð2:63Þ
Further, let us show the o-linearly independence property of fekgNk¼N in
L2ð1; 1Þ: For this purpose, we assume that there is a sequence fckgNk¼NCC with
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PN
k¼N jckj2oN such that
XN
k¼N
ckekðxÞ ¼ 0; xAð1; 1Þ: ð2:64Þ
From (2.64) and the deﬁnition of ek in (2.52), we conclude that
XN
k¼N
ckðe*lhkx þ e*lhkxÞ ¼ 0; xAð1; 0Þ ð2:65Þ
and
XN
k¼N
ckðe*lhkx  e*lhkxÞ ¼ 0; xAð0; 1Þ: ð2:66Þ
Obviously, (2.65) is equivalent to
XN
k¼N
ckðe*lhkx þ e*lhkxÞ ¼ 0; xAð0; 1Þ: ð2:67Þ
Now, by adding (2.66) to (2.67), we get
XN
k¼N
cke
*lh
k
x ¼ 0; xAð0; 1Þ: ð2:68Þ
Similarly, by subtracting (2.67) from (2.66), we get
XN
k¼N
cke
*lh
k
x ¼ 0; xAð0; 1Þ: ð2:69Þ
However, (2.69) is equivalent to
XN
k¼N
cke
*lh
k
x ¼ 0; xAð1; 0Þ: ð2:70Þ
Combining (2.68) and (2.70), we get
XN
k¼N
cke
*lh
k
x ¼ 0; xAð1; 1Þ: ð2:71Þ
Now, from (2.71) and by the Riesz basis property of system fe*lhkxgNk¼N in L2ð1; 1Þ;
we conclude that ck ¼ 0 for all k ¼ 0;71;72;y: This gives the o-linear
independence of fekgNk¼N in L2ð1; 1Þ:
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Finally, by (2.62), (2.57) and (2.63), and noting the o-linear independence of
fekgNk¼N in L2ð1; 1Þ; we conclude that fekðxÞgNk¼N forms a Riesz basis in
L2ð1; 1Þ:
Step 3: We claim that
e
*lh
k
x þ e*lhkx
2
;
e
*lh
k
x  e*lhkx
2
 !( )N
k¼N
ð2:72Þ
forms a Riesz basis in L2ð0; 1Þ  L2ð0; 1Þ:
In fact, choose any ð f ; gÞAL2ð0; 1Þ  L2ð0; 1Þ: Deﬁne fˆðxÞ ¼ f ðxÞ; xAð1; 0Þ:
Then ðfˆ; gÞAL2ð1; 1Þ: Thus, by the Riesz basis property of fekðxÞgNk¼N in
L2ð1; 1Þ; we conclude that there is a sequence fckgNk¼NCC such that
ðfˆ; gÞ ¼
XN
k¼N
ckekðxÞ in L2ð1; 1Þ: ð2:73Þ
By (2.63) and the deﬁnition of ekðxÞ in (2.52), it is easy to see that
f ðxÞ ¼ fˆðxÞ ¼ 1
2
XN
k¼N
ckðe*lhkx þ e*lhkxÞ; xAð1; 0Þ ð2:74Þ
and
gðxÞ ¼ 1
2
XN
k¼N
ckðe*lhkx  e*lhkxÞ; xAð0; 1Þ: ð2:75Þ
However, (2.74) is equivalent to
f ðxÞ ¼ 1
2
XN
k¼N
ckðe*lhkx þ e*lhkxÞ; xAð0; 1Þ: ð2:76Þ
In view of (2.75) and (2.76), we conclude that
ð f ; gÞ ¼
XN
k¼N
ck
e
*lh
k
x þ e*lhkx
2
;
e
*lh
k
x  e*lhkx
2
 !
;
which yields easily the Riesz basis property of system (2.72) in L2ð0; 1Þ  L2ð0; 1Þ:
By translation, we see that
e
*lh
k
ðxþ1Þ þ e*lhkðxþ1Þ
2
;
e
*lh
k
ðxþ1Þ  e*lhkðxþ1Þ
2
 !( )N
k¼N
ð2:77Þ
forms a Riesz basis in L2ð1; 0Þ  L2ð1; 0Þ:
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On the other hand, by (2.48), it is easy to see that there is a constant C40 such
that
1
C
pje*lhk jpC; k ¼ 0;71;72;y:
Thus
e
*lh
k
x þ e*lhkðxþ2Þ
2
;
e
*lh
k
x  e*lhkðxþ2Þ
2
 !( )N
k¼N
ð2:78Þ
is a Riesz basis for L2ð1; 0Þ  L2ð1; 0Þ since every element in system (2.28) is
obtained from that in system (2.77) by simple multiplication by e*l
h
k :
Step 4: We claim that
e
*lh
k
x  e*lhkðxþ2Þ
2*lhk
;
e
*lh
k
x  e*lhkðxþ2Þ
2
 !( )N
k¼N
ð2:79Þ
is a Riesz basis for W2  L2ð1; 0Þ (recall (1.2) for W2Þ: To see this, we take any
ð f ; gÞAW2  L2ð1; 0Þ: Then ð fx; gÞAL2ð1; 0Þ  L2ð1; 0Þ: Thus, there exists a
sequence fdkgNk¼NCC such that
ð fx; gÞ ¼
XN
k¼N
dk
e
*lh
k
x þ e*lhkðxþ2Þ
2
;
e
*lh
k
x  e*lhkðxþ2Þ
2
 !
ð2:80Þ
in L2ð1; 0Þ  L2ð1; 0Þ: Especially, we have
fx ¼ 1
2
XN
k¼N
dk e
*lh
k
x þ e*lhkðxþ2Þ
 
in L2ð1; 0Þ:
Integrating the above equality from 1 to x; noting that f ð1Þ ¼ 0; we get
f ðxÞ ¼ 1
2
XN
k¼N
dk
e
*lh
k
x  e*lhkðxþ2Þ
*lhk
in W2: ð2:81Þ
From (2.80) and (2.81), we see that
ð f ; gÞ ¼
XN
k¼N
dk
e
*lh
k
x  e*lhkðxþ2Þ
2*lhk
;
e
*lh
k
x  e*lhkðxþ2Þ
2
 !
in W2  L2ð1; 0Þ:
which yields easily the Riesz basis property of system (2.79) in W2  L2ð1; 0Þ:
Finally, from the deﬁnition of q1k and r
1
k in (2.50), it is easy to see that ðq1k; r1kÞ may
be obtained from the corresponding element in system (2.79) by simple multi-
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plication by i: Therefore, fðq1k; r1kÞgNk¼N constitutes a Riesz basis of W2  L2ð1; 0Þ:
This completes the proof of Lemma 2.5. &
We have analyzed the asymptotic behavior of parabolic and hyperbolic
eigenvectors and the Riesz basis property of the corresponding approximate
eigenvectors. Now, we need to combine these two results together.
For this purpose, we put
p1k ¼ p1kðxÞ9q1kð0Þð1 xÞ; xAð0; 1Þ; k ¼ 0;71;72;y: ð2:82Þ
By means of a direct computation, it is easy to check the following result (We omit
the details):
Proposition 2.5. It holds
XN
k¼N
jp1kj2W1 ¼
XN
k¼N
jq1kð0Þj2oN: ð2:83Þ
Now, combining Propositions 2.3–2.5, and noting (1.4), we conclude immediately
that
Lemma 2.7. The following estimate holds:
XN
c¼c1
½jðppc; qpc; rpcÞ  ðp0c; 0; 0Þj2H  þ
XN
jkj¼k1
½jðphk; qhk; rhkÞ  ðp1k; q1k; r1kÞj2H oN:
On the other hand, we have
Lemma 2.8. System
fðp0c; 0; 0ÞgNc¼1
[
fðp1k; q1k; r1kÞgNk¼N ð2:84Þ
forms a Riesz basis in H:
Proof. First of all, let us show that system (2.84) is complete in H: For this purpose,
we ﬁx any ð f ; g; hÞAH: By Lemma 2.5, fðq1k; r1kÞgNk¼N is a Riesz basis of W2 
L2ð1; 0Þ: Thus, there is a sequence fakgNk¼NCC with
PN
k¼N jakj2oN such that
ðg; hÞ ¼
XN
k¼N
akðq1k; r1kÞ in W2  L2ð1; 0Þ: ð2:85Þ
Especially, we have
g ¼
XN
k¼N
akq
1
k in W2: ð2:86Þ
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Now, by (2.86) and the deﬁnitions of H and p1k; we see that
f ð0Þ ¼ gð0Þ ¼
XN
k¼N
akq
1
kð0Þ ¼
XN
k¼N
akp
1
kð0Þ: ð2:87Þ
On the other hand, obviously,
f ð1Þ ¼
XN
k¼N
akp
1
kð1Þ ¼ 0: ð2:88Þ
Also, by (2.83), it is easy to see that
PN
k¼N akp
1
kAH
1ð0; 1Þ: Hence, combining (2.87)
and (2.88), we conclude that
f 
XN
k¼N
akp
1
kAH
1
0 ð0; 1Þ:
Therefore, by Lemma 2.4, there exists a sequence fbcgNc¼1CC with
PN
c¼1 jbcj2oN
such that
f 
XN
k¼N
akp
1
k ¼
XN
c¼1
bcp
0
c in H
1
0 ð0; 1Þ: ð2:89Þ
Now, combining (2.85) and (2.89), we arrive at
ð f ; g; hÞ ¼
XN
k¼N
akðp1k; q1k; r1kÞ þ
XN
c¼1
bcðp0c; 0; 0Þ in H;
which yields the completeness of system (2.84) in H:
Next, we claim that there is a constant C40 such that for all sequences
fa˜kgNk¼NCC and fb˜cgNc¼1CC with
PN
k¼N ja˜kj2 þ
PN
c¼1 jb˜cj2oN; it holds
1
C
XN
k¼N
ja˜kj2 þ
XN
c¼1
jb˜cj2
 !
p
XN
k¼N
a˜kðp1k; q1k; r1kÞ þ
XN
c¼1
b˜cðp0c; 0; 0Þ


2
H
pC
XN
k¼N
ja˜kj2 þ
XN
c¼1
jb˜cj2
 !
: ð2:90Þ
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In fact, in view of (1.4) and (2.82), we get
XN
k¼N
a˜kðp1k; q1k; r1kÞ þ
XN
c¼1
b˜cðp0c; 0; 0Þ


2
H
¼
XN
k¼N
a˜kp
1
k þ
XN
c¼1
b˜cp
0
c


2
W1
þ
XN
k¼N
a˜kðq1k; r1kÞ


2
W2L2ð1;0Þ
¼
Z 1
0

XN
k¼N
a˜kq
1
kð0Þ þ
XN
c¼1
b˜c@xp
0
cðxÞ


2
dx
þ
XN
k¼N
a˜kðq1k; r1kÞ


2
W2L2ð1;0Þ
: ð2:91Þ
However, by (2.44), it is easy to see that
R 1
0 @xp
0
cðxÞ dx ¼ 0: Therefore,
Z 1
0

XN
k¼N
a˜kq
1
kð0Þ þ
XN
c¼1
b˜c@xp
0
cðxÞ


2
dx
¼
XN
k¼N
a˜kq
1
kð0Þ


2
2 Re
XN
k¼N
XN
c¼1
a˜kq
1
kð0Þb˜c
Z 1
0
@xp
0
cðxÞ dx
 !
þ
Z 1
0
XN
c¼1
b˜c@xp
0
cðxÞ


2
dx
¼
XN
k¼N
a˜kq
1
kð0Þ


2
þ
XN
c¼1
b˜cp
0
c


2
H1
0
ð0;1Þ
: ð2:92Þ
Combining (2.91) and (2.92), we get
XN
k¼N
a˜kðp1k; q1k; r1kÞ þ
XN
c¼1
b˜cðp0c; 0; 0Þ


2
H
¼
XN
k¼N
a˜kq
1
kð0Þ


2
þ
XN
c¼1
b˜cp
0
c


2
H1
0
ð0;1Þ
þ
XN
k¼N
a˜kðq1k; r1kÞ


2
W2L2ð1;0Þ
: ð2:93Þ
Recall that, by Lemmas 2.4 and 2.5, fp0cgNc¼1 and fðq1k; r1kÞgNk¼N are Riesz basis in
H10 ð0; 1Þ and W2  L2ð1; 0Þ; respectively. Therefore, there is a constant C40 such
that
1
C
XN
c¼1
jb˜cj2p
XN
c¼1
b˜cp
0
c


2
H1
0
ð0;1Þ
pC
XN
c¼1
jb˜cj2 ð2:94Þ
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and
1
C
XN
k¼N
ja˜kj2p
XN
k¼N
a˜kðq1k; r1kÞ


2
W2L2ð1;0Þ
pC
XN
k¼N
ja˜kj2: ð2:95Þ
Also, by Proposition 2.5, it is easy to see that
XN
k¼N
a˜kq
1
kð0Þ


2
pC
XN
k¼N
ja˜kj2: ð2:96Þ
Now, combining (2.93)–(2.96), one gets (2.90) immediately. This completes the
proof of Lemma 2.8. &
2.3. Riesz basis property of the generalized eigenvectors
The main result of this section is the following theorem.
Theorem 2.1. There exist positive integers n0; *c1Xc1 and k˜1Xk1 such that
fuj;0;y; uj;mj1gn0j¼1
[
fðppc; qpc; rpcÞgNc¼*c1
[
fðphk; qhk; rhkÞgNjkj¼k˜1 ð2:97Þ
form a Riesz basis of H; where uj;0 is an eigenvector of A with respect to some
eigenvalue mj of A ð j ¼ 1; 2;y; n0Þ with algebraic multiplicity mj; fuj;1;y; uj;mj1g is
the associated Jordan chain of the corresponding generalized eigenvectors of A with
respect to mj and uj;0; i.e.,Auj;0 ¼ mjuj;0 andAuj;k ¼ mjuj;k þ uj;k1 ðk ¼ 1;ymj  1Þ:
In order to prove Theorem 2.1, we need the following known result [6].
Lemma 2.9. Let V be a Hilbert space and G be a densely defined linear operator with
compact resolvent in V : Let ffngNn¼1 be a Riesz basis of V : Suppose a sequence of
generalized eigenvectors fgngNn¼Nþ1 of G satisfies
XN
n¼Nþ1
jgn  fnj2VoN
for some NAN: Then one can find an integer MXN and some generalized eigenvectors
fgn0gMn¼1 of G such that
fgn0gMn¼1
[
fgngNn¼Mþ1
forms a Riesz basis of V :
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Proof of Theorem 2.1. By Lemmas 2.7–2.9, we conclude that there exist positive
integers m0; *c1Xc1 and k˜1Xk1; and generalized eigenvectors ðpm; qm; rmÞ ðm ¼
1;y; m0Þ of A such that
fðpm; qm; rmÞÞgm0m¼1
[
fðppc; qpc; rpcÞgNc¼*c1
[
fðphk; qhk; rhkÞgNjkj¼k˜1
forms a Riesz basis of H:
We set
M ¼ spanfðpm; qm; rmÞ j m ¼ 1; 2;y; m0g:
Obviously, dim M ¼ m0oN and M is an invariant subspace of A: Thus AjM can
be represented as a matrix. Hence, AjM admits n0 eigenvalues m1; m2;y; mn0 ; where
n0Af1; 2y; m0g: We denote by mjðX1Þ the algebraic multiplicity of the eigenvalue mj
ð j ¼ 1; 2;y; n0Þ: Applying Jordan’s decomposition theorem (in matrix theory), one
concludes that m1 þ m2 þ?þ mn0 ¼ m0; and there are m0 generalized eigenvectors
u1;0;y; u1;m11;y; un0;0;y; un0;mn01 of AjM ; which form a basis of M; where
fuj;0; uj;1;y; uj;mj1g is the associated Jordan chain of the corresponding generalized
eigenvectors of AM with respect to mj; i.e., AjMuj;0 ¼ mjuj;0 and AjMuj;k ¼ mjuj;k þ
uj;k1 ðk ¼ 1;ymj  1Þ:
It is easy to see that
fuj;0;y; uj;mj1gn0j¼1
[
fðppc; qpc; rpcÞgNc¼*c1
[
fðphk; qhk; rhkÞgNjkj¼k˜1
forms a Riesz basis of H:
Finally, noting that mk is also an eigenvalue ofA; and fuj;0; uj;1;y; uj;mj1g is the
associated Jordan chain of the corresponding generalized eigenvectors of A with
respect to mj; we obtain the desired result immediately. This completes the proof of
Theorem 2.1. &
As a simple consequence of Theorem 2.1, we have the following result.
Corollary 2.1. For any ðy0; z0; z1ÞAH; there exist faj;0;y; aj;mj1gn0j¼1CC; and two
sequences facgNc¼*c1CC and fbkg
N
jkj¼k˜1CC with
XN
c¼*c1
jacj2 þ
XN
jkj¼k˜1
jbkj2oN ð2:98Þ
such that
ðy0; z0; z1Þ ¼
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ: ð2:99Þ
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Furthermore, the corresponding solution of system (1.1) is given by
ðyðtÞ; zðtÞ; ztðtÞÞ ¼
Xn0
j¼1
emj t
Xmj1
k¼0
aj;k
Xk
s¼0
t ks
ðk  sÞ! uj;s
þ
XN
c¼*c1
acðppc; qpc; rpcÞel
p
ct þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞel
h
kt; ð2:100Þ
where n0; *c1; k˜1; mj; mj; uj;0;y; uj;mj1 ð j ¼ 1; 2;y; n0Þ are given in Theorem 2.1.
Remark 2.5. Since uj;s ðs ¼ 0; 1;y; mj  1; j ¼ 1; 2;y; n0Þ are generalized eigenvec-
tors of A; we may denote them as follows:
uj;s ¼ ðpj;s; qj;s; rj;sÞ: ð2:101Þ
Obviously, ðpj;0; qj;0; rj;0Þ is an eigenvector of A corresponding to its eigenvalue mj:
Therefore, ðpj;0; qj;0; rj;0Þ can be expressed as (2.6) with the corresponding eigenvalue
l replaced by mj: We will use this fact in the sequel.
In view of (2.100) in Corollary 2.1, one sees that any solution of system (1.1) can
be decomposed into the sum of three parts, i.e. a low-frequency finite-dimensional
component
ðylowðtÞ; zlowðtÞ; zlowt ðtÞÞ9
Xn0
j¼1
emj t
Xmj1
k¼0
aj;k
Xk
s¼0
t ks
ðk  sÞ! uj;s; ð2:102Þ
a parabolic component
ðy pðtÞ; zpðtÞ; zpt ðtÞÞ9
XN
c¼*c1
acðppc; qpc; rpcÞel
p
ct; ð2:103Þ
and a hyperbolic component
ðyhðtÞ; zhðtÞ; zht ðtÞÞ9
XN
jkj¼k˜1
bkðphk; qhk; rhkÞel
h
kt: ð2:104Þ
Note that the parabolic (resp. hyperbolic) component is not strictly supported in the
interval where the heat (resp. wave) equation holds. However, the reminder is smaller
and smaller when c (resp. jkjÞ becomes large. On the other hand, from (2.30), we see
that the distance between the hyperbolic eigenvalue lhk and the imaginary axis tends
to 0 as k-N: Therefore, by (2.100), it is easy to see that the hyperbolic component
of the solution of system (1.1) does not decay exponentially, while the rest does.
However, assuming more regularity on the initial data, we can show that the energy
of the hyperbolic component decays polynomially. This will be shown in Section 3.
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3. Polynomial decay rate
This section is devoted to showing the polynomial decay of the energy of solutions
of system (1.1). We have the following result.
Theorem 3.1. There is a constant C40 such that for any ðy0; z0; z1ÞADðAÞ; the
solution of (1.1) satisfies
jðyðtÞ; zðtÞ; ztðtÞÞjHp
C
t2
jðy0; z0; z1ÞjDðAÞ; 8t40: ð3:1Þ
Proof. We take any ðy0; z0; z1ÞADðAÞ: Since DðAÞCH; we conclude that there exist
complex numbers faj;0;y; aj;mj1gn0j¼1; and two sequences facgNc¼*c1CC and
fbkgNjkj¼k˜1CC satisfying (2.98) such that (2.99) holds. Then, by Corollary 2.1, the
corresponding solution of system (1.1) is given by (2.100).
Recall that mj ð j ¼ 1; 2;y; n0Þ; lpc ðcX*c1Þ and lhk ðjkjXk˜1Þ in (2.100) are
eigenvalues of A: By (2.3) in Lemma 2.1, we have
maxðRe m1;Re m2;y;Re mn0Þo0: ð3:2Þ
On the other hand, by ðy0; z0; z1ÞADðAÞ and using the Riesz basis property shown
in Theorem 2.1, we have
N4 jðy0; z0; z1Þj2DðAÞ ¼ jðy0; z0; z1Þj2H þ jAðy0; z0; z1Þj2H
¼
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ


2
H
þ
Xn0
j¼1
Xmj1
k¼0
aj;kAuj;k þ
XN
c¼*c1
acAðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkAðphk; qhk; rhkÞ


2
H
¼
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ


2
H
þ
Xn0
j¼1
aj;mj1mj;mj1uj;mj1 þ
Xmj2
k¼0
ðaj;kþ1 þ aj;kmj;kÞuj;k
" #
þ
XN
c¼*c1
acl
p
cðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkl
h
kðphk; qhk; rhkÞ

2
H
XC
XN
jkj¼k˜1
ð1þ jlhkj2Þjbkj2: ð3:3Þ
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Using again the Riesz basis property shown in Theorem 2.1, from (2.100), we end
up with
jðyðtÞ; zðtÞ; ztðtÞÞj2H
pC
Xn0
j¼1
e2t Re mj
Xmj1
k¼0
jaj;kj2
Xk
s¼0
t2ðksÞ
2
4
þ
XN
c¼*c1
e2t Re l
p
c jacj2 þ
XN
jkj¼k˜1
e2t Re l
h
k jbkj2
3
5: ð3:4Þ
However, by (2.30), we see that
Re lhk ¼ 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1þ 2kjpp þ Oðjkj1Þ ¼ 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2jkjpp þ Oðjkj1Þ:
Thus, for jkj large enough, the following estimate holds:
Re lhk4
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4jkjpp ð40Þ:
Similarly, for jkj large enough, we get
jlhkj2 ¼ 12þ k
' (2p2 þ Oðjkj1=2Þ4k2:
Therefore, for all t40; it holds
e2t Re l
h
k
jlhkj2
¼ 1
jlhkj2e2t Re l
h
k
¼ 1jlhkj2
PN
j¼0 ð j!Þ1ð2tÞ jðRe lhkÞ j
p 1ð4!Þ2ð2tÞ4ðRe lhkÞ4jlhkj2
pCt4: ð3:5Þ
From (3.3) and (3.5), we have
XN
jkj¼k˜1
e2t Re l
h
k jbkj2pCt4
XN
jkj¼k˜1
jlhkj2jbkj2pCt4jðy0; z0; z1Þj2DðAÞ: ð3:6Þ
On the other hand, by (2.29) and (3.2), it is easy to see that there is a constant
d040 such that
supðfRe lpc j cX*c1g
[
fRe m1;Re m2;y;Re mn0gÞo d0:
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Therefore, for t large enough, it holds
Xn0
j¼1
e2t Re mj
Xmj1
k¼0
jaj;kj2
Xk
s¼0
t2ðksÞ þ
XN
c¼*c1
e2t Re l
p
c jacj2pCed0tjðy0; z0; z1Þj2H : ð3:7Þ
Finally, combining (3.6) and (3.7), one obtains (3.1). This completes the proof of
Theorem 3.1. &
Remark 3.1. From the proof of Theorem 3.1, we see that the solution of system (1.1)
can be split into the sum of two parts, i.e., the parabolic component plus the ﬁnite-
dimensional one which decays exponentially to zero and the hyperbolic component
for which we have the polynomial decay of smooth solutions.
Remark 3.2. Obviously, for any jAN; DðAjÞ is a Hilbert space (with graph norm).
Similar to the proof of Theorem 3.1, one can show that for any ðy0; z0; z1ÞADðAjÞ;
the solution of (1.1) satisﬁes jðyðtÞ; zðtÞ; ztðtÞÞjHpCt2jjðy0; z0; z1ÞjDðAjÞ for all t40:
Therefore, solutions of (1.1) decay faster when initial data are smoother.
4. Boundary control and observation through the heat component
This section is devoted to analyzing the null controllability property of system
(1.7) and the boundary observation property of system (1.10) through the heat
component.
We will divide this section into 5 subsections. In the ﬁrst subsection, we will show a
regularity result for system (1.1). In the second subsection, we will give a negative
observability result for system (1.1) in the natural energy space H; which implies a
negative controllability result for system (1.7). In the third subsection, we will give a
description on the controllability subspace of system (1.7) and state the
corresponding observability estimate in Theorems 4.3 and 4.4, respectively. In order
to prove the observability result, we need a key new Ingham-type inequality, which
will be shown in the fourth subsection. The ﬁfth subsection is devoted to proving the
observability result. In the sixth subsection, we will prove the controllability result.
4.1. A regularity result for the adjoint system
We begin with the following regularity result for system (1.1).
Theorem 4.1. Let T40: Then for any ðy0; z0; z1ÞAH; the corresponding solution of
system (1.1) satisfies yxð; 1ÞAL2ð0; TÞ; and there is a constant C ¼ CðTÞ such that
jyxð; 1ÞjL2ð0;TÞpCjðy0; z0; z1ÞjH ; 8ðy0; z0; z1ÞAH: ð4:1Þ
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Furthermore, for any sX0; the hyperbolic component yh of y; defined in (2.103),
satisfies yhxð; 1ÞAHsð0; TÞ; and there is a constant C ¼ CðT ; sÞ such that
jyhxð; 1ÞjHsð0;TÞpCjðy0; z0; z1ÞjH ; 8ðy0; z0; z1ÞAH: ð4:2Þ
Similarly, the parabolic component zp of z; defined in (2.103), satisfies
zpxð;1ÞAHsð0; TÞ; and there is a constant C ¼ CðT ; sÞ such that
jzpxð;1ÞjHsð0;TÞpCjðy0; z0; z1ÞjH ; 8ðy0; z0; z1ÞAH: ð4:3Þ
Remark 4.1. Theorem 4.1 and, especially, (4.2) (resp. (4.3)) provides a regularity
result for solutions of system (1.1). The smoothing effect in (4.2) and (4.3) is quite
typical for solutions of heat or more generally, parabolic equations, but not
hyperbolic models. Note however that (4.2) (resp. (4.3)) guarantees some
smoothing effect on the hyperbolic component of y (resp. the parabolic component
of zÞ; too. This is due to the fact that, although the hyperbolic component of the
solution is dissipated very weakly, the restriction of the hyperbolic eigenvectors to
the parabolic interval ð0; 1Þ (resp. the restriction of the parabolic eigenvectors to the
hyperbolic interval ð1; 0ÞÞ are asymptotically very small. This makes that, despite
of the very weak damping, the restriction of the normal derivative of the hyperbolic
component (resp. the parabolic component) of ﬁnite energy solutions to the
parabolic extreme x ¼ 1 (resp. the hyperbolic extreme x ¼ 1Þ lies in Hsð0; TÞ for all
sX0 and TX0:
In order to prove Theorem 4.1, we need the following technical result.
Proposition 4.1. There is a constant C40 such that
1
C
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
p
1þ e2
ﬃﬃﬃ
lhk
p 2
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞ
 2pCjkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
ð4:4Þ
holds for all jkjXk˜1:
The proof of Proposition 4.1 is given in Appendix B.
Proof of Theorem 4.1. Since the ‘‘low frequency’’ component of the solution does
not affect the argument below, we may simply assume that ðy0; z0; z1ÞAH is of the
form
ðy0; z0; z1Þ ¼
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ;
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where facgNc¼*c1 and fbkg
N
jkj¼k˜1 satisfy (2.98). Then by (2.100), the corresponding
solution of system (1.1) is given by
ðyðtÞ; zðtÞ; ztðtÞÞ ¼
XN
c¼*c1
el
p
ctacðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
el
h
ktbkðphk; qhk; rhkÞ: ð4:5Þ
By (2.43), (2.47) and (2.7), it is easy to check that
@xp
p
cðxÞ ¼ 
lpcð1þ e2l
p
cÞðe
ﬃﬃﬃ
lpc
p
x þ e
ﬃﬃﬃ
lpc
p
ð2xÞÞ
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ
;
@xp
h
kðxÞ ¼ 
ð1þ e2lhkÞðe
ﬃﬃﬃ
lhk
p
x þ e
ﬃﬃﬃ
lhk
p
ð2xÞÞ
2ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
: ð4:6Þ
Therefore,
jyxð; 1Þj2L2ð0;TÞ ¼
Z T
0
XN
c¼*c1
2lpce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞac
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ
el
p
ct

þ
XN
jkj¼k˜1
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞbk
ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
el
h
kt

2
dt: ð4:7Þ
Similarly, by the deﬁnition of yh in (2.104), for s ¼ 0; 1; 2y; we have
jyhxð; 1Þj2Hsð0;TÞ ¼
Xs
j¼0
Z T
0
XN
jkj¼k˜1
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞbkðlhkÞ j
ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
el
h
kt


2
dt: ð4:8Þ
By (2.29), we see that lpc ¼ c2p2 þ Oð1Þ: Also by (2.33) in Proposition 2.2 and
recalling that l0c ¼ c2p2; it is easy to see that e
ﬃﬃﬃ
lpc
p
¼ ð1Þc þ Oðc1Þ and e2
ﬃﬃﬃ
lpc
p
¼
1þ Oðc1Þ: Therefore
2lpce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞ
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ

pC; 8cAN: ð4:9Þ
On the other hand, by Proposition 4.1 and recalling that lhk ¼ ð1=2þ kÞpi þ
Oðjkj1=2Þ (see (2.12)), we conclude that for any given jAN; it holds
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞðlhkÞ j
1þ e2
ﬃﬃﬃ
lhk
p

pCjkj1=2e12
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
jlhkjjpCe
ﬃﬃﬃﬃ
jkj
p
ð4:10Þ
as jkj-þN:
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Now, by (4.7)–(4.10), using (2.29) and (2.30), we get
jyxð; 1Þj2L2ð0;TÞ þ jyhxð; 1Þj2Hsð0;TÞ
pC
Z T
0
XN
c¼*c1
2lpce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞac
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ
el
p
ct


2
dt
2
64
þ
Xs
j¼0
Z T
0
XN
jkj¼k˜1
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞbkðlhkÞ j
ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
el
h
kt


2
dt
3
75
pC
XN
c¼*c1
jacj2
XN
c¼*c1
Z T
0
e2t Re l
p
cdt þ
XN
jkj¼k˜1
jbkj2
XN
jkj¼k˜1
Z T
0
e2
ﬃﬃﬃﬃ
jkj
p
e2t Re l
h
k dt
2
4
3
5
pC
XN
c¼*c1
jacj2 þ
XN
jkj¼k˜1
jbkj2
2
4
3
5pCjðy0; z0; z1Þj2H ;
which gives (4.1) and (4.2) immediately.
Estimate (4.3) can be proved in a similar way and we omit the details. This
completes the proof of Theorem 4.1. &
4.2. Negative observability and controllability results
Now, let us show the following negative result on the observability for system (1.1)
in the natural energy space H:
Theorem 4.2. Let T40 and sX0: Then
sup
ðy0;z0;z1ÞAH\f0g
jðyðTÞ; zðTÞ; ztðTÞÞjH
jyxð; 1ÞjHsð0;TÞ
¼ þN; ð4:11Þ
where ðy; z; ztÞ is the solution of system (1.1) with initial data ðy0; z0; z1Þ; and we agree
that jyxð; 1ÞjHsð0;TÞ ¼ þN whenever yxð; 1ÞeHsð0; TÞ:
Remark 4.2. Theorem 4.2 implies the lack of boundary observability from the heat
component with a defect of inﬁnite order (see (4.11)). The reason for this is that the
hyperbolic eigenvectors of the underlying semigroup of system (1.1) are very weakly
dissipated and very much concentrated in the wave interval ð1; 0Þ:
Proof of Theorem 4.2. It sufﬁces to ﬁnd a sequence of initial data
fðyk0 ; zk0 ; zk1ÞgþNk¼1CH\f0g such that for any ﬁxed sAN; the corresponding solutions
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ðyk; zk; zkt Þ of system (1.1) satisfy ykxð; 1ÞAHsð0; TÞ and
lim
k-þN
jðykðTÞ; zkðTÞ; zkt ðTÞÞjH
jykxð; 1ÞjHsð0;TÞ
¼ þN: ð4:12Þ
For this purpose, we choose the hyperbolic eigenvectors ( for k40 large enough)
ðyk0 ; zk0 ; zk1Þ ¼ ðphk; qhk; rhkÞ; ð4:13Þ
where ðphk; qhk; rhkÞ; associated with lhk; is deﬁned by (2.47). Then, by (4.2) in Theorem
4.1, we see that the corresponding solutions ðyk; zk; zkt Þ of system (1.1) satisﬁes
ykxð; 1ÞAHsð0; TÞ: On the other hand, by (2.100), it is easy to see that
ðykðtÞ; zkðtÞ; zkt ðtÞÞ ¼ el
h
ktðphk; qhk; rhkÞ; 8 tX0: ð4:14Þ
According to Theorem 2.1, fðphk; qhk; rhkÞgNk¼1 is a subsequence of a Riesz basis in H:
Thus there is a constant c40; independent of k; such that
jðykðTÞ; zkðTÞ; zkt ðTÞÞjH ¼ jel
h
kTðphk; qhk; rhkÞjHXcjel
h
kT j ¼ ceT Re lhk : ð4:15Þ
On the other hand, by (4.6), we get
jykxð; 1Þj2Hsð0;TÞ ¼
Xs
j¼0
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞðlhkÞ j
1þ e2
ﬃﬃﬃ
lhk
p


2Z T
0
e2t Re l
h
k dt
pT
Xs
j¼0
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhk ÞðlhkÞ j
1þ e2
ﬃﬃﬃ
lhk
p


2
: ð4:16Þ
By (4.16) and (4.10), we conclude that there is a constant Cs40 such that
jykxð; 1Þj2Hsð0;TÞpCse2
ﬃﬃ
k
p
ð4:17Þ
when k is sufﬁciently large.
Finally, by (4.15) and (4.17), and noting that fRe lhkgNjkj¼k˜1 is bounded, we
conclude that there exists a constant c040; independent of k; such that for k large
enough, it holds
jðykðTÞ; zkðTÞ; zkt ðTÞÞjH
jykxð; 1ÞjHsð0;TÞ
Xc0e
ﬃﬃ
k
p
;
which yields (4.12). This completes the proof of Theorem 4.2. &
According to the negative observability result in Theorem 4.2, one may expect the
observability inequality to be true provided we put suitable exponentially large
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weights on the observed quantities. This is precisely the result we will show in the
next subsection.
By means of the well-known duality relationship between controllability and
observability, from Theorem 4.2, one concludes that system (1.7) is not null
controllable inH with L2ð0; TÞ-controls at x ¼ 1 neither, with controls in Hsð0; TÞ
for any given s40:
4.3. Positive controllability and observability results
In this subsection, we will follow [7] to give a description on the controllability
subspace of system (1.7) and state the corresponding observability result in terms of
nonharmonic Fourier series.
We put (recall Theorem 2.1 for uj;k and so on)
V ¼
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ

8<
:
aj;k; ac; bkAC;
XN
c¼*c1
jacj2 þ
XN
jkj¼k˜1
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
jbkj2oN
9=
; ð4:18Þ
and
V 0 ¼
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ

8<
:
aj;k; ac; bkAC;
XN
c¼*c1
jacj2 þ
XN
jkj¼k˜1
jbkj2
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p oN
9=
;: ð4:19Þ
Then V and V 0 are Hilbert spaces, respectively, with the norms
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ


V
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn0
j¼1;
Xmj1
k¼0 jaj;kj
2 þ
XN
c¼*c1 jacj
2 þ
XN
jkj¼k˜1 jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
jbkj2
r
ð4:20Þ
and
Xn0
j¼1
Xmj1
k¼0
aj;kuj;k þ
XN
c¼*c1
acðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
bkðphk; qhk; rhkÞ


V 0
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn0
j¼1
Xmj1
k¼0 jaj;kj
2 þ
XN
c¼*c1 jacj
2 þ
XN
jkj¼k˜1
jbkj2
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
vuut : ð4:21Þ
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It is easy to show that VCHCV 0 topologically and algebraically, and V 0 is the dual
space of V with respect to the pivot space H:
Note that there is a certain asymmetry in the deﬁnition of V and V 0: Indeed, the
heat component is weighted as in H while the wave component is weighted
exponentially. This is natural in view of the negative result we developed in the proof
of Theorem 4.2. These spaces are those in which naturally the control problem (1.7)
is well-posed. This is due to the different observability properties of the hyperbolic
and parabolic eigenvectors. On the other hand, in the absence of control, system
(1.7) is well-posed in those spaces due to the Riesz basis property shown in Section
2.3.
Next, we put
W ¼ spanffuj;k j k ¼ 0;y; mj  1; j ¼ 1;y; n0g[
fðppc; qpc; rpcÞ j c ¼ *c1; *c1 þ 1;yg
[
fðphk; qhk; rhkÞ j jkj ¼ k˜1; k˜1 þ 1;ygg; ð4:22Þ
i.e., the (linear) space spanned by the low-frequency eigenvectors (or generalized
eigenvectors), the parabolic eigenvectors and the hyperbolic eigenvectors. Obviously,
we have WCV and W is dense in V ; H and V 0:
Also, we denote by A the operator in L2ð1; 1Þ:
DðAÞ ¼ H10 ð1; 1Þ-H2ð1; 1Þ;
Au ¼ uxx; 8uADðAÞ:
2
We introduce the map S : H-H as follows (recall (1.8) and (1.9) for HÞ:
Sð f ; g; hÞ ¼ ðA1ðh; f Þ;gÞ; 8ð f ; g; hÞAH: ð4:23Þ
It is easy to show that S is an isometric isomorphism from H onto H:
We have the following null controllability result on system (1.7):
Theorem 4.3. Let T42: Then for every ðu0; v0; v1ÞAS1V ; there exists a control
g1AL2ð0; TÞ such that the solution ðu; v; vtÞ of system (1.7) satisfies uðTÞ ¼ 0 in ð0; 1Þ
and vðTÞ ¼ vtðTÞ ¼ 0 in ð1; 0Þ:
Remark 4.3. By the transposition method, we know that for any ðu0; v0; v1ÞAH and
g1AL2ð0; TÞ; system (1.7) admits a unique solution ðu; v; vtÞACð½0; T ;HÞ: However,
even if ðu0; v0; v1ÞAS1V ; the solution ðu; v; vtÞ of system (1.7) does not need to take
values continuously in S1V :
Remark 4.4. Theorem 4.3 guarantees the null-controllability of system (1.7) with
initial data in space S1V in which the Fourier coefﬁcients of the hyperbolic
component of the solutions need to be, roughly speaking, exponentially small for
high frequencies. This fact is not needed for the wave equation that is exactly
controllable in L2ð1; 0Þ  H1ð1; 0Þ with L2-boundary control. This is neither
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needed for the heat equation which is null controllable, say, in L2ð0; 1Þ: The need for
taking the initial data to be controlled in S1V comes from the behavior of the
hyperbolic eigenvalues and eigenvectors. Indeed, the fact that most of the energy of
the hyperbolic eigenvectors is mainly concentrated in the subinterval where the wave
equation holds produces they to be badly observable from the parabolic extreme
x ¼ 1: On the other hand, the fact that the real part of the hyperbolic eigenvalue
vanishes asymptotically makes the corresponding eigenvectors to be very weakly
dissipated. Consequently, the L2ð0; TÞ-control g1 at x ¼ 1 has a very weak effect on
the hyperbolic high frequency components. These facts force the controllable data to
be in S1V :
The proof of Theorem 4.3 is given in Section 4.6. By means of the well-known
duality argument [11], in order to prove Theorem 4.3, we need to derive the following
key observability estimate and regularity result.
Theorem 4.4. The following two conclusions hold:
(1) For any T42; there is a constant C40 such that every solution of equation (1.1)
satisfies
jðyðTÞ; zðTÞ; ztðTÞÞj2V 0pCjyxð; 1Þj2L2ð0;TÞ; 8ðy0; z0; z1ÞAV 0: ð4:24Þ
(2) For any T40; there is a constant C40 such that the solution of equation (1.1)
satisfies
jyxð; 1Þj2L2ð0;TÞpCjðy0; z0; z1Þj2V 0 ; 8ðy0; z0; z1ÞAV 0: ð4:25Þ
The proof of Theorem 4.4 will be given in Section 4.5. We will see that the
observability estimate (4.24) in Theorem 4.4 is a consequence of Lemma 1.1.
Remark 4.5. We recall that the proof of Lemma 1.1 (in [19]) is based on sidewise
energy estimates for the 1 d wave equation and Carleman estimates for the heat
equation. As pointed in [19], the same argument does not apply to the proof of
Theorem 4.4 because of the lack of sidewise energy estimates for the heat equation.
Our proof of Theorem 4.4 is based on Lemma 4.1 in the next subsection, which is
based on Lemma 1.1 and the spectral analysis we have developed. Therefore the
proof of Theorem 4.4 involves (indirectly) Carleman estimates. It would be
interesting to give a direct proof of Theorem 4.4 by means of Carleman estimates.
But this is by now an open problem. In this respect, we would like to mention the
paper [5], where the null controllability problem for the semilinear heat equation
with discontinuous coefﬁcients and interfaces is addressed by Carleman estimates
under some monotonicity conditions on the coefﬁcients at the interfaces.
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4.4. A new Ingham-type inequality
We observe that Lemma 1.1 implies the following new Ingham-type inequality,
which will play a key role in the proof of Theorem 4.4.
Lemma 4.1. Let T42: Then there is a constant C ¼ CðTÞ40 such that
Xn0
j¼1
Xmj1
k¼0
jaj;kj2 þ
XN
c¼*c1
jacj2e2ðT1ÞRe l
p
c þ
XN
jkj¼k˜1
jbkj2
pC
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
aj;kt
k þ
XN
c¼*c1
ace
lpct þ
XN
jkj¼k˜1
bke
lhkt


2
dt ð4:26Þ
holds for all complex numbers aj;k ðk ¼ 0; 1;y; mj  1; j ¼ 1; 2;y; n0Þ; and all
sequences facgNc¼*c1 and fbkg
N
jkj¼k˜1 in C with
XN
c¼*c1
jacj2 þ
XN
jkj¼k˜1
jbkj2oN: ð4:27Þ
Remark 4.6. The original Ingham inequality was given in [8]. It is concerned with the
estimate on the series of exponentials via its coefﬁcients. There exists a large
literature on variants and extensions of this type of inequalities (see for example,
[1,4,9,15] and the references therein). However, as far as we know, none of the
existing results on series of exponentials combining real and imaginary ones seem to
be sufﬁcient to yield inequality (4.26). On the other hand, the proof of (4.26) we will
develop below is not based on techniques of the theory of series of exponentials but
rather on the observability inequality (1.11) on the observation of the system from
the wave extreme x ¼ 1: Thus, the Ingham-type inequality (4.27) is derived as a
consequence of inequalities obtained by PDE techniques and the spectral analysis in
Section 2.
Proof of Lemma 4.1. For any given complex numbers a˜j;k ðk ¼ 0; 1;y; mj  1; j ¼
1; 2;y; n0Þ; and any given sequences fa˜cgNc¼*c1 and fb˜kg
N
jkj¼k˜1 in C satisfying
XN
c¼*c1
ja˜cj2 þ
XN
jkj¼k˜1
jb˜kj2oN;
we put
ðy0; z0; z1Þ9
Xn0
j¼1
Xmj1
k¼0
a˜j;kuj;k þ
XN
c¼*c1
a˜cðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
b˜kðphk; qhk; rhkÞðAHÞ:
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By Corollary 2.1, the corresponding solution of Eq. (1.1) with this initial datum is
given by (2.100).
Now, by (2.100), using the Riesz basis property shown in Theorem 2.1, and noting
that fRe mjgn0j¼1 and fRe lhkgNjkj¼k˜1 are bounded, it is easy to conclude that there is a
constant C40 such that
jðyðTÞ; zðTÞ; ztðTÞÞj2H
¼
Xn0
j¼1
emjT
Xmj1
k¼0
a˜j;k
Xk
s¼0
Tks
ðk  sÞ! uj;s þ
XN
c¼*c1
a˜ce
lpcTðppc; qpc; rpcÞ

þ
XN
jkj¼k˜1
b˜ke
lhkTðphk; qhk; rhkÞ

2
H
¼
Xn0
j¼1
Xmj1
k¼0
emjT
Xmj1
s¼k
a˜j;sT
sk
ðs  kÞ! uj;k þ
XN
c¼*c1
a˜ce
lpcTðppc; qpc; rpcÞ

þ
XN
jkj¼k˜1
b˜ke
lhkT ðphk; qhk; rhkÞ

2
H
XC
Xn0
j¼1
Xmj1
k¼0
e2T Re mj
Xmj1
s¼k
a˜j;sT
sk
ðs  kÞ!


2
þ
XN
c¼*c1
ja˜cj2e2T Re l
p
c þ
XN
jkj¼k˜1
jb˜kj2e2T Re l
h
k
2
4
3
5
XC
Xn0
j¼1
Xmj1
k¼0
Xmj1
s¼k
a˜j;sT
sk
ðs  kÞ!


2
þ
XN
c¼*c1
ja˜cj2e2T Re l
p
c þ
XN
jkj¼k˜1
jb˜kj2
2
4
3
5: ð4:28Þ
By the compactness of the unit ball in the ﬁnite-dimensional space, we deduce that
for any j ¼ 1; 2;y; n0; there is a constant C ¼ Cðmj ; TÞ40; independent of a˜j;k; such
that
Xmj1
k¼0
Xmj1
s¼k
a˜j;sT
sk
ðs  kÞ!


2
XC
Xmj1
k¼0
ja˜j;kj2: ð4:29Þ
Combining (4.28) and (4.29), we arrive at
jðyðTÞ; zðTÞ; ztðTÞÞj2HXC
Xn0
j¼1
Xmj1
k¼0
ja˜j;kj2 þ
XN
c¼*c1
ja˜cj2e2T Re l
p
c þ
XN
jkj¼k˜1
jb˜kj2
2
4
3
5: ð4:30Þ
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On the other hand, from (2.100) and (2.101), we see that
zðt; xÞ ¼
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! qj;sðxÞ þ
XN
c¼*c1
a˜ce
lpctq
p
cðxÞ þ
XN
jkj¼k˜1
b˜ke
lhktqhkðxÞ;
where ðt; xÞAð0; TÞ  ð1; 0Þ: Therefore
jzxð;1Þj2L2ð0;TÞ ¼
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ!@xqj;sð1Þ

þ
XN
c¼*c1
a˜ce
lpct@xq
p
cð1Þ þ
XN
jkj¼k˜1
b˜ke
lhkt@xq
h
kð1Þ

2
dt: ð4:31Þ
Now, by (2.43), (2.47) and (2.7), it is easy to check that
@xq
p
cðxÞ ¼ 
lpcðel
p
cx þ elpcðxþ2ÞÞ
c2p2ð1þ e2c2p2Þ ; @xq
h
kðxÞ ¼
el
h
kx þ elhkðxþ2Þ
2
i:
Therefore,
@xq
p
cð1Þ ¼ 
2lpce
lpc
c2p2ð1þ e2c2p2Þ; @xq
h
kð1Þ ¼ iel
h
k : ð4:32Þ
Also, we have
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! @xqj;sð1Þ
¼
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
ts
s!
@xqj;ksð1Þ
¼
Xn0
j¼1
emj t
Xmj1
s¼0
1
s!
Xmj1
k¼s
a˜j;k@xqj;ksð1Þ
 !
ts
¼
Xn0
j¼1
emj t
Xmj1
k¼0
1
k!
Xmj1
s¼k
a˜j;s@xqj;skð1Þ
 !
t k: ð4:33Þ
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Combining (4.31)–(4.33), we get
jzxð;1Þj2L2ð0;TÞ ¼
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
1
k!
Xmj1
s¼k
a˜j;s@xqj;skð1Þ
 !
t k


XN
c¼*c1
2a˜cl
p
ce
lpc
c2p2ð1þ e2c2p2Þ e
lpct þ i
XN
jkj¼k˜1
b˜ke
lhk el
h
kt

2
dt: ð4:34Þ
Now, in view of (4.30), (4.34) and (1.11), we conclude that
Xn0
j¼1
Xmj1
k¼0
ja˜j;kj2 þ
XN
c¼*c1
ja˜cj2e2T Re l
p
c þ
XN
jkj¼k˜1
jb˜kj2
pC
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
1
k!
Xmj1
s¼k
a˜j;s@xqj;skð1Þ
 !
t k


XN
c¼*c1
2a˜cl
p
ce
lpc
c2p2ð1þ e2c2p2Þe
lpct þ i
XN
jkj¼k˜1
b˜ke
lhk el
h
kt

2
dt: ð4:35Þ
Now, for any ﬁxed integer NXmaxð*c1; k˜1Þ and any given sequences facgNc¼*c1 and
fbkgNjkj¼k˜1 satisfying (4.27), we choose sequences fa˜cg
N
c¼*c1 and fb˜kg
N
jkj¼k˜1 as follows:
a˜c ¼ 
c2p2ð1þ e2c2p2Þ
2lpce
lpc
ac; c ¼ *c1; *c1 þ 1;y; N;
0; cXN þ 1;
8><
>:
b˜k ¼ ie
lhk bk; jkj ¼ k˜1; k˜1 þ 1;y; N;
0; jkjXN þ 1:
(
ð4:36Þ
Further, we claim that for any complex numbers aj;k; the following ﬁnite-
dimensional system of linear equations admits one and only one solution a˜j;k:
1
k!
Xmj1
s¼k
a˜j;s@xqj;skð1Þ ¼ aj;k; k ¼ 0; 1;y; mj  1; j ¼ 1; 2;y; n0: ð4:37Þ
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In fact, for any ﬁxed j ¼ 1; 2;y; n0; (4.37) can be re-written as follows:
1
ðmj  1Þ! a˜j;mj1@xqj;0ð1Þ ¼ aj;mj1;
1
ðmj  2Þ!ða˜j;mj1@xqj;1ð1Þ þ a˜j;mj2@xqj;0ð1ÞÞ ¼ aj;mj2;
?;
a˜j;mj1@xqj;mj1ð1Þ þ a˜j;mj2@xqj;mj2ð1Þ þ?þ a˜j;0@xqj;0ð1Þ ¼ aj;0:
8>>>><
>>>>:
ð4:38Þ
By Remark 2.5, and using (2.6) and (2.7), it is easy to deduce that
@xqj;0ð1Þa0: ð4:39Þ
By (4.39), we see that system (4.38) admits a unique solution
ða˜j;mj1; a˜j;mj2;y; a˜j;0Þ: Also, by (4.37), one concludes that there is a constant
C40; independent of aj;k and a˜j;k; such that
Xn0
j¼1
Xmj1
k¼0
jaj;kj2pC
Xn0
j¼1
Xmj1
k¼0
ja˜j;kj2: ð4:40Þ
In view of (4.35)–(4.37) and (4.40), we get
Xn0
j¼1
Xmj1
k¼0
jaj;kj2 þ
XN
c¼*c1
c2ð1þ e2c2p2Þ
lpce
lpc
ac


2
e2T Re l
p
c þ
XN
jkj¼k˜1
jelhk bkj2
pC
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
aj;kt
k þ
XN
c¼*c1
ace
lpct þ
XN
jkj¼k˜1
bke
lhkt


2
dt; ð4:41Þ
where C40 is a constant, independent of N:
From (2.29), we conclude that there exists a constant c140 such that
c2ð1þ e2c2p2Þ
lpce
lpc


2
Xc1e2 Re l
p
c ; 8cAN: ð4:42Þ
Similarly, by (2.34) in Proposition 2.2 and using (2.10), we conclude that there
exists a constant c240 such that
jelhk j2Xc2; 8jkj ¼ k˜1; k˜1 þ 1;y: ð4:43Þ
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Now, combining (4.41)–(4.43), we arrive at
Xn0
j¼1
Xmj1
k¼0
jaj;kj2 þ
XN
c¼*c1
jacj2e2ðT1ÞRe l
p
c þ
XN
jkj¼k˜1
jbkj2
pC
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
aj;kt
k þ
XN
c¼*c1
ace
lpct þ
XN
jkj¼k˜1
bke
lhkt


2
dt; ð4:44Þ
where C40 is a constant, independent of N: Finally, taking N-N in (4.44), we get
(4.26) immediately. &
4.5. Proof of the observability result
In this subsection, we will give the proof of the observability result, Theorem 4.4.
For any ðy0; z0; z1ÞAV 0; one can ﬁnd fa˜j;0;y; a˜j;mj1gn0j¼1CC; and two sequences
fa˜cgNc¼*c1 and fb˜kg
N
jkj¼k˜1 in C with
XN
c¼*c1
ja˜cj2 þ
XN
jkj¼k˜1
jb˜kj2
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p oN ð4:45Þ
such that
ðy0; z0; z1Þ ¼
Xn0
j¼1
Xmj1
k¼0
a˜j;kuj;k þ
XN
c¼*c1
a˜cðppc; qpc; rpcÞ þ
XN
jkj¼k˜1
b˜kðphk; qhk; rhkÞ:
Therefore, the corresponding solution of Eq. (1.1) with this datum is given by
ðyðtÞ; zðtÞ; ztðtÞÞ ¼
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! uj;s
þ
XN
c¼*c1
a˜cðp pc ; q pc ; r pc Þel
p
ct þ
XN
jkj¼k˜1
b˜kðphk; qhk; rhkÞel
h
kt: ð4:46Þ
It is easy to see that ðyðtÞ; zðtÞ; ztðtÞÞAV 0 for all tA½0; T : Therefore,
jðyðTÞ; zðTÞ; ztðTÞÞj2V 0
pC
Xn0
j¼1
Xmj1
k¼0
ja˜j;kj2 þ
XN
c¼*c1
ja˜cj2e2T Re l
p
c þ
XN
jkj¼k˜1
jb˜kj2
jkje
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
0
@
1
A: ð4:47Þ
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On the other hand, from (4.46) and (2.101), we see that
yðt; xÞ ¼
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! pj;sðxÞ þ
XN
c¼*c1
a˜ce
lpctp
p
cðxÞ þ
XN
jkj¼k˜1
b˜ke
lhktphkðxÞ;
where ðt; xÞAð0; TÞ  ð0; 1Þ: Therefore, in view of (4.6), we get
jyxð; 1Þj2L2ð0;TÞ ¼
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! @xpj;sð1Þ

þ
XN
c¼*c1
2lpce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞa˜c
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ
el
p
ct
þ
XN
jkj¼k˜1
e
ﬃﬃﬃ
lhk
p
ð1þ e2lhk Þb˜k
ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
el
h
kt

2
dt: ð4:48Þ
However, by (2.33) in Proposition 2.2 and (2.9), we see that there is a constant
C40 such that
1
C
pje
ﬃﬃﬃ
lpc
p
xjpC; 8xA½2; 2 and c ¼ *c1; *c1 þ 1;y:
This fact, combined with (2.46), (2.9) and Remark 2.3, implies that
1
C
p 2l
p
ce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞ
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ

pC; 8cAN ð4:49Þ
for some constant C40:
On the other hand, arguing as in (4.33), we have
Xn0
j¼1
emj t
Xmj1
k¼0
a˜j;k
Xk
s¼0
t ks
ðk  sÞ! @xpj;sð1Þ
¼
Xn0
j¼1
emj t
Xmj1
k¼0
1
k!
Xmj1
s¼k
a˜j;s@xpj;skð1Þ
 !
t k: ð4:50Þ
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We put
aj;k ¼ 1
k!
Xmj1
s¼k
a˜j;s@xpj;skð1Þ; k ¼ 0; 1;y; mj  1; j ¼ 1; 2;y; n0;
ac9
2lpce
ﬃﬃﬃ
lpc
p
ð1þ e2lpcÞa˜c
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
lpc
p
Þ
; c ¼ *c1; *c1 þ 1;y;
bk ¼ e
ﬃﬃﬃ
lhk
p
ð1þ e2lhkÞb˜k
ið1þ e2
ﬃﬃﬃ
lhk
p
Þ
; k ¼7k˜1;7ðk˜1 þ 1Þ;y: ð4:51Þ
Then, by (4.45) and (4.49), and using Proposition 4.1, we see that facgNc¼*c1 and
fbkgNjkj¼k˜1 satisfy (4.27). Hence, using Lemma 4.1, we get
Xn0
j¼1
Xmj1
k¼0
jaj;kj2 þ
XN
c¼*c1
jacj2e2T Re l
p
c þ
XN
jkj¼k˜1
jbkj2
pC
Z T
0
Xn0
j¼1
emj t
Xmj1
k¼0
aj;kt
k þ
XN
c¼*c1
ace
lpct þ
XN
jkj¼k˜1
bke
lhkt


2
dt: ð4:52Þ
Now, similar to the analysis of Eqs. (4.37), from the equations
1
k!
Xmj1
s¼k
a˜j;s@xpj;skð1Þ ¼ aj;k; k ¼ 0; 1;y; mj  1; j ¼ 1; 2;y; n0;
one deduces that for any ﬁxed j; every a˜j;s can be expressed as a linear combination of
aj;0; aj;1;y; and aj;mj1; the combination coefﬁcients depending only on j; mj and the
generalized eigenvectors. Therefore, we conclude that there is a constant C40 such
that
Xn0
j¼1
Xmj1
k¼0
ja˜j;kj2pC
Xn0
j¼1
Xmj1
k¼0
jaj;kj2: ð4:53Þ
By (4.47), noting (4.49), (4.51) and (4.53), and using Proposition 4.1, we have
jðyðTÞ; zðTÞ; ztðTÞÞj2V 0
pC
Xn0
j¼1
Xmj1
k¼0
jaj;kj2 þ
XN
c¼*c1
jacj2e2T Re l
p
c þ
XN
jkj¼k˜1
jbkj2
2
4
3
5: ð4:54Þ
Now, combining (4.48), (4.50)–(4.52) and (4.54), we obtain the desired result
(4.24).
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Finally, by (4.48) and a direct computation, one gets (4.25) easily. This completes
the proof of Theorem 4.4. &
4.6. Proof of the controllability result
This subsection is devoted to proving the controllability result, Theorem 4.3. The
proof is almost standard. However, for the sake of completeness, we will give the
details.
For any ðu0; v0; v1ÞAS1V ; our aim is to ﬁnd a control g1AL2ð0; TÞ such that the
solution of system (1.7) satisﬁes
uðTÞ ¼ 0 in ð0; 1Þ and vðTÞ ¼ vtðTÞ ¼ 0 in ð1; 0Þ: ð4:55Þ
For this purpose, we use the duality argument.
Thanks to Theorem 4.4, we see that, for any ðf0;c0;c1ÞAV 0; the following system
ft  fxx ¼ 0 in ð0; TÞ  ð0; 1Þ;
ctt  cxx ¼ 0 in ð0; TÞ  ð1; 0Þ;
fðt; 1Þ ¼ 0 tAð0; TÞ;
cðt;1Þ ¼ 0 tAð0; TÞ;
fðt; 0Þ ¼ cðt; 0Þ; fxðt; 0Þ ¼ cxðt; 0Þ tAð0; TÞ;
fðTÞ ¼ f0 in ð0; 1Þ;
cðTÞ ¼ c0; ctðTÞ ¼ c1 in ð1; 0Þ
8>>>>>><
>>>>>>:
ð4:56Þ
admits a unique solution ðf;c;ctÞACð½0; T ; V 0Þ:
Let us introduce the following linear subspace of L2ð0; TÞ (recall (4.22) for WÞ:
Y9ffxð; 1Þ j ðf;cÞsolves system ð4:56Þ with ðf0;c0;c1ÞAWg ð4:57Þ
and deﬁne a linear functional on Y as follows:
Lðfxð; 1ÞÞ ¼ ððfð0Þ;cð0Þ;ctð0ÞÞ;Sðu0; v0; v1ÞÞH : ð4:58Þ
By means of the ﬁrst conclusion in Theorem 4.4, from (4.58), we see that
jLðfxð; 1ÞÞjpjSðu0; v0; v1ÞjV jðfð0Þ;cð0Þ;ctð0ÞÞjV 0pCjSðu0; v0; v1ÞjV jfxð; 1ÞjL2ð0;TÞ:
Hence, L deﬁned above is a bounded linear functional on Y: By Hahn–Banach
Theorem, L can be extended to a bounded linear functional on L2ð0; TÞ: For
simplicity, we use the same notation for the extension. Now, Riesz Representation
Theorem allows us to ﬁnd a function ZAL2ð0; TÞ such that
Z T
0
fxðt; 1ÞZðtÞ dt ¼ ððfð0Þ;cð0Þ;ctð0ÞÞ;Sðu0; v0; v1ÞÞH : ð4:59Þ
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We claim that
g1ðtÞ ¼ ZðtÞ ð4:60Þ
is exactly the control we need.
In fact, for any ðf0;c0;c1ÞAW and any smooth ðy0; z0; z1Þ and g1; by Eqs. (1.7)
and (4.56), using integration by parts, and recalling the deﬁnition of S in (4.23), we
get
0 ¼
Z T
0
Z 0
1
cðvtt  vxxÞ dx dt þ
Z T
0
Z 1
0
fðut  uxxÞ dx dt
¼
Z T
0
fxðt; 1Þg1ðtÞ dt þ
Z 0
1
cðT ; xÞvtðT ; xÞ dx 
Z 0
1
cð0; xÞv1ðxÞ dx

Z 0
1
ctðT ; xÞvðT ; xÞ dx þ
Z 0
1
ctð0; xÞv0ðxÞ dx
þ
Z 1
0
fðT ; xÞuðT ; xÞ dx 
Z 1
0
fð0; xÞu0ðxÞ dx
¼
Z T
0
fxðt; 1Þg1ðtÞ dt
þ ððcðTÞ;fðTÞÞ; ðvtðTÞ; uðTÞÞÞL2ð1;1Þ þ ðctðTÞ;vðTÞÞL2ð1;0Þ
 ððcð0Þ;fð0ÞÞ; ðv1; u0ÞÞL2ð1;1Þ  ðctð0Þ;v0ÞL2ð1;0Þ
¼
Z T
0
fxðt; 1Þg1ðtÞ dt þ ððf0;c0;c1Þ;SðuðTÞ; vðTÞ; vtðTÞÞÞH
 ððfð0Þ;cð0Þ;ctð0ÞÞ;Sðu0; v0; v1ÞÞH : ð4:61Þ
Hence, by (4.59), (4.60) and (4.61), using the density argument, we conclude that
ððf0;c0;c1Þ;SðuðTÞ; vðTÞ; vtðTÞÞÞH ¼ 0; 8ðf0;c0;c1ÞAW ;
which implies (4.55) immediately. This completes the proof of Theorem 4.3. &
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Appendix A. Proof of Lemma 2.1
This appendix is devoted to prove Lemma 2.1.
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Let lAC be an eigenvalue of A and ðp; q; rÞADðAÞ\f0g be the corresponding
eigenvector. Then it is easy to check that
pxx ¼ lp; in ð0; 1Þ;
qxx ¼ l2q; in ð1; 0Þ;
r ¼ lq; in ð1; 0Þ;
pð1Þ ¼ qð1Þ ¼ 0;
pð0Þ ¼ qð0Þ; pxð0Þ ¼ qxð0Þ:
8>>>><
>>>:
ðA:1Þ
By the ﬁrst two equations in (A.1), we conclude that there exist four constants a; b;
g and d such that
qðx; lÞ ¼ aelx þ belx; xAð1; 0Þ;
pðx; lÞ ¼ ge
ﬃﬃ
l
p
x þ de
ﬃﬃ
l
p
x; xAð0; 1Þ: ðA:2Þ
By the last two equations in (A.1), we get
ael þ bel ¼ 0;
ge
ﬃﬃ
l
p
þ de
ﬃﬃ
l
p
¼ 0;
aþ b ¼ gþ d;
ða bÞ ﬃﬃﬃlp ¼ g d:
8>><
>>:
ðA:3Þ
We claim that la0: Otherwise, assume l ¼ 0: Then, by the ﬁrst two equations in
(A.3), we get aþ b ¼ 0 and gþ d ¼ 0: Thus, by (A.2) and the third equation in (A.1),
it is easy to see that ðp; q; rÞ ¼ 0: This is a contradiction.
Also, we claim that aa0: Otherwise, assume a ¼ 0: Then, by the ﬁrst equation in
(A.3), we get b ¼ 0: Thus, from the last two equations in (A.3), one sees that gþ d ¼
0 and g d ¼ 0; which implies that g ¼ d ¼ 0: Therefore, by (A.2) and the third
equation in (A.1), we get ðp; q; rÞ ¼ 0: This is a contradiction. Therefore, in the
sequel, without loss of generality, we may choose a ¼ 1: Thus, by the ﬁrst equation
in (A.3), we get b ¼ e2l:
Let us show that (2.5) holds. By the second and the fourth equation in (A.3), we
have
gð1þ e2
ﬃﬃ
l
p
Þ ¼
ﬃﬃﬃ
l
p
ð1þ e2lÞ: ðA:4Þ
Now, if (2.5) does not hold, i.e.
1þ e2
ﬃﬃ
l
p
¼ 0; ðA:5Þ
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by (A.4), one gets
1þ e2l ¼ 0: ðA:6Þ
Obviously, (A.5) and (A.6) cannot hold simultaneously. Thus, (2.5) holds.
Now, by (A.4) and the second equation in (A.3), we get
g ¼
ﬃﬃﬃ
l
p ð1þ e2lÞ
1þ e2
ﬃﬃ
l
p ; d ¼ 
ﬃﬃﬃ
l
p ð1þ e2lÞe2
ﬃﬃ
l
p
1þ e2
ﬃﬃ
l
p : ðA:7Þ
Combining (A.2), (A.7) and the third equation in (A.1), we see that ðp; q; rÞ is given
by (2.7).
On the other hand, by (A.7) and the third equation in (A.3), we get
1 e2l ¼
ﬃﬃﬃ
l
p ð1þ e2lÞ
1þ e2
ﬃﬃ
l
p ð1 e2
ﬃﬃ
l
p
Þ;
from which, we conclude that
kðlÞ ¼ 0; ðA:8Þ
where kðlÞ is as in (2.4). This means that every eigenvalue l of A satisﬁes the
algebraic equation (A.8).
It is easy to check that every nonzero root l of kðlÞ is an eigenvalue of A; and
mðp; q; rÞ is a corresponding eigenvector, where ðp; q; rÞ is given by (2.7), m is any non-
zero complex number. Thus, we have shown that spðAÞ ¼ fla0 j kðlÞ ¼ 0g:
Finally, let us show that spðAÞCflAC jRe lo0g: Assume this is not correct.
Then one can ﬁnd a m0AspðAÞ with Re m0X0: Let ðp0; q0; r0Þa0 be the
corresponding eigenvector of A: Then the solution of (1.1) with initial data
ðy0; z0; z1Þ ¼ ðp0; q0; r0Þ is given by
ðyðtÞ; zðtÞ; ztðtÞÞ ¼ ðp0; q0; r0Þem0t: ðA:9Þ
Now, by (A.9), (1.5) and the energy dissipation law (1.6), it is easy to conclude that
ðRe m0Þe2t Re m0 jðp0; q0; r0Þj2H þ
jm0j2
2
e2t Re m0
Z
O1
jp0j2 dx ¼ 0: ðA:10Þ
Note that m0a0: Thus, (A.10) and the fact that Re m0X0 imply
R
O1
jp0j2 dx ¼ 0;
which implies that p0 ¼ 0: Therefore, yðtÞ  0 for all tX0: However, by the
transmission condition in (1.1), this implies that zðt; 0Þ ¼ zxðt; 0Þ ¼ 0 for all tX0:
Hence, the unique continuation property of wave equations yields that zðtÞ ¼ ztðtÞ 
0: Thus ðp0; q0; r0Þ ¼ 0: But this is a contradiction. This completes the proof of
Lemma 2.1. &
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Appendix B. Proofs of Propositions 2.1–2.4 and 4.1
Proof of Proposition 2.1. By mABjkj1=2ð0Þ and noting the deﬁnition of l1k (see (2.10)),
one gets
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ l1k
q

ﬃﬃﬃﬃﬃ
l1k
q
¼ mﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mþ l1k
q
þ
ﬃﬃﬃﬃﬃ
l1k
q ¼ Oðk1Þ:
Thus, (2.13) holds.
On the other hand, note that for any jAN; it holds
e2
ﬃﬃﬃ
l1k
p
¼ OðkjÞ as k-þN; e2
ﬃﬃﬃ
l1k
p
¼ OðjkjjÞ as k-N: ðB:1Þ
By (2.13) and the ﬁrst formula in (B.1), for kX0; we have
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
þ 1
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
 1
¼ e
2ð
ﬃﬃﬃ
l1k
p
þOðk1ÞÞ þ 1
e2ð
ﬃﬃﬃ
l1k
p
þOðk1ÞÞ  1
¼ e
2
ﬃﬃﬃ
l1k
p
ð1þ Oðk1ÞÞ þ 1
e2
ﬃﬃﬃ
l1k
p
ð1þ Oðk1ÞÞ  1
¼ Oðk
2Þð1þ Oðk1ÞÞ þ 1
Oðk2Þð1þ Oðk1ÞÞ  1 ¼ 1þ Oðk
2Þ; 8mABjkj1=2ð0Þ: ðB:2Þ
Similarly, by (2.13) and the second formula in (B.1), for ko0; we have
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
þ 1
e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
 1
¼ 1þ e
2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p
1 e2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mþl1k
p ¼ 1þ Oðjkj2Þ; 8mABjkj1=2ð0Þ: ðB:3Þ
Now, combining (B.2) and (B.3), we get (2.14). This completes the proof of
Proposition 2.1. &
Proof of Proposition 2.2. By (2.9) and (2.11), we get
ﬃﬃﬃﬃ
lpc
q
¼
ﬃﬃﬃﬃﬃ
l0c
q
þ Oðc1Þ; lpc ¼ l0c þ Oð1Þ ¼ c2p2 þ Oð1Þ:
Hence, for any xAð0; 2 and any jAN; we have elpcx ¼ eðc2p2þOð1ÞÞx ¼ OðcjÞ: This
gives (2.31).
Now, using the elementary identity et1  et2 ¼ ðt1  t2Þet2
R 1
0 e
sðt1t2Þ ds; we get
ex Re l
p
c  ex Re l0c
ex Re l
0
c
¼ Reðlpc  l0cÞx
Z 1
0
es Reðl
p
cl0cÞx ds ¼ Oð1Þ; xA½4; 4:
This gives (2.32).
ARTICLE IN PRESS
X. Zhang, E. Zuazua / J. Differential Equations 204 (2004) 380–438 431
Similarly, for xA½2; 2; one has
e
ﬃﬃﬃ
lpc
p
x  e
ﬃﬃﬃ
l0c
p
x ¼ ð
ﬃﬃﬃﬃﬃ
lpc
q

ﬃﬃﬃﬃﬃ
l0c
q
Þxex
ﬃﬃﬃ
l0c
p Z 1
0
esxð
ﬃﬃﬃ
lpc
p

ﬃﬃﬃ
l0c
p
Þ ds ¼ Oðc1Þ:
This gives (2.33).
On the other hand, noting that lhk ¼ l1k þ Oðjkj1=2Þ and recalling l1k ¼ ð1=2þ
kÞpi; we have
el
h
kx  el1kx ¼ ðlhk  l1kÞxel
1
kx
Z 1
0
esxðl
h
kl1kÞ ds ¼ Oðjkj1=2Þ; xA½2; 2:
This gives (2.34). This completes the proof of Proposition 2.2. &
Proof of Proposition 2.3. By l0c ¼ c2p2 , we see that for any xAð0; 1Þ and any
cXc1; it holds

ﬃﬃﬃﬃﬃ
l0c
q
ð1þ e2lpcÞðe
ﬃﬃﬃ
l0c
p
x  e
ﬃﬃﬃ
l0c
p
ð2xÞÞ
c2p2ð1þ e2c2p2Þð1þ e2
ﬃﬃﬃ
l0c
p
Þ
¼ 1þ e
2lpc
cpð1þ e2c2p2Þsin cpx ¼ p
0
cðxÞ: ðB:4Þ
By (2.43), (2.7), (2.9) and (B.4), we get (recall (1.2) for W1 and W2Þ
XN
c¼c1
½jppc  p0cj2W1 þ jq
p
cj2W2 þ jr
p
cj2L2ð1;0Þ
¼
XN
c¼c1
1
c4p4ð1þ e2c2p2Þ2 j1þ e
2lpc j2
Z 1
0
lpc
1þ e2
ﬃﬃﬃ
lpc
p ðe
ﬃﬃﬃ
lpc
p
x þ e
ﬃﬃﬃ
lpc
p
ð2xÞÞ

"
 l
0
c
1þ e2
ﬃﬃﬃ
l0c
p ðe
ﬃﬃﬃ
l0c
p
x þ e
ﬃﬃﬃ
l0c
p
ð2xÞÞ

2
dx
þ jlpcj2
Z 0
1
jelpcx þ elpcðxþ2Þj2 dx þ jlpcj2
Z 0
1
jelpcx  elpcðxþ2Þj2 dx
#
: ðB:5Þ
By (2.11) in Lemma 2.2, and noting (2.9), we get lpc ¼ l0c þ Oð1Þ: By (2.33) in
Proposition 2.2, for any xA½0; 1; we have
e
ﬃﬃﬃ
lpc
p
x ¼ e
ﬃﬃﬃ
l0c
p
x þ Oðc1Þ; e
ﬃﬃﬃ
lpc
p
ð2xÞ ¼ e
ﬃﬃﬃ
l0c
p
ð2xÞ þ Oðc1Þ; e2
ﬃﬃﬃ
lpc
p
¼ e2
ﬃﬃﬃ
l0c
p
þ Oðc1Þ:
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Thus,
lpc
1þ e2
ﬃﬃﬃ
lpc
p e
ﬃﬃﬃ
lpc
p
x þ e
ﬃﬃﬃ
lpc
p
ð2xÞ
 
¼ ðl
0
c þ Oð1ÞÞ
1þ e2
ﬃﬃﬃ
l0c
p
þ Oðc1Þ
e
ﬃﬃﬃ
l0c
p
x þ e
ﬃﬃﬃ
l0c
p
ð2xÞ þ Oðc1Þ
 
¼ l
0
c
1þ e2
ﬃﬃﬃ
l0c
p þ OðcÞ
 !
e
ﬃﬃﬃ
l0c
p
x þ e
ﬃﬃﬃ
l0c
p
ð2xÞ þ Oðc1Þ
 
¼ l
0
c
1þ e2
ﬃﬃﬃ
l0c
p e
ﬃﬃﬃ
l0c
p
x þ e
ﬃﬃﬃ
l0c
p
ð2xÞ
 
þ OðcÞ: ðB:6Þ
Also, it is easy to see that there is a constant C40; independent of c; such that
j1þ e2lpc jpCð1þ e2c2p2Þ: ðB:7Þ
From (B.6) and (B.7), we see that
XN
c¼c1
j1þ e2lpc j2
c4p4ð1þ e2c2p2Þ2
Z 1
0
lpc
1þ e2
ﬃﬃﬃ
lpc
p e
ﬃﬃﬃ
lpc
p
x þ e
ﬃﬃﬃ
lpc
p
ð2xÞ
 
 l
0
c
1þ e2
ﬃﬃﬃ
l0c
p e
ﬃﬃﬃ
l0c
p
x þ e
ﬃﬃﬃ
l0c
p
ð2xÞ
 
2
dxpC
XN
c¼c1
1
c2
oN: ðB:8Þ
On the other hand, by (2.32) in Proposition 2.2, we have ex Re l
p
c ¼ el0cxð1þ Oð1ÞÞ
uniformly for all xA½4; 4: Thus, there is a constant C40; independent of c; such
that
jlpcj2
Z 0
1
el
p
cx þ elpcðxþ2Þ
 2 dx þ jlpcj2
Z 0
1
jelpcx  elpcðxþ2Þj2
p4jlpcj2
Z 0
1
ðjelpcxj2 þ jelpcðxþ2Þj2Þ dx ¼ 4jlpcj2
Z 0
1
ðe2 Re lpcx þ e2 Re lpcðxþ2ÞÞ dx
pCjl0cj2
Z 0
1
ðe2l0cx þ e2l0cðxþ2ÞÞ dx ¼ Cjl0cj2
1 e4l0c
2l0c
pCc2ð1þ e2c2p2Þ2:
Therefore,
XN
c¼c1
1
c4p4ð1þ e2c2p2Þ2 jl
p
cj2
Z 0
1
jelpcx þ elpcðxþ2Þj2 dx

þ jlpcj2
Z 0
1
jelpcx  elpcðxþ2Þj2

dxpC
XN
c¼c1
1
c2
oN: ðB:9Þ
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Finally, combining (B.5), (B.8) and (B.9), we arrive at (2.45). This completes the
proof of Proposition 2.3. &
Proof of Proposition 2.4. Using (2.7), (2.47) and (2.50), we get
XN
jkj¼k1
½jphkj2W1 þ jqhk  q1kj
2
W2
þ jrhk  r1kj2L2ð1;0Þ
¼ 1
4
XN
jkj¼k1
j1þ e2lhk j2
Z 1
0
e
ﬃﬃﬃ
lhk
p
x þ e
ﬃﬃﬃ
lhk
p
ð2xÞ
1þ e2
ﬃﬃﬃ
lhk
p


2
dx
2
4
þ
Z 0
1
jelhkx þ elhkðxþ2Þ  e*lhkx  e*lhkðxþ2Þj2 dx
þ
Z 0
1
jelhkx  elhkðxþ2Þ  e*lhkx þ e*lhkðxþ2Þj2 dx
3
5
p
XN
jkj¼k1
j1þ e2lhk j2
Z 1
0
e2x Re
ﬃﬃﬃ
lhk
p
þ e2ð2xÞRe
ﬃﬃﬃ
lhk
p
je2 Re
ﬃﬃﬃ
lhk
p
 1j2
dx
"
þ
Z 0
1
ðjelhkx  e*lhkxj2 þ jelhkðxþ2Þ  e*lhkðxþ2Þj2Þ dx
#
: ðB:10Þ
By (2.13) in Proposition 2.1, we have
ﬃﬃﬃﬃﬃ
lhk
q
¼
ﬃﬃﬃﬃﬃ
l1k
q
þ Oðjkj1Þ: Recall that l1k ¼
ð1=2þ kÞpi: Thus
Re
ﬃﬃﬃﬃﬃ
lhk
q
¼ sgnðkÞ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
j1þ 2kjp
p
þ Oðjkj1Þ: ðB:11Þ
Hence,
lim
k-N
Re
ﬃﬃﬃﬃﬃ
lhk
q
¼ N; lim
k-þN
Re
ﬃﬃﬃﬃﬃ
lhk
q
¼ þN:
Therefore, there is a constant C40; independent of k; such that
e2 Re
ﬃﬃﬃ
lhk
p
þ 1
e2 Re
ﬃﬃﬃ
lhk
p
 1

pC; 8jkjXk1: ðB:12Þ
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By (B.11) and (B.12), we get
Z 1
0
e2x Re
ﬃﬃﬃ
lhk
p
þ e2ð2xÞRe
ﬃﬃﬃ
lhk
p
je2 Re
ﬃﬃﬃ
lhk
p
 1j2
dx ¼ e
4 Re
ﬃﬃﬃ
lhk
p
 1
2je2 Re
ﬃﬃﬃ
lhk
p
 1j2 Re
ﬃﬃﬃﬃﬃ
lhk
q
¼ e
2 Re
ﬃﬃﬃ
lhk
p
þ 1
2je2 Re
ﬃﬃﬃ
lhk
p
 1jRe
ﬃﬃﬃﬃﬃ
lhk
q pCj1þ 2kj1=2 þ Oðjkj1Þ: ðB:13Þ
By (2.34) in Proposition 2.2, we have e2l
h
k ¼ e2l1k þ Oðjkj1=2Þ: Recall that lhk ¼
l1k þ Oðjkj1=2Þ: Thus
j1þ e2lhk j2 ¼ j1þ e2l1k þ Oðjkj1=2Þj2 ¼ Oðjkj1Þ: ðB:14Þ
Now, from (B.13) and (B.14), we get
XN
jkj¼k1
j1þ e2lhk j2
Z 1
0
e2x Re
ﬃﬃﬃ
lhk
p
þ e2ð2xÞRe
ﬃﬃﬃ
lhk
p
je2 Re
ﬃﬃﬃ
lhk
p
 1j2
dxoN: ðB:15Þ
On the other hand, by (2.28) in Lemma 2.3, we have
lhk ¼ *lhk þ Oðjkj1Þ; 8jkjXk1: ðB:16Þ
Thus for any jkjXk1; by (B.16), we see that
el
h
kx  e*lhkx ¼ xðlhk  *lhkÞe
*lh
k
x
Z 1
0
esxðl
h
k*lhkÞ ds ¼ Oðjkj1Þ ðB:17Þ
holds uniformly for xA½2; 2: Therefore
XN
jkj¼k1
Z 0
1
ðjelhkx  e*lhkxj2 þ jelhkðxþ2Þ  e*lhkðxþ2Þj2Þ dxpC
XN
jkj¼k1
jkj2oN: ðB:18Þ
Finally, combining (B.10), (B.15) and (B.18), we get (2.51). This completes the
proof of Proposition 2.4. &
Proof of Proposition 4.1. First of all, by (2.42), noting that e2l
1
k ¼ 1; and using
ð1 zÞ1 ¼ 1þ z þ Oðjzj2Þ when jzjo1; one gets
e2l
h
k ¼  1 2 sgnðkÞﬃﬃﬃﬃﬃ
l1k
q þ Oðjkj1Þ
0
B@
1
CA
2
64
3
75
1
¼ 1 2 sgnðkÞﬃﬃﬃﬃﬃ
l1k
q þ Oðjkj1Þ:
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Recall that l1k ¼ ð1=2þ kÞpi: Therefore, there is a constant C40 such that
1
C
ﬃﬃﬃﬃﬃ
jkj
p
pj1þ e2lhk j1pC
ﬃﬃﬃﬃﬃ
jkj
p
: ðB:19Þ
On the other hand, by (B.11), it is easy to see that
j1þ e2
ﬃﬃﬃ
lhk
p
j2
je
ﬃﬃﬃ
lhk
p
j2
¼ je
ﬃﬃﬃ
lhk
p
þ e
ﬃﬃﬃ
lhk
p
j2 ¼ e2 Re
ﬃﬃﬃ
lhk
p
þ e2 Re
ﬃﬃﬃ
lhk
p
þ 2 Re ðe2i Im
ﬃﬃﬃ
lhk
p
Þ
¼ e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
j1þ2kjp
p
þOðjkj1Þ þ Oð1Þ ¼ e
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
þOðjkj1=2Þ þ Oð1Þ:
Therefore, there is a constant C40 such that
1
C
e
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
pj1þ e
2
ﬃﬃﬃ
lhk
p
j2
je
ﬃﬃﬃ
lhk
p
j2
pCe
ﬃﬃﬃﬃﬃﬃﬃ
2jkjp
p
: ðB:20Þ
Finally, combining (B.19) and (B.20), we conclude (4.4) immediately. This
completes the proof of Proposition 4.1. &
Appendix C. Spectral analysis in the general case of intervals with different lengths
This section is devoted to the spectral analysis of the generator A of the
underlying semigroup of system (1.1) when the wave and heat domain, ð1; 0Þ and
ð0; 1Þ; are replaced, respectively, by ðb; 0Þ and ð0; aÞ for some positive numbers a
and b:
Obviously, in this case we may choose the underlying energy space of system (1.1)
as H9fð f ; g; hÞ j ðg; f ÞAH10 ða; bÞ; hAL2ðb; 0Þg: Also, A can be deﬁned similar
to (2.1) and (2.2).
Recall that, our spectral analysis forA in Section 2 is developed for the parabolic
domain and the hyperbolic one, ﬁrst separately, and then combined by considering
the transmission condition on the interface. Clearly, by scaling, this ﬁrst step is
length free. On the other hand, we do not need to consider the length of the intervals
in the second step. Consequently, there are no essential differences between the
spectral analysis for the general case and the special case considered in Section 2.
Hence, in what follows, we will only list the main spectral analysis results without
proofs.
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First, we put
f ¼ f ðx; rÞ9
ﬃﬃ
r
p ð1þ e2brÞ
1þ e2a ﬃrp ðe
ﬃ
r
p
x  e
ﬃ
r
p ð2axÞÞ; xAð0; aÞ;
g ¼ gðx; rÞ9erx  erðxþ2bÞ; xAðb; 0Þ;
h ¼ hðx; rÞ9r½erx  erðxþ2bÞ; xAðb; 0Þ: ðC:1Þ
Similar to Lemma 2.1, we see that the eigenvectors of A; corresponding to every
eigenvalue r; are of the form mð f ; g; hÞ for some ma0:
Next, we have
Lemma C.1. There exist two positive integers c3 and k3 such that A has two classes of
eigenvalues frpcgNc¼c3 and frhkg
N
jkj¼k3 : Furthermore, the following asymptotic estimates
hold:
ﬃﬃﬃﬃ
r
p
c
q
¼ cp
a
i þ 1
cpi
þ Oðc2Þ;
rhk ¼ 
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1þ 2kjbpp þ
ð1=2þ kÞp
b
i þ sgnðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃj1þ 2kjbpp i þ Oðjkj1Þ:
Now, we choose
f
p
c ðxÞ9 
a2f ðx; rpcÞ
c2p2ð1þ e2bc2p2=a2Þ; xAð0; aÞ;
g
p
cðxÞ9 
a2gðx; rpcÞ
c2p2ð1þ e2bc2p2=a2Þ; h
p
cðxÞ9
a2hðx; rpcÞ
c2p2ð1þ e2bc2p2=a2Þ; xAðb; 0Þ;
f hk ðxÞ9 
f ðx; rhkÞ
2irhk
; xAð0; aÞ;
ghkðxÞ9 
gðx; rhkÞ
2irhk
; hhkðxÞ9
hðx; rhkÞ
2irhk
; xAðb; 0Þ:
Then, similar to Theorem 2.1, we get
Theorem C.1. There exist positive integers n1; *c3Xc3 and k˜3Xk3 such that
fuj;0;y; uj;mj1gn1j¼1
[
fðf pc ; gpc; hpcÞgNc¼*c3
[
fð f hk ; ghk; ghkÞgNjkj¼k˜3
form a Riesz basis of H; where uj;0 is an eigenvector of A with respect to some
eigenvalue rj of A ð j ¼ 1; 2;y; n1Þ with algebraic multiplicity mj; fuj;1;y; uj;mj1g is
the associated Jordan chain of the corresponding generalized eigenvectors of A with
respect to rj and uj;0; i.e.,Auj;0 ¼ rjuj;0 and Auj;k ¼ rjuj;k þ uj;k1 ðk ¼ 1;y; mj  1Þ:
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Once these spectral results are established, the main results of this paper on the
polynomial decay of smooth solutions and the control from the parabolic extreme
can be immediately extended to this more general case.
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