ABSTRACT Biometric systems have been actively emerging in various industries in the past few years and continue to provide higher-security features for access control systems. Many types of unimodal biometric systems have been developed. However, these systems are only capable of providing low-to mid-range security features. Thus, for higher-security features, the combination of two or more unimodal biometrics (multiple modalities) is required. In this paper, we propose a multimodal biometric system for person recognition using face, fingerprint, and finger vein images. Addressing this problem, we propose an efficient matching algorithm that is based on secondary calculation of the Fisher vector and uses three biometric modalities: face, fingerprint, and finger vein. The three modalities are combined and fusion is performed at the feature level. Furthermore, based on the method of feature fusion, the paper studies the fake feature which appears in the practical scene. The liveness detection is append to the system, detect the picture is real or fake based on DCT, then remove the fake picture to reduce the influence of accuracy rate, and increase the robust of system. The experimental results showed that the designed framework can achieve an excellent recognition rate and provide higher security than a unimodal biometric-based system, which are very important for a IoMT platform.
I. INTRODUCTION
Biometric identification systems have been widely used since their reliability was proven. They exhibit many advantages compared to other traditional identification systems, such as keys and passwords that are not easy to falsify or lose. Although biometric techniques seem to be very powerful, currently, they are incapable of guaranteeing a high recognition rate with unimodal biometric systems that are based on a unique biometric signature or resource. In addition, these systems are often affected by the following problems [1] , [2] : noise that is generated by the sensor, non-universality, lack of individuality, lack of invariant representation and sensitivity to attacks. Especially, for some internet of medical things (IoMT) platform, the high performance of identification and liveness detection is very important. Biometrics system with multimodal fusion can be applied to address this problem and can be implemented on the IoMT platform.
Recently, multiple researchers have considered the fusion of two or more biometrics for improving recognition performance and authentic security [3] - [5] . Because of its convenience and the low cost of acquisition, multimodal biometric recognition, which mainly relies on the fusion of multiple features that are captured by sensors, has become more popular. Such systems are classified into the following two groups: (1) systems that are based on single-spectrum images, such as fingerprint and palmprint [6] - [9] , palmprint and hand shape, palm vein and hand geometry, finger vein and finger shape, and gait and body structure; and (2) systems that are based on multi-spectrum images [10] , [11] , such as fingerprint and finger vein, finger vein and finger dorsal texture, palmprint and palm vein, and visible face image and infrared face image. However, it is difficult to isolate the necessary features in single-spectrum images and collecting multi-spectrum images requires an expensive device.
In this paper, we propose multimodal biometric recognition based on the fusion of the face, fingerprint and finger vein. The fusion is based on the following considerations: (i) Face, fingerprint and finger vein recognition are adscititious [12] - [15] . Fingerprint and face recognition have high recognition rates, but they are sensitive to the quality of the collected images, which can be low because fingerprints are often damaged and faces can be forged. Different from fingerprint and face recognition, finger vein recognition makes use of features that are inside finger rather than on the finger surface. Thus, finger vein images are difficult to forge. However, the features that are extracted from finger veins are not as precise as those from fingerprints. In view of the advantages and disadvantages, fusing faces and fingerprints with finger veins can compensate effectively for the lack of a single biometric feature [16] , [17] . (ii) An integrated device can be designed. Both fingerprint and finger vein recognition systems obtain data from fingers. Thus, an integrated device can be designed that avoids high costs and complex collection using multiple capture devices [18] . This paper is organized as follows: In section 2, we will review fusion levels of multimodal biometrics. In section 3, we will introduce methods of fingerprint recognition, finger vein recognition, and face recognition, our feature-level fusion methods and liveness detection, followed by the experimental evaluations in section 4. The conclusions will be presented in section 5.
II. FUSION LEVEL OF MULTIMODAL BIOMETRICS
In a multimodal biometric system that is based on multiple biometric traits, various levels of fusion are possible: fusion at the feature level, matching score level, and decision level.
A. FEATURE-LEVEL FUSION
Feature-level fusion is the fusion of feature vectors that are obtained from several feature sources: (i) feature vectors that are obtained from different sensors based on a single biometric; (ii) feature vectors that are obtained from different entities based on a single biometric, such as iris feature vectors that are obtained from left and right eyes; and (iii) feature vectors that are obtained from multiple biometric traits.
Feature vectors of different types that are compatible can be combined to form high-dimensional feature vectors. For example, Ryan and Connaughton [8] fused face features with iris features, Angadi and Hatture [13] proposed the fusion of hand geometry features and palmprint features. They trained on face images with high resolution and gait energy images by Principal Components Analysis (PCA) and Multiple Discriminate Analysis (MDA), respectively, to obtain feature vectors. Then, they combined fused them into a single vector after normalization. However, it is difficult to consolidate information at the feature level because feature sets from different biometric modalities may be neither accessible nor compatible [19] .
B. SCORE LEVEL FUSION
Score-level fusion is fusion on the matching score level. For this reason, it is also called matching-level fusion. Different matching scores that are obtained by different classifiers or from different biometrics can be fused for matching at this level. Fusion at the matching level can be approached in two distinct ways [17] : as a classification problem and as an information combination problem. In the classification approach, a feature vector is reconstructed using matching scores that are output based on individual matches. Then, these feature vectors are classified into ''Accept'' (genuine user) or ''Reject'' (impostor) categories. In the information combination approach, individual matching scores are fused to generate a single scalar score that is used to make the final decision. Note that the individual matching score should be normalized to a uniform field before fusion.
Kabir et al. [20] proposed the fusion of face profile and gait at the matching score level. They obtained side face features (EFSI) and gait features (GEI) from a video. Then, they fused them at the matching level using three strategies. Kabir et al. [21] proposed matching-level fusion of fingerprint verification using a minutiae matching algorithm and a texture matching algorithm.
C. DECISION LEVEL FUSION
Fusion at the decision level refers to the fusion of matching results that are outputted from different sets of matches for making the final decision. Several fusion strategies are used for decision-level fusion, such as majority voting, Bayesian inference, weighted voting based on Dempster-Shafer theory [18] , and AND or OR logical rules.
In theory, the earlier information is combined, the better the achieved results. However, there are many obstacles to achieving satisfactory results from feature-level fusion in practice. The main difficulties are as follows: (i) feature spaces of different biometric features are unknown in most cases, (ii) data sets at the feature level may be incompatible, and (iii) connecting two feature vectors may lead to dimension redundancy due to the substantial increase in size of the fused feature vectors. Consequently, few fusion studies have been conducted at the feature level [22] . Most fusion studies are carried out at the matching level or the decision level [23] .
III. PROPOSED METHOD
The fusion of face, fingerprint and finger vein in this paper is performed at the feature level. A block diagram of our fusion method is shown in Fig 1. It mainly consists of four components: face recognition, fingerprint recognition, finger vein recognition, and feature-level fusion.
(i) The image acquisition device is used to collect the user's face, fingerprint and finger vein images, and the images are preprocessed. (ii) The PCA feature of the face image is taken as Feature 1; the breakpoint and the bifurcation point features 
A. FINGERPRINT RECOGNITION
Fingerprint recognition mainly consists of image preprocessing, feature extraction, and matching. To extract fingerprint minutiae accurately, we perform a series of preprocessing steps, including calculation of the orientation field, enhancement, and fingerprint thinning. For fingerprint segmentation, this paper uses the variance method, which is the simplest method, while methods from the literature are used for the calculation of the fingerprint orientation field, enhancement, and finger thinning.
Fingerprint matching based on the point pattern can be approached in two stages: One is preprocessing, including image enhancement, image binarization, refinement, etc. The other is extraction of the detail points and removal of the pseudo-detail points.
In the second stage, the generalization node is extracted, and a 3 * 3 template is used to confirm the type and location of the detail points. The template is shown in Fig 2 below. Where N is the test point, N1, N2, ..., N8 is in order, with a pixel value of 0 or 1.
The intersection number of the measured point N is:
When C N is 1, it is judged to be a bifurcation point when it is determined as the ridge line endpoint and C N is 3. Nodes of fingerprint image are extracted the characteristics because of the influence of noise or itself quality, makes these features are not ideal endpoint and bifurcation point, especially image edge also can produce false endpoint due to image segmentation.
Step is to remove the false feature points, iterate through all the feature points, first remove the boundary points, then along the ridge line tracking, set a certain step length, if in this step, find another feature points, then to determine the point of burr or short ridge also remove, and then find the bifurcation point, if within a certain neighborhood, and found another branch point, then to filter it. The remaining feature points are retained as the feature point sets we are going to use.
In this paper, the algorithm based on point mode is used to match, which is to judge the distance between two nodes by using the geometric relation, to measure similarity by matching scores, and to set threshold value to judge.
B. FINGER VEIN RECOGNITION
Similar to fingerprint recognition, finger vein recognition consists of image preprocessing, feature extraction and matching. Image normalization, enhancement, and segmentation are all image preprocessing tasks.
Refers to the finger vein image acquisition quality is very important, a good image quality will be the follow-up algorithm and has a great influence on the final accuracy, so a simple and effective acquisition equipment is very important.
(i) Selection of light source. The wavelength of incident light is generally selected between 720 and 1100 nm, and a clearer vein can be collected. In general, we use infrared emitting diode (LED) to make the image clearer.
(ii) Selection of imaging sensors. CCD is a commonly used photosensitive device. It has high signal-to-noise ratio, sensitivity and good dynamic range. However, due to the complex production process and low production, the cost is high and the device is expensive. However, CMOS devices can be mass-produced and have lower price and better imaging quality. Therefore, it is more appropriate to choose CMOS in finger vein acquisition equipment.
In addition to the above mentioned light source and imaging sensors, also need to filter to eliminate the outside the disturbance of visible light, and the need to design a simple finger positioning device, to a fixed finger position, solve the problem of image registration.
At the time of acquisition, the light intensity distributions of different finger vein images are different. Thus, normalization of image size is necessary [24] . We use a linear gray-scale adjustment of the gray normalization method, as follows:
The ridge wave filter is used to enhance each finger vein image, thereby reducing noise; its form is as follows:
where, µ is the frequency, θ is direction of the filter and σ is the standard deviation.
For image segmentation, we use the Niblack method. Its basic strategy is to apply function (4) on a certain image area to obtain the threshold and then perform binarization.
where (x, y) is the pixel, m(x, y) is mean of the pixel, s(x, y) is the variance, k is the correction factor, f (I , j) is the gray value, T (x, y) is the resulting threshold. The feature extraction of venous features is characterized by detail points, which not only occupy small space, but also describe it well. Its specific process is, first of all, refers to the vein image skeleton do processing, through to the shape of an eight pixels neighborhood minutiae to determine the endpoint or bifurcation points, for a 3 * 3 area.
If the value of P0 is 1, Ntrans represents the number of alternation between 0 and 1 from P1 ∼ P8. When N≥6, it is considered as the intersection, and the expression is as follows:
Similarly, this method is also used to detect endpoints.
C. FACE RECOGNITION
Face recognition mainly includes four steps: face detection, image preprocessing, feature extraction and identification. The purpose of face detection is to detect the effective face part from the input image, and extract the face part from the background independently. The preprocessing of image mainly includes: denoising, normalization of gray scale, normalization of scale and Angle processing. The goal of scale normalization is to unify the face images into the same size, so that the positions of the eyes and nose are basically unified. The purpose of the normalization of gray scale is to eliminate the influence of illumination on image and improve the system recognition rate by means of ray compensation or image enhancement.
The feature extraction method can be divided into two types, including knowledge based and statistical learning methods. Feature extraction based on the knowledge of the shape of the main organ according to one's face, and the distance between the parts as feature information of recognize VOLUME 6, 2018 faces, namely geometric features, is the most traditional feature extraction methods, but is usually combined with other algorithm can achieve better results. At present, the extraction method based on statistical learning is the main method of feature extraction in face recognition and can achieve better results.
We use the PCA algorithm to extract feature images, which uses dimensionality reduction to transform multidimensional data into processed low-dimensional data [25] . The following steps are carried out: (i) Image denoising, grayscale normalization, scale normalization and angle processing are performed. (ii) The N images that are collected are denoted as X 1 , X 2 , X 3 , . . . , X n , and the average image is expressed as follows:
The difference between each image and the average image is:
The covariance matrix is:
It can be seen from the formula that the obtained coordinate system is composed of the corresponding vector of nonzero eigenvalues of covariance. (iii) The resulting feature vector is expressed as a low dimension of the face image.
D. FEATURE LEVEL FUSION
Features level fusion by extracting multiple biological effective vector, the feature information of different modal vector to a certain way together, forming a new feature information vector, to incorporate the new vector as a biometric system input, and then compared with the characteristic vector of training, features matching, eventually determine the results.
In this paper, the three-dimensional features of the face, fingerprint and finger vein are extracted, and their dimensions are different [26] , [27] . The traditional feature fusion approach cannot express the intrinsic relationship among the features. To solve this problem, this paper uses the scheme of calculating the Fisher vector and the Gaussian mixture model to unify the dimensions of the different features and obtain a more accurate and effective description of the original image.
We try to solve the problem of the above-mentioned two aspects, one is by solving fisher vector ideas fully excavate internal relations between different characteristics, through the characteristics of deep excavation on the description of the target more accurately and more effectively; Secondly, through the establishment of the Gaussian mixture model to unify the Gaussian model, mean and variance of the weight, solved the problem of the different feature dimensions.
The local feature set of the input image is recorded as X = {x t , t = 1, 2 . . . , T }, x t ∈R D , where D is the dimension of the local feature or the dimension after reduction. Assuming that each local feature x is independent and follows the same distribution, the formula can be obtained as follows:
That is, when the local features are all independent, their Fisher vector is:
The Gaussian Mixture Model (GMM) can characterize the probability density function. Let the set of GMM parameters be λ = {ω k , µ k , ε k , k = 0, 1, . . . , K }, where ω k , µ k and ε k are the kth weight, mean and covariance, respectively. There are:
where p k represents the kth Gaussian unit:
This paper improves the concept of the Fisher vector and the depth of the different features. Furthermore, the accuracy of feature fusion recognition algorithm is improved.
E. LIVENESS DETECTION ALGORITHM
The recognition accuracy of a multi-feature fusion recognition system is always affected by external factors and feature forgery has become the main bottleneck in the development and application of feature recognition systems. Cameras and cell phones are used to capture fake pictures. Due to this situation, in liveness detection is very important. Through the early identification of real pictures and fake pictures, one can effectively eliminate fake features to greatly enhance the accuracy of identification.
Liveness detection algorithms are mainly divided into three categories, namely, Discrete Cosine Transform (DCT) [28] , HSV color spatial histogram, and detection algorithms based on SVD and HSV histogram. First of all, the detection algorithm based on DCT coefficient is the extraction of DCT coefficient in the image, and it is used as a feature for living detection. For an image, it contains high frequency characteristics and low frequency characteristics. The low-frequency features are mainly the general outline of the image, while the high frequency features mainly refer to the details and edges of the image. The DCT coefficient mainly refers to the low-frequency characteristics of the image. By setting the high frequency component of the image to zero, the compression and coding of the image are realized. There is a certain correlation between the pixels in the image, and the correlation can be removed by DCT transformation. DCT can use the real -real cosine function as the transformation kernel to make the orthogonal transformation of the image. A small part of the acquired characteristic data can be combined with Fourier transform, which is characterized by high efficiency and fast speed.
The DCT transform sets the high-frequency coefficients of the image to zero and uses the real cosine function as the kernel to process the image. The obtained characteristic data exist in the small part of the DCT transform, which can express the image well. The formula for calculating the DCT transform is as follows:
where u, v = 0, 1, . . . , N − 1, x, y = 0, 1, . . . , N − 1.
In the feature matrix that is obtained after DCT transformation, the values of different positions represent different information. The upper-left corner of the matrix represents the low-frequency information of the image. The lower-right corner of the matrix represents the high-frequency information. For a feature, the low-frequency coefficients represent the general contour information of the target and the high-frequency coefficients represent the details of the target information.
The reverse formula is needed to restore the image from DCT image to the original image, as shown below:
Among them, x = 0, . . . , M − 1, y = 0, . . . , N − 1.
IV. MATERIALS AND EXPERIMENTAL RESULTS
In this section, we design a multimodal biological feature fusion system, including data collection, feature extraction, feature fusion, feature training, and testing. In this system, the proposed feature fusion algorithm is compared with the classic feature series and the cascade algorithm. The experimental results are analyzed and the corresponding conclusions are drawn.
A. DATABASE
Face recognition mainly includes four steps: face detection, For the database, we acquired face, fingerprint and finger vein images from 50 students. Each feature corresponded to 5 images.
In the experiment, we selected 4 images of each feature as original training samples and the remaining images served as test samples. To obtain improved recognition accuracy, the set of training samples was expanded by using both the original training samples and mirror images of the original training samples.
As shown in Fig. 2 
B. EXPERIMENT ON FEATURE FUSION SYSTEM
After the establishment of the database, it is necessary to extract and train on the images in the database. For each user, five Fisher vectors are obtained by extracting and merging their face, fingerprint and finger vein feature vectors. The five Fisher vectors are input into the classifier for training and the user's training feature library is obtained. In the testing stage, the face, fingerprint and finger vein image feature information of the test sample is extracted and feature fusion is carried out. Then, the fused features are input into the classification scheme for matching and the recognition result is obtained.
In the framework of the abovementioned multi-feature fusion recognition system, first, this paper carries out a simulation experiment with the proposed Fisher vector secondary feature fusion algorithm. The Gaussian distributions in Gaussian Mixture Model (GMM) will produce the mean, variance and weight parameters in the model Impact, and then affect the fisher vector dimension, and different dimensions of the fisher vector will be multi-feature fusion recognition results have different effects. Therefore, this simulation comparison experiment is carried out using two strategies: different Fisher vector dimensions are tested to determine the accuracy of the trend, and different classifiers, namely, the mainstream k-Nearest Neighbor (kNN), Support Vector Machine (SVM) and Bayes classifiers [29] , [30] , are tested to determine which classifier is best suited for Fisher vectors. recognition accuracy after reaching a certain dimension. Moreover, as the dimension increases, the time that is required for multi-feature fusion recognition increases step by step. According to the Fig 3, the kNN classifier outperforms the other two classifiers. Therefore, in this paper, in the multimodal biometric fusion system, kNN is selected as the classifier for feature library training and recognition.
After determining the Fisher vector dimension and classifier, to evaluate the accuracy and robustness of the new algorithm, we simulated and compared the classical serial feature fusion algorithm, the parallel feature fusion algorithm and the proposed Fisher vector secondary feature fusion algorithm. The experiment uses devices to collect the samples from 15, 20, and 30 users to determine the accuracies of the three algorithms, the results are shown in Table 1 .
C. EXPERIMENT ON FEATURE FUSION SYSTEM BASED ON LIVENESS DETECTION
The experimental database consists of two parts: the student image dataset and the fake dataset. Mobile phones were used to take pictures for the fake dataset. The database is used for training and testing. To fully evaluate the accuracy of the Fisher vector fusion system based on bioassay, the following seven scenarios are considered:
(1) real face + real fingerprint + real finger vein; (2) fake face + real fingerprint + real finger vein; (3) real face + fake fingerprint + real finger vein; (4) real face + real fingerprint + fake finger vein; (5) fake face + fake fingerprint + real finger vein; (6) fake face + real fingerprint + fake finger vein; (7) real face + fake fingerprint + fake finger vein. The corresponding image information of these seven scenarios is input into the multi-feature fusion recognition system based on bioassay. To verify that the system can overcome the problems of camouflage and forgery, this experiment will be added to the multi-feature fusion recognition system in B experiments as a reference test.
According to Table 2 , with the input of a fake image, the recognition accuracy of the multi-feature fusion system is substantially reduced. The effect of the extracted image on the accuracy of the whole recognition system is very large. For the feature fusion algorithm, because it needs to fuse a variety of features to generate new features, fake features will affect the accuracy of the fused features. Therefore, it is necessary to detect the fake features and remove them before feature fusion to ensure the accuracy of the fused feature. It is concluded from Table 2 that the multi-feature fusion recognition system using real characteristic detection can well remove the fake features and reduce the influence of forged features on the recognition system.
V. CONCLUSION
Multi-biometric identification systems improve the security and accuracy of authentication, which can provide more security for IoMT platform. In this paper, we propose an efficient matching algorithm that is based on secondary calculation of the Fisher vector and uses three biometric modalities: face, fingerprint and finger vein. In our scheme, the three modalities are combined and fusion is performed at the feature level. Experimental results indicate that the proposed method achieves an excellent recognition rate and provides higher security than unimodal biometric-based systems. Moreover, the use of the DCT algorithm for bioassay results in higher accuracy and effectively improves the anti-forgery capability in person identification. This work gives an effective approach for improving the security of IoMT platform. 
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