In this paper, industrial production growth and core inflation are forecasted using a large number of domestic and international indicators. Two methods are employed, factor models and forecast combination, to deal with the curse of dimensionality problem stemming from the availability of ever growing data sets. A comprehensive analysis is carried out to understand the sensitivity of the forecast performance of factor models to various modelling choices. In this respect, effects of factor extraction method, number of factors, data aggregation level and forecast equation type on the forecasting performance are analyzed. Moreover, the effect of using certain data blocks such as European Union variables and interest rates on the forecasting performance is evaluated as well. Out-of-sample forecasting exercise is conducted for two consecutive periods to assess the stability of the forecasting performance. Results show that best performing specifications depend on the type of the variable that one wants to forecast, the forecast horizon and the sample period used to evaluate the out-of-sample forecasting performance. Factor models perform better than the combination of bi-variate forecasts.
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Non-technical summary
In a world with all sort of uncertainties, there are several challenges for producing reliable forecasts. With the technological advances it gets easier to collect, store and process large amount of data. This brings another challenge to the forecasting process, namely incorporating ever growing data to the forecasting process in an efficient way. In this paper, interest is in the performance of factor models, which enables one to utilize large data sets, for forecasting industrial production growth and core inflation for Turkish economy. In factor modelling approach, information in large data sets is summarized with few underlying factors and then those factors are used for forecasting. Factors are unobserved variables so they have to be estimated. Estimation step involves several choices such as composing a data set, obtaining the factors and deciding the number of factors that will be used to summarize the data set. In forecasting applications, there are choices regarding the set-up of the forecast equation as well. Decisions in all of these steps may affect the forecasting performance.
Contribution of this paper is to analyze the sensitivity of the forecast performance of factor models to the modelling choices in a comprehensive manner. In particular, 336 factor model specifications are evaluated. This is achieved by estimating factors with two different approaches, deciding the number of factors with seven different information criteria, using three different data sets that are obtained by gradually increasing the disaggregation level of the variables used, analyzing the effect of three data blocks namely European Union variables, financial indicators and interest rates and finally using two different type of forecast equations. Apart from factor model specifications which is a method of pooling information, combining forecasts of bivariate equations, which is a method of pooling forecasts, is considered as well.
From a broad perspective our results indicate that performance of the specifications changes over time and depending on the target variable. It is seen that parsimonious models, such as using a simple factor extraction approach, extracting factors from a data set that is composed of using aggregate form of the variables and using a few factors in the forecast equation produces competitive forecasts. However, since there is no single specification that performs relatively well at all times, it is important to analyze the forecast performance of the models on a regular basis to see how the factor model performance is affected by the change in economic and financial conditions.
Introduction
In this paper, we consider various dimensions of forecasting with factor models for a real sector variable namely industrial production and for a price variable namely core inflation. 2 Thereby, we expect to contribute to the literature by analyzing the performance of factor models by covering key aspects of the factor modelling for an emerging market economy.
Forecasts, forecasters and forecast models are evaluated ex-post by their success and big forecast errors are criticized. We are living in a stochastic world. So forecasting comes with great challenges. There can be various events and shocks that affect economic and financial variables which cannot be foreseen at the time of forecasting. So, in general, realizations will be different from predictions and time to time by even a high margin. Therefore, over an evaluation period it would be unrealistic to expect zero forecast errors from a forecasting model/forecaster. However, it is fair to expect that forecast errors should not be predictable with the information that would be available at the time of forecasting. This is due to the fact that forecastable errors imply inefficient use of resources. Inefficiency can occur as a result of various reasons, such as not using an indicator that has adequate forecasting power in the prediction process, not using a proper modelling technique known at the time of forecasting, or not considering the appropriate parameters in the models. Hence, it is important for forecasters to check whether all available and suitable information is utilized to the greatest extent possible and in an efficient way in the forecasting process.
Rapid expansion in the availability of data increases the challenge of using information efficiently. There are a lot of candidate indicators that can be used in the forecasting, and this number is increasing with the advances in the information technology. However, one can use only a limited number of variables in an OLS-or VAR-type forecasting model due to the degrees of freedom problem. Stock and Watson (2002a) state that some variable selection procedures may be used for determining a parsimonious forecasting model, but the 2 Food prices are affected from weather conditions and they are hard to forecast with economic fundamentals. Also, energy prices depend on the oil prices which are determined internationally. So, in addition to headline inflation, policy makers and market participants follow a measure of inflation, so-called core inflation that excludes these volatile components. TURKSTAT publishes 9 core inflation indicators named by letters such as A, B and so on (there are some definition changes in 2017). In the inflation reports, Central Bank of the Republic of Turkey frequently use H and I indices as the core inflation. In the paper we use CPI-H as the core inflation which excludes unprocessed food, alcoholic drinks, tobacco, gold and energy prices. Öğünç et al. (2013) also use a measure of core inflation that excludes food prices from the headline series.
3 performance rests on the few variables chosen. Hence, forecasters need techniques that enable them to use large amounts of data in the forecasting process.
Factor models have become popular in economics since the late 1990s after the seminal contributions such as Stock and Watson (2002a) and Forni et al. (2000 and . In this approach, information in a large data set is summarized with a few underlying factors and then these factors are used in the forecasting equation (Stock and Watson, 2002b) . Those authors showed that one can use principal component type analysis to estimate the factors.
This opened the door for handling large amount of data relatively easily. Researchers contributed by developing theory for consistent estimation of the factors for data sets with large N, number of indicators, and large T, number of time series observations, (such as Bai (2003)). Also, techniques for formally determining number of static and dynamic factors have been developed.
Use of factor models for forecasting Turkish macroeconomic variables is rather limited. Öğünç et al. (2013) conduct a comprehensive analysis for evaluating performance of various modelling techniques for forecasting inflation. In addition to a factor model, they consider univariate models, time varying Phillips curve models, decomposition based models, VAR and Bayesian VAR models. For the factor models, authors use a single equation model with factors and a VAR model augmented with the factors.
Their results show that factor models perform poorly. In the case of single equation model, factor model beats the benchmark random walk only for the two-quarter-ahead forecasts. FAVAR (Factor Augmented Vector Auto Regression) type models beat the random walk for one to three-quarter-ahead horizon. While FAVAR is relatively successful for two-quarter-ahead forecasts, for one and three-quarter-ahead forecasts there are more successful models. Authors claim that world is not static and hence their dynamic factor model approach is expected to capture the workings of the economy more successfully.
However, it is not clear ex-ante whether dynamic approach is preferable for the relatively short sample used by the authors. Soybilgen (2015) analyzes the performance of factor models for GDP, inflation and unemployment rate. For inflation, he states that small scale dynamic factor models outperform larger factor models. He also finds that rankings are not stable.
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There are scant examples of use of the factor models for real sector variables. In Akkoyun and Günay (2012) , authors use a dynamic factor model for nowcasting Turkish GDP growth.
Since GDP data for a quarter are published with certain lag, nowcasting GDP growth is an essential ingredient of real time policy making. By using survey data, authors improve over the benchmark and obtain relatively successful nowcasts. Modugno et al. (2016) also use factor models for nowcasting Turkish GDP Growth. They find that financial variables can be as important as survey variables for accurate short term forecasts.
In this paper, as we explain next, we aim to contribute to the literature by analyzing the sensitivity of the forecasting performance of factor models for industrial production and core inflation for Turkish economy by analyzing different dimensions of factor models. 3
Factor models enable one to incorporate as many series as he/she wants in the forecasting process. However factors are latent variables which are need to be estimated before using in the forecasting models. Therefore, depending on the factor estimation step, one may get different factors which in turn may affect forecast performance. From another angle, there is not a standard to follow for constructing the data set. Indeed, it is not clear whether there is a linear relation between forecasting performance and the number of series used for extracting factors. If this is so, one needs to target a large data set. On the contrary, if more data is not always better for factor forecasting, then one needs to work on the composition of the data set.
In addition to the composition and size of the data set, number of factors extracted from a given data set may affect outcomes as well. Using a few factors may be insufficient to summarize the information content of the data set while using a lot of factors may increase the parameter uncertainty in the estimation of forecast equation. These points imply that analyzing the effect of modelling decisions on the forecast performance of factor models may provide valuable information to the forecasters. In this respect, several authors analyze how certain modelling decisions affect the forecast performance of factor models by considering different dimensions of the modelling (Figure 1 ). In the paper, we take a relatively more comprehensive approach for understanding the effect of modelling choices.
Figure 1. A Set of Possible Model Choices in Forecasting with
Factor Models
Bookkeeping for all of the specifications that are used in this paper reveals the scope of the analysis. 84 alternatives (7 criteria for the number of factors x 2 factor extraction approach x 2 forecast equation type x 3 data set size) for the factor models are evaluated. In addition to the factor models, forecast combination for bivariate equations is considered as well. For the three data sets used in this paper, there are 3 alternatives for the pool of bivariate equations. 4 In order to understand the effect of certain data groups, these are removed from the data set and forecasts are obtained. For these factor models that exclude data blocks one at a time, there are 3x84=252 alternatives. In total, 84+3+252= 339 alternatives exist.
Considering the simple benchmark, there are a total of 340 specifications.
In the literature, performance of forecast models are compared using a loss function, and in general a quadratic loss function is used. In the paper, models are compared using the 6 Root Mean Squared Error (RMSE) as a metric. RMSE penalizes large errors more heavily.
RMSEs for all of the 340 specifications described above are calculated for 3-, 6-, 9-, and 12month-ahead horizons. Tabulations of relative RMSEs are done for two sub-periods.
Namely, episode 1 is for January 2010-September 2011 and episode 2 is for October 2011-September 2013. These dates are selected based on the data availability and economic developments in the period. Our data set ends in September 2014. So, for 12-month-ahead forecasts, the last forecast that we compare with the realization is the forecast done in September 2013. We start the evaluation period after 2009, the year we observed significant effects of global financial crises on domestic variables. Splitting sample in September 2011 helps us to do the analysis with approximately same number of observations in two evaluation sample.
In summary our results suggests that:
i.
Best performing specifications change for the industrial production and core inflation forecasts. This suggests that careful examination of the sensitivity of the forecast performance for each target variable may be beneficial rather than following a one size fits all approach.
ii. Regarding factor extraction approach, findings show that using a simple factor extraction approach may be preferred in practical applications since compared to a more complicated method, difference in the forecast performance is in general marginal.
iii. Unlike factor extraction approach, number of factors used in the forecast equation affects the forecast performance considerably. While using a large number of factor summarizes a higher portion of the variance of the data set, this does not linearly translate to improved forecast performance. In general, using a few factors and hence working with a relatively more parsimonious forecast equation
helps to obtain better forecast performance.
iv. Forecast equation type affects the conclusion about the effect of the number of factors and the effect of the size and the composition of the data set. Findings indicate that in the case of using a forecast equation with the lags of factors, using a few factors is preferable. It is also observed that for core inflation, using lags of the factors and the dependent variable seems to pay off while for industrial production picture is less clear.
7 v. Composition of the data set plays a crucial role on the forecast performance and more data is not always better. A small data set composed of aggregated variables produce the best performing specifications for a lot of cases. However, depending on the forecast horizon and the target variable, using disaggregated data by excluding certain blocks from the data set brings considerable improvement. So special care is needed for constructing the appropriate data set.
The paper is organized as follows. In the next section, we briefly summarize the methodology where we also discuss the papers in the literature analyzing the effect of these variables on the forecasting performance and we introduce data sets. In the third section, we present the results. Last section concludes.
Methodology
Factor Models
Let N be the number of cross-section units, T be the number of time series observations and be the observed time series for variable i at time t. For i= 1,…, N, t = 1,…,T, a static factor model is defined as
In the jargon of factor models, are the (r x 1) static factors, is named as the idiosyncratic error and is a vector of (r x 1). Elements of are named as the factor loadings. = ′ is referred as the common component, i.e. for the variable xi the part of the movement that is explained by the factors. As the intuition suggests, factors cannot explain all of the movement in a series. Part of the variation of the series that cannot be explained by the common component is shown with and it is named as the idiosyncratic term. The challenge comes from the fact that variables on the right hand side of the Equation 1 are not observed. Hence it is necessary to estimate factors and factor loadings.
In classical factor analysis, and are generally assumed to be serially and crosssectionally uncorrelated. Bai and Ng (2008) observe that this assumption is fairly restrictive for economic data. This is due to the fact that economic time series data are in general serially correlated. Moreover, even if one can explain some part of the data with a common component and name the remaining portion as the "idiosyncratic errors", there may still be some cross-correlation in the errors. This may occur for instance when subcategories of a data block (such as durable good production and nondurable good production) are included simultaneously in the data set.
Due to this limitation of the classical factor models and before the seminal contributions by Stock and Watson (2002a) (SW hereafter) and Forni et al. (2005) 's (hereafter FHLR), the use of factor models in economic applications was fairly limited. Those authors show that principal component type analysis can be applied for estimating factors. These principal components in turn can be used as a regressor in a forecast equation.
In SW methodology, factors can be estimated as
where ̂ corresponds to the r largest eigenvectors of the variance-covariance matrix of the data. So, factors are simply the eigenvectors times the data matrix. 5 FHLR method ends up solving a generalized eigenvalue problem in the following formula.
where ̂= (̂1, … ,̂) denotes the eigenvectors, ̂( ) = 
̂= ′
There are a number of papers that compare performance of these two approaches in forecasting. Boivin and Ng (2005) show that while SW approach is relatively simpler to apply compared to FHLR, it gives competitive forecasts. Since it is easier to implement, in 9 day to day use it may be preferred over dynamic approach. Schumacher (2007) compares alternative factor models for forecasting German GDP, namely SW, FHLR and a third approach proposed by Kapetanios and Marcellino (2009) . He finds that effect of factor extraction method on the forecast performance depends on the modelling choices such as appropriately choosing auxiliary parameters, number of factors and forecast equation.
D'Agostino and Giannone (2012) compare the forecasting performance of SW and FHLR approaches for the US economy for industrial production and inflation. What emerges from the paper is that one can see collinear forecasts from two factor approaches but there may be time-varying relative performance. Another important finding is that number of factors plays an important role on the relative forecast performance.
Determining the Number of Factors
Bai and Ng (2002) develop a theory to determine the number of static factors in a formal and systematic way. They note that penalty for overfitting must be a function of both N and T in order to consistently estimate the number of factors (page 192). So, using classical form of the information criteria such as Akaike Information Criteria (AIC) or Bayesian Information Criteria (BIC) would not be appropriate for large panel of data. 6 Bai and Ng (2002) aim to find the penalty function ( , ) such that the following froms of information criterion can consistently estimate the number of factors in the data set:
( ) = ln ( ( ,̂)) + ( , )
Here, k is the number of factors used, V is the sum of squared residuals when one uses k factors, N is the number of variables (i.e. cross section dimension) and T is the number of time series observations (i.e. time dimension). Bai and Ng (2002) derive several forms from these general formulas. 7 Bai and Ng (2002) test their criteria with both simulated and actual data. They find that 1 , 2 , 1 2 perform relatively well. It is worth emphasizing that they find that 3 has very good properties in the presence of crosssection correlations (page 207 of Bai and Ng (2002) ). 8 Thus, they conclude that this criterion can be helpful even though it does not satisfy all of the conditions of the theorem in the paper. Bai and Ng (2007) work on determining number of dynamic factors. They start by considering a vector of observed stationary time series,
( 1) which follows the following VAR:
where A(L) are the lag polynomials of order p. If there exists an matrix R with rank q such that = (9) then Bai and Ng (2007) say that is driven by a minimal number of q innovations. Here, is ( 1) vector of mutually uncorrelated innovations (so variance-covariance matrix of the innovations is diagonal). From this logic, they come up with two criteria. So, compared to the SW approach, in FHLR approach number of dynamic factors is another input that we need to supply to the system. Schumacher (2007) and D'Agostino and Giannone (2012) find that number of factors plays a non-negligible role on the forecast performance. In the case of Schumacher (2007), number of static factors is decided with IC1 and IC2. Comparing SW and FHLR approaches for two-quarter-ahead forecasts, FHLR approach performs slightly better than SW with IC2 information criterion while for IC1 reverse is true. In the case of D'Agostino and Giannone . assessment for a forecasting purpose" analyze this issue thoroughly. They find that number of factors may have an important role on the forecasting performance. They conclude that rather than determining factors in an ad hoc manner, selecting the number of factors with an information criterion may produce better forecast results. In this paper, criteria developed by Bai and Ng (2002) for the number of static factors and Bai and Ng (2007) for the number of dynamic factors are used. These are frequently used in the forecasting applications and as suggested by Barhoumi et al. (2013) they are robust.
Forecast Equation
When one wants to forecast for more than one-period-ahead, he/she needs to do multiperiod ahead forecasting. For this task, there are two approaches: direct and iterated forecasting. In the case of iterated forecasting, one estimates a one step-ahead model and uses this model h times to get h-period-ahead forecasts. In the case of direct forecasting, one estimates a different model for each horizon h. In this paper, the direct approach for multistep-ahead forecasting is used since it is a common method for many papers in forecasting such as Watson (2002a and 2002b) and Schumacher (2007) , among others.
Mechanics of this approach is shown following the presentation in Stock and Watson (2002b) . Stock and Watson (2002b) focus on the multi-step-ahead prediction. For industrial production they consider the following forecast equation (Page 149 of Stock and Watson (2002b) ):
and ̂ is the vector of k estimated factors. Note that (1200/h) implies that annualized version of the h-period change is used. So, when h=12, +12 12 is the annual growth rate of the industrial production. is the annualized month-on-month growth rate of the industrial production. Stock and Watson (2002b) In addition to the lag lengths of the factors and the y, number of factors that will be used in the forecasting equation should be decided as well. Stock and Watson (2002b) do not use a criterion in the spirit of Bai and Ng (2002) . In this paper, following Stock and Watson (2002b) we use DI and DI-AR Lag type forecast equations, however unlike Stock and Watson (2002b) we choose the number of factors following Bai and Ng (2002) .
Data Set
A critical issue that a forecaster needs to address before setting up any forecasting model is to decide the structure of the data set that will be used. Data set structure can be even more challenging in the case of factor models since one can use as many series as he/she can collect for extracting the factors. There is no consensus on the ideal number of series to be used or on the distribution of indicators from different blocks in the data set from which the factors are extracted. For example, Rünstler et al. (2009) Boivin and Ng (2006) note that adding more data may not always be useful for forecasting. They find that factors extracted from 40 pre-selected variables may yield better forecasting performance than using 147 series for factor extraction. Hence, composition of the data set may be crucial for forecasting performance.
In the empirical section, data from following groups are used: industrial production, foreign trade, consumer and business confidence, interest rates, exchange rates, European
Union industrial production and confidence indicators, commodity prices, stock exchange, and global risk perception indicators (Table 1) . Details about the source of the data and which series are used in medium and large sets are provided in the Appendix ( 14 There are blocks that are frequently used for the factor models like real sector variables, prices and surveys. However, one can use a particular indicator from these blocks at different aggregation levels. For example, one can collect data on industrial production as headline index. Alternatively, he/she can use MIGS (Main Industrial Groupings) where industrial production is presented as sum of intermediate goods, consumer goods, investment goods, and energy. In yet another classification, one can see a more detailed picture of industrial production, such as production of food, textile, and so on for about 20 different sectors. So, from industrial production block one can use the head line series, five series from MIGS or around twenty from NACE or all of them at the same time (Table 2) . Hence, deciding whether to use aggregated or disaggregated data and determining the level of detail for the disaggregation is another key issue that a forecaster faces when constructing a data set.
Following the approach of Barhoumi et al. (2010) for the empirical exercise of this paper three data sets are constructed with different aggregation levels: small (22 series), medium (63 series), and large (167 series). As an example, in the small data set for the industrial production only headline series are used. In the medium data set, industrial production components from MIGS are used. Note that in this case headline index for industrial production is not used. In the large data set, more detailed disaggregated sectoral classification for industrial production is used.
There is another angle that can help to understand the data set structure on the forecasting performance. Namely, analyzing the effect of different data blocks on forecast performance. This is the approach used, for example, by Forni et al. (2003) and Schumacher (2010 ). Forni et al. (2003 construct six alternative data sets: A master data set and five limited data sets constructed by excluding (one at a time) financial block/money block/price block/industrial production block/survey block. They find that, for inflation, for both SW and FHLR approaches excluding financial variables cause deterioration in the forecast performance. For industrial production picture is less systematic. Depending on the horizon and the factor extraction method, excluding financial block may increase or decrease the forecast errors.
Schumacher (2010) analyzes forecasting performance with and without international data.
He finds that adding international variables does not reduce forecast errors of factor models.
But, if a pre-selection is applied to the dataset though LARS-EN method, then there is improvement. Notes: An example of increasing detail level of the data set is shown in the table. In the small data set headline series is used, in the medium data set MIGS classification (headline index is not used in this data set) is used and in the large data set a more disaggregated sectoral detail is used.
In Table 3 , indicators that are excluded to construct three more data sets in addition to the small master data set are shown. For example for analyzing the effect of indicators from European Union on the forecast performance, forecasts from two data sets are computed:
first one uses all the indicators and second one excludes industrial production, consumer and business confidence for the European Union. Similarly, data sets are constructed by 16 excluding commodity and financial variables and the final one by excluding interest rates.
Then forecasting performance of the master data set and three limited data sets constructed by excluding certain blocks one at a time are compared. In the Table 3 , indicators for the small data set are shown. For the medium and large data sets, the disaggregated versions of these indicators are excluded from the respective master data sets. Table shows which indicators are excluded to construct the data sets to analyze the role of data blocks on the forecasting performance. This table shows the excluded series for the small data set. In the medium and large data sets, disaggregated versions of these series are excluded from the master data sets.
Forecast Evaluation
In this paper, evaluation criterion for the forecasting performance is the RMSE that one gets from a pseudo out-of-sample forecasting exercise. Formally RMSE can be expressed as follows:
RMSE is calculated for a given evaluation sample. But forecast performance may be time varying. So, it can be informative to calculate and evaluate RMSE for different models for different time periods. Indeed, Stock and Watson (2003) 
Benchmark Model
In the forecasting literature, it is customary to compare models with a simple benchmark.
This benchmark can be an autoregressive (AR) model or a random walk. Intuition behind comparing with a benchmark is the idea that going over all the intricate details of a complicated forecasting model may not worth it if it cannot even beat a simple benchmark.
Choosing an AR model as the benchmark suggests using just the time series properties of a variable to construct the forecasts. In the literature a frequently observed finding is inability of the sophisticated models in beating simple benchmarks.
Benchmark model in this paper is the average of the past realizations at the relevant recursion. For example, for twelve-month-ahead forecasting, the average of the twelve month cumulative growth until September 2013 is taken as the forecast for twelve-monthahead forecast for September 2014. AR models are considered as the benchmark as well but this simple model outperformed them in most of the cases so it is chosen as the benchmark.
In the tables where alternative specifications are compared, relative RMSE of the factor models with respect to the simple benchmark are presented. A figure lower than 1 means that, on average, the model is superior, i.e. it makes lower forecast error than the simple benchmark.
Results
In this section, we present the results obtained from pseudo out-of-sample forecasting exercise. First of all, the case of industrial production is discussed and then forecasting performance of the models for core inflation are analyzed.
In a nutshell, findings indicate that for industrial production and core inflation the best and the worst performing specifications are different. Another observation is that relative performance of the models is time varying. Yet, it is seen that it is highly likely that using a large data set with a high number of factors with a forecast equation that uses lags of those factors will provide poor forecasts. A specification with a carefully minted small or medium size data set with a few factor may perform relatively successfully.
Industrial Production
Four tables are presented for the analysis of the forecast performance of different specifications. In the first two, top 5 specifications are shown (Table B. 1 and Table B .2) while in the third and fourth the worst 5 are presented (Table B.3 and Table B .4). This exercise enables one to see whether there is a pattern in the best and the worst specifications.
Following general points are worth highlighting:
 Best forecasts are not obtained by the largest dataset. In several cases, forecasts from a small data set with a forecast equation using only contemporaneous factors decreased forecast errors relative to benchmark considerably. So, parsimonious models can produce competitive forecasts.
 SW is not systematically worse than FHLR. Comparing SW and FHLR approaches, in the best specifications SW appears more frequently in the first evaluation sample while FHLR appears more frequently in the second evaluation
sample. Yet, RMSEs one gets using different approaches are close to each other.
 Considering the best performing specifications, for the second evaluation sample for all the forecast horizons considered, DI-AR-Lag type forecast equations are used. For the first evaluation sample, DI appears relatively more frequently. It is interesting that for the worst specifications DI-AR Lag appears more frequently as well. Hence, it can be said that there are other determinants of the forecasting performance that interacts with the forecast equation type.
 In the literature review, it is seen that IC1 and IC2 are used more frequently for deciding the number of factors. While Bai and Ng (2002) point out the promising performance of BIC3, its use in practice is rare. However, tables for the top 5 specifications show that in addition to IC1 and IC2, BIC3 appears frequently as well. In the worst specifications PC3 and IC3 dominate the table indicating that using a large number of factors may harm forecasting performance.
 In the best performing specifications, it is seen that excluding interest rates and financial variables improve forecasting performance. Interestingly, for the worst specifications these data sets appear as well. This observation again shows that effect of a specific modelling choice is not independent from other choices.
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 Excluding EU variables from the data set increases the forecast errors in the short run for the second evaluation sample. This may be due to the fact that EU is the major exporting partner for Turkey and developments in the export markets affect the demand.
 In general as the forecast horizon increases, we would expect a worsening in the relative performance of the factor models. However, for the first evaluation sample, as the forecast horizon increases relative performance of the factor models improve. Economic dynamics in the first evaluation sample may be the key reason for this result. That was the period just after the 2008-2009 global financial crisis. Three-month-ahead growth rates exhibit two peaks in this evaluation sample while factor model forecasts were relatively more volatile. For twelve-month-ahead growth rates there was a mean reverting behavior. Factor models did a better job tracking this trend-like movement than the benchmark.
Hence, we cannot generalize from these result about the relative forecast performance of factor models at different horizons.
 Modelling decisions affect forecasting performance of the factor models considerably. For example, in the best equations one gets forty percent improvement relative to the benchmark while for the worst specifications one may get four times higher RMSE relative to the benchmark.
Core Inflation
Similar to the industrial production, for core inflation four tables are presented and key points are highlighted. In the first two, the top 5 specifications are shown (Table B .5 and Table B .6) while in the third and fourth, the worst 5 are presented (Table B.7 and Table B .8).
This exercise enables one to see whether there is a pattern in the best and the worst specifications. Following points are noted from the inspection of the tables:
 For three to nine-month-ahead forecasts, DI-AR Lag appears more frequently in the top 5 equations while DI appears more frequently in the worst 5 equations. In the literature, there are similar findings and observations suggesting that for core inflation, which a relatively more persistent series, using lags may help at forecasting.
 Both in the best and worst five equations FHLR approach appears relatively more frequently. It should be noted though that using SW approach results in similar RMSEs as well. Hence, while FHLR seems to perform better, its advantage is marginal.
 Tables showing the top 5 specifications for the first evaluation sample indicate that in addition to IC1 and IC2, BIC3 appears frequently as well.
 In the top performing specifications it is seen that excluding European Union variables decrease RMSE, while in the worst 5 specifications it is observed that excluding financial variables or interest rates cause an increase in RMSEs.
 Specifications that exclude financial variables from the medium data set are among the best performing models for twelve-month-ahead for the second evaluation sample. For the large data set, excluding those variables are among the worst performing specifications. So, for forecasting with factor models it is important to take into account other modelling dimensions as well when analyzing the effect of a certain modelling decision.
 For the first evaluation sample, even the best specifications cannot beat the benchmark for twelve-month-ahead forecasts. Öğünç et al. (2013) , who forecast inflation with various models, do the out-of-sample forecast evaluation from fourth quarter of 2009 to second quarter of 2011 which is broadly same with our first evaluation sample (January 2010-September 2011). For the single equation factor model, they find that while for the two-quarter-ahead forecasts factor model can beat benchmark, for three and four-quarter-ahead factor model's forecast errors (evaluated with the RMSE) are higher than the random walk around 20 percent. Since the first evaluation sample covers the period after the 2008-2009 global financial crisis, inflation dynamics over this period may be playing certain role on the relatively poor performance of the factor models over 9-12 twelve-month-ahead forecasts. Indeed, a closer look at the forecast errors of factor models and the benchmark shows that forecast errors of the factor models were larger at the beginning of 2010. As a matter of fact, should we restrict the analysis to the after the May 2010, factor models would be able to beat the benchmark.
 Modelling decisions affect forecasting performance of the factor models considerably. For example, in the best equations one can get up to thirty percent improvement relative to the benchmark while for the same horizon deterioration up to 20 percent is observed.
Further Discussions and Conclusion
Forecasting how key macroeconomic indicators, such as real economic activity or inflation, are going to evolve over the medium-term is essential for monetary policy making. This is a complicated task, though. Technological advances make it easier to construct data sets with hundreds of domestic and international variables easily. At first sight, increasing data set size may be thought to reduce forecast errors as one can get information about a wide range of areas. However, standard techniques such as OLS or VAR cannot handle a large number of indicators due to degrees of freedom problem. Therefore, the trend towards collecting big data that generates enormous amount of information requires using appropriate techniques to digest the information content of these data sets. Factor model approach is the natural candidate to serve as tool to process large data sets. Basic rationale of factor models is to summarize information in a large data sets with some few underlying factors.
There are different dimensions for evaluating the relative forecasting performance of the models. This is due to the fact that factors are unobservable, number of factors to extract from a data set is unknown, there is no formal guide for constructing a data set and multistep forecast equation can be set up with or without the lags of the factors. Some papers concentrate on part of these dimensions while keeping others fixed. For example, some authors take a data set as given and analyze the effect of the number of factors on forecasting performance, while others look at the effect of changing the size of the data set while keeping the criterion for selecting the number of factors as fixed. Moreover, many papers evaluate models in a given period. However, different choices may not be mutually independent.
This paper takes a broader approach and makes a comprehensive analysis of the sensitivity of forecasting performance of factor models to inputs used in the models.
Empirical exercise analyzes whether using aggregate or disaggregate data, whether number of factors extracted from the data set, whether using lags of the factors in the forecast equation and whether factor extraction approach affect the forecast performance. Moreover, part of the analysis is devoted to the role of certain data blocks on forecasting performance to see whether it is desirable at all to use the largest possible data set. This systematic and comprehensive approach can provide useful insights for practical applications as forecasters become more familiar about how forecasting performance changes with different parameters. In the end, this effort may help to optimize model selection for forecasting with factor models.
Findings indicate that for industrial production and core inflation the best and the worst performing specifications are different. Also, relative performance is time varying. Yet, it is seen that using a large data set with a high number of factors with a forecast equation that uses lags of those factors is more likely to provide poor forecasts. A specification with a carefully minted small or medium size data set with a few factor may perform relatively successfully.
In conclusion, the answer to the question whether factor models are successful at forecasting is that it depends. One may get substantial improvement relative to a benchmark with a well-crafted factor model while one may get rather poor forecast performance with ill-structured factor models. There is no systematic pattern to prescribe a recipe for the inputs of factor models that produces relatively successful forecasts at all times. So, continuous analysis of the performance of the alternative specifications for the variables that is to be forecast is necessary. Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Barlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. In the DI_AR_Lag in addition to the contemporaneous factors one uses lags of the factors and the dependent variable while for DI one uses only contemporaneous factors. SW and FHLR show factor extraction approaches of Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Bartlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Barlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Barlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. Table shows the best five specifications out of 340 alternatives. DI_AR_Lag and DI show the forecast equation types. In the DI_AR_Lag in addition to the contemporaneous factors one uses lags of the factors and the dependent variable while for DI one uses only contemporaneous factors. SW and FHLR show factor extraction approaches of Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Barlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. Table shows the best five specifications out of 340 alternatives. DI_AR_Lag and DI show the forecast equation types. In the DI_AR_Lag in addition to the contemporaneous factors one uses lags of the factors and the dependent variable while for DI one uses only contemporaneous factors. SW and FHLR show factor extraction approaches of Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Barlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting. In the DI_AR_Lag in addition to the contemporaneous factors one uses lags of the factors and the dependent variable while for DI one uses only contemporaneous factors. SW and FHLR show factor extraction approaches of Stock and Watson (2002b) and Forni, Hallin, Lippi and Reichlin (2005) . PC1, PC2, PC3, IC1, IC2, IC3 and BIC3 show the information criteria for the number of static factors from Bai and Ng (2002) as discussed in Section 2.2. M=H=16 shows the parameters for the spectral density estimation for FHLR approach where H refers to the number of frequency grids and M refers to the Bartlett lag window. Three master data sets are used, Small, Medium and Large. By excluding European Union variables, financial and commodity variables and interest rates from these sets, new data sets are constructed. Final column shows the Root Mean Squared Error (RMSE) relative to the simple benchmark where the average of the past realizations is used for forecasting.
APPENDIX
A. INDICATORS USED IN THE DATA SETS
