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Abstract 
The rapid development of any field of knowledge brings with it unavoidable 
fragmentation and proliferation of new disciplines. The development of computer 
science is no exception. Software engineering (SE) and human-computer interaction 
(HCI) are both relatively new disciplines of computer science. Furthermore, as both 
names suggest, they each have strong connections with other subjects. SE is 
concerned with methods and tools for general software development based on 
engineering principles. This discipline has its roots not only in computer science but 
also in a number of traditional engineering disciplines. HCI is concerned with methods 
and tools for the development of human-computer interfaces, assessing the usability of 
computer systems and with broader issues about how people interact with computers. 
lt is based on theories about how humans process information and interact with 
corilputers, other objects and other people in the organizational and social contexts in 
which computers are used. HCI draws on knowledge and skills from psychology, 
anthropology and sociology in addition to computer science. 
Both disciplines need ways of measuring how weil their products and development 
processes fulfil their intended requirements. Traditionally SE has been concerned with 
'how software is constructed' and HCI with 'how people use software'. Given the 
different histories of the disciplines and their different objectives, it is not surprising 
that they take different approaches to measurement. Thus, each has its own distinct 
'measurement culture.' 
In this paper we analyse the differences and the commonalties of the two cultures by 
examining the measurement approaches used by each. We then argue the need for a 
common measurement taxonomy and framework, which is derived from our analyses 
of the two disciplines. Next we demonstrate the usefulness of the taxonomy and 
framework via specific example studies drawn from our own work and that of others 
and show that, in fact, the two disciplines have many important similarities as weil as 
differences and that there is some evidence to suggest that they are growing closer. 
Finally, we discuss the role of the taxonomy as a framework to support: reuse, 
planning future studies, guiding practice and facilitating communication between the 
two disciplines. 
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1 Introduction 
In software engineering (SE) the focus is on understanding, controlling, managing and 
improving software products and processes based on engineering principles [1, 2, 3, 
9]. In human-computer interaction (HCn the focus is on understanding the usability of 
software products, deriving criteria for 'good' human-computer interfaces, and 
devising methods and tools for designing and implementing such interfaces [4, 5, 10, 
44, 47, 48). 
The historical development of the measurement practices used in the two disciplines has 
different origins with different perspectives. The need to assess and predict the 
performance of software per se was recognized much earlier than the importance of its 
usability was acknowledged. Consequently, software engineering measurement 
techniques have been in existence longer and the discipline is more advanced than 
usability evaluation. Quantitative measurement tends to predominate in SE, whereas 
qualitative techniques are common in HCI as well as quantitative ones. For example, 
ethnomethodology [54), which is a descriptive technique, has grown in importance in 
the last few years. The data collected in ethnographic studies is from real situations 
rather than from an artificial context such as a laboratory. lt is, therefore, richly 
contextualized and the aim, when interpreting it, is to understand the actions that 
occurred within that context and not to look for quantifiable causal explanations as in 
most other data analysis techniques, such as those used in usability engineering [10). 
lt is becoming recognised increasingly that a common goal for all the disciplines of 
computer science is ultimately to improve the quality of software and its cost-effective 
development. In many respects, therefore, it is not surprising that, despite their 
different origins there are many similarities as weil as differences in the approaches and 
techniques used in SE and HCI measurement. Often these similarities are over-looked 
as they tend to be more subtle than some of the obvious differences. 
In the remaining part of this paper we describe the aims of this work, which are 
concerned with defining a taxonomy that can be used as a measurement framework by 
both fields (section II). We do this by defining a number of 'meta-dimensions' based 
on Basili' s approach [ 11] and then refining these meta-dimensions further into a 
hierarchical 'top-down' taxonomy, which characterizes both SE and HCI studies 
(section III). We then use this taxonomy to describe a number of study approaches 
(section IV) and to characterize examples of individual studies from our own work and 
that of others (section V) in order to show how the taxonomy may be applied. We do 
not, however, claim tobe able to describe every conceivable example. In section VI we 
discuss how the taxonomy provides a framework which can be used to: support long 
term reuse of knowledge gained from doing measurement studies; guide research 
planning and practice; and facilitate communication between the two fields by providing 
a common language and framework for measurement. Finally, we draw the conclusion 
that SE and HCI are coming together and that, although there are differences between 
SE and HCI measurement practices, they may be fewer than is often thought (section 
VII). 
In order to reduce the number of different, and sometimes cumbersome, phrases for 
describing the various types of measurement techniques used in the two disciplines, we 
shall use the term 'measurement' to refer to all forrns of quantitative and qualitative 
measurement and evaluation done in SE and HCI. The individual terrns will be used 
only with reference to specific examples. 
II The aim 
The aim of the taxonomy is to provide a framework to describe the approaches and 
techniques used in current SE and HCI measurement. The taxonomy will be used as a 
vehicle to explain and make explicit aspects of both SE and HCI measurement which 
are frequently left ill-defined, if not confused. Such a taxonomy will not only be 
valuable for examining past research in both fields (i.e., reuse) but also for guiding 
research practice and the choice of approaches, methods and techniques for future 
research (i.e., planning). lt will also facilitate communication between the two 
disciplines by providing a common vocabulary and measurement framework. In 
particular, it should serve as a vehicle for encouraging joint projects in which SE and 
HCI specialists work together. 
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III The Taxonomy 
V arious frameworks and taxonomies have been proposed for analysing complex 
processes such as usability evaluation methods [6, 7], paradigms of interface 
development [8], approaches to software quality measurement [9, 13, 14, 35, 52, 53, 
55], but all these frameworks are based on the specific assumptions of the disciplines. 
As yet there is no commonly accepted inter-disciplinary framework which takes account 
of the wide range of criteria and practices relevant to both studies of SE and HCI. This 
is because 'measurement' has been viewed from different perspectives and has 
developed from different origins in the two fields. 
Basili's group at the University of Maryland have developed a very broad notion of 
experimentation based on explicit measurement goals which we are adopting as the 
basis of our framework [3, 9, 11, 35, 55]. The comerstones of Basili's approach are 
the Quality lmprovement Paradigm (QIP) [55] and the GoaVQuestion/Metric (GQM) 
[ 11] approach. The former defines software development as an experimental discipline 
based on the scientific method. Tue latter formulates the definition of explicit 
measurement goals and their refinement into measurements (i.e., metrics), which we 
explain in more detail later in this section. 
More specifically, the Quality Improvement Paradigm (QIP) proposes six steps for each 
software project [55]: 
• Characterize: understand the environment based upon the available models, data 
intuition, etc. Establish baselines with the existing business processes in the 
organization and characterize their criticality. 
• Set goal~: on the basis of the initial characterization and of the capabilities that 
have a strategic relevance to the organization, set quantifiable goals for successful 
project and organization performance and improvement. The baselines provided by the 
'characterization step', described above, are used to define reasonable expectations. 
~ 
• Choose process: on the basis of the characterization of the environment and of the 
goals that have been set, choose the appropriate process for improvement and 
supporting methods and tools, making sure that they are consistent with the goals that 
have been set. 
• Execute: perf orm the processes constructing the products and providing project 
feedback based upon the data on goal achievement that are being collected. 
• Analyze: at the end of each specific project, analyze the data and the information 
gathered to evaluate the current practices, determine problems, record findings and 
make recommendations for future project improvements. 
• Package: consolidate the experience gained in the form of new, or updated and 
refined models and other forms of structured knowledge gained from this and prior 
projects and store it in an experience base so it is available for future projects. 
This list indicates that QIP has two important goals. One is to provide project control 
and feedback for the project being studied. Tue second is to improve long-term 
understanding of software development, and particularly measurement practices, so that 
knowledge is accumulated from project to project in a way that enables future projects 
to benefit from the experience and findings of previous projects. Within a single 
company this can be viewed as long-term corporate learning. Tue importance of 
viewing software development knowledge and experience as on-going is also a trend in 
HCI [48]; particularly in large companies where product life cycles stretch over many 
versions and families of products. 
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These underlying aims of improving both current projects and future projects together 
with its explicit six stage process outlined above and explained in detail by Basili et al. 
[55] have provided a basis for developing our taxonomy. By modifying the steps from 
the QIP, adding new information from our own work and synthesizing knowledge 
from both SE and HCI we have developed a taxonomy which can be used to 
characterize any study, by specifying: 
(i) the goal of the study (what is being looked at and why?) 
(ii) the plan of the study (what is the underlying philosophy, how much and what 
kind of extemal influence is brought to the study and what is the location and design of 
the study?) 
(iii) the study methods employed (who does the study, what do they do and when do 
they do it?), and 
(iv) the kind of techniques that are used (how is data being collected, analyzed and 
validated, and how is the information derived from it being communicated both back to 
the project itself and reused to inform future projects ?) 
Each of these dimensions can be further sub-divided and may itself be regarded as a 
dimension which further refines to more categories. Thus, the structure is heirarchical 
and can be thought of as a recursive tree. In the remainder of this section we describe 
the structure of each of the four meta-dimensions in terms of its dimensions and 
provide examples for each. Table 1 provides an overview of the taxonomy and 
illustrates the relationships discussed in the paper. All the possible example categories 
may not have been identified at these lower levels. Furthermore, it is clear that real 
studies fall into several categories. For example, many studies are done partly in the 
laboratory, partly in the field and both quantitative and qualitative data are collected 
using a number of different techniques. In later sections of the paper we discuss the 
implications of our taxonomy in relation to these mixed studies. 
Table 1 Overview of the main dimensions of the taxonomy 
1 STUDY GOAL 
1.1 object of study 
(i) products (e.g„ requirements, specification, code, user interface, installed system „.) 
(ii) processes (e.g., designing, testing, reading, inspection, evaluating, users interacting with 
systems, installing, maintenance „.) 
1.2 focus of study 
(i) quality (e.g., efficiency, complexity, reliability, correctness, modifiability, reusability, usability 
and adherence to plan, „.) 
(ii) productivity (cost, effectiveness, „.) 
1.3 purpose of study 
(i) passive (e.g„ to understand the object of study, to leam about the object of study, „.) 
(ii) active (e.g„ to manage, to motivate, to predict, to build, to control, to test or evaluate, ... ) 
1.4 viewpoint of study . 
(e.g., organization, manager, developer, customer, end-user, ... ) 
1.5 context of study 
(e.g„ additional processes, additional products, humans, methods and tools, ... ) 
4 
:. 
2 STUDY PLAN 
2.1 learning approach (i.e„ paradigm) 
(e.g„ natural science, engineering, mathematics, ethnography, ... ) 
2.2 study design 
(e.g., single project layout, replicated project layout, multi-project variation layout, blocked 
subject-project layout, ... ) 
2.3 study control 
(e.g., influence intended and explicitly manifested, influence intended and implicitly manifested, 
influence unintended and explicitly manifested, influence unintended and implicitly manifested, ... ) 
2.4 study location 
(e.g., field, laboratory, theoretical (e.g., specification, model), ... ) 
3 STUDY METHODS 
3.1 who performs the study 
(e.g., researcher, end user, development team, tester, maintainer, management, HCI specialist, ... ) 
3.2 what activities are done 
(e.g., plan, collect data, validate data, analyze data, interpret results, communicate results, ... ) 
3.3 when is it done 
(e.g., before development starts, requirements, design, interaction design, screen design, coding, 
testing, after completion, ... ) 
4 STUDY TECHNIQUES 
4.1 nature of the data 
(i) kind of data type (e.g., quantitative, qualitative, ... ) 
(ii) type of data representation (e.g., numbers, profiles, distributions, protocols, logs, diaries, 
opinions, .. . ) 
(iii) degree of data validity (e.g., verified, independently validated, validated by collector, not 
validated, ... ) 
(iv) data granularity (e.g., macro, intennediate, rnicro, ... ) 
(v) infonnation derived from the data (e.g., verbal report, written report, model, demonstration, ... ) 
4.2 data handling mechanisms 
(i) data collection mechanism (e.g., automated Jogging, non-automated Jogging, forms, checklists, 
heuristics, interviews, direct observations, protocols - video, audio, interaction - , diaries, 
questionnaires, elicitation system, ... ) 
(ii) data validation mechanism (e.g., automated, independent read, redundant data, correlation between 
researchers, correlation between researcher(s) and user(s), ... ) 
(iii) data analysis mechanism (e.g., summarize, categorize, statistically analyze, model, ... ) 
(iv) data interpretation mechanism (e.g., expert system, researcher, researcher and user(s), researcher 
and designers, ... ) 
(v) feedback mechanism (e.g., on-line, verbal report, written document - standardized or non-
standardized fonnat-, demonstration, ... ) 
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1 STUDY GOAL 
Using Basili's GQM approach (3, 9, 11, 35) study goals can be characterized in terms 
of five dimensions: 
1.1 object of study 
Which product or process do 1 study? 
Here the term 'product' can include any software document, the software system or just 
the interface of the software system. The term 'process' can include a process used to 
develop or use products. 
( i) products 
Some example categories in the case of products are: requirements, specification, 
design, code, user interfaces, and installed systems. 
(ii) processes 
Some example categories in the case of processes are: designing, testing, reading, 
inspecting, evaluating, using (i.e., users interacting with installed systems), installing 
and maintaining. 
1.2 focus of the study 
Which particular aspect of the object do 1 focus upon? 
We may be interested in distinguishing between two example categories: the quality of 
the final product and the productivity of the development process. 
(i) quality 
Some example categories in the case of quality are: efficiency, complexity, reliability, 
correctness, modifiability, reusability, usability and adherence to plan. U sability, 
however, has been largely ignored by SE until recently, whereas it is of prime 
importance in HCI. Bennett [4] and Shackel [5] defined usability in operational terms 
in which they recognized the importance of trying to measure the following criteria: 
learnability, throughput, flexibility, user attitude, ease of use, and utility. Their 
definitions helped to provide the foundations for usability engineering [10]. More 
recently other measurement techniques have been developed including some based on 
use of heuristics [24, 26, 48], which provide relatively low cost ways of identifying 
usability problems, and situated studies in which users perform their own tasks in their 
own working environment rather than in laboratories [10, 22, 54]. As we shall show 
later, our taxonomy helps to make explicit and explain the inherent differences between 
these and other forms of usability evaluation. 
(ii) productivity 
Some example categories in the case of productivity are: cost and effectiveness. 
Keeping costs low while at the same time developing effective software requires 
efficient and effective development techniques. lt is important not only to test the 
product in terms of aspects such as code correctness and usability but also to reduce 
development costs. 
1.3 purpose of the study 
What is the purpose of the study? 
The purpose of the study may be: passive or active. Passive purposes are aimed at 
better understanding or visualizing existing software items without influencing them, 
whereas active ones are aimed at actually influencing them in some way. 
(i) passive 
Some example categories in the case of passive purposes are: to understand, to learn, to 
assess the product or process being studied. 
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(ii) active 
Some example categories in the case of active purposes are: to manage, to motivate, to 
predict, to build, to control and to test or evaluate the object of study in order to 
improve it. 
1.4 view point of study 
From what perspective do 1 study? 
AnybOdy interested or involved in the field of software reflects a potential measurement 
or study perspective. For instance, a manager may view work throughput quite 
differently from a user. Some example categories are: the organization,.manager, 
developer (or more specifically: designer, tester, coder, evaluator, human factors 
specialist), customer, and end-user. 
1.5 context of study 
What contextual information relating to the object of study do 1 need to study it? 
Each object under study has been aff ected by the context and environment in which it 
has been developec;l, maintained or used. In order to study that object it may be 
necessary to include closely related aspects of that context or environment such as other 
processes, products, usage scenarios, methods and tools. This is best understood with 
reference to a specific example as the aspects of interest will vary according to the 
object of study and the focus. If, for example, the goal is to improve usability, it may 
be necessary to study not only the user of the system in a usability laboratory or in the 
field, but also characteristics of the preceding development process in order to be able 
to improve the system' s usability. 
To illustrate the use of the study goal dimensions, we have analyzed two example 
studies below, which we will also analyze in terms of the dimensions of each of the 
other meta-dimensions. 
Example study 1: Tue goal is to test the hypothesis that 'managers are not able to 
predict the maintenance workload for their staff during the first year after the system 
has been installed from a system's architectural design'. 
U sing our taxonomy this study goal would be described as: 
Analyse the process of maintaining (object of study) in order to learn about adherence 
to plan (purpose of study) of maintenance cost (focus of study) from a manager's 
perspective (viewpoint of study) in the specific environment and context of the study 
(context of study). 
Example study 2: Tue goal is to identify the usability problems that users experience 
when using a spreadsheet. 
This study goal can be analysed as: 
Analyze the spreadsheet technology (object of study) in order to understand (purpose of 
study) its usability ( focus of study) from the users' perspectives ( viewpoint of the 
study) in the particular environment and context of use (context of study). 
2 STUDY PLAN: 
The study plan consists of four dimensions: learning, study design, study control and 
study location. 
2.1 learning paradigm 
How do 1 plan on learning? 
Learning is about gaining relevant knowledge about the object of study (i.e., 
developing some models of the object with some focus, for some purpose, from some 
point of view and within some context) so that more incisive studies can be carried out 
for building better models, which ultimately lead to modifying and improving the object 
of study. 
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There exist radically different leaming paradigms. The differences in these conceptual 
frameworks result from fundamental differences in the traditional objects of study and 
differences in the beliefs of researchers about the appropriateness of different ways of 
leaming. 
The objective which usually underpins any study, either directly or indirectly, is 
ultimately to bring about improvement. As a scientific approach, 'improvement' 
involves either short term or long term iterative cycles of watching in order to leam 
about software phenomena, building new models of those phenomena, modifying the 
objects of study based on these new models and then watching them again to validate 
the new models and so on. Leaming is achieved through the iteration of watching 
adherence to explicit or implicit models, revision of existing models or building new 
models or the application of new models. Two approaches reflecting such iterative 
improvement are Basili's Quality Improvement Paradigm (QIP) [3, 9, 11, 35, 55], 
which we described earlier and 'usability engineering' [ 1 O], which was also mentioned 
earlier. 
Both QIP and usability engineering view software development as an experimental 
process. The implication is that we must leam from each development and reuse that 
experience to improve the current as well as future developments. lt is assumed that this 
kind of learning requires a combination of the natural science and engineering 
paradigm. Each project is perfonned according to a sequence of steps: characterize, set 
improvement goals, select best development approach to satisfy goals, develop and 
collect data, analyze data, leam and feed back. 
Tue plan/do/check/action approach, proposed by Deming [12], is similar in that it is 
based on the engineering learning paradigm. Each project is performed according to a 
sequence of steps: plan the project, do the project according to plan, check the project 
results against the targets set in the plan, and take corrective actions. 
The paradigm adopted for a study has a pervasive influence, as we shall show later. lt 
influences how the study is designed and controlled in terms of where it is located, the 
type of data that is collected and how that data is analysed. Example categories of 
learning paradigm in SE and HCI are: natural science, engineering, mathematics, and 
ethnography. 
For the purposes of this discussion, natural science includes physics, chemistry, 
biology and so on, where (natural) phenomena exist as 'facts' in a system, which are 
created according to given laws. For example, gravity is a natural phenomenon in our 
solar system. Tue curve model of a flying ball ( of a given weight, thrown with a given 
force and direction) is based on the law of gravity and cannot be changed. Learning, 
according to the natural science paradigm, is based on observing existing objects in 
their real-world environment, building rnodels of their behaviour, and reapplying these 
new rnodels to validate thern. 
Constructing new objects according to observed facts is engineering. For the purpose 
of discussion, engineering includes the traditional disciplines of electrical and 
rnechanical engineering and so on, where objects are created by hurnans. Learning, 
according to the engineering paradigrn, is based on stating hypotheses about the effects 
of some development process on characteristics of the resulting products, applying this 
developrnent process, validating the hypotheses and potentially changing the 
hypotheses. 
In engineering l~ws can change as we change the underlying engineering technology 
such as when usmg steel rather than wood. The conceptual framework of engineering 
assurnes that leaming is based on building objects and rnodels based on known or 
hypothetical laws with anticipated irnplications, testing thern, and collecting data to see 
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to what degree the anticipated implications are real. This, of course, is the over-riding 
paradigm for software engineering. During the late 70's and 80's it also became an 
important approach for commercial HCl designers [e.g., 4, 5, 10]. Usability 
engineering enabled human factors considerations to be taken into account within the 
overall framework of software development. By adopting this approach usability could 
be integrated into software development in a way that made it logistically feasible. Tue 
similarity of the approach to the already established software development paradigm 
also made the usability perspective acceptable to design teams. 
The conceptual framework of mathematics assumes that learning is based on formally 
proving phenomena to be correct or incorrect within a formally defined closed system 
of axioms. Tue importance of formal methods have become acknowledged 
increasingly in recent years in SE [43, 50], and to a lesser extent in HCl [41, 49]. 
The ethnographic paradigm has its origins in anthropology and sociology and it has 
also been important in marketing and educational studies. The underlying tenet is the 
belief that imposing control on certain variables in order to examine the behaviour of 
others in known scientific conditions will change the very nature of the object of study. 
lt is, therefore, becoming accepted that scientific and engineering approaches are 
inadequate for studying large complex systems with many inter-related variables [54, 
56]. lnstead, understanding the usability issues associated with such systems must be 
gained from observing natural usage within the context itself. Thus, data has meaning 
only within its context of origin; it cannot be treated objectively as an isolated entity. 
During the late 1980's some researchers and developers in HCl [e.g., 22, 42] adopted 
this paradigm for their work. SE, although more traditionally quantitative, was also 
acknowledging the importance of context in measurement studies [e.g., 3, 28]. 
Tue fact that we can actually observe computer science phenomena (e.g., how the 
qualifications of developers affect the quality of the resulting software) as weil as 
change such phenomena (e.g., by assisting developers with better methods and tools) 
is a benefit and a problem at the same time. lt is a benefit in that we can improve 
negative phenomena. lt is a problem in that sometimes none of the above learning 
approaches in isolation is sufficient. lt is, therefore, perhaps not surprising that some 
studies adopt different paradigms for different parts of the study. For example, a 
usability study may collect some data using very controlled laboratory testing (i.e., the 
scientific paradigm) within an overall development paradigm of usability engineering 
paradigm [10]. Ethnography may also be employed to try to establish what kinds of 
usability problems are important to users in their normal working lives. In describing 
such studies, however, it is quite common for only the dominant paradigm to be 
acknowledged explicitly [7], which gives a distorted view of the real events. 
2.2 study design 
How do l plan the lay out of the study? 
All studies in the software domain involve teams of individuals applying some (set of) 
technologies to some objects. An example of such a study is a group of students 
perf orming some maintenance tasks on some source code modules, or a development 
team applying some testing techniques in different projects. In the former case, a 
maintenance process has been applied by different individuals to different objects (i.e., 
modules). In the latter case one team applied a testing technique across multiple objects 
(in different projects). In order to characterize the types of study layouts, Basili et al. 
[35] referred to a collection of multi-person teams engaged in different tasks as 
'subjects' and the collection of separate problems or pieces of software to which these 
tasks are applied as 'projects'. 
Tue plan of a study will depend on how many objects are studied and in how many 
project environments or experimental designs. lt is obvious that the study of one object 
(e.g., architectural design and its implication on the maintainability of the final system) 
in one project (e.g., a specific software development project) requires a different study 
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plan than the study of a class of objects (e.g., object-oriented architectural designs) in a 
class of projects (e.g., all projects of organization Y). The categories that have been 
used to characterize study design in this paper are taken from Basili et al. [35] and they 
are: 
Single project Layout, which assumes the study of software (technology) by one 
subject in one project environment. 
Replicated project Layout, which assumes the study of software (technology) by 
multiple subjects in one project. 
Multi-project variation layout, which assumes the study of software (technology) by 
one subject in multiple projects. 
Blocked subject-project Layout, which assumes the study of software (technology) by 
multiple subjects in multiple project environments [11]. 
In practice, not all combinations of study layout and study location categories are likely. 
Whereas single project and multi-project studies (commonly known as case studies) can 
be performed at acceptable cost in the field, replicated and blocked subject-project 
studies cannot. The latter, also referred to as controlled experiments, are typically 
performed in laboratories with smaller scale objects because of cost. This suggests that 
laboratory experiments are suited to derive significant results from studying 'small 
scale' objects in a controlled setting. 
2.3 study control 
To what degree do I plan to influence the object of study and its environment? 
lt is practically impossible to study an object ( except in the case of static analysis of 
products) without some how influencing it. This influence can be intended (e.g„ a 
controlled experiment where a particular phenomenon is studied, such as the number of 
times users select the correct icon) or unintended (e.g„ data collection actually disrupts 
the natural work process of developers). Influence can be explicitly manifested in the 
object of study (e.g„ by changing development criteria) or implicit (e.g., the attitude of 
developers is changed as a result of them being observed). 
Theoretically the following four combinations of these two aspects give the following 
categories: 
lnfluence intended and explicitly manifested. For example, influence occurs in the case 
of a controlled experiment to understand the problems of learning different 
programming languages. In this case, influence is intended. In order to relate observed 
differences to the difference in programming languages, all other factors (e.g„ 
influence of different qualifications of testers, different design approaches, different 
degrees of error-proneness) need tobe excluded. 
lnfluence intended and implicitly'manifested. For example, some contextually based 
usability studies µnobtrusively video users who use the test system to do whatever they 
wish. Sections of the videotape in which users can be seen to experience difficulty are 
then shown to the development team and the testers, who discuss the nature of the 
problems and what kinds of improvements are needed. 
lnfluence unintended and expLicitLy manifested. A study is often influenced 
unintentionally in, for example, the case of a measurement-based case study in which 
the purpose is to test the effectiveness of a testing technique in a project environment. 
Even though no influence is intended natural work flow may be disrupted because 
explicit guidelines have to be followed as to when and how data collection forms are to 
be completed. 
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lnfluence unintended and implicitly manifested. A study may be influenced when, for 
example, a video recording is made in order to better understand the problem solving 
approaches used by a design team. Of course, no influence is intended and no explicit 
changes to the design process are being prescribed. However, it is well-known, that if 
people know that they are being observed their behaviour may change - a phenomenon 
known as the Hawthome effect [34] . 
2.4 study location 
Where do 1 study the object of study? 
The site of the study can have a large influence on the nature of the study. The choice 
of site is intimately related to the overall study approach and particularly the leaming 
paradigm and the kinds of techniques and methods that are used. For instance, an 
ethnographic study would not be compatible with a controlled laboratory location. 
Examples of study location categories are: 
Natural settings in which the product or process is normally located, which are often 
called field settings. 
Laboratory settings are selected when controlled conditions are required, such as in a 
study to investigate the suitability of a set of icons for a particular system. 
In the case of some theoretical studies a specification or model is used and the study 
location is of no relevance. 
The following hypothetical studies illustrate how the 'study plan' meta-dimension can 
be applied. They build on the first two studies and show how the taxonomy can be 
used to progressively characterize the nature of the studies. 
Example study 1: Tue intention of this study ( described above in relation to the 'study 
goal') is to test the hypothesis that 'managers are not able to predict the maintenance 
workload for their staff from a system' s architectural design during the first year after 
the system has been installed' . In order to achieve the study goal stated above, a 
combined natural science and engineering learning paradigm will be used (learning 
paradigm) to investigate 10 project sites (replicated project layout in a field study 
location). Tue researchers will attempt to influence the maintenance work as little as 
possible but some influence is inevitable (influence unintended and implicitly 
manifested). 
Example study 2: Tue intention of this study (described above in relation to the 'study 
goal') is to understand how the spreadsheet technology is used in the day-to-day 
working practices in an office. This will be an ethnographic study (leaming paradigm) 
of working practices in just one office (single project layout in a field study location). 
The researchers will try to be as unobtrusive as possible but it is realistic to think that 
they may have some small influence (influence unintended and implicitly manifested). 
3 STUDY METHODS 
Study methods can be characterized in terms of three dimensions: who, what is done 
and when it is done. 
3.1 Who 
Who performs the study? 
Some example categories are: researcher, end-user, development team, tester, 
maintainer, management and HCI specialist. Tue value of multi-disciplinary teams is 
being recognised more and more as being essential for examining complex problems. 
Consequently, many teams will contain several of the above personnel. (This, of 
course, makes it all the more important that common frameworks and terminology, 
such as this one, are available to facilitate communication between the different 
members of the team.) 
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3.2 What is done 
What study activities need tobe performed? 
Some example categories are: plan, collect data, validate data, analyze data, interpret 
data, and comrnunicate results. 
3.3 When is it done 
When are the study activities performed in order to achieve the study goals (described 
in 1) following the study plan (described in 2)? 
The following list of activities can be interpreted as a linear sequence of events or 
iteratively (e.g., as in user-centred design[25]). Some example categories are: before 
development starts, during project requirements phase, during design, during project 
testing phase, and after project completion. 
By extending our two previously used examples we show how the 'study methods' 
meta-dimension can be applied to characterize them further. 
Example study l: In order to study the impact of 'object-oriented architectural designs' 
on maintenance (referred to above in relation to 'study goal' and 'study plan') in all the 
projects of an organization according to a replicated study layout, a study method is 
used that involves design and maintenance personnel from 10 projects and researchers 
(who). Tue researchers will plan the study details as well as validate, analyze and 
interpret the collected data, and the project personnel will collect data (what activities). 
Planning, analysis and interpretation will be performed after each project completion, 
and data collection and validation will be performed (what activities) throughout the 
projects (when). 
Example study 2: In the second study (referred to above in relation to 'study goal' and 
'study plan') the researchers (who) will work with the end-users (who) as closely and 
unobtrusively as possible. They will collect situated natural data which they will 
discuss and analyse (what activities) with the users. Both users and researchers will 
comrnunicate (what activities) the results to management. The project will take place 
after one version of the technology has been in place in the office for a year and as part 
of requirements collection for an upgrade (when) of the product. 
4 STUDY TECHNIQUES: 
Each of the study activities described in the study method has to be supported by at 
least one study technique which can be characterized in terms of the following 
dimensions: the nature of the data and the mechanisms for acquiring, validating, 
analyzing, interpreting and presenting the findings from it. 
4.1 nature of the data 
What is the form of the data collected and what information is derived from it? 
This dimension is concemed with different characteristics of the data per se. Tue 
example categories are: 
(i) kind of data 
What kind of data is tobe collected? 
Some example categories are: quantitative, qualitative 
(ii) type of data representation 
How is the data represented? 
Often several types of data will be collected in one study. Example categories are: 
numbers, profiles, distributions, protocols which may be verbal, video sequences or 
interaction logs and diaries. 
(iii) degree of data validity 
How is the data validated? 
12 
Some example categories are: verified, independently validated, validated by collector, 
not validated. 
(iv) data granularity 
What is the general granularity of the data? 
Some example categories for describing the data are: macro, micro, or intermediate in 
granularity. For example, at the micro end modelling techniques are used to analyze 
cognitive processes, whereas at the macro end a model may help to explain how 
technological changes alter the way a company operates. 
(v) information derived from the data 
In what form will the results of the study be communicated to others? 
Some example categories are: verbal or written reports, models, demonstration.s. 
4.2 data handling mechanisms 
How do 1 perform the technique? 
Mechanisms are needed for collecting and processing the data so that they fulfil the 
requirements outlined in the 'study goal' and are operationalized through the 'study 
plan' and 'study methods' meta-dimensions. Some example categories are: collection, 
validation, analysis, interpretation and feedback. 
(i) data collection mechanism 
How is the data collected? 
Some example categories are: automated and non-automated logging, forms; checklists, 
heuristics (i.e. noting specific important aspects), interviews, direct observation, video, 
audio or interaction protocols, diaries, questionnaires, various forms of elicitation [23]. 
(ii) data validation mechanism 
How is the data validated? 
Some example categories are: automated, independent read, redundant data, correlation 
between researchers, correlation between researcher(s) and user(s). 
(iii) data analysis mechanism 
How is the data analyzed? 
Some example categories are: summarize, categorize, statistically analyse (e.g. find 
mean, standard deviation, analysis of variance, correlation analysis, regression analysis 
etc.), model. 
(iv) data interpretation mechanism 
How is the data interpreted? 
Some example categories are: expert system, researcher, researcher and end user(s), 
researcher and designers. 
( v) feedback mechanism 
How are the results of the study fed-back to the interested parties? 
Some example categories are: on-line, verbal presentation, written document in 
standardized or non-standardized format, demonstration of system, construction of 
prototype. 
Tue last episodes in the two hypothetical studies ( discussed in relation to the other three 
meta-dimensions) illustrate how the 'study techniques' meta-dimension can be added to 
the earlier studies. 
Example study 1: Collecting complexity data [ data type: quantitative, numbers 
(representation of data type), verified (validity), micro (granularity), produced as a 
written report (information derived) from lines of source code via a tool (collection and 
validation (automated mechanism)]. Tue data may then be partially analyzed by the tool 
and partially by researchers and designers who also interpret the findings and feed them 
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back to the development team as a verbal report supported by a written document in 
non-standardized format (mechanisms for analysis, interpretation and feedback). 
Example study 2: Qualitative data are collected (kind of data) in the form of video 
protocols, diaries and opinions (data representation). The data are informally validated 
in discussion with users to establish shared understanding. The granularity of the data 
is macro. Videotape is the main data collection mechanism. The data are then 
summarised and categorized by the researchers and users (data analysis mechanism) 
and a report and presentation are prepared (feedback mechanism). 
Notice that although most of the categories in the taxonomy are applied in the analysis 
of the examples some categories may be unnecessarily detailed for some examples. In 
the next two sections we show how this taxonomy can be used to analyze the 
underlying nature of some general measurement approaches in the two fields and some 
real SE and HCI studies. In section IV, we consider well known measurement 
approaches that are discussed in the literature of the two fields. Then, in section V, we 
apply the taxonomy to some specific studies in the two fields. All four of these studies 
have been reported in the literature and the authors have participated in three out of the 
four studies. 
IV Characterization of example SE and HCI study approaches 
The approaches discussed in this section are general in order to show how the 
taxonomy can be used at this high level for high-lighting key differences. 
SE study approaches 
Software quality measurement is driven by metrics for measuring various aspects of 
processes and their resulting products. A number of approaches to studying 
phenomena in the SE area have been developed [e.g., 1, 2, 3, 9, 11, 13, 35, 50, 52, 
5 5, 61] which differ due to the different backgrounds of their authors and users, as 
well as their study goals, study layouts, methods and techniques. For illustration 
purposes, we briefly characterize just three approaches which have been suggested for 
measurement-based analysis of software related purposes in the SE field. We do not 
include the widely applied, but usually unsuccessful, attempts to 'measure without 
objective' approaches. 
The goal/question/measure approach to measurement has been developed at the 
University of Maryland [11, 3, 9, 35]. lt provides a general mechanism for identifying 
measures in a goal-directed manner and the context for sound interpretation of collected 
measurement data. Study goals are defined in a systematic way, refined into a set of 
quantifiable questions that in turn imply a specific set of measures and data to be 
collected. Tue goaVquestion/measure hierarchy provides the context for back-up data 
interpretation. lt is assumed to be applied in the context of the Quality Improvement 
Paradigm discussed in section ill. 
Using our characterization scheme, the goaVquestion/measurement approach can be 
viewed as directly supporting the study plan and selection of study techniques 
(particularly analysis) stages within the measurement process. Any thinkable study 
goal can be defined. The study goal is used as the source for defining measures with 
any kind of data, level of granularity and any type of underlying data representation. 
Learning is based on a combination of natural science and engineering paradigms. 
The Software Quality Metrics (SQM) measurement approach was originally proposed 
by Boehm et al. [1] and then refined later by McCall et al. [2] . lt provides a mechanism 
for iden~fying ~easures for a v~ety of factors of the delivered product from a user's 
perspectlve. A hst of factors of mterest, together with their refmements into criteria and 
metrics, is provided from which to choose. lt is assumed to be applied in the context of 
a closed _model which defines all aspects of interest in a product from a user's 
perspect.lve. 
14 
Using our characterisation scheme, the SQM approach can be viewed as also directly 
supporting the study plan and selection of study techniques (particularly analysis) 
stages within the measurement process. In its pure form it was intended only for study 
goals reflecting the users ' views of the deli verable software system but its use is often 
broader. Learning is based on a theoretical paradigm. 
Tue Quality Function Deployment ( QFD) measurement approach was originally 
proposed by Kogure and Akao [45]. lt provides a mechanism for identifying measures 
for a variety of factors of the delivered product from a user's perspective. lt assumes 
that aspects and measures of the deliverable system are defined first which will then be 
traced back to aspects and measures of earlier products ( e.g„ design , specification, 
requirements). The idea is to provide a basis for quality control during the production 
process. This approach is assumed to be applied in the context of the Plan/Do/ Act 
improvement approach. 
Using our characterization scheme, the QFD approach can be viewed as directly 
supporting the study goals and study plan stages within the measurement process. In 
its pure form it was intended only for study goals reflecting the users' views of the 
deliverable software system. Learning is based on the engineering paradigm. 
HCI study approaches 
There have been a number of trends in usability measurement [e.g„ 24, 26, 36, 38, 46, 
48, 54, see also 7, 47, 57 and 58 for overviews]. In the 70's and early 80's traditional 
laboratory testing was predominant. Gradually, usability engineering (29] began to 
increase in importance and, as part of this process, another and less formal kind of 
laboratory testing was done, in which users ' performance on benchmark tasks was 
measured. Usability engineering is a central part of commercial software development 
in some companies and techniques for improving its cost effectiveness [e.g„ 26, 48] 
continue to be sought. Complimentary techniques are also being developed for 
collecting data about aspects of usability that cannot be tested in the laboratory and can 
only be understood by field studies [e.g„ 36, 42, 54] in which users are observed 
working with systems in their natural work environments. In parallel, a body of work 
has developed in which the focus is on developing models of user interaction which can 
be used to predict the usability of systems at very early stages of development [ e.g„ 
18, 19, 20, 21, 46] . In the remainder of this section we will characterize these 
approaches in terms of our own taxonomy. Although we consider each in turn it is 
quite common for techniques from the different approaches to be used in concert as we 
have already said. 
Laboratory testing is valuable for examining and comparing differences in one or more 
independent variables. lssues such as which menu and command names are most 
memorable for users and whether or not menus should be broad or deep in particular 
systems can be tested using standard laboratory testing techniques (39, 40]. 
Using our characterization scheme, the object of study is usually how people perform a 
short, tightly controlled task. Quantitative data are collected which are usually analyzed 
statistically. The study tends to focus on just a small part of a resulting system. 
Learning is based on the scientific paradigm. 
Usability engineering is a process whereby 'the usability of a product is specified 
quantitatively, and in advance. Then as the product is built, testing takes place to see 
whether the planned-for levels of usability have been achieved' [15]. Users' 
performance on specially designed benchmark tasks is recorded and analyzed in 
purpose-built usability laboratories (4, 5, 10, 15, 29]. Usability criteria are identified 
and levels of acceptance are defined. Development proceeds iteratively in cycles of 
'design-test-redesign' and the usability of the product is monitored and recorded in a 
usability specification. 
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Using our characterization scheme, the object of study is usually people interacting with 
a computer system at the task level. The data collected are mostly quantitative. 
Although, in addition to benchmark testing, field observations are often carried out to 
provide information about how users actually use the system to do their normal work 
and some of this data is usually qualitative. The field data provides a valuable 
alternative perspective to that gained from the laboratory data and recognition of the 
importance of context of use in usability studies continues to gain momentum. 
Leaming is based predorninantly on the engineering paradigm but scientific and 
sometimes ethnographic paradigms also influence the study, through the use of 
benchmark testing and field observation respectively. 
The term heuristic evaluation [24, 26, 48] came into use at the end of the 80' s. 
Heuristics are provided to help evaluators, who may be HCI specialists or users, 
identify usability problerns when inspecting a software system. Examples of the kinds 
of high level heuristics [24] that drive the approach are: be consistent, provide 
feedback, speak the user' s language, provide good error messages, provide short-cuts, 
and so on. The main advantage of this approach is its low cost compared with other 
approaches [38], and coupled with this, the speed with which the most obvious 
problems can be identified and fixed. 
Using our characterization scheme, the object of study is usually human-computer 
interaction. Quantitative data are collected of counts of different kinds of usability 
problerns, which are presented in a .written report. Learning is based on the 
engineering paradigm. 
Suchman's [42] ethnographic studies did much to demonstrate that certain kinds of 
interaction can best be understood in relation to the context in which they are situated. 
At around the same time as Suchman's work in the rnid and late 80's researchers and 
developers at Digital Equipment Corporation needed techniques which enabled them to 
do more than identify and fix usability problerns, as in usability engineering. 
Furthermore, they needed techniques that were more appropriate for testing multi-user, 
multi-tasking, multi-media, distributed and eo-operative systerns and not just the single 
user systerns of the 70's and early 80's. In response to this need, they developed 
contextual inquiry [10, 22]. The comerstone of contextual inquiry is the collection of 
information about the usability of systerns in normal working contexts [22]. Records 
may be kept in the form of notes or on video. Interpretation of this information, 
whether done immediately or post hoc, is a collaborative activity between users and 
researchers to develop a shared understanding of users' problerns. Gradually a bank of 
relevant information is accumulated which can be fed back to the design team. V arious 
other techniques have also been developed as ethnographic tools for understanding 
usability [23, 36, 37, 60]. 
Using our characterization, the object of study is people interacting with computers and 
other artefacts naturally in their normal environment and no control is intended. Tue 
data (i.e., observations) are qualitative. Learning is based on the ethnographic 
paradigm 
Different forrns of cognitive modelling have been popular for sometime because they 
hold the lure of predicting usability problerns very early on in design from 
specifications, mock-ups or simple prototypes, which save development effort and 
money. The keystroke Level Analysis [16], GOMS [17] and Cognitive Complexity 
Theory [18, 19], which builds on GOMS are well known techniques for modelling 
users' cognitive and physical behaviour. Cognitive walkthroughs (46] and other 
techniques (20, 21 ], which have sirnilar airns have also been developed. 
Using_ ou~ characterization the object of study is generally a specification or prototype. 
Leanung is based on the mathematical paradigm in which a theoretical model is used. 
16 
At this high level of analysis the key dimension for distinguishing both SE and HCI 
approaches is the 'leaming paradigm' which, as we said in section ill, has a pervasive 
influence on other dimensions. This is made more explicit in the detailed studies 
described in the next section. 
V Characterization of specific SE and HCI studies 
The discussion and characterizations in section IV illustrated how the taxonomy can be 
used to analyse different measurement approaches from SE and HCI. In this section 
we apply the taxonomy to two studies from SE and two from HCI to show how it can 
be used to characterize specific studies. The authors were participants in three of these 
studies. From these experiences they became aware that communication among 
members of multi-disciplinary teams could be eased by concisely characterizing details 
of the studies using a commonly agreed taxonomy. Later it also became apparent that 
the taxonomy was a useful planning and steering device for projects. 
All four examples [27, 28, 29, 30] are published and the characterizations are based on 
these published accounts. In some cases there is not sufficient information to allow a 
füll characterization of all aspects of the study. Some dimensions simply do not feature 
in the accounts. In the case of the studies with which we have been involved it has 
been possible to add some of this extra detail but this could not be done for the other 
study [29]. 
SE 1 Complexity/Maintainability Study [28] 
Study goal 
One goal of this study was to analyze structural aspects of software systems ( object of 
study) in order to understand and predict (purpose of study) their maintainability 
(focus of study) from a developer's perspective (view point of study) in a distributed 
operating system domain (context of study). 
Study plan 
Tue learning approach assumed a combination of the natural science and engineering 
learning paradigms as formulated in the T AME improvement paradigm [9] - assumed 
intended/explicit influence (study control), and assumed a blocked subject-project 
design layout (study design) tobe performed in a laboratory environment (study 
location). 
Study methods 
Researchers (who) at the Universitaet Kaiserslautern planned maintenance experiments, 
in which a number of students had to perform a set of given maintenance tasks in which 
they validated and analyzed the experimental data, and presented the results [28] 
(what). The study occured during all stages of maintenance (when). 
\ 
Study techniques 
Tue students collected data related to maintenance effort (number of staff-hours), 
locality (number of components affected by a change), type of maintenance task 
(correction, adaptation, enhancement) and component complexity (fan-in/fan-out, 
McCabe's complexity, etc.). Tue data collected was quantitative (kind of data). Data 
was collected via forms and interviews ( data collection mechanism), independently 
validated by the researchers (data validation mechanism), statistically analyzed using 
correlation statistics (data analysis mechanism), interpreted by the researchers (data 
interpretation mechanism) and presented as a written report [28] (feedback mechanism). 
Tue results showed a significant correlation between certain kinds of component 
complexity and maintenance effort [28]. Tue study, therefore, indicated that measures 
of complexity may provide one promising predictor of maintenance effort during the 
component design stage of a development project. 
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HCI 1 Evaluation of command, menu and iconic interfaces (29] 
Study goal 
In this study the interfaces of seven different office systems (objects of study) were 
studied by designers and researchers (view point of study) in order to evaluate their 
ease of use (a specific aspect of usability study - purpose of study). The context of the 
study was probably part of an on-going series of usability studies, which were done to 
improve the developers understanding of interf ace design (long term purpose of study -
passive) for future product development (focus of study). 
Study plan 
Benchmark tasks were used to assess the usability of the systems ( engineering 
approach). A total of 76 users participated in the study and they were divided into three 
classes depending on their previous experience with computers. Each user performed a 
benchmark task that lasted approximately an hour. Exact details of the study design are 
not made clear in the paper but it was probably a blocked subject design in a usability 
laboratory (location). Control was intended and explicitly manifest. 
Study Method 
Human factors researchers and developers (who) studied representative end-users 
doing specified benchmark tasks. These researchers planned the task, collected and 
analyzed the data, interpreted it and reported the results (what). Tue paper referenced 
does not mention data validation nor when the study was conducted but the implication 
is that data were collected during the development of each product and then re-analysed 
some time later (when). 
Study Techniques 
Users' performance on benchmark tasks was measured (data collection mechanism). 
Tue data collected was quantitative (kind of data). Tue performance data was 
represented as a metric (information derived from the data) for rate of task completion 
(i.e., S = lff x P x C, where T is the time spent on the task, Pis the percentage of the 
task completed, C is the arbitrary time-unit constant of 5 minutes and S is the user's 
performance score.) Tue data was then analyzed statistically to examine correlation 
between user performance and previous experience and then the results were tabulated 
and interpreted (data handling mechanisms). 
SE 2 Testing Study [30] 
Study goal 
One goal of this study was to analyze different testing techniques - functional testing, 
structural testing, and stepwise abstraction code reading - ( object of study) in order to 
understand their effectiveness and cost (purpose of study) from a developer's 
perspective (view point of study) in the NASA/SEL environment (context of study). 
The focus of the study was to improve the techniques for future use. 
Study plan 
Tue learning approach assumed a combination of the natural science and engineering 
learning paradigms as formulated in the T AME improvement paradigm [9] - assumed 
intended/explicit influence (study control) and assumed a blocked subject-project design 
layout (study design) tobe performed in a laboratory environment (study location). 
Study methods 
Researchers at the University of Maryland planned an experiment in which students 
from the University of Maryland and professional developers from NASA's Software 
Engineering Laboratory (SEL) performed component testing using three different 
testing techniques ( code reading, functional testing and structural testing), validated and 
analyzed the experimental data, and presented the results (what). Tue students and 
professional developers (who) collected data (what) during each application of a testing 
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technique involving both the detection of failures and the isolation of the faults that 
caused the detected failures (what) . 
Study techniques 
For each testing task each individual collected data related to effort spent (number of 
staff-hours), effectiveness (number of failures/faults found) and effectiveness 
(estimates of percentages of faults found). The data collected was quantitative (kind of 
data). Data was collected via forms and interviews (data collection mechanisms), 
independently validated by the researchers (data validation mechanism), statistically 
analyzed (data analysis mechanism), interpreted by the researchers (data interpretation 
mechanism), and presented as verbal reports to the SEL and in written reports [30] 
(feedback mechanisms). 
This study resulted in a number of models explaining the relative cost and effectiveness 
of the testing techniques studied. Stepwise abstraction code reading has been identified 
as being superior to the other techniques in terms of cost and effectiveness. These 
models have been validated for SEL environment. 
HCI 2 study to evaluate the usability of different usability evaluation 
approaches and techniques [27] 
The study goal 
The goal of this study was to evaluate (purpose of study ) how some established and 
some novel evaluation techniques (objects of study) captured the usability issues (focus 
of study) in seven prototype interfaces (indirect objects of study) in a small company 
(context of study). Researchers' and end-users' worked on this study together (view 
point of study). 
The study plan 
The learning approach was primarily ethnographic. The intention was to influence 
normal working practices as little as possible but some techniques did turn out to be 
fairly intrusive (control was unintended which turned out tobe explicitly manifest). 
The study used a repeated subject-project layout in the company's offices (study 
location). 
Study meth.ods 
The study was carried out by researchers and users (who), who collected and analysed 
a variety of different types of data including protocols, logs, users opinions etc. (what) 
while users did their own work. The study took place outside of normal product 
development (when). 
Study techniques 
The data collected included: quantitative performance measures from the keystroke and 
interaction logs; video protocols and users' opinions contributed qualitative data (kind 
of data). This data consisted of numbers, comments, video and audio recordings (data 
representation). Tue granularity of the data varied from individual key presses (micro) 
to users ' opinions (macro). The data handling mechanisms included a number of data 
collection techniques (e.g. automatic software Jogging of interaction and key-presses, 
video recording and interviews). Tue data were informally validated by the researchers 
and users. Data analysis varied according to the type of data; protocol and interview 
transcripts were examined and the responses were categorized. Keystrokes were 
analyzed using a form of keystroke modelling. Researchers interpreted the data and the 
information derived from it was presented in a written report. 
A comparison of the main characterizations of the two SE and HCI studies is 
summarized in Table 2. SE 1 (software complexity/maintainability) and HCI 1 
(interaction styles) are studies of the characteristics of artefacts, while SE 2 (testing 
techniques) and HCI 2 (evaluation techniques) are studies of development processes. 
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Notice that there are many similarities between the studies as well as some notable 
differences. 
One of the main similarities in the study goals is the focus on future development. 
Testing is done not just to rectify the immediate problerns identified but also to feedback 
longer terrn learning for future improvements; an explicit philosophy of the GQM 
approach and usability engineering. This may seem an obvious thing to do but it has 
not always been recognized as such, as we pointed in section III. 
The study plans of the two SE studies and the first HCI study are very similar and quite 
different to that of the third HCI study. The key difference between HCI 2 and the 
others is the learning paradigm from which all the other differences in this meta-
dimension and the next two dimensions follow. While there has been increasing 
awareness of the importance of context in both fields, some HCI specialists are now 
looking to social science techniques to help to explain the complex interactions that 
occur between groups of people interacting with a variety of equipment, including 
computers, in natural environments. Although context is treated differently by the two 
fields, there is mutual recognition of its importance by some researchers in both fields. 
Fundamental differences between the two disciplines do not appear in the study 
methods meta-dimension at the level of detail of this analysis. In these studies and in 
general, there is more emphasis on data validation in SE, often involving automated 
techniques. 
There are many differences in the techniques used in the two fields and in the nature of 
the data obtained using them. Even usability engineering studies, such as HCI 1 which 
is comparatively quantitative compared with HCI 2, tend to use interviews and to 
collect video protocols. These practices are not used in SE. HCI must adopt these 
more qualitative approaches in order to adequately take account of the range of user 
behaviour and attitudes that prevail. lt does not matter how well a system rates in terms 
of formal usability tests, if users do not like the system they will not use it. 
Our research has benefited from the greater understanding that we have developed for 
each other' s work and fields of study and the increasing ease with which we can 
· communicate using our framework and terminology. In addition, the analyzes have 
provoked questions which otherwise would not have been asked. 
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Dimensions SE 1 HCI 1 SE 2 HCI 2 
Software Inleraction sly le Tesling lechniques Evalualion of 
complexily & evalualion lechniques 
mainlainabilily 
Goal 
objecl soflware syslems office systems functional and evaluation 
struclural testing techniques 
& code reading 
focus mainlenance future future future use: 
development developments effectiveness of 
capturing usability 
issues 
purpose understand & evaluale, understand evaluation 
predicl understand & effectiveness & 
1mprove cost 
viewpoint developer developers developers researchers and 
end-users 
context distributed on-going series of laboratory small company 
operating system usability studies 
domain to improve 
product 
development 
Plan 
learning science & engineering science& ethnographic 
engineering engineering 
design blocked probably blocked - blocked repeated subject 
but not clear from 
paper 
control intended& intended & intended& unintended 
explicit explicit explicit 
location laboratory laboratory laboratory offices of small 
company 
Methods 
who researchers researchers & students & researchers & end-
developers developers users 
what plan experiments plan, collect, as for SE 1 but plan, collect, 
which students analyze, interpret, more emphasis on analyze, interpret 
carry out communicate experiments and communicate 
when during all stages during outside of any outside of any 
of maintenance development product product 
development develooment 
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Techniques 
dala quantitative quantitative; quantitative & mostly qualitative 
typically qualitative with a little 
supported by qualitative data 
interviews but not from keystroke & 
mentioned in this interaction logs 
study 
mechanism GQM approach; benchmark data broadly the same audio, video, 
forms, automated collected, analyzed as for SE 1 but interaction 
tools, correlation statistically, interviews also protocols 
analysis; interpreted and conducted categorized, 
interpreted by communicated in keystrokes 
researcher & written form modelling; 
written doc. interpreted and 
produced communicated in 
verbal and written 
reoorts 
VI Using the taxonomy in research and practice 
Tue aim of our taxonomy is to provide a common framework for describing SE and 
HCI measurement. This framework fulfils four key functions for research and practice. 
One function is to facilitate post hoc analysis of measurement studies to make the 
activities and associated underlying decisions explicit so that the knowledge can be 
reused in future studies. In this role the framework supports future research and 
practice by revealing pattems, strengths and weaknesses in previous work. This 
enables teams to build up and transfer knowledge and experience from one project to 
another. A second function is as a planning aUJ for steering and structuring future 
research by enabling researchers to plan and predict ahead of time. A third function is 
for guUling practice as the study is actually being done. A fourth function is to facilitate 
communication between researchers and within and between development teams by 
providing a common language and vocabulary for discourse. This fourth function is 
particularly important for large multi-disciplinary teams composed of people with 
different knowledge, skills and experience; many of whom will not have worked 
together before. 
Reuse of Results 
We have already stressed the important trend towards viewing measurement studies as 
a source of knowledge, which feeds back into a continually growing body of corporate 
knowledge. This knowledge and experience is then available for reuse in future 
developments so it is not necessary to start afresh each time. This concept is important 
in many forms of software engineering where, for example, code or modules are 
designed to be reused in this way. The results from measurement studies need not be 
treated differently. Indeed, usability specifications containing the results of tests over 
many generations of the product development cycle are an example of how this can 
work. However, as weil as reusing the results of testing, which is what is recorded in 
usability specifications, it is possible to record much more detail about the actual testing 
process by using our taxonomy. This makes it easier to understand exactly what was 
done and why, so interpreting the results becomes more meaningful. We are also 
exploring ways of documenting our taxonomy so that testing information can be 
recorded in a standard form and these records can be searched easily. This would 
improve its usability; particularly for training new team members. lt would also make it 
easier to spot testing problerns and inadequacies. 
Planning 
Tue taxonomy is hierarchical and the main structure of the taxonomy comes from the 
four meta-dimensions (i.e. the study goal, the study plan, the study methods and the 
-study techniques). The hierarchical structure coincides well with a number of 
structured design methods (e.g., JSD [31) and SSADM [32)). For researchers who 
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prefer to work in a top-down fashion the taxonorny provides a natural structure for 
thinking about and planning rneasurernent studies. However, as is being increasingly 
recognised, although design practice tends to be portrayed as being top-down, in 
practice much design actually results frorn nurnerous rnigrations up and down the 
levels, with chunks of low-level design being fitted into a rnore global top-down 
frarnework. Planning rneasurernent studies often follows a sirnilar pattern and the 
taxonorny has a role in helping researchers to keep track of their overall airns. lt also 
supports goal directed studies as advocated by Basili in the GQM rnethodology (35] 
rather than focusing too strongly on techniques with, in sorne cases, an over zealous 
desire to obtain rnetrics for their own sake. 
The outline structure of the taxonorny presented in Table 1 can be used as an aide 
memoire by researchers to check that they have considered all the irnportant elernents 
when planning their studies. In this role it can be traversed up and down as necessary 
and used as a ternplate to characterize and cornrnunicate study plans. With further 
developrnent, additions could be rnade to the taxonorny, which would convert it into a 
rnore active guide. lt could even be autornated. Other factors which would need to be 
taken into account are the logistics which constrain studies. For exarnple, if a 
laboratory environrnent is to be used to obtain user perf orrnance rneasures, personnel 
with appropriate experience of experimental and statistical techniques rnust be available 
to do the work. An automated planning guide of this type would also be valuable for 
guiding new and inexperienced tearn rnernbers. 
Guiding practice 
As weil as guiding the planning of future studies the frarnework is useful for steering 
practice. lt provides a way of checking that the actual study follows the plans set out. 
Any changes to the original plan can be documented within the taxonorny. For 
example, if a decision is made to change the interviewing practice frorn open-ended 
interviews to structured interviews in order to save time, a study that started off in the 
ethnographic paradigrn will no longer fit within that paradigm. Sirnilarly, if 
observational data is categorized and analyzed quantitatively the paradigrn may be 
violated. Such departures frorn the original plan need to be acknowledged and the data 
analyzed and interpreted appropriately. There are also times when it is necessary to use 
a rnix of learning paradigrns and our taxonorny helps to make this explicit too. 
Communication 
Tue rnost valuable role that the taxonorny has played in our own work is to facilitate 
cornmunication between researchers frorn different disciplines, developers and other 
software specialists. Using this taxonomy we have gained insights into each other's 
rneasurernent practices as weil as our own. This has enabled us to establish shared 
understanding across the disciplines, which has allowed us to talk about sirnilarities and 
differences more effectively than previously. Many groups suffer from inter-
disciplinary cornmunication problems and these need to be overcorne. lt is clearly 
desirable and natural for SE and HCI specialists to work together as both are concerned 
with complimentary aspects of software design and development. Funding 
organizations actively encourage submission of collaborative proposals and there are 
efforts to integrate SE and HCI developrnent rnethods. The fact that SE and HCI 
rneasurement studies can be analyzed using just one taxonomy, as we have done, 
illustrates that the two fields already have much in cornmon and that they would each 
benefit from better cornmunication with the other. 
VII Conclusions: moving together 
SE is concerned primarily with understanding quality and productivity aspects of all 
software products and processes and their interdependencies, whereas HCI is primarily 
concerned with understanding the usability of the final software product and the 
development processes which help contribute to achieving this. The methods and 
techniques for measuring software and usability have correspondingly developed in 
different ways. However, during recent years there have been sorne attempts to 
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integrale software and HCI practices [e.g., 51]. Our taxonomy will help further to 
bring software measurement and usability testing even closer together by providing a 
common framework which encourages communication, joint planning of projects and 
helps to guide practice. Being able to characterize SE and HCI measurement is desirable 
because it encourages clarity, conciseness and shared understanding between the two 
disciplines. This should ultimately lead to better testing methods, which will in turn 
produce more efficient and usable software. 
In the previous sections we have illustrated how our taxonomy can be used to 
characterize both existing measurement approaches and specific studies performed 
according to these approaches in the SE and HCI communities. These analyses have 
indicated some differences and some commonalties between the way measurement is 
done in the two fields. 
There are diff erences in the paradigms in which the two disciplines tend to operate, 
although this is changing. SE measurement studies are predominantly within the 
natural science and engineering paradigms and they tend to be quantitative and often 
employ formal methods and statistics. Although some HCI studies are firmly within 
the scientific paradigm (e.g. the early studies in which menu designs were compared) 
and the engineering paradigm (i.e. usability engineering), HCI lends itself less readily 
to strictly quantitative testing. While HCI researchers strive to be rigorous and 
scientific in their work, HCI is by nature less traditionally quantitative. One reason for 
this is that peoples' likes and dislikes when using a system are not generally expressed 
quantitatively, but these opinions are an essential component in assessing the usability 
of many systems. Another reason is that people do their jobs in different and often 
quite idiosyncratic ways which may not be predicted by software designers. 
Furthermore, SE not only lends itself more readily to quantification but it has also had 
more time to develop measurement techniques because it has been a recognised 
discipline of Computer Science for longer than HCI. 
Another difference that has been mentioned already concems the attitude of the two 
communities towards recognising the role of context of the studies. SE has paid little 
attention to the context of studies, including human influence. However, this is now 
changing with the introduction of methods such as GQM, in which study goals are 
stated in a context-dependent manner. HCI has tended to pay more attention to context 
than SE. The development of systems for computer supported collaborative working 
have heightened this interest further. The results of testing such systems are very 
limited, if not meaningless, unless the rieb variety of activity in which the system is a 
part is taken into account. For this reason some HCI researchers are tuming to the 
ethnomethodological techniques of anthropology and the social sciences in order to 
obtain more contextually based information. Although such techniques are not part of 
the software engineers' repertoire, it is interesting to note how both disciplines are 
acknowledging the importance of context and each adopting their own more 
contextually oriented approaches. By using a framework like ours, in which context 
and other human-oriented dimensions are made explicit along with SE parameters, a 
shared understanding of such issues is promoted. This is irnportant for the 
development of good software. 
For both disciplines rapid technological advances continue to present new challenges 
for those working in measurement. For example, with the development of new 
interaction styles, collaborative and distributed systems, virtual reality environments 
and so on, it becomes essential to consider what we need to known about both the 
functionality and usability of these systems. lt is unlikely that existing measurement 
approaches can deliver all the information needed so both disciplines will need to find 
new and .more appropriate ones. Using a common framework to discuss, record and 
co!Ilrrmrucate.about ~e goals, plans, methods and techniques which are adopted will 
bnng greater mtegration between SE and HCI, which should lead to the production of 
better products. 
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