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We show that quantum dots in photonic nanostructures provide a highly promising platform for determinis-
tic generation of entangled multiphoton states. Our approach utilizes periodic driving of a quantum-dot based
emitter and an efficient light-matter interface enabled by a photonic crystal waveguide. We assess the quality
of the photonic states produced from a real system by including all experimentally relevant imperfections. Im-
portantly, the protocol is robust against the nuclear spin bath dynamics due to a naturally built-in refocussing
method reminiscent to spin echo. We demonstrate the feasibility of producing the Greenberger–Horne–Zeilinger
and one-dimensional cluster states with fidelities and generation rates exceeding those achieved with conven-
tional ‘fusion’ methods in current state-of-the-art experiments. The proposed hardware constitutes a scalable
and resource-efficient approach towards implementation of measurement-based quantum communication and
computing.
The development of efficient sources of on-demand entan-
gled photons is an ongoing experimental endeavour. Quantum
states containing large numbers of entangled photons is a de-
sirable component for many quantum-information processing
applications, including photonic quantum computing [1–5],
quantum simulations [6, 7], entanglement-enhanced metrol-
ogy [8, 9], and long-distance quantum communication [10–
12]. Furthermore, access to high-fidelity multiphoton en-
tanglement would have applications for fundamental tests of
quantum mechanics [13–15].
The creation of entangled states containing large numbers
of photons is, however, a formidable challenge due to the
lack of deterministic and scalable methods for the production
of such states. Variations of spontaneous parametric down-
conversion (SPDC) [16–18] combined with interference be-
tween generated pairs and single photon detection [19–21]
have been implemented to scale up the number of entan-
gled photons [22–26], with a recent state-of-the art exper-
iment demonstrating genuine 12-photon entanglement [27].
Today, scaling up is commercially pursued by multiplexing
many probabilistic SPDC sources towards photonic quantum
computing [5, 28, 29]. An alternative and much less in-
vestigated strategy is to apply on-demand photon emission
from a single quantum emitter. In this case, a single spin
in the emitter serves as the entangler of consecutively emit-
ted photons [30–32], and combined with photonic nanostruc-
tures for enhancing photon-emitter coupling [33], long strings
of highly-entangled photons could potentially be generated.
A proof-of-concept experiment with quantum dots (QDs) in
bulk samples recently demonstrated three-qubit linear cluster
states [34]. However, it is an open question how these deter-
ministic sources can be scaled-up in a real experimental set-
ting. A detailed assessment of the effect of imperfections is
thus essential for developing new resource-efficient architec-
tures for photonic quantum computation or photonic quantum
networks [10, 12, 35].
In the present Letter we develop and analyze a protocol
for generating multi-photon entangled states with a QD emit-
ter embedded in a photonic nanostructure taking into account
all relevant imperfections. We present a complete analysis
of how to scale-up the protocol and identify the governing
physical processes and figures-of-merit. Our results demon-
strate that recent experimental advances make QDs in pho-
tonic nanostructes highly promising sources of multiphoton
entangled states, enabling deterministic generation of entan-
gled states for a large number of photons.
Self-assembled semiconductor QDs have lately seen re-
markable experimental progress, opening new possibilities for
photonic quantum technologies. Particularly, spin qubits re-
alized with a single charge injected into the QD enable effi-
cient coherent light-matter interfaces and control over emitted
photons due to simultaneously achievable high photon gener-
ation rate, good optical and spin coherence properties [33, 36–
38], and near-perfect spin-rotations [39]. Integration of QDs
into photonic nanostructures, such as photonic crystal waveg-
uides (PCW), significantly improves the quality of quantum
interfaces combining strong light-matter interaction [33] with
high photon collection efficiencies [40, 41]. Experimental
advances in fabrication of light-matter interfaces have en-
abled demonstrations of near-perfect single-photon indistin-
guishability (I) of two subsequently emitted photons exceed-
ing 96% [41, 42], an internal efficiency β exceeding 98% [40]
and on-demand entangled photon sources with higher than
90% state fidelity [43]. Recently it was demonstrated that
these sources can be scaled up to reach the threshold for quan-
tum advantage [44].
The proposed entanglement protocol based on a QD con-
taining a hole spin in a PCW is illustrated in Fig. 1. It relies on
encoding photonic qubits in separate time bins corresponding
to early (|e〉) or late (|l〉) arrival times. The general idea is to
repeatedly apply the pulse sequence of Fig. 1(b) to coherently
control a ground-state spin in the QD and selectively emit sin-
gle photons on the targeted optical transition in the designated
time bin. Initially the hole spin is placed in a superposition
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Figure 1. Set-up for generation and measurement of time-bin entangled photons. (a) Center: Light-matter interface based on a QD (yellow
dot) placed in a PCW formed of semiconductor with a periodic dielectric structure. Driven cyclically by excitation pulses ΩO (red beam)
and rotation pulses ΩR (green beam), a QD emits entangled photonic qubits in either the early or the late temporal mode. Inset: Energy level
structure of a positively charged QD formed of hole spin states |⇑〉 and |⇓〉 and trion states |↑〉 and |↓〉. Upon spontaneous emission, an early (|e〉)
or a late (|l〉) photon is emitted into the PCW on either the vertical transition (red decay path in inset/red wave in the PCW), or on the undesired
diagonal transition (yellow decay path/yellow wave). Additionally, an early (|e′〉) or a late (|l′〉) photon can be emitted out of the waveguide
mode and thereby lost (purple decay path/purple wave). The PCW simultaneously ensures a high internal efficiency β‖ + β⊥ as well as a high
selectivity of the vertical decay path. Right: Setup for detection of time-bin entangled photons. Passing photons through a single interferometer
arm yields a Z-measurement while interfering the early and late photons at the final beam splitter (either via passive or active routing) yields
a measurement in the X or Y basis. Here η represents the total measurement efficiency. (b) Sequence of pulses ΩO and ΩR used to generate
time-bin-encoded entangled photonic states. Optical pulses ΩO are used to excite a transition |⇓〉 → |↓〉 with radiative decay rate γ, while the
ground-state rotations ΩR are realized with Raman transitions applied in between the sequences of excitations and spontaneous emissions.
of the two spin states |⇓〉 and |⇑〉 using a pi/2 pulse from the
Raman field ΩR. Within each round of the protocol the QD
is first excited to the excited trion state |↓〉 using the optical
field ΩO if the QD is in |⇓〉. From the trion state the QD de-
cays emitting an early photon |e〉. Subsequently the hole spins
states are flipped using a Raman pi-pulse followed by excita-
tion with ΩO and emission of a late photon |l〉. This procedure
creates an entangled state between the spin and the time bin of
the outgoing photon, which can be extended to multiple pho-
tons by repeating the protocol with a spin rotation R between
each round of the protocol. The nature of the entangled state
is defined by the choice of R: R = pi creates the Greenberger–
Horne–Zeilinger (GHZ) state [45] while R = pi/2 creates the
one-dimensional cluster state [46]. A similar scheme has been
partly experimentally realized in Ref. [32] using a micropillar
cavity system, however, without the interferometric measure-
ments needed to prove entanglement.
The use of a PCW in our scheme offers several important
advantages needed for efficient scaling [33]: (i) the single-
photon coupling efficiency to the waveguide can be near-unity,
(ii) the photon indistinguishability can be enhanced by the
Purcell effect, and (iii) the generally high coupling asymmetry
of the two in-plane linear dipole transitions imply that high-
quality optical cyclings can be induced on the designated tran-
sition while still allowing optical spin rotations [47]. In the
following, we account for all experimental imperfections and
evaluate the fidelity of multi-photon GHZ and cluster states.
Our results demonstrate that the use of the PCW makes this
approach highly promising and identify the governing param-
eters for further improvements.
We assess the quality of the produced spin-multiphoton
state by calculating its infidelity [46] E(N) = 1 −
Trenv{〈Ψ| ρˆ(N) |Ψ〉}, where ρˆ(N) is the density operator of an N-
photon state affected by imperfections, |Ψ〉 is the ideal GHZ
or cluster state, and Trenv denotes a trace over the emission
time and unobserved degrees of freedom, such as phonons or
photons lost during the operation. Conditioning on the detec-
tion of at least one photon in either the early or late time bin,
the total infidelity for the generation of an entangled GHZ or
cluster state containing N photons and the spin is in first-order
perturbation theory given by [46]
E(N) = N
(1 − I
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+
√
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)
− 1
4(B + 1)
. (1)
Here the spontaneous emission rate γ, the branching ratio B,
the degree of indistinguishability I, and detuning of the off-
resonant transition ∆ are parameters that will be explained be-
low.
The ideal protocol assumes that only the vertical decay path
|↓〉 → |⇓〉 in Fig. 1(a) is allowed, such that the excitation and
decay form a closed cycle. A finite probability of the diag-
onal transition |↓〉 → |⇑〉 will lead to an incorrect spin con-
figuration and a reduction of the fidelity. We characterize the
cyclicity with a branching parameter B = (β‖ + β′‖)/(β⊥ + β
′⊥),
where β‖(β⊥) and β′‖(β
′⊥) are the probabilities of the verti-
cal(diagonal) transitions into and out of the waveguide mode,
respectively. The performance of an experiment will there-
fore rely on the high selectivity of the vertical transitions, i.e.
B 1.
We propose applying an in-plane magnetic field (Voigt ge-
ometry) which intrinsically provides B = 1 but, crucially, al-
lows all-optical spin control. B may then be increased by se-
lectively enhancing the desired optical transition with a pho-
tonic nanostructure. In recent years, the capability of nanos-
tructures to provide such enhancement has been demonstrated
with a variety of systems, including rare-earth ions [49] and
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Figure 2. (a) Spatial map of the optical branching ratio asymmetry B (left), total coupling efficiency into the mode of the waveguide
β‖ + β⊥ (center), and the infidelity of the spin-photon entangled state due to the spatially varying branching ratio (right) within the unit
cell of the PCW. (b) Infidelity of spin-photon entangled states versus the applied magnetic field (detuning ∆ corresponding to a g-factor of
|g| = |ge| + |gh| = 0.6 [48]) for various group indices ng attributed to different spectral positions with respect to the band gap of the PCW.
Dashed lines mark the infidelities in the limit ∆  γ. For each ng, γ is evaluated using the simulated Purcell factor assuming a bulk rate of
γbulk = 1 ns−1 [33]. (c) Total infidelity versus number of photons with all imperfections taken into account. The solid line shows the infidelity in
the first-order approximation (1), while the black symbols are beyond perturbation theory [46]. Red symbols show the different contributions
in Eq. (1), i.e. dephasing Eph (•), excitation errors Eexc (), and imperfect branching Ebr (+). The dashed line shows the state generation rate
for an outcoupling efficiency η = 0.84 [44] and a cycle length Tcycle = 27 ns. See main text for parameters.
QDs coupled to photonic crystal cavities [50, 51] or micropil-
lar cavities [32, 52]. A similar effect can be reached in PCWs
with strong polarization dependence of the projected local
density of states. This, in combination with the orthogonally
polarised linear dipoles of a QD in the Voigt geometry, al-
lows a greatly enhanced B. In Fig. 2(a) we show calculated β-
factors and branching ratios B based on the simulations pub-
lished in Ref. [53]. For a realistic group index ng = 20, a
branching ratio of B > 50 and an internal efficiency β > 96%
are simultaneously achievable by placing a QD in the cen-
ter of a PCW cell. To further suppress the residual contri-
bution of the off-diagonal transitions, we consider frequency
filters which can be implemented using e.g. one or two narrow
bandpass cavities, with the latter filtering typically up to 99%
of the off-resonant photons. Assuming such high-efficiency
filtering, we derive [46] the first-order infidelity due to im-
perfect branching to be E(N)br = (N − 1/2)/(2(B + 1)), which
corresponds to the last two terms in Eq. (1) and is shown in
Fig. 2(a) for a single emitted photon. For the optimal QD po-
sition the single-photon branching infidelity can be as low as
1%.
Next, we consider the effect of dephasing omnipresent in
solid state systems. Decoherence appears through a variety of
different mechanisms characterized by widely different time
scales. As discussed below the protocol is remarkably in-
sensitive to slowly varying processes. On the other hand,
phonon scattering appears on timescales (∼ ps) shorter than
the lifetime of the excited trion state (∼ ns) and limits the in-
distinguishability of emitted photons [54, 55]. Considering
a pure dephasing model (a valid description of the broaden-
ing of the QD zero-phonon line) and vanishing multi-photon
contributions, the indistinguishability of emitted photons is
I = γ/(γ + 2γd), where γ is the photon emission rate and γd
is the phonon-induced dephasing rate. By enhancing the pho-
ton emission rate to the waveguide, an indistinguishability of
more than 96% has been observed in experiments [33, 41, 42].
The same mechanism increases the state infidelity, which can
hence be expressed through the experimentally measurable in-
distinguishability I as E(N)ph = N(1− I)/2, corresponding to the
first term in Eq. (1).
Further, we discuss imperfect operations during the driv-
ing pulses. Since the excited trion comprises two Zeeman
states [Fig. 1(a)], excitation of undesired transitions have to be
suppressed. This is ensured by a large detuning ∆ of the off-
resonant transition |↑〉 ↔ |⇑〉 compared to the emission rate γ
of the |↓〉 ↔ |⇓〉 transition. The detuning can be controlled by
a magnetic field, while the spontaneous emission rate γ can be
controlled via the Purcell effect of the waveguide. The proba-
bility of off-resonant excitations is strongly suppressed when
the system is driven with long and low-intensity laser pulses.
On the other hand for long pulses there is a large probability
for the desired |↓〉 ↔ |⇓〉 transition to decay and be re-excited
during the pulse. The duration of the pulse should thus be
optimized to suppress the errors. We have evaluated [46] the
infidelities corresponding to the optimal driving regimes for
both Gaussian and square-shape pulses. The latter allows for a
simple analytical expression, E(N)exc = N
√
3piγ/(8∆), where ∆ is
the detuning between two vertical transitions in Fig. 1(a) and
this also represent a good approximation for Gaussian pulses.
Additional errors occur if the excitation laser drives the cross
transitions |⇑〉 ↔ |↓〉 and |⇓〉 ↔ |↑〉, which, however, can be
completely avoided by correct laser polarisation in side chan-
nel excitation. This is readily implementable in the waveguide
geometry [44] but has not yet been implemented in micropil-
lar [52] or planar cavities [50, 51], which rely on cross excita-
tion schemes.
Finally, as a last source of imperfection we consider de-
phasing induced by slow drifts of the energy levels. A par-
4ticular example arises from the hyperfine interaction between
the coherent spin and the slowly fluctuating nuclear spin envi-
ronment, i.e. the Overhauser noise [56–58], which manifests
itself in relatively short ground-state spin coherence times
T ∗2 [59]. Our protocol for time-bin photon generation is highly
insensitive to dephasing induced by such mechanism, because
the pulse sequence of Fig. 1(b) flips the ground states |⇑〉 and
|⇓〉 between the early and late time bins, effectively introduc-
ing a spin echo sequence [60] at each cycle of the protocol.
The success of the spin echo sequence is linked to the pro-
posed measurement setup in Fig. 1(a). Time-bin qubits are
analyzed by interfering pulses delayed by a time equal to the
time difference between the two excitation pulses. If the cen-
tral frequency of the transition is slowly drifting, this will not
have any influence on the interference. Furthermore the sys-
tem spends exactly the same amount of time in the excited
states for the early and late parts of the protocol, which corre-
sponds to perfect spin echo conditions. Consequently, either
hole or electron spins can be used on an equal basis, even
though the latter has a much shorter coherence time T ∗2 . On
longer times, slow fluctuations of environment build up to a
so-called T2 noise. This, however, typically happens on time
scales [61, 62] two orders of magnitude longer than the length
of a time bin [63] and thus has negligible effect on our gener-
ation protocol for modest number of photons.
The insensitivity to slow fluctuations for the measurement
setup in Fig. 1(a) capture several interesting situations. For
instance, the protocol of Pichler et al. [64] for universal quan-
tum computation using cluster states relies on the emission
from a single emitter. We thus expect a similar insensitivity.
Furthermore, the quantum repeater protocol of Borregaard et
al. [12] exploits a single emitter to produce entangled states
containing hundreds of photons. Of these, only one photon is
interfered with a different emitter, while the remaining N − 1
photons are measured using the setup in Fig. 1(a) and hence
fulfill the effective spin echo conditions. For different scenar-
ios, e.g. if attempting to fuse cluster states emitted by different
QDs [65, 66], the insensitivity to slow drifts is no longer ap-
plicable.
All error terms in Eq. (1) depend on the group index of the
waveguide: a high ng increases the decay rate γ and hence the
indistinguishability, but at the same result in stronger driving
of off-resonant transition. Furthermore, the branching ratio
can also be improved by the enhancement of ng. The waveg-
uide therefore can be used to control the trade-off between
errors and optimize the output state. As shown in Fig. 2(b), a
high ng becomes beneficial given sufficient Zeeman splitting,
i.e. for a strong magnetic field or large g-factor [48, 67, 68].
By engineering the photonic crystal band gap and increas-
ing the group indices to higher values, the single spin-photon
infidelity can be reduced to the levels of ≈ 0.1% for suffi-
ciently strong magnetic fields, as shown with dashed lines in
Fig. 2(b). For more modest magnetic fields, a spin-photon en-
tangled state fidelity above 95% can be reached.
The case of N = 3 is of special importance since it can
potentially serve as a building block for photonic quantum
computation [29, 69, 70]. Such three-photon states can also
be realized by fusing six single photons with a total proba-
bility of 1/32 [71]. With state-of-the-art SPDC single photon
sources operating at MHz frequencies and an extraction effi-
ciency of ≈ 70% [72], the theoretical three-photon GHZ state
generation rate is in the few kHz regime. Alternatively, we
estimate that by fusing single photons from the nanophotonic
chip of Ref. [44], a three-photon state can potentially be pro-
duced at a rate of ≈ 3 MHz. In comparison, using a determin-
istic source with the parameters of Ref. [44] we estimate a di-
rect three-photon production rate of ≈ 20 MHz [see Fig. 2(c)],
which exceeds the estimate for SPDC-based method by four
orders of magnitude. The fidelity of such three-photon states
is, cf. Fig. 2(c), ≈ 90% for the realistic experimental parame-
ters ∆ = 2pi×16 GHz (corresponding to magnetic field of 2 T),
γd = 0.03 ns−1, B = 50, and the emission rate of γ = 2.2 ns−1
enhanced from a bulk decay rate γbulk = 1.0 ns−1. Accord-
ing to Fig. 2(c), the proposed scheme not only benefits from a
high generation rate, but also has the potential to outperform
the existing state-of-the-art methods [26] in the state fidelity.
In conclusion, we have proposed a realistic experimental
protocol for deterministic generation of multiphoton entangle-
ment from solid-state emitters. Our particular implementation
relies on the control of photon emission by means of nanopho-
tonic structure, such as PCWs. The provided exhaustive the-
oretical analysis improves our understanding of the mecha-
nisms governing the quality of the produced quantum states
and provides a recipe to optimize the design of multiphoton
entanglement sources. Our findings predict near-future fea-
sibility of multiphoton sources with entanglement fidelities,
generation rates, and control capabilities exceeding those of
fusion-based methods.
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