Random sampling of continuous-parameter stationary processes: Statistical properties of joint density estimators  by Masry, Elias
JOURNAL OF MULTIVARIATE ANALYSlS 26, 133-165 (1988) 
Random Sampling of 
Continuous-Parameter Stationary Processes: 
Statistical Properties of 
Joint Density Estimators 
ELI AS M ASRY * 
University of California at San Diego 
Communicated by h4. Rosenblatt 
Let {X(t), -cc <t i co} be a real-valued stationary process with a bivariate 
probability density function f(x,, x,; t), r >O, and let {t,} be a renewal point 
processes on [0, co). Estimates f”(x,, x1; t) of f(x,, xa; t), based on the discrete- 
time observations { X(t,), t,);= ,, are considered and their statistical properties are 
investigated. The quadratic-mean consistency of f,,(x,, x2; t) and central limit 
theorems for ~Jx,, x2 ; t) are established for mixing processes {X(t), -co < t < cc }. 
Similar results are obtained for estimators of multivariate densities of the process 
{X(t),-al<<l<al). 8 1988 Academic Press. Inc. 
I. INTRODUCTION 
Let X = {X(t), -cc -C t < cc } be a scalar-valued continuous-parameter 
stationary process on a probability space (!2, F, P). Let j(x) be the 
probability density function of the random variable X(s) and f(x,, x,; t), 
t>O, be the joint probability density function of X(s) and X(s+ t) which 
are assumed to exist. Estimation of f(x) and f(xi, x,; t) from a realization 
of X over an interval is standard. In practice we may observe X only at 
instants {tj} in which case an estimate of j(x) and f(x,, x,; t) is to be 
based on the observations (X(tj), tj);= 1. Clearly, consistent estimates of 
f(x,, x,; t) need not exist for arbitrary sequences {r,}. For example, if 
lj+l > tj + A for all j and some A > 0 then it is not generally possible to 
consistently estimate f(xl, x,; t) for 0 < t 5 A. 
In this paper we assume that the sampling instants { tj} are random. The 
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estimation of the univariate density f(x) from the discrete-time obser- 
vations {X(tj), t,};=, is known [6] and we focus our attention on the 
estimation of the bivariate density f(xi, x,; t) for all t > 0. Our goal is to 
establish the quadratic-mean convergence of appropriate estimators 
fib, 7 x2; t) and provide asymptotic expressions for their bias and 
variance/covariance. In addition, central limit theorems for &xi, x,; t) are 
established. These results are shown to hold for continuous-parameter 
processes X satisfying either a strong mixing condition or are 
asymptotically uncorrelated. In Section V the extension of these results to 
the estimation of multivariate densities f(x,, . . . . x,+ i; zi, . . . . r,) of the 
process X is considered. 
There is an extensive literature on random sampling of continuous- 
parameter stochastic processes and we mention here only a few relevant 
papers. Blum and Boyles [l] is the more directly related work where the 
ergodicity of the sampled process {X(tj), t,} is considered and a scheme for 
estimating the joint distributions of the process X is proposed. In the 
context of covariance and spectral estimation from randomly-sampled 
observations, quadratic-mean convergence and asymptotic normality are 
established in Brillinger [3] and Masry [7] (see also the review paper [S] 
for additional results and references). The estimation of frequency- 
wavenumber spectral densities using random acoustic arrays is considered 
in Masry [9, lo]. Interpolation and extrapolation of continuous-parameter 
processes from randomly sampled data are considered in Beutler [2] and 
Klamer and Masry [S]. 
The paper is organized as follows. The estimators are introduced in 
Section II and a bias analysis is presented. Quadratic-mean convergence 
is established in Section III and central limit theorems are given in 
Section IV. Extension to the estimation of multivariate densities of the 
process X is presented in Section V. 
II. PRELIMINARIES 
The following notation is used throughout the paper. Rd is the d-dimen- 
sional Euclidean vector space; xi = (xi,, . . . . xjd) denotes a row vector and XT 
its transpose; llxll is the Euclidean norm of x. The dimensionality d of a 
vector x is not fixed and will be clear from the context. 
Let { tj>TC, be a renewal process on [0, co), which is independent of X, 
with 
t, = 0 
tj= i Ti, j = 1, 2, . ..) (2.1) 
i= I 
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where the interarrival times {T,};? , are i.i.d. random variables with a 
common probability density p(x) on [0, co). It is assumed that p(x) > 0 on 
(0, co) and E[T’] = l//I< co. 
Let K(x) = K(x, , x2) be a bounded nonnegative function on R* satisfying 
s K(x)dx=l, lim ~/XII* K(x) = 0, (2.2) R2 IIXII + m  
and let IV(t) be a bounded nonnegative function on R’ satisfying 
I a W(r)dt=l, lim ItI IV(t)=O. (2.3) -cc 111 - ocm 
The bandwidth parameter b, is assumed to satisfy 6, + 0 as n + co. Define 
the averaging kernels 
K(x) = (l/b:) Wxlb,), w,(t) = (l/b,) Wtlb,). (2.4) 
Given an observation {X( t,), t,};t: we estimate f(x; t) =f(x,, x2; t), t > 0, 
by 
3Jx; t )  = 
& ,$ w~(t-T,+l)K”(x-Xj) 
J-1 
(2.5) 
when p(t) is known, and by 
when p(t) is unknown. In (2.5) and (2.6), Xi= (X(t,), X(t,+ r)). We remark 
that under the usual regularity conditions on p(t) with nb, + GO, 
converges to p(t) in quadratic-mean and with probability one as n + co at 
all points t of continuity of p [ 1 l] and thus the asymptotic statistical 
properties of the estimators ,?Jx; t) and fn(x; t) are the same. It suffices 
therefore to study the properties of ~Jx; t). 
The bias of the estimator 3,(x; t) depends only on f(x; t) and not on the 
dependence structure of the underlying process X. It is given below. 
THEOREM 2.1. (a) E[f,Jx; t)] +f(x; t) as n-t oc, at all points of 
continuity of,f(x; t)p(t). 
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(b) Assume that g(x, t) e f(x; t)p(t) is twice differentiable in (x, t) 
and its second partial derivatives are bounded and continuous on R3. With 
Q(v) P K(v 1, v2) W(v,) assume that 
5 j= 1, 2, 3, (2.7) 
R) 
v,Q(v) dv = 0, 
s 
llvl12 Q(v) dv< 00. (2.8) 
R3 
Then 
(l/k3 biasCj?,(x; t)l -+& JR3 vG”b, t) vTQ(v) & 
where G”(x, t) is the 3 x 3 matrix of second partial derivatives of g(x, t). 
The following lemma, due to Bochner, is needed (see Wheeden and 
Zygmund [ 131). 
LEMMA 2.1. Let Q(V) be a bounded integrable function on Rd such that 
IIvljd Q(V) -+ 0 as llvll -+ CC and set Q”(v) = (l/b:) Q(v/b,,). Let g(x) EL, and 
Put 
g,(x) = lRd Qntx - v) g(v) dv. 
Then, at each point x of continuity of g we have 
g,(x) + g(x) jRd Q(v) dv as n--+02. 
Proof of Theorem 2.1. (a) We have 
aL,(x; t)l = & jc, E{ wn(t-T’+,)ECKntX-Xj) I {ti)l> 
1 ‘x 
=p(t) -cc i I 
W,(t - s) K,(x - v) f (v; s) p(s) dv ds. 
R2 
With u= (x,, x2, t), and g(v)= f(v,, v,; v3)p(v3) we have 
ECjl,tx; [)I =& JR3 Qnb- v) g(v) dv 
and part (a) follows by Lemma 2.1. 
(2.9) 
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(b) By (2.9) we have 
ECh(x; t)l =A IR3 Q(v) Au - hv) dv. (2.10) 
Expanding g(u - b,v) in a Taylor series with integral remainder, we have 
giu - b,,v) =g(u) - b,v(g’(u))T+ b; J; (1 -T) vG”(u - zb,v) v= dr, 
where g’(u) = (8g/8u,, . . . . ag/&,). Then by (2.7) 
ECfn,(x; [)I = Mu)/p(t)) + bie,(x; t) =f(x; t) + bie,(x; t), (2.11) 
where 
e,(x; t) = -& J’ (1 - r) JR3 [vG”(u - tb,,~) v’] Q(V) dv dz. 
0 
Now the term [vG”(u -tb,v) v’] + vG”(u) vT as n --+ co and is bounded 
by a constant multiple of 11~11~ since all components of the matrix G” are 
bounded and continuous. It follows by dominated convergence that 
1 
lim e,(x, t) =- J 2P(f) R’ [vG”(u) vT] Q(V) dv n-m 
and the result follows by (2.11). 1 
The following extension of Lemma 2.1 is needed in Section III for the 
analysis of the covariance of&x; t). 
LEMMA 2.2. Let Q(V) and Q,(V) be as in Lemma 2.1. Let g(x) EL, and 
Put 
g,(x, Y) = b: JRd Q,(x - VI Q,(Y - v) g(v) dv. 
Then, at each point x of continuity of g, we have 
g(x) s, Q’(v) h, x = Y, 
lim Ax, Y I= (2.12) “-‘X2 
0, x # y. 
ProoJ: We have 
gn(x, XI = JRd U/b:) Q2Ux - v)lb,l g(v) dv 
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and since Q(v) is bounded, Q2(v) also satisfies the assumptions of Lemma 
2.1 and the result (2.12) for x = y follows by Lemma 2.1. Assume now 
x # y, then 
gn(x, Y) = 1, CW~) Q(vlbn)l QC(Y - x - vMn1 g(x -v) dv 
=L+L 
for every 6 > 0. Since g is continuous at x, g(x - v) is bounded for I(vI( < 6, 
so that 
I q;ya ‘g(x-v)‘) f,,.,,<6,b IQ(u) QC(Y -x)/h - ull du llvll G 6 . n 
G(max I&x-VI) 5 IQ(u)QC(Y-x)/h-ull du. llvll G 6 Rd 
The integrand above tends to zero as n + co since Q(V) + 0 as llvll + co, 
and is bounded by a constant multiple of Q(U). By dominated convergence, 
we have f llvli G s -PO as n + cc. Next put T(U)= Q(u) lju(ld which tends to 
zero as I/u11 -+ co. Then 
L 1 
= (lb:) +/U Ilv/hzll-d IQC(Y - x - v)lbJ g(x -VII dv 
llvll > b 
1 
6- 
bd I Ir(vP,)l IQCCY -x-v)lkJ Ax--)I dv l,v,l>6 
G-$ ( SUP Ir(vlhJl )(SUP IQ(u)1 1 il, Is( du 
llvll > 6 ” 
=y ( sup lr(u)l)+O asn+cc. 
Ilull > a/b, 
The result (2.12) for x # y follows. 1 
III. QUADRATIC-MEAN CONVERGENCE 
In order to establish the asymptotic properties of the variance/covariance 
of the estimator 3,,(x; t) we need to impose a condition of asymptotic 
independence on the underlying continuous-parameter process X. Let FS: be 
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the -algebra of events generated by the random variables {X(t), a < t < b) 
and L,(Fi) denote the collection of all second-order random variables 
which are Fi-measurable. The stationary process = {X(t), -co < t < CC } is 
said to be strongly mixing if 
sup (P[AB] -P[A] P[B]l =c?(t)/O as r+co, 
As+?,, 
BtF: 
and is asymptotically uncorrelated if 
a(r) is the strong mixing coeffkient and p(t) is the maximal correlation 
coefficient. The condition p(z) + 0 as r + co is intermediate between 
uniform and strong mixing; also a(r) < $p(r) (see [4]). 
Denote by pk(x) the kth fold convolution of p(x) with itself and by 
h(x)= f Pk(X), x 3 0, 
k=l 
(3.2) 
the renewal density function of the process {t,}. 
The asymptotic variance/covariance of the estimator f,Jx; t) for 
asymptotically uncorrelated continuous-parameter process X is given by 
the following theorem. 
THEOREM 3.1. Let X be a stationary asymptotically uncorrelated process 
whose maximal correlation coefficient p(r) satisfies 
5 
m  
,o(T) h(t) dT < co. 
0 
(3.3) 
Assume further that 1; f(x; s) p(s) ds < 00 and that the joint probability 
density function f(u; T,, z2, z3), 0 < tl < z2 <TV, of the random variables 
(X(O), X(r,), X(r,), X(z,)), exists and satisfies 
P(Sl) P(Sj) Iom [St ul,u2;sl,sl+w+r,s,+s3+w+r) 
-f(ul;sl)f(u2;s3)l PDF 
<Mu,, u2;s1, sd uniformly in w B 0, (3.4) 
683/26/2-3 
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where MEL, on R6 and is continuous at the point (x, Y, t, t). Then 
lim nbi cov{ &x; t), f”(y; t)} = 
i 
(fb; t)/p(t)) i,2 K2 c_,, w*; x=y, 
n-cc; 
0; x ZY, 
(3.5) 
whenever (x, t) and t are points of continuity off and p, respectively. 
Remark 3.1. If the renewal density h(x) of the process {t,} is uniformly 
bounded, then condition (3.3) is clearly satisfied whenever the maximal 
correlation coefficient p(r) is integrable. It is easily verified that when the 
interval density p(x) is gamma with 
Wk k- le-kSx p(x)=(kx 3 
for some integer k 2 1, then 
k-l 
1 + 1 e-W1 -cos(2d/k)-~cos 
j=l 
[F+k/?(sinF)x]} 
which is seen to be uniformly bounded on the real line. 
Remark 3.2. Since f(x; t) diverges as t + 0, the condition 
j; f(x; s)p(s) ds < co requires p(x) to approach zero as x + 0 at an 
appropriate rate determined by f: Thus, for example, Poisson sampling is 
excluded. 
Remark 3.3. Condition (3.4) can be interpreted as a dependence index 
of order four: It is the difference between the joint probability density 
of the variates (X(O), X(s,), X(s, + w  + r), X(s, + So + w  + r)) and the 
product of the bivariate densities of (X(O), X(3,)) and of (X(s, + w  + r), 
X(s, + s3 + w  + r)) averaged over a random separation r with density p(r). 
Condition (3.4) is simply an integrable bound on this dependence index, 
which is uniform in the shift w  2 0. 
Theorems 2.1 and 3.1 provide the following corollary. 
COROLLARY 3.1. (a) Under the assumptions of Theorem 2.1(a) and 
Theorem 3.1 with nb,3 + co as n + CC we have 
fn(x; t) +f(x; t) asn-,a, 
in quadratic mean at each point (x, t) of continuity off: 
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(b) Under the assumptions of Theorem 2.1 (b) and Theorem 3.1 with 
nbi -+ co as n + cc we have for large n 
Kflb; t)-f(x; ‘)I”-$& 
2 
vG”(x; t) vTQ(v) dv 
> 
+ Cf(x; t)lW),p(t))l lR2 K2 i_“, W2. 
Remark 3.4. The asymptotically optimal bandwidth parameter under 
the assumptions of Corollary 3.1(b) is clearly 6, N n-l”. 
Proof of Theorem 3.1. We have 
COV{.?n(X~ t)Jnn(Y; t)> =&) 
n n 
where X, = (X(t,), X(t,+ ,)). It can be seen that the sum above depends only 
on I j- il since E[ W,(t - Tj+ i) K,(x -Xi)] is independent of i and, by the 
stationarity of X, the conditional expectation of W,(t - Ti+ 1) K,,(x - Xi) 
W,,(t- Tj+ i) K,,(y-X,), given the {t,}, is a function of Ti+,, . . . . Tj+ I for 
j> i. By the stationary of the { Ti) we thus have 
cov{Lk r), f”,(Yi t,> 
where 
xcov{W,(t-T,)K,(x-X,), W,(t-T,,,+,)K,(y-X,,,)} 
(3.6) 
1 
In, ktX, Y) = 2 
v (t) 
cov{w,(t-T,)~,(x-X,), w,,(t-T,+,)&(y-X,)}; 
k = 0, 1, . . . . n - 1. (3.7) 
Consider the term Z,Jx, y), 
In, 0(x, Y I= +J E{~(t-T,)K,(x-X,)K,(y-X,)) 
-~ECW,(r-T,)K.(x-X,)lECW,(t-T,)K,(y-X,)l. 
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With g(v) 4 f(u,, u,; Q)P(YA Q(v)=K(u,, ~2) Vu,), Q,,(v)= (l/b;) 
Q(vlb,), and 
Ul = (x1 3 x2, t), “2 = (Yl> Y2, t), (3-g) 
we have 
nb;fL,dx,~)= h jR3 Qn(u~ -v) Qn(u, -VI g(v) dv 
Qn(u, -VI g(v) dv jR3 Q,(u, -VI g(v) dv}. 
(3.9) 
By Lemma 2.1 the integrals in the second term of (3.9) converge to g(u,), 
i= 1,2, as n + co so that the second term is O(bi). Applying Lemma 2.2 to 
the first term of (3.9) we obtain (g(ur)/p*(t)) jR3 Q2(v) dv for ur = u2 and 
zero otherwise, as n + co. Thus 
(.0x; t)/@(t)) jR2 K2 j_q w2; x=y> 
lim nb;lZ,,,(x, y) = (3.10) 
n-02 
0; x ZY, 
at points of continuity of f(x; t)p(t). 
The main task is to show that 
n-1 
SAX, y)=2 c ~n.k(Xv Y) 
k=l 
(3.11) 
is o(l/(nbz)) in which case the theorem follows from (3.6) and (3.10). To 
this end, let c, be a positive integer satisfying c, -+ co and c,bi + 0 as 
n+ co. Write 
2$(x, y)=2 2 +2 “5’ ~25, +2J,. 
k=l k=c.+l 
(3.12) 
and further split J, by J, = C: = I + xp= 3 = J,, + J,*. Now 
J,, = &j ;: EIWn(f-T,)Kn(x-XO) wn(t-Tk+,)K&-Xk)l 
k-1 
-j’&j g  E~W,~r-T,~K,~x-X,~~E~W,~r-Tk+,~K,~~-Xk~~~ 
k 1 
By Lemma 2.1 the expectations in the second term above are 
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[ f(x; t) p( t) + O( 1 )] and [ f(y; t) p( t) + O( 1 )] respectively. By the boun- 
dedness of K we then have 
“““&)&( ” ),=, sup K(u) i ECW,(t- T,)K,(x-X,) w,(t- 7’,+,)1 
+ O( l/n). 
The expectation above factors out by the independence of the {r,}, and 
applying Lemma 2.1 to each expectation we have 
nb;f J, 1 = O(b,) + O(b;) -+ 0 as n-co. (3.13) 
Next we have 
We first note that 
cov{U, V}=E[UV]-E[V]E[U] 
=E{ECUVI {t;>l>-E{ECUI {ti)lECVI {ti>l> 
+E{ECUI {ti}lECvI {ti}l}-ECUIECVl 
=E[cov{U, VI {ti}}]+ cov{ECU I (ti}13ECVI {li 
With 
>I I. (3.14) 
U = W,(r - T,) K,(x - X,), I’= ~,(f-T,+,)K(~-&ch 
it is seen by the stationarity of X that ECU 1 {ti}] is a function of T, only 
whereas E[ V I { ti} ] is a function of Tk + , only. By the independence of the 
Tls we have 
cov{ECUI {ti}l,E[Vl {ti>l>=o. (3.15) 
Thus 
Jn = &q z ECWn(t- T,) wn(t- T/c+,) 
k-3 
x cov{&(x - XI), UY -X/c) I Pi> > 1 
WA-s,) ~,(~-s~)K,(x-u,)K,(Y-u~) 
x qk(u,, u,; SI, $3) du, du, ds, ds,, (3.16) 
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where 
4k(U,, u,;s,, s3)=P(sl)P(s,) sd* lx ~,,~,;~l,~,+~,,~,+~,+s,) 
-f(u~;sl)S(uz;S3)1Pk--1(S2)dS2 (3.17) 
(pk- ,(s2) iS the density of c;“=, T,). Note that qk EL, over R6, jR6 qk = 0, 
and that by Lemma 2.1 the integral in (3.16) tends to qk(x, y; t, t) as n -+ co 
whenever qk is continuous at (x, y, t, t). Write pk- 1(s) = 1; pk- 2(w) 
p(s - w) dw in (3.17) and interchange the order of integration to obtain 
~k(“I~uZ~s~~s3) 
-.OUI; s,)f(u2; sdl p(r) dr dw. 
By assumption, the term in braces is bounded by A4 E L, on R6 uniformly 
in w  2 0. Hence 
It then follows by (3.16) that 
By Lemma 2.1 the integral above tends to M(x, y; t, t) as n + co. Thus 
J,,<L rip:(t) CM(x, Yi t, t) + o(l)] = o( l&r@)). (3.18) 
It follows by (3.13) and (3.18) that 
J, = o( l/(nb3,)). (3.19) 
Next consider the contribution of J, in (3.12), 
1 n-1 
J2=T 1 covfw,(t-T,)K,(x-XO), w&-Tk+,)&(y-Xk)} 
nP (‘1 k=c,+, 
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and by (3.14) and (3.15), J, is equal to 
J, = 
(3.20) 
Now given { ti}, we have K,(x -X0) is P,-measurable and K,(y - X,) is 
Fz-measurable. By (3.1) we have 
cov{Kn(x-xO)9 Kn(Y -xk) I (fi>> 
d p(fk - [I) varYK,(x -X0) I iti}] vd2CKn(y - &I I iti}] 
QP(fk-fl) E”2CKZ(X-XO) I Iti> E"2CKi(Y-Xk) I (ti}l* (3.21) 
By the stationarity of the process X, E[Ki(x - X,) 1 (ti}] is a function of 
T, only and E[Ki(y - X,) 1 { ti}] is a function of Tk+, only. Substituting 
(3.21) in (3.20) and using the independence of the Tis we obtain 
J:! G E{W,(t-T,)E1’2CK~(~-Xg) I drill) 
By the Cauchy-Schwarz inequality we then have 
J, < Wf’W T,)l ~%K:(x-&)l}“~ 
x bWf’%- T/c+, )I amY - &)I I*‘*. (3.22) 
By the stationarity of X and {T,}, E[ Wi(t - T,, ,)I and E[Kz(y- X,)] 
are independent of k. Also, by Lemma 2.1 we have, as n + co, 
and 
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at continuity points of p and f: Thus by (3.22) 
nh’J4’(x,ydk;;;, +(& L)] 
n-1 
= c(x, y, t, 1 Pk< c(x, y, l) f Pk, (3.23) 
k=c.+l k = c, 
where C(x, y, t) is independent of n and pk =I; p(r)pk-,(r) dz. But {pk} 
is summable since 
by assumption. It follows by (3.23) and c, + co as n + co that 
nb;fJ,-+O asn+cO. (3.24) 
Hence by (3.12), (3.19), and (3.24) we have nb;fS,(x, y) +O as n + co, 
which completes the proof of the theorem. i 
We next obtain the asymptotic expression for the variance/covariance of 
the estimator f,,(x; t) when the underlying continuous-parameter process X 
is strongly mixing. 
THEOREM 3.2. Let X be a strongly mixing stationary process with mixing 
coefficient a(z) satisfying, for some 6 > 0, 
1 kT, J; [a(z)]s’c2+6’pk~ ,(T) dT -+ 0 b6/(2+6) asn+az, (3.25) n ‘n 
where c, is a positive integer such that c, + co and c, b;1+ 0 as n + 00. 
Assume further that sg f(x; s) p(s) ds < 00 and that condition (3.4) is 
satisfied. Then 
(f(x; t)/p(t)) J+=* K2 I_I, w2; x = Y, 
lim nbi cov{ fn(x; t), &y; t)} = 
n-cc 
0; x z Y, 
whenever (x, t) and t are points of continuity off and p, respectively. 
Remark 3.5. Condition (3.25) depends on the bandwidth parameter b, 
and on the sequence {c,>. It would be of practical interest to provide a 
simple sufficient condition on the mixing coefficient a(r) which is indepen- 
dent of b, and {c,}. Put y = 6/(2 + 6) and elk =.jr [a(r)]’ pk- L(~) dT. Let 
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0 < r < 3 and choose c, = b;‘. Then c, --+ cc and c,bi -+ 0 as n + 03 are 
automatically satisfied. Now 
& kf!c 
n 
a,<&? kT, k”‘a,=k~, k’i’ak. 
‘n (n 
Thus a sufficient condition for (3.25) is Cpz2 kYI’ak < co, i.e., 
k6/(2+6)‘pk(.r) dz < ~0, (3.26) 
for some S>O and O<r<3. 
As in the discussion following Theorem 3.1 for asymptotically 
uncorrelated processes, Theorem 3.2 in conjunction with Theorem 2.1 
provides the quadratic-mean convergence of &x; t) for strongly mixing 
processes. 
Proof of Theorem 3.2. We only outline the difference with the proof of 
Theorem 3.1. As in there 
n-l 
cov{~~,(x~f),~~,(y;r)}=z,,,(x,y)+2 c 
k=l 
Expression (3.10) for I,, o(x, y) remains valid. Also, with 
s,(x,y)=2 2 z,,k(X,Y)+2 ‘2’ z,,.k(%y)f2Jj+2J2, 
k=l k=c,+ I 
the expression (3.19) for .I, remains valid. Only the bounding of .I2 is 
distinct. By (3.20) 
Xc“v{Kn(x-X~)~ Kn(YPxk) I {ri))l. (3.27) 
Now given { ti}, the random variable K,(x - X0) is P’,-measurable and 
K,,(y - X,) is Fz-measurable. By Davydov’s lemma [4] 
COv{Kn(x-x~)~ Kn(Y-Xk) I {ti}> 
<8[U(tk-t,)]b”2+5){~[(K,,(x-Xo))2+6 1 (-tj}] 
XJ?[(K,(~-&))~+~ 1 {ti}]}1’~2+? (3.28) 
By the stationarity of the process X, the first conditional expectation is a 
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function of T, only and the second of Tk+ I only. Substituting (3.28) in 
(3.27) and using the independence of the T;s we have 
where 
A,(x, t)=E{ W,(t- T,)(E[(K,(x-X,))2+6 I {I~}])“(~+~)) 
B,(Y, t)=E{ W”(1-T,+,)(EC(K,(Y-X,))2+6 I {ti}I)“(2+S)}* 
By Holder’s inequality with l/s = l/(2 + 6) and l/r = (s - 1 )/s we have 
A,(x, t)< {E[W;(t- T,)]}“’ {E[K,(x-X,)]~+~}““. 
By the boundedness of W and K and Lemma 2.1 we have, as n + co, 
and 
b;-‘E[W;(t-T,)]-+p(r) cc I W’(y)dy -co 
b;“+6)E[Kn(x-Xo)]2+“+ Joa f(x; $1 P(S) ds lR2 K2+ ‘(4 du 
as n + co at continuity points of f and p. Thus, there exists a constant 
D(x, t), independent of n, such that 
A,(x, t) <D(x, t) b,‘3+26)‘(2+6’. (3.30a) 
Similarly, applying Holder’s inequality to B,(y, t) and noting that 
E[ W;(t- Tk+l)] and E[K,,(y-X,)1’+’ are independent of k, we have 
B,(y, t)<D(y, t) b,(3+2a)‘(*+6). (3.30b) 
Thus, by (3.29) and (3.30), we have 
J, Q [84x, r) D(y, t)/(np’(t))] b,2(3+26)‘(2+6) 
so that 
1 
nbz J2 “Onst b,d/(Z+ 6) k = f Iom C~(T)]~“‘+~)~~-~(T) dr 
C” 
and nbz J, --+ 0 as n + og follows by (3.25). 1 
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IV. CENTRAL LIMIT THEOREMS 
Central limit theorems for discrete-parameter processes satisfying various 
mixing conditions are readily available (see, for example, [4, Chap. 51). A 
direct application of these results to our problem does not appear to be 
feasible, however, because of its random sampling aspect. Consequently we 
adopt the basic small block/big block argument to establish the asymptotic 
normality of ~Jx, t). Our goal is to show that 
with 
fJ2= (f(x; t)/p(t)f jR2 K2 jy* wz> Ax; t)>O7 (4.2) 
has, asymptotically as n + co, a standard normal distribution. With 
Yn,j= Wn(t- T’+ 1) Kn(x-Xj)/P(t), (4.3) 
z~.~~bj,‘2(Y~,j~ECY~,jl}~ (4.4) 
sn = i zn,jt (4.5) 
j=l 
we have 
s, =F@yfn,(x; t)-E[f”(x; t)]} 
so that E[S,] = 0 and, by Theorem 3.1 or 3.2, 
t E[Sz] = nb;f var[ fJx; r)] -+ c2. (4.6) 
Partition the set A,, = { 1, . . . . n} into 2k + 1 subsets 
k-l k-l 
‘H= u AL,,+ u Az,i+Az,k, 
i=O i=O 
(4.7) 
where the subsets {A: i}F:d have size r (big block), {AI, i}f=,’ have size q 
(small block ), 
A:,i= {i(r+q)+ 1, . . . . i(r+q)+r}, i=O, 1, . . . . k- 1, (4.8a) 
A,“,i= {i(r+q)+r+ 1, . . . . (i+ l)(r+q)), i = 0, 1, . . . . k- 1, (4.8b) 
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A;,k= {k(r + q) + 1, . . . . n} 
is the remainder term. The integer k is given by 
k = Lnl(r + q)J 
and r and q depend on n such that 
as n -+ co. Now write 
where 
(4.8~) 
(4.9) 
VI n./ 
=i;? 
Z,,i; t”,j= C Zn,i; in= C zn,i. (4.11) 
n., isd,, iCd;;k 
The basic approach to establishing the asymptotic normality of f,Jx; t) is 
to show that, as n -+ co, 
$ E[s:]’ + 0, ; E[S;12+0, (4.12a) 
k-l 
jqe4] - fl ~[eiufh~ (4.12b) 
j=O 
(4.12~) 
(4.12d) 
for every E > 0. (4.12d) is the standard Lindeberg-Feller condition for the 
asymptotic normality of Sk when the summands (qn,j} are independent. 
We note that in proving (4.12b) the classical result of Volkonskii and 
Rozanov (see [ 12, Lemma 11.21) for discrete-parameter strongly mixing 
process is not applicable to our setting and an extension is given in 
Lemma 4.1. 
We first consider the case of asymptotically uncorrelated processes X. 
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THEOREM 4.1. Assume that the hypothesis of Theorem 3.1 holds and 
nbi + 00 as n + 00. In addition, assume that there exists a sequence of 
integers {qn}, 4, + co as n -+ co, with qn = o((nbz)“*) such that 
(cl): W2)“* P+ -, 0 asn+co, 
where p, = jz p(z) pj- ,(z) dT. Then if (x, t) is a continuity point off and 
f(x; t) > 0 we have, with o given by (4.2), that 
W3”2 i f,dx; t) - EC&x; t)l >b 
converges in distribution to a standard normal variate as n -+ 00. 
Remark 4.1. The condition (cl) in Theorem 4.1 is generally more 
restrictive than the condition C pn < co required earlier for Theorem 3.1. 
For example, if b, N n- “’ (cf. Corollary 3.1) and qn N n’Y/’ for some 
0 < y < 1, then condition (cl ) on the P,,‘s becomes P,, = o( l/n5/(*Y)). 
Remark 4.2. The variance-like term ( f,Jx; t) - E[j‘,(x; t)] } in 
Theorem 4.1 can be replaced by the error &x; t) - f(x; t) in case the bias 
of f”(x; t) is asymptotically negligible relative to its standard deviation; this 
will be the case under the assumptions of Theorem 2.1 (b) and nbi -+ 0 as 
n+co. 
Proof of Theorem 4.1. The assumptions that qn = o((nbz)“‘) and 
(n/b:)“* pq, + 0 imply that integers I, + co exist such that 
f,q, = o((nbi)“‘) (4.13a) 
and 
f,,(n/bz)“’ pq. + 0. (4.13b) 
Define the big-block size r,, by 
(4.14) 
then the following properties hold as n + co: 
qnlrn + 0, (4.15a) 
r,jn + 0, r,,/(nbz)“* + 0, (4.15b) 
w,h-, + 0. (4.1%) 
Indeed by (4.14) qn/rn-qnf,,/(nbz)“* -+ 0 by (4.13a). Again by (4.14), 
r,/(nbi)‘/* - 1/l, + 0 and r,/n = (r,/(nb~)“*)(b~/n)“* + 0. Also by (4.14) we 
have np,Jr, - (n/b:)“’ py,l, + 0 by (4.13b). 
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Clearly Err,,. j] = E[q,,, j] = E[[,] = 0 by (4.11) and (4.4). Consider 
k-l 
I 1 
k-l k-i k-l 
EIX12=var 1 4n.j = 1 varC5,,il+2 1 1 cov{(sn,i~~n.j> 
j=O j=O r=O j=O 
i>j 
=A, +A*. (4.16) 
With mj =j(r + q) + r we have 
i=l i=l I=1 
i>/ (4.17) 
Now 
b;1 var CZ,, m, + J = 2 
P (t) 
varCw,(t- Tm,+i+l) KAX-X,+i)l 
= Wn,o(x, x) for all i and j, (4.18) 
by (3.7) and the stationarity of X and { Ti). It follows by (3.10) that there 
is a constant Cr(x, t), independent of n, such that 
B, G C,(x, t) 4. (4.19) 
Next for B, we have by the stationarity of X and ( Ti} that 
B,= 
(4.20) 
and, as in the proof of Theorem 3.1, Eqs. (3.2Ok(3.23), we have 
Icov{ wn(t- Tl) Km(x-XO), wn(t- Tj+l) Kn(x-xj)}I 
6(llb’)C,(x,0E[p($2 Ti)] (4.21) 
for some constant C,(x, t) independent of n and j. Thus 
B2 d c3(x, f, 
{ 
qp(O) + 4 '9' Jw p(t) Pj- I(z) dT} 
j=2 a 
G C,(x, t) q p(O) + jm P(T) 4~) ds 1 = C,(x, t) q. (4.22) 0 
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It follows by (4.16), (4.17), (4.19), and (4.22) that 
A, < C,(x, t) kq. (4.23) 
For A, we have by (4.11) and (4.16) that 
k-1 k-l 
and since i > j, the indices I, and Z2 differ by at least r so that 
n--r ” 
By the stationarity of X and { Ti}, the covariance term in (4.24) depends 
only on 1, - 1, so that 
n-l 
A2G2(n-r) 1 Icov{zn,o~ ‘?#,J)i’ 
j=r 
Using (4.21) we find 
A2 < C,(X, t)(n - r) “2’ Srn P(Z)pj- l(Z) dt < C,(X, t) n 2 pi* (4.25) 
j=r O j=r 
It follows by (4.16), (4.23), and (4.25) that 
1 - (4.26) 
n 
since, by (4.9), kq/n - q/( r + q) - q/ r+O by (4.15a) and C,“,,p,-+O as 
n + co, since {p,} is summable and r = rn + co. Next consider Sr, 
i EIS~12=~var 
n kn,, z.I n,r , M 
and as in the derivation for var[{,.j] in (4.17)-(4.23) we have 
where \dz.k( is the size of A:,,. Now Jd:,,) =n-k(r+q)b(r+q) so that 
asn+co (4.27) 
by (4.15a)-(4.15b). Property (4.12a) now follows from (4.26) and (4.27). 
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In order to prove property (4.12b) we need an extension of the result of 
Volkonskii and Rozanov [ 12, Lemma 11.21. The proof of the following 
lemma is given in the Appendix. 
LEMMA 4.1. Let Vi = Fi(qn, ,), i = 1, . . . . N, where qn, i is defined by (4.11) 
and IF,(x)1 d 1 for ail i. Let H be the o-algebra generated by the renewal 
process { tj} and let X be a strongly mixing process with mixing coefficient 
U(T). Then 
E[Vi] = E E i V.IH -fi E[P’iIH] 
I I { [r= 1 ’ 1 ;=, 
Q~(N-- 1) j- a(T)py(t) dT. (4.29) 
0 
With F,(x) = ePiu, and N= k - 1 we have by (4.10) and Lemma 4.1 that 
k-l 
E[e’“%] - fl E[eiu’ln., I 
j=O 
<4(k- 1) Iz c((T)py(T) dz 
0 
G !k - 1) [a p(t) p,(t) dr = (k - 1) py, 
0 
and by (4.9) and (4.15~) we have 
k-l 
E[@d] - n E[@“h asn-+co, (4.30) 
j=O 
so that property (4.12b) is verified. 
Next we prove (4.12~). We first note that (l/n) E jShI* --, a* as 
n-+co, since (l/n)E]S,12+a2 by (4.6) and (l/n)ElS~l*-0 and 
(l/n) E lSr1* + 0 by (4.26) and (4.27). Now since 
; E IS;l* =A ;f’ var[rjn,i] + f 72’ “Cl (4.31) 
J=o 1=0 j=O 
i > j 
it suffices to show that the second term in (4.31) tends to zero as n + co. 
Employing an argument similar to that used in the bounding of A2 of 
(4.16) we find that the second term in (4.31) is bounded by 
C&x, t) CJ?==, pi + 0 as n + co, since (pj} is summable and q = q,, + co. 
Finally we prove (4.12d). We note that by (4.11) 
i E A,,, 
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By Lemma 2.1 we have E[ Y,, i] +f(x; t) and since W and K are bounded 
it follows by (4.4) that 
12, il Q bz”{ C,( l/b:) + C,(X, t)} < C,o(X, t) bc3’*. 
Hence 
It follows that 
(4.32) 
< Cf,(x, t) ‘= k max P[l~,,~l >.se A]. (4.33) 
n OLjSk-I 
But by (4.32) 
max “‘*‘I < C (x t) rn 
G ‘O ’ (nbi)1’2 +O 
asn+cc 
O<j<k-I 
by (4.15b). Hence maxOG,~kPl P[ Iv], jl > EU &] = 0 for sufficiently 
large n and (4.12d) follows from (4.33). This completes the proof of 
Theorem 4.1. 1 
We next establish a central limit theorem for ~Jx; t) for strongly mixing 
stationary processes X. Here the condition on the mixing coefficient a(r) is 
more involved. 
THEOREM 4.2. Assume that the hypothesis of Theorem 3.2 holds and 
nbjl + co as n + 00. In addition, assume that there exists a sequence of 
integers {qn>, qn + 00 as n -+ co, with qn = o[ (nbjp + 5s)/(2 + 6))1’2], 6 > 0, such 
that 
(c2): (n/b:)“’ f aj-, 0 asn+oo, 
J = 4n 
where aj = f: [a(T)]6’(2+b) pj- 1(?) dz. Then if(x, t) is a continuity point off 
and f (x; t) > 0 we haue, with o given by (4.2), that 
(nW’* { fAx; t) - E[:f,,,(x; [)I }b 
converges in distribution to a standard normal variate as n + co. 
683/26/2-4 
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Proof The assumption on the rate of growth of {qn} and condition 
(~2) imply that integers I, exist such that 
and 
/ q  = o[(n6(6+5aM(2+a))l/2] 
II II n 
I,(n/b~)‘J2 f uj+ 0 asn+co 
i=y. 
Define the big-block size rn by 
rn = L(nbz)“2/1,J; 
then the following properties hold as n + co: 
(4.34a) 
(4.34b) 
(4.35) 
qn/(rnbf’(2+6))+0 
r,/(nbfl(2 + s)) + 0 
r,/(nb~)“2 + 0, 
(4.36a) 
(4.36b) 
(4.36~) 
(4.36d) 
n aJ - 
s 4~) P,,(T) dT -+ 0. (4.36e) rn 0 
We verify (4.36): By (4.35) we have q”/(r, bi/c2 + 6)) N q,,Z,/(nbA6 + 56)/(2 + a))‘/2 
+ 0 by (4.34a). Also by (4.35) we have that r,/(nbfl(2+6)) - bi(3+S)/(2+*)/ 
(l,,(nb;1)“*) --t 0 by 6, --, 0, (nb;f) --, co and I, + co. Next by (4.35) we have 
r,/(nb:)“2 - l/Z” + 0. Now 
i f aj = [ (n/bi)‘/2 f aj] b”~n~~~,~:d) + 0 bWC2 + 6) n i=q. i=qn n 
by (~2) and 6, + 0, nbi + co. Finally, since a(~) < a(O) < 2, we have 
by (4.35) and (4.34b). 
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Consider E ISJ2 which by (4.16) and (4.17) is equal to 
k-l 
EISJ2=A,+A,= 
As in the proof of Theorem 4.1, 
(4.37) 
B, G D,(x, t) 4. (4.38) 
and B, is given by (4.20). Applying Davydov lemma [4] to the covariance 
term in (4.20) we find, as in the proof of Theorem 3.2, Eqs. (3.28k(3.30), 
that 
< 8D,(x, t) b,2’3 + 2,5)/(2 + d)E 
{[@ (t2 Ti)~‘2+“‘~ (4-39) 
for some constant D,(x, t) independent of n and j. Thus by (4.20) 
q--l 
B,< D,(x, t) b,b’(2+6)q [c~(O)]~“~+~)+ 1 aj , 
j=2 
so that 
D,(x, t)fD,(x, t)l~,$‘(~+@ (a(O))6/‘*+6)+ f aj 11 . (4.40) j=2 
Next A, is bounded by (4.24). Using (4.39) we find 
n-1 
A2 d D,(x, t)(n - r) b,6’(2+6) 1 ctj< D,(x, t)(n - r) b,6’(2+s) f aj, 
j=r i=Y 
(4.41) 
since qn/rn + 0 by (4.36a). Thus by (4.37), (4.40), and (4.41) we have 
; EjS;1*$D5(x, t) ;+ (4.42) 
since CJY, Clj < GO by (4.36d). NOW by (4.9), kq/n - q/(r + q) - q/r + 0 by 
(4.36a). Also 
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by (4.36a). The third term on the right side of (4.42) tends to zero by 
(4.36d). Thus 
as n-co. (4.43) 
Next 
and, as in the bounding for B, and Bz, we find 
k ElY~12<~ Id:,,1 D,(X, f)+DJx, t) 
i L 
(a(0))6'(2+6)+ c ,I m a, b;6/(2+s) . j=2 i 
However, Id:, kl <q + r so that, as n --+ ~0, 
by (4.36b) and the summability of {ai} (cf. 4.36d). Property (4.12a) now 
follows from (4.43) and (4.44). 
By Lemma 4.1 we have, with F,(x) = eiu-’ and N= k - 1, that 
<4(k- 1) low a(~)pq(~)d~ 
and by (4.9) and (4.36e), property (4.12b) follows. 
Next we verify (4.12~). Arguing as in the proof of Theorem 4.1, it suffices 
to show that 
Using the bounding technique for A, we find that the left side of (4.45) is 
bounded by 
which tends to zero as n + co by (4.36d). 
Finally, as in the proof of Theorem 4.1, property (4.12d) is satisfied 
provided r /(nb3)“’ n R --+O and the latter condition is satisfied by (4.36~). 1 
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V. DISCUSSION AND EXTENSIONS 
It may be of interest, especially for Markov processes X, to estimate the 
conditional probability density function f(xZ 1 x, ; t) =f(x,, x,; t)/f(x,). 
The univariate density f(x) can be estimated by 
whose convergence in quadratic-mean is established in [6]. Thus an 
estimate for f(xz 1 x1; t) is readily available, 
f”b2 I x1; t) =Lk O/.L(Xl). 
Then a central limit theorem for f,Jx, { x1; r) follows immediately from 
Theorems 4.1 and 4.2 and the quadratic-mean convergence off”(x,). 
We may use the techniques of this paper to estimate and analyze any 
finite dimensional probability density function of the process X: let 
f(X; 2) =f(X,, . . . . X,, I; 51, T2, -.., tm) be the joint probability density of 
the random variables X(O), X(tl), X(T,), . . . . X(r,), 0 < tl < r2 < ... CT,, 
which is assumed to exist. Let K(x) be a bounded nonnegative function on 
R m + ’ satisfying 
K(x) dx = 1, ,,,f;~, Iix II m+lK(x)=O, 
and let K,(x) = (l/6; + ’ ) K(x/b,). Similarly, let W(u) be a bounded 
nonnegative function on R” satisfying 
s W(u) du= 1, lim llullm W(u)=O, Rm ll~ll - p 
and put W,(u) = (l/b;) W(u/b,). G iven the observations (X(t,), tj}/n=+r we 
estimate f(x; r) by 
n 
fn(X; r)= l/(n~(z)) 2 wn(z-Dj) Kn(X-Xj), (5.1) 
j=l 
where~(~)=p(Tl)~~~~‘p(Ti+l-Ti),Xj=(~(~j)~~(~,+1),...,~(~j+m)), and 
Dj=(tj+,-tj, tj+z-tj, ...) tj+,,,- tj). The statistical properties of j\,,(x; r) 
can be established using the techniques employed in the previous sections, 
We provide here the results with a brief outline of their proofs. The bias of 
j-,(x; T) is given below. 
THEOREM 5.1. (a) E[fJx;z)] +f(x; t) as n-+ 00 at all points of 
continuity off(x; T) u(z). 
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(b) Assume that g(x, z) & f(x; t) a(z) is twice differentiable in (x, t) 
and its second partial derivatives are bounded and continuous on R2m+1. 
With Q(V) P K(v,) W(v,), v = (v,, v,), assume that 
s /++l vjQ(v) dv = 0, j= 1, . . . . 2m + 1, 
s llvl12 Q(v) dv < 0~). +l+f 
Then 
(l/b3 bias[fJx; T)l+& j vG”(x, T) v’Q(v) dv, ,L$lfl+l 
where G”(x, T) is the (2m+ 1)x (2m+ 1) matrix of second partial 
derivatives of g(x, t). 
Proof Follows in the manner of the proof of Theorem 2.1. 
Next we provide the asymptotic variance/covariance expression of 
&x; t) for asymptotically uncorrelated continuous-parameter processes X 
THEOREM 5.2. Let X be a stationary asymptotically uncorrelated process 
whose maximal correlation coefficient p(t) satisfies 
i 
00 
p(t) h(t) dt < 00. (5.2) 
0 
Assume further that JR,,, f(x; T) a(z) dz < 00 and that the 2(m + I)-order 
probability density function f (u; z, , . . . . t2,,, + ,), 0 < z1 < . . . < z~,,,+, , of the 
random variables (X(O), X(7,), . . . . X(T~~+ ,)) exists and satisfies 
ah~a(s3)jo~ Cf(u1,u2;SIrs1,m+w+r,sI,m+w+r+s3) 
-f(ul;sl)f(u2;s3)1 Ar)dr 
GM(u,, u,; s,, %) uniformly in w 2 0, (5.3) 
where MEL, on R4m+2 and is continuous at the point (x, y, z, z). Then 
lim nbi”‘+ l cov{ f,,(x; 2), 3,Jy; t)) 
II - oc, 
I 
(f(x; t)/a(r)) jRm+, R2 Jb., W2; x=y, 
= (5.4) 
0; x ZY, 
whenever (x, T) and z are points of continuity off and a, respectively. 
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ProoJ The proof is similar to that of Theorem 3.1 with the following 
changes. Here 
cov(Jz(x; 71, L(Yi 4 
=i&) k=:<pl) (l-y 
x cov{ Wn(z - Do) K(x - X,), wn(t - D,k,) UY - X,,,)) 
n-1 
-Zn,o(x, y)+2 1 
k=l 
Lemma 2.2 implies that 
(AX; z)/a(t)) s,+, zc2 JRm w2; x = Y, 
lim nbi” + ‘Z,, 0(x, y) = 
n-m 
0; x z Y, 
at points of continuity of f(x; t) a(t). Next write 
S,,(x, y)=2 f +2 nfl r2Jl -t-25,, 
k=l k=c,+ 1 
with c, now chosen to satisfy c, + co and c,bz”‘+ ’ -+ 0 as n -+ co. Using 
(5.3) we find, as in the proof of Theorem 3.1, that J, =~(l/(nbz~+‘)). 
Using (3.1), we obtain as in the proof of Theorem 3.1, that 
nb~“+‘J,<C(x,y,z) f pj-+O asn+cc, 
j=c,-m 
by (5.2) where C(x, y; z) is a constant independent of n. 1 
The asymptotic normality of f,Jx; t.) for continuous-parameter processes 
X which are asymptotically uncorrelated is given by the following theorem. 
THEOREM 5.3. Assume that the hypothesis of Theorem 5.2 holds and 
nbim+’ + 00 as n + 00. In addition, assume that there exists a sequence of 
integers { qn), qn -+ co as n -+ 00, with qn = o((nbi”+ 1)1’2) such that 
(n/b:“+ 1)“2 py, + 0 asn-rm, 
where p,=jr p(t)p,-,(t) dt. Then if (x, 2) is a continuity point off and 
f(x; T) > 0 we have that 
W ;m+1)1’2 {j‘,(x;~)-EC~~,(x;r)l}lo 
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converges in distribution to a standard normal variate as n --* co. Here a2 is 
given by 
a2 = (f(x; r)la(t)) fRm+, K2 fRm W2. (5.5) 
Proof The proof is similar to that of Theorem 4.1 with the following 
modifications. Here Y,,, = W,,(t - Dj) K,(x - Xj)/a(t), and Z,.j = 
bj12m+‘)‘2{ Y,,i- E[Y,,j]), so that 
S =nbj,2m+1)/2{fJx;~)-E[3~(x;~)]}. n 
Also the big-block size r, is now defined by 
r” = [ (nb:‘;: ““2]. 
In bounding the terms A, and B, we use, instead of (4.21), the inequality 
Icov( W,z(z -Do) K,,(x - Xo), W,z(t - DJ Ux - X,))l 
<(l/b;“+’ ,C2(xJ+(i;i+, c)]. 
for some constant C2(x, t) independent of n and j. A final point of 
difference is that Lemma 4.1, which was used in the proof of Theorem 4.1 
to establish (4.12b), now takes the form 
<4(N-1) jam WP,-m+AW, 
since, given H, the random variable Vi is now F$;::;:;+m-measurable. m 
The extension of Theorems 5.2 and 5.3 to strongly mixing processes X 
can be similarly established. We have 
THEOREM 5.4. Let X be a strongly mixing stationary process with mixing 
coefficient GI( t) satisfying, for some 6 > 0, 
1 
bW’2 + 6) 5 s’” [~(t)]S’C2+s)Pk~,(t)dt+0 as n+cO, ” k=c. o 
where c, is a positive integer such that C, -+ 00 and c,,bim + ’ + 0 as n 4 ~0. 
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Assume further that JRm f(x; t) a(t) dt < 00 and that condition (5.3) is 
satisfied. Then 
lim nbzm+ lcov{fn(x; t), fn(y; 2)) = { bf(““)l”“” SRm+’ K2 SRm w2i i ; i 
n-m 9 
whenever (x, 2) and t are points of continuity off and a, respectively. 
THEOREM 5.5. Assume that the hypothesis of Theorem 5.4 holds and 
nbi”+‘+co as n-+co. 
JOm [a(t)1 
In addition, assume that the coefficient ~1, = 
*‘(2fS’pj+ I(t) dt satisfies 
(n/b im+l)‘12 f ai-+ as n+oO, 
i=4. 
where {q,,} is a sequence of integers, q,, -+ 00 as n + co, and q,, = 
O[(nb(2(2m+1)+(2m+3)6)/(2+6) l/2 
n ) 1, 6 > 0. Then if (x, t) is a continuity point of 
f and f (x; 2) > 0 we have, with CT given by (5.5), that 
(nb?‘+1)“2{.f,,(x; t)-ELhn(x;t)l}/a 
converges in distribution to a standard normal variate as n -+ 00. 
APPENDIX 
Proof of Lemma 4.1. We have 
E ifi, Vi -,nl [ 1 
We note by (4.4) and (4.11) that E[ V, 1 H] involves expectation over the 
random variables X( tic, + 4j + , ) wt , . . . . ,(, + +,) + r + I ) and, by the stationarity of 
the process X, it is a function of ti(,+yJ+2 - ti(r+qj+ 1, . . . . ti(r+qj+,+ i - 
ti(r+y)+17 i.e., of TiC,+qJ+2, . . . . Ti,,+qj+r+l. It then follows that E[V, 1 H] 
and E[ Vi+, I H] are functions of distinct sets of the T:s, since 
i(r+q)+r+l<(i+l)(r+q)+2. Thus E[VijH], i=l,...,N, are 
independent random variables and (4.28) follows. 
We now prove (4.29). Given H, the random variable V, is 
F$;::;:;+l-measurable. Thus, by the standard result for stationary strongly 
mixing processes [4, Theorem A.51, we have 
IECV, V2 I HI-ECV, I HI ECV2 I Hll G44t&+,,+I -tcr+yj+r+l). 
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+ ECVI V*IH1ECV31Hl-~ ECVilH1 
i= I 
~4cr(t3(r+y)+1-f2(r+q)+r+l 1 
+ IECV, I ffll Wf2c,+yJ+l - f(,+y)+r+l ) 
3 
G4 1 Gl(zj(r+4)+l-t(j~I)(r+y)+r+l ). 
i=2 
Continuing in this manner we find 
- 
> 
l)(r+q)+r+l+l . 
By the stationarity of the T;s the distribution of each sum over the T;s is 
the same as that of CT= 1 T, and by (4.28) we have 
=4(N- 1) Jm a(t)p,(t) dl, 
0 
which proves (4.29). 
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