ABSTRACT A motion parameter capturing method is proposed to jointly estimate the initial positions and velocities of multiple mobile targets in robotic sensor networks. By using the time of arrival (TOA) measurements between the sensor nodes, the proposed method does not require any motion sensors. Noncooperative unconstrained linear least square (ULLS), constrained linear least square (CLLS), semidefinite programming (SDP), and mixed second-order cone semidefinite programming (SOCSDP) algorithms are designed by only exploiting the TOA measurements between anchor nodes and mobile targets. Then, the SDP and SOCSDP algorithms are extended to the cooperative approach in which the measurements between the mobile targets are also employed into the optimization model, as well as the measurements in the noncooperative approach. The simulations and real experiments show that the cooperative SDP and SOCSDP algorithms provide better performance than the noncooperative ULLS, CLLS, SDP, and SOCSDP. Compared with the linear ULLS and CLLS, the computation complexity of the convex SDP and SOCSDP is higher for a large number of variables and equality constraints. The positioning error of the SOCSDP is approximately identical to the SDP, but the SOCSDP runs faster than the SDP.
I. INTRODUCTION
Recent advances in computing, communication, and related technologies have resulted in significant interest in sensor networks. Sensor network is a collection of sensor nodes that have a limited amount of computational and battery capacity, the ability to communicate with each other, and the ability to sense the environment. Mobile robots equipped with sensor nodes can be used to assist with completing some complex tasks of sensor networks and improving the network performance. Robotic sensor network shows great advantages for its flexible mobility ability [1] , [2] . In the robotic sensor network, the position obtaining of sensor nodes is also a critical problem for its applications, such as, data collection, coverage control [3] , target tracking, and others. Conventional global positioning system (GPS) is not suitable for the position obtaining of sensor nodes due to its huge volume, energy consumption and hardware cost. To reduce the positioning cost, a few anchor nodes with know their positions are used to derive the positions of the remaining sensor nodes. By using the ranging measurement information extracted from the signaling, the unknown positions of sensor nodes are estimated.
Among all kinds of ranging methods, time of arrival (TOA) approach [4] has gained an increasing attention for highdefinition localization accuracy when low complexity devices are available. Based on whether there are mobile sensor nodes or not, sensor networks are divided into stationary or robotic sensor networks. The traditional triangulation positioning method may be feasible for the stationary sensor networks, but it is not applicable for the robotic sensor networks. So a motion parameter capturing method is proposed for robotic sensor networks in this paper. The motion parameters including the initial positions and velocities of multiple mobile targets are jointly estimated when assuming the velocities of the mobile targets to be invariable. The proposed method does not require any motion sensors. By exploiting the TOA measurements between anchor nodes and mobile targets, the unconstrained linear least squares (ULLS), constrained linear least squares (CLLS), the convex semidefinite programming (SDP) and mixed second order cone semidefinite programming (SOCSDP) algorithms are proposed in the noncooperative approach. Then the convex SDP and SOCSDP algorithms are extended to cooperative approach in which the TOA measurements between the mobile targets are additionally employed into the optimization model. The main contributions of this paper are listed as follows, 1) A motion parameter capturing method is proposed by using the TOA measurements between sensor nodes. The motion parameters including the initial positions and velocities of multiple mobile targets are jointly estimated. The proposed method does not require any motion sensors only by using the TOA measurements. 2) To avoid the local convergence of conventional estimator, the linear ULLS and CLLS estimators are designed to jointly estimate the initial positions and velocities for the proposed optimization model. Then convex SDP and SOCSDP algorithms are also put forward in the noncooperative or cooperative approach.
3) The proposed system is implemented on sensor nodes and evaluated by both simulations and real-world experiments. The results show that the convex SDP and SOCSDP algorithms provide more robust performance than the linear estimators in larger noise conditions. However, the convex SDP and SOCSDP algorithms run slower than the linear estimators for the high computational complexity.
This paper mainly presents a motion parameter capturing method for the initial positions and velocities of multiple mobile targets. The rest of this paper is structured as follows. Firstly we describe the related work in Section II. Section III presents the problem specification of motion parameter capturing. Section IV in detail describes the noncooperative ULLS, CLLS, SDP, and SOCSDP algorithms. Section V introduces the cooperative SDP and SOCSDP algorithms. Section VI derives the computational complexity of these proposed algorithms. Section VII analyzes the simulation results and real experiments. The conclusions are represented in Section VIII. This paper contains a number of symbols. Following the convention, we represent the matrices as bold case letters. If we denote the matrix as ( * ), ( * ) −1 and ( * ) T represent the matrix inverse and transpose operator, respectively. * denotes 2 norm. diag{ * } represents a diagonal matrix.
[A] i,j denotes the element at the ith row and jth column of matrix A. For arbitrary symmetric matrices A, A 0 means that A is positive semidefinite.
II. RELATED WORK
Sensor network has attracted much attention for its wide applications, such as battlefields, habitat monitoring, medical treatments, underwater sensing, ecological sensing and others [5] , [6] . To complete more complex tasks, some sensor nodes are equipped to mobile robots in the sensor network.
Due to the mobility ability of robotic sensor network, it has also received significant attention for its wide applications, such as exploring an unknown environment [7] , data collection [8] , [9] , coverage control [3] , leak detection in the dangerous field [10] , and others [11] , [12] .
Robotic sensor network has the limitations of its short communication range, limited coverage, and limited computational power, so by cooperating with other agents as a group it can perform more complex tasks, ranging from search and rescue to environmental monitoring and surveillance. In order to perform sensing, navigate reliably, or coordination using robotic sensor networks, the position obtaining of the mobile robots is important for event detection, auxiliary localization and coverage control [13] - [15] . In sensor networks, it is often that a few anchor nodes with known positions are used to determine the remaining target nodes whose positions are unknown and required to be localized [16] . By using the ranging information extracted from the signaling between the nodes, the positions of target nodes are derived. The ranging approaches locate the target nodes by measuring the Euclidean distances between the nodes with certain range techniques. Many ranging methods use techniques such as, time of arrival (TOA) [17] , time difference of arrival (TDOA) [18] , [19] , angle of arrival (AOA) [20] , received signal strength (RSS) [21] , [22] , and acoustic energy strength [23] , [24] . Due to the influence of reflection, antenna direction and multipath fading, it is difficult to accurately describe the RSS with mathematical models, so the ranging errors is possible to be too large. Since the range of sound propagation is limited, the application of acoustic energy method is relatively small. Among the different ranging methods, the TOA ranging method has gained an increasing attention for its easy hardware implementation and high-definition ranging accuracy.
To accurately estimate the positions of the target nodes, a lot of positioning algorithms are proposed for stationary sensor networks. Maximum likelihood (ML) estimator [25] , [26] is asymptotically optimal, but the performance of the ML estimator highly relies on the initial solution provided for the iterative solver. To overcome the shortcoming of ML estimator, the linear estimator is proposed by converting the optimization problem of the ML estimator into a linear model. The linear estimator represents the position estimates as closed-form solutions which do not require the initialization [27] - [29] . However, the linear estimator is not applicable for the cooperative localization which provides better accuracy performance compared to the noncooperative localization [30] , [31] .
To improve the performance of the linear estimator, convex optimization methods are also proposed by relaxing the cost function of ML estimator into the convex optimization problem and efficiently solved by using existing algorithms such as interior point methods which also do not require any initial solutions [32] , [33] . The convex optimization algorithms can be realized by the cooperative approach in which not only the measurements between anchor nodes and target nodes but also the measurements between target nodes are employed into the optimization model. However, only the measurements between anchor node and target node are exploited in the noncooperative approach. Compared with the noncooperative approach, the cooperative convex optimization methods provide better accuracy performance [34] , [35] . Due to the convex relaxation and the equivalent approximation, the solution of the convex optimization is sub-optimal and cannot achieve the best possible performance in the presence of noise. On the other hand, the computational complexity of convex optimization is high for a large number of variables and equality constraints produced in the relaxation of convex optimization.
The convex optimization can be realized by semidefinite programming (SDP) [36] - [38] , second order cone programming (SOCP) [39] , [40] , or mixed second order cone semidefinite programming (SOCSDP) algorithm for the position estimates in sensor networks. The SDP algorithm provides a tighter relaxation and hence results in a better localization accuracy compared with the SOCP. However, the SDP algorithm runs slower than the SOCP for a number of variables and equality constraints produced in the process of convex relaxation. The lower complexity of SOCP is because for a given problem, the number and size of variables and constraints required for solving SOCP are smaller than those required for solving SDP. The mixed SOCSDP algorithm trades off the positioning accuracy and computational complexity.
In robotic sensor networks, the current positions of the mobile targets are also calculated by using the ranging measurements of the anchor nodes to the mobile targets. Moreover, the future positions of the mobile targets can also be predicted accurately by using some methods such as, dead-reckoning [41] , simultaneous localization and mapping (SLAM) [42] , and filtering methods [43] - [45] . In the dead-reckoning methods, the positions of the mobile targets are calculated by using the wheel rotation measurements when assuming the start positions to be known. However, the dead-reckoning methods require extra motion sensor and would be limited due to the accumulating errors especially when the wheels would skid under the unsteadily working conditions. The accumulating errors would be largen over time, so the dead-reckoning methods are not suitable for the exploring of far mobile distances.
The SLAM method has been extensively proposed to explore the environment map by availing of the mobility ability in robotic sensor networks. In [46] , multitarget SLAM technique is designed to estimate the positions of the sensors in a sensor network. In [47] and [48] , multipath propagation is used to explore the environment map, which would be served by the simultaneously navigating system. However, the main disadvantage of most SLAM methods is the high computational complexity, which makes them less efficient specially in larger multirobot networks.
When all kinds of ranging data are noisy, there are some position prediction methods which include Kalman filter (KF) [49] , [50] , extended Kalman filter (EKF), and particle filter (PF) [51] . KF filter updates the estimates of the mobile targets with continuous prediction and correction to improve the tracking accuracy of the mobile targets, only when the uncertainties are gaussian and the system dynamics are linear. To extend the prediction model to nonlinear model, EKF filter is proposed by linearizing the nonlinear measurements. However, KF and EKF can only be applicable for the processing of gaussian noise. So the PF filter is proposed to predict and update the mobile target positions by constantly resampling when there are non-gaussian noises.
Most of above proposed methods provide the accurate position estimates of the mobile targets based on their motion and sensor data. Moreover, to improve the performance of the position estimates, [52] introduced the linear estimator to estimate the relative node positions by given pair-wise range measurement and relative speed measurement between communicating nodes. In [38] , the mobility-aided SDP algorithm is proposed by considering the velocity measurement to be available. As is known that the velocity measurement or the obtaining of the motion data requires extra hardware devices. Furthermore, the velocity measurements are subject to measurement errors, so the velocity estimate is not enough accurate especially when there are larger measurement errors.
III. PROBLEM SPECIFICATION
In a deployed region of robotic sensor network, there are M anchor nodes with known position coordinates which are denoted by
In the same region, N mobile targets equipped with sensor nodes start from the initial positions Fig. 1 shows that there are N (N = 3) mobile targets in the region surrounded by four anchor nodes (M = 4). At the same time, the TOAs are measured between anchor nodes and mobile targets at sampling period T . So at the kth interval, the TOA measurement t i,j,k between anchor node i and mobile target j can be obtained that
where
K is the total number of samples. It is noted not of all links between anchor node i and mobile target j are measurable due to the limitation of communication range. ε i,j,k is noise which is modeled as uncorrelated zero-mean Gaussian variable with variance δ 2 i,j,k . c is propagation speed of electromagnetic wave. a i − x j,k denotes the distance between anchor node i and mobile target j at the kth interval period. On the other hand, the TOAs between the mobile targets each other are also measured and given by
represents the distance between mobile target i and j at the kth sampling period (i = j). The mobile targets start from the initial positions
, so at the kth sampling period the position equations of mobile target i and j are obtained with
In above proposed model, the goal of motion parameter capturing is to estimate the initial position x j,0 and the velocity v j of mobile target j by using the TOA measurements,
Then the paths of these mobile targets are traced according to the position equations of mobile targets. Let
, the measurement equations can also be rewritten as
Based on whether the TOAs between the mobile targets each other are exploited or not, the parameter capturing is also divided into noncooperative or cooperative approach. Only the TOA measurements between the anchor nodes and the mobile targets are employed into the estimation problem, but the TOAs between the mobile targets each other are not considered in the noncooperative approach. However, in the cooperative approach, the TOAs between the mobile targets are used to improve the estimation performance. For the convenience of description, S = {j|j = M + 1, M + 2, . . . , M + N } represents the set of indices of the mobile targets. Let A j be the set of the indices of the anchor nodes connected to mobile target j and B j be the set of indices of the mobile targets connected to mobile target j. So E j = A j ∪ B j represents the set of the indices of all links connected to mobile target j. In this section, these defined notations are listed in Tab. 1. 
IV. NONCOOPERATIVE APPROACH
When mobile target j starts from the initial positions x j,0 with a constant velocity v j , the TOAs between the anchor nodes and the mobile targets are also measured. All TOA measurements are sent to the central computing unit for parameter estimation. In the noncooperative approach, only the TOAs between anchor node and mobile target are employed into the parameter estimation. Considering a single mobile target j, the ML estimator of the parameter capturing problem is obtained by the following optimization arg min
where j = M + 1, M + 2, . . . , M + N . By using the optimization method of (5), the unknown parameter U j is derived one by one. The solution of ML estimator should be approximately solved by numerical techniques which require an initial solution. When the initial solution is not enough close to the true solution, local convergence may occur and convergence is not guaranteed. To avoid the selecting problems of initial solution, the linear estimator and convex algorithm are introduced to uniquely derive the motion parameters including the initial positions and velocities of the mobile targets.
A. LINEAR ESTIMATOR
To capture the motion parameters of mobile targets, the linear estimator is firstly proposed by converting the optimization problem of (5) into unconstrained linear least squares (ULLS) estimation. Then the constrained linear least squares (CLLS) method is designed by availing of the constrained condition. The ULLS estimator represents the estimation value as an analytical closed-form solution by using all TOA measurements between anchor nodes and mobile targets. To obtain the closed-form solution to the parameter capturing problem, the first expression of (4) is equivalently transformed into
where i ∈ A j . Squaring both sides of (6) and neglecting the second order high term, we can obtain that
By stacking all TOA measurements of mobile target j in an ascending of i and k, the matrix form of (7) is written as 
So the weighting least square (WLS) solution to (9) is obtained by
When the mobile target j is fully connected to all anchor nodes,
The estimation error of η j is denoted by η j , which is given by
So the covariance of estimation error η j , cov( η j ) is obtained with
Extracting from the estimated η j , we can obtain the estimation parameters of the initial position and the velocity of mobile target j, j = M + 1, M + 2, . . . , M + N . Above calculation does not consider the constraint relationship of the elements in the vector η j each other. So it is called as unconstrained linear least square (ULLS) method for motion parameter capturing problem. Since the variable relaxation is performed in the ULLS method, the estimation error is large. To reduce the estimation error of motion parameters, the constrained linear least square (CLLS) is designed by considering the constraint relationship of the elements in η j ,
The true initial position and velocity of mobile target j are denoted byx
respectively. Considering the error between the estimated and the true, we can obtain that
where η j (l) or η j (l) represents the lth element of the vector η j or η j , l = 1, 2, . . . , 6. So the matrix form of the expression (13) is written as
T denotes the unknown vector of mobile target j which is required to be estimated, j = M + 1, M + 2, . . . , M + N . The others in (14) are defined as
So the WLS solution to (14) is
where γ ,j is given by
Since γ j = L j η j , γ ,j is also obtained by
By using the definition of the vector U j , the more accurate motion parameter estimates of mobile target j can be represented by
The initial position and velocity of each mobile target are estimated by (19) which obtains more accurate estimates by availing of the constrained conditions. So it is called as constrained linear least square (CLLS) method of motion parameter capturing problem.
B. SDP ALGORITHM
To avoid the problem of divergence, an another approach is SDP algorithm which can be efficiently solved by using existing algorithms such as interior point methods. Similar to the proposed linear estimator, each mobile target is to be estimated for its motion parameters including the initial position and the velocity. Considering the mobile target j and its connected anchor nodes i ∈ A j , the ML estimator is firstly rewritten by the equivalent transformation. Let d i,j,k = a i − x j,k which denotes the distance between anchor node i and mobile target j, so (1) is rewritten as
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By squaring both sides of (20) and neglecting the second order term, (20) is rewritten as
So the ML estimator is expressed by arg min
To obtain the convex optimization form, a new matrix Z j is defined as
So the optimization problem of (22) can also be rewritten as
where j = M + 1, M + 2, . . . , M + N . By relaxing Z j 0 4 , the nonconvex optimization problem of (25) is relaxed into convex SDP form
The proposed SDP algorithm provides a convex optimization solution. However, the SDP algorithm runs slower due to a larger of variables and equality constraints. The set of all possible solutions obtained from SDP relaxation is a subset of all possible solutions that can be obtained by SOCP. In other words, SDP provides a tighter relaxation than SOCP solution since the SOCP solution set includes the SDP. To reduce the computational complexity, here the robust SOCP algorithm is provided for the SDP optimization model. To obtain the SOCP form, a new variable λ i,j,k is defined and written as
Then the inequality constraint of (25) is transformed as
, the new variable φ j is also defined by
So the SDP optimization problem of (15) can be equivalently written as its epigraph form min
where the SOCP and SDP constraints are mixed by only using the TOA measurements between the anchor nodes and the mobile targets, so the solution to (30) is also called the noncooperative SOCSDP algorithm. Due to the using of the similar optimization function, the solution to noncooperative SOCSDP algorithm is very close to that of the noncooperative SDP algorithm.
V. COOPERATIVE APPROACH
To improve the performance of the motion parameter capturing, the TOA measurements between the mobile targets each other are also employed in the cooperative approach. In the noncooperative approach, the motion parameters may be difficult to be estimated for less measurements. Compared with the noncooperative approach, the cooperative approach provides robust solutions for the parameter capturing since the TOAs between the mobile targets are also employed into the optimization model. In the following, the cooperative approach is designed for the motion parameter capturing by using not only the measurements between the anchor nodes and the mobile targets (i ∈ A j ) but also the measurements between the mobile targets each other (i ∈ B j ). When the motion parameters of multiple mobile targets are defined as
. . . U T M +N ] T , the ML estimator for cooperative approach can be expressed as the following optimization problem arg min
Similarly, the solution of ML estimator is not available and should be approximately solved by numerical techniques which require the initialization. When some approximations are used to linearize the nonlinear measurement equation, the linear estimator obtains an analytical closed-form solution to the unknown parameter estimates. The exploiting of linear estimator is difficult in the cooperative approach, since the TOA measurement equations can not to be linearized. So semidefinite programming algorithm is proposed for the cooperative approach by using the additional TOA measurements between the mobile targets each other.
Considering not only the measurements between the anchor nodes and the mobile targets (i ∈ A j ) but also the measurements between the mobile targets (i ∈ B j ), we obtain the ML estimator for the cooperative approach with arg min
To design the convex form for the cooperative approach, we also should convert the nonconvex optimization model into convex problem. Firstly, we also define an unknown matrix Z, which is given by
Similarly, it is not difficultly found that
Then the optimization problem of (32) is equivalent to
When relaxing Z 0 2N +2 , (36) is converted into convex SDP form
To reduce the computational complexity and obtain the convex SOCP form, we use the same definition of (27) . Then the inequality constraints in (36) is rewritten as
Similar to the noncooperative approach, (37) is also rewritten as its convex SOCSDP form
The cost function of the convex problem is linear. So it ensures that there is only one minimum point. The convex optimization problem requires no initialization from the user. It can be solved with well known algorithms such as interior point methods which are self initialized and avoid the solution to the initialization. Extracting from Z we can obtain the motion parameters of the multiple mobile targets.
VI. COMPLEXITY ANALYSIS
When considering the full measurements between the mobile targets and the anchor nodes, each mobile target has a total of M connected anchor nodes. In the noncooperative ULLS of (10), includes five matrix multiplications and one matrix inversion. Referred by [53] the computational complexity of (10) is upper bounded by O(14K 2 M 2 ) when assuming MK 7. Since a total of N mobile targets is required to be estimated in the network, the computational complexity of noncooperative ULLS estimator is O (14NK 2 M 2 ) . In the noncooperative CLLS depicted as (16), G j ∈ R 6×4 , γ ,j ∈ R 4×4 , h j ∈ R 6 . So the computational complexity of N mobile targets is upper bounded by O(488N ).
To illustrate the proposed convex algorithm, the number of the SOCP and SDP constraints are denoted as N socp and N sdp , respectively. The number of equality constraints is denoted as m in the designed convex optimization model. The corresponding dimension of the ith SOCP and SDP cone are denoted as n socp i and n sdp i , respectively. Tab. 2 lists the number of variables, equality constraints, SOCP constraints, SDP constraints and dimension of SOCP and SDP cone for these proposed algorithms. The computational complexity of these proposed algorithms is calculated as a function of K , the number of samples, M , the number of anchor nodes, N , the number of mobile targets, and L, the total number of connections. For a network with full connectivity, we can obtain that L = N M + (N − 1)/2 .
As can be seen from Tab. 2, the noncooperative SDP algorithm has 4KM + 16 variables, while the proposed noncooperative SOCSDP has only KM + 17 variables. Moreover, the number of equality constraints for noncooperative SOCSDP is KM + 3, which is always smaller than 2KM + 3, the number of the noncooperative SDP. Two different cooperative approaches including SDP and SOCSDP are also proposed to estimate the unknown parameters of the mobile targets. The number of variables for the cooperative SDP is 4KL + (2N + 2) 2 , which is greatly larger than KL + (2N + 2) 2 + 1, the number of the cooperative SOCSDP. Similarly, the number of the cooperative SOCSDP is always smaller than that of the cooperative SDP algorithm.
A convex optimization problem can be solved by iterative optimization techniques, e.g., interior-point methods.
As is known, the worst-case complexity of solving the mixed SOCP and SDP algorithm is 
As can be seen that the computational complexity of the SOCSDP is always less than that of the SDP, whether it is a cooperative approach or not.
VII. EVALUATION
The ULLS, CLLS, SDP and SOCSDP algorithms for the noncooperative or cooperative approach are proposed to estimate the motion parameters of the multiple mobile targets, when the mobile targets start from the initial positions at the constant velocities. To evaluate the performance of these proposed algorithms, two different scenarios were examined in the simulations. In the first scenario, four anchor nodes were placed regularly on the corners of a square 100 m × 100 m. In the square region, five mobile targets started from the initial positions which were randomly determined. Fig. 2(a) shows the geographical coordinates of the deployed anchor nodes, the initial positions and moving velocities of mobile targets. However, four anchor nodes were placed irregularly in the second scenario. The geography of four anchor nodes is plotted in the Fig. 2(b) , where the initial positions and moving velocities of the mobile targets are the same as in Fig. 2(a) . The moving velocities of five mobile targets are denoted in the circle brackets. Full connectivity is initially assumed, meaning that each mobile target can be connected to all anchor nodes and also to all other mobile targets, unless otherwise noted. The propagation speed c is set to 3 × 10 8 m/s. Each standard deviation δ i,j,k of the TOA measurement noise is equal to δ. The proposed convex SDP or SOCSDP algorithm is implemented by the CVX toolbox using SeDuMi as the solver.
A. IMPACTS OF THE NOISES
To demonstrate the performance of the proposed noncooperative ULLS, CLLS, SDP, SOCSDP, the cooperative SDP and SOCSDP algorithms, we perform Monte Carlo (MC) simulations with 500 ensemble runs to evaluate the root mean square error (RMSE) of the estimated parameters. The RMSEs of these proposed algorithms are calculated by averaging over the motion parameters of five mobile targets. The number of samples K and sampling period T are set to 5 and 1 s, respectively, when the noise standard deviation δ is varied from 1 ns to 10 ns.
When the anchor nodes are placed regularly as Fig. 2(a) , the RMSE performance of these proposed algorithms is plotted in Fig. 3(a) where the CRLB of estimated parameters is derived in appendix. It is shown that the RMSE performance of each algorithm degrades as the noise standard deviation increases. When the noise standard deviation is small, these proposed algorithms perform well. The RMSE difference between the CRLB and each proposed algorithm becomes larger with the increasing of noise standard deviation. Compared to the noncooperative ULLS estimator, the RMSE of the CLLS is less due to the exploiting of the constraint conditions. Since the same optimization function is used, the RMSE of the SOCSDP is very close to that of the SDP. Furthermore, the cooperative approaches including the SOCSDP and the SDP perform significantly better than the noncooperative approaches since the TOA measurements between the mobile targets are additionally employed into the optimization model.
The velocities of all mobile targets are estimated along with the initial positions when the noise standard deviation is also varied from 1 ns to 10 ns. Fig. 3(b) shows the RMSE performance of these proposed algorithms when the anchor nodes are deployed in the first scenario. It can also be seen from Fig. 3(b) that the RMSE of each proposed algorithms becomes larger with the increasing of noise standard deviation. When the noise standard deviation is set to 1 ns, the RMSEs of noncooperative ULLS and cooperative SOCSDP are 0.11 m and 0.08 m, respectively. However, when the noise standard deviation is increased to 10 ns, the RMSEs of noncooperative ULLS and cooperative SOCSDP achieve 1.08 m and 0.75 m, respectively. Compared with the RMSE performance of initial positions plotted in Fig. 3(a) , the difference between the RMSE of cooperative approach and its CRLB becomes larger in Fig. 3(b) .
The deployment of the anchor nodes is irregular and shown as Fig. 2(b) . When the noise standard deviation is varied from 1 ns to 10 ns, Fig. 3(c) and Fig. 3(d) plot the RMSEs of estimated initial positions and velocities, respectively. As can be seen that the cooperative SOCSDP and SDP algorithms provide better accuracy performance than the noncooperative approaches. In comparison with the previous scenario, the RMSE difference between the ULLS and the CLLS is much larger. So the ULLS performs worse when the anchor nodes are placed as irregularly. It is also shown that the RMSE of SOCSDP is very close to that of the SDP when the standard deviation is increased from 1 ns to 10 ns.
B. NUMBER OF SAMPLES
More number of samples means the increasing of the measurement information, so the CRLB of estimated unknown parameters should be reduced. The noise standard deviation and the sampling period are set to 1 ns and 1 s, respectively. By using the regular placement of the anchor nodes, the RMSEs of ULLS, CLLS, noncooperative SOCSDP and cooperative SOCSDP are plotted in Fig. 4(a) when the number of samples is increased from 3 to 10. The RMSE of the SDP is very close to that of the SOCSDP for the same network configuration, so the RMSE of the noncooperative or the cooperative SDP is not shown here. As can be seen from Fig. 4(a) that the RMSE of estimated initial position is reduced with the increasing of the number of samples. The cooperative SOCSDP performs best among four algorithms since the measurements between the mobile targets are employed into the optimization model in the cooperative approach. When the number of samples is set to 3, the RMSE of the cooperative SOCSDP is 0.38 m. However, the RMSE of the cooperative SOCSDP is reduced to 0.17 m, when the number of samples is set to 10. Fig. 4(b) also plots the RMSE of estimated velocity with four proposed algorithms, when the number of samples is increased from 3 to 10. As also can be seen that the RMSE of estimated velocity is less at a larger number of samples. The RMSE of estimated velocity is reduced from 0.18 m/s to 0.03 m/s with the cooperative SOCSDP algorithm, when the number of samples is increased from 3 to 10. However, a larger number of samples leads to increasing of the computational complexity of the proposed algorithms. The RMSE of the cooperative SOCSDP is also least among four algorithms. Compared with the estimated initial position, the RMSE of the estimated velocity is farther from its corresponding CRLB with the cooperative SOCSDP algorithm.
C. COMPARISON WITH THE STATIC METHOD
In [35] , a static SOCSDP method is proposed when mobile targets are not assumed. Due to the extra unknown parameter of the velocity, the RMSE performance of our proposed method is worse than the static SOCSDP method proposed in [35] , when the number of samples is less. However, the larger number of samples leads to the increasing of measurement information and would improve the RMSE performance of our proposed algorithms. When the sampling period is set to 1 s and the noise standard deviation is varied from 1 ns to 10 ns, the RMSEs of different methods are plotted by considering different number of samples in Fig. 5 .
As can be seen that the RMSE of estimated initial position is larger with a smaller number of samples. When the number of samples and the noise standard deviation are respectively set to 3 and 10 ns, the RMSE of estimated initial position is 3.88 m with the cooperative SOCSDP. The RMSE of the static SOCSDP method is 2.54 m. However, When the number of samples is increased to 10, the RMSE of estimated initial position is reduced to 2.08 m with the cooperative SOCSDP. So it is shown that our cooperative SOCSDP performs better than the static SOCSDP method at a larger number of samples.
When the anchor nodes are placed irregularly, the RMSE of estimated initial position is also plotted in Fig. 5 (b) with these VOLUME 6, 2018 different methods. It is also shown the proposed algorithms perform worse as the noise standard deviation increases. When the anchor nodes are placed regularly in the first scenario, the RMSE difference between each algorithm and its corresponding CRLB is small. However, in the irregular deployment of the anchor nodes, the RMSE difference between each algorithm and its CRLB is increased. When the number of samples and the noise standard deviation are respectively set to 7 and 10 ns, the RMSE of the cooperative SOCSDP and its CRLB are 2.12 m and 2.04 m in the first scenario. In the second scenario, the RMSE of the cooperative SOCSDP and its CRLB are 2.78 m and 2.16 m, when the number of samples and the noise standard deviation are also set to 7 and 10 ns, respectively. The RMSE difference between the cooperative SOCSDP algorithm and its CRLB is increased from 0.08 m to 0.62 m, when the anchor nodes are placed as the second scenario.
D. SAMPLING PERIOD
Smaller sampling period can shorten the moving distance of the mobile targets when keeping the moving velocities invariable. So it ensure that the mobile targets are in the communication range of the anchor nodes. Then the motion parameters would be possible to be instantaneously captured. In this subsection, we examine the impacts of sampling period on the RMSE performance of estimated motion parameters. The number of samples and the noise standard deviation are set to 5 and 1 ns, respectively. When the sampling period is increased from 0.1 s to 1 s, the RMSE is plotted in Fig. 6 for the irregular deployment of the anchor nodes.
Firstly, the RMSE of estimated initial positions is evaluated and plotted in Fig. 6(a) . As can be seen that the RMSE of the estimated initial position is essentially unchanged as the sampling period increases. When the sampling period is increased from 0.1 s to 1 s, the RMSE of the cooperative SOCSDP is fluctuated from 0.32 m to 0.35 m. The fluctuated range of each algorithm is very small with the increasing of sampling period.
Similarly, the RMSE of estimated velocity is plotted in Fig. 6(a) , when the sampling period is increased from 0.1 s to 1 s. The shown result in Fig. 6(b) is different from Fig. 6(a) . The RMSE of estimated velocity is reduced as the sampling period increases with each algorithm. When the sampling period is varied from 0.1 s to 1 s, the RMSE of the cooperative SOCSDP is reduced from 0.93 m/s to 0.09 m/s. Each algorithm performs better at a larger sampling period, but it prolongs the moving distances of the mobile targets and would lead that the mobile targets is out of the communication range of the anchor nodes.
E. REAL EXPERIMENT
To compare the performance of these different algorithms, we also conduct a real experiment by using ultra wide band (UWB) module of DWM1000. The UWB module DWM1000 directly provides the ranging between sensor nodes by using the TOA measurement. So we should modify our model by setting the propagation speed c to 1. The initial positions of the mobile targets and anchor nodes are manually set and measured. Motion sensor module are equipped to the sensor nodes for obtaining the ground truth of the velocities. In the real experiment, four anchor nodes are placed on the corners of a square 12 m × 12 m. Three mobile targets started from the initial positions (3, 3), (6, 7.5) , and (1.5, 8) with the velocities of (0.1, −0.2), (−0.3, 0.1), and (0.1, −0.3) in an indoor environment shown as Fig. 7(a) . When considering the velocities of three mobile targets to be unknown, we perform 500 samples and estimate the motion parameters of three mobile targets. The cumulative distribution function (CDF) of positioning error is plotted in Fig. 7(b) with the noncooperative ULLS, CLLS, SOCSDP, and cooperative SOCSDP, when the sampling period and number of samples are set to 1 s and 5, respectively. As can be seen that 10% of the positioning error is larger than 0.081 m by using the noncooperative ULLS. However, only about 6% of the positioning error is larger than 0.081 m with the noncooperative CLLS. Compared with the noncooperative ULLS, the positioning error of noncooperative CLLS is less due to the exploiting of the constrained condition. It is also interesting to see that the cooperative SOCSDP provides the best accuracy performance among the four algorithms. The average positioning errors are 0.048 m, 0.054 m, 0.054 m, and 0.057 m with the cooperative SOCSDP, the noncooperative SOCSDP, the CLLS and the ULLS, respectively.
We also investigate the performance of the cooperative SOCSDP with different number of samples in the real experiment since the accuracy performance of the cooperative SOCSDP is best among four different algorithms. When the sampling period is set to 1 s, the position error CDF of the cooperative SOCSDP is plotted in Fig. 7(c) with different number of samples. When the number of samples is set to 5, 7, and 9, 10% of the position error is larger than 0.079 m, 0.057 m, and 0.048 m, respectively. So the position error is reduced as the number of samples increases.
The velocities of the mobile targets are also estimated along with the initial positions. The performance of the velocity error is also investigated, when the number of samples is invariably set to 5. The velocity error CDF is plotted in Fig. 7(d) with the cooperative SOCSDP, when the sampling period is set to 1 s, 2 s, and 3 s, respectively. As can be seen that 10% of the velocity error is more than 0.022 m/s when the sampling period is set to 1 s. However, the largest velocity error is only 0.012 m/s when the sample period is increased to 3 s. The estimated velocity error is also greatly reduced as the sampling period increases.
VIII. CONCLUSIONS
By using time of arrival (TOA) measurements between mobile targets and anchor nodes, the noncooperative approaches including the unconstrained linear least square (ULLS), constrained linear least square (CLLS), semidefinite programming (SDP) and mixed second order cone semidefinite programming (SOCSDP) are proposed to estimate the initial positions and the velocities of the mobile targets. Then the noncooperative convex approaches are extended to the cooperative SDP and SOCSDP by employing the TOA measurements between the mobile targets each other. The linear estimators including the ULLS and CLLS provide a closed-form fast solution to the unknown parameters of the mobile targets. Compared with the ULLS, the CLLS provides better accuracy performance due to the exploiting of the constraint condition. The RMSE of the cooperative approach is less than that of the noncooperative approach, since the TOA measurements between the mobile targets each other are additionally exploited as well as the TOA measurements between the mobile targets and the anchor nodes. The convex SOCSDP algorithm provides the approximately identical accuracy performance with the SDP, but the computational complexity of the SOCSDP is less than that of the SDP.
APPENDIX CRLB FOR MOTION PARAMETER CAPTURING
When there are gaussian measurement noises in the proposed model, CRLB defines the a lower bound on the variance which provides a benchmark for evaluating the accuracy performance of estimation algorithm. The CRLB of unknown parameters is the diagonal elements of the inverse of the Fisher information matrix (FIM). When the TOA measurements are designed to estimate the motion parameters of multiple mobile targets, we derive the CRLB for cooperative approaches which include noncooperative case as a special case (N = 1).
In the proposed model, both the initial positions and the velocities of the mobile targets are required to be estimated and considered as unknown parameters. A new vector is defined and denoted as ϕ = [
The probability density function of all TOA measurements is given by
where d i,j,k is obtained with
So the FIM of the parameter capturing problem is obtained with
So (44) can also be rewritten as 
So the CRLB of unknown motion parameters is obtained with
where l = 1, 2, . . . , 4N . 
