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If only our world was two-dimensional. Or if we had been given just one extra spatial di-
mension, beyond our three-dimensional world. Polymer physics would be a very different
field. We would have analytic expressions for the relevant critical exponents. Instead,
the three-dimensional case is often the hardest one theoretically, but then again also the
most interesting.
Polymer physics was in its full bloom during the late 60’s and 70’s, when de Gennes [1]
and Edwards [2] spearheaded its development. In the last decade a new surge of interest
has revitalized polymer physics. This renewed interest can be attributed for a large part
to advancements in experimental techniques for studies on biopolymers such as proteins
and DNA.
Biopolymers are, more often than not, very complex and exhibit a variety of structures at
different length scales. We can ask ourselves how comparatively simple polymer models
can say anything about a system such as the human chromosome, which is so complex
that we are hardly scratching the surface of our understanding of its mechanisms. Then
perhaps a counter-question is appropriate. How can we ever hope to fundamentally un-
derstand a complex system such as the human chromosome, if we do not even understand
the simple models representing it?
Perhaps both viewpoints are valid, in that we can neither understand complex biopolymer
systems using only simple polymer physics, nor can we understand them without. Thus,
as a theorist we are given a choice: how complex are the models that we decide to
study? In this thesis, we study relatively simple models. The advantage is that the
1
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results presented are more general (fundamental if you will). The downside is that direct
applications to biological systems are hardly ever possible.
An interesting case to explore this idea of experimentally versus fundamentally driven
approach is the story of the fractal globule. It started as a crumpled globule in a paper
by Grosberg et al. [3] in the late 80’s, where they suggested that DNA is folded in a fractal
way, such that pieces of DNA close together along the chain are close together spatially
as well. It was suggested that this organization of the DNA allows better accessibility
for transcription due to a lack of entanglements. At this point in time experiments were
technically not advanced enough to probe either of these statements. Thus, in the early
stages studies were driven from a more fundamental theoretical point of view.
About a decade later, things started to improve on the experimental side with a new
method called Fluorescence In Situ Hybridization (FISH) [4]. This was one of the first
methods that could probe large scale chromatin organization in vivo. As exciting as this
prospect was, it was unfortunately marred by large sample to sample variation, which
made it impossible to draw any firm conclusions on the subject of the existence or non-
existence of the fractal globule.
Then an experimental breakthrough came with the advent of a new technique called
Chromatin Conformation Capture (CCC) [5]. It rapidly evolved in various iterations such
as 4C [6] and Hi-C [7]. Interestingly, whereas the FISH experiments directly probed the
spatial distances of segments of the chromatin, these new CCC experiments would instead
probe whether two segments anywhere on the chromatin had a high or low likelihood of
being spatially near. They called this the contact probability. Now, in an interesting
twist, the theory of the fractal/crumpled globule in itself does not predict the behavior
of the contact probability without further assumptions, see Appendix A for a derivation.
This is where the tide seemed to turn in favor of a more experimentally driven approach.
Experiments showed an interesting feature at the very large chomatin length scales: for
slightly more than a decade in genomic distance, the contact probability decays as a“−1
power law”. This spurred a new surge of interest in polymer models, that would show this
power law. Many options were suggested by different studies, including the interdigitating
fractal globule, crosslinked globules and ring polymers. This became a hotly debated
subject, and I truly mean hotly debated. During talks regarding these models, the same
question came up with a definite regularity: “Does your model observe the −1 power
law?”. The answer was almost invariably positive.
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Among these models that were suggested, one model stood out from the crowd. It is
a model that was studied before the CCC experiments were performed, and was, at
least originally, a subject of study that was driven by fundamental curiosity. The non-
concatenated ring polymer model was first studied in depth by Cates and Deutsch in
1986 [46]. In this model, ring polymers are configured topologically, such that they are
separable without breaking the chain. The rings themselves are topologically equivalent
to a trivial loop (without knots). Cates and Deutsch conjectured that the extension of
these rings would asymptotically grow slower with length than linear polymers. The
difference being due to the topological constraints from neighboring ring polymers, which
could only be resolved by breaking the chain.
Recent work suggests that in fact rings are as compact as the fractal globule, and have
the same fractal dimension. This is a curious find indeed, when you consider that the
difference with a linear polymer is only a single bond. It shows the impact that topolog-
ical constraints can have on the equilibrium properties of polymers. What happened in
those 25 odd years, that enabled us to revisit a problem and push the boundaries of our
understanding?
For a large part it was the increase in compute power that enabled us to do longer
simulations on larger systems. Due to major manufacturing improvements, year-over-
year, the available compute power has increased exponentially over the years. If a problem
was not solvable, one could wait several years to obtain the computational improvements
needed. Unfortunately, this rapid increase in compute power is slowing down, especially
if we consider the performance of a single core. We are simply reaching the limit of how
fast a transistor can switch with the current state-of-the-art manufacturing technology.
Regardless of improving manufacturing capabilities, there are several other ways (as physi-
cists) to slash computational barriers. Two of those are:
• Improved algorithms
• More effective use of available resources [parallelism]
Significant improvements of algorithms in statistical physics are often hard to come by.
Often we are limited to small improvements of implementation such as reducing the
memory footprint and better cache usage. These kinds of improvements are useful, but
limited. There are other types of problems that are more suitable for algorithmic im-
provements. One type of these are exact enumeration problems. In these problems, we
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count the exact number of configurations and depending on the problem, we are able
to obtain other observables exactly as well. Algorithms for solving these questions can
be vastly superior in efficiency to a brute-force approach. The running time complex-
ity of practically any exact enumeration algorithm is exponential in the system size, i.e.
O(exp(αN)), but clever algorithms can reduce the exponent α, thus creating exponential
speed-ups in system size. One such algorithm (exact enumeration of Hamiltonian walks)
is presented in this thesis.
The other improvement, parallelism, is already an important component in many compute
intensive calculations. This is only set to increase in the coming years. It is often much
cheaper to manufacture three processing units than one processing unit that is three times
as fast. This is also the reason that we have jumped from having only a single core per
CPU towards 12 or even more cores. A trend that tends even more in the direction of
parallelism is the usage of the GPU (Graphics Processing Unit). This compute device was
originally intended to just show (video game) graphics on the screen, but since graphics is
very compute intensive, with many of the same instructions on different objects (pixels), it
is also very good at number crunching in general. At a very basic level, the GPU consists
of thousands of small processing units that are slow on their own, but very fast when
their compute power is combined. Thus, harnessing this compute power for statistical
physics is a goal very much worth pursuing.
The organization of this thesis is as follows: Chapter 2 discusses the fractal globule, and
investigates its dynamical properties. It is the chapter most closely linked to experimental
results. The following chapter is of a more technical nature and introduces a very fast im-
plementation of a Monte Carlo polymer simulation model on the GPU. It also introduces
an implementation on the CPU that is able to use multiple cores. Chapter 4 makes use
of this implementation to simulate a melt of rings. This system is analyzed using Rouse
modes, which prove to be a very useful tool in analyzing both the dynamic as well as
static properties. An exact enumeration algorithm for Hamiltonian walks is presented in
Chapter 5, and we find the number of them to be significantly higher than previous stud-
ies predicted. Additionally, a well known algorithm for other polymer systems (PERM)




Progress in experimental methods to study the conformation of DNA in situ has recently
revived the interest in various only partially understood polymer physics problems. The
fractal globule plays a prominent role here. It has been suggested [3] that this non-
equilibrium polymer configuration is brought about by the sudden collapse of a long
polymer in a good (or θ) solvent when one switches the system suddenly to poor solvent
conditions. As the polymer crumbles at successively larger and larger length scales, a
self-similar fractal of fractal dimension 3 ensues where the chain is segregated on every
length scale. The non-mixing of the subchains was based on an argument [3] where
the subchains were compared to polymer rings who are known not to mix [8, 9]. Only
through a much slower process involving the chain ends the polymer reaches eventually
its equilibrium state, the molten globule.
A hallmark of the fractal globule is that it is non-entangled. Switching back to good
solvent conditions, a fractal globule grows quickly back into a swollen coil. This is radically
different for a molten globule that is highly entangled and thus gets arrested during
swelling. Grosberg et al. [3] suggested that the fractal globule conformation might share
common features with the conformations of biological macromolecules such as DNA and
proteins. Especially for eukaryotic DNA that can have lengths of centimeters, fractal
conformations could be crucial as the genome might be otherwise inaccessible due to the
entanglements [10].
0R D Schram, G T Barkema and H Schiessel, On the stability of fractal globules, J. Chem. Phys.,
138 224901 (2013).
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For a long time it has been difficult to test this idea experimentally. One way to detect the
conformation is to measure the spatial distance r (g) between two monomers as a function
of the chemical distance g = |i− j| (the genomic distance for DNA). Such measurements
have indeed been performed for eukaryotic chromosomes since a long time through the
use of fluorescence in situ hybridization (or FISH for short) [4, 11, 12]. However, it is
very hard if not impossible to extract an exponent from the data, especially due to large
cell-to-cell variations [13].
A new molecular biology technique called chromosome conformation capture promises
to shed light on the problem. This method allows for measuring, genome wide, the
contact probability pc between DNA segments as a function of their genomic distance
g. The contact probability is defined as the probability that two monomers, separated
by genomic distance g, are located at a Euclidean distance of R0 or less. Chromosome
conformation capture of human lymphoblasts produced approximately pc ∼ g−1 in the
range from 500 kbp to 7 Mbp (bp: basepair) [7]. The −1 slope does not occur for standard
polymer models, which raises the question whether it could be found for fractal globule
configurations. The authors of Ref. [7] claim that this is indeed the case. They distinguish
two types of fractal globules, smooth and interdigitating ones. Smooth fractal globules
lead to the slope −4/3 in the contact probability whereas interdigitating fractals have
the ”proper” slope of −1.
An important note to make here is that the relation between the exponent characterizing
the decay and the polymer conformation (here −1 and the interdigitating fractal glob-
ule) is not a one-to-one relation. Thus, any proposed structure must preferably make
predictions of other experimentally measurable quantities, before one can conclude for
certain whether this conformation matches the DNA in the cell nucleus. Nevertheless,
Liebermann-Aiden et al. [7] showed through Monte Carlo simulations that their proce-
dure of rapidly collapsing a polymer from its swollen state leads to a conformation that
has a −1 slope and which is claimed to resemble the interdigitating fractal globule.
Through Monte Carlo simulations we show that the collapse of a swollen polymer coil
through a change in solvency does not reproduce the −1 slope. Even though polymer
collapse occurs in a hierarchical fashion, as predicted in Ref. [3] and observed e.g. in
Ref. [14, 15], the subchains mix so quickly that the polymer directly after the collapse is
at first sight nearly indistinguishable from an equilibrium globule. In particular we find
for g < N2/3 the relations r (g) ∼ g1/2 and pc ∼ g−3/2, each supposedly a hallmark of
the molten globule. Such a polymer is, however, not yet in equilibrium as it is nearly as
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little entangled as it was in its original swollen coil conformation. Only via a much slower
mechanism the equilibrium is finally reached.
Inspired by this result, we started to question the stability of the fractal globule itself. To
this effect we prepared fractal conformations by hand and studied their consecutive re-
laxation to the equilibrium structures. The considered fractals have the above mentioned
properties that subchains are spatially separated and that the whole chain is “unentan-
gled”. We found that such structures are not stable but that the chain mixes quickly on
all length scales in less than N2 time steps, producing an unentangled pseudo-equilibrium
globule before the global equilibrium is reached via a much slower process.
Thus, to maintain the notion of a fractal globule as the structure of DNA in the cell
nucleus, one has to show at least one of the following statements to be true: either even
the longest polymers that we can simulate (8000) are too short to capture the asymptotic
behavior, or the time scale of the cell cycle is extremely short from a polymeric point of
view, or other “ingredients” are present to maintain the structure of the globule. One
such “ingredient” could be the addition of cross-links, see e.g. Ref. [16]. In this chapter we
approach the problem instead from a polymeric point of view, since we are of the opinion
that with our current knowledge of chromatin structure the latter two approaches are at
least highly debatable.
The remainder of the chapter is divided into three sections. First in Section 2.2 the Monte
Carlo method and the fractal starting conformations are described in detail. In Section
2.3 we give a theoretical background on the problem of fractal globules and present the
results of the Monte Carlo simulations. In the last section we attempt to piece the whole
story together.
2.2 Monte Carlo method
2.2.1 Basis implementation
Our Monte Carlo simulation method uses a lattice polymer model that is based on Rubin-
steins repton model [17]. For other applications see e.g. Refs. [18, 19]. The monomers of
the polymer lie on an underlying lattice. The choice of lattice in three dimensional space
is usually limited to the simple cubic (SC), body-centered cubic (BCC) and face-centered
cubic (FCC) lattices, because of the translation symmetry of points on the lattice, with






















Figure 2.1: Schematic depiction of the Monte Carlo moves. The arrows denote the
bond vectors, where an arrow that ends and starts at the same monomer is an element
of stored length. Figures (a) and (b) are instances of corner moves. (c) shows the end
moves. Part (d) is an example of a transversal move.
each point of the lattice being equivalent. We use the FCC lattice as the underlying
lattice of the simulations. One advantage of this lattice is that moving from one point
of the lattice to another can be made in an arbitrary number of steps, which improves
the possibilities to find valid Monte Carlo moves. On the SC and BCC lattice this is
not the case, because the number of steps to go from one point to another is always
either even or odd. The polymer consists of N monomers where consecutive monomers
are either on adjacent points on the lattice or on the same lattice site. We call the bond
between two consecutive monomers on the same site a unit of “stored length”. We allow
stored length, because it speeds up the simulation, even though the effective length of
the polymer is slightly smaller (by a constant fraction). Only consecutive monomers are
allowed to occupy the same site. Thus there is still excluded volume interaction between
the monomers.
The dynamic properties of the Monte Carlo method is governed by its “moves”. At
each Monte Carlo step a monomer is selected at random and one Monte Carlo move is
attempted on the monomer. Independent of the success of this move, the time in the
Monte Carlo simulation is increased by 1/N . Thus after N Monte Carlo moves the time
has increased by one unit of time. The Monte Carlo moves involve manipulations of the
vectors between two consecutive monomers, the bond vectors, that can either have the
length 0 (in case of stored length) or 1 (for monomers at neighboring lattice sites). The
basic moves of our Monte Carlo algorithm are depicted in figure 2.1 and are defined as
follows:
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• Corner move: Select an inner monomer i and interchange the two bond vectors u
and v, where u = ri+1 − ri and v = ri − ri−1. For example, the tuple (u,v) would
transition to (v,u) after the move. If one of the bond vectors u and v has zero
length, the corner move effectively diffuses stored length along the polymer chain.
• Forward end move: Select one end. If the end has stored length, then extend the
monomer to a random site around the position of the end monomer.
• Backward end move: reverse of the forward end move.
• Forward transversal move: If the bond vectors adjacent to the selected monomer
are either of the form (0,w) or (w, 0), move it to a tuple (u,v), with w = u+ v.
• Backward transversal move: reverse of forward transversal move.
Moves that violate the self-avoidance constraint are always rejected. Only moves are
allowed that move a monomer over exactly one unit distance. The chemical potential
between stored length and non-stored length can be adjusted through the acceptance rate
of the moves. In our simulations we chose a 1:2 acceptance ratio between stored length
and non-stored length. This implies a 1:1 ratio for the backward/forward transversal
moves, because a tuple (0,w) on the FCC lattice has 4 different tuples (u,v) that move
the monomer over distance 1. The reverse move has two possibilities: (0,w) and (w, 0).
The forward end move has 12 possibilities (although one of them will always be rejected).
The backward move has only one possibility, and thus the acceptance ratio is 1:6 between
the forward and backward move. This ensures detailed balance. It is easy to see that
the ergodicity condition is also satisfied, because it is possible to completely retract the
polymer to a single point, and from there with corner moves and forward end moves all
possible configurations can be created.
2.2.2 Self attraction
Self attraction of the polymer is accomplished by favoring moves that decrease the surface








Here si is one if a bond vector is stored length, and zero otherwise. pij is one if monomer
i and j are next to each other, otherwise zero. If through stored length more than
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one monomer occupies a site, only one monomer is counted in the sum for pij. This
is done to keep stored length from accumulating next to each other. The acceptance
ratios of all moves are adjusted to maintain detailed balance. In the following we choose
µ = 0.25 and ǫ = 0.25. The si term is introduced, because otherwise the stored length
ratio would change significantly from the case without self-attraction, and also would
strongly depend on the actual shape of the globule. There are only a limited number of
transitions in energy, because sums in the Hamiltonian are integers. Therefore, we store
all the possible acceptance rates in a small table for efficiency. In our simulations the
amount of stored length varies between 11% and 13%.
2.2.3 Chain crossing
In some of our simulations we allow chain crossing. The chain crossing move is a special
variant of the corner move. If we allow chain crossing, then if the corner flip is rejected
by a self-avoidance constraint, we also try to move the monomer that blocks the original
move by the means of a corner move. We accept the combination corner move, if the
monomers are interchanged by the moves. The Hamiltonian of the self attraction does
not change with such a move, and therefore the chain crossing move does not need to
take it into account. This extra move adds a small factor to the simulation time, but on
the other hand, the overall dynamics of the polymer are sped up substantially.
2.2.4 Random FCC fractal
For the simulation of the equilibration of a smooth fractal globule, we introduced a space
filling randomized fractal creation method specifically designed for the FCC lattice, see
Fig. 2.2 for an example. Another option would have been using a standard method for
creating Hilbert or Peano curves, but we found that our method creates smoother contact
probability curves than non-random versions of the aforementioned curves.
The shape of the FCC fractal is a L × L × L parallelepiped which is described by the
non orthogonal basis: t = (1, 1, 0)/
√
2, u = (1,−1, 0)/
√
2, v = (−1, 0, 1)/
√
2. Note that
{t,u,v} is almost an orthogonal basis, and thus the shape of the parallelepiped is close
to cubic. In the first iteration, this cube has size 2 × 2 × 2, and one of the possible
self-avoiding walks is chosen that is visiting all points in this cube with length 7 (and
thus 8 monomers). In further iterations each monomer is chosen as a seed for another
2 × 2 × 2 cube. Care has to be taken to ensure that links on the new 2 × 2 × 2 cubes
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Figure 2.2: A sample random FCC fractal of length N = 4000.
interconnect. Depending on their relative position, two cubes can have a different number
of possible interconnects. If two cubes are separated by a plane, the number of points
facing each other on each side is equal to 4. The two other possibilities are separated
by a line (diagonal in one direction, 2 points), and separated by a point (diagonal in
two directions, 1 point). By first setting the interconnects that are the most urgent
(least number of possible interconnects), conflicts are avoided to the maximum extent.
No problematic conflict was ever detected using our prioritizing, even with the fractal of
N > 108, suggesting that this will theoretically never happen. A proof, however, is beyond
the scope of this chapter. If more than one interconnect is possible, the interconnect is
chosen randomly.
When the interconnects are determined, one of the still possible self-avoiding walks inside
the 2×2×2 cube is randomly selected for each cube. The advantage of the FCC lattice here
is that for every possible combination of in and outgoing interconnects, there is always at
least one possible space filling self-avoiding walk in the 2× 2× 2 cube connecting them.
2.3 Results
In this section we present results from our Monte Carlo simulation. We start by setting
up the necessary theoretical background to interpret the results in Subsection 2.3.1. In
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Subsection 2.3.2 we study polymer collapse focusing on the state immediately after the
collapse. To learn more about this state we study next the dynamics of fractal globule
with chain crossing, Subsection 2.3.3, and without chain crossing, Subsection 2.3.4.
2.3.1 Theoretical preliminaries
Though the contact probabilities for both the interdigitating and smooth fractal globule
have already been derived in Ref. [7], we present here a shorter, more intuitive derivation.
For an equilibrium molten globule of polymerization degree N one expects r (g) ∼ g1/2
(as long as this distance is smaller than the overall globule size, i.e., as long as g < N2/3)
as the result of the screening of the excluded volume [13, 20]. On the other hand, a fractal
globule of fractal dimension 3 would simply give r (g) ∼ g1/3 for any value of g.
For a molten globule the polymer is mixed on all length scales. Two monomers at a
distance g apart are connected by a subchain that takes up a volume proportional to
g3/2. The contact probability pc = pc (g) is then simply inversely proportional to that
volume, pc ∼ g−3/2. If one would recycle this argument for the fractal globule (which is
not allowed as the chain is not mixed), one would predict pc ∼ g−1.
There are deterministic counterparts to fractal globules, space-filling curves like the three-
dimensional Peano and Hilbert curves. The problem with the simple argument above is
that it does not account for the fact that the chain is demixed on all length scales. This
means, for instance, that if we look at a chain section of length g, its two g/2 monomers
long subchains (each taking up a volume v ∼ g) will not mix. From this follows that two
monomers a genomic distance g apart can only be in contact if both monomers reside
on the interface between the two subchains (each with probability v2/3/v ∼ g−1/3) and
that they meet then on this interface (additional factor 1/v2/3 ∼ g−2/3). In total the
contact probability of the fractal globule should obey pc ∼ g−1/3 × g−1/3 × g−2/3 = g−4/3,
in agreement with the finding for the above mentioned deterministic curves.
Now, let us widen our definition of the fractal globule by releasing the constraint that it
has to be “smooth”. Instead, the interface between the two g/2 monomer long subchains
is a fractal surface with fractal dimension 2 ≤ dS ≤ 3. Now the probability for a monomer
to be at the fractal surface of its subchain is vdS/3/v ∼ gdS/3−1 and the probability that two
given interface monomers are in contact is proportional to v−dS/3 ∼ g−dS/3. Altogether
this leads to a contact probability that scales like pc ∼ gdS/3−1×gdS/3−1×g−dS/3 = gdS/3−2,
see also Ref. [8]. For a smooth interface, dS = 2, we recover the relation pc ∼ g−4/3. In
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general the exponent can vary between that value and the value −1 for dS = 3. It is
that latter case that the authors of Ref. [7] refer to as interdigitated fractal. In that case
the interface has the dimension of a volume and different subchains overlap. To ensure
self-similarity the thickness of the overlapping zone has to scale with the volume of the
subchain as v−1/3.
A more refined argument is given in Appendix A.
2.3.2 Collapse of a polymer in a poor solvent
It was proposed in Ref. [3] that a polymer directly after a collapse – as induced by a change
in the solvent quality from good to poor – is temporarily trapped in the fractal globule
state. According to the simulation presented in Ref. [7] that state is of the interdigitating
type. The main argument for the existence of such a metastable state is based on the idea
that the equilibration of a fractal globule is achieved by reptation which is a slow process
– at least of the order N3. The collapse of a polymer happens on an asymptotically
much shorter time scale, namely O(N1+2ν) with 1+ 2ν ≈ 2.2 for a swollen chain through
Rouse dynamics [21]. The latter neglects hydrodynamic interactions that would make
this process even faster.
We present here simulations of the collapse of a polymer induced by a sudden change in
solvent quality from good to poor. The polymer has a length N = 4000. The starting
configuration is that of a swollen coil which results from the excluded volume that is
build into the model as outlined in the methods section. When switching on the self
attraction the polymer crumples in a hierarchical fashion as originally proposed in Ref. [3]
and already observed in computer simulations [14, 15]. Despite this we find that the
state momentarily after the collapse of the polymer does not resemble that of a fractal
globule. In our simulations, we take for the cutoff radius of the contact probability R0 one
lattice distance. As seen in Figs. 2.3 and 2.4, the r2(g) and pc(g) plots of the collapsed
polymer resemble closely the ones expected for an equilibrium globule, namely r2 ∼ g
and pc ∼ g−3/2. This is in clear contrast to the relations r2 ∼ g2/3 and pc ∼ g−1 that have
been reported in Ref. [7] for a collapsed chain of similar length. Since the collapse in our
simulations takes approximately N1+2ν units of time, we do not expect that this polymer
configuration corresponds to an equilibrium globule since the polymer would need a time
O(N3) to entangle itself completely.













Figure 2.3: Polymer of length N = 4000 in a poor solvent, directly after the collapse
from a swollen coil. Chain crossing is not allowed in this simulation. Depicted is the
mean squared monomer-monomer distance versus the distance g along the chain. The
time starts with the black curve just after the polymer reaches the globular state. This
curve is hidden under the sequence of curves up to the yellow curve N2 time steps later.
All these curves can clearly be distinguished from the molten globule equilibrium curve
(green).
Remarkably the plots of r(g) and pc(g) shown in Figs. 2.3 and 2.4 do not change noticeably
over a span of N2 time steps as curves for different times lie on top of each other. The
system has, however, not reached equilibrium. To demonstrate this we plot in these
figures also the equilibrium curves that have been obtained through a simulation where
we allowed for chain crossing. The curves are similar to, yet clearly distinguishable from,
the curves obtained immediately after the collapse (and up to N2 time steps later).
It is clear that the collapsed polymer, as created in our simulations, does not resemble the
fractal globule. However, despite showing r2 ∼ g and pc ∼ g−3/2 it is not in equilibrium
either. Since collapsing polymers crumple in a hierarchical fashion but the product ap-
pears to be well mixed, this suggests that a fractal globule which has a spatially separated
structure on all length scales is not stable on the time scale of the collapse. We therefore
expect that it dissolves, presumably through the mixing of its substructures on all length
scales within O(N1+2ν) or less time units. To check this idea we study in the following
the dynamics of fractal globules. We prepare the fractal starting configuration by hand
and then relax the configuration in a poor solvent, thereby maintaining the globular state
of the system. We especially ask how long it takes for the fractal state to disappear
and whether this process is faster than the polymer collapse presented in the current












Figure 2.4: The contact probability pc(g) is plotted against the distance along the
chain. Everything else is the same as in the previous figure.
subsection.
2.3.3 Fractal globule dynamics with chain crossing
Our starting configuration here and in the following sections is the randomized fractal
globule that lives on an FCC lattice, see section 2.2.4. The FCC fractal grows by a factor
of 8 each generation, or equivalently, a factor of two in each spatial direction.
As discussed in the introduction, the contact probability is expected to exhibit power law
behavior, namely pc ∼ g−4/3. Instead of plotting pc(g) directly in a double logarithmic
plot, we smoothed the data points over intervals [g, qg], where q is the smoothing constant.
Choosing q = 81/11 ≈ 1.21 we find “bumps” in the pc plot that are periodic with an interval
log g = 8, see Fig. 2.5. If we choose q to be the growth factor of the fractal, q = 8 in our
case, these bumps disappear resulting in a smooth curve. As predicted, we find a slope
of −4/3.
We now let the smooth fractal globule equilibrate with chain crossing allowed but with
the self-avoidance constraint still present. In our simulations we accept all proposed chain
crossing moves. The effect of chain crossing of the polymer is analogous to the presence
of topoisomerase II (topo II) in the nucleus of a cell. Topo II is an enzyme that cuts
both strands of a DNA double helix, passes another unbroken double helix through it,
and finally reanneals the cut strands. Allowing chain crossing makes the problem easier












Figure 2.5: Contact probability of our fractal globule with smoothing constant q =
81/11 at each step. See text for details.
analytically, because the polymer will essentially behave as a Rouse chain on length scales
smaller than the radius of the globule. Moreover, since the polymer does not experience
as much topological constraints, the equilibration is also significantly faster.
Because movement is less topologically constrained, we expect for timescales not too
short, but before monomers start to feel the constraint of the surface of the globule, that
monomers behave as 〈|r(t)− r(0)|〉 ∼ t1/4 with a prefactor that is linearly dependent
on the concentration of topo II. The exponent 1/4 is only valid when the monomers
have no excluded volume (θ-solvent) or, as here the case, when the excluded volume is
screened by other monomers [20]. Since the size of the globule is N1/3, it takes τ ∼ N4/3
time steps for each monomer to completely renew its position within the globule. As
all monomers renew their positions in that timescale, the polymer will be equilibrated
within that time. Another way to derive this relation is to realize that an equilibrium
globule can be interpreted as N1/3 subchains of length N2/3 in a globule of size N1/3. The
Rouse time of each subchain is proportional to the square of its length, i.e. proportional
to N4/3.
In Figs. 2.6 and 2.7 we present the time evolution of the functions r2(g) and pc(g) for a
chain of polymerization degree N = 8000. At the start of the simulation we obviously
find the scaling relations of a smooth fractal globule, namely r2 ∼ g2/3 and pc ∼ g−4/3.
The curves have been taken at times that are logarithmically spaced, ti = N
2i/48, and
go up to N2 time units. As can be seen in the plots, the curves already reach a state
characterized by r2 ∼ g and pc ∼ g−3/2, much before the end of the simulation. Since












Figure 2.6: Equilibration with chain crossing of a N = 8000 smooth random FCC
fractal. Chain crossing is allowed. This is a mean squared displacement versus the
genomic distance g = |i − j| plot. The time starts with the black curve at t = 0 and
increases exponentially in 48 steps from t = 1 to t = N2.
the equilibration time is proportional to N4/3, we expect this state to correspond to the
equilibrium molten globule.
As discussed earlier, the state after a polymer collapse shows similar behavior of r2(g)
and pc(g) but is not in equilibrium. We therefore need a better diagnostic tool that picks
up the differences between globules more clearly. Since the main difference between the
different structures is expected to be of topological nature, we introduce a quantity for
entanglements, the knotting fraction nmin/n
eq
min. Here nmin is the average length of the
polymer after shrinking it in a Monte Carlo simulation as short as possible without chang-
ing its topological state (an approach inspired by the primitive path analysis presented
in Ref. [22]). The value neqmin is the measured average of nmin for the equilibrium globule.
To determine nmin we place an unbreakable crosslink between the two monomers that
are furthest apart along the chain but next to each other in space. This leads to a ring
polymer with two dangling ends. Then we run the simulation, but every time step we
remove, if possible, one monomer from the complete chain. Also, on a shorter interval
(1/2 time step), we attempt to replace the crosslink as to create a larger ring polymer
with shorter dangling ends. The simulation ends after 4N/3 time steps. Note that since
the polymer length decreases in time, the number of Monte Carlo moves is actually less
than 4N2/3.
Since entanglements cannot escape the ring, a point is reached where the ring cannot











Figure 2.7: Equilibration with chain crossing of a N = 8000 smooth random FCC
fractal. It shows the contact probability as a function of the genomic distance. The
time starts with the black curve at t = 0 and increases exponentially in 48 steps from
t = 1 to t = N2.
be made any smaller without changing the topological state of the ring polymer. Thus,
the minimal length of the ring is a rough measure for the knot complexity of its initial
configuration. Of course, in the time between the start of this simulation and the time
that the whole polymer forms a ring, without any dangling ends, entanglements may form
as the crosslink is moved changing the topological state of the ring. However, our results
suggest that this effect is small.
Figure 2.8 shows the knotting fraction as a function of time. The plot is consistent with
our prediction τ ∼ N4/3. Full knotting (and equilibration at the same time) occurs after
∼ N4/3 time steps, but local knotting (small knots of size O(1)) is expected to occur
in order 1 time steps because knots are created all along the polymer chain in parallel.
The number of local knots at shorter timescales grows proportional to the length of the
polymer N , thus reaching a given knot fraction in a constant time. This can be seen by
the curves in Fig. 2.8 shifting to the left as N grows bigger. The fact that the curves do
not shift smoothly to the left (for example the curve with length N = 4000 falls on top
of the one with N = 8000) is due to the fact that we can only create smooth fractals of
globular shape for lengths 8m with m being an integer. The N = 8000 chain is created by
cutting the N ≈ 32000 to a fourth of its length. This cut polymer has a different shape,
more specifically, a higher surface to volume ratio and thus does not knot as quickly as a
closer to spherical version of such a fractal.

























Figure 2.8: The knotting fraction nmin/n
eq
min as a function of time. The simulation
starts with a fractal globule, and then equilibrates with a self attraction. The Monte
Carlo simulation includes a move that allows two chains to cross each other.
2.3.4 Fractal globule dynamics without chain crossing
The question how long it takes to fully equilibrate a fractal globule without chain crossing
(e.g. for DNA in the absence of topo II) is much harder to answer than the previous case.
The most straightforward argument is that the globule will only equilibrate through
standard reptation, implying an equilibration time τ ∼ N3, see Ref. [3]. We cannot
simulate chains of sufficient length on that time scale, but we show in this section that
substantial rearrangement of the fractal globule takes already place on a much shorter
time scale.
In Figs. 2.9 and 2.10 we present the time evolution of the functions r2(g) and pc(g) for
a chain of length N = 8000. For t = 0 we find the scaling relations of a smooth fractal
globule, r2 ∼ g2/3 and pc ∼ g−4/3. As in Figs. 2.6 and 2.7 the curves have been taken
at times with an exponential distances from each other, ti = N
2i/48. Note that within
N2 time steps the smooth fractal globule reaches a state characterized by r2 ∼ g and
pc ∼ g−3/2. Again, as is the case after the collapse of a polymer (Figs. 2.3 and 2.4), we
reach a state that appears to be that of the equilibrium molten globule. That we have yet
to reach true equilibrium, can be seen by comparing the curves to the equilibrium ones,
also shown in Figs. 2.9 and 2.10 (green curves). The differences are small but become
dramatic when inspecting the time development of the knotting fraction.













Figure 2.9: Equilibration without chain crossing of a N = 8000 smooth random
FCC fractal. Chain crossing is not allowed in this simulation. This is a mean square
displacement versus the genomic distance g = |i − j| plot. The time starts with the












Figure 2.10: Equilibration without chain crossing of a N = 8000 smooth random
FCC fractal. Chain crossing is not allowed in this simulation. Depicted is the contact
probability as a function of the genomic distance. The time starts with the black curve
at t = 1 and increases exponentially in 50 steps to t = N2.
























Figure 2.11: The knotting fraction nmin/n
eq
min as a function of time. The simulation
starts with a fractal globule, and then equilibrates with a self attraction. Chain crossing
is not allowed.
In Fig. 2.11 we present the knotting fraction nmin/n
eq
min of chains of different length as a
function of time. The knotting of the chain clearly grows much slower than for a polymer
with chain crossing, Fig. 2.8. However, our plot suggests that substantial knotting already
occurs after N2 time steps, i.e. much shorter than N3 steps, for all lengths considered
(up to N = 8000), see Fig. 2.11. This may be attributed to an extremely small temporal
prefactor, but we speculate here that the polymer can already partially knot itself within a
timescale N2. Knots are created at the ends of the polymer at a constant rate independent
of the length of the polymer. If one such knot is of size O(1) and consists only of a local
self-entanglement, it can diffuse along the polymer chain with a diffusion coefficient that
is again independent of N . After O(N2) time steps these knots will have diffused all
along the polymer chain, and thus the polymer will be partially knotted with a number
of self-entanglements that is proportional to N . Knot-knot “collisions” do not affect this
scaling argument since the affected knots can be renumbered after each collision.
To fully equilibrate, local entanglements will have to grow into entanglements of the size
of the whole polymer, thereby acquiring a friction proportional to N . This extra factor
N suggests that a globule can only fully equilibrate after τ ∼ N3 which in fact scales like
the refreshment time of a reptating polymer. Our time series are too short, however, to
find conclusive evidence for this prediction.
Our algorithm to determine the knot fraction has no direct experimental counterpart. A
more physical way to detect entanglements is to reswell a globule by switching off the
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attraction between the monomers (see also Ref. [7] for a similar approach). This can
be realized in an experiment through a change in solvent quality, e.g. by changing the
temperature or the ionic strength. In our simulation we simply switch off the attractive
interaction and record the size of the chain after 2N steps. In Fig. 2.12 we depict the
radius of gyration squared R2g divided by N
2/3 as a function of log(t)/ log(N) where t
denotes the time the fractal globule had to equilibrate under poor solvent conditions
before the swelling phase. Different curves correspond to different chain lengths and to
chains that have been equilibrated either with or without chain crossing. Obviously, after
we switch off the self attraction, chain crossing are disallowed.
All the curves share the overall same shape. For very short times t the chain has no
time to get entangled and thus swells rapidly after being put into a good solvent. There
is no detectable difference between chains that had been equilibrated with or without
chain crossing. The same is true for very long times where the chain had enough time to
completely entangle. Such equilibrated chains get quickly arrested during swelling due to
the entanglements and probably do not grow much beyond their starting size Rg ∼ N2/3.
Our simulation time without chain crossing is unfortunately too short to have reached
that state for all cases studied.
In between there is a crossover region where chains swell to an intermediate size within
the 2N swelling time steps. The location of this crossover is very sensitive to whether
the fractal globule had been equilibrated with or without chain crossing. In the former
case we expect equilibration within t ∼ N4/3 and the data for the longest chain N =
8000 clearly support this prediction as the curve reaches its equilibrium value around
log(t)/ log(N) = 4/3. On the other hand, when chain crossing had been forbidden during
the equilibration step the chain has not yet reached full entanglement after t ∼ N2 steps.
Equilibration is attained much later, presumably at t ∼ N3 that is outside the available
simulation time for the longest chains.
2.4 Discussion and conclusion
In this chapter we studied the fractal globule, a non-equilibrium polymer state that is
characterized by being demixed at all length scales. Its most important property is the
absence of entanglements, a property that makes this state one of the prime candidates
for the conformations of long eukaryotic DNA inside cell nuclei [3, 7, 10]. Our study
indicates, however, that the very property of being unentangled also brings about the





























Figure 2.12: Final radius of gyration Rg after swelling the globules that have been
relaxed for t time steps, either with or without chain crossing moves. Each polymer
globule is swelled for 2N time steps, before its radius of gyration is measured. The
ones with chain crossing are indicated in the plot by CC in the key. Globules with few
entanglements will swell much more easily than ones with many of them.
immediate destruction of the fractal state. In fact, we found that the conformation of a
polymer after a collapse shares many features with an equilibrium globule, e.g. it features
a monomer-monomer distance that scales like r2 ∼ g for g < N2/3 and then level off at
a value r2 ∼ N2/3. The latter is a clear hallmark that the chain is mixed, even on the
largest length scales – unlike the fractal globule state. We observed a similar behavior
when starting from a fractal globule configuration: within a time much shorter than the
expected N3 time units, one reaches again such a pseudo-equilibrium state. This can
also be seen through inspection by eye of the example configurations shown in Fig. 2.13.
After N time steps the globule is basically still demixed on all length scales, no matter
whether we simulate with (upper left) or without chain crossing (upper right). After N2
time steps the structures are mixed with (lower left) and without chain crossing (lower
right).
We speculate that the reason why fractal globules mix so quickly lies in the absence of
entanglements allowing mixing of the chain on all length scales without hindrance through
entanglements. An example for such a move is shown in Fig. 2.14 for a Moore curve, a
variant of the Hilbert curve. The whole chain consists of four parts that are each folded
in the same way. The left and right part of the square that is occupied by the whole chain
is only connected by one strand. The curve can thus be easily opened up in the middle
and have the individual parts rotated around, such that a new structure emerges, where
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Figure 2.13: A polymer of length 4000 in different states. On the left the simulation
is done without chain crossing, while polymers on the right are simulated with chain
crossing. The polymers on top are shown after letting the FCC fractal equilibrate for
N time steps. The two pictures below are equilibrated for N2 time steps. The renders
are made using the pov-ray package.
large scale rearrangement has taken place. Many similar moves exist allowing an effective
mixing of the globule. Obviously the mixing of three-dimensional fractal globules is even
easier to achieve. Altogether this suggests that the concept of a well-defined entanglement
length [22] might not be useful for such self-similar unentangled conformations. Because
of this, the concept of fractal globules might be questionable as well due to the extremely
short life time of this configuration.
Theoretical work by Grosberg et al. [3] suggested an analogy between the dynamics of
fractal globules and the properties of nonconcatenated ring polymers. We do not have
any reason to question the observation that rings are demixed [8, 9]; our simulation model
has verified this result. However, the present work does not provide evidence supporting
the analogy. On the other hand, we cannot exclude the possibility that such an analogy
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Figure 2.14: One of many possible mixing moves for a Moore curve, a variant of the
Hilbert curve.
might be useful for describing the dynamics of fractal globules of sizes that are even bigger
than the ones presented here.
Nevertheless, in the simulations presented in Ref. [7] fractal globules have been clearly
observed that had been induced by a polymer collapse. These states were clearly self-
similar and demixed on all length scales. We speculate that the main reason for the
disparity between our respective conclusions is that our simulation time is much longer.
Pictures taken of our own globules at around N time steps show a lot of similarities to
theirs. The fact that they found a crumpled globule directly after the collapse, could
possibly be explained by the speed of their collapse, which is much higher (and we would
argue unnaturally high) than in our case.
Another question in this context concerns the exponent characterizing the decay of the
contact probability with distance. Mathematical space filling fractals typically show a
−4/3 slope but the simulated fractal globule of Ref. [7] suggests pc(g) ∼ g−1. We can
compare this with the time development of pc(g) that we found when relaxing a fractal
globule without chain crossing, see Fig. 2.10. Shortly after starting relaxation – at about
N time steps – the contact probability shows at intermediate length scales roughly a −1
power law as a function of g. If we assume that this intermediate state is an interdigitating
fractal, the structure on the largest length scales had at least to move by an amount
proportional to N1/3, because according to its definition the interdigitating depth needs
to scale as g1/3 for a chain segment of length g. This would, however, take at least N4/3
time steps (via Rouse dynamics in the absence of entanglements) and is thus too slow.
Instead we suggest that the −1 slope we found is in fact an artifact of a relatively broad
crossover between Gaussian chain behavior on short length scales (pc ∼ g−3/2) and still
fractal behavior at long length scales (pc ∼ g−4/3). At first sight this might seem coun-
terintuitive because −1 is less negative than both −4/3 and −3/2. The key here is that
the two curves do not connect in one crossover point, but in a “zigzag” fashion, see figure















Figure 2.15: Contact probability pc as a function of genomic distance g at t = N
0.92,
for a polymer of length N = 8000. The lines indicate the perceived “zigzag” as elabo-
rated in the main text. The full time development is shown in figure 2.7.
2.15. It is not hard to see why this should be the case. We find that both the original
fractal globule and the newly appearing Gaussian regime show approximately the same
prefactor in their contact probability power law (because pc(1) = 1 by definition). In
addition to this, the prefactor of the still fractal part (large g) increases over time due to
the roughening of the surface. Thus, it is easy to see that the two curves will not connect
in a point, but instead will have to form a “zigzag” like structure. In our simulations we
find an approximate −1 slope, but we are unsure whether this is due to the limited size
of the fractal or not.
In our simulations we found that fractal globules are rather unstable and quickly move to
the pseudo-equilibrium globule, an ensemble of states that is very hard to discern from
the equilibrium globule with regard to both the contact probability and the monomer-
monomer distance. However, we identify this class from the equilibrium globule by the
amount of self-entanglement that e.g. manifests itself in a much faster swelling behavior
when the globule is put into a good solvent.
Interestingly in the context of chromatin the experimentally accessible quantities happen
to be the contact probability (obtained through chromatin conformation capture) and
the monomer-monomer distance (obtained through FISH). The latter is less conclusive
but conformation captures indicates a decay in the contact probability not substantially
faster than g−1. If we insist on entanglement-free DNA conformations, this excludes both
smooth fractal globules (slope −4/3) and pseudo equilibrium globules (slope −3/2). On
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the other hand, we have not seen any numerical evidence for the existence of interdigi-
tating globules.
To conclude, our simulations have not given any evidence that collapsed linear polymers
show pc(g) ∼ g−1. This suggests that in order to built large-scale models of interphase
chromatin one might have to move away from models of linear polymer chains to e.g.
solutions of rings [8, 23] or one has to introduce suitable cross-linking between different
parts of a linear polymer chain.
Chapter 3
GPU acceleration of an efficient
Monte Carlo polymer algorithm for
melts
3.1 Introduction
Polymers have been studied for decades, both numerically and analytically. However,
there is still much to learn. Due to the nature of polymer systems, which involve large
length and time scales, relatively crude models, such as Monte Carlo lattice polymer
models are still an important tool. In this chapter, we present a new implementation that
uses the GPU (Graphics Processing Unit) to significantly shorten the time of simulations.
The underlying simulation model is the elastic lattice polymer model, which has already
proven its efficiency in a wide range of applications [24–26].
GPUs have been used in many other areas of statistical physics [27–29], for their effi-
ciency in parallel computation. More specifically, it has been used for research in Molec-
ular Dynamics simulations [30, 31] and Monte Carlo simulations [32]. The latter is an
implementation of the bond fluctuation model. The elastic lattice polymer model has a
number of advantages, including improved ergodicity and more efficient dynamics at high
density.
0R D Schram, GPU acceleration of an efficient Monte Carlo polymer algorithm for melts, to be
submitted (2015).
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Our algorithm is most efficient for high density polymer melts. Melts of linear and ring
polymers or a mix thereof are supported. The GPU implementation is many times faster
than algorithms that use a CPU (Central Processing Unit). We also present a multicore
CPU approach, but due to the higher theoretical compute power, the GPU algorithm
manages to stay comfortably ahead.
The GPU algorithm is implemented in both the CUDA [33] and OpenCL [34] frameworks.
In our description of the algorithm, we use the OpenCL terminology. For those that are
familiar with GPU architecture or GPU programming in general, it should be easy to
understand what the terms mean. Otherwise, the glossary of the OpenCL specification
document provides an explanation of the terminology. OpenCL terms are presented in
italic font. For our multicore implementation, we use the POSIX Threads (pthreads)
library. This is a portable multithreading library, that is implemented on most major
platforms.
This chapter is organized as follows. The next section introduces the elastic lattice poly-
mer model, and notes some of the modifications that were made for the implementations
described in this chapter. Sections 3.3 and 3.4 together describe the implementation of
this model on the GPU. Section 3.5 describes a multithreaded implementation, which
draws inspiration from the GPU implementation and provides a way to utilize CPU’s
more efficiently. The following section shows the performance of the GPU implementa-
tion and compares it to both singlethreaded and multithreaded CPU implementations.
The last part of this section takes a closer look at the scaling of the multithreaded CPU
implementation.
Section 3.7 presents a set of simulations of linear polymer melts. They serve to show that
the small number of modifications have no observable effect on the simulation results: we
find results that are qualitatively equal to those found in previous studies. Finally, we
summarize our findings in the last section.
3.2 Elastic lattice polymer model
The GPU implementation and the multicore CPU one are very similar at a basic level.
They follow the lattice polymer model described in Ref. [35], with some minor modifica-
tions. Details of the specific algorithms are given in sections 3.4 and 3.5.
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One ingredient of the elastic lattice polymer model is the notion of “stored length”.
Normally, monomers are disallowed from sitting at the same place, the excluded volume
principle. Here, there is one exception; if monomers are adjacent along the polymer chain
they are allowed to sit on the same lattice site. A modification for our algorithms is that
only two monomers are allowed to sit on the same site this way. Bonds that have zero
length due to this are called units of “stored length”. In effect, this makes the chain
shorter than the number of monomers in the polymer chain, and provides elasticity to
polymers. The sequence of sites visited by the polymer is called the backbone of the
polymer. A simple move is to move stored length along the backbone. In combination
with a move that extends and retracts the tails of the monomer, the model provides
reptation in an explicit way.
The lattice of the model is the face centered cubic (FCC) lattice. A way to construct an
FCC lattice is to take a Cartesian lattice (x,y,z), and remove all sites for which x+ y+ z
is odd, then divide all distances by
√
2. There are in total 12 unit vectors that determine



























































All other unit vectors can be written as a sum of basic unit vectors, where we add only
one or zero times each basic unit vector. Of the possible 16 combinations, 4 are not unit
vectors: t+u, v+w and t+u+ v+w = 0. The remaining 12 describe edges on the FCC
lattice. The (non-cubic) box has periodic boundary conditions with a lattice that has a
box size L, with the edges of the box along the t, u and v unit vectors. Thus, each lattice
site can be represented by coordinates (t, u, v), with 0 ≤ t < L, 0 ≤ u < L, 0 ≤ v < L.
In total there are L3 unique lattice sites.
Before an attempted move a monomer i from polymer j is selected. The selection process
depends on the specifics of the implementation and details will be given in their specific
sections. The moves are shown in figure 3.1.
The diffusive move is the simplest move, in which stored length is moved along the
backbone. The bonds (i, i + 1) and (i + 1, i + 2) are swapped if either of them contain
stored length.
The transverse move allows the polymer to move sideways, as well as extend or retract
the tail monomer. First, consider the case where monomer i is not at the tail end of






Figure 3.1: A polymer on a 2-dimensional version of the elastic lattice polymer model.
Monomers 1 and 2 are on the same lattice site, and their bond is a unit of stored length.
Monomer 1 is able to move to site A as an extension move. In the same manner,
monomer 5 can retract to the site of monomer 4 to perform a retraction move. This
move is accepted with probability 1/8, in order to maintain detailed balance. Stored
length moves along the backbone of the polymer using a diffusive move, for example
moving monomer 2 towards monomer 3. Monomer 2 can also move to the empty site
A in a forward transverse move. The reverse move is also possible: moving monomer
3 to the site of monomer 4. In our implementation, monomer 3 cannot move towards
monomers 1 and 2, because a maximum of two monomers are allowed at the same site.
the polymer. There are two moves that are inverse to each other, that we denote as
a transverse move. The first is the forward transverse move, in which monomer i co-
occupies a lattice site with its neighbor (stored-length), and is subsequently moved to a
neighboring empty site. The other is the backward transverse move, in which monomer
i moves to a neighboring site, leaving behind empty space.
A forward transverse move is possible if exactly one of the bonds (i− 1, i) and (i, i+ 1)
is stored length. Let r be the non-stored-length bond unit vector. Then there are 4
combinations of unit vectors (p, q) such that p + q = r form a triangle. Thus, instead of
the current “short-cut” r that the polymer currently takes, we can reroute it along the
unit vectors p and q. One of the 4 possibilities is randomly chosen. If the new site is
empty, the move is accepted. Otherwise the move is rejected.
In case a monomer is selected such that it is at the very tail end, an extension or retraction
move is attempted. If the bond attached to the monomer i is stored length an extension
move is attempted. We select a neighboring site, each with probability 1/16. Since there
are only 12 neighboring sites on the FCC lattice, the move is guaranteed to be rejected
with probability of at least 4/16. If the site is empty, the monomer is moved there.
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In the reverse case, where we select an end that is not connected to a stored length bond,
we attempt a retraction move. Since there is only one possible way to retract a monomer,
it is necessary to reject the move with probability 7/8, in order to satisfy detailed balance.
The backward transverse move is triggered when monomer i is not at the end of the
polymer and has non-stored-length bonds on both sides (p, q), with the bonds defined in
the same direction (from tail to head or the reverse). Then, if r = p+ q is a unit vector,
either bond is randomly chosen, and an attempt is made to move the monomer to that
side. Since only two monomers are allowed on the same site at once, the move is rejected
if the destination already has two monomers.
3.3 GPU programming
The GPU as a compute device is particularly adapted towards executing many identi-
cal instructions on different data in parallel. This is due to the specific architecture in
which modern GPUs are built. At the highest level a GPU encompasses one or more
compute units. A high-end GPU has several dozens of these. The compute units them-
selves are comprised of several sub-units, some of them graphics specific (e.g. geometry
shaders, pixel shaders), others can be used for general purpose computing (e.g. processing
elements, load/store units, local memory). The computation is done on the processing
elements (PE). These PE’s always execute the same instruction. Branching is done by
“disabling” individual PE’s using a predicate bit. An array of PE’s in a single compute
unit is called a SIMD array (Single Instruction Multiple Data). Thus, to build an efficient
GPU program, we need to ensure that many identical instructions can be executed in
parallel.
The most simple polymer MC simulation does not satisfy this requirement. Take for
example the following structure for each step:
• Select a random monomer in the system.
• Attempt a Monte Carlo move for that monomer.
• If the move is valid, accept the move, otherwise keep the old configuration.
In this structure there is very little inherent parallelism. The obvious solution is to
allow multiple monomers to be moved at once. We have to be careful not to move two
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monomers that are close to each other simultaneously. Otherwise it might happen that
two monomers are moved to the same place, or that two monomers next to each other
along the chain become separated. To prevent this, it is required that two monomers
moving at the same time are at least a distance of 3 bonds apart (on the lattice). This
condition is sufficient with Monte Carlo moves that affect only neighboring sites, which
is the case for the elastic lattice polymer model.
3.4 GPU implementation
As established earlier in the previous section, the most natural way to enable parallelism
is to divide work spatially over the lattice. Each work-item is assigned its own small part
of the lattice. These parts are assigned along the t, u, v axes, and we’ll denote them as
“cubes” although the edges of the boxes are not orthogonal. To allow for parallelism, the
size of the work-item cubes should be small. Then, a large number of work-items can
work together on a single system. On the other hand, the size cannot be too small either,
because the moves of the work-items would interfere with each other.
To find the optimal size of a work-item cube, we first determine how the polymers are
stored in the simulation. Data is stored per lattice site, to make sure that local moves
are also local modifications in memory. The data for each lattice site is stored in the local
memory of the GPU, which is on-chip memory that is about an order of magnitude faster
than the global memory, and even greater benefits in terms of latency. At each Monte
Carlo time step the data is loaded from the global memory into the local memory.
Each time a site is selected to attempt a move, the following information is needed to
determine the outcome of a move:
1. Is there a monomer at the site?
2. At which site is the next monomer?
3. At which site is the previous monomer?
4. Is stored length present at the site?
Additionally, it is important to be able to determine which polymer is which, for observ-
ables that follow single polymers over a longer period of time such as the center-of-mass
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diffusion. This information, however, does not need to be determined by the work-items
dureing the simulation. Since we use the local memory for temporary storage, it is impor-
tant to keep the data structure as compact as possible. Our implementation needs a total
of 11 bits per lattice site. Of these, 8 are used to denote where the neighboring monomers
in the chain are (relative to the current site), using two unit vectors (“prev” and “next”).
Obviously, only one of the two is sufficient to uniquely define the polymers, but using
both saves computing time and relieves (bandwidth) pressure on the local memory. In the
case of an empty site, both these vectors are set to 0. If the polymer is a linear polymer,
and the monomer at the site is the last monomer, the “next” unit vector will be 0 as
well. The same goes for the “prev” vector of the first monomer. One bit is used to signify
whether the site has stored length. This is why the amount of stored length is restricted
to one per site. The last two bits are for storing a label, which keeps track of which
polymer is which. All along the polymer, a label used for identification is coded with a
unique string of bits, one per monomer, N per polymer. Consequently, in case of a linear
polymer, the number of polymers that we can track uniquely is limited to 2N . Unless our
polymers are very small, this number is much greater than the number of polymers in
our system. In case of ring polymers, we need to be careful that the label loops around,
and might not be unique anymore if we start at a different monomer. Even then, in a
homopolymer melt, the minimum ring polymer length is 21 (at L = 96, monomer density
1), which is quite small. It is necessary to use two bits per site, because two monomers
might occupy the same site. During the Monte Carlo moves the label bits have to remain
linked to the same monomer, and as such they are moved around in tandem.
The amount of 11 bits per site is not practical for storage. Of course, a possibility is to
store it in a single 32-bit word, but this is quite wasteful. Storing two sites per word is
already an improvement, but we use an even more efficient alternative. We group together
2× 2× 2 lattice sites and store their data in the same part of memory. Two 32-bit words
are used for the prev/next vectors, while one word contains both the stored length bits
as well as the label. The layout is shown in detail in figure 3.2.
Since groups of 2 × 2 × 2 blocks are stored together, we must ensure that neighboring
work-items do not modify or read sites in the same group at the same step (otherwise
atomic instructions are needed, which are much slower). This is achieved by assigning
each work-item a block of size 4 × 4 × 4. Each time a site is selected for a MC step,
all work-items choose the same site relative to the 4 × 4× 4 block, with the appropriate
offset. For example in figure 3.3, all work-items could select the bottom left sites of all the
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Figure 3.2: The storage of data for a single 2×2×2 block (numbered s0 through s7).
On the horizontal axis are the bit numbers, with 0 the least significant bit. The “prev”
and “next” vectors show in which direction the polymer continues. The label consists
of two parts per site, because there are two possible monomers on a single site. If there
is an extra monomer on the site, the corresponding stored length bit is set to “1”.
colored work-item blocks. Careful examination shows that this indeed prevents situations
in which work-items access/modify the same memory address at the same time.
Most modern day GPU’s are able to assign at least 48 KB of local memory to a single
work-group. Thus, we use the largest possible work-group of 8 × 8 × 8 = 512 work-
items. The reason to take a work-group size as large as possible is that at the edges of
the work-group block bonds connecting to other work-group blocks must be “frozen”, i.e.
they must not be moved to maintain the integrity of the system (see figure 3.3 for an
example). Having more work-items in a work-group, results in a larger work-group block,
which has a lower fraction of frozen bonds. This improves the efficiency, and decreases
the chance of artifacts due to frozen bonds.
It is clear that the boundaries between work-groups cannot always be at the same place
on the lattice, because some bonds would be frozen indefinitely. This is prevented by
choosing the position of the edges randomly after each MC time step (t = 0, t = 1, . . .).
The complete lattice is stored in the global memory, and is read by the work-items at the
start of each time step, and is written back after each time step. In between the time
steps the work-groups are synchronized.
The number of work-groups is a variable that is adjustable depending on the needs of
the simulation. In the given implementation, the lattice dimensions are a direct result of
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Figure 3.3: The distribution of data among different work-items. In reality, the lattice
is three dimensional, but for clarity this is not shown. Each colored parallelogram
denotes the a collection of sites that can be selected by a single work-item. Each black
dot denotes a lattice site. The parts of the lattice that are grouped by the dashed lines
are the 2× 2× 2 blocks of sites that are stored together (see figure 3.2). The red blocks
are “owned” by work-items of another work-group, and as a result information cannot
be interchanged beyond this border. A polymer is shown by the connected arrows. The
blue arrow indicates a “frozen” bond, which cannot move during this time step. The
reason is that the “next” vector of one of the red lattice sites would need to be changed
as well.
the number (and arrangement) of work-groups. We chose a work-group grid of 3× 3× 3,
which results in a lattice of size 96× 96× 96.
At the start of the program, the polymer configuration is either read from a file or
constructed from scratch, and loaded into the GPU buffers. After the initialization, the
flow of the GPU program is as follows:
• Choose an offset (t, u, v) that determines the boundaries of the work-groups.
• Give control to the GPU with the given offset.
• The work-groups read their part of the lattice as determined by the offset and their
work-group id, into the local memory.
• Each work-item attempts 4 × 4 × 4 Monte Carlo moves (one diffusion and one
transverse).
• The updated lattice is written back to the global memory of the GPU.
• The GPU as a whole is synchronized and a new offset is chosen.
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• After a chosen number of time steps (usually 105 for long polymers), the GPU
buffers are read into the system memory and the polymer configuration is written
to a file.
3.5 CPU implementation
Most computing systems these days have multiple cores. In cases where we have few
simulations to run, or when access to compute power is relatively easy, some potential is
wasted by only using one core. Starting from the GPU algorithm, it is not hard to derive
an algorithm that also works on the CPU. There are some adjustments that are made of
course, because the optimal number of concurrent threads is obviously much lower for a
set of CPU cores.
We divide the lattice into small blocks of k = 3 × 3 × 3 lattice points. These blocks are
similar to the blocks for each processing elements in the GPU program. Only in this case,
the blocks are divided over all assigned CPU cores. The number of blocks does not have
to be dividable by the number of CPUs, because one CPU doing one extra bit of work is
not really a problem.
At each step, all CPUs choose the same site relative to the k = 3 × 3 × 3 block, and
then attempt a Monte Carlo move (on odd steps a transverse move, otherwise a diffusion
move), for all sites on their list. After a thread is done going through the list, it waits
at a barrier for all threads to synchronise. Then a new site is taken randomly, and the
process is repeated. After 2k steps, one Monte Carlo time step has passed.
The selection of sites is less random than that of the GPU program (more sites are
done “simultaneously”). This is to ensure that the synchronization costs do not become
prohibitive. Synchronization of CPU threads is relatively costly (especially as compared
to the SIMD structure of the work-groups), thus small blocks are chosen to reduce the
number of barriers per Monte Carlo time step. Another way to reduce the relative penalty
of the synchronization is to increase the lattice size, because there is more work to be
done between each synchronization.
Multithreading is implemented using the pthreads library. Synchronization is achieved
with a custom implementation that uses the signal and conditional wait functions of the
pthreads library. The barrier functions in the pthreads library proved to be slower, and
are also not implemented in OS X.
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3.6 Benchmarks
3.6.1 Test setup and methodology
Benchmarks are done on three different systems. The first is a MacBook Pro Retina
(2012), the other two are nodes on the supercomputer Cartesius in Amsterdam. The
(relevant) specifications are given in Table 3.1.
Table 3.1: Detailed specification of the three systems used for benchmarking the
polymer melt algorithms.
MacBook Pro Cartesius 1 Cartesius 2
CPU Type Intel Core i7 Intel Xeon Intel Xeon
CPU Architecture Ivy Bridge Haswell Ivy Bridge
CPU Speed 2.3 GHz 2.6 GHz 2.5 GHz
# Cores/Threads 4/8 12/24 8/16
# CPU 1 2 2
GPU NVidia 650M - NVidia K40m
GPU Architecture Kepler - Kepler
# GPU 1 - 2
Cuda version 6.5.51 - 7.0.27
Compiler LLVM 6.1.0 gcc 4.7.7 gcc 4.7.7
The performance is measured by performing multiple runs with identical starting condi-
tions: a melt with monomer density 1 of ringpolymers with length 1000. Due to stored
length, an average of 29% of the sites are empty. We perform 10 runs of 10 MC timesteps
(= 10 · 963 moves), and 10 runs of 20 MC timesteps. By comparing the average time
difference between the two sets, we find an accurate estimate of how many MC steps are
done per second. However, sometimes runs take significantly longer than expected (pos-
sibly due to hard drive spin-ups or interfering processes). To make the benchmarks more
consistent, we drop the two slowest runs for each set. For the GPU runs, we increased the
number of MC timesteps, because otherwise the runs are too short to be accurate, with a
factor 20 for the MacBook Pro, and a factor 100 in case of the Cartesius supercomputer.
3.6.2 Performance
Performance is measured in the number of Monte Carlo moves (1 diffusion move + 1
transverse move). Performance of the different systems is shown in Table 3.2.
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Table 3.2: This table shows the performance of the different test systems. The
simulation is done using a dense ring polymer melt. Detailed descriptions of the systems
are given in Table 3.1. Performance of melts which include linear polymers is slightly
worse for the GPU program. This small deficiency is in the range 0− 5%. The second
row shows the performance of an optimized version single core CPU version of the
elastic lattice polymer model [35].
System Compute type # units moves per second
MacBook (Ivy) CPU 1 thread 9.9 · 106
MacBook (Ivy) CPU(Barkema[35]) 1 thread 22.4 · 106
Cartesius (Has) CPU 1 thread 12.5 · 106
Cartesius (Ivy) CPU 1 thread 9.3 · 106
MacBook (Ivy) CPU 8 threads 41.6 · 106
Cartesius (Has) CPU 23 threads 80.0 · 106
Cartesius (Ivy) CPU 24 threads 37.8 · 106
MacBook (650M) GPU/OCL 1 GPU 91 · 106
MacBook (650M) GPU/Cuda 1 GPU 105 · 106
Cartesius (K40m) GPU/Cuda 1 GPU 805 · 106
Table 3.2 compares the performance of the CPU programs and the GPU program. An
alternative single CPU core implementation [35] is included for comparison. One has to
be careful to compare the number of moves per second of different algorithms, because the
(effective) density, entanglement length, move acceptance probabilities may all benefit or
adversely affect this metric, making comparisons difficult at best. Comparisons between
the algorithms described here should be much cleaner, given that the model is practically
equal for them.
Despite the relative weak GPU in the MacBook, it outperforms the fastest tested machine
using the multithreaded CPU program. This shows that the GPU program is much
more efficient than a CPU in these calculations. Comparing the fastest single CPU core
(Haswell) to the fastest single GPU (K40m), we find that the GPU has the advantage by
a factor of approximately 64. Alternatively, comparing the optimized single core program
[35] to the GPU, we find a gap that is a factor of 35. Using multiple threads decreases
this gap to about a factor of 10, still a significant margin.
We have plotted the performance of the mutithreaded program as a function of the
number of threads in figure 3.4. It is apparent that the scaling of the CPU program is
not perfect: especially in the multi CPU case, using 10 threads is far from 10 times faster
than using only one. The main source of this phenomenon are synchronization costs.
Simply looking at the CPU usage during a run reveals that the cores are idle at least






















Figure 3.4: CPU scaling: the performance in millions of Monte Carlo moves per
second as a function of the number of threads used. The three different lines are for
three different systems with different CPUs and core counts.
some of the time, presumably waiting for other threads to finish their work, or send the
signal to continue. Another interesting bit of information is that the multi CPU setup is
slower than initially expected at low (but larger than one) numbers of threads. The most
likely explanation is that the (Linux) kernel spreads the threads over as many CPU’s
as possible. In cases that are less communication intensive, this is the desired behavior,
but in our case it just makes synchronization significantly slower. This can be improved,
by setting all threads to a single CPU (for low thread counts), but peak performance is
unlikely to be (significantly affected), because only one of the CPUs can be used this way.
3.7 Test case: a melt of linear polymers
In Ref. [36] we discussed the application of the GPU model to a melt of ring polymers.
Here, we present results for a melt of linear polymers. The results are meant to illustrate
that our modifications to the Monte Carlo model facilitating the strengths of the GPU
do not alter the physics significantly. The data presented in this section is not sufficient
however to provide new insights, simply because the invested computing time was much
lower compared to other studies. The polymer lengths and simulation times of the runs
that were used in this chapter are given in Table 3.3.
We first look at the static properties of linear polymers in a melt. An indicative observable
is the mean-squared distance r2(g), where g = |i − j| is the number of bonds between
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Table 3.3: A summary of all MC simulations done for this chapter. All simulations
have a lattice size of L3 = 963. The first column shows the number of monomers of the
ring polymers in the melt. In one unit of time, each monomer attempts each type of
move statistically once. The number of time units is shown in the second column. The
column “# sys” denotes the number of systems run in parallel (for multi-GPU setups).
“Eq. time” is the amount of MC time steps that are done before measurements are
done. The last column shows the number of hours it would take a single reference GPU
(NVidia K40m Tesla).
N MC timesteps # sys Eq. time GPU hours
49 100 · 103 1 15 · 103 < 0.1
79 300 · 103 1 74 · 103 < 0.1
99 500 · 103 1 155 · 103 < 0.1
149 2000 · 103 1 591 · 103 0.6
249 1000 · 104 2 319 · 104 6.1
499 5000 · 104 2 1466 · 104 30.5
999 7000 · 105 2 1257 · 105 427.4
monomer i and monomer j. We expect a smooth transition from a swollen polymer
r2(g) ∼ g2ν, with ν ≈ 0.5876 the growth exponent for a swollen polymer. For larger
chemical distances the excluded volume is screened and we expect Gaussian polymer
statistics: r2(g) ∼ g. We have plotted the results in figure 3.5. The mean-squared
distance indeed observes the behavior as expected.
Next we explore the dynamics as produced by the GPU algorithm. To keep this section as
compact as possible, we concentrate on the long time and length scales. We probe this by
studying the end-to-end vector Ree. Since we know that r
2(g) ∼ g1, it must also be true
that R2ee ∼ N . The dynamics at the largest scale are expressed in the auto-correlation
function:
〈Ree(t) · Ree(t+ dt)〉 ∼ N exp(−dt/τd), (3.2)
where τd is the disentanglement time of the polymer. From other simulations, Monte
Carlo and molecular dynamics, this is found to scale with length roughly as τd ∼ N3.4. If
our simulations are long enough, we expect to see the same exponent. We have plotted
the auto-correlation function in figure 3.6. The observed behavior is indeed as expected
for N ≥ 500, and we find τd ∼ N3.35.
A dynamic quantity that shows aspects of both the short and long time regimes, is the
squared displacement of the center of mass r2cms(t). At short times t < τE , with τE
the entanglement time, subdiffusive behavior is observed in simulations and experiments,
which is in contrast with the tube model, that predicts diffusion on this time scale. We



















Figure 3.5: The average mean-squared distance r2(g) as a function of chemical dis-
tance g = |i− j|, with monomer numbers i and j. It shows a simple crossover between




















Figure 3.6: On the y-axis, the auto-correlation function of the end-to-end vector is
rescaled by the length of the polymer. On the x-axis the time is divided by the N3.35 to
obtain a collapse. Thus we find numerically that the disentanglement time τD ∼ N3.35.
The longest two lengths are N = 999 and N = 499. All used lengths in this plot are
given in Table 3.3.














Figure 3.7: The average displacement of the center of mass as a function of time t.
On the vertical axis, the values are first rescaled with N to obtain a collapse for short
times, and then rescaled with t−1 to tilt the lines in a way that makes them more easily
discernible. Both axes are on a logarithmic scale. The lengths of the polymers are given
in Table 3.3. The longest polymer has length N = 999 and is denoted by the red line.
find approximately 〈r2cms(t)〉 ∼ t0.84. Then for very long lengths and τE < t < τD, we
expect to find 〈r2cms(t)〉 ∼ t0.5. Unfortunately, our polymers are not yet long enough to
show this asymptotic behavior. For t > τD, we find simple diffusive behavior as expected.
The resulting curves are shown in figure 3.7.
Finally, the diffusion coefficient D = limt→∞ 〈r2cms(t)〉 /(6t) is measured. The result is
plotted in figure 3.8. A crossover is seen from approximately D ∼ N−1.2 to D ∼ N−2.4.
This is in agreement with experiments [37–39], Molecular Dynamics studies [40] and
previous Monte Carlo studies [39]. However, this is not in agreement with standard
reptation theory [1, 41–45], which predicts D ∼ N−2.
3.8 Conclusion and discussion
It is clear that with the right implementation, a GPU is very efficient in performing
polymer simulations. We implemented the elastic lattice polymer model, which has been
used before and proven its efficiency. Our implementation on the GPU is about 35 times
faster than any previous works on the CPU. We have also implemented a multithreaded












Figure 3.8: The diffusion coefficient D as a functionN in a log vs log plot. Asymptotic
behavior is observed with D ∼ N−2.4.
algorithm. This implementation showed that scaling on the CPU is a problem that
impedes efficient use. This is mainly due to synchronization costs. Nonetheless, a sizable
speedup over single core implementations is achieved of 3.5.
We applied the GPU algorithm to a test-case of linear polymers in a melt. Both the static
and dynamic properties are in line with previous studies involving CPU based Monte
Carlo simulations. This assures us that it is very unlikely that the minor modifications
made have an effect on the physical results.
Finally, there might be the question of wider application of the algorithm to more complex
problems. It is our belief that our approach is general enough that it should be extensible,
on the condition that there are only short range interactions between polymers. In case
the problem demands the storage of more than 1 bit extra per site, the amount of local
memory assigned per site has to be increased, and consequently the number of work-items
per work-group has to be decreased.
The code for the GPU simulations is available on request by emailing the author of this
thesis.
Chapter 4
Rouse modes of non-concatenated
ring polymers in a melt
4.1 Introduction
Ring polymers have experienced a recent surge in interest. An interesting observable in
this context is the growth exponent ν, that determines the extension of the ring polymers
as a function of length. The radius of gyration Rg, for instance, scales with molecular
weight N as Rg ∼ Nν , where ν approaches some constant value in the limit N → ∞. In
1986 Cates and Deutsch [46] conjectured that the radius of gyration of non-concatenated
rings in a melt grows asymptotically slower with molecular weight than that of linear
polymers, i.e. Rg ∼ N2/5 instead of Rg ∼ N1/2. This is attributed to an additional
topological term added to the free energy of the polymer. In early simulation work, it
was indeed found that ν was close to 2/5 for medium sized rings [47–49]. More recently,
however, computer resources have improved, and it was found that for larger polymers,
ν tends to 1/3, indicating that for large N rings in a melt become compact objects
[8, 9, 50, 51]. Even more recent work [52, 53] suggested that this view is too simplistic
and that after the ν = 2/5 regime there are two other regimes, an intermediate regime
with ν = 3/8, followed by the asymptotic regime with ν = 4/9. This is disputed in a
very recent paper [54] which argues that ν = 1/3.
Part of this interest is due to a perceived connection with large scale chromatin organiza-
tion [8]. If chromosomes in the interphase would behave as ordinary linear polymers, they
0R D Schram and G T Barkema, Rouse modes of non-concatenated ring polymers in a melt, submitted
to J. Chem. Phys. (2015).
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would mix. Experimental observations show, however, that they are not mixed: a much
more realistic description is that each chromosome has its own territory. It is straight-
forward to find biological reasons why mixing is unwanted: cell division would otherwise
become messy. At this moment, it is, however, unclear which physics/chemistry prevents
the chromosomes from mixing. This might be because mixing increases the free energy, or
because mixing is simply too slow for occurring within the life time of a cell, or for some
other reason which is not proposed yet. One possible scenario is that the chromosomes
are internally crosslinked, and a crude model description for this is to describe them as
non-concatenated ring polymers (linear polymers that are crosslinked to themselves at
the ends). In this chapter we will study non-concatenated ring polymer mixtures from a
polymeric point of view.
Rouse modes are a very useful tool, because the formalism is well established and studying
the dynamics of polymers becomes more intuitive (see for example [2] as a reference). In
addition, the effect of closing the polymer chain induces effects in e.g. the mean squared
Euclidean distance 〈r(g)2〉 as a function of the genomic distance g, which is defined as the
number of bonds between the two monomers. This effect is seen to a much smaller extent
in the Rouse modes themselves, but shows itself again in the mathematical transformation
from Rouse modes to Euclidean space.
We use classical Monte Carlo simulations to equilibrate ring polymers in a melt. We
confirm the observation that the ring polymers are compact. We also sharpen the bounds
for ν for large N . Additionally, we measured the Rouse amplitudes and provide a fitting
function, which enables the derivation of other relevant quantities, apart from the ones
already measured, without the necessity for redoing all simulations.
We have also studied the dynamics of polymers of various lengths N , looking at various
Rouse modes p. We find that the dynamics is controlled by the characteristic length scale
ℓ = N/p, barring some exceptions. At short characteristic lengths, the characteristic
time scale of the Rouse modes scales roughly as τℓ ∼ ℓ2.2. At medium lengths, there
is a small transition period where τℓ ∼ ℓ2.5. At long lengths, the characteristic time
scale increases ever more steeply with length, where we have a lower bound of τℓ ∼ ℓ2.9.
Another interesting observation is that at longer length and time scales, the dynamics
appear to be not only dependent on the characteristic length scale, but also on the mode
number p itself (or equivalently, on the total length of the polymer).
We have structured this chapter as follows: the first section gives a brief description of the
Rouse modes. Section 4.3 presents the technical details of the Monte Carlo simulations.
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This is followed by the simulation results. We close the chapter with a conclusion based
on our simulation results in Section 4.5.
4.2 Rouse modes
Given a polymer with monomeric positions {r0, . . . , rN−1}, we define the Rouse modes

























rn, p = 1, 2, . . .N/2− 1 (4.2)








By changing the numbering along the ring polymer, we can transform Sp into Cp or
reverse. Thus, it is easy to see that we must have 〈|Sp|2〉 = 〈|Cp|2〉. For brevity, we
will leave out the CN/2 term in the upcoming formula’s. In case N is odd, the largest
term is ⌊N/2⌋. When N is even, there is one additional term with CN/2 that has its
prefactor divided by 2 (because SN/2 does not exist). By using basic algebra and using the















4.3 Monte Carlo methods
The simulations in this section are done using the GPU algorithm presented in the pre-
vious chapter.
In our simulations, we use a FCC lattice with L × L × L sites with periodic boundary
conditions, with L = 96. On this lattice we place ring polymers with a molecular weight
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Table 4.1: A summary of all MC simulations done for this paper. All simulations
have a lattice size of L3 = 963. The first column shows the number of monomers of the
ring polymers in the melt. In one unit of time, each monomer attempts each type of
move statistically once. The number of time units is shown in the second column. The
column “# sys” denotes the number of systems run in parallel (for multi-GPU setups).
“Eq. time” is the amount of MC time steps that are done before measurements are
done. The last column shows the number of hours it would take a single reference GPU
(NVidia K80 Tesla).
N MC timesteps # sys Eq. time GPU hours
30 400 · 102 1 100 · 102 < 0.1
100 210 · 103 1 30 · 103 < 0.1
150 700 · 103 1 73 · 103 < 0.1
300 2000 · 103 1 337 · 103 0.7
400 5594 · 103 1 672 · 103 1.9
500 1000 · 105 2 11 · 105 67
1000 2009 · 105 2 66 · 105 134
1500 2000 · 105 2 203 · 105 133
2000 5276 · 105 2 477 · 105 267
3000 13021 · 105 2 1690 · 105 735
of N monomers, with varying N . The range of polymer lengths are shown in table 4.1.
For reference, the average radius of gyration ranges from 1.6 to 11.8, well below the box
size. In each simulation, the monomeric density is 1, i.e., the total number of monomers
equals the total number of sites (or very close). The stored length density is about
28.8(1)%, with negligible variation with polymer length. Consequently, 28.8% of the sites
are vacant. Only the smallest length N = 30 has a slightly higher density of 29.1(1)%. In
simulations of melts of linear polymers at this density, the entanglement length is found
to be around 140 monomers. For all lengths, the polymers travel over more than their
radius of gyration. The initial configurations consist of rings that are deterministically
constructed and fill a large amount of space together. Any leftover space means that
the polymers have stored length at the start. These configurations are then thermalized.
This process results in a thermalized initial configuration without knotted ring polymers.
While the thermalization process of linear polymers can be boosted significantly by moves
in which polymer fragments are reconnected in new combinations, such moves typically
violate the constraint of non-concatenation, and are therefore not used. We discarded
about 5 times the correlation time of the slowest mode, which was obtained from fitting
it to the data.
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4.4 Simulation results
4.4.1 Static properties
First we check whether the Rouse modes are independent of each other. To this effect,





The correlation map is shown in figure 4.1, for p, q < 10. There are no clear patterns
visible, except the diagonal itself. Plots for smaller N give similar results. Thus, we can
assume in our calculations that the correlations are negligible and the Rouse modes are
independent:
cp,q ≈ δp,q, for all p, q. (4.6)
Next, we want to probe whether the Rouse modes depend only on the length scale ℓ =
N/p, and not directly on the molecular weight N or the mode number p. For clarity, we
define a Rouse amplitude that depends on the length scale: Xℓ = CN/ℓ. We expect in
that case that the Rouse amplitudes |Xℓ| scale as:
|Xℓ|2 ∼ ℓ1+2ν . (4.7)
Here, ν is the growth exponent, which is 1/2 in the case of a linear polymer in a melt,
and 1/3 in the case of a compact fractal.
Figure 4.2 shows |Xℓ|2 as a function of ℓ. It features two regimes: the SAW (self-avoiding
walk) ν = 0.588 regime and the fractal regime (ν = 1/3), with a crossover at approx-
imately ℓ = 140. Only the modes with p = 1 deviate slightly from the others. These
modes have the longest correlation time, and are therefore the most susceptible to sta-
tistical errors. However, judging from the data it is more likely a statistically significant
deviation. This is interesting, because this deviation does not occur for either Gaussian
rings or self-avoiding rings in a melt (without topological effects). For all other modes
however, the collapse is near perfect.




















Figure 4.1: Correlation map of the natural logarithm of the correlation coefficients
log |cp,q|, between the Rouse modes p and q. Values with |cp,q| < 10−4 are adjusted
upward to 10−4 to have a better range of colors. By definition the correlation coefficients
on the diagonal are 1. The figure shows that the off-diagonal elements are much smaller
and close to 0, within error margins. Thus, we conclude that the Rouse mode amplitudes
are approximately independent. The length of the ringpolymers is 3000. The largest
off-diagonal element with p, q is c0,1, for which we found |c0,1| = 0.006.
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Figure 4.2: The left hand figure shows the collapse of the Rouse amplitude |Xℓ|2 =
|CN/ℓ|2, divided by ℓ2. The fit is a crossover function between g(x) ∼ ℓ0.176 and
f(x) ∼ ℓ−1/3. Asymptotically, this would mean a compact object, i.e. ν = 1/3. The
lengths of the polymers are given in Table 4.1. The right hand figure shows the same
collapse, but now with lines connecting data points with the same mode number. It is
clear that the p = 1 line differs from the others.
















Indirect via Rouse modes
Direct measurements




versus genomic distance g. One curve is
derived from the approximated Rouse amplitudes Eq. (4.6), using Eq. (4.4), the other
is direct measurement from the simulation. The curves agree very well. The length of
the ring polymers is N = 3000. The deviation at long lengths is due to the difference
in the p = 1 mode, which is smaller what we fitted to approximate the other modes.






where κ is the crossover exponent that governs the crossover regime; for which we found
κ ≈ 1.63. Since the proposed crossover function is not based on a priori knowledge, we
also give a bound on ν without using extrapolation. If we use the first mode (p = 1)
exclusively, we simple obtain ν = 0.333(5). Excluding the first mode, we find the bound
ν < 0.355(5), which is significantly smaller than the value of 3/8 proposed in Refs.
[52, 53]. Our data supports the claim ν = 1/3 in Refs. [8, 9, 50, 51, 54].
By combination of the fit equation (4.8) and eq. (4.4), we obtain the average squared
distance along the chain r(g)2. The resulting curve is plotted in figure 4.3, together with
direct measurements of this quantity. As expected, the long-scale behavior is captured
quite well, although a small deviation exists, because the p = 1 Rouse mode falls slightly
outside the collapse of the other Rouse modes.
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4.4.2 Dynamical properties
In the description of a single polymer in solution by the Rouse model, the Rouse modes
are the exact dynamical eigenmodes, and consequently their decay is strictly exponen-
tial. With excluded-volume interactions between the beads of a single linear polymer
in solution, the Rouse modes are no longer the exact dynamical eigenmodes, but still
a very good approximation, and are still observed to decay exponentially, be it with
times that scale differently from those in the Rouse model [18]. The Rouse modes of
the individual polymers provide a useful tool to characterize the dynamics of linear poly-
mers in dense solutions [55]. However, apart from the very short times and very long
times, their decay changes from exponential to stretched-exponential [55], with stretched
exponent α = 1/2. Given that in the case at hand the solution is dense as well, we ex-
pect stretched-exponential decay of the Rouse modes, possibly with a different stretched
exponent:
〈Xℓ(t) ·Xℓ(t+ dt)〉 ∼ exp(−(dt/τℓ)α). (4.9)
Here, τℓ = Aℓ
γ is the characteristic time at the length scale ℓ. To find a collapse, we use
the following:





= α(log dt− γ log ℓ− logA). (4.10)
Thus, with the addition of αγ log ℓ to the left term, we get an expression independent
of ℓ, and the curves with different N and p should collapse. We obtain α from plotting
that expression against log dt and finding the slope, which in turn determines the most
interesting exponent γ. This procedure is shown in figure 4.4, from which we obtain
β ≈ 1.88, α ≈ 0.65, γ ≈ 2.9 and A ≈ 0.017.
Interestingly, the collapse of curves with equal modes is near perfect, but at very long
times curves with different modes start to spread out a little. Barring statistical variance,
it might indicate a direct dependence of the dynamics on the mode number, i.e. a Rouse
mode “knows” how large the polymer is, regardless of the length scale of the mode. From
our data, the dependence seems to approximately τℓ ∼ Ap0.6ℓ2.9. In essence this means
that the modes that probe shorter length scales are relaxing slower than one would expect
purely from their length scale, the longer the polymer becomes. We suggest that this is
the result of (self-)entanglement, slowing down even the faster modes.




















































Figure 4.4: Collapse of the auto correlation of the Rouse modes |Xℓ|. The plot uses
a double logarithmic scale on the y-axis, and a single logarithmic scale for the x-axis.
The only relevant parameter is the length scale ℓ along the chain and not the total
length of the chain N . In case of a purely stretched exponential, the lines should
collapse in a straight line. For small times this is indeed the case, but then the curves
seem to separate a bit at longer times. We have used β = 1.88 to obtain the collapse
in the figure. From this we find that τ transitions from about ℓ2.2 (Rouse time for
unentangled SAW polymers) to ℓ2.9, though it is hard to tell from our data, whether
this is asymptotic behavior. The exponent β is a derived exponent: β = αγ, which are
explained in the text. The plot contains ring lengths shown in Table 4.1, and Rouse
modes 1 ≤ p ≤ 9.
The zeroth Rouse mode is the center of mass displacement. This mode behaves very
differently from the other “internal” Rouse modes. Instead of stretched-exponential decay,
it is expected that for long enough time the polymer exhibits Brownian diffusive motion:
〈r2cm〉 = 6Dt, with the diffusion constant D. For unrestricted movement (that is to say
without any entanglement barriers), we expect the diffusion constant to be proportional to
1/N , which follows directly from the total mass scaling as N , combined with independence
of the thermal kicks whose number also scales as N , but which combine to a total force
vector scaling as
√
N . Figure 4.5 shows the mean squared displacement of the center of
mass as a function of time. It is clear that the diffusion coefficient is not proportional to
1/N , as the data would have collapsed in that scenario.
From the internal dynamics of the polymer chain we see no direct unambiguous way
to derive the diffusion constant, without additional arguments or assumptions. One
reasonable assumption is that the time required for the polymer to displace over its
own size coincides with the timescale of the largest internal mode (a crossover between















Figure 4.5: Mean squared displacement of the center of mass of the ring polymers,
multiplied by the length of the polymer, and divided by the time as a function of time.
The length of polymers is given in Table 4.1 and ranges from N = 30 to N = 3000. For
a Rouse chain, these curves will collapse onto a single straight line with slope 0.
t ∼ N2.2 and t ∼ N2.9) up to a constant factor. Using this assumption we find a diffusion
coefficient of D ∼ r2/t = N2ν−γ , which is expected to show a crossover from D ∼ N−1 to
D ∼ N−2.2. To test this hypothesis, we plotted the diffusion coefficient found in figure 4.5
as a function of the length of the polymer N in figure 4.6. The plot shows exponents that
are close to the range that we predicted. The paper by Halverson et al. [40] claims to find
D ∼ N−2.3. This is definitely within statistical error of our data, especially considering
finite size effects.
4.5 Conclusion
We have shown that the Rouse modes of a ring polymer are completely independent.
This allows us to study the relevant properties of ring polymers by only looking at the
Rouse modes.
We find that in a melt of ring polymers there is a crossover from the SAW (self-avoiding
walk) chain regime to the compact/fractal regime. Rouse modes allow for a clean char-
acterization of this crossover. It shows that ring polymers are compact objects in the
limit where the molecular weight N goes to infinity. From the scaling of the Rouse mode












Figure 4.6: The diffusion constant D as a function of the molecular weight of the ring
polymers N . The green and purple lines are used to estimate the asymptotic behavior
of the diffusion coefficient.
amplitudes we derived scaling of the Euclidean distance versus genomic distance and the
auto correlation.
The internal dynamics of ring polymers is faster than that of linear chains in a melt
of linear chains. We found that the dynamical behavior of polymers shows complex
behavior. Asymptotically, we find that the longest time scales are scaling as (or stronger
than) τ ∼ ℓ2.9. In conjunction, the diffusion constant scales at least as D ∼ N−2.2, where




Hamiltonian walks (or technically Hamiltonian paths), named after W. R. Hamilton, are
paths on a graph that visit every vertex exactly once. Hamiltonian walks on compact
square and cubic sublattices have been studied since the late eighties [56–59] as idealized
conformations of compact proteins. Proteins fold from a denatured state to a compact
state through hydrophilic and hydrophobic interactions. One of the main mysteries in
biophysics is the question of how proteins fold always to their native state without getting
stuck in one of the local minima. By modeling Hamiltonian walks as heteropolymers and
thereby achieving a rough representation of a polypeptide chain, one hopes to answer such
questions. A popular model of that kind is the HP model [56], in which the monomers
of the polymer are either polar (P) or hydrophobic (H). This model suggests that folding
is guided towards compact configurations via the hydrophobic interactions leading to a
funnel-like free energy landscape [60]. Moreover, it was found that the fraction of HP
sequences with a unique ground state stays roughly constant with chain length [60].
Exact enumeration is crucial since otherwise the ground state of a polymer might be
missed. What makes enumeration difficult is the exponential increase of the number of
configurations with chain length. This is the reason why a lot of effort has been focused
on two-dimensional Hamiltonian walks on square lattices where the number grows slower
than for their three-dimensional counterparts. An exact enumeration of Hamiltonian
walks for all compact shapes on square lattices has been presented in Ref. [57] up to
0R D Schram and H Schiessel, Exact enumeration of Hamiltonian walks on the 4 × 4 × 4 cube and
applications to protein folding, J. Phys. A-Math. Theor., 46 485001 (2013).
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length 30 and also for length 36, see also Ref. [61]. Hamiltonian walks on L× L lattices
up to length L = 17 have been enumerated in Ref. [62] (see Table 2 in that paper).
On the other hand, for the three-dimensional case the exact enumeration for the 3×3×3
cube was presented in Refs. [58] and [59], see also Refs. [63–65]. Pande et al. [66] computed
also the numbers for the 3× 3× 4 and for the 3× 4× 4 cubic sublattices but concluded
that ”it seems that the enumeration of the Hamiltonian walks on the 4×4×4 sublattice is
several orders of magnitude out of reach using our current algorithm and supercomputer
power.” Exact enumeration of the 4 × 4 × 4 was presented only possible for a geometry
with a hole in Ref. [67]. The exponential increase of the number of Hamiltonian walks
as a function of the number of lattice sites has impeded so far further advance. The
algorithms available were either too time consuming [66] or too memory intensive [62] to
go beyond that size.
In section 5.2 we present an algorithm that changes this, and the (much) larger size of
4 × 4 × 4 can be computed in several hours on a single PC. Additionally we present a
Monte Carlo algorithm in section 3 both to verify the results of the exact enumeration
algorithm, and to extend the size up to 7 × 7 × 7. Inspired by the much faster increase
of the number of Hamiltonian walks with length than earlier anticipated, we discuss
uniqueness of ground state in the HP model in section 4. Finally, we close with some
conclusions in the last section.
5.2 The algorithm
We present here an algorithm that allowed us to exactly enumerate the 4 × 4 × 4 on a
PC within a few hours. At a high level the algorithm looks as follows: first it exactly
enumerates all 2× 2× 2 cubes with bonds sticking out of the cube on three of its faces.
Then, two 2×2×2 cubes are combined into 4×2×2 cuboids, which themselves are then
combined, and so forth until the 4× 4× 4 cube is formed.
The advantage of this algorithm compared to more traditional approaches is an expo-
nential speed-up because a particular surface configuration of a cuboid can contain many
possible internal configurations. Thus, combining two cuboids that connect through their
common surface is done for many configurations at once.




Figure 5.1: (a) Example configuration of a 2 × 2 × 2 cube with two chain pieces
(red and blue). (b) Definition of the inner and the outer surfaces when combining two
2× 2× 2 cubes into a 2× 2× 4 cuboid.
5.2.1 Creation of the first cube
The 2×2×2 cubes are the smallest building blocks in our algorithm. We have to generate
these building blocks first before we can combine them into bigger cuboids. There is a
very limited number of 2 × 2 × 2 elementary cubes (≈ 36K); see figure 5.1(a) for one
example configuration. Thus the algorithm to find these is not the time limiting factor
in the complete computation. The construction of the first cube is done sequentially by
chain piece, i.e., every chain segment inside the cube is finished before the construction
of the next segment is started. Each position in the cube is numbered and the chain is
constructed with the lowest label first and so forth. We describe now how these chain
segments are built in a way to ensure uniqueness.
The construction of a chain piece starts at the free position with the lowest label, which
we call the seed. We note that this is always possible: since eventually all positions have
to be visited, at least one remaining chain segment will always go through the seed. The
idea is then to grow the chain in two directions starting from the seed. To prevent double
counting a distinction is made between head and tail, where the position in the forward
direction has a higher label than the one in the backward direction. We grow this chain
piece in every possible direction recursively, until we either let it end in a position inside
the cube or it reaches one of the 12 surface points.
After finishing the head of the chain segment, we do the same with its tail part. There
is one subtle difference, namely that the segment can end at the seed, provided of course
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that the head does not end inside the 2×2×2 cube. This ensures that we also enumerate
all configurations of the chain segment that end in the seed. The recursive algorithm
checks at each step whether the newly proposed positions are already occupied to ensure
self avoidance of the chain. This is done using a simple array look-up which costs O(1)
time. After the chain segment is finished a new seed is chosen until all positions are
occupied.
The program keeps track of the surface configuration using a simple lookup table. The
surface configuration is updated every time after finishing a chain segment. When all
the inner lattice points are occupied and the last chain segment is finished, the surface
configuration is inserted into a tree-like data structure that is described in Section 5.2.3.
5.2.2 Definition of surface configuration
The chain segments define a specific surface configuration, which consists of the connec-
tions on the surface of the cube. For the 2 × 2 × 2 cube there are 7 surface monomers
and 12 possible connections linking it to other cubes, namely 4 connections in each of the
+x,+y and +z directions, see figure 5.1(a). It is only necessary to know how to connect
two cubes; the precise internal configuration of the chain pieces is unimportant. Config-
urations with the same surface configuration can be processed simultaneously, thereby
saving an exponential amount of time.
For a surface point Si we assign one of the following possible states:
• UNUSED, no connection to the outside,
• Sj, an internal connection to surface point Sj,
• END, chain segment ends inside this cube.
The process of the algorithm first combines two 2 × 2 × 2 cubes into 2 × 2 × 4 cuboids
(see figure 5.1(b)), then two of those into 2× 4× 4 cuboids, and then finally two of those
into 4×4×4 cubes. At each stage we track the number of configurations for each surface
configuration. To create the larger objects, we systematically go through all possible
combinations of surface configurations. Whenever the combination is valid we add the
product of the multiplicities of the smaller surface configurations to the multiplicity of
the newly created larger surface configuration.
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When combining two surface configurations it is important to be able to quickly reject
incompatible combinations. Thus we employ a couple of strategies to this effect. Two
cubes cannot be combined if their total number of chain ends exceeds two, because ob-
viously a valid Hamiltonian walk only has two chain ends. Two surface configurations
are also incompatible if the combination creates a loop. A loop is created for example if
both cubes have a connection from surface points j to i. However, this is not the only
possibility and it can be hard to detect more complicated loops efficiently. For example,
if one combines two surfaces A and B, with connections A1 → A2, A3 → A4 for A and
B2 → B3, B1 → B4 for B a loop is created. We explain how to deal with this issue in
more detail in Section 5.2.5. If we are not at the last step, then two ends cannot be con-
nected either, for the same reason that loops are not allowed. The last constraint is that
if one surface point facing the other cuboid has a connection, then the same surface point
of the other configuration has to have a connection as well to prevent a discontinuous
self-avoiding walk (“dangling chains”).
These constraints only apply to surface points on the inner surface, which is defined as
the surface between the cubes to be combined. For the combination of two 2×2×2 cubes,
the inner surface consists of 4 points for each cube, while the outer surface contains 8
points, see figure 5.1(b).
Then, if all these constraints are satisfied, the new surface has to be computed. This
is done progressively: intermediate results are used to more quickly compute the new
surface. At the first step of the iteration, this surface is empty, but at each step it is
updated according to the partial configuration considered.
5.2.3 Data structure
As noted before, we store each cuboid only considering its surface and the number of
cubes with that particular surface. The cuboid is stored in a tree data structure, shown
in figure 5.2. The surface points are ordered in a way such that the inner surface points
have a lower index than the outer surface points. Given that there are p inner surface
points and q outer surface points, we number them sequentially: S1 . . . Sp, Sp+1 . . . Sp+q.
For the data structure the inner and outer surface points are treated the same, but in the
computation of the combination step they are treated differently, which will be explained
in more detail later on. A surface element is defined using an array S of length p+ q. Si
has various meanings depending on its value. Specifically








































Figure 5.2: Tree in which surface configurations are stored. Each level i of the tree
corresponds to the connection from surface point i. This information is stored in array
form, where the index denotes where the link from Si goes to. For example, if we follow
the pointer S2 from level i = 1, it means there is a link between S1 and S2 for that
particular set of surface configurations. Crossed out elements in the array in the picture
mean that these elements are never used (and are null pointers in the array).
• Sj: surface point i connects to surface point j,
• END: surface point i ends in the box,
• UNUSED: surface point i is unconnected.
Since every combination is reflection symmetric, the same surface configurations can be
used for either cube, i.e., if a surface configuration exist with a certain multiplicity, then
the reflected surface has the same (but reflected) configuration with the same multiplicity.
Combining two surface configurations A andB, the inner point A1 is by definition opposite
to the inner point of B1.
The first level of the tree consist of a an array of p + q + 2 elements, where the index
gives the value of S1. The value of each element in this array points to memory addresses
of other similar arrays, that determine the value of S2. This proceeds recursively until
finally we are at depth p + q in the tree. Then at the leaves of the tree there are no
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pointers to other arrays, but instead the value denotes the number of cubes that have
that particular surface configuration. As not every surface configuration is possible, the
size of this tree is smaller than its maximum possible size. For example, if surface point
i connects to surface point j, then obviously surface point j also connects to point i and
thus cannot connect to any other point.
Inserting a particular surface configuration C is straightforward and computationally fast.
In the case of the 2 × 2 × 2 cube the multiplicity to be added is 1, since we construct
them one by one. In later steps, the configuration C is the result of a combination of two
surface configurations A and B. The multiplicity to be added is then VC = ZA ·ZB, where
ZA is the number of internal configurations that have the same surface configuration A.
The combination algorithm starts at level i = 1 and goes recursively through the ar-
ray following (not null) pointers deeper into the tree. This is done for two pointers
simultaneously, representing surface configurations A and B. Both pointers always move
simultaneously through the tree and are thus always at the same depth in the tree. If the
pointers arrive at the deepest level (i.e. at two leaves in the tree), we add the multiplicity
VC to the counter of the surface configuration C, which we found during this procedure.
If at some point during the insertion of the new surface configuration the pointer in the
new tree is invalid (null pointer), it means that the surface configuration we found does
not exist yet, and we newly add it to the tree. In this case we allocate a new array and
have the pointer address the empty array. We keep adding arrays at each depth until we
are at level p + q, and instead of allocating another array, we set the value of this array
element to VC .
The tree like data structure has the beneficial property that searching for a particular
configuration is fast, namely O(p + q). At every depth the array element can be found
in O(1), and there is O(p+ q) levels of depth. Creating a fully new surface configuration
in the tree is slower at O((p + q)2) operations, but the number of insertions is expected
to be much lower than the number of look-ups, and the average number of operations to
insert a new configuration is also expected to be smaller than the worst case scenario,
because especially the parts of the tree with low i are heavily reused. The reason is that
the number of surface configurations is exponentially smaller than the number of internal
configurations.
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5.2.4 The intermediate steps
There are two intermediate steps in the algorithm, one which combines the 2×2×2 cubes
into 4×2×2 cuboids and one that combines the latter cuboids into 4×4×2 cuboids. In
these steps, we process the tree data structure of the smaller cuboid, to create the tree
of the larger cuboid. This is done in an exhaustive manner, i.e. all possible combinations
of surface configurations are attempted, excepting those that create dangling ends, loops
or too many ends. By traversing the tree using two separate pointers, each for one of the
cuboids to be combined, a new combined surface configuration is found and put in a new
tree. Since most of the surface configurations are not expected to fit, the internal surface
points are processed first, and the program backtracks if the configuration has become
invalid.
The inner surface contacts are the hardest to deal with, because the outer contacts cannot
create dangling ends or loops or connect two ends. The only active constraint for the
outer surface points concerns limiting the number of ends inside the combined cube to a
maximum of 2.
5.2.5 Inner contacts
During each step we keep track of the current contact map of both the inner and outer
surface of the newly combined cube. For example, after A1 → A2 and B1 → B3 we have
the contact map A2 → B3. Using this current contact map we track possible loops. Say
that given a certain contact map, we have to add a connection Ai → Aj and Bi → Bk at
depth i. Note that for the connection in configuration A we do not have to modify the
contact map at all if i > j, because this means that this connection was already added
at depth j. The same holds for the connection in configuration B.
On the other hand, if j > i we first check whether the surface point opposite to Aj , Bj ,
is already connected. If this is true, then we find in our current contact map, the surface
point that it connects to, which we call A′j . If that point is Bi or B
′
k (see figure 5.3(a)
and (b)), then we know that we have created a loop in the new configuration, and we
discard it. If both B′k and A
′
j are equal to END, then the configuration is discarded as
well, see figure 5.3(c).





















Figure 5.3: Examples for forbidden configurations created through the new connec-
tions Ai → Aj and Bi → Bk: (a) A small loop Ai → Aj → Bj → Bi → Ai, (b) a larger
loop with Bj = B
′
k and (c) connecting the two chain ends.
If either j or k is on the outer surface or has the value END, there is no possibility of
creating a new loop. This follows from the observation that the loop is created from both
sides at the same time.
5.2.6 The final combination
The final step is only slightly different from the intermediate steps. The difference is that
in this case the two ends do have to be connected. To this effect, we set a flag if two ends
are connected. This has to be the last step (in this part of the trace) in which anything
is newly connected, otherwise the program backtracks.
One of the problems that still remained was high memory usage. To resolve this, we split
the problem up in several smaller problems. This is done in the final combination step,
where we do only a specific set of combinations. As noted earlier, connections have to be
matched on either side of the cuboids, to prevent dangling chains. We define the connec-
tion code as a simplified surface configuration, where for each surface point a “1” means
any type of connection, and “0” means no connection (UNUSED). Surface configurations
with a different connection code cannot possibly fit, because the combination will create
dangling chains. Since there are 16 possible connections in the last steps, we can split the
problem into 216 = 65536 smaller problems. In our case, it was not necessary to split it
into so many parts, so we split the problem in 32 parts, depending on the configuration of
the first 5 sites. However, the configuration “11111” (all connections made) still took too
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much memory, so we split that part again in 32 parts to remain within our memory bud-
get, which we set at 8 GB. A further advantage of this is that we could easily parallelize
it.
5.3 Rosenbluth methods
5.3.1 Octo cube method
In addition to an exact enumeration algorithm, the idea of connecting small blocks into
larger ones is also at the basis of a new Monte Carlo method, which is a variant of the
Rosenbluth method [68]. Instead of doubling the volume of the cube each time, the
cube is now filled one by one with 2× 2× 2 cubes. A Rosenbluth method computes the
partition sum by iteratively building the object and by finding the probability pi to take









where M is the number of steps to build the object. The value of M does not have to
be constant throughout the simulation. In the case of the octo cube method M = N/8.
Importantly, the method should guarantee ergodicity, i.e., all configurations (with non-
zero contribution to the partition sum) should have a non-zero probability to be reached.
In the simplest case we enumerate at each step all possibilities and choosing one of the
possibilities randomly with probability pi = 1/wi, where wi is the number of possibilities,
also called the Rosenbluth weight.
The building blocks of the large cube are not all equivalent, because the smaller cube can
have a different number of faces that can be either facing an already placed cube, space
outside the large cube or a not yet placed smaller cube. In order to prevent recalculating
the basic cubes, we exactly enumerate them and store them in memory. We do not merge
symmetry equivalents into one. This means for the 4×4×4 cube that there are 8 different
basic cubes that we enumerate. In the case of the 6× 6 × 6 cube, this number increases
to 27. It does not increase further with increasing cube size. The amount of memory to
store all these building blocks is sizable, approximately 1.2 GB with our data structure,
which is more tailored towards lookup speed than memory efficiency.
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After selecting the appropriate building block at each step, we have to connect it to
the already present surface of previously inserted blocks. If there are already placed
building blocks, it reduces the number of blocks that fit. Apart from selecting one of
the possibilities, it is also necessary to count the number of possibilities to compute the
Rosenbluth weight. Thus, it is almost mandatory to build a list of possibilities, and
then randomly select from them. It is computationally intensive to recompute this list
every time. Therefore, the list is stored in memory, and reused if the exact same local
surrounding surface is encountered again. It is important to explain what we mean by
the exact same local surface, because it is slightly different from the surface as explained
in the context of the exact enumeration algorithm.
At each step we compute how the surface surrounding the new cube looks like. These are
the possibilities for each of the 24 elements of the surface Si:
• EDGE: element is on the edge of the larger cube,
• Sj: link to other element Sj on the same cube,
• END: link to end in any cube not yet placed,
• EXTERN: link to an element l on another cube.
• UNUSED: link cannot be used.
• EMPTY: link can be freely used.
Examples of these possibilities are shown in figure 5.4. It is important that the external
link does not have to be specified, because otherwise the number of possible configurations
grows to infinity with the size of the final cube. In the present case, even though it is an
extremely large set, it will be finite independent of the total size of the cube, and we can
reuse the most common ones. To save time and memory, the list of possibilities are only
created on demand. Creating this list is similar to the exhaustive search for combinations
in the exact enumerations algorithm. To find all of them, we try and put in all basic
cubes without creating loops, dangling ends or connected ends.
After the list is created either from scratch or found in the memory, one of the update
rules in the list is selected. It is the most natural to select one of the configurations with
equal probability and multiply the current Rosenbluth method by the total number of
possibilities at this step. However, this choice is neither the only nor the optimal one. The













Figure 5.4: An example of a surrounding surface for cube C2. The cube C1 has
already been placed in an earlier step and influences the surroundings of the new cube.
Surface point S1 is on the edge of the larger cube, and consequently it has the value
EDGE. The other surface points have the following values: S2 → END, S3 → S4,
S4 → S3, S5 → UNUSED, S6 → EXTERN and S7 → EMPTY.
Rosenbluth method converges the fastest if the final weights are close to each other with
a small variance. That way, the largest weights dominate the average less. The algorithm
without modifications produces correct results, but most weights will be relatively small.
One of the main reasons for this is that the chance of selecting a smaller cube with one
or two ends inside the cube is much larger than selecting one with no ends in the cube.
Since the total number of loose ends in the cubes is two for the final configuration, the
algorithm depletes the number of loose ends very quickly, i.e. the average number of loose
ends does not grow linearly with cube number. Thus, most of the attempts will have one
or two larger weights multiplied by the rest which is composed of lower weights. With
a small probability, the algorithm selects cubes that have a low amount of loose ends (1
or 0) in the first few steps. This configuration then has a much higher weight, because
the number of choices along the way is much higher (it is still able to choose from cubes
both with and without loose ends). Random selection leads thus to a relatively wide
distribution of weights.
In order to improve on this, we select the cubes such that the probability of an end ending
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in cube i is roughly equal for all cubes. In the case of no loose ends already in the cube
we select a cube with one end with the following probability (independent of the number
of cubes with one end):
p1 = 2(nr − 1)/n2r, (5.2)





In the case that there is already one loose end in the cube, the probability of selecting a
cube with one loose end is simply 1/nr. The result of this adjustment is a very significant
improvement in the rate of convergence of the partition sum ZN .
At each step, the program keeps track of which external contact connects to which po-
sition, such that at the end of the step, the new surface configuration can be created
easily.
5.3.2 Single cube method
Instead of concatenating cubes of size 2 × 2 × 2, we can also use single monomers as
building blocks. An advantage compared to the octo cube method lies in the fact that
the final cube does not have to be composed of an even number of monomers; the final
structure can even have an arbitrary shape. The downside is that the range of possible
weights of the Rosenbluth method increases, which results in a larger error bar for the
same number of simulated polymers. Even though the method creates more cubes per
second than the octo cube method, it takes longer to obtain the same error bars for small
sizes due to the wide weight distribution. The main advantage of this method is that it
needs much less memory than the octo cube method, because there is no need to store
configuration lists.
We use the observation that the order in which the blocks are placed does not matter
for the partition sum or any other quantity. However, it does matter for the distribution
of the weights, and also for the chance of success of the creation of the full polymer.
Consider for example the worst case example, in which the first half of the blocks are
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placed in a checkerboard fashion. This does not put any constraint on any of the blocks,
because no surface is shared between them. However, the chances that each of the empty
places have either one or two incoming connections is very small. To improve on this we
introduce a measure for the urgency to insert a monomer. This measure is defined as
the ratio of the number of connections to be made still (i.e. two minus the number of
connections already set) divided by the number of remaining possible connections. The
monomer with the largest ratio goes first. In case of a tie, the lowest number of possible
connections goes first. If there is still a tie, the choice is arbitrary.
We also added pruning and enrichment to the Rosenbluth method, making it a Pruned
Enriched Rosenbluth Method (PERM) [69]. The advantage of the PERM method over
the basic Rosenbluth method is that the weight distribution is more narrow, because
configurations with more weight are branched several times, creating a better estimate
of the weight configurations of that type. Also less time is wasted on configurations
that have a low weight compared to the average. Even though the weight distribution is
significantly less wide than with the basic Rosenbluth method, it still shows the limitations
of Rosenbluth based methods for cubes larger than 7× 7× 7.
We use dynamically updated weight criteria for pruning and enrichment. The first 104
runs are done without any pruning or enrichment. After these first 104 runs, the polymer
is pruned if the weight is less than 1/10th of the average weight, and enriched if the
current weight is more than 10 times the average weight at that particular step. In the
case of enrichment, the state of the cube configuration is copied to keep the two instances
the same, but with different starting RNG seeds.
5.4 Results
5.4.1 Exact enumeration
Using our exact enumeration algorithm we find that the number of Hamiltonian walks in
a 4× 4× 4 cube equals 27,747,833,510,015,886, see also Table 5.1.
We compare now this number to the prediction by Pande et al. [66]. Based on the exact
enumeration of Hamiltonian walks in cubic sublattices up to 3× 4× 4 they extrapolated
that there should be about 2 · 1015 walks inside a 4 × 4 × 4 cube. Pande et al. counted
only walks that are not related by symmetry (rotations and reflections) but distinguished
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Figure 5.5: The weight distribution of the single cube PERM algorithm for the 7 ×







. The green line shows P ×w, which gives the contribution of a each
logarithmic bin to the partition sum. Ideally the two curves are close together.
between head and tail for each walk. Our number is larger by approximately a factor
3!23/2 = 24. Based on our exact enumeration we find that the number of walks not
related by symmetry is approximately 1.16 · 1015. This is about 2 times smaller than
the estimate in Ref. [66]. Note, however, that the authors of that paper expected their
number to be an over-estimate as they argued that maximally symmetric shapes feature
less conformations, an effect also observed in 2 dimensions [56].
Table 5.1: Exact enumeration and simulation results of the partition sum ZN .
Size N Exact Single cube Octo cube
3× 3× 3 27 2,480,304 2.477(4) · 106
4× 4× 4 64 27,747,833,510,015,886 2.77(4) · 1016 2.777(3) · 1016
5× 5× 5 125 - 1.91(5) · 1033
6× 6× 6 216 - 9.14(1) · 1059 2(?) · 1059
7× 7× 7 343 - 3.7(3) · 1097
5.4.2 Monte Carlo results
An important point to check first with PERM algorithms is the width of the weight
distribution. It is well known that the width of this distribution often becomes very wide
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Figure 5.6: The partition sum ZN (divided by 2
N ) as a function of the number of
monomers N . The red crosses give the numbers of Hamiltonian walks for the 3× 3× 3
and the 4×4×4 cube (exact) and for the 5×5×5 up to the 7×7×7 cube (approximate).
The green line corresponds to the meanfield result (5/e)N , as suggested in Ref. [66],
while the blue line proportional to 1.978N gives the best fit to just the large cubes
6×6×6 and 7×7×7. The pink curve fits reasonably well and is of the form bµN−N2/3
(with b = 3 and µ = 2.14), which takes into account surface effects (see text for details).
for large N , and that the results become dominated by a single or a few large weights. To
check this, we have plotted this distribution in figure 5.5 for the largest system considered,
the 7×7×7 cube. Importantly, we define the weight as the total contribution of each run
starting from scratch. Thus, in the process of enriching it is a sum over multiple individual
weights. Comparing the shape of the distribution with the one of the 6 × 6 × 6 system
(which is very smooth; not shown here), we conclude that it is unlikely that we have
severe problems here, since the result is not dominated by a single weight. In any case,
any (severe) problems in this regard will more likely have the effect of underestimation
of the partition sum. In that case, our conclusions would not change much.
Based on exact enumeration of smaller cubic sublattices it was suggested in Ref. [66]
that the number of Hamiltonian walks scales as ZN ∼ µN , with only small (logarithmic)
corrections. The value of µ was found to be close to 5/e, suggesting that the meanfield
calculation of Flory [70] might be applicable in the N → ∞ limit. However, using the
data obtained through the Monte Carlo simulations (see Table 5.1) we find the plot
depicted in figure 5.6, showing strong corrections manifesting themselves by the fact that
the numbers do not lie on a straight line. The discrepancy grows quickly with N , e.g.
one finds that the number of walks in a 6× 6× 6 cube is about a factor 1000 larger than
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estimated in Ref. [66]. Only the first two points in figure 5.6, the ones for the 3 × 3 × 3
and the 4× 4× 4 cubes are reasonably close to the 5/e line. On the other hand, the two
points corresponding to 6 × 6 × 6 and 7 × 7 × 7 lie on a line with a larger value of µ,
namely µ ≈ 1.978, see figure 5.6.
We attribute these severe corrections to surface effects. Monomers at the surface have
less possible bonds than monomers on the inside of the cube. Therefore for small cubes
with their large surface to volume ratio the number of possibilities is smaller than one
would expect from an argument based on an infinite lattice. Instead of using the number
of monomers, we suggest using the number of bonds Nb divided by the coordination
number z:
ZN ∼ µNb/z. (5.4)
For a cubic sublattice (z = 6) we find:
Nb/6 = N −N2/3. (5.5)
This expression is exact as can be easily checked by counting the number of vertices,
edges and faces of the cube, and the number of monomers therein. For sufficiently large
N most of the monomers belong to the interior and with Nb → zN we retrieve ZN ∼ µN .




In figure 5.6 we have plotted this expression as the pink curve. It coincides reasonably
well with the data, using b = 3 and µ = 2.14. An important point to note is that the
number of free parameters is exactly the same for both models, which leads us to conclude
that using Nb/z instead of N gives the better answer.
The value for µ is much larger than the one predicted in Ref. [66]. This can be explained
by the fact that even for the largest sublattice, 3 × 4 × 4, surface effects still play the
dominant role since 11 out of 12 monomers reside at the surface.
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5.4.3 Protein folding and the HP model
The HP model was introduced by Lau and Dill [56] as a simplified model for interactions
between the amino acids that constitute a polypeptide chain. In this model the amino
acids are divided into two kinds, hydrophobic (P) and hydrophilic (H) ones. Hydrophilic
interactions are also believed to be the main driving interactions for protein folding.
One of the main open questions is how the protein finds the proper fold starting from
an open (non-folded) conformation. Lattice models suggested that the probability of a
degenerate ground state becomes smaller and smaller, and that the polypeptide chain
finds its eventual conformation through a funnel-like energy landscape to the ground
state.
Exact enumeration techniques have been performed for Hamiltonian walks on a square
lattice [56], and it was found that indeed the degeneracy of random HP sequences seemed
to decrease with chain length (see Figs. 12 - 15 in Ref. [56]). Enumeration of longer
chains then indicated that the fraction becomes almost constant (slightly above 2%) [60].
Note that the number of configurations on a square lattice grows like 1.4N [57] which is
slower than the increase in the number of HP-sequences, 2N . Our results suggest that the
situation is different for a cubic lattice where the configurations might grow like 2.14N ,
i.e. faster than the number of sequences. Using a simple exact argument we show now
an important consequence when using the HP model in a case when µ > 2, namely that
the average number of conformations in the lowest energy state is asymptotically larger
than exponential in N .
Theorem 1. Let D(s,N,M) be the number of ground state conformations of an HP-
sequence s of length N with M P-monomers. Then averaging over all possible HP-
sequences s ∈ SM , the following holds:
〈D(s,N,M)〉s∈SM > ZN2
−N . (5.7)
where SM denotes the set of all sequences with M P-monomers and ZN denotes the total
number of polymer configurations.
Proof. Let T (SM) be the number of polymer configurations that are in the ground state
for a given HP-sequence summed over all sequences s ∈ SM . By definition one has
T (SM)/|SM | = 〈D(s,N,M)〉s∈SM . Combining this with |SM | < 2
N we obtain:
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〈D(s,N,M)〉s∈SM > T (SM)2
−N . (5.8)
We now use the fact that the HP model can be mapped onto the Ising model of ferro-
magnetism (with a trivial shift in the energy) with the additional condition that the total
magnetic moment is fixed [63]. Consider the lowest energy state(s) E0 of the spin system.
The contribution of the sequences that have this lowest energy as their ground state to
T (SM) is defined as T (SM , E0). Obviously, because it is a sum of positive elements, we
have T (SM) > T (SM , E0). First construct the spin lattice of the energy state E0, then
put on top of this the polymer to retrieve all combinations of polymer conformations and
HP-sequences that give this particular ground state. We observe this way that exactly:
T (SM , E0) = ZN . (5.9)
Using this, we obtain equation 5.7.
Thus, asymptotically the ground state is exponentially degenerate if µ > 2. Using our
simulation results, where we found µ ≈ 2.14, we see that in fact log 〈D(s,N,M)〉 > 0,
for large enough N . Thus, we conclude that the average degeneracy of the ground state
is exponential in N for large N . This, however, does not automatically imply that the
probability of the ground state of an arbitrary HP sequence being degenerate goes to 1:
theoretically there remains the possibility that only a small fraction of sequences lead to
the huge number of E0 ground states whereas the majority of sequences might feature
unique ground states.
However, given that aligning neighboring spins reduces the energy, the ground state is
even more likely to have large blobs of aligned spins. If we draw an imaginary box around
one such aligned spin blob, the ground state is only unique if we cannot change the internal
configuration of the blob. For a random sequence, there will be a (smooth) distribution
of blob sizes. Intuitively it seems clear that for an infinitely long chains all sizes will be
present (even if with exponentially small probability). Thus, for the ground state to be
unique, all these blobs (of any size) have to have a unique internal configuration. This
seems very unlikely. This suggests that ground states get less unique with growing chain
length, even in the case of µ < 2. From the theorem presented here it seems likely that
for smaller µ this becomes visible at larger length, which might be the reason why it has
not been detected in earlier studies [60].
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5.5 Conclusions
We have performed exact enumeration and Monte Carlo simulations on the problem
of counting the number of Hamiltonian walks on cubic sublattices. Surprisingly, we
are able to discard all currently available values for µ, including 5/e and 6/e. A new
ansatz in which we account for surface effects leads us to believe that its most probable
value lies around 2.135. Should this ansatz be incorrect, we can at least conclude that
µ ≥ 1.98. We then showed that for µ > 2 the absolute ground state of the system (over
all conformations and sequences) grows exponentially degenerate with chain length. We
furthermore argued that – independent of the value of µ – the probability that a random
HP sequence is degenerate goes to one.
The latter observations led us to question how far the HP model with random sequences
is useful to understand protein folding. When going to realistic chain lengths it might
become increasingly hard to find sequences with unique ground states. It seems to us
that properly folding proteins are most likely not the result of a random search through
all possible sequences. One could imagine instead that the combination of two viable
proteins has a much higher chance of being a new viable protein than a random protein.
In addition, a viable protein should not only be identified by having a unique ground state,
but it should also quickly find it dynamically. One could even ask whether a viable protein
could fold into its “proper” state that is not the ground state, but dynamically stable
nonetheless. Since the algorithms presented here only deal with equilibrium statistics of
compact shapes, we cannot answer these questions here.
Appendix A
More elaborate derivation of contact
probability for fractal globules
To derive the contact probability of a “fractal globule”, we first have to define exactly
what we mean by that term. Here, we define our fractal object as one where at each
length scale the contacts between the 2d neighboring smaller parts “look” the same: the
fraction fI of the surface in between them divided by the total surface of the individual
parts (without taking the contact between the parts into consideration) is equal for all
length scales. The last assumption is that the blocks build themselves in a fractal way: 2d
consecutive blocks are ordered inside a larger 2×2×2 block (in the case of 3 dimensions).
The effect of this is that the surface of a large blob can be fractal with a dimension higher
than d−1. We define S1 as the surface of the elementary building block where the globule
starts to be fractal.
Using these definitions, we now derive the contact probability, without even needing to
know the fractal dimension of the globule, which is constrained, though not necessarily
uniquely determined, by the value of fI . Since we are not interested here in these con-
straints, we will refrain from deriving them. Our derivation here is neither limited to
polymers, though with the ordering constraint of the blocks, assuming connected bonds
is a rather loose constraint.
Since blocks are connected to each other through their surface that is determined by the
surfaces of the smaller blocks it constitutes of, we first derive the surface of a block of
g elementary blocks. The first new surface area S2d is a function of the surface of the
elementary blocks and the internal surface fraction fI :
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S2d = (1− fI)S12d. (A.1)
Thus we get for arbitrary g = (2d)k:
Sg = (1− fI)kS1g (A.2)
Using that k = log(g)/ log(2d), we find that:






For simplicity of the argument we only find the contact probability of monomers with
a block of g monomers, at least g2−d monomers apart, where the last condition ensures
that monomers are in separate sub-blocks. Thus, the resulting contact probability pc(g)
is actually a (weighted) average over the interval [g2−d, g]. Since we are not interested in
a complete explicit formula, but more in scaling and the dependence on fI without caring
too much about small corrections, this assumption suffices for us.
The total surface of the sub-blocks is given by Sg/(1 − fI), which follows readily from
their respective definitions. Then the internal surface of all sub-blocks is given by Mg =
SgfI/(1 − fI). To obtain the contact probability, we find the total number of possible
contacts, that can be found between monomers that are within a g block, more than g2−d
apart, which is given by Qg = 1/2(1− 2−d)g2. Thus we find for the contact probability:











Thus for the case of a smooth fractal, we have fI = 0.5, and we get pc ∼ g−1−1/d, which
is the same as given in the main text. Since this is the highest possible value of fI , and
we can get anything down to fI = 0, we find for the possible values of the exponent:
−1 > β ≥ −4/3. Note however that if fI goes to 0, the prefactor also goes to 0. Thus,
getting exactly a −1 law is impossible with our assumptions, though we can approach it
arbitrarily close, with an increasingly small prefactor.
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Samenvatting
Polymeren zijn curieuze objecten. Aan de oppervlakte lijkt het een niet al te ingewikkeld
onderwerp. Monomeren met daartussen links; het klinkt weinig spectaculair. Desondanks
begrijpen we de fysica van polymeren op een fundamenteel niveau eigenlijk nog nauwelijks,
ondanks dat het vakgebied al bijna een halve eeuw oud is.
In het onderzoek naar polymeren is het universaliteitsprincipe zeer belangrijk. Het stelt
ons in staat om relatief eenvoudige modellen te onderzoeken, zonder algemeenheid te
verliezen. Dit wordt veelvuldig gebruikt in dit proefschrift: de modellen zijn zonder
uitzondering eenvoudig, maar fysisch verre van triviaal.
Een vraagstuk waarin we zulke modellen gebruiken gaat over de organisatie van DNA in
de cel. De structuur van DNA is zeer divers en complex op de verschillende lengteschalen.
Als we in onze modellen al deze details mee moeten nemen om de structuur op de groot-
ste schaal te voorspellen, staan we voor een schier onmogelijke taak. Het universaliteit-
sprincipe geeft echter hoop: wellicht zijn de microscopische eigenschappen onbelangrijk.
Ook vanuit biologisch perspectief lijkt dit voordelig: genetische mutaties hebben niet
direct een groot effect op de werking van de cel.
In Hoofdstuk 2 verkennen we dit systeem met behulp van een zeer eenvoudig model; een
niet-evenwichtssysteem waarin een fractale beginconfiguratie in een slecht oplosmiddel
richting de evenwichtstoestand gaat. Wij vinden dat dit proces in bepaalde opzichten
sneller gaat dan men zich eerder realiseerde. Sommige tussenliggende stadia hebben dus
maar een korte levensduur.
De technische kant van polymeersimulaties wordt in Hoofdstuk 3 belicht. Hierin wordt een
implementatie voor de GPU (Graphics Processing Unit) beschreven van een veelgebruikt
model voor polymeersimulaties: het elastisch roosterpolymeermodel. Een aantal kleine
aanpassingen aan het model zijn nodig om het geschikt te maken voor de GPU, maar
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deze wijzigingen hebben geen gevolgen voor de fysica van de polymeren. Het is echter
significant sneller dan bestaande implementaties, ten minste een factor 35.
Deze GPU implementatie wordt gebruikt in Hoofdstuk 4 voor het simuleren van ring-
polymeren in een oplossing met hoge dichtheid. Onderzoek naar ringpolymeren is recent
intensiever geworden door een mogelijk verband met DNA in de cel. We beschrijven de
polymeer hier door middel van de Rouse modes, een standaardmethode die al decenni-
alang wordt gebruikt. Hiermee vinden we dat de ringpolymeren compact zijn en een
fractale structuur hebben. Op dynamisch vlak zijn de polymeren significant (asympto-
tisch) langzamer dan eerder gedacht.
Het laatste hoofdstuk van dit proefschrift gaat ook om een compact polymeer, maar dit
keer door de constructie van het probleem. Het gaat om een relatief oud model, de
Hamiltoniaanse wandeling (walk). De Hamiltoniaanse wandeling is een simpel model dat
wordt gebruikt bij fundamenteel onderzoek naar het vouwen van eiwitten. Wij hebben
gekeken naar een kubisch rooster met een grootte van 4× 4× 4. De vraag is dan hoeveel
wandelingen er zijn die alle roosterpunten exact één maal bezoeken. Onze methode telt
dit aantal exact: het zijn er 27,747,833,510,015,886. Het is duidelijk dat dit aantal te
groot is om één voor één te tellen. De gepresenteerde methode telt een groot aantal
configuraties tegelijk bij elkaar op.
Summary
Polymers are curious objects. On the surface, the subject looks deceptively simple: poly-
mers are simple monomers connected by some bonds. Nevertheless, there is still a great
many things to learn about (the fundamentals of) polymer physics, despite almost half a
century of research.
In the study of polymers, the universality principle is of utmost importance. It allows us
to research relatively simple models, without losing generality. This is used throughout
this thesis: bar none, all models are simple, but their physics is far from trivial.
An example that highlights this approach concerns the description of the organization of
DNA in the cell nucleus. The structure of DNA is very diverse and complex at each length
scale. If our models would need to incorporate all these details to describe the structure
at the largest length scale, we are posed a near impossible to answer question. However,
the universality principle offers some possible respite: perhaps some of the microscopic
properties are not relevant after all. Also from a biological perspective this seems advan-
tageous: genetic mutations are not affecting the functioning of the cell directly. Thus,
the organism gains some robustness to genetic mutations.
In Chapter 2 we explore this system using a very simple model; a non-equilibrium system,
in which a fractal starting configuration in a poor solvent evolves towards the equilibrium
state. We find that this process is faster than other studies realized. Because of this,
some intermediate states are very short-lived.
The technical side of polymer simulations is discussed in Chapter 3. An implementation
for the GPU (Graphics Processing Unit) of an often-used model is presented: the elastic
lattice polymer model. A small number of adaptations are needed to make the imple-
mentation suitable for the GPU, but these modifications do not significantly affect the
physics of the polymers. It does however greatly accelerate the speed of our simulations;
at least a factor of 35.
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This GPU implementation is used in Chapter 4 to simulate ring polymers in a melt.
Recently the study of ring polymers has intensified due to a possible link with the or-
ganization of DNA in a cell. We describe the polymers with Rouse modes, a standard
method that has been used for decades. Thus, we find that ring polymers in a melt are
compact objects and this compactness is scale invariant. On the side of dynamics, ring
polymers are much slower than what was initially thought.
The last chapter of this thesis also concerns a compact polymer, but this time the com-
pactness is by construction. The Hamiltonian walk is a relatively old model. It is a
simple model that has been used to study the fundamentals of protein folding. We have
looked at the cubic lattice of size 4 × 4 × 4. The question is how many walks exist that
visit all lattice sites exactly once. Our method counts this number exactly: there are
27,747,833,510,015,886 of them. This number is too large to count one by one. The
presented method counts multiple configurations at the same time to be exponentially
faster than a brute force method.
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