The increasing importance of polarization in neutron scattering instrumentation for condensed matter research means that Monte Carlo design tools must be able to track neutron spin during neutron transport. In particular, we must be able to solve Bloch's precession equation for arbitrary magnetic induction configurations, including timedependence. Since Monte Carlo simulations require averaging a large number of neutron histories, the computational procedure must be fast, as well as accurate and precise. A suitable algorithm is presented here, in the context of the Neutron Instrument Simulation Package (NISP), a Monte Carlo package developed at Los Alamos National Laboratory for neutron scattering instrument design. Accuracy is assessed by comparison to simple cases for which analytical expressions are known, and precision and execution time are shown for a case with a non-uniform magnetic induction field.
Introduction
The Neutron Instrument Simulation Package (NISP) is a set of programs including a web-based application for instrument description and a Monte Carlo engine to run simulations in the user's computer [1] [2] [3] [4] . The programs and documentation are accessed at http://strider.lansce.lanl.gov/NISP/Welcome.html. In NISP, a "region" is defined in relation to general quadratic surfaces, and the algorithms for the material or device within the region are found in a subroutine library. A special feature is regions that describe magnetic induction. These may overlap and coexist with the material and device regions; any component may be placed in a magnetic field.
Neutron beam polarization is represented by a 3-vector P, with magnitude P ≤ 1 [5, 6] .
The probability of the spin of the neutron being in direction P is (1 + P)/2, and the probability of the opposite spin is (1 -P)/2. Thus P = 0 is an unpolarized beam, with probability in any direction being 50%. Because of the quantum-mechanical nature of spin, any beamline component that is sensitive to neutron spin will have an orientation described by a unit vector n. The probability that any particular neutron in the beam will interact with spin parallel to n is (1 + n•P)/2 and the anti-parallel probability is (1 -n•P)/2.
In a Monte Carlo simulation, the component may either split the neutron into two independent histories with statistical weights multiplied by the respective probabilities, or it may use a random number to select one spin or the other based on the relative probabilities. The interaction may result in a different direction or magnitude of P. Any operation that is symmetric with respect to spin, such as precession or spin-flip, can be applied either to the combined or to the separated histories. For algorithms that act differently on the two spin states, the single history must be decomposed; after the interaction, the two histories may either remain separated or (only if the directions of P are the same) may be recombined.
When computing transport of polarized neutrons, we must be able to calculate spin precession. Bloch's equation for the precession of neutron spin in a magnetic induction field is [7] 
where P is the polarization vector, dP is the precession angle (orthogonal to P), B is the magnetic induction vector (in units of T), and γ n is the neutron gyromagnetic ratio (−183.247 rad µs −1 T
−1
). Since γ n is negative, the precession will be right-handed about the B axis. The precession of each neutron will be computed deterministically, and Monte
Carlo will be used to average over all possible neutron trajectories.
As a neutron traverses a region with non-zero magnetic induction, it experiences a field varying in direction and intensity. From the viewpoint of the neutron, these variations are experienced as a time-dependent field. The particular time variation depends on the trajectory the neutron follows through the field. (We neglect any effect of the field on the neutron equation of motion.) In addition to this implicit time-dependence related to motion, the magnetic induction can also have an explicit time-dependence; this will be especially true at pulsed sources where optical devices may be designed with B
proportional to the nominal neutron velocity. The notation B = B(t) encompasses both the explicit and implicit time dependence of the magnetic induction. Notice that the problem at hand is quite different from the situation encountered in Nuclear Magnetic Resonance where the magnetic induction is typically a superposition of harmonic and constant fields with direction fixed in space. (The Bloch equations also include a relaxation term that is not relevant to the present discussion.)
As in the work of Halpern and Holstein [8] , we choose the independent variable to be the magnetic field integral S (in radians), such that
The Larmor precession frequency is dS/dt. Any integrable function is allowed for B(t), including zeros and sign changes. (Discontinuities are allowed, but are not treated as such because of the implicit assumption that length scales are large compared to the neutron wavelength.) The entire dependence of the precession on the strength of B is a function of the line integral of B(t) along the neutron trajectory. It is also necessarily true that the magnitude of P will not vary along the path, since dP 2 /dt = 2 P · dP/dt ≡ 0.
Direction of B constant
We first treat the case when the direction of the B vector at all points along the neutron trajectory is constant: 
This system of three 1 st order coupled differential equations (with b is constant) can be shown to be equivalent to
The solution of this equation is of the form
with the nine coefficients of α α, C, and D to be fitted to the initial conditions. We have chosen the (arbitrary) sign of D to be negative because NISP uses a left-handed coordinate system, and it will subsequently be convenient to use -S for the precession angle.
Consider P x (S=0): Equations (2), (7), and (9) are the complete solution of Bloch's equation for arbitrary spatial and time variation of B, in the special case that the direction of B is constant at all points along the neutron trajectory.
Direction of B varies with S
When the direction of B does vary, numerical integration may be used with stepsize depending on the rate of rotation of B. This is non-trivial because the equations are "stiff," meaning that there are two widely different time constants: in general, the rate of precession (S) is much faster than the secular variations of B(S).
We can decompose the vector P(S) into vectors α α(S) and β β(S) that are respectively parallel and orthogonal to B. Only β β undergoes precession. Thus
where P is the constant magnitude of P and θ is the slowly varying angle between P and B. Vector β β will include the rapid precession (proportional to S) and also a slowly varying phase angle, φ . To define the phase angle unambiguously, we will rotate B to lie on the Z- 
Multiplying R times the initial value of β β defines φ 0 : 
The relationship to the vectors C and D in Eq. (7) for induction fields with constant direction is clear. Now, however, the nine coefficients of Eq. (9) have been reduced to three independent variables: P, θ , and φ . Of these, amplitude P is constant and angles θ and φ , which depend only on the direction of the magnetic induction vector along the neutron trajectory, are assumed to vary slowly compared to the precession rate. (If the variation is too fast, then the integration of the differential equations remains stiff and execution time may not improve.)
We now need to develop the derivatives of θ and φ . Consider ( )
But dα α/dS = 0, and dP/dS may be evaluated by Bloch's equation. Keeping b to represent the initial induction direction used to define the coordinate rotation, and letting B(S)
represent the induction at another point on the trajectory, we have ( )
The component dz/dS is parallel to b and hence gives the change of P• b :
This derivative is initially zero, and is also zero whenever B is parallel to the initial b .
Note that whenever the value of Pcosθ is changed, then the value of Psinθ must also be adjusted. The angle φ (S) is given by [cf. Eq. (15)]:
This derivative is also identically zero as long as B is parallel to the initial b , since then dy/dS = −sin(φ −S) and dx/dS = cos(φ −S). Expanding Eq. (17) to show the terms for Eq.
In these expressions the values of R 11 , R 12 , and R 22 are from Eq. (12).
Integration
For either the parallel field of Sec. 2 or the variable-direction case of Sec. 3, it is essential to obtain an accurate evaluation of S from Eq. (2). Applying a Runge-Kutta integration with error control and adaptive stepsize [9] directly using the derivatives of Since it also may be time consuming to compute the magnetic induction at arbitrary points on the trajectory, the integration method chosen for Eq. (2) must be efficient. We use Romberg's algorithm [10] . This uses extended trapezoidal integration with stepsize h reduced by a factor of 2 at each stage, with the resulting Input to the function includes the particle trajectory and a parameter array. Examples may be found attached to subroutine BFIELD.
The differential equations are integrated using a fourth-order Runge-Kutta procedure [10] . The stepsize manager (RKPRECES) is straightforward, comparing the computed P for the full step to the value obtained in two half steps, and demanding that the difference in every component of P be less than a specified value ε (we are presently using ε = 3×10 −4 ; see Sec. 6 below). The Runge-Kutta stepper routine, RK4BLOCH, is highly specialized and may be downloaded from the NISP web site [11] . Equations (10), (12) , and (18)-(21) are coded explicitly; the only external function required is the one to compute B(t) along the trajectory. When BINTEGRAL is called from RK4BLOCH, the error parameter passed is ε /|γ |.
[Note that in the program listing, variable "phi" represents (φ -S), so its derivative is dφ /dS -1. Also, vector "beta" in the code is the unit vector β β / P sinθ .]
Examples
We give examples for two cases with analytic solutions, as a test of accuracy, and then study a case with a strongly varying field to estimate precision.
A. Adiabaticity coefficient
The adiabaticity coefficient E is the ratio of the Larmor precession frequency to the rate of rotation of the magnetic field. A large value of the coefficient means that the neutron precession is fast enough that the polarization direction will track the field change; a small value does not give the neutron enough time to reorient. Consider a field B that rotates uniformly from the +Y direction to the +X direction (with constant magnitude) and a neutron initially polarized parallel to B. If the time for the neutron to traverse the region is ∆t, then
Thus adiabaticity is inversely proportional to neutron velocity. When the neutron emerges from the field, component P x will be 1 if the spin tracks the field rotation. The analytic expression for P x is [12] ( )
In Fig. 1 we compare this expression and the corresponding expressions for P y and P z to the numerical integration of the components of P for a range of neutron velocities. The rms deviations of the numerical from analytical results respectively for P x , P y , and P z are
, and 6×10 . This shows that the numerical procedure is able to track field variations at small adiabaticity very accurately.
B. Majorana flipping
The situation of a polarized (atomic) beam passing near a null point in a field with a strong gradient was considered by Majorana [13] . He defines a scale parameter in terms of the gradient of the parallel field and the magnitude of the residual transverse component at the field minimum:
This is similar to the adiabaticity coefficient of Eq. (22); it is inversely proportional to neutron velocity or proportional to wavelength. The matrix element for the spin not to track the change of sign of the field (which Majorana considers to be reorientation) is
; in terms of our notation for average spin this becomes
where P refers to the component of P parallel to the initial B. Figure 2 shows the results of our test cases, with B vertical and varying from +1 T to -1 T over a distance of 1 m. This strong field leads to a very high precession rate; the number of rotations at λ = 30 Å 
C. Current loop
One algorithm that has been implemented in NISP computes B for any number of current loops [14] . For a test case, we used one loop of radius 50 mm, perpendicular to the Z-axis, centered on the axis, with various values of the current. We start a neutron 0.5 m in front of the loop and track it for 1 m. The neutron starts off-center (X = +10 mm, Y = −2 mm) and is moving at an angle (dX/dZ = +2.5 mrad, dY/dZ = +1 mrad), with a velocity of 400 m/s. Figure 3 is a plot of the computed B. It can be seen that there is a considerable 
Values of I from 0.1 A to 10,000 A have been tested.
The initial polarization used for the neutron was (0.5, 0.5, 0.5
), making the magnitudes of the precessing and non-precessing components nominally equal. Insofar as the direction of B is not parallel to Z, the components mix and in particular the "desirable" component P z may either increase or decrease, depending quite sensitively on the precise phase of the precession. The most extreme phase dependence occurred near a current of 10.87 A, for which the integral of B over the 1-m path produces exactly one precession revolution. This case is shown in Fig. 4 , where the final P z is plotted for various phase angles of the initial P 0x , P 0y . The average of the 24 computed initial phases gives precisely the same value of P (all components) as a computation with the initial P 0x = P 0y = 0. This gives credence to the statement in Sec. 1 that the precession can be applied either to separated or combined histories. In these two figures the dots on the ∆φ line are the adaptive Runge-Kutta steps generated by the program. Both ∆θ and ∆φ are quasi-periodic on 2πS, but the amplitudes are indeed small.
Precision and execution time
To optimize the code for use in Monte Carlo simulations, the tradeoff between precision and execution time must be explored. We have compared results for values of the absolute error parameter ε from 1×10 −5 to 3×10 −2 . For each ε, the current-loop . In the current version of NISP, this is set in a parameter statement in subroutine BFIELD. Further experience may lead us to change the value of ε, or to make it more easily available to be modified at run time. The execution times and the results of the six individual cases are given in Table 1 . The maximum depolarization (minimum final P z ) occurs when the number of precessions (S/2π) ≈1.
Conclusions
The aim of this study was to find a procedure for solving Bloch's precession equation that is accurate and precise, and also fast enough to be used with a Monte Carlo simulation package (specifically, NISP, http://strider.lansce.lanl.gov/NISP/Welcome. html). The method described and the subroutines provided at the web site [11] meet this need. The adiabaticity coefficient is the ratio of the neutron precession frequency to the rate of rotation of B. Component P z is negative because of our use of a left-handed coordinate system. 
