A choice experiment is reported in which all pairs and triples of faces from a set of eight moderately attractive faces were presented, both upright and upside down, to 103 subjects. In each orientation, the subjects had to select the face that appeared more (pairs) or most (triples) attractive to them. For each orientation, the preference probabilities that arose from the pair and triple comparisons could be described by the BTL rule (Luce, 1959) . Thus, each face was represented by two scores, one reflecting its attractiveness in the upright orientation and the other reflecting its attractiveness in the inverted orientation. Orientation affected the preference probabilities. Qualitatively, score ratios between faces decreased from upright to inverted orientation, suggesting that the faces became less discriminable by inversion. Quantitatively, the effect of inversion could be described by a simple rule that assumes a face's two attractiveness scores to be affinely related across orientations. This result indicates that inversion affected all faces about equally. The present findings are discussed with respect to faces' first-and second-order relational properties, a distinction emphasized in current theories of face perception. They suggest that the processing of first-and secondorder relational properties is impaired by inversion to roughly the same degree.
A choice experiment is reported in which all pairs and triples of faces from a set of eight moderately attractive faces were presented, both upright and upside down, to 103 subjects. In each orientation, the subjects had to select the face that appeared more (pairs) or most (triples) attractive to them. For each orientation, the preference probabilities that arose from the pair and triple comparisons could be described by the BTL rule (Luce, 1959) . Thus, each face was represented by two scores, one reflecting its attractiveness in the upright orientation and the other reflecting its attractiveness in the inverted orientation. Orientation affected the preference probabilities. Qualitatively, score ratios between faces decreased from upright to inverted orientation, suggesting that the faces became less discriminable by inversion. Quantitatively, the effect of inversion could be described by a simple rule that assumes a face's two attractiveness scores to be affinely related across orientations. This result indicates that inversion affected all faces about equally. The present findings are discussed with respect to faces' first-and second-order relational properties, a distinction emphasized in current theories of face perception. They suggest that the processing of first-and secondorder relational properties is impaired by inversion to roughly the same degree.
Recognition of faces is disrupted by inversion to a far greater extent than is recognition of other classes of visual objects, such as houses, airplanes, or landscapes. In the literature, this phenomenon has been referred to as the face-inversion effect. It was first demonstrated by Yin (1969) . Subsequent studies have replicated this effect under quite different experimental conditions, and in this way have demonstrated the very general and robust nature of the phenomenon (see Valentine, 1988 , for a review).
Originally, the inversion effect was interpreted as evidence for specialized face-recognition processes in visual information processing (Yin, 1969 (Yin, , 1970 . Then other approaches were proposed in order to account for the inversion effect without presuming face-specific processes (Diamond & Carey, 1986; Goldstein & Chance, 1980; Rock, 1973) . The most influential of these approaches is that of Diamond and Carey. These researchers proposed a distinction between two types of spatial information that underlie the processing of visual objects: first-order relational and second-order relational properties. While first-order relational properties refer to information about the spatial relationships among parts of an object, second-order relational properties refer to information about the spatial configuration between the The author's thanks are extended to Hede Helfrich-Holter, Jim Tanaka, and Tim Valentine for their comments on an earlier draft of this manuscript, and also to Armin Hartinger and Maria Schnelzer for their help in the experimental work. The author's mailing address is Institut fur Psychologie, Universitat Regensburg, 93053 Regensburg, Germany (e-mail: heinz@rpss3.psychologie.uni-regensburg.de).
parts of an object, on the one hand, and the prototypical spatial configuration of its parts, on the other (Diamond & Carey, 1986; Tanaka & Farah, 1991) . Diamond and Carey hypothesized that inversion was particularly sensitive to the processing of second-order relational properties while it did not affect the processing of first-order relational properties. They attributed the inversion effect to the use of second-order relational properties that are important for, although not unique to, face recognition. 1 Indeed, the results of several studies supported the view that inversion affected the processing of second-order relational properties (Diamond & Carey, 1986; Maruyama & Endo, 1984; Sergent, 1984; Thompson, 1980; Young, Hellawell, & Hay, 1987) . On the other hand, none of these studies demonstrated that inversion did not affect first-order relational properties to the same degree (Rhodes, Brake, & Atkinson, 1993; Tanaka & Farah, 1991; Valentine, 1988) . ferent from that used to match one upright and one inverted face. Instead, not only first-order relational but also second-order relational properties should have been extracted from a face when it was presented upside down. Tanaka and Farah (1991) examined the hypothesis that second-order relational properties were disrupted by inversion while inversion did no harm to first-order relational properties in a dot-pattern experiment. They compared the effects of inversion on the identification of dot patterns that differed in the extent to which they required the encoding of second-order relational properties. They found that both first-order relational and second-order relational properties were affected by inversion. Specifically, the identification of dot patterns that required more encoding of second-order relational properties was not more vulnerable to inversion than was identification of dot patterns that mainly required encoding of first-order relational properties.
Although the results of Valentine and Bruce (1988) and Tanaka and Farah (1991) are consistent with the view that inversion affects faces' first-order relational and second-order relational properties to the same degree, their results provide only loose support for this view. First, Valentine and Bruce's (1988) linearity finding suggests that the rotation of a face in the vertical induces a very regular change in the processing of its relational properties. This finding, however, cannot exclude the possibility that it may be mainly the processing of secondorder relational properties that is affected by rotation. For instance, linearity may result from the fact that an increasing rotation in the vertical does not affect firstorder relational properties but has a linear impact on the processing of second-order relational properties. Second, Tanaka and Farah's (1991) result stems from experiments in which dot patterns were used. In order to generalize their result to situations involving faces, the processing of first-and second-order relational properties should remain the same for highly artificial dot patterns and photographs of real faces. However, the empirical soundness of this presupposition, though crucial, is not guaranteed. The processing of relational properties induced by artificial stimulus sets may well be different from that induced by realistic facial stimuli (e.g., Valentine, 1988) . The present study presents an alternative approach to testing the hypothesis of whether the information processed from upright and inverted faces is the same. This approach is different from the ones used by Valentine and Bruce, or Tanaka and Farah, and may be more conclusive on the issue.
The approach relies on the application of a choice paradigm where preference probabilities are separately measured on sets of faces in the upright and the inverted orientations. The point to be emphasized is that the way preferences between faces are affected by orientation may tell us something about the way in which the processing of facial properties changes from upright to upside-down orientation. Consider a set of faces with given preferences on them in terms of, say, their perceived attractiveness. Suppose that the perceived attractiveness of a face depends on both its first-order relational and its second-order relational properties (see below). Suppose now that we can account for the effect of orientation on the preferences by assuming that inversion affects all faces-that is, their perceived attractiveness-in the same way. Since faces will vary in terms of the contribution of first-and second-order relational properties to their overall attractiveness, this account suggested that inversion has the same effects on faces' first-and second-order relational properties. For instance, if inversion affected only faces' second-order relational properties, inversion would have a stronger impact on faces with a higher contribution of secondorder relational properties on attractiveness than on faces with a lower contribution of second-order relational properties; inversion would affect the faces differently. Based on this argument, the degree of a face-orientation interaction may indicate the extent to which inversion induces a change in the processing of face properties. Finding a substantial face-orientation interaction therefore suggests that information processed from upright and inverted faces is different; finding no substantial interaction suggests that the information processed is the same.
To bring this approach to some direct experimental application, two issues must be specified. First, a facial attribute must be chosen that relies both on faces' firstorder relational properties and on faces' second-order relational properties. Second, an adequate method must be chosen to reveal the degree of the face-orientation interaction. There is good empirical evidence indicating that the perceived attractiveness of a face is based on both its first-order relational and its second-order relational properties. Several researchers (Langlois & Roggman, 1990; Perrett, May, & Yoshikawa, 1994) hypothesized that the attractiveness of a face is a function of its closeness, or deviation, from a facial prototype and thus is a function of its second-order relational properties. In fact, these researchers reported experimental results in support of their hypotheses. These hypotheses, however, can serve as only rough approximations (Alley & Cunningham, 1991 ) that leave room for an additional role of first-order relational properties to affect a face's attractiveness. Indeed, results from the studies of Meerdink, Garbin, and Leger (1990) and Cunningham, Barbee, and Pike (1990) indicate that not only second-order relational properties but also first-order relational properties have an impact on the perceived attractiveness of a face.
To reveal the degree of a face-orientation interaction, I deduced a theoretical scale from the preference probabilities, separately for the two orientations. Indeed, if preference probabilities in the two orientations fulfill certain regularities (see Suppes, Krantz, Luce, & Tversky, 1989) , they can be used to infer two theoretical scales of perceived attractiveness. In this case, each face can be represented by two scores, one score reflecting the perceived attractiveness of a face in the upright orientation and the other reflecting its perceived attractiveness in the inverted orientation. On the basis of these two scales, I compared a face's two scores across orientations. The present study searches for a face-independent rule that relates the faces' two scores for the two orientations. It is argued that the extent to which such a rule can account for the change in the faces' scores reveals the extent to which inversion affected faces' first-order relational and second-order relational properties to the same degree in the present experiment.
METHOD Subjects
The subjects were 103 psychology students at the University of Regensburg. They were tested individually and were given credit for fulfilling degree requirements.
Materials
Eight frontal-view photographs of stimulus faces of moderate attractiveness were used. The pictures were all of males between the ages of 21 and 26 years, and all were very similar in terms of hair length and shadows. They wore no eyeglasses, beards, or mustaches, and the expression on their faces was neutral. All faces were unknown to the subjects. The pictures were copied individually onto monochrome slides, and copies were made at two different orientations, upright and upside-down.
Apparatus
The slides were presented using a Kodak Carousel S-RA 2500 projector that was controlled by a computer. The slides were presented on a blank wall, in front of which the subject sat at a distance of about 2 m. Each face subtended about 8° of visual angle. The subject indicated his or her response by using push buttons, and the response was recorded by the computer.
Design and Procedure
All 8!/(2!6!) = 28 different pairs and all 8!/(3!5!) = 56 different triples of faces were presented to each subject, in both upright and inverted orientations. The pairs and triples were either presented first in the upright orientation and then, about 1 week later, in the inverted orientation, or vice versa. Fifty-two subjects started with the upright orientation, and the remaining 51 subjects started with the inverted orientation. For each orientation, the presentation of the pairs preceded the presentation of the triples.
An experimental session consisted of two parts, the presentation of the pairs and the presentation of the triples. At the beginning of each experimental session, all pairs and all triples were mixed randomly, as were a pair's two faces and a triple's three faces. The two (three) slides of a pair (triple) were presented successively with a presentation time of 2 sec for each slide. The presentation of the single slides was interrupted by a 1 -sec blank field. After the presentation of a pair or triple of faces, the subject immediately selected which of the two or three faces he or she preferred in terms of attractiveness by pressing one of two (pair comparison) or one of three (triple comparison) buttons. Following a 2-sec blank field, the next pair or triple of faces was presented.
Data Analysis
For each of the two orientations, a subject's pair comparisons gave rise to a 28X2 matrix, a subject's triple comparisons gave rise to a 56X3 matrix. Each cell of the pair (triple) comparison matrix was coded as 1 or 0, depending on whether a face was preferred (1) or not (0) in a pair (triple) comparison. These two matrices represented a subject's preferences with respect to the presented faces. The pair (triple) comparison matrices were summed over subjects to result in one pair (triple) comparison matrix for each orientation.
These matrices represented the data of the experiment. To formulate a statistical model of these preferences, the sequence of choices of a pair's first or second face was viewed as a sequence of Bernoulli trials with underlying parameter p ab , representing the probability that, for a pair (a,b), face a is preferred over face b. The relative frequency with which face a is chosen from the pair (a,b) is taken as an estimate of p ab . Similarly, the sequence of choices of a triple's first, second, and third face was viewed as a sequence of trials with underlying parameters p a;bc and p b;ac , representing the probabilities that, for a triple of faces (tf,6,c), face a is preferred over faces b and c, and face b is preferred over faces a and c. Again, relative frequencies serve as estimates for the probabilities (see Suppes et al., 1989) . Based on this statistical model, an orientation's preferences were described by 140 (28X1+56X2) free parameters.
In order to infer a simple theoretical scale of attractiveness which will give a parsimonious account for an orientation's whole set of preference probabilities, some restrictions on the preference probabilities must be fulfilled. The Bradley-Terry-Luce rule (Bradley & Terry, 1952; Luce, 1959; Suppes et al., 1989 ; in the following referred to as the BTL rule) was fitted to an orientation's two matrices. This rule sets strong restrictions on the relationship between pair and triple preferences. It demands the following property, called the constant-ratio property, to be true for all triples of faces (a,b,c):
Pba
Pb;ac where p ab stands for the probability that given the pair (a,b) face a is preferred over face b, and p a;bc stands for the probability that given the triple (a,b,c) face a is preferred over faces b and c. This property, in effect, asserts that the strength of preference of the triple's face a over the triple's face b is unaffected by the other available alternative, the triple's face c.
If the constant-ratio property is satisfied, each face a can be associated with a numerical value v(a), so that the preference probabilities for a pair of faces (a,b) are determined by the rule = v(a) /[v(a) + v(b) ] and the preference probabilities for a triple of faces (a,b,c) are determined by the rule p abc = v(a)/[v(a)+v(6) + v(c)]. These numerical values are unique up to scalar transformations. Thus, only the numerical value of one face can be chosen freely. For the eight face stimuli employed in the present experiment, the BTL rule therefore results in only seven free parameters to describe an orientation's 140 independent data observations.
A likelihood-ratio test (cf. Lindgren, 1976 ) was used to determine whether the rule fitted an orientation's data. Given the data, the likelihood of the BTL rule (LBTL) was compared with the likelihood of the statistical model (Z, s ) by using the property that the term -21nI BTL /L s is approximately chi-square distributed. The parameters of the BTL rule were estimated by using the iterative search procedure PRAXIS (Gegenfurtner, 1992) . Table 1 shows the estimated preference probabilities (relative frequencies) for the pair comparisons, both for the upright and the inverted orientations. The Appendix shows the estimated preference probabilities for the triple comparisons. The preference probabilities varied over a large range of values, suggesting considerable differences between faces with respect to their perceived attractiveness. This pattern of results held for both ori- Note-Each cell represents the estimated probability that one of a pair of faces is preferred over the other (F" = face number n).
RESULTS

Analysis of Preference Probabilities
entations. To test whether an orientation's preferences differed reliably from indifferent choices, I compared, for each orientation, the (perfect) fit of the statistical model that describes the 140 independent preference probabilities (see Method section) with the fit of a statistical model that restricts all preference probabilities to 1/2 (pairs) or 1/3 (triples). The likelihood-ratio tests were conducted with 140 df. The ^2(140) values of 3,575.605 (p < .0001) for the upright orientation and 2,474.733 (p < .0001) for the inverted orientation demonstrate that preferences differed reliably from indifferent choices.
A first visual comparison of the preference probabilities across orientations (see Table 1 and the Appendix) suggests that the probabilities were fairly stable across orientations. However, some tendency showed up for the preferences to be closer to indifferent choices in the inverted orientation than in the upright orientation. For instance, 19 of the 28 independent preference probabilities for pairs were less close to indifference (p = 1/2) when the faces were presented upright than when they were presented upside-down. To test whether the preference probabilities could be assumed to be constant across orientations, I compared the (perfect) fit of a joint statistical model that described the two orientations' 280 (2X140) independent preference probabilities (see Method section) with the fit of a statistical model that restricted the probabilities to being constant across orientations. The * 2 (140) value of 184.763 (p = .007) demonstrates that preferences varied reliably across orientations. Thus, both faces and orientation had a reliable effect on the preferences.
Quality of Fit of the BTL Rule
To get a more detailed insight into how faces and orientation affect preferences, a more parsimonious account for an orientation's whole data set is useful. For each orientation, I examined whether the preferences could be fitted by the BTL rule. If this rule fitted the data well, each face could be represented by one positive real-valued score that reflected its perceived attractiveness for the particular orientation. The BTL rule was simultaneously fitted to an orientation's pair and triple comparison matrices. For each orientation, the BTL rule has seven free parameters to describe the 140 independent preference probabilities. The ^2(133) values of 86.429 (p = .999) for the upright orientation and 103.208 (p = .974) for the inverted orientation demonstrate an excellent fit of the rule to the data. Thus, for each orientation, the effect of the faces on the preference probabilities can be described by the BTL rule.
In the top panel of Figure 1 , the preference probabilities measured in the two orientations with the predictions of these probabilities when using the BTL rule ("two individual BTL rules") are compared. The data are merged over the two orientations. If the BTL rule held perfectly, all 280 data points would fall on the diagonal line. As suggested by the above likelihood-ratio tests, the BTL rule fits the data well. As a result, each face is represented by its two BTL scores as described below.
Analysis of BTL Scores
I compared the scores of the faces across orientations. Figure 2 provides bar charts of the faces' scores, separately for each orientation. Because the BTL rule fitted the data well, an effect of orientation on the BTL scores that was qualitatively similar to the one found for the preference probabilities would be expected. Indeed, the scores of the faces show a considerable stability across orientations. The order of the faces' scores is hardly affected by inversion, and furthermore the score ratios between faces do not change in a major way across orien-TWO INDIVIDUAL BTL-RULES tations. Despite this stability, there is some tendency for the score ratios between faces to be reduced by inversion. I examined whether orientation had a reliable effect on the score ratios, that is, whether the assumption that v up (a)/v U p(6) = v inv (a)/v inv (Z?) holds for all pairs (a,b) had to be rejected statistically. Because the two scales v up and vinv are unique only up to scalar transformations (see Method section), this question is equivalent to testing whether the two scores of a face can be assumed to be constant across orientations. I fitted a joint BTL rule to the preference matrices of the two orientations where the two scores of a face are restricted to not varying with orientation. The fit of this rule to data was compared with the fit of a joint BTL rule where the two scores of a face were free to vary with orientation. The # 2 (7) value of 112.284 (p < .001) rejects the hypothesis that score ratios are constant across orientations. Thus, the effect of orientation found in the preference probabilities is also reflected in the BTL scores.
The middle panel of Figure 1 depicts the comparison of the preference probabilities measured in the two orientations with the predictions of these probabilities when using a joint BTL rule where the two scores of a face do not vary with orientation ("one common BTL rule"). Again the data are merged over orientations. As suggested by the above likelihood-ratio test, the fit of this joint BTL rule is somewhat worse than the fit of a joint BTL rule where the two scores of a face are free to vary with orientation ("two individual BTL rules," top panel). Although the difference in fit is not large, the deterioration is significant. As a result, a face cannot be represented by the same BTL score for the two orientations. A rule is needed to describe how a face's two scores are related across orientations.
Accordingly, I tested a simple rule to describe the effect of orientation on the faces' scores. This rule assumes that the two scores of a face are affinely related across orientations, that is, v inv (a) = v up (a)+k for each face a, where k is a real-valued parameter that does not depend on the faces. Equivalently, across orientations the score ratios between faces are related by the equation v inv (a)/v inv (Z>) = [v up (fl)+*]/[v up (ft)+*]. This rule has two interesting properties. First, the affine relationship includes the assumption that inversion affects all faces equally. Thus, no interaction is supposed to occur between faces and orientation. The whole effect of orientation is reduced to parameter k. Second, the sign of k determines how preferences are affected by inversion. If k is positive, preferences are less close to indifferent choices in the upright orientation than they are in the inverted orientation, a result suggested above by visual analyses of the preference probabilities and the score ratios. On the other hand, if k is negative, preferences are more close to indifferent choices in the upright orientation than they are in the inverted orientation. k=0 is equivalent to an invariance of score ratios and preferences across orientations, a hypothesis already rejected above.
To examine whether this rule describes the effect of inversion for the present data, I tested whether the pref- erence matrices of the two orientations could be fitted by a joint BTL rule where the two scores of a face were restricted to being affinely related through parameter k. Similarly, I compared the fit of this joint BTL rule with the fit of a joint BTL rule where the two scores of a face were free to vary with orientation. The ^2(6) value of 7.241 (p = .299) supports the hypothesis that a face's two scores are affinely related across orientations. Thus, the introduction of the rotation parameter k reduces the chisquare value by more than 100 points, demonstrating that k plays an essential role in fitting the data. This holds true even though I found the value of k to be fairly small (&=.135). The fact that k is positive indicates that preferences are indeed less close to indifferent choices in the upright orientation than they are in the inverted orientation.
The bottom panel of Figure 1 depicts the comparison of the preference probabilities measured in the two orientations with the predictions of these probabilities when using a joint BTL rule where the two scores of a face are affinely related across orientations ("BTL rule + affine rule"). Again, the data are merged over orientations. As suggested by the above likelihood-ratio test, the data are well fitted. In fact, a visual comparison with the fit of a joint BTL rule where the two scores of a face are free to vary with orientation ("two individual BTL rules," top panel) demonstrates that the more restrictive, 8-parameter model provides a fit to the data that is equal to that of the less restrictive, 14-parameter model. In this sense, the data are consistent with the hypothesis that the faces' two parameters are affinely related across orientations. In addition, the figure visualizes that the 8-parameter model provides a somewhat better fit to the data than does the 7-parameter model where the two scores of a face are restricted to not vary with orientation ("one common BTL rule," middle panel).
These analyses show that the reliable effects of faces and inversion on the preference probabilities can be described in a simple way by assuming, first, that each orientation's preference probabilities follow a BTL rule, and second, on the basis of this idea, that a face's two BTL scores are affinely related across orientations. By using these two rules, the 280 measured preference probabilities can be described by only eight parameters. Seven of these eight parameters reflect the effect of faces; the eighth parameter reflects the effect of orientation in the present data sets.
DISCUSSION
Preferences between faces were measured with regard to the perceived attractiveness of the faces. This was done with the faces presented upright and with the same faces presented upside down. Inversion affected the preferences. Qualitatively, the preferences between faces became more close to indifferent choices when the faces were presented upside down than when they were presented in the upright orientation. This indicates that the faces became less discriminable when inverted, suggesting an impairment in the processing of facial properties for this orientation. Quantitatively, the effect of inversion could be described by a simple rule that assumes the two attractiveness scores of a face to be affinely related across orientations. At the core of this rule is the assumption that inversion affects all faces equally with no substantial interaction between the faces' perceived attractiveness and their orientation. It was argued above that the degree of a face-orientation interaction reflects the extent to which information processed from upright and upsidedown faces differs. The result that the effect of inversion in this study can be described equally for the single faces demonstrates a negligible amount of face-orientation interaction, suggesting that about the same information is processed from upright and upside-down faces.
It is a widely held view in the literature that inversion is particularly disruptive to processing faces' secondorder relational properties but that it hardly affects the processing of faces' first-order relational properties (Diamond & Carey, 1986) . Although the results from a number of studies were interpreted in favor of this view, none of those studies provided unequivocal evidence for it (e.g., Rhodes et al., 1993; Valentine, 1988) . Moreover, the data from two more recent studies were interpreted as evidence for an equal impairment in the processing of first-and second-order relational properties (Tanaka & Farah, 1991; Valentine & Bruce, 1988) . While the relationship in these two studies between results and conclusions may still have been tentative in nature (see introduction), the results from the present study provide more direct evidence for this alternative view. Since the same information seems to have been processed from upright and upside-down faces, it is suggested that first-and second-order relational properties are affected by inversion to roughly the same degree. This finding establishes a major challenge to Diamond and Carey's (1986) proposition. It indicates that the distinction between faces' first-and second-order relational properties cannot explain why recognition of faces is disrupted by inversion to a far greater extent than is recognition of other classes of visual objects.
Most recently, Rhodes et al. (1993) reported an experiment in which they compared the effects of face inversion for detecting changes that span the continuum from first-to second-order relational properties. Using this kind of face manipulation, they found evidence that second-order relational properties are more sensitive to inversion than first-order relational properties. While their method has the desirable feature that it addresses the question of interest very directly, their method depends crucially on the assumption that faces' first-and second-order relational properties can be manipulated independently. As also outlined by Rhodes et al. (p. 50) , some of their results suggest that this assumption does not hold in general: first-and second-order relational properties appear to be inherently confounded in faces. The degree to which their findings can challenge the view supported by the present study, that first-and secondorder relational properties are equally affected by inversion, therefore remains unclear.
Attractiveness and Fit of BTL Rule
An orientation's preference matrices could be well described by the BTL rule, inducing a one-dimensional representation of faces with regard to their perceived attractiveness. At first, this finding might appear to conflict with some current theories of attractiveness which suggest several quite different factors as affecting a face's perceived attractiveness, including both first-and second-order relational properties (Cunningham, 1986; Cunningham et al., 1990; Meerdink et al., 1990) . However, the two findings do not conflict with each other. Instead, the BTL representation implies only that when two faces are compared with regard to their attractiveness, all factors affecting the attractiveness of a face combine into one global score that represents the face's overall attractiveness. Indeed, this score can be interpreted as the sum of the attractiveness values of the single factors that affect the attractiveness of a face (Suppes et al., 1989; Tversky, 1972) .
The present results reveal a surprisingly good fit of the BTL rule to orientation data. There are not many data sets in the literature where choice behavior could be well described by the BTL rule (Luce, 1977) . Face attractiveness as investigated in the present experiment seems to be one of those. In fact, I replicated the experiment for upright faces for two other sets of faces, 10 male and 10 female. Again, I used perceived attractiveness as the facial attribute. For both the males and the females, the BTL rule led to fits to the data that compared well with those found in the present study.
Comparing Faces 9 Attractiveness Scores Across Orientations
This study focuses on interface relationships and the question of how attractiveness ratios between faces vary with orientation. On the basis of pair and triple comparisons of faces of equal orientation, this question could be addressed in a well-founded way. In order to include meaningful comparisons of the two attractiveness scores of a single face across orientations, however, measurements beyond those reported in the present study would be needed. Specifically, preferences between faces of different orientations would have to be measured. On the basis of these additional measurements, a new scale that simultaneously quantified the perceived attractiveness of the faces in their upright and their inverted orientations would have to be developed. Corresponding measurements were not conducted in the present study.
More formally, the fact that the two scores estimated for a face in this study cannot be compared in a meaningful way across orientations is a simple consequence of the fact that the two scales for upright and inverted orientation (v up , v inv ) are unique only up to scalar transformations (see Method section), and that the units of the two scales can be fixed independently from each other. Thus, whenever the score of a face is higher in the upright orientation than in the inverted orientationafter two units for the two scales have been chosen-an appropriate change in the unit of one of the two scales can reverse the order. The development of one common scale for both orientations, if successful, would eliminate this freedom.
From Inversion to a General Rotation in the Vertical
Inversion of a face provides only a special case (180°) of a more general rotation of a face in the vertical. Indeed, rotation angles other than 180° are also known to affect face recognition (Rock, 1973) , response times (Valentine & Bruce, 1988) , and/or encoding (Bauml, 1992) . As a result, the attractiveness relationships between faces can be expected to be affected not only by inversion but also by other rotation angles.
The choice paradigm employed in the present study can be used in a straightforward way to study how other rotation angles affect the relationships between faces. Specifically, if the affine rule found in the present study to describe the effect of inversion held for any rotation angle, the effect of each rotation angle on interface relationships could be represented by just one parameter, k. In this case, the way that parameter k depended on rotation angle would reveal useful information on how the rotation angle affects the relationships between faces. On the basis of Valentine and Bruce's (1988) , or Rock's (1973) , or Bauml's (1992) results, a monotonic relationship between rotation angle and parameter k may be expected. More specific expectations about the functional form of the relationship between rotation angle and parameter k, however, are hard to derive from previous studies. In this sense, the question of how rotation angles other than inversion affect the attractiveness relationships between faces is open to future studies.
Three Final Remarks
First: By using attractiveness as a facial attribute, the present study provides evidence for the feasibility of using a simple rule to describe the effect of inversion on the relationships between faces. To the extent that this rule captures the whole effect of face inversion, its adequacy should not depend on the facial attribute employed. Indeed, when using other facial attributes, such as, for instance, distinctiveness or age, the pattern of results should be similar to that described above with regard to attractiveness. This expectation constitutes a strong prediction to be tested in further experiments.
Second: Recall that this study used photographs of eight moderately attractive males of about equal age. Although these experimental conditions might have favored the results obtained in this study, the faces employed provided a reasonable test of the hypothesis that the same information is processed from upright and inverted faces. Indeed, a considerable range of perceived attractiveness was spanned by the single faces. The attractiveness ratios for pairs of faces varied from less than 1.1:1 up to more than 40:1 (cf. Figure 2) . Further experiments must show whether the rules found in the present study will also apply to quite different sets of facial stimuli, including those of males of very low or very high perceived attractiveness, older males, and females.
Third: The simple rule proposed in this study to account for the inversion effect led to a reasonable description of the data sets. Due to its strong restrictions, however, this rule is a simplification. Presumably, some faces do "lose" some of their properties when they are inverted, a phenomenon inconsistent with the idea that inversion affects all faces in the same way. Future studies must show whether frequency and size of these "losses" are low enough to accept the view suggested in this study, at least as a first-order model. 
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NOTE
1. Actually, Diamond and Carey (1986) not only distinguished between objects' first-order relational and second-order relational properties, but made an additional distinction between these two kinds of relational properties on the one hand and more isolated features on the other. The crucial point in Diamond and Carey's hypothesis, however, dealt with the special role of the second-order relational properties in object inversion; their hypothesis did not incorporate any distinction between first-order relational properties and the more isolated features. Thus, for sake of brevity, I use first-order relational properties in this paper as a summary term to refer both to first-order relational properties and to more isolated features.
APPENDIX
The triple comparison matrices for the two orientations, with each cell representing the estimated probability that one of a triple of faces is preferred over the other two. 
