periods (i.e., possibly due to maintenance). We refer the reader to [7] for a detailed analysis of these 142 thresholds. 143 Here we focus on Car2go rentals recorded in Vancouver, during 9 months of 2017. We chose 144 Vancouver among the cities where Car2Go offers a service because of the high availability and richness 145 of open data directly made available by its municipality, as discussed in the next section. In total, we 146 collected more than 1 million rentals that we use as ground truth to train and test machine learning 147 based algorithms to predict service demand. We also explore socio-demographic data that can be used as external inputs to car usage prediction 150 algorithms. Specifically we consider Vancouver census open data. 4 We use the Vancouver official 151 neighborhood definition which identifies 22 neighborhoods. Per each neighborhood, the census dataset 152 provides detailed socio-demographic information such as number of residents in a given range of age, 153 with a certain income, household compositions and commuting habits. For each neighborhood the 154 census reports also information about services that are located in it, e.g., shops, bus stops and parking 155 places. In total, the census presents more than 800 socio-demographic and other spatial features. 156 Among those, we manually selected 83 features that might be related to human mobility. 5 Moreover, 157 we also report: i) the distance to downtown -computed as the distance from the neighborhood to the The use of the Car2go API (https://www.car2go.com/api/tou.htm) is subject to approval by Car2go. We got the approval in September 2016 and continued the collection of data in January 2018. 4 https://opendata.vancouver.ca/pages/home/ 5 The list of features is available at https://opendata.vancouver.ca/pages/census-local-area-profiles-2016-attributes/ 6 We use the neighborhoods central points for distance computation. Our aim is to include a superset of features possibly correlated with human mobility and thus car 163 rental prediction, so as to provide the machine learning algorithms with an input dataset as rich and 164 diverse as possible to learn from. 166 We first provide an overview of the data at our disposal offering insights into the diversity 167 and heterogeneity present both in the temporal and spatial FFCS usage patterns as well as in the 168 socio-demographic data. We start by showing the temporal evolution of rentals over time. Figure 1 shows the total number 171 of starting rentals per hour in the whole city during September 2017. Even if we can spot some 172 periodicity, there is a lot of variability that makes the prediction problem not straightforward. For 173 our analyses, from now on we aggregate rentals both in time and in space. Specifically, given a 174 neighborhood we consider the fraction of rentals starting and ending there. We aggregate the time series 175 of rentals into 7 time bins per each day, namely from midnight to 6am (night period), and then every 3 176 hours. This time granularity is typically used for system design and control [17] . The rationale is to 177 provide the FFCS company that actionable information on the demand for cars, e.g., to schedule car 178 maintenance or implement relocation policies. A one-hour period is often too short for the company to 179 be able to respond to changes in demand.
Dataset overview

180
To give more details about the variability of the data, Figure 2a shows boxplots of the numbers of variability in the number of rentals hints at the fact that prediction models have to be able to deal with 188 sizeable temporal variations in the demand for cars. 
FFCS spatial characterization 190
We now take a closer look into how these numbers vary across different areas of the city. Rather 191 than providing a complete characterization of the origin/destination matrix (which is outside present 192 scope), we here focus on particular examples to showcase the spatial variability in the demand of 193 mobility. We focus on the morning and afternoon peak time bins (6am-9am and 6pm-9pm). For each 194 neighborhood we compute the net flow defined as the difference between the number of rentals starting 195 from that neighborhood, and the number of rentals arriving to that neighborhood during the specified 196 time period. We consider the cumulative net flow in September 2017. Figure is seen during the afternoon period ( Figure 3b ). In general, we can assert that the FFCS demand is 202 higher in the peak hours towards downtown in the morning and residential areas in the afternoon, Despite the not linear correlations between the socio-demographic data and rentals, it is possible 217 that the combination of multiple features help the prediction of car rentals, as we will discuss in the 218 next sections. This is exactly what the machine learning algorithms aim at, i.e., building a model 219 from data, leveraging correlation from multiple variables that, considered together, carry enough 220 information to predict system usage. In a nutshell, we let eventually the machine learning model to 221 decide if and how to factor different features in the prediction model. In this section, we describe our task of predicting the number of rentals in the whole city at a target time in the future. Eventually, the same methodology could be applied for each neighborhood. This prediction can exploit historical data, i.e., given the time series of rentals in the past, predict the number of rentals in the future. If only the past time series are available, the problem falls in the univariate regression class, i.e., the prediction is based only on past data of the same target variable. Let x(t) be our target variable, i.e., the number of rentals at time t. In the case of prediction with historical data, we predict
as a function f () of the past k + 1 data of x itself, where j is the horizon of the prediction.
224
If we also have other information, we can build a more generic model to consider the dependence to other variables. We want to predict information about day of the week and hour of the day, for short prediction we can use also the near 239 future weather condition information.
240
In this work, we consider discrete time, i.e., we split time into fixed size time intervals as defined in the aggregation step -see Section 4. We then build and train several machine learning models to tackle each aforementioned problem. Our goal is to compare them in terms of accuracy of the prediction and complexity of the model. At last, we are also interested in considering models that are interpretable, i.e., that allow us to understand which are the most important features that affect car sharing usage in large cities. We evaluate all models considering MAPE (mean absolute percentage error) over the validation set, which is defined as with an additional explicit daily seasonal component (p = 7 as the number of time bins in a day in our 272 case).
273
Linear Regression. We fit a linear model, by finding the coefficients that multiplies each feature.
274
SVR.
In our experiments, we use a Support Vector Regression (SVR) model with the following 275 combination of parameters, which produced the best results among the values we tested: C = 1000, 276 γ = 0.1, and = 0.1, with the RBF kernel.
277
RFR. Random Forest Regression is an ensemble learning method that can be used for regression.
278
The decision is based on the outcome of many decision trees, each of which is built with a random 279 subset of the features. One advantage of random forests over linear regression is that the forest model 280 is able to capture the non-linearity. Another advantage of RFR is that they are interpretable models, 281 i.e. they offer a ranking of the most important features for the prediction problem. Here, we use 50 282 estimators (decision trees).
283
Neural Networks. We also consider a Long Short-Term Memory (LSTM) Neural Network model.
284
LSTMs have a memory that may help capturing past trends in the data, which may favor our prediction 285 task. We experimented with several different architectures. The best results were obtained with a three 286 layer architecture where the input layer has 64 neurons (one for each feature), the dense layer has 4 287 neurons, and the output layer has one neuron. In our experiments, to balance prediction accuracy and 288 training time, the model was trained for 50 epochs. Increasing the number of epochs has no significant 289 impact on the accuracy of the model. 290
Long-term predictions -Results
291
Here we predict the FFCS demand for cars in the future months given a model built on the previous 292 months. We use in our experiments the nine months of 2017 of car sharing usage of Vancouver. Given 293 the volume of rentals in the training period, we try to predict the number of rentals in the validation 294 period. For that, we use a model that is trained once and then used to perform all the predictions in 295 the validation period. Our training set consists in the volume of rentals for six months in each bin of 296 the day, and the validation data consists of volume of rentals for the next three months.
297 Table 1 shows the average mean absolute percentage error (MAPE) and the standard deviation of 298 the MAPE for each of the prediction models. The models that rely only on the time series (ARIMA and 299 SARIMA) are able to capture some patterns in the data, as their performance is considerably better 300 than the baseline. However, the multivariate models perform better, with Random Forest Regression 301 reaching the best performances. In Figure 7 we show the comparison between the actual values and We now tackle the problem of predicting the demand of cars in a city in the next time bin.
309
Differently from the long-term predictions we use adaptive models, hence the model is re-trained 310 every time new data is made available, so then we can add it to the training set. We here focus on the 311 following prediction task: given the volume of rentals per time bin period for a specific number of past 312 days and the weather conditions, we wish to predict the number of rentals just in the next time bin 313 period.
314
We study this prediction task using two approaches: expanding window and sliding window.
315
In the expanding window approach, after making the first prediction we add the actual value to the 316 training set, therefore increasing the amount of data available for training in the next step. To train 317 our models, we first set aside 21 days of data for validation, and start with 28 days of training data.
318
In the sliding window approach, after making the prediction we remove the oldest training data and 319 add the actual value to the training set. Therefore, the training set size is always the same during the 320 evaluation of the models. To train our models, we consider different sliding windows sizes (from 7 to 321 28 days), and validate on the same validation set of 21 days as with the expanding window.
322
In Table 2 , we compare the performance of all models using the two approaches. The best results 323 for the sliding window approach were obtained with the largest possible window (28 days). The People with income between 100 000 and 149 999 $CAD 0.0298 6
People with income between 60 000 and 69 999 $CAD 0.0286 7
People legally recognized as couple 0.0281 8
People with income more than 150 000 $CAD 0.0274 9
People divorced 0.0261 10
People commuting within the same neighborhood 0.0249 11
Couples having more than 3 children 0.0239 12
People with age between 50 and 54 years 0.0233 13
Unemployed people 0.0231 14
People never married 0.0217 15
People with income between 80 000 and 89 999 $CAD 0.0211 and allowing us also to discover which features are mostly affecting the prediction. When considering 406 the mobility spatial prediction using socio-demographic data only, we obtain relative errors around 407 40%, after feature selection. Again, using a Random Forest Regression model, we can observe which 408 features are the most useful for the prediction, a precious information for providers and regulators to 409 understand FFCS systems and to provide a high-quality service that benefits both providers and its 410 costumers.
