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CHAPTER I. INTRODUCTION
The expanding role of optical waveguides in communications
applications drives the need for coupling electro-optic signals to
circuits and devices operating at microwave frequencies.One
method of achieving this interaction is by the application of the
Pockel's effect, in which an exterior electric field alters the
permittivity of the dielectric medium supporting the electro-optic
signal, [1], [2].By designing a structure which will generate an
appropriate external electricfield, the propagation characteristics of
the electro-optic signal can be controlled, and the structure will
operate as a modulator.
Microstrip structures, where two metallic strips are placed over
a dielectric material backed by a ground plane, offer a means of
realizing such travelling wave modulators, [2], [3], [4], [5], [6], [7].
However, analysis of microstrip structures can be difficult, especially
when there are many dielectric layers, and the layers are
inhomogeneous. A mathematical technique known as the method of
lines allows such structures to be modelled, and has been applied to
the inhomogeneous microstrip configuration illustrated in Figure1.
This dissertation develops the ideas behind this method, and shows
the results of its application.
The method of lines has proven to be an excellent approach for
solving certain configurations of microstrip problems. Itcan yield
accurate results with substantially fewer variables than required for
traditionalmethods.
Pioneering work on applying the method of lines to
electromagnetic problems was performed by Pregla and Schultz,[8].Inhomogeneous dielectric structures have also been investigated,[9],
and nonuniform spacing has been introduced to the analysis, [10]. In
addition, the method of lines has been extended for some limited
applications to three dimensional geometries, [11], [12].A full wave
analysis is reported in [13].
The method of lines is an extension of traditional finite
difference techniques for analyzing two dimensional boundary value
problems.However, instead of approximating each of the partial
derivatives with a finite difference, and finding the solution at each
point in the grid, the system of differential equations arising when
one of the spatial derivatives is approximated by afinite difference
is transformed into an uncoupled system of linear ordinary
differential equations through the use of similarity transformations,
and the resulting equations are solved analytically.Since
discretization is only required to approximate the derivative in one
of the spatial variables, the size of the system is greatly reduced.
When the modulation frequencies are such that the length of
the modulator is close to the wavelength, the structure can be
modelled as a transmission line,[5].The potential performance of
the microstrip design can be evaluated by computing characterizing
quantities such as impedance and phase velocity from the results of
the method of lines program.
Itis known that the coupling between the electro-optic signal
and the microstrip signal will be maximized as their phase velocities
approach each other, [2], [3], [4].Additionally, to minimize the effects
of introducing the microstrip into the system, the characteristic
impedance is designed to be son, corresponding to the matched
condition for maximum power transfer.
In order to improve the coupling and control the impedance, the
strip separation was varied in the computer simulations.Also, a
channel was placed in the dielectric material between the two strips,
and by increasing the depth and width of the channel, it was possible
to adjust the equivalent impedance of the structure and increase the
phase velocity of the signal on the strips.
The introduction of the channel into the dielectric material
requires the incorporation of inhomogeneous layers into the analysis.
The channel has a variable depth into the substrate, requiring that
the computer simulation consist of three layers: a dielectric layer3
beneath the channel, an inhomogeneous dielectric layer containing
the channel, and a surrounding air layer above the microstrips.
The theoretical details of the method of lines analysis, and the
results of the computer simulations of the microstrip structure, are
presented as detailed below.
The theoretical basis for the analysis is discussed in Chapter II.
In Section A, the general overview of the method of lines, as applied
to a uniform dielectric layer, is presented to introduce the concepts
later used in the complete analysis.Inhomogeneous layers are
considered in Section B, and the derivation of the terms necessary for
modelling the inhomogeneities is given.Nonuniform spacing is
considered in Section C, and the modified form of the finite
difference operator is derived.The relationship between the
computed results and the characterizing parameters is also explored,
in Section D.
The complete analysis is undertaken in Chapter III.The matrix
equation is derived for two dielectric layers beneath an air layer.
The central dielectric layer is assumed to be inhomogenous, and the
nonuniform discretization finite difference operator is used to
improve computational efficiency.
Results are presented in Chapter IV, showing how variations of
the design parameters affect the estimated performance of the
microstrip configuration.Graphs illustrating the effects of strip
separation, trench depth, and changing dielectric constant on the
characteristic impedance and the phase velocity are presented.
Validation of the results is suggested by comparisons of computer
runs made with homogeneous dielectric layers to previous results for
coupled microstrips.Convergence studies are undertaken to indicate
the required number of lines for accurate results.
In the Conclusion, Chapter V, the implications of the numerical
results are discussed, and possible extensions of the analysis for
future work are considered.4
CHAPTER II. THEORY
A. GENERAL THEORY
The method of lines is a mathematical technique for the solution
of partial differential equations which allows for a significant
reduction in the number of variables.Traditional approaches to two
dimensional boundary value problems begin with finite difference
techniques.The region of interest is divided into a grid network,
where the solution at any point in the grid is determined by the
value of its neighbors, the source terms, and the boundary
conditions.These relationships form simultaneous systems of
equations which can be written in terms of a matrix equation.
However, the matrix becomes very large (although sparse), since the
total number of elements in the matrix is given by the square of the
product of the number of grid points in the 'x' direction and the
number of grid points in the 'y' direction.The method of lines
permits considerable reduction in the size of these large matrices.
The central concept of the method of lines is to consider an
analytic solution in one of the variables which will eliminate the
need for a discrete finite difference approximation to the partial
derivative of that variable in Laplace's equation.This will reduce the
size of the matrix, as the total number of elements is not the square
of the total number of points in the grid, but is instead the square of
the total number of lines along the transverse direction.
For example, if a finite difference method were used on a grid
divided into 20 'y' points, and 10 'x' points, then the total number of5
matrix elements would be 200.200, or 40,000.However, if the
equation in the 'y° variable were solved analytically, the number of
matrix elements would be the square of the number of lines in the 'x'
direction,10.10, or 100.As will be shown later, in the particular
application to microstrip problems, further reduction of the rank of
the matrix is possible.
The reduction in the number of matrix elements comes at the
price of limited application.Only certain types of microstrip
structures are amenable to this method, and it is best suitedfor
homogeneous, isotropic, dielectric materials in layered configurations,
although some limited extensions are possible for more generalized
situations.
Consider, for the first case, a microstrip problem where the
quasistatic assumptions are valid, and the dielectric medium is
linear, isotropic and homogeneous.The metallic strips are assumed
to have no thickness.In this problem the value of the potential, [0],
is known on the strips, and is equal to the applied voltage.The
applied voltages will induce a charge distribution on the strips, and
from this charge distribution the quantities of interest can be
calculated.
The solution to the homogeneous case is presented as an
introduction to the complete analysis.Although a full wave
treatment of the time harmonic Helmholtz equation is possible with
this method, the quasi-static assumptions are used to reduce the
Helmholtz equation to the two dimensional Laplace equation, which
simplifies the calculations.
In this development, the source terms are incorporated into the
boundary conditions, and the homogeneous solution can be used to
specify the system.6
Beginning with the two dimensional Laplace equation,
V2cI) = 0.
If this is written in Cartesian coordinates for two dimensions,
a20at
ayeax2 =°
(1)
(2)
By applying the finite difference expansion for the variable 'x',
the equation can be expanded.The standard form of the finite
difference for the second derivative is given as in [14],
a20 [0(i +1) - 2c13(i) + c1(i -1)]
ax2 h2
Writing out the equation along a line 'i' of constant 'x', the
equation becomes
a2cI)(i) [0(i +1) - 20(i) +c1 (i -1)]
= h2
0.
(3)
(4)
Utilizing vector notation, the equations for all of the lines can be
expressed compactly as
a2
[D][P][0] = 0 (5)
Each element of the column vector, [0], represents the potential
along the line corresponding to that value of 'x', and each row of [P]
represents the second order finite difference approximation applied
at that line.Special care must be given to the end points, since the
boundary conditions must be incorporated in to the system of
equations.The general form of the [P] matrix is
[13] =
bc-1
-12-1
-12 -1
-12 -1
-12 -1
-1bc
.a.
7
(6)
The spacing factor '1/h2' has been omitted from this expression
of the finite difference matrix for clarity, but is present in the
calculation.
The value of the variable 'bc' specifies the boundary condition
at the endpoints, and the proper values of 'bc' for Dirichlet and
Neumann conditions are determined as follows
For the Dirichlet boundary condition, the value of [0] at the left
or right boundary is defined to be zero, implying that
cb(0) = 0, or
(D(N) = 0. (7)
This does not affect the finite difference equation, and the value
of 'bc' for Dirichlet boundary conditions is set to
bc = 2.(Dirichlet) (8)
However, for the Neumann boundary condition, the derivative
term is zero,
a
-a-; [0(0)] = 0, or8
a
ax[(1)(N)] = 0. (9)
From the application of the forward finite difference to this first
order derivative at the left boundary,
a
ax[0(0)] ="(1) OM]
= 0,
indicating that this condition can be satisfied by setting
[0(0)] = [01)(1)]
Therefore, the second order approximation at line1is
[ -D(0) + 20(1)0(2)][-OW + 20(1)0(2)]
h2 h2
o2 [ow -
2
0(2)]
[0] =
h2
(10)
(12)
This shows that the Neumann boundary condition applied at the
left boundary will be satisfied by setting the value of 'bc' to unity in
the [P] matrix,
bc =1.(Neumann)
This same result holds at the right boundary.
Use of the Neumann boundary condition allows for further
reduction in the rank of the matrix for symmetric geometries.Since,
at the line corresponding to a plane of symmetry,
(13)
a
ax[0] = 0, (14)9
and the entire solution can be found by running half of the geometry
and imposing the Neumann condition on the line at the plane of
symmetry.
At this point the traditional method of finite differences
diverges from the method of lines.In standard two dimensional
approaches, the second derivative in the 'y' direction is also
approximated by the second order finite difference operator, and a
grid of proportions (NYNX)(NYNX) is generated.For the method of
lines, the functional variation of the potential with respect to the 'y'
variable can be determined from the system of differential equations
resulting from the substitution of the finite difference for the second
derivative term in'x'.
The vector equation for the method of lines, (5), now resembles
the simple ordinary differential equation
a2
ay2[0]w2 [D] = 0 (15)
Even though the overall forms of equations (15) and (5) are
similar, with the constant tridiagonal matrix [P] in place of the
constant ,'co'; in (5), the equation at any point is coupled to the
equations at the neighboring points.If this dependence can be
removed, the differential equations are decoupled and can be solved
directly.Mathematically, this implies that the matrix [P] must be
diagonalized.
From linear algebra, the fact that [P] is real and symmetric
guarantees the existence of an orthogonal transformation matrix, [T],
which will diagonalize the [P] matrix and allow for the direct solution
of each of the ordinary differential equations, [13].Consider the
transformation given by
[U] = [T]t [(13], (16)10
where [T] is the formed from the eigenvectors of the original [P]
matrix.After substituting into the original equation and
premultiplying by [T],
d2
[T]t [0] - [T]t [P] ([T][T]t) [0] = 0.
Reducing the equations to the uncoupled linear system
d2
dy 2
[U][X][U] = 0.
(17)
(18)
[X] is a diagonal matrix, and each element of [X] is an eigenvalue
of [P].Therefore, at each line we have an ordinary differential
equation in the variable 'y', and each equation can be solved directly.
The general form of the solution of these equations can be expressed
compactly as
Ui(y) = A cosh(kiy/h) + B sinh(kiy/h),
where 'ki' is the square root of the eigenvalue 'Xi',
ki =.\/.27i.
(19)
(20)
Because the [P] matrix is positive definite, all of the eigenvalues,
'A.', will be positive, and the 'k' values will be real.
By rearranging the terms of the expression using the addition
rules for the hyperbolic functions, the following relationship can be
proven,
Ui(yi)
dUi
yi
cosh(0)1/k sinh(8)
k sinh(0) cosh(0)
-
Ui(y2)
dUi
Y2
(21)
dy d y
Where '0' is defined to be: k (y1- y2).11
This expression relates the solution at one 'y' value along a line
at 'x'to the solution at any other 'y' value along that line, within the
same dielectric layer.
Although (19) satisfies the general form of the solution, the
constant coefficients determining the particular solution specified by
the boundary conditions remain to be determined.
Consider the specifics of the microstrip problem.In the
simplest case, there will be a metallic strip resting on a dielectric
layer and surrounded by air. For convenience, consider the whole
configuration to be placed within a grounded conducting box, so that
the number of lines used remains finite, and Dirichlet conditions are
set on the vertical interfaces at the top and bottom of the box.
The solution to the differential equation in the 'y' variable is
partitioned, so that it has the proper form in the two regions which
are defined by the air and the dielectric layer, respectively.The
following coefficients must be determined in each region:
RegionI: Dielectric Layer
Ui = Aisinh(ky) + Bicosh(ky) (22)
Region II: Air Layer
Uji = Aii sinh(ky) + Bii cosh(ky) (23)
In this simple case, the application of the vertical boundary
conditions will completely specify the potential at all points along the
line for every line in the region of interest.It is important to note
that these boundary conditions are given with respect to the original
potential functions [0], and not the transformed potential functions,12
There are three conditions which must be satisfied:
i)At the the top of the box (y=L), the value of [0] is zero,
cDii(L) = 0.
ii)At the boundary between the air layer and the dielectric
layer, (y=h), the continuity relationships are enforced,
a)cl3i(h)(bii(h) = 0,
dpi
b)el (1)82 d(h) = P
iii) At the bottom surface (y=0), [0] must be zero,
(24)
( 25 a)
(25b)
cDi(0) = 0. (26)
By noting that cosh(0) = 1,it is clear that for boundary condition
(iii) to have a non-trivial solution, the value of the constant B must
be identically zero, and
Ui(y) = Ai sinh(ky). (27)
Similarly, imposing boundary condition (i) at (y=L)
demonstrates that the value Bii can be eliminated if the expression is
recast,
Uii(y)= Aii sinh(k(y-L)).
Recalling equation (15), it follows that if
(0) = 0, then U(0) = 0.
(28)
(29)13
It is necessary to relate the Region I potential at (y=0), Ui(0), to
the value at (y=h), Ui(h); and the Region II potential at (y=L), Uii(L),
to the value at (y=h), Uii(h); so that the potentials at the interface,
(y=h), are related to the known values of the potential at the top and
bottom surfaces.
given above
Since
Ui(0)
the results
Ui(h)
dUi
This can be done
in equation (21).
the boundary conditions
= Uii(L) = 0 ,
for the values at (y=h)
1 dUi
are
y=0
y=0
dUii
using the transformation matrix
imply
(30)
(31)
(32)
,and (33)
y=L
(34)
y=L
= sinh(kh)
y
dUi
dy
Uii(h)
dUii
= cosh(kh)
y=h d y
1
= sinh(k(h-L))dy
dUii
dyy.hcosh(k(h-L))d y
Furthermore, in each region,d y
dU
result expressed as
y=hcan be evaluated and the
dU
= (A sinh(ky)) = kA cosh(ky) = k coth(ky) U(y). (35) d yd y14
This results in the following set of equations:
Ui(h)= Ai cosh(kh),
Uii(h)= Ali cosh(k(h -l)),
dUi
d y(h) = k coth(kh) Ui(h), and
dUii
d y(h) = k coth(k(h-1)) Uii(h).
(36)
(37)
(38)
(39)
By applying these relationships to the boundary condition given
by equation (ii),
E lk coth(kh) Ui(h)c2k coth(k(h-L)) Uii(h)=[T]t [p]. (40)
Defining the capacitance matrix [C], an equation for the potential
in terms of the [C] matrix and the unknown charge distribution, [p],
can be written,
[C] [U] = [T]t [P]
After rearranging the terms of the transformation equation,
[D] = [T][1/C][T]t [p]
(41)
(42)
[C] is a diagonal matrix, so the inverse is a diagonal matrix
whose elements are the reciprocals of the elements of the original [C]
matrix.Let [C'] be defined by the product
[C'] = [T][1/C][T]t, (43)
which is no longer diagonal.At this point the matrix equation can be
reduced.15
Since [0] represents the untransformed value of the potential at
the 'y' value corresponding to the strips, (y=h), it must be constant,
and equal to the applied voltage on the appropriate strip. Also, [p]
will be nonzero only at the locations of the strips, implying that the
elements of [C'] which multiply the zero values of [p] can be
neglected.This results in the reduced system
[cp]r = [C']r [P]r (44)
In order to find the charge distribution, [p], the reduced matrix
[C']r must be inverted; however, this represents a reduction in rank,
from the total number of lines, to just the number of lines passing
through the strips,
[p] = [o]r (45)
Although the example is somewhat unrealistic from a
convergence standpoint, if we consider the original example defined
by a grid of ten 'x' lines and twenty 'y' lines, and assume that six of
the lines pass through the strips, the method of lines hasnow
reduced the 200x200 problem down to a 6x6 problem.
The unknown quantity,[p], has now been determined by the
matrix inversion. The other quantities of interest, including the
inductance, and the even and odd mode impedancescan be
determined by manipulations of the [C'] matrix and [p].
The procedures for obtaining these valuesare discussed in a
later section.The unknown coefficients of [0] are not explicitly
determined, since [p] is the quantity of interest; however, the
coefficients could be calculated if required by the application.
This procedure for determining [p] becomesmore complicated
when a second dielectric layer is added.In this report, that layer is
also made inhomogeneous.The ramifications of the additional16
inhomogeneous layer on the analysis are presented in detail in
Chapter III, since they make up the bulk of the effort in this project.17
B. INHOMOGENEOUS LAYERS
In the proceeding development, the requirement that the
dielectric layers be homogeneous represents a severe limitation on
the possible geometries which can be studied.In [9],it is described
how the original method of lines can be extended to include such
dielectricdiscontinuities.
For the case of discontinuous dielectric layers, the relevant
Maxwell's equations can be reformulated to give the correct term in
the system of partial differential equations.This term is found to
involve first order partial derivatives, and these derivatives can be
approximated by finite differences, allowing an expression for the
linear system to be written in the same form as before. It is useful to
transform the resulting matrix expression so that the difference
matrix will be symmetric, and the eigenvalues real.
Beginning with Maxwell's Equation
V D = 0.
From the definition of D,
eE = 0.
Assuming the existence of the scalar potential, (1),
V e(-V(I)) = 0.
Expanding using the identities for the gradient,
Vc1)Ve + EV2(1) = 0.
(1)
(2)
(3)
(4)18
Rewriting in terms of two dimensional Cartesian Coordinates,
acb2 1ae act, a2cb
+ + = 0. ay2e ax ax ax2 (5)
ae
The value of
axwill only exist at the discontinuous boundary
between two differing dielectric regions.Using the central difference
approximation for the derivativeae
ax
,and the assumption that the
value of the dielectric at the boundary is the average of the two
values on either side, the resulting approximation is
1ae
e(b) ax
(2 (e 1 E 2
y=bE1 + e2 )2h)'
and this term only exists for the lines containing the dielectric
boundaries.
The central difference approximation is also used for the first
(1)
order [c] derivative,
axThis results in the following finite
difference equation
d20 ( 28(x) )rE 1E2 )[ D ]
dx2 e2)L2h) = 0.
(6)
(7)
Here 6(x) is the Kroenecker delta function, so that 6(x)= 1 if 'x' is
on a boundary between two dielectric regions, and 6(x) = 0 in all
other cases.Also, if the dielectric material is homogeneous, the
expression reduces to the original equation.The matrix [D]
symbolizes the first order central difference approximationto the19
partial derivative in'x'.
VI&
[D] =
0 1
-10 1
-101
-10 1
-10 1
-10
Rewriting equation (7) in compact form,
d2
[ Q ]] = 0 . Ldy2
(8)
(9)
suggests that if the matrix [Q] can be diagonalized,the resulting
ordinary differential equations for [OW] will be decoupled, and the
solution can be determined as for the homogeneous case previously
discussed.
Careful examination of the difference approximation reveals
that the resulting [Q] matrix is not guaranteed to be symmetric, and
this relaxes the condition on the eigenvalues of [Q] that they be real.
This, in turn, can create problems for the diagonalizing matrix, [T],
since in the final result the solution must be real, and the complex
arithmetic required by complex elements appearing in the [T] matrix
introduces additional round off error.A change of variables can be
performed which will ensure that the [Q] matrix remains symmetric.
The algorithm for determining the change of variables to form a
symmetric [Q] can be written as
S-2Q(k,i)2
Sk2Q(i,k)2
(10)
and the matrix [S] is determined, starting with S(1) = 1.In order for
the [S] matrix to remain real, the values of [Q] must be mutually20
positive or negative.This is guaranteed by the expression for the
elements of [Q].
For the inhomogeneous layer, this results in another
transformation so that the resulting equation becomes
d2
d 2[R]t[l/S][0] + [R]t[1 /S][Q][S]([R][R]t)[1/S][0] = 0, (11)
y
where [R]is the orthogonal transformation matrix formed by the
eigenvectors of the transformed, symmetric matrix,[1/S][Q][S].
As before, the resulting system is decoupled, and the solutions
in each region will be completely determined by the application of
the appropriate boundary conditions.
Itis important to realize that although this approach requires
that the dielectric boundaries are located coincident to specific lines,
the method places no limit on the number of dielectric discontinuities
in the transverse direction.This allows for multiple dielectric
interfaces to exist, as long as their number does not conflict with the
spacing of the lines.21
C. NONUNIFORM DISCRETIZATION
The use of nonuniform spacing between the lines increases the
efficiency of the calculations, since the number of lines dedicated to
regions where no strips or interfaces exist is reduced.Such spacing
requires more care in the formulation of the matrix elements, and
refinement of the finite difference operators.Certain restrictions are
placed on the implementation of the nonuniform spacing that
minimize the impact of these factors.
The second order finite difference approximation for nonuniform
spacing is found by successively applying the formulas for first order
nonuniform finite differences.Beginning with the first order finite
differenceapproximations
[(1)(i+1)cb(i)] D+ =
h+
,and (1)
[0(i)0(i -1)] D- = (2) h-
By applying D+ to D-,
D+D =
[13-(i+1)D-(i)][0(i +1) - CO][OW cp(i-1)]
h+ h+h+ h+h-
1
+ Ci-1). (3) (h-F1h+)(1)(i+1) (11411+ h+h- (1:11-)/ 2
Similarly, for D-D+,
D-D+ =
cip(i+1)- 1
1
+ cNi-1). (4) (h-Fh-) h+h- h-h- (11-111-)
Using the average of the two expressions above, the final form of
the second order difference approximation is given by
d2(13 1[1
dye2h+h+
1
h+h-
1 1 +
2
+ OW
1-
2 Lh+h+ h+h- h-1h -]
1[ 1
+
1
, 2 h+h- h-h- (5)
and this reduces to the original form of the differenceoperator when
the hi's are uniform.
As a result of the nonuniform spacing expressions forthe finite
differences, the [P] matrix will be altered,as the coefficients will no
longer be of the form:
[Pi] = [...-12 -1...], (6)
and this has the undesirableconsequence that positive definiteness
in the [P] matrix is no longer guaranteed.Therefore, the values of
the eigenvalues are no longer constrainedto be positive, and there is
a chance that the arguments of the hyperbolic functions which
represent the functional forms of the general solution willbe
complex.Additionaly, if inhomogeneous layersare present, the
matrix will not be symmetric.23
For the implementation of the nonuniform spacing, the location
of successive lines were found by the application of formulas of the
type
h(i +l) = cch(i), (7)
where 'a' is the scaling factor between lines.Such a scheme has the
advantage that the locations of lines are easily computed, and the
total width of the nonuniform regioncan be determined using the
formula for the sum of a geometric series.This facillitates the
implementation of specific geometries into the computer simulations.
The nonuniform spacing was applied only to the region outside
of the metallic strips. Uniform spacingwas maintained in the central
region so that the finite difference expressions for the
inhomogeneous layers would not be affected.This was justifiable on
the grounds that the central region is the region of interest, and
should be modelled at the finest grid spacing, while the region
outside the strips is modelled only to avoid spurious couplingwith
the walls of the conducting box.
In certain cases, the arguments of the hyperbolic functionsin the
expression of the solution to the uncoupled equationbecome
complex, when the corresponding eigenvalue is negative.Although
this has the potential to introduce complex arithmeticto the
program, analysis indicates that the complex terms will cancelout,
and as long as the computer code has the facilityto convert the
appropriate hyperbolic functions into their trigonometric
counterparts, the calculation can proceed in real arithmetic.
In order to generate the input datasets for the computer runs,
the number of lines in the uniform andnonuniform regions were
specified along with the locations of thestrips, and this determined
the spacing factor 'a'.The position of the lineswas calculated,
starting at the left boundary.The conditions that the first strip
begins on the line correspondingto the boundary between the24
uniform and nonuniform spacing, and that the second strip ends on a
similar boundary were rigidly enforced to reduce the effects of
round off error in the calculation of the locations of the lines.
As shown in the Results section, Chapter IV, and discussed in the
Conclusion, Chapter V, the application of nonuniform spacing allowed
geometries to be run with matrices of much lower rank than
required for uniform spacing, without sacrificing significant accuracy.25
D. DERIVATION OF ELECTRICAL PROPERTIES
1.Quasi-TEM Analysis
The use of TEM analysis (Transverse Electric Magnetic) for the
microstrip problem is not strictly correct, as no true TEM wave can
exist in a region with an inhomogeneous dielectric medium. This is
based on the following reasoning.
Starting with Maxwell's equation in time harmonic form,
V x E = -jcotH
Applying the curl to both sides, and using vector identities,
V xV xE = -V2E + V (V E) = -kop. (V x H).
Using the relationships from Maxwell's equations in time
harmonic form,
V E =-Pand
aD VxH = J + = J + koeE ,
the equation is rewritten as
V2E + k2E = jo.)11 .1 +--1e- Vp.
(1)
(2)
(5)26
The assumption that the source terms can be incorporated into
the boundary conditions allows the homogeneous form of the
equation to be used.
Expanding the Laplacian term, the assumption that the'z'
dependence can be expressed as expa(3z) is made, and the equation
becomes
ay2E a2E
+ ax202E + k2E = 0
which is the Helmholtz equation.
(6)
For a TEM wave, by definition, the Ez and Hz components must
be zero. Using the component expansion for Maxwell's equations,
(After [15]):
aEz
a
+ [3Ey = -ja.411-1x,
y
aEz
axf3Ex = -jcogly,
aEyaE x
= ax ay
-jcop.Hz,
aHz
a+ f3Hy = jcoeEx,
y
aHz
axNix = jcoeEy,and
aHyaHx
ax ay= jcoeEz.
(7a)
(7b)
(7c)
(8a)
(8b)
(8c)Which can be combined to form:
L
aaEaxz aHayzi 1
k2]L P
1 F
Ray + k]L P ay ax
1 aEz H zi
k2][i°36ay ax
Ex =
Ey =
Hx =
Hy =
1
[02k2]
raEz a H
Li" ax r3
and
27
(9a)
(9b)
(9c)
(9d)
It is clear that the assumption that both Ez = 0, and Hz = 0, will
result in all the components of E and H being 0.The only way to
avoid this condition is if the term
132 k2= 0. (10)
The condition reduces the Helmholtz equation into the Laplace
equation.
However, for the microstrip problem being considered, there is
a value of 'k' associated with the dielectric, and a value of 'k'
associated with the air, 'kd' and 'ka', respectively.The propagation
constant,'13', cannot mutually satisfy the condition given by (10) for
'ka' and 'kd'.Therefore, no true TEM wave can exist for this
microstrip configuration.
A quasi-TEM analysis can be performed by using the
approximation of an 'effective dielectric constant'.The effective
dielectric constant is defined as the value of homogeneous dielectric
material that would give the same result for capacitanceas the
inhomogeneous structure with two dielectric regions, [16].Such an
approximation allows for the computation of the phase velocityusing
the standard TEM wave procedure.28
The effective dielectric constant is found by applying the
program to the desired configuration of strips, with the value of the
dielectric constant set to the value of the surrounding dielectric,
usually air.This configuration is also run with the values of the
dielectric and the surrounding material set to their appropriate
values.The effective dielectric constant is calculated from the
relationship,
Er =
where [Cd] is the capacitance matrix resulting from the
inhomogeneous dielectric case, and [Ca] is the result of the
homogeneous problem.
2.Calculation of Circuit Parameters
Given that the values of the charges on the metallic strips are
known, knowledge of the capacitance matrix, [C], allows several of
the descriptive parameters of the microstrip to be evaluated.The
use of the effective dielectric constant can be exploited to give the
results for the phase velocity, the inductance matrix [L], and the even
and odd mode impedances.
As stated by Rizzo li, [17], knowledge of the matrix [Ca] allows
for the calculation of the inductance matrix [L]. Since the dielectrics
studied are non-magnetic, the [L] matrix will not change as a result
of the presence of the dielectric layer, and the following expression is
valid
[L] =
1
[Ca]- 1.
RE°
(12)29
Here [Ca] is written in terms of 'C1', the self capacitance term,
and 'Cm' the mutual capacitance.[L] is written in terms of 'L11, the
self inductance, and 'Lm', the mutual inductance.Where,
r cia -Cm
as
i
[Ca]= 1_cmaC 1
FL1 Lm
[L]I_ Lm LiJ
, (13)
(14)
Analyzing the microstrips in terms of coupled transmission
lines, the impedances for the even and odd modes can be computed
from the inductances and the capacitances obtained for the dielectric
case, [Cd], assuming that the strips are symmetric,
Ze =Cid Cmd
_\1 Li+ Lm
Zo=Cid + Cmd
.\I LiLm
(15)
(16)
For non-symmetric strips, the results of Tripathi, [18], can be
incorporated into the analysis, although this investigation has not
been undertakenatpresent.
From an analysis of the equivalent circuit, the equivalent
capacitance can be determined for the case of differential excitation
of the strips,
Ceq = VCid + Cmd)
Also, by applying the same techniques, the equivalent
inductance is found to be
(17)30
Leg = 2 (L1Lm). (18)
The phase velocity for the structure being driven differentially
can be computed from the relationship
VP =
-NI(LeciCeq) Lm) (Cid + Cm)
The effective impedance is found by using
L LlLm
Zen= 2 = 2*Zodd Ceq
C 1 dCm d
(20)
(19)
Therefore, knowledge of the induced charge distribution, [p], the
capacitance matrix [C], and the capacitance matrix for an air filled
region, [Ca], are sufficient to determine the circuit parameters
necessary to describe the structure in terms of the transmission line
model.
3. Evaluation of Device Performance
For modulation frequencies in the range such that the
wavelength is comparable to the length of the strips, the structure
can be treated as a transmission line, [5].This allows the system to
be characterized in terms of the equivalent impedance, and the
phase velocity.
The modulators will perform at maximum efficiency when the
phase velocities are equal, and the equivalent impedances have been
matched. However, since this will not often occur in practice, itis31
important to describe how deviations from the ideal values will
affect the performance.
When the phase velocities are identical, the signals are
synchronized, and the bandwidth is infinite, [3]. As the velocities
diverge the bandwidth is reduced, with the reduction approximately
following
v,,
0 < fm <4L [1(vm tv 1) (21)
where 'vm' is the group velocity (equivalent to the phase velocity
since the quasi-TEM mode waves are nearly dispersionless up to the
high microwave frequency region, [3]), 'fm' is the modulation
frequency,'v1' is the velocity of the optical signal through the
waveguide, and 'L' is the strip length.
A mismatch in the impedance between the modulator structure
and the rest of the circuit will result in signal reflection and will
produce standing waves, [3]. The standing waves will also reduce
bandwidth, and the estimation of the reduction is given by
vm
° <fm<4L (22)
These equations allow the bandwidth performance of the
modulator to be predicted from the computer results, and the design
process would be directed by the bandwidth requirements.32
4. Anisotropic Dielectric Materials
The dielectric has been assumed to be LiNbO3, which is an
anisotropic material.At the frequencies of interest, the values of the
dielectric constant along the principle axes are, from [4]:
EX = (23a)
ey = 43 (23b)
However, as described in [5], by transforming the Laplace
equation through the application of an affine transformation in the
'y'variable, the equation can be rewritten in terms of an equivalent
isotropic substance whose value is the geometric mean of the values
of ex and ey,
Eeq =11ExEy ="4 (28)(43)=34.47. (24)
This also requires that the height of the LiNb03 substrate be
treated as the equivalent height given by
EX
heq = h"Ni
Ey
(25)
The value of the equivalent isotropic dielectric constant thus
obtained was used throughout the simulation.33
CHAPTER III. FORMULATION
In this section, the method of lines with nonuniform spacing is
applied to a three layer microstrip system, where the central layer
may be inhomogeneous. The problem is stated in each of the three
regions: the homogeneous air layer, the inhomogeneous dielectric
layer, and the homogeneous dielectric layer.In the cases studied,
the two dielectric layers were of the same material, and the
inhomogeneity was used to model a trench in the substrate.
Maxwell's Equations are manipulated as follows, where the
results of Chapter II, Section B are referenced for the inhomogeneous
layer in Region II:
Regions I and III,Homogeneous:
V D = 0, (1)
V EE = 0, (2)
Ve(-Vc13) = 0, sothat (3)
V2c13 = 0. (4)
In Region II,Inhomogeneous:
V - D = 0, (5)
V EE = 0, (6)
V e(-V(I)) = 0, (7)34
eV2(13+ (VVe) = 0,and therefore, (8)
V2(13+
1
(Vc13Ve) = 0. (9)
For nonuniform spacing, the finite difference expression for the
second partial derivative is given by the result derived in Chapter II,
Section C,
2 1 1 00-1)
axe [h+ h+ h+11-
1 [ 1 2 1
2h+h+ h+h- h 'Yr
1
(13(i+1). (10)
h+h-
In Region I, this leads to equations which can be expressed as a
linear system in matrix form as
d2
L(131 [[Pilo]0,
where the elements of [P] are formed by applying the finite
difference approximation to the values of [0] at each line.
In Region II, the expressions are modified due to the presence
of the dielectric inhomogeneities.The dielectric boundaries are set
up so that they occur within the region of constant spacing, and this
leads to the following result for the elements of the matrix for
Region II,
d2 [rl+_C2.(i+i)-40(i-1)
dy2
[D][P] + 5(x) =0. (12)35
Where 5(x) is the Kroenecker delta function, which is nonzero
only when the line at 'x' corresponds to a dielectric boundary.
Expressing this equation in matrix form,
d2
[(13][WC = 0. (13)
Neither the [P] nor the [Q] matrix is required by the finite
difference approximation with nonuniform spacing to be symmetric,
as the [P] matrix was required to be symmetric for uniform spacing.
However, symmetric matrices guarantee the existence of orthogonal
transformations which will diagonalize the [P] and [Q] matrices, and
the diagonalized matrices represent systems of differential equations
which have been decoupled.In order to achieve symmetry, a
preliminary change of variables is performed for each matrix,
following the procedure outlined in Chapter II, Section A.
Starting with the basic equation, here shown in terms of the [P]
matrix, although the procedure for the [Q] matrix is thesame,
d2
"1[F][C = 0 . (14)
First the matrix is made symmetric,
d2
[111\1][0][1/N] [P] aNNUND [0] = 0. (15)
After the original [P] and [Q] matrices have been convertedinto
symmetric matrices,the transformation matrices are constructed
from the eigenvectors of the symmetric matrices.Multiplying by the
transformation matrices decouples the equations,
d2
[T]t [1/N][c1)]- [T]t [1/N][P][N] ([T] [T]t) [1/N] [0] = 0. (16)36
Making the substitution [W] = [T]t [1/N][0], the equation
becomes
d2
[1111[A][1P] = 0 (17)
Where [A] is the diagonal matrix containing the eigenvaluesof the
matrix, [P].
Although the inverses of the symmetry matrix, [N], and the
orthogonal transformation matrix, [T], are required, their
computation is trivial, as the [N] matrix is diagonal, so that the
inverse is the reciprocal of the elements; and the inverse of the [T]
matrix is merely its transpose.
The same procedure can be used on the matrices for each of the
regions I,II, or III, and the resulting ordinary differential equations
all have the same form for the general solution
111(y) = A sinh(Xy) + B cosh(Xy), (18)
where A and B are the constant coefficients, and 'Xi' is the square
root of the ith eigenvalue.By using the appropriate boundary
conditions, the complete solution will be determined.
Summarizing the transformations used to uncouple the matrices
in each region:
Region I: [111i] = [T]t [1/N] [(Di]
Region II:[Uii] = [R]t [1/S] [Oil]
Region III:[Till] = [T]t [1/N] [(Dili]
(19)
(20)
(21)
The same variable,[1II],is used to express the functions in
Region I and Region III, representing the fact that the finite
difference matrix, [P], and the resulting transformation matrix, [T],37
will be identical to their counterparts in these regions.The solutions
differ only as a result of the application of the boundary conditions.
However, the inhomogeneous layer will introduce terms into the [Q]
matrix which will alter the eigenvalues, and another variable, [U], is
used to indicate the solution in this region.
The boundary conditions are given for the untransformed
variable, [0], and, for the configuration surrounded by a grounded
conducting box, they are as follows:
@ y=0 [mi]= 0 (22)
@ y=a -[OH] = 0
dcbi
(23)
(24) ei dy Eli dy
@ y=b [OH] -[(Dili] = 0 (25)
0 (26) Eli d Eiiid =
@ y=c [(1)iii] = 0. (27)
is:
The general solution to the differential equation for each region
Region I:Ti(y)= Aisinh(Xy) + Bicosh(X.y) (28)
Region II:Uii(y) = Aiisinh(ky) + Biicosh(ky) (29)
Region III:Tiii(y) = Aiii sinh(ky) + Biii cosh(? y) (30)
Enforcing conditions (22) and (27), will simplify the expression
of the functions in Region I and III.38
In Region III:
= Aiii sinh(Xc) + Biii cosh(Xc) = 0 (31)
Biii= -Aiii tanh(Xc) (32)
Substituting these expressions back into the equation,
= Aiii sinh(Xy)Aiii tanh(Xc) cosh(Xy) (33)
Factoring out the
=
cosh(Xc)
1
cosh(Xc)term,
Aiii sinh(Xy)cosh(A.c)Aiii sinh(Xc)cosh(Xy)
Which is recognized to match the form of the equation
sinh(a-b) = sinh(a)cosh(b)sinh(b)cosh(a)
So that
Aiii sinh(X(y-c))
cosh ( c)
Since Aiii is a constant to be determined, the constant
term can be combined within it, giving
iii(y) = Aiii' sinh(X(y-c)).
. (34)
(35)
(36)
1
cosh(Xc)
(37)
A similar procedure can be performed with the Region I
solution which will eliminate the Bi term, and the resulting equation
is
'i'i(y) = Ai sinh (X y). (38)
The original system contained the six unknown coefficientsAi,
Aii, Aiii, Bi, Bii, and Biii; and six boundary conditions.The remaining39
four boundary conditions are sufficient to determine the remaining
unknown coefficients.In order to do this, the boundary conditions
are recast in terms
[N] [T] [Ti(a)]
&Ili
of the transformed variables,
= [S] [R] [Uii(a)] ,
dUii
y=a
[111],and [U],
y=b
(39)
(40)
(41)
(42)
[ei] [N] Md y
[S][R] [Uii(b)]
dUii
= [eii][S][R]
y=a d y
= [N][T] ['Piii(b)] , and
d'Piii
[ell] [N][1]d y = [eiii] [N] [T] y=b d y
At this point, it is desired to express the values of the functions
in the central layer in terms of each other, so that Uii(a) can be
related to Uii(b). This is possible using the matrix given before in
Chapter II, and results in,
1
Uii(a) =cosh(k(a-b)) Uii(b) + i sinh(k(a-b))d
dUii
y
dUii
d y
y=b
dUii
y=a a
= k sinh(k(a-b)) Uii(b)+ cosh(k(a-b)) .
Y
(43)
(44)
y=b
Performing the substitutions inherent inthe transformed
boundary conditions (23) and (25) allows for the equations to be
written only in terms of the quantities
form
d'I'i &PH Udii Ti, Iiii d yand ,eliminating Uii and d y d y
Furthermore, in Regions I and III, the general solution is of the
'P(y) = A sinh(ky), (45)40
which enables the the derivatives to be expressed in terms of the
original functions
d T d
(y) = c--1-3(A sinh(ky)) = kA cosh(ky) d y
[sinh(ky)1 = kA cosh(ky)sinh(ky)=k coth(ky) A sinh (ky)
= k coth(ky) T(y),
and this substitution can be made for all of the derivatives.
(46)
There are now two equations which relate Ti(a) to Tiii(a) and
pb.This allows for the elimination of Ti(a), and the quantities can be
expressed solely in terms of Tiii(b) and pb.After performing this
operation and collecting terms, the resultant equation is
[A][B] + [C] [D][N] [T] 'Piii(b) = [E] [F]pb . (47)
Where
A A
[A] =
(Cl
E2
Pt. coth Xa] [(1/k) sinh k(b-a)],
T N R S
A A
E3 [B] . [k coth
S
k(b-a)] +
E2
()[Xcoth X(c-b)]
R T N
A
[C] = [k sinh k(b-a)]
R S
A A
C3
[D] = [I] + [ (1/k) coth k(b-a)](--)[X coth X(c-b)],
R S E2 T N
(48)
(49)
(50)
(51)41
[E] =
[F] =
[k coth
El\
E2
A
k(b-a)] +
R S
A
[1/k sinh k(b-a)]
R S
1E1\
2/
A
[2. coth Xa]
T N
.
(52)
(53)
A
The notation[ ]represents the transformation:
R S
[R]t [1/S] [] [S][R],
A
and similarly for[ [,and the matrices [T], and [N].
T N
Some relevant differences between the original development for
one homogeneous dielectric layer and this more general case should
be noted. In the original development, the transformation matrices in
either region were the same, and this allowed products of the
hyperbolic terms associated with either region to be combined into
one expression. For example, the product of matrix terms
[R]t [1 /S][cosh ka][S][R][R]t [1/S][1/sinh ka][S][R]
could be simplified to
[R]t [1/5] [coth ka] [S][R].
However, the inhomogeneous layer makes these combinations
impossible when terms corresponding to the central layer multiply
those relating to either of the outer layers, since the values resulting
from the [S][R] [T]t [1/N] products will not cancelout, and this results
in the more complex expression for the relationship betweenPb and
''iii(b) given by (47).42
The product [1\T][TIIIIiiii(b)] in the equation given above can be
used to transform back into the spatial. domain.This relates the
charge, pb to the original potentials [(Kb)].
Defining,
[Co] = [A][B] + [C][D], (54)
[Cp] = [E][F], (55)
[CO] = [Cp] [Pb] (56)
By inverting [Co], the reduced matrix can be formed,
[0] = [C0]-1 [Cr] [Pb]9 (57)
[CD]r = GC4)]-1 [CP])r [Pb]r (58)
[Cr = [C]r [Ph]r (59)
The values of [0] for the reduced matrix are known quantities,
as they represent the voltages applied to the strips, and the values of
[p b] exist only at lines corresponding to the position of the strips.
Therefore, inversion of the reduced matrix will represent the
capacitance matrix [C], and the product of [C][4:1)] will determine the
charge on the strips.This represents the complete solution of the
problem.
The existence of the more complicated expression requiresan
inversion of the full sized matrix, [Cm], which is a considerable
disadvantage over the homogeneous case in which only the reduced
matrices were inverted.
Once the charge has been determined, all of the other relevant
quantities can be computed from pb, [C], and the analogousrun made43
for an air filled homogeneous region, as describedin Chapter II,
Section D.44
CHAPTER IV. RESULTS
The method of lines program was developed and run for a
variety of configurations in an effort to reach the desired goal of a
design for an electro-optic modulator having an effective impedance
of 5052, with the maximum possible phase velocity.
The code was developed in stages. A simple code for analyzing a
single strip on a single homogeneous dielectric layer was written to
test the implementation of the method.A second dielectric layer,
and a second metallic strip were added, and the results were
compared to known values for coupled microstrips.The expressions
for the inhomogeneous layer were derived, and coded into the
program in order to model the trench structure.Finally, the
nonuniform spacing was incorporated, and the results which are
presented here were run with this version of the code.
Validation is suggested by comparing the impedance results of a
homogeneous data set, run with all dielectric regions beneath the air
layer set to the same value, to the output of a coupled microstrip
program having the same input geometry.Filling in the channel
effectively reduces the problem to that of a coupled microstrip over
a homogeneous dielectric, for which results are available. In Figure 2,
page 49, the results of the computer simulation are compared to the
results of the code 'VJ.BAS'.The variation is within 4% for all values
studied, but the method of lines results seem to be consistently
lower.This is deemed to be within the acceptable limits of error due
to the different models used for each program, and the fact in the
'VJ.BAS' program there is no grounded conducting box enclosing the
system.45
Convergence is indicated by Figure 3.Nonuniform ly spaced
runs were compared to the analogous runs made with uniform
spacing between the lines.The grid increment in the uniformly
spaced central region was used to define the number of lines
required to span the entire structure, and that number is used for
the 'x' coordinate in the figure.Figure 3 demonstrates that the
nonuniform spacing provides the same level of accuracy in the
results while using far fewer lines.The size reductions due to the
nonuniform spacing permit runs to be made at grid increments that
would exceed the limits of the current machine used for the
simulation.For example, a grid increment that requires 1000 evenly
spaced lines corresponds to a run that needed only 400
nonuniformly spaced lines.
The variations in equivalent impedance and phase velocity with
changes in the physical properties of the modulator and its geometry
are also illustrated in the figures.By varying the strip separation,
and enforcing constant trench depth, and constant trench width, the
plots in Figures 4, and 5 were generated.Also shown in this graph is
the homogeneous case, where the trench has been filled in, to
indicate the effectiveness of the trench as a design element.The
sensitivity of the results to variations in the trench depth is shown
explicity in Figures 6, and 7.The results are also affected by the
width of the trench, and this is seen in Figures 8, and 9.Although
not a parameter which can be altered as easily experimentally as the
strip separation or trench depth, the results for various values of the
dielectric constant are displayed in Figures 10, and 11.
The variation of the phase velocity shows that as the stripsare
brought closer together, the coupling increases, and the phase
velocity will be increased. This suggests that the optimum design will
have the strips placed very close together, with the exact location
determined by the ability of variations in the trench depth to match
the impedance condition of 5011.46
The studies also indicated that there were limits on the
geometries for which the code could give accurate results. As the
depth of the inhomogeneous dielectric layer increased beyond a
certain level, the condition numbers associated with the inversions of
the [C] matrices increased exponentially, and beyond a depth value of
0.5 in almost all cases, the final results were not reliable.
It is believed that the large condition numbers result from the
matrix expression for the inhomogeneous layer.In that
development, the matrices associated with the hyberbolic functions
remained in the form of [sinh] and [coth].The [sinh] function grows
exponentially as the arguments increase beyond small integer values,
and the arguments of the hyperbolic functions become large as the
eigenvalues become large.When the range between the smallest and
largest eigenvalues increases, the rows of the [C] matrices begin to
appear to be linearly dependent during the inversion process, since
round off error obscures the differences between small numbers
divided by large ones, and eventually the calculations break down.
In running the code, it was important to monitor the condition
number to make sure that the results were still valid.
This problem did not occur in the results from the formulations
of the homogeneous cases, because the transformation matriceswere
the same for each layer, and the hyperbolic terms could be combined
in a way that eliminated all but the [coth] terms, which havea
limiting value of unity for large arguments.It was previously
mentioned in Chapter III that the inhomogeneities do not allow these
terms to be combined in the general case, and no means could be
found to recast the equations in terms of [coth] alone.
However, it may still be possible to find a manipulation that will
enable the matrix equation to be rewritten in away that this
problem will not occur.Until that becomes possible, the program is
only limited in the case of very deep trenches, which shouldnot be a
severerestriction.47
These results indicate that the code developed represents a
viable design approach to electro-optic modulators.By specifying
the bandwidth requirement, and tolerance in the impedance, designs
for the modulators can be analyzed and evaluated, and the best
candidates for fabrication can be selected from the many alternative
possibilities.r- stirsal
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CHAPTER V. CONCLUSION
In this study, microstrip configurations wereanalyzed for use as
modulators of electro-optic signals propagatingthrough dielectric
waveguides embedded in the microstrip structure,corresponding to
current designs for integratedoptical systems.The structures can be
modelled as transmission lines, and the familiar conceptsof
characteristic impedance and phase velocity aresufficient to
characterize the behavior of the system.The use of the quasi-static
assumptions reduce the problem to the solution ofLaplace's
equation, and the mathematical technique known as themethod of
lines can be applied to determine the values of thesequantities.
The incorporation of the inhomogeneous layer into the analysis
enabled the modelling of the trench in the substrate.The existence
of the trench added another degree of freedom into the design
process, and allowed for moreefficient modulator designs, since
impedance could be maintained at son while phase velocity was
maximized.
Nonuniform spacing was implemented so that the number of
lines required for a given spacing increment could be reduced,
improving the efficiency of the system, and allowing runs to be made
that would be impractical otherwise. The results indicate that the
reduction in the number of lines does not degrade the accuracy of
theresults.
The code has been validated against the results of other
approaches for the homogeneous case, and the values agree within
the limits of the two programs.56
The design goal of a son modulator has been realized.
A major limitation of the code appears to be the inability to
model deep trenches in the dielectric material.However, it may be
possible to find a reformulation that will reduce this restriction.
There are several areas for further research.One avenue would
be to model dispersive effects by incorporating the full wave
analysis for the case of multiple inhomogeneous layers, following the
work reported in [13].Also, the method of lines has been extended
to some three dimensional cases, [11], and applying theseideas
would allow for investigating more complicated structures, beyond
the limit of infinite straight line microstrips.At present, no
investigations of placing different substrate materials below the
trench layer have been attempted using the code developed here,
and this might be useful in controlling the parameters and meeting
design goals.Perhaps the most critical area to pursue would be the
fabrication and measurement of test devices to experimentally
confirm the predictions of the computer simulation.57
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