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We develop a first-principles computational method for investigating the dielectric screening in
extended systems using the self-consistent Sternheimer equation and localized non-orthogonal basis
sets. Our approach does not require the explicit calculation of unoccupied electronic states, only
uses two-center integrals, and has a theoretical scaling of order O(N3). We demonstrate this method
by comparing our calculations for silicon, germanium, diamond, and LiCl with reference planewaves
calculations. We show that accuracy comparable to planewaves calculations can be achieved via a
systematic optimization of the basis set.
PACS numbers: 71.15.-m 71.15.Ap 71.15.Dx
Quasiparticle calculations based on the GW method
[1–6] and calculations of optical spectra using the Bethe-
Salpeter equation [6–8] have emerged as state-of-the-
art first-principles computational methods for the study
of electronic and optical excitations both in extended
solids and in nanoscale systems. While in many cases
these methods can reproduce and even predict experi-
mental photoemission and optical data with remarkable
accuracy, the associated computational complexity lim-
its their application to relatively small systems, typically
in the range of ten to a hundred atoms. The main bot-
tleneck in these calculations is the evaluation of the ir-
reducible polarization propagator in the random-phase
approximation (RPA), which is used for constructing the
screened Coulomb interaction of the GW self-energy, and
the electron-hole interaction kernel in the Bethe-Salpeter
equation. The calculation of this propagator is performed
using an expansion over unoccupied Kohn-Sham states
[3–6, 9–11], and has a theoretical scaling of O(N4), N be-
ing the number of atoms in the system [12] [13]. In addi-
tion the polarization propagator is commonly calculated
by expanding the Kohn-Sham states using planewaves
basis sets [14]. While planewaves have several obvious
advantages, large systems can become intractable due
to the very large basis size. These observations clearly
point to the need for new methods to study the dielectric
screening in complex systems which (i) do not require
the explicit calculation of unoccupied electronic states,
(ii) use small basis sets, and (iii) exhibit a more favor-
able scaling with system size.
Several methods have been proposed in order to avoid
the explicit calculation of unoccupied electronic states in
the study of electronic excitations [12, 15–24]. Some of
these methods rely on the Sternheimer equation [12, 15–
18], which is routinely used in density-functional pertur-
bation theory [25], and closely related to the coupled-
perturbed Hartree-Fock method found in the quantum
chemistry literature [26–28]. In particular, in Ref. [12]
the Sternheimer method is used self-consistently in or-
der to calculate the full frequency-dependent inverse di-
electric function in extended systems, and an empirical
pseudopotential implementation is described as a proof-
of-concept.
In order to reduce the computational complexity of
Sternheimer-type approaches it appears advantageous to
adapt these methods to the case of localized basis sets.
Indeed, electronic structure codes based on localized rep-
resentations are successfully employed to study very large
systems, up to several thousands of atoms [29–31]. The
key advantage of these basis sets is that they exploit the
electron localization in the insulating state [32] in or-
der to obtain a sparse representation of the ground-state
density matrix. However, since these basis sets are opti-
mized for providing an accurate description of the occu-
pied Kohn-Sham manifold, it is not clear a priori what
their performance would be in the case of excited state
calculations.
In this work we demonstrate a first-principles pseu-
dopotential scheme for calculating the inverse dielec-
tric matrix in extended systems using non-orthogonal
localized basis sets. Our scheme includes both local-
field effects and the frequency-dependence of the in-
verse dielectric matrix, and does not require the ex-
plicit calculation of unoccupied Kohn-Sham states. This
is achieved by adapting the self-consistent Sternheimer
method of Ref. [12] to the case of a basis set of localized
pseudo-atomic orbitals as implemented in the SIESTA
code [29, 33, 34]. Here we illustrate the formalism and re-
port calculations of the inverse dielectric matrix for pro-
totypical semiconductors and insulators. We perform a
systematic comparison with reference planewaves calcu-
lations, and we investigate the convergence of our results
with the size of the local orbital basis set. A detailed
report with extensive benchmarks and implementation
details is provided elsewhere [35].
We calculate the inverse dielectric matrix in the
random-phase approximation following Ref. [12]. The
frequency-dependent variation of the density matrix
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2∆n(r, r′, ω) corresponding to the non-local bare Coulomb
potential v(r, r′) is given by:
∆n(r, r′, ω) = 2
∑
v,σ=±
ψ∗v(r
′)∆ψv(r, r′, σω), (1)
where ψv is an occupied Kohn-Sham state of energy v
and spin-unpolarized systems are considered for simplic-
ity. The variations ∆ψv(r, r
′,±ω) of the single-particle
states are solutions of the Sternheimer equations:
(Hˆ−v±ω)∆ψv(r, r′,±ω) = −(1− Pˆv)W (r, r′, ω)ψv(r′),
(2)
where Kohn-Sham Hamiltonian Hˆ and the projector
Pˆv on the occupied manifold act on the variable r
′,
and W (r, r′, ω) is the RPA frequency-dependent screened
Coulomb interaction. In order to obtain the screened
Coulomb interaction we use the change ∆VH of the
Hartree potential resulting from the variation of the den-
sity matrix:
∆VH(r, r
′, ω) =
∫
dr′′∆n(r, r′′, ω)v(r′′, r′), (3)
W (r, r′, ω) = v(r, r′) + ∆VH(r, r′, ω). (4)
Equations (1)-(4) need to be solved self-consistently. In
the following we use this formalism in order to directly
calculate the inverse dielectric matrix −1(r, r′, ω). This
is done by replacing W in Eq. (2) by −1, and by using
the following relation instead of Eq. (4):
−1(r, r′, ω) = δ(r, r′) + ∆VH(r, r′, ω). (5)
In this case the self-consistent calculation is started by
initializing the inverse dielectric matrix to the Dirac delta
δ(r, r′). A derivation of the connection with the sum-
over-states approach and details on this formalism can
be found in Refs. [12, 35] respectively.
We now move to a localized basis representation. We
first make the choice of treating the variables r and ω
in the Sternheimer equation Eq. (2) as parameters. The
variable r will be represented on a real-space grid. Then
we expand the quantities dependent on r′ in the basis of
local orbitals φi(r
′):
ψv(r
′) =
∑
i
cviφi(r
′) (6)
∆ψ±v[r,ω](r
′) =
∑
i
∆c±vi[r,ω]φi(r
′). (7)
By replacing Eqs. (6),(7) in Eq. (2) and projecting both
sides onto φj(r
′) we obtain the Sternheimer equation in
matrix representation:
[H− (v ± ω)S] ∆c±v[r,ω] = −
[
1− SρT ]∆V[r,ω]cv. (8)
Here H, S and ρ are the Kohn-Sham Hamiltonian, the
overlap, and the density matrices, respectively. The ma-
trix elements of ∆V[r,ω] in Eq. (8) are defined as:
∆Vij[r,ω] =
∫
dr′φ∗i (r
′)∆V[r,ω](r′)φj(r′). (9)
The solution of Eq. (8) yields the coefficients ∆c±v[r,ω]
which are used to construct the variation of the density
matrix from Eq. (1):
∆nij[r,ω] = 2
∑
v,σ=±
c∗vi∆c
σ
vj[r,ω]. (10)
At this point it is possible to explicitly calculate
∆n(r, r′, ω) on a real-space grid, and then perform the
integral in Eq. (3) on the same grid. Equation (4) is
also evaluated on the real space grid, and the result-
ing potential is projected on the local orbital basis using
Eq. (9). This procedure is repeated until self-consistency
is achieved, and is carried out independently for each
value of the parameters r and ω.
For the purpose of comparison with standard
planewaves calculations it is convenient to specialize this
formalism to the case of crystalline solids. We proceed
as follows: we incorporate the Bloch phase factors in the
basis orbitals φik(r
′)
φik(r
′) =
∑
R
e−ik·(r−R)φi(r′ −R), (11)
where k is a wavevector in the Brillouin zone, and R
is a lattice vector. The orbitals φi in Eq. (11) are the
same as in Eq. (6), except that now the index i runs
over the orbitals spanning one unit cell only. Equa-
tion (11) defines a basis of periodic functions and is used
to expand the cell-periodic part uvk of the Bloch states
ψvk(r
′) = eik·r
′
uvk(r
′). By using a similar expansion for
the variations of the wavefunctions in Eq. (7), and by
projecting both sides of Eq. (2) on the basis orbitals, we
obtain the Sternheimer equation for periodic systems:
[Hk+q − (vk ± ω)Sk+q] ∆c±vk[q,r,ω] =
− [1− Sk+qρTk+q]∆Vk[q,r,ω]cvk, (12)
which is analogous to Eq. (8). In this case the Hamilto-
nian, overlap, and density matrices, as well as the co-
efficient vectors, are all resolved in momentum space.
A detailed derivation of these equations is provided in
Ref. [35].
In the present formalism the dependence on the real-
space variable r′ is represented on the local orbital ba-
sis, while the dependence on r is represented on a real-
space grid. This choice carries the following advantages:
(i) we do not use a product-basis expansion for non-local
quantities, therefore we avoid issues related to the repre-
sentability of the screened Coulomb interaction in local-
ized basis sets. (ii) We only have two-center integrals in
our formulation, therefore we do not need the three and
four-center integrals arising in product basis expansions
[10, 11, 36–38]. (iii) The self-consistent calculation of the
inverse dielectric matrix avoids from the outset the issues
associated with the inversion of response functions rep-
resented in local orbital basis sets [39]. (iv) Since Eq. (8)
3can be solved using sparse linear algebra and needs to
be performed for every occupied state and every r on
the real-space grid, this method has a theoretical scaling
of O(N3).
The key approximation in our formulation is the ex-
pansion of the variation ∆ψ±v[r,ω] of the single-particle
states in the basis of local orbital [cf. Eq.(7)]. In fact
local orbital basis sets are typically optimized to accu-
rately describe the occupied states manifold, while the
variation of the density matrix arises from the compo-
nents of ∆ψ±v[r,ω] in the manifold of unoccupied states
[25]. This clearly points to the need of carefully opti-
mizing the local orbital basis sets for calculations of the
dielectric screening. A systematic assessment of the per-
formance of multiple-ζ polarized pseudo-atomic orbital
basis sets is provided in Ref. [35].
Our implementation is based on the SIESTA code, and
uses a basis of strictly localized numerical pseudo-atomic
orbitals [29, 33, 34]. In the following we discuss bench-
mark results for silicon, diamond, germanium and LiCl.
Calculations are performed within the local-density ap-
proximation (LDA) to density-functional theory [40, 41],
and with norm-conserving pseudopotentials [42]. The in-
verse dielectric matrices are calculated by sampling the
Brillouin zone using a shifted 10×10×10 grid for dia-
mond, silicon and LiCl, and a shifted 12×12×12 grid for
germanium. We use the lattice parameters 5.43 A˚, 3.56
A˚, 5.65 A˚, and 5.13 A˚ for silicon, diamond, germanium,
and LiCl, respectively [43]. Using a standard triple-ζ po-
larized (TZP) basis we obtain direct band gaps of 2.55 eV
(Si), 5.60 eV (diamond), 0.04 eV (Ge), 5.99 eV (LiCl),
in line with standard LDA results. In order to generate
basis sets for silicon with a large number of ζ’s we use an
energy-shift parameter [34] of 10 meV. This shift leads
to localization radius of 9.3 A˚ for silicon which is slightly
larger than those adopted in standard ground-state cal-
culations using SIESTA. We compare our results with
planewaves calculations performed using ABINIT [44] and
YAMBO [45] software packages, with same the pseudopo-
tentials and Brillouin-zone sampling for consistency [46].
Planewaves calculations are carried out using kinetic en-
ergy cutoffs of 20 Ry for Si and Ge, and of 60 Ry for
diamond and LiCl. The RPA dielectric matrices are cal-
culated using 92 conduction bands and kinetic energy
cutoffs of 6.9 Ry for silicon, germanium and LiCl, and of
12 Ry for diamond.
Figure 1 shows the calculated static macroscopic di-
electric constant of silicon as a function of basis set size.
The size of the basis is increased by including additional
ζ’s using the split-norm procedure, as well as polarization
orbitals [34]. We find that the single-ζ polarized (SZP)
basis already gives results which are within 10% of the
reference planewaves calculation. This suggests that a
suitably optimized basis with a few orbitals should be
able to yield converged results. We also observe a mono-
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FIG. 1. Calculated macroscopic dielectric constant of silicon
0 = 1/
−1
00 (q → 0, ω = 0) as a function of basis size, given
in terms of orbitals per atom [we use q = 2pi/a(0.01, 0, 0),
a being the Si lattice constant]. The number of ζ functions
included in each basis set is indicated by the labels SZ, DZ,
TZ, etc. The number of polarization orbitals included in each
basis set increases towards the right-hand side, as indicated
for the case of the DZ basis. The reference planewaves calcu-
lation is indicated by the horizontal line.
tonic convergence with the number of basis orbitals, and
a consistently superior performance of the basis sets in-
cluding polarization orbitals (Fig. 1).
We can rationalize the convergence of the dielectric
constant with basis size shown in Fig. 1 by considering
the Penn model for the dielectric constants of semicon-
ductors [47]. In this simple model the dielectric constant
is related to the Penn gap EP and to the plasma fre-
quency ωp by 0 = 1 + (~ωp/EP)2. In our calculations
we extract the Penn gap for each basis set considered in
Fig. 1 using the main peak in the joint density of states
(JDOS) [48] [49]. Figure 2 shows that 0 − 1 is approxi-
mately a linear function of 1/E2P. In particular the values
calculated using the unpolarized basis sets nicely fall on
the line obtained using the plasma frequency of silicon
~ωp =16.6 eV. For comparison, the inset of Fig. 2 shows
that the calculated dielectric constants do not correlate
with the direct band gap of silicon. These observations
lead us to conclude that the Penn gap, and more gen-
erally the low-energy structure of the JDOS, is a good
indicator of the quality of the basis set for calculating di-
electric constants. This is helpful for a quick assessment
of the quality of a basis set without explicitly calculating
the screening.
Table I shows the first few elements of the inverse di-
electric matrix −1GG′(q → 0, ω = 0) for several local or-
bital basis sets. We observe that the calculated values
for the first few shells compare well with the reference
planewaves calculation, similarly to the head of the di-
electric matrix. For higher shells, however, the relative
agreement of the basis sets worsens slightly. This may
indicate a systematic deficiency in the local orbital ba-
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FIG. 2. Macroscopic dielectric constant of silicon vs. Penn
gap, plotted as 0 − 1 vs. 1/E2P, with unpolarized (squares)
and polarized (circles) basis sets. The slope of the solid line
corresponds to the square of the plasma frequency of silicon,
the dotted line is a guide to the eye. Inset: macroscopic
dielectric constant vs. the direct band gap Eg.
G G′ SZ TZP CZ4P PW
(0,0,0) (0,0,0) 0.125 0.081 0.080 0.077
(1,1,1) (1,1,1) 0.822 0.617 0.600 0.637
(1,1,1) (2,0,0) -0.037 -0.040 -0.036 -0.038
(2,0,0) (2,0,0) 0.839 0.686 0.664 0.766
(2,2,2) (2,2,2) 0.984 0.952 0.937 0.984
(2,2,2) (1,1,1) -0.009 -0.030 -0.034 -0.020
(2,2,2) (2,0,0) -0.003 0.003 0.005 0.002
TABLE I. Fourier components of the symmetrized inverse
dielectric matrix −1GG′(q → 0, ω = 0) of silicon, calculated
using the SZ basis (4 orbitals per atom), TZP (17 orbitals
per atom), the CZ4P basis (40 orbitals per atom), and a
planewaves (PW) basis set. The reciprocal lattice vectors
are given in units of 2pi/a, a being the Si lattice parameter.
sis in case of the higher Fourier components of dielectric
matrix, and clearly deserves further investigation.
Figure 3 shows the frequency-dependent dielectric
function of silicon calculated using our method, together
with a reference planewaves calculation. We observe
that, as expected, the performance of the minimal single-
ζ basis is poor. In fact, spectral weight is incorrectly
transferred from the main absorption peak to higher en-
ergies. On the contrary, the TZP basis (17 orbitals per
atom) performs quite well, with all the main features of
the planewaves spectra correctly reproduced. We still
observe however some small transfer of spectral weight
and a slight blueshift of the high-energy peaks.
In order to demonstrate the generality of of our ap-
proach we present in Tab. II our calculated dielectric
constants for germanium, diamond, and LiCl. The values
shown in Tab. II are obtained by using standard SIESTA
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FIG. 3. Macroscopic dielectric function of silicon (ω) =
−100 (q→ 0, ω) as a function of frequency: (a) imaginary part
2(ω), and (b) real part 1(ω). We compare our calculations
performed using the SZ basis (dashed lines) and the TZP basis
(solid lines) with reference planewaves calculations (dotted
lines). We use an energy broadening of 0.1 eV.
SZ TZP PW Expt.
Si 8.41 12.25 12.84 11.7a
Ge 15.38 18.15 17.92 15.8a
Diamond 3.94 5.43 5.47 5.5a
LiCl 1.69 2.68 2.82 2.8b
(a) Ref. [53].
(b) Ref. [54].
TABLE II. Dielectric constants of Si, Ge, diamond, and LiCl
calculated using our Sternheimer approach, and compared to
reference planewaves calculations and experimental data. We
report both our results obtained using the minimal SZ basis
and the TZP basis, as generated using the standard settings
of SIESTA.
settings for the basis [50]. Table II provides further sup-
port to our previous finding by showing that the TZP ba-
sis provides results which lie within 1-5% of the reference
planewaves calculations. We expect further improvement
upon designing basis sets specifically optimized for the
Sternheimer scheme proposed in this work. In particular
the use of numerical diffuse orbitals [51, 52] deserves a
systematic assessment.
In conclusion, we have introduced and demonstrated a
method for calculating the inverse dielectric matrix of ex-
5tended systems combining localized non-orthogonal basis
sets with the self-consistent Sternheimer equation. Our
method does not require the calculation of unoccupied
electronic states, does not require the explicit inversion
of the dielectric matrix, uses only two-center integrals,
and has a theoretical scaling with system size of O(N3).
Our implementation based on the pseudo-atomic orbitals
of the SIESTA code shows that results with accuracy com-
parable to planewaves calculations can be obtained upon
optimization of the localized basis set. Our formulation
is completely general and there should be no difficulties
in adapting our method to other local basis implementa-
tions. We believe this work represents a stepping stone
towards quasiparticle GW calculations for large and com-
plex systems using localized basis sets.
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