We compute the optimal constant for a generalized Sobolev Hardy inequality and using the product of two symmetrizations, we describe the symmetries of the optimal functions. This inequality was motivated by a nonlinear elliptic equation arising in astrophysics.
Introduction
The Sobolev-Hardy inequality
where x = (y, z) ∈ R k × R N −k was studied by Badiale and Tarantello in [1] . Our aim is to solve two open problems contained in [1] . First we compute the optimal value of the constant C in Equation (1) in the case of Hardy's inequality, namely p = q = β. In fact we prove a more general inequality with optimal constant in Section 2.
In Section 3, we consider the symmetry of the optimal functions. Using the "product" of two symmetrizations, we prove that the optimal functions depend only on (|y|, |z|).
Notation
• When we write an integral like R N |u|, we mean that the integral is taken with respect to the Lebesgue measure on R N .
• D(R N ) denotes the space of test functions, namely
is the closure of D(R N ) with respect to the norm
is the ordinary Sobolev space, namely the closure of D(R N ) with respect to the norm
2 Generalized Hardy inequality
Moreover, the constant
Proof. See [3] or [4] .
Proof. Consider the family of functions
Proof. For every u ∈ D(R N ) we have by Lemma 1
Proof. Let us choose u :
If we consider the convex function
we get that
for all s, t ≥ 0 and 0 < λ < 1. Hence we obtain, for 0 < λ < 1,
we obtain, for 0 < λ < 1,
By letting λ → 0, we deduce from Lemma 2 that
The conclusion then follows from Lemma 3.
Remark 1. When k = N and α = −p, inequality (1) is the classical Hardy inequality (see [3] or [4] ).
Remark 2. When 2 ≤ k ≤ N and α = −p, inequality (1) was conjectured by Badiale and Tarantello in [1] .
Remark 3. This method is applicable in many other problems. A simple example is that for any open subset
In this section, we consider the minimization problem
be a non-negative function. Let us denote by u ⋆ (·, z) the Schwarz symmetrization of u(·, z) and by u ⋆⋆ (y, ·) the Schwarz symmetrization of u ⋆ (y, ·). It is clear that u ⋆⋆ depends only on (|y|, |z|). Let us define
Theorem 2. Under assumption (H), S = S

⋆⋆
Since it is clear that S ≤ S ⋆⋆ , Theorem 2 follows from a density argument and the next lemma.
Proof. (a) By the Polya-Szegö inequality for Steiner symmetrization (see [2] , Theorem 8.2) u ⋆ and u ⋆⋆ belong to W 1,p (R N ) and
otherwise.
Since v ⋆⋆ = v, it follows from the general Hardy-Littlewood inequality (see [4] ) that
Remark 4. If β < p, then S is achieved (see [1] ).
Remark 5. It is proved in [1] , Theorem 5. 3 , that when β < p = 2, the optimal function for S satisfies u = u ⋆ .
Remark 6. 
