We revisit the critical behavior of classical frustrated systems using the nonperturbative renormal- 
I. INTRODUCTION
The critical behavior of antiferromagnetic frustrated systems is still a debated question forty years after the first studies of these systems [1, 2] . The key difference between frustrated and nonfrustrated systems is that the order parameter is a vector in the nonfrustrated case and a matrix in the other cases. When frustration originates from the geometry of the system as in Stacked triangular Antiferromagnets (STA), the symmetry of the Hamiltonian is O(N)⊗O (2) for N-component spins and the order parameter is a rectangular N ×2 matrix [3] . Depending on N and the dimension d of space, the nature of the phase transition changes, being first order for low values of N and dimensions close to four and second order otherwise.
One of the key questions is thus the determination of the line N c (d) separating the first and second order regions. It turns out that the value of N c (d = 3) is certainly close to 3 and its precise determination is crucial to know whether the transition is first or second order for the systems realized in nature that are either Ising, XY or Heisenberg. Numerical simulations of several frustrated antiferromagnets such as XY and Heisenberg STA show unambiguously that the transition is first order for these systems [11] [12] [13] [14] . However, depending on the theoretical approach considered, the determination of N c (d) varies much when d and Heisenberg systems is also debated because the relevance of topological defects is not yet understood, in particular the possibility that they trigger a phase transition at finite temperature [9, [15] [16] [17] [18] [19] .
The different theoretical approaches tackling with the problem of the calculation of N c (d)
can be roughly divided into two classes: the perturbative and the nonperturbative renormalization group (NPRG) calculations. The class of perturbative calculations can be again divided into several different subclasses depending on whether they are performed directly in d = 3 (at six loops) [7, 8, 10] or in an ǫ-or pseudo-ǫ-expansion (respectively at six and five loops) [6] . In the latter case, the value of N c (d = 3) is systematically found larger than 3
(of order 6) as it is also the case for the NPRG calculations that find N c (d = 3) ≃ 5.1 [1, [26] [27] [28] 32] . On the contrary, the perturbative calculation performed directly in d = 3 at six loops yields a fixed point for N = 2 and 3 and thus predicts that several O(N) ⊗ O (2) symmetric systems should undergo a second order phase transition.
Recently, a completely different method based on the conformal bootstrap has been used to study matrix models in d = 3 and in particular the O(N) ⊗ O(2) frustrated systems [20, 21] . A critical behavior has been found in the Heisenberg case with exponents in good agreement with those of the six-loop fixed dimension approach. This approach has the advantage of being unbiased by convergence problems since it is not based on series expansions, contrary to RG methods and, when applied to the ferromagnetic O(N) models, it leads to an extremely accurate determination of the critical exponents, at least when it is truncated at large orders [22] [23] [24] [25] .
The situation of the NPRG approach, that we re-examine here, is therefore the following.
Either the conclusions drawn from its results are correct and then both the fixed dimension perturbative RG approach and the conformal bootstrap are wrong or, conversely, it is wrong (together with the ǫ-expansion approaches) and this implies that the approximations used are too drastic to reproduce the correct physics. In both cases, something very unusual is at work because the methodologies that have been used in these studies lead in many cases to correct and accurate results.
As for the NPRG, which is based on an exact RG equation, the approximations used so far to tackle with frustrated systems consists in performing a derivative expansion [37] and a field expansion of the Gibbs free energy [1, 28, 32] . The rationale behind this choice is (i) that the critical behavior of thermodynamic quantities such as the specific heat or the susceptibility for instance are dominated by long wavelength fluctuations which justifies expanding the correlation functions in their momenta (derivative expansion) and (ii) that the impact of the n-point functions with n large on the RG flow of the zero or two-point functions should be small (field-expansion). It is the aim of this article to eliminate one source of inaccuracy of the NPRG approach, the field expansion, which is known to be inaccurate at low dimensions even for simple models such as the ferromagnetic O(N) models [1] . The price to pay to get 
II. THE MODEL
As the archetype of frustrated spin systems, we employ the Stacked Triangular Antiferromagnets (STA). This system is composed of two-dimensional triangular lattices that are piled-up in the third direction. At each lattice site i, is defined a N-component vector S i of modulus 1. The Hamiltonian of this system is given by
The sum ij runs on all pairs of nearest neighbor spins. The coupling constants J ij are given by J ⊥ for a pair of sites inside a plane and J between planes. We assume that the interactions inside a plane are antiferromagnetic: J ⊥ is positive.
The long distance effective theory for the STA has been derived by Yosefin and Domany [3] .
The order parameter consists of the N × 2 matrix Φ = (φ 1 , φ 2 ) that satisfies
for i, j = 1, 2. Then, the effective Hamiltonian in the continuum is given by
The constraint φ i · φ j = δ ij for i, j = 1, 2 can be replaced by a soft potential U (φ 1 , φ 2 ) whose minima are given by φ i · φ j = const × δ ij and the Ginzburg-Landau-Wilson Hamiltonian for STA reads
Instead of φ i , it is convenient to work with the invariants of the O(N)×O(2) group that can be chosen as:
to the fourth order U (ρ, τ ) can be written as
where λ and µ are positive coupling constants. A typical ground state in terms of Φ is given by Φ α,i = κ/2δ α,i , that is:
III. THE NONPERTURBATIVE RENORMALIZATION GROUP EQUATION
The NPRG method is based on Wilson's idea of integrating statistical fluctuations step by step. In this paper, we employ the effective average action method as an implementation of the NPRG in continuum space [33] [34] [35] [36] .
The first step is to introduce a k-dependent partition function Z k in the presence of sources:
where
The idea underlying the effective average action is that in Z k only the fluctuations of large wavenumbers (the rapid modes) compared to k are integrated over while the others (the slow modes) are frozen by the ∆H k term. As k is decreased, more and more modes are integrated until they are all when k = 0. The function R k (q 2 ), which is the Fourier transform of R k (x), plays the role of separating rapid and slow modes: It almost vanishes for |q| > k so that the rapid modes are summed over and is large (of order k 2 ) below k so that the fluctuations of the slow modes are frozen. We define as usual
Thus, the order parameter ϕ j (x) at scale k is defined by
The running effective average action
where J i is defined such that Eq. (9) holds for fixed ϕ i . From this definition one can show
where the cutoff Λ is the inverse of the lattice spacing a. Equations (11) imply that Γ k interpolates between the Hamiltonian of the system when no fluctuation has been summed over, that is, when k = Λ, and the Gibbs free energy Γ when they have all been integrated, that is, when k = 0. We define the variable t, called "RG time", by t = ln (k/Λ). The exact flow equation for Γ k reads [33, 34] :
for α, α ′ = 1, 2, · · · N and i, i ′ = 1, 2.
IV. TRUNCATIONS OF THE NPRG EQUATION
It is generally not possible to solve exactly the above flow equation (12) and approximations are required in practice. In this paper, we employ the approximation of lowest level in the derivative expansion dubbed the local potential approximation (LPA) and some of its refinements.
Within the LPA, Γ k is approximated by a series expansion in the gradient of the field, truncated at its lowest non trivial order:
Only a potential term U k (ρ, τ ) is thus retained in this approximation which is accurate as long as the impact of the renormalization of the derivative terms on the flow of the potential is small. This is most probably the case when the anomalous dimension is small and d > 2.
The next level of approximation consists in including in the approximation a running field
This approximation has been used in [1, [28] [29] [30] [31] [32] where the function U k (ρ, τ ) was further expanded in powers of the invariants ρ and τ . This is what we improve here to avoid any artifact coming from this field truncation. This approximation, that we call LPA', yields the one-loop result obtained within the ǫ-expansion in d = 4 − ǫ and also, in the O(N) case, the one-loop result of the ǫ = d − 2 expansion of the nonlinear sigma model. Although the situation is a little more involved in our case, it is very probable that the LPA' is very accurate close to d = 2 and our numerical results confirm this, see the following. Our approach is therefore at least a clever interpolation between the results obtained either in
where ϕ i , i = 1, 2 are constant fields and Ω is the volume of the system. The running field renormalization Z k is set to one in LPA: Z LPA k = 1, which leads to a vanishing anomalous dimension: η = 0. In LPA' calculations, the anomalous dimension η is obtained from the flow of Z k since it can be shown that at criticality:
The flows of U k and Z k have been derived in [1, 28, 32] and we recall them for completeness in Appendix A. These flows are rather complicated and their numerical integration suffers from all the inherent difficulties of the nonlinear partial differential equations.
The first difficulty comes from the choice of variables. It is tempting to work with the invariants ρ and τ defined above because the symmetry of the problem is encoded in the very definition of the variables and any smooth function of these variables corresponds to a function that has the right symmetry. However, ρ and τ satisfy 1 4 ρ 2 ≥ τ ≥ 0 and it is not easy to deal with this constraint numerically because the domain where the variables ρ and τ live is nontrivial. Thus, we define another set of variables ψ i which is numerically more convenient. For any ϕ 1 and ϕ 2 , it can be proven that there exists O 1 ∈ O (N) and
Because of the O (N) × O (2) symmetry of the model, we conclude that
This fact shows that we can parametrize the order parameter space using ψ 1 and ψ 2 , instead of ϕ 1 and ϕ 2 . The O (N) × O (2) invariants ρ and τ are expressed in terms of ψ 1 and ψ 2 as
From the definitions (18) we find that the symmetries of the original problem imply:
Thus, to solve the flow equations, it is sufficient to consider the region ψ 2 ≥ ψ 1 ≥ 0. This triangular domain is much more convenient from a numerical point of view than the parabolic domain 1 4 ρ 2 ≥ τ ≥ 0 for the invariants ρ and τ .
At criticality, the k-dependent effective action is attracted towards the fixed point solution of the NPRG equation once it is expressed in terms of the dimensionless renormalized fieldsψ i and a dimensionless local potentialŨ k (ψ i ). We thus define the dimensionless and renormalized quantities:ψ
The flow equation forŨ k is given by Eq. (A5) in Appendix A. The critical exponent ν of the correlation length is obtained from the relevant eigenvalue of the linearized flow around the fixed point solution and η from the flow of Z k . The other critical exponents can be deduced from these ones by scaling relations.
and the potential and couplings by
Notice that as said above Z k does not reach a fixed point but η k , defined by for integers i and j that satisfy 0 ≤ i ≤ j ≤ N p − 1. We defineŨ t (i, j) ≡Ũ t (i∆ψ, j∆ψ) to alleviate the notation.
The fixed point equation for the potential is a differential equation. We transform it into a set of algebraic equations by discretizing the derivatives ofŨ . We give below some details about this procedure because all our numerical problems come from the boundary of the domain D, precisely at the points where the discretization involves exceptional cases.
The formulae for the derivativesŨ 
The formulae are exact up to (∆ψ) 3 . Notice that for points on the two borders of D defined either byψ 1 = 0 orψ 1 =ψ 2 , the derivatives ofŨ involve points outside D. By using (19), we can compute these values ofŨ from those that are inside D. This is one of the advantage of the choice of variables (ψ 1 , ψ 2 ) compared to the choice (ρ, τ ): The derivatives on the two bordersψ 1 = 0 andψ 1 =ψ 2 can be computed in the same way as in the bulk.
(2) On the boundary of the domain D corresponding to the large field region, j = N p − 2, N p − 1, we compute the derivatives in the ψ 1 direction U (1,0) (i, j) and U (2,0) (i, j)
in the same way as in (1) , that is, as in the bulk. The formulae for U (0,1) (i, j) and U (0,2) (i, j)
are constructed with the five quantitiesŨ t (i, j ′ ) for j ′ = N p − 5, · · · , N p − 1 and are exact at order (∆ψ) 2 . The formula for U (1,1) (i, N p − 1) for 0 ≤ i ≤ N p − 2 involves the six values
and is exact at order (∆ψ). Finally,
we use twelve points in the region N p − 4 ≤ i ≤ j ≤ N p − 1 and the formula is exact at order (∆ψ) 2 .
Notice that we have increased the precision of the derivatives on the boundary of the domain D corresponding to the large field region in order to test the robustness of our results with respect to the choice of discretization and to try to reduce numerical problems when d is close to 2. In all cases studied we did not find any significant changes. In particular, the scheme is not more stable when the number of points chosen to compute the derivatives is increased.
Once the derivatives are discretized, the fixed point equation ∂ tŨ * (ψ 1 , ψ 2 ) = 0 becomes a set of coupled algebraic equations for g * i,j ≡Ũ (i, j). We look for a solution to these equations by a Newton's-like method. One of the difficulty of this method is the huge number of unknowns and the possibility for Newton's method to get lost in the very complicated landscape of extrema of the set of equations to be solved. The way out of this difficulty is to deform continuously a solution of the problem.
Our strategy in this paper is to follow the fixed point potentialŨ * ψ 1 ,ψ 2 by changing the dimension d and the number of spin components N gradually starting from d = 3.9 and N = 22 where the field-expansion method provides a good approximation of the fixed point potential. We use as an initial condition of Newton's method:
and η = 0. The parametersλ * ,κ * andμ * are determined by performing a field-expansion of the LPA equation onŨ at order four in the fields and solving the fixed point equation for these parameters in d = 3.9 and for N = 22. As expected, we find four fixed points: the For each value of (d, N) studied, we thus compute the eigenvalues of the stability matrix
where we consider {i, j} and {i ′ , j ′ } as (super-)indices. Since the RG time t = log k/Λ is negative, a negative (positive) eigenvalue of the matrix Θ corresponds to a relevant (irrelevant) eigendirection around the fixed point. We sort the eigenvalues as
Note that the above stability matrix around any fixed point solution has a trivial relevant eigendirection corresponding to the constant shift g i,j = g * i,j + const with the eigenvalue σ 0 = −d, which can be easily seen from Eq. (A5). Hereafter, this trivial eigenvalue is omitted when we discuss the stability of a fixed point. The critical exponent ν is given by ν = −1/σ 1 and the smallest positive eigenvalue we are interested in is σ 2 .
C. Numerical instabilities
For each dimension d and value of N we have to make sure that our results are converged.
Once the choice of discretization of the derivatives has been made, there are two parameters either ∆ψ is decreased orψ max is increased whereas the complementary set of eigenvalues, the physical ones, remain unchanged up to the sixth digit, see Table I . We observe that as ∆ψ is decreased, these spurious eigenvalues systematically disappear (or, at least, get a very large real part which makes them highly irrelevant). The conclusion of this study is that for each d, a sufficiently large N p should be chosen so that the set of first most relevant eigenvalues is converged as for their numbers and values. We find that in d = 3, N p = 101 is sufficient to get fully converged results while leading to numerically feasible calculations.
We also find that as d approaches 2, "large" values ofψ max favor the presence of spurious C + is found with Newton's method but we have not been able to go below this dimension.
VI. NUMERICAL RESULTS AND CONCLUSION
We have checked by varying all parameters (ψ max and ∆ψ) that our results are fully This result shows unambiguously that if our result is wrong, the origin of the problem can only be found by including the renormalization of the functions in front of the derivative terms. However, considering that the anomalous dimension is small for these systems when they undergo a second order phase transition, that is, for N > N c , this hypothesis seems very doubtful. We therefore suggest that it is useless to study the order two of the derivative expansion in these models that, most probably, would bring only minor modifications as compared to the present study. We also suggest that only the Blaizot-Mendez-Wschebor approach [38] [39] [40] , where the full momentum dependence of the two-point functions is retained as well as the full field-dependence of the potentialŨ could lead to a very accurate determination of N c (3).
As for the approach to d = 2, we find a remarkable agreement between our results and what was found within the ǫ-expansion. Two resummations of the ǫ-expansion were performed by the authors of [6] , either by assuming that N c (d = 2) = 2 or by letting free the value of N c (d = 2). This agreement is not very surprising because we expect the LPA' to be accurate around d = 2 for N > 3 (it is one-loop exact in the nonfrustrated case).
Notice that our results are not precise enough to determine unambiguously the value of what was found at five loops in a fixed dimension RG calculation [9] .
To conclude, we have presented a rather simple method to compute the fixed point properties of matrix models describing frustrated systems without having recourse to a field expansion of the free energy Γ (but keeping a derivative expansion of Γ). This is especially important in low dimensions where the field expansion is known to fail. In dimension d = 3, our results fully confirm what was previously found within less accurate NPRG calculations that involved field truncations on top of the derivative expansion [1, 28, 32] . In dimension d = 2, more stable numerical schemes are still needed to study the physics of topological excitations in frustrated systems (that are of different natures than in nonfrustrated systems) and we believe that the present work is the first step in this direction.
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