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ABSTRAK 
 
Asnaini Dian. F, 2009. MENENTUKAN PENGARUH KETERBATASAN 
MANGSA TERHADAP SVL DAN BERAT BADAN KOMODO 
MENGGUNAKAN METODE BOOTSTRAP PADA MODEL REGRESI 
LINEAR SEDERHANA DENGAN ERROR HETEROSKEDASTIK. Fakultas 
Matematika dan ilmu Pengetahuan Alam, Univesitas Sebelas Maret. 
 
Komodo merupakan hewan langka yang dilindungi oleh negara yang 
sebarannya hanya ada pada sepanjang timur wilayah Indonesia. Berkurangnya 
jumlah makanan pada komodo dapat mengancam kelangsungan hidup 
komodo dan populasi komodo. Tujuan skripsi ini adalah untuk mengetahui 
hubungan keterbatasan sumber makanan terhadap bentuk morfologi komodo. 
Bentuk morfologi komodo yang diamati adalah SVL (Snout Vent Length) dan 
berat badan. 
Untuk melihat hubungan keterbatasan sumber makanan terhadap 
bentuk morfologi komodo, penulis menggunakan metode analisis regresi 
linear sederhana dengan error heteroskedastik. Karena data yang digunakan 
berukuran kecil (n<20), maka diperlukan resampel dengan menggunakan 
metode bootstrap. 
Hasil penelitian menunjukkan adanya hubungan linear positif antara 
keterbatasan mangsa dan SVL. Dengan model regresinya adalah 
xy 0999,44316,51  dan R
2
=97,41%. Sedangkan untuk data keterbatasan 
mangsa dengan berat badan juga menunjukkan adanya hubungan linear positif 
dengan model regresi xz 471,21285,5  dan R
2
=42,42%. 
 
Kata kunci : regresi linear sederhana, heteroskedastik, metode bootstrap. 
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ABSTRACT 
 
Asnaini Dian. F, 2009. TO DETERMINE THE INFLUENCE OF 
LIMITATION PREYS TO KOMODO’S SVL AND KOMODO’S BODY 
WEIGHT USING BOOTSTRAP METHOD TO SIMPLE REGRESSION 
LINEAR MODEL WITH HETROSKEDASTIC ERROR . The faculty of 
Mathematics and Natural Sciences, Sebelas Maret University 
 
ABSTRACT. Komodo is a rareness animal that protected by the 
government and its spread there's only on along east Indonesian region. The 
insufficient food of komodo can threaten komodo's viability and komodo's 
population. The aim of this research are to be know the relationship between 
food source limitation and komodo's morphology form. Komodo's 
morphology form that observed is SVL ( Snout Vent Length ) and body 
weight.  
To show the relationship between food source limitation and komodo's 
morphology form, the writer use simple linear regression  model with error  
hetroskedastic. Since the data size is small ( n<20 ), so bootstrap method is 
needed to resample the data.  
The result show that, there is positive linear relationship between food 
source limitation and SVL. With its regression model is 
xy 0999,44316,51  and R
2
=97,41%. Meanwhile for food source limitation 
data with body weight also show there is positive linear relationship. With its 
regression model is xz 471,21285,5  and R
2
=42,42%. 
 
Key words: Simple Regression Linear, hetroskedastic, bootstrap method 
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BAB I 
PENDAHULUAN 
 
 Latar Belakang Masalah 
 
Saat ini di Taman Nasional Komodo (TNK) jumlah populasi komodo 
mengalami fluktuasi dan lebih penting lagi terjadi penurunan kepadatan 
mangsa karena proses alam maupun anthropik. Faktor-faktor yang mengatur 
laju populasi komodo sangat sedikit diketahui. Karena komodo termasuk salah 
satu hewan langka maka perlu dilindungi dan dijaga kelestariaanya. Sebaran 
komodo hanya terbatas di lima pulau di bagian tenggara Indonesia.  
Komodo merupakan predator teratas di wilayah Indonesia bagian timur 
yang salah satu jenis makanannya adalah mangsa ungulata besar saja, yaitu 
termasuk rusa timor (Cervus timorensis), babi hutan (Sus scrofa), dan 
sejumlah kerbau air (Bubalus). Adanya variasi mangsa yang disebabkan oleh 
proses alam diduga menjadi mediator penting untuk laju populasi dan 
keberlangsungan hidup komodo [6]. Sebagai contoh hingga tahun 2000 di 
seluruh lima pulau besar di kawasan TNK meliputi pulau Komodo, Rinca, 
Flores, Gilimotang dan Nusa Kode rusa diburu secara ilegal [6]. Hal ini 
mengkhawatirkan semakin kecilnya populasi rusa timor, berpengaruh terhadap 
laju populasi dan keberlangsungan hidup komodo yang merupakan binatang 
langka dan dilindungi oleh negara. Oleh karena itu berdasarkan alasan-alasan 
tersebut di atas, peneliti bermaksud untuk membahas fenomena yang 
berhubungan terhadap laju populasi dan keberlangsungan hidup komodo.  
Dalam studi ini didokumentasikan perubahan yang menggambarkan 
hubungan variabel antara keterbatasan sumber makanan sebagai variabel 
independen terhadap berat badan dan panjang tubuh dari hidung sampai 
kloaka atau Snout Vent Length (SVL) pada hewan komodo sebagai variabel 
dependen. Data pelengkap ini diambil di Taman Nasional Komodo khususnya 
di pulau Gili Motang Indonesia pada tahun 1994, 2002, 2003, dan 2004. 
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 Rumusan Masalah 
 
Berkaitan dengan fakta – fakta yang diungkapkan dalam latar belakang di atas 
masalah yang timbul adalah: 
1. apakah terdapat hubungan keterbatasan sumber makanan terhadap 
panjang SVL komodo? 
2. apakah terdapat hubungan keterbatasan sumber makanan terhadap 
berat badan komodo? 
 
 Batasan Masalah 
 
Permasalahan dalam penelitian ini akan dibatasi oleh beberapa hal yaitu 
data yang diambil merupakan data sekunder dari penelitian Tim S Jessop, dkk 
yang terdiri dari empat sesi penangkapan komodo dengan menggunakan 
perangkap yaitu pada tahun 1994, 2002, 2003, dan 2004 di pulau Gili Motang 
TNK Indonesia. 
 
 Tujuan Penelitian 
 
Tujuan dari penelitian ini adalah: 
1. mengetahui apakah terdapat hubungan keterbatasan sumber makanan 
terhadap panjang SVL komodo 
2. mengetahui apakah terdapat hubungan keterbatasan sumber makanan 
terhadap berat badan komodo. 
 
 Manfaat Penelitian 
 
Manfaat dilakukan penelitian ini adalah: 
1. memberikan informasi khusus untuk kepentingan pengelolaan jenis 
komodo dan kawasan secara spesifik di Taman Nasional Komodo 
2. menambah wawasan dan pengetahuan tentang metode inferensi 
statistik dengan metode bootstrap.   
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BAB II 
LANDASAN TEORI 
 
Pada landasan teori ini akan dibagi menjadi dua subbab, yaitu tinjauan 
pustaka dan kerangka pemikiran. 
2.1. Tinjauan Pustaka 
 
Ada beberapa pengertian yang diperlukan untuk menyelesaikan 
permasalahan yang terdapat pada rumusan di atas. Pada subbab ini akan 
diberikan pengertian mengenai komodo, model regresi linear sederhana, 
metode kuadrat terkecil (Ordinary Least Square), metode kuadrat terkecil 
terboboti (Weighted Least Square), transformasi, dan metode bootstrap. 
2.1.1. Komodo 
 
Komodo merupakan salah satu spesies dari kadal yang mendiami 
sepanjang timur wilayah Indonesia. Komodo termasuk dalam genus Varanus, 
komodo terbesar adalah komodo dragon (Varanus Komodoensis) dengan 
panjang mencapai 3 m dan beratnya mencapai 75 kg. Panjang ekor mencapai 2 
kali panjang SVL [2]. Usia komodo dapat mencapai 50 tahun [7]. Klasifikasi 
komodo sebagai berikut 
Kingdom : Animalia 
Phylum : Chordata 
Class : Reptilia 
Order : Squamata 
Suborder : Sclerogosa 
Family : Varanidae 
Genus : Varanus 
Komodo menggunakan lidah untuk mendeteksi rangsang rasa dan bau. 
Komodo biasanya memakan bangkai tetapi komodo juga akan memangsa 
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hewan invertebrata, manusia, dan ungulata besar. Komodo berkembang biak 
dengan bertelur [7]. 
Berkurangnya jumlah makanan pada komodo dapat mengancam 
kelangsungan hidup komodo [7]. Secara langsung menghitung jumlah dari 
pengaruh fluktuasi mangsa dalam lingkup populasi komodo adalah tidak 
mungkin karena kekosongan monitoring dalam jangka panjang. Namun 
dengan pendekatan alternatif dapat digunakan untuk mengetahui bahwa,  
kepadatan mangsa mempunyai pengaruh terhadap perubahan morfologi 
komodo. Pendekatan alternatif adalah cara penghitungan yang tidak langsung 
menggunakan data dari populasi tetapi hanya mengambil beberapa sampel dari 
populasi tersebut. 
2.1.2. Model Regresi Linear Sederhana  
 
Metode untuk mencari bentuk hubungan antara dua variabel adalah 
menggunakan model analisis regresi linear sederhana. Suatu model regresi 
disebut model regresi linear jika model regresi tersebut linear dalam parameter 
dan linear dalam variabel bebas. Dikatakan linear dalam parameter bila tidak 
ada parameter yang berbentuk eksponensial, perkalian, atau pembagian 
dengan parameter lain. Dikatakan linear dalam variabel independen bila 
pangkat tertinggi dari variabel independen adalah satu atau variabel 
independennya mempunyai derajat bebas satu. Model regresi dikatakan 
sederhana jika hanya ada satu variabel independen. Apabila variabel 
independen dinyatakan dengan  x1,x2,...,xn dan y adalah variabel dependen 
maka model regresi linear sederhana dapat ditulis 
 iii xy 10 ,  i=1,2,3,…n    (2.1) 
dengan  
iy  variabel dependen pada pengamatan ke i 
0 dan 1 parameter regresi linear sederhana 
ix variabel independen pada pengamatan ke i 
i  error pada pengamatan ke i 
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Asumsi dari model regresi linear adalah  i ~N(0,
2 ) [5]. Pemeriksaan 
asumsi error berdistribusi normal dapat dilakukan dengan melakukan uji 
normalitas Kolmogorov-Smirnov. Sedangkan pemeriksaan heteroskedastisitas 
dapat dilakukan dengan memplotkan antara residu dan variabel independen X 
atau dengan menggunakan korelasi rank Spearman [4].  
2.1.3. Metode Kuadrat Terkecil (Ordinary Least Square) 
 
Metode kuadrat terkecil (Ordinary Least Square) merupakan salah satu 
metode untuk mencari penduga yang baik parameter regresi 0  dan 1 , 
karena penduga yang diperoleh tak bias dan memiliki variansi minimum [5]. 
Selain menggunakan metode kuadrat terkecil, penduga suatu parameter dapat 
dicari dengan menggunakan metode Likelihood atau dengan metode Moment. 
Diketahui bentuk umum dari model regresi linear sederhana adalah seperti 
pada (2.1). Nilai penduga 
0
ˆ  untuk 0  dan 1
ˆ  untuk 1  dapat diperoleh 
dengan meminimumkan jumlah kuadrat error, yaitu meminimumkan   
n
i
ii
n
i
i xyJ
1
2
10
1
2 )(     (2.2) 
yaitu dengan mencari turunan J terhadap 0 dan 1  dan menyamakannya 
dengan 0, sehingga diperoleh 
n
i
ii xy
J
1
10
0
)(2 =0 
0ˆˆ
1 1
1
1
0
n
i
n
i
i
n
i
i xy  
0ˆˆ
1 1
10
n
i
n
i
ii xny  
n
x
n
y
n
xy
n
i
i
n
i
i
n
i
n
i
ii
1
1
11 1
1
0
ˆˆ
ˆ  
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Jika 
n
x
x
n
i
i
1  dan 
n
y
y
n
i
i
1  maka  
xy 10
ˆˆ        (2.3) 
0)(2
1
10
1
i
n
i
ii xxy
J
 
0ˆˆ
1 1
2
1
1
0
n
i
n
i
i
n
i
ii xxixy  
0ˆ
ˆ
1 1
2
1
1
1
1
1
n
i
n
i
i
n
i
i
n
i
i
n
i
i
ii xx
n
x
n
y
xy  
0ˆ
ˆ
1 1
2
1
2
1
1
11
n
i
n
i
i
n
i
i
n
i
i
n
i
i
ii x
n
x
n
xy
xy  
0ˆ
1 1
2
2
1
1
11
n
i
n
i
i
n
i
i
n
i
i
n
i
i
ii x
n
x
n
xy
xy  
n
i
n
i
in
i
i
n
i
i
n
i
i
ii
n
x
x
n
xy
xy
1
2
1
1
2
1
11 ˆ  
n
x
x
n
xy
xy
n
i
in
i
i
n
i
i
n
i
in
i
ii
2
1
1
2
11
1
1
ˆ     (2.4) 
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Dugaan parameter regresi yang diperoleh adalah memiliki sifat tak bias.  
ˆE =  
Adapun variansi dari ˆ  adalah 
ˆVar =
nx
xx
xxn
n
i
i
n
i
i
n
i
n
i
i
n
i
i
1
11
2
1
2
11
2
2 1  
2
11
2
1
2
2
0
ˆ
n
i
i
n
i
i
n
i
i
xxn
x
Var  
2
11
2
2
1 )
ˆ(
n
i
i
n
i
i xxn
n
Var  
Untuk mencari hubungan antara jumlah mangsa dengan SVL (panjang 
dari hidung sampai kloaka), serta mencari hubungan antara jumlah mangsa 
dengan berat badan komodo dapat dilihat dari nilai 1  dan R
2
. Jika nilai 1 >0 
maka terdapat korelasi positif antar variabel dependen dan variabel 
independen. Sedangkan R
2
 digunakan untuk mengukur besar proporsi dari 
jumlah variasi variabel y yang diterangkan oleh model regresi. Adapun 
rumusan dari R
2
 adalah 
R
2
 =
)(
)ˆ(
yy
yy
i
i
=
JKT
JKR
 
JKSJKR
JKSJKR
JKSJKR
JKR
/1
/
  
  =
JKS
nJKSF
JKS
nJKSF
)2/(.
)2/(.
1
 
)2/(1
)2/(
nF
nF
 =
2nF
F
 (2.5) 
dengan  
JKR: Jumlah Kuadrat Regresi 
JKS: Jumlah Kuadrat Sesatan 
JKT: Jumlah Kuadrat Total 
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F=
)2/()ˆ(
1/)ˆ(
2
2
nyy
yy
i
i
=
)2/(
1/
nJKS
JKR
 
Dari persamaan (2.5) untuk data yang sama besarnya R
2 
dipengaruhi oleh 
ukuran data (n), semakin besar n semakin kecil R
2
 dan sebaliknya [5]. Jadi 
untuk mendapatkan nilai R
2
 yang lebih akurat, ukuran data sebaiknya 
diperbesar. 
Jika model regresi linear sederhana mempunyai variansi error tidak 
konstan atau variansi berbeda untuk setiap pengamatan, maka penduga metode 
kuadrat terkecil yang diperoleh tetap tak bias tetapi tidak lagi efisien atau 
variansinya tidak minimum [1]. Sehingga heteroskedastik harus diatasi atau 
paling tidak dapat diperkecil dengan metode kuadrat terkecil terboboti 
(Weighted Least Square) pada model regresi asli atau metode kuadrat terkecil 
yang ditransformasi. Pada dasarnya menggunakan metode kuadrat terkecil 
terboboti pada model regresi asli sama dengan menggunakan metode kuadrat 
terkecil pada model regresi transformasi [1]. 
2.1.4. Metode Kuadrat Terkecil Terboboti (Weighted Least Square) 
 
Metode kuadrat terkecil terboboti pada prinsipnya sama dengan 
metode kuadrat terkecil, perbedaanya pada metode kuadrat terkecil terboboti 
terdapat penambahan variabel baru, yaitu variabel w yang menunjukkan bobot. 
Diketahui bentuk umum dari model regresi linear sederhana adalah seperti 
pada (2.1). Nilai penduga 
0
ˆ  untuk 0  dan 1
ˆ  untuk 1  dapat diperoleh 
dengan meminimumkan jumlah kuadrat error terboboti, yaitu meminimumkan   
n
i
iii xywQ
1
2
10      (2.6) 
dimana 
2
1
i
iw , yaitu dengan mencari turunan Q  terhadap 0  dan 1 dan 
menyamakannya dengan 0, sehingga diperoleh 
n
i
iii xyw
Q
1
10
0
02  
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w
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ˆ
ˆ      (2.7) 
n
i
iiii xxyw
Q
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0ˆˆ
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2
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n
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iii xwxwxyw  
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Dugaan parameter regresi yang diperoleh dengan metode kuadrat 
terkecil terboboti memiliki sifat tak bias. 
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2.1.5. Transformasi  
 
Transformasi adalah suatu proses perubahan bentuk variabel pada 
model regresi. Melakukan transformasi terhadap variabel, berarti melakukan 
perubahan bentuk terhadap model tersebut. Jika anggapan kesamaan variansi 
tidak dipenuhi maka diperlukan transformasi untuk menstabilkannya. 
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Pemilihan transformasi tergantung pada bentuk pelanggaran yang dihadapi 
[5]. Tujuan dilakukan transformasi adalah agar diperoleh model regresi yang 
memenuhi asumsi i ~N(0,
2 ). 
2.1.6. Metode Bootstrap 
 
Metode bootstrap adalah metode simulasi data untuk keperluan 
inferensi statistik. Dengan metode bootstrap dapat dicari penduga parameter 
regresi linear sederhana heteroskedastik dari populasi tanpa memerlukan 
asumsi distribusi dan rumus analitik yang rumit [2]. Sehingga koefisien 
regresi linear sederhana hetroskedastik dapat diperoleh dengan metode 
bootstrap meskipun jumlah sampel kecil dan asumsi kenormalan tidak 
dipenuhi. Karena data tentang komodo dan jumlah mangsa sangat sedikit 
( nxxxx ...,,, 321 ) dengan n kecil, maka perlu dilakukan resampel dengan 
metode bootstrap. Dengan sampel diisyaratkan identik dan independen. 
Pembootstrapan model regresi linear sederhana heteroskedastik dilakukan 
dengan resampling case karena data mempunyai variansi yang tidak konstan. 
Algoritma yang digunakan dalam menyelesaikan pembootstrapan dengan 
resampling case adalah 
1. diambil sampel 
**
3
*
2
*
1 ,...,,, njjjj  secara random dengan pengembalian 
dari sampel 
n
iix 1}{ . Dalam hal ini 
n
iix 1}{  dianggap sebagai populasi. 
2. untuk i=1,2,..n, diambil *
1
*
1
* 1
*
1
* ,,
jjji
wwyyxx
i
 
3. ditaksir *,1
*
,0
ˆ,ˆ bb  yang diperoleh dengan metode kuadrat terkecil dari 
***
3
*
3
*
2
*
2
*
1
*
1 ,,...,,,,,, nn yxyxyxyx . 
Penaksiran nilai *
1
*
0
ˆ,ˆ  dilakukan dengan 2 cara. Cara 1 yaitu 0
*ˆ  dan 
1
*ˆ  masing-masing ditaksir dengan mencari rata-rata 
b0
ˆ  dan 
b1
ˆ  dari (
*
ix , 
*
iy ). Sedangkan cara 2, nilai 0
*ˆ  dan 1
*ˆ  ditaksir dari ),( *
*
ii yx  
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2.2. Kerangka Pemikiran 
 
Berdasarkan tinjauan pustaka yang telah diuraikan maka penulis 
mempunyai alur pemikiran untuk menyelesaikan masalah yang telah 
dirumuskan. Perburuan ilegal terhadap rusa timor mengkhawatirkan semakin 
kecilnya populasi rusa timor yang berpengaruh terhadap laju populasi dan 
keberlangsungan hidup komodo yang merupakan binatang langka dan 
dilindungi oleh pemerintah. Oleh karena itu peneliti bermaksud untuk 
membahas fenomena yang berhubungan terhadap laju populasi dan 
keberlangsungan hidup komodo. Penelitian ini menggunakan data sekunder 
pertumbuhan morfologi komodo dan banyaknya mangsa yang diambil dari 
jurnal penelitian Tim S.Jessop, dkk di Pulau Gili Motang Nusa Tenggara [6]. 
Pengamatan pertumbuhan morfologi hanya terbatas pada panjang SVL dan 
berat badan.  
Data terlebih dahulu akan di uji asumsi kenormalan dan pemeriksaan 
heteroskedastik. Apabila data memiliki error heteroskedastik maka akan 
digunakan metode kuadrat terkecil terboboti pada model regresi asli atau 
dengan metode kuadrat terkecil yang ditransformasi. Karena ukuran data yang 
diperoleh cukup kecil (n<20), maka akan dilakukan resampel dengan  metode 
bootstrap. Pembootsrapan model regresi linear sederhana heteroskedastik 
dilakukan sebanyak 20 kali (B=20) dan akan menghasilkan koefisien regresi  
yang akan menunjukkan hubungan linear antara variabel independen 
banyaknya mangsa dengan variabel dependen SVL dan hubungan linear antara 
variabel independen banyaknya mangsa dengan variabel dependen berat 
badan. Hasil pembootsrapan juga akan menghasilkan koefisien determinasi 
yang menunjukkan baik tidaknya model regresi linearnya. 
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BAB III 
METODE PENELITIAN 
 
Metode yang digunakan dalam penelitian ini adalah studi literatur. 
Dengan mengkaji ulang jurnal pada penelitian yang dilakukan oleh Tim 
Jessop, dkk [6], maka akan disusun suatu terminologi yang berkaitan dengan 
analisis regresi sederhana heteroskedastik data pertumbuhan morfologi 
komodo dan banyaknya mangsa. Sedangkan pembahasan masalah yang telah 
dirumuskan menggunakan referensi yang pada umumnya berupa hasil-hasil 
penelitian, jurnal, bulletin dan buku-buku yang berkaitan dengan analisis 
regresi sederhana heteroskedastik dan pertumbuhan komodo maupun artikel 
yang dimuat di situs web. 
Skripsi ini bertujuan untuk mencari hubungan antara keterbatasan 
mangsa dengan SVL komodo dan mencari hubungan antara keterbatasan 
sumber makanan dengan berat badan komodo. Metode untuk mencari bentuk 
hubungan antara dua variabel tersebut diatas menggunakan metode analisis 
regresi linear sederhana. Inferensi pada model regresi linear sederhana 
memerlukan tindakan khusus ketika errornya heteroskedastik, yaitu jika 
variansi error randomnya tidak konstan di setiap pengamatan[5]. Transformasi 
atau metode kuadrat terkecil terboboti (weighted least square=WLS) dapat 
digunakan untuk mencari distribusi statistik yang berkaitan dengan koefisien 
regresi  pada inferensi dengan model regresi linear sederhana heteroskedastik. 
Peneliti menggunakan sampel kecil, karena pertimbangan ekonomis 
dan lamanya suatu penelitian. Jika sampel yang digunakan berukuran kecil 
atau kurang dari 20 (n < 20), maka perlu dilakukan resampling data dengan 
menggunakan metode bootstrap. Dengan metode bootstrap dapat dilakukan 
analisis regresi linear sederhana heteroskedastik tanpa memerlukan asumsi-
asumsi yang spesifik dari distribusi populasinya. Sehingga koefsien regresi 
linear sederhana heteroskedastik dapat diperoleh dengan metode bootstrap 
meskipun jumlah sampel kecil dan asumsi kenormalan tidak dipenuhi.  
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BAB IV 
PEMBAHASAN 
 
 Pada bab ini akan dibahas tentang deskripsi data, resampling data 
jumlah mangsa dengan SVL dan resampling data jumlah mangsa dengan berat 
badan komodo. Pembootstrapan pada data dikerjakan dengan bantuan 
software S-Plus 3.2. 
2.3. Deskripsi Data 
 
Data yang digunakan dalam skripsi ini adalah data sekunder yang 
diperoleh dari hasil penelitian yang dilakukan oleh Tim S Jessop, dkk di 
Taman Nasional Komodo di pulau Gili Motang Indonesia pada tahun 1994, 
2002, 2003, dan 2004. Variabel yang diamati adalah berat badan komodo, SVL 
komodo, dan banyaknya mangsa. Jumlah data yang diambil untuk masing-
masing variabel adalah 4. Data SVL dan berat badan diambil dari rata-rata 
pengamatan yang diambil tiap tahun. Pada data banyaknya mangsa diambil 
dari titik tengah dari pengamatan yang diambil setiap tahunnya. Data 
selengkapnya terdapat pada Tabel Lampiran 1. 
2.4. Resampling Data Jumlah Mangsa dengan SVL  
 
Data mangsa dan SVL pada Tabel Lampiran 1 sebelum dilakukan 
pembootstrapan terlebih dahulu ditentukan model regresinya, dilakukan 
pemeriksaan kelinearan, pemeriksaan asumsi error berdistribusi normal dan 
pemeriksaan heteroskedastik. 
Output SPSS data mangsa dan SVL pada Tabel 1 Lampiran 2 diperoleh 
model regresi xy 223,4177,50  artinya setiap kenaikan satu satuan ekor 
mangsa yang dikonsumsi akan mengakibatkan naiknya SVL sebesar 4,223 cm. 
Jadi dari model regresi tersebut dapat disimpulkan bahwa terdapat hubungan 
antara mangsa dan SVL. Koefisien determinasi R
2
 =0,93= 93% artinya 93% 
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variasi total y dapat diterangkan oleh model regresi dan masih ada 7% lagi 
yang tidak dapat diterangkan oleh model regresi yang digunakan.  
Pemeriksaan kelinearan dapat diuji dengan anava. 
o H0 : 01 (model tidak linear) 
o H1 : 01 (model linear) 
Dari hasil output SPSS Tabel 1 Lampiran 2 dihasilkan nilai p-value sebesar 
0,036. Jika diambil nilai  sebesar 0,05 maka p-value < . Jadi dapat 
disimpulkan bahwa H0 ditolak artinya model regresinya adalah linear. 
Pemeriksaan asumsi error berdistribusi normal dari data dapat 
dilakukan dengan melakukan uji normalitas Kolmogorov-Smirnov. 
o H0 :error mengikuti distribusi normal 
o H1 :error tidak mengikuti distribusi normal 
Dari output SPSS  pada Lampiran 2 diperoleh p-value =0,610 dan plot sebagai 
berikut 
Normal Q-Q Plot of RES1
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Gambar 1. Plot Probabilitas Normal Residu Data Mangsa dan SVL  
 
Error akan mengikuti distribusi normal ketika p-value >  [5]. Jika 
diambil = 0,05 maka p-value > . Sehingga error mengikuti distribusi 
normal.  
Pemeriksaan heteroskedastik dapat dilakukan dengan memplotkan 
antara residu dan variabel independen x atau dengan menggunakan korelasi 
rank Spearman. Jika  p-value <  maka terjadi heteroskedastik [4]. Tabel 3 
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korelasi rank Spearman pada Lampiran 2 didapatkan nilai p-value sebesar 
0,05. Hal ini berarti bahwa tidak dapat diambil kesimpulan karena nilai dari p-
value= . Sedangkan hasil plot antara residu dan variabel independen x yang 
diperoleh dapat dilihat pada Gambar 2 
X1
9,59,08,58,07,57,06,56,05,5
S
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E
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1
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0,0
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Gambar 2. Plot Residu dan Variabel Independen x Data Mangsa dan SVL 
 
Gambar 2 terlihat bahwa plot membentuk suatu pola corong (funnel 
shape). Hal ini menunjukkan bahwa suatu pola plot residu variansi error yang 
semakin besar sejalan dengan naiknya nilai x. Sehingga data banyaknya 
mangsa dan SVL mempunyai error tidak konstan (heteroskedastik). Ketika 
suatu data memiliki error tidak konstan, maka metode kuadrat terkecil 
(Ordinary Least Square=OLS) tidak dapat digunakan. Sebagai gantinya 
digunakan OLS yang ditransformasi atau metode kuadrat terkecil terboboti 
(Weighted Least Square = WLS) pada model regresi asli. 
 Selanjutnya karena sampel yang diambil pada setiap pengamatan 
hanya sedikit ( nxxxx ...,,, 321 ) dengan n kecil, sehingga perlu dilakukan 
resampling data dengan metode bootstrap dengan bantuan software S-Plus 3.2 
[8]. Resampel data jumlah mangsa dan SVL dilakukan sebanyak 20 kali 
(B=20) dan penaksiran nilai *
1
*
0
ˆ,ˆ  pada resampling dilakukan dengan 2 cara. 
Berdasarkan pada Gambar 2 setelah diresampel, model regresi dicari dengan 
OLS yang ditransformasi atau dengan WLS. 
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4.2.1. Transformasi 
 
Sesuai dengan Gambar 2 yang menunjukkan adanya heteroskedastik 
maka diperlukan transformasi untuk menghilangkan heteroskedastik. Gambar 
2 menunjukkan adanya indikasi bahwa standar deviasi error proporsional 
terhadap x atau variansi errornya proporsional terhadap x
2
, dengan kata lain 
 
22 )( ii kx  
k adalah suatu konstanta yang nilainya lebih dari 0. Sehingga transformasi 
yang tepat pada model regresi  
iii xy 10  dengan 
22 )( ii kx  
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Persamaan regresi transformasi data mangsa dan SVL setelah 
diresampel dengan cara 1 yang terdapat pada output S-Plus 3.2 Lampiran 2 
adalah xy 4.42349.037  variansi 0 =18,209 dan variansi 1 =0,389. 
Sedangkan cara 2 menghasilkan xy 0999,44316,51  artinya setiap 
kenaikan satu satuan ekor mangsa yang dikonsumsi akan mengakibatkan 
naiknya SVL sebesar 4,099 cm. R
2
=97,41% artinya sebesar 97,41% dari 
seluruh variasi total y diterangkan oleh model regresi dan masih ada 2,59% 
lagi variasi y yang tidak dapat diterangkan oleh model regresi. Variansi 
0 =3,902 dan variansi 1 =0,067.  
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Karena nilai variansi yang dihasilkan pada cara 1 lebih besar dari cara 
2 maka model yang digunakan adalah pada cara 2. Jika dilihat dari 1
*ˆ >0,  R
2 
yang besar pada Lampiran 2, maka dapat disimpulkan bahwa terdapat 
hubungan positif antara banyaknya mangsa dengan SVL dan model regresinya  
linear. 
Plot residu dan normal setelah ditransformasi masing-masing seperti 
pada Gambar 3 dan Gambar 4. 
 
Gambar 3. Plot Residu Setelah Ditransformasi Data Mangsa dan SVL 
 
Gambar 4. Plot Probabilitas Normal Residu Data Mangsa dan SVL 
 
Tabel 4 korelasi rank Spearman pada Lampiran 2 menghasilkan p-
value=0,065. Karena p-value>  maka dapat disimpulkan variansi errornya 
konstan atau sudah tidak ada heteroskedastik lagi. Gambar 3 memperlihatkan 
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titik-titknya tidak membentuk pola, maka dapat dikatakan variansi errornya 
sudah konstan. Gambar 4 memperlihatkan titik-titik yang mendekati garis 
lurus. Hal ini berarti bahwa error mengikuti distribusi normal. 
4.2.2. Metode Kuadrat Terkecil Terboboti (Weighted Least Square) 
 
Selain dengan transformasi, model regresi linear dengan error 
heteroskedastik dapat diatasi dengan metode kuadrat terkecil terboboti. 
Penduga kuadrat terkecil terboboti diperoleh dengan meminimumkan  
n
i
iii xyw
1
2
10  
dengan 
2
1
i
iw . Dari data SVL dan banyaknya mangsa, besarnya standar 
deviasi error proporsional terhadap variabel independen x, sehingga menurut 
Chatterjee, S [1], penduga kuadrat terkecil terboboti menjadi  
n
i
ii
i
xy
x1
2
102
1
  
Model persamaan regresi dari data mangsa dan SVL dengan bobot 
2
1
ix
 
setelah diresampel dengan cara 1 seperti pada Lampiran 2 adalah 
xy 4.42349.037  variansi 0 =18,209 dan variansi 1 =0,389. Cara 2 
menghasilkan model xy 0999,44316,51  artinya setiap kenaikan satu 
satuan ekor mangsa yang dikonsumsi akan mengakibatkan naiknya SVL 
sebesar 4,0999 cm dan variansi 0 =3,902 dan variansi 1 =0,067.  
Model persamaan regresi  WLS yang dihasilkan sama dengan model 
regresi yang ditransformasi dan yang digunakan adalah model pada cara 2 
karena mempunyai variansi yang lebih kecil dari pada cara 1. Sedangkan plot 
residu dan normal masing-masing seperti pada Gambar 5 dan Gambar 6. 
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Gambar 5 . Residual versus Fitted Value dengan WLS Data Mangsa dan SVL 
 
 
 
Gambar 6. Plot Probabilitas Normal Residu Data Mangsa dan SVL 
 
Tabel 4 korelasi rank Spearman pada Lampiran 2 menghasilkan p-
value=0,605. Karena p-value>  maka dapat disimpulkan variansi errornya 
konstan atau sudah tidak ada heteroskedastik lagi. Gambar 5 memperlihatkan 
titik-titik tidak membentuk pola, maka dapat dikatakan variansi errornya 
sudah konstan (tidak heteroskedastik). Gambar 6 memperlihatkan titik-titik 
mengikuti garis lurus. Hal ini berarti bahwa error mengikuti distribusi normal. 
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2.5. Resampling Data Jumlah Mangsa dengan Berat Badan Komodo  
  
Data mangsa dan berat badan pada Tabel Lampiran 1 sebelum 
dilakukan pembootstrapan terlebih dahulu ditentukan model regresinya, 
dilakukan pemeriksaan kelinearan, pemeriksaan asumsi error berdistribusi 
normal dan pemeriksaan heteroskedastik. 
Output SPSS data mangsa dan berat badan pada Tabel 5 Lampiran 3 
diperoleh model regresi xy 482,2312,5  artinya setiap kenaikan satu 
satuan ekor mangsa yang dikonsumsi akan mengakibatkan naiknya berat 
badan sebesar 2,482 kg. Dari nilai 01  maka dapat disimpulkan terdapat 
hubungan linear positif antara berat badan dengan mangsa. Koefisien 
determinasi R
2
 =0,928= 92,8% artinya 92,8% variasi total y dapat diterangkan 
oleh model regresi dan masih ada 7,2% lagi variansi yang tidak dapat 
diterangkan oleh model regresi yang digunakan. 
Pemeriksaan kelinieran dapat diuji dengan anava. 
o H0 : 01  (model tidak linear) 
o H1 : 01  (model linear) 
Dari hasil output SPSS Tabel 5 Lampiran 3 didapat nilai p-value sebesar 0,037 
Jika diambil nilai  sebesar 0,05, maka p-value < . Jadi dapat disimpulkan 
bahwa H0 ditolak artinya model regresinya adalah linear. 
Pemeriksaan asumsi error berdistribusi normal dari data dapat 
dilakukan dengan melakukan uji normalitas Kolmogorov-Smornov 
o H0 :error mengikuti distribusi normal 
o H1 :error tidak mengikuti distribusi normal 
Dari output SPSS  pada Lampiran 3 diperoleh p-value =0,396 dan plot sebagai 
berikut 
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Normal Q-Q Plot of RESBRT
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Gambar 7. Plot Probabilitas Normal Residu Data Mangsa dan Berat Badan 
 
Error akan mengikuti distribusi normal ketika p-value >  [4]. Jika 
diambil = 0,05 maka p-value > . Sehingga error mengikuti distribusi 
normal.  
Pemeriksaan heteroskedastik dapat dilakukan dengan memplotkan 
antara residu dan variabel penjelas x atau dengan menggunakan korelasi rank 
Spearman. Jika  p-value <  maka terjadi heteroskedastik [4]. Tabel 7 korelasi 
rank Spearman pada Lampiran 3 didapatkan nilai p-value sebesar 0,05. Hal ini 
berarti bahwa tidak dapat diambil kesimpulan karena nilai dari p-value= . 
Sedangkan hasil plot antar residu dan variabel independen x yang diperoleh  
X
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Gambar 8. Plot Residu versus Variabel x Data Mangsa dan Berat Badan 
 
Dari Gambar 8 dapat dilihat bahwa plot membentuk suatu pola seperti 
corong (funnel shape). Hal ini memperlihatkan suatu pola plot residu variansi 
23 
 
error yang semakin besar sejalan dengan naiknya nilai x. Sehingga data 
banyaknya mangsa dan berat badan adalah heteroskedastik. Ketika error suatu 
data heteroskedastik, maka OLS tidak dapat digunakan. Sebagai gantinya 
digunakan OLS yang ditransformasi atau metode kuadrat terkecil terboboti 
(WLS) pada model regresi asli. 
 Selanjutnya karena banyaknya data yang akan digunakan pada setiap 
variabel hanya 4 buah, sehingga perlu dilakukan resampling data dengan 
metode bootstrap dengan bantuan software S-Plus 3.2 [8]. Resampel berat 
badan data dan jumlah mangsa dilakukan sebanyak 20 kali (B=20)dan 
resampel dilakukan dengan 2 cara. Berdasarkan pada Gambar 8 setelah 
diresampel model regresi dicari dengan OLS yang ditransformasi atau dengan 
WLS. 
4.3.1. Transformasi 
 
Sesuai dengan Gambar 8 yang menunjukkan adanya heteroskedastik 
maka diperlukan transformasi untuk menghilangkan heteroskedastik. Gambar 
8 menunjukkan adanya indikasi bahwa standar deviasi error proporsional 
terhadap x atau variansi errornya proporsional terhadap x
2
, dengan kata lain 
 
22 )( ii kx  
k adalah suatu konstanta yang nilainya lebih dari 0. Sehingga transformasi 
yang tepat pada model regresi  
iii xy 10  dengan 
22 )( ii kx  
adalah dengan cara membagi model regresi dengan x [1].  
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berdasarkan persamaan di atas variansi dari 'i  menjadi konstan 
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Persamaan regresi setelah ditransformasi pada data mangsa dan berat 
badan setelah diresampel dengan cara 1 yang terdapat pada output S-Plus 3.2 
Lampiran 3 adalah xz 2.513238-5.446369  variansi 0 =23,104 dan 
variansi 1 =0,374. Sedangkan untuk cara 2 menghasilkan model regresi 
xz 2.4710 -5.1285  artinya setiap kenaikan satu satuan ekor mangsa yang 
dikonsumsi akan mengakibatkan naiknya berat badan sebesar 2,471 kg. 
R
2
=42,42% artinya sebesar 42,42% dari seluruh variasi total y diterangkan 
oleh model regresi dan masih ada 57,58% lagi variasi y yang tidak dapat 
diterangkan oleh model, bagian sisa 57,58% mungkin disebabkan oleh faktor 
mangsa lain yang gagal diperhitungkan dalam model. Variansi 0 =1,984 dan 
variansi 1 =0,033. Model yang digunakan adalah model pada cara 2 karena 
variansi yang dihasilkan lebih kecil. Jika dilihat dari 1
*ˆ >0,  R
2 
pada 
Lampiran 3, maka dapat disimpulkan bahwa terdapat hubungan positif antara 
banyaknya mangsa dengan berat badan tetapi model regresi linearnya adalah 
tidak cukup baik. Plot residu dan normal setelah ditransformasi masing-
masing seperti pada Gambar 9 dan Gambar 10 
 
Gambar 9. Plot Residu Setelah Ditransformasi Data Mangsa dan Berat Badan 
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Gambar 10. Plot Probabilitas Normal Residu Data Mangsa dan Berat Badan 
 
Pada Gambar 9 terlihat residu tidak membentuk pola corong, maka 
dapat dikatakan variansi errornya sudah konstan. Gambar 10 memperlihatkan 
titik-titik mengikuti garis lurus. Hal ini berarti bahwa error mengikuti 
distribusi normal. 
4.3.2. Metode Kuadrat Terkecil Terboboti (Weighted Least Square) 
 
Selain dengan transformasi model regresi linear dengan error 
heteroskedastik dapat diatasi dengan metode kuadrat terkecil terboboti. 
Penduga kuadrat terkecil terboboti diperoleh dengan meminimumkan  
n
i
iii xyw
1
2
10  
dimana 
2
1
i
iw . Dari data banyaknya mangsa dan berat badan besarnya 
standar deviasi residu sebanding dengan variabel independen x, sehingga 
menurut Chatterjee, S [1] penduga kuadrat terkecil terboboti menjadi  
n
i
ii
i
xy
x1
2
102
1
  
Model persamaan regresi dari data banyaknya mangsa dan berat badan 
dengan bobot 
2
1
ix
 setelah diresampling dengan cara 1 seperti pada Lampiran 
3 adalah xz 2.513238-5.446369  dan pada cara 2 menghasilkan model 
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xz 2.4710 -5.1285  artinya setiap kenaikan satu satuan ekor mangsa yang 
dikonsumsi akan mengakibatkan naiknya berat badan sebesar 2,471 kg. Model 
persamaan regresi WLS yang dihasilkan sama dengan model regresi setelah 
ditransformasi. Model yang digunakan adalah model pada cara 2 karena 
variansi yang dihasilkan lebih kecil. Sedangkan plot residu dan normal 
masing-masing seperti pada Gambar 11 dan Gambar 12. 
 
Gambar 11 . Plot Residu dengan WLS Data Berat Badan dan Mangsa 
 
 
Gambar 12. Plot Probabilitas Normal Residu Data Mangsa dan Berat Badan 
 
Tabel 8 korelasi rank Spearman pada Lampiran 3 menghasilkan p-
value=0,371. Karena p-value>  maka dapat disimpulkan variansi errornya 
konstan atau sudah tidak ada heteroskedastik lagi. Pada Gambar 11 terlihat 
titik-titknya tidak membentuk pola, maka dapat dikatakan variansinya 
konstan. Gambar 12 memperlihatkan titik-titik mengikuti garis lurus. Hal ini 
berarti bahwa error mengikuti distribusi normal. 
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BAB V 
PENUTUP 
2.6. Kesimpulan 
 
Berdasarkan pembahasan di atas dapat ditarik kesimpulan sebagai 
berikut: 
1. terdapat hubungan antara keterbatasan mangsa terhadap SVL komodo 
dengan model regresi xy 0999,44316,51  dan R
2
=97,41%  
2. terdapat hubungan keterbatasan mangsa dengan berat badan komodo 
dengan model regresi  xz 471,21285,5  dan R
2
=42,42%. 
2.7. Saran 
 
Saran yang dapat diberikan penulis adalah bagi petugas TNK (Taman 
Nasional Komodo) sebaiknya mengadakan patroli untuk mengurangi 
perburuan liar terhadap rusa timor yang merupakan salah satu mangsa komodo 
yang dapat mempengaruhi bentuk morfologi komodo. Selain itu 
mengembangbiakkan mangsa lain selain Rusa Timor. 
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LAMPIRAN 
 
Lampiran 1. Data tahun, jumlah mangsa, SVL, dan berat badan 
 
Tahun  x (mangsa)  x (mangsa) 
pembulatan 
y (SVL) z (beratbdn) 
1994 8,8 9 90,22 18,30 
2002 6,4 7 80,14 11,52 
2003 5,2 6 75,25 9,94 
2004 8,3 9 86,02 15,93 
 
Lampiran 2. Output Program SPSS, dan S-Plus 3.2 pada Data SVL dan 
Mangsa  
 
 OUTPUT SPSS  
a. Model Regresi Data Mangsa dan SVL Sebelum Diresampel 
Tabel 1. Model Regresi Linear Sederhana 
Variables  Enter ed/Removedb
Xa , Enter
Model
1
Variables
Entered
Variables
Removed Method
All requested variables entered.a. 
Dependent Variable: Yb. 
 
Model Summ ary
,964a ,930 ,895 2,12838
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), Xa. 
 
ANOVAb
120,397 1 120,397 26,578 ,036a
9,060 2 4,530
129,457 3
Regression
Residual
Total
Model
1
Sum of
Squares df Mean Square F Sig.
Predictors: (Constant), Xa. 
Dependent Variable: Yb. 
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Coefficientsa
50,177 6,437 7,794 ,016
4,223 ,819 ,964 5,155 ,036
(Constant)
X
Model
1
B Std. Error
Unstandardized
Coef f icients
Beta
Standardized
Coef f icients
t Sig.
Dependent Variable: Ya. 
 
b. Uji Kenormalan 
Tabel 2. Uji Kolmogorov-Smirnov 
One-Sam ple  Kolm ogorov-Sm irnov Test
4
********
********
,305
,305
-,305
,610
,851
N
Mean
Std. Deviation
Normal Parameters a,b
Absolute
Positive
Negative
Most Extreme
Dif ferences
Kolmogorov-Smirnov Z
Asymp. Sig. (2-tailed)
RES1
Test dis tribution is Normal.a. 
Calculated from data.b. 
 
Normal Q-Q Plot of RES1
Observ ed Value
2,52,01,51,0,50,0
E
xp
ec
te
d 
N
or
m
al
1,0
,5
0,0
-,5
-1,0
 
Gambar 1. Plot Probabilitas Normal Residu Data Mangsa dan SVL  
 
c. Uji Variansi 
Tabel 3. Korelasi Rank Spearman 
Cor relations
1,000 ,949
, ,050
4 4
,949 1,000
,050 ,
4 4
Correlation Coeff ic ient
Sig. (2-tailed)
N
Correlation Coeff ic ient
Sig. (2-tailed)
N
Y
X
Spearman's rho
Y X
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X1
9,59,08,58,07,57,06,56,05,5
S
R
E
S
1
1,5
1,0
,5
0,0
-,5
-1,0
-1,5
 
Gambar 2. Plot Residu dan Variabel x Data Mangsa dan SVL 
 
 OUTPUT S-PLUS 3.2  
A. Cara 1 
1. WLS Pada Data Setelah Diresampel 
> x<-c(9,7,6,9) 
> y<-c(90.22,80.14,75.25,86.02) 
> z1<-c(18.30 11.52  9.94 15.93) 
> n<-4 
> B<-1000 
> ystar1<-matrix(sample(y,size=B*n,rep=T),nrow=B) 
> ystar1 
       [,1]  [,2]  [,3]  [,4]  
 [1,] 86.02 86.02 90.22 75.25 
 [2,] 90.22 80.14 80.14 90.22 
 [3,] 90.22 75.25 90.22 86.02 
 [4,] 80.14 75.25 90.22 90.22 
 [5,] 80.14 80.14 90.22 86.02 
 [6,] 90.22 80.14 75.25 75.25 
 [7,] 75.25 75.25 90.22 86.02 
 [8,] 90.22 75.25 90.22 80.14 
 [9,] 86.02 90.22 80.14 86.02 
[10,] 80.14 80.14 80.14 86.02 
[11,] 75.25 90.22 80.14 86.02 
[12,] 90.22 75.25 90.22 75.25 
[13,] 86.02 80.14 90.22 75.25 
[14,] 80.14 90.22 80.14 90.22 
[15,] 86.02 80.14 90.22 90.22 
[16,] 80.14 80.14 75.25 80.14 
[17,] 80.14 90.22 80.14 75.25 
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[18,] 75.25 86.02 80.14 80.14 
[19,] 90.22 75.25 75.25 80.14 
[20,] 86.02 90.22 80.14 86.02 
> x1<-
matrix(c(9,9,9,6,9,7,7,9,9,6,9,9,7,6,9,9,7,7,9,9,9,7,6,6,6,6,9,9,9,6,9,7,9,9,7,9,
7,7,7,9,6,9,7,9,9,6,9,6,9,7,9,6,7,9,7,9,9,7,9,9,7,7,6,7,7,9,7,6,6,9,7,7,9,6,6,7,9,
9,7,9),nrow=4) 
> xstar1<-t(x1) 
> xstar1 
      [,1] [,2] [,3] [,4]  
 [1,]    9    9    9    6 
 [2,]    9    7    7    9 
 [3,]    9    6    9    9 
 [4,]    7    6    9    9 
 [5,]    7    7    9    9 
 [6,]    9    7    6    6 
 [7,]    6    6    9    9 
 [8,]    9    6    9    7 
 [9,]    9    9    7    9 
[10,]    7    7    7    9 
[11,]    6    9    7    9 
[12,]    9    6    9    6 
[13,]    9    7    9    6 
[14,]    7    9    7    9 
[15,]    9    7    9    9 
[16,]    7    7    6    7 
[17,]    7    9    7    6 
[18,]    6    9    7    7 
[19,]    9    6    6    7 
[20,]    9    9    7    9 
> data1<-data.frame(ystar1[1,],xstar1[1,]) 
> data2<-data.frame(ystar1[2,],xstar1[2,]) 
> data3<-data.frame(ystar1[3,],xstar1[3,]) 
> data4<-data.frame(ystar1[4,],xstar1[4,]) 
> data5<-data.frame(ystar1[5,],xstar1[5,]) 
> data6<-data.frame(ystar1[6,],xstar1[6,]) 
> data7<-data.frame(ystar1[7,],xstar1[7,]) 
> data8<-data.frame(ystar1[8,],xstar1[8,]) 
> data9<-data.frame(ystar1[9,],xstar1[9,]) 
> data10<-data.frame(ystar1[10,],xstar1[10,]) 
> data11<-data.frame(ystar1[11,],xstar1[11,]) 
> data12<-data.frame(ystar1[12,],xstar1[12,]) 
> data13<-data.frame(ystar1[13,],xstar1[13,]) 
> data14<-data.frame(ystar1[14,],xstar1[14,]) 
> data15<-data.frame(ystar1[15,],xstar1[15,]) 
> data16<-data.frame(ystar1[16,],xstar1[16,]) 
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> data17<-data.frame(ystar1[17,],xstar1[17,]) 
> data18<-data.frame(ystar1[18,],xstar1[18,]) 
> data19<-data.frame(ystar1[19,],xstar1[19,]) 
> data20<-data.frame(ystar1[20,],xstar1[20,]) 
> hasil1<-lm(ystar1[1,]~xstar1[1,],weight=1/xstar1[1,]^2,data=data1) 
> hasil2<-lm(ystar1[2,]~xstar1[2,],weight=1/xstar1[2,]^2,data=data2) 
> hasil3<-lm(ystar1[3,]~xstar1[3,],weight=1/xstar1[3,]^2,data=data3) 
> hasil4<-lm(ystar1[4,]~xstar1[4,],weight=1/xstar1[4,]^2,data=data4) 
> hasil5<-lm(ystar1[5,]~xstar1[5,],weight=1/xstar1[5,]^2,data=data5) 
> hasil6<-lm(ystar1[6,]~xstar1[6,],weight=1/xstar1[6,]^2,data=data6) 
> hasil7<-lm(ystar1[7,]~xstar1[7,],weight=1/xstar1[7,]^2,data=data7) 
> hasil8<-lm(ystar1[8,]~xstar1[8,],weight=1/xstar1[8,]^2,data=data8) 
> hasil9<-lm(ystar1[9,]~xstar1[9,],weight=1/xstar1[9,]^2,data=data9) 
> hasil10<-lm(ystar1[10,]~xstar1[10,],weight=1/xstar1[10,]^2,data=data10) 
> hasil11<-lm(ystar1[11,]~xstar1[11,],weight=1/xstar1[11,]^2,data=data11) 
> hasil12<-lm(ystar1[12,]~xstar1[12,],weight=1/xstar1[12,]^2,data=data12) 
> hasil13<-lm(ystar1[13,]~xstar1[13,],weight=1/xstar1[13,]^2,data=data13) 
> hasil14<-lm(ystar1[14,]~xstar1[14,],weight=1/xstar1[14,]^2,data=data14) 
> hasil15<-lm(ystar1[15,]~xstar1[15,],weight=1/xstar1[15,]^2,data=data15) 
> hasil16<-lm(ystar1[16,]~xstar1[16,],weight=1/xstar1[16,]^2,data=data16) 
> hasil17<-lm(ystar1[17,]~xstar1[17,],weight=1/xstar1[17,]^2,data=data17) 
> hasil18<-lm(ystar1[18,]~xstar1[18,],weight=1/xstar1[18,]^2,data=data18) 
> hasil19<-lm(ystar1[19,]~xstar1[19,],weight=1/xstar1[19,]^2,data=data19) 
> hasil20<-lm(ystar1[20,]~xstar1[20,],weight=1/xstar1[20,]^2,data=data20) 
> beta0<-
c(50.91,44.86,48.11,45.24525,52.21,45.33727,49.51,45.24525,54.66,59.56,4
9.89849,45.31,49.89849,44.86,49.76,45.91,45.27364,54.18273,45.33727 
,54.66) 
> mean(beta0) 
[1] 49.03692 
> beta1<-
c(4.056667,5.04,4.523333,4.995036,3.99,4.982424,4.29,4.995036,3.64,2.94,
4.259784,4.99,4.259784,5.04,4.34,4.89,4.98798,3.616263,4.982424,3.64) 
> mean(beta1) 
[1] 4.422937 
> var(beta0) 
[1] 18.20902 
> var(beta1) 
[1] 0.3887591 
> JKR<-mean(beta1)*(sum(x*y)-sum(x)*sum(y)/n) 
> JKR 
[1] 126.0869 
> JKT<-sum(y^2)-(sum(y))^2/n 
> JKT 
[1] 129.4567 
> Rsq<-JKR/JKT 
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> Rsq 
[1] 0.9739696 
 
2. Transformasi Pada Data  Setelah Diresampel 
> y1star<-ystar1[1,]/xstar1[1,] 
> x1star<-1/xstar1[1,] 
> y2star<-ystar1[2,]/xstar1[2,] 
> x2star<-1/xstar1[2,] 
> y3star<-ystar1[3,]/xstar1[3,] 
> x3star<-1/xstar1[3,] 
> y4star<-ystar1[4,]/xstar1[4,] 
> x4star<-1/xstar1[4,] 
> y5star<-ystar1[5,]/xstar1[5,] 
> x5star<-1/xstar1[5,] 
> y6star<-ystar1[6,]/xstar1[6,] 
> x6star<-1/xstar1[6,] 
> y7star<-ystar1[7,]/xstar1[7,] 
> x7star<-1/xstar1[7,] 
> y8star<-ystar1[8,]/xstar1[8,] 
> x8star<-1/xstar1[8,] 
> y9star<-ystar1[9,]/xstar1[9,] 
> x9star<-1/xstar1[9,] 
> y10star<-ystar1[10,]/xstar1[10,] 
> x10star<-1/xstar1[10,] 
> y11star<-ystar1[11,]/xstar1[11,] 
> x11star<-1/xstar1[11,] 
> y12star<-ystar1[12,]/xstar1[12,] 
> x12star<-1/xstar1[12,] 
> y13star<-ystar1[13,]/xstar1[13,] 
> x13star<-1/xstar1[13,] 
> y14star<-ystar1[14,]/xstar1[14,] 
> x14star<-1/xstar1[14,] 
> y15star<-ystar1[15,]/xstar1[15,] 
> x15star<-1/xstar1[15,] 
> y16star<-ystar1[16,]/xstar1[16,] 
> x16star<-1/xstar1[16,] 
> y17star<-ystar1[17,]/xstar1[17,] 
> x17star<-1/xstar1[17,] 
> y18star<-ystar1[18,]/xstar1[18,] 
> x18star<-1/xstar1[18,] 
> y19star<-ystar1[19,]/xstar1[19,] 
> x19star<-1/xstar1[19,] 
> y20star<-ystar1[20,]/xstar1[20,] 
> x20star<-1/xstar1[20,] 
> data1t<-data.frame(y1star,x1star) 
> data2t<-data.frame(y2star,x2star) 
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> data3t<-data.frame(y3star,x3star) 
> data4t<-data.frame(y4star,x4star) 
> data5t<-data.frame(y5star,x5star) 
> data6t<-data.frame(y6star,x6star) 
> data7t<-data.frame(y7star,x7star) 
> data8t<-data.frame(y8star,x8star) 
> data9t<-data.frame(y9star,x9star) 
> data10t<-data.frame(y10star,x10star) 
> data11t<-data.frame(y11star,x11star) 
> data12t<-data.frame(y12star,x12star) 
> data13t<-data.frame(y13star,x13star) 
> data14t<-data.frame(y14star,x14star) 
> data15t<-data.frame(y15star,x15star) 
> data16t<-data.frame(y16star,x16star) 
> data17t<-data.frame(y17star,x17star) 
> data18t<-data.frame(y18star,x18star) 
> data19t<-data.frame(y19star,x19star) 
> data20t<-data.frame(y20star,x20star) 
> hasil1t<-lm(y1star~x1star,data=data1t) 
> hasil2t<-lm(y2star~x2star,data=data2t) 
> hasil3t<-lm(y3star~x3star,data=data3t) 
> hasil4t<-lm(y4star~x4star,data=data4t) 
> hasil5t<-lm(y5star~x5star,data=data5t) 
> hasil6t<-lm(y6star~x6star,data=data6t) 
> hasil7t<-lm(y7star~x7star,data=data7t) 
> hasil8t<-lm(y8star~x8star,data=data8t) 
> hasil9t<-lm(y9star~x9star,data=data9t) 
> hasil10t<-lm(y10star~x10star,data=data10t) 
> hasil11t<-lm(y11star~x11star,data=data11t) 
> hasil12t<-lm(y12star~x12star,data=data12t) 
> hasil13t<-lm(y13star~x13star,data=data13t) 
> hasil14t<-lm(y14star~x14star,data=data14t) 
> hasil15t<-lm(y15star~x15star,data=data15t) 
> hasil16t<-lm(y16star~x16star,data=data16t) 
> hasil17t<-lm(y17star~x17star,data=data17t) 
> hasil18t<-lm(y18star~x18star,data=data18t) 
> hasil19t<-lm(y19star~x19star,data=data19t) 
> hasil20t<-lm(y20star~x20star,data=data20t) 
>beta0t<-
c(50.91,44.86,48.11,45.24525,52.21,45.33727,49.51,45.24525,54.66,59.56,4
9.89849,45.31,49.89849,44.86,49.76,45.91,45.27364,54.18273,45.33727 
,54.66) 
> mean(beta0t) 
[1] 49.03692 
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>beta1t<-
c(4.056667,5.04,4.523333,4.995036,3.99,4.982424,4.29,4.995036,3.64,2.94,
4.259784,4.99,4.259784,5.04,4.34,4.89,4.98798,3.616263,4.982424,3.64) 
> mean(beta1t) 
[1] 4.422937 
> var(beta0t) 
[1] 18.20902 
> var(beta1t) 
[1] 0.3887591 
> JKRt<-mean(beta1t)*(sum(x*y)-sum(x)*sum(y)/n) 
> JKRt 
[1] 126.0869 
> JKTt<-sum(y^2)-(sum(y))^2/n 
> JKTt 
[1] 129.4567 
> Rsqt<-JKRt/JKTt 
> Rsqt 
[1] 0.9739696 
B. Cara 2 
1. WLS Pada Data Setelah Diresampel 
> ybarstar1<-apply(ystar1,1,mean) 
> xbarstar1<-apply(xstar1,1,mean) 
> data<-data.frame(ybarstar1,xbarstar1) 
> hasil<-lm(ybarstar1~xbarstar1,weight=1/xbarstar1^2,data=data) 
> summary(hasil) 
 
Call: lm(formula = ybarstar1 ~ xbarstar1, data = data, weights =1/xbarstar1^2) 
Residuals: 
     Min       1Q     Median      3Q    Max  
 -0.1065 -0.06861 -0.0002904 0.05105 0.1187 
 
Coefficients: 
              Value Std. Error t value Pr(>|t|)  
(Intercept) 51.4316  1.9753    26.0374  0.0000  
  xbarstar1  4.0999  0.2570    15.9536  0.0000  
 
Residual standard error: 0.07674 on 18 degrees of freedom 
F-statistic: 254.5 on 1 and 18 degrees of freedom, the p-value is 4.576e-012  
 
Correlation of Coefficients: 
          (Intercept)  
xbarstar1 -0.9978     
 
2. Transformasi Pada Data  Setelah Diresampel 
> d<-1/xbarstar1 
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> e<-ybarstar1/xbarstar1 
> dum1<-data.frame(d,e) 
> fm1<-lm(e~d,data=dum1) 
> summary(fm1) 
 
Call: lm(formula = e ~ d, data = dum1) 
Residuals: 
     Min       1Q     Median      3Q    Max  
 -0.1065 -0.06861 -0.0002904 0.05105 0.1187 
Coefficients: 
              Value Std. Error t value Pr(>|t|)  
(Intercept)  4.0999  0.2570    15.9536  0.0000  
          d 51.4316  1.9753    26.0374  0.0000  
Residual standard error: 0.07674 on 18 degrees of freedom 
Multiple R-Squared: 0.9741  
F-statistic: 677.9 on 1 and 18 degrees of freedom, the p-value is 9.992e-016  
Correlation of Coefficients: 
  (Intercept)  
d -0.9978     
3. Korelasi Rank Spearman pada Data Mangsa dan SVL Setelah Diresampel  
Tabel 4. Korelasi Rank Spearman 
Cor relations
1,000 ,123
, ,605
20 20
,123 1,000
,605 ,
20 20
Correlation Coeff ic ient
Sig. (2-tailed)
N
Correlation Coeff ic ient
Sig. (2-tailed)
N
X
RES
Spearman's rho
X RES
 
 
4. Plot Data Resampel Setelah Ditransformasi dan WLS 
o Plot Transformasi 
>win.graph() 
>plot(fitted(fm1),resid(fm1),xlab="fitted.value",ylab="residual") 
> qqnorm(resid(fm1)) 
> qqline(resid(fm1)) 
o Plot WLS 
>win.graph() 
>plot(fitted(hasil),resid(hasil),xlab="fitted.value",ylab="residual") 
> qqnorm(resid(hasil)) 
> qqline(resid(hasil))  
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Lampiran 3. Output Program SPSS, dan S-Plus 3.2 pada Data Mangsa dan 
Berat Badan  
 OUTPUT SPSS MANGSA dan BERAT BADAN  
a. Model Regresi Data Mangsa dan Berat sebelum Diresampel 
Tabel 5. Model Regresi Linear Sederhana 
Variables  Enter ed/Removedb
Xa , Enter
Model
1
Variables
Entered
Variables
Removed Method
All requested variables entered.a. 
Dependent Variable: Zb. 
 
Model Summ ary
,963a ,928 ,891 1,27429
Model
1
R R Square
Adjusted
R Square
Std. Error of
the Estimate
Predictors: (Constant), Xa. 
 
ANOVAb
41,577 1 41,577 25,604 ,037a
3,248 2 1,624
44,825 3
Regression
Residual
Total
Model
1
Sum of
Squares df Mean Square F Sig.
Predictors: (Constant), Xa. 
Dependent Variable: Zb. 
 
Coefficientsa
-5,312 3,854 -1,378 ,302
2,482 ,490 ,963 5,060 ,037
(Constant)
X
Model
1
B Std. Error
Unstandardized
Coef f icients
Beta
Standardized
Coef f icients
t Sig.
Dependent Variable: Za. 
 
b. Uji Kenormalan 
Tabel 6. Uji Kolmogorov-Smornov 
One-Sam ple  Kolm ogorov-Sm irnov Test
4
********
********
,198
,198
-,146
,397
,997
N
Mean
Std. Deviation
Normal Parameters a,b
Absolute
Positive
Negative
Most Extreme
Dif ferences
Kolmogorov-Smirnov Z
Asymp. Sig. (2-tailed)
RESBRT
Test dis tribution is Normal.a. 
Calculated from data.b. 
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Normal Q-Q Plot of RESBRT
Observ ed Value
1,51,0,50,0-,5-1,0-1,5
E
xp
ec
te
d 
N
or
m
al
1,0
,5
0,0
-,5
-1,0
 
Gambar 3. Plot Probabilitas Normal Residu Data Mangsa dan Berat 
 
c. Uji Variansi 
Tabel 7. Korelasi Rank Spearman  
Cor relations
1,000 ,949
, ,050
4 4
,949 1,000
,050 ,
4 4
Correlation Coeff ic ient
Sig. (2-tailed)
N
Correlation Coeff ic ient
Sig. (2-tailed)
N
X
Z
Spearman's rho
Z V
 
X
9,59,08,58,07,57,06,56,05,5
R
ES
BR
T
1,5
1,0
,5
0,0
-,5
-1,0
-1,5
 
Gambar 4. Plot Residu dan Variabel x Data Mangsa dan berat badan 
 
 OUTPUT S-PLUS 3.2  
A. Cara 1 
1. WLS Pada Data Setelah Diresampel 
> z<-c(15.93,15.93,18.30,9.94,18.30,11.52,11.52,18.30,18.30,9.94,18.30, 
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15.93,11.52,9.94,18.30,18.30,11.52,11.52,18.30,15.93,18.30,11.52,9.94,9.94,9
.94,9.94,18.30,15.93,18.30,9.94,18.30,11.52,15.93,18.30,11.52,15.93,11.52,11
.52,11.52,15.93,9.94,18.30,11.52, 
> zstar<-matrix(c(z),nrow=4) 
> zstar1<-t(zstar) 
> zstar1 
       [,1]  [,2]  [,3]  [,4]  
 [1,] 15.93 15.93 18.30  9.94 
 [2,] 18.30 11.52 11.52 18.30 
 [3,] 18.30  9.94 18.30 15.93 
 [4,] 11.52  9.94 18.30 18.30 
 [5,] 11.52 11.52 18.30 15.93 
 [6,] 18.30 11.52  9.94  9.94 
 [7,]  9.94  9.94 18.30 15.93 
 [8,] 18.30  9.94 18.30 11.52 
 [9,] 15.93 18.30 11.52 15.93 
[10,] 11.52 11.52 11.52 15.93 
[11,]  9.94 18.30 11.52 15.93 
[12,] 18.30  9.94 18.30  9.94 
[13,] 15.93 11.52 18.30  9.94 
[14,] 11.52 18.30 11.52 18.30 
[15,] 15.93 11.52 18.30 18.30 
[16,] 11.52 11.52  9.94 11.52 
[17,] 11.52 18.30 11.52  9.94 
[18,]  9.94 15.93 11.52 11.52 
[19,] 18.30  9.94  9.94 11.52 
[20,] 15.93 18.30 11.52 15.93 
> datab1<-data.frame(zstar1[1,],xstar1[1,]) 
> datab2<-data.frame(zstar1[2,],xstar1[2,]) 
> datab3<-data.frame(zstar1[3,],xstar1[3,]) 
> datab4<-data.frame(zstar1[4,],xstar1[4,]) 
> datab5<-data.frame(zstar1[5,],xstar1[5,]) 
> datab6<-data.frame(zstar1[6,],xstar1[6,]) 
> datab7<-data.frame(zstar1[7,],xstar1[7,]) 
> datab8<-data.frame(zstar1[8,],xstar1[8,]) 
> datab9<-data.frame(zstar1[9,],xstar1[9,]) 
> datab10<-data.frame(zstar1[10,],xstar1[10,]) 
> datab11<-data.frame(zstar1[11,],xstar1[11,]) 
> datab12<-data.frame(zstar1[12,],xstar1[12,]) 
> datab13<-data.frame(zstar1[13,],xstar1[13,]) 
> datab14<-data.frame(zstar1[14,],xstar1[14,]) 
> datab15<-data.frame(zstar1[15,],xstar1[15,]) 
> datab16<-data.frame(zstar1[16,],xstar1[16,]) 
> datab17<-data.frame(zstar1[17,],xstar1[17,]) 
> datab18<-data.frame(zstar1[18,],xstar1[18,]) 
> datab19<-data.frame(zstar1[19,],xstar1[19,]) 
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> datab20<-data.frame(zstar1[20,],xstar1[20,]) 
> hasilb1<-lm(zstar1[1,]~xstar1[1,],weight=1/xstar1[1,]^2,data=datab1) 
> hasilb2<-lm(zstar1[2,]~xstar1[2,],weight=1/xstar1[2,]^2,data=datab2) 
> hasilb3<-lm(zstar1[3,]~xstar1[3,],weight=1/xstar1[3,]^2,data=datab3) 
> hasilb4<-lm(zstar1[4,]~xstar1[4,],weight=1/xstar1[4,]^2,data=datab4) 
> hasilb5<-lm(zstar1[5,]~xstar1[5,],weight=1/xstar1[5,]^2,data=datab5) 
> hasilb6<-lm(zstar1[6,]~xstar1[6,],weight=1/xstar1[6,]^2,data=datab6) 
> hasilb7<-lm(zstar1[7,]~xstar1[7,],weight=1/xstar1[7,]^2,data=datab7) 
> hasilb8<-lm(zstar1[8,]~xstar1[8,],weight=1/xstar1[8,]^2,data=datab8) 
> hasilb9<-lm(zstar1[9,]~xstar1[9,],weight=1/xstar1[9,]^2,data=datab9) 
> hasilb10<-lm(zstar1[10,]~xstar1[10,],weight=1/xstar1[10,]^2,data=datab10) 
> hasilb11<-lm(zstar1[11,]~xstar1[11,],weight=1/xstar1[11,]^2,data=datab11) 
> hasilb12<-lm(zstar1[12,]~xstar1[12,],weight=1/xstar1[12,]^2,data=datab12) 
> hasilb13<-lm(zstar1[13,]~xstar1[13,],weight=1/xstar1[13,]^2,data=datab13) 
> hasilb14<-lm(zstar1[14,]~xstar1[14,],weight=1/xstar1[14,]^2,data=datab14) 
> hasilb15<-lm(zstar1[15,]~xstar1[15,],weight=1/xstar1[15,]^2,data=datab15) 
> hasilb16<-lm(zstar1[16,]~xstar1[16,],weight=1/xstar1[16,]^2,data=datab16) 
> hasilb17<-lm(zstar1[17,]~xstar1[17,],weight=1/xstar1[17,]^2,data=datab17) 
> hasilb18<-lm(zstar1[18,]~xstar1[18,],weight=1/xstar1[18,]^2,data=datab18) 
> hasilb19<-lm(zstar1[19,]~xstar1[19,],weight=1/xstar1[19,]^2,data=datab19) 
> hasilb20<-lm(zstar1[20,]~xstar1[19,],weight=1/xstar1[20,]^2,data=datab20) 
> beta0b<-c(-3.62,-12.21,-5.2,-7.561295,-8.0625,-6.450909,-4.41,-7.561295,-
6.68,-3.915,-4.93554,-6.78,-4.93554,-12.21,-9.445,0.46,-7.218788,-2.191515,-
6.450909,10.45091) 
> beta1b<-
c(2.26,3.39,2.523333,2.847434,2.7975,2.695253,2.391667,2.847434,2.6,2.205
,2.432542,2.786667,2.432542,3.39,2.995,1.58,2.76229,1.988249,2.695253,0.6
445989) 
> mean(beta0b) 
[1] -5.446369 
> mean(beta1b) 
[1] 2.513238 
> var(beta0b) 
[1] 23.01435 
> var(beta1b) 
[1] 0.3741936 
> JKRb<-mean(beta1b)*(sum(x*z1)-sum(z1)*sum(x)/n) 
> JKRb 
[1] 42.10302 
> JKTb<-sum(z1^2)-(sum(z1))^2/n 
> JKTb 
[1] 44.82488 
> Rsqb<-JKRb/JKTb 
> Rsqb 
[1] 0.9392781 
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2.Transformasi Pada Data Setelah Diresampel 
> z1star<-zstar1[1,]/xstar1[1,] 
> z2star<-zstar1[2,]/xstar1[2,] 
> z3star<-zstar1[3,]/xstar1[3,] 
> z4star<-zstar1[4,]/xstar1[4,] 
> z5star<-zstar1[5,]/xstar1[5,] 
> z6star<-zstar1[6,]/xstar1[6,] 
> z7star<-zstar1[7,]/xstar1[7,] 
> z8star<-zstar1[8,]/xstar1[8,] 
> z9star<-zstar1[9,]/xstar1[9,] 
> z10star<-zstar1[10,]/xstar1[10,] 
> z11star<-zstar1[11,]/xstar1[11,] 
> z12star<-zstar1[12,]/xstar1[12,] 
> z13star<-zstar1[13,]/xstar1[13,] 
> z14star<-zstar1[14,]/xstar1[14,] 
> z15star<-zstar1[15,]/xstar1[15,] 
> z16star<-zstar1[16,]/xstar1[16,] 
> z17star<-zstar1[17,]/xstar1[17,] 
> z18star<-zstar1[18,]/xstar1[18,] 
> z19star<-zstar1[19,]/xstar1[19,] 
> z20star<-zstar1[20,]/xstar1[20,] 
> data1tb<-data.frame(z1star,x1star) 
> data2tb<-data.frame(z2star,x2star) 
> data3tb<-data.frame(z3star,x3star) 
> data4tb<-data.frame(z4star,x4star) 
> data5tb<-data.frame(z5star,x5star) 
> data6tb<-data.frame(z6star,x6star) 
> data7tb<-data.frame(z7star,x7star) 
> data8tb<-data.frame(z8star,x8star) 
> data9tb<-data.frame(z9star,x9star) 
> data10tb<-data.frame(z10star,x10star) 
> data11tb<-data.frame(z11star,x11star) 
> data12tb<-data.frame(z12star,x12star) 
> data13tb<-data.frame(z13star,x13star) 
> data14tb<-data.frame(z14star,x14star) 
> data15tb<-data.frame(z15star,x15star) 
> data16tb<-data.frame(z16star,x16star) 
> data17tb<-data.frame(z17star,x17star) 
> data18tb<-data.frame(z18star,x18star) 
> data19tb<-data.frame(z19star,x19star) 
> data20tb<-data.frame(z20star,x20star) 
> hasil1tb<-lm(z1star~x1star,data=data1tb) 
> hasil2tb<-lm(z2star~x2star,data=data2tb) 
> hasil3tb<-lm(z3star~x3star,data=data3tb) 
> hasil4tb<-lm(z4star~x4star,data=data4tb) 
> hasil5tb<-lm(z5star~x5star,data=data5tb) 
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> hasil6tb<-lm(z6star~x6star,data=data6tb) 
> hasil7tb<-lm(z7star~x7star,data=data7tb) 
> hasil8tb<-lm(z8star~x8star,data=data8tb) 
> hasil9tb<-lm(z9star~x9star,data=data9tb) 
> hasil10tb<-lm(z10star~x10star,data=data10tb) 
> hasil11tb<-lm(z11star~x11star,data=data11tb) 
> hasil12tb<-lm(z12star~x12star,data=data12tb) 
> hasil13tb<-lm(z13star~x13star,data=data13tb) 
> hasil14tb<-lm(z14star~x14star,data=data14tb) 
> hasil15tb<-lm(z15star~x15star,data=data15tb) 
> hasil16tb<-lm(z16star~x16star,data=data16tb) 
> hasil17tb<-lm(z17star~x17star,data=data17tb) 
> hasil18tb<-lm(z18star~x18star,data=data18tb) 
> hasil19tb<-lm(z19star~x19star,data=data19tb) 
> hasil20tb<-lm(z20star~x20star,data=data20tb) 
> beta0bt<-c(-3.62,-12.21,-5.2,-7.561295,-8.0625,-6.450909,-4.41,-7.561295,-
6.68,-3.915,-4.93554,-6.78,-4.93554,-12.21,-9.445,0.46,-7.218788,-2.191515,-
6.450909,10.45091) 
> beta1bt<-
c(2.26,3.39,2.523333,2.847434,2.7975,2.695253,2.391667,2.847434,2.6,2.205
,2.432542,2.786667,2.432542,3.39,2.995,1.58,2.76229,1.988249,2.695253,0.6
445989) 
> mean(beta0bt) 
[1] -5.446369 
> mean(beta1bt) 
[1] 2.513238 
> var(beta0bt) 
[1] 23.01435 
> var(beta1bt) 
[1] 0.3741936 
> JKRbt<-mean(beta1bt)*(sum(x*z1)-sum(z1)*sum(x)/n) 
> JKRbt 
[1] 42.10302 
> JKTbt<-sum(z1^2)-(sum(z1))^2/n 
> JKTbt 
[1] 44.82488 
> Rsqbt<-JKRbt/JKTbt 
> Rsqbt 
[1] 0.9392781 
 
B. Cara 2 
1. WLS Pada Data Setelah Diresampel 
> zbarstar1<-apply(zstar1,1,mean) 
> dum2<-data.frame(zbarstar1,xbarstar1) 
> fm2<-lm(zbarstar1~xbarstar1,weight=1/xbarstar1^2,data=dum2) 
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> summary(fm2) 
 
Call: lm(formula = zbarstar1 ~ xbarstar1, data = dum2, weights =1/xbarstar1^2) 
Residuals: 
     Min       1Q  Median      3Q     Max  
 -0.1042 -0.04353 0.01045 0.03668 0.09551 
Coefficients: 
               Value Std. Error  t value Pr(>|t|)  
(Intercept)  -5.1285   1.4085    -3.6413   0.0019 
  xbarstar1   2.4710   0.1832    13.4848   0.0000 
 
Residual standard error: 0.05472 on 18 degrees of freedom 
F-statistic: 181.8 on 1 and 18 degrees of freedom, the p-value is 7.55e-011  
Correlation of Coefficients: 
          (Intercept)  
xbarstar1 -0.9978     
2. Transformasi Data Setelah Diresampel 
> f<-zbarstar1/xbarstar1 
> dum3<-data.frame(f,d) 
> fm3<-lm(f~d,data=dum3) 
> summary(fm3) 
 
Call: lm(formula = f ~ d, data = dum3) 
Residuals: 
     Min       1Q  Median      3Q     Max  
 -0.1042 -0.04353 0.01045 0.03668 0.09551 
Coefficients: 
               Value Std. Error  t value Pr(>|t|)  
(Intercept)   2.4710   0.1832    13.4848   0.0000 
          d  -5.1285   1.4085    -3.6413   0.0019 
 
Residual standard error: 0.05472 on 18 degrees of freedom 
Multiple R-Squared: 0.4242  
F-statistic: 13.26 on 1 and 18 degrees of freedom, the p-value is 0.00 
1868  
 
Correlation of Coefficients: 
  (Intercept)  
d -0.9978     
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3. Tabel Korelasi Rank Spearman Data Mangsa dan Berat Setelah 
Diresampel 
Tabel 8. Korelasi Rank Spearman 
Cor relations
1,000 -,211
, ,371
20 20
-,211 1,000
,371 ,
20 20
Correlation Coeff ic ient
Sig. (2-tailed)
N
Correlation Coeff ic ient
Sig. (2-tailed)
N
XRE
REBRT
Spearman's rho
XRE REBRT
 
 
4. Plot Data Resampel Setelah Ditransformasi dan WLS 
o Plot WLS 
>win.graph() 
>plot(fitted(fm2),resid(fm2),xlab="fitted.value",ylab="residual") 
> qqnorm(resid(fm2)) 
> qqline(resid(fm2)) 
o Plot Transformasi 
>win.graph() 
>plot(fitted(fm3),resid(fm3),xlab="fitted.value",ylab="residual") 
> qqnorm(resid(fm3)) 
> qqline(resid(fm3)) 
 
 
 
 
 
 
