Let p be an odd prime, s, m be positive integers and Fpm be the finite field with p m elements. In this paper, we determine all constacyclic codes of length 4p s over the finite commutative chain ring R = Fpm + uFpm with unity, where u 2 = 0. We also determine their dual codes and list some isodual constacyclic codes of length 4p s over R.
Introduction
Berlekamp [3] first introduced and studied constacyclic codes over finite fields as generalizations of cyclic and negacyclic codes. These codes have a rich algebraic structure and can be easily encoded and decoded using linear shift registers, which justify their preferred role from engineering perspective. Recently, it has been observed [7, 11, 14, 15, 17, 18 ] that many important non-linear codes, such as Kerdock and Preparata codes, are related to linear codes over the ring of integers modulo 4 via the Gray map. Since then, codes over finite rings have received a lot of attention. However, the algebraic structure of constacyclic codes is known only for some special lengths and over certain special classes of finite rings. Towards this, Dinh et al. [10] studied the algebraic structure of cyclic and negacyclic codes of length n over a finite commutative chain ring R and their dual codes, where the length n is not divisible by the characteristic of the residue field of R. In the same work, they derived the structure of negacyclic codes of length 2 t over the ring Z 2 m of integers modulo 2 m and their dual codes, where t ≥ 1 and m ≥ 2 are integers.
Many authors [1, 2, 4, 12, 17 ] studied linear and cyclic codes over the finite commutative chain ring F 2 + uF 2 , where u 2 = 0. In a recent work, Dinh [8] determined all constacyclic codes of length p s over the ring F p m + uF p m and their Hamming distances, where p is a prime, u 2 = 0 and s, m are positive integers.
In another work, Dinh et al. [9] determined the algebraic structure of all negacyclic codes of length 2p s over the finite commutative chain ring F p m + uF p m in terms of their generator polynomials, where p is an odd prime, u 2 = 0 and s, m are positive integers. In a simultaneous work, Liu et al. [13] determined the algebraic structure of cyclic and negacyclic codes of length 2p s over the finite commutative chain ring F p m + uF p m , where p is an odd prime, u 2 = 0 and s, m are positive integers. Chen et al. [6] determined the algebraic structure of all constacyclic codes of length 2p s over the finite commutative chain ring F p m +uF p m and their dual codes, where p is an odd prime, u 2 = 0 and s, m are positive integers. Recently, Cao et al. [5] determined the structure of all λ-constacyclic codes of length p s n over F p m + uF p m by writing a canonical form decomposition for each code, where λ is a non-zero element of F p m , p is a prime and s, m, n are positive integers satisfying gcd(p, n) = 1. Their technique is different from that employed in [6, 8, 9, 13] . The main goal of this paper is to determine the algebraic structure of all constacyclic codes of length 4p s over the finite commutative chain ring F p m + uF p m and their dual codes, where p is an odd prime, u 2 = 0 and s, m are positive integers. This is a follow-up of our previous work [16] , in which we determined the algebraic structure of all cyclic and negacyclic codes of length 4p s over R and their dual codes, and listed some self-dual cyclic and negacyclic codes of length 4p s over R.
The organization of this paper is as follows: In Section 2, we state some preliminary results that are needed to prove our main results. In Section 3, we determine all (α + βu)-constacyclic codes of length 4p . We also determine their dual codes (Theorems 3.3, 3.6, 3.10, 3.13 and Lemma 3.13) and list some isodual constacyclic codes of length 4p s over F p m + uF p m (Corollaries 3.1, 3.2, 3.5 and 3.6).
Some preliminaries
Let R be a finite commutative ring with unity and n be a positive integer. An ideal I of R is said to be principal if it can be generated by a single element. The ring R is called a (i) principal ideal ring if every ideal of R is principal, (ii) local ring if it has a unique maximal ideal (consisting of all the non-units of R), (iii) semi-local ring if it has a finite number of maximal ideals and (iv) a chain ring if all the ideals of R form a chain with respect to the inclusion relation. Now the following result is well-known: Next let R n be the R-module consisting of all n tuples over R. For a unit λ ∈ R, a λ-constacyclic code C of length n over R is defined as an R-submodule of R n satisfying the following property:
The dual code of C, denoted by C ⊥ , is defined as C ⊥ = {a ∈ R n : a.c = 0 for all c ∈ R n }, where a.c = a 0 c 0 + a 1 c 1 + · · · + a n−1 c n−1 for a = (a 0 , a 1 , · · · , a n−1 ) and
It is easy to observe that C ⊥ is a λ −1 -constacyclic code of length n over R.
The code C is said to be isodual if the codes C and C ⊥ are R-linearly equivalent, i.e., if there exists a monomial transformation T :
for all (c 0 , c 1 , · · · , c n−1 ) ∈ C, where σ is a permutation of {0, 1, 2, · · · , n − 1} and u 0 , u 1 , · · · , u n−1 are units in R.
Under the R-module isomorphism φ : R n → R[x]/ x n − λ defined as φ(a 0 , a 1 , · · · , a n−1 ) = a 0 + a 1 x + · · · + a n−1 x n−1 for each (a 0 , a 1 , · · · , a n−1 ) ∈ R n , the code C can be identified as an ideal of the ring
Thus the study of λ-constacyclic codes of length n over R is equivalent to the study of ideals
It is easy to see that I * is an ideal of the ring R[x]/ x n − λ −1 . Then the following holds:
The following two lemmas are quite useful in the determination of dual codes.
.
Throughout this paper, let F p m be the finite field of order p m , where p is an odd prime and m is a positive integer. Let R = F p m + uF p m , u 2 = 0, be the finite commutative chain ring with unity and having the unique maximal ideal as u . Note that any element λ ∈ R can be uniquely expressed as λ = α + βu, where α, β ∈ F p m . (c) There exists α 0 ∈ F p m satisfying α p s 0 = α. For a code C of length n over R, the torsion and residue codes of C are codes of length n over F p m defined as follows:
If C is an (α + βu)-constacyclic code of length n over R, then both Tor (C) and Res (C) are α-constacyclic codes of length n over F p m . Moreover, we have |C| = |Tor (C)||Res (C)|.
From now onwards, we shall focus our attention on constacyclic codes of length 4p
where u 2 = 0, p is an odd prime and s, m are positive integers.
3 The structure of constacyclic codes of length 4p s over R
Recall that R = F p m + uF p m , where p is an odd prime and u 2 = 0. In this section, we shall determine the algebraic structure of all λ-constacyclic codes of length 4p s over R, where λ is a unit in R.
If λ is a square in R, say λ = λ 2 0 for some λ 0 ∈ R, then by Chinese Remainder Theorem, we have
From this, it follows that every λ-constacyclic code of length 4p s over R is a direct sum of a λ 0 -constacyclic code of length 2p s over R and a (−λ 0 )-constacyclic code of length 2p s over R. Note that the algebraic structures of all constacyclic codes of length 2p s over R and their dual codes have been determined in [6] . In view of this, henceforth, we assume that λ is not a square in R. Let us write λ = α + βu, where α, β ∈ F p m . By Lemma 2.4(a) and (b), we note that α = 0 and α is not a square in F p m . Now we shall distinguish the following four cases: (i) p m ≡ 1(mod 4) and β = 0, (ii) p m ≡ 1(mod 4) and β = 0, (iii) p m ≡ 3(mod 4) and β = 0 and (iv) p m ≡ 3(mod 4) and β = 0.
3.1 p m ≡ 1(mod 4) and β = 0
In this section, we shall determine the algebraic structure of all (α + βu)-constacyclic codes of length 4p s over R, where p m ≡ 1(mod 4), both α, β ∈ F p m \ {0} and α is not a square in F p m . To do this, we see that each (α + βu)-constacyclic code of length 4p s over R is an ideal of the quotient ring
. By Lemma 2.4(c), we see that there exists α 0 ∈ F p m satisfying α
As α is not a square in F p m , the element α 0 is not a square in F p m . In the following theorem, we determine all (α + βu)-constacyclic codes of length 4p s over R.
Theorem 3.1. The ring R α,β is a finite commutative chain ring with unity whose ideals are given by
In other words,
In order to prove this theorem, we need to prove the following lemmas:
As a consequence, x 4 − α 0 is a nilpotent element of R α,β with the nilpotency index as 2p s .
Proof. In R α,β , we have (
Now using the fact that β = 0 and u 2 = 0, we get the desired result.
Proof. Note that when a = b = c = 0, we have p(x) = d, which is trivially a unit in R α,β . Now suppose that a, b, c are not all zero and we shall consider the following three cases separately:
is easy to see that p(x)c
From this, it follows that p(x) is a unit in R α,β .
(ii) Let a = 0 and b = 0. Here p(x) = bx
Next suppose that c is non-zero. When d = 0, we have p(x) = bx 2 +cx = x(bx+c), which is a unit in R α,β by case (i). Now suppose that both c, d are non-zero. Here p(x) = (bx
From this, it follows that p(x) is a unit in R α,β if and only if
is a unit in R α,β . For this, we suppose, on the contrary, that α 0 + (c
) is a non-unit in R α,β . By case (i), we must have c 4 . From this and using the fact that p m ≡ 1(mod 4), we see that α 0 is a square in F p m . This implies that α = α p s 0 is a square in F p m , which is a contradiction. By the above assertion, we see that α + βu + (c
, which is a unit in R α,β by case (i).
, which is a unit in R α,β by cases (i) and (ii).
, where
, it is enough to show that
0 is a square in F p m . This is a contradiction. So by the above assertion, we see that
This completes the proof of the lemma. Proof of Theorem 3.1. To prove this, we first observe that any f (x) ∈ R α,β can be uniquely expressed
, where g(x) ∈ R α,β . Now using Lemmas 3.1 and 3.2, we see that f (x) is a unit in R α,β if and only if a 00 x 3 + b 00 x 2 + c 00 x + d 00 is non-zero. From this, it follows that the ideal x 4 − α 0 consists of all the non-units in R α,β . That is, R α,β is a local ring with the maximal ideal as x 4 − α 0 . By Proposition 2.1, we see that R α,β is a local principal ideal ring, and hence R α,β is a chain ring and all the ideals of R α,β are given by (
that the residue field of R α,β is R α,β / x 4 − α 0 , which contains p 4m elements. From this and using Proposition 2.1 and Lemma 3.1 again, we see that
This completes the proof of the theorem.
. Now working in a similar way as in Theorem 3.1,
we have the following result:
The ring R α −1 ,−βα −2 is a finite commutative chain ring with unity whose ideals are given by
In the following theorem, we determine dual codes of all (α + βu)-constacyclic codes of length 4p s over R.
The following corollary is an interesting consequence of Theorems 3.1 and 3.3.
Corollary 3.1. The ideal u is the only isodual (α + βu)-constacyclic code of length 4p s over R.
Proof. To prove this, we see that for an (α+βu)-constacyclic code C = (x 4 − α 0 ) i to be isodual, we must have |C| = |C ⊥ |, which implies that p 4m(2p
This further implies that
from which the desired result follows immediately.
3.2 p m ≡ 1(mod 4) and β = 0
In this section, we shall determine all α-constacyclic codes of length 4p s over R, where
and α ∈ F p m \ {0} is not a square in F p m . For this, we see that each α-constacyclic code of length 4p s over R is an ideal of the quotient ring
Here by Lemma 2.4(c), we see that there exists
In the following theorem, we determine all α-constacyclic codes of length 4p s over R. 
Type II: (Principal ideals with non-monic polynomial generators)
u(x 4 − α 0 ) i , where 0 ≤ i ≤ p s − 1.
Type III: (Principal ideals with monic polynomial generators)
where
Type IV: (Non-principal ideals)
+b 00 x 2 +c 00 x+ d 00 = 0 and e < T with T as the smallest integer satisfying u(
To prove this theorem, we need to prove the following lemma:
Lemma 3.3. In the ring R α , the following hold:
(a) The element x 4 − α 0 is a nilpotent element of R α with its nilpotency index as p s .
(c) The quotient ring R α is a finite commutative local ring with unity and having the maximal ideal as x 4 − α 0 , u . As a consequence, R α is not a chain ring.
Proof. Proofs of parts (a) and (b) are trivial. To prove (c), we see that any element f (x) ∈ R α can be
. Now by Lemma 3.3, we see that f (x) is a unit in R α if and only if a 00 x 3 + b 00 x 2 + c 00 x + d 00 is non-zero. This implies that f (x) is a non-unit in R α if and only if f (x) ∈ x 4 − α 0 , u . From this, it follows that R α is a local ring with the maximal ideal as x 4 − α 0 , u . Now as u ∈ x 4 − α 0 and x 4 − α 0 ∈ u , we see that the ideal x 4 − α 0 , u is non-principal, which, by Proposition 2.1, implies that R α is not a chain ring. Proof of Theorem 3.4. To prove this, let I be a non-trivial ideal of R α . Here we shall consider the following two cases separately:
It is easy to see that any b(x) ∈ I can be uniquely expressed as
i (x) = 0, which implies that
(ii) Next suppose that I ⊆ u . Here by Lemma 2.5, we see that Res (I) is a non-zero ideal of the ring
s − α , which is a finite commutative chain ring and all its ideals are given by (
where 0 ≤ i ≤ p s . As Res (I) = {0} and I = R α , we must have
Without any loss of generality, we assume that c(x) =
This implies that (
, we observe that there exists g f (x) ∈ R α such that
On the other hand, we see
er (x) = 0.
From this, we see that
This implies that I = (
e , where h(x) is either 0 or of the form
Next we observe that for all j ≥ e, we have u(
which implies that I = (
In the following proposition, we shall determine the integer T, which is defined in Theorem 3.4.
Proof. Working in a similar manner as in Proposition 3.10 of Chen et al. [6] , the result follows.
In the following theorem, we shall determine the size of each α-constacyclic code of length 4p s over R. 
is of the Type III, then
e is of the Type IV, then n C = p 4m(2p
Proof. To prove this, by Lemma 2.5, we see that n C = |C| = |Res (C)||Tor (C)|.
(a) When C = {0}, we have Res (C) = Tor (C) = {0}, which implies that n C = 1.
e , from which part (e) follows.
In the following theorem, we determine dual codes of all α-constacyclic codes of length 4p s over R. 
Proof. Proofs of (a) and (b) are trivial. To prove (c)-(e), we will apply Lemmas 2.1-2.3.
Then it is easy to see that ann(C) = (
From this, we obtain
Next suppose that h(x) is a unit in R α . In order to determine C ⊥ , we see that ann(C) is an ideal of R α . So by Theorem 3.4, we can write ann(C) = (
is either 0 or a unit in R α , c is the smallest integer satisfying u(
and a, b are integers satisfying 1 ≤ a ≤ p s − 1 and 0 ≤ b < c. This implies that
First suppose that 1 ≤ i ≤ p s +t 2 . In this case, we see that (1) holds for a = c = p s − i, g(x) = −h(x) and
Next we assume that
Next we suppose that h(x) is a unit in R α . By Proposition 3.1, we see that T = min{i, p s − i + t}. As e < T, we have e < i and e < p s − i + t. In order to determine C ⊥ , we see that ann(C) is an ideal of R α . So by Theorem 3.4, we can write ann(C) = (
It is easy to see that (2) holds for a = p s − e, b = p s − e + t − i > 0, c = p s − i and g(x) = −h(x). This implies that ann(C) = (
In the following corollary, we determine some isodual α-constacyclic codes of length 4p s over R. 
is the only isodual code of the Type IV in R α when h(x) = 0.
There exists an isodual code of the Type IV in R α when h(x) is a unit in R α .
Proof. Let C be an α-constacyclic code of length 4p s over R. For C to be isodual, we must have
By Theorems 3.5 and 3.6, we see that
. From this, we see that if the code C is isodual, then p s − i = p s + i, which gives i = 0. On the other hand, when i = 0, we have
, which are R-linearly equivalent. This proves (a). and
. From this, we see that the code C is isodual if p s − t = p s + t holds, which gives
In this case, by Theorem 3.6, we have
. If we choose each A j (x) = a j x 3 + c j x with a j , c j ∈ F p m , then it is easy to observe that the codes C and C ⊥ are A j (x)(x 4 − α 0 ) j is either 0 or a unit in R α with each
R-linearly equivalent, which proves (b). (c)
By Theorems 3.5 and 3.6, we have |C| = p 4m(2p
and
. Now if the code C is isodual, then 2p s − i − e = i + e, which gives e = p s − i.
In this case, by Theorem 3.6, we get
, which implies that the codes C and C ⊥ are R-linearly equivalent.
Next let h(x) be a unit in R α . In this case, we have C = (
by Theorem 3.6. Further, if we choose each A j (x) = a j x 3 + c j x with a j , c j ∈ F p m , then it is easy to observe that the codes C and C ⊥ are R-linearly equivalent, which proves (c).
3.3 p m ≡ 3(mod 4) and β = 0
In this subsection, we shall determine the algebraic structure of all (α + βu)-constacyclic codes of length 4p s over R, where p m ≡ 3(mod 4), both α, β ∈ F p m \ {0} and α is not a square in F p m . For this, we recall that each (α + βu)-constacyclic code of length 4p s over R is an ideal of the quotient ring (c) We have
. As a consequence,
Proof. Proof is trivial.
, where γ ∈ F p m satisfies γ 4 + 4α 0 = 0. 
) is a unit in R α,β if and only if α + βu + (c
) is a unit in R α,β if and only if p(x) is a unit in R α,β . Next we observe that α 0 + (c 2 . In view of Lemma 3.4(b), we see that p(x) is a non-unit in R α,β if and only if p(x) is either b(
2 ), where γ 4 + 4α 0 = 0.
(ii) Let a = 0 and d = 0. Here we have p(x) = ax 3 + bx 2 + cx = x(ax 2 + bx + c), which is a unit in R α,β if and only if (ax
(iii) Suppose that both a, d are non-zero. Here we have p(x) = a(
, which is a contradiction as α 0 is a non-square in F p m .
Further, it is easy to observe that p 1 (x) is a unit in R α,β if and only if α 0 + (c
. This implies that p 1 (x) is a unit in R α,β if and only if p(x) is a unit in R α,β .
Next we assert that p 1 (x)( = 0) is a non-unit in R α,β if and only if p(
For this, we see that if c
is a non-zero polynomial over F p m , which is a unit in R α,β . So we assume that c
which, by case (ii), is a non-unit in R α,β if and only if d
This shows that p(x) is a non-unit in R α,β if and only if p(
. This completes the proof of the lemma.
are coprime in R α,β .
In the following lemma, we determine the nil radical of R α,β , which is a set consisting of all the nilpotent elements of R α,β . From now onwards, we shall denote the residue of the element f (x) ∈ R α,β modulo u by Res (f (x)) .
if and only if A 00 (x) is nilpotent in R α,β . Next we assert that A 00 (x) is nilpotent in R α,β if and only if A 00 (x) = 0. For this, we see that A 00 (x) = 0 is trivially nilpotent. Now suppose that A 00 (x) is a nilpotent element of R α,β . Then there exists a positive integer t such that A 00 (x) t = 0 in R α,β . This implies that Res (A 00 (x)
However, as A 00 (x) ∈ F p m [x], we have A 00 (x) t = Res (A 00 (x) t ) . This implies that there exists a positive integer t such that A 00 (x)
. Now by Lemma 3.6(c), we see that the polynomials
. Since A 00 (x) is either 0 or deg A 00 (x) ≤ 3, we must have A 00 (x) = 0, which proves the assertion. From this, it follows that f (x) is a nilpotent element of R α,β if and only if A 00 (x) = 0, which holds if and only if f (x) ∈ x 4 − α 0 . Thus the ideal x 4 − α 0 consists of all the nilpotent elements of R α,β and hence is the nil radical of R α,β .
In the following corollary, we determine all nilpotent elements, non-units and units of the ring R α,β . Proof. It follows immediately from Lemmas 3.5 and 3.7.
In the following theorem, we show that R α,β is a semi-local ring with unity when p m ≡ 3(mod 4), α, β are non-zero and α is not a square in F p m . Proof. We will first show that for ǫ ∈ {1, −1}, the ideal
is a maximal ideal of R α,β . For this, we see that as R α,β is a commutative ring with unity, it is enough to prove that
is a field for each ǫ ∈ {1, −1}. For this, we observe that R α,β / x 2 + ǫγx +
: a, b ∈ F p m } , which is a commutative ring with unity. Now to show that
is a field, we need to show that every non-zero element of
is a unit. For this, let
, where a, b ∈ F p m are not both zero. As the polynomial
. From this, it follows that ax+b+
Next we assert that x 2 + γx + . Recall that the nil radical N α,β of R α,β is the intersection of all its prime ideals and the Jacobson radical J α,β of R α,β is the intersection of all its maximal ideals. As R α,β is a commutative ring with unity, every maximal ideal of R α,β is prime, which implies that N α,β ⊆ J α,β . By Lemma 3.7, we see that N α,β = x 4 − α 0 , which implies that x 4 − α 0 is contained in every maximal ideal of R α,β . In particular, we have x 4 − α 0 ⊆ N . Further, by Lemma 3.4(c), we see that N = x 4 − α 0 , which implies that
Next we assert that
, where ǫ ∈ {1, −1}. Suppose, if possible, that for some ǫ ∈ {1, −1},
. By Lemma 3.5, we note that every non-zero polynomial ax + b ∈ F p m [x] is a unit in R α,β . Now using the fact that deg C 0 (x) ≤ 3, we see that
On the other hand, since n(x) ∈ N and x 4 − α 0 N , we see
is a maximal ideal of R α,β and N = x 2 + ǫγx + . Therefore by Lemma 3.5, we see that C 0 (x) is a unit in R α,β , which implies that n(x) ∈ N is a unit in R α,β . This further implies that N = R α,β , which is a contradiction. This completes the proof of the theorem. 
Furthermore, each ideal
Proof. By Lemmas 3.4(c) and 3.6, we see that the irreducible factorization of
. Now working as in Lemmas 3.5 and 3.7, Theorem 3.7 and using Proposition 2.1, the desired result follows.
From the above lemma, we deduce the following:
Proof. Working as in Corollary 3.3 and using Lemma 3.8, the desired result follows immediately.
In the following theorem, we determine all (α + βu)-constacyclic codes of length 4p s over R, i.e., ideals of the ring R α,β . 
Type II (Principal ideals with non-monic polynomial generators)
Type III (Principal ideals with monic polynomial generators)
Proof. Let I be a non-trivial ideal of R α,β . Here we shall consider the following two cases separately: (i) I ⊆ u and (ii) I ⊆ u . 
(ii) Next suppose that I ⊆ u . 
∈ Res (I), there exists an element a(x) ∈ R α,β such that
Without any loss of generality, we assume that
That is, we have
. Now for all ℓ ≥ max{i, j}, we observe that . This implies that
where L(x) is a unit in R α,β by Corollary 3.4(c). Since A(x) = x 2 + γx + . From this and using (3), we get θ 1 = θ 2 = 0. This implies that
Further, as i = j = p s does not hold, we see that p s − i + a = p s − j + b = 0 can not hold. Now we will
show that I = I 1 . For, if this is not so (i.e., I 1 I), then for every f (x) ∈ I \ I 1 , we observe that there exists G f (x) ∈ R α,β such that f (x) − G f (x) x 2 + γx + Again using the fact that F p m [x] is a unique factorization domain and using Lemma 3.6, we can write
is not divisible by x 2 + γx + satisfying κ f * = κ and µ f * = µ. Suppose, if possible, that there does not exist f * (x) ∈ I \ I 1 satisfying κ f * = κ and µ f * = µ. Then there exist elements f 1 (x), f 2 (x) ∈ I \ I 1 such that κ f1 = κ, µ f1 > µ, κ f2 > κ and µ f2 = µ. That is, we have H f1 (x) = x 2 + γx + (a j0 x + b j0 )(x 2 + ǫγx + Proof. Working in a similar manner as in Theorem 3.6, and using Proposition 3.2 and Lemma 3.14, the desired result follows.
In the following corollary, we determine some isodual α-constacyclic codes of length 4p s over R.
Corollary 3.6. (a) The ideal u ⊆ R α is an isodual α-constacyclic code of length 4p s over R.
