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Chapitre 1 
Introduction 
 
 
 
La course à la performance, la rentabilité et la fiabilité a rendu les systèmes industriels de plus en 
plus complexes et sont de ce fait de plus en plus sensibles aux défauts. Leurs conséquences 
peuvent être importantes en termes de productivité (arrêt inutile d'une installation), de sécurité 
(anomalie non détectée) ou de qualité de la production (mesure incorrecte de la grandeur à 
contrôler). Le diagnostic de défauts devient donc une tâche indispensable à la bonne conduite de 
ces systèmes complexes [9], [62].  
Depuis les années soixante, un fort intérêt relatif au diagnostic de défauts s'est manifesté à propos 
de la sûreté de fonctionnement. Cet intérêt s'est tout d'abord focalisé sur les grands systèmes 
comme ceux du nucléaire, de la pétrochimie et de l'aérospatial. Les notions correspondantes 
comme surveillance, supervision sont proposées. Un système de surveillance doit permettre de 
caractériser le mode de fonctionnement d'un système en enregistrant des informations, en 
reconnaissant et en indiquant les anomalies du comportement. Les fonctions de supervision 
servent alors à indiquer les états indésirables ou non permis du procédé, et à prendre les actions 
appropriées pour maintenir la bonne conduite et éviter tout endommagement ou accident.  
La terminologie dans ce domaine n'est pas vraiment cohérente. Afin de fixer une base commune, 
il convient tout d'abord d'expliciter quelques définitions. La plupart d'entre elles ont été discutées 
au sein du SAFEPROCESS Technical Commitee of International Federation of Automatic 
Control IFAC [41]. 
• Défaut : Un écart non permis d'au moins une propriété ou un paramètre caractéristique du 
système par rapport au comportement nominal (usuel ou acceptable). 
• Défaillance : Une interruption permanente de la capacité du système à remplir une 
fonction requise dans des conditions d'opérations spécifiées. 
• Résidu : Un indicateur de défaut basé sur la différence entre les mesures et les calculs 
basés sur un modèle. 
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• Détection : La détermination de la présence de défauts et de l'instant de leurs 
occurrences. 
• Isolation : La détermination du type, de la localisation et de l’instant d’occurrence d'un 
défaut. 
• Identification : La détermination de la taille et du comportement temporel d'un défaut. 
• Diagnostic : La détermination du type, de la taille, de la localisation et de l'instant 
d'occurrence d'un défaut, il suit la détection de défauts et inclut l'isolation et 
l'identification. 
• Surveillance : Une tâche continue, réalisée en temps réel, de détermination de l'état d'un 
système physique qui consiste en l'enregistrement des informations ainsi qu'en la 
reconnaissance et l'indication des anomalies du comportement. 
• Supervision : La surveillance d'un système physique et la prise de décisions appropriées 
en vue de maintenir son opération lors de l'apparition de défauts. 
 
Un défaut est donc un mauvais fonctionnement du système conduisant à une dégradation de ses 
performances. En d’autres termes un défaut est une modification suffisante des caractéristiques 
d'un système ou d'un de ses composants pour qu'une fonction ne puisse plus être correctement 
remplie. 
On dit qu'il y a un défaut dans un système dynamique quand la différence entre les 
comportements du système et son modèle nominal est importante. Une manière de décrire le 
défaut est, de le définir comme la déviation du vecteur de paramètres du système par rapport à sa 
valeur nominale. En conséquence, la procédure d'isolation du défaut doit trouver le paramètre 
défectueux dans le vecteur de paramètres du système et la procédure d'identification du défaut 
doit estimer la valeur du paramètre défectueux. 
Le défaut se distingue de la défaillance dans la mesure où il n'y a pas "arrêt" de la fonction mais 
seulement dysfonctionnement. 
Un système de commande se compose habituellement de trois parties : le procédé, les capteurs et 
les actionneurs. Les défauts peuvent provenir essentiellement de chacune de ces trois parties, 
comme l’illustre la figure 1.1. Dans cette thèse, nous traitons le problème de l’isolation et 
l’identification des défauts sur la dynamique du procédé. Cependant la méthodologie proposée 
peut être facilement utilisée pour les défauts issus des actionneurs et des capteurs. 
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Figure 1.1 
 
En ce qui concerne le comportement temporel, les défauts peuvent être classifiés en trois types : 
les défauts abrupts, les défauts intermittents et les défauts graduels [40]. 
Défaut abrupt : 
Ce défaut a un comportement temporel discontinu: 
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Où : )( ftt −β  représente le comportement temporel du défaut. Ce type de défauts est caractérisé 
par une discontinuité dans l'évolution temporelle de la variable. Cette évolution, si elle ne 
correspond pas aux évolutions dynamiques normales attendues pour la variable, est 
caractéristique d'une panne brutale de l'élément en question: arrêt total ou partiel, déconnexion.  
Défaut intermittent : 
Ce défaut est un cas particulier de défaut abrupt avec la propriété particulière que le signal revient 
de façon aléatoire à sa valeur normale. Ce type de défauts caractérise les faux contacts. 
Défaut graduel : 
Ce défaut a un comportement temporel lent: 
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Où : α  est une constante positive. Ce type de défauts est très difficile à détecter car son évolution 
temporelle a la même signature que celle d'une modification paramétrique lente représentant une 
non stationnarité du procédé. Ce type de défauts est caractéristique d'un encrassement ou d'une 
usure de pièce.  
Notre travail sera principalement focalisé sur les défauts abrupts. 
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 Les travaux sur la détection et l'isolation de défauts (FDI) et ceux dédiés au diagnostic montrent 
une grande diversité à la fois dans les points de vues et dans les méthodes utilisées. Il existe 
plusieurs façons de catégoriser ces différentes méthodes, mais nous pouvons les classer en deux 
groupes: les approches basées sur la connaissance, issues de l'informatique et les approches 
basées sur le contrôle et l'ingénierie des systèmes, issues de l'automatique. 
Notre étude sera limitée à la deuxième catégorie qui est connue aussi dans la littérature par le 
vocable approches analytiques. Ce choix n'est pas lié à l'importance d'une catégorie ou de l'autre. 
Plus de détails sur les approches à base de connaissances sont présentés dans [1], [71]. Dans les 
approches analytiques, les méthodes peuvent être subdivisées en deux groupes: les méthodes 
basées sur l'exploitation directe des signaux et celles basées sur un modèle mathématique du 
procédé. 
Dans les méthodes basées sur l'exploitation directe des signaux, les signaux sont comparés à des 
seuils préétablis, le franchissement de l'un d'eux alertant d'un comportement anormal, mais ne 
permettant pas d'en déterminer la cause (Isolation de défaut). Afin de faire cette comparaison, les 
signaux mesurables sont analysés en utilisant des modèles de signaux comme les fonctions de 
corrélation, les spectres de fréquence, des modèles ARMA ou bien les valeurs de certaines 
caractéristiques (i.e. variances, moyennes, amplitudes, fréquences). L'analyse des signaux peut 
être aussi abordée en utilisant les approches statistiques [13]. Ce genre de méthodes a des 
inconvénients sérieux. Le premier inconvénient est la possibilité de déclencher des fausses 
alarmes en cas de bruit, de variations d'entrée et de changement de point de fonctionnement. Le 
deuxième inconvénient est qu'un défaut simple pourrait causer des changements sur plusieurs 
signaux et pourrait donc apparaître en tant que défauts multiples, et par conséquent l’isolation de 
défauts est très difficile. Dans le cas où le système opère en boucle fermée, les changements dans 
le procédé sont compensés par les actions de contrôle et ne peuvent pas être détectés à partir des 
signaux de sortie. La contre-réaction empêche alors la détection précoce des défauts. Le grand 
avantage de cette méthode est sa simplicité ; cependant, elle n’est capable de réagir qu’à la suite 
d’un changement relativement important d'une caractéristique. Par conséquent, l'utilisation d'une 
vérification de la cohérence pour un certain nombre de signaux peut éliminer les problèmes 
mentionnés ci-dessus, c’est une manière importante d'augmenter la capacité de diagnostic de 
défaut d'un système automatisé.  
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L'approche initiale de la vérification de la cohérence pour le diagnostic de défaut est la 
redondance matérielle. Cette méthode est basée sur la duplication du matériel, c.-à-d. des capteurs 
et des actionneurs. Alors des tests de comparaison entre ces équipements peuvent être utilisés 
pour détecter une occurrence de défaut. Les inconvénients principaux de cette redondance 
matérielle sont le coût supplémentaire d'équipement et d'entretien. Une alternative est la 
redondance analytique qui utilise un modèle mathématique et les entrées/sorties du système afin 
de générer un signal de diagnostic. Ce signal devrait être généré de telle sorte qu’il soit différent 
de zéro seulement quand un défaut s'est produit et peu sensible autant que possible à d'autres 
signaux non significatifs. Dans ce qui suit, ce signal de diagnostic sera désigné sous le vocable de 
résidu. Dans cette approche aucun équipement supplémentaire n'est nécessaire. Un modèle 
mathématique est utilisé pour décrire la relation entre les variables mesurées et les défauts. 
D'ailleurs, aucun défaut de matériel additionnel n'est présenté dans un schéma de redondance 
analytique, parce qu'aucun matériel supplémentaire n'est exigé, en conséquence la redondance 
analytique est potentiellement plus fiable que la redondance matérielle. 
La redondance analytique utilise un modèle mathématique du procédé surveillé et est souvent 
appelée « approche basée sur le modèle » pour le diagnostic de défauts [29]. La figure 1.2 
montre, pour le cas des capteurs, la comparaison de diagnostic entre l’approche par redondance 
matérielle et celle par redondance analytique. La même approche peut être utilisée pour les 
actionneurs. Dans ce travail, nous traitons uniquement l’approche par redondance analytique.  
 
 
Procédé 
Capteurs 
redondants 
Logique de 
diagnostic 
Logique  de 
diagnostic 
   Capteurs 
Modèle 
mathématique 
Résultat du 
diagnostic 
Résultat du   
diagnostic 
Entrée 
Figure 1.2 
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 Le diagnostic de défaut basé sur la redondance analytique concerne principalement le diagnostic 
de défaut en ligne, dans lequel le diagnostic est effectué pendant le fonctionnement du système. 
Le modèle du système utilisé pour le diagnostic de défaut basé sur la redondance analytique est le 
modèle du système en boucle ouverte bien que le système soit en boucle fermée. Par conséquent, 
les informations utilisées pour le diagnostic de défaut sont la sortie mesurée par les capteurs et 
l'entrée fournie par les actionneurs. C'est parce que ces informations d'entrée et de sortie sont 
liées au système en boucle ouverte qu’elles permettent le diagnostic de défaut basé sur la 
redondance analytique. Par conséquent, il n'est pas nécessaire de considérer le contrôleur dans la 
conception d'un schéma de diagnostic de défaut. Le diagnostic de défaut peut être traité comme 
un problème particulier d'observation. Dans le cas où l'entrée de l’actionneur n'est pas disponible, 
le seul choix est d’utiliser la commande de référence et la sortie mesurée, c.-à-d. le modèle du 
système en boucle fermée. Dans ce cas, le contrôleur joue un rôle important dans la conception 
des schémas de diagnostic. Puisque, un contrôleur robuste peut désensibiliser les effets dus au 
défaut et rendre le diagnostic très difficile. Dans un tel cas, la meilleure solution est de concevoir 
le schéma de diagnostic de défaut et le contrôleur simultanément. 
Une approche populaire de la redondance analytique est le filtre de détection qui a été présenté 
par Beard [6] et a été améliorée par Jones [43]. Il est connu aussi sous le nom du filtre de 
détection de Beard-Jones (BJD). Le filtre de BJD est conçu de telle manière que la direction du 
résidu peut être utilisée pour identifier une occurrence spécifique de défaut. Dans [53] et [54] , 
une interprétation géométrique compréhensive du filtre de BJD est effectuée. D'autres solutions 
pour la conception du filtre de détection peuvent être trouvées dans les travaux de [15] et [74]. 
D'ailleurs, la conception des filtres de détection pour les systèmes non linéaires est faite par 
Isidori dans [23]. Une autre approche pour résoudre de tels problèmes est l'utilisation de 
méthodes d’apprentissage des systèmes comme par exemple des réseaux de neurones [63].  
Comme nous l’avons mentionné, les méthodes de diagnostic de défaut basées sur la redondance 
analytique utilisent des variables appelées les résidus [16]. Les résidus sont identiquement égaux 
à zéro tant qu’il n’y a pas de défaut, ils sont différents de zéro quand il y a des défauts dans le 
système. En surveillant les valeurs des résidus, la détection de défaut peut être effectuée. Les 
résidus sont conçus de telle manière que les effets des différents défauts sur chaque résidu soient 
différents, l'analyse des résidus mène à l’isolation de défauts. Cependant, les problèmes 
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d’isolation et d'identification de défaut sont plus difficiles que le problème de détection de défaut. 
Dans ce travail, nous nous intéressons aux problèmes d’isolation et d'identification de défaut. 
Pour la détection de défaut, une méthode existante [79-80] est utilisée. On suppose seulement que 
la détection de défaut est assez rapide ; une fois qu'un défaut se produit, il est détecté 
immédiatement et la procédure d’isolation est déclenchée. L’instant de l'occurrence du défaut et 
l’instant du début de la procédure d'isolation sont considérés les mêmes et sont  notés par . ft
Le problème de détection et isolation de défaut pour les systèmes linéaires a été étudié 
intensivement dans la littérature ( [27], [28], [30], [56], [59], [60] ). Deux approches 
fondamentales sont proposées: l’une est basée sur l'ensemble structuré des résidus [18], [31] et 
l’autre sur le vecteur des résidus directionnel fixe [53], [58]. Dans l'approche basée sur l'ensemble 
structuré des résidus, chacun des résidus est construit pour être sensible à un sous-ensemble de 
défauts, et insensible à d'autres. D'autre part, les résidus directionnels sont construits de telle 
façon que la réponse à un défaut particulier se situe dans une direction spécifique dans l'espace 
résiduel. Ces propriétés souhaitables des résidus peuvent être réalisées pour les systèmes linéaires 
parce que des outils analytiques puissants sont disponibles dans la littérature. Alors des 
algorithmes de FDI correspondants peuvent être réalisés. Cependant, l'application de ces 
algorithmes linéaires est limitée parce que les systèmes industriels sont généralement non 
linéaires et souvent cette non linéarité est amplifiée par le défaut, ce qui peut conduire à un 
changement du point de fonctionnement normal. Par conséquent, le développement de méthodes 
de détection et d’isolation de défauts pour des systèmes non linéaires joue un rôle significatif 
dans des applications réelles.   
Les méthodes existantes de détection et d’isolation de défauts pour les systèmes non linéaires 
peuvent être classifiées en trois catégories : les méthodes basées sur la théorie géométrie 
différentielle, celles basées sur la théorie de l'espace de parité et enfin celles basées sur 
l'estimation des paramètres. La plupart de ces travaux sont basés sur l’utilisation des observateurs 
non linéaires [37], [67], [68] et [77]. Les observateurs sont utilisés pour estimer les variables 
d'état du système, ces variables estimées sont alors utilisées pour reconstituer les sorties du 
système et pour calculer les résidus. 
 
Il est possible de construire un ensemble structuré des résidus si : 
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• l'espace d'état du système peut être découplé par une transformation de coordonnées 
appropriées en un ensemble de sous-espaces d'état ; 
• un de ces sous-espaces est insensible à un sous-ensemble de défauts mais sensible à tous 
les autres ; 
• on peut trouver une fonction de sortie modifiée pour laquelle seulement le sous-espace 
d'état mentionné est observable. 
Dans ce cas, les méthodes puissantes de détection et d’isolation de défaut basées sur l'ensemble 
structuré des résidus peuvent être développées pour les systèmes dynamiques non linéaires [23], 
[37], [38], [46], [78], et ce type de méthodes est basé sur la théorie de la géométrie différentielle 
[42], ses applications sont limitées parce qu'il est difficile, dans certains cas, de trouver un cadre 
approprié de découplage et des fonctions de sortie appropriées pour un système dynamique non 
linéaire.  
D’autres approches connues, appelées méthodes utilisant l’espace de parité [65], [68], dont le 
principe est de vérifier la parité (cohérence) du modèle du procédé avec les sorties mesurées et 
des entrées connues du procédé. Les équations de parité sont formulées par reconstruction de la 
structure du modèle et en transformant les variables du système.  Ces équations de parité sont 
employées pour former les résidus structurés. Comme outil mathématique pratique, la théorie 
d'élimination [20-21] est habituellement employée dans ce cas là. Jusqu'ici, des méthodes de 
l'espace de parité ont été seulement étudiées pour le cas des systèmes linéaires [18], des systèmes 
bilinéaires [76], des systèmes d'états affines [19]. Quelques extensions pour le cas des systèmes 
dynamiques non linéaires ont été faites ces dernières années [68], mais essentiellement limitées 
au cas des systèmes algébriques.  
Les méthodes basées sur l’estimation des paramètres ( [24], [44], [69], [73], [75], [79-80] ) 
utilisent habituellement les observateurs adaptatifs, c.-à-d. estimation jointe de l’état et des 
paramètres. Après l’occurrence de défaut, au moyen de la procédure d'identification des 
paramètres, si les paramètres de l’observateur adaptatif convergent vers les paramètres du 
système, les paramètres défectueux du système peuvent être identifiés, le défaut est alors isolé. La 
condition d'application de ce type de méthodes est la disponibilité de ces observateurs adaptatifs 
pour le système considéré. Ainsi ce type de méthodes peut être utilisé pour beaucoup de classes 
de systèmes dynamiques non linéaires pour lesquels cette condition est satisfaite. En effet, la 
conception de ces observateurs adaptatifs pour tous les systèmes non linéaires avec une 
        - 8 - 
convergence globale en ce qui concerne l'état et les paramètres est difficile, l'application de ce 
type de méthodes est donc limitée. Pour pallier ce problème, Zhang [79-80] utilise une 
supposition que le défaut considéré est provoqué par le changement d'un paramètre. Cette 
supposition basée sur la considération que la probabilité de l'occurrence de défaut causée par les 
changements multiples de paramètres est faible dans la plupart des applications réelles. Dans la 
méthode de Zhang [79-80], un défaut est défini comme la déviation d'un paramètre du système 
dynamique non linéaire. Une banque d’observateurs adaptatifs et des résidus sont établis pour 
tous les défauts possibles. Chacun d'eux correspond à un paramètre du système et cet observateur 
adaptatif identifie en ligne seulement ce paramètre. Après l’occurrence d'un défaut, tous les 
résidus deviennent différents de zéro à cause de la déviation des paramètres du système. Les 
observateurs adaptatifs sont déclenchés pour suivre le comportement du système dynamique non 
linéaire en identifiant les paramètres correspondants respectivement. Seul l'observateur adaptatif 
qui estime le paramètre défectueux du système dynamique non linéaire peut suivre correctement 
le comportement du système non linéaire. Après une phase transitoire, seul le résidu basé sur cet 
observateur adaptatif peut converger vers zéro tandis que les autres ne le peuvent pas. En 
conséquence le défaut est isolé.  
Les méthodes basées sur l’estimation des paramètres se fondent sur des procédures 
d'identification, cette dépendance a un inconvénient du fait que la vitesse de convergence n’est 
pas satisfaisante car l'identification de paramètre nécessite beaucoup de temps. 
La technique d’isolation de défaut est utilisée dans le système de commande tolérante aux fautes 
(FTC) [8], [9], [14], [50] et [61]. Dans ce cas, deux choses sont importantes : la première est la 
vitesse d'isolation et la seconde est l'identification du paramètre défectueux. Afin d'estimer la 
valeur du paramètre défectueux le plus tôt possible, l'isolation doit être très rapide. L’estimation 
de la valeur de ce paramètre défectueux est très utile pour la reconfiguration du contrôleur dans le 
système de FTC.  
Les méthodes existantes d’isolation de défaut prêtent peu d'attentions sur l'identification du 
paramètre défectueux. Les méthodes basées sur la théorie géométrie différentielle et les méthodes 
basées sur la théorie de l'espace de parité ne fournissent pas l'estimation du paramètre défectueux. 
La méthode basée sur les observateurs adaptatifs peut fournir l'estimation du paramètre 
défectueux mais les vitesses de l'isolation et de l'identification de paramètre ne sont pas idéales.  
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Considérons le cas où la méthode utilisée est basée sur l’estimation de paramètres. Après 
l'occurrence de défaut, si la valeur initiale du vecteur de paramètre de l’observateur adaptatif est 
choisie très près de la valeur du vecteur de paramètre du système, l’identification peut se faire 
rapidement. C'est-à-dire, afin de rendre l'isolation plus rapide, il faudrait commencer la tâche de 
l’isolation à partir d’un paramètre initial qui est proche de la valeur du paramètre défectueux du 
système. Cette idée nous a servi de base pour le développement d’une nouvelle méthodologie.  
Dans ce travail nous proposons une nouvelle méthode d’isolation et d'identification de défaut 
pour les systèmes dynamiques non linéaires. Cette méthode est basée sur la caractéristique 
monotone de l'erreur d’observation de l'observateur en  fonction de la différence singulière de 
paramètres. Le sous-espace correspondant à chaque paramètre est divisé en un certain nombre 
d’intervalles, on construit un observateur d'isolation pour chaque intervalle. La valeur du 
paramètre de l’observateur d’isolation est choisie comme un point dans l’intervalle. Après 
l’occurrence du défaut, la valeur du paramètre défectueux doit être dans un des intervalles du 
paramètre. L’amplitude du résidu calculé par l'observateur d'isolation qui correspond à l'intervalle 
contenant la valeur du paramètre défectueux sera petite et donc l’évolution du résidu sera dans le 
domaine limité par les deux seuils dynamiques à tout instant (pour les seuils dynamiques voir le 
chapitre 3). Par contre, les résidus correspondant aux autres intervalles de paramètre 
maintiendront leurs grandes amplitudes et leurs évolutions ne sont pas limitées par les deux seuils 
dynamiques correspondants. Par conséquent l’intervalle contenant la valeur du paramètre 
défectueux peut être déterminé et le défaut est donc isolé et identifié. Cette méthode est 
conditionnée par la caractéristique monotone de la fonction dynamique du système en fonction du 
paramètre singulier, on ne fait aucune autre supposition particulière concernant la classe des 
systèmes dynamiques non linéaires. On peut montrer que cette méthode a des points communs 
avec celle basée sur les observateurs adaptatifs. Cependant, cette dernière a l’inconvénient 
d’avoir une vitesse d’isolation lente causée par la procédure d’identification des paramètres. Pour 
pallier ce problème, nous proposons cette méthode qui utilise comme conditions initiales des 
paramètres, des valeurs à l’intérieur de l’intervalle correspondant. Ceci permet de choisir une 
valeur proche de celle du paramètre défectueux pour l’intervalle qui contient le défaut. 
Puisque notre méthode concerne l'utilisation de l'intervalle, nous devrions mentionner la méthode 
de l'arithmétique d'intervalles [5], même si elle n'est pas basée sur cette théorie. Dans cette 
méthodologie les incertitudes des paramètres du système sont exprimées par un intervalle. Selon 
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l'intervalle et une certaine condition initiale du système, l'enveloppe est calculée. Cette enveloppe 
représente les trajectoires en fonction du temps des valeurs minimales et maximales possibles de 
la variable de sortie du système. Par conséquent, cette enveloppe inclut la famille des courbes 
temporelles. Les différentes courbes temporelles sont imperceptibles, de sorte qu’on ne peut pas 
les distinguer. En particulier, chacune des deux courbes limites formant l'enveloppe souvent ne 
correspond à aucune trajectoire temporelle de la famille des courbes. D'ailleurs, une arithmétique 
d'intervalles ne fournit pas toujours une enveloppe exacte, c'est-à-dire l'enveloppe peut être plus 
grande ou plus petite que le domaine contenant la famille des courbes temporelles. Par 
conséquent ces approches basées sur l’arithmétique d'intervalles ne sont pas appropriées à notre 
méthode. 
Dans [64] et [72], l'arithmétique d'intervalles est utilisée pour estimer les états du système. 
L'arithmétique d'intervalles est également utilisée pour la détection et l’isolation de défaut. Dans 
[7], l'intervalle est utilisé pour représenter les incertitudes des mesures disponibles pour dériver 
les tolérances résiduelles. Plus de détails sur l'utilisation de l'arithmétique d'intervalles pour la 
détection et l’isolation de défaut peuvent être trouvés dans [66]. Cet article concerne la détection 
de défaut sous la considération des incertitudes, des simplifications et des approximations des 
modèles. L'intervalle contient la valeur nominale du vecteur de paramètres et cet intervalle 
représente les maximums des déviations positives et négatives des paramètres du système 
provoquées par les incertitudes de modélisation, des simplifications et des approximations. Selon 
l'intervalle, l’enveloppe est calculée ; quand la mesure de la sortie du système est en dehors du 
domaine limité par l’enveloppe, un défaut est détecté.  
Un autre exemple de l'arithmétique d'intervalles utilisée pour l’isolation de défaut est présenté par 
[26]. Dans cette méthode, chaque paramètre incertain du système est représenté par une variable 
bornée. Les incertitudes du système sont décrites par un ensemble de variables bornées. Le 
système contenant des incertitudes a une sortie décrite par un domaine, qui inclut tous les 
comportements normaux possibles et est calculé en utilisant l'arithmétique d'intervalles. Selon les 
variables bornées du système, le domaine de sortie est calculé. En comparant la valeur de sortie 
mesurée au domaine de sortie, la cohérence entre les comportements du système et son modèle 
est vérifiée. Le principe d'isolation est basé sur le raisonnement causal. Le système est 
décomposé en sous-ensembles et par conséquent le graphe causal dépendant des sous-systèmes et 
de leurs variables d'entrée et de sortie est construit. Les domaines de sortie correspondant aux 
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sous-systèmes sont calculés et utilisés pour vérifier les cohérences des sous-systèmes et des 
variables correspondantes. L'effet de l’isolation de défaut est fondé sur la décomposition du 
système et la construction du graphe causal. 
Dans ces méthodes de détection et d’isolation de défaut basées sur l'arithmétique d'intervalle, 
l'intervalle est utilisé pour représenter les incertitudes du système normal. Le but de l’utilisation 
de l'arithmétique d'intervalles est d'augmenter la robustesse de la méthode de détection et 
d’isolation de défaut sous la considération des incertitudes du système. Particulièrement 
l'arithmétique d'intervalles est utile pour établir un cadre de détection de défaut robuste sous le 
contexte des incertitudes du système. Néanmoins le mécanisme de base d’isolation de défaut n'a 
aucun rapport avec l'arithmétique d'intervalles.  
Au sujet de l'utilisation des observateurs d'intervalles, il y a également d'autres exemples qui sont 
basés sur la conception des "systèmes coopératifs" [25], [35]. La méthode concerne l'utilisation 
des observateurs d'intervalles pour l'estimation dynamique des bornes des variables non mesurées 
(ou des paramètres) du système dynamique incertain. Cette méthode a une condition particulière 
sur la matrice du Jacobien de l'erreur d’observation de l'observateur dynamique. Cette condition 
augmentera la limitation de l'application de la méthode. 
 
Cette thèse est organisée comme suit. Dans le chapitre 2, quelques connaissances de base 
concernant notre méthode et quelques hypothèses sur les systèmes considérés sont données. 
Particulièrement, les techniques des observateurs non linéaires utilisées dans ce travail sont 
exposées. Dans le chapitre 3, les méthodes d’isolation et d’identification de défaut basées sur 
l’utilisation des intervalles des paramètres avec les seuils dynamiques non adaptatifs sont 
présentées. Dans le chapitre 4, les seuils dynamiques non adaptatifs du troisième chapitre sont 
remplacés par les seuils dynamiques adaptatifs. Par conséquent, la précision de l'estimation de la 
valeur du paramètre défectueux et la fiabilité de l'isolation sont augmentées. Dans le chapitre 5, 
on propose des méthodes d’isolation et d'identification améliorées, qui n’utilisent pas les seuils 
dynamiques. Les seuils dynamiques sont supprimés et le nombre d'observateurs nécessaires pour 
q intervalles est réduit de 5q à q+1.  
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Chapitre 2 
Observateurs non linéaires et détection de défauts 
 
 
 
Dans ce chapitre, des connaissances de base au sujet de notre méthode et quelques hypothèses sur 
les systèmes considérés sont données. Les formulations des systèmes dynamiques non linéaires 
étudiés et la définition du défaut sont présentées. Afin de développer les algorithmes d'isolation 
de défaut du système, la caractéristique de distinguabilité de l’espace de paramètre du système est 
définie. Nous donnons quelques notions sur les observateurs qui sont des outils importants 
utilisés dans le domaine de la détection et de l’isolation des défauts (FDI). Nous introduisons un 
observateur non linéaire qui est conçu en utilisant la théorie des systèmes non linéaires et un 
observateur adaptatif non linéaire. La détection de défaut n'est pas l'objectif de ce travail, nous 
nous intéressons uniquement au problème de l’isolation et de l’identification de défaut.  
  
2.1 Formulations des systèmes dynamiques non linéaires et de défaut 
Le système dynamique non linéaire considéré est décrit par : 
                                                                                                                       (2.1) ⎩⎨
⎧
=
=
Cxy
uxfx ),,( θ&
où, est le vecteur d'état du système,  est le vecteur des paramètres supposé 
constant,  est le vecteur d'entrée du système,  est le vecteur de sortie du système. 
 est une matrice de dimension .  est la valeur nominale de 
nRx ∈ pR∈θ
mRu ∈ lRy ∈
C nl × 0θ θ .  La fonction non linéaire 
),,( uxf θ  et sa première dérivée partielle par rapport à x  et par rapport à θ  sont continues, 
bornées et Lipschitz en x  et θ . 
La  composante du vecteur de sortie du système est notée comme: èmeh
                                                  xcy hh =
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Où  est le  vecteur ligne de la matrice C . La sortie scalaire  sera utilisée pour 
l’isolation du défaut, donc le choix de  doit garantir que le sous espace observable d'état basé 
sur  peut refléter les défauts considérés.  Sans perte de généralité, nous supposons que 
, où sa  composante est égale à 1, tandis que les autres sont égales à 
zéro. Par conséquent: 
hc
èmeh hy
hc
hy
[ 0,,0,1,0,,0 LL=hc ] èmeh
                                                  hh xy =
Si ce n'est pas le cas, nous pouvons faire une transformation par difféomorphisme comme: 
 dans laquelle . )(' xx tΨ= 'hh xy =
 
Définition 2.1  
Il y a un défaut dans le système dynamique (2.1), si la différence:   
                                                                                (2.2) ),,(),,(),,,( 00 uxfuxfuxf θθθθ −=∆
entre le système (2.1) et son modèle nominal  induite par la différence des 
vecteurs de paramètre  est grande.                                                                         
),,( 0 uxfx θ=&
0θθθ −=∆ •  
Comme ),,( uxf θ  et sa première dérivée partielle par rapport à θ  est continue, bornée et 
Lipschitz en θ , par conséquent on peut supposer qu’après l’occurrence d’un défaut, la différence 
des vecteurs de paramètres entre le système et son modèle nominal est grande.  
Pour un système sans défaut, le vecteur des paramètres θ  sera égal à . Par contre pour le 
système avec défaut, le vecteur des paramètres est noté . La notation 
0θ
fθ θ  représente  ou  
suivant le contexte. 
0θ fθ
 
Remarque 2.1 
Dans la définition 2.1, le sens du mot "grande" est relatif à la différence dynamique 
 du système sans défaut provoqué par des incertitudes de paramètres               ),,,( 0 uxf θθ∆ •  
Dans ce travail, le cas de défauts multiples n’est pas considéré.  
 
2.2 Caractéristique  distinguable de l'espace de paramètre 
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Définition 2.2  
Considérons ,  deux vecteurs de l'espace des paramètres du système dynamique non 
linéaire et soit  l'état augmenté du système,  est un point dans 
l'espace d'état augmenté. Si  on dit que ces deux vecteurs ,  dans 
l'espace des paramètres ( ) sont distinguables ponctuellement dans cet point d'état 
augmenté. En conséquence, le point  est un point d'état augmenté permettant de distinguer les 
deux vecteurs ,  dans l’espace des paramètres. 
iθ jθ 
))(),(()( tutxtz
∆= ),( lll uxz =
),(),( jlil zfzf θθ ≠ iθ jθ
ji θθ ≠
lz
iθ jθ
Tous les points de cet espace d’état augmenté permettant de distinguer les deux vecteurs de 
paramètres  et  forment un sous espace d’état permettant de distinguer ces deux vecteurs. Si 
l'évolution de l'état augmenté demeure dans ce sous espace d’état, on dit que ces deux vecteurs 
 et  sont distinguables                                                                                                         
iθ jθ
iθ jθ •  
 
2.3 Observateur non linéaire et observateur adaptatif non linéaire 
La plupart des travaux effectués sur la détection et l'isolation de défaut dans les systèmes 
dynamiques non linéaires sont basés sur les observateurs non linéaires [68]. Dans ce paragraphe 
nous rappelons quelques notions sur la théorie des observateurs non linéaires. 
Pour les systèmes dynamiques linéaires, les problèmes liés à la conception des observateurs sont 
pratiquement résolus. Cependant, pour les systèmes dynamiques non linéaires, il n’existe pas de 
solutions universelles.   
 
2.3.1 Observabilité [36], [48] 
Considérons le système dynamique non linéaire décrit par:   
                                                                                                                 (2.3) ⎩⎨
⎧
=
=Σ
Cxy
uxfx ),,(
:
θ&
où l'état V est un ouvert de ∈)(tx nR , l'entrée est ∈)(tu U où U est un ensemble mesurable de mR  
et les sorties   est le vecteur de paramètres qui est supposé connu. La variable t  
représente le temps. 
lRty ∈)( . pR∈θ
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Ces systèmes constituent une représentation du comportement du procédé. Pour une entrée 
donnée, les trajectoires au cours du temps des variables d'états dépendent de leurs conditions 
initiales. Par la suite, étant donné  un instant initial,  un horizon temporel 
(éventuellement infini) et  une entrée, on note  la trajectoire du système 
lorsqu'elle existe de manière unique pour tout temps 
0t 0>T
),( 0ttu ))(),(,( 0 tutxtx
[,[ 00 Tttt +∈  (Problème de Cauchy). 
L'observabilité d'un système exprime la possibilité de reconstruire l'état initial  à partir de la 
seule connaissance des sorties  et des entrées  pendant un intervalle de temps 
suffisamment long contenu dans 
)( 0tx
),( 0tty ),( 0ttu
[,[ 00 Ttt + . 
 
-1) Quelques définitions  
Etant donné le système , l'espace de l'état V et l'ensemble U des entrées, la notion 
d'observabilité est basée sur la possibilité de différencier deux conditions initiales distinctes. On 
parlera ainsi de la distinguabilité d'un couple de conditions initiales. Les définitions que nous 
allons énoncés sont extraites des articles [2], [36] et du livre [48].  
Σ
 
Définition 2.3 (Distinguabilité- Indistinguabilité) : Deux états initiaux V tel que 
 sont dits distinguables dans V si 
∈10 , xx
10 xx ≠ 0≥∃t  et u∃  : U une entrée admissible telle que 
les trajectoires des sorties issues respectivement de  et  restent dans V pendant la durée 
 et vérifient . Dans ce cas, on dira que  distingue  et  dans 
V. Réciproquement, deux états initiaux 
→],0[ t
0x 1x
],0[ t ))(,,())(,,( 10 tuxtytuxty ≠ u 0x 1x
∈10 , xx V tel que 10 xx ≠  sont dits indistinguables si 
 et  : U pour lesquels les trajectoires issues de  restent dans V on a : 
.                                                                                                         
0≥∀t u∀ →],0[ t 10 , xx
))(,,())(,,( 10 tuxtytuxty = •  
 
Il est maintenant possible de donner une définition de l'observabilité d'un système en un point, et 
par extension, de définir un système observable. 
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Définition 2.4 (Observabilité et observabilité locale faible): Un système est observable en 
V si tout autre état  est distinguable de  dans V. Un système est observable s'il est 
observable en tout point V.   
∈0x 01 xx ≠ 0x
∈0x
Le  système est localement faiblement observable en  ∈0x V  ,   s’il existe un voisinage ouvert 
V V  contenant , tel que pour tout voisinage V⊂′ )( 0x 0x ″ ⊂V )( 0x′  de , pour tout point  
V , les couples  sont distinguables et les trajectoires  et 
 évoluent à l’intérieur de V
0x
∈1x )( 0x″ ) ,( 10 xx ))(,,( 0 tuxtx
))(,,( 1 tuxtx )( 0x
″ .                                                                          •  
 
Définition 2.5 (Espace d'observation): L'espace d'observation du système Σ  est le plus petit 
espace vectoriel  O contenant , et tel que pour toute entrée lcc ,,1 L ∈u U et pour tout ∈τ O, 
∈)(τ
uf
L O.                                                                                                                                  •  
 
Définition 2.6 (Observabilité au sens du rang): Le système Σ  est observable au sens du rang 
en V∈0x nR⊂  si la dimension de l'espace vectoriel engendré d O { ∈= ττ ,00 xx d O  est égale 
à .                                                                                                                                              
}
n •  
 
L'observabilité exprime le fait que si l'on connaît à l'instant  la sortie  et toutes ses 
dérivées, alors  est défini de manière biunivoque. 
0t )(ty
)( 0tx
 
Théorème 2.1 (Condition du rang): Si le système Σ  satisfait en  la condition d'observabilité 
au sens du rang, alors le système  est localement faiblement observable en .                    
0x
Σ 0x •  
 
L'étude de l'observabilité au sens du rang renseigne sur la locale faible observabilité du système. 
Elle permet de déterminer les portions de l'espace d'état pour lesquelles en chaque point ∈0x V il 
existe un difféomorphisme )(xz φ=  défini sur un voisinage V  de  qui transforme la 
structure initiale du système sous une forme plus simple et pour laquelle on peut construire un 
observateur. 
)( 0x 0x
        - 17 - 
 On remarque que les définitions d'observabilité données précédemment n'impliquent pas que 
toute entrée distingue des couples de points de V. En pratique, on aimerait se placer dans le cas 
où l'entrée  étant fixée, tout couple d'états distincts donne lieux à des sorties différents. En effet, 
ce n'est que dans ce cas que l'on peut reconnaître l'état initial du système à partir des informations 
antérieures à l'entrée et la sortie. Ceci nous conduit au concept des entrées universelles et des 
systèmes qui sont observables au sens du rang pour toutes les entrées appliquées. 
u
 
-2) U -uniforme observabilité [10], [32], [34], [48] 
Lorsqu'une entrée distingue tous les couples d'état initiaux sur V, celle-ci est dite universelle. 
 
Définition 2.7 (Entrée universelle): Une entrée u : U admissible est dite universelle 
pour le système  sur  si, pour tout couple d'états initiaux distincts  et , il existe au 
moins un temps  tel que 
→],0[ T
Σ ],0[ T 0x 1x
],0[ Tt ∈ ))(,,(t))(,,( 10 tuxytuxty ≠ . Une entrée non universelle est dite 
singulière.                                                                                                                                    •  
 
Lorsqu'il n'existe pas d'entrée singulière parmi l'ensemble des entrées admissibles U, alors tout 
couple d'états initiaux sont distinguables. Cette propriété est appelée la U -uniforme 
observabilité. 
 
Définition 2.8 (U -uniforme observabilité et U -locale uniforme observabilité): Un système 
dont toutes les entrées admissibles à valeur dans U sont universelles est dit U -uniforme 
observabilité.                                                                                                                               •  
 
Dans le cas où l'ensemble de toutes les entrées à valeurs bornées dans mR  sont universelles, ce 
système sera dit mR -uniformément observable (et l'on dira par la suite seulement uniformément 
observable). Un système est dit U -localement uniformément observable si et seulement si pour 
tout ∈x V, il existe un voisinage  de xV x  tel que le système restreint à ce voisinage est 
uniformément observable. 
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L'uniforme observabilité sur un espace V permet de caractériser un ensemble d'entrées U tel que 
pour toute entrée U, le système soit observable sur V. Ainsi, les systèmes linéaires 
observables sont uniformément observables. 
∈)(tu
 
Nous proposons quelques rappels sur l'observation des systèmes affines en l'état qui sont un cas 
particulier des systèmes non linéaires. La motivation derrière la mise en avant de ces systèmes 
réside dans deux faits :  
• le modèle physique de plusieurs procédés (notamment les procédés biochimiques) se 
présente sous cette forme. 
• la synthèse de l'observateur pour ces systèmes est basée sur la partie affine en l'état. 
 
-3) Observabilité des systèmes affines en l'état 
Un système affine en l'état est de la forme [57]:  
    L                                                                                                        (2.4) ⎩⎨
⎧
=
+=
Cxy
uBxuAx )()(
:
&
où  est l'état du système, U sont les entrées appartenant à un borélien et  sont les 
signaux de sorties. Les matrices  et  sont mesurables en , respectivement de 
dimension  et . C  est une matrice 
nRx ∈ ∈u lRy ∈
)(uA )(uB u
nn × 1×n nl ×  constante. 
On appelle matrice de transition du système L  la matrice nn ×  inversible solution de : 
    
⎪⎩
⎪⎨
⎧
=
=
Itt
ttuA
dt
ttd
u
u
),(
),()(
),(
00
0
0
φ
φφ                                                                                                  (2.5) 
I  étant la matrice identité. 
on peut montrer facilement que les propriétés suivantes sont équivalentes : 
i) u  est universelle sur [0,T] pour le système L. 
ii) u  est universelle sur [0,T] pour le système homogène : 
    L0  ⎩⎨
⎧
=
=
Cxy
xuAx )(
:
&
iii) Si la sortie du système homogène est nulle sur [0,T], alors la condition initiale x  est nulle. 
iv) le Grammien d'observabilité de L i.e. 
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     dtttCCttTttuG u
TT
u
Tt
t
),(),(),,( 0000
0
0
φφ∫ +=+
est symétrique défini positif. 
La définition de la complète uniforme observabilité du système L fait recours à la notion d'entrée 
régulièrement persistante que nous rappelons ici [48]. 
 
Définition 2.9 (entrée régulièrement persistante): Une entrée ∈u U est dite régulièrement 
persistante si le Grammien d'observabilité du système L vérifie : 
                  IdtCCtIttTt u
TT
u
Tt
t 20010210
),(),(:;0;;0;0 αττφτφααα ≤≤≥∀>∃∃>∃≥∃ ∫ + •  
 
Nous donnons maintenant la définition suivante: 
 
Définition 2.10 (Système complètement uniformément observable): Lorsque toutes les entrées 
U sont régulièrement persistantes, le système L est dit complètement uniformément 
observable                                                                                                                                   
∈u
•  
 
2.3.2 Observateur   
Un observateur ou reconstructeur d'état est un système dynamique qui permet d'obtenir une 
estimation de la valeur courante de l'état non mesuré d'un système à partir des informations 
antérieures sur les entrées et la sortie de ce dernier. La conception des observateurs non linéaires 
a été faite par plusieurs auteurs, on peut trouver les détails concernant ce problème dans [10], 
[12], [22], [32], [48] et [82]. 
Considérons le système dynamique suivant :  
   O :
⎩⎨
⎧
=
=
)(ˆ
),,(
zhx
yuzfz&
                                                                                                               (2.6) 
où Mz ∈  est une variété différentiable telle que h  : V soit une submersion (application 
différentiable surjective de rang ), V étant l'ouvert de 
→M
n nR  constituant l'espace d'état de Σ ;  et 
 sont respectivement les entrées et les sorties de 
u
y Σ . 
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Définition 2.11 (Observateur) [70] : (i) Le système O est un observateur asymptotique local s'il 
existe V  et un voisinage  de  tel que : ∈0x 0xV 0x
    0)()(ˆlim =−∞→ txtxt  
pour toutes conditions initiales  et 
0
)0( xVx ∈ )()0( 01 xVhz −∈ . 
(ii) Le système O est un observateur global si  
    0)()(ˆlim =−∞→ txtxt  
pour toutes conditions initiales V et ∈)0(x Mz ∈)0(  
(iii) Dans les deux cas ci-dessus, O est dit observateur exponentiel si :  
    )0()0(ˆ)()(ˆ  que    tel0, xxetxtx t −≤−>∃ −λµµλ                                                               •  
 
La structure d'observateur la plus utilisée est : 
    O :                                                                                            (2.7) 
⎩⎨
⎧
=
−−=
),,,ˆ(
)ˆ)((),ˆ(ˆ
gyuxg
yxgGuxfx
ϕ&
&
)(gG  est appelé gain d'observation et )ˆ)(( yxgG −  est le terme de correction. Dans ce qui suit, 
nous allons rappeler quelques résultats existants sur la synthèse d'observateurs. 
 
-1)  Systèmes linéaires stationnaires : observateur de Luenberger [47], [48] 
Soit le système linéaire stationnaire suivant. 
                                                                                                                        (2.8) ⎩⎨
⎧
=
+=
Cxy
BuAxx&
où , ,  et A, B, C sont des matrices constantes de dimensions appropriées. nRx ∈ mRu ∈ lRy ∈
Le système suivant: 
                                                                                                      (2.9) )ˆ(ˆˆ yxCKBuxAx −−+=&
où la matrice K  est choisie telle que les valeurs propres de KCA −  sont à parties réelles 
négatives, est un observateur exponentiel pour le système (2.8), communément appelé par le nom 
de son auteur i.e. observateur de Luenberger . 
 
-2)  Systèmes linéaires temps variant : filtre de Kalman [48] 
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Soit le système linéaire temps variant suivant : 
                                                                                                  (2.10) ⎩⎨
⎧
=
+=
)()()(
)()()()()(
txtCty
tutBtxtAtx&
où , , , les matrices A, B et C étant de dimensions appropriées. nRx ∈ mRu ∈ lRy ∈
Pour les systèmes linéaires temps variant de la forme (2.10), il existe des observateurs de type 
Kalman. La synthèse de ces observateurs suppose que les entrées sont régulièrement persistantes. 
Les observateurs de Kalman prennent les deux formes suivantes selon que l'on utilise une 
équation dynamique de Lyapunov (2.11)  ou de Riccati (2.12) pour le gain. 
⎪⎩
⎪⎨
⎧
=
+−−−=
−−+= −
0
1
)0(
)()()()()()()()(
))(ˆ)()(()()()(ˆ)()(ˆ
SS
tCtCtAtStStAtStS
tyxtCtCtStutBxtAtx
TT
T
θ&
&
                                                         (2.11) 
⎪⎩
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⎧
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+−−−=
−−+= −
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)0( ;)0(
)()()()()()()(
))(ˆ)()(()()()(ˆ)()(ˆ
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tCtCtAtRtRtARQRtS
tyxtCtCtRtutBxtAtx
TT
T
&
&
                                                         (2.12) 
0>θ  et ,  étant définies positives. 0S 0Q
La convergence de ces observateurs est garantie sous l'hypothèse de l'uniforme complète 
observabilité du système. Dans ce type de synthèse, il faut assurer non seulement la stabilité de 
l'équation d'erreur, mais aussi celle de la matrice de gain  ou S R . Celles-ci doivent être 
symétriques définies positives et bornées pour tout t . 
 
-3)  Systèmes mono-sortie non affines en la commande [33] 
Soit le système non-linéaire de la forme triangulaire suivante: 
                                                                                                          (2.13) 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
=
=
=
=
1
32122
2111
),(
),,,(
),,(
xy
uxfx
uxxxfx
uxxfx
nn&
M
&
&
où , , .  nRx ∈ mRu ∈ Ry ∈
Le système (2.13) peut se mettre sous la forme condensée suivante : 
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                                                                                                                        (2.14) ⎩⎨
⎧
=
=
Cxy
uxfx ),(&
où . ]0,,1[ L=C
On considère les hypothèses suivantes : 
(H1') Le système (2.13) est uniformément observable ; 
(H2') 0 ,0 >>∃ βα  telle que : 
    ),(  ;),,,( 11
1
uxxxu
x
f
i
i
i ∀≤∂
∂≤ +
+
βα L                                                                               (2.15) 
(H3') les fonctions  sont globales Lipschitz. nif i ,,1  , L=
Soit maintenant le système dynamique suivant : 
                                                                                                 (2.16) )ˆ(),ˆ(ˆ yxCKuxfx −∆−= θ&
où ,  est un vecteur constant choisi de telle manière que 
l'inégalité de stabilité suivante soit vérifiée : 
),,,( 2 ndiag θθθθ L=∆
⎥⎥
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⎤
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⎢⎢
⎣
⎡
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1
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                                                                               (2.17) n
T IKCtASSKCtA η−≤−+− ))(())((
où 0>η ,  est une matrice constante de dimension S )( nn × ,  est la matrice identité de 
dimension ,  où les  sont données par : 
nI
)( nn ×
⎥⎥
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Théorème 2.2 : Sous les trois hypothèses (H1'), (H2') et (H3'), le système (2.16) est un 
observateur exponentiel pour le système (2.13).                                                                        •  
 
2.3.3 Observateur adaptif non linéaire 
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Quand l'état et les paramètres du système sont inconnus, il est nécessaire de concevoir des 
observateurs capables d'estimer l'état et les paramètres. Cette tâche s'appelle l'estimation 
conjointe de l’état et des paramètres, c’est la notion clé des observateurs adaptatifs [75]. 
On peut en fait montrer que la plupart des observateurs adaptatifs proposés dans la littérature 
portent sur des systèmes qui ont comme propriété commune de pouvoir tous s’écrire sous une 
forme similaire [11], [48] appelée ci-après forme d’observateur adaptatif non linéaire. 
 
Définition 2.12 : Un système de la forme suivante : 
                                                  (2.18) 
⎩⎨
⎧
∈=
∈∈∈+=
γζζζ
θθζβζα
Rtuyz
RRyRutuytuyy plm
  );,,,(
;;  ;),,,(),,,(
&
&
est dit sous la forme d’observateur adaptatif non linéaire si : 
1)  est la sortir mesurée ; y
2) il existe une fonction définie positive et décroissant propre , telle que pour toute 
condition initiale  pour le système (2.18), toute entrée U , toute fonction 
 satisfaisant (2.18) avec l’entrée  et 
),( etV
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
0
0
0 ζ
y
x ∈u
)(ty u 0)0( yy = , tout , et tout  : γRez ∈, 0≥t
     )())),(,),(()),(,),(((),( ettuztyZttuzetyZ
e
Vet
t
V κ−≤−+∂
∂+∂
∂                                    (2.19) 
Où κ est une fonction définie positive ; 
3) pour toute condition initiale  pour le système (2.18), toute entrée U, toute 
fonction  satisfaisant (2.18) avec l’entrée u  et 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
0
0
0 ζ
y
x ∈u
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
)(
)(
)(
t
ty
tx ζ 0)0( xx = , tout , , tout 
 : 
z γRe ∈
0≥t
      (i)     0;)()),(,),(()),(,),(( >≤−+ αα ϕκϕαα ettuztyttuzety et 
             0;)()),(,),(()),(,),(( >≤−+ ββ ϕκϕββ ettuztyttuzety                                 (2.20) 
      (ii) 0;)),(),(),(( >≤ bbttutty ζβ                                                                                (2.21) 
Pour tout système sous cette forme, on peut en effet montrer qu’il est possible de synthétiser un 
observateur adaptatif comme suit.                                                                                              •  
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 Théorème 2.3 : Pour tout système (2.18) (satisfaisant (1)-(3)) avec , il existe un 
observateur de la forme suivante : 
0=θ&
                                                         (2.22) 
⎪⎪⎩
⎪⎪⎨
⎧
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>−−+=
0  ;)ˆ)(,,ˆ,(ˆ
),,ˆ,(ˆ
0  );ˆ(ˆ),,ˆ,(),,ˆ,(ˆ
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ζβθ
ζζ
θζβζα
&
&
&
Tel que pour tout , , tout , )0(yˆ )0(ζˆ )0(y )0(ζ , et tout ∈u U, les erreurs d’estimation 
)()(ˆ tyty −  et )()(ˆ tt ζζ −  tendent vers zéro quand  tend vers l’infini, tandis que t θθ −)(ˆ t  
reste borné. 
En outre, si  satisfait la condition d’excitation persistante et sa dérivée par rapport 
au temps reste bornée, alors il s’ensuit que 
),,,( tuyT ζβ
0)(ˆ ∞→→− tt θθ                                                   •  
 
A titre d’exemple de systèmes qui admettent un observateur adaptatif (2.22), on peut remarquer 
que tout système qui peut s’écrire sous une forme affine en les variables non mesurées comme 
suit (plusieurs travaux existent sur les conditions de transformation d’un système quelconque en 
une forme de ce type -voir par exemple [12] et les références incluses) : 
                                                         (2.23) ⎩⎨
⎧
=
Ψ++=
)()(
))(),(())(),(()())(),((
tCxty
tytutytuBtxtytuAx θ&
peut aussi s’écrire sous une forme d’observateur adaptatif non linéaire (on pourra supposer sans 
restriction  dans (2.23)). T)  ( TTT zyx =
 
Un autre exemple de conception d'observateur adaptatif est donné dans [81].  
La preuve de la convergence globale de ces observateurs adaptatifs pour un système non linéaire 
est complexe. Cependant, dans notre méthode, nous utilisons un observateur adaptatif pour 
estimer chaque paramètre. Dans ce cas, la convergence de ce type d'observateur adaptatif non 
linéaire est plus aisée. Dans [79], la conception de ce type d'observateur adaptatif est basée sur le 
théorème suivant : 
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Théorème 2.4 : Supposons que le système (2.3), où  est le vecteur d’état,  est la 
sortie du système et 
nRx ∈ Ry ∈
R∈ϑ  est un paramètre scalaire, peut, après une transformation des variables 
d'état, s’écrire sous  la forme triangulaire suivante:   
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où  et .  Supposons Tnxxx ),( 1 L= Tnfff ),,( 1 L= ∃  0>α , ∞<xβ ,  ∞<ϑβ  tels que x∀  et 
ϑ , 
    CCx
x
=∂
∂≤ 1
1
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    niuxxf
x ii
,,2),,,,( 11
1
LL =∂
∂≤ −α  
    xuxfx
βϑ ≤∂
∂ ),,(  
    ϑβϑϑα ≤∂
∂≤ ),,( 1 uxfn  
Alors, ils existent des gains constants  et nx RK ∈ RK ∈ϑ  tels que l'observateur adaptatif:  
     ⎪⎩
⎪⎨⎧ −=
−−=
)ˆ(ˆ
)ˆ(),ˆ,(ˆ
1
1
yxCK
yxCKuxfx x
ϑϑ
ϑ
&
&
 a une convergence exponentielle globale, c.-à-d., pour n'importe quelle condition initiale , 
, l'erreur d’observation de l’état 
)(ˆ 0tx
)(ˆ 0tϑ )()(ˆ txtx −  et l'erreur de l’estimation du paramètre  
 tendent exponentiellement vers zéro.                                                                          ϑϑ −)(ˆ t •  
 
Puisque la méthode proposée dans ce travail est basée sur l’utilisation des observateurs, nous 
devons supposer que les systèmes considérés sont observables, nous devons également supposer 
la disponibilité de ces observateurs pour les systèmes considérés.  Nous supposons aussi que les 
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états des observateurs peuvent converger vers les états des systèmes considérés quand les 
vecteurs des paramètres des observateurs sont égaux aux vecteurs des paramètres des systèmes 
considérés. Les problèmes de l'observabilité des systèmes non linéaires et de la conception des 
observateurs non linéaires ne sont pas l'objectif de ce travail. Pour ces problèmes, on peut se 
référer à [3], [4], [25], [32], [33], [36], [42] et [48]. Pour les observateurs adaptatifs non linéaires 
on peut se référer à [11], [17], [45], [48], [51], [79] et [81]. Dans notre méthode d’isolation et 
d’identification de défauts, un observateur adaptatif estime seulement un paramètre, ceci 
facilitera le problème de conception [44], [79]. Par ailleurs, les observateurs adaptatifs utilisés 
dans notre méthode opèrent dans des petits intervalles de paramètres, la caractéristique nécessaire 
de convergence de paramètre est presque locale. Dans ce travail, plusieurs types d’observateurs 
adaptatifs peuvent être utilisés. Nous nous limitons à l’utilisation de l’observateur adaptatif 
présenté dans [81], ce qui nous permettra de développer notre méthode d’isolation et 
d’identification des défauts. 
 
2.4 Détection de défauts 
Comme nous l’avons déjà mentionné, la détection de défaut n'est pas notre objectif. Cependant, 
nous donnons quelques notions sur la détection de défauts. Beaucoup de travaux sur la détection 
de défauts ont été effectués [27], [79].  
Pour détecter le défaut, l'observateur de détection suivant dont le vecteur de paramètres est 
, est construit: 0θθ =ob
                                                                                          (2.24) 
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Pour un système sans défaut, comme , l'erreur e  sera identiquement égale à zéro. obθθθ == 0
Quand le défaut se produit à un instant donné, noté , nous avons :  ft
        ))ˆ(),,ˆ(),,(()( 0 ddfhf
d xxkCuxfuxfct −−−= θθε&
                )),),((),),((( 0 utxfutxfc f
f
fh θθ −=
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Selon la définition 2.1, la différence  est grande, ainsi  est 
grande. Nous utilisons un seuil 
),),((),),(( 0 utxfutxf f
f
f θθ − )( fd tε&
εδ  pour vérifier la valeur non nulle de . si dε εδε ≥d , alors le 
défaut est détecté. Puisque  est grande, dans le voisinage de  ( ),  est 
également grande. Si le seuil 
)( f
d tε& ft ftt ≥ )(tdε&
εδ  choisi est assez petit, nous pouvons détecter le défaut très 
rapidement. Dans notre travail, nous supposons que la détection de défaut est très rapide, l’instant 
de l'occurrence du défaut et celui où il est détecté sont considérés les mêmes et sont  notés par . ft
 
 
 
 
 
 
 
 
 
 
Chapitre 3 
Isolation et identification de défauts avec des seuils non adaptatifs 
 
 
 
Introduction 
L'étude d’isolation de défauts pour les systèmes dynamiques non linéaires a suscité une attention 
significative. Zhang [79-80] a proposé une méthode basée sur l’utilisation d’une banque 
d’observateurs pour détecter et isoler les défauts. Cette méthode nécessite autant d’observateurs 
que de paramètres à surveiller, chaque observateur estime un des paramètres à surveiller alors que 
les autres sont supposés à leurs valeurs nominales. Les résidus correspondant à chaque paramètre 
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sont calculés et sont différents de zéro à l’exception de celui qui correspond au défaut. Le défaut 
est donc isolé. L’inconvénient de cette méthode est la lenteur de l’isolation. Jusqu'à maintenant, 
peu d’importance est accordée à la vitesse d’isolation de défaut. Cependant, c'est un problème 
crucial pour la conception de la commande tolérante aux défauts (FTC) des systèmes dynamiques 
non linéaires [9], [61]. Dans ce travail, nous proposons une méthode basée aussi sur l’utilisation 
d’une banque d’observateurs que nous couplons au partitionnement du domaine admissible de 
chaque paramètre ce qui nous permet d’avoir une isolation est très rapide. 
 
3.1  Le principe de la méthode 
La valeur du vecteur de paramètre θ  est un point dans l'espace de dimension p . Après 
l'occurrence d'un défaut, si la valeur de est identifiée, le défaut peut être isolé en comparant 
 avec  [39], [40]. 
fθ
fθ 0θ
Il est difficile d’identifier la valeur de  dans l'espace entier du paramètre pour un système 
dynamique non linéaire. Comme pour les travaux présentés dans [79-80], nous considérerons 
seulement le cas où le défaut est causé par un changement d’un seul paramètre (défaut singulier). 
En pratique, cette situation est réaliste dans la plupart des installations industrielles. Elle nous 
permet de réduire l'espace de paramètres recherché à un sous-espace qui se compose de 
fθ
p  
parallèles aux axes des coordonnées correspondantes. Dans ce sous-espace, ces parallèles se 
croisent au point correspondant à la valeur nominale  du vecteur de paramètres.  0θ
Pour un de ces paramètres, on subdivise son domaine de valeurs admissibles en un certain 
nombre d’intervalles. Si le défaut a lieu sur ce paramètre, la valeur de ce paramètre défectueux 
doit être dans un des intervalles qui ne contient pas la valeur nominale de ce paramètre. Après 
vérification, si un de ces intervalles contient la valeur du paramètre défectueux, alors on peut 
conclure que le défaut a lieu sur ce paramètre.  
Sur les p  paramètres à surveiller, si on conclut que 1−p  paramètres sont sans défaut, le défaut 
est isolé.  
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                                                                  Figure 3.1 
 
La figure 3.1 montre un exemple d'un défaut. Dans cet exemple, le vecteur de paramètres du 
système a deux composantes. La valeur nominale du vecteur de paramètres est 
[ ] [ 1,3,1, 02010 == θθθ ]. En considérant que le défaut se trouve sur le paramètre 1θ , l’intervalle 
 du paramètre [ 8,6 ] 1θ  contient la valeur du paramètre défectueux . f1θ
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Figure 3.2 
 
Généralement, l’amplitude de l'erreur d’observation d'un observateur dépend de la différence 
entre les vecteurs de paramètres du système et de l'observateur. Une grande différence des 
vecteurs de paramètre cause une grande amplitude de l'erreur d’observation. La figure 3.2 montre 
la relation entre l'erreur d’observation de l'observateur et la différence des vecteurs de paramètres 
du système et de l'observateur. En effet, sur la figure 3.2 12 θθ ∆>∆ , ainsi )()( 12 tt εε > . 
Pour le cas où la différence des vecteurs de paramètres implique seulement un paramètre 
singulier (voir la figure 3.3,  ou ), on peut prouver (Théorème 3.1) que 
l'erreur d’observation est une fonction monotone de la différence des paramètres quand cette 
différence est inférieure à une certaine valeur (Cf. démonstration du théorème 3.1). Cette 
situation est montrée par la figure 3.3 où la différence est seulement sur 
)( 111
fob θθ − )( 211 fob θθ −
1θ . 
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Figure 3.3 
 
Focalisons nous sur le paramètre jθ  (ici j=1), après l'occurrence du défaut, tous les observateurs 
liés à ce paramètre sont initialisés à une valeur ( ) dans chacun des intervalles. On établit deux 
seuils dynamiques  et , chacun d'eux est calculé pour chacune des deux bornes (  et 
) d’un des intervalles du paramètre. Les courbes d'évolution des deux seuils définissent un 
domaine dans lequel peut évoluer l’erreur d’observation de l'observateur d'isolation. D’après la 
relation de monotonicité, si l’intervalle contient la valeur du paramètre défectueux,  cette erreur 
sera à l’intérieur de ce domaine (voir la figure 3.4).  
ob
jθ
)(tbε )(taε bjθ
a
jθ
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Figure 3.4 
 
Pour chacun des autres intervalles du paramètre jθ  (ceux qui ne contiennent pas la valeur du 
paramètre défectueux), la valeur absolue de la différence ( ) est plus grande que la valeur 
absolue de la différence ( ) ou ( ). 
f
j
ob
j θθ −
a
j
ob
j θθ − bjobj θθ −
Comme les valeurs initiales ( ) des observateurs sont à l’intérieur de chaque intervalle, nous 
considérons celles-ci comme point de repère. Deux situations sont envisageables :  
ob
jθ
1) La première est que le paramètre défectueux se trouve à l’extérieur de l’intervalle considéré 
et du côté de la borne inférieure. La différence ( ) est plus grande que celle entre 
( ). 
f
j
ob
j θθ −
b
j
ob
j θθ −
2) La seconde est que le paramètre défectueux se trouve à l’extérieur de l’intervalle considéré et 
cette fois ci du côté de la borne supérieure. La différence ( ) est plus grande que celle 
entre ( ). 
ob
j
f
j θθ −
ob
j
a
j θθ −
Dans ces cas là, après l'occurrence du défaut, il existe un instant où la courbe de l'erreur 
d’observation de l'observateur d'isolation sera en dehors du secteur limité par les courbes des 
seuils (voir la figure 3.5).  
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Figure 3.5 
 
Si le défaut a lieu sur l’autre paramètre sθ  ( js ≠ , ici s=2, voir la figure 3.6), pour chacun des 
intervalles de jθ , la différence entre les vecteurs de paramètres du système et de l'observateur est 
grande, ainsi l’erreur d’observation de l'observateur d'isolation est grande. Si les intervalles sont 
petits, la distance entre les deux seuils  et  est petite. La courbe de l'erreur 
d’observation de l'observateur d'isolation 
)(tbε )(taε
)(tε  sortira du secteur limité par les deux courbes  
et  au moins une fois après l'occurrence du défaut. 
)(tbε
)(taε
En résumé, si l’erreur d’observation de l’observateur d’isolation est en dehors, à un instant donné, 
du domaine limité par les deux courbes des seuils de l’intervalle, on peut conclure que l’intervalle 
ne contient pas la valeur du paramètre défectueux.  
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Figure 3.6 
 
 
Les procédures d’isolation et d’identification du paramètre défectueux sont exécutées d’une 
manière synchrone pour tous les intervalles, ce qui permet une isolation très rapide. 
 
3.2  Caractéristique de l'erreur d’observation de l'observateur  
 
Dans cette section, deux théorèmes concernant l'erreur d’observation de l'observateur sont 
présentés. Ils sont à la base du développement de la méthode d’isolation et d’identification de 
défaut. L'observateur considéré est décrit par les équations suivantes :   
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h
ob
ε
θ
ˆ
)ˆ(),,ˆ(&ˆ
Ou encore : 
             (3.2) 
⎪⎩
⎪⎨
⎧
−=
=
−+=
hh
ob
yy
xCy
yykuxfx
ˆ
ˆˆ
)ˆ(),,ˆ(ˆ
ε
θ&
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où: x  est l'état du système (2.1).  est l'état de l'observateur.  est l'erreur d’observation de 
l’observateur. 
)(ˆ tx )(te
)(tε  est un scalaire représentant l'erreur d’observation de sortie.  est le vecteur 
de paramètres de l'observateur qui est égal au vecteur de paramètres nominaux avant l’occurrence 
de défaut :  
obθ
    ,  0θθ =ob ftt <
On suppose qu’avant , l'état  de l'observateur (3.1) a convergé vers l'état du systèmeft )(ˆ tx x . 
Ainsi :  
    , 0)( =fte 0)( =ftε                                                                                             (3.3) 
A l’instant , un paramètre du système (2.1) change en raison de l'occurrence de défaut. Tous 
les observateurs des intervalles des différents paramètres sont initialisés à des valeurs 
présélectionnées à l’intérieur de chacun des intervalles. 
ft
On définit par :   
    
ftt
obf
≥
∆ −= )( θθδθ           (3.4) 
la différence entre les vecteurs de paramètres du système avec défaut et de l’observateur. 
 
Supposition 3.1 
Le sous-espace de paramètres considéré du système dynamique non linéaire est distinguable.  
                                                                                                                                                    •  
Supposition 3.2 
À un certain point x  de l'espace d'état avec la même variable de commande u , la fonction 
),,( uxf θ  du système (2.1) (et de l’observateur (3.1)) satisfait que :  
1) Chaque composante ),,( uxfi θ , { }ni ,,1 L∈  qui est une fonction explicite du paramètre 
considéré jθ  est une fonction monotone de ce paramètre. 
2) ),,( uxfch θ  est aussi une fonction monotone de ce paramètre.                                            •  
 
Afin d’introduire le théorème 3.1 ci-dessous, on définit une représentation d’état associée aux 
seuils  d’un intervalle du jba xx et  ème paramètre, leurs observation  et leurs erreurs 
d’observation 
ba xˆxˆ et  
ba εε et  : 
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               (3.5) 
⎩⎨
⎧
=
=
),,(
),,(
uxfx
uxfx
bbb
aaa
θ
θ
&
&
             (3.6) 
⎩⎨
⎧
−+=
−+=
)ˆ(),,ˆ(ˆ
)ˆ(),,ˆ(ˆ
bbobbb
aaobaa
xxkCuxfx
xxkCuxfx
θ
θ
&
&
               (3.7) 
⎩⎨
⎧
−=
−=
bbb
aaa
xxe
xxe
ˆ
ˆ
                (3.8) 
⎩⎨
⎧
=
=
b
h
b
a
h
a
ec
ec
ε
ε
où:   
     f
obba tt <===   ,0θθθθ
     
⎩⎨
⎧ ≥≠=
∆+=
f
l
ob
l
ob
j
ob
j tt
jl,0
0
θθ
θθ
     fob
l
a
l
aob
j
a
j tt
jl
≥
⎩⎨
⎧
≠=
∆+=
,θθ
θθ
     fob
l
b
l
bob
j
b
j tt
jl
≥
⎩⎨
⎧
≠=
∆−=
,θθ
θθ
a∆  et  sont deux constantes petites positives réelles, b∆ ob∆  est une constante réelle quelconque. 
La figure 3.7 montre un exemple sur une variation du paramètre jθ  ( , ,  et ) 0jθ objθ ajθ bjθ
 
Figure 3.7 
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On suppose que les états ,  ont le même état initial que ax bx x . Donc ils ont le même 
comportement que l’état x  avant . C’est-à-dire : ft
                                                                                    (3.9) )()()( txtxtx ba == ftt ≤
Nous allons considérer à présent un observateur associé au jème  paramètre et qu’un défaut 
apparaît sur le sème paramètre du système. 
 
Théorème 3.1  
Supposons que js = .  
Cas 1  
Si  alors :  ],[)( abobj
f
jj ∆∆−∈−=
∆ θθδθ
    { } { }])(),(max,)(),([min)( ttttt baba εεεεε ∈ , ftt >∀   
    et )(tε  est une fonction monotone de la différence jδθ  avec :  
0)(lim
0
=→ tj εδθ  
Cas 2  
    Si  alors, après l'occurrence du défaut, ],[ abj ∆∆−∉δθ fe tt ≥∃ : 
    { } { }])(),(max,)(),([min)( ebeaebeae ttttt εεεεε ∉   
 
Démonstration : 
Cas 1 (Figure 3.4) 
Soit  l'état du système lorsque . Comme le défaut est sur le j*x obθθ = ème paramètre, alors 
0=≠ jllδθ  et si objfjj θθδθ −=  est petit, on peut prouver que )(te  est petit, *xx −  et 
*ˆ xx −  sont également petits.  
En faisant une linéarisation de l'erreur d’observation de l’observateur: 
     xxte &&& ˆ)( −=
                    (3.10) )ˆ(),,ˆ(),,()( xxkCuxfuxfte obf −−−= θθ&
au point ( ), et en négligeant les termes d'ordre élevé, on peut obtenir: obx θ,*
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    δθθ
θθ
θθ ** ,,
),,(),,(
xx obob
uxfekC
x
uxfe ∂
∂+⎟⎠
⎞⎜⎝
⎛ −∂
∂=&                           (3.11) 
où:  
    ),,(),,()(),,(),,( *
,
*
, **
uxfuxfxx
x
uxfuxf obxx
f
obob θδθθ
θθθ θθ +∂
∂+−∂
∂=  
    ),,()ˆ(),,(),,ˆ( **
, *
uxfxx
x
uxfuxf obx
ob
ob θθθ θ +−∂
∂=  
*,
),,(
xob
uxf
θθ
θ
∂
∂  est la dérivée de ),,( uxf θ  par rapport au vecteur θ  évaluée au point ( ). ob* ,x θ
θ
θ
∂
∂ ),,( uxf  est une fonction de x , θ  et . Quand le paramètre u jθ  varie dans l’intervalle 
,  est petit, il est donc raisonnable d’approximer ],[ ab ∆∆− *xx − θ
θ
∂
∂ ),,( uxf  par *),,( xuxf θ
θ
∂
∂ . 
D’après la supposition 3.2, ),,( uxfi θ  est une fonction monotone de jθ  à un certain point de 
l'état. Ainsi dans l'intervalle de paramètre le signe de *
),,(
x
j
i uxf
θ
θ
∂
∂  ne change pas, par 
conséquent θ
θ
∂
∂ ),,( uxf  peut être approximée par *,),,( xobuxf θθ
θ
∂
∂ .  
Les matrices ⎟⎠
⎞⎜⎝
⎛ −∂
∂ kC
x
uxf
xob *,
),,(
θ
θ  et *ob x,)u,,x(f θθ∂
θ∂  ne sont pas des fonctions de 
 mais elles sont des fonctions de ,  et . Ce sont des matrices variables dans 
le temps car  et u  sont variables dans le temps. Elles sont réécrites comme suit:  
obf θθδθ −= obθ *x u
*x
    ⎟⎠
⎞⎜⎝
⎛ −∂
∂= kC
x
uxftA xob *,
),,()( θ
θ                          (3.12) 
    *,
),,()( xob
uxftB θθ
θ
∂
∂=                    (3.13) 
Ainsi la dynamique de l'erreur d’observation de l'observateur est:  
    δθ)()( tBetAe +=&                                          (3.14) 
La solution de l'erreur d’observation est:  
                                (3.15) ∫ Φ+Φ= tt dBttettte 0 )(),()(),()( 00 τδθττ
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où  est la valeur initiale du temps. 0t ),( τtΦ  est la matrice de transition d'état qui est fonction de 
la matrice , donnée par : )(tA
∫ ∫ ∫∫ ∫ ∫ ++++=Φ tt t dddAAAddAAdAIt τ λτ λττ τ λτ λλλλλλλλλλλλτ 0 10 ...)()()()()()(),( 012210011000  
Puisque quand , , alors : ftt = 0)( =fte
     ∫ Φ+Φ= tt dBttettte 0 )(),()(),()( 00 τδθττ
            ∫ Φ+Φ= ttff f dBttett τδθττ )(),()(),(
                                                    (3.16) ∫ Φ= tt f dBt τδθττ )(),(
Lorsque js = , alors , avec: jjV δθδθ =
    
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
0
1
0
M
M
jV j←                     (3.17) 
Par conséquent on peut obtenir : 
                      (3.18) j
t
t jf
dVBtte δθτττ ⎟⎠
⎞⎜⎝
⎛ Φ= ∫ )(),()(
                                 (3.19)  j
t
t jh f
dVBtct δθτττε ⎟⎠
⎞⎜⎝
⎛ Φ= ∫ )(),()(
⎟⎠
⎞⎜⎝
⎛ Φ∫ tt jh f dVBtc τττ )(),(  est fonction de et et donc seulement fonction de  mais 
pas de .  
)(tA )(tB u,x, *obθ
jδθ
L’équation (3.19) indique que l'erreur )(tε  est une fonction linéaire de la différence jδθ . Si jδθ  
est assez petite, cette linéarisation sera assez précise. Au point , la 
dérivée vaut 
)0,,,(),,ˆ,( ** obj
f xxxx θδθθ =
⎟⎠
⎞⎜⎝
⎛ Φ= ∫→ tt jhj fj dVBtcdtd τττδθε δθ )(),()(/)( 0 . Comme ),,( uxf θ  et ses premières 
dérivées partielles par rapport à x  et θ  sont continues en x  et θ , la fonction 
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),,ˆ,()( j
fxxt δθθεε =  et ses premières dérivées partielles par rapport à x , , , xˆ fθ jδθ  le sont 
également en x , ,  et xˆ fθ jδθ . Ce qui implique que )(/)( jdtd δθε  l’est aussi. 
En raison de la continuité de )(/)( jdtd δθε , il y a un domaine compact  qui contient 
le point . Pour n'importe quel point , le signe de 
12 ++⊆ pnRD
)0,,,( ** obxx θ Dxx jf ∈),,ˆ,( δθθ )(/)( jdtd δθε  
est identique au signe de . ⎟⎠
⎞⎜⎝
⎛ Φ∫ tt jh f dVBtc ))(),( τττ
Puisque  est une fonction continue de xˆ jδθ , quand 0→jδθ , en d'autres termes quand 
, nous avons . Ainsi dans l'espace de  il y a un 
domaine compact  qui contient le point , quand , le point 
. 
ob
j
f
j θθ → )0,,,(),,ˆ,( ** objf xxxx θδθθ → fjθ
RQ ⊆ objfj θθ = Qfj ∈θ
Dxx j
f ∈),,ˆ,( δθθ
Afin de faciliter la compréhension nous avons représenté sur la figure 3.8 deux graphes 
)()( jt δθξε =   et )()()( jj gdtd δθδθε = . Dans le domaine , Q )(tε  est une fonction monotone 
de la différence de paramètre singulier jδθ  parce que le signe de )(/)( jdtd δθε  est indépendant 
de jδθ . Nous notons aussi que la taille du domaine  dépend de la valeur de la dérivée. Q
0
)(tε
0
ob
jθ
f
jθ
f
jθob
jθ
)(/)( jdtd δθε
Q
 
Figure 3.8 
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 Pour différentes entrées du système (2.1),  n'est pas le même. Pour toutes les entrées 
considérées , nous notons l'intersection de tous les domaines possibles  correspondants aux 
différentes entrées comme . Si l'intervalle [
Q
iu iQ
minQ
b∆− , a∆ ] est plus petit qu'une certaine taille, 
nous pouvons assurer que [ , ]=[ , ] . Dans ce cas, pour n’importe 
quelle valeur de 
bob
j ∆−θ aobj ∆+θ bjθ ajθ minQ⊆
∈jδθ [ , ], nous avons: b∆− a∆
    a) )(tε  est une fonction monotone de jδθ  
    b) fttt
j
≥∀=→ ,0)(lim0εδθ . 
Quand , nous avons : , , et l’erreur d’observation est . Quand 
, nous avons : , , et l’erreur d’observation est . Alors, si 
a
j ∆=δθ axx = axx ˆˆ = )()( tt aεε =
b
j ∆−=δθ bxx = bxx ˆˆ = )()( tt bεε =
∈jδθ [ , ] l’erreur d’observation sera dans l’intervalle: b∆− a∆
    { } { }])(),(max,)(),([min)( ttttt baba εεεεε ∈  tout le temps. 
Alors, Cas 1 du théorème 3.1 est prouvé. 
 
Cas 2 (Figure 3.5) 
À , on peut écrire:   ft
                 (3.20) )(),),(ˆ(),),(()()( fh
ob
fh
f
fhfhf tkCecutxfcutxfctect −−== θθε &&
                            (3.21) )(),),(ˆ(),),(()()( f
a
h
ob
f
a
h
a
f
a
hf
a
hf
a tkCecutxfcutxfctect −−== θθε &&
                            (3.22) )(),),(ˆ(),),(()()( f
b
h
ob
f
b
h
b
f
b
hf
b
hf
b tkCecutxfcutxfctect −−== θθε &&
Selon (3.3), (3.9), nous avons:  
     0)()()(et  )()(ˆ)()(ˆ)()(ˆ ======== ffbfafbfbfafaff tetetetxtxtxtxtxtx
alors,  
     ),),((),),(()( utxfcutxfct obfh
f
fhf θθε −=&
       ),),((),),(()( utxfcutxfct obfh
a
fhf
a θθε −=&
     ),),((),),(()( utxfcutxfct obfh
b
fhf
b θθε −=&
Pour , c'est-à-dire: , on considère deux situations :  obj
a
j
aob
j
f
jj θθθθδθ −=∆>−= objajfj θθθ >>
        - 42 - 
• La fonction ),,( uxfch θ  est une fonction monotone croissante en fonction de jθ . On a : 
          0),),((),),(()( >−= utxfcutxfct obfhafhfa θθε&
          ),),((),),(()( utxfcutxfct obfh
f
fhf θθε −=&
                   ),),(()),(),(( utxfcutxfc obfh
afa
fh θθθθ −−+=
       parce que , ainsi : jl  ,0 ,0 ≠=−>− alflajfj θθθθ
           ),),(()),(),(( utxfcutxfc afh
afa
fh θθθθ >−+
          ),),(()),(),(()( utxfcutxfct obfh
afa
fhf θθθθε −−+=&
                         0)(),),((),),(( >=−> faobfhafh tutxfcutxfc εθθ &
• La fonction ),,( uxfch θ  est une fonction monotone décroissante en fonction de jθ . En 
même façon on a : 
           0),),((),),(()( <−= utxfcutxfct obfhafhfa θθε&
          , (Car ) ),),(()),(),(( utxfcutxfc afh
afa
fh θθθθ <−+ 0>− ajfj θθ
          ),),(()),(),(()( utxfcutxfct obfh
afa
fhf θθθθε −−+=&
           0)(),),((),),(( <=−< faobfhafh tutxfcutxfc εθθ &
Pour les deux situations, on a : 
        )()( f
a
f tt εε && >  et  ))(sgn())(sgn( faf tt εε && =
Pour , c'est-à-dire: , de même façon on peut 
obtenir : 
ob
j
b
j
bob
j
f
jj θθθθδθ −=∆−<−= objbjfj θθθ <<
        )()( f
b
f tt εε && >  et  ))(sgn())(sgn( fbf tt εε && =
Au voisinage de , les variations de ft )(tε& ,  et  sont petites, alors:  )(taε& )(tbε&
     ttttttt f
a
f
a
f
a
f
a ∆=∆+=∆+ )()()()( εεεε &&
     ttttttt f
b
f
b
f
b
f
b ∆=∆+=∆+ )()()()( εεεε &&
    ttttttt ffff ∆=∆+=∆+ )()()()( εεεε &&  
donc,  
    )()( tttt f
a
f ∆+>∆+ εε  et  ))(())(( ttsgnttsgn faf ∆+=∆+ εε
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ou,  
    )()( tttt f
b
f ∆+>∆+ εε  et  ))(())(( ttsgnttsgn fbf ∆+=∆+ εε
Cas 2 du théorème 3.1 est prouvé.                                                                                                
 
Remarque 3.1 
Selon la définition 2.1 (chapitre 2), après l’occurrence d'un défaut sur le sème paramètre, si le 
vecteur de paramètres de l'observateur ne change pas (égal à ), au point , la différence 
 est grande. Supposons, que l’observateur associé au j
0θ xx ˆ=
),,ˆ(),,( 0 uxfuxf f θθ − ème paramètre (avec 
sj ≠ ) soit actif, alors la différence  devient plus grande ou plus petite. 
Cette différence ne sera pas égale à zéro car le vecteur des paramètres du système sera différent 
de celui de l’observateur, et le sous-espace de paramètres considéré est distinguable.  
),,ˆ(),,( uxfuxf obf θθ −
Dans ce qui suit, pour n’importe quelle valeur du changement du paramètre de l’observateur, on 
supposera que cette différence est grande.                                                                                  •  
 
Théorème 3.2  
Après l’occurrence d'un défaut sur le sème paramètre, un des paramètres de l'observateur 
d'isolation change (par exemple le jème), si js ≠ , alors pour n’importe quelle valeur de ce 
paramètre, l'amplitude de l'erreur d’observation de l'observateur d'isolation est grande.           •  
D’après la remarque 3.1, le théorème 3.2 est évident pour un observateur (Figure 3.6). 
 
3.3 Le filtre de paramètre 
Soit p  paramètres: 110 ,...,,...,, −pj θθθθ  du vecteur θ  du système qui peuvent être assujettis à un 
défaut. On divise le domaine admissible de chaque paramètre en un certain nombre d’intervalles. 
Par exemple, le paramètre jθ  est divisé en  intervalles, leurs bornes sont dénotées par:  q
     )()()1()0( ,...,,...,, qj
i
jjj θθθθ
Les bornes du  intervalle sont et . èmei )1( −ijθ )(ijθ
 
3.3.1 Construction du filtre de paramètre 
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Après vérification de tous les intervalles pour savoir s’ils contiennent la valeur du paramètre 
défectueux, le défaut est isolé. Dans ce but, un filtre de paramètre est construit pour un intervalle 
donné. Chaque intervalle de paramètre a un filtre de paramètre qui est différent des autres. Pour 
faciliter l’explication, seul le filtre de paramètre du  intervalle du  paramètre est 
considéré. Ce filtre de paramètre est composé :  
èmei èmej
• d'un observateur d'isolation ( ) )(ˆ ijx
• deux modèles de seuil qui produisent deux états des seuils, ( , ) )(ijax )(ijbx
• deux observateurs d’états des seuils qui produisent deux seuils dynamiques ( , ) )(ˆ ijax )(ˆ ijbx
 
L'observateur d'isolation est donné par:  
           
⎪⎩
⎪⎨
⎧
=
−=
−+=
)()(
)()(
)()()()(
ˆ
)ˆ(),,ˆ(ˆ
ij
h
ij
ijij
ijijobijij
ec
xxe
xxkCuxfx
ε
θ&
où:   
     ⎪⎩
⎪⎨⎧ ≥∈∆+
<= −
f
i
j
i
j
ijob
j
fjijob
j tt
tt
),,(
,
)()1()(0
0
)(
θθθ
θθ
     jltl
ijob
l ≠∀= ,,0)( θθ
     est un nombre réel.  est un scalaire.   )(ijob∆ )(ijε
Les deux modèles des seuils sont: 
     ))((),,( )()()()( ijaf
ijaijaija xxttkCuxfx −−+= ηθ&
     ))((),,( )()()()( ijbf
ijbijbijb xxttkCuxfx −−+= ηθ&
où:  
     ⎪⎩
⎪⎨⎧ ≥∆+=
<=
f
ija
j
ijob
j
i
j
fjija
j tt
tt
,
,
)()()(
0
)(
θθθ
θθ
     tjll
ija
l ∀≠= ,,0)( θθ
     ⎪⎩
⎪⎨⎧ ≥∆−=
<= −
f
ijb
j
ijob
j
i
j
fjijb
j tt
tt
,
,
)()()1(
0
)(
θθθ
θθ
     tjll
ijb
l ∀≠= ,,0)( θθ
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⎩⎨
⎧
≥
<=−
f
f
f tt
tt
tt
,0
,1
)(η
)()( tx ija  et  s'appellent les deux états des seuils. ,  sont deux constantes 
petites positives correspondant aux bornes de l'intervalle. 
)()( tx ijb )(ijajθ∆ )(ijbjθ∆
Les deux observateurs des deux états des seuils sont donnés par: 
      
⎪⎩
⎪⎨
⎧
=
−=
−+=
)()(
)()()(
)()()()()(
ˆ
)ˆ(),,ˆ(ˆ
ija
h
ija
ijaijaija
ijaijaijobijaija
ec
xxe
xxkCuxfx
ε
θ&
     
⎪⎩
⎪⎨
⎧
=
−=
−+=
)()(
)()()(
)()()()()(
ˆ
)ˆ(),,ˆ(ˆ
ijb
h
ijb
ijbijbijb
ijbijbijobijbijb
ec
xxe
xxkCuxfx
ε
θ&
Les erreurs  et  sont deux scalaires. )(ijaε )(ijbε
 
3.3.2 Principe du filtre de paramètre 
Avant l’occurrence du défaut, les vecteurs des paramètres de l'observateur d'isolation, des 
modèles des seuils et des observateurs d’états des seuils sont les mêmes, ils sont égaux au vecteur 
nominal . On suppose que les états ,  et  ont convergé respectivement vers les 
états 
0θ )(ˆ ijx )(ˆ ijax )(ˆ ijbx
x ,  et  avant . Donc : )(ijax )(ijbx ft
     0)()( =fij te
     0)()( =fija te
     0)()( =fijb te
Puisque 1)( =− < fttfttη , les deux modèles de seuils jouent les mêmes rôles que les deux 
observateurs d'état du système avant l’occurrence du défaut. Ainsi : 
     0)()( )( =− fijaf txtx
     0)()( )( =− fijbf txtx
donc :  
                                           (3.23) )(ˆ)(ˆ)()()(ˆ)( )()()()()( f
ijb
f
ija
f
ijb
f
ija
f
ij
f txtxtxtxtxtx =====
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 Après l’occurrence d'un défaut 0)( =− ≥ fttfttη , donc les deux modèles de seuils ne jouent plus 
le rôle d’observateurs pour estimer l'état x  du système. On peut dire que ces deux erreurs 
d’observation  et  jouent le rôle de deux fonctions de seuils parce que : )(ijaε )(ijbε
• Les modèles des seuils ont les mêmes états initiaux que le système, et les observateurs 
d’états des seuils ont les mêmes états initiaux que l’observateur d’isolation, au temps  : ft
)()()( )()( f
ijb
f
ija
f txtxtx ==                         (3.24) 
)(ˆ)(ˆ)(ˆ )()( f
ijb
f
ijb
f txtxtx ==                         (3.25) 
• Après , les paramètres des deux modèles de ces seuils correspondent à ceux des deux 
bornes (les deux bornes du  intervalle du  paramètre), c’est à dire : 
ft
èmei èmej
)()( i
jftt
ija
j θθ =≥                                         (3.26) 
)1()( −
≥ = ijfttijbj θθ                                      (3.27)  
• Les deux observateurs d’états des seuils ont le même paramètre  à tout instant, qui 
est également le paramètre de l'observateur d'isolation. 
)(ijob
jθ
Dans ce qui suit, nous appellerons, les deux erreurs d’observation  et  « les seuils 
dynamiques ». 
)(ijaε )(ijbε
 
Après , un paramètre du système change. On suppose que le défaut a lieu sur le  
paramètre. Les paramètres du système sont:  
ft
èmes
     ⎪⎩
⎪⎨⎧ ≥∆+=
<=
f
f
ss
f
s
fs
s tt
tt
,
,
0
0
θθ
θθ
     sltll ≠∀=  , ,0θθ
     est une constante réelle. fs∆
On rappelle que f
ftt
θθ =≥  et on définit fttijobfij ≥
∆ −= )( )()( θθδθ . Après l’occurrence d’un 
défaut, deux situations sont à envisager : 
Cas 1 : js =  
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Le défaut est sur le sème paramètre et l'observateur d'isolation considéré est celui qui correspond à 
ce sème paramètre (avec js = ). Soit  et . D’après le théorème 3.1, quand 
la supposition 3.2 est satisfaite : 
aija
j ∆=∆ )(θ bijbj ∆=∆ )(θ
• Soit  ou en d'autres termes 
, alors la courbe d'erreur d’observation de l'observateur d'isolation 
sera dans le secteur limité par les deux courbes de seuils qui correspondent aux deux 
bornes  et  après . 
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)(ijb
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• Soit  ou , 
alors après , 
],[],[ )()()()()()( ijaj
ijob
j
ijb
j
ijob
j
ija
j
ijb
j
f
j θθθθθθθ ∆+∆−=∉ ],[ )()( ijajijbjj θθδθ ∆∆−∉
ft fe tt ≥∃ , la courbe d'erreur d’observation de l'observateur d'isolation sera 
hors du secteur limité par les deux courbes de seuils. 
Cas 2 : js ≠  
Le défaut est sur le sème paramètre et l'observateur d'isolation considéré est celui qui correspond 
au jème paramètre (avec js ≠ ). Le théorème 3.2 montre que l'erreur d’observation de l'observateur 
d'isolation sera grande après . Comme l’intervalle est petit, le domaine limité par les deux 
seuils est aussi petit. Alors,  l'erreur d’observation  de l’observateur d’isolation, sera en 
dehors ou sortira du secteur limité par les deux courbes des seuils quelques instants après .  
ft
)()( tijε
ft
 
Si l'erreur  est en dehors du secteur limité par les deux seuils après , le signal de ‘non 
contenance’ de défaut pour cet intervalle est envoyé pour indiquer qu’il ne contient pas la valeur 
du paramètre défectueux. Alors le filtre de paramètre peut être utilisé pour localiser l'intervalle 
contenant la valeur du paramètre défectueux. 
)()( tijε ft
 
3.4 Mécanisme d'isolation du défaut 
3.4.1 Filtre de défaut 
L'ensemble de tous les filtres d'un même paramètre (un filtre pour un intervalle) s'appelle le filtre 
de défaut de ce paramètre. Nous allons maintenant étudier le principe du filtre de défaut. Pour 
faciliter l’explication, seul le filtre de défaut du  paramètre sera étudié. Deux cas sont 
possibles : 
èmej
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 Cas 1 : Le défaut n'est pas sur le  paramètre. èmej
Après l’occurrence du défaut, tous les intervalles du  paramètre ne contiennent pas la valeur 
du paramètre défectueux et donc tous les filtres de paramètres envoient un signal de ‘non 
contenance’ à un instant donné après . Quand tous les filtres du  paramètre ont envoyé les 
signaux de ‘non contenance’, le filtre du défaut envoie un signal d’‘exclusion’ pour indiquer que 
le défaut n'est pas sur le  paramètre. 
èmej
ft
èmej
èmej
 
Cas 2 : Le défaut est sur le  paramètre. èmej
Après l’occurrence du défaut, la valeur du paramètre défectueux sera dans un des intervalles du 
 paramètre. Le filtre de paramètre associé à cet intervalle ne peut pas envoyer le signal de 
‘non contenance’, donc le filtre du défaut du  paramètre ne peut pas envoyer un signal 
d’‘exclusion’. 
èmej
èmej
 
3.4.2 Isolation de défaut 
Après la détection d’un défaut, si les 1−p  filtres de défaut ont envoyé des signaux d’‘exclusion’, 
le défaut est isolé. Le filtre de défaut qui n’a pas envoyé le signal d’‘exclusion’ correspond au 
paramètre défectueux. Le filtre de paramètre qui n’envoie pas le signal de ‘non contenance’, 
permet de déterminer l’intervalle où se trouve le défaut. 
 
3.5 Caractéristiques de la méthode 
3.5.1 Vitesse d'isolation de la méthode 
Après l’occurrence du défaut, pour tous les filtres de paramètres (excepté celui contenant le 
défaut), la valeur absolue de l'erreur d’observation croîtra immédiatement avec la vitesse initiale 
suivante : )),),((),),((()()( utxfutxfctect obf
f
fhfhf θθε −== && . 
D’après la remarque 3.1, pour le filtre qui ne correspond pas au paramètre défectueux, cette 
vitesse initiale est grande. D’autre part, les seuils  et  sont des fonctions 
monotones des différences de paramètres  et , de plus  et  
)()( tijaε )()( tijbε
)(ija
jθ∆ )(ijbjθ∆− 0)(lim )(
0)(
=
→∆
tija
ija
j
ε
θ
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0)(lim )(
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. Ainsi, du point de vue théorique, si les constantes  et  sont 
assez petites, 
)(ija
jθ∆ )(ijbjθ∆
)()( tijaε , )()( tijbε  et la distance { } { }])(),(max,)(),([min )()()()( tttt ijbijaijbija εεεε  le 
sont aussi. L'erreur  sortira rapidement du secteur limité par les seuils  et  
après l’occurrence du défaut, donc l'isolation de défaut est rapide. 
)()( tijε )()( tijaε )()( tijbε
 
3.5.2 Identification du paramètre défectueux 
La méthode d'isolation présentée isole le défaut et fournit également l'estimation de la valeur du 
paramètre défectueux. Cette valeur  correspond à  de l'observateur d'isolation du filtre 
de paramètre dont l'intervalle contient la valeur du paramètre défectueux. La méthode fournit 
également les bornes du paramètre estimé )  et . Le fait que, cette méthode utilise ces 
bornes comme conditions initiales, permet d’estimer le paramètre défectueux d’une manière très 
rapide par rapport aux méthodes classiques. 
f
jθˆ )(ijobjθ
ij(a
jθ )ij(bjθ
 
3.5.3 Condition d’isolation 
On sait qu'un défaut sur le paramètre sθ , peut être isolé si et seulement si pour n'importe quel 
paramètre jθ  ( sj ≠ ) et dans n'importe quel intervalle (par exemple le  intervalle), la courbe 
d'erreur  sort du secteur limité par les seuils. Par conséquent, les faibles amplitudes des 
seuils , , et la grande amplitude de l'erreur  rendent l’isolation aisée. 
èmei
)()( tijε
)()( tijaε )()( tijbε )()( tijε
 
Si la situation de la remarque 3.1 n’est pas satisfaite, l'amplitude de  sera faible. Dans ce 
cas, il va falloir attribuer des petites valeurs à  et . Le paramètre sera divisé en 
plusieurs petits intervalles ce qui augmentera le nombre de filtres de paramètre et donc la 
procédure d’isolation nécessitera beaucoup plus de temps de calcul en ligne. Pour pallier ce 
problème, nous proposons une version améliorée de la méthode dans le prochain chapitre en 
utilisant des seuils adaptatifs. 
)()( tijε
)(ija
jθ∆ )(ijbjθ∆
 
3.5.4 Partition du domaine du paramètre 
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Selon ce qui a été mentionné plus haut, afin d'obtenir de bons résultats d’isolation et 
d'identification de défaut, la subdivision du paramètre en un certain nombre d’intervalles doit être 
bien faite. Autrement dit, la taille des intervalles doit être petite. D'autre part, plus le nombre 
d’intervalles est important plus le temps de calcul l’est aussi. Ainsi, un compromis doit être fait 
entre le nombre d’intervalles et la qualité de l'isolation et de l'identification du défaut. Cette 
subdivision dépend du modèle dynamique du système, un bon choix peut être fait à l’aide des 
simulations de ce modèle. 
 
3.6 Simulation 
Afin d’illustrer les algorithmes développés, nous considérons un modèle non linéaire d’un 
procédé de fermentation alcoolique [52]  
 
3.6.1 Modèle du procédé 
Le modèle obtenu à partir du bilan matières d’un procédé de fermentation alcoolique est donné 
par :  
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                                          (3.28) 
Où : ,  et  représentent respectivement les concentrations en biomasse, en substrat 
et en produit dans le bioréacteur. Le taux de dilution  est utilisé comme la variable de 
commande.  représente la concentration en substrat dans l’alimentation. On suppose que les 
coefficients des rendements 
)(tC )(tS )(tP
)(tu
aS
scY  et spY  sont connus et constants. L'état mesurable est la 
concentration en substrat . Pour l’illustration, le variable  ne sera pas considéré dans le 
modèle. 
)(tS )(tP
Le terme )(tµ  représente le taux de croissance de la concentration en biomasse. En général, il est 
une fonction non linéaire des concentrations ,  et , et du vecteur )(tC )(tS )(tP θ  des paramètres, 
c.-à-d. ),,,( PCSθµµ = , où ).(µ  est décrit par la "loi de Monod" [55]:  
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)(
)())(,()(
tSK
tStSt
s
m +== µθµµ  
mµ  est le taux de croissance maximum et  est la constante de saturation. sK
La variable de commande  est choisie comme une fonction variable sous forme de créneaux. )(tu
Le défaut est supposé apparaître au temps = 70h. La concentration  en substrat sera 
considérée comme la variable de sortie du système. 
ft )(tS
Un défaut est simulé par un changement de paramètre singulier du vecteur ],[ sm Kµθ =  des 
paramètres du système.  est le vecteur nominal. ],[ 000 sm Kµθ =
Pour l’étude en simulation, le vecteur des paramètres nominaux est choisi comme : 
. Les autres constantes dans le modèle (3.28) sont choisies comme : ]0,538,0[0 =θ
    , lgSa /100= 070,Y sc =  et 440,Y sp = . 
 
3.6.2  Filtre de paramètre 
Soit le paramètre mµ  le premier paramètre et  le deuxième paramètre. Le vecteur de gain 
d’observateur  est noté par 
sK
k [ ]Tttk )()( βα= . Le filtre pour le èmei  intervalle du j ème 
paramètre mµ  est donné par: 
• L’observateur d’isolation est :  
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Où :  et  sont des constantes réelles.  et  sont deux bornes du i)1(iob∆ )2(iob∆ )1( −imµ )(imµ ème intervalle 
du paramètre mµ .  et  sont deux bornes du ème)1( −isK )(isK i  intervalle du paramètre . sK
• Les deux modèles des seuils sont: 
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Où , , ,  sont des constantes positives petites. )1(ia∆ )1(ib∆ )2(ia∆ )2(ib∆
Nous devrions mentionner qu'après l'occurrence du défaut les termes  et 
 dans les deux modèles de seuils deviennent nuls. Dans cette situation, nous 
n’avons pas besoin de la fonction 
)()( )()( tStS ijaija −−
)()( )()( tStS ijbijb −−
)( ftt −η  utilisée dans les deux modèles des seuils. 
• Les deux observateurs des deux états des seuils sont: 
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On trouvera des détails concernant le choix des paramètres )(),( tt βα  dans [81]. Dans ce travail 
nous avons fait le choix suivant : 
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Où )(ˆ tµ  représente l’estimation de )(tµ . Pour l’observateur d’isolation )(ˆ tµ  est égal à 
 ; pour les modèles des seuils )()( tijobµ )(ˆ tµ  est égal à  ou )()( tijaµ )(ˆ tµ  est égal à  ; pour 
les observateurs des seuils 
)()( tijbµ
)(ˆ tµ  est égal à  ou )()( tijsaµ )(ˆ tµ  est égal à . )()( tijsbµ
 
3.6.3 Illustration de la propriété de monotonicité.  
 
Figure 3.9 
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Les paramètres nominaux du système non linéaire sont 0,5et  38,0 == sm Kµ .  Les paramètres de 
l’observateur sont les mêmes. On suppose que le paramètre  du système est constant et égal à 
sa valeur nominale. Le paramètre 
sK
mµ  du système varie comme suit : 0,38 ; 0,35 ; 0,30 ; 0,25. La 
figure 3.9 montre que l'erreur )(tε  de l'observateur est une fonction monotone de la différence de 
paramètre entre le système et l'observateur. Dans cette figure, les courbes , ,  et  
correspondent aux erreurs 
1c 2c 3c 4c
)(tε  engendrées par les valeurs 0,38 ; 0,35 ; 0,30 et 0,25 de mµ . 
 
3.6.4 Isolation de défaut.  
Pour la détection du défaut, nous avons utilisé l'algorithme développé dans [44], [79-80]. Les 
domaines admissibles des paramètres sont: mµ ∈  [0,2  0,53] et sK ∈  [0,5  5,1]. Ils sont 
subdivisés en 6 intervalles et pour chaque intervalle, on construit un filtre de paramètres. 
 
Les bornes des intervalles et les valeurs d’initialisation des observateurs pour mµ  sont :  
No 1 2 3 nominal 4 5 6 
b
mµ  0,20 0,26 0,32 0,36 0,41 0,45 0,49 
ob
mµ  0,24 0,30 0,34  0,43 0,47 0,51 
a
mµ  0,26 0,32 0,36 0,41 0,45 0,49 0,53 
 
Les bornes des intervalles et les valeurs d’initialisation des observateurs pour  sont : sK
No 1 2 3 4 5 6 nominal 
b
sK  0,50 1,60 2,70 3,70 4,00 4,40 4,90 
ob
sK  1,10 2,10 3,10 3,80 4,20 4,60  
a
sK  1,60 2,70 3,70 4,00 4,40 4,90 5,10 
 
 
Pour différentes valeurs du paramètre défectueux, les valeurs du temps d'isolation (heures) sont 
présentés dans les tables ci-dessous. A titre de comparaison, les résultats obtenus en utilisant 
l'approche basée sur les observateurs adaptatifs [79-80] sont également présentés. 
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a) Le paramètre  du système est égal au paramètre nominal.  Le paramètre défectueux du 
système est 
sK
mµ . Pour différentes valeurs du paramètre défectueux mµ , les temps d'isolation sont : 
 
Paramètre défectueux ( mµ ) 0,2 0,25 0,30 0,35 0,42 0,45 0,50 
Temps d’isolation (h) (intervalles) 0,15 0,15 0,15 0,15 5,80 1,90 1,25 
Temps d’isolation (h) (obs. adap.) 56 51 49 30,5 49 54 64 
 
b) Le paramètre mµ  du système est égal au paramètre nominal. Le paramètre défectueux du 
système est . Pour différentes valeurs du paramètre défectueux , les temps d'isolation sont 
donnés par : 
sK sK
 
Paramètre défectueux ( ) sK 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 4,8 
Temps d’isolation (h) (intervalles) 0,5 1,0 1,85 1,9 5,75 5,45 9,1 0,6 0,3 0,25
Temps d’isolation (h) (obs. adap.) 245 50 50 43 33 36 41 36 40 31 
 
Dans les tableaux ci-dessus, le terme ‘‘intervalles’’ représente les résultats obtenus en utilisant la 
méthode proposée dans ce travail, tandis que ‘‘obs. adap.’’ représente les résultats de la méthode 
basée sur les observateurs adaptatifs [79-80]. 
 
c) Pour donner plus de détails sur le mécanisme d’isolation, nous avons choisi deux exemples de 
défaut. 
Exemple 1 :  
Le défaut est sur , dans ce cas, le paramètre sK mµ  est égal au paramètre nominal et  varie de 
5,0 à 2,0. 
sK
Les figures 3.10 (a) et 3.10 (b) montrent les signaux d’‘exclusion’ envoyé par le filtre de défaut 
du paramètre mµ  et de ‘non-exclusion’ envoyé par le filtre de défaut du paramètre . Ce signal 
d’‘exclusion’ (indiqué par la valeur ‘1’) apparaît à =71,9 h. 
sK
ft
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Figure 3.10                                                                 Figure 3.11 
 
La figure 3.11 montre les signaux de ‘non contenance’ envoyés par les six filtres du paramètre du 
mµ . Elle montre que le 5ème filtre est le dernier qui envoie le signal de ‘non contenance’ et donc 
le temps d'isolation de défaut est déterminé par ce filtre.  
 
            Figure 3.12 : 1er intervalle de mµ                       Figure 3.13 : 5ème intervalle de mµ  
 
La figure 3.12 montre les résultats du filtre associé au 1er intervalle du paramètre mµ . Puisque le 
défaut n'est pas sur le paramètre mµ , alors la courbe )(tε  n'est pas dans le secteur limité par les 
courbes  et  des seuils dynamiques pour )(taε )(tbε mµ = 0,26 et mµ = 0,20. La figure 3.13 
montre les résultats du filtre associé au 5ème intervalle du paramètre mµ . Puisque le défaut n'est 
pas sur le paramètre mµ , alors la courbe )(tε  de l’erreur sort du secteur limité par les courbes 
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at)(ε  et des seuils dynamiques pour bt)(ε mµ = 0,49 et mµ = 0,45. On peut noter que )(tε  pour 
cet intervalle met un peu plus de temps pour sortir du secteur. 
 
                               Figure 3.14                                     Figure 3.15 : 1er intervalle de  sK
 
La figure 3.14 montre les signaux de ‘non contenance’ envoyés par les filtres de paramètre . 
Elle montre que le filtre associé au 2
sK
ème intervalle de paramètre n’envoie pas le signal de ‘non 
contenance’, par conséquent le défaut est sur le paramètre . La figure 3.15 montre les résultats 
du filtre associé au 1
sK
er intervalle du paramètre . Puisque la valeur  du paramètre 
défectueux  n'est pas dans le 1
sK 02,
sK
er intervalle, alors la courbe )(tε  de l’erreur n'est pas dans le 
secteur limité par les courbes  et  (correspondant aux deux bornes de l’intervalle). 
Donc cet intervalle ne contient pas la valeur du paramètre défectueux. 
)(taε )(tbε
 
           Figure 3.16 : 2ème intervalle de                                       Figure 3.17 sK
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La figure 3.16 montre les résultats du filtre associé au 2ème intervalle du paramètre . Puisque la 
valeur  est dans cet intervalle, alors la courbe 
sK
02, )(tε  de l’erreur est dans le secteur limité par les 
courbes  et  à tout instant. )(taε )(tbε
 
Exemple 2 :  
Dans cet exemple le défaut est sur mµ , le paramètre  est égal au paramètre nominal et le 
paramètre défectueux du système (
sK
mµ ) varie de 0,38 à 0,42. Sur la figure 3.17, le signal 
d’‘exclusion’ apparaît à =75,8 h. Les figures 3.18 à 3.22 montrent que nous obtenons des 
résultats similaires à ceux obtenus pour l’isolation du défaut sur le paramètre  dans l’exemple 
précédent. Dans ce cas, les résultats sont tout aussi probants. 
ft
sK
 
                         Figure 3.18 ( )                                  Figure 3.19 : 3sK
ème intervalle de  sK
 
                       Figure 3.20 ( mµ )                                   Figure 3.21 : 1er intervalle de mµ  
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Figure 3.22 : 4ème intervalle de mµ  
 
3.7 Conclusion 
La méthode présentée dans ce chapitre s’applique à une grande classe de systèmes dynamiques 
non linéaires. La seule condition exigée est que la dynamique du système soit une fonction 
monotone du paramètre considéré. Nous avons montré que, si les intervalles des paramètres sont 
assez petits, alors la vitesse d'isolation est assez rapide. Par conséquent, ce résultat est très utile 
pour la conception de systèmes de commande tolérant aux fautes. 
L'avantage de la méthode proposée est illustré par un exemple de simulation sur un procédé de 
fermentation alcoolique. Ce procédé est décrit par un modèle non linéaire obtenu à partir des 
considérations de bilan de matière. L'objectif est d'isoler le paramètre défectueux (le taux de 
croissance maximum mµ  et la constante de saturation ) quand un défaut est détecté dans la 
dynamique du système. Les résultats de simulation ont montré l'efficacité de la méthode proposée 
en ce qui concerne la vitesse d’isolation. De plus, cette méthode donne également l'estimation de 
la valeur du paramètre défectueux. 
sK
 
Il est difficile, en particulier dans l'exemple considéré, de résoudre le problème de l’isolation de 
défaut par la théorie de l'espace de parité à cause du type du modèle considéré. Il est également 
difficile d’utiliser la méthode basée sur la théorie de la géométrie différentielle, parce que les 
deux paramètres mµ  et  ne peuvent pas être séparés dans différents champs de vecteurs. Donc 
les défauts causés par 
sK
mµ  et  ne peuvent pas être découplés en choisissant une transformation sK
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de coordonnées. En utilisant la méthode basée sur les observateurs adaptatifs, l'isolation peut être 
effectuée, mais sa vitesse est lente. 
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Chapitre 4 
Isolation et identification de défauts avec des seuils adaptatifs 
 
 
 
Introduction 
Dans le chapitre précédent, nous avons mentionné que quand le défaut est isolé, l'estimation de la 
valeur du paramètre défectueux et de ses bornes supérieure et inférieure sont déterminées. Ces 
deux bornes sont celles de l'intervalle qui contient la valeur du paramètre défectueux. Si 
l'intervalle n'est pas assez petit, l'estimation de la valeur du paramètre défectueux ne sera pas 
assez précise. Il a été aussi mentionné que si la remarque 3.1 n'est pas satisfaite, l'amplitude de 
 ne sera pas grande, donc des intervalles de petites tailles sont nécessaires pour l'isolation. 
Pour ces deux raisons, les domaines des paramètres devraient être divisés en plus petits 
intervalles. Ceci implique une augmentation du nombre de filtres de paramètres et par conséquent 
un temps de calcul plus important. Pour pallier ces problèmes, nous proposons dans ce chapitre 
une nouvelle version basée sur l’utilisation des seuils adaptatifs. 
)()( tijε
Après l'occurrence d'un défaut, dans chaque filtre de paramètre, on fait fonctionner l'observateur 
d'isolation comme un observateur adaptatif qui identifie en ligne le paramètre du système. En 
même temps, on fait fonctionner les deux observateurs d’états des seuils en tant qu'observateurs 
adaptatifs qui identifient en ligne les paramètres des deux modèles de seuil. Soit au total trois 
observateurs adaptatifs qui ont un même gain d’identification. Le choix de ces gains doit garantir 
que les procédures d’identification soient sans dépassement (monotone en fonction du temps). 
Dans ce chapitre, l'observateur d'isolation, les observateurs des seuils et les seuils employés dans 
le chapitre 3 sont les mêmes sauf qu’ils sont adaptatifs. Toutes les notations et les hypothèses 
faites dans le chapitre précédent sont les mêmes sauf dans quelques cas particuliers que nous 
mentionnerons. 
 
4.1 Filtre adaptatif de paramètre 
Le filtre adaptatif de paramètre pour le èmei  intervalle du j ème paramètre est composé de : 
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a-) Un observateur adaptatif d'isolation : 
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pijob Rt ∈)(ˆ )(θ  est le vecteur de paramètre de l’observateur.  est le vecteur de 
gain d'adaptation de paramètre pour le 
(.,.))(ijKθ
j ème paramètre de dimension n . 
b-) Deux modèles de seuils : 
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c-) Deux observateurs adaptatifs de seuils : 
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                                                                (4.10) 
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On peut noter que, dans ce chapitre les paramètres des observateurs ,  et 
 sont variables en fonction du temps, alors que dans le chapitre précédent, après 
l’occurrence d’un défaut, ,  et  sont des paramètres constants. 
)(ˆ )( tijobjθ )(ˆ )( tijobajθ
)(ˆ )( tijobbjθ
)(ijob
jθ )(ijobajθ )(ijobbjθ
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Figure 4.1 
 
La figure 4.1 illustre un intervalle adaptatif qui contient la valeur du paramètre défectueux . 
 et  sont deux seuils adaptatifs. 
f
jθ
aε bε ε  est l'erreur d’observation de l'observateur adaptatif 
d'isolation. Si à  la valeur du paramètre défectueux  est dans l'intervalle de paramètre, alors ft
f
jθ
ε  sera limitée par  et  à tout instant après . Ainsi, si aε bε ft ε  est hors du secteur limité par  
et  à un instant donné après , nous pouvons conclure que la valeur du paramètre défectueux 
n'est pas dans cet intervalle. 
aε
bε ft
 
4.2  Principe du filtre adaptatif de paramètre 
 
Avant l’occurrence de défaut, les vecteurs de paramètres de l'observateur adaptatif d'isolation, des 
modèles de seuils et des observateurs adaptatifs de seuils sont identiques, ils sont égaux à la 
valeur nominale . 0θ
Comme nous l’avons mentionné dans le chapitre 3, à  nous avons : ft
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Après l’occurrence d'un défaut, 0)( =− ≥ fttfttη  et les expressions (4.3) et (4.4) deviennent :  
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                                                                                             (4.13) f
ijaijaija ttuxfx ≥= ),,,( )()()( θ&
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                                                                                   (4.15) 
Le choix du gain d'identification  doit garantir que les procédures d'identification de 
 et  sont sans dépassement. Il doit garantir aussi que la procédure 
d'identification de  (dans le cas où l’intervalle contient la valeur du paramètre 
défectueux) est également sans dépassement. Ce choix peut être fait à l’aide d’une étude en 
simulation. 
(.,.))(ijKθ
)(ˆ )( tijobajθ )(ˆ )( tijobbjθ
)(ˆ )( tijobjθ
Nous considérons que les intervalles sont petits et alors nous pouvons utiliser les outils de la 
théorie systèmes linéaires. Ainsi, dans un premier temps, nous présentons le principe de la 
méthode en faisant une linéarisation. Nous décrivons les trois procédures d'identification des 
observateurs adaptatifs en approximant ceux-ci par les fonctions exponentielles suivantes : 
                                                                       (4.16) 
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Où les trois constantes de temps sont égales et données par : 
                                                                                              (4.17) )()()()( ijijobbijobaijob cccc ===
Les caractéristiques dynamiques non linéaires des trois observateurs sont supposées les mêmes. 
Ces approximations peuvent impliquer parfois des erreurs et donc peuvent causer des décisions 
fausses de l’isolation de défaut. La gestion des ces imprécisions sera discutée dans la section 
“seuils des procédures d'identification de paramètre”. 
Si js =  et , à partir des expressions 
(4.16) et (4.17) on peut obtenir : 
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De la même manière que pour le théorème 3.1, la preuve du théorème 4.1 suivant peut être 
démontrée. 
 
Théorème 4.1  
On suppose que le défaut est sur le sème paramètre et l'observateur d'isolation considéré est celui 
qui correspond à ce sème paramètre, c.-à-d. js = . 
Si nous supposons que les caractéristiques dynamiques non linéaires des trois observateurs sont 
les mêmes, et que leurs constantes de temps sont identiques (c.f. (4.17)), alors nous avons : 
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{ } { }[ ] tttttt ijbijaijbijaij ∀∈ ,)(),(max,)(),(min)( )()()()()( εεεεε  et  est une fonction 
monotone de la différence de paramètre , donc : 
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Les observateurs adaptatifs de seuils,  et  sont respectivement des fonctions 
monotones des différences des paramètres  et , donc : 
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2-) Pour l’observateur adaptatif d’isolation, si , alors, au 
début de l'occurrence de défaut: 
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Démonstration : 
De la même manière que pour la démonstration du théorème 3.1, on peut obtenir :      
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(Pour les notations, c.f. le chapitre 3)  
La fonction  est une fonction de 
 et , ainsi elle est seulement une fonction de ,  et u  
mais pas de . 
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L’équation (4.19) indique que pour un point , l'erreur  est une fonction linéaire de 
la différence de paramètre . Si  est assez petite, cette relation linéaire sera 
assez précise.  
)(ˆ )( tijobjθ )()( tijε
)(ˆ )( f
ijob
j tθδ )(ˆ )( fijobj tθδ
De la même manière que pour la démonstration du théorème 3.1, nous pouvons montrer que si 
l'intervalle  est inférieur à une certaine taille et si 
 est dans l'intervalle , alors l'erreur d’observation  est une 
fonction monotone de la différence de paramètres . 
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Si l'intervalle   est inférieur à une certaine taille et si 
 et  sont dans l’intervalle , alors les erreurs d’observation 
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)()( tijaε  et  sont des fonctions monotones de la différence de paramètres  et 
. 
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Dans les équations (4.20) et (4.21),  et  respectivement  et  
ont des structures similaires à  et  (c'est-à-dire: ). Nous devons  
mentionner que  et  sont indépendantes de , c'est-à-dire, les résultats de (4.20) 
et (4.21) ne dépendent pas de la condition 
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js = . Comme nous l’avons supposé, puisque 
l'intervalle est petit, les caractéristiques dynamiques non linéaires des trois observateurs sont les 
mêmes. Ainsi nous considérons les égalités suivantes : 
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Selon (4.17) et (4.19) à (4.23), on peut obtenir: 
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(4.24) et (4.25), on peut conclure que  et  ont le même 
signe, donc : 
0))(ˆ( )()( ≥−∆ fijobjijaj tθδθ 0))(ˆ( )()( ≥∆+ ijbjfijobj t θθδ
)()( )()( tt ijija εε − )()( )()( tt ijbij εε −
{ } { }] [)(),(max,)(),(min)( )()()()()( ttttt ijbijaijbijaij εεεεε ∈ . 
• Lorsque  ou , nous avons  et 
 ou  et  ; les erreurs d’observation sont données par 
 ou . 
)()( )(ˆ ijajf
ijob
j t θθδ ∆= )()( )(ˆ ijbjfijobj t θθδ ∆−= )(ijaxx =
)()( ˆˆ ijaij xx = )(ijbxx = )()( ˆˆ ijbij xx =
)()( )()( tt ijaij εε = )()( )()( tt ijbij εε =
Ainsi, nous avons : 
    { } { }[ ])(),(max,)(),(min)( )()()()()( ttttt ijbijaijbijaij εεεεε ∈ , ftt ≥∀                                              (4.26) 
 
À partir (4.19), (4.20), et (4.21) on peut obtenir : , 
 et  dans lesquelles , 
. La première partie du théorème 4.1 est donc prouvée. 
f
ij
t
ttt
f
ijob
j
≥∀=
→
,0)(lim )(
0)(ˆ )(
ε
θδ
f
ija
t
ttt
f
ija
j
≥∀=
→
,0)(lim )(
0)(ˆ )(
ε
θδ f
ijb
t
ttt
f
ijb
j
≥∀=
→
,0)(lim )(
0)(ˆ )(
ε
θδ
)()( )(ˆ ijajf
ija
j t θθδ ∆=
)()( )(ˆ ijbjf
ijb
j t θθδ ∆=
 
2 -) Au de voisinage de , les variations de ,  et  causées par les 
procédures d'identification de paramètre sont petites. De la même manière que pour la 
démonstration de la 2
ft )(ˆ
)( tijobjθ )(ˆ )( tijobajθ )(ˆ )( tijobbjθ
ème partie du théorème 3.1, la 2ème partie du théorème 4.1 peut être prouvée. 
                                                                                                                                                       
Pour la démonstration du théorème 4.1, nous avons utilisé l'équation linéarisée suivante : 
    )(ˆ),,(),,( )(),(ˆ
)(
),(ˆ
)(
)(*)()(*)( t
uxfekC
x
uxfe ijobxt
ij
xt
ij
ijijobijijob θδθ
θθ
θθ ∂
∂+⎟⎠
⎞⎜⎝
⎛ −∂
∂=&  
Si nous considérons l'effet de la variation du paramètre sur le premier terme    
)(
),(ˆ )(*)(
),,( ij
xt ekCx
uxf
ijijob ⎟⎠
⎞⎜⎝
⎛ −∂
∂
θ
θ , celui-ci devient : 
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    )()(
),(ˆ),(ˆ
)(ˆ),,(),,( )(*)()(*)( ijijobxtxt ekCtx
uxf
x
uxf
ijijobijijob ⎟⎟⎠
⎞⎜⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂+∂
∂ θδθθ
θ
θθ  
Puisque la fonction ),,( uxf θ  et ses premières dérivées partielles, en fonction de x  et θ  sont 
continues, bornées en x  et θ , nous avons : 
    )()(
),(ˆ),(ˆ0ˆ
)(ˆ),,(),,(lim )(*)()(*)()(
ijijob
xtxt ekCtx
uxf
x
uxf
ijijobijijobijob ⎟⎟⎠
⎞⎜⎜⎝
⎛ −⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂+∂
∂
→
θδθθ
θ
θθθδ
 
    = )(),(ˆ )(*)(
),,( ij
xt ekCx
uxf
ijijob ⎟⎠
⎞⎜⎝
⎛ −∂
∂
θ
θ  
L'effet de la variation du paramètre peut être ignoré si l'intervalle du paramètre est petit. 
Les valeurs des seuils aux points  et  sont très 
importantes. Nous allons montrer qu’il est possible de déterminer de manière exacte ces valeurs 
sans l’utilisation de la linéarisation. Ce résultat est basé sur les faits qu’aux frontières (lorsque 
 ou  ), nous avons  et  ou  
et et donc  ou . La raison est que, aux points 
frontières les non linéarités du système et les modèles de seuils s’annulent mutuellement. 
)()( )(ˆ ijajf
ijob
j t θθδ ∆= )()( )(ˆ ijbjfijobj t θθδ ∆−=
)()( )(ˆ ijajf
ijob
j t θθδ ∆= )()( )(ˆ ijbjfijobj t θθδ ∆−= )(ijaxx = )()( ˆˆ ijaij xx = )(ijbxx =
)()( ˆˆ ijbij xx = )()( )()( tt ijaij εε = )()( )()( tt ijbij εε =
 
Nous pouvons dire que le mécanisme des seuils est basé sur les faits suivants : 
• Au point , . Ce résultat peut être obtenu sans 
l’utilisation de la linéarisation mais directement à partir du principe de l’observateur. 
0)(ˆ )( =fijobj tθδ fij ttt ≥∀= ,0)()(ε
• Au point , nous avons  et au point 
, nous avons . Ce résultat peut également 
être obtenu sans l’utilisation de la linéarisation.  
)()( )(ˆ ijajf
ijob
j t θθδ ∆= fijaij tttt ≥∀= ),()( )()( εε
)()( )(ˆ ijbjf
ijob
j t θθδ ∆−= fijbij tttt ≥∀= ),()( )()( εε
• Lorsque  et , le comportement de 
l’erreur d’observation de l’observateur peut être décrit, puisque l'intervalle de paramètre 
est petit, par une relation obtenue par une linéarisation en fonction de la différence des 
paramètres . 
)0,()(ˆ )()( ijbjf
ijob
j t θθδ ∆−∈ ),0()(ˆ )()( ijajfijobj t θθδ ∆∈
)(ˆ )( f
ijob
j tθδ
• Dans notre cas, nous supposons que les intervalles sont petits, ces petites tailles sont 
également nécessaires pour obtenir une bonne vitesse d'isolation comme il a été 
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mentionné dans le chapitre 3. De plus, les petites tailles d'intervalles réduiront 
considérablement les non linéarités du système. 
 
Après l’occurrence de défaut au s ème paramètre, dans le cas où js ≠ , la procédure 
d'identification du paramètre ne peut pas correctement identifier la valeur du paramètre 
défectueux. Selon la supposition 3.1, le sous-ensemble considéré du paramètre est distinguable, 
nous faisons la remarque suivante qui est semblable à la remarque 3.1.  
 
Remarque 4.1 
Après l’occurrence d'un défaut et afin de l'isoler, l’observateur adaptatif d’isolation (dans le cas 
où js ≠ ) essaye de s’adapter mais la différence dynamique entre l'observateur adaptatif 
d'isolation et le système au point xx ˆ=  est grande. C'est-à-dire : 
 est grande.                                                   )),(ˆ,(),,()),(ˆ,,( utxfuxfutxf obfobf θθθθ −=∆ •  
 
En utilisant la remarque 4.1, nous pouvons montrer que le théorème 3.2 est vrai pour 
l'observateur adaptatif. 
 
4.3 Isolation de défaut 
 
Selon la discussion ci-dessus, si nous utilisons les observateurs adaptatifs à la place de ceux 
utilisés dans le chapitre 3, le théorème 3.1 peut être remplacé par le théorème 4.1, et le théorème 
3.2 restera valable. Ainsi nous pouvons construire des filtres de défaut en remplaçant les 
observateurs par les observateurs adaptatifs.  Dans ce cas, la procédure d’isolation est la même 
que celle présentée dans le chapitre 3. 
 
4.4 Estimation des paramètres 
 
Lorsque le défaut est isolé, le filtre de défaut adaptatif qui n'a pas envoyé le signal d’‘exclusion’ 
est lié au paramètre défectueux. De plus l'intervalle de paramètre dont le filtre de paramètre 
adaptatif n'a pas envoyé le signal de ‘non contenance’, contient la valeur du paramètre 
défectueux. 
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Nous utilisons la valeur du paramètre  de l'observateur adaptatif d'isolation, dont 
l'intervalle contient la valeur du paramètre défectueux comme estimation de la valeur de ce 
paramètre : 
)(ˆ )( tijobjθ
                                                                                                                  (4.27) )(ˆ)(ˆ )( tt ijobj
f
j θθ =
Alors les bornes d'erreur de l’estimation du paramètre peuvent être données par : 
                                                                           (4.28) )](ˆ),(ˆ[)(ˆ)( )()( tttte ijaj
ijb
j
f
j
f
j θδθδθθθ ∈−=
Au moment où le défaut est isolé et parce que la méthode d'isolation proposée est rapide, on a :  
     )(0)( )(ˆ)(ˆ ijobjf
ijob
j
f
j tt ∆+=≅ θθθ
                                                                         (4.29) ],[)(ˆ)( )()()( ijaj
ijb
jf
ijob
j
f
j tte θθθθθ ∆∆−∈−≅
La procédure d’isolation nous permet de localiser le défaut et donc l’intervalle où il se trouve. 
Ceci nous permet de lancer la procédure d’identification avec des conditions initiales connues à 
savoir les bornes de l’intervalle où le défaut est localisé. Cette méthode utilise, un domaine de 
paramètre réduit pour l’identification de cette valeur (la taille de l’intervalle). C’est un précieux 
avantage, qui permet d’identifier rapidement cette valeur, contrairement aux autres approches. La 
détermination des bornes et l’estimation rapide de la valeur du paramètre défectueux sont très 
utiles pour la reconfiguration du contrôleur du système de FTC. 
Après l’isolation du défaut, l'estimation du paramètre deviendra de plus en plus précise avec 
l'opération d'identification. Les bornes d'erreur de l’estimation du paramètre dans (4.28) sont 
données par (4.16), on peut avoir : 
                                                                                       (4.30) ]0,0[)](ˆ),(ˆ[lim )()( +−
∞→
=tt ijajijbjt θδθδ
Ainsi, les erreurs entre les bornes et la valeur du paramètre défectueux deviennent de plus en plus 
petites. En utilisant ces bornes d’erreur  et , les bornes du paramètre 
défectueux sont :  
)(ˆ )( tijbjθδ )(ˆ )( tijajθδ
)](ˆ)(ˆ),(ˆ)(ˆ[ )()()()( tttt ijaj
ijob
j
ijb
j
ijob
j
f
j θδθθδθθ ++∈
 
Remarque : Effet de l’approche adaptative sur l'isolation 
Comme la procédure d'isolation fonctionne d’une façon adaptative, les deux seuils dynamiques 
convergeront vers zéro, donc  sortira du secteur limité par les deux seuils adaptatifs un )()( tijε
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certain instant après l'occurrence du défaut, même si son amplitude n’est pas grande importante. 
Ainsi, l’isolation sera faite correctement. 
 
4.5 Seuils des procédures d'identification des paramètres 
 
Dans la démonstration du théorème 4.1, nous avons utilisé les deux hypothèses suivantes : 
• les trois procédures d'identification ont la même constante de temps : 
)()()()( ijijobbijobaijob cccc ===                                                                                   (4.31) 
• les dynamiques non linéaires des trois observateurs correspondant aux différents 
paramètres ,  et  sont supposées les mêmes, ainsi on a : )(ˆ )( tijobjθ )(ˆ )( tijobajθ )(ˆ )( tijobbjθ
),(),(),( )()()( τττ ttt ijijbija Φ=Φ=Φ                                                                          (4.32) 
)()()( )()()( τττ ijijbija BBB ==                                                                                   (4.33) 
Comme nous l’avons mentionné dans la démonstration du théorème 4.1, les erreurs , 
 et  sont respectivement trois fonctions monotones : de  au point 
, de  au point  et de  au point . Nous exprimons 
ces relations par les équations suivantes : 
)()( tijε
)()( tijaε )()( tijbε )(ˆ )( fijobj tθδ
)(ˆ )( tijobjθ )(ˆ )( fijaj tθδ )(ˆ )( tijobajθ )(ˆ )( fijbj tθδ )(ˆ )( tijobbjθ
                                                                                           (4.34) )),(ˆ()( )(
)(ˆ
)(
)( ttFt f
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ijob
j
θδε θ=
                                                                                          (4.35) )),(ˆ()( )(
)(ˆ
)(
)( ttFt f
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ijoba
j
θδε θ=
                                                                                          (4.36) )),(ˆ()( )(
)(ˆ
)(
)( ttFt f
ijb
jt
ijb
ijobb
j
θδε θ=
où, ,  et  sont des fonctions 
monotones non linéaires. 
)),(ˆ( )(
)(ˆ )(
ttF f
ijob
jtijobj
θδθ )),(ˆ( )()(ˆ )( ttF fijajtijobaj θδθ )),(ˆ( )()(ˆ )( ttF fijbjtijobbj θδθ
Si les deux hypothèses mentionnées ci-dessus sont strictement satisfaites, , 
 et  peuvent être considérées comme des fonctions 
identiques. Alors les équations (4.34)-(4.36) peuvent être représentées par une expression 
unique : 
)),(ˆ( )(
)(ˆ )(
ttF f
ijob
jtijobj
θδθ
)),(ˆ( )(
)(ˆ )(
ttF f
ija
jtijobaj
θδθ )),(ˆ( )()(ˆ )( ttF fijbjtijobbj θδθ
                                                                                                      (4.37) )),(ˆ()( )()( ttFt f
ij
j
ij θδε =
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Dans ce cas, la première partie du théorème 4.1 peut être strictement prouvée dans l'intervalle 
grâce à la propriété de monotonicité sans l’utilisation de la linéarisation de la fonction d’erreur 
dynamique de l’observateur. La linéarisation est utilisée seulement au point , 
comme nous l’avons fait dans la démonstration du théorème 3.1. 
0)(ˆ )( =fijj tθδ
En général, pour un système dynamique non linéaire, les deux hypothèses mentionnées ci-dessus 
ne sont pas souvent satisfaites. Pour le filtre de paramètre dont l'intervalle contient la valeur du 
paramètre défectueux, lors de l'identification ,  et  deviennent très 
petits, la première partie du théorème 4.1 donnée par : 
)(ˆ )( tijobjθδ )(ˆ )( tijajθδ )(ˆ )( tijbjθδ
    { } { }[ ] tttttt ijbijaijbijaij ∀∈ ,)(),(max,)(),(min)( )()()()()( εεεεε                                                 (4.38) 
peut ne pas être correcte si les hypothèses ne sont pas satisfaites.  
 
Deux cas sont possibles : 
4.5.1 Le cas où l’égalité  n’est pas satisfaite : )()()()( ijijobbijobaijob cccc ===
Puisque la valeur du paramètre défectueux  et les paramètres des modèles de seuils , 
 sont différents, donc les constantes de temps ,  et  des procédures 
d'identification des paramètres ne sont pas strictement les mêmes. Si - >0 (ou -
>0), (4.38) peut être incorrecte, par conséquent la procédure d'isolation peut être incorrecte 
aussi, ce qui peut conduire à une mauvaise isolation du paramètre défectueux. Pour pallier ce 
problème, nous pouvons utiliser une constante positive 
f
jθ )(ijajθ
)(ijb
jθ )(ijobc )(ijobac )(ijobbc
)(ijobac )(ijobc )(ijobbc
)(ijobc
1<ρ , par exemple ρ = 20%, quand 
ρθ
θδ ≤∆ )(
)( )(ˆ
ija
j
ija
j t , on arrête la procédure d'identification de . Cette même approche peut 
être utilisée pour la procédure d'identification de . Par contre pour , la 
procédure d'identification fonctionnera (sans 
)(ˆ )( tijajθδ
)(ˆ )( tijbjθδ )(ˆ )( tijobjθδ
ρ ) de manière permanente pour estimer la valeur 
du paramètre défectueux d'une manière exacte. L'explication de ce principe est donnée par ce qui 
suit.  
Sans perte de généralité, on considère le cas où  ( est une constante 
positive) et  est positif, donc  a le même signe que . Dans ce cas, 
l'équation (4.24) devient : 
ccc ijobijoba ∆+= )()( c∆
)(ˆ )( f
ijob
j tθδ )(ˆ )( fijobj tθδ )(ijajθ∆
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Dans l'équation (4.24), les deux termes ont les mêmes constantes . Dans 
l'équation (4.39), le terme  est le 
même que celui dans l'équation (4.24). Le premier terme 
 de l’équation (4.39) est différent 
de celui correspondant  dans l’équation 
(4.24). Cette différence réside au niveau des constantes du temps (  au lieu de 
). Donc le premier terme dans (4.39) convergera vers zéro plus rapidement que le second 
commun aux deux équations (4.24) et (4.39). Ainsi, il existe un instant  tel que pour , 
la différence  dans (4.24) ne change pas de signe tandis que le signe de cette 
même différence dans (4.39) change. Par conséquent, après  la courbe de  sortira du 
secteur limité par les deux courbes  et , donc l’équation (4.38) n’est pas correcte. 
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À l’instant , le signe de  change, à partir de (4.39) on peut écrire : bt )()(
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Sachant que , on peut obtenir: ttt bf <≤
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En considérant (4.22), (4.23), alors (4.41) peut s’écrire comme suit : 
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Après , on a : bt
    
bb ttf
ijob
jf
ijob
tt
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jf
ijob tttcttcc >> −−≤∆−∆+− )(ˆ))(exp()))((exp( )()()()( θδθ                      (4.43) 
En d'autres termes : 
    
bb tt
ijob
jtt
ija
j tt >> ≤ )(ˆ)(ˆ )()( θδθδ                                                                                            (4.44) 
Le signe de la différence  change avant  ou à  exactement. Puisque si 
(4.43)  n'est pas satisfaite, le signe de 
)(ˆ)(ˆ )()( tt ijobj
ija
j θδθδ − bt bt
btt
ijija tt >− ))()(( )()( εε ne changera pas. À partir de (4.43), 
on peut obtenir:  
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ijob
j
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j
b ttc
t +∆∆≥ )(ˆln)(
1
)(
)(
θδ
θ
                                                                                           (4.45) 
 
Exemple 
Pour illustrer ce qui a été mentionné, nous utilisons le modèle du procédé de fermentation 
présenté dans le chapitre précédent.   
Le défaut est sur le paramètre  qui change de 5,0 à 1,0. L'intervalle  
contient la valeur =1,0. Le filtre de paramètre de cet intervalle est un filtre adaptatif. Les 
paramètres de ce filtre de cet intervalle sont ,  et .  
sK ]6,1 ;5,0[ == asbs KK
sK
5,0=bsK 6,1=asK 1,1)(ˆ =fobs tK
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La figure 4.2 présente les résultats sans l’utilisation du test d’arrêt ρ  de la procédure 
d'identification. À  heures, la courbe 7,184=t )(tε  de l'erreur d’observation de l'observateur 
d'isolation quitte le secteur limité par les deux courbes  et  des seuils adaptatifs 
correspondant à  et . 
)(taε )(tbε
6,1=asK 5,0=bsK
 
                                Figure 4.2                                                            Figure 4.3 
 
Dans la figure 4.3, les évolutions des différences des paramètres : , 
 et  sont présentées. Cette figure montre que, bien 
que les trois évolutions de ,  et  soient monotones en fonction du temps, le 
signe de la différence de paramètre  change à 
)(ˆ)(ˆ tKKtK obas
a
s
a
s −=δ
)(ˆ)(ˆ tKKtK obbs
b
s
b
s −=δ )(ˆ)(ˆ tKKtK obsfsobs −=δ
)(ˆ tK asδ )(ˆ tK obsδ )(ˆ tK bsδ
)(ˆ)(ˆ tKtK bs
ob
s δδ − 170=t  heures. Ceci implique la 
non validité de l'équation (4.38). La raison en est que  converge vers zéro plus rapidement 
que , c.-à-d. > . 
)(ˆ tK bsδ
)(ˆ tK obsδ obbc obc
 
Considérons le cas général : 
Selon (4.45), quand le signe de  change, la valeur de  devient : )(ˆ)(ˆ )()( tt ijobj
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Puisque l'intervalle est petit, la différence dynamique entre les procédures d'identification des 
 et  est petite, donc )(ˆ )( tijajθδ )(ˆ )( tijobjθδ c
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procédures d'identification devient très faible. En conséquence, on considère seulement le cas où 
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 est une constante positive très petite. 
Quand il y a changement du signe de ( ), on peut conclure selon l'équation 
(4.46) que 
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. Ainsi, on peut 
choisir un seuil positif ρ  qui nous permet d’arrêter la procédure d'identification de , par 
exemple 
)(ˆ )( tijajθδ
ρ =20%. (lorsque ρθ
θδ ≤∆ )(
)( )(ˆ
ija
j
ija
j t , on arrête cette procédure). Les figure 4.4 et 4.5 
présentent  les  résultats  correspondants  en  utilisant  un  seuil   ρ  =  0, 2   pour  les  procédures 
 
                               Figure 4.4                                                             Figure 4.5 
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d'identification de et . )(ˆ )( tK ijasδ )(ˆ )( tK ijbsδ
 
4.5.2 Le cas où les dynamiques des trois observateurs sont différentes 
Considérons maintenant le problème de l'influence des différences entre ,  et 
. Pour faciliter l’explication, nous supposons que (4.17) est satisfaite. À , 
= = ) , ce problème n'apparaît pas. Après , nous aurons 
, et ces différences augmentent avec le temps. Donc les 
expressions (4.22) et (4.23) ne sont pas vérifiées. Cette différence peut être la cause de 
changement du signe de  dans (4.39) et donc l’isolation ne sera pas faite. Ce 
problème peut être vu d'une autre façon, pour cela nous utilisons l’exemple d'une fonction 
monotone non linéaire simple pour montrer ces différences (figure 4.6). 
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Figure 4.6 
 
Dans la figure 4.6, )(xfy n=  est une fonction monotone non linéaire. Les incréments de x  : 
13 xx δδ >  ont le même point d’origine (le point ), ainsi 1x 13 yy δδ >  est strictement satisfaite. Pour 
2yδ
1yδ
x
y
1x 2x
1xδ
2xδ
)(xfy n=
3xδ
3yδ
∗
∗
∗
∗
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les incréments 1xδ  et 2xδ , bien que 12 xx δδ > , comme leurs points d’origine sont différents, la 
relation 12 yy δδ >  n'est pas satisfaite. 
 
Les imprécisions de (4.22) et (4.23) sont faibles car la taille d’intervalle est petite. Ces 
imprécisions apparaissent quand les procédures d'identification opèrent pendant longtemps. Par 
conséquent ce problème peut être résolu également en utilisant le seuil ρ  comme mentionné plus 
haut. 
 
4.6 Simulation 
 
4.6.1 Le filtre de défaut  
Le modèle du procédé considéré et les intervalles sont identiques à ceux utilisés dans le chapitre 
précédent. Dans chaque intervalle, l'observateur d'isolation et les observateurs des seuils sont des 
observateurs adaptatifs. 
Soit =j 1 correspondant au paramètre mµ  et =j 2 correspondant au paramètre , le filtre de 
paramètre pour le i
sK
ème intervalle du j ème paramètre est donné par : 
L'observateur d'isolation est : 
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Où : ,  sont des constantes réelles. ,  sont deux bornes du i)1(iob∆ )2(iob∆ )1( −imµ )(imµ ème l'intervalle du 
paramètre mµ .  et  sont deux bornes du )1( −isK )(isK i ème l'intervalle du paramètre . sK
Les deux modèles des seuils sont : 
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Dans le chapitre 3 nous avons utilisé des gains variables pour les observateurs, dans cette partie, 
nous utilisons des gains constants pour les observateurs. Pour assurer la stabilité des erreurs 
d’observation des observateurs, les gains α  et β  sont choisis comme 0175,0−=α  et 25,0=β , 
l’article [81] fournit plus de détails au sujet de ce choix. Le seuil ρ  est égal à 0,2. En ce qui 
concerne les gains d’estimation 1λ  et 2λ , l’article [81] montre que, ces deux gains influencent les 
vitesses des procédures d'identification des paramètres mµ  et . Ils sont choisis différemment 
pour chaque intervalle. Le choix de et  doit assurer que, les évolutions des paramètres 
identifiés par les observateurs adaptatifs des seuils et les observateurs adaptatifs d'isolation (dans 
le cas où l'intervalle du paramètre contient la valeur du paramètre défectueux) sont monotones en 
fonction du temps. 
sK
1λ 2λ
 
4.6.2 Simulation pour l'isolation de défaut et l'identification de défaut 
Nous avons simulé plusieurs cas de défauts, les résultats obtenus sont les suivants : 
a) Le paramètre  du système est égal au paramètre nominal. Le paramètre défectueux du 
système est 
sK
mµ . Pour différentes valeurs du paramètre défectueux mµ , les temps d'isolation sont : 
 
Paramètre défectueux ( mµ ) 0,2 0,25 0,30 0,35 0,42 0,45 0,50 
Temps d’isolation (h)  0,15 0,15 0,15 0,20 5,80 1,90 1,25 
 
b) Le paramètre mµ  du système est égal au paramètre nominal et le paramètre défectueux du 
système est . Pour différentes valeurs du paramètre défectueux , les temps d'isolation sont 
donnés par : 
sK sK
 
Paramètre défectueux ( ) sK 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 4,8 
Temps d’isolation (h)  0,5 1,0 1,85 1,9 5,7 5,35 8,35 0,6 0,3 0,25
 
c) Deux défauts sont considérés pour montrer en détail la procédure d'isolation.   
 
Exemple n°1 : 
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La valeur du paramètre  du système est égale à sa valeur nominale et le paramètre défectueux 
du système est 
sK
mµ . La valeur du paramètre défectueux est 29,0=mµ . La figure 4.7 montre les 
signaux ‘non contenances’ envoyés par les filtres de paramètre adaptatifs associé au paramètre 
. A 70,15h, tous ces filtres ont envoyé les signaux ‘non contenances’, par conséquent le 
défaut ne correspond pas au paramètre . 
sK =t
sK
 
                             Figure 4.7                                                           Figure 4.8 
 
La figure 4.8 montre les signaux ‘non contenances’ envoyés par les filtres de paramètre adaptatifs 
associé au paramètre mµ . A 70,15h, le 2=t ème de ces filtres n'a pas envoyé le signal ‘non 
contenance’ tandis que les autres filtres l'ont envoyé. Ainsi on peut décider que le défaut 
correspond au paramètre mµ  et que la valeur du paramètre défectueux est dans ce 2ème intervalle. 
La figure 4.9 présente l'erreur d’observation de l'observateur adaptatif d'isolation et des deux 
seuils adaptatifs du 3ème filtre de paramètre adaptatif associé au paramètre . Puisque le défaut 
n'est pas sur le paramètre , la courbe d'erreur d’observation de l'observateur adaptatif 
d'isolation est en dehors du secteur limité par les deux seuils adaptatifs. 
sK
sK
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                                Figure 4.9                                                         Figure 4.10 
 
La figure 4.10 présente l'erreur d’observation de l'observateur adaptatif d'isolation et les deux 
seuils adaptatifs du premier filtre de paramètre adaptatif associé au paramètre mµ . Puisque la 
valeur du paramètre défectueux n'est pas dans le premier intervalle, la courbe d'erreur 
d’observation de l'observateur adaptatif d'isolation est en dehors du secteur limité par les deux 
seuils adaptatifs après l'occurrence du défaut. 
 
                            Figure 4.11                                                              Figure 4.12 
 
La figure 4,11 présente l'erreur d’observation de l'observateur adaptatif d'isolation et des deux 
seuils adaptatifs du 2ème filtre adaptatif de paramètre associé au paramètre mµ . Puisque la valeur 
du paramètre défectueux est dans ce 2ème intervalle, la courbe de l'erreur d’observation de 
l'observateur adaptatif d'isolation est dans le secteur limité par les deux seuils adaptatifs à tout 
instant. 
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La figure 4.12 présente les courbes d'évolution de l'identification des paramètres ,  
et  dans le 2
)(ˆ tobamµ )(ˆ tobbmµ
)(ˆ tobmµ ème intervalle du paramètre mµ . 
 
 
                             Figure 4.13                                                          Figure 4.14 
 
La figure 4.13 présente les courbes d'évolution des différences des paramètres 
,  et  dans le 2)(ˆ)(ˆ tt obam
a
m
a
m µµµδ −= )(ˆ)(ˆ tt obbmbmbm µµµδ −= )(ˆ)(ˆ tt obmfmobm µµµδ −= ème intervalle du 
paramètre mµ . Elle indique que la courbe de la différence de paramètres  est dans le 
secteur limité par les deux courbes des différences de paramètre  et  à tout instant, 
donc la courbe de l'erreur d’observation de l'observateur adaptatif d'isolation est dans le secteur 
limité par les deux seuils adaptatifs à tout instant comme le montre la figure 4.11. 
)(ˆ tobmµδ
)(ˆ tamµδ )(ˆ tbmµδ
La figure 4.14 présente l'estimation du paramètre défectueux  obtenu en utilisant la 
méthode proposée dans ce chapitre et l'estimation  obtenue en utilisant la méthode 
proposée par Zhang [79]. En utilisant notre méthode, le défaut est isolé à  heures, alors 
qu'en utilisant la méthode de Zhang, il est isolé à 
)(ˆ 1 tmµ
)(ˆ 2 tmµ
15 ,70=t
00,120=t  heures. Par conséquent nous 
pouvons avoir une estimation du paramètre défectueux à 15,0=t  heures après l'occurrence du 
défaut tandis que si on utilise la méthode proposée par Zhang, il faut un temps égal à 50 heures. 
La méthode proposée dans ce travail donne en même temps une estimation des bornes du 
paramètre : une valeur minimale  et une valeur maximale 
. 
)(ˆ)(ˆ)( )()( tttBd ijbj
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j
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 Exemple n°2 : 
La valeur du paramètre mµ  est égale à sa valeur nominale et le paramètre défectueux est . La 
valeur du paramètre défectueux est 
sK
3,2=sK . 
Dans le filtre de défaut adaptatif du paramètre mµ , le 5ème filtre de paramètre adaptatif est le 
dernier qui envoie le signal ‘non contenance’ à ht 7,73= . Tandis que le 2ème filtre de paramètre 
adaptatif associé au paramètre  n'envoie pas le signal ‘non contenance’ de sorte que nous 
pouvons conclure que le défaut correspond au paramètre . La valeur du paramètre défectueux 
est donc dans le 2
sK
sK
ème intervalle associé au paramètre  et le temps d'isolation est de 3,7 heures. sK
 
                             Figure 4.15                                                          Figure 4.16 
 
La figure 4.15 présente l'erreur d’observation de l'observateur adaptatif d'isolation et des deux 
seuils adaptatifs du 5ème filtre de paramètre adaptatif associé au paramètre mµ . La figure 4.16 
présente l'erreur d’observation de l'observateur adaptatif d'isolation et les deux seuils adaptatifs 
du 2ème filtre de paramètre adaptatif associé au paramètre . sK
La figure 4.17 présente l'estimation du paramètre défectueux  obtenu en utilisant la 
méthode que nous proposons et l'estimation de  obtenue en utilisant la méthode de Zhang 
[79]. En utilisant la méthode de Zhang, le défaut est isolé à 
)(ˆ 1 tK s
)(ˆ 2 tK s
00,113=t  heures. En utilisant notre 
méthode, le temps d’isolation est de 3,7 heures seulement au lieu de 43 heures par la méthode de 
Zhang. 
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Figure 4.17 
 
4.7 Conclusion 
Dans ce chapitre, nous avons proposé une version adaptative de la méthode d'isolation et 
d'identification de défauts pour les systèmes dynamiques non linéaires présentée dans le chapitre 
3. Cette version combine le principe d’isolation de défauts basé sur les intervalles développé dans 
le précédent chapitre avec la technique des observateurs adaptatifs. Basée sur l'utilisation des 
intervalles de paramètres, cette méthode s’applique à de nombreuses classes de systèmes 
dynamiques non linéaires et peut isoler le défaut d’une manière très rapide. Nous utilisons la 
technique des observateurs adaptatifs pour améliorer la précision de l’estimation du paramètre 
défectueux. Ainsi, grâce aux procédures d'identification des paramètres, l'estimation du paramètre 
devient de plus en plus précise, les bornes du paramètre défectueux deviennent de plus en plus 
près de la valeur de ce paramètre défectueux. Cette méthode fournit l'estimation du paramètre en 
deux étapes: d’abord la détermination de l’estimation et des bornes du paramètre défectueux 
d'une façon très rapide, puis l’amélioration de l’estimation et des bornes à l’aide des procédures 
d'identification.  
Bien que le principe d'identification du paramètre soit également employé dans cette méthode, 
elle utilise comme conditions initiales des paramètres des valeurs à l’intérieur de l’intervalle 
correspond. Ceci permet de choisir une valeur proche de celle du paramètre défectueux pour 
l’intervalle qui contient la valeur du paramétrer défectueux. 
Un autre avantage de l'utilisation de la technique des observateurs adaptatifs est qu’elle permet 
l'amélioration de la fiabilité de l'isolation. En effet, la distance entre les deux seuils adaptatifs 
deviendra de plus en plus petite au cours du temps. Ainsi pour le filtre de paramètre dont 
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l'intervalle ne contient pas la valeur du paramètre défectueux, la courbe d'erreur d’observation de 
l’observateur adaptif d’isolation sortira toujours du secteur limité par les deux seuils adaptatifs 
après l'occurrence du défaut. 
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Chapitre 5 
Isolation et identification de défauts sans seuils 
 
 
 
Introduction 
Dans les deux derniers chapitres, des intervalles de paramètre avec des seuils dynamiques sont 
utilisés pour l’isolation et l’identification de défaut. A cause de l'utilisation des seuils 
dynamiques, pour q  intervalles,  observateurs sont nécessaires. D’autant plus, l’utilisation des 
seuils adaptatifs rend difficile la monotonicité des erreurs d’observation des observateurs et des 
seuils. 
q5
Dans ce chapitre, en éliminant les seuils, nous proposons une nouvelle version de la méthode 
proposée dans les chapitres précédents dans laquelle nous n’avons besoin que de ( 1+q ) 
observateurs pour  intervalles [49]. Avec cette nouvelle version, nous avons les mêmes 
performances d’isolation et d’identification de défaut comme celle proposée dans les chapitres 
précédents. Dans ce chapitre, les structures du système non linéaire et de l’observateur sont les 
mêmes que celles présentées dans les chapitres précédents. Seules les notations concernant les 
intervalles vont changer. 
q
 
5.1 Filtre de paramètre 
5.1.1 Etude préliminaire 
On considère l’observateur suivant : 
                                                                                                  (5.1) 
⎪⎩
⎪⎨
⎧
=
−=
−+=
ec
xxe
xxkCuxfx
h
ob
ε
θ
ˆ
)ˆ(),,ˆ(&ˆ
On suppose qu'avant , l'état  de l'observateur a convergé vers l'état  du système, ainsi 
 et 
ft )(ˆ tx )(tx
0)( =fte 0)( =ftε . A l’instant , le sft ème paramètre du système change à cause de 
l’occurrence d’un défaut et le jème paramètre de l’observateur change afin d’isoler ce défaut :  
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       ,        
⎩⎨
⎧ ≥≠=
∆+=
f
l
f
l
f
s
f
s tt
sl,0
0
θθ
θθ
⎩⎨
⎧ ≥≠=
∆+=
f
l
ob
l
ob
j
ob
j tt
jl,0
0
θθ
θθ
 
où ,  sont des constantes réelles, on définit :  f∆ ob∆
    
ftt
fob
≥
∆ −= )( θθδθ                                                                                                             (5.2) 
 
Afin de faciliter l’explication, on définit deux observateurs d'isolation correspondant à deux 
bornes de l'intervalle  du j],[ aj
b
j θθ ème paramètre : 
         
⎪⎩
⎪⎨
⎧
=
−=
−+=
a
h
a
aa
aobaaa
ec
xxe
xxkCuxfx
ε
θ
ˆ
)ˆ(),,ˆ(&ˆ
         
⎪⎩
⎪⎨
⎧
=
−=
−+=
b
h
b
bb
bobbbb
ec
xxe
xxkCuxfx
ε
θ
ˆ
)ˆ(),,ˆ(&ˆ
Où : 
         ,          ⎪⎩
⎪⎨
⎧
≥
<=
f
a
j
fjoba
j tt
tt
,
,0
θ
θθ jltlobal ≠∀= ,,0θθ
          ,           ⎪⎩
⎪⎨⎧ ≥
<=
f
b
j
fjobb
j tt
tt
,
,0
θ
θθ jltlobbl ≠∀= ,,0θθ
 
Théorème 5.1 
On suppose que les changements du paramètre du système et de l'observateur sont sur le 
même paramètre, c'est-à-dire js = . Les deux bornes d'un intervalle sont notées  et 
 respectivement. On suppose aussi que l’intervalle est inférieur à une certaine taille. 
 et  représentent les erreurs d’observation des observateurs correspondant 
aux deux bornes de l'intervalle tandis que 
b
jθ
a
jθ
)(taε )(tbε
)(tε  représente l’erreur d’observation de 
l'observateur à l’intérieur de cet intervalle. 
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1) si  alors  et ],[ aj
b
j
f
j θθθ ∈ ttt ba ∀−= )),(sgn())(sgn( εε )(tε  est une fonction 
monotone de la différence de paramètre jδθ  quand . On a aussi : ],[ ajbjobj θθθ ∈
fttt
j
≥∀=→ ,0)(lim0εδθ  
2) si  alors, après l'occurrence de défaut, il existe un temps ],[ aj
b
j
f
j θθθ ∉ ttt fe δ+=  tel 
que : . ))(sgn())(sgn( e
b
e
a tt εε =
Où la fonction sgn(.) est définie par : 
                                                                                            (5.3) 
⎪⎩
⎪⎨
⎧
>
=
<−
=
0,1
0,0
0,1
)sgn(
a
a
a
a
                                                                                                                                     •  
 
Démonstration 
1) De la même manière que celle utilisée pour la démonstration du théorème 3.1, en faisant une 
linéarisation de l'équation d'erreur d’observation de l'observateur  au point ( )  on peut 
obtenir : 
fx θ ,
     j
t
t jf
dVBtte δθτττ ⎟⎠
⎞⎜⎝
⎛ Φ−= ∫ )(),()(
j
t
t jh f
dVBtct δθτττε ⎟⎠
⎞⎜⎝
⎛ Φ−= ∫ )(),()(                                                                                    (5.4) 
au point , on peut calculer la dérivée : )0,,,(),,ˆ,( fj
f xxxx θδθθ =
    ∫ Φ−= tt jh
j f
dVBtc
d
td τττδθ
ε )(),(
)(
)(                                                                                       (5.5) 
En raison de la continuité de )(/)( jdtd δθε , dans l'espace de  il y a un domaine compact 
 qui contient le point , quand , 
ob
jθ
RQ ⊆ fjobj θθ = Qobj ∈θ )(tε  est une fonction monotone de la 
différence de paramètres jδθ  car le signe de )(/)( jdtd δθε  est indépendant de jδθ  dans ce 
domaine. 
Pour toutes les entrées considérées , nous notons l'intersection , de tous les domaines  
correspondants aux différentes entrées. 
iu minQ iQ
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Ainsi, pour une valeur de , , noté , quand , l’erreur fjθ minQ∃ )(min fjQ θ )(min fjobj Q θθ ∈ )(tε  est 
une fonction monotone de jδθ . 
Considérons maintenant l'intervalle [ , ]. Pour tout point  dans cet intervalle, nous 
noterons , l'intersection de tous les domaines . Si l'intervalle est plus petit 
qu'une certaine taille,  ne sera pas un ensemble vide, et nous pouvons également 
assurer que [ , ] (Voir la figure 5.1).  
b
jθ ajθ fjθ
),(min baQ )(min
f
jQ θ
),(min baQ
b
jθ ajθ ),(min baQ⊆
 
jθ
1f
jθ 5fjθ2fjθ 3fjθ 4fjθ
)( 1min
f
jQ θ
)( 2min
f
jQ θ
)( 3min
f
jQ θ
)( 4min
f
jQ θ
)( 5min
f
jQ θ
),(min baQ
1f
j
b
j θθ = et 5fjaj θθ =
]  ,[ aj
b
j θθ
 
Figure 5.1 
 
Dans ce cas, pour chaque valeur de , [ , ], nous avons : fjθ ∈objθ bjθ ajθ
• )(tε est une fonction monotone de jδθ . 
• fttt j ≥∀== ,0)( 0δθε . 
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• Puisque [ , ], on a , et comme  et  sont dans le 
sous-ensemble , 
∈fjθ bjθ ajθ )sgn()sgn( ajbj δθδθ −= bjθ ajθ
),(min baQ fttt j ≥∀== ,0)( 0δθε , nous avons donc 
. ttt ba ∀−= )),(sgn())(sgn( εε
La première partie du théorème 5.1 est prouvée. 
 
2) Cas où les changements de paramètre du système et de l'observateur sont sur le même 
paramètre , mais l'intervalle ne contient pas la valeur du paramètre défectueux. js =
A l’occurrence d’un défaut à , puisque ft 0)( =fte  et 0)( =ftε , nous avons : 
      )(ˆ)(ˆ)( f
b
f
a
f txtxtx ==
     ),),((),),(()( utxfcutxfct obafh
f
fhf
a θθε −=&
     ),),((),),(()( utxfcutxfct obbfh
f
fhf
b θθε −=&
Puisque , on a  et  (  
et ). Puisque 
],[ aj
b
j
f
j θθθ ∉ )sgn()sgn( ajbj δθδθ = )sgn()sgn( obajobbj δθδθ = fjobbjobbj θθδθ −=
f
j
oba
j
oba
j θθδθ −= ),,( uxfch θ  est une fonction monotone de θ , 0)( =− ≠ jlflobal θθ  
et 0)( =− ≠ jlflobbl θθ , nous pouvons donc obtenir . ))(sgn())(sgn( fbfa tt εε && =
Au voisinage de , les variations de  sont petites, donc : ft )(),( tt
ba εε &&
     ttttttt f
a
f
a
f
a
f
a ∆=∆+=∆+ )()()()( εεεε &&
     ttttttt f
b
f
b
f
b
f
b ∆=∆+=∆+ )()()()( εεεε &&
et :  ))(sgn())(sgn( tttt f
b
f
a ∆+=∆+ εε
La deuxième partie du théorème 5.1 est donc prouvée.                                                               
  
Lemme 5.1 
Après l'occurrence d’un défaut sur n’importe quel paramètre, les différences des erreurs 
d’observation calculées en utilisant les observateurs d'isolation sont données par : 
)()()( tetetE baab −=  
)()()( ttt baab εεε −=  
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Ces erreurs sont des fonctions monotones de la différence de paramètres , 
et donc : 
)()()( ttt bj
a
j
ab
j θθθ −=∆
f
ab tttE
ab
j
≥∀=
→∆
,0)(lim
0θ
 
f
ab ttt
ab
j
≥∀=
→∆
,0)(lim
0
ε
θ
.                                                                                                     •  
 
Démonstration: 
Nous considérons le cas basé sur la linéarisation, puis nous faisons l’extension au cas non 
linéaire. Nous avons l'équation de l’erreur suivante : 
      )(),,ˆ(),,ˆ()( tkCEuxfuxftE abobaaobbbab −−= θθ&
Puisque la différence  est petite, etbj
a
j
obb
j
oba
j θθθθ −=− 0)( =− ≠ jlobblobal θθ , il peut être montré 
que  est petit aussi. Il est donc possible de faire une linéarisation de la 
fonction  au point ( ) et en négligeant les termes d’ordre élevé, on obtient : 
)(ˆ)(ˆ)( txtxtE abab −=
),,ˆ( uxf obaa θ obbbx θ,ˆ
      ))(()()()( 11
obbobaabab tBtEtAtE θθ −+=&
Où : 
     ⎟⎠
⎞⎜⎝
⎛ −∂
∂=∆ kC
x
uxftA obbbx θ
θ
,ˆ1
),,()( , obbbx
uxftB θθ
θ
,ˆ1
),,()( ∂
∂−=∆ . 
La solution de  est : )(tEab
     τθθττ dBttE obbobat
t
abab
f
))((),()( 1 −Φ= ∫
Où :  est la matrice de transition d’état, qui est seulement fonction de la matrice  . 
La différence  est égale à . La j
),( τtabΦ )(1 tA
obboba θθ − abjjV θ∆ ème composante de  est égale 
à 1 tandis que les autres composantes sont nulles. Ainsi, 
T
jV ]0,,1,,0[ LL=
     abj
t
t j
abab
f
dVBttE θτττ ∆⎟⎠
⎞⎜⎝
⎛ Φ= ∫ )(),()( 1
     abj
t
t j
ab
h
ab
f
dVBtct θτττε ∆⎟⎠
⎞⎜⎝
⎛ Φ= ∫ )(),()( 1
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Le terme  est indépendant de . Comme l'intervalle de paramètre est 
petit, l’erreur  est une fonction linéaire, donc une fonction monotone de . On peut en 
conclure que : 
∫ Φtt jabf dVBt τττ )(),( 1 abjθ∆
)(tabε abjθ∆
f
ab tttE
ab
j
≥∀=
→∆
,0)(lim
0θ
 et  f
ab ttt
ab
j
≥∀=
→∆
,0)(lim
0
ε
θ
Les résultats ci-dessus sont fondés sur l’hypothèse de la linéarisation. Leur précision est assurée 
dans un voisinage infiniment petit du point = ) . Cependant, de la 
même manière que pour la démonstration du théorème 5.1, on peut montrer que ces résultats sont 
valides dans un intervalle de paramètre [ , ] inférieur à une certaine taille.                          
),,ˆ,ˆ( abj
obbab xx θθ ∆ 0,,ˆ,ˆ( obbbb xx θ
b
jθ ajθ
 
Remarque 5.1 
 
Il faut mentionner que même si l’intervalle [ , ] est un intervalle variable dans le temps 
[ , ], le théorème 5.1 et le lemme 5.1 restent valables. Ceci peut être vérifié en 
remplaçant [ , ] par [ , ] dans leurs démonstrations.                                          
b
jθ ajθ
)(tbjθ )(tajθ
b
jθ ajθ )(tbjθ )(tajθ •  
 
 
Théorème 5.2 
Après l’occurrence d'un défaut sur le sème paramètre, un des paramètres de chaque observateur 
d'isolation change (par exemple le jème), si js ≠  et si l'intervalle de paramètre  est assez 
petit, alors il existe un temps  tel que : . 
],[ aj
b
j θθ
et ))(sgn())(sgn( e
b
e
a tt εε =
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Case : 
 
 
Figure 5.2 
 
Démonstration : 
Selon le théorème 3.2, après l'occurrence d’un défaut ( js ≠ ), les amplitudes des erreurs 
d’observation  et  des observateurs d'isolation sont grandes, les évolutions de ces deux 
erreurs seront loin de l'axe des abscisses après un certain temps (voir figure 5.2). D'autre part, 
quand la taille de l’intervalle  est assez petite, selon le lemme 5.1, les deux 
courbes  et  sont très proches. Ainsi, il doit exister un temps  tel que : 
                                                                                                            
)(taε )(tbε
b
j
a
j
ab
j θθθ −=∆
)(taε )(tbε et
))(sgn())(sgn( e
b
e
a tt εε =
 
A l’aide du théorème 5.1 et du théorème 5.2, la conclusion ci-dessous peut être faite. 
Conclusion 5.1 
Pour un ième intervalle du jème paramètre  assez petit : ],[ aj
b
j θθ
js ≠
0θ∗
∗
∗ ∗
f
2θ
obb
1θ oba1θ
,11
aoba θθ = bobb 11 θθ =,ftt ≥
2θ fθ
1θ
)(taε
)(tbε
ft
t
)(tε
))(sgn())(sgn(: e
b
e
a
fe tttt εε =≥∃
• Si cet intervalle ne contient pas la valeur du paramètre défectueux, l'indice : 
))(sgn())(sgn()( )()()( tttv ijbijaij εε=                                                                               (5.6) 
prendra la valeur `1' à l’instant . )(ijet
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• S'il contient la valeur du paramètre défectueux, l'indice  gardera `-1' (ou ‘0’, 
lorsque la valeur du paramètre défectueux est égale à une des bornes de l’intervalle) tout 
le temps. 
)()( tv ij
Dès que l'indice  prend la valeur `1' c’est-à-dire à l’instant , on peut conclure que 
l'intervalle associé ne contient pas la valeur du paramètre défectueux.                                     
)()( tv ij )(ijet
•  
 
5.1.2 Formulation du filtre 
On suppose qu’une occurrence de défaut peut se produire sur un des p  paramètres 
( pj θθθθ ,...,,...,, 21 ). On subdivise le domaine admissible de chaque paramètre en  d'intervalles. 
Leurs bornes sont dénotés par : . Les bornes du intervalle sont notées 
 et  ou  et . 
q
)()()1()0( ,...,,...,, qj
i
jjj θθθθ
)1( −i
jθ )(ijθ )(ijbjθ )(ijajθ
Pour vérifier si un ième intervalle contient la valeur du paramètre défectueux, un filtre de 
paramètre est construit pour cet intervalle. Pour faciliter l'explication, on considère seulement le 
filtre du ième intervalle du jème paramètre. Chaque borne des intervalles est utilisée comme 
paramètre pour construire un observateur d'isolation. Pour  intervalles, il y a  bornes, il 
faut donc construire  observateurs d'isolation. Un filtre de paramètre se compose de deux 
observateurs d'isolation qui correspondent aux deux bornes de l'intervalle considéré. D'autre part, 
chaque observateur d'isolation sert aux deux intervalles voisins. Le filtre du i
q 1+q
1+q
ème intervalle du jème 
paramètre est donné ci-dessous. 
Les observateurs d'isolation sont : 
                                                                          (5.7) 
⎪⎩
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⎧
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)()()()(
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xxkCutxfx
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                                                                          (5.8) 
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Où :    
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θθ jltt lijobal ≠∀= ,,)( 0)( θθ
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     ,          ⎪⎩
⎪⎨
⎧
≥
<= −
f
i
j
fjijobb
j tt
tt
t
,
,
)( )1(
0
)(
θ
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Remarque : un seul observateur joue le rôle des deux observateurs de  et .  )(ˆ ijax ),1(ˆ jibx +
L'indice d'isolation de ce filtre de paramètre est calculé par : 
                                                                                         (5.9) ))(sgn())(sgn()( )()()( tttv ijbijaij εε=
Dès que , le filtre de paramètre enverra le signal de "non contenance" ‘1’ à l’instant 
 pour indiquer que cet intervalle ne contient pas la valeur du paramètre défectueux. 
1)()( =tv ij
)(ij
et
 
5.2 Principe de l'isolation et de l'identification de défaut 
5.2.1 filtre de défaut 
L'ensemble de tous les filtres de paramètre s'appelle le filtre de défaut de ce paramètre. Pour la 
même raison qu’évoquée ci-dessus, seul le filtre de défaut du jème paramètre est considéré.  
1er Cas : Le défaut n'est pas sur le jème paramètre : 
Après l'occurrence d’un défaut, tous les filtres du jème paramètre enverront des signaux de "non 
contenance" aux instants  parce que leurs intervalles respectifs ne contiennent pas la valeur du 
paramètre défectueux. Quand tous ces signaux de "non contenance" ont été envoyés, le signal 
d’"exclusion" de défaut pour le j
)(ij
et
ème paramètre est envoyé à l’intant  pour indiquer 
que le défaut n'est pas sur ce paramètre. 
)max( )(ijej tt =
2ème Cas : Le défaut se produit sur le jème paramètre : 
Après l'occurrence d’un défaut, selon la conclusion 5.1, le filtre de paramètre dont l'intervalle 
contient la valeur du paramètre défectueux ne peut pas envoyer le signal de "non contenance", 
donc le signal d’"exclusion" de défaut pour ce paramètre ne peut jamais être envoyé. 
 
5.2.2 Isolation et identification de défaut 
Après la détection d'un défaut sur le sème paramètre, tous les filtres de défaut sont déclenchés. A 
l’instant , les  filtres de défaut, ont envoyé des signaux d’"exclusion" de défaut, 
donc le défaut est isolé à cet instant . Le filtre de défaut associé au s
)(max jsjI tt ≠= 1−p
It
ème paramètre n'a pas 
envoyé le signal d’"exclusion de défaut", l’un des intervalles de ce filtre qui n'a pas envoyé le 
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signal de "non contenance" contient la valeur du paramètre défectueux. Supposons que le défaut 
est dans le ième intervalle, alors la valeur estimée du paramètre défectueux peut être calculée par : 
)(
2
1ˆ )()( isb
s
isa
s
f
s θθθ +=  
et les deux bornes  et  de cet intervalle peuvent être utilisées comme limites de ce 
paramètre. 
)(isa
sθ )(isbsθ
 
5.2.3 Vitesse d'isolation 
Après l'occurrence d’un défaut, dans chaque filtre de paramètre dont l'intervalle ne contient pas la 
valeur du paramètre défectueux, les valeurs absolues des erreurs d’observation des observateurs 
d'isolation quitteront zéro et augmenteront immédiatement avec les vitesses initiales suivantes : 
    )),),((),),((()( utxfutxfct obaf
f
fhf
a θθε −=&  
    )),),((),),((()( utxfutxfct obbf
f
fhf
b θθε −=&  
Selon la remarque 3.1, pour les filtres de paramètre qui ne correspondent pas au paramètre 
défectueux, ces deux vitesses initiales sont grandes. D'autre part, selon le lemme 5.1, la 
différence des erreurs d’observation  est une fonction monotone de la 
différence de paramètre . Ainsi, d’un point de vue théorique, si l'intervalle de 
paramètre  est petit, les deux courbes d'erreur d’observation  et  seront 
proches l’une de l’autre. Le cas où ces deux erreurs d’observation ont le même signe se produira 
tôt. L’instant d’isolation du défaut est donné par et dépendra donc de la taille de l’intervalle. 
)()()( ttt baab εεε −=
b
j
a
j
ab
j θθθ −=∆
],[ aj
b
j θθ )(taε )(tbε
It
 
5.3 Version adaptative 
Si l’on souhaite améliorer l’identification de la valeur du défaut, il faut augmenter le nombre 
d’intervalles, ceci demandera beaucoup de temps de calcul. Pour pallier ce problème, nous 
remplaçons les deux observateurs d'isolation par deux observateurs adaptatifs afin d’identifier 
avec plus de précision la valeur du paramètre défectueux. Dans ces observateurs adaptatifs, les 
notations des vecteurs des paramètres  et   sont remplacés par  et  
, avec : 
)()( tijobaθ )()( tijobbθ )(ˆ )( tijobaθ
)(ˆ )( tijobbθ
     )](),(),(ˆ),(,),(),([)(ˆ )()(1
)()(
1
)(
2
)(
1
)( ttttttt ijobap
ijoba
j
ijoba
j
ijoba
j
ijobaijobaijoba θθθθθθθ LL +−=
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      )](),(),(ˆ),(,),(),([)(ˆ )()(1
)()(
1
)(
2
)(
1
)( ttttttt ijobbp
ijobb
j
ijobb
j
ijobb
j
ijobbijobbijobb θθθθθθθ LL +−=
Pour identifier la valeur du jème paramètre nous considérons que les (p-1) autres sont à leur valeur 
nominale. Pour le filtre du ième intervalle associé au jème paramètre, les procédures d'identification 
sont : 
⎪⎩
⎪⎨
⎧
≠=
−=
jlt
xxckt
dt
d
l
ijoba
l
ija
h
ijaijoba
j
,)(
)ˆ()(ˆ
0)(
)()()(
θθ
θ θ                                                                                      (5.10) 
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⎧
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−=
jlt
xxckt
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l
ijobb
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ijb
h
ijbijobb
j
,)(
)ˆ()(ˆ
0)(
)()()(
θθ
θ θ                                                                                   (5.11) 
et : 
    ,  )(ˆ)( tt obaj
a
j θθ = )(ˆ)( tt obbjbj θθ =
Supposons que , à partir des équations (5.7), (5.8), (5.10) et (5.11), on peut obtenir : )()( ijbija kk θθ =
    )())(ˆ)(ˆ( )()()()( tEcktt
dt
d ijab
h
ijaijobb
j
ijoba
j θθθ =−                                                                       (5.12) 
                                  (5.13) )()),(ˆ,ˆ()),(ˆ,ˆ()( )()()()()()( tkCEutxfutxftE ijabijobaijaijobbijbijab −−= θθ&
Où : . Selon le lemme 5.1 et la remarque 5.1,  est une 
fonction monotone de la différence de paramètres  et 
. Ainsi, en utilisant un algorithme du gradient comme indiqué 
dans (5.12), l'ajustement de  implique que la différence  converge vers zéro, 
ainsi  converge également vers zéro. 
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Pour le cas où , la loi d’ajustement de la différence de paramètres est donnée par : )()( ijbija kk θθ ≠
    ))(ˆ)(()()())(ˆ)(ˆ( )()()()()()()( txtxckktEktt
dt
d ijb
h
ijbijaijabijaijobb
j
ijoba
j −−+=− θθθθθ                     (5.14) 
• Si , l'erreur d’observation convergera vers zéro selon la loi 
d'ajustement (5.11) quand  converge vers 
js = )(ˆ)( )()( txtxe ijbijb −=
)(ˆ ijobb
jθ jsfs =θ . Ainsi,  convergera vers 
zéro selon la loi d'ajustement (5.14) quand  converge vers zéro. 
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))(ˆ)(ˆ( )()( tt ijobbj
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        - 104 - 
• Si , la procédure d'identification (5.11) ne fonctionnera pas correctement, le terme 
 dans (5.14) ne peut pas converger vers zéro, puis 
( ) et  ne peuvent pas converger vers zéro selon 
(5.14). 
js ≠
))(ˆ)(()( )()()( txtxckk ijbh
ijbija −− θθ
)(ˆ)(ˆ )()( txtx ijaijb − ))(ˆ)(ˆ( )()( tt ijobbjijobaj θθ −
 
Considérons maintenant le problème d'isolation et d'identification de défaut d’une manière 
adaptative, deux cas de figure se présentent : 
1) l'intervalle considéré contient la valeur du paramètre défectueux. Puisque js = , les 
procédures (5.10) et (5.11) permettent d’identifier le paramètre défectueux. Dans ce cas, les gains 
 et  doivent être choisis de telle sorte qu’ils garantissent la convergence sans 
dépassement. Ainsi la différence  devient de plus en plus petite 
car  et  convergent vers le paramètre défectueux . Selon le théorème 5.1, la 
condition  sera satisfaite à tout instant. 
)(ijakθ
)(ijbkθ
)(ˆ)(ˆ)(ˆ )()()( ttt ijobbj
ijoba
j
ijab
j θθθ −=∆
)(ˆ )( tijobajθ )(ˆ )( tijobbjθ fjθ
1)()( −=tv ij
2) le ième intervalle considéré ne contient pas la valeur de paramètre défectueux. Il y a deux sous-
cas : 
• Si , après l’occurrence d’un défaut, selon le théorème 5.1, les signes des erreurs 
d’observation  et  ont le même à l’instant 
js =
)()( tijaε )()( tijbε ttt fe δ+= . Donc, la condition 
 sera satisfaite, donc cet intervalle ne contient pas le paramètre défectueux. 1)()( =eij tv
• Si , les erreurs d’observation et  auront des amplitudes grandes. 
D'autre part, comme mentionné plus haut, il est nécessaire de choisir , pour 
que la différence  converge vers zéro. Par conséquent il doit 
y avoir des instants  après l'occurrence du défaut où les signes de  et  
sont les mêmes, c'est-à-dire la condition  est satisfaite. 
js ≠ )()( tijaε )()( tijbε
)()( ijbija kk θθ =
)()()( )()()( ttt ijbijaijab εεε −=
)(ij
et )(
)( tijaε )()( tijbε
1)()( =tv ij
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On suppose que, après l’isolation du défaut (après ), le èmeIt i  intervalle du 
èmej  paramètre 
contient la valeur du paramètre défectueux . Puisque les paramètres estimés  et  
convergent vers  sans dépassement. Ainsi la moyenne, 
f
jθ )(ˆ ijobajθ )(ˆ ijobbjθ
f
jθ
    ))(ˆ)(ˆ(
2
1)(ˆ )()( ttt ijobbj
ijoba
j
f
j θθθ +=  
peut être utilisée comme la valeur estimée de  et, ,  peuvent être considérés 
comme deux limites du paramètre. Après la convergence des procédures d'identification, 
,  et  convergeront vers . C'est-à-dire l'estimation de la valeur du 
paramètre défectueux devient de plus en plus précise. 
f
jθ )(ˆ )( tijobajθ )(ˆ )( tijobbjθ
)(ˆ )( tijobajθ )(ˆ )( tijobbjθ )(ˆ tfjθ fjθ
Comme il a été mentionné plus haut, si nous voulons obtenir une isolation robuste dans chaque 
intervalle, la condition  doit être satisfaite. Pour des raisons de simplicité, on peut 
choisir  pour des intervalles adjacents. Dans ce cas, les gains d'identification de 
paramètre de tous les intervalles peuvent être les mêmes. Néanmoins pour un système dynamique 
non linéaire, afin d’assurer qu’il n’y a pas de dépassement et une convergence rapide pour chacun 
des observateurs adaptatifs, il est préférable d’utiliser des gains appropriés. Pour deux intervalles 
adjacents, si nous voulons choisir des gains d'identification différents, nous devons construire 
deux observateurs différents pour chacun des intervalles. 
)()( ijbija kk θθ =
),1()( jibija kk += θθ
 
5.4 Simulation 
5.4.1 Le filtre de défaut 
Le modèle du procédé est le même que celui utilisé dans les autres chapitres. Les partitions des 
domaines des paramètres sont aussi les mêmes. Pour chaque intervalle de paramètre, un filtre de 
paramètre est construit. Les bornes des intervalles pour mµ  sont :  
 
No 1 2 3 nominal 4 5 6 
b
mµ  0,20 0,26 0,32 0,36 0,41 0,45 0,49 
a
mµ  0,26 0,32 0,36 0,41 0,45 0,49 0,53 
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Les bornes des intervalles pour sont : sK
 
No 1 2 3 4 5 6 nominal 
b
sK  0,50 1,60 2,70 3,70 4,00 4,40 4,90 
a
sK  1,60 2,70 3,70 4,00 4,40 4,90 5,10 
 
Soit =j 1 qui correspond au paramètre mµ  et =j 2 qui correspond au paramètre . sK aE =  
correspond à la borne de l'intervalle  et à l'observateur de ,  correspond à la 
borne de l'intervalle  et à l'observateur de . L'observateur d'isolation pour le i
)(ija
jθ )(ˆ )( tx ija bE =
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jθ )(ˆ )( tx ijb ème 
intervalle du jème paramètre pour la borne  ou  est donné par : )(ijajθ )(ijbjθ
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Où α et β  sont des gains constants, et sont deux bornes du i)1( −imµ )(imµ ème intervalle du paramètre 
. et sont deux bornes du imµ )1( −isK )(isK ème intervalle du paramètre . Pour la version adaptative 
, tandis que pour la version non adaptative 
sK
1=w 0=w . Pour ces deux versions, les notations sont 
les mêmes. 
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5.4.2 Simulation pour l'isolation de défaut et l'identification de défaut 
1) Comparaison des temps d’isolation : cas de défaut sur  sK
La valeur du paramètre  du système est égale à sa valeur nominale. Le paramètre défectueux 
du système est . Pour différentes valeurs du paramètre défectueux, les temps d'isolation sont : 
sK
mµ
 
Paramètre défectueux ( mµ ) 0,2 0,25 0,30 0,35 0,42 0,45 0,50 
Temps d’isolation (h) (Non-adap.) 0,10 0,10 0,10 0,10 5,75 1,75 1,10 
Temps d’isolation (h) (Adap.) 0,10 0,10 0,10 0,10 5,65 1,70 1,10 
Temps d’isolation (h) (Zhang) 56 51 49 30,5 49 54 64 
 
2) Comparaison des temps d’isolation : cas de défaut sur  mµ
La valeur du paramètre  du système est égale à sa valeur nominale. Le paramètre défectueux 
du système est . Pour différentes valeurs du paramètre défectueux, les temps d'isolation sont : 
mµ
sK
 
Paramètre défectueux ( ) sK 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 4,8 
Temps d’isolation (h) (Non-adap.) 0,35 0,85 1,80 1,85 5,75 5,35 9,05 0,30 0,10 0,10
Temps d’isolation (h) (Adap.) 0,35 0,85 1,80 1,85 5,65 5,35 8,35 0,30 0,10 0,10
Temps d’isolation (h) (Zhang) 245 50 50 43 33 36 41 36 40 31 
 
Dans les tables ci-dessus, ‘Non-adap.’ représente les résultats en utilisant la version non 
adaptative. ‘Adap.’ représente les résultats en utilisant la version adaptative. À fin de faciliter la 
comparaison, les résultats en utilisant la méthode de Zhang [79] sont également donnés. 
 
3) Exemple illustratif sur la méthode proposée 
Pour montrer en détail l’isolation du défaut, on a choisi l'exemple où le paramètre du système mµ  
est égal à sa valeur nominale et la valeur du paramètre défectueux du système est . 02,Ks =
Puisque le défaut n'est pas sur le paramètre mµ , donc le filtre de défaut du paramètre mµ  envoie 
le signal de ‘exclusion’ de défaut à l’instant 8571,tI =  heures (dans cet exemple, pour les deux 
versions : adaptative et non adaptative, les temps de l'isolation sont les mêmes).  
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La figure 5.3 montre les signaux de ‘non contenance’ envoyés par les six filtres du paramètre mµ . 
Elle montre que le 5ème filtre est le dernier qui envoie le signal de ‘non contenance’ et donc le 
temps d'isolation du défaut est déterminé par ce filtre. La figure 5.4 montre les signaux de ‘non 
contenance’ envoyés par les filtres du paramètre . Elle montre que le filtre associé au 2sK
ème 
intervalle de paramètre n’envoie pas le signal de ‘non contenance’, par conséquent le défaut est 
sur le paramètre . sK
 
 
                           Figure 5.3                                                               Figure 5.4 
 
La figure 5.5 montre les résultats de la version non adaptative du 2ème filtre de paramètre de mµ . 
Puisque le défaut n'est pas sur le paramètre mµ , les courbes des erreurs d’observation  et 
 ont le même signe. 
)(taε
)(tbε
 
                          Figure 5.5                                                              Figure 5.6 
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 La figure 5.6 montre les résultats de la version adaptative du 2ème filtre de paramètre de mµ . 
Puisque le défaut n'est pas sur mµ , les erreurs d’observation  et  ont le même signe 
après l’occurrence du défaut (dans ce cas ). Cette figure montre également que la 
différence - )  converge vers zéro. 
)(taε )(tbε
fe tt ≅)21(
)(taε (tbε
 
 
                          Figure 5.7                                                               Figure 5.8 
La figure 5.7 montre les résultats obtenus avec la version non adaptative du 5ème filtre du 
paramètre mµ , et la figure 5.8 montre les résultats obtenus avec la version adaptative. Puisque le 
défaut n'est pas sur le paramètre mµ , les signes des erreurs d’observation  et  
deviennent les mêmes à l’instant . Elle montre également que, parce que nous avons 
choisi , pour la version adaptative, la différence  tend vers 
zéro. 
)(taε )(tbε
85,71)51( =et
0015,0)51()51( == ba kk θθ )()( tt ba εε −
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Figure 5.9 
 
Les résultats de l’identification dans le cas de la version adaptative du 5ème filtre de mµ  sont 
présentés sur la figure 5.9. Rappelons que mµ  est à sa valeur nominale 0.38 puisque le défaut est 
sur . Les procédures d'identification de  et  (  et ) ne peuvent donc 
pas identifier correctement 
sK )(ˆ t
a
mµ )(ˆ tbmµ )(ˆ tobamµ )(ˆ tobbmµ
mµ . La figure 5.9 montre également que la différence estimée de 
paramètres - )  tend vers zéro, ainsi la différence des erreurs d’observation 
 tend vers zéro comme il est montré dans la figure 5.8. 
)(ˆ tamµ (ˆ tbmµ
)()( tt ba εε −
 
                              Figure 5.10                                                         Figure 5.11            
La figure 5.10 montre les résultats obtenus en utilisant la version non adaptative du 3ème filtre de 
, et la figure 5.11 montre les résultats en utilisant la version adaptative du 3sK
ème filtre de . 
Puisque la valeur 2,0 du paramètre défectueux  n'est pas dans le 3
sK
sK
ème intervalle 
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[ , 7  ], les signes des erreurs d’observation  et  sont les mêmes après 
l'occurrence du défaut. 
72,K bs = 3,K as = )(taε )(tbε
 
 
                                Figure 5.12                                                        Figure 5.13                       
 
La figure 5.12 (non adaptative) et figure 5.13 (adaptative) montrent les résultats du 2ème filtre de 
. Comme la valeur 2,0 du paramètre défectueux est dans le 2sK
ème intervalle 
[ 7 ], les signes des erreurs d’observation  et  sont différents après 
l’occurrence du défaut. 
.26.1 == asbs KK )(taε )(tbε
 
Figure 5.14 
 
La figure 5.14 (version adaptative) montre les résultats issus des procédures d'identification de 
paramètre du 2ème filtre de .  représente la valeur moyenne du paramètre défectueux, sK )(ˆ tK s
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elle est calculée à partir des estimations de  et  ()(ˆ tK as )(ˆ tK
b
s 2))(ˆ)(ˆ()(ˆ tKtKtK
b
s
a
ss += ).  
représente l'estimation du paramètre défectueux obtenue en utilisant la méthode de Zhang [79]. 
Avec la méthode que nous proposons, nous pouvons évaluer la valeur du paramètre défectueux 
au bout de  heures seulement après l’occurrence du défaut. Si on utilise la méthode 
de Zhang, l’estimation de ce paramètre défectueux nécessite 43 heures. 
)(ˆ 1 tK s
851,tt fI =−
 
5.4.3 Simulation pour l’influence des gains d'identification  
Pour illustrer l'effet des gains d'identification sur la différence de paramètre dans l'équation 
(5.14), nous proposons un autre exemple. Dans celui-ci, on considère que la valeur du paramètre 
défectueux est 3.0=mµ  et  garde sa valeur nominale. sK
Cas 1 : Pour les 6 intervalles de  nous utilisons 7 observateurs adaptatifs. Afin d’alléger 
l’explication on considère le cas des 2 premiers intervalles, les 2 gains d'identification sont 
, alors que le gain d'un autre observateur adaptatif du deuxième intervalle 
est . Par conséquent dans le deuxième intervalle  .  La figure 5.15 
montre les résultats des identifications de paramètre dans le deuxième intervalle. Cette figure 
montre que les valeurs estimées des paramètres  et  (  et )  ne 
peuvent pas converger vers leurs valeurs nominales  et  l'estimation de la différence de 
paramètre -  ne peut pas converger vers zéro. La figure 5.16 montre les erreurs 
d’observation et  des observateurs adaptatifs.  Puisque -  ne peut pas 
sK
002.0)2,2()2,1( == ba kk θθ
005.0)2,2( =akθ )2,2()2,2( ab kk θθ ≠
)(ˆ )2( tK as )(ˆ
)2( tK bs )(ˆ
)2( tK obas )(ˆ
)2( tK obbs
0.5=sK
)(ˆ )2( tK as )(ˆ
)2( tK bs
)(taε )(tbε )(ˆ )2( tK as )(ˆ )2( tK bs
 
                        Figure 5.15                                                              Figure 5.16 
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converger vers zéro, la différence - )  ne peut pas converger vers zéro.   )(taε (tbε
Cas 2: Entre les premiers et deuxièmes intervalles de , deux observateurs adaptatifs différents 
sont utilisés, leurs gains d'identification sont: , , donc dans 
le deuxième intervalle: . La figure 5.17 montre les résultats des identifications de 
paramètre dans le deuxième intervalle de .  Cette figure montre, que bien que les valeurs 
estimées des paramètres et  ne peuvent pas converger vers la valeur nominale 
 , l’estimation de la différence de paramètre -  peut converger vers zéro, 
donc la différence des erreurs d’observation  peut converger vers zéro même si les 
erreurs d’observation  et  ne convergent pas vers zéro, comme présenté dans la figure 
5.18. 
sK
002.0)2,1( =akθ 005.0)2,2()2,2( == ab kk θθ
)2,2()2,2( ab kk θθ =
sK
)(ˆ )2( tK as )(ˆ
)2( tK bs
0.5=sK )(ˆ )2( tK as )(ˆ )2( tK bs
)()( tt ba εε −
)(taε )(tbε
 
                                 Figure 5.17                                                  Figure 5.18 
 
 
5.5 Conclusion 
La méthode proposée dans ce chapitre est basée sur l’utilisation des intervalles de paramètres 
sans seuils. En comparant cette méthode à celles proposées dans les deux derniers chapitres, elle 
est plus concise et plus raisonnable du fait que le mécanisme des seuils dynamiques est 
supprimée. Pour q  intervalles de paramètre, la quantité des observateurs utilisés est réduite de 
  observateurs et le temps de calcul en ligne est donc réduit considérablement. Le 
problème posé, par la version adaptative des seuils dynamiques quand on fait la comparaison 
q5  à 1+q
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entre le résidu et ces seuils adaptatifs lors du fonctionnement des procédures d'identification 
pendant longtemps, est résolu. 
L’approche adaptative de la méthode proposée est intéressante. En effet, pour tous les filtres de 
paramètres d'un paramètre, que le défaut soit sur ce paramètre ou non, si toutes les procédure 
d'identification de paramètre ont le même gain, toutes les différences de paramètre entre les 
observateurs adaptatifs d'isolation convergent vers zéro, en d'autres termes toutes les tailles de 
tous les intervalles de paramètre convergent vers zéro. En conséquence toutes les erreurs 
d’observation de tous les observateurs adaptatifs d'isolation convergent ensemble comme une 
courbe unique. Dans le cas où le défaut n'est pas sur le même paramètre, cette courbe ne peut pas 
être superposée avec l'axe des abscisses. Ils existent beaucoup d’instants pour lesquels toutes les 
erreurs d’observation ont le même signe. C'est-à-dire le défaut doit être isolé même si la 
remarque 3.1 n’est pas satisfaite. 
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Conclusion 
 
 
 
Dans cette thèse, nous avons présenté une nouvelle méthode d’isolation et d'identification de 
défaut basée sur l'utilisation des intervalles de paramètre des systèmes non linéaires.  
Le domaine d’admissibilité de chaque paramètre est divisé en un certain nombre de petits 
intervalles. Après l'occurrence d’un défaut, la valeur du paramètre défectueux doit être dans un de 
ces intervalles. En vérifiant quel intervalle contient la valeur du paramètre défectueux, cela 
permet de trouver la valeur de ce paramètre, donc le défaut peut être isolé et identifié. Le principe 
de la vérification d'intervalle est basé sur la propriété de monotonicité des résidus. La condition 
de l'application de cette méthode est que chaque résidu soit monotone en fonction de la différence 
de paramètre singulier dans un certain intervalle. 
Notre nouvelle méthode basée sur les intervalles des paramètres a l’avantage d’isoler et 
d’identifier le défaut d’une manière très rapide. De plus, elle fournit l'estimation de la valeur du 
paramètre défectueux et les bornes supérieures et inférieures de cette valeur quand le défaut est 
isolé. On sait que les méthodes basées sur la théorie de la géométrie différentielle et les méthodes 
basées sur la théorie de l'espace de parité ne fournissent pas ces informations. L’estimation du 
paramètre défectueux est une information très importante pour la reconfiguration du contrôleur 
dans un système actif de FTC. Les bornes de la valeur du paramètre défectueux sont très utiles 
pour la reconfiguration du contrôleur d'une manière robuste. L'efficacité de la méthode proposée 
dans le système de FTC a été démontrée dans le cadre d’un autre travail. 
Dans ce travail, nous avons proposé plusieurs variantes de cette nouvelle méthode. La première 
utilise les seuils. A chaque intervalle, on associe un filtre de paramètre pour vérifier si cet 
intervalle contient la valeur du paramètre défectueux. Chaque filtre de paramètre génère un résidu 
et deux seuils. Chaque seuil correspond à l’une des deux bornes de l'intervalle du paramètre. 
Après l’occurrence d’un défaut, si le résidu est en dehors ou s’il sort du secteur limité par ces 
deux seuils, on peut conclure que cet intervalle ne contient pas la valeur du paramètre défectueux. 
La génération de chaque résidu est faite à l’aide d’un observateur d'isolation. Afin de générer un 
seuil, nous avons construit un modèle de seuil et un observateur d’état correspondant. Par 
conséquent, un filtre de paramètre se compose d'un observateur d'isolation, de deux modèles de 
        - 117 - 
seuils et de deux observateurs d’état de ces modèles. Si la caractéristique de distinguabilité du 
système n'est pas satisfaite, le domaine du paramètre doit être divisé en intervalles plus petits. 
D'autre part, la précision de l'estimation du paramètre est déterminée par la taille de l'intervalle du 
paramètre (plus l’intervalle est petit meilleure est la précision). 
Afin d'améliorer cette précision et d’augmenter la fiabilité de l'isolation, sans augmenter le 
nombre des intervalles, nous avons développé une deuxième version de cette méthode. Dans ce 
cas, l'observateur d'isolation et les deux observateurs d'état du modèle des seuils sont remplacés 
par des observateurs adaptatifs. Dans chaque intervalle, l'observateur adaptatif d'isolation 
identifie un paramètre du système tandis que les deux observateurs adaptatifs de l'état du modèle 
des seuils identifient les bornes correspondantes de ce paramètre. Après l'occurrence d’un défaut, 
grâce à l'opération d’identification du paramètre, le domaine limité par les deux seuils adaptatifs 
deviendra de plus en plus petit. Ainsi, si l'intervalle ne contient pas la valeur du paramètre 
défectueux, le résidu peut toujours sortir du secteur limité par les deux seuils adaptatifs. Afin 
d’assurer une bonne isolation nous utilisons des coefficients appelés ‘seuils d'identification’. Par 
conséquent, le défaut peut toujours être isolé. 
Dans les versions utilisant les seuils dynamiques (adaptatifs), chaque filtre de paramètres est 
composé de 5 observateurs. Pour q intervalles, nous avons donc besoin de 5q observateurs, ceci 
nécessite donc beaucoup de temps de calcul en ligne.  
Pour pallier ce problème, nous avons proposé une version sans seuils. Dans celle-ci, chaque filtre 
de paramètres est composé de deux observateurs d'isolation. Chaque observateur d'isolation est 
initialisé à l’une des bornes de l'intervalle. Si l'intervalle contient la valeur du paramètre 
défectueux, les deux signes des deux erreurs de observation associées aux observateurs 
d'isolation seront différents à tout instant. L'estimation de la valeur du paramètre défectueux est 
obtenue en faisant la moyenne entre les valeurs fournies par ces deux observateurs d’isolation. 
Puisque chaque observateur d'isolation est utilisé pour deux intervalles voisins, pour q intervalles 
seulement q+1 observateurs sont nécessaires. Ainsi le nombre d'observateurs utilisés est réduit de 
5q (versions précédentes) à q+1. 
Afin d'illustrer l'efficacité de la méthode proposée, un modèle d’un procédé de fermentation 
alcoolique est utilisé. Ce procédé est un système dynamique non linéaire. Il a deux paramètres (le 
taux de croissance maximum et la constante de saturation) qui sont des paramètres pouvant avoir 
des occurrences de défauts. La résolution du problème d'isolation d’un défaut sur ce procédé est 
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difficile par la méthode basée sur la théorie de l'espace de parité à cause du type du modèle du 
procédé. Il est également difficile, en utilisant la méthode basée sur la géométrie différentielle, 
parce que les deux paramètres sont dans la même expression (le taux spécifique de croissance) et 
ne peuvent pas être séparés dans des champs de vecteur différents. Donc les défauts causés par 
ces paramètres ne peuvent pas être découplés en choisissant une transformation de coordonnées. 
Nous pouvons résoudre le problème d'isolation de défaut en utilisant la méthode basée sur les 
observateurs adaptatifs, mais la vitesse d'isolation est lente. Nous avons montré qu’en utilisant les 
différentes versions de la méthode développée dans cette thèse, la vitesse d’isolation et 
l’identification d’un défaut est plus rapide. 
 
Les résultats développés dans cette thèse ouvrent le chemin vers d’autres perspectives plus 
générales. Ainsi on peut envisager comme suite à ces travaux : 
 
• L'application dans des systèmes de commande tolérante aux fautes (FTC) : En effet la 
méthodologie développée est rapide, elle fournit l'estimation de la valeur du paramètre 
défectueux et de ces limites supérieure et inférieure. Ces spécificités devraient être très 
utiles pour la conception de système actif de FTC. 
• La prise en compte des erreurs de modélisation et des bruits de mesures : Dans notre 
étude, nous n'avons pas considéré les problèmes tels que les incertitudes et le bruit.  Ces 
problèmes sont très importants dans la pratique et devront être étudiés de façon précise. 
• Au sujet des défauts multiples : Nous avons seulement considéré le cas où le défaut est 
provoqué par le changement d'un seul paramètre.  Il faudra étendre notre approche pour le 
cas où les défauts sont provoqués par des changements de plusieurs paramètres. 
• Les défauts issus des actionneurs et des capteurs : Dans cette thèse, nous considérons le 
problème d’isolation et d’identification des défauts sur la dynamique du procédé. 
Cependant la méthodologie proposée peut être utilisée pour résoudre les défauts issus des 
actionneurs et des capteurs. 
• L’illustration de la méthodologie : Dans cette thèse on a considéré les systèmes non 
linéaires en général, et on a par conséquent montré la monotonicité d’intervalle en 
utilisant une linéarisation. Cependant, si l’on se limite à la classe de systèmes non 
linéaires qui sont essentiellement monotones (cette classe de systèmes inclut, par 
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exemple, les systèmes coopératifs, les systèmes affines à injection de sortie), il n’est pas 
nécessaire de faire une linéarisation. 
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