Abstract. In this paper, we present a deterministic two-scale tissue-cellular approach for modeling growth factor-induced angiogenesis. The bioreaction-diffusion of chemotactic growth factors (CGF) is modeled at a tissue scale, whereas cell proliferation, capillary extension, branching, and anastomosis are modeled at a cellular scale. The capillary indicator function is used to bridge these two scales. The complete system of equations consists of parabolic PDEs coupled nonlinearly with a varying number of ODEs and algebraic equations. Our proposed schemes involve applying mixed finite element methods to approximate concentrations of CGF and a point-to-point tracking method to simulate sprout branching and anastomosis. Capillary extensions are computed by a system of ODEs. Here, both the continuous and discrete-in-time algorithms are analyzed using some new techniques for treating the nonlinear coupling terms. Error bounds for each of the processes-CGF reaction-diffusion, capillary extension, sprout branching, and anastomosis-and overall error bounds for their coupled nonlinear interactions are established. Optimal order estimates in the mesh size are obtained for the continuous-in-time schemes, and optimal order estimates in both the mesh and the time step sizes are derived for the fully discretized schemes. In addition, we address several implementation issues, including an equivalent cell-centered finite difference formulation, time splitting techniques, and object-oriented programming strategies for efficient scientific computing. Finally, a representative simulation example is provided.
1. Introduction. Angiogenesis, the formation of new vessels from existing vasculature, plays an important role in many mammalian growth processes such as early embryogenesis during the formation of the placenta [19] , controlled blood-vessel formation during tissue repair [9, 28] , and excessive blood-vessel formation during tumor growth [18] . A deep understanding of angiogenesis at the capillary level is critical for reparative strategies since the capillary network dictates tissue survival, hemodynamics, and mass transport. The angiogenic system is strongly nonlinear and complex, possessing multiple, integrated modulators and feedback loops. These properties limit the in vitro and in vivo experiments that may be designed and the amount of nonconfounding information that can be gleaned. Computational models simulating the intercellular growth patterns of capillaries within a tissue are essential to understanding and analyzing these phenomena.
In the past two decades, several mathematical models have been proposed to simulate some of the important features of angiogenesis. Many models have been constrained to one spatial dimension for the simplicity of modeling and/or the availability of analytical solutions [22, 23, 21, 47, 10, 14, 12, 26] . More realistic continuum models of angiogenesis in two spatial dimensions [13, 27] have provided more detailed information for the spatiotemporal distribution of capillary sprouts, but they have been unable to incorporate certain important events such as repeated sprout branching and hence could not provide the overall dendritic structure of a capillary network. In [30, 31] , a probabilistic model in two spatial dimensions was proposed based on stochastic differential equations, where random motility, chemotaxis, sprout branching, and anastomosis were incorporated. In order to utilize the strengths of each of the two previous approaches, a combined continuum and probabilistic formulation was established in [3, 24] . Unfortunately, this approach does not allow sprout branching, anastomosis, or cell proliferation to be described by a continuous model, imposing a significant limitation on the application and analysis of this model. Recently, a deterministic approach for modeling angiogenesis was proposed in [37, 39] . Here, major mechanisms, including cell proliferation, sprout branching, and anastomosis, are incorporated directly into the continuous mathematical model. In addition, the anisotropy of the extracellular matrix is reflected by the conductivity of the extracellular matrix to the extension of capillary sprouts, and the capillary network is sharply captured by a capillary indicator function.
In this paper, we extend the model in [37] and present a deterministic two-scale tissue-cellular approach for simulating growth factor-induced angiogenesis. The proposed system consists of parabolic partial differential equations (PDEs), coupled nonlinearly with a varying number of ordinary differential equations (ODEs) and algebraic equations. We consider approximations of solutions to this deterministic system and propose a numerical approach involving a mixed finite element (MFE) method for the solution of concentrations of chemotactic growth factors (CGF) [11] . The MFE formulation involves solving for both a scalar variable and a flux. Our motivation for choosing this method is that the MFE method possesses three important properties: local mass conservation, continuous fluxes, and the same order of convergence, and in some cases superconvergence, for both the scalar variable and the flux [25, 17] . References that demonstrate the effectiveness of this method for reactive transport problems may be found in [5, 8, 6, 7, 45, 44, 46, 42, 33] . Our proposed schemes also involve a point-to-point tracking method to simulate sprout branching and anastomosis. Capillary extensions are computed by a system of ODEs. We shall establish the convergence for both the continuous and discrete-in-time algorithms in this paper. In addition, we shall demonstrate that they provide the solution with an optimal order of accuracy while possessing efficient implementability.
The remaining parts of this paper are organized as follows. In section 2, we describe the governing equations for the two-scale angiogenesis model. A continuousin-time MFE algorithm is formulated and analyzed in section 3. A fully discretized scheme based on the MFE formulation and combined forward and backward Euler methods is proposed and investigated in section 4. Section 5 is devoted to the discussion of implementation issues, where we derive an equivalent cell-centered finite difference formulation, discuss time splitting techniques, and address a few object-oriented programming strategies for scientific computing efficiency and flexibility. A representative simulation example is also provided in section 5. Finally, conclusions are summarized in section 6.
The diffusive flux of CGF is defined by
We remark that the results in the paper may be extended to the following general diffusion-reaction equation with a smooth function f j (c 1 , c 2 , . . . , c N CGF , n):
Cellular scale model for capillary behaviors.
2.2.1. Capillary extension dynamics. We model sprout extension by tracking the trajectory of individual capillary tips. We denote by p i (t) ∈ R d the position of the capillary tip i at the time t. Under certain biological conditions, cells behind the Table 1 Scales of important processes in angiogenesis. sprout tips undergo mitosis, and sprout extension subsequently occurs. The movement of an individual sprout tip during proliferation depends on the direction and speed of the sprout extension. In [37] , we modeled both the chemotactic and haptotactic responses of endothelial cells. In this paper, for convenience of mathematical analysis, we consider only chemotaxis and assume the following governing equation for the tip position:
Process
where k p , a function of CGF concentrations, is the cell proliferation rate and u 0 , a normalized vector specifying the capillary outgrowth direction, is a function of the CGF diffusive fluxes. Clearly, the tip movement speed depends on the CGF concentrations, while the direction depends on the fluxes.
We consider general functions k p (c 1 , c 2 , . . . , c N CGF ) and u 0 (q 1 , q 2 , . . . , q N CGF ) in this paper. Both functions represent impacts of molecular and cellular behaviors on sprout extension. As a concrete example, we have used the following k p and u 0 in [37] for a single CGF species case:
where c * is the minimum CGF concentration at which endothelial cells may proliferate, and K is the conductivity of ECM for the movement and extension of capillary endothelial cells. We remark that the conductivity K is an intrinsic property of ECM, and it is assumed to be independent of time but may vary in space. K is a general second order tensor and may be heterogeneous and anisotropic. The heterogeneity of ECM is natural since different types of tissues impose different obstacles to the extension of capillary sprouts. The anisotropy of ECM means that the resistance of ECM to the sprout extension might be stronger in one direction than in others, which is also natural because tissues often have layered orientations. The anisotropy of ECM implies that the direction of sprout extension does not necessarily coincide with the direction of the CGF concentration gradient or the CGF flux.
Cell proliferation.
Cell cycle events are actually molecular scale phenomena. The information predicted from cell cycle and proliferation models include the cycling time and the size of a cell. At this stage, we ignore the detailed molecular behaviors, assuming that the radius and length of an endothelial cell (EC) are given constants r EC and l EC and that the cell cycle time t EC is a function of CGF concentrations. The numerical analyses in this paper allow t EC to be a general function of the CGF concentrations. We note that, in examples examined previously in [37] , we have used the following form for a single CGF species case:
where τ EC is the limiting cell proliferation time of endothelial cells andc is the concentration related to the doubling of t EC .
Sprout branching and anastomosis.
For simplicity, we consider only two spatial dimensions for sprout branching and anastomosis. We track the individual behavior of each sprout tip in our model. We denote by S the set of all active capillary tips. The behaviors of capillaries are described by the movement of the tips, which includes the sprout extensions and the changes of the tip set by sprout branching and anastomosis. For convenience of presentation, we use the same label (or index) i for the tip i before and after capillary extension. More precisely, the tip set S is unchanged during capillary extension, but it is modified at capillary branching or anastomosis because these events change the number of elements in S.
In capillary branching, we terminate the parent capillary tip label and start two new labels for the two daughter tips. We denote by f BT (τ, c 1 , c 2 , . . . , c N CGF ) the branching trigger function and assume that the sprout branches as soon as f BT (τ, c 1 , c 2 , . . . , c N CGF ) ≥ 0, where τ is the age of the capillary tip and c j = c j (p, t) is the concentration of the CGF j at the location occupied by the capillary tip. For example, the branching trigger function f BT (τ, c 1 , c 2 , . . . , c N CGF ) = τ − τ a specifies uniform sprout branching, where every sprout performs branching after maturing for a time period τ a . Another example of the branching trigger function is f BT (τ, c 1 , c 2 , . . . , c N CGF ) = τ − τ a + k bt c 1 . Here, for k bt > 0, branching occurs earlier if a capillary tip comes across a higher concentration of the first CGF. In this paper, we allow f BT (τ, c 1 , c 2 , . . . , c N CGF ) to be a general smooth function of τ and CGF concentrations. Mathematically, sprout branching increases the number of elements in the tip set S and is denoted by
Anastomosis, the fusion of capillary sprouts, is assumed to occur when a sprout tip meets another sprout tip physically (tip-to-tip anastomosis) or a sprout tip meets another sprout physically (tip-to-sprout anastomosis). After a tip-to-sprout anastomosis, the tip cell forms a part of the loop and no longer undergoes sprout extension; i.e., the tip no longer exists. A tip-to-tip anastomosis might lead to the disappearance of both tips or the vanishing of one tip only, depending upon the situation involved. In a "head-on-head" anastomosis, both tips become inactive, whereas in a "shoulderon-shoulder" anastomosis, only one of the two tips becomes inactive. Mathematically, the anastomosis mechanism decreases the number of elements in the tip set S and is written as
Bridging cellular and tissue scales via capillary indicator function.
Sprout branching, anastomosis, and extension control capillary networks, which in turn influence the bioreaction and diffusion of CGF. The capillary indicator function n is determined by the history of the positions of the sprout tips. That is, the value of n is 1 on the trajectories of sprout tips and is 0 elsewhere. Mathematically, it may be written as
We define the set N C (t) occupied by the capillary network at the time t as
where B r EC (x) = {x : |x − x| ≤ r EC }. Thus the capillary indicator function may be specified by
where χ E is the standard set characteristic function; i.e., χ E (x) = 1 for x ∈ E and χ E (x) = 0 otherwise.
2.4.
A modified model based on cell level averaging. With initial and boundary conditions, (1)-(6) represent a mathematical system for two-scale modeling of angiogenesis, namely, cellular and tissue. In this paper, we analyze a modified system, which is based on cell level averaging. This averaging makes smooth assumptions on fingering phenomena, i.e., the growth of capillaries, which facilitates the analysis of the system. We also assume a single CGF species here (i.e., N CGF = 1 and c j replaced by c) for simplicity of presentation. We remark that the analysis of multiple CGF species is a straightforward extension. From now on, we consider the following modified system:
Here, the averaging operator (or the mollifier) M S is defined by
where meas(·) denotes the Lebesgue measure. The stabilized branching operator B M is formed from the original branching operator B by replacing c by M S c in the branching trigger function f BT (τ, c). We note that the only difference between the stabilized and original systems is the mollifier M S in (9), (10), and (11). We remark that M S may be viewed as a modification operator to reflect averaged information collected by a tip cell. We consider the following boundary and initial conditions for the CGF concentration:
where ν denotes the outward unit normal vector to ∂Ω. We note that extensions to general Neumann, Dirichlet, and Robin conditions may be easily treated. We impose the following initial conditions for capillary tips:
for all sprout tip i ∈ S 0 at t = 0. (15) We now address the system of coupled nonlinear differential and algebraic equations (7)- (15) . We note that, by using algebraic equations, anastomosis and sprout branching are described as instantaneous events, whereas sprout extension is modeled as a continuous-in-time process using ODEs. Since the number of elements in the set S changes dynamically, the number of unknowns in the system may vary with time.
A continuous-in-time algorithm.
In this section, we consider continuousin-time discretizations, which result in a coupled system of ODEs and algebraic equations. Since the only spatial discretization is in the treatment of the diffusion-reaction equation, it suffices for us to describe MFE approximation to this CGF equation. We remark that MFE analyses presented here are valid for all d = 1, 2, and 3.
Let [2] . Throughout this paper, we denote by C a generic positive constant that is independent of h and by a fixed positive constant that may be chosen to be arbitrarily small. We shall need the following inequality:
We define the following standard spaces:
The weak formulation of the CGF diffusion-reaction equation is to find c(·, t) ∈ W and q(·, t) ∈
Using the standard PDE theory, one can demonstrate that (17)- (18) are equivalent to (7)- (8) if n is given and the solutions c and q satisfy certain regularity conditions. We let E h = {E i } denote a partition of Ω into elements E i (for example, triangles or parallelograms if d = 2) whose diameters are less than or equal to h.
where P h is the L 2 projection from W onto W h :
We remark that, as a concrete example, the Raviart-Thomas (RT) space [29] satisfies the above assumption. For a two-dimensional rectangular mesh E h , the rth order RT space is defined by
where Q r,s (E) is the space of polynomials of degree less than or equal to r and s, respectively, in the first and second variables, restricted to the element E. The continuous-in-time MFE method for approximating the CGF diffusion-reaction equation is to find c h (
We first analyze the error of the CGF concentration, assuming that the error of the capillary indicator function is given. We denote by c h , q h , p h , and n h the finite element solutions for the CGF concentration, the CGF diffusive flux, the capillary tip positions, and the capillary indicator function, respectively. We note that (9)- (11) and (14)- (15) are satisfied exactly by c h , q h , p h , and n h . As a binary function, n h , if it exists, must be nonnegative.
Theorem 1 (CGF diffusion). Let c h , q h , and n h be the solution to (20) - (22), (9)- (11), and (14)- (15), and let c, q, and n be the solution to
We further assume that the diffusivity tensor D is uniformly symmetric positive definite and bounded from above, that c is essentially bounded, that parameters λ and λ * are nonnegative, and that parameters α and λ are bounded. Then, for any given > 0, there exists a constant C, independent of the mesh size h, such that
Proof. We let c I = P h c and q I = Π h q, and we define the finite element error E c , the projection error E I c , and the auxiliary error E A c as follows:
We have similar definitions for the finite element error E q , the projection error E I q , and the auxiliary error E A q :
Subtracting (17) and (18) from (20) and (21), respectively, we have
Splitting E c and E q according to
The orthogonality of the projections P h and Π h implies
Consequently, the addition of (24) and (25) gives, for any t ∈ (0, T ],
The left-hand side of (26) may be written as
, where we have used the nonnegativity of λ, n h , and λ * . We now consider the right-hand side of (26) . The first term may be estimated, using (16) and the boundedness of λ, c, and α, as
The second term on the right-hand side of (26) may be bounded using the fact that n h L ∞ (Ω) ≤ 1:
The third term on the right-hand side of (26) vanishes due to the orthogonality. Another application of the weighted Cauchy-Schwarz inequality (16) gives
It follows from (26) that
Noting that the finite element solution at t = 0 is an L 2 projection, i.e., c h (0) = P h c 0 , we have E A c (0) = 0. Integrating (27) with respect to time and applying Gronwall's inequality, we have
The theorem follows by the triangle inequality, the approximation results of the projection operators Π h and P h , and the following fact:
We now estimate the influence of the numerical errors of c h and q h on the accuracy of the computed capillary behaviors, assuming that all the ODEs in the system are solved exactly. We first consider the process of capillary extension alone. Denote by t 0 the birth time and by t F the final time of the capillary tip associated with p. Define the capillary tip life time period J = (t 0 , t F ]. The final time of the capillary tip is the time when the tip becomes inactive due to either branching or anastomosis, or is the final simulation time T , whichever is shorter.
Throughout this paper, to simplify notation, we denote by p either a specific capillary tip under consideration or the entire collection of capillary tips {p i : i ∈ S}. If we need to distinguish between two or more capillaries, we add their labels on the subscript as in p i and p j for the capillary tips i and j. Similarly, the life time periods J i and J j are associated with the capillary tips i and j.
Lemma 1 (capillary extension). Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) .
We assume that c is bounded, that k p (c) is a Lipschitz continuous function of c, and that u 0 (q) is a Lipschitz continuous function of q. Then there exists a constant C, independent of the mesh size h, such that
where p is the position of an individual capillary tip, p 0 and t 0 are the initial position and initial time when the tip is formed, and p h , p 0,h , and t 0,h are their approximate solutions, respectively.
Proof. By definition, the exact solution p satisfies dp dt
and the finite element solution p h satisfies dp h dt
Subtracting (30) from (31), we have
We note that k p (c) is bounded because k p (c) is a Lipschitz continuous function of c and c is bounded. Also u 0 (q) is bounded because it is a normalized vector function, i.e., |u 0 (q)| = 1. Thus the first two terms on the right-hand side of (32) may be bounded as
The third term on the right-hand side of (32) may be estimated using the boundedness of k p (c) and the Lipschitz continuity of u 0 (·):
We have a similar result for the fourth term on the right-hand side of (32):
With these estimates, (32) becomes
Integrating (33) with respect to time and noting that
we conclude that
In addition, we observe that
Applying Gronwall's inequality, we obtain (29). Lemma 2 (sprout branching). Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11) , and (14)- (15) , and let c, q, n, and p be the solution to (7)- (15) . We assume that the branching trigger function f BT (τ, c) is a uniformly Lipschitz function of c with a Lipschitz constant C L and that there is a positive constant
, and dp/dt ∈ L ∞ (J). If C L /C 0 is sufficiently small, there exists a constant C, independent of the mesh size h, such that
where t B and p B are the sprout branching time and position of the capillary under consideration, and t B,h and p B,h are their approximate solutions, respectively. Proof. We define the tip life time τ = t − t 0 . Its approximate solution is τ h = t h − t 0,h . We know that f BT is negative unless the tip is triggered to branch when f BT = 0. This holds for both the exact solution and the finite element solution:
Thus, we have
We relate the left-hand side of (35) to the error (τ B,h − τ B ) in the following way:
where we have used the mean value theorem with 0 ≤ θ ≤ 1.
We now consider the right-hand side of (35) . The first two terms may be bounded, by using the temporal continuity of the CGF concentration, as
Observing that
we may estimate the third and fourth terms on the right-hand side of (35) as
The mollification property of the operator M S leads to a result for the fifth and sixth terms on the right-hand side of (35):
Using (35) and the above inequalities, we obtain
Assuming that C L /C 0 is sufficiently small such that
and noting that
Finally, this lemma follows from (37) and (36) .
We remark that the assumption ∂f BT /∂τ ≥ C 0 > 0 in Lemma 2 is biologically meaningful and represents the fact that a mature capillary tip is more likely to undergo sprout branching than a less mature capillary tip with all other parameters being identical. We also comment that the ratio C 0 /C L represents the stability of sprout branching behaviors. We now consider an event of anastomosis. Let i and j be the two parent capillaries, where the tip of the capillary i forms a loop with the sprout or the tip of the capillary j. We denote by p i (t) and p j (t) the tip positions of the capillaries i and j from the exact solution at the time t. In addition, we denote by t A the time of anastomosis and by p A the location of anastomosis. Let t P be the time when the tip j passed the point p A . Obviously, we have t P = t A for tip-to-tip anastomosis and t P < t A for tip-to-sprout anastomosis. Quantities t P,h , t A,h , and p A,h are the corresponding approximate solutions. We have the following lemma.
Lemma 3 (anastomosis).
Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11) , and (14)- (15) , and let c, q, n, and p be the solution to (7)- (15) . We assume that the intersecting angle θ A of the two parent capillaries at the location of anastomosis satisfies C 0 ≤ |sin θ A | ≤ 1 − C 0 , where 0 < C 0 < 1/2 is a fixed small constant. We further assume that there exists a constant C 1 such that |dp/dt| ≥ C 1 > 0 in neighborhoods of anastomosis locations. In addition, we assume that dp i /dt and dp j /dt are bounded. Then there exists a constant C, independent of the mesh size h, such that
Proof. We first consider the tip-to-sprout anastomosis. For convenience of presentation, we assume that the diameter of capillaries is zero for the purpose of computing the location of anastomosis. However, the same argument applies to the case of a nonzero capillary diameter as well. Because p A is the intersection of the two curves {p i (t) : t ∈ J i } and {p j (t) : t ∈ J j }, we know that
Applying the mean value theorem to p i and p j , we have
where 0 ≤ θ i ≤ 1 and 0 ≤ θ j ≤ 1.
For simplicity of discussion, we denote the components of p i , p j and their first order derivatives as
Equations (38), (40), and (41) imply
Rearranging terms, we see that
Solving for (t A − t A,h ) and (t P − t P,h ), we get
t A − t A,h t P − t P,h = 1 U i V j − U j V i −V j U j −V i U i X i − X j Y i − Y j .
Noting the fact that
we infer that
Using (39), we observe that
Consequently, we obtain
Using this error bound for t A together with the triangle inequality, we may bound the error of p A as
Finally, the error analysis for the tip-to-tip anastomosis may be carried out in a similar way. We remark that, unlike tip-to-sprout anastomosis, the nonzero diameter of capillaries is required for the error bound derivation on tip-to-tip anastomosis. The condition of |sin θ A | ≤ 1 − C 0 is not needed for a tip-to-sprout anastomosis, but it is required for a tip-to-tip anastomosis in order to bound the error from the numerical distinction between the head-on-head and shoulder-on-shoulder anastomoses.
We comment that the assumption |dp/dt| ≥ C 1 > 0 in Lemma 3 means biologically that the capillary tip cell close to an anastomosis location is always in an angiogenic phenotype and does not convert back into a quiescent state. This occurs only when the CGF concentration is greater than a certain threshold value. However, the latter should be satisfied in a small neighborhood of an anastomosis joining point, as the anastomosis would not be able to take place otherwise.
Lemma 4 (capillary indicator function).
Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11), and (14)- (15) , and let c, q, n, and p be the solution to (7)- (15) .
We assume that the total capillary length from the exact solution is bounded. Then there exists a constant C, independent of the mesh size h, such that
Proof. We recall the set of all points occupied by the capillary network at the time t:
The capillary indicator function, by definition, is
The approximate solution satisfies similar equations:
It is easy to see that
χ N C,h − χ N C L 1 (Ω) (t) = χ (N C,h \N C )∪(N C \N C,h ) L 1 (Ω) (t) = meas ((N C,h \ N C ) ∪ (N C \ N C,h )) (t) ≤ C i p i,h − p i L ∞ (Ji) .
The lemma follows from the fact that
Theorem 2 (capillary behavior). Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . 1, 2, 3, and 4 hold. In addition, we assume that the number of capillaries from the exact solution is bounded. Then there exists a constant C, independent of the mesh size h, such that
Let the assumptions in Lemmas
Proof. Combining Lemmas 1, 2, and 3, using the fact that the number of capillaries from the exact solution is bounded, and noting that
This theorem follows from (43) and Lemma 4.
Theorem 3 (final result for the semidiscretized scheme). Let c h , q h , n h , and p h be the solution to (20) - (22), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Theorems 1 and 2 hold. Then there exists a constant C, independent of the mesh size h, such that
Proof. Recalling that the constant in (23) may be chosen to be arbitrarily small and observing that
we obtain the desired result from Theorems 1 and 2.
A fully discretized algorithm.
We now consider a fully discretized algorithm. We apply the notation introduced in section 3. The simulation time [0, T ] is divided into K subintervals by the partition 0 = t 0 < t 1 
The capillary trajectory equation is approximated by the forward Euler method:
The evolution equation for the sprout tip set S is solved by a point-to-point tracking method. Mathematically speaking, in the point-to-point method, (11) is solved exactly followed by sprout branching or vessel anastomosis forced to occur at the nearest t k . Algebraic conditions are applied for branching, whereas geometric conditions are checked for anastomosis. The capillary indicator function n is computed exactly by (10) .
Theorem 4 (CGF diffusion). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15) , and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Theorem 1 hold. We further assume that Δt is sufficiently small and that c is sufficiently smooth. Then, for any given > 0, there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. We define the backward finite difference operator ∇ t by
We further define
where, as before, we let c I,k = P h c(t k ) and q I,k = Π h q(t k ). We also define E n,k = n h,k − n(t k+1 ).
Subtracting (17) and (18) from (44) and (45), respectively, we have
The orthogonality of the projections P h and Π h gives
Adding (48) and (49) and using (50), we obtain
we note a lower bound for the left-hand side of (51),
, where we have used the nonnegativity of λ, n h,k−1 , and λ * . Applying integration by parts, we estimate the third term on the right-hand side of (51):
.
The remaining terms on the right-hand side of (51) may be bounded in ways analogous to the techniques used in the proof of Theorem 1:
With these estimates, (51) implies
, which may be written as
Noting that E
A c,0 = 0, summing (52) on k, and applying Gronwall's inequality, we obtain
The theorem follows by the approximation results at t = t k , k = 1, 2, . . . , K, and the triangle inequality.
In Lemma 5 we derive an error bound for capillary extension in terms of the errors in the CGF concentration and flux, the tip birth time, and the initial position of the tip.
Lemma 5 (capillary extension). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Lemma 1 hold. We further assume that Δt is sufficiently small and that p is sufficiently smooth. Then there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. We define the forward finite difference operator Δ t by
By definition, the exact solution p satisfies dp dt
and the approximate solution p h,k satisfies
Subtracting (54) from (55), we have
The first four terms on the right-hand side of (56) may be bounded similarly as we did for Lemma 1:
The last term on the right-hand side of (51) may be bounded using the mean value theorem with 0 ≤ θ ≤ 1: dp dt
≤ CΔt.
Now (56) implies
Summing (57) on k, recalling the assumption that Δt = max k Δt k ≤ C T min k Δt k , and applying Gronwall's inequality, we complete the proof. Similarly, we derive error bounds on the position and time for sprout branching and vessel anastomosis.
Lemma 6 (sprout branching). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15) , and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Lemma 2 hold. We further assume that Δt is sufficiently small and that p and c are sufficiently smooth. Then there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. This lemma follows by arguments similar to those used in the proof of Lemma 2. We remark that sprout branching may be performed only at t k , k = 1, 2, . . . , K. Consequently, t B,h must be rounded off to one of the discretized time points, which gives rise to the term involving Δt.
Lemma 7 (anastomosis). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Lemma 3 hold. We further assume that Δt is sufficiently small and that p is sufficiently smooth. Then there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. This lemma may be proved in a manner similar to what we did for Lemma 3. Like sprout branching, an event of anastomosis may be conducted only at a discretized time point t k , k = 1, 2, . . . , K, which results in a term involving Δt in the error estimate.
Lemma 8 (capillary indicator function). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Lemma 4 hold. Then there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. Exactly the same arguments in the proof of Lemma 4 apply here. Theorem 5 (capillary behavior). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15) . Let the assumptions in Theorem 2 hold. We further assume that Δt is sufficiently small, that p and c are sufficiently smooth, and that ∂n/∂t is bounded. Then there exists a constant C, independent of the mesh size h and the time step Δt, such that
Proof. Combining Lemmas 5, 6, and 7 and using the assumption that the number of capillaries in the exact solution is bounded, we have
From (60) and Lemma 8, we deduce that
This theorem follows by the following inequality:
Theorem 6 (final result for the fully discretized scheme). Let c h,k , q h,k , n h,k , and p h,k be the solution to (44) - (46), (9)- (11), and (14)- (15), and let c, q, n, and p be the solution to (7)- (15 
Proof. This theorem follows by Theorems 4 and 5 and the following inequalities:
5. Implementation issues and simulations. T . These integrals may be evaluated efficiently using special quadrature rules. It is well known that if we evaluate the q x h,k integral using the trapezoidal rule in x and the midpoint rule in y, with the reverse rule for the q y h,k integral, then q h,k may be eliminated from the equation, and one obtains a cell-centered finite difference method for c h,k [41] . This equivalence between the cell-centered finite difference and the MFE method may be extended to general diffusion tensors and unstructured grids [4, 8] .
A cell-centered finite difference-based scheme. For simplicity, we consider a diagonal diffusion tensor D and a rectangular domain
We now present the resultant cell-centered finite difference-based scheme without explicit implementation of the M S operator. We denote by δ x × δ y a possibly nonuniform rectangular mesh, where δ x and δ y are the partitions in the x-and y-directions, respectively, as defined below:
We now define 
We use the forward Euler method to solve the trajectory equation for the position of an individual sprout tip:
where p h,k is the computed solution of the capillary tip position at the time t k , c h,k is the computed concentration, and q h,k is computed by using the finite difference of c h,k to approximate the gradient of c. The diffusion-reaction equation for the CGF concentration c is solved by the implicit cell-centered finite difference method. That is, the space is discretized using cell-centered finite differences (CCFD), and the time is approximated using the backward Euler method. In the corresponding MFE method, the concentration c is approximated by an elementwise constant function. However, adopting the CCFD's point of view, we consider the unknowns as the concentrations of CGF at the center of each cell. We denote the approximate solution of c( 2, 3, . . . , M −2 and j = 1, 2, 3 , . . . , N −2, the implicit CCFD method applied to the diffusion-reaction equation is as follows:
For i = 0, i = M − 1, j = 0, or j = N − 1, the equation has a similar form, except for the terms corresponding to boundary conditions. We remark that this scheme is implicit only in terms of the concentration c and explicit in terms of n. As in sections 3 and 4, the evolution equation for the sprout tip set S(t + ) = A (B (S(t − ))) is computed by a point-to-point tracking method. The capillary indicator function n is computed using (6) . We remark that, in implementation, we do not explicitly construct n as a function of time and space. Instead, we track and record tip positions, which are applied directly to the CGF concentration equation by appropriate quadrature rules.
Time splitting techniques.
The MFE/CCFD-based algorithm may be further improved in terms of implementability and efficiency by applying a time splitting technique (or operator splitting) to the CGF diffusion-reaction equation. After time splitting, the single PDE for CGF behaviors becomes two separate equations for CGF diffusion and reaction, which are solved sequentially. The advantage of the time splitting is that we may then apply different algorithms for the two processes of diffusion and reaction, allowing the most efficient scheme for each process [43, 15, 40, 20] . In particular, we may choose different time steps for reaction and diffusion. It is often computationally advantageous to use implicit time integration with a large time step for diffusion and use explicit integration with a small time step for nonlinear reaction. Another advantage of time splitting is that the global matrices for reaction terms (birth, decay, consumption, etc.) do not need to be explicitly formed; instead, reactions are computed locally in each element, which significantly reduces memory requirements. In addition, we may be able to establish analytical solutions for some reaction types, because, after splitting, the reaction equation is local and is simply a one-dimensional ODE. Substitution of analytical solutions into numerical schemes may substantially improve their computational efficiency.
Computer science issues.
We have implemented the MFE/CCFD-based algorithm in mixed computer languages of C/C++ and Java. The physical model itself contains rich information about mechanical, chemical, and biological processes and parameters, and it requires a flexible and scalable treatment of its complex data structure. Consequently, we have coded the physical model part in Java for an objectoriented treatment of the complex data structure. On the other hand, the majority of computational time is spent solving the linear algebraic system resulting from the diffusion PDE. To achieve computational efficiency, the linear solver part has been implemented in C/C++, where a fast sparse direct solver is employed to factorize the linear algebraic system only once, and the factorized matrix is used from then on for all time steps.
A simulation example.
We apply the proposed model and algorithm to simulate a CGF-induced angiogenesis. A uniform time step of 0.07 days is employed for the time integration, and a 100 × 100 uniform rectangular mesh is used for the spatial discretization. We impose four preexisting parental vessels on the four boundaries, with active sprout tips in the parent blood vessels at positions of x (on top and bottom boundaries) or y (on left and right boundaries) being 0.1 mm, 0.3 mm, 0.5 mm, 0.7 mm, and 0.9 mm. All remaining parameters are the same as in [37] . This configuration is analogous to wound healing, where capillaries grow from all directions towards an anoxic or hypoxic region. Figure 1 presents simulations of CGF concentration profiles and capillary networks at different times. The capillary network globally extends from the parent vessels to the center of the domain, induced by the CGF concentration gradient. On the other hand, the capillary network also significantly impacts the CGF concentration profile, mainly through CGF consumption by endothelial cells; the CGF concentration possesses large values in the areas without the presence of capillaries and small values in the areas occupied by capillaries. The simulation produces capillary networks with realistic structures and morphologies. In particular, simulations generate dendritic structures of the networks and nonuniform invading fronts of the capillaries. In addition, we see that the formation of vascular loops by anastomosis, starting to occur at an early simulation time, significantly impacts the final network pattern. We also observe retrograde angiogenesis, where capillary sprouts grow locally away from the domain center, which is similar to that observed in vivo. The reader is referred to [37, 39, 38] for more simulation results.
6. Conclusions and future work. A deterministic two-scale model has been presented and analyzed under certain smoothness assumptions. In this model, the bioreaction and diffusion of CGF at a tissue scale are coupled with capillary extension, sprout branching, and vessel anastomosis at a cellular scale. A combined numerical strategy based on MFE schemes and a point-to-point tracking method has been proposed for the model. Optimal order error estimates have been derived for the proposed schemes.
The model generates an overall dendritic structure of the capillary network morphologically similar to those observed in vivo and captures significant vascular patterning such as vascular loops and backward growth. Clearly, experimental work is needed to enhance and verify the model. The nonlinear capillary behaviors are of interest for future research. In particular, the fingering phenomena arising from sprout branching and vessel anastomosis need to be further investigated. In addition, comparison of the numerical algorithms presented here with other efficient algorithms, including discontinuous Galerkin methods [34, 35, 32, 36] and multipoint flux methods [1, 16] , for modeling angiogenesis is a direction we are currently pursuing.
