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Abstract - Babies born prematurely can occur when the pregnancy has not reached the mature 
gestational age. Pregnancy usually lasts about 40 weeks. Some risk factors for preterm birth include 
having given birth to a premature baby before and becoming pregnant with twins. The complications 
associated with preterm birth include immature lungs, difficulty regulating body temperature, difficulty 
eating, and slow weight gain. Premature babies can require longer or more intense nursery care, 
medication, and sometimes surgery. Until now, there have been several cases of preterm labor that have 
no known cause. There are a number of factors and health problems that can trigger premature labor, 
which are unhealthy mothers, smoking, a history of pregnancy, fetal conditions, psychological conditions. 
For this reason, the author intends to make a study on how to predict a patient who will deliver 
prematurely. In this study C4.5 algorithm model and C4.5 algorithm model based on particle swarm 
optimization are used to get the rule in predicting premature births of babies and provide accuracy values. 
more accurate. After testing with two models, namely C4.5 Algorithm and C4.5 Algorithm based on particle 
swarm optimization, the results obtained are C4.5 Algorithm produces an accuracy value of 94.30% and 
AUC value of 0.986 with a diagnosis level of Excellent Classification, but after The addition is C4.5 
algorithm based on particle swarm optimization, the accuracy value is 97.91% and the AUC value is 0.997 
with the diagnosis level of Excellent Classification. So that both methods have different levels of accuracy 
which is equal to 3.61%. 
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Abstrak – Bayi lahir dengan prematur dapat terjadi ketika kehamilan belum mencapai pada usia 
kehamilan yang matang, Kehamilan biasanya berlangsung sekitar 40 minggu. Beberapa faktor risiko 
kelahiran prematur termasuk pernah melahirkan bayi prematur sebelumnya dan hamil anak kembar. 
Komplikasi yang terkait dengan kelahiran prematur meliputi paru-paru yang belum matang, kesulitan 
mengatur suhu tubuh, kesulitan makan, dan peningkatan berat badan yang lambat. Bayi prematur dapat 
memerlukan perawatan kamar bayi yang lebih lama atau intens, obat-obatan, dan terkadang operasi. 
Hingga saat ini, ada beberapa kasus persalinan prematur yang belum diketahui penyebabnya. Ada 
beberapa faktor dan masalah kesehatan yang dapat memicu persalinan prematur yaitu ibu yang tidak 
sehat, merokok, riwayat kehamilan,kondisi janin, kondisi psikologis. Untuk itu penulis bermaksud 
membuat penelitian mengenai bagaimana memprediksi seorang pasien yang akan melahirkan secara 
premature.Dalam penelitian ini dibuatkan model algoritma C4.5 dan model algoritma C4.5 berbasis 
particle swarm optimization untuk mendapatkan rule dalam memprediksi kelahiran bayi secara prematur 
dan memberikan nilai akurasi yang lebih akurat. Setelah dilakukan pengujian dengan dua model yaitu 
Algoritma C4.5 dan Algoritma C4.5 berbasis particle swarm optimization maka hasil yang didapat adalah 
Algoritma C4.5 menghasilkan nilai akurasi sebesar 94,30% dan nilai AUC sebesar 0,986 dengan tingkat 
diagnosa Excellent Classification, namun setelah dilakukan penambahan yaitu Algoritma C4.5 berbasis 
particle swarm optimization nilai akurasi sebesar 97,91% dan nilai AUC sebesar 0,997 dengan tingkat 
diagnosa Excellent Classification. Sehingga kedua metode tersebut memiliki perbedaan tingkar akurasi 
yaitu sebesar 3.61%. 
 
Kata kunci: usia kehamilan, Prematur, Algoritma C4.5 
 
 
1.a Latar Belakang 
Kehamilan biasanya berlangsung sekitar 40 
minggu. Beberapa faktor risiko kelahiran prematur 
termasuk pernah melahirkan bayi prematur 
sebelumnya dan hamil anak kembar. Komplikasi 
yang terkait dengan kelahiran prematur meliputi 
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paru-paru yang belum matang, kesulitan mengatur 
suhu tubuh, kesulitan makan, dan peningkatan 
berat badan yang lambat. Bayi prematur dapat 
memerlukan perawatan kamar bayi yang lebih 
lama atau intens, obat-obatan, dan terkadang 
operasi.. 
Bayi yang lahir kurang dari 37 minggu usia 
kehamilan disebut bayi prematur. Berdasarkan 
data World Health Organization (WHO) 
menyebutkan Indonesia menempati urutan kelima 
sebagai negara dengan jumlah bayi prematur 
terbanyak di dunia dan kelahiran prematur 
diidentifikasi sebagai penyumbang terbesar angka 
kematian bayi. 
Berbeda dengan bayi cukup bulan, bayi 
prematur merupakan kelompok bayi yang berisiko 
tinggi. Hal tersebut disebabkan oleh 
ketidakmatangan sistem organ tubuh pada bayi 
prematur, seperti organ paru- paru, jantung, ginjal, 
hati, dan sistem pencernaan. 
Dengan tingkat kematangan tumbuh yang 
belum sempurna tersebut, maka bayi prematur 
memiliki resiko tinggi mengalami masalah 
kesehatan hingga kematian. 
Penanganan dan perawatan bayi prematur 
membutuhkan ilmu dan wawasan yang baik dan 
tepat agar tumbuh kembangnya dapat terpantau 
secara optimal. Atas dasar inilah didirikan sebuah 
komunitas sebagai wadah bagi para orangtua 
yang memiliki anak prematur. Komunitas tersebut 
bernama Premature Indonesia, yang didirikan 
pada tanggal 3 April 2015 oleh dr Agung Zentyo 
Wibowo, B.MedSc bersama sang istri dr Ning 
Rahardhiyanti. 
Keduanya merupakan sepasang suami istri 
yang memiliki pengalaman memiliki anak 
prematur di usia gestasi 26 minggu 1 hari dan 
berat badan lahir 800 gram. Kebingungan mencari 
informasi yang tepat dan valid sungguh sangat 
sulit pada saat itu, karena hampir dapat dikatakan 
sebagian besar artikel dan referensi yang 
ditemukan masih berupa Bahasa Inggris. 
Masalah  yang dihadapi oleh bayi prematur 
adalah masih lemahnya sistem organ dan 
fungsinya untuk beradaptasi dengan lingkungan di 
luar rahim. Imaturnya sistem imunitas / kekebalan, 
paru-paru / respirasi, termoregulasi, 
kardiovaskuler, gastrointestinal dan lainnya 
(Asmara, 2004). 
Menurut Mabrur, Angga Ginanjar dan Lubis, 
Riani (2012) Data mining adalah proses 
menganalisa data dari perspektif yang berbeda 
dan menyimpulkannya menjadi informasi-
informasi penting yang dapat dipakai untuk 
meningkatkan keuntungan, memperkecil biaya 
pengeluaran, atau bahkan keduanya. Pengolahan 
data dalam jumlah yang besar sudah pernah 
dilakukan dalam bidang pendidikan atau bidang 
medis. 
Penelitian menggunakan data kelahiran bayi 
premature telah dilakukan yaitu oleh Courtney 
,Karen L, dkk (2008) dengan memprediksi 
kelahiran bayi prematur dalam akte kelahiran 
,peneliti tersebut menggunakan membandingkan 
beberapa model algoritma dengan nilai area under 
the curve(AUC) yaitu logistic regression = 0.605, 
neural networks = 0.57, SVM = 0.57, Bayesian 
classifiers = 0.59, and CART = 0.56. Dari data 
tersebut terlihat nilai yang paling tinggi adalah 
model logistic regression. 
Karabulut1,Esra Mahsereci dan  Ibrikci , 
Turgay (2014) menganalisa Cardiotocogram Data 
dengan menggunakan model decision tree 
berbasis Adaboost dengan nilai akurasi yang 
cukup tinggi yaitu sebesar 92,42% .  
Dalam penelitian ini akan dilakukan prediksi 
kelahiran bayi premature dengan menggunakan 
data kelahiran bayi prematur dari sebuah klinik 
bidan Purwati yang berada di wilayah Tangerang 
tepatnya daerah Kunciran  dengan menggunakan 
model algoritma algoritma C4.5 yang akan 
tingkatkan kinerjanya  dengan menggunakan 
metode optimasi Particle Swarm Optimization 
Dari penjelasan informasi di atas, penulis 
mengambil judul penelitian “Prediksi Bayi Lahir 
Secara Prematur Dengan Menggunakan Metode 
C.45 Berbasis Particle Swarm Optimization Pada 
Klinik Umi”. 
  
1.b Rumusan Masalah 
 Pengolahan data dengan teknik data mining 
sangat memberikan manfaat untuk sebuah 
instansi untuk menyimpulakan data – data yang 
banyak tersebut menjadi sebuah infomasi. 
Penelitian mengenai kelahiran bayi secara 
prematur sudah pernah dilakukan oleh Hill, 
Jacquelyn L Dkk(2008)  dengan menggunakan 
model Decision Tree For Biomaker  dari hasil 
penelitian ini menyebutkan bahwa tingkat akurasi 
Sensitivity 80% dan akurasi Specificity 54 % 
 
1.c Batasan Masalah 
 Dengan cara menganalisis sejumlah atribut 
yang menjadi parameter untuk prediksi kelahiran 
bayi prematur, diantaranya: usia, sistol, diastol, 
riawayat darah tinggi,riwayat keguguran, riwayat 
prematur,trauma, konsumsi rokok,kehamilan 
ganda, dan keputihan. Dan mengoptimasi bobot 
atribut dengan particle swarm optimization dengan 
cara menganalisis sejumlah atribut yang menjadi 
bobot atribut (attribute weight) untuk prediksi 
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pasien yang akan melahirkan bayi secara 
prematur. 
 
1.d. Tujuan 
 Tujuan dari penelitian ini adalah menerapkan 
seleksi atribut yang optimal dan membobot atribut 
dari data set pada metode algoritma C4.5 guna 
meningkatkan akurasi Prediksi Bayi yang akan 
lahir secara Premature. 
 
1.e. Manfaat Penelitian 
a. Manfaat praktis dari hasil penelitian ini adalah 
dapat digunakan oleh pihak medis untuk 
penentuan kelahiran bayi secara prematur dengan 
lebih baik. 
b. Manfaat kebijakan dari hasil penelitian ini 
adalah dapat digunakan sebagai bahan 
pertimbangan dalam penentuan kelahiran bayi 
prematur.    
c. Manfaat teoritis dari penelitian ini yaitu 
diharapkan dapat memberikan sumbangan untuk 
pengembangan teori yang berkaitan dengan  
penerapan particle swarm optimization pada 
algoritma C4.5untuk meningkatkan akurasi 
prediksi kelahiran bayi premature 
 
1. f. Metode Penelitian 
Penggunaan data mining untuk menentukan 
Prediksi Bayi Lahir Secara Prematur Dengan 
Menggunakan Metode C.45. Peneliti lain yang 
sebelumnya yaitu tentang “Perancangan Sistem 
Pendukung menditeksi kelahiran bayi premature 
Dengan Metode Simple Additive Weighting 
(SAW)”. Dalam penelitian ini di jelaskan bahwa 
bagaimana Sistem pendukung keputusan ini 
dirancang menggunakan metode Simple Additive 
Weighting (SAW) untuk menghitung hasil dalam 
memprediksi kelahiran bayi secara normal atau 
premature.  
 
2.a. Dasar Teori 
Beberapa literatur yang mendasari penelitian 
ini akan dibahas pada bab ini, meliputi sistem 
pendukung keputusan, pohon keputusan, 
algoritma C4.5.  
 
2.b. Sistem Pendukung Keputusan 
Sistem pendukung keputusan adalah sebuah 
sistem yang dapat membantu manusia untuk 
mengambil keputusan secara objektif. Konsep 
sistem seperti ini pertama kali dicetuskan pada 
tahun 1970-an oleh Michael S.Scott Morton, 
Michael pertama kali menyebut sistem sepertiini 
dengan nama Management Decision System. 
Maksud dan tujuan dari adanya “sistem pengambil 
keputusan adalah mendukung pengambil 
keputusan untuk memilih alternatif keputusan 
menggunakan model-model pengambilan 
keputusan dan untuk menyelesaikan masalah 
yang bersifat terstruktur, semi terstruktur, maupun 
tidak terstruktur” (Sulistiyani, T. dan Ambar, R., 
2003). 
 
2.c. Data mining 
Lumbantoruan (2015:67) menyebutkan 
bahwa data mining sering disebut Knowledge 
Discovery in Database (KDD), yaitu   kegiatan 
yang meliputi pengumpulan, pemakaian data 
histori untuk menemukan keteraturan, pola dan 
hubungan dalam set data berukuran besar. 
Data mining merupakan teknologi baru yang 
sangat berguna untuk membantu perusahaan-
perusahaan menemukan informasi yang sangat 
penting dari gudang data  mereka.  Data mining 
adalah kegiatan menemukan pola yang menarik 
dari data dalam jumlah besar, data dapat 
disimpan dalam database, data warehouse, atau 
penyimpanan informasi lainnya, Lumbantoruan 
(2015:67). 
Terdapat   empat   pelompokan   dalam   
data   mining   yaitu   klasifikasi, asosiasi, 
clustering dan prediksi. Defiyanti, (2017:257): 
1. Klasifikasi 
Proses klasifikasi didasarkan:  Kelas-variabel 
dependen dari model-yang merupakan variabel 
kategori mewakili yang 'label' memakai objek 
setelah klasifikasi,  contohnya  loyalitas  
pelanggan,  kelas  bintang  (galaksi),  kelas 
gempa bumi, Defiyanti, (2017:258). 
Menganalisa konsumen yang akan membeli 
komputer atau menganalisa apakah seseorang 
mengidap kanker merupakan contoh proses 
klasifikasi dalam data mining dimana klasifikasi 
dapat  menghasilkan sebuah prediksi seperti 
“beresiko” dan “tidak beresiko”, atau “ya” dan 
“tidak”. 
 
2. Asosiasi 
Setiap asosiasi antara fitur-fitur yang dicari, 
bukan hanya satu yang memprediksi   nilai   
kelas   tertentu. Pada prinsipnya,  penemuan  
aturan  asosiasi/asosiasi  mempelajari  aturan 
bagaimana kita memahami proses 
mengidentifikasi aturan antara ketergantungan 
yang berbeda dari fenomena kelompok. Dengan 
demikian, mari kita perkirakan kumpulan set 
yang kita punya masing-masing berisi sejumlah 
objek/benda-benda. Jadi tujuan kita untuk 
mencari peraturan yang menghubungkan 
(asosiasi), obyek ini berdasarkan peraturan ini, 
untuk dapat memprediksi terjadinya objek/item, 
berdasarkan kejadian lain, Defiyanti, (2017:257). 
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3. Clustering 
Cluster adalah menemukan kelompok 
(kelompok) objek, berdasarkan kemiripan  
(semacam  kemiripan),  sehingga  dalam  setiap  
kelompok  ada kemiripan  yang besar, 
sementara kelompok cukup berbeda dari satu 
sama lain, Defiyanti, (2017:257). 
 
 
4. Prediksi 
Prediksi/perkiraan    model yang berkaitan 
dengan kemampuan untuk memprediksi 
tanggapan terbaik (output),  yang paling dekat ke 
kenyataan, berdasarkan input data. 
 
2.d. Algoritma C4.5  
Pohon keputusan mirip sebuah sebuah 
struktur pohon dimana terdapat node internal 
(bukan daun) yang mendeskripsikan atribut-
atribut, setiap cabang menggambarkan hasil dari 
atribut yang diuji, dan setiap daun 
menggambarkan kelas. Pohon keputusan bekerja 
mulai dari akar paling atas, jika diberikan sejumlah 
data uji, misalnya X dimana kelas dari data X 
belum diketahui, maka pohon keputusan akan 
menelusuri mulai dari akar sampai node dan 
setiap nilai dari atribut sesuai data X diuji apakah 
sesuai dengan aturan pohon keputusan, 
kemudian pohon keputusan akan memprediksi 
kelas dari tupel X. 
Algoritma C4.5 diperkenalkan oleh J. Ross 
Quinlan yang merupakan pengembangan dari 
algoritma ID3, algoritma tersebut digunakan untuk 
membentuk pohon keputusan. Pohon keputusan 
dianggap sebagai salah satu pendekatan yang 
paling populer, dalam klasifikasi pohon keputusan 
terdiri dari sebuah node yang membentuk akar, 
node akar tidak memiliki inputan. Node lain yang 
bukan sebagai akar tetapi memiliki tepat satu 
inputan disebut node internal atau test node, 
sedangkan node lainnya dinamakan daun. Daun 
mewakili nilai target yang paling tepat dari salah 
satu class, Maimon dan Rockach dalam Arifin, 
(2015). Pohon keputusan dibuat dengan membagi 
nilai-nilai atribut menjadi cabang untuk setiap 
kemungkinan. Cara kerja pohon keputusan yaitu 
dengan melakukan penelusuran dari akar hingga 
ke cabang sampai class suatu objek ditemukan, 
instance diklasifikasikan dengan mengarahkan 
dari akar pohon sampai ke daun sesuai dengan 
hasil tes melalui node internal. 
Algoritma C4.5 menggunakan konsep 
information gain atau entropy reduction untuk 
memilih pembagian yang optimal. Tahapan dalam 
membuat sebuah pohon keputusan dengan 
algoritma C4.5 (Iriadi Nandang dan Nuraeni, 
2016:133) yaitu: 
1. Mempersiapkan data training, dapat diambil 
dari data histori yang pernah terjadi 
sebelumnya dan sudah dikelompokan dalam 
kelas-kelas tertentu. 
2. Menentukan akar dari pohon dengan 
menghitung nilai gain yang tertinggi dari 
masing-masing atribut atau berdasarkan nilai 
index entropy terendah. Sebelumnya dihitung 
terlebih dahulu nilai index entropy,  
 
dengan rumus: 
 
                               
(2.1) 
 Keterangan:  
 i = himpunan kasus 
 m = jumlah partisi i 
 f(i,j) = proposi j terhadap i 
 
 
3. Metode Penelitian 
Metode Penelitian yang digunakan dalam 
penerapan algoritma C4.5 untuk memprediksi 
kelahiran bayi secara premature, menggunakan 
rancangan penelitian yang ditujukan pada Gambar 
1 berikut :  
 
 
 
 
Gambar 1. Metode Algoritma yang diusulkan 
 
4. Implementasi dan Hasil  
Implementasi dan hasil yang didapat dalam 
algoritma klasifikasi C4.5 adalah sebagai berikut : 
 
4.a. Pengumpulan Data 
  Teknik pengumpulan data adalah teknik atau 
cara-cara yang dapat digunakan untuk 
menggunakan data (Riduwan, 2008). Dalam 
pengumpulan data terdapat sumber data, sumber 
data yang terhimpun langsung oleh peneliti 
disebut dengan sumber primer, sedangkan 
apabila melalui tangan kedua disebut sumber 
sekunder (Riduwan, 2008). 
Data yang diperoleh merupakan data primer 
karena data tersebut diambil dari sebuar klinik 
persalinan yang terdapat di daerah Tangerang. 
Atribut yang terdapat didalamnya merupakan 
faktor- faktor penyebab untuk kelahiran bayi 
secara prematur.  
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 Faktor penyebab bayi yang dilahirkan secara 
prematur biasanya didominasi dari kebiasaan ibu 
dari janin tersebut. Faktor yang sering terjadi 
adalah apabila ibu dari janin tersebut 
mengkonsumsi rokok, sering mengalami 
keputihan.Dan faktor lain pun dapat 
mempengaruhi terjadi nya bayi terlahir secara 
prematur yaitu  mempunyai riwayat pernah 
keguguran, mempunyai riwayat darah tinggi,usia 
yang tidak muda juga mempengaruhi terjadi nya 
kelahiran bayi secara prematur. 
 
Tabel 1. Struktur Data Kelahiran Bayi Secara 
Premature 
 
 
 
 
 
 
 
 
 
 
4.b. Seleksi Data 
Pemilihan atribut atau variabel tersebut 
dengan pertimbangan bahwa jumlah nilai 
variabelnya tidak banyak sehingga diharapkan ibu 
yang akan mekahirkan bayi dengan premature 
masuk kedalam satu klasifikasi nilai variabel 
tersebut cukup banyak. Dari data yang ada, 
variabel diambil sebagai atribut atau variabel 
dalam pembentukan pohon keputusan adalah: 
mengkonsumsi rokok, sering mengalami 
keputihan dan lain-lain. 
 
4.c. Transformasi Data 
 Transformasi data dilakukan dengan 
mengubah beberapa nilai atribut yang awalnya 
bernilai angka-angka menjadi nilai atribut yang 
sesuai dengan data pada tabel 2, agar dapat 
dilakukan proses perhitungan algoritma klasifikasi 
C4.5. 
 
4.d. Perhitungan Entropy dan Information Gain 
 Dengan merubah rumus (I), kita dapat 
menghitung nilai Entropy. Menghitung Entropy 
Total dilakukan dengan cara menghitung jumlah 
keputusan “Memenuhi” dan “Tidak Memenuhi”. 
 
- Entropy (Total)  
= (-93/250 . log2 (93/250)) + (-157/250 . log2 
(157/250)) 
=     0,9521 
Entropy Total adalah menghitung nilai total 
keputusan YA ada 93 record dan kelas TIDAK 
sebanyak 157 record sehingga didapat entropy 
Keseluruhan. Kemudian menghitung masing-
masing Entropy dari semua nilai variabel yang 
ada. Dan dengan menggunakan rumus agar kita 
dapat menghitung nilai Information Gain tiai-tiap 
atribut. 
 
 
Tabel 2. Struktur Data Kelahiran Bayi secara 
premature 
 
 
 Dari perhitungan nilai Entropy  dan Information 
Gain diatas, dapat diketahui bahwa nilai Entropy  
dan Information Gain terbesar adalah variabel 
Keguguran dengan nilai 0.5050 dan yang terkecil 
adalah variabel Diastol 0.0480. 
 
4.e. Pohon Keputusan 
Dari hasil Perhitungan entropy dan 
information gain yang didapat kemudian diolah 
kedalam Decision Tree. Berikut hasil Pohon 
Keputusan (Decision Tree) :  
 
 
 
 
 
 
Gambar 2. Pohon Keputusan(Decision Tree) 
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4.f. Aturan-Aturan/Rule Model 
Dari pohon keputusan(decision tree) yang 
terbentuk pada Gambar 2 diatas,  didapat aturan-
aturan/rule model dalam penentuan. Ada 7 aturan 
yang terbentuk, dapat dilihat sebagai berikut ;  
1. R2: Jika riwayat keguguran=tidak dan 
konsumsi rokok= ya  dan usia>25,5 dan 
sistol= normal maka hasil tidak prematur. 
2. R3: Jika riwayat keguguran=tidak dan 
konsumsi rokok=ya dan usia<=25,5 maka 
hasil tidak prematur 
3. R4: Jika riwayat keguguran=tidak dan 
konsumsi rokok=tidak dan riwayat darah tinggi 
=ya maka hasil prematur 
4. R5: Jika riwayat keguguran=tidak dan 
konsumsi rokok=ya dan usia > 25,5 dan sistol 
tinggi  maka hasil prematur. 
5. R6: Jika riwayat keguguran=ya dan riwayat 
darah tinggi=tidak maka hasil tidak prematur. 
6. R7: Jika riwayat keguguran=ya dan riwayat 
darah tinggi=ya dan trauma=ya maka hasil 
prematur 
7. R8: Jika riwayat keguguran=ya dan riwayat 
darah tinggi=ya dan trauma=tidak dan usia 
>21,5 maka hasil prematur  
 
Pohon keputusan dan aturan-aturan yang 
dihasilkan dari penelitian ini  
berkaitan dengan hal-hal berikut, antara lain :  
a. Pada aturan 1,  variabel Kehadiran dengan nilai 
Memenuhi. Nilai dari variable lain tidak akan 
berpengaruh dengan hasil akhir. 
b.Untuk aturan-aturan yang tidak menampilkan 
seluruh variabel dengan  nilai variabelnya berarti 
variabel yang tidak ditampilkan juga tidak 
mempengaruhi hasil memenuhi, artinya apapun 
nilai variabel yang di masukkan kedalam aturan-
aturan tersebut tidak akan mempengaruhi hasil 
akhir. 
 
4.g. Validasi dan Pengujian 
Pengujian dilakukan dengan validasi silang. 
Salah satu jenis validasi silang adalah model yang 
dihasilkan tersebut dilakukan pengujian 
menggunakan k-fold cross validation, kemudian 
dilakukan evaluasi dan validasi hasil dengan 
confusion matrix dan kurva ROC. Tahap 
selanjutnya adalah memperbandingkan hasil 
akurasi dan AUC, sehingga diperoleh model dari 
metode klasifikasi yang mana yang memperoleh 
nilai akurasi dan AUC tertinggi. 
Berdasarkan pengujian dengan 
menggunakan metode k-fold cross validation 
menghasilkan nilai akurasi yang hampir sempurna 
sebesar 90,83 %, presisi sebesar 91.18% dan 
recall sebesar 62,50 %. Hal ini menunjukkan 
bahwa, dari proses klasifikasi yang dilakukan akan 
dapat diterapkan pada Kelahiran Bayi Dengan 
Premature.  
 
4.h. Analisis Hasil Pengujian 
      Analisis hasil pengujian dilakukan dengan 
melakukan perhitungan secara manual dengan 
Confusion Matrix. Perhitungan  menggunakan 
model confusion matrix. Berikut ini merupakan 
hasil dari perhitungan confusion matrix pada 
algoritma C4.5:  
Tabel 4. Hasil Pengujian  
% 
Accuracy 97.91 
Sensitivity 94,55  
Specificity 98,82  
PPV 99,36  
Npv 90,83  
 
Dari Perhitungan diatas, dapat disimpulkan 
bahwa hasil dari perhitungan accuracy, Sensitivity, 
Specificity, PPV, dan Npv tersebut sama dengan 
hasil perhitungan yang ditampilkan pada Gambar 
2. Berdasarkan pengujian dan analisa hasil 
pengujian yang dilakukan, dengan tingkat akurasi 
97.91 %, Sensitivity 94.55 %, Specificity 98.82 % , 
PPV 99.36 % dan Npv 90.83 % menunjukkan nilai 
yang hampir seratus persen akurat, dan 
selebihnya yang masih dalam kategori baik 
menyimpulkan bahwa peneliti berhasil dalam 
mengimplementasikan algoritma klasifikasi C4.5 
dengan baik dan akan membantu Klinik Umi 
dalam mencegah kelahiran bayi secara 
premature. 
 
5. Kesimpulan 
Dari penelitian yang dilakukan adalah sebagai 
berikut: 
1.  Penerapan algoritma klasifikasi C4.5 akan 
dapat diimplementasikan  pada prediksi 
kelahiran bayi secara premature, dilihat dari 
tingkat accuracy yang mencapai 97.91 % dan 
recall 98.18%, yang menyatakan bahwa 
perhitungan yang dilakukan akan mampu 
memprediksi dan  mencegah kelahiran bayi 
secara premature. 
 
2.  Terbentuk 7 aturan-aturan/rule model dapat 
digunakan sebagai acuan dalam perancangan 
dan pembuatan aplikasi GUI.  
 
3.  Dengan algoritma ini bisa digunakan untuk 
membantu calon ibu melahirkan dengan 
kelahiran bayi yang sehat dan cukup bulan 
berdasarkan atribut/variabel dengan nilai-nilai 
atribut yang dapat mengurangi kelahiran 
secara premature. 
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