Abstract. We present a short elementary proof of the well-known criterion for a cubic polynomial to have three real roots. The proof is based on Fermat's approach to calculus for polynomials, and illustrates the idea of a derivative rigorously but without technical ε-δ language. The note is accessible to high-school students.
In elementary school one learns the following. Let a and b be real numbers. Then the following conditions are equivalent:
• there are real numbers x, y such that a = x + y and b = xy;
• the equation t 2 − at + b = 0 has a real root; • 4b − a 2 ≤ 0. In this note we illustrate the idea of a derivative by proving a well-known generalization to three numbers (which might be proved by Fermat or earlier). This result is very useful; for recent applications to elementary inequalities see [DFMS] and references therein. Not only this result, but simple exposition of its proof is hopefully interesting. We do not use the notion of a derivative. However, we illustrate the idea of a derivative rigorously but without technical ε-δ language, cf. [ZSS, §8.1, §8.2]. So this exposition might be useful for introductory courses on analysis. Unfortunately, this exposition is not so well-known, cf. [Po84] .
3 For development of the 'graphs of functions' idea see [FT, Go10, Ta88] (in particular, one can apply this idea to the pqr-lemmas of [DFMS] ).
There is an alternative proof of Theorem 1 using complex numbers and calculation of the discriminant of cubic polynomial in terms of coefficients, see e.g. [DFMS, §2 and solutions of problems 6-22]. Although that proof is longer, it illustrates another interesting important ideas. In [Ta88] a geometric interpretation (but not a proof) of Theorem 1 is presented.
A reformulation of Theorem 1 in terms of cubic polynomials. By Vieta Theorem (i.e. by direct calculation) the condition on x, y, z is equivalent to the following equality of polynomials:
A reduction of Theorem 1 to the case a = 0. Take u := t − a 3
. Then t = u + a 3 , so
Thus it suffices to prove Theorem 1 for a = 0.
Proof of Theorem 1 for a = 0, b ≥ 0. Assume that the required x, y, z exist. Since b ≥ 0, the function t 3 + bt − c is strictly increasing as a sum of increasing functions, one of them strictly increasing. Then the equation t 3 + bt − c = 0 has at most one real root. This and a = 0 imply that x = y = z = 0, hence 4b 3 + 27c 2 = 0.
If 4b
3 + 27c 2 ≤ 0, then b = c = 0, so we can take x = y = z = 0.
Heuristic considerations for investigation of the function f (t) := t 3 − 3t (formally they are not used in the proof). The function f is called strictly increasing on an interval if f (t 1 ) > f (t 2 ) for each different t 1 > t 2 from the interval. This is equivalent to ϕ(t 1 , t 2 ) > 0 for each different t 1 , t 2 from the interval, where
If these conditions hold for each two 'close' t 1 , t 2 , then by transitivity they hold for each two t 1 , t 2 . So we guess that the 'boundary points' of the intervals on which f is monotonous are the roots of the equation t 2 + tt + t 2 − 3 = 0. These roots are ±1. (This is analogous to [Be88] ; considering a simple example before general method makes the method more accessible.)
Lemma 2. The function f (t) := t 3 − 3t is strictly increasing on (−∞, −1], is strictly decreasing on [−1, 1] and is strictly increasing on [1, +∞).
Proof. Denote ϕ(t 1 , t 2 ) by the formula (*). Then ϕ(t 1 , t 2 ) > 0 for each different t 1 , t 2 ≥ 1. Hence f (t) strictly increases on [1, +∞). Analogously the other two statements are proved.
Proof of Theorem 1 for a = 0, b < 0. Taking u := t −b/3 we may assume that b = −3.
First assume that the required x, y, z exist. Since −3 = b < 0 = a, the case x = y = z is impossible, so the equation f (t) = t 3 − 3t − c = 0 has at least two real roots. Denote f (t) := t 3 − 3t − c = t(t 2 − 3) − c. Then t + := 1 + max{3, |c|} > 1 and f (t + ) > 0. Analogously, there is t − < −1 such that f (t − ) < 0. So by Lemma 2 and the Intermediate Value Theorem, the equation f (t) = 0 has at least two real roots if and only if f (−1) and f (1) 'have different signs', i.e. f (−1)f (1) ≤ 0. We have −f (t) = c − t(t 2 − 3), so
2 )/27. Now assume that 4b 3 + 27c 2 = 27(c 2 − 4) ≤ 0. If c 2 < 4, the above paragraph shows that the equation f (t) = 0 has three real roots, and we take them as x, y, z. If c 2 = 4, we take x = y = − sgn c and z = 2 sgn c (it should be clear how to guess these formulas).
Exercise. Find maximal intervals on which the following function is strictly increasing (decreasing):
[FT] D. Аннотация. В статье представлено элементарное доказательство критерия существо-вания трех различных вещественных корней у многочлена третьей степени. В основу до-казательства лег подход Ферма к анализу для многочленов. Этот подход иллюстрирует понятие производной на математическом уровне строгости, но без использования языка ε-δ. Статья доступна для понимания старшеклассников.
В школе изучают следующий факт.
Теорема 1. Пусть a и b вещественные числа. Тогда следующие условия эквивалентны:
(1) существуют вещественные числа x, y такие, что a = x + y и b = xy; (2) уравнение t 2 − at + b = 0 имеет вещественный корень; (3) 4b − a 2 ≤ 0.
В этой заметке мы иллюстрируем понятие производной на примере доказательства хорошо известного известного обобщения на три числа. (Обобщение могло быть получено Ферма или еще ранее.) Начнем с частного случая.
Теорема 2. Пусть b и c вещественные числа. Тогда следующие условия эквивалентны:
(1) существуют вещественные числа x, y, z, такие что
(2) уравнение t 3 + bt − c = 0 имеет три вещественных корня с учетом кратности. (1) существуют вещественные числа x, y, z, такие что
(2) уравнение t 3 −at 2 +bt−c = 0 имеет три вещественных корня с учетом кратности.
Этот результат очень полезен; о недавних применениях к элементарным неравенствам см. [DFMS] и ссылки в той работе. Мы надеемся, что не только результат, но и приводимое простое изложение доказательства будут интересны читателю. Хотя мы не используем по-нятия производной, наше изложение иллюстрирует это понятие на математическом уровне строгости, причем без использования языка ε-δ, ср. [ZSS, §8.1, §8.2]. Иными словами, мы выводим на первый план 'олимпиадную' составляющую понятия производной. Поэтому приводимое изложение может быть полезно при изучении основ анализа. К сожалению, оно малоизвестно, ср. [Po84] .
3 Развитие идеи 'графиков функций' описано в [FT, Go10, Ta88] (например, эта идея может быть применена к pqr-леммам в [DFMS] ).
Имеется альтернативное доказательство теоремы 3 с использованием комплексных чи-сел и вычисления дискриминанта кубического многочлена в терминах коэффициентов, см. [DFMS, §2 и решения задач 6-22]. Хотя это альтернативное доказательство длиннее, оно иллюстрирует другие важные интересные идеи. В [Ta88] представлена геометрическая интерпретация (но не доказательство) теоремы 3.
Доказательство равносильности (1) ⇔ (2) в теоремах 2, 3. По определению, наличие трех вещественных корней с учетом кратности у уравнения t 3 − at 2 + bt − c = 0 означает существование вещественных чисел x, y, z, для которых равны многочлены
(т.е. равны коэффициенты при соответствующих степенях). Это равносильно условию (1) по теореме Виета (т. е. ввиду непосредственных вычислений).
Сведение теоремы 3 к частному случаю a = 0, т.е. к теореме 2. Положим u := t − a 3
Следовательно, теорема 3 следует из частного случая a = 0, т.е. из теоремы 2.
Доказательство равносильности (2) ⇔ (3) в теореме 2 для b ≥ 0. Сначала предположим, что требуемые корни x, y, z существуют. Так как b ≥ 0, то функция t 3 + bt − c строго воз-растающая как сумма возрастающих функций, одна из которых строго возрастающая. Поэтому уравнение t 3 + bt − c = 0 имеет не больше одного действительного корня. Значит x = y = z. Этот факт и условие x+y+z = 0 влекут равенство x = y = z = 0. Следовательно
Эвристические соображения для исследования функции f (t) := t 3 − 3t (формально, они не используются в доказательстве). Функция f называется строго возрастающей на интервале, если f (t 1 ) > f (t 2 ) для любых различных t 1 > t 2 из интервала. Это условие равносильно условию ϕ(t 1 , t 2 ) > 0 для любых различных t 1 , t 2 из интервала, где ( * ) ϕ(t 1 , t 2 ) := f (t 1 ) − f (t 2 ) t 1 − t 2 = t 2 1 + t 1 t 2 + t 2 2 − 3.
Если эти условия выполнены для любых двух 'близких по значению' t 1 , t 2 , то в силу транзитивности они выполняются для любых двух t 1 , t 2 . Так мы приходим к догадке, что граничные точки интервалов, на которых f монотонна, являются корнями уравне-ния t 2 + tt + t 2 − 3 = 0. Эти корни равны ±1. (Это рассуждение аналогично [Be88] ; разбор простого примера перед рассказом общего метода делает этот метод более понятным.)
