The search for fast unitary transforms and the need for data compression in linear systems are complementary issues. Compression requires the definition of a threshold dependent on the condition number, which is invariant over the unitary group. With respect tot this threshold it is shown that the SVD is the optimal tool. Considerations in connection with the Kronecker product and direct sum of unitary matrices show that the computational complexity of unitary transforms is entropy-like in nature, thereby indicating that the O(n log n) complexity unitary transforms are dense over the unitary group.
INTRODUCTION
The singular value decomposition (SVD) [1] plays an important role in signal processing because of its unique ability to split up data space into orthogonal signal and noise subspaces. A number of algorithms called subspace updating [2] , signal enhancement [3] and subspace tracking [4] all utilize SVD to extract the signal space in noisy environments. Hence SVD can be thought of essentially as a data compression tool, projecting the whole of data space onto the signal or parameter space. In the context of data matrix compression, the wavelet transform has recently been utilized [5] - [7] to compress or sparsify matrices by left and right preconditioning by orthogonal wavelet matrices. Since performing the SVD on a data matrix just diagonalizes it, and hence compresses it in the extreme, it can be inferred that there has to be a link between SVD and signal compression, when the data structure is given in the form of a matrix, which frequently is the case.
In this paper we examine the use of unitary preconditioners [8] in a more general setting. Section 2 consists of preliminaries and notational options. In Section 3 we deal with the question of the truncation threshold i.e. the level under which is it appropriate to truncate certain matrix entries to zero without impairing its algebraic integrity. We show that the spectral radius and the condition number of the matrix are strongly involved in choosing the truncation threshold. The use of unitary matrices as preconditioners in order to enhance sparsity will further be developed in Section 4. It is shown that the unitary matrices arising from the SVD or Schur decomposition [1] of a given data matrix can be used as optimal preconditioners for a perturbed matrix in the vicinity of the given data matrix. Numerical examples in Section 5 demonstrate the utility of this result. In Section 6 we deal with the computational complexity of unitary transforms. The reason for this is that the compression of a matrix by means of unitary preconditioners is devoid of meaning unless the unitary transforms are of a low enough computational complexity. We indicate on an entropy basis [9] that unitary transforms structured by the Kronecker product and the direct sum are essentially of 0(n log n) computational complexity.
PRELIMINARIES AND NOTATIONS
In the context of data matrix compression, it is important to know the number of entries of a matrix A which exceed in absolute value a given threshold t ≥ 0, i.e.
where # stands for the cardinality of the set. It follows from Lemma 1 in the Appendix that N (A, 0), the sparsity index, is very close to being a norm, since it has all the attributes of a norm except for multiplication by a scalar since N (αA, 0) = N (A, 0) for α = 0. An interesting easy to prove lower entropy bound for N (A, 0) is given by
where p i,j = |A i,j | 2 / A 2 F and A F is the Frobenius norm of A. It is readily seen that N (A, 0) is such that N (A, 0) ≥ n for any nonsingular matrix A. We also have that N (A, µ(A)) = 0, where
Although µ(A) can be considered as a matrix norm, it is not an algebra norm, since in general we do not have µ(AB) ≤ µ(A)µ(B). Nevertheless, it is easy to prove [11] that
Matrix norms [1] , [11] play an important part in the derivations of the sequel. A useful concept is the notion of consistency of a matrix norm. A matrix norm A is consistent with the underlying
An important class of consistent algebra norms are the sup norms i.e.
which depend solely on the underlying vector norms -most often Hölder p-norms based on
Hölder's inequality. It should be noted that the spectral radius ρ(A), defined as the maximum of the magnitudes of the eigenvaluesof the matrix A, although itself in general not a norm, never exceeds the value of a consistent matrix norm. The most important consistent algebra norms are the p = 1, 2, ∞ sup norms and the Frobenius norm
For any consistent algebra norm the condition number is defined as
which for the Hölder p-norm is denoted κ p (A). When p is not specified it is understood that κ(A) stands for κ 2 (A). Also, it is easily proved that
for p = 1, 2, ∞, F.
THE TRUNCATION THRESHOLD
Consider a complex nonsingular n × n matrix A, obtained e.g. as a result of a judiciously chosen compression algorithm [5] - [7] . If its entries consist of a small number of large entries and a large number of small entries, it is tempting to replace the small entries, of magnitude below a certain truncation threshold, by zeros and to replace the original matrix by its truncated and sparsified version, naturally resulting in memory storage gains and faster matrix-vector multiplications.
However, deleting a large number of small entries may well alter the algebraic integrity of the matrix and even make it singular, especially in matrices of large dimension. Also, the choice of the truncation threshold is by no means uniform in the literature, resulting in non-comparability of the numerical results. For example in [6] an absolute threshold is used, in [10] a relative threshold is proposed and in [12] a norm-based threshold is used. To these authors knowledge, no appropriate study regarding the choice of truncation thresholds has appeared in the literature.
Our aim in this section is to clarify this, and to introduce a threshold such that the sparsified version of the original matrix is provably nonsingular. Our starting point is the matrix truncation
where
and t ≥ 0 is the truncation threshold. Standard analysis [1] proves that the solution of Ax = y can be obtained through the iterations M x k+1 = −Rx k + y provided
The algebraic integrity of a truncation splitting can therefore be measured by the spectral radius
Hence it is important to find thresholds t > 0 such that equation (13) holds. This is the purpose of the following Theorem 1: Let M and R be the truncation splitting with truncation threshold
Then M = A − R is nonsingular and ρ(M −1 R) < 1.
Proof: Formula (9) implies that
From µ(R) ≤ t we readily obtain that A −1 R ≤ c < 1 2 , and the result follows from Lemma 2 in the Appendix.
It is interesting to note that the 1/n factor in the above threshold also appears in the threshold t = δ A ∞ /n utilized in [12] . It is seen that the number of non-zero entries in the truncated matrix M, which constitutes a measure of its sparseness, can be defined in terms of the original matrix A as
The constant c should be chosen as high as possible, i.e. in our case c ≈ 1 2 . It is obvious that ν c (αA) = ν c (A) for all non-zero α. It should be noted that since M is nonsingular, it must have at least n non-zero entries, and hence ν c (A) ≥ n whenever 0 ≤ c < 1 2 . Another important point is that the relative threshold t/µ(A) depends strongly on n κ(A), indicating that large ill-conditioned matrices may be hard to truncate.
SPARSENESS, SVD AND SCHUR DECOMPOSITION
Having defined a useful truncation threshold, we are now in a position to formulate the basic theorem relating the singular value or Schur decompositions with sparseness. First we need to define the function
where A is an arbitrary matrix and Ω an arbitrary index set. We have Theorem 2: Let the matrix A, the unitary matrices U, V, the positive constants C, c and the non-empty index set Ω be such that
Then
Proof: Since κ(U AV ) = κ(A), we can concentrate on the matrix B = U AV. Let S be a matrix having the null-structure of Ω i.e. S i,j ≡ 0 whenever (i, j) / ∈ Ω. It is seen that N (S, 0) ≤ #Ω.
From Lemma 1 in the Appendix we obtain that
Hence
From the triangle inequality
we obtain that µ(S) − B − S F ≤ µ(B). Hence
The implicit requirement µ(S) ≥ B − S F and the requirement
is logically equivalent with
and the theorem follows by exploiting Lemma 3.
Then, if the Singular Value Decomposition of B is given by B = U ΣV H , we have that
Proof:
Here Ω = Ω d is the diagonal index set Ω d = {(i, i)} and #Ω d = n. The corollary then follows from
the fact that B 2 = µ(Σ) and by inspection of equation (25).
A simple variant of the above corollary is:
Corollary 2: Let B be a normal matrix [1] such that
Then, if the Schur Decomposition of B is given by B = U ΛU H , we have that
It is important to note that, while c ≈ 1 2 following Theorem 1, the value of C can be freely chosen to obtain a desired (C + 1)n sparseness level in the transformed matrices U H AV or U H AU.
As an simple application of Theorem 2 we take Ω = {(1, 1)}, A = E, where E is the matrix with all its entries equal to 1 and U = V is the Householder reflection T = T H = I − 2hh H . Since E = ee H , where e is the vector with all its entries equal to 1, we have that κ(E) = ∞ and hence all the entries of T ET H except the one at (1, 1) need to be zero. The only real solution up to a sign is given by
It is seen that the above transform diagonalizes all matrices of the form I + αE.
A more interesting application is implied by the corollaries of Theorem 2, where the unitary matrices arising from the Singular Value or Schur Decomposition of a 'nearby' prototype matrix B are applied to the original matrix A.
As a simple example we consider the 128 × 128 matrix
and its prototype companion
The percentage of non-zero entries after truncation with the value c = 0.5 is defined as
Note that the lowest possible value in practice is p = 100/n i.e. 0.8% in our case. Before transformation we have p = 100.0%. With the Householder reflection as above we obtain after transformation p = 95.9%. After the Daubechies 4, 12 and 20-coefficient wavelet transforms W AW H [13] we obtain p = 18.4%, p = 17.0% and p = 18.2% respectively. After the SVD-based method, equivalent in our case with the Schur decomposition method, we obtain p = 6.6%.
An even 'worse' example is
A i,j = 3 if i = j else = cos(7.0|i − j|) cos(0.01 i)
with the same prototype matrix B as before. Before transformation we have p = 100.0%. After 
and
It is seen that A and B are unitary matrices strongly related to the DFT. The SVD of B is simply B = B.I.I with I the identity matrix, and hence the transformed matrix is given by B H A. This matrix is maximally sparse i.e. p = 0.8%. On the other hand, with the Schur decomposition B = QΛQ H , the transformed matrix Q H AQ exhibits the much higher p = 48.8%.
COMPUTATIONAL AND ENTROPY ASPECTS
In the above SVD-Schur method, we have to right-and left-multiply a given matrix with two unitary matrices. Hence the theoretical computational O(n 3 ) cost of the operation would seem to prohibit any practical use of the method. But matrix-matrix multiplication is not a priori an O(n 3 ) process. For instance when U has a sparse structure then U A can be obtained in n N (U, 0) operations, and for the definitely non-sparse DFT matrix F we know that F A can be obtained in O(n 2 log n) operations, where log stands for the base 2 logarithm. Moreover, it has been shown [14] that under certain conditions, making use of a lifting procedure and wavelet packets, it is possible to perform a matrix-matrix multiplication in O(n 2 log n) operations.
What we need here is to define a context in which it could be possible to obtain U A,where U is a unitary matrix, in O(n 2 log n) operations or equivalently, to obtain the matrix-vector product U x in O(n log n) operations.
To meet this objective we first point out that unitary matrices form a multiplicative group on the compact unitary manifold
From (9) we get 1
and from (2) we obtain that
It is seen that E(U ) = 0 if and only if U = P ΛQ, where P, Q are permutation matrices and Λ is a unitary diagonal matrix i.e. a diagonal matrix with |Λ i,i | = 1. Maximum entropy is attained e.g.
when U = F, the normalized DFT matrix. In general the entropy attains its maximum n log n or equivalently µ(U ) attains its minimum 1/ √ n when U is a pure phase unitary matrix, i.e. a unitary matrix of the form U k,l = e iθ k,l / √ n. It would be tempting to anticipate that U x may be calculated in O(n) operations in the case of a low-entropy U, and in O(n log n) operations in the case of a high-entropy U. Unfortunately, entropy considerations alone, while being extremely useful, are not sufficient to cover the computational complexity issue as a whole. Equation (41) can also be written as
where H(U ) = E(U )/n is the mean entropy of U. This indicates that we can sparsify a low entropy unitary matrix by the simple rule: keep the n e = n 2
largest absolute value entries of U and pad the rest of U with zeros. The resulting loss of orthogonality may be attenuated by afterwards renormalizing [15] the columns of U. This is done by multiplying each column by a scale factor equal to the inverse of its Euclidian norm. We applied this scheme to the Schur matrix Q occurring in the last example of the preceding section.
This resulted in a reduction of N (Q, 0) from 100% to 61.2%, while only sligthly worsening the sparseness percentage from 48.8% to 50.3%.
Equation (42) also shows that the mean entropy H(U ) ∼ O(log log n) whenever N (U, 0) ∼ O(n log n). Hence low entropy unitary matrices may be characterized by E(U ) ∼ O(n log log n).
In order to get more out of the entropy concept it is necessary to lift the unitary manifolds M n and M m to the unitary manifolds M n+m and M nm . This is achieved by defining the direct sum as
and the tensor [16] or Kronecker product as
It is an easy matter to show [11] that when U, V respectively belong to the unitary manifolds M n and M m , then U ⊕ V and U ⊗ V respectively belong to the unitary manifolds M n+m and M nm . It should be noted that U ⊕ V could alternatively be defined as
but this can be reduced to the standard form by invoking the permutation exchange matrix [17] .
It is easily proved that the Singular Value and Schur decompositions are invariant under the operations ⊕ and ⊗ i.e.
for the SVD, if the dimensions conform, and similarly for the Schur decomposition. Other important formulas are the sparseness equalities
and the entropy equalities
Entropy-like formulas such as (51) and (52) are verified by the bound η(U ), namely
and, even more important, by the computational complexity NOP(U ) i.e. the number of operations [1] needed to calculate U x for any vector x, namely
The inequalities (55) and (56) show that the class of unitary matrices
is closed under the operations ⊕ and ⊗ for any positive γ. This class obviously includes the class
since NOP(U ) ≤ N (U, 0). As a matter of fact, for any -not necessarily unitary -matrix, there is a threshold t U ≤ µ(U ) such that N (U, t U ) ≤ NOP(U ) ≤ N (U, 0). E.g. for permutation matrices we have NOP(U ) = 0 and t U = µ(U ) = 1.
Note also that for the ordinary algebraic product on the manifold M n we have
It is seen that long chains of ordinary algebraic products should be avoided as much as possible.
As an important exception we have the pyramidal chain of wavelet matrices [13] , [18] 
where P i are permutation matrices and W (n) is a wavelet matrix [19] defined for all dimensions n = 2 p . If W (n) requires at most αn + γn log n operations then completing the chain Γ will require less than 2αn + 2γn log n operations.
Not all unitary matrices can be expressed nontrivially as U ⊕V or U ⊗V, but all unitary matrices in M n may be expressable in the form (U ⊗ V ).(W ⊕ X), where dim(U ). dim(V ) = n and dim(W ) + dim(X) = n. If each of the contenders U, V, W, X require at most αn+γn log n operations in their own manifolds, then the operation (U ⊗ V ).(W ⊕ X) needs at most 3αn + 2γn log n operations in the resulting manifold. This indicates that we can suggest the following denseness Conjecture: For any unitary matrix U in M n with n > 4 there are positive , α, γ independent of n and a unitary matrix V in M n such that
The above conjecture, although being plausible, is difficult to prove, but may be even harder to disprove. The reason for this is that the class C γ is productive, i.e. each time a new subclass of unitary transforms of complexity O(n log n) is discovered, e.g. the wavelet and wavelet-like transforms [6] , [12] and [18] in the recent past, the class C γ experiences a dramatic completion through the operations ⊕ and ⊗. There is no reason to suppose that the discovery of O(n log n) complexity unitary transforms will come to an end in the near future, but there is also no guarantee that there may not exist a surviving O(n 2 ) unitary transform.
CONCLUSION
We have shown that compression and computational complexity are complementary issues. Unitary transforms, being isometries [17] in Hilbert space are the natural tool for obtaining sparsity when the sparsity index set is defined a priori. In most cases this is the diagonal index set, leading to the Singular Value or Schur decompositions. In this context it might be interesting to design approximate SVD-Schur algorithms, based on Theorem 2, making use of, say wavelet matrices or low complexity, low entropy unitary transforms, instead of the usual Householder reflections.
This is the purpose of ongoing research.
APPENDIX

Lemma 1:
N (A + B, t 1 + t 2 ) ≤ N (A, t 1 ) + N (B, t 2 ) 0 ≤ t 1 , t 2 .
h(u) = 0 for u ≤ 0 else = 1.
Clearly h(u) is an increasing function of u and
Hence N (A+B, t 1 +t 2 ) = h(|A i,j +B i,j |−t 1 −t 2 ) ≤ h(|A i,j |+|B i,j |−t 1 −t 2 ) ≤ N (A, t 1 )+N (B, t 2 )
and the proof is complete.
Lemma 2: Let the consistent algebra norm, the nonsingular matrix A and the matrix R be such that A −1 R = c < Secondly let e k = x k − x be the error term between the k-th iterate and the exact solution. It is seen that
Now
and hence the norm sequence
converges geometrically. 
