In this paper, we propose a numerical method to approximate the solution of the timedependent Schrödinger equation with periodic boundary condition in a high-dimensional setting. We discretize space by using the Fourier pseudo-spectral method on rank-1 lattice points, and then discretize time by using a higher-order exponential operator splitting method. In this scheme the convergence rate of the time discretization depends on properties of the spatial discretization. We prove that the proposed method, using rank-1 lattice points in space, allows to obtain higher-order time convergence, and, additionally, that the necessary condition on the space discretization can be independent of the problem dimension d. We illustrate our method by numerical results from 2 to 8 dimensions which show that such higher-order convergence can really be obtained in practice.
Introduction
Rank-1 lattice points have been widely used in the context of high-dimensional problems. Their traditional usage is in numerical integration, see, e.g., [5, 19] and references therein. In this work, we use rank-1 lattice points for function approximation, to approximate the solution of the time-dependent Schrödinger equation (TDSE). Function approximation using rank-1 lattice points has recently received more attention, see, e.g., [3, 11, 12, 13, 14, 21] . In [13] , Li and Hickernell introduced the pseudo-spectral Fourier collocation method using rank-1 lattice rules. Due to the rank-1 lattice structure, Fourier pseudo-spectral methods can be efficiently implemented using one-dimensional Fast Fourier transformations (FFTs). This is well known, and we state the exact form in Theorem 2 together with other useful properties of approximations on rank-1 lattice points.
To simulate many particles in the quantum world is a computationally challenging problem. For the TDSE, the dimensionality of the problem increases with the number of particles of the system. In the present paper, the following form is considered: where is the reduced Planck constant and m is the mass. The form (1) of the TDSE has been studied from various perspectives of numerical analysis [7, 9, 15, 22] . In the present paper, we focus on two perspectives; high-dimensionality and higher-order convergence in time stepping. For the first point, Gradinaru [7] proposed to use sparse grids for the physical space. In [21] , the current authors used rank-1 lattice points to prove second order convergence for the time discretization using Strang splitting and numerically compared results with the sparse grid approach from [7] . The numerical result using rank-1 lattices showed the expected second order convergence even up to 12 dimensions. Hence rank-1 lattice points perform thereby much better than the sparse grid approach. The second point, higher-order convergence in time stepping, is successfully achieved by Thalhammer [22] using higher-order exponential operator splitting. In that paper, the spatial discretization was done by a full grid and therefore was limited to lower dimensional cases
The rest of this paper is organized as follows: Section 2 describes the proposed method consisting of the higher-order exponential splitting method and Fourier pseudo-spectral method using rank-1 lattices. Section 3 shows numerical results with various settings. The main aim here is to show higher-order time stepping convergence in higher-dimensional cases. Finally, Section 4 concludes the present paper with a short summary.
Throughout the present paper, we denote the set of integer numbers by Z and the ring of integers modulo n by Zn := {0, 1, ..., n − 1}. We distinguish between the normal equivalence in congruence modulo n as a ≡ b (mod n) and the binary operation modulo n denoted by modn which returns the corresponding value in Zn for modn and in T for mod1.
The numerical method
In this section, we describe necessary ingredients of our method. For the conciseness, we restrict ourselves to the rank-1 lattice points instead of general rank-r lattice points. However, our method is indeed possible to generalize to rank-r lattice points, similar as in [21] .
We use a rank-1 lattice point set and an associated anti-aliasing set for the Fourier pseudo-spectral method. For using the Fourier pseudo-spectral method, one obvious choice is regular grids [22] , but the number of points increases too quickly in terms of the number of dimensions. To mitigate this problem, Gradinaru [6, 7] proposed to use sparse grids. For the same reason we introduced lattice points in [21] to get first and second order time convergence, and obtained much better results compared to [6, 7] .
Rank-1 lattice point sets and the associated anti-aliasing sets
A rank-1 lattice point set Λ(z, n) is fully determined by the modulus n and a generating
Usually, all components of the generating vector are chosen to be relatively prime to n which means all points have different values in each coordinate and the number of points is exactly n. The generating vector determines the quality of the rank-1 lattice points. Of course, the quality criterion needs to take into account what the lattice points will be used for. A well studied setting is numerical integration, e.g., [17, 19] and [16, Chapter 5] . Function approximation using lattice points is relatively new. In that context, we refer to [3, 11, 12] . We call A(z, n) ⊂ Z d an anti-aliasing set for the lattice point set Λ(z, n) if
We remark that the anti-aliasing set is not uniquely determined and the cardinality |A(z, n)| ≤ n. By using the dual lattice Λ ⊥ (z, n) := {h ∈ Z d : z · h ≡ 0 (mod n)}, we can rewrite the condition as h − h ∈ Λ ⊥ (z, n) for h = h . If we have the full cardinality |A(z, n)| = n, we can divide Z d into conjugacy classes:
where is the union of conjugacy classes. 
Korobov spaces
The parameter α ≥ 1/2 is called the smoothness parameter which determines the rate of decay of the Fourier coefficients. To ensure regularity of the solution of the TDSE (1) and to prove that our method gives higher-order convergence for the temporal discretization, we will assume that the initial condition g(x) and the potential function v(x) are in the Korobov space with given smoothness, see Lemma 1 and Theorem 4.
Fourier pseudo-spectral methods using rank-1 lattices
We approximate the solution of the TDSE (1) by the truncated Fourier series. To ensure the solution to be regular enough so that the Fourier expansion makes sense (e.g., uniqueness, continuity, point-wise convergence), we require all functions to be in Wiener algebra A(T d ):
The following lemma shows the regularity of the solution, and the TDSE (1) in terms of Fourier coefficients and was already stated and proven in [21] .
Lemma 1 (Regularity of solution and Fourier expansion). Given the TDSE (1) with
We then truncate the Fourier series (4) to a finite sum on an anti-aliasing set A(z, n) associated to a rank-1 lattice Λ(z, n) to get the approximation
with the approximated coefficients calculated by the rank-1 lattice rule
The subscript a of ua(x, t) and ua(h, t) indicates that these are approximations of u(x, t) and u(h, t) respectively. For simplicity of notation, we omit the time t in the rest of this section. Due to the rank-1 lattice structure and by choosing the anti-aliasing set to be of full size, we have the following properties:
Theorem 2. Given a rank-1 lattice point set Λ(z, n) and a corresponding anti-aliasing set
A(z, n) with |A(z, n)| = n, the following properties hold.
(i) (Character property and dual character property) For any two vectors
where δ p,p is the Kronecker delta function that is 1 if p = p and 0 otherwise. Also, for any two lattice points p, p ∈ Λ(z, n)
( (7), then for any p ∈ Λ(z, n)
ii) (Interpolation condition) If ua is the approximation of a function u ∈ A(T d ) by truncating its Fourier series expansion to the anti-aliasing set A(z, n) and by calculating the coefficients by the rank-r lattice rule, cfr. (6) and
ua(p) = u(p).(10)
(iii) (Mapping through FFT) Define the following vectors:
, with p k = zk/n mod 1 ∈ Λ(z, n), and where
by (ii)) is the collection of function values u(p) on the lattice points p ∈ Λ(z, n) and ua is the collection of Fourier coefficients ua(h)
(by using the lattice rule, cfr. (6) and (7)) on the anti-aliasing indices h ∈ A(z, n). The 1-dimensional discrete Fourier transform and its inverse now maps ua ∈ C n to ua ∈ C n and back.
(iv) (Aliasing) The approximated Fourier coefficients (7) through the lattice rule Λ(z, n) alias the true Fourier coefficients in the following way
Proof. We refer to [21, Theorem 2 and Lemma 3] where more general statement for rank-r lattices can be found.
We remark that the above theorem can also be understood in terms of Fourier analysis on a finite Abelian group where the group, normally denoted as G, is the rank-1 lattice point set Λ(z, n) and the associated character group (Pontryagin dual) G := {exp(2πi h · •) : h ∈ A(z, n)} with |A(z, n)| = n. The (dual) character property is then to be understood as orthonormality of G on L2(G). The interpolation condition can be seen as the representability of functions by using Fourier series. Due to this structure, the Plancherel theorem also holds:
For readers who are not familiar with Fourier transforms on a rank-1 lattice, one intuitive way of seeing why one-dimensional FFTs are available is the following. The usual onedimensional Fourier transform for equidistant points which is a scalar multiple of a unitary Fourier transform, for a function f : T → C, can be written as
and the inverse
Now we see that the Fourier transform on a rank-1 lattice has the exact same structure for a function f :
and
where we note p k = zk/n mod 1 and h ξ ·z ≡ ξ (mod n). Hence we only need one-dimensional FFTs to transform functions on T d .
Higher-order exponential splitting
For the temporal discretization, we employ a higher-order exponential splitting scheme (also called an exponential propagator), see, e.g., [1, 20, 22] . To describe the higher-order exponential splitting, let us consider the following ordinary differential equation:
where A and B are differential operators. The solution for the equation (11) is y(t) = e (A+B)t y0. However, often it is not possible to compute this exactly, and one needs to approximate the quantity with cheap computational cost. When both e At and e Bt can be computed easily, the higher-order exponential splitting is a powerful tool to approximate the solution e (A+B)t y0. The approximated solution for this case is given by:
where ai and bi, i = 1, . . . , s, are coefficients determined by the desired order of convergence p. In other words, if the splitting (12) satisfies
for some normed space X, where the constant C is independent of ∆t, then the splitting is said to have p-th order. The number of steps s and the coefficients ai, bi can be determined according to the order p, see [8] for details. We evolve the time using this discretization from time 0, i.e.,
By summing up the local errors (13) of each step k = 1, . . . , m, where t = m∆t, gives the total error:
We call this quantity the total error in the L2 sense, and this is the reason why the splitting is called to be of 
Higher-order exponential splitting on rank-1 lattices
We apply the higher-order exponential splitting to the space discretized TDSE in this section. For solving the TDSE (1) in the dual space with finite number of Fourier basis functions, we will rewrite the problem in vector form. We let ut := ua(h0, t), . . . , ua(hn−1, t) the approximated solution at time t. Throughout time evolution, we use a fixed anti-aliasing set A(z, n) = {h ξ : ξ = 0, . . . , n − 1} of full size |A(z, n)| = n, where we denote h ξ ∈ A(z, n) as such a vector that h ξ · z ≡ ξ (mod n). We obtain the following relation by imposing that (5) holds for all h ∈ A(z, n),
with the initial condition u0 = g a := ( ga(h0), . . . , ga(hn−1)),
and the potential multiplication operator Wn := FnVnF
where Fn is the unitary Fourier matrix
The approximation of the multiplication operator, Wn, is justified by the following lemma which is taken from [21] . 
Lemma 3 (Multiplication operator on rank-1 lattices). Given a rank-1 lattice point set Λ(z, n) and corresponding anti-aliasing set A(z, n) of full size, a potential function v ∈ Eα(T d ) with α ≥ 2 and a function ua ∈ E β (T d ) with β ≥ 2 with Fourier coefficients only supported on A(z, n). Then the action in the Fourier domain restricted to A(z, n) of multiplying with v, that is fa(x) = v(x) ua(x), on the nodes of the rank-1 lattice, and with fa having Fourier coefficients restricted to the set A(z, n), can be described by a circulant matrix
Proof. We refer to [21, Lemma 5] .
We approximate the solution of the ordinary differential equation (14) ut = e The approximated solution at the time t = k∆t is then obtained by stepping time ∆t iteratively by (18) . In the following we show the commutator bounds which correspond to [22, Hypothesis 3] and lead us to the total bound as in [22, Theorem 1] .
Theorem 4 (p-th commutator bound and total error bound). Given a rank-1 lattice with generating vector z ∈ Z d and modulus n and a TDSE with a potential function
Wn with Dn and Wn = FnVnF −1 n as defined in (15) and (17), and with Vn as defined in (16) using the potential function v.
If the anti-aliasing set
. . , n − 1}, with full cardinality, is chosen such that it has minimal 2 norm, i.e.,
then for all y ∈ R n we have the following bound for the p-th commutator:
where c is a constant independent of n and y. This commutator condition and [22, Theorem 1] directly give us the total error bound for (14) :
where m∆t = t and the constants depend on t but not on m or ∆t.
p is is non-singular, the claim of the theorem is equivalent to the assertion that the induced 2 norm of the matrix M 2 := sup 0 =y∈R n M y 2/ y 2 is bounded independent of n. Each element of the matrix M is given by,
where the constant c1 = 1/(2πγ) p > 0. Now we bound M 2 by using M 2 ≤ M 1 M ∞. First we bound M 1:
We notice that the diagonal components of M (ξ = ξ ) is always 0, hence we exclude such cases in the following argument. Because we collect the anti-aliasing set by minimizing the
for ξ = ξ . We continue from the above bound of M 1,
For the last inequality, we used the conjugacy decomposition (2). By using Cauchy-Schwarz inequality and multiplying and dividing by rα, we have
This means we have bounded M 1 independent of n. For M ∞ we can proceed in a similar way to obtain
Therefore, we have M 2 < ∞ independent of n. The total error bound directly follows from this commutator bound and [22, Theorem 1].
Numerical results
We demonstrate our method by showing some numerical results in this section. We construct rank-1 lattices by using the component-by-component (CBC) construction [4, 17] . The code for producing the rank-1 lattice is available online [18] , fastrank1expt.m. With the script, we choose n being a power of 2 and generate the vector z which is optimized for integration in (unweighted) Korobov space with first order mixed derivatives, i.e., α = 1. In Table 3 we display the generating vector z and the number of points n for the following numerical results. Using given n and z, we construct the anti-aliasing set in accordance with Theorem 4 in the following manner: (i) first we generate all integer vector h ∈ Z d in a bounded region h ≤ R for a well chosen R; (ii) then we sort the obtained set according to the 2 distance in ascending order; (iii) we calculate the value m h := h · z mod n in the sorted order and store h in A(z, n) if the value m h has not appeared before. We repeat this step (iii) until we have the full cardinality |A(z, n)| = n. 
Convergence with respect to time step size
We consider a common numerical setting as it is considered in [7, 9, 22] where Fourier pseudo-spectral methods are used. We calculate the error with different value of time steps against a reference solution. For the initial condition g(x), we choose the Gaussian wave packet given by:
where the constant c is a normalizing constant to make g L 2 = 1. For the potential function v, we consider a smooth potential function
and a harmonic potential function
Our aim is to show the temporal discretization error ua(x, t) − u 
Sixth-order splitting
We recall that the higher-order exponential splitting is written as
For the sixth-order method, we employ the coefficients aj and bj from [10] denoted as "s9odr6a" therein. We exhibit the coefficients in Table 2 . We plot the results for dimension 2 to 8 in Fig 1. The potential v1 is not smooth enough on the boundary of [0, 1] d so it does not satisfy the required condition in the strict sense. The initial condition g and the potential v2 meet all the required conditions. The expected sixth-order convergence is consistent in every plot. When the error reaches to the machine precision, the plot becomes flat. For the 2-dimensional case with the potential v2, we see the convergence happening when the time step size is very small. This can be explained by a phenomenon, called instability of exponential splitting; this is caused by negative coefficients of the exponential splitting aj and bj, and is discussed in e.g., [2] . Especially in [2] , commutator-free quasi-Magnus exponential integrators are proposed to avoid the issue, however, this is out of the scope of the present paper. The instability issue does not happen in a higher-dimensional settings. Step size τ = 1/m
The time-discretization error u 
Eighth-order splitting
For the eighth-order method, we employ the coefficients again from [10] denoted as "s17odr8a". The coefficients are shown in Table 3 . The results are shown in Fig 2 and we again see that the convergence rate is consistently eighth order in each plot. Most of the plot seems to be similar to Fig 1 but with faster convergence, therefore they reach to the machine precision more quickly.
Conclusion
We proposed a numerical method to solve the TDSE. With our method using the time step size ∆t, the temporal discretization error converges like O((∆t) p ) given that the potential function is in Korobov space of smoothness greater than 2p + 1/2. The numerical results (which are performed from 2 up to 8 dimensions) confirmed the theory and the rate of error convergence is consistent. By using rank-1 lattices, calculations of the time stepping operator and multiplications are efficiently done by only using one-dimensional FFTs.
Pseudo-spectral methods are widely used technique for solving partial differential equations. It is a common choice to use regular grids, but the number of nodes increases exponential with d. We have shown an alternative, rank-1 lattice pseudo-spectral methods where the number of points can be chosen freely by the user. In combination with higher-order splitting methods, the proposed method solves the TDSE with higher-order convergence in time. 
