The Join-the-Shortest-Queue routing policy is studied in an asymptotic regime where the number of processors n scales with the arrival rate. A large deviation principle (LDP) for the occupancy process is established, as n → ∞, in a suitable infinitedimensional path space. Model features that present technical challenges include, Markovian dynamics with discontinuous statistics, a diminishing rate property of the transition probability rates, and an infinite-dimensional state space. The difficulty is in the proof of the Laplace lower bound which requires establishing the uniqueness of solutions of certain infinite-dimensional systems of controlled ordinary differential equations. The LDP gives information on the rate of decay of probabilities of various types of rare events associated with the system. We illustrate this by establishing explicit exponential decay rates for probabilities of long queues. In particular, denoting by E n j (T ) the event that there is at least one queue with j or more jobs at some time instant over [0, T ], we show that, in the critical case, for large n and T , P(E 
Introduction
Consider a system of n parallel processors, each processing jobs in its queue at rate 1. Jobs enter the system at rate nλ n with λ n → λ ∈ (0, ∞) as n → ∞. Service times and inter-arrival times are exponentially distributed and are mutually independent. Upon arriving, each job is routed to the shortest available queue by a central dispatcher. This is known as the Jointhe-Shortest-Queue (JSQ) routing policy and is a popular model for load balancing among distributed resources in parallel-processing systems that arise in applications of cloud computing, file transfers, database look-ups etc. (see the survey article [36] and references therein). Denote by X n i (t) the proportion of queues at time instant t with i or more jobs. This occupancy process X n (t) ≐ (X n 1 (t), X n 2 (t), ⋯) is a convenient state descriptor for this system. In this work we establish a large deviation principle (LDP) for X n in the path space D R ∞ , where for a Polish space S, D S denotes the space of all maps from [0, T ] to S that are right continuous and have left limits, equipped with the usual Skorohod topology. This result gives a characterization of exponential decay rates for events of the form P(X n ∈ A), where A is a suitable Borel set in D R ∞ , in terms of the associated rate function (see Theorem 2.4 for a precise statement). The rate function takes a variational form and is given as the value function of an infinite-dimensional deterministic optimal control problem (see (2.8) ).
In general this control problem is intractable and in order to obtain useful information, beyond the fact that certain probabilities of interest converge to 0 at an exponential rate, one needs approximations, e.g. by computing costs for sub-optimal control actions. Nevertheless, for some events of interest, one can say more. We illustrate this by studying the decay rate of probabilities of long queues. For this, we restrict attention to the critical case λ n → 1 and initial configuration X n j (0) = 1 {j=1} (i.e. all queues are length 1 at time 0). Consider the set E n j (T ) that represents the event that there is at least one queue with j or more jobs at some time instant over [0, T ]. In Theorem 2.5 we give an explicit characterization of the exponential decay rate of the probability of such events for j ≥ 3. In particular, when j = 3 and T = 1 (or, more generally, when j − 2 = T ), we obtain the following formula (see (2.13) ) in terms of the golden ratio
, for large n,
where (x) ≐ x log x − x + 1 for x ≥ 0. For long time horizons, the decay rates take even a more simple form, namely we show that for large n and large T ,
Although not pursued in this work, techniques used to establish the above explicit asymptotic rates can be developed for other types of events as well. See Remark 2.5.
There are several technical challenges in establishing the LDP on the path space (namely Theorem 2.4). These stem from three key features of the model that are illustrated in Figure 1 .
Infinite-dimensional dynamics. The state process X n is an infinite-dimensional Markov process and there is a non-trivial coupling between the different coordinates of the process. As a consequence, the associated rate function in the large deviation analysis is characterized through an infinite-dimensional control problem. Some recent works that have studied large deviation properties of jump-Markov processes in infinite dimensions include [5, 8, 12] .
Discontinuous dynamics. The model considered here falls in the class of Markov processes with discontinuous statistics. Roughly speaking, this means that the transition rates change discontinuously at the interface of different regions of the state space. Large deviation analysis of such systems is technically challenging and has been the focus of several works [2, 3, 16, 14, 13, 24, 25, 32] . In the current work an additional challenge is that there are infinitely many regions across which transition behavior changes discontinuously.
Diminishing rates. In the study of large deviation properties of Markov processes for which the transition probability rates decrease (continuously) to zero along some direcimsart-generic ver. 2014/10/16 file: mainDraft_submitted.tex date: April 11, 2019 tions, one is led to local rate functions that have poor regularity properties. Some works that have treated large deviation properties of such systems include [35, 18, 28, 1, 5] . The model considered in the current work has similar features, in fact the setting here is more challenging in that the process X n may switch among infinitely many regions in which rates diminish along different directions.
We note that all the papers referenced above, except [5] , include only one of the three features noted above, while the paper [5] has the first and third feature but not the second. The combination of the three features described above is the main technical challenge in this work and most of the arguments in Section 5, which is the heart of this work, are devoted to overcoming these challenges in establishing a certain uniqueness property.
A LDP for a JSQ system has been obtained in [32] (see also [33] ). The scaling regime considered in these works is very different from the one of interest here. Specifically, they consider a setting with a fixed number of queues for which the arrival and service rates are scaled up by a factor of n. In this regime, [32] is in fact able to allow general arrival time distributions, different service time distribution parameters for different queues, and a weighted version of the JSQ policy. For the scaling regime considered here, in which the number of queues approaches infinity, the proof techniques are very different. In particular, as noted previously, unlike [32] , the state descriptor here is infinite-dimensional and the transition rates approach zero in certain directions.
Queuing systems with many parallel servers in the regime where the arrival rate scales with the number of servers have been studied extensively. A significant portion of this body of work concerns the setting in which jobs upon arrival join a global queue and a large pool of servers processes jobs from this queue in a FIFO fashion [22] . The setting considered in the current work is different from the usual Halfin-Whitt type queuing systems with a global queue and is motivated by applications in which load balancing is of important concern. In terms of analysis, the setting considered here requires tracking an infinite-dimensional state instead of the size of a single queue. Some of the works that have considered the asymptotics of a JSQ system under imsart-generic ver. 2014/10/16 file: mainDraft_submitted.tex date: April 11, 2019 a scaling of the form considered in the current work are [19, 31, 7, 4] . In particular, [19] proves a central limit theorem under the heavy traffic scaling (1 − λ n ) √ n → β ∈ (0, ∞) while [31] gives a law of large numbers (LLN) result under the more general condition λ n → λ ∈ (0, ∞).
Many other load balancing policies have been studied in the literature (see [37, 30, 29, 6, 34, 20, 21, 11] and refereces therein) and a survey of recent advances can be found in [36] . In particular, [30] considers the JIQ routing policy in which an incoming job is routed to an idle server, if available, and according to another routing policy (e.g. uniformly at random) if there are no idle servers in the system. The authors use a coupling argument to show that, under the heavy traffic condition of [19] , JIQ and JSQ behave the same under the diffusion scaling. While JSQ and JIQ look similar in the LLN limit and under the diffusion scaling, the statistical tail behavior of the two systems is expected to be quite different. For example, Figure 2 gives Monte Carlo estimates of 1 n log P(E n 3 (10)) for JSQ and JIQ with λ n = .99, starting with all queues of length 1. As is clear from this figure, the performance differences between the two policies are more clearly revealed when one considers extreme tail events viewed under a large deviation scaling (see [21] for an alternative point of view for differentiating the performance of JSQ and JIQ systems). The LDP established in this work characterizes the tail statistical behavior of the JSQ system. Establishing a similar result for the JIQ system presents significant new challenges that arise from the analysis of events that include time instants where no idle servers are present. This study will be taken up in a future work. Although not considered here, the large deviation principle given in this work also provides a starting point for developing efficient importance sampling schemes for estimating probabilities of rare events in a fixed size JSQ system (see also Remark 2.4).
We now comment on the proof idea of our main result (Theorem 2.4). The starting point of our analysis is a convenient representation for the evolution of the state process X n . This is given in (2.1)-(2.2) using an infinite collection of i.i.d. Poisson random measures (PRM). The state process has an equivalent and simpler description given in (2.6) through which it can be viewed as a solution of an infinite-dimensional Skorohod problem for a free process Y n with imsart-generic ver. 2014/10/16 file: mainDraft_submitted.tex date: April 11, 2019 sample paths in D R ∞ . The existence and uniqueness of solutions of this Skorohod problem is established in Section 2.2. Theorem 2.4 will not only give a LDP for X n but in fact for the pair
For the proof of the LDP we consider its equivalent formulation in terms of a Laplace principle (see e.g. [15] ). Specifically, to prove Theorem 2.4, it suffices to show that every continuous and bounded function G on the path space D R ∞ ×R ∞ satisfies the upper and lower bounds in (2.11) and (2.12), respectively, and that the function I T introduced in Section 2.3 is, in fact, a rate function. The key ingredient in establishing these results is a variational representation for exponential functionals of PRM established in [10] . Using this result, one can represent the exponential functionals on the left side of (2.11) and (2.12) in terms of an infimum of costs for certain controls and controlled processes (see Lemma 3.1).
The main step in the proof of the upper bound is to consider, for each n, a near-optimal control and controlled process in the above infimum and to establish the tightness of the sequence of such processes in a suitable space, and then to characterize the weak limit points of the sequence. This is done in Sections 3.2 -3.3. From these properties the Laplace upper bound in (2.11) follows by standard arguments that use Fatou's lemma and certain lower semicontinuity properties, as shown in Section 4.
The candidate rate function I T (ζ, ψ) is given as the value function of an optimal control problem (see (2.8) ) in which the infimum is taken over a class of deterministic controls ϕ = (ϕ i ) i∈N 0 that are in the class S T (ζ, ψ) of all controls that produce the path ψ when used in the infinite system of equations in (2.9)-(2.10). In order to show that I T is in fact a rate function one needs to show that this function has compact sublevel sets. The proof of this property has many similarities to the proof of the Laplace upper bound and is provided in Section 6.
The main technical challenge in this work is in the proof of the Laplace lower bound (2.12). For this, one starts with the variational expression on the right side of the inequality, namely,
where the space C T of trajectories in D R ∞ ×R ∞ is described in Section 2.3. The basic idea is to select a trajectory (ζ * , ψ * ) in C T that is ε-optimal for the above infimum and then select a control ϕ * ∈ S T (ζ * , ψ * ) driving this trajectory which is ε-optimal for the rate function evaluated at (ζ * , ψ * ), i.e. I T (ζ * , ψ * ). In view of the variational representation of the Laplace functional of interest, given in Lemma 3.1, one would like to construct a sequence of controlled processes of the form in (3.1) that converge to (ζ * , ψ * ) such that the associated cost converges in an appropriate manner as well. There is a natural choice for a sequence of controlled processes that one can attempt to implement for this purpose and it is relatively easy to show that this sequence of controlled processes has the needed tightness properties and that the weak limit points (φ,ζ,ψ) of the controls and controlled processes satisfyφ = ϕ * ∈ S T (ζ,ψ).
However this is where one faces the main obstacle. From the above characterizations of the limit points it is not possible to deduce, in general, that (ζ,ψ) = (ζ * , ψ * ). The issue is regarding the uniqueness of solutions of the infinite system of controlled ordinary differential equations (ODE) described by (2.9)-(2.10) (considered with (ζ, ψ, ϕ) replaced with (ζ * , ψ * , ϕ * )). Namely, if one is able to say that for a given ϕ * there is a unique pair (ζ * , ψ * ) satisfying this system of equations then one obtains the desired result (ζ,ψ) = (ζ * , ψ * ). Showing uniqueness of such a system of equations is hard in general and in fact may not hold. Most of Section 5 is devoted imsart-generic ver. 2014/10/16 file: mainDraft_submitted.tex date: April 11, 2019 to overcoming this challenge. The main result is Lemma 5.1 which says that one can replace (ζ * , ψ * ) by a nearby pair of trajectories (ζ, ψ) for which the desired uniqueness property does hold with an appropriate near optimal control ϕ. Key ingredients in the proof of this lemma are Lemmas 5.2-5.4 and together these three lemmas, which perform several delicate surgeries on the original infinite dimensional trajectory (ζ * , ψ * ) and the associated control ϕ * , are at the technical heart of this work. Additional comments on the proofs of these lemmas are given in Section 5.
The paper is organized as follows. Section 2.1 introduces the state dynamics in terms of an infinite collection of PRM and also gives an equivalent representation through an infinitedimensional Skorohod map. The properties of this map are studied in Section 2.2. In preparation for the main result, in Section 2.3, we introduce the rate function that governs the LDP. The main result, Theorem 2.4, is then given in Section 2.4. This section also presents Theorem 2.5 which gives our main result on exponential decay rates for probabilities of long queues as an illustration of applications of Theorem 2.4. Other possible applications of this result are discussed briefly in Remark 2.5. Section 3 introduces the main variational representation that is the starting point of our analysis and establishes preliminary tightness and limit characterization results that are used in both the Laplace upper bound and lower bound proofs. Proof of the Laplace upper bound (i.e. (2.11)) is completed in Section 4 while the lower bound (i.e. (2.12)) is taken up in Section 5. Section 6 shows that the function I T introduced in Section 2.3 is indeed a rate function. The results of Sections 4, 5, and 6 together complete the proof of Theorem 2.4. Finally Section 7 gives the proof of Theorem 2.5.
Notation
The following notation will be used. Fix T < ∞. All stochastic processes will be considered over the time horizon [0, T ]. We denote the Lebesgue measure on a Euclidean space as Leb. Let S be a Polish space. For a set B ∈ S we denote the closure of B asB. The Borel σ-field on S will be denoted as B(S). Denote by D S the collection of all maps from [0, T ] to S that are right continuous and have left limits. This space is equipped with the usual Skorohod topology. Similarly C S is the space of all continuous maps from [0, T ] to S equipped with the uniform topology. A sequence of D S valued random variables is said to be C-tight if it is tight in D S and any weak limit point takes values in C S a.s. The space of all continuous and bounded real valued functions on S will be denoted as
Let (X, ⋅ ) be a metric space. We denote by X ∞ the set of all sequence x = {x i } i∈N such that x i ∈ X for all i ∈ N. X ∞ is equipped with the product topology, which is metrized with
Model and Results
In this section we will describe the model of interest and present our main results. We begin by giving a precise mathematical formulation of the JSQ system in Section 2. can equivalently be described through a certain infinite-dimensional Skorohod map. This map is introduced and studied in Section 2.2. In Section 2.3 we introduce the large deviation problem of interest and present the rate function for the associated LDP. Section 2.4 presents the main result of this work (Theorem 2.4) which, in particular, gives a large deviation principle for the queue occupancy process X n as the number of servers (and arrival rate) approaches infinity. This LDP can be used to extract information about probabilities of various types of rare events and in Theorem 2.5 we present one such application that provides estimates for probabilities of occurrence of "large queues".
Model Description
Consider a system of n parallel servers each maintaining its own queue. Jobs arrive in the system according to a Poisson process with rate nλ n where λ n → λ for some λ ∈ (0, ∞). When a job enters the system, a central dispatcher queries each server and routes the job to the server with the shortest queue. If there are multiple shortest queues, then the tie is broken uniformly at random. Each server processes jobs in its queue using the FIFO protocol and the service times are exponential with mean 1. We assume that the inter-arrival times and service times are mutually independent. The state of the system at time t can be represented as
. .) where X n i (t) corresponds to the proportion of queues which are of length i or longer at time t. Note that
We will now give a convenient evolution equation for the state process in terms of a certain collection of Poisson random measures. For a locally compact metric space S, let M F C (S) represent the space of measures ν on (S, B(S)) such that ν(K) < ∞ for every compact K ∈ B(S), equipped with the usual vague topology. This topology can be metrized such that M F C (S) is a Polish space (see [9] for one convenient metric). A PRM D on S with mean measure (or intensity measure) ν ∈ M F C (S) is an M F C -valued random variable such that for each A ∈ B(S) with ν(A) < ∞, D(A) is a Poisson random variable with mean ν(A) and for disjoint A 1 , . . . , A k ∈ B(S), the random variables D(A 1 ), . . . , D(A k ) are mutually independent random variables (cf. [26] ).
Fix T ∈ (0, ∞) and let (Ω, F, P) be a complete probability space on which we are given a collection of i.i.d. Poisson random measures {D k (ds dy dz)} k∈N 0 on [0, T ] × [0, 1] × R + with intensity given by the Lebesgue measure. Define the filtration {F t } 0≤t≤T aŝ
and let {F t } 0≤t≤T be the P-augmentation of this filtration. Using the above collection of PRM we now construct certain Point Processes with points in 
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The first integral on the right side of (2.1) corresponds to incoming jobs that join an empty queue. The indicator in the integral captures the fact that this can happen only when an empty queue is available. The second term on the right side of (2.1) corresponds to completion of jobs by a server with only one job in the queue. The terms in equation (2.2) are interpreted in an analogous manner. By introducing reflection terms η n i defined by
one can rewrite the state equation as follows. Define a free process Y n as
Written in this manner, X n can be viewed as a solution of an infinite-dimensional Skorohod problem as discussed in the next section.
Skorokhod Problem
We now introduce the Skorokhod problem that is associated with the system of equations in the last section. Consider an infinite matrix (namely a map from N × N to R), R ∞ , defined as 
On the domain D ⊂ D o R ∞ on which there is a unique solution to the SP we define the
The following result gives the wellposedness and regularity of the above infinite-dimensional Skorohod problem. 
From the consistency property noted above, (φ, η) is a solution to the infinite-dimensional SP. This gives existence.
Finally we prove the Lipschitz property. Fix ψ,ψ ∈ D o R ∞ and let (φ, η) and (φ,η) be solutions to the infinite-dimensional SP for ψ andψ respectively. For each M ∈ N, since
where we define η 0 =η 0 = 0, it follows that (φ M , η M ) and (φ M ,η M ) are solutions to the onedimensional SP (associated with the domain
and hence
η M −η M ∞ ≤ (ψ M + η M −1 ) − (ψ M + η M −1 ) ∞ ≤ ψ M −ψ M ∞ + η M −1 −η M −1 ∞ , φ M −φ M ∞ ≤ 2 (ψ M + η M −1 ) − (ψ M + η M −1 ) ∞ ≤ 2 ψ M −ψ M ∞ + 2 η M −1 −η M −1 ∞ .
This means
Similarly,
This completes the proof.
R ∞ is such that ψ i is continuous (resp. absolutely continuous) for each i and ζ = Γ(ψ), η =Γ(ψ), then ζ i and η i are continuous (resp. absolutely continuous) for each i.
Rate Function
In this work we show that as n → ∞, the sequence {(X n , Y n )} n∈N satisfies a LDP in the above space. We begin by introducing the rate function that will govern this large deviation principle.
Recall that we assume λ n → λ ∈ (0, ∞) as n → ∞. Fix x ∈ V ∞ such that x i ≥ 0 for every i and 
(iv) For some η ∈ C R ∞ , (ζ, η) solves the Skorokhod problem for ψ associated with the reflection matrix R ∞ . Namely,
where η 0 (t) = 0 and for every i ≥ 1, η i (0) = 0, η i is non-decreasing, and
Note that property (iii) implies there exists a smallest
M = M (ζ) ∈ N such that sup t∈[0,T ] ζ M (t) < 1.
Thus one only needs to consider a
Remark 2.2. Indeed, an analogous M exists for every realization of X n . However, this M depends on the random realization and there is no uniform M that works for all realizations of X n . As a result, it is convenient to work with the infinite-dimensional SP introduced in Section 2.2 when proving tightness and convergence properties in Section 3.
We now define the rate function. Let for
Main Result
We now present the main result of this work. First we introduce the following assumption on the initial values X n (0).
There exist a sequence of x n and x in V ∞ such that a.s. Assumption 2.3 will be taken to hold throughout this work and {x n } and x as in Assumption 2.3 will be fixed. Thus we will not note this condition explicitly in our results and will suppress x in the notation when writing
Proof. From the equivalence between a LDP and a Laplace Principle (cf. Section 1.2 of [15] ), it suffices to establish the following three statements.
(
Statements (1) and (2) are proved in Sections 4 and 5, respectively, while the proof of the third statement is given in Section 6.
The LDP given by the above theorem is useful in obtaining estimates for probabilities of various types of rare events in the JSQ system. We now consider one such example. Consider the critical (heavy traffic) regime, namely λ = 1. Suppose all queues are of length 1 at time 0 (i.e. X n 1 (0) = x 1 = 1 and X n i (0) = x i = 0 for i ≥ 2). Consider the problem of estimating the probability that a queue length will be at least j ≥ 3 at some time instant in the time interval [0, T ]. This corresponds to estimating the probability of (X n , Y n ) taking values in the following (relatively) open set
We also consider the closed set F j , obtained by a slight enlargement of G j , defined as follows
The following result characterizes the decay rate of probabilities of G j , F j and shows that for large time intervals the probability of a queue buildup of length j or higher at any station decays exponentially, approximately, with rate e
. Theorem 2.5. For every j ≥ 3,
Proof of the above theorem is given in Section 7.
Remark 2.4. The above result shows that the probability of having a queue of length j or larger at any point in a time interval [0, T ] decays exponentially at rate e −nI(j,T ) , where I(j, T ) is given by the expression in (2.13). In addition, the proof gives information on how such an event is likely to occur. The optimal path given by (7. 3) corresponds to the behavior that the number of jobs per queue increases linearly at rate (j − 2) T until reaching the queue length of (j − 1) at time T . Such an information can also be used to design accelerated Monte-Carlo sampling algorithms for approximating related probabilities for any fixed sized system. Remark 2.5. Similar techniques that are used to prove Theorem 2.5 can be developed for studying decay rates of other types of events as well. We give two such examples without providing details.
(1) Consider the event that at some time instant in [0, T ], some of the servers are busy with long queues, but the remaining are idle. Such an event signals an undesirable inefficiency or lack of balance in the system. More precisely, the event of interest is
for some j ≥ 2 and c ∈ (0, 1). This event corresponds to n(1 − c) queues being idle while the remaining nc queues being of length j. We conjecture that the most likely manner in which this event occurs is that first, the system reaches a state with nc queues of length j and the remaining n(1 − c) queues of length j − 1 at some time instant t ∈ [0, T ], and then those nc queues remain in that state while the other n(1 − c) queues decrease down to zero. This result will allow the identification of an optimal trajectory and a characterization of the decay rate of the probability of the above event. (2) Consider the event that at some time instant in [0, T ], some of the servers have queues of length j ≥ 2 while the remaining are of length 1, namely
for some j ≥ 2 and c ∈ (0, 1). This is similar to the first event but simpler to analyze. Once more, there is a natural guess for the most likely manner in which this event occurs (which is similar to the conjecture in (1), except that the other n(1 − c) queues decrease down to one instead of zero) using which one can identify the optimal trajectory in the path space whose cost characterizes the decay rate of the probability. We conjecture that in this case the optimal trajectory is piecewise linear.
Representation and Weak Convergence of Controlled Processes
In this section we give several preparatory results that are needed for the proofs of both the upper and the lower bounds (i.e. (2.11) and (2.12)). Section 3.1 presents a variational representation from [10] that is the starting point of our analysis. In Section 3.2 we prove tightness of certain families of controls and controlled processes which arise from the variational representation of Section 3.1. Finally, Section 3.3 presents a result which characterizes the distributional limit points of this collection of processes.
Variational Representation
Recall thatĀ + denotes the class of i , i ∈ N. Namely, the state evolution equations for the controlled processes are as follows, (3.1)
When it is clear from context which controls are being used we may simply write (X n ,Ȳ n ,η n ) to represent the controlled processes.
Let ϑ n 0 ≐ λ n and ϑ n i ≐ 1 for i ∈ N. The following variational representation will be instrumental in proving both (2.11) and (2.12). For a proof we refer the reader to [10, Theorem 2.1]. We remark that the representation in [10] is given for the setting of a single PRM. However the result given in the lemma below, which is formulated in terms of a countable collection of PRM, follows immediately on considering a single PRM on the augmented space 
Tightness
In this section we prove a key tightness result which says that if the costs are appropriately bounded then the corresponding collection of controls and controlled processes is tight. We begin by describing the topology on the space of controls. For M ∈ (0, ∞), denote by S M the collection of all h = {h k } k∈N 0 , where
Any h k as above can be identified with a finite measure ν
The space M of finite measures on [0, T ]×[0, 1] is equipped with the weak convergence topology and the space M ∞ is equipped with the corresponding product topology. Using the above identification, each element in S M can be mapped to an element of the Polish space M ∞ and the space S M with the inherited topology is compact (see [8, Lemma A.1 
]).
The following is the main tightness result of this section. As a convention, we will takē
Denote by (X n ,Ȳ n ,η n ) the controlled processes associated with ϕ n , given by (3.1) (replacing ϕ with ϕ n ). Then, regarding ϕ n as a S M 0 valued random variable, the sequence
Proof. Since S M 0 is compact the tightness of {ϕ n } n∈N 0 is immediate. From Lemma 2.2 and
In order to verify tightness of {Ȳ n } n∈N we appeal to Aldous' tightness criteria (cf. Theorem
follows from the following estimate.
where the last inequality uses (3.3), Lemma A.1(b), and Assumption 2.3. We next verify the following condition on the fluctuations of {Ȳ n } n∈N , where T δ is the set of all [0, T − δ]-valued stopping times. For any L > 1, it follows from the definition ofȲ n , the triangle inequality, Lemma A.1(a), and (3.3) that
and thus
The property in (3.4) now follows upon sending L → ∞. This proves the tightness of {Y n } n∈N . Finally, C-tightness follows upon noting that jump sizes of Y 
Characterization of Limit Points
Suppose that {ϕ n } is a sequence as in Lemma 3.2. Then from the lemma we have the tightness of the vector sequence {(X n ,Ȳ n ,η n , ϕ n )} n∈N 0 . In this section we characterize the limit points of this sequence. It will be convenient to consider the following compensated point processes
Define compensated processesB n as
which allows us to writē
The following lemma characterizes the limit points of {(X n ,Ȳ n ,η n , ϕ n )} n∈N 0 .
Lemma 3.3. Suppose that {ϕ n } is a sequence as in Lemma 3.2. Suppose also that the associated sequence {(X n ,Ȳ n ,η n , ϕ n )} n∈N 0 converges along a subsequence, in distribution, to (X,Ȳ ,η, ϕ) given on some probability space (Ω * , F * , P * ). Then the following holds P * -a.s. (a) Equations (2.9)-(2.10) are satisfied with (ζ, ψ, ϕ) replaced by (X,Ȳ ,φ).
(b) (X,Ȳ ) ∈ C T and ϕ ∈ S T (X,Ȳ ). In particular, (X,Ȳ ,η) satisfy the following system of equationsX
and for every i ∈ N,η i (0) = 0,η i is non-decreasing, and
Proof. Assume without loss of generality that convergence occurs along the whole sequence. Recall the expression forȲ n given in (3.8)-(3.9) and the definition ofB n given in (3.6)-(3.
By appealing to the Skorokhod representation theorem, we can assume without loss of gen-
, and thus the rest of the argument will be made a.s. on (Ω * , F * , P * ). From the C-tightness proved in Lemma 3.2 (X,Ȳ ,η) takes values in C R ∞ ×R ∞ ×R ∞ . Using the triangle inequality 
Recalling the topology on S M 0 , the convergence ϕ n → ϕ and λ n → λ implies that Combining (3.8)-(3.9) with (3.12) and (3.13)-(3.16) completes the proof of (a).
We now prove part (b). The validity of (3.10)-(3.11) is immediate from the fact that these equalities hold with (X,Ȳ ,η) replaced with (X n ,Ȳ n ,η n ). We now check that (X,Ȳ ) ∈ C T by verify properties (i)-(iv) in the definition of C T . The absolute continuity property in property (i) follows from the absolute continuity ofȲ i , which follows from part (a) of the lemma, and property (iv) (whose proof is given below), together with properties of the Skorohod map. The remaining statements in properties (i)
where the first inequality follows from Fatou's lemma, and the last inequality uses Assumption 2.3 and (3.3). Finally we verify part (iv). Fix k ∈ N. Thatη k (⋅) is nondecreasing follows from the fact that the property holds for allη n k (⋅). We now verify that (3.17)
Note thatη n k (t) can only increase whenX n k (t−) = 1 and thus
From this we have
It follows from the fact thatη
Finally, continuity ofX k and uniform convergence ofX
which, combined with (3.18) and (3.19), gives (3.17) verifying property (iv). Thus we have shown that (X,Ȳ ) ∈ C T a.s. The fact that ϕ ∈ S T (X,Ȳ ) is now immediate from part (a) of the lemma.
Laplace Upper Bound
This section is devoted to the proof of the Laplace upper bound (2.11)
From the variational representation in Lemma 3.1, for all n ∈ N, we can select a controlφ n ∈Ā b such that
This shows that
By a standard localization argument (see e.g. [10, Proof of Theorem 4.2]) it now follows that for any fixed σ > 0 there is a M 0 ∈ (0, ∞) and a sequence ϕ n ∈Ā b taking values in S M 0 a.s. such that, for every n, the expected value on the right side of (4.1) differs from the same expected value, but withφ n replaced by ϕ n throughout, by at most σ. In particular,
Now we can complete the proof of the Laplace upper bound. Since ϕ n are in S M 0 a.s., from Lemma 3.2 we have the tightness of (X n ,Ȳ n ,η n , ϕ n ). Assume without loss of generality that (X n ,Ȳ n ,η n , ϕ n ) converges along the whole sequence, in distribution, to (X,Ȳ ,η, ϕ), given on some probability space (Ω * , F * , P * ). By Lemma 3.3 we have (X,Ȳ ) ∈ C T and ϕ ∈ S T (X,Ȳ ) a.s. P * . Using (4.2), Fatou's lemma, and the definition of I T in (2.8)
where the second inequality is a consequence of a lower semicontinuity property established in Lemma A.1 in [8] . Since σ ∈ (0, 1) is arbitrary, this completes the proof of the Laplace upper bound.
Laplace Lower Bound
This section is devoted to the proof of the Laplace lower bound (2.12). The proof, that relies on a key uniqueness result (Lemma 5.1), is given in Section 5.1. The uniqueness lemma is at the technical heart of this work and its proof is contained in Sections 5. 
Proof of Lower Bound
The following lemma is key to the proof of the lower bound (2.12). It says that, given a trajectory (ζ * , ψ * ) ∈ C T , one can select a trajectory (ζ, ψ) which is suitably close to (ζ * , ψ * ) and a control ϕ such that (ζ, ψ) is the unique trajectory driven by ϕ.
Proof of this lemma will be given in Section 5.2. We now complete the proof of the lower bound using this result. Fix G ∈ C b (D R ∞ ×R ∞ ) and σ ∈ (0, 1). Select a trajectory (ζ * , ψ * ) which is σ-optimal for the RHS of (2.12), namely
By continuity of G and Lemma 5.1, we can find (ζ,ψ) ∈ C T andφ ∈ S T (ζ,ψ) such that the uniqueness property in Lemma 5.1 holds (with ϕ replaced byφ) and
Define the sequence of controls ϕ n ∈Ā b as
Then there is a M 0 ∈ (0, ∞) such that the sequence {ϕ n } satisfies (3.3). Furthermore, it is easily checked that ϕ n →φ (in S M 0 ). It then follows from Lemmas 3.2 and 3.3 that (X n ,Ȳ n ,η n , ϕ n ) is tight and any limit point (X,Ȳ ,η, ϕ), given on some probability space (Ω * , F * , P * ), satisfies (X,Ȳ ) ∈ C T and ϕ ∈ S T (X,Ȳ ) a.s. From the fact that ϕ n →φ we must have ϕ =φ. Thus ϕ ∈ S T (X,Ȳ ) and since we also haveφ ∈ S T (ζ,ψ), we must have (X,Ȳ ) = (ζ,ψ) a.s. P * from the uniqueness property noted above. Noting that (ϕ n k (s, y)) ≤ (φ k (s, y)) for all n ∈ N 0 and (s, y) ∈ [0, T ] × [0, 1], it then follows from the variational representation (3.2) and (5.1)-(5.2) that
The inequality in (2.12) now follows upon sending σ → 0.
Proof of Lemma 5.1
In this section we prove Lemma 5.1 using an intermediate result, Lemma 5.2. Proof of Lemma 5.2 is given in Section 5.3. Consider (ζ, ψ) ∈ C T . Informally, we will view ζ k (t) as the (asymptotic analogue of) fraction of queues with k or more jobs. Let π(t) ≐ max{k ∶ ζ k (t) = 1} represent the shortest queue length at time t. It is easily verified that since ζ is continuous,
The following lemma shows that any (ζ, ψ) ∈ C T can be suitably approximated by a trajectory for which the associated π(t) changes only a finite number of times, in an appropriately regular manner.
Lemma 5.2. Fix σ ∈ (0, 1). Given (ζ,ψ) ∈ C T with I T (ζ,ψ) < ∞, there exists (ζ, ψ) ∈ C T and ϕ ∈ S T (ζ, ψ) such that i) There exist N ∈ N, c i ∈ N 0 for all i = 0, 1, . . . N − 1, and a finite partition 0
The proof of this lemma is deferred to Section 5.3. We now have all of the ingredients needed to prove Lemma 5.1. To simplify the notation, let for (ζ, ψ) ∈ C T and t ∈ [0, T ], Proof of Lemma 5.1. We first give the basic idea of the proof. We will refer to Lemma 5.2(i)-(vi) simply as properties (i)-(vi), since they will be frequently used. Fix (ζ * , ψ * ) ∈ C T with I T (ζ * , ψ * ) < ∞. We will begin by approximating this trajectory by a more regular trajectory (ζ, ψ) of the form given in Lemma 5.2. Next, we will make additional modifications to the associated control so that one has the desired uniqueness property in part (c). The first modification introduces a certain "ε-gap" in the spatial thinning used to define the control process. The modified control does not change the state trajectory (ζ, ψ) while modifying the cost only slightly. We then make a second modification to one specific coordinate of the control process. Once again this modification does not affect the state trajectory and incurs only a small additional cost. We then show that this modified control has all the desired properties in Lemma 5.1.
Approximating (ζ, ψ) by a more regular trajectory. Fix σ ∈ (0, 1). Let (ζ, ψ) ∈ C T be as in Lemma 5.2 with (ζ,ψ) replaced with (ζ * , ψ * ) and σ replaced with σ 3. Denote the associated control byφ. Thusφ ∈ S T (ζ, ψ). It is now immediate that part (a) and the second inequality in part (b) of Lemma 5.1 are satisfied. Furthermore, since is a convex function and (1) = 0 we can assume without loss of generality (and no change to the state trajectory) that
An ε-gap modification to the thinning function. Fix ε > 0 and define a new control ϕ ε with an ε-gap around r k (s), defined as
This new control ϕ ε results in the same trajectory (ζ, ψ) and the (possible) increase in cost can be estimated as follows,
Since I T (ζ, ψ) < ∞ there exists an ε 0 > 0 such that
imsart-generic ver. 2014/10/16 file: mainDraft_submitted.tex date: April 11, 2019 for all ε ≤ ε 0 .
A final modification of controls. We make one last modification. Fix ε < ε 0 ∧ 1 3T σ. Define ϕ ≐ ϕ ε except that, for t ∈ (t i , t i+1 ), i ∈ {0, 1, . . . , N − 1}, if c i ≥ 2, set ϕ c i −1 (t, y) = 1 [ε,1] (y). This new control ϕ still satisfies property (ii) and results in the same trajectory, namely ϕ ∈ S T (ζ, ψ), since π(t) = c i for t ∈ (t i , t i+1 ) by property (i). Furthermore, the control ϕ only incurs a small additional cost which can be estimated as follows:
Combining this, (5.7), and property (v), yields
which completes the proof of part (b).
We now show that with the above choice of ϕ, part (c) holds. Suppose there is another pair (ζ,ψ) ∈ C T such that ϕ ∈ S T (ζ,ψ). Define time τ by
We argue by contradiction and suppose that τ < T . Then τ ∈ [t i , t i+1 ) for some i ∈ {0, 1, . . . , N − 1}. LetK ≐ π(t i ) ≥ K ≐ c i where the inequality is a consequence of the upper semicontinuity of π (see (5.3) ). By continuity, we have (ζ(τ ),ψ(τ ),η(τ )) = (ζ(τ ), ψ(τ ), η(τ )). We claim that there exists some δ ∈ (0, t i+1 − τ ) such that
Assuming for the moment that the claim holds, we now complete the proof of part (c). Define Y and ∆ k by
where r k andr k are as defined in (5.4) using ζ andζ respectively. We first argue that for Y (t), the differentiation, under the summation over k, with respect to t is valid for a.e. t ∈ [τ, τ + δ]. From the dominated convergence theorem, it suffices to give a summable bound on 
where the last line follows from rearranging terms and the fact that ∆ ′ 0 (t) = 0. For any k ≥ 1, whenr k (t) > r k (t), we have
, by (5.8) and (2.7). Similarly, whenr k (t) < r k (t), we have
. From these we have Y ′ (t) ≤ 0 and hence Y (t) = Y (τ ) = 0 for t ∈ [τ, τ + δ]. Thereforer k (t) = r k (t) and henceζ k (t) = ζ k (t) for all t ∈ [τ, τ + δ] and k ≥ 1. Thus, we have shown thatζ(t) = ζ(t), and thereforeψ(t) = ψ(t), for t ∈ [τ, τ + δ]. This contradicts the definition of τ and completes the proof of part (c).
Finally we verify the claim that there exist δ such that (5.8) holds. Recall thatK = π(t i ) and K = c i . Consider the following two possible cases: (1) τ = t i andK > K and (2) τ ∈ (t i , t i+1 ) orK = K.
Case (1): τ = t i andK > K. In this case, we simply take δ = ∆t i . From property (ii) ϕ 0 (t, y) = 0 for t ∈ (τ, τ + δ) and so we have ψ
and hence (5.8) holds.
Case (2): τ ∈ (t i , t i+1 ) orK = K. In this case π(τ ) = K and hencer K (τ ) = r K (τ ) > 0 and r k (τ ) = r k (τ ) = 0 for k ≤ K − 1. Recall the fixed ε introduced below (5.7). By continuity, there exists some δ ∈ (0, t i+1 − τ ) such that for t ∈ [τ, τ + δ], The first inequality in (5.9) implies thatπ(t) ≤ K for t ∈ [τ, τ + δ], whereπ(t) ≐ max{k ∶ζ k (t) = 1}. Fix t ∈ [τ, τ + δ]. Since π(t) = K ≥π(t), we have ζ K+1 (t) < 1,ζ K+1 (t) < 1, and hence (5.8) holds for k ≥ K + 1 using the fact that η k ,η k do not increase for these coordinates. It now remains to show (5.8) for k ≤ K. We consider the following three different cases. K = 0: In this case (5.8) holds trivially for k ≤ K. K = 1: We only need to check (5.8) for k = 1. Note that, for t ∈ [τ, τ + δ]
where the second line uses (5.10) and the ε-gap property of ϕ 1 in (5.6). By the uniqueness of solutions of the one-dimensional SP,η 1 (t) = η 1 (t) for t ∈ [τ, τ + δ], which gives (5.8) for k = 1. (5.7)). This and (5.11) yield,
, and thus
where the first line uses property (i) and the decreasing order of ζ k ,ζ k , the second line uses (2.9) and (2.10), and the last line uses (5.10) and the ε-gap property of ϕ K in (5.6). These together implyη
by the uniqueness of solutions of the K-dimensional SP (associated with (V K , R K ); see proof of Lemma 2.2). Hence (5.8) holds, which completes the proof.
Proof of Lemma 5.2
In this section we present the proof of Lemma 5.2. A key ingredient is Lemma 5.4 in which we show that one can suitably approximate a (ζ,ψ) ∈ C T that has a finite cost by a more regular trajectory for which the length of the shortest queue π(t) switches only a finite number of times. This is accomplished by "smoothing" out small excursions during which π(t) may change an infinite number of times. Proof of Lemma 5.4 uses an inductive argument and for ease of presentation we first present the key inductive step separately in Lemma 5. Lemma 5.3. Fix σ ∈ (0, 1) and an integer K ≥ 2. Suppose (ζ,ψ) ∈ C T and I T (ζ,ψ) < ∞. Further suppose that there is aÑ ∈ N and a finite partition 0 =t 0 <t 1 < ⋯ <tÑ = T such that on each (t i ,t i+1 ),π(t) is either less than K, or some constantc i ≥ K. Then there exists a (ζ, ψ) ∈ C T such that a) There exists a N ∈ N and a finite partition 0 = t 0 < t 1 < ⋯ < t N = T , such that on each (t i , t i+1 ), π(t) is either less than K − 1, or some constant
Proof. Let σ, K and (ζ,ψ) ∈ C T be as in the statement of the lemma. Fixφ ∈ S T (ζ,ψ) such that
Letη =Γ(ψ), whereΓ was introduced below Definition 2.1.
From the finiteness of the cost we can assume without loss of generality that ε is such that (5.14)
where Leb is the Lebesgue measure on [0, T ]. With above preparation, let (ζ(0), ψ(0), η(0)) ≐ (ζ(0),ψ(0),η(0)) and consider the interval (t i ,t i+1 ] for each i = 0, 1, . . . ,Ñ − 1. In the argument that follows we will inductively construct (ζ, ψ, η, ϕ). The sets A, B, C, U, U j will be introduced which depend on i, however, for ease of notation we will sometimes suppress this dependence on i when it is clear from context. Consider the following two possible cases forπ.
Case 1:π(t) =c i ≥ K for every t ∈ (t i ,t i+1 ). In this case we define
Case 2:π(t) < K for every t ∈ (t i ,t i+1 ). Consider the set U of time instants in which the shortest queue is less than K − 1, namely
From the upper semi-continuity ofπ(t) it follows that U is open and hence U = ⋃ ∞ j=1 U j for some disjoint open intervals U j . Since the Lebesgue measure Leb(U ) <t i+1 −t i < ∞, we can express U = A ∪ B, where A ≡ A i = ⋃ m j=1 U j is a union of finitely many U j 's for some m ∈ N, and B ≡ B i = ⋃ ∞ j=m+1 U j with Leb(B) < ε. Let C = (t i ,t i+1 ) ∖ U be the set of time instants in (t i ,t i+1 ) at which the shortest queue length is K − 1, i.e. and define the new trajectory as follows. When the shortest queue is of length K − 1 or on a long excursion from K − 1 (i.e. t ∈ A ∪ C) the trajectory remains unchanged. Namely, let
Over short excursions from K − 1, namely when t ∈ B, we "smooth out" the trajectories by setting the shortest queue equal to K − 1 as follows. For t ∈ B and y ∈ [0, 1], let
Having defined ζ and ϕ over (t i ,t i+1 ), let for t ∈ (t i ,t i+1 ), 19) and define (ζ(t i+1 ), ψ(t i+1 ), η(t i+1 )) by continuity.
Now we verify that (ζ, ψ, η) is the required trajectory, namely: (1) (ζ, ψ) ∈ C T , (2) η =Γ(ψ), (3) ϕ ∈ S T (ζ, ψ) and, (4) parts (a)-(c) of the lemma are satisfied.
We will refer to (t i ,t i+1 ) as a type 1 (resp. type 2) interval if it corresponds to Case 1 (resp. Case 2) and begin by making the following observations.
is immediate from (5.15), (5.17), and (5.18). The second coordinate equality (ψ k =ψ k ) follows from the fact that if ψ k (t i ) =ψ k (t i ) then, by (5.15) and the second line of (5.19),
Similarly, the equality for the third coordinate (η k =η k ) follows from the fact that if η k (t i ) =η k (t i ), then (5.15), the third line of (5.19), and the fact thatη k stays constant over
Indeed, the only case we need to consider is when k ≤ K − 1, (t i−1 ,t i ) is a type 2 interval, and (making the dependence on i explicit)t i ∈B i−1 . In this case ζ k (t i ) = 1 and sinceπ(t i ) ≥π(t) ≥ K for t ∈ (t i ,t i+1 ), we haveζ k (t i ) = 1 as well.
• The first two observations together with (5.15), (5.17), and (5.18) show that ζ k is absolutely continuous for every k ∈ N 0 . Also by construction, ψ k and η k are absolutely continuous as well for every k ∈ N.
• ζ clearly satisfies parts (i)-(iii) in the definition of C T .
• From the definition of B, (5.15), and the third line of (5.19) we see thatη
From the above observations we see that equations (2.7) and (2.9)-(2.10) hold for all i ≥ K. We now verify that (2.7) and (2.9)-(2.10) hold for
It follows from (5.19) that for each t in a type 2 interval (t i ,t i+1 ] and k ≤ K,
where the first equality on the second line is from (5.17). From (5.15) it is clear that the above equality also holds when (t i ,t i+1 ] is a type 1 interval.
It then remains to show
Once again, if (t i ,t i+1 ) is a type 1 interval, from the observation in the second bullet above, 
Combining the above observations we now have that (ζ, ψ) ∈ C T and that η =Γ(ψ) proving statements (1) and (2) . Also from (5.15) and (5.19) it is clear that ϕ ∈ S T (ζ, ψ), proving statement (3).
Finally we prove statement (4), namely that parts (a)-(c) of the lemma hold. For part (a), note that A and B ∪ C = (t i ,t i+1 ) ∖ A are both finite unions of disjoint intervals. Also, by construction,
Therefore part (a) holds.
We now consider part (b).
, where the latter is a type 2 interval,
where the second inequality uses ϕ 0 = ϕ k = 0 on B, the third uses Lemma A.1(b), and the last uses (5.14). Also, the above inequality clearly holds for a type 1 interval.
Recalling the definition of ε, we have
It follows from (5.17) that, on a type 2 interval, ζ(t) =ζ(t) for t ∈ A ∪ C. While for t ∈ B, we must have t ∈ U j ≐ (u j , s j ) for some j ∈ N, such that u j ∈ C and t − u j < ε. It then follows from (5.18), (5.16), and (5.13) that
Once again, on a type 1 interval the above inequality holds trivially. Combining above estimates gives
This verifies part (b).
Finally we consider part (c). Using (5.17), (5.18) , and the definitions of B and ε we have for a type 2 interval
The above bound holds clearly for a type 1 interval. From this and (5.12) we have
This gives part (c) and completes the proof of the lemma.
With Lemma 5.3 in hand, we can now use an inductive argument to prove the following Lemma which will play a key role in the proof of Lemma 5.2.
Lemma 5.4. Fix σ ∈ (0, 1) and (ζ,ψ) ∈ C T with I T (ζ,ψ) < ∞. There exists (ζ, ψ) ∈ C T such that a) There exists a N ∈ N and a finite partition 0 = t 0 < t 1 < ⋯ < t N = T such that π(t) is constant over each
Proof. Let M ∈ N be the smallest nonnegative integer such that
Existence of such a M is a consequence of property (iii) of
is the desired trajectory, on noting that over each (t i , t i+1 ), π(t) is either less than 1, which means π(t) = 0, or π(t) is some constant c i ≥ 1.
We now prove Lemma 5.2 by further modifying the trajectory in Lemma 5.4 so that it has nice properties when π(t) changes.
Proof of Lemma 5.2. Fix σ ∈ (0, 1) and (ζ,ψ) ∈ C T with I T (ζ,ψ) < ∞. By Lemma 5.4, there exists (ζ,ψ) ∈ C T such that (a) There exists a N ∈ N and a finite partition 0 =t 0 <t 1 < ⋯ <tN = T such thatπ(t) =c i is constant over each
We will next modify (ζ,ψ,φ) to get (ζ, ψ, ϕ) that satisfies properties (ii) and (v) in the statement while preserving properties (i), (iii), and (iv) that are satisfied by (ζ,ψ). Finally we will make one additional modification that will guarantee that property (vi) holds as well.
Since (ζ k ,ψ k )M k=0 are uniformly continuous on [0, T ], there exists some εM ∈ (0, ∞) such that
From the finiteness of the cost in (5.25)
where the first inequality is from Lemma A.1 (b). Thus we can assume without loss of generality that εM is small enough so that
, whenever Leb(B) ≤ εM .
Consider the interval [t i ,t i+1 ) for each fixed i = 0, 1, . . . ,N − 1. We will usually suppress the dependence on i (of K,K, δ below) for ease of notation.
First modification of the trajectory.
Case II:π(t i ) >c i and ∫ [t i ,t i +∆t i ]×[0,1]φ 0 (s, y) ds dy > 0 for every ∆t i ∈ (0,t i+1 −t i ). In this case we modify (ζ,ψ,φ) as follows.
We first claim that we can assume that (ζ,ψ) andφ ∈ S T (ζ,ψ) are such thatφ K (t) = 0 for t ∈ (t i ,t i + ε) whenever K > 0, and parts (a)-(c) and (5.25) hold with σ 16 and σ 8 replaced with 3σ 16.
To see this, suppose K > 0. For t ∈ (t i ,t i + ε), sinceπ(t) = K, we havē
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and hence for a.e. t ∈ (t i ,t i + ε)
We now modify (ζ,ψ,φ) as follows. Replaceφ K (t, y),φ 0 (t, y), andψ K , for t ∈ (t i ,t i + ε], bȳ
It is easy to check that the new trajectory is still in C T and has the finite partition property (a) as (ζ,ψ).
The contribution to the difference between the two trajectories over the interval (t i ,t i + ε) can be estimated as (5.30)
where the last inequality is due to (5.27).
The additional cost of making such a replacement is where the first inequality follows from the convexity of (⋅) and the second inequality uses (5.29) and the fact that (x) − (y) ≤ (0) for 0 ≤ x ≤ y.
Combining the contributions to the errors and cost differences over all intervals
We have thus proved the claim.
Abusing notation, we denote (ζ new ,ψ new ,φ new ) once more as (ζ,ψ,φ) and recall that parts (a)-(c) and (5.25) hold with σ 16 and σ 8 replaced with 3σ 16.
We now return to constructing our modification of (ζ,ψ,φ) on [t i ,t i+1 ) under Case II. Sincē ζ K+1 (t) < 1 over (t i ,t i+1 ) andK > K in Case II, we have
Let δ be the largest value in (0, ε) such that (5.33) λ
We now modify (ζ,ψ,φ) on the time interval [t i ,t i+1 ) as follows. Let
Having made such a modification to the control over each interval (t i ,t i+1 ), consider (ζ, ψ, η) driven by ϕ, given (on (t i ,t i+1 )) as follows,
(5.34)
We now check that (ζ, ψ) ∈ C T and ϕ ∈ S T (ζ, ψ). For this it suffices to check the evolution of the K-th and (K + 1)-th coordinates on each [t i ,t i + ε].
by construction, and it is clear that (2.7) holds for the K-th coordinate.
by construction and the claim made below (5.28) (which has been verified), showing that (2.7), (2.9), and (2.10) hold once more for the K-th coordinate. Therefore we have the desired evolution of the K-th coordinate.
, (2.9), and (2.10) for the (K + 1)-th coordinate over this interval. As for t ∈ (t i + δ,t i + ε], note that
where the first equality uses (5.32) and the last equality follows from (5.33). The above equality in particular implies that
and the inequality ζ K+1 (t) −ζ K+1 (t) ≥ 0 together with the fact that ζ K+2 (t) =ζ K+2 (t) for t ∈ (t i ,t i+1 ) gives r K+1 (t) ≥r K+1 (t) for t ∈ (t i + δ,t i + ε]. From this and the definition of 
and similarly
From these two displays along with (5.34) and the observation that ζ (2.9) , and (2.10) for the (K + 1)-th coordinate when t ∈ (t i + δ,t i + ε]. This proves that (ζ, ψ) ∈ C T and ϕ ∈ S T (ζ, ψ).
Since δ is the largest value in (0, ε) such that (5.33) holds, from the definition of ζ K+1 we must have ζ K+1 (t) < 1 for t ∈ (t i + δ,t i + ε]. This implies that π(t) = K is constant for t ∈ (t i + δ,t i + ε).
On [t i ,t i + δ], since ϕ 0 (t, y) = 0, π(t) must be non-increasing, and hence must be a piecewise constant function which can be decomposed into a finite number of intervals. Therefore properties (i) and (ii) hold. We now estimate the (possible) increase in cost. Note that
Therefore the cost after making such modifications to each interval (t i ,t i + ε) can be bounded as
The difference in the trajectories is estimated as follows. Since ζ K+1 (t) is a monotone decreasing interpolation of ζ K+1 (t i ) and ζ K+1 (t i + ε) for t ∈ [t i ,t i + ε], we have
where the second inequality uses (5.26) and the last equality follows from (5.35). Therefore
For each k = 1, . . . ,M + 1 and t ∈ [t i ,t i + ε], using the definition of ψ k one has
(λφ 0 (s, y) +φ k (s, y)) ds dy.
As a result
by (5.27) . From this and (5.37) we have
This combined with (ζ,ψ) − (ζ,ψ) ∞ ≤ 3σ 16 gives property (iii) with σ replaced by σ 2.
Second modification of the trajectory.
We now introduce one last modification to (ζ, ψ, ϕ) so that property (vi) holds. Take M > M + 2 large enough such that
Note that
where the last line uses (1) = 0. Once again, abusing notation, we denote (ζ new , ψ new , ϕ new ) as (ζ, ψ, ϕ). Clearly, properties (i), (ii), (iii), (iv) and (vi) are satisfied by the above modification.
For property (v), let ϕ σ ∈ S T (ζ, ψ) be any σ 2 optimal control. Choose δ * sufficiently small so that
Define, for each i, ϕ * (t) = ϕ(t) for t ∈ (t i , t i + δ * ), and for t ∈ [t i + δ * , t i+1 ), let ϕ * k (t) = 1 for k ≥ M , and ϕ * k (t) = ϕ 
Compact Sub-level Sets
In this section we prove the third statement in the proof of Theorem 2.4, namely the property that I T is a rate function. For this we need to show that for every M ∈ N, the set
. Now fix such a M and a sequence {(ζ n , ψ n )} ⊂ Γ M . It suffices to show that the sequence has a convergent subsequence with the limit in the set Γ M . From the definition of I T , it follows that (ζ n , ψ n ) ∈ C T and there exists a control ϕ n ∈ S T (ζ n , ψ n ) such that for every n (6.1)
We follow the convention that ζ n 0 = ψ n 0 = 1. We first show pre-compactness of the sequence {(ζ n , ψ n , ϕ n )} n∈N 0 . Recall the compact metric spaces S N , for N ∈ N, introduced in Section 3.2.
Proof. Pre-compactness of {ϕ n } n∈N 0 is immediate from the compactness of S M +1 .
We next prove pre-compactness of {ψ n k } for each fixed k ∈ N. From the definition of ψ n in (2.9)-(2.10) we have
It then follows from (6.1) and Lemma A.1 that
We now show that {ψ n k } is equicontinuous. Note that for any 0 < t − s ≤ δ and K > 0, and equicontinuity of {ψ n k } follows upon sending K → ∞. Pre-compactness of {ψ n k } for each k, and therefore of {ψ n }, now follows from the Arzela-Ascoli Theorem. Pre-compactness of {ζ n } n∈N in C R ∞ follows immediately from the precompactness of {ψ n } and the Lipschitz property of the Skorokhod map proved in Lemma 2.2.
We now characterize the limit points of (ζ n , ψ n , ϕ n ).
Lemma 6.2. Suppose (ζ n , ψ n , ϕ n ) converges along a subsequence to (ζ, ψ, ϕ) ∈ C R ∞ ×R ∞ ×S M +1 . Combining this with (6.2) gives (b).
Finally consider part (c). The fact that (ζ, ψ) satisfies property (ii) and (iv) of C T is an immediate consequence of the fact that (ζ n , ψ n ) satisfy these properties and the Lipschitz property of the Skorokhod map proved in Lemma 2.2. Property (i) follows from this and Remark 2. where the last inequality is from (6.1) and Remark 2.3. This completes the proof that (ζ, ψ) ∈ C T . The fact that ϕ ∈ S T (ζ, ψ) is now immediate from part (b).
We now return to the proof of compactness of Γ M . Consider a sequence {(ζ n , ψ n )} ⊂ Γ M . Then Lemma 6.1 shows that such a sequence is precompact and Lemma 6.2 shows that any limit point (ζ, ψ) of (ζ n , ψ n ) is in Γ M . This establishes the desired compactness.
Bounds on Probabilities of Long Queues
In this section we prove Theorem 2.5. Fix j ≥ 3 and recall the notation G j , F j from Section 2.4. From the LDP in Theorem 2.4 and since G j ⊂ F j lim inf n→∞ 1 n log(P(X n ∈ G j )) ≥ −I T (G j ), lim sup n→∞ 1 n log(P(X n ∈ G j )) ≤ lim sup n→∞ 1 n log(P(X n ∈ F j )) ≤ −I T (F j ).
In order to prove the first statement in the theorem we first solve for I T (F j ) and then show that I T (F j ) = I T (G j ).
Fix ε > 0, (ζ, ψ) ∈ F j , and ϕ ∈ S T (ζ, ψ) with Since all queues are of length one at time 0, we have that 0 = τ 1 ≤ τ 2 ≤ ⋯ and ζ k (τ i ) = 1 {k≤i} . We can assume without loss of generality that τ j−1 = T . To see this, note that if τ j−1 < T , then we can consider the delayed trajectory (ζ,ψ) defined by (ζ(t),ψ(t)) = (ζ(0), ψ(0)), 0 ≤ t ≤ T − τ j−1 , (ζ(t),ψ(t)) = (ζ(t − (T − τ j−1 ), ψ(t − (T − τ j−1 )), T − τ j−1 < t ≤ T. Since the cost over time [0, T − τ j−1 ] is zero, we have I T (ζ,ψ) ≤ I T (ζ, ψ). Thus henceforth we assume τ j−1 = T .
We can further assume without loss of generality that ζ k (t) is non-decreasing in t for each k ∈ N. To see this, consider the new trajectoryζ defined bȳ ζ k (t) = max 0≤u≤t ζ k (u), k ∈ N.
Note that this says that for each i and t ∈ (τ i , τ i+1 ), ζ k (t) = 1, k ≤ i;ζ i+1 (t) = max 0≤u≤t ζ i+1 (u);ζ k (t) = 0, k ≥ i + 2.
We claim thatζ i+1 is absolutely continuous andζ ′ i+1 (t) = ζ ′ i+1 (t)1 {ζ i+1 (t)=max 0≤u≤t ζ i+1 (u)} a.e. t ∈ (τ i , τ i+1 ), for ever i. Absolute continuity is immediate on noting that 0 ≤ζ i+1 (t 2 ) −ζ i+1 (t 1 ) ≤ max t 1 ≤s≤t 2 ζ i+1 (s) − ζ i+1 (t 1 ) for τ i ≤ t 1 ≤ t 2 ≤ τ i+1 , for every i. Note also that for a.e. t ∈ (τ i , τ i+1 ) such that ζ ′ i+1 (t) andζ ′ i+1 (t) exist, if ζ i+1 (t) < max 0≤u≤t ζ i+1 (u), thenζ ′ i+1 (t) = 0. On the other hand, if ζ i+1 (t) = max 0≤u≤t ζ i+1 (u), we have two possible cases:
• Case 1: there exists a sequence t n → t+ with ζ i+1 (t n ) = max 0≤u≤tn ζ i+1 (u). In this casē
• Case 2: A sequence t n as in Case 1 does not exist, namely there exists some t 0 ∈ (t, τ i+1 ) such that ζ i+1 (s) < max 0≤u≤s ζ i+1 (u) for all s ∈ (t, t 0 ). Then we must haveζ i+1 (s) =ζ i+1 (t) for all s ∈ (t, t 0 ), and henceζ ′ i+1 (t) = 0. From this and ζ i+1 (t) = max 0≤u≤t ζ i+1 (u) we have ζ i+1 (s) ≤ ζ i+1 (t) for all s ∈ (0, t 0 ). Therefore ζ ′ i+1 (t) = 0 =ζ ′ i+1 (t).
This proves the claim.
Define the controlφ over the interval (τ i , τ i+1 ) as ϕ k (t, y) = ϕ k (t, y)1 {ζ i+1 (t)=max 0≤u≤t ζ i+1 (u)} + 1 {ζ i+1 (t)<max 0≤u≤t ζ i+1 (u)} , k ∈ N 0 and define the correspondingψ by (2.9) and (2.10) usingζ andφ. Now we show that (ζ,ψ) ∈ C T . For this it suffices to verify property (iv) of C T . Let, for t ∈ (τ i , τ i+1 )
Note that for a.e. t, if ζ i+1 (t) = max 0≤u≤t ζ i+1 (u), then (ζ ′ ,ψ ′ ,η ′ ) = (ζ ′ , ψ ′ , η ′ ) and hencē
If ζ i+1 (t) < max 0≤u≤t ζ i+1 (u), using the definition of (ζ,ψ,η,φ) it can be verified that the above equation still holds. In particular to check the equation for k = i + 1 we use the facts
(t)1 {ζ i+1 (t)=max 0≤u≤t ζ i+1 (u)} = 0. Therefore (2.7) holds for (ζ,ψ,η). Thus we have that (ζ,ψ) ∈ C T ,φ ∈ S T (ζ,ψ), and I T (ζ,ψ) ≤ (ϕ k (s, y)) ds dy.
We have therefore shown that one can assume without loss of generality that ζ k (t) is nondecreasing in t for each k ∈ N. Henceforth we will assume that this holds. Note that, in particular this says that ζ 1 (t) = 1 for all t ∈ [0, T ]. From the above display, (2.9), (2.10), and the assumption that π(t) ≐ max{k ∶ ζ k (t) = 1} ≤ j − 1 we have 
From (2.7) we have
1 = ∞ k=1 (ζ k (τ i+1 ) − ζ k (τ i )) = j−1 k=1 (ψ k (τ i+1 ) − ψ k (τ i )) = [τ i ,τ i+1 ]×[0,1]
