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The dynamical behaviors of vacuum states for one-dimensional
compressible Navier–Stokes equations with density-dependent
viscosity coeﬃcient are considered. It is ﬁrst shown that a unique
strong solution to the free boundary value problem exists globally
in time, the free boundary expands outwards at an algebraic
rate in time, and the density is strictly positive in any ﬁnite
time but decays pointwise to zero time-asymptotically. Then, it
is proved that there exists a unique global weak solution to the
initial boundary value problem when the initial data contains
discontinuously a piece of continuous vacuum and is regular away
from the vacuum. The solution is piecewise regular and contains
a piece of continuous vacuum before the time T∗ > 0, which is
compressed at an algebraic rate and vanishes at the time T∗ ,
meanwhile the weak solution becomes either a strong solution
or a piecewise strong one and tends to the equilibrium state
exponentially.
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1. Introduction
The compressible Navier–Stokes equations (CNS) with density-dependent viscosity coeﬃcient are
taken into granted recently. The prototype is the physical model of the viscous Saint-Venant system
used widely in geophysical ﬂow [28] to simulate the motion of water surface in shallow region. Its
mathematical derivation is made recently based on the motion of three-dimensional incompressible
viscous ﬂuids in shallow region with free surface condition on the top and Navier type boundary
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R.X. Lian et al. / J. Differential Equations 248 (2010) 1926–1954 1927condition at the bottom of ﬁnite depth [6,23]. In general, the 1D compressible isentropic Navier–
Stokes equations with density-dependent viscosity coeﬃcient take the form
{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x + px −
(
μ(ρ)ux
)
x = 0, x ∈R, t > 0,
(1.1)
where ρ  0 and u denote the density and velocity respectively. p(ρ) = ργ with γ > 1 is the pressure
and μ(ρ) = ρα with α > 0 is the Lamé viscosity coeﬃcient. Note here that the case γ = 2 and α = 1
in (1.1) corresponds to the viscous Saint-Venant system.
It is convinced that compressible Navier–Stokes equations with density-dependent viscosity is suit-
able to model the dynamics of compressible viscous ﬂow in the appearance of vacuum as pointed out
in [13,22]. Indeed, it has been shown that compressible Navier–Stokes equations with constant vis-
cosity coeﬃcients have singular behaviors near vacuum region [13]. To overcome this problem, the
viscous compressible model (1.1) is introduced in [22] and the well-posedness of weak solution to
free boundary value problem for (1.1) is established successfully. Since then, abundant results about
the global existence to free boundary value problem for (1.1) have been obtained, subject to different
kinds of boundary conditions about whether the ﬂow density connects with vacuum state contin-
uously or not, refer to [5,9,10,18,20–22,27,30,31] and references therein. Concerned with the global
existence of strong or weak solution in one dimension or multi-dimension, the interested readers can
refer to [2–4,7,8,17,24,25,29,34] and references therein.
Recently, some important results have been made about the dynamics of global weak solution
to CNS (1.1) with constant viscosities in the appearance of vacuum. It is shown in [22] that the
ﬂow density decays to zero at an optimal algebraic rate (1 + t)− 1γ due to the conservation of mass
and the fact that the ﬂow expands outwards at the algebraic rate (1 + t) 1γ . The expanding rate
of the interface is also shown [26] for the free boundary value problem of the viscous compress-
ible and heat-conductive ﬂow. Hoff and Smoller [15] proved that weak solution of the compressible
Navier–Stokes equation (1.1) in one space dimension does not exhibit vacuum states in any ﬁnite time
provided that no vacuum is present initially. Such a result was extended to the spherically symmetric
case in [33]. Hoff–Santos [14] recently made important progress on the propagation of singularities of
the CNS with constant viscosity coeﬃcients in whole space. One of the key facts therein is the non-
degeneracy (constant) of viscosities near the vacuum, which provides the suﬃcient a priori control on
the velocity and makes it possible to deﬁne the particle path everywhere so as to trace the motion of
vacuum and derives the upper and lower bounds of the density near the vacuum region.
For (1.1) with density-dependent viscosity coeﬃcient (which is degenerate in the appearance of
vacuum), the situation becomes rather complicated since the solution may behave rather singularly
due to the strong degeneracy at vacuum, and it is far from satisfaction concerned with the similar
dynamical behaviors of global weak solutions in the appearance of vacuum. Recently, the phenomena
of ﬁnite time vanishing of vacuum is observed for the initial boundary value problem to CNS (1.1) and
(2.15)–(2.17) for μ = ρα and α > 12 on spatial bounded domain [20], where it is shown for the ﬁrst
time that for any global entropy weak solutions to (1.1) connecting continuously with any possibly
vacuum states, the vacuum states vanish within ﬁnite time, and then the weak solution gains enough
regularities to become a strong one which converges to the equilibrium state exponentially in time.
However, it is not clear yet what the vacuum state behaves like dynamically before its vanishing and
whether any new vacuum state will form or not even if there is no vacuum state initially, and it
is also not known whether the phenomena of ﬁnite time vanishing of vacuum shall happen or not
for the case that either 0 < α  1/2 and the density connects with vacuum state continuously or
0 < α  1 and the density connects with vacuum state with jump discontinuity.
In the present paper, we consider both the free boundary value problem (FBVP) and the initial
boundary value problem (IBVP) for CNS (1.1), and focus on the dynamical behaviors of global weak
solutions in the appearance of vacuum, such as the ﬁnite time vanishing of vacuum state, the forma-
tion of vacuum time-asymptotically, the motion of the interface separating ﬂuids and vacuum, and the
regularities of weak solution, etc. We ﬁrst show that the FBVP for the CNS (1.1) with regular initial
data and stress free boundary condition (i.e., the FBVP (1.1) and (2.1)–(2.3) in Section 2 below) admits
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agates along particle path and expands outwards at an algebraic time-rate due to the dispersion of
total pressure in the appearance of vacuum, and the density is strictly positive from blow in any ﬁnite
time and decays pointwise to zero at an algebraic rate in time, which leads to the formation of vac-
uum time-asymptotically (refer to Theorem 2.1 in Section 2). Then, we consider the initial boundary
value problem for (1.1) in the case that the initial data contains discontinuously a piece of continuous
vacuum and is regular away from it (i.e., the IBVP (1.1) and (2.15)–(2.17) in Section 2). We show that
a unique weak solution exists globally in time which is piecewise regular and contains a piece of
continuous vacuum for some ﬁnite time T∗ > 0. The total measure of the vacuum is compressed at
an algebraic rate in time due to the expansion of the interfaces (separating ﬂow and vacuum), and
vanishes at the time T∗ as the two interfaces meet. Then, the global weak solution becomes either a
strong one or a piecewise strong one with jump discontinuity of density, depending on whether or not
the limiting density and velocity on one side of the interface equal to another one on the other side
at the time of vacuum vanishing (refer to Theorem 2.2). This extends the previous result on the ﬁnite
time vanishing of vacuum state where the ﬂow density connects continuously with vacuum [20].
The rest part of the paper is arranged as follows. In Section 2, the main results about the global ex-
istence and dynamical behaviors of global weak solution for the compressible Navier–Stokes equations
are stated, which are proved in Section 3 and Section 4 respectively.
2. Main results
We present the main results about the global existence and dynamics of solution to the FBVP (1.1),
(2.1)–(2.3) and the IBVP (1.1), (2.15)–(2.17) respectively in this section.
First of all, let us consider the FBVP for (1.1) with following initial data and boundary conditions
{
(ρ,u)(x,0) = (ρl0,ul0), x ∈ [0,a0],
u(0, t) = 0, (ργ − ραux)(a(t), t)= 0, t > 0, (2.1)
where the free boundary x = a(t) is deﬁned by
d
dt
a(t) = u(a(t), t), a(0) = a0, t > 0. (2.2)
The initial data satisﬁes for some constant ρ−l > 0
inf
x∈[0,a0]
ρl0(x) ρ−l > 0, (ρl0,ul0) ∈ W 1,∞
([0,a0]), (ργl0 − ραl0ul0x)(a0) = 0, (2.3)
and the compatibility conditions between the initial data and boundary values hold.
We have the global existence and time-asymptotical behavior of classical solution as follows.
Theorem 2.1. Let α ∈ (0,1] and γ > 1, and assume that (2.3) holds. Then, there exists a unique global strong
solution (ρ,u,a) to the FBVP (1.1) and (2.11) satisfying
C−1T  ρ ∈ L∞
(
0, T ; H1([0,a(t)]))∩ C0([0,a(t)]× [0, T ]), (2.4)
u ∈ L∞(0, T ; H1([0,a(t)]))∩ L2(0, T ; H2([0,a(t)])), (2.5)
a(t) ∈ H1([0, T ]), (ργ − ραux) ∈ L∞(0, T ; L2([0,a(t)])), (2.6)
with CT > 0 a constant dependent of the time and initial data.
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(ρ,u) ∈ C0([0,a(t)]× [0, T ]),
ρ ∈ L∞(0, T ; H1([0,a(t)])), ρt ∈ L∞(0, T ; L2([0,a(t)])),
u ∈ L∞(0, T ; H2([0,a(t)]))∩ L2(0, T ; H3([0,a(t)])),
ut ∈ L∞
(
0, T ; L2([0,a(t)]))∩ L2(0, T ; H1([0,a(t)])),
a(t) ∈ H2([0, T ]), (ργ − ραux) ∈ C0([0, T ] × ([0,a(t)])).
(2.7)
The domain expands outwards at an algebraic rate in time
C(1+ t) γγ−α  a(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(2.8)
and the density decays pointwise to zero for any x ∈ [0,a(t)] and t > 0
ρ
(
a(t), t
)= ((γ − α)t + ρl0(a0)α−γ )− 1γ−α , t > 0, (2.9)
ρ(x, t) C(1+ t)− 1γ−α +
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ t)− γ−1(γ+2α−1) , 1 < γ < 2α,
C(1+ t)− γ−1(γ+2α−1) +ν, γ = 2α,
C(1+ t)− α(γ−1)(γ+2α−1)(γ−α) , γ > 2α,
(2.10)
where C > 0 and c > 0 are positive constants dependent of the initial data and γ ,α, and ν ∈ (0,1) is a small
constant.
Remark 2.1. In a similar way as proving Theorem 2.1, we can also show the global existence of the
unique strong solution (ρ,u,b) to the FBVP (1.1) with the following initial data and boundary condi-
tions
⎧⎨
⎩
(ρ,u)(x,0) = (ρr0,ur0)(x) ∈ W 1,∞
([b0,1]), inf
x∈[b0,1]
ρr0(x) > 0,(
ργ − ραux
)(
b(t), t
)= 0, (ργr0 − ραr0ur0x)(b0) = 0, u(1, t) = 0, t > 0,
(2.11)
where x = b(t) is deﬁned by ddt b(t) = u(b(t), t), b(0) = b0. In particular, the domain expands outwards
at an algebraic rate in time as
C(1+ t) γγ−α  1− b(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(2.12)
where C and c are positive constants, and ν ∈ (0,1) is a small constant, and the density decays to
zero at the same rate as (2.9) and (2.10) for any x ∈ [b(t),1] and t > 0.
Remark 2.2. Similarly, it can be shown that the FBVP (1.1) with the initial data and free boundary
conditions
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⎩
(ρ,u)(x,0) = (ρ0,u0)(x) ∈ W 1,∞
([b0,a0]), inf
x∈[b0,a0]
ρ0(x) > 0,(
ργ − ραux
)(
b(t), t
)= 0, (ργ − ραux)(a(t), t)= 0, t > 0, (2.13)
admits a unique global strong solution (ρ,u,a,b) which satisﬁes
C(1+ t) γγ−α  a(t) − b(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(2.14)
where C and c are positive constants dependent of the initial data and γ ,α, and ν ∈ (0,1) is a small
constant.
With the help of Theorem 2.1, we are able to deal with the IBVP problem for (1.1) with the initial
data and Dirichlet boundary conditions
{
(ρ,u)(x,0) = (ρ0,u0)(x), x ∈ (0,1),
u(0, t) = u(1, t) = 0, t > 0, (2.15)
and investigate the dynamics of global weak solution in the appearance of vacuum. For simplicity, we
consider the IBVP (1.1) and (2.15) with the following piecewise regular initial data
(ρ0,u0) =
⎧⎨
⎩
(ρl0,ul0)(x), x ∈ [0,a0],
(0,0), x ∈ (a0,b0),
(ρr0,ur0)(x), x ∈ [b0,1],
(2.16)
which satisﬁes for some constants ρ−l > 0 and ρ
−
r > 0 that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
inf
x∈[0,a0]
ρl0(x) ρ−l , ρl0 ∈ W 1,∞
([0,a0]), ul0 ∈ H2([0,a0]),
inf
x∈[b0,1]
ρr0(x) ρ−r , ρr0 ∈ W 1,∞
([b0,1]), ur0 ∈ H2([b0,1]),(
ρ
γ
l0 − ραl0ul0x
)
(a0−) = 0,
(
ρ
γ
r0 − ραr0ur0x
)
(b0+) = 0,
(2.17)
and the consistency conditions between the initial data and either interfaces or boundary values hold.
Let us introduce the deﬁnition of global weak solution to the IBVP (1.1) and (2.15)–(2.17).
Deﬁnition 2.1. For any T > 0, (ρ,u) is said to be a weak solution to the IBVP (1.1) and (2.15)–(2.17),
if (ρ,u) has following regularities
{
0 ρ ∈ L∞(0, T ; L1([0,1])∩ Lγ ([0,1])), √ρu ∈ L∞(0, T ; L2([0,1])),(
ργ − ραux
) ∈ L2(0, T ; H1([0,1])), (2.18)
and Eqs. (1.1) are satisﬁed in the sense of distributions. Namely, it holds for all ϕ ∈ C∞0 ([0,1]× [0, T ))
that
1∫
ρ0ϕ(x,0)dx+
T∫ 1∫
ρϕt dxdt +
T∫ 1∫ √
ρ
√
ρuϕx dxdt = 0, (2.19)
0 0 0 0 0
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1∫
0
ρ0u0ψ(x,0)dx+
T∫
0
1∫
0
(√
ρ
√
ρuψt + (√ρu)2ψx +
(
ργ − ραux
)
ψx
)
dxdt = 0. (2.20)
Moreover, it holds u ∈ L∞(0, T ; H1(Ω)) with Ω = [0,a1]∪[b1,1] for some a1 ∈ (0,a0) and b1 ∈ (b0,1),
and the boundary conditions (2.15)2 are satisﬁed in the sense of trace.
We have the following results.
Theorem 2.2. Assume that α ∈ (0,1], γ > 1, and (2.16)–(2.17) hold. Then, there exists a unique global weak
solution (ρ,u) to the IBVP (1.1) and (2.15)–(2.17) in the sense of Deﬁnition 2.1. In particular, there exist a time
T∗ > 0 and a constant ρ∗ > 0 so that
⎧⎨
⎩
0 < a(t) < b(t) < 1, t ∈ [0, T∗),
a(T∗) = b(T∗),
infρ > ρ∗ > 0, t ∈ [T∗,∞),
(2.21)
where x = a(t) and x = b(t) are deﬁned by a′(t) = u(a(t), t), a(0) = a0 , b′(t) = u(b(t), t), b(0) = b0 , so that
it holds
(
ργ − ραux
)(
a(t), t
)= (ργ − ραux)(b(t), t)= 0, t ∈ [0, T∗).
And the solution (ρ,u) satisﬁes the following properties:
(i) For t ∈ [0, T∗), the weak solution (ρ,u) has the following structure
(ρ,u) =
⎧⎨
⎩
(ρl,ul)(x, t), (x, t) ∈ [0,a(t)] × [0, T∗),
(0,0), (x, t) ∈ (a(t),b(t)) × [0, T∗),
(ρr,ur)(x, t), (x, t) ∈ [b(t),1] × [0, T∗),
(2.22)
where (ρl,ul) and (ρr,ur) are strong solutions to the FBVP (1.1) and (2.1) and FBVP (1.1) and (2.11)
respectively for t ∈ [0, T∗). The vacuum state is compressed at the algebraic rate for t ∈ [0, T∗) as
0 < b(t) − a(t)
⎧⎪⎨
⎪⎩
1− c(1+ t), 1 < γ < 2α,
1− c(1+ t)1−ν, γ = 2α,
1− c(1+ t) αγ−1 , γ > 2α,
(2.23)
where c > 0 is a generic constant dependent of the initial data and γ ,α, and ν ∈ (0,1) is a small constant.
(ii) For t ∈ [T∗,∞), one of following two cases holds:
(a) If (ρl,ul)(a(T∗), T∗) = (ρr,ur)(b(T∗), T∗), then the weak solution (ρ,u) becomes a strong solution
for t > T∗ and satisﬁes⎧⎪⎨
⎪⎩
ρ∗  ρ(x, t) ρ∗, (x, t) ∈ [0,1] × [T∗,+∞),
ρ ∈ L∞(T∗, t; H1[0,1]), ρt ∈ L∞(T∗, t; L2[0,1]),
u ∈ L∞(T∗, t; H1[0,1])∩ L2(T∗, t; H2[0,1])∩ H1(T∗, t; L2[0,1]),
(2.24)
and
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where ρ∗ , ρ∗ , C1 and C2 are positive constants dependent of the initial data, and ρ¯ =
∫ 1
0 ρ0 dx.
(b) If (ρl,ul)(a(T∗), T∗) 	= (ρr,ur)(b(T∗), T∗), and it holds for a constant δ > 0 that
∣∣((γ − α)T∗ + ρl0(a0)α−γ )− 1γ−α − ((γ − α)T∗ + ρr0(b0)α−γ )− 1γ−α ∣∣< δ, (2.26)
then, there is a curve x = y(t) ∈ (0,1) deﬁned by
y˙(t) = u(y(t), t), t > T∗, y(T∗) = a(T∗), (2.27)
along which it holds
[
u
(
y(t), t
)]= 0, [ργ (y(t), t)]= [ραux(y(t), t)], t > T∗, (2.28)
where [ f ] := f (y(t) + 0, t) − f (y(t) − 0, t), so that away from x = y(t) the weak solution (ρ,u) is
regular
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρ∗  ρ(x, t) ρ∗, (x, t) ∈
([
0, y(t)
)∪ (y(t),1])× [T∗,+∞),
ρ ∈ C0(([0, y(t) − 0)∪ (y(t) + 0,1])× [T∗, t]),
u ∈ L∞(T∗, t; H1[0,1])∩ C0([0,1] × (T∗, t]),
ρx,uxx ∈ L2
(
T∗, t; L2
([
0, y(t) − 0)∪ (y(t) + 0,1])),
(2.29)
and the jump of density decays exponentially along the curve x = y(t)
∣∣[ρα(y(T∗), T∗)]∣∣e−c0(t−T∗)  ∣∣[ρα(y(t), t)]∣∣ ∣∣[ρα(y(T∗), T∗)]∣∣e−C0(t−T∗), t  T∗.
(2.30)
The solution (ρ,u) tends to the equilibrium state exponentially
∥∥(ρ − ρ¯)(·, t)∥∥C([0,y(t)−0)∪(y(t)+0,1]) + ∥∥u(·, t)∥∥C([0,1])  C2e−C1(t−T∗), t > T∗, (2.31)
where ρ∗ , ρ∗ , c0 , C0 , C1 , C2 are positive constants dependent of initial data and ρ¯ =
∫ 1
0 ρ0 dx.
Remark 2.3. (1) Theorem 2.2 implies the ﬁnite time vanishing of vacuum state for all α ∈ (0,1].
In particular, it also presents the evolution and compression of vacuum state before its vanishing.
This extends the previous one in [20] for the case α > 12 . Note that the constant c in (2.23) can be
computed explicitly which depends on the initial data and γ ,α.
(2) The condition (2.26) can be satisﬁed in the case, for instance, that the time T∗ of vacuum
vanishing is large enough or the strength |ρl0(a0) − ρr0(b0)| is small enough.
Remark 2.4. Let 0 < α  1, γ > 1, and consider the FBVP (1.1) with the boundary conditions
(
ργ − ραux
)(
a1(t), t
)= 0, (ργ − ραux)(b1(t), t)= 0, (2.32)
where x = a1(t) and x = b1(t) are deﬁned by a′1(t) = u(a1(t), t), a1(0) = a10, b′1(t) = u(b1(t), t),
b1(0) = b10, and the initial data
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⎧⎨
⎩
(ρl0,ul0)(x), x ∈ [a10,a0],
(0,0), x ∈ (a0,b0),
(ρr0,ur0)(x), x ∈ [b0,b10],
(2.33)
which satisﬁes the compatibility conditions and⎧⎪⎨
⎪⎩
inf
x∈[a10,a0]
ρl0(x) > 0, ρl0 ∈ H1
([a10,a0]), ul0 ∈ H2([a10,a0]),
inf
x∈[b0,b10]
ρr0(x) > 0, ρr0 ∈ H1
([b0,b10]), ur0 ∈ H2([b0,b10]),
we can also prove the existence, uniqueness and dynamical behaviors of the weak solutions to the
FBVP (1.1), (2.32) and (2.33) as those obtained in Theorem 2.2, in particular, the solution contains
an interior vacuum state of ﬁnite measure, which is bounded by the ﬂuids from both sides for some
ﬁnite time T ′∗ > 0 and vanishes at the time t = T ′∗ . Afterwards, the solution becomes a unique strong
or piecewise strong solution.
Remark 2.5. The free boundary value problem for the spherically symmetric compressible Navier–
Stokes equation with the stress free boundary condition is investigated recently in [8], and the global
existence of weak solution and the dynamical behaviors of the solution are investigated for α = 1.
3. Proof of free boundary value problem
It is convenient to make use of the Lagrange coordinates so as to establish the uniformly a priori
estimates and prove Theorem 2.1 in this section.
Let (ρ,u,a) be a (regular) solution to the FBVP (1.1) and (2.1)–(2.3), and take the Lagrange coordi-
nates transform
ξ =
∫ x
0 ρ(y, t)dy∫ a0
0 ρl0(y)dy
, τ = t ⇔ x =
a0∫
0
ρl0(y)dy
ξ∫
0
1
ρ(y, t)
dy, t = τ . (3.1)
By (3.1) and the conservation of mass for (ρ,u,a)
a(t)∫
0
ρ(y, t)dy =
a0∫
0
ρl0(y)dy > 0, (3.2)
the boundaries x = 0 and x = a(t) are transformed into ξ = 0 and ξ = 1 respectively, and the domain
[0,a(t)] is transformed into [0,1]. The FBVP (1.1) and (2.1)–(2.3) are reformulated into
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρτ + ρ2uξ = 0,
uτ +
(
ργ
)
ξ
= (ρ1+αuξ )ξ ,
u(0, τ ) = (ργ − ρ1+αuξ )(1, τ ) = 0, τ  0,
(ρ0,u0) = (ρl0,ul0)(ξ), ξ ∈ [0,1],
(3.3)
where the initial data satisﬁes
inf[0,1]ρl0  ρ
−
l > 0, (ρl0,ul0) ∈ W 1,∞
([0,1]), (ργl0 − ρ1+αl0 ul0ξ )(1) = 0, (3.4)
for the constant ρ−l > 0, and the consistencies between the initial data and boundary values still hold.
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Similarly to the arguments used in [18,20,30], we can establish following the a priori estimates, the
details are omitted.
Lemma 3.1. Let T > 0. Under the assumptions of Theorem 2.1, it holds for any strong solution (ρ,u) to the
FBVP (3.3)–(3.4) that
1∫
0
(
u2
2
+ 1
γ − 1ρ
γ−1
)
dξ +
τ∫
0
1∫
0
ρ1+αu2ξ dξ ds =
1∫
0
(
u20
2
+ ρ
γ−1
0
γ − 1
)
dξ, τ ∈ [0, T ], (3.5)
ρ(ξ, τ ) C, (ξ, τ ) ∈ [0,1] × [0, T ], (3.6)
1∫
0
(
ρα
)2n
ξ
dξ  C(T ), τ ∈ [0, T ], (3.7)
1∫
0
u2n(ξ, τ )dξ + n(2n − 1)
τ∫
0
1∫
0
u2n−2ρ1+αu2ξ dξ ds C(T ), τ ∈ [0, T ], (3.8)
for any positive integer n ∈ N. Here and below C > 0 denotes a generic constant independent of time and
C(T ) > 0 denotes a constant dependent of the time T .
Lemma 3.2. Let T > 0. Under the assumptions of Theorem 2.1, it holds
1
2
1∫
0
(
u + (ρα)
ξ
/α
)2
(ξ, τ )dξ + 1
γ − 1
1∫
0
ργ−1(ξ, τ )dξ + αγ
τ∫
0
1∫
0
ργ+α−2ρ2ξ dξ ds
+ ργ (1, τ )a(τ ) + γ
τ∫
0
a(s)ρ2γ−α(1, s)ds
 1
2
1∫
0
(
u0 +
(
ρα0
)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ρ
γ−1
0 dξ + ργ0 (1)a0, τ ∈ [0, T ], (3.9)
where a(τ ) satisﬁes ddτ a(τ ) = u(1, τ ) and a(0) = a0 .
Proof. Multiplying (3.3)1 by ρα−1 gives
(
ρα
)
τ
/α + ρ1+αuξ = 0, (3.10)
which leads to
(
ρα
)
τξ
/α + (ρ1+αuξ )ξ = 0. (3.11)
Summing (3.11) and (3.3)2, we have
(
u + (ρα) /α) + (ργ ) = 0. (3.12)ξ τ ξ
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1
2
1∫
0
(
u + (ρα)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ργ−1 dξ + αγ
τ∫
0
1∫
0
ργ+α−2ρ2ξ dξ ds +
τ∫
0
ργ u
∣∣∣∣
ξ=1
ds
 1
2
1∫
0
(
u0 +
(
ρα0
)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ρ
γ−1
0 dξ, (3.13)
which together with the fact
τ∫
0
ργ u
∣∣∣∣
ξ=1
ds =
τ∫
0
ργ a′(s)ds
∣∣∣∣
ξ=1
= ργ a(s)∣∣
ξ=1
∣∣τ
0 + γ
τ∫
0
a(s)ργ−1ρ2uξ ds
∣∣∣∣
ξ=1
= ργ (1, τ )a(τ ) − ργ0 (1)a0 + γ
τ∫
0
a(s)ρ2γ−α(1, s)ds (3.14)
gives rise to (3.9). 
Remark 3.3. The estimate (3.9) can be also written in Eulerian coordinates for all t ∈ [0, T ] as
1
2
a(t)∫
0
ρ
(
u + ρ−1(ρα)x)2(x, t)dx+ 1γ − 1
a(t)∫
0
ργ (x, t)dx+ αγ
t∫
0
a(t)∫
0
ργ+α−3ρ2x dxds
+ ργ (a(t), t)a(t) + γ
t∫
0
a(s)ρ2γ−α
(
a(s), s
)
ds
 1
2
a0∫
0
ρ0
(
u0 + ρ−10
(
ρα0
)
x
)2
dx+ 1
γ − 1
a(t)∫
0
ρ
γ
0 dx+ ργ0 (a0)a0. (3.15)
Lemma 3.4. Let T > 0, for n ∈ N, and n > 1+α4(γ−α) . Under the assumptions of Theorem 2.1, it holds for the
solution (ρ,u) to the FBVP (3.3)–(3.4) that
τ∫
0
∥∥(ργ )2n
ξ
∥∥
L∞([0,1]) ds C(T ), τ ∈ [0, T ]. (3.16)
Proof. By (3.3)1,2, we have
(
ρα
)
ξ
(ξ, τ ) = (ρα0 )ξ (ξ) − αu(ξ, τ ) + αu0(ξ) − α
τ∫
0
(
ργ
)
ξ
(ξ, s)ds. (3.17)
It follows from (3.4), (3.6), (3.17) and Cauchy–Schwartz inequality that
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0
∥∥(ργ )2n
ξ
∥∥
L∞([0,1]) ds
= γ
2n
α2n
τ∫
0
∥∥ρ2n(γ−α)(ρα)2n
ξ
∥∥
L∞([0,1]) ds
 C(T ) + C(T )
τ∫
0
∥∥ρ2n(γ−α)u2n∥∥L∞([0,1]) ds + C(T )
τ∫
0
s∫
0
∥∥(ργ )2n
ξ
∥∥
L∞([0,1]) dl ds
 C(T ) + C(T )
τ∫
0
s∫
0
∥∥(ργ )2n
ξ
∥∥
L∞([0,1]) dl ds, (3.18)
where we have used
τ∫
0
∥∥ρ2n(γ−α)u2n∥∥L∞([0,1]) ds

τ∫
0
1∫
0
ρ2n(γ−α)u2n dξ ds +
τ∫
0
1∫
0
∣∣(ρ2n(γ−α)u2n)
ξ
∣∣dξ ds
 C(T ) + C
τ∫
0
1∫
0
(
ρ2(2n(γ−α)−α)ρ2α−2ρ2ξ + u4n + ρ4n(γ−α)−(1+α)u2n + ρ1+αu2n−2u2ξ
)
dξ ds
 C(T ), (3.19)
derived from (3.6)–(3.8). Applying the Gronwall’s inequality to (3.18), we obtain (3.16). 
We show the lower bound of density.
Lemma 3.5. Let T > 0. Under the assumptions of Theorem 2.1, it holds for the solution (ρ,u) to the FBVP (3.3)–
(3.4) that
ρ(ξ, τ ) C(T ), (ξ, τ ) ∈ [0,1] × [0, T ]. (3.20)
Proof. Denote
v(ξ, τ ) = 1
ρ(ξ, τ )
, β = 2(1+ α).
By (3.3)1, we have
vτ = uξ . (3.21)
Multiplying (3.21) by βvβ−1, integrating the resulted equation over [0,1] × [0, τ ] and using (3.17),
Lemma 3.4, we can obtain
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0
vβ dξ + β(β − 1)
τ∫
0
1∫
0
vα+β−1u2 dξ ds
=
1∫
0
vβ0 dξ + β
τ∫
0
vβ−1u ds
∣∣∣∣
ξ=1
+ β(β − 1)
α
τ∫
0
1∫
0
vα+β−1u
(
ρα0
)
ξ
dξ ds
+ β(β − 1)
τ∫
0
1∫
0
vα+β−1uu0 dξ ds − β(β − 1)
τ∫
0
1∫
0
vα+β−1u
s∫
0
(
ργ
)
ξ
dl dξ ds
 C(T ) + C
τ∫
0
vβ−1u ds
∣∣∣∣
ξ=1
+ β(β − 1)
2
τ∫
0
1∫
0
vα+β−1u2 dξ ds. (3.22)
Since it holds due to (3.3)1 and boundary conditions (3.3)3 that
ρ(1, τ ) = ((γ − α)τ + ρα−γ0 )− 1γ−α  C(T ), (3.23)
we have by (3.5) that
τ∫
0
|u|dξ  C
τ∫
0
(( 1∫
0
u2 dξ
) 1
2
+
( 1∫
0
ρ1+αu2ξ dξ
) 1
2
( 1∫
0
v1+α dξ
) 1
2
)
ds
 C(1+ τ ) + C
τ∫
0
1∫
0
vβ dξ ds. (3.24)
Substituting (3.23) and (3.24) to (3.22), we have
1∫
0
vβ dξ + β(β − 1)
2
τ∫
0
1∫
0
vα+β−1u2 dξ ds C(T ) + C(T )
τ∫
0
1∫
0
vβ dξ ds, (3.25)
and then for β = α + 1
1∫
0
v2(1+α) dξ  C(T ). (3.26)
It follows from (3.7), (3.23) and (3.26) that
v(ξ, τ )
1∫
0
|vξ |dξ + v(1, τ ) C
( 1∫
0
v2(1+α) dξ
) 1
2
( 1∫
0
∣∣(ρα)
ξ
∣∣2 dξ
) 1
2
+ C(T ) C(T ), (3.27)
which implies (3.20). 
We also have the regularity estimates for the solution (ρ,u,a) to the FBVP (3.3)–(3.4) as follows.
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(3.4) that
ρ ∈ L∞(0, T ; H1([0,1]))∩ C0([0,1] × [0, T ]), (3.28)
u ∈ L∞(0, T ; H1([0,1]))∩ L2(0, T ; H2([0,1])), (3.29)
a(τ ) ∈ H1([0, T ]), (ργ − ρ1+αuξ ) ∈ L∞(0, T ; L2([0,1])), (3.30)
where a = a(τ ) satisﬁes ddτ a(τ ) = u(1, τ ) and a(0) = a0 .
If it is also satisﬁed that
ul0 ∈ H2
([0,1]), (3.31)
then it also holds ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(ρ,u) ∈ C0([0,1] × [0, T ]),
ρ ∈ L∞(0, T ; H1([0,1])), ρt ∈ L∞(0, T ; L2([0,1])),
u ∈ L∞(0, T ; H2([0,1]))∩ L2(0, T ; H3([0,1])),
ut ∈ L∞
(
0, T ; L2([0,1]))∩ L2(0, T ; H1([0,1])),
a(τ ) ∈ H2([0, T ]), (ργ − ρ1+αuξ ) ∈ C0([0, T ] × ([0,1])).
(3.32)
Proof. Taking the inner product between (3.3)2 and ρ−(1+α)uτ , integrating the resulted equation over
[0,1], and making use of the boundary condition (3.3)3, we obtain
d
dτ
1∫
0
(
1
2
u2ξ − ργ−(1+α)uξ
)
dξ +
1∫
0
ρ−(1+α)u2τ dξ
= [γ − (1+ α)]
1∫
0
ργ−αu2ξ dξ − (1+ α)
1∫
0
ργ−(2+α)ρξuτ dξ + (1+ α)
1∫
0
ρ−1ρξuξuτ dξ.
(3.33)
Integrating (3.33) over [0, τ ], using Lemma 3.1, the uniform upper and lower bounds of the density
C(T ) ρ(ξ, τ ) C, (ξ, τ ) ∈ [0,1] × [0, T ], (3.34)
we can verify
1∫
0
u2ξ dξ +
τ∫
0
1∫
0
ρ−(1+α)u2s dξ ds C(T ) + C(T )
τ∫
0
∥∥(ργ )2
ξ
∥∥
L∞([0,1])
1∫
0
u2ξ dξ ds, (3.35)
which together with (3.34) and Lemma 3.4 implies
1∫
u2ξ dξ +
T∫ 1∫
u2τ dξ dτ  C(T ). (3.36)0 0 0
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T∫
0
1∫
0
u2ξξ dξ dτ  C(T ) + C(T )
T∫
0
1∫
0
(
ργ − ρ1+αuξ
)2
ξ
dξ dτ  C(T ). (3.37)
Thus, (3.28) follows from (3.3)2, (3.6), (3.9) and Sobolev’s imbedding theorem, and (3.29) follows from
(3.5), (3.36) and (3.37).
Differentiating (3.3)2 with respect to τ , we get
uττ + (ρ)γξτ =
(
ρ1+αuξ
)
ξτ
. (3.38)
Taking the inner product between (3.38) and uτ , integrating the resulted equation over [0,1] and
using the boundary conditions (3.3)3, we have
1
2
d
dτ
1∫
0
u2τ dξ =
1∫
0
(
ργ
)
τ
uξτ dξ −
1∫
0
(
ρ1+αuξ
)
τ
uξτ dξ. (3.39)
The right-hand side terms of (3.39) can be estimated as follows
−
1∫
0
(
ργ
)
τ
uξτ dξ 
γ
2
d
dτ
1∫
0
ργ+1u2ξ dξ − C
1∫
0
(
ρ1+αu2ξ + ρ2γ−α+3u4ξ
)
dξ, (3.40)
1∫
0
(
ρ1+αuξ
)
τ
uξτ dξ 
1
2
1∫
0
ρ1+αu2ξτ dξ − C
1∫
0
ρ3+αu4ξ dξ. (3.41)
Substituting (3.40)–(3.41) into (3.39) and making use of (3.34) and (3.36), we obtain
1
2
d
dτ
1∫
0
u2τ dξ +
γ
2
d
dτ
1∫
0
ργ+1u2ξ dξ +
1
2
1∫
0
ρ1+αu2ξτ dξ
 C(T ) + C∥∥ρ1+αuξ∥∥2L∞([0,1])
1∫
0
ρ1−αu2ξ dξ. (3.42)
On the other hand, integrating (3.3)2 over [ξ,1] and using (3.3)3, we get
ρ1+αuξ = ργ −
1∫
ξ
uτ dξ  C + C
( 1∫
0
u2τ dξ
) 1
2
. (3.43)
Substituting (3.43) into (3.42), it follows from (3.34) and (3.36) that
1
2
d
dτ
1∫
u2τ dξ +
γ
2
d
dτ
1∫
ργ+1u2ξ dξ +
1
2
1∫
ρ1+αu2ξτ dξ  C(T ) + C(T )
1∫
u2τ dξ, (3.44)0 0 0 0
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1∫
0
u2τ dξ +
1∫
0
u2ξ dξ +
T∫
0
1∫
0
u2ξτ dξ dτ  C(T ). (3.45)
Then, it follows from the deﬁnition a′(τ ) = u(1, τ ) that a(τ ) ∈ H2([0, T ]), and from (3.3)2, (3.28),
(3.29) and (3.45) that (ργ − ρ1+αuξ ) ∈ L∞(0, T ; H1([0,1])). We can obtain (3.32) from (3.28), (3.29),
(3.30) and (3.45). 
Finally, we show the long time behaviors of the interface and decay rate of the density.
Lemma 3.7. Let (ρ,u,a) be any strong solution to the FBVP (1.1) and (2.1)–(2.3). Under the assumptions of
Theorem 2.1, it holds for α ∈ (0,1] and time t > 0 large enough that
C(1+ t) γγ−α  a(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(3.46)
and the density decays pointwise to zero for any x ∈ [0,a(t)] and t > 0 as
ρ
(
a(t), t
)= ((γ − α)t + ρl0(a0)α−γ )− 1γ−α , t > 0, (3.47)
ρ(x, t) C(1+ t)− 1γ−α +
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ t)− γ−1(γ+2α−1) , 1 < γ < 2α,
C(1+ t)− γ−1(γ+2α−1) +ν, γ = 2α,
C(1+ t)− α(γ−1)(γ+2α−1)(γ−α) , γ > 2α,
(3.48)
where C > 0 and c > 0 are positive constants independent of time, and ν ∈ (0,1) is a small constant.
Proof. We introduce following functional H(t) in Eulerian form as [31,32]
H(t) =
a(t)∫
0
(
x− (1+ t)u(x, t))2ρ(x, t)dx+ 2
γ − 1 (1+ t)
2
a(t)∫
0
ργ (x, t)dx
=
a(t)∫
0
x2ρ(x, t)dx− 2(1+ t)
a(t)∫
0
xρu dx+ (1+ t)2
a(t)∫
0
(
ρu2 + 2
γ − 1ρ
γ
)
dx
=: I1(t) + I2(t) + I3(t). (3.49)
Differentiating (3.49) with respect to t , using (1.1), (2.1), and a′(t) = u(a(t), t), we have
I ′1(t) =
a(t)∫
x2ρt dx+ a2(t)ρ
(
a(t), t
)
a′(t) = 2
a(t)∫
xρu dx, (3.50)0 0
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a(t)∫
0
xρu dx− 2(1+ t)
a(t)∫
0
(
ρu2 + ργ )dx+ 2(1+ t)
a(t)∫
0
ραux dx, (3.51)
I ′3(t) = 2(1+ t)
a(t)∫
0
(
ρu2 + 2
γ − 1ρ
γ
)
dx− 2(1+ t)2
a(t)∫
0
ραu2x dx. (3.52)
Combining (3.50), (3.51), and (3.52), we deduce
H ′(t) = 2(3− γ )
γ − 1 (1+ t)
a(t)∫
0
ργ dx+ 2(1+ t)
a(t)∫
0
ραux dx− 2(1+ t)2
a(t)∫
0
ραu2x dx
 2(3− γ )
γ − 1 (1+ t)
a(t)∫
0
ργ dx+ 2
a(t)∫
0
ρα dx. (3.53)
If γ  3, we have from (3.53) and the conversation of mass that
H ′(t) = 2
a(t)∫
0
ρα dx 2
( a(t)∫
0
ρ dx
)α( a(t)∫
0
1dx
)1−α
 Ca(t)1−α. (3.54)
Hence, we have
H(t) H(0) + C
t∫
0
a(s)1−α ds C
(
1+
t∫
0
a(s)1−α ds
)
, (3.55)
or
a(t)∫
0
ργ dx C
(
1+
t∫
0
a(s)1−α ds
)
(1+ t)−2. (3.56)
From (3.23) and (3.15), we deduce
a(t) Cρ−γ
(
a(t), t
)
 C(1+ t) γγ−α , (3.57)
and then
t∫
0
a(s)1−α ds C(1+ t) γ (1−α)γ−α +1, (3.58)
which together with (3.56) yields
a(t)∫
ργ dx C(1+ t)− α(γ−1)γ−α , γ  3. (3.59)0
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H ′(t) = (3− γ )(1+ t)−1H(t) + 2
a(t)∫
0
ρα dx (3− γ )(1+ t)−1H(t) + Ca(t)1−α,
to which the application of Gronwall’s inequality gives
H(t) C
(
H(0) +
t∫
0
a(s)1−α(1+ s)γ−3 ds
)
(1+ t)3−γ ,
and
a(t)∫
0
ργ dx C
(
1+
t∫
0
a(s)1−α(1+ s)γ−3 ds
)
(1+ t)1−γ . (3.60)
By (3.57), we deduce
t∫
0
a(s)1−α(1+ s)γ−3 ds
{
C(1+ t) γ (1−α)γ−α +γ−2, γ ∈ (1,3), γ 	= 2α,
C ln(1+ t), γ 	= 2α.
(3.61)
This together with (3.60) implies
a(t)∫
0
ργ dx
⎧⎪⎨
⎪⎩
C(1+ t)−(γ−1), γ ∈ (1,2α),
C(1+ t)−(γ−1) ln(1+ t), γ = 2α,
C(1+ t)− α(γ−1)γ−α , γ ∈ (2α,3).
(3.62)
Since it follows from the conversation of mass and Hölder’s inequality that
0 <
( a0∫
0
ρl0(x)dx
)γ
=
( a(t)∫
0
ρ(x, t)dx
)γ
 a(t)γ−1
a(t)∫
0
ργ dx, (3.63)
we obtain (3.46) with the help of (3.59) and (3.63).
Finally, it follows from (3.23) that
ρ
(
a(t), t
)= ((γ − α)t + ρα−γ0 )− 1γ−α , (3.64)
and it holds due to (3.15) in Remark 3.3 that
ρ
γ+2α−1
2 (x, t) ρ
γ+2α−1
2
(
a(t), t
)+
a(t)∫
0
∣∣(ρ γ+2α−12 )x∣∣dx
 ρ
γ+2α−1
2
(
a(t), t
)+ C
( a(t)∫
ργ dx
) 1
2
,0
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the global solution (ρ,u,a) to the FBVP (1.1) and (2.1)–(2.3). The proof is completed. 
Proof of Theorem 2.1. The global existence of the unique strong solution to the FBVP (1.1) and (2.1)–
(2.3) can be established in terms of the short time existence carried out as in [18], the uniform
a priori estimates and the analysis of regularities, which indeed follow from Lemmas 3.1–3.6. We
omit the details. The long time behaviors follow from Lemma 3.7 directly. The proof of Theorem 2.1
is completed. 
4. Proof of initial boundary value problem
We show Theorem 2.2 in this section. First, we consider the IBVP (1.1) with the following initial
data and boundary conditions
(
ρ(x, t),u(x, t)
)∣∣
t=T∗ =
(
ρ(x, T∗),u(x, T∗)
)
, (4.1)
u(0, t) = u(1, t) = 0, t  T∗, (4.2)
where the initial data is piecewise regular, namely, there is y0 ∈ (0,1) so that (ρ,u)(y0−, T∗) 	=
(ρ,u)(y0+, T∗) and
{
ρ(x, T∗) ∈ H1
([0, y0) ∪ (y0,1]), u(x, T∗) ∈ H2([0, y0) ∪ (y0,1]),
ρ(x, T∗) ρ∗(T∗) > 0, x ∈ [0, y0) ∪ (y0,1],
(4.3)
with ρ∗(T∗) a positive constant, and it holds
(
ργ − ραux
)
(y0−, T∗) =
(
ργ − ραux
)
(y0+, T∗). (4.4)
The local existence of the weak solution to the IBVP (1.1) and (4.1)–(4.2) can be obtained by the ﬁnite
difference scheme as [11,12]. In particular, according to the analysis made in [16] there is a curve
x = y(t) ∈ (0,1) deﬁned by
y˙(t) = u(y(t), t), y(T∗) = y0, t > T∗, (4.5)
along which the Rankine–Hugoniot conditions hold
[
u
(
y(t), t
)]= 0, [ργ (y(t), t)]= [ραux(y(t), t)], t > T∗, (4.6)
where [ f ] := f (y(t) + 0, t) − f (y(t) − 0, t).
4.1. The a priori estimates
To show the global existence of the solution, we need to establish the uniform a priori estimates.
Without loss of generality, we simply assume
1∫
0
ρ(y, T∗)dy =
a0∫
0
ρl0(y)dy +
1∫
b0
ρr0(y)dy = 1, (4.7)
and make use of the Lagrange coordinates transform for t > T∗
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x∫
0
ρ(y, t)dy, τ = t ⇔ x =
ξ∫
0
1
ρ(y, t)
dy, t = τ , (4.8)
which transform the interval x ∈ [0,1] into ξ ∈ [0,1]. The curve x = y(t) in Eulerian coordinates is
changed to a line ξ = ξ0 in Lagrangian coordinates
ξ0 =
y(t)∫
0
ρ(y, t)dy =
y0∫
0
ρ(y, T∗)dy, (4.9)
and the jump conditions become
[
u(ξ0, τ )
]= 0, [ργ (ξ0, τ ) − ρ1+αuξ (ξ0, τ )]= 0, τ > T∗. (4.10)
The IBVP (1.1) and (4.1)–(4.2) is reformulated into
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρτ + ρ2uξ = 0,
uτ +
(
ργ
)
ξ
= (ρ1+αuξ )ξ ,
u(0, τ ) = u(1, τ ) = 0, τ  T∗,
(ρ,u)|τ=T∗ = (ρ,u)(ξ, T∗), ξ ∈ [0,1],
(4.11)
where
⎧⎪⎨
⎪⎩
(ρ,u)(ξ, T∗) ∈ H1
([0, ξ0) ∪ (ξ0,1]),
ρ(ξ, T∗) ρ∗(T∗), ξ ∈ [0, ξ0) ∪ (ξ0,1],(
ργ − ρ1+αuξ
)
(ξ, T∗) ∈ H1
([0, ξ0) ∪ (ξ0,1]).
(4.12)
To obtain the a priori estimates, we assume a priorily that there are constants ρ± > 0 so that
ρ−  ρ(ξ, τ ) ρ+, (ξ, τ ) ∈
([0, ξ0) ∪ (ξ0,1])× [T∗, T ], (4.13)
in addition, we assume |[ρ(x, T∗)]| < δ, where δ > 0 is a constant chosen so that
δ min
{
ρ
γ−α
− ρ
−(γ−α)
+ ,ρ
γ+1
2− ρ
−(γ−α)
+ ,ρ
3+ 1α−
}
. (4.14)
First, we obtain the a priori estimates for any T > T∗ as Lemma 3.1.
Lemma 4.1. Let T > T∗ . Under the assumptions of (4.12), it holds
1∫
0
(
1
2
u2 + 1
γ − 1ρ
γ−1
)
(ξ, τ )dξ +
τ∫
T∗
1∫
0
ρ1+αu2ξ dξ ds
=
1∫
0
(
1
2
u2(x, T∗) + 1
γ − 1ρ
γ−1(x, T∗)
)
dξ, τ ∈ (T∗, T ]. (4.15)
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1
2
ξ0∫
0
(
u + (ρα)
ξ
/α
)2
dξ + 1
2
1∫
ξ0
(
u + (ρα)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ργ−1 dξ
+ αγ
τ∫
T∗
ξ0∫
0
ργ+α−2ρ2ξ dξ ds + αγ
τ∫
T∗
1∫
ξ0
ργ+α−2ρ2ξ dξ ds
 1
2
( ξ0∫
0
+
1∫
ξ0
)(
u(x, T∗) +
(
ρα(x, T∗)
)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ργ−1(x, T∗)dξ + C(T∗), (4.16)
where C(T∗) > 0 is a constant dependent of T∗ .
Proof. Multiplying (3.12) by (u + (ρα)ξ /α) and integrating the resulted equation over ([0, ξ0) ∪
(ξ0,1]) × [T∗, τ ], in a similar way as proving Lemma 3.2, we can obtain
1
2
ξ0∫
0
(
u + (ρα)
ξ
/α
)2
dξ + 1
2
1∫
ξ0
(
u + (ρα)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ργ−1 dξ
+ αγ
τ∫
T∗
ξ0∫
0
ργ+α−2ρ2ξ dξ ds + αγ
τ∫
T∗
1∫
ξ0
ργ+α−2ρ2ξ dξ ds −
τ∫
T∗
[
ργ
]
u dξ
 1
2
( ξ0∫
0
+
1∫
ξ0
)(
u(T∗) +
(
ρα(T∗)
)
ξ
/α
)2
dξ + 1
γ − 1
1∫
0
ργ−1(T∗)dξ. (4.17)
By (4.10) and (4.11), we have
[
ρα
]
τ
+ α[ργ ]= 0, (4.18)
which implies
[
ρα
]= [ρα(T∗)]exp
{
−α
τ∫
T∗
[ργ ]
[ρα] ds
}
. (4.19)
Due to (4.13), it follows
0 < c0ρ
γ−α
− 
[ργ ]
[ρα]  C0ρ
γ−α
+ , τ  T∗, (4.20)
where c0 and C0 are two positive constants. It follows from (4.12), (4.15), (4.14), (4.19) and (4.20) that
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τ∫
T∗
[
ργ
]
u ds
∣∣∣∣∣ C0ργ−α+
τ∫
T∗
∣∣[ρα]∣∣
( 1∫
0
|u|dξ +
1∫
0
|uξ |dξ
)
ds
 C(T∗)c−10 C0ρ
γ−α
+ ρ
−(γ−α)
−
∣∣[ρ(T∗)]∣∣
+ C(T∗)c−10 C20ρ2γ−2α+ ρ−(γ+1)−
∣∣[ρ(T∗)]∣∣2 + CC0ργ−α+  C(T∗). (4.21)
The substitution of (4.21) to (4.17) leads to (4.16). The proof is completed. 
Lemma 4.3. Let T > T∗ . Under the assumptions of Lemma 4.2, it holds
ρ∗  ρ(ξ, τ ) ρ∗, (ξ, τ ) ∈ [0, ξ0) ∪ (ξ0,1] × [T∗,+∞), (4.22)∣∣[ρα(ξ0, T∗)]∣∣e−c0(τ−T∗)  ∣∣[ρα(ξ0, τ )]∣∣ ∣∣[ρα(ξ0, T∗)]∣∣e−C1(τ−T∗), (4.23)
where ρ∗ and ρ∗ are positive constants, c0 and C1 are positive constants dependent of ρ∗ .
Proof. We prove (4.22) ﬁrst. By (4.16), it follows for (ξ, τ ) ∈ ([0, ξ0) ∪ (ξ0,1]) × [T∗, T ] that
ρα(ξ, τ )
(
1
ξ0
+ 1
1− ξ0
) 1∫
0
ρα(ξ, τ )dξ +
ξ0∫
0
∣∣(ρα)
ξ
∣∣dξ +
1∫
ξ0
∣∣(ρα)
ξ
∣∣dξ
 C(ξ0)
1∫
0
ρα dξ +
( ξ0∫
0
∣∣(ρα)
ξ
∣∣2 dξ
) 1
2
+
( 1∫
ξ0
∣∣(ρα)
ξ
∣∣2 dξ
) 1
2
 C0(ξ0)
(
ρ∗
)α
. (4.24)
Thus, we can choose ρ+ = ρ∗ + 1 to have
ρ(ξ, τ ) ρ∗ < ρ+. (4.25)
Next, we show the lower bound of ρ . It is easy to verify that
ρ
γ+α
2
l (τ )
1
ξ0
ξ0∫
0
ρ
γ+α
2 (ξ, τ )dξ 
( y(t)∫
0
ρ(y, τ )dy
)1+ γ+α2
=
( y0∫
0
ρ(y, T∗)dy
)1+ γ+α2
> 0, (4.26)
and
∥∥ρ γ+α2 − ρ γ+α2l (τ )∥∥2L2([0,ξ0)) ∈ W 1,1([T∗, T ]). (4.27)
Indeed, it holds that
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T∗
∥∥ρ γ+α2 − ρ γ+α2l (s)∥∥2L2([0,ξ0)) ds
τ∫
T∗
∥∥(ρ γ+α2 )2
ξ
∥∥2
L2([0,ξ0)) ds C, (4.28)
and from (4.11), (4.16), (4.25) and (4.28) that
τ∫
T∗
∣∣∣∣ dds
∥∥ρ γ+α2 − ρ γ+α2l (s)∥∥2L2
∣∣∣∣ds
 (γ + α)
τ∫
T∗
∣∣∣∣∣
ξ0∫
0
(
ρ
γ+α
2 − ρ
γ+α
2
l (s)
)
ρ
γ+α
2 −1ρs dξ
∣∣∣∣∣ds
+ 2
τ∫
T∗
∣∣∣∣∣
ξ0∫
0
(
ρ
γ+α
2 − ρ
γ+α
2
l (s)
)(
ρ
γ+α
2
l (s)
)
s dξ
∣∣∣∣∣ds
 C
τ∫
T∗
ξ0∫
0
(
ρ
γ+α
2 − ρ
γ+α
2
l (s)
)2
dξ ds + C
τ∫
T∗
ξ0∫
0
ρ1+αu2ξ dξ ds
 C . (4.29)
Similarly, we can obtain
∥∥ρ γ+α2 (ξ, τ ) − ρ γ+α2r (τ )∥∥2L2((ξ0,1]) ∈ W 1,1([T∗, T ]), (4.30)
where we have used
ρ
γ+α
2
r (τ )
1
1− ξ0
1∫
ξ0
ρ
γ+α
2 (ξ, τ )dξ 
( 1∫
y(t)
ρ(y, τ )dy
)1+ γ+α2
=
( 1∫
y0
ρ(y, T∗)dy
)1+ γ+α2
> 0.
By Gagliardo–Nirenberg–Sobolev inequality, (4.27) and (4.30), it follows
∥∥ρ γ+α2 − ρ γ+α2l (τ )∥∥L∞([0,ξ0)) + ∥∥ρ γ+α2 (ξ, τ ) − ρ
γ+α
2
r (τ )
∥∥
L∞((ξ0,1]) → 0 as τ → +∞. (4.31)
Thus, there is a time T0 > T∗ and a constant ρ1 > 0 such that
ρ(ξ, τ ) ρ1, ξ ∈ [0, ξ0) ∪ (ξ0,1], τ ∈ [T0,+∞). (4.32)
To establish the lower bound of density for ([0, ξ0)∪ (ξ0,1])×[T∗, T0], we make use of the similar
arguments as Lemma 3.5. Similarly to (3.8) and (3.16), we can obtain
1∫
0
u2n(ξ, τ )dξ + n(2n − 1)
τ∫
T
1∫
0
u2n−2ρ1+αu2ξ dξ ds C(T∗, T0), τ ∈ [T∗, T0], (4.33)
∗
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T∗
∥∥(ργ )2n
ξ
∥∥
L∞([0,ξ0)∪(ξ0,1]) dτ  C(T∗, T0), ξ ∈ [0, ξ0) ∪ (ξ0,1], τ ∈ [T∗, T0], (4.34)
for n ∈ N with n > 1+α4(γ−α) , where and below C(T∗, T0) > 0 is a generic constant dependent of T0
and T∗ . For τ ∈ [T∗, T0], denote vτ = uξ , multiplying (3.21) by βvβ−1 with β = 2(1 + α) and inte-
grating the result over [0,1] × [T∗, τ ]
1∫
0
vβ dξ =
1∫
0
vβ0 dξ − β
τ∫
T∗
[
vβ−1
]
u ds
+ β(β − 1)
τ∫
T∗
ξ0∫
0
vβρξu dξ ds + β(β − 1)
τ∫
T∗
1∫
ξ0
vβρξu dξ ds. (4.35)
By (3.17) again, we obtain
1∫
0
vβdξ +
τ∫
T∗
1∫
0
vα+β−1u2 dξ ds

1∫
0
vβ0 dξ + C
τ∫
T∗
∣∣[vβ−1]u∣∣ds
+ C(T0)
τ∫
T∗
( ξ0∫
0
+
1∫
ξ0
)
vα+β−1
{(
ρα0
)2
ξ
+ u20 +
s∫
T∗
∥∥(ργ )2
ξ
∥∥
L∞ dl
}
dξ ds
 C(T∗, T0) + C(T∗, T0)
τ∫
T∗
1∫
0
vβ dξ ds, (4.36)
where we have used (4.12), (4.13), (4.14), (4.16), (4.19), (4.20), (4.24) and (4.34).
Applying the Gronwall’s inequality to (4.36), we get
1∫
0
vβ dξ  C(T∗, T0), (4.37)
it holds for (ξ, τ ) ∈ ([0, ξ0) ∪ (ξ0,1]) × [T∗, T0] that
vα(ξ, τ )
(
1
ξ0
+ 1
1− ξ0
) 1∫
0
vα dξ +
( ξ0∫
0
+
1∫
ξ0
)∣∣(vα)
ξ
∣∣dξ  C(T∗, T0, ξ0) (ρ−12 )α. (4.38)
Therefore, we can choose
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2
ρ∗, (4.39)
to get
ρ(ξ, τ ) ρ∗ > ρ−, ξ ∈ [0, ξ0) ∪ (ξ0,1], τ ∈ [T∗,+∞). (4.40)
Finally, (4.23) follows from (4.19), (4.20) and (4.22). 
Lemma 4.4. Let T  T∗ . Under the assumptions of Lemma 4.12, it holds for τ ∈ [T∗, T ] that
ξ0∫
0
u2ξ dξ +
1∫
ξ0
u2ξ dξ +
τ∫
T∗
ξ0∫
0
u2s dξ ds +
τ∫
T∗
1∫
ξ0
u2s dξ ds C, (4.41)
ξ0∫
0
u2τ dξ +
1∫
ξ0
u2τ dξ +
τ∫
0
ξ0∫
0
u2ξτ dξ dτ +
τ∫
0
1∫
ξ0
u2ξτ dξ dτ  C(T ), (4.42)
where C > 0 is a constant dependent of the initial data, and C(T ) > 0 is a constant dependent of the time T .
Proof. Taking the inner product between (4.11)2 and ρ−(1+α)uτ , and integrating the resulted equation
over [0,1], then making use of (4.11)3 and (4.10). Similarly to the arguments used in proving (3.33),
it follows
ξ0∫
0
u2ξ dξ +
1∫
ξ0
u2ξ dξ +
τ∫
T∗
ξ0∫
0
u2s dξ ds +
τ∫
T∗
1∫
ξ0
u2s dξ ds
 C + C
τ∫
T∗
ξ0∫
0
ρ2ξ u
2
ξ dξ ds + C
τ∫
T∗
1∫
ξ0
ρ2ξ u
2
ξ dξ ds. (4.43)
Since it holds from (4.11), (4.16) and (4.22) that
ξ0∫
0
ρ2ξ u
2
ξ dξ +
1∫
ξ0
ρ2ξ u
2
ξ dξ  C
( ξ0∫
0
+
1∫
ξ0
)
ρ1+αu2ξ dξ +
1
3
( ξ0∫
0
+
1∫
ξ0
)
u2s dξ
+ 1
3
( ξ0∫
0
+
1∫
ξ0
)(
ργ+α−2ρ2ξ + ρ2ξ u2ξ
)
dξ,
from which, (4.43) and (4.16), we obtain (4.41). The estimate (4.42) can be obtained by a similar
argument in proving (3.45), we omit the details. The proof is completed. 
Lemma 4.5. Under the assumptions of (4.12), it holds
∥∥(ρ − ρ¯)(·, τ )∥∥C([0,ξ0−0)∪(ξ0+0,1]) + ∥∥u(·, τ )∥∥C([0,1])  C1e−C2(τ−T∗), τ > T∗, (4.44)
where C1 , C2 are positive constants dependent of ρ∗ , and ρ¯ =
∫ 1
0 ρ(y, T∗)dy = 1.
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and (4.46)
d
dt
1∫
0
(
1
2
ρu2 + 1
γ − 1
(
ργ − ρ¯γ − γ ρ¯γ−1(ρ − ρ¯)))dx+
1∫
0
ραu2x dx = 0, (4.45)
and
1
2
d
dt
y(t)∫
0
ρ
(
u + ρ−1(ρα)x)2 dx+ 12 ddt
1∫
y(t)
ρ
(
u + ρ−1(ρα)x)2 dx
+ 1
γ − 1
d
dt
1∫
0
(
ργ − ρ¯γ − γ ρ¯γ−1(ρ − ρ¯))dx+ αγ
y(t)∫
0
ργ+α−3ρ2x dx
+ αγ
1∫
y(t)
ργ+α−3ρ2x dx−
[
ργ
]
u = 0. (4.46)
It holds from (4.16) and (4.22) that
1∫
0
(ρ − ρ¯)2 dx C
y(t)∫
0
ργ+α−3ρ2x dx+ C
1∫
y(t)
ργ+α−3ρ2x dx+
∣∣[ρ]∣∣. (4.47)
Denote
E(t) :=
y(t)∫
0
(
ρu2 + ρ(u + ρ−1(ρα)x)2)dx+
1∫
y(t)
(
ρu2 + ρ(u + ρ−1(ρα)x)2)dx
+
1∫
0
(
ργ − ρ¯γ − γ ρ¯γ−1(ρ − ρ¯))dx. (4.48)
By (4.45), (4.46) and (4.47), a complicated computation gives rise to
d
dt
E(t) + C0E(t) C
(∣∣[ργ ]u∣∣+ ∣∣[ρ]∣∣), (4.49)
where C0 < C1 is a positive constant, and C1 is the constant obtained in Lemma 4.3. From (4.49), we
have
E(t) E(0)e−C0(t−T∗) + Ce−C0(t−T∗)
t∫
T∗
eC0(s−T∗)
(∣∣[ργ ]u∣∣+ ∣∣[ρ]∣∣)ds Ce−C0(t−T∗), (4.50)
where we have used (4.15), (4.19) and (4.20). By the fact
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(‖u‖2L2([0,1]) + ‖ρ − ρ¯‖2L2([0,1]) + ∥∥(ρα)x∥∥2L2([0,ξ0)∪(ξ0,1])), (4.51)
and (4.16), (4.22), (4.27), (4.30) and Lemma 4.4, we obtain (4.44). 
4.2. Proof of Theorem 2.2
With the help of Theorem 2.1 and the a priori estimates established in Section 4.1, we are able to
show the global existence and uniqueness of the piecewise regular solution (ρ,u) to the IBVP (1.1)
and (2.15)–(2.17). The structure and dynamical behaviors of solution consist of the following two
steps:
Steps 1 (Finite time structure and vanishing of vacuum). For short time τ ∈ [0, T∗) with T∗ > 0 to be
determined later, the solution (ρ˜, u˜) has the following structure
(ρ˜, u˜) =
⎧⎨
⎩
(ρl,ul)(x, t), (x, t) ∈ [0,a(t)] × [0, T∗),
(0,0), (x, t) ∈ (a(t),b(t)) × [0, T∗),
(ρr,ur)(x, t), (x, t) ∈ [b(t),1] × [0, T∗),
(4.52)
where (ρl,ul) and (ρr,ur) are the unique strong solutions for the short time to the FBVP (I) and
FBVP (II) below
(I)
⎧⎨
⎩
(1.1),
u(0, t) = (ργ − ραux)(a(t), t)= 0, t  0,
(ρ,u)(x,0) = (ρl0,ul0)(x), x ∈ (0,a0),
and
(II)
⎧⎨
⎩
(1.1),(
ργ − ραux
)(
b(t), t
)= u(1, t) = 0, t  0,
(ρ,u)(x,0) = (ρr0,ur0)(x), x ∈ (b0,1),
respectively. The two particle paths x = a(t) and x = b(t) start from x = a0 and x = b0 respectively,
separate the ﬂuids and the interior vacuum of ﬁnite measure, and satisfy 0 < a(t) < b(t) < 1 for
τ ∈ [0, T∗), which implies that the initial structure of vacuum state is maintained for τ ∈ [0, T∗), and
the similar properties as (2.4)–(2.10) also hold for (ρl,ul) and (ρr,ur) on the spatial domains [0,a(t)]
and [b(t),1] respectively. In addition, by (2.8) and (2.12), it is easily to conclude that
C(1+ t) γγ−α  a(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(4.53)
and
C(1+ t) γγ−α  1− b(t)
⎧⎪⎨
⎪⎩
c(1+ t), 1 < γ < 2α,
c(1+ t)1−ν, γ = 2α,
c(1+ t) αγ−α , γ > 2α,
(4.54)
where C and c are positive constants dependent of the initial data and γ ,α, and ν ∈ (0,1) is a small
constant. This implies that the vacuum state is compressed for t ∈ [0, T∗) as
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⎧⎪⎨
⎪⎩
1− c(1+ t), 1 < γ < 2α,
1− c(1+ t)1−ν, γ = 2α,
1− c(1+ t) αγ−1 , γ > 2α.
(4.55)
and the initial vacuum state vanishes at the time T∗ > 0 determined by a(T∗) = b(T∗), namely, it
holds for a positive constant ρ∗(T∗) that
ρ(ξ, T∗) ρ∗(T∗) > 0, ξ ∈ [0, ξ) ∪ (ξ0,1]. (4.56)
Denote the limiting value of density and velocity on the both sides of the discontinuity x = y0 =
a(T∗) = b(T∗) at the time T∗ as
(ρl,ul)(y0−, T∗) = lim
x→y0−, t→T∗
(ρl,ul)(x, t), (4.57)
(ρr,ur)(y0+, T∗) = lim
x→y0+, t→T∗
(ρr,ur)(x, t), (4.58)
which satisfy either (ρl,ul)(y0−, T∗) = (ρr,ur)(y0+, T∗) or (ρl,ul)(y0−, T∗) 	= (ρr,ur)(y0+, T∗).
Steps 2 (Structure of the global solution after vacuum vanishing). To extend the solution (ρ˜, u˜) globally
in time, we consider the IBVP (4.11) and (4.12) with the initial data (ρ,u)(ξ, T∗) = (ρ˜, u˜)(ξ, T∗). We
deal with the two cases for t  T∗ below.
(i) If (ρ˜l, u˜l)(y0−, T∗) = (ρ˜r, u˜r)(y0+, T∗), we then conclude that it holds
(
ρ˜(x, T∗), u˜(x, T∗)
) ∈ H1([0,1]), ρ˜(x, T∗) ρ∗(T∗) > 0, x ∈ [0,1], (4.59)
where ρ∗(T∗) is a positive constant. Thus, we can obtain a global strong solution (ρˆ, uˆ) to the
IBVP (1.1) with the initial data (ρ(x, T∗),u(x, T∗)) and boundary conditions (4.2) for any t  T∗ as
in [1,19], which satisﬁes following regularities
{
ρˆ ∈ L∞(T∗, t; H1([0,1])), ρˆt ∈ L∞(T∗, t; L2([0,1])),
uˆ ∈ L∞(T∗, t; H1([0,1]))∩ L2(T∗, t; H2([0,1]))∩ H1(T∗, t; L2([0,1])), (4.60)
and
∥∥(ρˆ − ρ¯, uˆ)(·, t)∥∥C([0,1])  C1e−C2(t−T∗), t  T∗, (4.61)
where C1 and C2 are positive constants independent of time.
(ii) If (ρl,ul)(y0−, T∗) 	= (ρr,ur)(y0+, T∗), we have
{
ρ(x, T∗) ∈ H1
([0, y0) ∪ (y0,1]), u(x, T∗) ∈ H2([0, y0) ∪ (y0,1]),
ρ(x, T∗) ρ∗(T∗) > 0, x ∈
([0, y0) ∪ (y0,1]), (4.62)
and the Rankine–Hugoniot condition holds [ργ (y0, T∗)] = [ραux(y0, T∗)]. Making use of Lem-
mas 4.1–4.5, it is easy to show that a global piecewise regular solution (ρˆ, uˆ) to the IBVP (1.1) and
(4.1)–(4.2) exists and contains the curve y(t) for t > T∗ deﬁned by (4.5)–(4.6), across which the den-
sity is connected via the jump discontinuity.
R.X. Lian et al. / J. Differential Equations 248 (2010) 1926–1954 1953Thus, the combination of the solution (ρ˜, u˜) to (1.1) for t ∈ [0, T∗) and the solution (ρˆ, uˆ) to (1.1)
for t ∈ [T∗,∞) gives rise to the global solution (ρ,u) to the original IBVP problem (1.1) and (2.15)–
(2.17). In addition, one can show that the global solution
(ρ,u) =
{
(ρ˜, u˜), t ∈ [0, T∗),
(ρˆ, uˆ), t ∈ [T∗,+∞),
(4.63)
satisﬁes all the above properties like (2.22)–(2.31). The proof of Theorem 2.2 is completed.
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