INTRODUCTION
Demand analysis is important to regional economic development in a broad sense. Air transportation requires ground facilities, network planning and operating resources to provide an efficient air passenger service. Effective air transportation planning and development help meet the consumers' needs of air passenger service, relieve the effects of air traffic congestion, and develop regional economies. For example, the expansion program of Oakland International Airport enabled policymakers to bring 14.5 million passengers to the airport in 2005, making it one of the fastestgrowing airports in the U.S. (OIAPR 2007) . From a policymaker's perspective, it is essential to understand what determines demand for air passenger service in order to forecast said demand and develop adequate regional planning. Given that air transportation will continue to play an important role in domestic passenger services in the future, the need for exploring and identifying these determinants is further increased.
From firms' perspectives, airline service demand is an important element of operation enhancement. The International Air Transport Association (IATA 2008) reported that, "For the first time ever, fuel replaced labor as the largest single cost item for the global airline industry in 2006." The rise of fuel cost share was a direct result of skyrocketing fuel prices that have cast substantial financial burdens on airlines to improve operating performance. Much like freight and passenger service counterparts in the transportation sector, airline operating performance is difficult to gauge, because outputs produced by the airlines will not necessarily improve performance if they are not purchased or consumed. Empty miles and low load factors result in waste and misallocation of economically scarce resources, such as fuel and labor. Moreover, since firms have no control over rising input prices, cost efficiency is essential for long-term sustainability and financial viability. Understanding consumption behavior and consumers' sensitivity to price and income changes will enable airlines to improve resource allocation, operations and financial performance.
To better understand consumer behavior, this paper has developed a demand model to examine the determinants of air passenger service in city-pair markets in the U.S. The rest of the paper is organized into five additional sections. The following section provides a review of literature on demand modeling in the airline industry and the objective of the paper. The third section discusses an empirical model based on a conceptual framework of demand for air passenger service; it also describes the variables and data sources. The fourth section explains the study's econometric procedures, and the fifth section discusses the empirical results. The final section concludes the paper.
LITERATURE REVIEW
A group of studies has developed a general demand function for air passenger service in the U.S. city-pair markets. Quandt and Baumol (1966) showed an abstract mode model for specific travel modes, which is a function of population, income, travel times, costs and the industry share of employment in manufacturing and white-collar occupations. Similarly, Liew and Liew (1979) and Kanafani (1983) specified a simple form of air travel demand from origin to destination as a function of city-specific activities and transport supply characteristics.
Additional literature examines specific city and route characteristics in the demand model, highlighting the impacts of quality and quantity of air passenger services. Douglas and Miller (1974) incorporated the expected delay as a factor that inversely represents the travel time by assuming that the delay and inconvenience of air service is a key determinant of service demand. They explained demand for air passenger service using airfare, expected schedule delays and vectors of tangible aspects of service quality. Similarly, De Vany (1975) and Ippolito (1981) focused on the roles of airfare, flight frequency, load factor and other service quality variables in the demand model. Tretheway and Oum (1992) identified the key determinants of airline demand, including price, income, fare of other transportation modes, flight frequency and timing of service, day of the week, season of the year, safety record, demographics, distance, in-flight amenities, customer loyalty and travel time.
Although previous literature has advanced the understanding of determinants of demand for U.S. air passenger service, such studies are not without shortcomings. First, little attention has been paid to explaining the crucial determinants of demand for air passenger service by different types of flights. Domestic air passenger service is operated by direct flights with a single-segment and also by flights with multi-segments. Thus, excluding any segment data may lead to the problem of biased estimates in determining demand for air passenger service if direct flights and flights including multi-segments have different demand behaviors. For this reason, it is important to examine both single-and multi-segment market data and test whether the roles of determinants of demand are consistent across different samples.
In addition, flight frequency, load factor and capacity are questionable as variables in explaining the demand for air passenger service. According to classic economic theory, these variables are irrelevant in the demand for air passenger service since they are mainly supply side variables. However, the past studies justified these service variables by using consumers' time value and service convenience. Ghobrial and Kanafani (1995) argued that a high flight frequency is likely to increase demand for air passenger service, because more convenient and flexible departure and arrival schedules may increase the demand. In addition, Douglas and Miller (1974) suggested that stochastic delay, which was inversely affected by flight frequency, influences the demand for air passenger service. Moreover, Ippolito (1981) and Talley and Eckroade (1984) argued that a high load factor could increase the likelihood that passengers miss their desirable departure time and wait longer for the next available flights. However, the inclusion of the irrelevant variables in the demand model causes econometric estimation of the model to be inefficient (Pindyck and Rubinfeld 1991) . This paper investigates the demand for domestic air passenger service in city-pair markets. To examine the demand for air passenger services of both direct flights and flights with multi-segments, two sets of single-segment data (the T-100 segment and the T-100 market) and one set of multisegment data (the Airline Origin and Destination Survey, DB1B) are used. In addition, the paper determines whether the roles of key determinants of demand are consistent from 2000 to 2005.This paper distinguishes itself from other studies by excluding flight frequency, capacity and load factor, which have a weak justification in the demand model and tend to be empirically insignificant in the previous literature. In addition, tourism and the market share of Professional Scientific Technical (PST) industries are used to identify different price elasticity groups of travelers in the demand model. Based on recent empirical evidence of the positive relationship between PST industries and the demand for air passenger service (Alkaabi and Debbage 2007) , our intention is to separate the impact of business travel, which tends to be less price elastic, from that of vacation travel. Finally, special attention is also given to diagnostic tests to produce robust and unbiased statistical results.
THE MODEL
This paper develops a theoretical foundation of demand for air passenger service based on passengers' utility maximization, given a budget constraint. Following the demand functions of intercity travel used by Liew and Liew (1979) and Phu (1991) , the paper specifies the demand for a specific passenger service as a function of fares, passengers' travel budget and other exogenous travel factors. The other exogenous travel factors include seasons, size of markets, specific regional market characteristics and socio-economic factors, which are related to passengers' travel behaviors. Since surface transportation modes and airlines are not generally substitutable 1 , prices of the surface transportation modes are not included as part of the demand model. This paper uses the tourism and distance variables as important determinants of demand for air passenger service and evaluates the impacts of these variables. The tourism variable is included in the model, because tourism areas are likely to have high demand for air travel, especially vacation trips. For the distance variable, an increase in distance tends to lead to a smaller substitution effect between air travel and other surface transportation modes, which results in higher demand for air passenger service. In addition, percapita income is used as a proxy for travel budget, because data on passengers' travel budgets are not available. Based on the theoretical foundation, the original form of the demand model in this paper is written as follows:
( 1) . where i and j represent origin and destination, respectively, and the β i are the coefficients of independent variables. The variables are defined as follows: D ij : Number of air transportation passengers from origin i to destination j. The total number of passengers for all classes (e.g., business and coach) is used in each quarter. P ij : Average airfare per passenger-mile charged to passengers from origin i to destination j. It is weighted by the number of passengers. INC ij : Average per-capita personal income 2 between origin and destination cities. If an airport is located in a metropolitan area, the average metropolitan per-capita income is used. Otherwise, the average state per-capita income is used. POP ij : Average population between the origin and destination cities. Metropolitan population is used when an airport is located within a metropolitan area. Otherwise, county population is used. The TOUR ij is used to examine relationships between the tourism areas and airfares, especially for vacation travelers.
PST ij : Earnings of PST service sectors divided by earnings of all industries in the city pair. It is the average of the city pair's shares of total employee earnings in service sectors according to the North American Standard Industrial Classification System (NAICS) 54 5 , relative to total industry earnings. The PST ij is used to determine whether these regional business and service factors affect demand for air passenger service for business travelers. DIST ij : Total flight distance from origin i to destination j. For multi-segment flights, the sum of all the segment mileages of the observed route is used. Q 1 ; Q 2 ; Q 3 : Dummies for quarters 1, 2 and 3, respectively.
The cross-sectional data from this paper are obtained from various sources. The number of passengers is collected from three sources: the T-100 Domestic Segment, the T-100 Domestic Market and the Airline Origin and Destination Survey (DB1B) from the U.S. Department of Transportation. The T-100 segment data include the number of passengers transported between origin and destination, while the T-100 market data include the number of passengers enplaned at origin and deplaned at destination. 6 Although the T-100 market data capture true passengers' demand from origin to destination, the population market data are currently not available for flights with multiple segments.
7 For this reason, this paper uses the DB1B data to assess the impact of determinants of the demand in multi-segment markets. Unlike the T-100 segment and the T-100 market data, the DB1B data are a 10% sample of total population tickets (USDOT 2007).
The paper collects origin-destination pair airfare data from the DB1B data and calculates average fare per passenger-mile weighted by number of passengers. In addition, population, percapita personal income and employee earnings data are collected from the U.S. Census Bureau (2008) , the U.S. Department of Commerce (2008) and the U.S. Department of Labor (2008), respectively. In this paper, the data for years 2000 and 2005 are used to determine whether the data are consistent in explaining demand for air passenger service for the two time periods. Thus, constant elasticity mode is estimated. The choice of the time period is based on similar market conditions with higher passenger-miles.
8 Table 1 shows the descriptive statistics of the variables, including the mean, median and standard deviation of each variable in the demand model for 2000 and 2005. The sample sizes for the T-100 domestic segment, the T-100 domestic market and the DB1B are 26,366; 24,499; and 58,770, respectively, in 2005, and 20,909; 19,072; and 57,014, respectively, in 2000 .
The average number of passengers in city-pair markets decreased between 2000 and 2005. In the T-100 segment data, the average number of passengers for a flight segment was over 30,000 in 2000 and below 25,000 in 2005. In the multi-segment markets (DB1B), the average number of passengers was also lower in 2005. The large standard deviations suggest that the samples were rather dispersed. The average airfare, or dollar per passenger-mile, was $0.35 in 2000 and $0.39 in 2005. The average per-capita income was higher in 2000. The average population in the city-pair markets was over three million. Distance traveled averaged 758 and 780 miles in 2000 and 2005, respectively, in single-segment markets. A total of 85% or more of the trips involved a tourism area, while PST service earnings, on average, constituted 6% of total industry earnings in the city pairs.
THE ECONOMETRIC PROCEDURES
Diagnostic tests are used to detect violations of the Ordinary Least Squares (OLS) model assumptions. First, a correlation matrix of variables is used to check for multicollinearity in the demand model. The test results show no significant correlation between explanatory variables in all of the three datasets (the T-100 segment, the T-100 market and the DB1B data).
9 Second, this paper uses the White (White 1980 ) and the Breusch-Pagan (Breusch and Pagan 1979) tests to check for heteroskedasticity. Third, the Hausman test is employed to check for the null hypothesis of exogeneity of the airfare variable in the demand model. The airfare variable can be endogenous, because an increase in price reduces the number of travelers using air passenger service, which in turn influences the price of air passenger service. Table 2 shows the results of the diagnostic tests for heteroskedasticity and endogeneity in the model. As it appears in the table, the null hypothesis of homoskedasticity is rejected at the 5% level for all three datasets, indicating that heteroskedasticity is present in the model. Similarly, the null hypothesis of exogeneity is rejected at the 5% level for all the datasets. Because heteroskedasticity and endogeneity violate the assumptions for OLS, the OLS estimator is biased, inconsistent and no longer the Best Linear Unbiased Estimator (BLUE). Thus, this paper adopts the Feasible Generalized Least Squares (FGLS) and the Instrumental Variable (IV) techniques to correct the problems of heteroskedasticity and endogeneity. We divide equation (2) by the estimated error to correct for heteroskedasticity and apply the IV technique to estimate the parameters of the demand model. Table 3 shows the results of the heteroskedasticity-adjusted IV estimation of the number of passengers in single-and multi-segment markets in 2005. Overall, almost all explanatory variables are significant predictors of airline service demand. In examining the single-segment markets, all variables have identical signs between the estimations using the T-100 segment and the T-100 market data. Airfare is inversely associated with airline service demand, while per-capita-income, population, tourism and PST industry variables are positively related to the number of passengers. A 1% increase in airfare is found to lead to a 3.30% (2.98%) decrease in the number of passengers using the T-100 segment (market) data.
THE RESULTS
11 For the income variable, a 1% increase in per-capita income is associated with a 1.43% (0.91%) increase in the number of passengers using the T-100 segment (market) data. These elasticities indicate that both airfare and income are important in determining demand for air passenger service, but airfare is more influential than income.
Demographic and geographic factors, including population, tourism and PST industry variables, are found to increase the number of passengers in the single-segment markets. The impact of tourism appears to be larger than that of the PST service industry in the single-segment markets. This indicates that tourism is a more important factor in explaining demand for air passenger service than regional PST service industries for direct flights. This paper tests the null hypothesis that tourism and the PST service industry have equivalent effects on demand against a one-sided alternative hypothesis that tourism has a greater impact. The null hypothesis is rejected at the 5% level in the single-segment markets. T statistics are 9.66 and 9.82 for the T-100 segment and market data, respectively. In addition, the seasonal dummies are all negative and significant in determining the number of passengers, which reflects the fact that demand for airline service between October and December is significantly higher (Thanksgiving and Christmas travel).
As in the single-segment markets, the price elasticity of demand in the multi-segment markets is consistently larger in magnitude than the income elasticity of demand. A 1% increase in airfare results in a 2.50% decrease in the number of passengers, while a 1% increase in per-capita income leads to a 0.79% increase in the number of passengers. To compare the impacts of price and income on demand, we test the null hypothesis that both price and income have equivalent impacts on demand against a one-sided alternative that price has a greater impact. The null hypothesis is rejected at the 5% significance level, 12 supporting evidence that airfare is a more pronounced determinant of airline passenger service in both single-and multi-segment markets. In addition, tourism (TOUR ij ) and PST service industries (PST ij ) are found to be significant predictors of the demand for air passenger service. However, the PST service industry has a larger influence than the tourism area in multi-segment markets, and the opposite is true for single-segment markets. This indicates that regional business and service factors that are likely to influence business travel may play a more prominent role in explaining demand in the multi-segment markets, while tourism appears to have a greater impact in the single-segment markets. One possible reason for this is that vacation travelers may prefer direct flights to multi-segment flights to avoid possible delay in connecting flights and loss of their check-in luggage. In addition, travelers who have limited days for their vacations may prefer direct flights to save time.
Distance has a negative effect on the number of passengers in single-segment markets but a positive effect in multi-segment markets. A 1% increase in flight distance is found to lead to a 0.53% (0.43%) decrease in the number of segment passengers in the T-100 segment (market), but a 0.69% increase in demand in the multi-segment market (the DB1B). One explanation for this change is that under the given range of traveling distances in the single-segment market, increases in travel distance may result in higher airfare. This higher airfare decreases the demand for air passenger service due mainly to possible substitutes with other modes of transportation. However, in multi-segment markets, a longer distance can decrease the substitutability of other transportation modes, because the difference in travel time between air and other modes is larger. This may lead to a positive impact of distance on the number of passengers in the multi-segment markets. Table 4 shows the results of IV estimation using the DB1B and T-100 segment and market data for the year 2000. In comparison to 2005, the signs of all significant variables are consistent, except the third quarter (Q3) in the estimation using the T-100 market data. The third quarter shows a negative impact on the number of passengers in 2005, but a positive impact in 2000. Furthermore, all variables except some seasonal dummies are statistically significant at the 1% level. For the single-segment markets, the price elasticities of demand are -1.25 and -1.59, while the income elasticities of demand are 1.31 and 0.81 using the T-100 segment and market data, respectively. This indicates that the differences between the price and income elasticities of demand in 2000 are smaller than those in 2005. For the multi-segment markets, the price elasticity of demand is -1.22, whereas the income elasticity of demand is 0.87, implying that the price effect is larger than the income effect. In addition, this paper uses the one-sided test for equivalence of the price and income parameters as before (Ha: β 1 > β 2 ) and finds that the null hypothesis is rejected at the 5% significance level for the T-100 market and DB1B data. T statistics for the T-100 segment and market, and the DB1B data are 0.26, -3.48, and -2.52, respectively, in 2000. The consistent findings in 2000 and 2005 provide evidence that airfare tends to be a more influential predictor of air passenger service demand than income in both single-and multi-segment markets.
This paper also looked at the demand effects of tourism and vacation travel versus business travel, two segments of air passengers with two very distinct motivations. Tourism and business service factors have a positive influence on the number of passengers in the single-segment markets. The impact of tourism is larger than that of the PST service industry in the single-segment markets; however, in the multi-segment markets, the PST service industry has a relatively greater impact. The coefficients of tourism and the PST service industry are 0.92 and 1.41 respectively, suggesting that the impact of business travel (e.g., PST industry share) may be more important than that of vacation travel in the multi-segment markets. In testing the null hypothesis of equality of these coefficients (Ho: β 4 = β 5 ) against the alternative hypothesis (Ha: β 4 < β 5 ), the null hypothesis is rejected at the 5% level, 13 indicating that, as in 2005, factors affecting business travel can be more important than vacation factors in multi-segment markets.
Similarly, the impact of distance is consistent between 2000 and 2005. As previously discussed, competition among transportation modes could increase, as longer distances result in higher airfare in a "moderate range," leading to a negative value in the single-segment markets. On the other hand, substitutions for air passenger service lessen as distance becomes longer, resulting in a positive sign in the multi-segment markets.
Despite identical signs, the magnitudes of the coefficient estimates in Tables 3 and 4 differ. Thus, the Chow test is performed to test for possible structural change in the models between 2000 and 2005. The results show that the null hypothesis of no structural change for the period of 2000-2005 is rejected at the 5% level in both the single-and multi-segment markets. The F-statistics for the model using the T-100 segment, T-100 market and DB1B data are 50.79, 63.85 and 87.24, respectively, suggesting that the size of the impact of each explanatory variable differs significantly between 2000 and 2005. Nevertheless, consistent findings emerged from this paper.
This paper finds that the demand for airline service in city-pair markets is price elastic, and airfare plays a more prominent role than income does in predicting demand. According to an IATA estimate (2008), the price elasticity at the route level was 1.4. Our estimates for city-pair markets range from 1.2% to 1.5% for 2000 and from 2.5% to 3.3% for 2005. Given that airline service demand is price elastic in city-pair markets in the U.S., firms' strategies to increase airfare or airports' policies to raise airport charges and fees will decrease both the number of passengers and the demand for airline service. In light of rising input costs, airlines' profits are squeezed and they face pressure to raise airfare. The IATA (2008) also pointed out that price elasticity decreased with "long-haul routes," due to less opportunity for inter-model substitution, and that it differed by geographical market. Studies by Jung and Fujii (1976) and Verleger (1972) also found that demand tends to be more price inelastic as distance increases. This paper shows that distance negatively affects airline demand in single-segment markets, but its impact on demand is positive in multi-segment markets. This suggests that as distance increases, alternatives to airline transportation lessen, and thereby the demand for airline service rises.
CONCLUSION
It is well known from the existing literature that price and income effects are important factors for airline service. What is less understood is the magnitude of the price and income effects in singleand multi-segment markets. This paper explores the crucial determinants for airline service demand in the U.S. city-pair markets using single-and multi-segment data in two time periods. In addition, this paper points out other important determinants, including factors reflecting the difference between vacation and business travel.
Most of the variables tend to have consistent impacts on the demand for air passenger service in the single-and multi-segment markets. First, aside from the T-100 Segment data in 2000, airfare is a more influential driver of changes in demand than income. The price elasticity of demand is consistently larger than the income elasticity of demand in absolute terms, and the difference between the income and price elasticities appears to be substantial in 2005.
Second, socio-economic characteristics at origin and destination, including income, population, tourism and business factors, also play crucial roles in determining the demand for air passenger service. For example, population size in the cities of origin and destination positively affects airline service demand. The impact of a 1% increase in population could create a 0.27% to 0.41% increase in airline demand. This implies that the growth of regional economies in origin and destination cities is essential in determining the demand for air passenger service in the city-pair markets. For this reason, cities with high incomes and large populations could prioritize plans for airport infrastructure expansion.
Lastly, the importance of business travel factors, as well as vacation travel factors, is addressed. While Quandt and Baumol (1966) did not show a significant effect on business factors, this paper provides evidence of a significant impact of business factors on the demand for air passenger service.
Following Alkaabi and Debbage (2007) , this paper reports a significant and positive relationship between the market share of PST industries and the number of air passengers in both years 2000 and 2005. Tourism has a larger impact than the local PST industry earnings on airline demand in single-segment markets, while the inverse relationship is found in multi-segment markets. Based on these results, policymakers should focus on continuation, growth and improvement of their air transportation infrastructure in metropolitan areas that have a high demand for both business travel and vacation travel.
The findings of this paper may help policymakers and carriers in making investment decisions for regional air transportation infrastructure to correctly reflect the demand for air passenger service. The research can be extended in several directions. Future research can analyze the return on investments for construction or expansion of ground facilities, route structures and schedules. More specifically, it can investigate how to efficiently allocate funds of the Airport Improvement Program (AIP) to increase the return on investment. Endnotes 1. Since surface transportation modes, such as bus, auto and passenger-rail, are much slower than air transportation, they are not generally competing with each other for the average distance of air travel. In addition, some ground transportation modes (e.g., bus and rail) are often unavailable for air-service routes. According to Hagler and Todorovich (2010) , auto is mostly used for travelling fewer than 100 miles and high-speed rail is best suited for travel between 100-500 miles. Air is efficiently used for travel in excess of 500 miles. In this paper, the average distance for air passenger service is 1,243 (1,317) miles for the year 2000 (2005) from the DB1B samples. Because most observations cover distances of more than 500 miles, a substitution effect between air and ground transportation modes would be small. 5. NAICS 54 represents the professional, scientific and technical (PST) services sector. Activities included legal advice and representation; accounting, bookkeeping and payroll services; architectural, engineering and specialized design services; computer services; consulting services; research services; advertising services; photographic services; translation and interpretation services; and veterinary services.
6. For example, 100 passengers board a plane from Fargo, ND (origin) and stop at Minneapolis/ St. Paul, MN, where 40 passengers deplane (hub airport) and the other 60 passengers continue on to Washington, DC (destination). The number of passengers on the Fargo-Minneapolis segment is counted as 100 passengers in the segment data and 40 passengers in the market data. The T-100 domestic segment and the T-100 market data are population data from reporting carriers in single-segment markets.
7. Based on the example in Footnote 6, the number of passengers on the route of Fargo, NDWashington DC, which combines multiple segments, is not available in the market data. 11. Our estimated price elasticities range from -3.30 to -1.22, which seem higher than those in previous studies but not out of the acceptable range. Based on 254 price elasticity estimates taken from 21 studies, Gillen et al. (2003) find that the minimum estimated elasticity of -3.2 and the median of all estimates is -1.22. In a survey of passenger transport demand studies, Oum et al. (1990) show that price elasticities range from -4.60 to -0.40 for vacation travel, -4.18 to -0.08 for non-vacation travel and -4.51 to -0.44 for mixed travel. This paper uses route level data instead of aggregate data, which can produce greater price elasticities of demand. In addition, as shown in Table 1 , many routes used in this paper contain tourism at the origin or destination, which lead to higher price elasticities of demand (e.g., vacation travel).
