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Abstract: We study quantum antiferromagnetic Heisenberg models on a hypercubic lat-
tice. We prove the following three theorems without any assumption: (i) The spontaneous
magnetization which is obtained by applying the infinitesimally weak symmetry breaking
field is equal to the maximum spontaneous magnetization at zero or non-zero low temper-
atures. (ii) When the spontaneous magnetization is non-vanishing at zero temperature,
there appears a gapless excitation, Nambu-Goldstone mode, above an infinite-volume pure
ground state. (iii) When the spontaneous magnetization is non-vanishing at zero or non-
zero low temperatures, the transverse correlation in the infinite-volume limit exhibits a
Nambu-Goldstone-type slow decay.
1Department of Physics, Gakushuin University, Mejiro, Toshima-ku, Tokyo 171-8588,
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1 Introduction
For quantum many-body systems, the excitation spectrum for low energy states above the
ground state has been often computed by using trial wavefunctions within Bijl-Feynman
single-mode approximation [1, 2, 3]. By relying on the method, Momoi [4] obtained a spin-
wave spectrum above a symmetry-breaking ground state with a Ne´el order in Heisenberg
antiferromagnets. He also evaluated [5] the decay of the transverse spin-spin correlation
which is related to Nambu-Goldstone mode [6, 7, 8, 9]. His results agree with the expected
ones from Nambu-Goldstone argument for continuous symmetry breaking. However, it is
well known [10, 11] that there appear many low-lying eigenstates whose excitation energy
is very close to the energy of the symmetric ground state of the finite-volume Hamiltonian,
and that these low-lying eigenstates yield a set of symmetry-breaking ground states in the
infinite-volume limit by forming linear combinations of the low-lying eigenstates and the
symmetric ground state. Therefore, in order to obtain the true spectrum of low-energy
excitations above an infinite-volume pure ground state, we have to distinguish them from
the low-lying eigenstates which yield a set of infinite-volume ground states.
In this paper, we improve Momoi’s argument. In consequence, we prove the existence
of the Nambu-Goldstone mode above an infinite-volume pure ground state in quantum
antiferromagnetic Heisenberg models on a hypercubic lattice. We also prove that the
transverse spin-spin correlation, which is related to Nambu-Goldstone mode, exhibits a
certain slow decay when the spontaneous magnetization exhibits the non-vanishing maxi-
mum value at zero or non-zero low temperatures.
In the next section, we present the precise definition of the Hamiltonian of the quan-
tum antiferromagnetic Heisenberg models, and describe our main theorems. The rest of
Sections are devoted to the proofs of the main theorems as follows: The maximum spon-
taneous magnetization at zero and non-zero temperatures is treated in Sections 3 and
4, respectively. The existence of the Nambu-Goldstone mode is proved in Sec. 5. An
alternative proof of the existence of the mode is given in Sec. 6. In Sec. 7, we prove
that the transverse spin-spin correlation exhibits a Nambu-Goldstone-type slow decay.
Appendices A-C are devoted to technical estimates.
2 Models and Main Results
2.1 Quantum Heisenberg Antiferromagnets
In the present paper, we consider quantum Heisenberg antiferromagnets which have re-
flection positivity [12, 13]. The extension of our method to anisotropic antiferromagnets
is relatively straightforward [14, 15]. More precisely, we can treat the Hamiltonian H
(Λ)
0,p
of (2.2) below with an additional Ising term.
Let Γ be a finite subset of the d-dimensional hypercubic lattice Zd, i.e., Γ ⊂ Zd, with
d ≥ 1. For each site x = (x(1), x(2), . . . , x(d)) ∈ Γ, we associate three component quantum
spin operator Sx = (S
(1)
x , S
(2)
x , S
(3)
x ) with magnitude of spin, S = 1/2, 1, 3/2, 2, . . .. More
precisely, the spin operators, S
(1)
x , S
(2)
x , S
(3)
x , are (2S +1)× (2S +1) matrices at the site x.
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They satisfy the commutation relations,
[S(1)x , S
(2)
x ] = iS
(3)
x , [S
(2)
x , S
(3)
x ] = iS
(1)
x , and [S
(3)
x , S
(1)
x ] = iS
(2)
x ,
and (S
(1)
x )2 + (S
(2)
x )2 + (S
(3)
x )2 = S(S + 1) for x ∈ Γ. For the finite lattice Γ, the whole
Hilbert space is given by
HΓ =
⊗
x∈Γ
C
2S+1.
More generally, the algebra of observables on HΓ is given by
AΓ :=
⊗
x∈Γ
M2S+1(C),
where M2S+1(C) is the algebra of (2S + 1)× (2S + 1) complex matrices. When two finite
lattices, Γ1 and Γ2, satisfy Γ1 ⊂ Γ2, the algebra AΓ1 is embedded in AΓ2 by the tensor
product AΓ1 ⊗ IΓ2\Γ1 ⊂ AΓ2 with the identity IΓ2\Γ1 . The local algebra is given by
Aloc =
⋃
Γ⊂Zd:|Γ|<∞
AΓ,
where |Γ| is the number of the sites in the finite lattice Γ. The quasi-local algebra is defined
by the completion of the local algebra Aloc in the sense of the operator-norm topology.
Consider a d-dimensional finite hypercubic lattice,
Λ := {−L+ 1,−L+ 2, . . . ,−1, 0, 1, . . . , L− 1, L}d ⊂ Zd,
with a large positive integer L and d ≥ 1. The Hamiltonian H
(Λ)
p (B) of the Heisenberg
antiferromagnet on the lattice Λ is given by
H(Λ)p (B) = H
(Λ)
0,p − BO
(Λ), (2.1)
where the first term in the right-hand side is the Hamiltonian of the nearest neighbor
spin-spin antiferromagnetic interactions,
H
(Λ)
0,p :=
∑
{x,y}⊂Λ: |x−y|=1
Sx · Sy, (2.2)
and the second term is the potential due to the external magnetic field B ∈ R with the
order parameter,
O(Λ) :=
∑
x∈Λ
(−1)x
(1)+x(2)+···+x(d)S(3)x .
Here, the subscript p of the Hamiltonian H
(Λ)
0,p denotes the periodic boundary condition.
3
2.2 Zero Temperature
We first describe our main results for the ground states. Let Φ
(Λ)
0 (B) be a ground-state
vector of the Hamiltonian H
(Λ)
p (B). We can take the vector Φ
(Λ)
0 (B) to be translationally
invariant with period 2 because of the periodic boundary condition. The infinite-volume
ground state is given by
ωΦ0(B)(· · ·) := weak
∗- lim
ΛրZd
〈Φ
(Λ)
0 (B), (· · ·)Φ
(Λ)
0 (B)〉, (2.3)
where we take a suitable sequence of finite lattices Λ going to Zd so that the expectation
value converges to a linear functional for the set of the quasi-local algebra. Write
m[Φ0(B)] :=
1
|Λ|
ωΦ0(B)(O
(Λ)). (2.4)
Clearly, this quantity does not depend on the size of the lattice Λ because of the transla-
tional invariance, and one has
m[Φ0(B)] = lim
ΛրZd
1
|Λ|
〈Φ
(Λ)
0 (B), O
(Λ)Φ
(Λ)
0 (B)〉, (2.5)
where we choose the sequence of the finite lattices Λ to be the same as in (2.3). Therefore,
the spontaneous magnetization ms is formally given by
ms = lim
Bց0
m[Φ0(B)] = lim
Bց0
lim
ΛրZd
1
|Λ|
〈Φ
(Λ)
0 (B), O
(Λ)Φ
(Λ)
0 (B)〉 (2.6)
for the ground state Φ
(Λ)
0 (B) in the infinite-volume limit.
Let ω be a positive linear functional for the quasi-local algebra. Then, if ω satisfies
[16]
lim
ΛրZd
ω(a∗[H
(Λ)
0,p , a]) ≥ 0 (2.7)
for any a ∈ Aloc, we say that ω is an infinite-volume ground state in the case of the
external magnetic field B = 0. Clearly, the above limit exists for a fixed a ∈ Aloc, and the
condition does not depend on the boundary condition of the Hamiltonian. The physical
meaning of the inequality is that any local perturbation cost non-negative energy. For the
infinite-volume ground state ω, the maximum spontaneous magnetization is given by
lim
Nր∞
sup
|Λ|≥N
1
|Λ|
ω(O(Λ)).
In addition, if ω is translationally invariant with period 2, then we say that ω is a transla-
tionally invariant infinite-volume ground state. For the translationally invariant state ω,
the spontaneous magnetization is defined by
lim
ΛրZd
1
|Λ|
ω(O(Λ)).
Because of the translational invariance of ω, the limit is equal to ω(O(Λ))/|Λ|.
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Theorem 2.1 The limit in the expression (2.6) of the spontaneous magnetization ms
exists. Further, the spontaneous magnetization ms is equal to the maximum spontaneous
magnetization over all of the infinite-volume ground states.
The proof is given in Sec. 3. We write
ω
(Λ)
B (· · ·) :=
1
q(Λ)(B)
Tr [P
(Λ)
0 (B)(· · ·)] (2.8)
for the expectation value for the ground state of the Hamiltonian H
(Λ)
p (B), where P
(Λ)
0 (B)
is the projection onto the sector of the ground states and q(Λ)(B) is the degeneracy of the
ground states, i.e., q(Λ)(B) = Tr P
(Λ)
0 (B). We also write
ω0(· · ·) := weak
∗- lim
Bց0
weak∗- lim
ΛրZd
ω
(Λ)
B (· · ·) (2.9)
for the infinite-volume ground state with zero magnetic field B = 0. From Theorem 2.1,
this state ω0 also exhibits the maximum spontaneous magnetization. Therefore, if an
infinite-volume ground state exhibits a non-vanishing spontaneous magnetization, then
the state ω0 shows the non-vanishing maximum spontaneous magnetization.
Next, in order to describe our theorem about the Nambu-Goldstone mode, we recall
the notion of pure states [17]: A state is called pure whenever it cannot be expressed as a
convex combination of other states. The existence of the Nambu-Goldstone mode follows
from the following theorem:
Theorem 2.2 Suppose that the spontaneous magnetization is non-vanishing for an infinite-
volume ground state. Then, there exists an infinite-volume pure ground state such that
there appears a gapless excitation above the ground state and that the state exhibits the
non-vanishing maximum spontaneous magnetization.
The proof is given in Sec. 5. An alternative proof of the existence of the gapless mode
is given in Sec. 6.
Remark: In [18, 19], the following statement was proved for generic quantum spin sys-
tems: A non-vanishing spectral gap above a unique infinite-volume ground state in the
domain of the infinite-volume Hamiltonian implies that there is no spontaneous symmetry
breaking. However, the sector of the infinite-volume ground states may be degenerate. In
fact, as mentioned in Introduction, there appear many low-lying eigenstates whose excita-
tion energy is very close to the energy of the symmetric ground state of the finite-volume
Hamiltonian, and these low-lying eigenstates yield a set of symmetry-breaking ground
states in the infinite-volume limit by forming linear combinations of the low-lying eigen-
states and the symmetric ground state [10, 11]. It is not clear why such a contribution
of many low-lying states yields a unique ground state. In [4], the contribution was not
taken into account, too. Wreszinski [20] assumed an ergodic property with respect to the
time evolution for a unique infinite-volume ground state in the domain of the infinite-
volume Hamiltonian, and proved that there is no spectral gap above the ground state if a
spontaneous symmetry breaking occurs.
By improving Momoi’s argument [5], we obtain:
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Theorem 2.3 When the spontaneous magnetization ms is non-vanishing for an infinite-
volume ground state in dimensions d ≥ 2, the transverse correlation function ω0(S
(2)
x S
(2)
y )
in the infinite-volume limit exhibits a Nambu-Goldstone-type slow decay. More precisely,
the possibility of the following rapid decay is ruled out:
|ω0(S
(2)
x S
(2)
y )| = o(|x− y|
−(d−1)),
where o(ε) denotes a quantity q(ε) such that q(ε)/ε is vanishing in the limit εց 0.
The proof is given in Sec. 7.
2.3 Non-zero Temperatures
The thermal expectation value at the inverse temperature β is given by
〈· · ·〉
(Λ)
B,β :=
1
Z
(Λ)
B,β
Tr (· · ·)e−βH
(Λ)
p (B), (2.10)
where Z
(Λ)
B,β is the partition function. The infinite-volume thermal equilibrium state is
given by
ρB(· · ·) = weak
∗- lim
ΛրZd
〈· · ·〉
(Λ)
B,β (2.11)
in the same way as in the case of the ground states. The spontaneous magnetization ms,β
is formally given by
ms,β := lim
Bց0
1
|Λ|
ρB(O
(Λ)). (2.12)
Because of the translational invariance with period 2, the right-hand side dose not depend
on the size of the lattice Λ. Clearly, this can be written
ms,β = lim
Bց0
lim
ΛրZd
1
|Λ|
〈O(Λ)〉
(Λ)
B,β.
In general, let ρ be a translationally invariant thermal equilibrium state (i.e., Gibbs
state) which minimizes the free energy per volume [16]. Then, the spontaneous magneti-
zation is given by
1
|Λ|
ρ(O(Λ)).
Theorem 2.4 For strictly positive temperatures β−1 > 0, the limit in (2.12) for the spon-
taneous magnetization ms exists. Further, the spontaneous magnetization ms,β is equal to
the maximum spontaneous magnetization over all of the translationally invariant thermal
equilibrium states in the infinite volume.
The proof is given in Sec. 4.
We write
ρ0(· · ·) := weak
∗- lim
Bց0
ρB(· · ·). (2.13)
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Theorem 2.5 When the spontaneous magnetization ms,β is non-vanishing for strictly
positive temperatures β−1 > 0 in dimensions d ≥ 3, the transverse correlation function
ρ0(S
(2)
x S
(2)
y ) in the infinite-volume limit exhibits a Nambu-Goldstone-type slow decay. More
precisely, the possibility of the following rapid decay is ruled out:
|ρ0(S
(2)
x S
(2)
y )| = o(|x− y|
−(d−2)).
The proof is given in Sec. 7.
Remark: The exponent (d− 2) is expected to be optimal because Kennedy and King [21]
proved that the correlation corresponding to the Nambu-Goldstone mode exhibits exactly
this power (d − 2) in the power-law decay in an Abelian Higgs model in Landau gauge
in dimensions d ≥ 3. By relying on Bogoliubov inequality, Martin [22] discussed Nambu-
Goldstone-type slow clustering of the transverse correlations when a continuous symmetry
is broken in generic quantum or classical spin systems for strictly positive temperatures.
See also a related approach [19] to proving Nambu-Goldstone-type slow clustering of the
transverse correlations.
3 Spontaneous Magnetization at Zero Temperature
In this section, we will prove the statement of Theorem 2.1 in the case of the ground states.
For this purpose, we will use the theorem by Bratteli, Kishimoto and Robinson [23] and
the variational principle [24] for the ground-state energy.
Let Φ
(Λ)
0 (B) be a ground-state vector of the finite-volume Hamiltonian H
(Λ)
p (B). Then,
the expectation value of the ground-state energy satisfies
〈Φ
(Λ)
0 (B), H
(Λ)
p (B)Φ
(Λ)
0 (B)〉 ≤ ω(H
(Λ)
p (B)).
for any state ω. Substituting the right-hand side of (2.1) into this, one has
〈Φ
(Λ)
0 (B), H
(Λ)
0,pΦ
(Λ)
0 (B)〉 − B〈Φ
(Λ)
0 (B), O
(Λ)Φ
(Λ)
0 (B)〉 ≤ ω(H
(Λ)
0,p )−Bω(O
(Λ)).
Further, this can be rewritten to the relation between two magnetizations as [24]
1
|Λ|
〈Φ
(Λ)
0 (B), O
(Λ)Φ
(Λ)
0 (B)〉 ≥
1
|Λ|
ω(O(Λ)) +
1
B|Λ|
[〈Φ
(Λ)
0 (B), H
(Λ)
0,pΦ
(Λ)
0 (B)〉 − ω(H
(Λ)
0,p )]
≥
1
|Λ|
ω(O(Λ)) +
1
B|Λ|
[E
(Λ)
0 − ω(H
(Λ)
0,p )], (3.1)
where E
(Λ)
0 is the ground-state eigenenergy of the Hamiltonian, H
(Λ)
p (0) = H
(Λ)
0,p , with the
external magnetic field B = 0.
As the above state ω, we choose an infinite-volume ground state which exhibits the
maximum spontaneous magnetization for the Hamiltonian without the external magnetic
field. Such a state is expected to be realized in an infinite-volume limit for a Hamiltonian
with a boundary field which induces a spontaneous magnetization or a Hamiltonian with
an infinitesimally weak symmetry breaking field which is switched off after taking the
infinite-volume limit [25].
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We define a set of states by
SωΛ := {ω
′| ω′|AΛc = ω|AΛc}
for the state ω and a finite lattice Λ. Here, ω|AΛc is the restriction of the state ω to the
C∗-subalgebra AΛc on the complement Λ
c of Λ. In order to estimate the energy difference
in the right-hand side of (3.1), we recall the theorem by Bratteli, Kishimoto and Robinson
[23]. We denote by H
(Λ)
0,f the Hamiltonian without the external magnetic field and with
the free boundary condition on the finite lattice Λ. Then, the theorem states
Theorem 3.1 (Bratteli, Kishimoto and Robinson [23]) Let ω be an infinite-volume
ground state ω, i.e., ω satisfies the ground-state condition (2.7). Then, the state ω satisfies
ω(H˜
(Λ)
0 ) = inf
ω′∈SωΛ
ω′(H˜
(Λ)
0 ), (3.2)
where
H˜
(Λ)
0 = H
(Λ)
0,f +W
(Λ)
with the boundary Hamiltonian,
W (Λ) :=
∑
X:X∩Λ 6=∅,X∩Λc 6=∅
hX .
Here, hX is the local Hamiltonian on X ⊂ Z
d.
As a trial state, we take
ω˜(· · ·) := ω|AΛc(· · ·)⊗ 〈Φ
(Λ)
0 (0), (· · ·)Φ
(Λ)
0 (0)〉 (3.3)
by using the finite-volume ground state Φ
(Λ)
0 (0) of the Hamiltonian H
(Λ)
p (0) = H
(Λ)
0,p with
zero external magnetic field B = 0.
Then, from (3.2), the following bound holds:
ω˜(H˜
(Λ)
0 ) ≥ ω(H˜
(Λ)
0 ) (3.4)
because the state ω is an infinite-volume ground state. We write
δH
(Λ)
0 := H˜
(Λ)
0 −H
(Λ)
0,p .
Substituting this and the trial state (3.3) into the bound (3.4), one has
E
(Λ)
0 + ω˜(δH
(Λ)
0 ) ≥ ω(H
(Λ)
0,p ) + ω(δH
(Λ)
0 ).
Since ‖δH
(Λ)
0 ‖ ≤ Const.L
d−1, this yields
ω(H
(Λ)
0,p )−E
(Λ)
0 ≤ Const.L
d−1.
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Substituting this into the right-hand side of (3.1) and using the expression (2.6) of ms, we
obtain
ms = lim
Bց0
lim
ΛրZd
1
|Λ|
〈Φ
(Λ)
0 (B), O
(Λ)Φ
(Λ)
0 (B)〉 ≥ lim
ΛրZd
1
|Λ|
ω(O(Λ)). (3.5)
Here, if necessary, we take a suitable sequence of finite lattices Λ going to Zd so that the
right-hand side yields the maximum magnetization for the infinite-volume ground state ω,
and we choose the sequence of the limit B ց 0 so that the limit converges to some value
ms in the set of all of the accumulation points. Further, consider a state,
ωΦ0(+0) := weak
∗- lim
Bց0
ωΦ0(B),
where we take the sequence of the weak∗-limit B ց 0 so that
ms = lim
Bց0
1
|Λ|
ωΦ0(B)(O
(Λ)) =
1
|Λ|
ωΦ0(+0)(O
(Λ))
with the same value ms as in above from (2.4) and (2.6). Then, one can easily check that
the state ωΦ0(+0) is an infinite-volume ground state in the case of the external magnetic field
B = 0. Since the right-hand side of (3.5) gives the maximum spontaneous magnetization
over all of the infinite-volume ground states from the assumption, we have
ms ≥ lim
ΛրZd
1
|Λ|
ω(O(Λ)) ≥ lim
ΛրZd
1
|Λ|
ωΦ0(+0)(O
(Λ)) = ms.
This implies that the above value ms is always equal to the maximum magnetization for
the state ω, irrespective of the sequence of the limit B ց 0. In particular, when the state
ω is translationally invariant with period 2, the quantity ω(O(Λ))/|Λ| does not depend
on the size of the lattice Λ. Therefore, we do not need to choose the above suitable
sequence of finite lattices Λ for the inequality (3.5). This implies that ms is equal to
the maximum spontaneous magnetization over all of the translationally invariant infinite-
volume ground states, irrespective of the sequences of finite lattices Λ going to Zd in the
weak∗-limit for the state ωΦ0(B) of (2.3). Moreover, if we choose the appropriate sequence
of finite lattices Λ going to Zd so that the right-hand side of the above inequality (3.5)
yields the maximum magnetization for the infinite-volume ground state ω, similarly we
have that ms is equal to the maximum spontaneous magnetization over all of the infinite-
volume ground states which are not necessarily translationally invariant. This completes
the proof of Theorem 2.1.
4 Spontaneous Magnetization at Non-zero Tempera-
tures
In this section, we will prove the statement of Theorem 2.4. Namely, we prove that the
spontaneous magnetizationms,β of (2.12) is equal to the maximum spontaneous magnetiza-
tion over all of the translationally invariant thermal equilibrium states for strictly positive
temperatures β−1 > 0. For this purpose, we will use the fact that thermal equilibrium
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states (i.e., Gibbs states) minimizes the free energy per volume [16] for translationally
invariant systems.
Consider a Hamiltonian H(B) which is written as a sum of the translates of the local
Hamiltonian hx(B) := hx − Box, where B ≥ 0 is an external magnetic field and ox is the
local order parameter. Namely, the Hamiltonian H(B) is translationally invariant and
formally written as
H(B) =
∑
x
(hx − Box).
Let ρ be a translationally invariant infinite-volume state. We write
eB(ρ) = ρ((hx − Box)) and e0(ρ) = ρ(hx)
for the expectation value of the energy per volume with B > 0 and B = 0, respectively.
For the state ρ and the subalgebra AΛ on the finite lattice Λ, the density matrix σΛ is
uniquely determined by [16]
ρ(a) = TrHΛ(σΛa)
for all a ∈ AΛ. Then, the entropy per volume in the infinite volume is given by [16]
s(ρ) := − lim
ΛրZd
1
|Λ|
TrHΛ(σΛ log σΛ).
This limit is known to exist [16].
Let ρB be an infinite-volume Gibbs state [16] at the inverse temperature β and for
the external magnetic field B, i.e., the state ρB minimizes the free energy or equivalently
maximizes s(ρB)− βeB(ρB). Therefore, the following inequality holds:
s(ρB)− βeB(ρB) ≥ s(ρ)− βeB(ρ) = s(ρ)− βe0(ρ) + βBρ(ox)
for any translationally invariant infinite-volume state ρ. We choose ρ to be a Gibbs state
for the Hamiltonian H(0) with the zero external field B = 0. Therefore, one has
s(ρ)− βe0(ρ) ≥ s(ρB)− βe0(ρB).
Combining these two inequalities, one obtains
ρB(ox) ≥ ρ(ox).
In particular, when the state ρ yields the maximum magnetization mmax,β, we have
ms,β = lim
Bց0
ρB(ox) ≥ mmax,β,
where we take the sequence of the limit B ց 0 so that the limit converges to some value
ms,β in the set of all of the accumulation points. Consider
ρ0(· · ·) = weak
∗- lim
Bց0
ρB(· · ·),
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where we choose the sequence of the limit B ց 0 so that ρ0(ox) = ms,β, i.e., the state
shows the same spontaneous magnetization as in above. Then, one can easily check that
the state ρ0 is a translationally invariant thermal equilibrium states. Therefore, we have
ms,β ≥ mmax,β ≥ ms,β.
This implies that the spontaneous magnetization ms,β is equal to the maximum magneti-
zation for strictly positive temperatures β−1 > 0, too. Thus, the statement of Theorem 2.4
has been proved.
5 A Trial State for Low-Energy Excitations
In this section, we give a proof of Theorem 2.2. In order to prove the existence of a gap-
less excitation above the sector of the ground state, we will basically use the variational
principle with respect to energy. Our key idea is to choose the trial state to be a special
form (5.1) below that eliminates the contributions of the undesired low-lying eigenstates,
which yield a set of symmetry-breaking ground states in the infinite-volume limit by form-
ing linear combinations of the low-lying eigenstates and the symmetric ground state, as
mentioned in Introduction.
We denote by E
(Λ)
0 (B) the eigenenergy of the ground state of the Hamiltonian H
(Λ)
p (B)
in the external magnetic field with the strength B. We write
H(Λ)p (B) := H
(Λ)
p (B)− E
(Λ)
0 (B).
For an operator A ∈ AΛ, we introduce a trial state as
ϕ
(Λ)
B,ǫ,A(· · ·) :=
ω
(Λ)
B (A
∗[H
(Λ)
p (B)]ǫ/2(· · ·)[H
(Λ)
p (B)]ǫ/2A)
ω
(Λ)
B (A
∗[H
(Λ)
p (B)]ǫA)
, (5.1)
where the ground state ω
(Λ)
B is given by (2.8), and ǫ is a positive small parameter. Here,
we stress the following again: If an excitation energy appeared in (5.1) is very close to the
energy E
(Λ)
0 (B) of the ground state, then the contribution becomes very small due to the
factor [H
(Λ)
p (B)]ǫ/2. Thus, we can eliminate the contributions of the undesired low-lying
eigenstates. But, for the purpose of giving the proof of Theorem 2.2 in a mathematically
rigorous way, we slightly modify the cutoff [H
(Λ)
p (B)]ǫ/2 in Sec. 5.3 below.
The energy expectation with respect to the state (5.1) is given by
ϕ
(Λ)
B,ǫ,A(H
(Λ)
p (B)) =
ω
(Λ)
B (A
∗[H
(Λ)
p (B)]1+ǫA)
ω
(Λ)
B (A
∗[H
(Λ)
p (B)]ǫA)
. (5.2)
Let R be a large positive integer, and define
ΩR := {x ∈ Z
d | |x|∞ ≤ R} ⊂ Z
d, (5.3)
where
|x|∞ := max
1≤i≤d
{|x(i)|} for x = (x(1), x(2), . . . , x(d)) ∈ Zd.
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We choose the local operator A ∈ Aloc as
A = AR :=
1
|ΩR|
∑
x∈ΩR
(−1)x
(1)+···+x(d)S(2)x . (5.4)
Clearly, AR ∈ AΩR .
5.1 Estimate of the denominator of the right-hand side in (5.2)
In order to estimate the denominator of the right-hand side in (5.2), we use the following
Kennedy-Lieb-Shastry type inequality [13]:
Lemma 5.1 Let A,C be operators on Λ, and let ǫ be a positive small parameter. Then,
the following bound is valid:
|ω
(Λ)
B ([C,A])|
2 ≤
√
D˜
(Λ)
B (C)
√
κ(ǫ) ω
(Λ)
B ({C,C
∗}) + ω
(Λ)
B ([[C
∗, H
(Λ)
p (B)], C])
×
{
ω
(Λ)
B (A[H
(Λ)
p (B)]
ǫA∗) + ω
(Λ)
B (A
∗[H(Λ)p (B)]
ǫA)
}
, (5.5)
where
D˜
(Λ)
B (C) := ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−1C∗) + ω
(Λ)
B (C
∗P (Λ)ex (B)[H
(Λ)
p (B)]
−1C) (5.6)
with
P (Λ)ex (B) := 1− P
(Λ)
0 (B), (5.7)
and κ(ǫ) is a positive function of the parameter ǫ such that κ(ǫ) → 0 as ǫ → 0. Here,
P
(Λ)
0 (B) is the projection onto the sector of the ground state of the Hamiltonian H
(Λ)
p (B).
The proof is given in Appendix A. The inequality (5.5) is a slight extension of the
Kennedy-Lieb-Shastry inequality [13]. In fact, when the parameter ǫ is zero, it is nothing
but the Kennedy-Lieb-Shastry inequality [5].
First, in order to estimate D˜
(Λ)
B (C) in the right-hand side of the inequality (5.5), we
use the inequality (5.8) below which is obtained by relying on the reflection positivity of
the model [13].
Lemma 5.2 Let f = fx for x ∈ Λ be a real-valued function on the lattice Λ. Then, the
following bound is valid:
ω
(Λ)
B (H
′
1P
(Λ)
ex (B)[H
(Λ)
p (B)]
−1H ′1) ≤
∑
{x,y}⊂Λ:|x−y|=1
1
2
(fx + fy)
2, (5.8)
where
H ′1 =
∑
{x,y}⊂Λ:|x−y|=1
[
S(1)x + S
(1)
y
]
(fx + fy). (5.9)
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Proof: Consider a Hamiltonian,
H(Λ)p (B, f) :=
∑
{x,y}⊂Λ:|x−y|=1
[
S(2)x S
(2)
y + S
(3)
x S
(3)
y
]
−BO(Λ)
+
1
2
∑
{x,y}⊂Λ:|x−y|=1
[
(S(1)x + S
(1)
y + fx + fy)
2 − (S(1)x )
2 − (S(1)y )
2
]
. (5.10)
Clearly, this is written
H(Λ)p (B, f) = H
(Λ)
p (B) +
∑
{x,y}⊂Λ:|x−y|=1
[
S(1)x + S
(1)
y
]
(fx + fy) +
∑
{x,y}⊂Λ:|x−y|=1
1
2
(fx + fy)
2,
(5.11)
where the first term in the right-hand side is given by (2.1). Applying the method of
the reflection positivity yields that the ground-state energy E
(Λ)
0 (B, f) of the Hamiltonian
H
(Λ)
p (B, f) satisfies [13]
E
(Λ)
0 (B, f) ≥ E
(Λ)
0 (B, 0) = E
(Λ)
0 (B) for any f. (5.12)
Namely, the minimum value of the ground-state energy is given by f = 0. The proof is
given in Appendix B. From this inequality, one has the bound (5.8). The proof is given in
Appendix C.
For the inequality (5.5), we choose A = AR of (5.4) and C = H
′
1 of (5.9) with the
function fx which is given by
fx =
{ 1, x ∈ ΩR+1;
1− [|x|∞ − (R + 1)]/R, x ∈ Ω2R\ΩR+1;
0, otherwise,
(5.13)
where ΩR is given by (5.3) with the positive integer R. Then, one has
D˜
(Λ)
B (C) = D˜
(Λ)
B (H
′
1) ≤ Const.R
d (5.14)
from the definition (5.6) of D˜
(Λ)
B and the inequality (5.8).
The commutator [C,A] = [H ′1,AR] in the left-hand side of (5.5) is calculated as
[C,A] = [H ′1,AR] =
1
|ΩR|
∑
x∈ΩR
(−1)x
(1)+···+x(d)[H ′1, S
(2)
x ]
=
2d
|ΩR|
∑
x∈ΩR
(−1)x
(1)+···+x(d)iS(3)x =
2di
|ΩR|
O(ΩR). (5.15)
Therefore, one has
ω
(Λ)
B ([C,A]) =
2di
|ΩR|
ω
(Λ)
B (O
(ΩR)). (5.16)
This expectation value is nothing but the staggered magnetization which is nonvanishing
[24, 25] for taking the infinite-volume limit Λ ր Zd first and then the zero field limit
B ց 0. We write
m(Λ)s (B) :=
1
|ΩR|
ω
(Λ)
B (O
(ΩR)). (5.17)
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The spontaneous magnetization in the infinite volume is given by
ms = lim
Bց0
lim
ΛրZd
m(Λ)s (B),
where the limit Λր Zd is the weak∗ limit for the state.
Further, one obtains
[[C∗, H(Λ)p (B)], C] = [[C
∗, H
(Λ)
0,p ], C]− B[[C
∗, O(Λ)], C]
=
∑
{x,y}⊂Ω2R+1:|x−y|=1
[[H ′1,Sx · Sy], H
′
1]− B[[H
′
1, O
(Ω2R+1)], H ′1]
(5.18)
for the double commutator in the right-hand side of (5.5). The sum in the right-hand side
can be estimated by using the U(1) symmetry of the Hamiltonian (rotation around the
1-axis in the spin space). This symmetry reduces the order of the quantity from O(Rd) to
O(Rd−2) as follows:
Lemma 5.3 ∑
{x,y}⊂Ω2R+1:|x−y|=1
‖[[H ′1,Sx · Sy], H
′
1]‖ ≤ Const.R
d−2. (5.19)
Proof: From the definition (5.9) of H ′1, one has
[[H ′1,Sx · Sy], H
′
1] = 4[[S˜
(1)
x + S˜
(1)
y ,Sx · Sy], S˜
(1)
x + S˜
(1)
y ], (5.20)
where
S˜(1)x :=
∑
y′:|x−y′|=1
S(1)x (fx + fy′).
Note that
S˜(1)x − 4dfxS
(1)
x =
∑
y′:|x−y′|=1
S(1)x (fy′ − fx) =: ∆S
(1)
x
and
S˜(1)y − 4dfxS
(1)
y =
∑
x′:|x′−y|=1
S(1)y (fy − fx + fx′ − fx) =: ∆S
(1)
y
for y satisfying |x−y| = 1. Substituting these into the right-hand side of the above double
commutator (5.20), one has
[[H ′1,Sx · Sy], H
′
1] = 16dfx[[∆S
(1)
x +∆S
(1)
y ,Sx · Sy], S
(1)
x + S
(1)
y ]
+ 4[[∆S(1)x +∆S
(1)
y ,Sx · Sy],∆S
(1)
x +∆S
(1)
y ].
Here, one can easily show that the first term in the right-hand side is vanishing. From
the definitions of the function fx, ∆S
(1)
x and ∆S
(1)
y , the norms of these operators can be
estimated as
‖∆S(1)x ‖ ≤ Const.
1
R
and ‖∆S(1)y ‖ ≤ Const.
1
R
.
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Therefore,
‖[[H ′1,Sx · Sy], H
′
1]‖ ≤ Const.
1
R2
.
Consequently, one has the bound (5.19).
From (5.19) and (5.18), one has
|ω
(Λ)
B ([[C
∗, H(Λ)p (B)], C])| ≤ Const.R
d−2 + Const.|B|Rd (5.21)
with C = H ′1.
Now let us estimate the denominator of the expectation value (5.2) of the excitation
energy. Combining (5.5), (5.14), (5.16), (5.17) and (5.21), we obtain
|m(Λ)s (B)|
2 ≤ K0R
d−1
[
1 +K1κ(ǫ)R
d+2 +K2|B|R
2
]1/2
× ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR), (5.22)
where K0, K1 and K2 are a positive constant.
5.2 Estimate of the numerator in the right-hand side of (5.2)
Next let us estimate the numerator of (5.2). For the Hamiltonian H
(Λ)
p (B), we denote by
P (E ′,+∞) the spectral projection onto the energies which are larger than E ′ > 0. We
also write P [0, E ′) := 1− P (E ′,+∞). Note that
ω
(Λ)
B (AR[H
(Λ)
p (B)]
1+ǫAR)
= ω
(Λ)
B (ARP [0, E
′)[H(Λ)p (B)]
1+ǫAR) + ω
(Λ)
B (ARP (E
′,+∞)[H(Λ)p (B)]
1+ǫAR)
≤ ω
(Λ)
B (ARP [0, E
′)H(Λ)p (B)AR)× (E
′)ǫ + ω
(Λ)
B (ARP (E
′,+∞)[H(Λ)p (B)]
3AR)× (E
′)ǫ−2
≤ ω
(Λ)
B (ARH
(Λ)
p (B)AR)× (E
′)ǫ + ω
(Λ)
B (AR[H
(Λ)
p (B)]
3AR)× (E
′)ǫ−2.
The first term in the right-hand side in the last line can be estimated as
ω
(Λ)
B (ARH
(Λ)
p (B)AR) =
1
2
ω
(Λ)
B ([AR, [H
(Λ)
p (B),AR]]) ≤
K3
Rd
. (5.23)
with the positive constant K3. Similarly, the second term is evaluated as
ω
(Λ)
B (AR[H
(Λ)
p (B)]
3AR) ≤ ω
(Λ)
B (AR[H
(Λ)
p (B)]
3AR)
= ω
(Λ)
B ([AR, H
(Λ)
p (B)]H
(Λ)
p (B)[H
(Λ)
p (B),AR])
= ω
(Λ)
B (BRH
(Λ)
p (B)BR)
=
1
2
ω
(Λ)
B ([BR, [H
(Λ)
p (B),BR]]) ≤
K4
Rd
(5.24)
with the positive constant K4, where we have written BR := i[H
(Λ)
p (B),AR], and used the
assumption that the interactions of the Hamiltonian H
(Λ)
p (B) are of finite range. From
these observations, we obtain
ω
(Λ)
B (AR[H
(Λ)
p (B)]
1+ǫAR) ≤
1
Rd
[
K3(E
′)ǫ +K4(E
′)ǫ−2
]
≤
K3 +K4
Rd
, (5.25)
where we have chosen E ′ = 1.
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5.3 Proof of Theorem 2.2
For the parameter, ǫ, we choose ǫ which satisfies
κ(ǫ)Rd+2 ≤ 1
for a fixed R. Then, the inequality (5.22) is written
|m(Λ)s (B)|
2 ≤ K0R
d−1
[
1 +K1 +K2|B|R
2
]1/2
× ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR). (5.26)
From this and (5.25), we can obtain the desired bound
ϕ
(Λ)
B,ǫ,A(H
(Λ)
p (B)) ≤
K0(K3 +K4)
R|m
(Λ)
s (B)|2
[
1 +K1 +K2|B|R
2
]1/2
for the expectation value of (5.2). In the double limit B ց 0 and Λր Zd, the excitation
energy is bounded by Const./R because the spontaneous magnetization is non-vanishing.
Although this is the desired result, the cutoff [H
(Λ)
p (B)]ǫ/2 in the expression (5.2) is slightly
singular at the zero energy. Therefore, we approximate the function (· · ·)ǫ/2 with an
infinitely differentiable function on R with compact support, i.e., a function in C∞0 (R) .
To begin with, we extend the function sǫ/2 for s ≥ 0 to that for s < 0 as follows:
η(s) :=
{
sǫ/2 for s ≥ 0;
0 for s < 0.
Next, we introduce gˆ1 ∈ C
∞(R) which satisfies the conditions,
gˆ1(s) =
{
1 for s ≤ γ1;
0 for s ≥ γ2,
and 0 ≤ gˆ1(s) ≤ 1, where γ1 and γ2 satisfy 0 < γ1 < γ2 < ∞. Clearly, [η(s)]
2 can be
decomposed into two parts,
[η(s)]2 = [η(s)]2[gˆ1(s)]
2 + [η(s)]2{1− [gˆ1(s)]
2}. (5.27)
Then, the function gˆ1 can be chosen so that the second term satisfies
[η(s)]2{1− [gˆ1(s)]
2} ≤ M1s for s ≥ 0 (5.28)
with a small positive parameter M1. Then, one has
ω
(Λ)
B (ARH
(Λ)
p (B)[η(H
(Λ)
p (B))]
2[gˆ1(H
(Λ)
p (B))]
2AR) ≤ ω
(Λ)
B (AR[H
(Λ)
p (B)]
1+ǫAR) (5.29)
for the left-hand side of (5.25). Further, we approximate the function ηgˆ1 with a function
gˆ ∈ C∞0 (R) such that the function gˆ satisfies the conditions, η(s)gˆ1(s) ≥ gˆ(s) ≥ 0 and
hˆ(s) := [η(s)gˆ1(s)]
2 − [gˆ(s)]2 ≤
M2
Rd−1
(5.30)
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with a small positive parameter M2. By using the first condition, we have
ω
(Λ)
B (ARgˆ(H
(Λ)
p (B))H
(Λ)
p (B)gˆ(H
(Λ)
p (B))AR) ≤ ω
(Λ)
B (AR[H
(Λ)
p (B)]
1+ǫAR). (5.31)
from the above inequality (5.29). Combining this with (5.25), we obtain
ω
(Λ)
B (ARgˆ(H
(Λ)
p (B))H
(Λ)
p (B)gˆ(H
(Λ)
p (B))AR) ≤
1
Rd
(K3 + K4). (5.32)
Next, we estimate the quantity ω
(Λ)
B (AR[H
(Λ)
p (B)]ǫAR) in the right-hand side of (5.26).
From (5.27) and (5.28), one has
ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR) ≤ ω
(Λ)
B (AR[η(H
(Λ)
p (B))]
2[gˆ1(H
(Λ)
p (B))]
2AR)
+ M1ω
(Λ)
B (ARH
(Λ)
p (B)AR)
≤ ω
(Λ)
B (AR[η(H
(Λ)
p (B))]
2[gˆ1(H
(Λ)
p (B))]
2AR) +
M1K3
Rd
,
where we have used the inequality (5.23). Further, by using (5.30), the first term in the
right-hand side is evaluated as
ω
(Λ)
B (AR[η(H
(Λ)
p (B))]
2[gˆ1(H
(Λ)
p (B))]
2AR) = ω
(Λ)
B (AR[gˆ(H
(Λ)
p (B))]
2AR)
+ ω
(Λ)
B (ARhˆ(H
(Λ)
p (B))AR)
≤ ω
(Λ)
B (AR[gˆ(H
(Λ)
p (B))]
2AR) +
M2K3
Rd−1
.
(5.33)
Combining this with the above inequality, we obtain
ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR) ≤ ω
(Λ)
B (AR[gˆ(H
(Λ)
p (B))]
2AR) +
M2K3
Rd−1
+
M1K3
Rd
. (5.34)
Therefore, from (5.26), we have
|m
(Λ)
s (B)|2
K0Rd−1
[
1 +K1 +K2|B|R2
]1/2 − M2K3Rd−1 − M1K3Rd ≤ ω(Λ)B (AR[gˆ(H(Λ)p (B))]2AR). (5.35)
In order to express the right-hand side of (5.35) and the left-hand side of (5.32) in
terms of a quasi-local operator, we introduce the time evolution [16] of local operator a,
τ
(Λ)
t,B (a) := exp[iH
(Λ)
p (B)t]a exp[−iH
(Λ)
p (B)t],
and
τ
(Λ)
∗g,B(a) :=
∫ +∞
−∞
dt g(t)τ
(Λ)
t,B (a),
where the function g is the Fourier transform of the function gˆ. Then, the left-hand side
of (5.32) is written [26, 27]
ω
(Λ)
B (ARgˆ(H
(Λ)
p (B))H
(Λ)
p (B)gˆ(H
(Λ)
p (B))AR) = ω
(Λ)
B ([τ
(Λ)
∗g,B(AR)]
∗[H(Λ)p (B), τ
(Λ)
∗g,B(AR)]).
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Similarly, the right-hand side of (5.35) is written
ω
(Λ)
B (AR[gˆ(H
(Λ)
p (B))]
2AR) = ω
(Λ)
B ([τ
(Λ)
∗g,B(AR)]
∗τ
(Λ)
∗g,B(AR)).
Moreover, since the operator τ
(Λ)
∗g,B(a) converges to τ∗g,0(a) for a ∈ Aloc in the double limit
[16] in the definition (2.9) of the state ω0, we have
lim
ΛրZd
ω0([τ∗g,0(AR)]
∗[H(Λ)p (0), τ∗g,0(AR)]) ≤
K3 +K4
Rd
and
m2s
K0(1 +K1)Rd−1
−
M2K3
Rd−1
−
M1K3
Rd
≤ ω0([τ∗g,0(AR)]
∗τ∗g,0(AR))
from (5.32) and (5.35), where ω0 is given by (2.9). Since we can choose the parameters,
M1 and M2, to be small, the latter bound can be written
m2s
K′0(1 +K1)R
d−1
≤ ω0([τ∗g,0(AR)]
∗τ∗g,0(AR))
with some positive constant K′0. In consequence, we obtain
lim
ΛրZd
ω0([τ∗g,0(AR)]
∗[H
(Λ)
p (0), τ∗g,0(AR)])
ω0([τ∗g,0(AR)]∗τ∗g,0(AR))
≤
K′0(1 +K1)(K3 +K4)
m2sR
.
We recall that [16] the support of the energy cutoff function gˆ satisfies supp gˆ ⊆ (0, γ2)
by the definition, and that we can take the parameter R to be any large positive integer.
The resulting inequality implies that the excited energy spectrum is gapless.
On the other hand, as we remarked below Theorem 2.1, the state ω0 exhibits the non-
vanishing maximum spontaneous magnetization from the assumption of Theorem 2.2 that
an infinite-volume ground state exhibits a non-vanishing spontaneous magnetization. In
order to prove the statement of Theorem 2.2, let us consider the pure-state decomposition
[17] of the state ω0. Since the state ω0 shows the maximum spontaneous magnetization,
almost all the pure states in the decomposition must show the maximum spontaneous
magnetization. Besides, the state ω0 shows a gapless excitation as we showed above.
These imply that there exists an infinite-volume pure ground state which exhibits both of
a gapless excitation and the maximum spontaneous magnetization. Thus, the statement
of Theorem 2.2 has been proved.
6 An Alternative Proof of the Existence of Gapless
Excitations
In this section, we give an alternative proof of the existence of a gapless excitation above
an infinite-volume pure ground state. For this purpose, we assume the existence of a
nonvanishing uniform spectral gap above all the infinite-volume ground states, and de-
duce a contradiction. We write ∆E for the spectral gap. We will estimate the quantity,
ω
(Λ)
B (AR[H
(Λ)
p (B)]ǫAR), in the right-hand side of (5.26).
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To begin with, we decompose the interval [0,∞) into three parts, [0, ǫ′), [ǫ′,∆E − ǫ′′),
and [∆E − ǫ′′,∞), where the two positive parameters, ǫ′ and ǫ′′, satisfy 0 < ǫ′ < ∆E −
ǫ′′, and write P [0, ǫ′), P [ǫ′,∆E − ǫ′′), and P [∆E − ǫ′′,∞) for the corresponding spectral
projections for the Hamiltonian H
(Λ)
p (B). Note that
ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR) = ω
(Λ)
B (ARP [0, ǫ
′)[H(Λ)p (B)]
ǫAR)
+ ω
(Λ)
B (AR[1− P [0, ǫ
′)][H(Λ)p (B)]
ǫAR).
The first term in the right-hand side can be estimated as
ω
(Λ)
B (ARP [0, ǫ
′)[H(Λ)p (B)]
ǫAR) ≤ (ǫ
′)ǫ × ω
(Λ)
B (ARP [0, ǫ
′)AR) ≤ Const.(ǫ
′)ǫ.
Therefore, this is vanishing in the limit ǫ′ → 0 after taking the double limit, B ց 0 and
Λր Zd. The second term can be further decomposed into two parts,
ω
(Λ)
B (AR[1− P [0, ǫ
′)][H(Λ)p (B)]
ǫAR) = ω
(Λ)
B (ARP [ǫ
′,∆E − ǫ′′)[H(Λ)p (B)]
ǫAR)
+ ω
(Λ)
B (ARP [∆E − ǫ
′′,∞)[H(Λ)p (B)]
ǫAR). (6.1)
The first and second terms in the right-hand side are evaluated as
ω
(Λ)
B (ARP [ǫ
′,∆E − ǫ′′)[H(Λ)p (B)]
ǫAR) ≤ (∆E)
ǫ × ω
(Λ)
B (ARP [ǫ
′,∆E − ǫ′′)AR), (6.2)
and
ω
(Λ)
B (ARP [∆E − ǫ
′′,∞)[H(Λ)p (B)]
ǫAR) ≤
1
(∆E − ǫ′′)1−ǫ
× ω
(Λ)
B (ARH
(Λ)
p (B)AR)
≤
K3
(∆E − ǫ′′)1−ǫRd
, (6.3)
where we have used the bound (5.23). The quantity in the right-hand side of (6.2) is
vanishing as
lim
Bց0
lim
ΛրZd
ω
(Λ)
B (ARP [ǫ
′,∆E − ǫ′′)AR) = 0
from the assumption on the spectral gap. Actually, one can prove this statement in the
same way as in Sec. 5.3.
In consequence, the nonvanishing contribution is only the quantity in (6.3). Therefore,
we have
lim
Bց0
lim
ΛրZd
ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR) ≤
K3
(∆E − ǫ′′)1−ǫRd
. (6.4)
Combining this and (5.26), we obtain
|ms|
2 = lim
Bց0
lim
ΛրZd
|m(Λ)s (B)|
2
≤ K0R
d−1(1 +K1) lim
Bց0
lim
ΛրZd
ω
(Λ)
B (AR[H
(Λ)
p (B)]
ǫAR) ≤
K0(1 +K1)K3
(∆E − ǫ′′)1−ǫR
.
Since the spontaneous magnetization ms is strictly positive, this is a contradiction for a
sufficiently large R.
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This proof is much simpler than that in the preceding section. The proof of the preced-
ing Sec. 5.3 guarantees that the contribution that the pure infinite-volume ground states
show both of the maximum spontaneous magnetization and a gapless excitation is nonva-
nishing in the sense of the measure of the pure state decomposition for the infinite-volume
ground state ω0. However, in the proof of the present section, the set of the pure infinite-
volume ground states showing both of the maximum spontaneous magnetization and a
gapless excitation is allowed to consist of a single point in the pure state decomposition.
For example, such a single point may be given by the limit point of the sequence of the
ground states, ωn, n = 1, 2, . . ., whose excitation energy gap above ωn is given by ∆En > 0
which satisfies ∆En → 0 as n→∞.
7 Slowly-Decaying Transverse Correlations
The effect of continuous symmetry breaking is reflected in the emergence of the slowly-
decaying transverse correlations. In this section, we will prove this statement for the
present model at both of zero and non-zero temperatures. Namely, we will give proofs of
Theorems 2.3 and 2.5.
7.1 Non-zero temperatures
Consider first the transverse correlation function, 〈S
(2)
x S
(2)
y 〉
(Λ)
B,β, for strictly positive tem-
peratures β−1 > 0 in dimensions d ≥ 3. Here, the expectation 〈· · ·〉
(Λ)
B,β is given by (2.10).
Since continuous symmetry breaking does not occur for strictly positive temperatures in
dimensions d ≤ 2, we will consider only the case with d ≥ 3 for strictly positive tempera-
tures β−1 > 0.
For the purpose of the present section, we first prove Lemma 7.1 below which states
that the transverse correlation is vanishing in the large distance limit |x − y| → ∞, and
then we estimate the speed of the decay of the transverse correlations by using Bogoliubov
inequality (7.3) below [12].
Lemma 7.1 Let ρ0 be the state given by (2.13) with (2.11). Then, we have
lim
|x−y|→∞
ρ0(S
(2)
x S
(2)
y ) = 0. (7.1)
In order to prove Lemma 7.1, we use the following lemma [28, 12]:
Lemma 7.2
lim
|x−y|→∞
ρ0(S
(2)
x S
(2)
y ) = v0(−1)
x(1)−y(1)+···+x(d)−y(d) (7.2)
with some constant v0.
The proof is given in Appendix D.
Proof of Lemma 7.1: In order to prove the statement of Lemma 7.1 by relying on (7.2),
we use the ergodic decomposition [17] of the translationally invariant equilibrium state ρ0,
ρ0(· · ·) =
∫
dν(λ)ρ0,λ(· · ·),
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where ρ0,λ is an ergodic state, and ν is the probability measure on the set of the extremal
points.
Consider first the magnetization in the second direction which is given by
ρ0(AR) =
∫
dν(λ)ρ0,λ(AR),
where the operator AR is given by (5.4). Since the state ρ0 yields the maximum magneti-
zation in the third direction as proved in Sec. 4, almost all the states ρ0,λ of the integrand
also yield the maximum magnetization in the same direction. This implies that almost all
the transverse magnetizations ρ0,λ(AR) are vanishing.
Next, consider the long-range order which is given by
ρ0(A
2
R) =
∫
dν(λ)ρ0,λ(A
2
R).
Since the expectation value ρ0,λ(AR) is vanishing, the ergodicity of the states ρ0,λ yields
that almost all the expectation values ρ0,λ(A
2
R) must be vanishing in the limit R ր ∞.
Combining this with the above result (7.2), we obtain
v0 = lim
Rր∞
ρ0(A
2
R) = 0.
Consequently, we have (7.1).
Next, in order to estimate the speed of the decay of the transverse correlations, we use
Bogoliubov inequality [12],
|〈[C,A]〉
(Λ)
B,β|
2 ≤
β
2
〈[C, [H(Λ)p (B), C
∗]]〉
(Λ)
B,β〈{A,A
∗}〉
(Λ)
B,β, (7.3)
for operators A and C. Set A = AR and
C =
∑
x
S(1)x fx,
where fx is given by (5.13). Then, one has
|m
(Λ)
s,β (B)|
2 ≤ βK5R
d−2[1 +K6|B|R
2]〈A2R〉
(Λ)
B,β
in the same way as in the derivation of the inequality (5.22), where we have written
m
(Λ)
s,β (B) :=
1
|ΩR|
〈O(ΩR)〉
(Λ)
B,β,
and K5 and K6 are positive constants. We write
ms,β := weak
∗- lim
Bց0
weak∗- lim
ΛրZd
m
(Λ)
s,β (B).
Therefore, in the same double limit, one has
|ms,β|
2 ≤ K5βR
d−2ρ0(A
2
R). (7.4)
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When the spontaneous magnetization ms,β in the left-hand side is non-vanishing, this
bound rules out the possibility of rapid decay,
|ρ0(S
(2)
x S
(2)
y )| = o(|x− y|
−(d−2)).
Thus, the transverse correlation exhibits slow decay.
We have proved ρ0(A
2
R)→ 0 as Rր∞, irrespective of the dimension d of the lattice,
only from the argument of the maximum spontaneous magnetization. Therefore, we can
obtain a slightly stronger result than Hohenberg-Mermin-Wagner theorem [29, 30] from
the inequality (7.4) as:
Corollary 7.3 In dimensions d ≤ 2 for strictly positive temperatures β−1 > 0, the maxi-
mum spontaneous magnetization is vanishing in translationally invariant thermal equilib-
rium states.
7.2 Zero temperature
Next, consider the case of the ground state in dimensions d ≥ 2. In the zero temperature
limit β ր ∞, the thermal equilibrium state 〈· · ·〉
(Λ)
B,β of (2.10) coincides with the ground
state ω
(Λ)
B of (2.8).
In order to clarify the difference between the zero and non-zero temperature cases, we
recall first the quantity,
g(Λ)p (B, β) :=
1
2
[
〈Sˆ(2)p Sˆ
(2)
−p〉
(Λ)
B,β + 〈Sˆ
(2)
−p Sˆ
(2)
p 〉
(Λ)
B,β
]
,
which is given by (D.3) in Appendix D. Here,
Sˆ(2)p := |Λ|
−1/2
∑
x∈Λ
e−ipxS(2)x
with the wavevector p. From the inequalities (D.5) and (D.7) in Appendix D, one has [31]
g(Λ)p (B) ≤
1
2
√
c
(Λ)
p (B)
2E ′p
(7.5)
in the zero temperature limit β ր∞, where we have written
g(Λ)p (B) := lim
βր∞
g(Λ)p (B, β)
and
c(Λ)p (B) := lim
βր∞
c(Λ)p (B, β).
Here, the quantity c
(Λ)
p (B, β) in the right-hand side is given by (D.4) in Appendix D. Since
one has
c(Λ)p (B) ≤ 4S
2Ep + Const.|B|
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from (D.8) in Appendix D, the following bound is valid:
g(Λ)p (B) ≤
√
S2Ep + Const.|B|
2E ′p
.
This implies
ω
(Λ)
B (Sˆ
(2)
p Sˆ
(2)
−p) ≤
√
2S2Ep + Const.|B|
E ′p
(7.6)
from the definition of the function g
(Λ)
p (B, β) in the same way as in Appendix D. In the case
of non-zero temperatures, the corresponding bound is given by (D.10). In the present case
of zero temperature, the first term in the right-hand side of (D.10) is absent. Therefore,
the right-hand side of (7.6) is integrable with respect to the wavevector p in two or higher
dimensions except for the singularity at p = (π, . . . , π). The same argument as in the case
for strictly positive temperatures yields
lim
|x−y|→∞
ω0(S
(2)
x S
(2)
y ) = 0, (7.7)
where the infinite-volume ground state ω0 is given by (2.9). Thus, the transverse correla-
tion decays in the large distance limit.
Further, in order to estimate the speed of the decay, we recall the inequality (5.22),
which holds also for ǫ = 0. As a result, the spontaneous magnetization ms satisfies
|ms|
2 ≤ K0R
d−1ω0(A
2
R). (7.8)
When the spontaneous magnetization ms in the left-hand side is non-vanishing, this bound
rules out the possibility of rapid decay,
|ω0(S
(2)
x S
(2)
y )| = o(|x− y|
−(d−1)).
Remarkably, the exponent (d− 1) is different from (d− 2) in the case for strictly positive
temperatures.
Further, the quantity ω0(A
2
R) is vanishing in the limit Rր∞ because the same argu-
ment about the maximum spontaneous magnetization as in the case for strictly positive
temperatures holds. In consequence, we obtain a result which is slightly stronger than
Shastry theorem [32] in one dimension at zero temperature as:
Corollary 7.4 In one dimension, the maximum spontaneous magnetization is vanishing
in the sector of the infinite-volume ground states.
Remark: The method by Shastry was applied to a one-dimensional spin-orbital model
[33].
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A Proof of Lemma 5.1
In this appendix, we give a proof of the inequality (5.5) in Lemma 5.1.
By the cyclic property of the trace and the definition (2.8) of the ground state ω
(Λ)
B ,
the quantity in the left-hand side of (5.5) can be written as
ω
(Λ)
B ([C,A]) = ω
(Λ)
B (CA)− ω
(Λ)
B (AC)
= ω
(Λ)
B (CP
(Λ)
ex (B)A)− ω
(Λ)
B (AP
(Λ)
ex (B)C).
The first term in the right-hand side can be estimated as
|ω
(Λ)
B (CP
(Λ)
ex (B)A)|
2 = |ω
(Λ)
B (C[H
(Λ)
p (B)]
−ǫ/2P (Λ)ex (B)[H
(Λ)
p (B)]
ǫ/2A)|2
≤ ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗) ω
(Λ)
B (A
∗P (Λ)ex (B)[H
(Λ)
p (B)]
ǫA),
where we have used the positivity ofH
(Λ)
p (B) = H
(Λ)
p (B)−E
(Λ)
0 (B) and Schwarz inequality,
and ǫ is a small positive parameter. Since the second term can be handled in the same
way, we have
|ω
(Λ)
B ([C,A])| ≤
[
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗)
]1/2 [
ω
(Λ)
B (A
∗P (Λ)ex (B)[H
(Λ)
p (B)]
ǫA)
]1/2
+
[
ω
(Λ)
B (C
∗P (Λ)ex (B)[H
(Λ)
p (B)]
−ǫC)
]1/2 [
ω
(Λ)
B (AP
(Λ)
ex (B)[H
(Λ)
p (B)]
ǫA∗)
]1/2
.
Further, by using the inequality 2ab ≤ (a2 + b2) for a, b > 0, we obtain
|ω
(Λ)
B ([C,A])|
2 ≤
{
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗) + ω
(Λ)
B (C
∗P (Λ)ex (B)[H
(Λ)
p (B)]
−ǫC)
}
×
{
ω
(Λ)
B (AP
(Λ)
ex (B)[H
(Λ)
p (B)]
ǫA∗) + ω
(Λ)
B (A
∗P (Λ)ex (B)[H
(Λ)
p (B)]
ǫA)
}
.
(A.1)
Let us consider the quantities in the right-hand side of (A.1) which include the operator
C. By using Schwarz inequality, we have
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗)
= ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−1/2[H(Λ)p (B)]
1/2−ǫC∗)
≤
√
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]−1C∗)
√
ω
(Λ)
B (C[H
(Λ)
p (B)]1−2ǫC∗).
Therefore,
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗) + ω
(Λ)
B (C
∗P (Λ)ex (B)[H
(Λ)
p (B)]
−ǫC)
≤
√
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]−1C∗)
√
ω
(Λ)
B (C[H
(Λ)
p (B)]1−2ǫC∗)
+
√
ω
(Λ)
B (C
∗P
(Λ)
ex (B)[H
(Λ)
p (B)]−1C)
√
ω
(Λ)
B (C
∗[H
(Λ)
p (B)]1−2ǫC).
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Further, by using 2ab ≤ (a2 + b2) for a, b > 0, we obtain
ω
(Λ)
B (CP
(Λ)
ex (B)[H
(Λ)
p (B)]
−ǫC∗) + ω
(Λ)
B (C
∗P (Λ)ex (B)[H
(Λ)
p (B)]
−ǫC)
≤
√
D˜
(Λ)
B (C)
{
ω
(Λ)
B (C[H
(Λ)
p (B)]
1−2ǫC∗) + ω
(Λ)
B (C
∗[H(Λ)p (B)]
1−2ǫC)
}1/2
≤
√
D˜
(Λ)
B (C)
{
κ(ǫ) ω
(Λ)
B ({C,C
∗}) + ω
(Λ)
B ([[C
∗, H(Λ)p (B)], C])
}1/2
,
where D˜
(Λ)
B (C) is given by (5.6), and for deriving the last inequality, we have used the
following inequality:
t1−2ǫ ≤ κ(ǫ) + t for t ≥ 0.
Here, κ(ǫ) is a positive function of the parameter ǫ > 0 such that κ(ǫ) → 0 as ǫ → 0.
Substituting this bound into the right-hand side of (A.1), we obtain the desired bound
(5.5).
B Proof of the Inequality (5.12)
We give a proof of the bound (5.12), following Kennedy, Lieb and Shastry [13]. To begin
with, we remark the following: In their proof of the upper bound for susceptibility (5.8)
which can be derived from (5.12), they used the uniqueness [34] of the ground state of
the finite-volume Hamiltonian. However, in a situation where a magnetic field is applied,
the uniqueness of the ground state does not necessarily hold [34]. Therefore, we do not
assume the uniqueness of the ground state for deriving (5.8) in Appendix C.
To begin with, we recall the Hamiltonian (5.10) as
H(Λ)p (B, f) :=
∑
{x,y}⊂Λ:|x−y|=1
[
S(2)x S
(2)
y + S
(3)
x S
(3)
y
]
−B
∑
x∈Λ
(−1)x
(1)+···+x(d)S(3)x
+
1
2
∑
{x,y}⊂Λ:|x−y|=1
[
(S(1)x + S
(1)
y + fx + fy)
2 − (S(1)x )
2 − (S(1)y )
2
]
. (B.1)
By using the unitary transformation which is rotation by π about the 2 axis in the spin
space at site x for all the sites x with odd (x(1)+ · · ·+x(d)), the Hamiltonian is transformed
as
H˜(Λ)p (B, f˜) :=
∑
{x,y}⊂Λ:|x−y|=1
[
S(2)x S
(2)
y − S
(3)
x S
(3)
y
]
− B
∑
x∈Λ
S(3)x
+
1
2
∑
{x,y}⊂Λ:|x−y|=1
[
(S(1)x − S
(1)
y − f˜x + f˜y)
2 − (S(1)x )
2 − (S(1)y )
2
]
, (B.2)
where
f˜x := −(−1)
x(1)+···+x(d)fx.
We write E˜
(Λ)
0 (B, f˜) for the energy of the ground state of the Hamiltonian H˜
(Λ)
p (B, f˜).
Our aim in this appendix is to prove the bound,
E˜
(Λ)
0 (B, f˜) ≥ E˜
(Λ)
0 (B, 0), (B.3)
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for any real-valued function f˜ on the lattice Λ. Clearly, from the expression of (B.2), this
is equivalent to showing that the energy E˜
(Λ)
0 (B, f˜) takes its minimum value when f˜ is a
constant. We assume that E˜
(Λ)
0 (B, · · ·) takes its minimum value for a real-valued function
f which has the least number of bonds {x, y} with fx 6= f y in a set of the configurations
f which minimize the energy, and we deduce a contradiction if the number of those bonds
is not equal to zero.
Let {x0, y0} be a bond satisfying fx0 6= f y0 for the above function f . We draw a
plane through the midpoint of the bond {x0, y0} and perpendicular to the bond. Further,
we draw a second plane which is parallel to the first one but shifted by L, remembering
that 2L is the sidelength of the lattice Λ, and that the periodic boundary conditions are
imposed. Clearly, these two planes, which will be denoted collectively by Π, divide the
lattice Λ into two parts, ΛL and ΛR, which will be referred to as the left and right halves,
respectively.
In the following, we will use the usual real, orthonormal basis of S(3) eigenstates. We
denote by ΨLα and Ψ
R
β the basis vectors which are associated with the left and right half
Hilbert spaces, respectively. The basis for the full Hilbert space is given by ΨLα ⊗Ψ
R
β . We
set T
(2)
x = iS
(2)
x for x ∈ Λ. Then, the Hamiltonian H˜
(Λ)
p (B, f˜) of (B.2) can be written as
H˜(Λ)p (B, f˜) := −
∑
{x,y}⊂Λ:|x−y|=1
[
T (2)x T
(2)
y + S
(3)
x S
(3)
y + (S
(1)
x − f˜x)(S
(1)
y − f˜y)
]
+
∑
x∈Λ
[
df˜x(f˜x − 2S
(1)
x )−BS
(3)
x
]
. (B.4)
Therefore, this Hamiltonian has real matrix elements in this basis, and a ground state Ψ
of the Hamiltonian can be written as
Ψ =
∑
α,β
Cα,βΨ
L
α ⊗Ψ
R
β (B.5)
in terms of real numbers Cα,β.
Clearly, there are three types of bonds: Bonds with both endpoints in the left half ΛL
will be referred to as “left” bonds. The “right” bonds are defined in the same way. Bonds
with one endpoint in the left half ΛL and the other in the right half ΛR will be referred to
as “crossing”.
For the Hamiltonian (B.4), we write H for short. We define by HL the sum of all the
terms in the Hamiltonian H labeled by left bonds and sites in the left half ΛL. Similarly,
HR is defined. We denote the bonds crossing the planes Π by {xi, yi} with xi in the left
half ΛL and yi in the right half Λ
R. Then, one has
H = HL +HR −
∑
i
[
T (2)xi T
(2)
yi
+ S(3)xi S
(3)
yi
+ (S(1)xi − f˜xi)(S
(1)
yi
− f˜yi)
]
.
We write
HLα,γ := 〈Ψ
L
α, H
LΨLγ 〉
and
XL,iα,γ := 〈Ψ
L
α, (S
(1)
xi
− f˜xi)Ψ
L
γ 〉, Y
L,i
α,γ := 〈Ψ
L
α, T
(2)
xi
ΨLγ 〉, Z
L,i
α,γ := 〈Ψ
L
α, S
(3)
xi
ΨL,iγ 〉.
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Similarly, we write HRα,γ, X
R,i
α,γ, Y
R,i
α,γ and Z
R,i
α,γ, where xi is replaced by yi. We denote by
XL,i the matrix whose (α, γ) element is given by XL,iα,γ . Since all the matrix elements are
real, the transpose of XL,i is equal to its adjoint (XL,i)∗. This property holds for the other
quantities Y, Z,H , and we will use the same notation.
Since the coefficients Cα,β of the ground state Ψ of (B.5) is real, the expectation value
of the Hamiltonian with respect to Ψ can be written as
E˜
(Λ)
0 (B, f˜) = 〈Ψ, HΨ〉
=
∑
α,β,γ
Cα,βCγ,βH
L
α,γ +
∑
α,β,γ
Cα,βCα,γH
R
β,γ
−
∑
i
∑
α,β,γ,δ
Cα,βCγ,δ(X
L,i
α,γX
R,i
β,δ + Y
L,i
α,γY
R,i
β,δ + Z
L,i
α,γZ
R,i
β,δ )
= Tr CC∗HL + Tr C∗CHR
−
∑
i
Tr
[
C∗XL,iC(XR,i)∗ + C∗Y L,iC(Y R,i)∗ + C∗ZL,iC(ZR,i)∗
]
,
where C is the matrix whose (α, β) element is given by Cα,β . In order to estimate the
right-hand side, the following lemma is useful [13]:
Lemma B.1 Let Cˆ,M,N be matrices. Then, the following bound is valid:
|Tr Cˆ∗M CˆN∗|2 ≤
[
Tr CˆLM
∗CˆLM
] [
Tr CˆRN CˆRN
∗
]
, (B.6)
where CˆL := (CˆCˆ
∗)1/2 and CˆR := (Cˆ
∗Cˆ)1/2.
Proof: By using the polar decomposition, the matrix Cˆ can be written as
Cˆ = U CˆR
in terms of the unitary matrix U and CˆR. Clearly, one has Cˆ
∗ = CRU
∗. By using this and
the cyclicity of the trace, one has
Tr Cˆ∗M CˆN∗ = Tr JK,
where
J := Cˆ
1/2
R U
∗MU Cˆ
1/2
R and K := Cˆ
1/2
R N
∗Cˆ
1/2
R .
The Schwarz inequality for traces yields
|Tr Cˆ∗M CˆN∗|2 ≤
[
Tr J∗J
][
Tr K∗K
]
=
[
Tr U CˆRU
∗M∗U CˆRU
∗M
][
Tr CˆRN CˆRN
∗
]
.
For the matrix U CˆRU
∗ in the right-hand side, one has (U CˆRU
∗)2 = U Cˆ2RU
∗ = CˆCˆ∗. This
implies U CˆRU
∗ = (CˆCˆ∗)1/2 = CˆL. Substituting this into the above right-hand side, the
desired result (B.6) is obtained.
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In order to apply the inequality (B.6) to the present case, we set Cˆ = C, M = XL,i and
N = XR,i. As a consequence, one has
∣∣Tr C∗XL,iC(XR,i)∗∣∣ ≤ [Tr CLXL,iCL(XL,i)∗]1/2[Tr CRXR,iCR(XR,i)∗]1/2
≤
1
2
Tr CLX
L,iCL(X
L,i)∗ +
1
2
Tr CRX
R,iCR(X
R,i)∗,
where CL := (CC
∗)1/2 and CR := (C
∗C)1/2, and we have used 2ab ≤ a2 + b2 for a, b ∈
R. Clearly, a similar inequality holds for matrices Y and Z. Consequently, the energy
expectation value for f˜ = f is estimated from below as
E˜
(Λ)
0 (B, f) ≥ Tr C
2
LH
L + Tr C2RH
R
−
1
2
∑
i
Tr
[
CLX
L,iCL(X
L,i)∗ + CLY
L,iCL(Y
L,i)∗ + CLZ
L,iCL(Z
L,i)∗
]
−
1
2
∑
i
Tr
[
CRX
R,iCR(X
R,i)∗ + CRY
R,iCR(Y
R,i)∗ + CRZ
R,iCR(Z
R,i)∗
]
.
(B.7)
Let fRx be the function such that the value of f
R
x is equal to fx for the right site x ∈ Λ
R
and that the value of fRx for the left site x ∈ Λ
L is equal to the reflection of fx with
respect to the planes Π. Similarly, the function fLx is defined. Since fx 6= f y for at least
one crossing bond, at least one choice, fR or fL, has the property that it has strictly fewer
bonds with f˜x 6= f˜y than does the original function f .
Define
ΨL :=
∑
α,β
(CL)α,βΨ
L
α ⊗Ψ
R
β
and
ΨR :=
∑
α,β
(CR)α,βΨ
L
α ⊗Ψ
R
β
in terms of the matrices CL and CR. From the definitions, one can easily show ‖Ψ
L‖ =
‖ΨR‖ = ‖Ψ‖. Then, the right-hand side of (B.7) can be written in terms of the energy
expectation values with respect to ΨL and ΨR. Namely, one has
E˜
(Λ)
0 (B, f) ≥
1
2
〈ΨL, H˜(Λ)p (B, f
L)ΨL〉+
1
2
〈ΨR, H˜(Λ)p (B, f
R)ΨR〉
≥
1
2
E˜
(Λ)
0 (B, f
L) +
1
2
E˜
(Λ)
0 (B, f
R).
Recall that the function f has been chosen so that the energy E˜
(Λ)
0 (B, f) is a minimum.
Therefore, the above inequality implies that both of E˜
(Λ)
0 (B, f
L) and E˜
(Λ)
0 (B, f
R) must
take the same minimum value. This contradicts the minimality of the number of bonds
such that fx 6= f y. Thus, the inequality (B.3) is proved.
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C Proof of the Bound (5.8)
As mentioned at the beginning of Appendix B, we do not assume the uniqueness of the
ground state.
In order to prove the bound (5.8), we consider
H(Λ)p (B, λf) = H
(Λ)
p (B) + λH
′
1 +
λ2
2
H ′2,
where λ is a small real parameter,
H ′1 =
∑
{x,y}⊂Λ:|x−y|=1
[
S(1)x + S
(1)
y
]
(fx + fy)
and
H ′2 :=
∑
{x,y}⊂Λ:|x−y|=1
(fx + fy)
2.
From the inequality (5.12), one has
λ2
2
H ′2 +
1
2πiq(Λ)(B)
∮
dz Tr [H(Λ)p (B) + λH
′
1]
1
z −H
(Λ)
p (B)− λH ′1
≥ E
(Λ)
0 (B) (C.1)
for a sufficiently small |λ|. The second term is calculated as [35]
1
2πiq(Λ)(B)
∮
dz Tr [H(Λ)p (B) + λH
′
1]
1
z −H
(Λ)
p (B)− λH ′1
=
1
2πiq(Λ)(B)
∮
dz Tr [H(Λ)p (B) + λH
′
1]
[
1
z −H
(Λ)
p (B)
+
1
z −H
(Λ)
p (B)
λH ′1
1
z −H
(Λ)
p (B)
+
1
z −H
(Λ)
p (B)
λH ′1
1
z −H
(Λ)
p (B)
λH ′1
1
z −H
(Λ)
p (B)
]
+ O(λ3)
= E
(Λ)
0 (B) + λE
(Λ)
0,1 (B) + λ
2E
(Λ)
0,2 (B) +O(λ
3), (C.2)
where
E
(Λ)
0,1 (B) :=
1
2πiq(Λ)(B)
∮
dz Tr
[
H ′1
1
z −H
(Λ)
p (B)
+ H(Λ)p (B)
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
]
=
1
2πiq(Λ)(B)
∮
dz z Tr
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
(C.3)
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and
E
(Λ)
0,2 (B) :=
1
2πiq(Λ)(B)
∮
dz Tr
[
H(Λ)p (B)
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
+ H ′1
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
]
=
1
2πiq(Λ)(B)
∮
dz z Tr
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
H ′1
1
z −H
(Λ)
p (B)
.
One can easily show that
E
(Λ)
0,1 (B) = ω
(Λ)
B (H
′
1)
and
E
(Λ)
0,2 (B) = ω
(Λ)
B (H
′
1[1− P
(Λ)
0 (B)][E
(Λ)
0 (B)−H
(Λ)
p (B)]
−1H ′1).
Substituting these into the inequality (C.1), one obtains
λω
(Λ)
B (H
′
1) +
λ2
2
∑
{x,y}⊂Λ:|x−y|=1
(fx + fy)
2
−λ2ω
(Λ)
B (H
′
1[1− P
(Λ)
0 (B)][H
(Λ)
p (B)− E
(Λ)
0 (B)]
−1H ′1) ≥ 0. (C.4)
This implies
ω
(Λ)
B (H
′
1) = 0
and
1
2
∑
{x,y}⊂Λ:|x−y|=1
(fx + fy)
2 − ω
(Λ)
B (H
′
1[1− P
(Λ)
0 (B)][H
(Λ)
p (B)− E
(Λ)
0 (B)]
−1H ′1) ≥ 0.
The latter is nothing but the desired bound (5.8).
D Proof of Lemma 7.2
Following the method in Sec. 5 in [12], we will give the proof. The method in [12] is
slightly different from that in [28] although the basic idea by using Bochner’s theorem and
Fourier transformation is the same.
To begin with, we introduce the Fourier transform of the spin operators as
Sˆ(i)p := |Λ|
−1/2
∑
x∈Λ
e−ipxS(i)x , i = 1, 2, 3, (D.1)
with the wavevector p. By using the translational invariance of the present system, one
has
〈S(2)x S
(2)
y 〉
(Λ)
B,β =
1
|Λ|
∑
p
eip(x−y)〈Sˆ(2)p Sˆ
(2)
−p〉
(Λ)
B,β. (D.2)
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In order to estimate this right-hand side, we introduce three quantities as
g(Λ)p (B, β) :=
1
2
[
〈Sˆ(2)p Sˆ
(2)
−p〉
(Λ)
B,β + 〈Sˆ
(2)
−p Sˆ
(2)
p 〉
(Λ)
B,β
]
, (D.3)
b(Λ)p (B, β) :=
1
Z
(Λ)
B,β
∫ 1
0
ds Tr
[
Sˆ
(2)
−p e
−sβH
(Λ)
p (B) Sˆ(2)p e
−(1−s)βH
(Λ)
p (B)
]
and
c(Λ)p (B, β) := 〈[Sˆ
(2)
−p , [H
(Λ)
p (B), Sˆ
(2)
p ]]〉
(Λ)
B,β . (D.4)
Although the Hamiltonian H
(Λ)
p (B) includes the term of the staggered magnetic field, the
method of the reflection positivity [12] is applicable to the present system. As a result,
the function b
(Λ)
p (B, β) satisfies the same bound [12] as in the case of the zero magnetic
field, i.e., one has
b(Λ)p (B, β) ≤ (2βE
′
p)
−1, (D.5)
where
E ′p := d+
d∑
i=1
cos p(i).
In addition to this, the function b
(Λ)
p (B, β) satisfies [36]
b(Λ)p (B, β) ≥
4[g
(Λ)
p (B, β)]2
4g
(Λ)
p (B, β) + βc
(Λ)
p (B, β)
, (D.6)
where we have used the inequalities (34) and (A10) in [12], and
t−1(1− e−t) ≥ (1 + t)−1 for t > 0.
Using the inequality (D.6), the function g
(Λ)
p (B, β) is estimated as
g(Λ)p (B, β) ≤
1
2
{
b(Λ)p (B, β) +
√
[b
(Λ)
p (B, β)]2 + βb
(Λ)
p (B, β)c
(Λ)
p (B, β)
}
. (D.7)
The function c
(Λ)
p (B, β) satisfies [12]
c(Λ)p (B, β) ≤ 4S
2Ep + Const.|B|, (D.8)
where S is the magnitude of spin, and
Ep := d−
d∑
i=1
cos p(i).
Combining this, (D.5) and (D.7), one obtains
g(Λ)p (B, β) ≤ (2βE
′
p)
−1 +
√
S2Ep + Const.|B|
2E ′p
.
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From the definition (D.3) of g
(Λ)
p (B, β), we have
2g(Λ)p (B, β) = 〈Sˆ
(2)
p Sˆ
(2)
−p〉
(Λ)
B,β + 〈Sˆ
(2)
−pSˆ
(2)
p 〉
(Λ)
B,β ≥ 〈Sˆ
(2)
p Sˆ
(2)
−p〉
(Λ)
B,β, (D.9)
where we have used (Sˆ
(2)
−p)
∗ = Sˆ
(2)
p . Combining these two inequalities, one has
〈Sˆ(2)p Sˆ
(2)
−p〉
(Λ)
B,β ≤ (βE
′
p)
−1 +
√
2S2Ep + Const.|B|
E ′p
. (D.10)
This right-hand side is integrable with respect to the wavevector p in three or higher
dimensions except for the singularity at p = (π, . . . , π).
We write
F (x− y) = ρ0(S
(2)
x S
(2)
y ),
where the state ρ0 is given by (2.13) with (2.11). Let fx be a complex-valued function on
Zd with a compact support. Then, one has∑
x,y
fx〈S
(2)
x S
(2)
y 〉
(Λ)
B,βfy = 〈
∑
x
fxS
(2)
x
∑
y
fyS
(2)
y 〉
(Λ)
B,β ≥ 0.
Therefore, in the double limit, B ց 0 and Λր Zd, one can define the inner product,
(f, g) =
∑
x,y
fxF (x− y)gy,
for two functions, fx and gy, with a compact support. By using Bochner’s theorem, the
function F (x− y) having this property can be written
ρ0(S
(2)
x S
(2)
y ) = F (x− y) =
∫
eip(x−y)dGp (D.11)
in terms of a measure Gp on the momentum space p. (See, for example, Theorem IX.9 in
the book [37].) Clearly, one has
∑
x,y
fxρ0(S
(2)
x S
(2)
y )fy =
∫
|fˆ(p)|2dGp (D.12)
for a function fx with a compact support, where
fˆ(p) :=
∑
x
e−ipxfx.
On the other hand, from (D.2) and (D.10), one has
lim
Bց0
lim
ΛրZd
∑
x,y
fxfy〈S
(2)
x S
(2)
y 〉
(Λ)
B,β = lim
Bց0
lim
ΛրZd
1
|Λ|
∑
p
|fˆ(p)|2〈Sˆ(2)p Sˆ
(2)
−p〉
(Λ)
B,β
≤
1
(2π)d
∫
dp(1) · · · dp(d)|fˆ(p)|2
[
(βE ′p)
−1 +
√
2S2Ep
E ′p
]
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whenever fˆ(p) = 0 for p = (π, . . . , π). Here, the double limit is the same as the weak∗-
limit for the state ρ0. Since this left-hand side is equal to the left-hand side of (D.12) from
the definition of the state ρ0, one notices that [28, 12] the measure Gp consists of a delta
measure at p = (π, . . . , π) and a absolutely continuous part in p. Therefore, the application
of Riemann-Lebesgue theorem to the right-hand side of the correlation function of (D.11)
yields (7.2). Namely, the contribution of the absolutely continuous part of the measure
Gp is vanishing in the limit |x− y| → ∞. The nonvanishing contribution may come from
the delta measure at the singularity.
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