We consider stochastic differential equations on the whole space possessing an invariant along their solutions. The stochastic dynamics therefore evolves on a hypersurface of the ambiant Euclidean space. Using orthogonal coordinate systems, we show the existence and uniqueness of smooth solutions of the Kolmogorov equation under some ellipticity conditions over the invariant hypersurfaces. If we assume moreover the existence of an invariant measure, we show the exponential convergence of the solution towards its average. In a second part, we consider numerical approximation of the stochastic differential equation, and show the convergence and numerical ergodicity of a class of projected schemes. In the context of molecular dynamics, this yields numerical schemes that are ergodic with respect to the microcanonical measure over isoenergy surfaces. MSC numbers: 60H10, 60H30, 58J65, 65C20.
We assume in this work that the SDE (1.1) is conservative in the following sense: There exists a function H(x) defined on R N such that , and where · , · denotes the Euclidean scalar product on R N . The vector field ∇H(x) is the gradient vector of H with respect to the coordinates x = (x 1 , . . . , x N ).
Using Itô calculus, it is straightforward to show that if H(x) is smooth enough on R N , we have for all solution X(t) of (1.1) ∀ t ≥ 0, H(X(t)) = H(X(0)).
(1. 4) This expresses that the function H is an invariant of (1.1). Under ellipticity assumptions on the vector fields σ [ℓ] , we show below that the SDE (1.1) exhibits a unique invariant measure over the the manifolds Σ z = {x ∈ R N |H(x) = z}.
(1.5)
In the context of molecular dynamics, if the equation (1.1) is volume preserving over the whole space R N , then the invariant measure turns to be the microcanonical probability measure (see for instance [1, 11] ),
where dΣ z is the surface measure over the isosurface Σ z induced by the Euclidean metric of R N . For a general function H(x), it is very difficult in practice to exhibit an atlas of the manifolds Σ z = {x ∈ R N |H(x) = z}. The derivation of a numerical scheme to approximate the solution of (1.1) cannot thus rely on the choice of a "good" atlas as in [13] , and one has to rely on projection step to remain on the manifold. The numerical analysis then has to be made directly in R N and the dynamics of (1.1) has to be understood in a vicinity of a given hypersurface Σ z rather than on the manifold itself.
The Kolmogorov equation associated with the SDE (1.1) writes, using the summation convention of covariant and contravariant indices
where v(t, x) is a function depending on the time t ≥ 0 and x ∈ R N . We recall that a solution of (1.7) is given by v(t, x) = E(v(0, X(t))|X(0) = x). After a possible translation of the function H(x), we can always assume that the initial value of (1.1) lies on the manifold Σ 0 = { x ∈ R N | H(x) = 0}. In this work, we will show that we can define smooth solutions of (1.7) in a neighborhood of this manifold by considering an orthogonal parametrisation of R N by the hypersurface Σ 0 which is supposed to be a N − 1 dimensional submanifold of R N , and the parameter z = H(x) for x ∈ R N . In such a way, we can parametrise a domain of R N by a product Σ 0 × (−ε, ε) for small ε, provided that Σ 0 is smooth enough and compact (note that this last hypothesis could be weakened in the present analysis, but it is in general fulfilled for the problem of computing averages in molecular dynamics).
In this new coordinate system, the Kolmogorov operator can be seen as an intrinsic operator on Σ 0 involving the covariant derivative and curvature terms on Σ 0 . The coordinate z is then only a smooth parameter in the operator. In particular, the derivative with respect to the global variable z does not come into play in the definition of the Kolmogorov operator in orthogonal coordinate. By standard arguments, we therefore can define a smooth solution in the neighborhood defined by Σ 0 × (−ε, ε), provided that the collection σ [ℓ] (x) satisfy conditions so that the operator L can be viewed as elliptic operator on Σ 0 , uniformly in z.
We then consider the case where (1.1) is possess a family of invariant measures on Σ z , depending smoothly on z. An important case where this situation occurs is when (1.1) is volume preserving which means that the constants are in the kernel of the adjoint of the operator (1.7) which writes
We will refer to this operator as the Fokker-Planck operator associated with (1.1). Note that (1.1) will be volume preserving in the case where 9) but this condition is not necessary (see the examples in Section 4). The motivation for considering such volume and energy preserving systems arises from computational problems of NVE averages in molecular dynamics (namely averages with respect to the microcanonical measure (1.6), see for instance [1, 11] ). In this situation, for d interacting particles, the phase space variable decomposes into x = (p 1 , . . . , p d , q 1 , . . . , q d ) where each q i ∈ R 3 denotes the position of a particle, and p i its momentum. The energy hamiltonian H(p, q) is then written
where m i is the mass of the i-th particle and U is the potential function. The principle of molecular dynamics is to simulate numerically the solution of the corresponding hamiltonian equations dq dt = ∂H ∂p (p, q) and dp dt = − ∂H ∂q (p, q) (1.11)
which define a volume and energy preserving (deterministic) system. The ergodic hypothesis states that, it (p(t), q(t)) denotes a solution of (1.11) evolving on a hypersurface Σ z corresponding to the Hamiltonian (1.10), we have for all function g defined on Σ z ,
where the measure dν(z) in the right-hand side is the microcanonical measure (1.6). However, it is well-known that this hypothesis failed in general, in particular for integrable or close to integrable systems exhibiting hidden stable invariants preserved by symplectic numerical methods (see [14, 5] and the references therein). At variance the numerical schemes we present below are shown to be ergodic with respect to the microcanonical measure.
Another context where such families of measures appear is free energy computations by thermodynamic integration [7] . In this case, one needs to sample a Boltzmann-Gibbs probability measure conditioned to a fixed value of a reaction coordinate: exp(−βV )|∇ξ| −1 dS z where V : R N → R is the energy, ξ : R N → R is the reaction coordinate and S z = {x ∈ R N |ξ(x) = z} (ξ plays here the role of the above function H).
In a first part of this paper, under an ellipticity assumption on the vector fields σ [ℓ] and in the case where (1.1) admits an invariant measure, we show the exponential convergence of the solution of (1.7) towards its average over the microcanonical measure, uniformly in z for z in a small interval. We moreover show that all the tangent space derivatives of v(t, x) decay exponentially in time. This implies in particular the ergodicity of the exact solution of (1.1) and this gives the equivalent of (1.12) for the stochastic flow of (1.1) in the volume preserving case.
In a second part of this work, we consider numerical schemes satisfying in essence two conditions: Consistency with (1.1) and preservation of the energy H(x). Using the results obtained in Section 2, we show the weak convergence of such numerical schemes, which gives a new way of computing NVE averages in the context of molecular dynamics. We conclude by giving examples of schemes satisfying the above conditions.
The method and analysis we use are closely related to previous works by Talay and co-workers [22, 13, 20, 21] . The particularity here lies in a systematic use of differential geometry to understand the properties of the Kolmogorov operator on a hypersurface of the ambiant space. Let us also mention the analysis made in [17, 16] where constrained symplectic SDEs and appropriate discretization schemes are introduced.
In the following, for a given ε > 0, we define the domain
It defines a neighborhood of the hypersurface Σ 0 .
Analysis of the Kolmogorov operators
The goal of this section is to derive expressions of the operators L and L T in terms of intrinsic objects defined on the hypersurfaces Σ z .
Orthogonal coordinate system
We can write the Kolmogorov and Fokker-Planck operators as
and
respectively, where ∇ is the Riemannian connection of R N associated with the Euclidean product · , · . The advantage of these expressions is that they are 5 expressed only in term of globally defined objects: The covariant derivative and the metric tensor. In the Euclidean coordinate system {x 1 , . . . , x N }, the metric tensor is the identity tensor, and this expression reduces to (1.7). For a general local coordinate system {y 1 , . . . , y N }, the metric is represented by the matrix g ij (y), i, j = 1, . . . , N which are the component of the metric tensor in the coordinate system {y i }. With this metric tensor are associated the Christoffel symbols (see for instance [4] )
where ∂ i denotes the derivative with respect to y i , where g km are the components of the inverse of the metric tensor defined by g km g mℓ = δ k ℓ the Kronecker tensor. The coordinate system {y i } induces a local basis ∂ ∂y i in the corresponding tangent bundle. For a vector field T = T i ∂ ∂y i , the covariant derivative is the (1, 1) tensor fields with components
Now an expression like ∇ i T i is the contraction of the previous tensor, and is thus a function equal to
It is worth noticing that the right-hand side in this expression a priori depends on the local coordinate system {y i } while the left-hand side denotes a function defined globally on R N . For a function v, the covariant derivative reduces to
In a local coordinate system, we thus see that (2.1) can be written
(Recall that for Euclidean coordinates, all the Christoffel symbols vanish).
We introduce now an orthogonal coordinate system that will reflect the foliation of Ω ε by the isosurfaces Σ z defined by (1.5) .
In the following, we make the following assumption on H:
The function H is smooth, and there exists ε > 0 such that for all z ∈ (−ε, ε), Σ z is compact, and for all x ∈ Σ z , ∇H(x) = 0. This implies that for z ∈ (−ε, ε), Σ z is a smooth submanifold of R N of dimension N − 1.
Note that Ω ε := z∈(−ε,ε) Σ z . We then denote by F s (x) the flow of the ordinary differential equation
where · denotes the Euclidean norm in R N . Up to a possible reduction of ε, Hypothesis 1 implies that for all x ∈ Ω ε , F s (x) is well defined for |s| < ε.
In the following, Greek indices will refer to N − 1 dimensional indices running from 1 to N − 1. We define the application
This is a local coordinate system over the domain Ω ε . By construction, we have
whence for all z ∈ (−ε, ε) and all y α ∈ U ,
Hence, the inverse application of (2.5) is the map
and it is clear that to an atlas on Σ 0 corresponds an atlas on Ω ε made of the charts (2.7). For given (y α , z) ∈ ϕ(U ) × (−ε, ε), we denote for simplicity by (Y α , Y z ) the local basis of R N corresponding to the local basis ( The metric tensor g ij (y α , z) splits into the "surfacic" components g αβ and the "normal" components g αz and g zz . By definition we have
From (2.6), we deduce that for all β,
Dividing this expression by ∇H(Φ(y α , z)) 2 , we obtain
which means that
This expression justifies the name "orthogonal coordinate system" on Ω ε . Finally, we see that
where a αβ = ∂ α ϕ −1 , ∂ β ϕ −1 is the metric tensor on Σ 0 (the expansion in z comes from the analyticity in z of the solution F z (x) of (2.4)). Using this orthogonal coordinate system, it is easy to show that each tensor field on Ω ε can be decomposed into several tensor fields on Σ 0 depending smoothly on z ∈ (−ε, ε). For instance, if u i is a vector field on Ω ε , it can be represented by a couple (
denotes the space of vector fields on U and where y = (y α ) denotes a point in Σ 0 . The proof of this result relies on the special choice of the atlas defined by (2.7) and this situation is very similar to the case of shells (see [9, 8] ).
In the orthogonal coordinate system defined above, the local charts (2.7) define local coordinates on open subset of Ω ε . We denote by
the dual basis of the vector field basis Y i (y, z) := (Y α (y, z), Y z (y, z)) defined above (we identify here y N with z). Hence, local basis for tensor fields on Σ 0 can be expressed as tensor products of dy α (y, 0) and Y α (y, 0).
As mentioned above, the components of Christoffel symbols do not define a tensor field on a given manifold. However, using the fact that the metric tensor satisfies g αz = 0 in orthogonal coordinates, we can easily show the following result:
Lemma 2.1 Let (y, z) = (y α , z) be a local orthogonal coordinate system induces by a local chart (U, ϕ) on Σ 0 and let Γ k ij be the Christoffel symbols (2.2). Then the expressions Γ
We do not give a proof here, as it is very similar to the situation of shells (see [9, 8] for similar statements). Roughly speaking, it states that freezing one or two coefficients of the Christoffel symbol to z in orthogonal coordinates yields tensor fields.
Let u i be a smooth vector field on Ω ε . The covariant derivative of u i in a local coordinate system is given by
and defines a tensor field on Ω ε . In a local orthogonal basis, this tensor field can be decomposed into four parts:
which defines a function in C ∞ ((−ε, ε), C ∞ (Σ 0 )), and similarly
which defines an element of C ∞ ((−ε, ε), Γ(T 1 Σ 0 )) after using the previous Lemma.
In the following, we denote by D α the covariant derivative on Σ 0 , associated with the metric a αβ . As ∂ α u z = D α u z because u z is a scalar function, we obtain that the expression
defines an element of C ∞ ((−ε, ε), Γ(T 1 Σ 0 )), where Γ(T 1 Σ 0 ) denotes the space of 1-form fields on Σ 0 . Finally, we write
But using the expansion (2.9) it can be shown (see [9] ) that the expression
defines a tensor field on Σ 0 . Note that Γ σ αβ (y, 0) are the Christoffel symbols on Σ 0 associated with the metric a αβ . Consequently, we can write (2.13) as
which now makes sense in
denotes the space of tensor fields of type (1, 1) on Σ 0 . Note that Λ σ αβ (y, 0) = 0 and that Λ σ αβ (y, z) is analytic in z.
Existence of solutions
We express now the operators L and L T in orthogonal coordinate system. Let f i be a vector field on Ω ε such that ∇H, f = 0. Written in an orthogonal coordinate system, this implies that f z = 0. In the following, we write f β (y, z) the tangential part of the vector field f viewed as a vector field on the manifold Σ 0 depending smoothly on z. We hence have
Using the equations (2.10) and (2.14), we find
where all the tensors are evaluated at the point (y, z) ∈ Σ 0 × (−ε, ε). Similarly, we can write
whence using (2.15)
In the following, we denote by D the intrinsic operator with components D α in a local coordinate system. Using the previous expression, we can easily show the following result: Theorem 2.2 In orthogonal coordinates, the Kolmogorov operator L viewed as an operator on the manifold Σ 0 × (−ε, ε) writes
(y, z) and f α (y, z) are the components of the vector fields σ [ℓ] and f in orthogonal coordinates. Similarly, the Fokker-Planck operator L T , writes in orthogonal coordinates
is an intrinsic operator of order 1 on Σ 0 depending analytically of z and such that P (y, 0; D) = 0.
In the rest of this work, we make the following hypothesis:
This means that L(y, z; D) is elliptic on Σ 0 , uniformly in z ∈ (−ε, ε). For a function ϕ on Σ 0 , and ℓ ≥ 0, we denote by
the semi norm of order ℓ of ϕ. Note that the contravariant indices denote a multiplication by the inverse of the metric tensor a αβ on Σ 0 :
The corresponding norm is written
On the manifold Σ 0 , the covariant derivative operator commutes with the contraction by the metric tensor: D α ϕ = a αβ D β ϕ = D β a αβ ϕ. However, the covariant derivative does not commute with itself. For a given one-form fields u α on Σ 0 , we have for instance
where u δ = a δσ u σ is the contravariant vector-field corresponding to u α , and where R αβδν is the curvature tensor on Σ 0 depending only on the metric tensor a αβ (see for instance [4] ). ε) ). Under the hypothesis 2, the equation
Proof. The result is a consequence of a priori bounds for the solution of (2.18).
is an operator of order 1 on Σ 0 depending smoothly on z. This shows that for constants C, c and b depending on ε, we have
Using (2.17), we obtain similar estimates for the derivatives ∂ k z D ℓ v which satisfy equations of the form
where R is an operator of order k + ℓ − 1 in ∂ z and D α . We hence easily obtain a priori estimates for these derivatives by induction. The uniqueness is clear, as the equation (2.18) is linear.
Invariant measure and exponential convergence
Throughout the rest of this section, we assume moreover that there exists a smooth function ρ(x) > 0 defined on Ω ε such that for all x ∈ Ω ε , we have
Note that in the case where ρ ≡ ½ the constant function equals to 1 on Ω ε , then (2.19) expresses that the equation (1.1) preserves the volume. In general, this hypothesis states that ρ is an invariant measure for (1.1). Indeed, for x ∈ Ω ε , let X(t, x) denote the solution of (1.1) starting at x for t = 0. Using (1.4), we have X(t, x) ∈ Ω ε for all time t ≥ 0. Then for all function ϕ(x) with compact support in Ω ε , we have using the Kolmogorov equation
where ·, · L 2 (Ω ε ) denotes the L 2 product in Cartesian coordinates on Ω ε , and where L T (x i ; ∂ i ) denotes the adjoint of the operator L(x i ; ∂ i ) given by (1.7) in Cartesian coordinates. In a normal orthogonal coordinate system (y α , z), the volume form dx is transformed into the measure |g ij (y, z)|dy α ∧ dz where |g ij (z)| denotes the determinant of the metric tensor g ij (y, z). Using the equations (2.8) and (2.9), this measure can be written
where dΣ z is the volume form |g αβ (y, z)|dy α induced by the Euclidean measure in R N on the surface Σ z . Hence, we can write for all x = (y, z) ∈ Σ 0 × (−ε, ε),
defines a density function on Σ 0 depending smoothly on z. In the sequel, we will often ignore the dependency in y ∈ Σ 0 , and write µ(z) for µ(y, z). Shortly, we can write
where dµ(z) = µ(z)dΣ 0 . Note that in the case where ρ ≡ ½, then up to a multiplication by a constant, the measure dµ(0) is the microcanonical measure on Σ 0 (see (1.12)). Proof. Let ϕ be a function defined on Ω ε ≃ Σ 0 × (−ε, ε). Let ρ be the function satisfying (2.19). We have in Cartesian coordinates
Written in orthogonal coordinates (y, z) = (x i ), this equation reads
We take now ψ(y, z) = v(y)χ(z) where v is a function on Σ 0 and χ(z) a function on (−ε, ε). We then have using Theorem 2.2
L(y, z; D)ϕ(y, z) = χ(z)L(y, z; D)v(y).
Ignoring the argument y in the equation, we get
As χ(z) is an arbitrary function of z ∈ (−ε, ε), this implies that for all z ∈ (−ε, ε) and all v ∈ C ∞ (Σ 0 ),
This yields the result.
Lemma 2.6 Let v(t, y, z) be a solution of the equation
For all z ∈ (−ε, ε), and all t ≥ 0, we have that
Proof.
For all smooth function v defined on Σ 0 × (−ε, ε), we have on the manifold Σ 0 × (−ε, ε) (ignoring again the argument y ∈ Σ 0 ),
which implies that
Now if v is a solution of ∂ t v = Lv, we have
and the result follows from L(z; D) * µ(z) = 0.
In the following, we denote by v µ(z) the weighted norm
Note that the norms · L 2 (Σ 0 ) and · µ(0) are not the same. However, as ρ is a positive function, Σ 0 is compact and z ∈ (−ε, ε), there there exist two positive constants c and C such that for all z ∈ (−ε, ε),
on Σ 0 and hence the norms · L 2 (Σ 0 ) and · µ(z) are in fact equivalent uniformly in z.
Lemma 2.7 Under the hypothesis 2, there exists a constant λ 0 depending on Σ 0 and ε such that for all function v(z) ∈ C 0 ((−ε, ε), H 1 (Σ 0 )) satisfying
26)
then we have
.
(2.27)
Proof. As Σ 0 is a compact manifold, there exists a constant a > 0 such that for all function ϕ ∈ H 1 (Σ 0 ) satisfying
we have the Poincaré-Wirtinger inequality (see [4] )
Using (2.16) and (2.25), we have for all such function ϕ
and hence using again (2.25), we see that there exists a constant b > 0 such that for all z ∈ (−ε, ε), and all ϕ satisfying (2.28),
. Now if v(z) ∈ C 0 ((−ε, ε), H 1 (Σ 0 )), satisfies (2.26), we can write for all z ∈ (−ε, ε),
where v(z) 0 denotes the average (2.28) of v(z). Let z ∈ (−ε, ε), and assume that ψ satisfies Σ 0 ψ dµ(z) = 0. We have that
Applying this formula to ψ = v(z) and combining with (2.30) then yield the result with λ 0 = b.
Theorem 2.8 Let v(t, y, z) be a solution of the equation ∂ t v = Lv with initial value v 0 (z) ∈ C ∞ ((−ε, ε) × Σ 0 ). Let µ(z) the function defined in (2.21) and · µ(z) the corresponding weigthed L 2 norm. Under the assumption (2.16), for all z ∈ (−ε, ε), and all t ≥ 0, we have that
where γ 0 = λ 0 /2, λ 0 being the constant appearing in (2.27). Moreover, for all J ∈ N, there exist contants γ J and C J such that for all z ∈ (−ε, ε),
Proof. We have using (2.22)
This shows that the average of v(t, z) with respect to the measure dµ(z) is constant with respect to t. To prove (2.32), let us consider first the case where J = 1. From Lemma 2.6 and (2.16), we have
Multiplying this equation by e δt with δ > 0 and integrating from 0 to T , we obtain
After integration by part, this shows that
Using (2.31) and taking δ < γ 0 shows that there exists a constant M such that for all z ∈ (−ε, ε),
It is clear that the operator L(z; D) acts on tensor fields, and we have
] is an operator of order 1 on Σ 0 depending smoothly on z, and involving the curvature tensor on Σ 0 (see (2.17) ). Hence D α w(t, v) satisfies the equation
Computations similar to those made in Lemma 2.6 show that there exist positive constants c 1 , c 2 and c 3 independent on z such that
Multiplying by e γ 1 t with 0 < γ 1 < δ and integrating from 0 to T yields
for some constant C 0 independent of T and z, where we used (2.33), (2.31) and the fact that γ 1 < δ < γ 0 . We thus have
dt and using again (2.33) we conclude that
for a positive constant C 1 independent of T and z. This shows (2.32) for J = 1, as Dv = Dw. Moreover, we derive from (2.34) that
The result is then easily shown by induction using computations similar to the previous ones, with the fact that for all J ∈ N,
] is an operator of order J − 1 on Σ 0 and depending smoothly on z.
As Σ 0 is a compact manifold, using (2.25) and Sobolev embedding Theorems (see [4] ) we immediately get the following result: Corollary 2.9 Let v(t, y, z) be a solution of the equation ∂ t v = Lv with initial value v 0 (y, z) ∈ C ∞ (Σ 0 × (−ε, ε)). Under the assumption (2.16), for all J ∈ N, there exists constants ν J and M J depending only on Σ 0 and ε such that for all (y, z) ∈ Σ 0 × (−ε, ε), and all t ≥ 0,
Remark 2.10 The previous result give uniform bounds with respect to z ∈ (−ε, ε). This fact is not necessary for the analysis of the properties of the projected numerical schemes defined below, which requires only the previous estimates on the manifold Σ 0 . However, we believe that these uniform bounds should be necessary to understand the good behaviour of non projected schemes, see for instance [16] .
Numerical analysis
We now consider the discretisation of the stochastic differential equation (1.1).
Following [20] , we define the sequence and the condition
Notice that these last two conditions are in particular satisfied if |U
[ℓ]
p | ≤ C a.s. for a constant C independent of p and ℓ. Examples of such family of random variables can be found in [20] .
Let X 0 ∈ Σ 0 and a time step h ≤ h 0 . We assume that we can define a family {X p } of random variables satisfying the following conditions:
(C3) In Cartesian coordinates we have
where for all p, if F p denotes the σ-algebra generated by the family {X 0 , . . . , X p }, we assume that w i p , r i p and s i p are F p measurable, and satisfy
p ) of degree less than 2 with coefficients depending on X p , and such that E (w i p |X p ) = 0.
p ) of degree less than 3 with coefficients depending on X p , and such that E (r i p |X p ) = 0.
• E(|s i p ||X p ) < R, where R does not depend on p ∈ N and on h ≤ h 0 .
The condition (C1) will be fulfilled for projection schemes in general, while the condition (C2) is equivalent to the fact that the corresponding piecewise trajectory lies in the neighbourhood Ω ε of Σ 0 : It will be fulfilled for h sufficiently small in the case where the random variables U [ℓ] p are uniformly a.s. bounded. The condition (C3) expresses the fact that the scheme is consistent with (1.1). Note that this condition implies in particular that for a given ℓ ∈ {1, . . . , D}, we have using (3.1)
Note moreover, that the first three terms in the expression of X p+1 − X p define a vector in Ω ε attached to the point X p ∈ Σ 0 . Using (2.10), (2.12) and (2.14), the fact that σ z [ℓ] = f z = 0 and the fact that Λ β ασ (y, 0) = 0, we see that in orthogonal coordinate system, the tangential part of this vector is
while its normal part is
where all the functions are evaluated in X p (for which we have z = 0).
Convergence result
Lemma 3.1 Let v be a function defined on Σ 0 . Then we have
where C does not depend on p and of h ≤ h 0 .
Proof. With the notation of (C3), the curve
is a well-defined curve on Σ 0 such that α p (0) = X p and α p (1) = X p+1 . We can write
We can decompose the application θ → v(α p (θ)) as
where Π : Ω ε → Σ 0 is defined as Π(x) = F −H(x) (x). Let us denote by (dΠ) α i (x) the jacobian matrix of Π acting from T x Ω ε to T Π(x) Σ 0 , and similarly, ( 
In a normal coordinate system, the application Π simply reads (y, z) → y, and thus its restriction to Σ 0 is the identity. Hence, if T is a tangent vector to Σ 0 viewed as vector in R N , we have as
where T α denote the components of T in a local basis of T Xp Σ 0 . Using 3.3 we have
where all the functions are evaluated in X p , and where
Let T be a vector in R N . In an orthogonal coordinate system around X p , let T α be its components in T Xp Σ 0 , and T z its components along the normal to T XpΣ 0 . We have
But as the restriction of Π to Σ 0 is the identity, we have ( (3.3), (3.4) and (3.2) we easily see that
for a constant C independent of p. Hence, using the fact that
for a constant C independent of p.
Similarly we have for the second part of (3.7), for θ = 0,
This implies that
where the functions are evaluated in X p , and with
Differentiating again the function v(α p (θ)), we can see by similar computations that
and that for all θ ∈ (0, 1),
Collecting together the previous formulas, we get
where ξ p satisfies the estimate of the Lemma. This yields the result.
Theorem 3.2 Under the hypothesis 2, let X(t) be the solution of (1.1) starting at x 0 ∈ Σ 0 , and let (X p ) p∈N be a family of random variables satisfying (C1) − (C3) for h ≤ h 0 and such that X 0 = x 0 . Let g be a smooth function defined on Σ 0 and let t p = ph for p ∈ N. Then we have for h 0 sufficiently small and T > 0,
where C(T ) depends on T and h 0 .
Proof. Let u(t, x) be the solution of the equation ∂ t u = Lu on Ω ε with the initial condition u 0 (y, z) = g(y) written in an orthogonal coordinate system (see Theorem 2.3). Following [22] , we write
Hence we have
Using the previous lemma, we have
Now using Taylor expansion, we easily get
But as L is an operator of order 2 in D, we have
(3.10) for some constant C independent of p ∈ N and i ∈ N. Collecting together the previous results, we see that
and this yields the result.
The ergodic case.
In this subsection, we assume that the hypothesis (2.19) is satisfied. We assume moreover that the family of random variables {X p } satisfies the additional hypothesis (C4) For all x 0 ∈ Σ 0 , and for all open set W ⊂ Σ 0 then
As Σ 0 is compact, this hypothesis ensures that the process {X p } possesses a unique invariant probability measure µ h for which it is ergodic: For all bounded function g on Σ 0 ,
The following result refines the preceding convergence theorem. It shows that under the hypothesis (2.19) the constant in the convergence estimate (3.8) is uniform in T : Lemma 3.3 Under the hypothesis 2 and (2.19), let X(t) be the solution of (1.1) starting at x 0 ∈ Σ 0 , and let (X p ) p∈N be a family of random variables satisfying (C1) − (C3) for h ≤ h 0 and such that X 0 = x 0 . Let g be a smooth function defined on Σ 0 and let t p = ph for p ∈ N. Then we have for h 0 sufficiently small,
where C does not depend on p and h ≤ h 0 .
Proof.
The proof is similar to the proof of Theorem 3.2. The changes are the following: Eqn. (3.9) together with (2.35) imply that there exists positive constants γ and M independent of h ≤ h 0 , such that for all p ∈ N and i ∈ N,
Using the same estimates in (3.10), we see that
after possible change of the constant M which does not depend on p, i and h ≤ h 0 . Hence we have
for some constant C independent of p, and h ≤ h 0 sufficiently small. This shows the result.
Theorem 3.4 Under the hypothesis 2 and (2.19), (C1) − (C4), let µ h be the invariant measure on Σ 0 of the process {X p } for h ≤ h 0 . Let g be a smooth function defined on Σ 0 and let t p = ph for p ∈ N. Then there exists a constant C such that
where dν(0) is the probability measure Proof. Using Lemma 3.3, we have
Now, using the hypothesis 2 and (2.19), we have
Hence, taking the limit N → ∞ in (3.12) yields the result.
Applications
In this Section, we give two classes of SDE of the form (1.1) satisfying the hypothesis (1.3), (2.19) with ρ = ½, and (2.16). We then give example of numerical schemes in both these cases, and show numerical results.
Two examples of conservative SDEs

Stochastic shakers
In the spirit of [10] , we introduce the following SDE, constructed as Hamiltonian system with stochastic time dependent symplectic matrices. Let (G [ℓ] ) 1≤ℓ≤N (N −1)/2 be the set of N × N skew symmetric matrices with coefficients satisfying
= 1, where the indices (i(ℓ), j(ℓ)) are such that
is a basis of the space of (real) skew symmetric matrices. In the case N = 3, we can choose, for instance, (i(1), j(1)) = (1, 2), (i(2), j(2)) = (1, 3) and (i(3), j(3)) = (2, 3), which corresponds to We consider stochastic differential equations of the form
where J is a N × N skew symmetric matrix and D = N (N − 1)/2. This SDE is of the form (1.1), with f i (x) a Hamiltonian deterministic vector field, and
The skew-symmetry of the matrices J and G [ℓ] implies that the condition (1.3) is satisfied.
Moreover, it is easy to verify that this system satisfies the condition (1.9), and hence (2.19) with ρ = ½ and thus is volume preserving.
The following result shows that the condition (2.16) is fulfilled for the equation (4.1):
Lemma 4.1 Assume that the hypothesis 1 is satisfied. Then there exists a constant c > 0 and ε > 0, such that, for all z ∈ (−ε, ε), x ∈ Σ z , and ξ = (ξ i ) N i=1 ∈ T x Σ z , we have 
Proof. By the definition of the set of matrices (G [ℓ] ) 1≤ℓ≤N (N −1)/2 , the sum in Equation (4.2) can be written
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Let us denote by n k the k-th component of ∇H/ ∇H , i.e. n k = ∂ k H/ ∇H . We have
and using the fact that k n 2 k = 1, we find that
Now if ξ ∈ T x Σ z we have by definition
Gathering these results together, we find that 
Projected gradient dynamics
We would like now to introduce another dynamics ergodic with respect to the microcanonical measure (see [7] ). For any point x ∈ R N , let us define the orthogonal projector on T x Σ H(x) :
In Cartesian coordinates, its components are written
Let us now consider the following SDE: dX i (t) = −P i j (X(t))∇ j g • H + ln ∇H (X(t)) dt + √ 2P i j (X(t)) • dW j (t) (4.4) where X i (t) ∈ R N , W i (t) is a N -dimensional Brownian motion, and g : R → R denotes any smooth function. This SDE is of the form (1.1) with σ(x) = √ 2P (x), and f (x) = −P (x)∇(g(H(x)) + ln ∇H(x) ). Using the definition of P (x), it is clear that (1.3) is satisfied.
Let us introduce the function V defined by:
V (x) = g • H + ln ∇H (x). Remark 4.2 More generally (see [7] ), using such projected SDE, it is possible to sample any measure of the form exp(−βV )|∇ξ| −1 dS z where V : R N → R is an energy, ξ : R N → R is a reaction coordinate and S z = {x ∈ R N |ξ(x) = z}. One needs to consider the solution X(t) of the SDE dX i (t) = −P i j (X(t))∇ j V (X(t)) dt + 2β −1 P i j (X(t)) • dW j (t) 1 Recall that in Cartesian coordinates we have ∇ i H = ∇ i H = ∂ i H, and similarly for the components of the projection operator P i j = P ij = P j i
