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Preface
Our understanding of the numerical solution of eigenvalue problems is built upon
the two pillars of perturbation theory and analysis of new methods. Perturbation
theory tells how accurate we can expect our solutions to be, motivating us to design
new methods to live up to these expectations. In the Third IWASEP (International
Workshop on Accurate Solution of Eigenvalue Problems), held in Hagen, Germany,
July 3–6, 2000, new perturbation theory and new methods were presented both as
talks and posters. Much of that work and some related papers are represented in this
volume.
First, we discuss the papers that give us new theory. Higham and Tisseur collect
all known bounds on finite eigenvalues and add some new ones in an exposition of
the subject. The intended audience is anyone familiar with matrix computations. A
more advanced treatment is given by Dedieu and Tisseur. They write the eigenvalue
problem in homogeneous form, so that infinite eigenvalues cease to be special, then,
in the spirit of an influential paper by Demmel, show that the condition of a simple
eigenvalue is the reciprocal of a suitably defined distance to the nearest ill-posed
problem.
The discussion of “relative” bounds versus “absolute” bounds is common in the
perturbation theory literature. Ipsen gives an exposition of the relationship between
one and the other and explains why it is important to us. Beattie and Ipsen discuss
the Lehmann inclusion regions. These are optimal for normal matrices and have ex-
tension to diagaonalizable matrices. Nakic´ considers relative perturbation bounds on
diagonalizable matrix pencils. He uses a cancellation algorithm to pick the “highly
accurate” eigenvalues.
Other articles concerned perturbation bounds on interesting specialized problems.
Veselic´ gives us bounds for the decay of the exponentially stable semi-group exp(At)
in terms of the solution of a particular Lyapunov equation and upper and lower
bounds of the spectrum of A+ A∗. Slapnicˇar and Truhar give a relative perturbation
theory for the hyperbolic singular value decomposition. Singer and Singer not only
give a perturbation theory for the symplectic QR factorization, but also give a round-
ing error analysis. The sympletic QR factorization is a useful reduction technique for
one-sided Jacobi algorithms applied to skew-symmetric matrices.
Knyazev and Neymeyr present an elegant proof of a convergence rate of a pre-
conditioned gradient minimization method for computing the smallest eigenvalue
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of a large sparse positive definite matrix, or a pair of such matrices. Though unlike
most IWASEP papers, its focus has nothing to do with high relative accuracy, it
brings our attention to the important area of iterative methods. Sleijpen and Eshof
discuss the good and bad aspects of harmonic Ritz values as approximate eigenvalues
for use in Jacobi–Davidson or Krylov subspace methods. Harmonic Ritz values are
the reciprocals of the Ritz values of A−1 and can be computed without invoking
A−1. They are useful when A is indefinite as happens when interior eigenvalues are
wanted.
A variety of new methods are included. To complement the perturbation theory
of Slapnicˇar and Truhar, Slapnicˇar gives a backward relative error analysis of a hy-
perbolic Jacobi algorithm. Continuing along this theme, Bojanczyk proposes a new
hyperbolic Jacobi algorithm. Hyperbolic Jacobi methods present an important and
highly accurate approach to symmetric indefinite eigenvalue problems and block
downdating problems.
Hochtenbach and Sleijpen blend the Jacobi–Davidson method with Ostrowski’s
two-sided Rayleigh quotient iteration, and variants, to obtain fast convergence even
for unsymmetric problems. Dax presents a careful new implementation of the Ray-
leigh quotient iteration to make it accurate for all cases when computing the full, or
partial, spectral factorization of a symmetric matrix. The method would be slow for
a full matrix, but is ideal for one with narrow bandwidth.
Ralha describes a one-sided reduction of a matrix to bidiagonal form which is
much faster than the standard algorithm in LAPACK. The matrix A is right multi-
plied by V until the columns of C = AV are orthogonal to all but nearest neighbors.
Then a Gram–Schmidt process is applied to C to yield bidiagonal form. The last
phase is not always backward stable, but its possible refinement into a backward
stable algorithm is an interesting subject for future research.
Two algorithms describe work on already reduced matrices. Dhillon and Maly-
shev show how to deflate a known eigenvalue from the interior of a symmetric tri-
diagonal matrix by working from both ends. Thus, if an eigenvalue appears naturally
at the interior, it is not necessary to drive it to one end. Grosser and Lang present an
O(n2) method to compute the singular value decomposition (SVD) of a bidagonal
matrix to high relative accuracy, thus beating the current Demmel–Kahan proce-
dure in LAPACK. Their procedure builds upon the recent Dhillon–Parlett method
for spectral decomposition of a symmetric tridiagonal. For the SVD triplet (U,
, V )
of a bidiagonal B, that procedure sometimes produces a larger residual BV − U

than we would expect because tiny singular values are not properly paired with the
associated vectors. The authors show how to exploit the relationship among the three
well-known tridiagonal matrices associated with the SVD of B and thereby pair the
singular values and vectors correctly.
Godunov and Sadkane propose a new version of the spectral dichotomy method
for a matrix. They compute both the dichotomy and the condition number. Brandts
develops a new eigenvalue algorithm for large sparse matrices based upon Riccati/
Sylvester-type methods.
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The variety of papers that made it into this volume indicate broadening interest in
this field and in the associated workshop. Thus the previous IWASEP volume (LAA,
vol. 309) clearly succeeded in its long range goal of stimulating future research. It is
our hope that this volume has similar success.
In editing this volume, we had the aid of a number of anonymous referees. We also
appreciate the help of LAA editor-in-chief Richard Brualdi and his capable assistant
Mary Kirk.
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