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ABSTRACT -  .Although  remarkable  performance  of  xsord-based 
speech  recognition  systems  has  been demonstrated in small  vocabulary 
tasks.  extrapolating  it  to  large  vocabulary  applications  is not  straight- 
forward  due  to  training  problem.  In  order  to  overcome  this  problem. 
we  use in  the  present  paper  the  acoustic  sub-word  units  (ASIVrs)  for 
speech  recognition.  \Ve  address  here  the  problem  of  designing word 
lexicon  in  terms  of  ASIVUs.  Different  methods for  generating  the 
deterministic-type  and  the  statistical-type  of  word  lexicons  are  pro- 
posed.  These  methods  are  evaluated  for  the  recognition  of  isolated 
words  in  a speaker-dependent  mode  and  the  rtrults  are  discussed. 
1. INTRODUCTION 
Although  the  research  in the  area  of speech  recognition  has  been  pur- 
sued  for  the  last  40 years.  only  the  whole  word  unit  (\V\VL) based 
speech  recognition  systems  have  achieved  commercial success  so  far. 
The  main  reason  for their  success  is that  they  can  incorporate  expiic- 
itly  the effects ofinter-phonemic  context  dependence  and  coarticulation 
in their word models.  Because  of  this.  these  systems  show  remarkable 
performance  for  small  vocabulary  tasks  (vocabulary  size less than 100 
words) [1.2]. But, it is not  a  straightforward  task  to  extend  these  sys- 
tems  for  the  large  vocabulary  applications  (vocabulary  size greater  than 
1000 words).  There  are  several  reasons  for this:  the  main  one  is associ- 
ated  with  training.  Acoustic  characteristics of a word at  its  boundaries 
get  strongly  affected by the preceding  and  the  following  words.  There- 
fore. in order  to  adequately  train  the  speech  recognizer.  it  is necessary 
to  have  the  training  set  of  speech data where  each  word  appears  sev- 
eral  times  in  all the  possible  phonetic  contexts.  For small-vocabulary 
speech  recognition  systems,  it  is possible to design such  a  training  set 
[3].  But, it is  not  possible  to  have  such  a  training  set  for  the  large 
vocabulary  speech  recognition  systems  because  the  amount  of training 
data becomes  prohibitirely  large.  Therefore,  for  the  large  vocabulary 
speech  recognition  applications,  it becomes necessary  to use sub-word 
units (SIYL‘s) -  units  smaller  than  the  IYIVL. 
In  the  S\YL-hased  speech  recognition  systems.  the  word  models  are 
constructed by concatenating  the  sub-word  models  using  the  ivord les- 
icon.  This  decomposition  of  words  into  sub-word  sequences  removes 
rhe  dependence of the  training  data  size on  the  number  of words  in  the 
vocabulary.  The  number  of SIVPs  to  be used  in  the  speech  recognition 
system is independent of  word  vocabulary.  but  it  depends  on  the  type 
of S\VU  chosen.  Usually,  this  number  is  quite  small.  In order  to  ad- 
equately  train  the  speech  recognizer.  one  needs  here  several  examples 
of each  sub-word  (in  contrast  to  several  examples  of each xvord needed 
in the \V\VC-based  speech  recognition  system).  Thus,  the  SIVU-based 
speech  recognition  systems  require  smaller  amount  of training  data  and 
can  be used for  large  vocabulary  applications.  However,  since the SWC- 
based  speech  recognition  systems  can  not  incorporate  in their  sub-word 
models  the  effects of  context-dependence  and  coarticulation  as  nicely 
as the \VIVU-based  systems,  they  are  not  expected  to  perform. in prin- 
ciple, as well as the \V\VV-based  systL,ns  Therefore,  when  one  designs 
an SIVU-based  speech  recognizer.  the  objective  is to approach  the  per- 
formance of the \VIVU;-based speech  recognizer.  Another  disad\-antage 
of  the  S\VC-based  speech  recognition  sjstems  is that  they  require  a 
word  lexicon,  while  the  \\’\VU-based  sysrems  do  not  require  the  word 
lexicon. 
Traditionally,  the  SIVUs  employed  in speech  recognition  have  been 
defined  based  upon  a  linguistic  description  of  the  language.  Typical 
examples of  the  linguistic  sub-word  units  (LSIVLs) are  phonemes,  di- 
phones  and  syllables.  The  LS\VUs  (such as phonemes)  have  the  ad- 
vantage  that  the  word lexicon  is  available  in a ready-made  form  from  a 
standard  dictionary.  There is. however,  a  major  problem  when  it  comes 
to  correctly  detecting  and  identifying  these  units.  This  is  due  to  the 
mismatch  between  the  acoustically-based  analysis of the  actual  speech 
signal  and  its  linguistically-based  description  in  terms  of LSR’Ls.  Be- 
cause of  this  mismatch.  the  performance  of  the LSWU-based  speech 
recognition  systems  is significantly  inferior  to  that of the IVLVU-based 
systems [4]. 
Recently.  acoustically  defined S\VUs have  been used in  speech recog- 
nition  systems  [S-ll],  These  acoustic  sub-word  units  (.iSLVLs)  do  not 
have  any  One-to-one  correspondence  with  the LSIVUs.  Segmentation 
of the  speech  utterance  in terms of  AS\VLs  is done  here  using  a  well- 
defined acoustic  criterion.  Thus,  there  is no  mismatch  problem  as en- 
countered  with  the LSiV1-s and.  hence,  the  performance of  the ASWU- 
based  speech  recognition  system  can  be  expected  to  be  better  than  the 
LSLVL-based system.  This  indeed  is  the case as  shom by  Lee  et  al. 
Ill]. Since  there  is no  one-to-one  correspondence  between  the  .ASWLs 
and  the  LS\VLs,  the  word  lexicon  is  not  available  here  in the  ready- 
made  form  from  a standard  dictionary.  It  has  to  be  designed.  How 
to  design  the  word  lexicon  in  terms of  the AS\VLs  is a major prob- 
lem. In the  present  paper,  we  propose  some  methods  for  building  the 
word lexicon  in  terms of the ASIYUs and  study  their  performance  on 
an  ASIVU-based  speech  recognizer. 
The word lexicon  that can  he  used  with  the  ASIVU-based  speech 
recognition  system  can  be  either  of  deterministic  type  or  of statistical 
type.  In  the  deterministic-type  of  word  lexicon.  each  word  is  repre- 
sented  in  terms  of  its few possible  pronunciations.  Major  issues  with 
this  type  of  lexicon  are how  to choose  these  pronunciations  and  how 
many  pronunciations  to  be  used.  In  the  statistical-type  of  word lexi- 
con,  a  statistical  model  (such as the Markov model,  the  hidden  Markov 
model or the  pronunciation  network)  is  used  to  characterize  each  word 
in the  vocabulary. 
The AS\VU-based  speech  recognition  system  used  in  the  present 
paper  to  stud!-  the  lexicon-building  methods  has  been  described  in  our 
earlier  paper  [lo].  In  the  present  paper.  we  use  this  system  for  the 
recognition of isolated  words,  but  the  system  is applicable as well for 
the recognition of continuous  speech.  In  the  training  phase, our system 
requires  the  following  operations:  1) Preprocessing of the  input  speech 
utterance  to  convert  it  to  a sequence of LP  parameter  vectors.  2) Seg- 
mentation of LP vector  sequence  into  acoustic  segments,  3) Clustering 
of  acoustic  segments  into  S clusters  where  each  cluster  corresponds  to 
one  ASIVU.  4)  Generation  of  hidden  Markov  model  (HbiSI) for  each 
ASLVU  using  the  acoustic  segments  in  its  cluster,  5)  Generation  of the 
word  lexicon.  In  the  recognition  phase.  the  sequence  of the LP param- 
eter  vectors  obtained  by  preprocessing  the  input  speech  utterance  is 
compared  with  the  models  of different  words in the  vocabulary.  Here: 
the  model  for  each  word  is constructed as a  sequence  of .AS\VL  HXiXis 
using  the  word  lexicon.  Recognition  is performed  using  the  maximum 
likelihood decision rule. 
The  lexicon-building  methods  proposed  in  this  paper  are  evaluated 
by  using  the  ASIVC-based  speech  recognizer  in  a  speaker-dependent 
mode  to recognize  isolated  words  from  the  following  two  vocabularies: 
1) Vocabulary  V1  containing  9  Norwegian e-set  alphabets  (‘B’,  ‘C’, 
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42 Norwegian  alpha-digits  (29 alphabets + 10 digits + 3  control  words 
“start”,  “stopp”  and  “gjenta”).  120 repetitions of  these  vocabulary 
words are recorded  over  a  period  of  5  weeks.  Two  male  speakers  are 
used  for  recording.  This  speech  data  base  is divided  into  two  sets:  1) 
the  training  set  containing  the  first  70 repetitions,  and  2)  the  test  set 
containing  the  remaining  50  repetitions. 
The  paper  is organized as follows. The ASiVU-based  speech  recog- 
nition  system  used  in  the  present  study  is described  in  Section  2. Sec- 
tion 3 describes  different  methods  of  generating  the  word  lexicon  prc- 
posed in the  present  paper  and  reports  their  recognition  results.  These 
results  are  discussed  in  Section  4. Conclusions  are  reported  in  Section 
5. 
2.  THE  ASWU-BASED  SPEECH  RECOGNITION  SYS- 
TEM 
In  this  section,  we  describe  the  ASiVU-based  speech  recognition  system 
used  in  the  present  study.  Since this  system is already  described  in  our 
earlier  paper  [lo], we give here  only  a  brief description of this  system. 
2.1. Preprocessing 
Speech  utterances  of spoken  isolated  words  are  lowpass  filtered  at  3.5 
kHz  and  digitized  at  8 kHz  sampling  rate.  Endpoints  of  the  spoken 
words  are  detected  automatically  using  an  energy  criterion  with  some 
human  supervision  [lo].  The  speech  signal  is preemphasized  using  a 
filter  H(t)  = 1 -  0,95t-’.  A  10-th  order  LP  analysis is  performed 
every  15  ms over a 45 ms  Hamming  window  using the  autocorrelation 
method. 
2.2.  Segmentation 
Segmentation is the  most  crucial  step  in the  training  operation  of the 
ASWU-based  speech  recognizer.  The  criterion  used  for segmentation 
defines the  type of ASWUs used  in the  recognizer. In the  present  paper, 
we  use piecewise  stationarity  in  the speech  signal  as the  acoustic  crite- 
rion for segmentation,  According  to  this  criterion,  the  speech  utterance 
consists of a  number of stationary  segments  where  each  segment  can  be 
represented  by  its  centroid.  The  maximum  likelihood  (ML) algorithm 
proposed by  Svendsen  and  Soong  [12] uses this  criterion  for segmenta- 
tion.  In  this  algorithm,  the  speech  utterance  is segmented  into  a  fixed 
number of segments  (say, hl) by minimizing  the  average  intra-segment 
distortion over all possible  segment  boundaries.  The  intra-segment  dis- 
tortion  for  a  given frame is  defined  here  as the  distortion  between  the 
given frame  and  the  centroid  of the  segment  to which the given frame 
belongs  to.  The  likelihood  distortion  measure  is  used  to define this dis- 
tortion.  It  might  be  noted  that  the  average  intra-segment  distortion  for 
a  speech  utterance  decreases  with  an  increase  in  M.  In our implemen- 
tation of the ML segmentation  algorithm, M is steadily  increased  until 
the  average  intra-segment  distortion  is less than  a predefined  threshold 
which  is  set  here  to 0.08. 
2.3. Segment  Clustering 
The ML  segmentation  algorithm  described  in  the  preceding  subsection 
produces  a  large number of acoustic  segments  for  the  data  in  the  train- 
ing  set.  These  acoustic  segments  span  the  speech  segment  space.  Our 
aim  here is  to divide  this  space  into N clusters  where  each  cluster corre- 
sponds  to  one  ASRU.  The  clustering is performed by: first,  representing 
the  each  of the  acoustic  segments  by  its  centroid  and,  then,  applying 
the  k-means  algorithm  [13] on  these  segment-centroid  vectors.  In  the 
k-means  algorithm,  the  likelihood  ratio  distortion  measure  is  used  to 
define  the  distortion  between  two  LP  vectors.  The  clustering  proce- 
dure  generates  a  codebook  having  5 entries  where  each  entry  defines 
one ASWU cluster. 
2.4.  Generation  of HMMs for ASWUs 
Here,  the  acoustic  segments  belonging  to  each  of  the N ASWU  clus- 
ters  are  modeled  by  a  first  order  HMBI. The HM!d  has  three  states 
and is a left-tc-right  model  where  single  skips  between  the  states  are 
allowed.  Single  mixture  multivariate  Gaussian  functions  are  used  to 
characterize  the  probability  density  functions  of  different  states. Since 
some of  the AS\$’[’  clusters  can  have  a  very  small  number  of  acoustic 
segments,  it  is  difficult  to  estimate  reliably  all  the  components  of  the 
covariance  matrices  used  in  the  Gaussian  probability  density  functions. 
Therefore, we  use in the  present  study  only  diagonal  covariance  matri- 
ces with  the  Gaussian  probability  density  functions.  For each ASiVt“. 
the  parameters of  the HMM are  computed  from  the  acoustic  segments 
contained in its  cluster  using  the  Viterbi  algorithm  [14].  Speech  frames 
are  represented  here  in  terms  of  10 cepstral coefficients. 
2.5.  Generation  of Word  Lexicon 
As mentioned  earlier, it is necessary  to  design  the  word lexicon in  terms 
of ASfUs  as it is not  available  in a  ready-made  form  from  a  standard 
dictionary. Since this is the  main  topic of research  in  the  present  paper. 
it is considered  in  detail  in  Section  3. 
2.6. Recognition 
Here,  the  speech  parameters  (10 cepstral coefficients) are  computed  for 
each  frame  of the  input  speech  utterance  through  10-th  order  LP anal- 
ysis.  The  parameterized  speech  utterance  is compared urith the  models 
of all  the  words  in  the  vocabulary  using  the  Viterbi  decoding  algorithm 
and  the  recognition  is done by  applying  the  maximum  likelihood  de- 
cision rule [14]. In  order  to  generate  the  model  for  a given word,  the 
sequence of AS\VC‘s for that word is  taken  from  the  word  lexicon.  The 
word  models  are  generated  by  concatenating  the  corresponding  AS\YU 
Hhlhls. 
3.  LEXICON  BUILDING .METHODS AND RESULTS 
In  this  section,  we propose  some  methods for building  the  word  lexicon. 
These  methods  are  evaluated  on  the  two  vocabularies  V1 and V2 (de- 
scribed in Section l)  using  the  ASWV-based  speech  recognition  system 
and  their  recognition  results  are  presented. 
As  mentioned  earlier,  the  word  lexicon  that  can  be  used  with  the 
ASWU-based  speech  recognizer  can  be  either  of  deterministic  type  or 
of  statistical  type.  In  the  deterministic-type  of  word  lexicon,  a  pro- 
nunciation  in  terms  of  ASIVUs is assigned to each  word.  Since there 
is considerable  variability  in  the  speech  signal  due  to  allophonic  vari- 
ations,  speaker  differences  and  speaking  rates,  one  pronunciation  per 
word  may  not  be  adequate.  It  may  be  necessary  to  assign  more  than 
one  pronunciation  for  each  word.  In  the  statistical-type  of word  lexi- 
con,  a  statistical  model  is  used to describe  each  word  in  the  vocabulary. 
These  two  types  of  lexicon-building  methods  are  described  below. 
3.1.  Deterministic-Type  of Lexicon-Building  Methods 
In  the  deterministic-type  of word  lexicon,  each  word  in  the  vocabulary 
is  represented by its few pronunciations  in  terms  of ASWUs. In order  to 
determine  these  pronunciations  for  a  given word,  all  of its  training  ut- 
terances (70 in the  present  case)  are  transcribed  in  terms  of ASWUs. A 
few of these  pronunciations,  representative of these  training  utterances, 
can  be  chosen  to define the  possible  pronunciations  of  the given word. 
In principle, it is possible  to use transcriptions of  all the 70 training  ut- 
terances  to  define  different  possible  pronunciations  of  the given word. 
However,  it  will  be  expensive  in  terms of  memory  and  computation 
requirements.  Also, it is  unnecessary  to use  so many  pronunciations 
per  word  in  the word  lexicon  as it  does  not  improve  the  recognition 
performance.  This  situation  is similar  to  what  one  encounters  in  the 
iV\“IVU-based  speech recognition  systems  where  one  does  not use all  the 
training  utterances  to  define templates for the given word.  Instead,  a 
few templates  are selected  from  these  training  utterances  using  a clus- 
tering  procedure  (such  as the modified  k-means  algorithm  [lj]).  Thus, 
the  generation  of  the  deterministic-type  of  word  lexicon  involves  the 
following  two  steps:  1) Transcription of  training  utterances  in  terms 
of  ASWUs, and 2)  Clustering of  training of  utterances  to  select  a  few 
pronunciations  per  word.  We propose  here  three  different  methods for 
generating  the  deterministic-type  of  word  lexicon.  These  methods  dif- 
fer in  terms of transcription  and  clustering  procedures.  These  methods 
730 are  described  below 
3.1.1. Jfetbod  1 -  Here,  the  transcription  of  a  training  utterance  of 
a  given  word  in  terms of  AS\VUs  is  done  as  follows.  The  tralning 
utterance  is.  first,  partitioned  into  acoustic  segments  using  the  ML 
segmentation  algorithm  and,  then.  the  acoustic  segments  are  labeled  as 
.AS\VUs  using  the  S  codebook  entries  (as derived  in  Subsection  2.3). 
Clustering is done  here  by  applying  the  modified  k-means  algorithm 
on  distances  between  different  training  utterances  of  the given  word 
computed  through  the  dynamic  time  warping  (DTFV) technique [l5]. 
\Vord  lexicon  generated  through  this  procedure  is  used  with  the 
AS\VC-based  speech  recognizer.  Results  using  1 pronunciation  per 
word are  shown in Table 1 for  the  V1  vocabulary  (with  X=64  ASiVUs) 
and for the V2 vocabulary  (with  S=123  AS\Vl;s) using  training  data 
sizes of  50  and 70  repetitions  per  word.  The  number.  S.  of  AS\YUs 
used  in  the  system  determines  how finely the  acoustic  segment  space  is 
samr,led;  i.e..  higher is the  value of S.  better is the  acoustic  resolution. 
In order  to  see  the  effect  of  acoustic  resolution. we study  the  recognition 
performance as a function of  N and  the  results  are  shown  in Table 2. 
It can  be  seen here  that  the  recognition  accuracy  increases  with  X,  but 
it  saturates  very  fast:  i.e..  increasing  the  acoustic  resolution  beyond 
N=64  does  not  improve  the  recognition  performance  much.  For small 
number of AS\VUs (i.e..  S=16).  the  recognition  results  are  very  poor. 
So far we hax-e used in  the  word  lexicon  only  one  Pronunciation  per 
word.  Now  we  study  the  effect  of  using  more  than  one  pronunciation 
per word  on  the  recognition  performance  of the AS\YU-based  speech 
recognition  system.  The  results  are  shown  in Fig.  1. From  this  figure, 
the  advantage  of  using  more  than  one  pronunciation  per  word  is  not 
very clear.  Therefore,  we use hereafter  only  one  pronunciation  per  word 
for the  deterministic-type  of  lexicon-building  methods. 
3.1.2. Jlefhod 2 -  In  the  recognition  phase.  the  .AS\VU-based  speech 
recognizer  uses  the  Viterbi  decoding  algorithm  to  compute  the  like- 
lihood of  a given  word  from  its  model  which  is  constructed  as  the 
concatenation  of  the HMSIs of  AS\VL's  defined  by  its  pronunciation. 
111 method  1; this  pronunciation  is  obtained  from  the  transcriptions 
of  word  utterances  where  the  \IL  segmentation  algorithm  is used  for 
segmentation.  This  segmentation  is  inconsistent  with  the  segmenta- 
tion  generated  by  the  \'iterbi  algorithm  during  the  recognition  phase. 
Therefore. we use here  the \'iterbi  algorithm for transcribing  the  train- 
ing  utterances  of each of the  vocabulary  words.  The  Viterbi  algorithm 
uses the HSIMs of  all  the  S AS\VL's  and  performs  segmentation  and 
labeling in one  step.  For clustering. we use  the  same  procedure  as used 
111  method  1. 
This  method  is  applied  for  generating  the  word  lexicon  and  the 
recognitioll  results  using  one pronunciation  per  word  are  shown  in Ta- 
ble 3  for  the  \:I  and Y2 vocabularies.  By  comparing  this  table  with 
Table 1,  we  can  see  that  this  method  of  lexicon generation gives berm 
recognition  results  than  the  method  1. 
3.1.3,  jfeihod 3 -In  methods  1 and 2. clustering  has  been  done b!.  ap- 
plying  the  modified  k-means  algorithm  on distances  between  different 
training  utterances of each of the  vocabulary  words  computed  through 
the  DT\V  technique.  These  distances  computed  through  the  DT\Y 
technique  do  not  fit  well  with  the  likelihoods  computed  through  the 
hidden  \larkov  modeling  approach  used  in  the  .ASW1:-based  speech 
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Fig.  1.  Recognition  accuracy  as a function of number of pronunciations 
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Table  1:  Recognition  results  from  the  deterministic-type  of  lexicon 
building  method  1  (using 1 pronunciation  per  word)  with  X=64  for 
\'1  vocabulary  and  N=128  for \.'2  vocabulary. 
1  76.9  76.7 
88.7 
Table 2:  Recognition  results  from  the  deterministic-type  of  lexicon 
building  method  1 (using 1 pronunciation  per  word)  for  the  1'1  vc- 
cabulary  using  different  numbers of  ASIYUs. 
Xumber of 
AS\VUs, S 
Recog.  accuracy  (in  X)  using  training  data  from 
50 repetitions  I  70  repetitions 
I  16  51.3  51.1 
32 
79.6  76.9  128 
76.7  76.9  64 
74.7  66.2 
Table 3:  Recognition  results  from  the  deterministic-type  of  lexicon 
building  method  2 (using  one  pronunciation  per  word)  with  5=64  for 
1.1 vocabulary  and  S=128  for  1'2 vocabulary. 
\'ocabulary  Recog.  accuracy  (in  a)  using  training  data  from  . 
50 repetitions  70 repetitions 
\'l 
92.6  90.0  v2 
84.4  80.0 
Table  4:  Recognition  results  from  the  deterministic-type  of  lexicon 
building  method  3  (using  one  pronunciation  per  word)  with  S=64  for 
1.1  vocabulary  and  S=128  for V2 vocabulary. 
\'2  94.0  91.3 
recognizer.  Therefore.  for clustering  the  training  utterances  of a given 
word. we apply  the  modified  k-means  algorithm  on likelihoods  between 
different  training  utterances  of  this  word.  For  computing  the  likeli- 
hoods  for  the  given word,  the  Viterbi  algorithm  is applied,  first,  on  a 
training  utterance  of this  word  to  get  its  transcription  and,  then,  it  is 
applied  under  the  constraint  of this  transcription  on  all other  training 
utterances of the  given  word  to  get  its  likelihoods  from  these  training 
utterances.  This  procedure  is repeated  for  each  of the  training  utter- 
ances of the  given  word  to  compute  likelihoods  which  are  then  used  to 
perform  clustering  for  this  word.  It  might  be  noted  here  that  the  tran- 
scription of  training  utterances  which  has  been  done  separately  from 
clustering in methods 1 and 2  is a  part  of  clustering  operation  in  this 
method. 
The word  lexicon  obtained  using  this  method  is applied  for  recog- 
nizing  isoiated  words  from  the  \'1  and V2  vocabularies  and  results  for 
one  pronunciation  per  word  are  shown  in Table 4.  By comparing  this 
table Fvith Tables 1 and 3,  we can see that  this  method  results in better 
recognition  performance  than  the  methods  1 and 2. 
3.2. Statistical-Type of Lexicon-Building Methods 
In  the  statistical-type  of lexicon-building  methods.  a statistical  model 
is assumed  and  parameters of  this  model  are  estimated  for  each  word in 
the  vocabulary  from  the  data  in  the  training  set.  In  the  present  paper, 
we assume  a  first  order  Markov  model  for  this  purpose  (though  other 
types  of  models  can  also  be  used  as  described  in  the  next  section). 
Here, we  propose  two  methods  for  generating  the  statistical-type  of 
lexicon.  Both  these  methods  use  the  same  first  order  Markov  model 
to  characterize  each  word  in  the  vocabulary,  but  they  differ  in  terms 
of  the ways  of  estimating  the  model  parameters.  These  methods  are 
described  below. 
3.2.1. Vethod 1 -  Here,  each  word  in the  vocabulary  is described  by 
a first  order  Markov  model,  The  number  of states in  this  model  is 
same as the  number  of  ASkV'Us used  in  recognition  system  (;.e,,  there 
are N  states  in  the  model).  Each  state  corresponds  to  one  ASWU. 
The  model  is  ergodic;  i.e.,  there  is  no  constraint  on  the  transitions 
between  the  states  -  all  the  transitions  are  allowed.  The  model  is Table 5: Recognition  results  from  the  statistical-type  of lexicon building 
method 1  with .\‘=I34  for V1  vocabulary  and  W=128  for V2  vocabulary. 
I‘ocabulary  Recog.  accuracy  (in  %) using  training  data  from 
50 repetitions  I  70  repetitions 
V1 
94.8  93.8  v  2 
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Table 6: Recognition  results  from  the  statistical-type  of lexicon building 
method  2  with Nd-1  for  V1  vocabulary  and  N=128  for  V2 vocabulary. 
.. 
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completely  characterized  in  terms  of  transition  probabilities  between 
different  states.  This  model  is  similar  to  the  bigram  model  used  to 
describe  the  language  for the  recognition  of  words [16] The  transition 
probabilities  between  different  states  (or,  ASWPs)  are  estimated  for 
each  word  from  the  transcriptions  of  its different  training  utterances 
obtained by  using  the  Viterbi  algorithm. 
This  method is used to  generate  word lexicons  for the Vl and V2 \c- 
cabularies  and  the  recognition  results  are  shown  in  Table  5.  By compar- 
ing  this  table  with  Tables  1,  3 and 5,  we can see that  the  statistical-type 
of word  lexicon  gives  better  recognition  results  than  the  deterministic- 
type of word  lexicon. 
3.2.2.  Method  2 -  Here, we  use  the  same  first  order  Markov  model 
as used  in  method  1  for  characterizing  each  word  in  the  vocabulary. 
Howe\-er,  a different  procedure is  used  to  compute  the  transition  prob- 
abilities  between  the  states  (or,  ASTVUs).  Let  be  the  transition 
probability  from  i-th  AS\VU  to  j-th  ASWU.  Also, let uiji be the  tran- 
sition  probabilityfromj-th  state  to  k-th  state  in  the  3-state  HWI  ofthe 
i-the ASRU (as described  in  Subsection  2.4).  In  method  1, ai3k and A,, 
are  considered  to be  independent;  i.e.,  4,33 = 1 and  A,j = 1  for 
i = 1: 2, . . . , .V.  In  the  present  method,  the  transition  probabilities u,jk 
and  are  considered  to  be  dependent  as follows: ~,33+C;1~  Aij = 1 
foriz1.2  ,...,  AT. 
\Vord  lexicon generated using this  method  is used to recognize  is- 
lated  vords  from  the  V1 and V2  vocabularies.  Results  are  shown  in 
Table 6.  By  comparing  this  table  with  Table  5, we  can see that  this 
method  results  in  better  performance  than  the  method  1.  Also, com- 
parison of  this  table  with  tables  1,  3  and  4  shows  the  superiority  of 
the  statistical-type of word  lexicon  over  the  deterministic-type of word 
lexicon. 
4.  DISCUSSION OF RESULTS 
\Ve  have seen in  the  preceding  section  that  we  can  improve  the  recog- 
nition  performance  of  the ASM’U-based  speech  recognition  system  by 
designing  the  word  lexicon  better.  The  best  results  are  obtained  by 
using  the  statistical-type  of  lexicon-building  method  which  uses a first 
order  ergodic  Markov  model  to represent  each  word  in the  vocabulary 
based speech  recognizer  should be to  approach  the  performance  of  the 
As mentioned in Section  1,  the  objective  in the design of  a ASWT- 
\V\VU-based  speech  recognizer.  In  order  to see  to  what  extent  we  have 
succeeded  in  this  objective,  we have  implemented  a  \V\YU-bajed  speech 
recognizer  using  the  DTW approach.  Recognition  performance  of this 
recognizer  on V2  vocabulary  is found  to  be  97.0%  and  9i.4%  using 
training  data  from  the  50 and 70  repetitions,  respectively.  The  corre 
sponding  results  from  the  ASn’U-based  speech  recognizer  studied  in 
the  present  paper  are  94.5%  and  96.1%.  From  these  results,  we  can see 
that we  have  been  able  to  take  the  ASWU-based  recognizer  quite  near 
to  the \VWU-based  recognizer  in  terms of  its  recognition  performance. 
But,  there  is  still  a  scope  for improvement.  This  improvement  can  come 
from  better  designs of word  lexicon.  Some  directions  for improving  the 
word  lexicon  are  listed  below.  1) We have  used  here  first  order  Markov 
model for  characterizing  a  word  in  the  lexicon.  Use  of  higher  order 
Markov  models  may  improve  the  recognition  performance  (in  the  same 
fashion as the  trigram  model  does  over  the  bigram  model  [IS]).  2) \$’e 
have  used  here  ergodic  Markov  model.  It  has  been  reported  in  the 
literature [15] that  the  left-tc-right  HhiSI  leads  to  better  recognition 
results  than  the  ergodic  HMM  for  isolated  word  recognition  as it  prc- 
vides  a  more  meaningful  temporal  constraint.  \Ye  can use left-to-right 
constraint  either  on  the  Markov  model  or on  the  HM5i  to  get  better 
speech  recognition  performance.  The  left-tc-right  first  order  Markov 
model  can  be  represented  as a  statistical  pronunciation  network  where 
the  nodes  correspond  to  the  AS\VUs  and  the  connection  between  the 
nodes  are  characterized  by  the  transition  Probabilities.  We  are  cur- 
rently  investigating  these  models  and  the  results  will  be  reported  in 
future. 
5. CONCLUSIONS 
In  this  paper,  an  ASWU-based  speech  recognition  system  is  used  for 
the  recognition  of isolated  words.  Some  methods  are  proposed  for  gen- 
erating  the  deterministic  and  the  statistical  types  of  word  lexicon.  It 
is shown  that  the  use of modified  k-means  algorithm  on  the  likelihoods 
derived  through  the  Viterbi  algorithm  provides  the  best  deterministic- 
type of  word  lexicon.  However,  the ASSVU-based  speech  recognizer 
leads  to  better  performance  with  the  statistical-type  of  word  lexicon 
than  with  the  deterministic-type,  By  improving  the  design ofthe word 
lexicon,  the  gap  in  the  recognition  performances  of the FVLVU-based 
and  the ASWL1!-based  speech  recognizers has been  narrowed  down  con- 
siderably  in  the  present  paper.  Further  improvements  are  expected  by 
designing  the  word  lexicon better. 
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