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We study a multiplicative transient price impact model for an illiquid
financial market, where trading causes price impact which is multiplicative in
relation to the current price, transient over time with finite rate of resilience,
and non-linear in the order size. We construct explicit solutions for the
optimal control and the value function of singular optimal control problems
to maximize expected discounted proceeds from liquidating a given asset
position. A free boundary problem, describing the optimal control, is solved
for two variants of the problem where admissible controls are monotone or of
bounded variation.
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1. Introduction
We consider the optimal execution problem for a large trader in an illiquid financial
market, who aims to sell (or buy, cf. Remark 4.4) a given amount of a risky asset, and
derive explicit solutions for the optimal control and the related free boundary. Since
orders of the large trader have an adverse impact on the prices at which they are
executed, she needs to balance the incurred liquidity costs against her preference to
complete a trade early. Optimal trade execution problems have been studied by many
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authors. We mention [BL98, OW13, AFS10, KP10, ASS12, FKTW12, LS13] and refer
to [PSS11, GS13] for further references and application background. Posing the problem
in continuous time leads to a singular stochastic control problem of finite fuel type.
We note that our control objective, see (3.3)–(3.4), involves control cost terms like in
[Tak97, DZ98, DM04], depending explicitly on the state process (S, Y ) with a summation
of integrals for each jump in the control strategy Θ. We refer to these articles for more
background on singular stochastic control. The articles [Tak97, DM04] show general
results on existence for optimal singular controls; explicit descriptions of those can be
obtained only for special problems, see e.g. [KS86, Kob93, DZ98], but these examples
differ from the one considered here in several aspects.
In this paper we investigate a multiplicative limit order book model, which is closely
related to the additive limit order book models of [PSS11, AFS10, OW13, LS13], a key
difference being that the price impact of orders is multiplicative instead of additive. In
absence of large trader activity, the risky asset price follows some unaffected non-negative
price evolution S = (St), for instance geometric Brownian motion. The trading strategy
(Θt) of the large trader has a multiplicative impact on the actual asset price which is
evolving as St = Stf(Yt), t ≥ 0, for a process Y that describes the level of market impact.
This process is defined by a mean-reverting differential equation dYt = −h(Yt) dt+ dΘt,
which is driven by the amount Θt of risky assets held, and can be interpreted as a volume
effect process like in [PSS11, AFS10], see Section 2.1. Subject to suitable properties for
the functions f, h (see Assumption 3.2), asset sales (buys) are depressing (increasing) the
level of market impact Yt and thereby the actual price St in a transient way, with some
finite rate of resilience. For f being positive, multiplicative price impact ensures that risky
asset prices St are positive, like in the continuous-time variant [GS13, Sect. 3.2] of the
model in [BL98], whereas negative prices can occur in additive impact models. We admit
for general non-linear impact functions f , corresponding to general density shapes of a
multiplicative limit order book whose shapes are specified with respect to relative price
perturbations S/S, and depth of the order book could be infinite or finite, cf. Sect. 2.1.
The rate of resilience h(Yt)/Yt may be non-constant and (unaffected) transient recovery
of Yt could be non-exponential, while the problem still remains Markovian in (S, Y )
through Y , like in [PSS11] but differently to [AFS10, LS13]. Following [PSS11, GZ15],
we admit for general (monotone) bounded variation strategies in continuous time, while
[AFS10, KP10] consider trading at discrete times.
Most of the related literature, like [AFS10, PSS11], on transient additive price impact
assumes that the unaffected (discounted) price dynamics exhibit no drift, and such a
martingale property allows for different arguments in the analysis. Without drift, a
convexity argument as in [PSS11] can be applied readily also for multiplicative impact
to identify the optimal control in the finite horizon problem with a free boundary that is
constant in one coordinate, see Remark 3.10. [Løk12] has shown how a multiplicative
limit order book (cf. Section 2.1) could be transformed into an additive one with further
intricate dependencies, to which the result by [PSS11] may be applied. For additive
impact, [LS13] investigate the problem with general drift for finite horizon, whereas we
derive explicit solutions for multiplicative impact, infinite horizon and negative drift.
The interesting articles [KP10, FKTW12, GZ15] also solve optimal trade execution
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problems in a model with multiplicative instead of additive price impact, but models
and results differ in key aspects. The article [GZ15] considers permanent price impact,
non-zero bid-ask spread (proportional transaction costs) and a particular exponential
parametrization for price impact from block trades, whereas we study transient price
impact, general impact functions f , and zero spread (in Section 5). Numerical solutions of
the Hamilton-Jacobi-Bellman equation derived by heuristic arguments are investigated in
[FKTW12] for a different optimal execution problem on finite horizon in a Black-Scholes
model with permanent multiplicative impact. The authors of [KP10] obtain viscosity
solutions and their nonlinear transient price impact is a functional of the present order
size and the time lag from (only) the last trade, whereas we consider impact which
depends via Y on the times and sizes of all past orders, as in [PSS11].
We construct explicit solutions for the optimal control which maximizes the expected
discounted liquidation proceeds over an infinite time horizon, in a model with multi-
plicative price impact and drift that is introduced in Section 2. We use dynamical
programming and apply smooth pasting and calculus of variations methods to construct
in Section 4 a candidate solution for the variational inequalities arising from the control
problem. After having the candidate value function and free boundary curve that deter-
mines the optimal control, we prove optimality by verifying the variational inequalities (in
Appendix A) such that an optimality principle (see Proposition 3.6) can be applied. We
obtain explicit solutions for two variants of the optimal liquidation problem. In the first
variant (I), whose solution is presented in Section 3, the large trader is only admitted to
sell but not to buy, whereas for the second variant (II) in Section 5 intermediate buying
is admitted, even though the trader ultimately wants to liquidate her position. Variant I
may be of interest, if a bank selling a large position on behalf of a client is required by
regulation to execute only sell orders. The second variant might fit for an investor trading
for herself and is mathematically needed to explore, whether a multiplicative limit order
book model admits profitable round trips or transaction triggered price manipulations,
as studied by [ASS12] for additive impact, see Remark 5.3 and Example 5.5. Notably,
the free boundaries coincide for both variants, and the time to complete liquidation is
finite, varies continuously with the discounting parameter (i.e. the investor’s impatience)
and tends to zero for increasing impatience in suitable parametrizations, see Example 4.3
and Figure 4a. In Example 5.5 we compare how additive and multiplicative limit order
books give rise to rather different qualitative properties of optimal controls under standard
Black-Scholes dynamics for unaffected risky asset prices, indicating that multiplicative
impact fits better to models with multiplicative evolution of asset prices.
2. Transient and multiplicative price impact
We consider a filtered probability space (Ω,F , (Ft)t≥0,P). The filtration (Ft)t≥0 is
assumed to satisfy the usual conditions of right-continuity and completeness, all semi-
martingales have ca`dla`g paths, and (in)equalities of random variables are meant to hold
almost everywhere. We refer to [JS03] for terminology and notations from stochastic
analysis. We take F0 to be trivial and let also F0− denote the trivial σ-field. We
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consider a market with a risky asset in addition to the riskless numeraire asset, whose
(discounted) price is constant at 1. Without trading activity of a large trader, the
unaffected (fundamental) price process S of the risky asset would be of the form
St = e
µtMt, S0 ∈ (0,∞), (2.1)
with µ ∈ R and with M being a non-negative martingale that is square integrable on
any compact time interval, i.e. supt≤T E[M
2
t ] < ∞ for all T ∈ [0,∞), and quasi-left
continuous (cf. [JS03]), i.e. ∆Mτ := Mτ −Mτ− = 0 for any finite predictable stopping
time τ . Let us assume that the unaffected market is free of arbitrage for small investors
in the sense that S is a local Q-martingale under some probability measure Q that is
locally equivalent to P, i.e. Q ∼ P on FT for any T ∈ [0,∞). This implies no free lunch
with vanishing risk [DS98] on any finite horizon T for small investors. The prime example
where our assumptions on M are satisfied is the Black-Scholes-Merton model, where
M = E(σW ) is the stochastic exponential of a Brownian motion W scaled by σ > 0.
More generally, M = E(L) could be the stochastic exponential of a local martingale L,
which is a Le´vy process with ∆L > −1 and E[M21 ] <∞ and such that S is not monotone
(see [Kal00, Lemma 4.2] and [CT04, Theorem 9.9]), or one could have M = E(∫ σtdWt)
for predictable stochastic volatility process (σt)t≥0 that is bounded in [1/c, c], for c > 1.
The large trader’s strategy (Θt)t≥0 is her position in the risky asset. Herein, Θ0− ≥ 0
denotes the initial position, Θ0− −Θt is the cumulative number of risky assets sold until
time t. The process Θ is predictable, ca`dla`g and non-negative, i.e. short sales are not
permitted, like for instance in [KP10, GZ15]. Disallowing short sales is sensible for the
control problem with infinite horizon and negative drift to ensure existence of optimizers
and finite time to complete liquidation; It is also supported e.g. by [Sch13, Remark 3.1].
At first we do moreover assume Θ to be decreasing, but this will be generalized later in
Section 5 to non-monotone strategies of bounded variation.
The large trader is faced with illiquidity costs, since trading causes adverse impact
on the prices at which orders are executed, as follows. A process Y , the market impact
process, captures the price impact from strategy Θ, and is defined as the solution to
dYt = −h(Yt) dt+ dΘt (2.2)
for some given initial condition Y0− ∈ R. Let h : R → R be strictly increasing and
continuous with h(0) = 0. Further conditions will be imposed later in Assumption 3.2.
The market is resilient in that market impact Y tends back towards its neutral level 0
over time when the large trader is not active. Resilience is transient with resilience rate
h(Yt) that could be non-linear and is specified by the resilience function h. For example,
the market recovers at exponential rate β > 0 (as in [OW13]) when h(y) = βy is linear.
Clearly, Y depends on Θ and occasionally we will emphasize this by writing Y = Y Θ.
The actual (quoted) risky asset price S is affected by the strategy Θ of the large trader
in a multiplicative way through the market impact process Y , and is modeled by
St := f(Yt)St, (2.3)
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for an increasing function f of the form
f(y) = exp
(∫ y
0
λ(x) dx
)
, y ∈ R, (2.4)
with λ : R → (0,∞) satisfying Assumption 3.2 below, in particular being locally
integrable. For strategies Θ that are continuous, the process (St)t≥0 can be seen as the
evolution of prices at which the trading strategy Θ is executed. That means, if the
large trader is selling risky assets according to a continuous strategy Θc, then respective
(self-financing) variations of her nume´raire (cash) account are given by the proceeds
(negative costs) − ∫ T
0
Su dΘ
c
u over any period [0, T ]. To permit also for non-continuous
trading involving block trades, the proceeds from a market sell order of size ∆Θt ∈ R at
time t, are given by the term
−St
∫ ∆Θt
0
f(Yt− + x) dx, (2.5)
which is explained from executing the block trade within a (shadow) limit order book,
see Section 2.1. Mathematically, defining proceeds from block trades in this way ensures
good stability properties for proceeds defined by (3.3) as a function of strategies Θ, cf.
[BBF17]. In particular, approximating a block trade by a sequence of continuous trades
executed over a shorter and shorter time interval yields the term (2.5) in the limit.
2.1. Limit order book perspective for multiplicative market impact
Multiplicative price impact and the proceeds from block trading can be interpreted by
trading in a shadow limit order book (LOB). We now show how the multiplicative price
impact function f is related to a LOB shape that is specified in terms of relative price
pertubations ρt := St/St, whereas additive impact corresponds to a LOB shape being
specified with respect to absolute price pertubations St−St as in [PSS11]. Note that the
LOB shape is static (and Section 5 considers a two-sided LOB wth zero bid-ask spread).
Such can be viewed as a low-frequency model for price impact according to a LOB shape
which is representative on longer horizons, but not for high frequency trading over short
periods.
Let s = ρSt be some price close to the unaffected price St and let q(ρ) dρ denote the
density of (bid or ask) offers at price level s, i.e. at the relative price perturbation ρ. This
leads to a measure with cumulative distribution function Q(ρ) :=
∫ ρ
1
q(x) dx, ρ ∈ (0,∞).
The total volume of orders at prices corresponding to perturbations ρ from some range
R ⊂ (0,∞) then is ∫
R
q(x) dx. Selling −∆Θt shares at time t shifts the price from ρt−St
to ρtSt, while the volume change is Q(ρt−)−Q(ρt) = −∆Θt. The proceeds from this sale
are St
∫ ρt−
ρt
ρ dQ(ρ). Changing variables, with Yt := Q(ρt) and f := Q
−1, the proceeds
can be expressed as in equation (2.5). In this sense, Y from (2.2) can be understood as
the volume effect process as in [PSS11, Section 2]. See Figure 1 for illustration.
Example 2.1. Let the (one- or two-sided) shadow limit order book density be q(x) :=c/xr
on x ∈ (0,∞) for constants c, r > 0. Parameters c and r determine the market depth
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q−∆Θt −Yt
f(Yt) f(Yt−) 1
Figure 1: Order book density q and behavior of the multiplicative price impact f(Y )
when selling a block of size −∆Θt > 0. Note that −Yt = −Yt− −∆Θt.
(LOB volume): If r < 1, a trader can sell only finitely many but buy infinitely many
assets at any time. In contrast, for r > 1 one could sell infinitely many but buy only
finitely many assets at any time instant and (by (2.2)) also in any finite time period.
Note that [PSS11, p.185] assume infinite market depth in the target trade direction. The
case r = 1 describes infinite market depth in both directions. The antiderivative Q and
its inverse f are determined for x > 0 and (r − 1)y 6= c as
Q(x) =
{
c log x, for r = 1,
c
1−r (x
1−r − 1), otherwise, f(y) =
{
ey/c, for r = 1,(
1 + 1−r
c
y
)1/(1−r)
, otherwise.
For the parameter function λ this yields λ(y) = f ′(y)/f(y) = (c+ (1− r)y)−1. Note that
for r 6= 1 the functions f and λ are effectively constrained to the domain ( c
r−1 ,∞) for
r < 1 and (−∞, c
r−1) for r > 1. We have assumed in the paper that f > 0 is defined
on the whole real line for simplicity. Yet, let us use this example to explain next how
also interesting cases like r ∈ (0,∞) \ {1} can be dealt with by refining the definition of
the set of admissible strategies according to f . Indeed, properties of f are only needed
within the range of possible values of processes Y Θ. Hence, the more general case where
If := {y : 0 < f(y) < ∞} is an open interval in R can be treated by imposing as an
additional requirement for admissibility of a strategy Θ (in (3.1), (5.2)) that Y Θ has to
evolve in If . Example 4.3 will investigate this case further.
3. Optimal liquidation with monotone strategies
This section solves the optimal liquidation problem that is central for this paper. The
large investor is facing the task to sell Θ0− risky assets but has the possibility to split it
into smaller orders to improve according to some performance criterion. Before Section 5,
we will restrict ourselves to monotone control strategies that do not allow for intermediate
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buying. The analysis for this more restricted variant of control policies will be shown
later in Section 5 to carry over to an alternative problem with a wider set of controls,
being of finite variation, admitting also intermediate buy orders.
For an initial position of Θ0− shares, the set of admissible trading strategies is
Amon(Θ0−) :=
{
Θ
∣∣ Θ is decreasing, ca`dla`g, predictable,
with Θ0− ≥ Θt ≥ 0
}
.
(3.1)
Here, the quantity Θt represents the number of shares held at time t. Any admissible
strategy Θ ∈ Amon(Θ0−) decomposes into a continuous and a discontinuous part
Θt = Θ
c
t +
∑
0≤s≤t
∆Θs, (3.2)
where Θct is continuous (and increasing) and ∆Θs := Θs − Θs− ≤ 0. Aiming for an
explicit analytic solution, we consider trading on the infinite time horizon [0,∞) with
discounting. The γ-discounted proceeds from strategy Θ up to time T <∞ are
LT (y; Θ) := −
∫ T
0
e−γtf(Yt)St dΘct −
∑
0≤t≤T
∆Θt 6=0
e−γtSt
∫ ∆Θt
0
f(Yt− + x) dx, (3.3)
where y = Y0− is the initial state of process Y . Clearly, Y0− and Θ determine Y by (2.2).
Remark 3.1. The (possibly) infinite sum in (3.3) has finite expectation. Indeed, for any
Θ ∈ Amon(Θ0−) one has supt≤T |Yt| <∞. Hence, the mean value theorem and properties
of f imply for t ∈ [0, T ] that
0 ≤ −
∫ ∆Θt
0
f(Yt− + x) dx ≤ −∆Θt sup
x∈(∆Θt,0)
f(Yt− + x) ≤ −∆Θt · sup
t≤T
f(Yt) .
Thus, by finite variation of Θ the infinite sum in (3.3) a.s. converges absolutely. For
Θ ∈ Amon(Θ0−) the sum is bounded in expectation, because Y and hence supt≤T f(Yt)
are bounded, and we have E[supt∈[0,T ] St] <∞ and 0 ≤
∑
t∈[0,T ](−∆Θs) ≤ Θ0−.
Note that the monotone limit L∞(y; Θ) := limT↗∞ LT (y; Θ) always exists. We consider
the control problem to find the optimal strategy that maximizes the expected (discounted)
liquidation proceeds over an open (infinite) time horizon
max
Θ∈Amon(Θ0−)
J(y; Θ) for J(y; Θ) := E[L∞(y; Θ)], (3.4)
with value function v(y, θ) := sup
Θ∈Amon(θ)
J(y; Θ). (3.5)
For this problem maximizing over deterministic strategies turns out to be sufficient
(see Remark 3.9 below). Since expectations E[exp(−γt)St] = S0 exp(−t(γ − µ)), t ≥ 0,
depend on µ, γ only through δ := γ − µ, for our optimization problem just the difference
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δ matters which needs to be positive to have v(y, θ) <∞ for θ > 0. Thus, regarding γ
and µ, only the difference δ will be needed, and it might be interpreted as impatience
parameter chosen by the large investor (when choosing γ), specifying her preferences to
liquidate earlier rather than later, as a drift rate of the risky asset returns dS/S, or as a
combination thereof. The following conditions on δ, f, h are assumed for Sections 3 to 5.
Assumption 3.2. The map t 7→ E[e−γtSt], t ≥ 0, is decreasing, i.e. δ := γ − µ > 0.
The price impact function f : R → (0,∞) satisfies f(0) = 1, f ∈ C2 and is strictly
increasing such that λ(y) := f ′(y)/f(y) > 0 everywhere.
The resilience function h : R→ R from (2.2) is C2 with h(0) = 0 and h′ > 0.
Resilience and market impact satisfy (hλ)′ > 0 and (hλ+ h′)′ > 0.
There exist solutions y0 to h(y0)λ(y0) + δ = 0 and y∞ to h(y∞)λ(y∞) + h′(y∞) + δ = 0.
(Uniqueness of y0 and y∞ holds by the other conditions.)
Remark 3.3 (Interplay of impact and resilience functions). The two assumptions
(hλ)′ > 0 and (hλ+ h′)′ > 0 are technical requirements for our verification of optimality.
Already from the shadow limit order book (LOB) perspective (cf. Section 2.1), some sort
of condition connecting both resilience speed h and price impact f , thus LOB shape,
appears natural. Examples satisfying Assumption 3.2 with f(y) := eλy for constant λ > 0
are e.g. linear resilience speed, h(y) = βy with β > 0 and any discounting δ > 0; or for
instance bounded resilience, h(y) = α arctan(βy), for α, β > 0, with β < λ and not too
large discounting 0 < δ < 1
2
αλpi (a larger δ would give that the trivial strategy to sell
everything initially at time 0 is optimal).
The main Theorems 3.4 and 5.1 solve the optimal liquidation problem for one- respec-
tively two- sided limit order books. The proof of Theorem 3.4 is given in Section 4.
Theorem 3.4. Let the model parameters h, λ, δ satisfy Assumption 3.2 and Θ0− ≥ 0 be
given. Define y∞ < y0 < 0 as the unique solutions of h(y∞)λ(y∞) + h′(y∞) + δ = 0 and
h(y0)λ(y0) + δ = 0, respectively, and let
τ(y) := −1
δ
log
(
f(y)
f(y0)
h(y)λ(y) + h′(y) + δ
h′(y)
)
, (3.6)
for y ∈ (y∞, y0] with inverse function τ 7→ y(τ) : [0,∞)→ (y∞, y0]. Moreover, let θ(y),
y ∈ (y∞, y0], be the strictly decreasing solution to the ordinary differential equation
θ′(y) = 1 +
h(y)λ(y)
δ
− h(y)h
′′(y)
δh′(y)
+
h(y)
(
hλ+ h′ + δ
)′
(y)
δ
(
hλ+ h′ + δ
)
(y)
, y ∈ (y∞, y0] , (3.7)
with initial condition θ(y0) = 0, and let θ 7→ y(θ), θ ≥ 0, denote its inverse. For given
Θ0− and Y0−, define the liquidation strategy Θ = Θopt as follows.
1. If Y0− ≥ y0 + Θ0−, sell all assets at once: Θ0 = 0.
2. If y(Θ0−) < Y0− < y0 + Θ0−, then sell a block of size −∆Θ0 ≡ Θ0− −Θ0 such that
Θ0 > 0 and Y0 ≡ Y0− + ∆Θ0 = y(Θ0).
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3. If Y0− < y(Θ0−), wait until time s = inf{t > 0 | yw(t) = y(Θ0−)} <∞, where yw
is the solution to the ODE y′w(t) = −h(yw(t)) with initial condition yw(0) = Y0−.
That is, set Θt = Θ0− for t < s. This leads to Yt = yw(t) for t < s.
4. As soon as step 2 or 3 lead to the state Ys = y(Θs) for some time s ≥ 0, sell
continuously: Θt = θ(y(T − t)), s ≤ t ≤ T , until time T = s+ τ(y(Θs)).
5. Stop when all assets are sold at some time T <∞: Θt = 0, t ∈ [T,∞).
Then the strategy Θopt is the unique maximizer to the problem (3.4) of optimal liquidation
maxΘ∈Amon(Θ0−)E[L∞(y; Θ)] for Θ0− assets with initial market impact being Y0− = y.
The optimal liquidation strategy is deterministic. Note that it does not depend on
the particular form of the martingale M (what has been noted as a robust property in
related literature). Since T <∞ is finite, the open horizon control from Theorem 3.4 is
clearly optimal for the problem on any finite horizon T ′ ≥ T ; cf. Remark 3.10 for T ′ < T .
Remark 3.5. [PSS11] consider a similar optimal execution problem, with an additive
price impact ψ such that St = St + ψ(Yt) with volume effect process Yt as in (2.2). They
study the case of martingale St on a finite time horizon [0, T ]. The execution costs, which
they seek to minimize in expectation, are equal to the negative liquidation proceeds −LT
in our model (for γ, µ = 0) with fixed Y0− := 0. See also Remark 3.10 below.
The next result provides sufficient conditions for optimality to the problem (3.4)
for each possible initial state Y0− = y ∈ R of the impact process, by the martingale
optimality principle. In contrast, in the related additive model in [PSS11] the optimal
buying strategy for finite time horizon without drift (δ = 0), and impact process starting
at zero was characterized using an elegant convexity argument; cf. Remark 3.10.
Proposition 3.6. Let V : R × [0,∞) → [0,∞) be a continuous function such that
Gt(y; Θ) := Lt(y; Θ) + e
−γtSt ·V (Yt,Θt), with Y = Y Θ and y = Y0−, is a supermartingale
for each Θ ∈ Amon(Θ0−) and additionally G0(y; Θ) ≤ G0−(y; Θ) := S0 · V (Y0−,Θ0−).
Then
S0 · V (y, θ) ≥ v(y, θ)
with θ = Θ0−. Moreover, if there exists Θ∗ ∈ Amon(Θ0−) such that G(y; Θ∗) is a martin-
gale and it holds G0(y; Θ
∗) = G0−(y; Θ∗), then S0·V (y, θ) = v(y, θ) and v(y, θ) = J(y; Θ∗).
Remark 3.7. The additional condition on G0 and G0− can be regarded as extending
the (super-)martingale property from time intervals [0, T ] to time “0−”.
Proof. Note that E
[
G0−(y; Θ)
]
= G0−(y; Θ) = S0 · V (y, θ) and
E
[
Gt(y; Θ)
]
= E
[
Lt(y; Θ)
]
+ E
[
e−γtSt · V (Yt,Θt)
]
for each t ≥ 0. Also, V (Yt,Θt) is bounded uniformly on t ≥ 0 and Θ ∈ Amon(Θ0−) by a
finite constant C > 0, because V is assumed to be continuous (and hence bounded on com-
pacts) and the state process (Y,Θ) takes values in the rectangle
[−|y|−θ, |y|+θ]×[0, θ].
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Hence, E
[
e−γtSt · V (Yt,Θt)
] ≤ Ce−γtE[St] = Ce−δtS0 tends to 0 for t→∞, since δ > 0.
Since E[Lt(y; Θ)]→ J(y; Θ) as t→∞ by means of monotone convergence theorem, we
conclude that S0 · V (y, θ) ≥ G0(y; Θ) ≥ E[Gt(y; Θ)] → J(y; Θ). This implies the first
part of the claim. The second part follows analogously.
In order to make use of Proposition 3.6, one applies Itoˆ’s formula to G, assuming
that V is smooth enough and using the fact that [S·, e−γ·V (Y·,Θ·)] = 0 because S is
quasi-left-continuous and e−γ·V (Y·,Θ·) is predictable and of bounded variation, to get
dGt = e
−δtV (Yt−,Θt−) dMt
+ e−δtMt−
((−δV − hVy)(Yt−,Θt−) dt
+
(
Vy + Vθ − f
)
(Yt−,Θt−) dΘct
+
∫ ∆Θt
0
(
Vy + Vθ − f
)
(Yt− + x,Θt− + x) dx
) (3.8)
with the abbreviating conventions
(−δV − hVy)(a, b) := −δV (a, b)− h(a)Vy(a, b) and(
Vy + Vθ − f
)
(a, b) := Vy(a, b) + Vθ(a, b)− f(a). The martingale optimality principle now
suggests equations for regions where the optimal strategy should sell or wait, in that the
dΘ-integrands should be zero when there is selling and the dt-integrand must vanish
when only time passes (waiting). We will construct a classical solution to the variational
inequality max{−δV −hVy , f − Vy−Vθ} = 0, that is a function V in C1,1(R× [0,∞),R)
and a strictly decreasing free boundary function y(·) ∈ C2([0,∞),R), such that
−δV − h(y)Vy = 0 in W (3.9)
−δV − h(y)Vy < 0 in S (3.10)
Vy + Vθ = f(y) in S (3.11)
Vy + Vθ > f(y) in W (3.12)
V (y, 0) = 0 ∀y ∈ R (3.13)
for wait region W and sell region S (cf. Figure 2) defined as
W := {(y, θ) ∈ R× [0,∞) | y < y(θ)},
S := {(y, θ) ∈ R× [0,∞) | y > y(θ)}. (3.14)
The optimal liquidation studied here belongs to the class of finite-fuel control problems,
which often lead to free boundary problems similar to the one derived above. See [KS86]
for an explicit solution of the finite-fuel monotone follower problem, and [JJZ08] for
further examples and an extensive list of references. In the next section, we construct
the (candidate) boundary y(θ) and then the value function V , and prove that they solve
the desired equations and that the derived control strategy is optimal.
Remark 3.8 (On notation). We have three a priori independent dimensions at hand:
The time t, the investor’s holdings θ and her market impact y. To assist intuition, we will
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overload notation by writing y(θ) or y(t) for the y-coordinate as a function of holdings
or of time along the boundary between S and W , instead of introducing various function
symbols for the relation between these coordinates. Accordingly, the inverse function
of y(θ) is θ(y). The advantage is that readers can identify the meaning of individual
terms at a glance, but have to keep in mind that these are different functions, e.g. when
differentiating.
Remark 3.9 (On deterministic optimal controls). We will obtain that optimal strategies
are deterministic and the value function is continuous (even differentiable). This is
shown in the subsequent sections by proving Theorem 3.4. Here, we show directly why
non-deterministic strategies are suboptimal for (3.5) and optimizing over deterministic
admissible controls is sufficient. Yet, finding explicit solutions here still requires to
construct candidate solutions and prove optimality, as in the sequel.
If one considers optimization just over strategies that are to be executed until a time
T <∞, then the value function will be the same as if we were optimizing over the subset
of deterministic strategies. Indeed, by optional projection (see [DM82, VI.57]) we have
E[LT (y; Θ)] = −E
[
MT
∫ T
0
e−δtf(Yt−) dΘct
]
− E
[
MT
∑
0≤t≤T
∆Θt 6=0
e−δt
∫ ∆Θt
0
f(Yt− + x) dx
]
.
For any T ∈ [0,∞), letting dP˜ = MT/M0 dP on FT yields that E[LT (y; Θ)] equals
EP˜[`T (Θ)] for `T (Θ) := −M0
∫ T
0
e−δtf(Yt−) dΘct−M0
∑
0≤t≤T ,∆Θt 6=0 e
−δt ∫ ∆Θt
0
f(Yt−+x).
Note that ` is a deterministic functional of Θ, and that the measure P˜ does not depend
on Θ. Thus, optimization for any finite horizon T can be done ω-wise, i.e. for the
finite-horizon problem optimizing over the subset of deterministic strategies gives the
same value function. Note that this is similar to [Løk12, Prop. 7.2]. Using monotonicity
of LT in T , we have E[L∞(y; Θ)] = supT∈[0,∞)E[LT (y; Θ)], hence the change of measure
argument above yields that v(y, θ) = supT∈[0,∞) supΘ∈Amon(θ)E[LT (y; Θ)] is equal to
sup
T∈[0,∞)
sup
Θ∈Amon(θ)
deterministic
`T (Θ) = sup
Θ∈Amon(θ)
deterministic
`∞(Θ). (3.15)
Moreover, one can check that any deterministic maximizer Θ∗ ∈ Amon(θ) to (3.15) is also
optimal for the original problem (3.4), where v(y, θ) <∞ thanks to δ < 0.
Remark 3.10. For a given finite horizon T <∞, the execution problem with general
order book shape has been solved by [PSS11] for additive price impact and no drift
(δ = 0). The problem with multiplicative impact could be transformed to the additive
situation using intricate state-dependent order book shapes, cf. [Løk12]. Let us show
how a convexity argument as in [PSS11] can be applied also directly to solve the finite
horizon case in the multiplicative setup when the drift δ is zero, but not for δ 6= 0.
By Remark 3.9 it suffices to consider deterministic strategies Θ ∈ Amon(Θ0−). Let
F (y) =
∫ y
0
f(x) dx. For deterministic Θ and g(x) := f(h−1(x))x+ δF (h−1(x)) we have
E[LT (Θ)] = F (Y0−)− eδTF (YT )−
∫ T
0
e−δtg(h(Yt)) dt . (3.16)
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Since g′(x) =
(
f(hλ + h′ + δ)/h′
)
(h−1(x)), the function g obtains global maximum at
h(y∞) and is decreasing on the left and increasing on the right. So its convex hull
gˆ(x) = {`(x) | ` ≤ g is affine} exists. With Cδ,T :=
∫ T
0
e−δt dt Jensen’s inequality yields
E[LT (Θ)] ≤ F (Y0−)− eδTF (YT )− Cδ,T · gˆ
(∫ T
0
h(Yt)
e−δt
Cδ,T
dt
)
(3.17)
and we have equality in (3.17) if and only if h(Yt) stays constant in the interval where gˆ
and g coincide for almost all t ∈ (0, T ). Such impact-fixing strategies are analogous to
the type A strategies of [PSS11].
The integral in (3.17) can be solved in general only for δ = 0. In that case Cδ,T = T
and
∫ T
0
h(Yt) dt = Y0− −Θ0− − YT for any strategy that liquidates until time T , so
E[LT (Θ)] ≤ F (Y0−)− F (YT )− T gˆ
(
Y0− −Θ0− − YT
T
)
=: Gˆ(YT ) . (3.18)
Let e(y) := (Y0− −Θ0− − y)/T . Direct calculations show that the concave function Gˆ is
decreasing at e−1(h(y∞)) and (if Y0− ≤ Θ0−) non-decreasing at e−1(h(y0)). So Gˆ obtains
a global maximum at some y∗ ∈ [e−1(h(y0)), e−1(h(y∞))]. Straight forward calculations
show that gˆ = g on [h(y∞), h(y0)].
Consider the type A strategy Θ∗ which performs an initial block trade ∆Θ∗0 = Y0−Y0− to
reach impact level Y0 := h
−1(e(y∗)), trades continuously at rate dΘ∗t/dt = h(Y0) = e(y∗)
until time T and finishes with a block trade of size ∆Θ∗T = y
∗ − Y0 reaching impact level
YT = y
∗. By construction, we have E[LT (Θ∗)] = Gˆ(y∗), so Θ∗ is optimal (if Y0− ≤ Θ0−).
4. Solving the free boundary problem
In the next two subsections, we construct an explicit solution to our free boundary
problem of finding W ∩ S = {(y(θ), θ) | θ ≥ 0} = {(y, θ(y)) | . . . }. We will find that
under Assumption 3.2 the optimal strategy is described by the free boundary with
θ′(y) = 1 +
h(y)λ(y)
δ
− h(y)h
′′(y)
δh′(y)
+
h(y)
(
hλ+ h′ + δ
)′
(y)
δ
(
hλ+ h′ + δ
)
(y)
(4.1)
for y in some appropriate interval (y∞, y0] and θ(y0) = 0, see Figure 2 for a graphical
visualization. In Section 4.3 we verify that (4.1) defines a monotone boundary with a
vertical asymptote, and in Section 4.4 we construct V solving the free boundary problem
(3.9) – (3.13), completing the verification of the optimal liquidation problem.
4.1. Smooth-pasting approach
Following the literature on finite-fuel stochastic control problems, cf. e.g. [KS86, Section 6],
we apply the principle of smooth fit to derive a candidate boundary given by (4.1) dividing
the sell region and the wait region. To this end, let us at first assume that a solution
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(V, y(·)) is already constructed and is sufficiently smooth along the free boundary. This will
permit to derive by algebraic arguments the (candidate) free boundary and the function
V on it. Section 4.4 will verify that this approach provides indeed the construction of a
classical solution to the free boundary problem.
The first guess we make is that the wait region W is contained in {(y, θ) : y < c} for
some c < 0. In this case, the solution to (3.9) in the wait region would be of the form
V (y, θ) = C(θ) exp
(∫ y
c
−δ
h(x)
dx
)
, (y, θ) ∈ W , (4.2)
where C : [0,∞)→ [0,∞). To shorten further terms, let φ(y) := exp(∫ y
c
−δ
h(x)
dx), y ≤ c.
Suppose that C is continuously differentiable. Calculating the directional derivative
Vy + Vθ and the expression Vθy + Vyy in the wait region, we obtain for (y, θ) ∈ W that
Vy(y, θ) + Vθ(y, θ) = −δC(θ)φ(y)/h(y) + C ′(θ)φ(y), (4.3)
Vθy(y, θ) + Vyy(y, θ) = −δC ′(θ)φ(y)/h(y) + δC(θ)φ(y)h−2(y)(δ + h′(y)). (4.4)
On the other hand, the same expressions computed in the sell-region yield (for (y, θ) ∈ S)
Vy(y, θ) + Vθ(y, θ) = f(y) and Vθy(y, θ) + Vyy(y, θ) = f
′(y).
Now, suppose that V is a C2,1-function. In particular, we must have for y = y(θ):{
f(y) = −δC(θ)φ(y)/h(y) + C ′(θ)φ(y),
f ′(y) = −δC ′(θ)φ(y)/h(y) + δC(θ)φ(y)h−2(y)(δ + h′(y)). (4.5)
Solving (4.5) as a linear system for C(θ) and C ′(θ), we get at y = y(θ):
C(θ) = f(y) · 1
φ(y)
· h(y)δ + h(y)λ(y)
δh′(y)
=: M1(y),
C ′(θ) = f(y) · 1
φ(y)
· δ + h(y)λ(y) + h
′(y)
h′(y)
=: M2(y).
(4.6)
Now, (4.6) means that we should have C(θ(y)) = M1(y) and C
′(θ(y)) = M2(y), on
the boundary, with θ(·) being the inverse function of y(·) (in domains of definition to be
specified later). By the chain rule, we get M ′1(y) = C
′(θ(y)) · θ′(y), and therefore
θ′(y) =
M ′1(y)
M2(y)
=
(
(δ+2hλ)(h′)2 +(δ2 +2δhλ+h2λ2 +h2λ′)h′−h(δ+hλ)h′′
δh′(δ + hλ+ h′)
)
(y) (4.7)
whenever θ(·) is defined. Note that the right-hand sides of (4.1) and (4.7) are equal.
To derive the domain of definition of θ(·), we use the boundary condition (3.13) together
with (4.2) and (4.6) to get that y0 := y(0) = θ
−1(0) solves δ + h(y0)λ(y0) = 0. The
denominator in (4.7) suggests that y∞ solving δ + h(y∞)λ(y∞) + h′(y∞) = 0 is a vertical
asymptote of the boundary. Note that Assumption 3.2 implies that y∞ < y0 < 0 and in
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particular, we may chose c ∈ (y0, 0) at the beginning of this section. The discussion so
far suggests to define a candidate boundary as follows: for y ∈ (y∞, y0] set
θ(y) := −
∫ y0
y
(
(δ+2hλ)(h′)2 +(δ2 +2δhλ+h2λ2 +h2λ′)h′−h(δ+hλ)h′′
δh′(δ + hλ+ h′)
)
(x) dx. (4.8)
We verify in Lemma 4.1 that (4.8) defines a decreasing boundary with limy↘y∞ θ(y) = +∞
and θ(y0) = 0. Having a candidate boundary, we can construct V in the wait region W
in the form (4.2) using (4.6), and in the sell region S using the directional derivative
(3.11). In Section 4.4 we prove that this construction gives a solution to the free boundary
problem (3.9) – (3.13) and, consequently, to the optimal control problem.
4.2. Calculus of variation approach
In this section, we present another approach for finding a candidate optimal boundary by
means of calculus of variations. Moreover, this gives an explicit description of the time
to liquidation along that boundary via equation (4.14), which is not available with the
smooth pasting approach above. To describe the task of finding the optimal boundary
as an isoperimetric problem from calculus of variations, we postulate that the optimal
strategy is deterministic (so may assume w.l.o.g. Mt/M0 = 1, cf. Remark 3.9) and that it
will liquidate all Θ0− risky assets within finite time T := inf{t ≥ 0 | Θt = 0} < ∞. It
will be convenient to consider the time to complete liquidation (TTL) τ = T − t and
search for a strategy Θt = θ(τ) along the boundary (y(τ), θ(τ)) ∈ W ∩ S, assuming
C1-smoothness of that boundary. By (2.2) we have
θ′(τ) = y′(τ)− h(y(τ)) (4.9)
for the function y(τ) = y(t) = Yt. So the optimization problem (3.4) translates to finding
y : [0,∞)→ R which maximizes
J(y) :=
∫ T
0
f(y(τ))e−δ(T−τ)
(
y′(τ)− h(y(τ))) dτ =: ∫ T
0
F (τ, y(τ), y′(τ)) dτ (4.10)
with subsidiary condition
θ = K(y) :=
∫ T
0
(
y′(τ)− h(y(τ))) dτ =: ∫ T
0
G(τ, y(τ), y′(τ)) dτ (4.11)
for fixed position θ := Θ0−. The Euler equation of this isoperimetric problem is
F y − d
dτ
F y′ + λ
(
Gy − d
dt
Gy′
)
= 0 (4.12)
with Lagrange multiplier λ = λ(T ). However, terminal time T = T (θ), final state y(0)
and initial state y(T ) are still unknown. A priori, the final state y(0) is free, which leads
to the natural boundary condition
F y′ + λGy′
∣∣∣
τ=0
= 0. (4.13)
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With y0 := y(0) and y := y(τ), equation (4.13) simplifies to λ = −f(y0)e−δT , and
0 = f(y0)h
′(y)− f(y)eδτ(h(y)λ(y) + h′(y) + δ) (4.14)
follows from equation (4.12). Note that the terms involving y′ appearing in F y and ddτF y′
cancel each other. Solutions y1 and y2 for time horizons (TTL) T1 < T2 should coincide
for τ ∈ [0, T1], because an optimal (Markov) strategy should depend only on the current
position θ = θ(T ) and market impact y(T ), but not on the past. In particular, y0 is
independent of T . So for τ = 0 we get h(y0)λ(y0) + δ = 0, justifying the notation y0 as in
Assumption 3.2. Existence and uniqueness of such y0 is guaranteed by Assumption 3.2.
It must hold that y0 < 0, because λ > 0 and h(y) < 0⇔ y < 0. Rearranging (4.14) gives
an explicit description for the time to liquidation along the boundary:
e−δτ =
f(y)
f(y0)
h(y)λ(y) + h′(y) + δ
h′(y)
. (4.15)
This defines τ 7→ y(τ) implicitly. Together with θ(τ) = ∫ τ
0
(
y′(τ) − h(y(τ))) dτ , this
function describes the free boundary as a parametric curve. Differentiating equation (4.14)
with respect to τ , we get
0 = f(y0)h
′′(y(τ))y′(τ)− f ′(y(τ))y′(τ)eδτ(hλ+ h′ + δ)(y(τ))
− δf(y(τ))eδτ(hλ+ h′ + δ)(y(τ))− f(y(τ))eδτ(h′λ+ hλ′ + h′′)(y(τ))y′(τ).
Thus, for y = y(τ) we obtain
y′(τ) =
δf(y)
(
hλ+ h′ + δ
)
(y)
f(y0)h′′(y)e−δτ − f ′(y)
(
hλ+ h′ + δ
)
(y)− f(y)(h′λ+ hλ′ + h′′)(y) , (4.16)
if the denominator is nonzero. Also note that
y′(0) =
−δh′(y0)
h′(y0)λ(y0) +
(
hλ
)′
(y0)
< 0 (4.17)
by Assumption 3.2 as h′ > 0, (hλ)′ > 0 and λ > 0. Hence, there exists a maximal
T∞ ∈ (0,∞] such that y′(τ) < 0 for τ ∈ [0, T∞), so y is bijective there. Call τ(y) := y−1(y)
its inverse and let y∞ := limτ↗T∞ y(τ) < y0. By (4.15), equation (4.16) simplifies to
y′(τ) =
δ
(
hλ+ h′ + δ
)
(y)h′(y)(
h′′ − h′λ)(y)(hλ+ h′ + δ)(y)− (h′λ+ hλ′ + h′′)(y)h′(y) (4.18)
for y = y(τ). By definition of T∞ and y∞, we see that y′(τ) is negative on [0, T∞) and 0
at y = y∞. Hence h(y∞)λ(y∞) + h′(y∞) + δ = 0, which justifies the notation y∞ as in
Assumption 3.2, according to which such a unique solution y∞ < y0 exists. An ODE for
θ(y) on y ∈ (y∞, y0] is obtained from (4.9) via
θ′(y) =
d
dy
θ(τ(y)) = θ′(τ(y))τ ′(y) =
(
y′(τ(y))− h(y)) 1
y′(τ(y))
= 1− h(y)
y′(τ(y))
= 1− h(y)
δh′(y)
(
h′′ − λh′)(y) + h(y)(hλ+ h′ + δ)′(y)
δ
(
hλ+ h′ + δ
)
(y)
(4.19)
with θ(y0) = 0. We also note that (4.19) equals (4.1).
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4.3. Properties of the candidate for the free boundary
To justify some assumptions in the analysis above, we verify here previously presumed
properties for the candidate boundary, especially bijectivity of θ : (y∞, y0]→ [0,∞).
Figure 2: The division of the state space, for δ = 0.5, h(y) = y and λ(y) ≡ 1.
Lemma 4.1. The function θ : (y∞, y0]→ R defined in (4.8) is a strictly decreasing C1-
function that maps bijectively (y∞, y0] to [0,∞) with θ(y0) = 0 and limy↘y∞ θ(y) = +∞.
Proof. By Assumption 3.2 we have that h′ > 0 and y 7→ (δ + hλ + h′)(y) is strictly
increasing, giving that the denominator in (4.7) is strictly positive when y > y∞. Thus,
to verify that θ is decreasing it suffices to check that the numerator in (4.7) is negative.
For this, we write the numerator as
(δ + hλ)(h′)2 + (δ + hλ)2h′ + hh′(hλ)′ − h(δ + hλ)h′′.
Note that (δ + hλ)(h′)2 + (δ + hλ)2h′ = (δ + hλ)(δ + h′ + hλ)h′ < 0 for all y ∈ (y∞, y0),
since y0 < 0. Hence, θ
′(y) < 0 for y ∈ (y∞, y0) follows by
hh′(hλ)′ − h(δ + hλ)h′′ < hh′(hλ)′ − h(δ + hλ)h′′ − h(δ + h′ + hλ)(hλ)′
= −h(δ + hλ)(hλ+ h′)′ < 0.
It is clear that θ defined in (4.8) is C1. So it remains to verify limy↘y∞ θ(y) = +∞. Note
that the arguments above actually show that the numerator of the integrand is bounded
from above by a constant c < 0 when x ∈ [y∞, y0]. Also, since the derivative of the
denominator is bounded on [y∞, y0], we have by the mean value theorem
0 ≤ δ(h′(δ + hλh′))(x) ≤ C(x− y∞), x ∈ (y∞, y0],
for a finite constant C > 0. Thus, we can estimate
θ(y) ≥
∫ y0
y
−c
C(x− y∞) dx =
−c
C
(
log(y0 − y∞)− log(y − y∞)
) ∀y ∈ (y∞, y0],
which converges to +∞ as y ↘ y∞. This finishes the proof.
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4.4. Constructing the value function and the optimal strategy
The smooth pasting approach directly gives the value function V along the boundary as
V (y(θ), θ) = Vbdry(θ) := f(y)h(y)
δ + h(y)λ(y)
δh′(y)
∣∣∣∣
y=y(θ)
(4.20)
via equations (4.2) and (4.6). In the calculus of variations approach, we get (4.20) as the
solution to (4.10) after inserting equation (4.15), doing a change of variables with (4.9)
and applying Lemma A.2. By equation (3.9), we can extend V into the wait region:
V (y, θ) = V W(y, θ) := Vbdry(θ) exp
(∫ y
y(θ)
−δ
h(x)
dx
)
=
(
fh (δ + hλ)
δh′
)
(y(θ)) exp
(∫ y(θ)
y
δ
h(x)
dx
)
(4.21)
for (y, θ) ∈ W . Using equation (3.11) we get V inside S1 := S ∩ {(y, θ) | y < y0 + θ} as
follows. For (y, θ) ∈ S1 let ∆ := ∆(y, θ) be the ‖·‖∞-distance of (y, θ) to the boundary
in direction (−1,−1), i.e.
θ = θ∗ + ∆, y = y(θ∗) + ∆, ∆ ≥ 0. (4.22)
We then have for y(θ) ≤ y ≤ y0 + θ, that
V (y, θ) = V S1(y, θ) := Vbdry(θ∗) +
∫ ∆
0
f(y1 + x) dx (4.23)
=
(
fh (δ + hλ)
δh′
)
(y −∆) +
∫ y
y−∆
f(x) dx. (4.24)
Similarly, with equation (3.13) we obtain V in S2 := S\S1, i.e. for y ≥ y0 + θ:
V (y, θ) = V S2(y, θ) :=
∫ y
y−θ
f(x) dx. (4.25)
Since Vbdry(0) = 0, we can combine V
S1 and V S2 by extending ∆(y, θ) := θ inside S2. So
∆ := ∆(y, θ) is the ‖·‖∞-distance in direction (−1,−1) of the point (y, θ) ∈ S to ∂S and
V (y, θ) = V S(y, θ) := Vbdry(θ −∆) +
∫ y
y−∆
f(x) dx (4.26)
for all (y, θ) ∈ S. But note that y(θ −∆) = y −∆ only holds in S1, not in S2. After
resuming the properties of V in the next lemma (proved in Appendix A), we can prove
our main result Theorem 3.4.
Lemma 4.2. The function V : R× [0,∞)→ R with
V (y, θ) =
{
Vbdry(θ −∆) +
∫ y
y−∆ f(x) dx, for y ≥ y(θ),
Vbdry(θ) · exp
(∫ y
y(θ)
−δ
h(x)
dx
)
, for y ≤ y(θ),
as defined by equations (4.20), (4.21) and (4.26) is in C1(R× [0,∞)) and solves the free
boundary problem (3.9) – (3.13).
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Proof of Theorem 3.4. On admissibility of Θopt: Predictability of Θopt is obvious by
continuity of y(θ). In fact, Θopt is deterministic because Yt is so. As noted in the proof of
Lemma A.5, the function y 7→ (f · (hλ+ h′ + δ)/h′)(y) is increasing in (y∞, y0], so τ(y)
and its inverse y(τ) are decreasing, as is θ(y) by Lemma 4.1. This implies monotonic
decrease of Θopt. Right continuity follows from the description of the 5 steps stated in
the theorem. So Θopt ∈ Amon(Θ0−).
On finite time to liquidation: By hλ + h′ + δ > 0 in (y∞, y0] and equation (4.15), it
takes τ(Ys) <∞ time to liquidation if Ys = y(Θs), i.e. along the boundary. This time
only increases by some waiting time s > 0 in case Y0− < y(Θ0−) (step 3). But since
h(y0) < 0, we have s <∞.
On optimality: Note that (Yt,Θt) ∈
[
min{y−Θ0−, 0},max{0, y}
]×[0,Θ0−] for y = Y0−
because h(0) = 0 and h′ > 0. So V (Yt,Θt) is bounded by continuity of V (Lemma 4.2
above). So the local martingale part of G in equation (3.8) is a true martingale on
every compact time interval because M is a square-integrable martingale by assumption.
By construction of V and Lemmas 4.2 and A.3 to A.5, G is a supermartingale with
G0 − G0− = S0
∫ ∆Θ0
0
(
Vy + Vθ − f
)
(Y0− + x,Θ0− + x) dx ≤ 0 for every strategy and a
true martingale with G0− = G0 for Θopt. So Proposition 3.6 applies.
(a) Fixed β = 1, δ = 0.1, varying r. (b) Fixed r = 1, varying β and δ.
Figure 3: Liquidation rate (after initial block trade) in Ex. 4.3. Lines end at θ(τ) = 100.
Example 4.3. Recall Example 2.1 and let h(y) = βy for β > 0. Then (hλ)′ > 0 and
y0 =
−cδ
β + (1− r)δ and y∞ =
−c(β + δ)
β + (1− r)(β + δ) .
As can be seen from the proofs, λ and h are only needed at possible values of Yt. Hence
Assumption 3.2 effectively restricts the state space W ∪ S to c+ (1− r)y > 0. We only
have to check this for Y0−, y0 and y∞. Note that the special case Y0− = 0 already does
so. Now y∞ and y0 lie in the required range with y∞ < y0 < 0 if r ∈
[
0, 1 + β/(β + δ)
)
.
For r 6= 1 and y ∈ (y∞, y0] we get
θ(y) =
βy + δA(y)
δ(1− r) −
βcB
δC(1− r)2 log
(A(y)B
βc
)
+
βc(β + δ)
δC
log
( βA(y)
βy + (β + δ)A(y)
)
,
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(a) Fixed β = 1, r = 1, varying δ. (b) Fixed β = 1, δ = 0.1, varying r.
Figure 4: Dependence of TTL on Y0− for Θ0− = 20 in Example 4.3. A red point marks
(y(Θ0), τ(Θ0)), where continuous trading begins.
with A(y) := c+ (1− r)y, B := β + (1− r)δ and C := β + (1− r)(β + δ), whereas
θ(y) =
(βy + δc)(βy + (2β + δ)c)
2βδc
− cβ + δ
δ
log
(βy + (β + δ)c
βc
)
if r = 1.
Time to liquidation (TTL) along the boundary is a function of δ, β, r and y/c, namely
τ(y) =

−1
δ
log
(( 1 + (1− r)y/c
1 + (1− r)δ/β
)1/(1−r)( y/c
1 + (1− r)y/c +
β + δ
β
))
if r 6= 1,
− y
δc
− 1
β
− 1
δ
log
(y
c
+ 1 +
δ
β
)
if r = 1.
For r = 1 and δ →∞, we have y0 → −∞, so the overall TTL tends to and ultimately
equals 0, a single block sale, Θ0 = 0, being optimal for sufficiently large δ. Using the
product logarithm W := (x 7→ xex)−1, impact and asset position for r = 1, τ ≥ 0 are
y(τ) = cW
(
e1−δτ
)− cβ + δ
β
and
θ(τ) =
βc
2δ
(
W
(
e1−δτ
)2 − 1)− cβ + δ
δ
logW
(
e1−δτ
)
along the free boundary. The rate dΘt/ dt = −θ′(T − t) becomes asymptotically constant
for TTL τ = T − t→∞ and decreases for τ → 0, cf. Figure 3. The respective limits are
lim
τ→∞
θ′(τ) = −h(y∞) = βc(β + δ)
β + (1− r)(β + δ) and θ
′(0) =
δβc
2β + (1− r)δ .
Remark 4.4. How to optimally acquire an asset position, minimizing the expected costs,
is the natural counterpart to the previous liquidation problem; cf. [PSS11]. To this end,
if we represent the admissible strategies by increasing ca`dla`g processes Θ starting at 0
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(describing the cumulative number of shares purchased over time), then the discounted
costs (negative proceeds) of an admissible (purchase) strategy Θ takes the form∫ ∞
0
eηtf(Yt−)Mt dΘct +
∑
t≥0
∆Θt 6=0
eηtMt
∫ ∆Θt
0
f(Yt− + x) dx, (4.27)
with discounted unaffected price process e−γtSt = eηtMt for η := µ− γ = −δ. To have a
well-posed minimization problem for infinite horizon, one needs to assume that the price
process increases in expectation, i.e. η > 0, and thus the trader aims to buy an asset
with rising (in expectation) price.
In this case, the value function of the optimization problem will be described by the
variational inequality min{f +Vy−Vθ , ηV −hVy} = 0. An approach as taken previously
for the optimal liquidation problem permits again to construct the classical solution to
this free boundary problem explicitly. Thereby, the state space is divided into a wait
region and a buy region by the free boundary, that is described by
θ′(y) = −1 + h(y)λ(y)
η
− h(y)h
′′(y)
ηh′(y)
+
h(y)(hλ+ h′ − η)′(y)
η(hλ+ h′ − η)(y) , y ≥ y0, (4.28)
with initial condition θ(y0) = 0, where y0 is the unique root of h(y)λ(y) = η (similar to
(4.1) from the optimal liquidation problem). Verification of optimality will go though
under the assumptions η > 0, f ∈ C2 with f(0) = 1, λ(y) := f ′(y)/f(y) > 0, resilience
h ∈ C2 with h(0) = 0, h′ > 0, the technical condition (h′)2 > hh′′ and such that
(hλ)′ > 0 and (hλ+ h′)′ > 0. Note that apart from η > 0 and (h′)2 > hh′′, these match
Assumption 3.2. Examples satisfying (h′)2 > hh′′ are h(y) = βy and h(y) = α arctan(βy)
for α, β > 0.
It may be interesting to note that the boundary defined by (4.28) does not have a
vertical asymptote, because such an asymptote could only occur at a root y∞ of the
denominator hλ+h′−η, but y∞ < y0 and θ′(y0) =
(
h(hλ)′/(ηh′)
)
(y0) > 0. The technical
condition (h′)2 > hh′′ guarantees that the boundary is strictly increasing for all y ≥ y0.
5. Optimal liquidation with non-monotone strategies
In this section, we solve under Assumption 3.2 the optimal liquidation problem when
the admissible liquidation strategies allow for intermediate buying. To focus again on
transient price impact and explicit analytical results, we keep other model aspects simple
and consider the problem in a two-sided order book model with zero bid-ask spread.
This is an idealization of the predominant one-tick-spread that is observed for common
relatively liquid risky assets [CDL13]. See Remark 5.4 though. We show that the optimal
trading strategy is monotone when Y0− is not too small (see Remark 5.3). More precisely,
the two-dimensional state space decomposes into a buy region and a sell region with a
non-constant interface, that coincides with the free boundary constructed in Section 4.
In previous sections, we considered pure selling strategies and specified the model for
such, i.e. in the sense of Section 2.1 we specified only the bid side of the LOB. Now, we
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extend the model to allow for buying as well. In this case, a large investor’s trading
strategy may be described by a pair of increasing ca`dla`g processes (A+, A−) with A±0− = 0,
where A+t (resp. A
−
t ) describes the cumulative number of assets sold (resp. bought) up to
time t. Her risky asset position is Θt = Θ0− − (A+t −A−t ) at time t ≥ 0. We assume that
the price impact process Y = Y Θ is given by (2.2) with Θ = Θ0− − (A+ −A−), and that
the best bid and ask prices evolve according to the same process S = f(Y Θ)S, i.e. the
bid-ask spread is taken as zero. The proceeds from executing a market buy order at time
t of size ∆A−t > 0 are given again by (2.5) with ∆Θt = ∆A
−
t . Proceeds being negative
means that the trader pays for acquired assets. Thus, the γ-discounted (cumulative)
proceeds from trading strategy (A+, A−) over time period [0, T ] are
LT = −
∫ T
0
e−γtf(Yt)St dΘct −
∑
∆Θt 6=0
t≤T
e−γtSt
∫ ∆Θt
0
f(Yt− + x) dx . (5.1)
For finite variation strategies Θ the sum in (5.1) converges absolutely, cf. Remark 3.1.
We consider the optimization problem over the set of admissible trading strategies
Abv(Θ0−) :=
{
Θ = Θ0−−(A+−A−) | A± is increasing, ca`dla`g, predictable, bounded,
with A±0− = 0 and Θt ≥ 0 for t ≥ 0
}
, (5.2)
where A = A+ − A− denotes the minimal decomposition for a process A of finite (here
even bounded) variation; the last condition means that short-selling is not allowed.
For an admissible strategy Θ ∈ Abv(Θ0−), LT (y; Θ) as defined in (3.3), but extended to
general bounded variation strategies by (5.1), describes the proceeds from implementing Θ
on the time interval [0, T ]. These proceeds are a.s. finite for every T ≥ 0, see Remark 3.1.
We now show that limT→∞ LT (y; Θ) exists in L1. Let L(y; Θ) = L+(y; Θ) − L−(y,Θ)
be the minimal decomposition of the process L(y; Θ) (having finite variation), and let
L(y; Θ±) be the proceeds process from a monotone strategy Θ± = Θ0− ∓ A±. We have
L±T (y; Θ) ≤ LT (y; Θ±) for every T ≥ 0 because Y Θ
− ≥ Y Θ ≥ Y Θ+ . Moreover, since
A+ + A− ≤ C for some constant C we conclude from the solution of the optimization
problem with monotone strategies (Theorem 3.4) that L±T (y; Θ) ≤ L∞(y; Θ±) ∈ L1 for
every T ≥ 0. By dominated convergence one gets that L±T (y; Θ)→ L±∞(y; Θ) in L1 and
a.s. for T → ∞. In particular, limT→∞ LT (y; Θ) = L+∞(y; Θ) − L−∞(y; Θ) =: L∞(y; Θ)
exists in L1. So, the gain functional J(y; Θ) for the optimal liquidation problem with
possible intermediate buying,
max
Θ∈Abv(Θ0−)
J(y; Θ) for J(y; Θ) := E[L∞(y; Θ)] , (5.3)
is well defined. By arguments as in Section 3 (cf. Proposition 3.6 and (3.8)) one sees that
in this case it suffices to find a classical solution to the following problem
Vy + Vθ = f on R× [0,∞), (5.4)
−δV − h(y)Vy ≤ 0 on R× [0,∞), (5.5)
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with suitable boundary conditions, ensuring that a classical solution exists and that the
(super-)martingale properties from Proposition 3.6 extend to [0−, T ], cf. Remark 3.7.
The optimal liquidation strategy then can be described by a sell region and a buy region,
divided by a boundary.
The sell region turns out to be the same as for the problem without intermediate
buying in Section 3, i.e. the region S, while the wait region W there becomes a buy
region B := R × [0,∞) \ S here. Similarly to Section 4.4, we extend the definition of
∆(y, θ) to B. For (y, θ) ∈ R× [0,∞), let ∆(y, θ) be the signed ‖·‖1 distance in direction
(−1,−1) of the point (y, θ) to the boundary ∂S = {(y(θ), θ) | θ ≥ 0} ∪ {(y, 0) | y ≥ y0},
i.e. (y −∆, θ −∆) ∈ ∂S. Recall the definition of V S in (4.26) and let
V B(y, θ) := Vbdry(θ −∆(y, θ))−
∫ y−∆(y,θ)
y
f(x) dx, for (y, θ) ∈ B.
The discussion so far suggests that the following function would be a classical solution to
the problem (5.4) – (5.5) describing the value function of the optimization problem (5.3):
V B,S(y, θ) :=
{
V S(y, θ), if (y, θ) ∈ S,
V B(y, θ), if (y, θ) ∈ B, (5.6)
up to the multiplicative constant S0. Note that both cases in (5.6) can be combined to
V B,S(y, θ) = Vbdry(θ −∆(y, θ)) +
∫ y
y−∆(y,θ)
f(x) dx, for all (y, θ).
The next theorem proves the conjectures already stated in this section for solving the
optimal liquidation problem with possible intermediate buying.
Theorem 5.1. Let the model parameters h, λ, δ satisfy Assumption 3.2. The function
V B,S is in C1(R× [0,∞)) and solves (5.4) and (5.5). The value function of the optimiza-
tion problem (5.3) is given by S0 · V B,S . Moreover, for given number of shares Θ0− ≥ 0
to liquidate and initial state of the market impact process Y0− = y, the unique optimal
strategy Θopt is given by Θopt0− = 0 and:
1. If (y,Θ0−) ∈ S, Θopt is the liquidation strategy for Θ0− shares and impact process
starting at y as described in Theorem 3.4.
2. If (y,Θ0−) ∈ B, Θopt consists of an initial buy order of |∆(y,Θ0−)| shares (so that
the state process (Y,Θ) jumps at time 0 to the boundary between B and S) and
then trading according to the liquidation strategy for Θ0− + |∆(y,Θ0−)| shares and
impact process starting at y + |∆(y,Θ0−)| as described in Theorem 3.4.
The proof of Theorem 5.1 is given in Appendix A. By continuity arguments, one could
show that the optimal strategy of Theorem 5.1 is even optimal in a set of bounded semi-
martingale strategies (to which the definition of proceeds can be extended continuously
in certain topologies on the ca`dla`g space, see [BBF17, Section 5.2]).
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Remark 5.2. As already noted in [GZ15, Prop. 3.5(III)], a multiplicative order book
with permanent instead of transient impact, i.e. h ≡ 0, leads to a trivial optimal control
with complete initial liquidation at time 0, in absence of transaction costs. This can also
be seen directly as follows. If h ≡ 0 we have Y Θt = Y0− −Θ0− + Θt and proceeds (3.3)
may be written as
LT (Θ) =
∫ T
0
F (Y Θt ) d
(
e−δtMt
)
t
− (e−δTMTF (Y ΘT )−M0F (Y0−)) (5.7)
= −δ
∫ T
0
e−δtMtF (Y Θt ) dt+
∫ T
0
e−δtF (Y Θt ) dMt −
(
e−δTMTF (Y ΘT )−M0F (Y0−)
)
with the antiderivative F (y) :=
∫ y
−∞ f(x) dx ≥ 0 of f , assuming F (0) <∞. So we get
for any two strategies Θ and Θˆ with Θt ≥ Θˆt for all t ≥ 0, that E[LT (Θ)] ≤ E[LT (Θˆ)].
Thus it is optimal to liquidate all assets at time 0, because Θˆt := 0 ≤ Θt for all t ≥ 0
and Θ ∈ Abv(Θ0−). Equation (5.7) moreover shows that in the case of no drift (δ = 0)
and permanent impact, every strategy that liquidates until time T is optimal. This was
already observed in [GZ15, comment before Prop. 3.5] and shows a remarkable difference
of effects from permanent and transient impact; cf. also Remark 3.10.
Remark 5.3. The results show that when the initial level of market impact is sufficiently
small, i.e. Y0− < y0, so that the market price is sufficiently depressed and has a strong
upwards trend by (2.2), then the optimal liquidation strategy may comprise an initial
block buy, followed by continuous selling of the risky asset position. In this sense our model
admits transaction-triggered price manipulation in the spirit of [ASS12, Definition 1]
for sufficiently small Y0− < y0. Let us note that [LS13, p.742] emphasize the particular
relevance of the martingale case (zero drift) when analyzing (non)existence of price
manipulation strategies, and that it seems natural to buy an asset whose price tends to
rise. The case Y0− < 0 could be considered as adding an exogenous but non-transaction
triggered upward component to the drift. In any case, buying could only occur at initial
time t = 0 and afterwards the optimal strategy is just selling. Nonetheless, for typical
choices of the unperturbed price process S (e.g. exponential Brownian motion) one can
show that our model does not offer arbitrage opportunities (in the usual sense) for the
large trader, and so strategies, whose expected proceeds are strictly positive, have to
admit negative proceeds (i.e. losses) with positive probability, see [BBF17, Section 4].
On the other hand, if the level of market impact is not overly depressed, i.e. Y0− ≥ y0,
then an optimal liquidation strategy will never involve intermediate buying. This includes
in particular the case of a neutral initial impact Y0− = 0 (as in [PSS11]), or of an only
mildly depressed initial impact Y0− ∈ [y0,∞). Monotonicity of the optimal strategy
would extend to cases with non-zero bid-ask spread, as explained below.
Remark 5.4 (On non-zero bid-ask spread). The results in this section also have impli-
cations for models with non-zero bid-ask spread. Indeed, if the initial market impact is
not too small (Y0− ≥ y0) and the LOB bid side is described as in our model, the optimal
liquidation strategy in a model with non-zero bid-ask spread would still be monotone (so
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relate only to the LOB bid side) and would be described by Theorem 5.1, since
sup
Θ∈Amon(Θ0−)
J(Y0−; Θ) = sup
Θ∈Abv(Θ0−)
J(Y0−; Θ) ≥ sup
Θ∈Abv(Θ0−)
J spr(Y0−; Θ),
with J spr(Y0−; Θ) denoting the cost functional for the non-zero spread model, as J(Y0−, ·)
and J spr(Y0−, ·) coincide on Amon(Θ0−) and the inequality is due to the spread.
Example 5.5 (Comparing multiplicative and additive impact). We want to highlight
some differences between the optimal liquidation strategies for our model in comparison
to the additive transient impact model of Lorenz and Schied [LS13], which generalizes
the continuous time model as in [OW13] by permitting non-zero drift for the unaffected
price process. We will give a simple specification for both models below, which we will
call the LS- and the mLOB-model. With geometric Brownian motion Mt := E(σW )t,
Brownian motion W and σ > 0, we take the unaffected price for both models to be given
as in the standard Black-Scholes model by
S0t = St := S0E(µt+ σW )t = S0 +Nt +Kt with S0 ∈ (0,∞), (5.8)
with martingale part Nt :=
∫ t
0
σSs dWs and finite variation part Kt :=
∫ t
0
µSs ds.
For bounded semimartingale strategies X on [0, T ] with X0− = x and Xt = 0 for
t ≥ T , [LS13] define the price at which trading occurs by SXt := S0t + ηEXt− , where
EXt := e
−ρt ∫
[0,t]
eρs dXs is the volume impact process in a block-shaped LOB of height
1/η ∈ (0,∞). Note that dEXt = −ρEXt dt+ dXt , and the same ODE is adhered by Y Θt
and Θ by (2.2) for the resilience function h(y) := ρy. We let Y0− := 0 to have Y = EX .
For the comparison, we still have to specify a multiplicative order book with similar
features as the additive one from the LS-model. Both order books should admit infinite
market depth (LOB volume) for sell and for buy orders; and the prices should initially
be similar for small volume impact y, i.e. S0 + ηy ≈ S0f(y). Example 2.1 then suggests
as a simple specification f(y) = ey/c for the mLOB-model; with c := S0/η it further
satisfies the requirement of similar prices up to first order. Without loss of generality let
η = 1. In the LS-model, the liquidation costs to be minimized in expectation are given
by [LS13, Lemma 2.5] as
C(X) :=
∫
[0,T ]
S0t− dXt + [S
0, X]T +
∫
[0,T ]
EXt− dXt +
1
2
[X]T .
According to [LS13, Theorem 2.6], the optimal semimartingale strategy X with X0− = x,
minimizing E[C(X)], is of the form
Xt =
x(1 + ρ(T − t))− 1
2
(1 + ρt)Z0
2 + ρT
− 1
2
∫
(0,t]
ϕ(s) dZs +
1
2ρ
K ′t
− ρ
∫ t
0
(
1
2
∫
(0,s]
ϕ(r) dZr +
1
2
Ks
)
ds , t ∈ [0, T ),
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Θt, Xt
Figure 5: Optimal risky asset position X, resp. Θ, over time with S0 = 1, initial position
Θ0− = X0− = 1, µ = −0.2, σ = 0.5, ρ = 0.3, in different models. Red is one
realization X·(ω) of the LS-model for time horizon T = 1 with a red dashed
line for E[Xt]. Yellow is the optimal strategy Θ for our mLOB-model with no
additional impatience (γ = 0); blue is with impatience γ > 0 such that our
mLOB-model liquidates in time T = 1; green is with ‘patience’ (γ < 0, i.e.
reduced downwards drift δ = γ − µ ) such that ΘT = E[XT−].
with ϕ(t) = (2 + ρ(T − t))−1, derivative K ′t := dKt/dt = µSt and with Zt being equal to
E
[
KT +ρ
∫ T
0
Ks ds
∣∣∣ Ft]. For unaffected price dynamics of Black-Scholes type, this yields
Z0 =
(
(1− eµT )(1 + ρ
µ
) + ρT
)
S0 and dZt =
((
1− eµ(T−t))(1 + ρ
µ
)
+ ρ (T − t))σSt dWt . In
particular, short-selling may occur and liquidation ends at time T with a final block sale.
For the chosen price dynamics (5.8), the optimal liquidation strategy X in the LS-model
is a non-deterministic adapted semimartingale. As noted in [LS13], it is not of finite
variation. In contrast, cf. Remark 3.9, the optimal strategy from Theorem 5.1 in our
mLOB-model is deterministic and of bounded variation. As noted there, by continuity
arguments our optimal strategy could be shown to be also optimal within a larger class of
bounded semimartingale strategies. However, note that optimization in the mLOB-model
is over a smaller set of strategies without short-selling.
If the parameters µ, ρ, S0 and Θ0− are such that our optimal strategy for the infinite
time horizon problem liquidates until the given time T , then it is clearly also optimal
among all liquidation-strategies on [0, T ]. Otherwise (if T is too small), the “short-
time-liquidation” problem in the case of non-zero drift µ in our model is still open, cf.
Remark 3.10. By Example 4.3, for every T , ρ, S0 and Θ0−, there exists some δ = γ − µ
such that liquidation occurs until time T . Figure 5 displays common realizations for
optimal strategies for the LS-model and (three variants of) the mLOB-model with
parameters chosen to highlight their qualitative differences. In the mLOB-model there
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is no terminal block trade due to the infinite time horizon. Instead one can choose
impatience γ to adjust the time-to-liquidation (blue line) or – in a more ad-hoc manner –
to reach a given amount of assets at some fixed time (green line). The initial position
X0− = S0 to be liquidated is taken to be large, being the total amount of shares offered at
positive prices on the bid side of the block-shaped additive order book (at t = 0). Hence,
for the considered Black-Scholes model, the probability p := P[∃t ∈ [0, T ] : SXTt < 0]
of observing negative prices SXt under the optimal strategy X = X
T in the LS-model
could be high if T, σ,X0− are not sufficiently small: for parameters as from Figure 5 one
obtains e.g. p ≈ 0.7.
Although (unaffected) returns dS/S are i.i.d. and the postulated order book shape
is invariant over time, the figure shows frequent and stochastic fluctuations between
buying and selling for the LS-model. In this sense, the optimal strategy in the LS-model
exhibits transaction-triggered price manipulation in the spirit of [ASS12, Definition 1] (in
continuous time) for negative drift µ < 0, whereas such is not the case in the mLOB-model
for Y0 being zero by Theorem 5.1, cf. Remark 5.3. Let us note that in the Lorenz-Schied
model one would obtain a deterministic optimal strategy (of bounded variation) if the
unaffected base price would be taken to be not of (multiplicative) Black-Scholes but of
(additive) Bachelier type dS0t = µ dt+ σ dWt.
This indicates that additive impact models are better suited for additive (Bachelier)
price dynamics, while a multiplicative impact model suits multiplicative (Black-Scholes)
price dynamics. Let us remark that, of course, stochastic optimal strategies can also arrise
in multiplicative models, if relevant state variables are stochastic, see e.g. [BBF16]. It is
fair to note that additive models for asset prices and price impact have the benefit of easier
analysis, in particular for the martingale case without drift. We believe that multiplicative
models offer benefits from a conceptual point of view and also for applications where
time horizon is not small. Liquidation of an asset position that is very large (relative
to LOB depth), say by an institutional investor, clearly could require a longer horizon;
the econometric studies [CL95, p.1152] or [LMS12], e.g., consider trade sequences of a
month. Also optimal investment and hedging problems may be posed for maturities
not being small, cf. [LVMP07, BLZ16]. On short horizons, additive models may provide
good tractable approximations for practical implementation, as probabilities for negative
(model) prices can be small, see e.g. [ST08, FKTW12] or [ASS12, p.514].
A. Appendix
To prove the variational inequalities that are essential for verification, it will help to have
Lemma A.1. For all θ ≥ 0 we have
Vbdry(θ) =
∫ θ
0
f(y(x)) exp
(∫ θ
x
δ
h(y(z))
dz
)
exp
(∫ y(x)
y(θ)
δ
h(y)
dy
)
dx.
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Proof. Using equation (4.1), one gets∫ θ
0
δ
h(y(z))
dz =
∫ y(θ)
y0
δ
h(y)
θ′(y) dy
=
∫ y(θ)
y0
δ
h(y)
(
1 +
h(y)λ(y)
δ
− h(y)h
′′(y)
δh′(y)
+
h(y)
(
hλ+ h′ + δ
)′
(y)
δ
(
hλ+ h′ + δ
)
(y)
)
dy
=
∫ y(θ)
y0
δ
h(y)
dy+
[
log f(y)
]y(θ)
y0
−[log h′(y)]y(θ)
y0
+
[
log
(
hλ+h′+δ
)
(y)
]y(θ)
y0
.
Thus it follows
exp
(∫ θ
0
δ
h(y(z))
dz
)
=
1
f(y0)
exp
(∫ y(θ)
y0
δ
h(y)
dy
)(
f (hλ+ h′ + δ)
h′
)
(y(θ)),
which implies
exp
(∫ θ
x
δ
h(y(z))
dz+
∫ y(x)
y(θ)
δ
h(y)
dy
)
=
(
f (hλ+h′+δ)
h′
)
(y(θ))
(
h′
f (hλ+h′+δ)
)
(y(x)).
Integration using Lemma A.2 after multiplication with f(y(x)) yields the claim.
Lemma A.2. Let θ ≥ 0. Then ∫ θ
0
(
h′
hλ+h′+δ
)
(y(x)) dx =
( h (hλ+δ)
δ(hλ+h′+δ)
)
(y(θ)).
Proof. At θ = 0, both sides equal zero, so it suffices to show equality of their derivatives.
By equation (4.1), we have as functions of y = y(θ):
h′
hλ+h′+δ
θ′ =
h′
hλ+ h′ + δ
(
1 +
hλ
δ
− hh
′′
δh′
+
h (hλ+ h′ + δ)′
δ (hλ+ h′ + δ)
)
=
h′ (δ + hλ)(hλ+ h′ + δ)− hh′′ (hλ+ h′ + δ) + hh′ (hλ+ h′ + δ)′
δ (hλ+ h′ + δ)2
=
h′ (hλ+ h′ + δ)2 − ((h′)2 + hh′′)(hλ+ h′ + δ) + hh′ (hλ+ h′ + δ)′
δ (hλ+ h′ + δ)2
=
h′
δ
−
(
hh′
δ (hλ+ h′ + δ)
)′
=
(
h (hλ+ δ)
δ (hλ+ h′ + δ)
)′
.
Lemma A.3. We have inequality (3.12), i.e. V Wy + V
W
θ > f , holding in W.
Proof. It suffices to prove that y 7→ ((V Wy + V Wθ )/f)(y, θ) =: k(y) is strictly decreasing
on (−∞, y(θ)] by smooth pasting on the boundary (i.e. k(y(θ)) = 1), see Section 4.1.
Using notation from Section 4.1, we have for y ≤ y(θ)
f(y)k′(y) = C(θ)
(
φ′′(y)− λ(y)φ′(y))+ C ′(θ)(φ′(y)− λ(y)φ(y)).
Since φ′ = −δφ/h, we obtain φ′−λφ = −φ(λh+ δ)/h and φ′′−λφ′ = δφ(λh+h′+ δ)/h2.
They are both negative for y < y∞. Hence, k′ < 0 on (−∞, y∞) because C(θ), C ′(θ) > 0
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for θ > 0, see (4.6). To verify f(y)k′(y) < 0 on [y∞, y(θ)), using (4.6) to get the form of
C ′/C, we check that y 7→ (λh+h′+δ
h(λh+δ)
)
(y) is strictly increasing on [y∞, y0). Indeed,
h2(λh+δ)2
d
dy
(
λh+h′+δ
h(λh+δ)
)
= (λh+h′+δ)′︸ ︷︷ ︸
>0
h(λh+δ)︸ ︷︷ ︸
≥0
− (λh+h′+δ)︸ ︷︷ ︸
≥0
(
h(λh+δ)
)′
> 0
on [y∞, y0), because h and λh+ δ are increasing and negative there, and thus h(λh+ δ)
is strictly decreasing, see Assumption 3.2.
Recall from Section 4.4 the regions S1 := {(y, θ) ∈ R× [0,∞) | y(θ) < y < y0 + θ} and
S2 := {(y, θ) ∈ R× [0,∞) | y0 + θ < y}.
Lemma A.4. We have inequality (3.10), i.e. −δV S2 − h(y)V S2y < 0, holding in S2.
Proof. Fix y > y0. We will see that g(θ) := δV
S2(y, θ) + h(y)V S2y (y, θ) increases for
θ ∈ (0, y − y0]. By equation (4.25) we find
g′(θ) =
d
dθ
(
δ
∫ y
y−θ
f(x) dx+ h(y)
(
f(y)− f(y − θ)))
= δf(y − θ) + h(y)f ′(y − θ) = f(y − θ)(δ + h(y)λ(y − θ))
> f(y − θ)(δ + h(y − θ)λ(y − θ)) ≥ f(y − θ)(δ + h(y0)λ(y0)) = 0 ,
by monotonicity of h and hλ. Noting g(0) = 0, the claimed inequality follows.
Lemma A.5. We have inequality (3.10), −δV S1−h(y)V S1y < 0, holding in S1. Moreover
V ′bdry(θ) = f(y(θ)) +
δ
h(y(θ))
(
1− y′(θ))Vbdry(θ) (A.1)
and V S1y (y, θ) = f(y)− f(y −∆)−
δ
h(y −∆)Vbdry(θ −∆). (A.2)
Proof. Let (y, θ) ∈ S1. By (4.22), we have θ −∆ = θ(y −∆), implying
∆y =
θ′(y −∆)
θ′(y −∆)− 1 =
1
1− y′(θ −∆) .
Using Lemma A.1, we get V ′bdry(θ) = f(y(θ)) +
δ
h(y(θ))
(
1− y′(θ))Vbdry(θ) and thereby
V ′bdry(θ −∆) = f(y −∆) +
δ
h(y −∆)
(
1− y′(θ −∆))Vbdry(θ −∆).
With equation (4.23) it follows that
V S1y (y, θ) = V
′
bdry(θ −∆) · (−∆y) + f(y)− f(y −∆)(1−∆y)
= f(y)− f(y −∆)− δ
h(y −∆)Vbdry(θ −∆).
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Now we fix (yb, θb) := (y−∆, θ−∆) on the boundary and vary ∆ ≥ 0 to show monotonicity
of g(∆) := δV S1(yb + ∆, θb + ∆) + h(yb + ∆)V S1y (yb + ∆, θb + ∆), which equals
δVbdry(θb)
(
1− h(yb + ∆)
h(yb)
)
+ δ
∫ yb+∆
yb
f(x) dx+ h(yb + ∆)
(
f(yb + ∆)− f(yb)
)
and gives g(0) = 0. Therefore, one obtains
g′(∆) = δVbdry(θb)
−h′(yb + ∆)
h(yb)
+ δf(yb + ∆)
+ h′(yb + ∆)
(
f(yb + ∆)− f(yb)
)
+ h(yb + ∆)f
′(yb + ∆)
= −h′(yb+∆)
(
δ
h(yb)
Vbdry(θb)+f(yb)
)
+f(yb+∆)
(
hλ+h′+δ
)
(yb+∆)
= −h′(yb + ∆)f(yb)
(
hλ+ h′ + δ
)
(yb)
h′(yb)
+ f(yb + ∆)
(
hλ+ h′ + δ
)
(yb + ∆).
Note that k(y) :=
(
(hλ + h′ + δ)/h′
)
(y) satisfies k(y∞) = 0, k(y0) = 1, k(y) > 1 for
y > y0 and it is increasing in (y∞, y0) because we have on that interval
k′(y)(h′)2 > (hλ+h′+δ)′h′−(hλ+h′+δ)h′′−(hλ+δ)(hλ)′ = (hλ)′h′−(hλ+δ)(hλ+h′)′ >0.
Hence, fk is also increasing in (y∞, y0], which implies g′(∆) > 0 for y∞ < yb ≤ yb+∆ ≤ y0.
Now let yb + ∆ > y0. Here, we have k(yb + ∆) > 1 and therefore
g′(∆)
h′(yb + ∆)
=
(
fk
)
(yb+∆)−
(
fk
)
(yb) ≥
(
fk
)
(yb+∆)−
(
fk
)
(y0) > f(yb+∆)−f(y0) > 0.
In conclusion, g′(∆) > 0 for every ∆ > 0, which implies g(∆) > 0 for ∆ > 0.
Proof of Lemma 4.2. Inside W, S1 and S2, the function V is already C1 because of
Lemma 4.1 and equation (4.20). The inequalities (3.10) and (3.12) are proven in
Lemmas A.3 to A.5, while equations (3.9), (3.11) and (3.13) are clear by construction.
Let (y, θ) ∈ W ∩S1, so y = y(θ) and ∆ = 0. Continuity is guaranteed by construction.
We have existence of the directional derivative V Wy + V
W
θ by Lemma A.3 and its proof
also shows continuity at y = y(θ). It remains to show equality V Wy = V
S1
y here. This is
already done in the proof of Lemma A.5 as g(0) = 0.
Now, let (y, θ) ∈ S1 ∩ S2, i.e. y = y0 + θ and ∆ = θ. Continuity follows from
Vbdry(0) = 0, since h(y0)λ(y0) + δ = 0. By construction, the directional derivative Vy +Vθ
exists in S, so it suffices to show equality of Vy from the left and from the right. As
shown in Lemma A.5, we have
V S1y (y0 + θ, θ) = f(y0 + δ)− f(y0) = V S2(y0 + θ, θ).
Finally, let (y, θ) ∈ R× {0}. Since h(y0)λ(y0) + δ = 0, it follows V (·, 0) = 0 directly. We
only need to show existence and continuity of Vθ(y, 0) = limθ↘0 1θV (y, θ). Let y < y0. As
shown in Lemma A.5, V ′bdry(θ) = f(y(θ)) + δ
(
1− y′(θ))Vbdry(θ)/h(y(θ)), which leads to
V Wθ (y, θ) = f(y(θ)) exp
(∫ y
y(θ)
−δ
h(x)
dx
)
+
δ
h(y(θ))
V W(y, θ)
29
by definition (4.21) of V W . By l’Hoˆpital’s rule, limθ↘0 1θV
W(y, θ) = limθ↘0 V Wθ (y, θ)
equals f(y0) exp
(∫ y
y0
−δ
h(x)
dx
)
, which is continuous in (−∞, y0] and equals f(y0) at y = y0.
For y > y0 we get V (y, θ) = V
S2(y, θ), if θ ≥ 0 is small enough. Again by l’Hoˆpital,
limθ↘0 1θV
S2(y, θ) = limθ↘0 V
S2
θ (y, θ) = f(y). Now let y = y0. For all θ > 0 we have
V (y0, θ) = V
S1(y0, θ). By construction it is V
S1
θ (y0, θ) = f(y0) − V S1y (y0, θ). So by
equation (A.2), the limit limθ↘0 1θV
S1(y0, θ) = f(y0)− limθ↘0 V S1y (y0, θ) is equal to
f(y0)− lim
θ↘0
(
f(y0)− f(y0 −∆)− δ
h(y0 −∆)Vbdry(θ −∆)
)
= f(y0),
since ∆(y0, θ)→ 0 for θ → 0 and h(y0) 6= 0.
Proof of Theorem 5.1. That V B,S ∈ C1(R× [0,∞)) essentially follows from Lemma 4.2.
We show that V B,S satisfies (5.4) – (5.5). It is clear by construction that (5.4) holds
true, so it remains to show (5.5). For (y, θ) ∈ S the inequality follows from Lemmas A.4
and A.5; note that we have equality only when (y, θ) is on the boundary between S
and B, or θ = 0. Now suppose that (y, θ) ∈ B. For simplicity of the exposition let
∆˜(y, θ) = −∆(y, θ) ≥ 0 be the distance from (y, θ) to the boundary in direction (1, 1).
We shall omit the arguments of ∆˜ to ease notation. Set (yb, θb) := (y + ∆˜, θ + ∆˜). Then
V B,S(y, θ) = V B,S(yb, θb)−
∫ yb
y
f(x) dx and moreover
V B,Sy (y, θ) =
d
dy
(
V B,S(y + ∆˜, θ + ∆˜)−
∫ y+∆˜
y
f(x) dx
)
= (∆˜y+1)Vy+∆˜yVθ−
(
(1+∆˜y)f(y+∆˜)−f(y)
)
= f(y)−V B,Sθ (yb, θb) ,
where the last equality uses f = Vy + Vθ. We set
g(∆˜) := −h(yb − ∆˜)
(
f(yb − ∆˜)− V B,Sθ (yb, θb)
)
− δ
(
V B,S(yb, θb)−
∫ yb
yb−∆˜
f(x) dx
)
.
Note that g(0) = 0 by construction of the boundary between S and B in Section 4.1. Thus,
it suffices to verify g′ ≤ 0. We have g′(∆˜) = f(y)(h(y)λ(y)+h′(y)+δ)−h′(y)V B,Sθ (yb, θb),
recalling y = yb − ∆˜. Recall the following form for V B,S on the boundary (see (4.6)):
V B,Sθ (yb, θb) = f(yb)
h(yb)λ(yb) + h
′(yb) + δ
h′(yb)
. (A.3)
Thus, checking that g′(∆˜) ≤ 0 is equivalent to verifying
h(y)λ(y) + h′(y) + δ − h
′(y)
h′(yb)
· f(yb)
f(y)
· (h(yb)λ(yb) + h′(yb) + δ) ≤ 0. (A.4)
Since y ≤ yb we have that f(y) ≤ f(yb). Hence it suffices to check the last inequality
when f(yb)/f(y) is replaced by 1. This is equivalent to verifying that k(y) ≤ k(yb) for
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k := (hλ+h′+δ)/h′. For y ≤ y∞ this is trivial because k(y) ≤ 0 < k(yb) in that case. For
y∞ < y ≤ yb we can use monotonicity of k, which was shown in the proof of Lemma A.5.
Note that the analysis above actually shows that equality in (5.5) holds if and only
if (y, θ) is on the boundary between S and B. This ensures uniqueness of the optimal
strategy. The rest of the proof follows on the same lines as in the one for Theorem 3.4.
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