Abstract. Software insecurity can be explained as a potpourri of hacking methods, ranging from the familiar, e.g. buffer overruns, to the exotic, e.g. code insertion with Chinese characters. From such an angle software security would just be a collection of specific countermeasures. We will observe a common principle that can guide a structured presentation of software security and give guidance for future research directions: There exists a discrepancy between the abstract programming concepts used by software developers and their concrete implementation on the given execution platform. In support of this thesis, five case studies will be discussed, viz characters, integers, variables, atomic transactions, and double linked lists.
Introduction
Once upon a time, computer security was about access control, with authentication and authorisation as its fundamental components [12] . Internet security was about communications security. Strong encryption was the main tool to solve problems in this area. Today, attackers send malformed inputs to networked applications to exploit buffer overruns, or to perform SQL injection, cross-site scripting (XSS), or cross-site request forgery (XSRF) attacks. Access control and encryption are of little help to defend against these current threats.
Lesson: Security is a moving target.
Software security has become our main challenge. Software is secure if it can handle intentionally malformed input [11] . Networking software is a popular target as it is intended to receive external input and as it involves low level manipulations of buffers. Mistakes at that level can allow an attacker to circumvent logical access controls by manipulations at a "layer below" [9] . Web applications are a popular target. They are intended to receive external input and are written by a multitude of authors, many of whom have little security expertise.
Security and Reliability
Reliability deals with accidental failures that are assumed to occur according to some given probability distribution. The probabilities for failures are given first; then the protection mechanisms are constructed and arguments about their efficacy can be made. To make software more reliable, it is tested against typical usage patterns.
It does not matter how many bugs there are, it matters how often they are triggered.
In SQL injection attacks and the like, the attacker picks the inputs -and their probability distribution -with the aim to penetrate security controls. In security, the defender has to move first; the attacker picks his input to exploit weak defences. To make software more secure, it has thus to be tested against "untypical" usage patterns, but there are typical attack patterns.
Lesson: Measures dealing with failures that are governed by given probability distributions address reliability issues rather than security issues.
Think twice about using reputation or "trust" for security! These approaches extrapolate future actions from past behaviour and do not capture strategic decisions by truly malicious attackers.
Dangers of Abstractions
When writing code, programmers use elementary concepts like character, variable, array, integer, list, data & program, address (resource locator), or atomic transaction. These concepts have abstract meanings. For example, integers are an infinite set with operations 'add' and 'multiply', and a 'less or equal' ordering relation. To execute a program, we need concrete implementations of these concepts.
Abstraction hides "unnecessary" detail and is a valuable method for understanding complex systems. We do not have to know the inner details of a computer to be able to use it. We can write software using high level languages and graphical methods. Anthropomorphic images explain what computers do (send mail, sign document). Software security problems typically arise when concrete implementation and abstract intuition diverge. We will explore a few examples:
-Characters -Integers -Variables (buffer overruns) -Atomic transactions -Double linked lists
Characters
To demonstrate the pitfalls when handling characters, we take a look at a failure of a standard defence against SQL injection attacks 1 . In SQL, single quotes terminate input strings. In a typical SQL injection attack, the malicious input contains a single quote followed by code segments picked by the attacker. When SQL statements are constructed by piecing together strings, some taken from the user input, others from the application issuing a database query, a single quote in user input can change the logical structure of the database query (Fig. 1 a) ). Thus, attackers may be able to issue data base queries not envisaged by the application writer ( Fig. 1 b) ). As a countermeasure, the application could check user inputs and add a slash before any single quote encountered.
GBK (Guo Biao Kuozhan) is a character set for Simplified Chinese. In GBK, 0xbf27 is not a valid multi-byte character. When processed as single-byte characters, we have 0xbf followed by 0x27, a single quote. Adding a slash in front of the single quote gives 0xbf5c27, but this happens to be the valid multi-byte character 0xbf5c followed by a single quote. The single quote has survived! Lesson: An operation may have different effects when observed at different levels of abstraction.
Integers
In mathematics integers form an infinite set with addition, multiplication, and a "less or equal" relation. On a computer system, integers are represented in binary. The representation of an integer is a binary string of fixed length (precision), so there is only a finite number of "integers". Programming languages have signed and unsigned integers, short and long (and long long) integers. The operations on these data types follo9w the rules of modular arithmetic. With In the following loop, the counter i has the value 2 k after the k-th iteration. At the level of the mathematical abstraction, the value of i will always be strictly greater than 0 and the loop would be infinite.
Unsigned n-bit integers represent integers modulo 2 n . Hence, the value of i after n iterations is 2 n mod 2 n = 0; there will be a carry-overflow and the loop will terminate. For signed integers, the carry-bit will be set after n − 1 iterations and i takes the value −2 n−1 . In mathematics, the inequality a + b ≥ a holds for all b ≥ 0. Such obvious "facts" are no longer true at the implementation level. Integer overflows can in turn lead to buffer overruns. Consider the following code snippet (from an operating system kernel system-call handler):
char buf[128]; combine(char *s1, size_t len1, char *s2, size_t len2) { if (len1 + len2 + 1 <= sizeof(buf)) { strncpy(buf, s1, len1); strncat(buf, s2, len2); } } Two character strings are concatenated and stored in a 128-bit buffer. In C, strings are zero-terminated so the program includes a check that should make sure that the buffer is large enough to hold both strings and the terminating zero. However, for 32-bit integers len2 = 0xFFFFFFFF results in len2 + 1 = 0. If len1 does not exceed the length of the buffer, the buffer will be written to while the number of bytes written can exceed the length of the buffer. The fact that computer integers do not behave like proper integers has led to vulnerable code more than once.
Lesson: Many programmers appear to view integers as having arbitrary precision, rather than being fixed-sized quantities operated on with modulo arithmetic [1].
More information on integer overflows and on C libraries that properly handle finite precision integer arithmetic can be found e.g. in [11] .
Variables
Variables are used in the abstract specification of algorithms. In the abstract specification we might denote the data type of a variable but we are not concerned with its actual representation. A buffer is the concrete implementation of a variable. If the value assigned to a variable exceeds the size of the allocated buffer, memory locations not allocated to this variable are overwritten. If the memory location overwritten had been allocated to some other variable, the value of that other variable can be changed. An attacker could change the value of a protected variable A by assigning a deliberately malformed value to some other variable B.
Unintentional buffer overruns crash software, and have been a focus for reliability testing. Intentional buffer overruns are a concern if an attacker can modify security relevant data. Attractive targets are return addresses specifying next method to be executed and security settings.
Historic Perspective Since the contribution by Aleph One [15] , buffer overruns have been extensively studied in the literature on software security, see e.g. [11, 17, 8] . We leave a detailed treatment of buffer overrun attacks to these sources and only give a brief historic perspective. Our first example from the 1980s relates to Digital's VMS operating system. The login procedure had the option of logging in to a particular machine by entering username/DEVICE =<machine>.
In one version of VWS the length of the argument machine was not checked. A device name of more than 132 bytes overwrote the privilege mask of the process started by login. Users could thus set their own privileges. Our second example is the Morris worm from 1988 that exploited a buffer overrun in the fingerd daemon [7] .
Lesson: Buffer overruns predate Windows.
For a recent case of a buffer overrun attack, we refer to a heap-based buffer overrun in µTorrent 1.6 allowing remote attackers to execute arbitrary code via a torrent file with a crafted announce header (CVE-2007-0927). µTorrent is a widely used lightweight torrent client. There is no automatic patching system and many of its users are "security-unaware" and do not use -or even disableanti virus software. Hence, this case could have a higher damage potential than some operating system vulnerabilities.
Lesson: Buffer overrun attacks are moving to the application layer.
Defences against buffer overrun attacks come in various shapes. When developing code in la language like C, be careful and check how much you are writing to a buffer. The integrity of the return address can be protected by canaries [6] or by split control and data stacks [13, 18] . The latter defences maintain the logical separation between code and data in the machine architecture. Shellcode insertion on the stack can be prevented by making the stack non executable. Finally, you can leave memory management to others and use a type safe language like Java.
Storage Residues Buffer overrun attacks overwrite sensitive variables. There is a dual security problem, viz a process reading variables that it not yet had assigned a value to. In a multi-process system, several processes are running at the same time but only one is active. When a new process becomes active it gets access to resources (memory positions) used by the previous process. This is known as object reuse. Storage residues are data left behind in the memory area allocated to the new process. This is a security problem if sensitive data have been left. Operating systems thus usually allow a process only to read from memory it has written to.
To illustrate we summarize the Sun tarball story [10] . A tarball is an archive file produced by the tar utility. Some time in 1993 it was discovered that tarballs produced under Solaris 2.0 contained parts of the password file. The following explanation emerged. The tar utility copied material in 512-byte blocks from disk to archive in a read/write cycle using a buffer. This buffer was not zeroed before data was read in. Thus, there could be a storage residue; if the last chunk of the file did not fill the buffer the previous content was read out. These memory positions happened to always hold a part of the password file.
This behaviour was caused by the following sequence of actions. During the read/write cycle tar looked up information about the user running the program. Therefore /etc/passwd was put on the heap. After checking the user the buffer for /etc/passwd was freed, but not zeroed. tar happened to be the next program getting this memory space, so memory residues were still there. The problem had not occurred in previous versions because the check of the user had happened earlier in the program. While fixing a bug, some code was removed and the vulnerability was exposed.
Are storage residues always a problem? Not so long ago, during a code review of Linux sources a read of an uninitialized variable was discovered in OpenSSL code. The offending line was commented out. After some delay in time, it was observed that the OpenSSL key generation algorithm produced predictable keys; the uninitialized variable had intentionally been used to provide randomness.
Lesson: In security, there are no correct answers.

Atomic Transactions
A race condition occurs when multiple transactions access shared data in a way that the overall results depend on the sequence of accesses. This can happen when multiple processes access the same variable. In multi-threaded processes, as in Java servlets, race conditions can occur between threads in a process.
A transaction is atomic if it is either executed in its entirety or if it has no effect at all. Access to a protected resource is fitting example for a transaction that should be executed atomically. The operating system first checks whether the access request is permitted; only in case of a positive outcome will the resource be made available to the requestor. If an attacker could change an essential parameter, e.g. a pointer to the resource, between those two steps, she could get access to a resource other than the one the initial check was performed for. Time-of-check-to-time-of use (TOCTTOU) is a well known security issue, as are access()/open() races in Unix [2] .
For our illustrating example, we go further back in time to CTSS, one of the early time-sharing operating systems. One morning, users logging on to this system had the password file shown as the message of the day. The explanation was a race condition [5] . On CTSS, every user had a unique home directory. When a user invoked the editor, a scratch file with fixed name SCRATCH was created in this directory. At some point in time, the system was modified so that several users could work concurrently system manager. Later, the following occurred. 1. System manager A starts editing the message of the day, so SCRATCH in the system manager's directory contains this message. 2. System manager B starts editing the password file; now SCRATCH in the system manager's directory holds the password file. 3. System manager A saves the message of the day from SCRATCH, displaying the password file.
To defend against attacks exploiting race conditions enforce atomicity, e.g. through locks, so other processes are prevented from changing security relevant parameters. For more information on race conditions, on methods for scanning code for such vulnerabilities, and on possible countermeasures, see e.g. [4, 14, 3, 16] . Finally, note that in Java it is the programmer's task to deal with race conditions by suitable synchronization of concurrent accesses.
Double-linked Lists
There exist attacks more sophisticated than simple buffer overruns that exploit features of Unix memory management to overwrite arbitrary pointers. Our explanations will be based on Doug Lea malloc. Memory is divided into chunks. A chunk contains user data and control data. The control data include a boundary tag that gives the size of the chunk and the size of the previous chunk in memory. Chunks are allocated with malloc() and deallocated with free(). Free chunks are placed in bins. A bin is a double linked list, where chunks are ordered in increasing size. Free chunks contain boundary tags and forward and backward pointer to their neighbours in the bin (Fig. 2) .
The size of a chunk is given in bytes, but chunk sizes are always multiples of 8 bytes. Thus, the three least significant bits of size are not used and have been designated for control flags:
-0x1: PREV INUSE -indicates that the previous chunk in memory is free; -0x2: IS MAPPED -Some libraries also use the third bit.
There should be no adjacent free chunks in memory. Hence, when a chunk is freed and a neighbouring chunk is free, both chunks are coalesced into a single chunk. Chunks are taken out of a bin with the unlink utility: To demonstrate how unlink can be used to overwrite arbitrary pointers, we sketch a hypothetical buffer overrun attack [8] . Assume chunk A has a buffer overrun vulnerability; A is allocated. The attack is launched by overwriting the adjacent chunk B with fake chunks. These fake chunks are constructed so that there seems to be a free chunk next to A (Fig. 3) . Now free chunk A. The PREV INUSE flag in chunk F2 had been set so that F1 is marked as free. A will be coalesced with the adjacent 'free' chunk and the fake chunk F1 will be unlinked. Running unlink(F1,FD,BK) will add a 12 byte offset to the address given as the fd pointer in F1, overwriting this address with the value given as the bk pointer in F1. The attacker controls the values in F1 and thus can overwrite a pointer of her choice with a value of her choice.
It is not necessary to have a buffer overrun to exploit unlink. To see how, we have to take a closer look at free(). Memory is deallocated with void free (void *ptr) where *ptr must have been returned by a previous call to malloc(), calloc() or realloc(). If tt ptr is null, no operation is performed. The behaviour is undefined if free(ptr) has already been called. Exactly this situation is the root of so-called double-free vulnerabilities.
Double free attacks exploit programs where memory is deallocated without setting the respective pointer to null. They only work if current memory usage is favourable to the attacker, but of course attackers can make their own luck. The vulnerable program allocates a memory block A that has to be adjacent to free memory (Fig. 4 left) . When A is freed, forward or backward consolidation will create a larger block. Then the attacker allocates a larger block B hoping to get space just freed. In this case, a fake free chunk is written into B adjacent to the storage residue of A (Fig. 4 right) . When free(A) is called again, consolidation with the fake chunk will overwrite a target address in the way described above. Double free vulnerabilities have been found in zlib (CA-2002-07), MySQL, Internet Explorer, Linux CVS, and MIT Kerberos 5.
Uninitialized memory corruption is a similar attack method. An exploitable vulnerability has been reported for the Heimdal FTPD server (CVE-2007-5939). In the code given in figure 5 ticketfile is declared but not initialized 2 . If pw is equal to null the program will jump to label fail and the uninitialized ticketfile will be freed. In this case the behaviour of free() is undefined and the attacker can try to manipulate the memory layout so that free() is applied to a pointer suitably prepared by the attacker.
We could treat double free and uninitialized memory corruption vulnerabilities as control flow problems. In the first case, memory deallocation is not performed completely; in the second case, memory allocation has not been completed before the memory is freed. The problems can be removed by tidying up memory allocation and deallocation.
We could also try to make unlink more secure. This utility is intended for taking elements out of a double linked list. The attacks violate this abstraction applying unlink to chunks that are not part of a double link list. As a defenceimplemented e.g. in glibc 2.3.5 -one could check that the argument of unlink is part of a double linked list and meets other assumptions of Doug Lea malloc. -check for membership in a double linked list locally with !(p->fd->bk == p->bk->fd == p).
-Check if the first element in the bin is the one being added.
-Check if chunks are larger or equal to minimal size (16 bytes) and smaller than the memory allocated up to now.
Conclusion
Software security is not just about buffer overruns, and we have only just scratched the surface. There is more to it than just discrepancies between source code and object code, take integer overflows as an example. There are no quick fixes like avoiding unsafe C functions or by writing code only in type safe languages. Indeed, software security cannot be solved entirely at the level of the programming language. Programmers can make logical errors when the implementations of the abstractions they are using behave in unexpected ways. When security research tries to get ahead of the next reported vulnerability, it might well systematically compare programming concepts with their implementations. When a problem area becomes known, tools and libraries can help dealing with the issues arising, but these tools and libraries have to be used. It is a technical challenge to develop useful and efficient tools. It is an organisational and motivational challenge to get those tools adopted. This challenge is not made easier by the fact that the focus of attacks is moving from operating systems to applications. Cross-site scripting was the at number one in the 2007 OWASP Top Ten Vulnerabilities 3 . In the CVE database, cross-site scripting was at number one in 2005, and SQL injection at number two in 2006. There are better chances reaching the software experts writing systems code than reaching the many application experts writing application code.
Final lesson: Security research will stay in business . . .
