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Abstract
We show that it is possible to apply the ‘divide-and-conquer’ principle
in constructing a Markov model for sensor data from available sensor logs.
The state space can be partitioned into clusters, for which the required tran-
sition counts or probabilities can be acquired locally. The combination of
these local parameters into a global model takes the form of a system of
linear equations with a confined solution space. Expected advantages of
this approach lie for example in reduced (wireless) communication costs.
1 Introduction
In sensor data processing, a probabilistic model of the observed phenomenon
is often useful. It can help to eliminate measurement noise, fill in missing val-
ues, detect faulty sensors or other abnormal conditions, or predict future be-
haviour. Other uses include inferring unobservable high-level variables and
data compression.
This research investigates how to apply the ‘divide-and-conquer’ principle
to the construction of a probabilistic model: as is often the case in computer sci-
ence, we expect that dividing the task into local subtasks (smaller, but similar
in nature) and then combining their results, rather than tackling the entire task
as a whole, will have advantages in many situations. These advantages could
consist of reducing communication costs or allowing for identity changes of
observed objects—we detail these two examples below.
We restrict ourselves to a simple model with discrete time and state space,
namely the first-order Markov model. The parameters to be acquired when con-
structing such a model consist of one value for each possible transition be-
tween two states; this value expresses the probability that when the process is
currently in the source state, the corresponding transition will be the next one.
There are several ways to acquire such probabilities. One is to estimate
them from domain knowledge, as is sometimes done in medical knowledge
systems. However, in sensor data processing it is customary to deduce them
from available data, namely logs of sensor readings. In the basic case, these
readings map directly to states in the model of the process. One can then keep
a count of how often every transition has occurred within a certain period (of
sufficient length); from these counts, the probabilities are deduced. Thus, ac-
quiring probabilities reduces to acquiring a count for all transitions. Therefore,
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Figure 1: A discrete state space,
partitioned into three clusters. Ar-
rows represent the possible transi-
tions between states.
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Figure 2: A 2D area as a discrete state space for
a moving object’s location. The states (a, b, . . . )
are called granules. Again, the state space is par-
titioned into clusters (C1, C2, . . . ). Transitions
(not shown) are possible between adjacent gran-
ules. Self-transitions are also possible.
most of the article deals with the problem in this simpler form: to combine lo-
cal transition counts into global transition counts. (In section 2, we show that
it is also possible to start with local probabilities.)
Now, what does it mean to acquire parameters locally? Our assumption is
that the state space is partitioned into clusters, as shown in Fig. 1, and that a
model can be constructed for each of these partitions, based only on observa-
tions of the states in that partition. This model would contain values (counts
or probabilities) for all transitions within this cluster, as well as for transitions
entering or leaving the cluster, albeit with all external states aggregated into
one. This away state can be thought of as ‘out of local sensor reach’ and, as a
consequence, transitions between one internal state and several external states
cannot be distinguished from each other. The main research question, then,
becomes: can these local models be combined into an accurate global model?
To illustrate the situation in a somewhat more concrete way, we will here-
after consider the state space to be the location of a moving object in a two-
dimensional area. This area is split up into discrete granules, with clusters
formed by adjacent granules; an example is shown in Fig. 2. As a matter of fact,
two-dimensional location is very suitable for our technique of combining local
models: the graph of transitions between granules from different clusters—
which we term the inter-cluster transition graph—is then always planar. Hence
it is sparse, and as we will show later, this improves the accuracy of our tech-
nique.
We have opted for hexagonal granules arranged in a triangular grid, rather
than squares in a square one, partially because its inter-cluster transition graph
provides a better illustration of the problem, but also because it is an economi-
cal way of placing sensors on a plane: if every sensor can observe objects within
the same distance around it, this is the optimal way to cover the whole area.
As we mentioned above, we expect that acquiring transition counts locally
has advantages. We briefly explore two example scenarios with different ad-
vantages:
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• Avoid communication over cluster borders in a multi-hop wireless network.
Each of the granules in Fig. 2 is observed by one sensor (e.g. a camera)
that can detect when the moving object is present. Transitions are not ob-
served explicitly; they are deduced by comparing logs from two adjacent
sensors, and aggregated into transition counts. The sensors are battery-
powered and communicate wirelessly with their neighbours, forming a
multi-hop network. At the center of each cluster, a wired hub collects the
transition counts every once in a while. Due to the high communication
costs, it is important to do the aggregation from logs into counts close to
the source sensors.
Acquiring the counts globally can mean two things: either the border
sensors of the different clusters have to communicate with each other to
compare logs, or they have to send their logs to their respective hubs, so
that they can be compared using the wired network. The former option
entails some additional wireless communication, and technical difficul-
ties if clusters use incompatible communication standards; the latter op-
tion means a lot of additional communication from border nodes to hub.
Alternatively, acquiring only local counts means that one registers at the
border when the object disappears or appears in this cluster (by compar-
ison of the logs of the border sensors and their neighbours within the
cluster); it is represented as a transition to or from the away state, aggre-
gated into the count, and sent to the hub at low cost. Afterwards, the data
from all hubs can be combined (at low cost) using the wired network, in
order to deduce the counts of the border transitions using the technique
we present in the following sections.
• Allow for identity changes of objects when crossing cluster borders. There
can also be a more fundamental reason for not being able to distinguish
inter-cluster transitions: objects might have a different identity in differ-
ent clusters. The reasons for this can be technical (one cluster uses fixed
Bluetooth receivers as sensors, while the other uses cameras) or privacy-
related (all clusters use Bluetooth, but users adopt a different identity in
each cluster to remain anonymous). In both cases, it is not possible to
create a global model of one specific object, but a goal can be to create a
model of the “average object”. Still, we cannot directly infer transition
counts by comparing logs from c and d (Fig. 2): the objects appearing in d
at time t might not be the objects leaving from c at t− 1; they could also
have come from a.
Note that in both examples, the difference between obtaining the transition
counts locally and globally only manifests itself at the cluster borders: in the
global case, the transition counts crossing a border are directly obtained, while
in the local case we only obtain an aggregate at both sides of the border.
Combining the local models into a global model therefore amounts to de-
ducing these specific transition counts from the aggregates. To illustrate the
nature of this problem, consider the count of the transition from c to d, written
#(c, d). In cluster C1, this transition is observed as an exit transition (c, away1),
and in cluster C2 it is an entrance transition (away2, d). Nevertheless, from the
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arrangement of the granules it follows that:
#(c, away1) = #(c, d) + #(c, e)
#(away2, d) = #(c, d) + #(a, d) + #(b, d).
Together with the other transition counts, this forms a system of linear equa-
tions, whose solutions can be close enough together to enable a good approx-
imation of #(c, d). Previously[1], we have shown that under quite restrictive
conditions on the inter-cluster transition graph, there is one exact solution.
Currently, by also considering approximations, we present a method that broad-
ens these conditions.
2 Traces, counts, frequencies and probabilities
In this section, we formalize the problem. Although the main goal remains
constructing a probabilistic model, it is easier to deal with the problem in terms
of transition counts, or more generally, transition frequencies. Hence, we will
first state the problem definition in terms of counts and frequencies, and then
outline its relationship to the Markov models.
We assume that the structure of the state space, consisting of the possible
states and transitions, is known. This structure is expressed as a directed graph
G = (V, E), of which the vertices V correspond to states and the edges
E ⊆ V ×V to transitions. We call this graph the global transition graph.
Furthermore, the states are partitioned in n local clusters by a partition
function p : V → {1, . . . , n}. In cluster i (1 ≤ i ≤ n), a local state v with
p(v) = i can be observed as such, while the other states are all ‘out of local
sensor reach’, and together form one state awayi. We express this using an ob-
servation function oi : V → Vi :
oi(v)
def=
{
v if p(v) = i
awayi if p(v) 6= i
This induces a local transition graph Ci = (Vi , Ei ) for cluster i. Its vertices Vi
are those states that oi maps to, and its edges are derived from the global tran-
sitions by mapping their source and target state into their local observations.
Formally:
Vi = {oi(v)|v ∈ V}
Ei = {(oi(v), oi(w))|(v, w) ∈ E}
An example is shown in Fig. 3 for a small part of the location state space in
Fig. 2. The three local transition graphs in Fig. 3a are obtained from the global
transition graph in Fig. 3b using partition function p(a) = p(c) = 1, p(d) =
p(e) = 2, p(b) = 3. The colors serve as a visual aid for this partition function.
A trace T is a sequence of consecutive states, where T(τ) ∈ V represents the
state at time τ. A trace is consistent with the possible transitions, i.e. if T(τ) = s
and T(τ+ 1) = t then (s, t) ∈ E. Traces arise as observations of the modelled
process in action. Our main assumption is that it is impossible to directly ob-
tain a global trace of the system; however it is possible to obtain local traces. A
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local trace is a sequence of local observations of consecutive (global) states. The
local trace observed in cluster i, derived from an unobservable global trace T,
is written oi[T]. It is defined by applying oi pointwise to each state in T:
oi[T](τ)
def= oi(T(τ))
Local trace oi[T] contains states in Vi and is consistent with the transitions
in Ei .
If local traces oi[T] were available for all i, it would be trivial to reconstruct
T (and derive global transition counts or probabilites from it). Our assumption
is that, instead of local traces, only their corresponding transition counts are
available. Formally, a transition count #T(s, t) is the number of times that the
transition (s, t) occurs in trace T (i.e. the number of distinct times τ for which
T(τ) = s ∧ T(τ + 1) = t).
Thus, we arrive at a first formulation of the problem statement, in terms of
transition counts:
• Assume we have, for each cluster i, a count #oi [T](s, t) of all local transi-
tions (s, t) ∈ Ei . All counts are derived from the same (unobservable)
trace T. Is it possible to deduce or approximate #T(s, t) for all global tran-
sitions (s, t) ∈ E?
Note that, in this formulation, all transition counts should be acquired over the
same period. We can generalize the problem to a broader setting in which this
is not required. For this we need to make two extra assumptions, namely that
the “average behaviour” of the process does not change, and that the observed
traces are long enough to exhibit this average behaviour. Formally, in terms
of Markov models, the first assumption is that the process is homogeneous
(not time dependent) and ergodic (keeps returning to all states). The second
assumption means that the ratios of observed transition counts (see below)
approximate the model’s probabilities.
When these assumptions are satisfied, the local observations can originate
from different global traces, that is, they can be performed at different times.
The length of these traces may also vary; in order to compare transition counts
regardless, we normalize them w.r.t. the trace length. These normalized counts
are termed transition frequencies and are defined:
FT(s, t)
def=
#T(s, t)
∑x,y #T(x, y)
From now on, our formulation of the problem will be in terms of these more
general transition frequencies:
• Assume we have, for each cluster i, a frequency Foi [Ti ](s, t) of all local
transitions (s, t) ∈ Ei. These frequencies may now originate from differ-
ent (unobservable) traces Ti, but the observed process should be homoge-
neous and ergodic, and the traces should be sufficiently long (see above).
Is it possible to deduce or approximate FT(s, t) (with T an arbitrary, suf-
ficiently long trace) for all global transitions (s, t) ∈ E?
However, the solution method presented in the following sections also applies
to the first problem statement, which is more restrictive in that only simultane-
ous observations can be combined, but more permissive w.r.t. the nature of the
process and the length of the observations.
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(a) For each of the three colored
clusters (C1, C2, C3), we know the
frequencies (not shown) on the
edges of the local transition graph.
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(b) We know the structure of the global
transition graph, and want to obtain the
frequencies on the edges. Intra-cluster
frequencies like F(c, a) can be directly
copied; inter-cluster frequencies like
F(c, d) cannot.
Figure 3: Problem statement.
The problem statement is illustrated in Fig. 3. We know the frequencies
on the local transition graphs, and the goal is to find the frequencies on the
global transition graph. Some of them can be directly copied, namely those
between states of the same cluster. For the others, which we term inter-cluster
frequencies, the structure of the global transition graph defines a system of
linear equations. For example, the relevant equations for the (c, d) transition
are:
Fo1[T1](c, away1) = FT(c, d) + FT(c, e)
Fo2[T2](away2, d) = FT(c, d) + FT(a, d) + FT(b, d)
In the next section, we will show how to solve the system of equations.
Closely related to transition counts and frequencies are the transition proba-
bilities that form the parameters of a first-order Markov model. When we make
the assumption that the observed process can be described by such a model,
the observed transition counts or frequencies provide the so-called maximum
likelihood estimate of these parameters:
P(Xτ+1 = t|Xτ = s) = #(s, t)∑y #(s, y)
=
F(s, t)
∑y F(s, y)
The basic use case for applying our technique with regard to Markov models is
as follows. We observe local transition frequencies in the clusters, use these to
derive the global transition frequencies, and use the latter to determine the pa-
rameters of a global Markov model (using the above formula). In other words,
the problem is in terms of frequencies, and its solution is only translated to
probabilites afterwards.
However, it is also possible that, instead of starting with local transition fre-
quencies, we want to start with local Markov models on the cluster state spaces
Ci. For example, the parameters of these Markov models could have been
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estimated from noisy observations using expectation maximization (a hidden
Markov model setting). Under certain restrictions, it is possible to:
1. transform these local Markov models into local frequencies of long-term
average behaviour;
2. then, use our technique to combine them into global frequencies of long-
term average behaviour;
3. finally, use the above formula to calculate the maximum likelihood esti-
mate for the global Markov model.
To perform step 1, we can use the formula
F(s, t) = piCi (s)P(Xτ+1 = t|Xτ = s).
In this formula, a crucial role is played by the stationary distribution piCi , which
can be derived from the collective probabilities in the local Markov model on
Ci. For a further discussion on this transformation and its applicability, we
refer to our earlier article[1].
3 Solving a flow with known vertex values
In the previous section, we formulated the problem of finding global transition
frequencies. In this section, we analyse this problem using a combination of
linear algebra and graph theory. The frequencies form a flow on the global
transition graph; we are looking for the unknown values of this flow, which
are constrained by known sums.
3.1 Problem definition
Given a directed graph G = (V, E), a flow is a function f : E → R
assigning a value to each edge. A given flow f establishes, for each vertex
v ∈ V, its inflow f−(v) and outflow f+(v):
f−(v) = ∑
u|(u,v)∈E f
(u, v)
f+(v) = ∑
w|(v,w)∈E f
(v, w) (IN-OUT-FLOW)
Our problem statement is described by exactly these equations, but with the
values of f as unknown variables, and a known inflow and outflow for each
vertex.
As we stated earlier, when considering the global transition graph, some
values of f are already known, namely the frequencies on transitions within
a cluster. For convenience, we disregard these in our further analysis of the
problem. So, for every transition (s, t) within partition i (so p(s) = p(t) = i):
• we leave its edge out of the graph altogether, so that the remaining graph
G = (V, E) consists only of inter-cluster transitions E and the cor-
responding vertices V (border granules)—see Fig. 4a; so, we also leave
out vertices in which no transition starts or ends anymore;
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(a) Inter-cluster transition
graph G (also shown, in
white, are the left out
intra-cluster transitions)
a+
a− b
+
b−
d+
d−c
+
c−
e+
e−
(b) G, an undirected
representation of G
(‘uncoiled graph’)
1
1
1
1 1
c+
d−
{c+, d−}
V+

V−

E︷ ︸︸ ︷
(c) N, the incidence matrix of G. Values
in the white part are not shown; the
grey part has 0s except where 1s are
shown.
Figure 4: Three representations of the inter-cluster transition graph. The transition from
c to d is highlighted everywhere.
• we subtract its known frequency Foi [Ti ](s, t) from f+(s) and f−(t); after
doing this for all said transitions, only inter-cluster frequencies remain,
and they sum up to the known Foi [Ti ](s, awayi) and Foi [Ti ](awayi, t); so, for
every vertex v that is left over, the known in- and outflow are:
f−(v) = Fop(v) [Tp(v) ](awayp(v), v)
f+(v) = Fop(v) [Tp(v) ](v, awayp(v))
We term the graph that is left over the inter-cluster transition graph. The problem
statement can then be summarized as follows: given inter-cluster transition
graph G and the above values of f+ and f−, we are looking for solutions
f that satisfy (IN-OUT-FLOW). Essentially, this amounts to solving a system
of linear equations in which all coefficients are 1 or 0. Each edge corresponds
to a variable, and each vertex contributes the two equations that constitute
(IN-OUT-FLOW).
However, to analyze the system using graph-theoretic concepts, it is more
convenient to have a one-to-one correspondence between vertices and equa-
tions. With this goal in mind, we introduce a different representation of the
graph G and the corresponding equations. We term this representation the
uncoiled system.1
Definition 1. Given the directed graph G = (V, E) with n vertices la-
belled {v1, v2, . . . , vn}, we define its uncoiled graph G = (V, E). This graph G
is a bipartite undirected graph with partitions V = V+ + V−, where V+ =
{v+1 , v+2 , . . . , v+n } and V− = {v−1 , v−2 , . . . , v−n }. Each vertex vi from the original
graph is represented twice in V: as a source v+i and as a target v
−
i . The edge set
E contains an undirected edge {v+i , v−j } iff E contains a directed edge (vi, vj).
1The name uncoiled is chosen after the effect it has on loops in the graph. In our application,
however, we do not encounter loops, because a loop is a transition within a cluster, and has been
filtered out.
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For an example, see Fig. 4b. A flow f on the edges of the directed graph
is represented by a flow f on the corresponding edges of G: f {v+i , v−j } =
f(vi, vj). Again, this flow is assumed to be unknown, while the values of
certain sums are known. In the original directed system, these values were rep-
resented by two different functions f+ and f− on each vertex; in the uncoiled
system this role is played by one function f± : V → R on the two different
types of vertex. The two representations are related as follows:
f±(v+i ) = f
+(vi)
f±(v−i ) = f
−(vi)
The problem statement can now be formulated in terms of the uncoiled system:
given the uncoiled representation G of inter-cluster graph G, and the vertex
sums f± above, find a flow f : E→ R that satisfies, for all v,
f±(v) = ∑
w|{v,w}∈E
f {v, w}. (VERTEX-FLOW)
As in the above equation in this article we will often refer to the vertices in V
regardless of whether they are in partition V+ or V−. In these cases we also use
the variable vi, imposing a certain ordering: V = {v1, v2, . . . , v2n}. Likewise,
we order the edges as {e1, e2, . . . , em}; we keep the convention that |V| = 2n
and |E| = m.
With such orderings in place, the uncoiled system can easily be written in
the matrix-vector form conventional in linear algebra. The matrix of coeffi-
cients corresponds to G’s incidence matrix N (Fig. 4c):
Nij
def=
{
1 if vi ∈ ej
0 if vi /∈ ej
Using the same orderings, the functions f± and f are represented as vectors:
f± def= ( f±(v1), f±(v2), . . . , f±(v2n))T
f def= ( f (e1), f (e2), . . . , f (em))T
The matrix-vector formulation of our problem statement is then as follows:
given N and f±, find a solution f of the system
Nf = f±. (VECTOR-FLOW)
In principle, this system can be solved using basic textbook techniques such
as Gauss-Jordan elimination. Instead, we exploit the special structure of N—
the equations are partitioned into two sets, and each variable participates in
exactly one equation of each set—and solve parts using graph theory. This
provides us with:
• insight in the structure of the solutions: the existence and dimension of
the solution space are related to components and cycles in the graph;
• a fast method of solving the system.
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3.2 Solution (summary)
A basic result in linear algebra is that every solution f of Nf = f± can be written
in the form
f = p + k
where p is any fixed particular solution of the system, and k is a solution of
Nk = 0. All possible solutions of this last equation define N’s null space or
kernel:
Ker N def= {k|Nk = 0}
Conversely, all vectors f that can be written as f = p + k are solutions. Hence,
to specify all the solutions of the system, it is enough to give one particular
solution p and a specification of Ker N. This specification has the form of a
basis, a minimal set of vectors of which every k is a linear combination.
We show that both can be found by considering an arbitrary spanning tree
of G:
• A particular solution can be found by solving the system with only the
edges of the tree, and assigning f (e) = 0 for each left out edge e.
• The basis vectors correspond to the fundamental cycles w.r.t. this tree:
cycles that are obtained by putting one of the left-out edges back in.
Informally, these points are illustrated in Fig. 5 and Fig. 6, respectively. In the
next section, we give a more formal treatment of the approach, and prove its
correctness. Although the formal treatment is complete when read indepen-
dently, we advise the reader to study the figures for a quick insight in the linear
system and its solutions.
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(a) Partial solution after the
traversal of one-node
subtrees. These nodes
connect only to one edge, so
the value on this edge
should equal the node value.
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(b) Now, there is only one
empty edge left for the 7
node, so we can deduce its
value:
7− 5 = 2.
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(c) Likewise, we continue up
the tree. After having filled
in the last edge, we check
whether the sum in the root
node (= 3) is correct. It is, so
we have found a solution.
Figure 5: Finding a particular solution. The goal is to find f values at the edges that
sum up to the given f± values in the nodes. This is done by a traversal of a spanning
tree, here rooted in the topmost node. After traversal of each subtree, the value of the
connecting edge can be deduced. Edges not in the tree (dashed) are given the value 0.
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(a) Particular solution.
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0
0
0
0
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(b) Fundamental cycle 1.
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−α2
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−α2α2
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−α2
(c) Fundamental cycle 2.
Figure 6: Each fundamental cycle leads to solutions of Nf = 0. By adding them to
the particular solution of the original system Nf = f±, we find other solutions of that
system. For example, the edges of the top-left node get the values 3 + α1 − α2 and
1− α1 + α2, respectively. Together, these still add up to 4.
3.3 Solution (formalization and proof)
A key part in our solution method is played by a spanning tree of G. For
completeness, we take into account that G might not be fully connected; we
then use multiple trees that span the components of G.
Definition 2. A component C = (VC, EC) is a subgraph of G, where VC ⊆ V is
a maximal set of transitively connected vertices, and EC = {{v, w} ∈ E|v, w ∈
VC} the corresponding edges. In other words, a component consists of all the
vertices and edges reachable from a certain vertex. We also define V+C and V
−
C ,
the classes of the bipartition within C:
V+C
def= VC ∩V+
V−C
def= VC ∩V−
Definition 3. A spanning forest S is a subgraph of G consisting of trees, each
of which spans a component C of G. This means that the vertices of C also
form the vertices of the tree, and all the edges in the tree occur in C, but not
necessarily vice versa.
First, we show how to find a particular solution p under the condition that
G contains no cycles: the spanning forest is G itself. We do this using Al-
gorithm 1 (which has already been shortly demonstrated in Fig. 5). For each
component of G, it picks an arbitrary root and does a depth-first traversal of
the tree, incrementally building a solution f . (Note that the algorithm also has
a provision for cycles, which we do not use yet.)
We give a necessary and sufficient condition for the existence of a solution
that depends on the values of f± for each component of G. We prove that when
it exists, it is unique and Algorithm 1 will find it.
Theorem 1. A system (G, f±) with G a bipartite forest has a solution iff for each
component tree C of G the following equation holds:
∑
v∈V+C
f±(v) = ∑
v∈V−C
f±(v)
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Input: bipartite graph G = (V, E) and vertex summations f± : V → R
Output: solution f that matches the summations as in (VERTEX-FLOW)
f ← the empty (partial) function on E→ R
visited← ∅
while visited 6= V do
root← an arbitrary element of (V − visited)
SolveSubtree(root,∅)
if f±(root) 6= ∑w f {root, w} then error ‘no solution exists’
end
procedure SolveSubtree(root,maybeparent)
// maybeparent records the node we came from, to prevent going back
if root ∈ visited then
// cycle detected
f ({root} ∪maybeparent)← 0
else
visited← visited ∪ {root}
foreach v ∈ (V −maybeparent) such that {root, v} ∈ E do
SolveSubtree(v, {root})
f {root, v} ← f±(v)−∑w f {v, w}
end
end
end
Algorithm 1: A depth-first traversal of each component of the graph,
recording a particular solution in f (and implicitly constructing a span-
ning tree).
If this is the case, Algorithm 1 will find the unique solution f ; if not, Algorithm 1 will
halt with an error.
Proof. We first prove, by induction on the tree structure of a component, that
the algorithm finds a unique solution that satisfies all f± equations, except
those for the roots of the components. The induction hypothesis is as follows:
After a call SolveSubtree(root, maybeparent), the unique f values for
all edges in the subtree are filled in, satisfying the f± equations for
all vertices in the subtree except its root.
For subtrees of one vertex, this holds trivially. To satisfy the hypothesis for
the next level, we consider a tree consisting of a root Root with edges to n
subtrees for which the hypothesis holds. Each subtree has a root rooti whose
summation f±(rooti) has to be satisfied after we fill in the f {Root, rooti} value.
Because all the other edges {rooti, w} have already been filled in (by the induc-
tion hypothesis; they are in the subtree), there is only one option for this value:
f {Root, rooti} must equal f±(rooti) − ∑w f {rooti, w}. Thus, we find a unique
solution for each f {Root, rooti} value, and satisfy all the f±(rooti) equations:
the induction hypothesis now also holds for the tree under consideration.
Thus, after the SolveSubtree call on a component’s root, the constructed f
satisfies all the component’s equations but one. When we group together the
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vertices with the same distance d(v) to the root vertex, these equations imply
for n ≥ 1:
∑
d(v)=n
f±(v) = ∑
d(u)=n−1
d(v)=n
f {u, v}+ ∑
d(v)=n
d(w)=n+1
f {v, w}
and hence
∑
d(u)=n−1
d(v)=n
f {u, v} = ∑
d(v)=n
f±(v)− ∑
d(v)=n
d(w)=n+1
f {v, w}.
We first fill in n = 1, and recursively substitute the negated term at the end by
using the above equation for n = 2, 3, . . .:
∑
d(u)=0
d(v)=1
f {u, v} = ∑
d(v)=1
f±(v)− ∑
d(v)=2
f±(v) + ∑
d(v)=3
f±(v)− ∑
d(v)=4
f±(v) + . . .
Notice that all the vertices at odd distance from the root appear in a positive
term, and all the vertices at even distance and appear in a negative term, so:
∑
d(u)=0
d(v)=1
f {u, v} = ∑
d(v) odd
f±(v)− ∑
d(v)>0 and even
f±(v).
Now, the constructed f will satisfy all the f± equations iff the equation f±(root) =
∑w f {root, w} holds. Its right-hand side is equivalent to the left-hand side of
the above equation, so we can substitute:
f±(root) = ∑
d(v) odd
f±(v)− ∑
d(v)>0 and even
f±(v).
Suppose, without loss of generality, that root is in V+C . Then all vertices at odd
distance are in V−C and all vertices at even distance are in V
+
C . Moving the
negated term to the left, the equation rewrites to
∑
v∈V+C
f±(v) = ∑
v∈V−C
f±(v).
Iff for each component this equation is satisfied, f is a solution for the system
(G, f±).
As a corollary, note that forests with f± = 0 have the unique solution f = 0.
This may be directly clear from the algorithm; it also follows from the fact that
N0 = 0 is true for any N, combined with the uniqueness property from the
theorem.
We now extend our method to systems in which G can contain cycles. Ba-
sically, we apply the same algorithm, only on a spanning forest of G, and we
fix the other edges at 0. In fact, Algorithm 1 already does all this; depth-first
traversal of a graph is a well-known way of creating a spanning tree. When the
algorithm encounters an already visited node, it considers the edge by which
it is reached as not belonging to the tree, and it backtracks.
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Assume, without loss of generality, that the left out edges E(G)− E(S) are
last in the order ei. That means that G’s incidence matrix N can be split in two
parts:
N = [NS, NL]
Algorithm 1 may find a solution fS for NSfS = f±. When this is the case,
there is also a solution for Nf = f±, namely f = (fS; 0). The question is if the
implication also works the other way around: if (G, f±) has a solution, does
(S, f±) also have one? The answer is positive; we can construct this solution
using G’s fundamental cycles.
Definition 4. Let G be a graph with m edges {e1, e2, . . . , em}, of which the first
s edges {e1, e2, . . . , es} form a spanning tree S. For each q with s < q ≤ m, the
fundamental cycle fq consists of eq and the edges in S that form a cycle with it.
We identify fq not only with a set of edges, but also with a vector of length m
with alternating 1 and −1 on the positions corresponding to cycle edges:
fq(q)
def= 1
fq(i)
def= 1, for ei on the cycle at an even distance of eq
fq(j)
def= −1, for ej on the cycle at an odd distance of eq
fq(k)
def= 0, for ek not on the cycle
See also the examples in Fig. 6, where fq has been multiplied by α1 and α2,
respectively. Note that the even and odd distances only make sense because the
cycles in our graph are always of even length (because the graph is bipartite).
Vector fq forms a solution of Nf = 0, because in the vertex sums f±, every
vertex on the cycle has two terms that cancel each other out; all the other terms,
also for the other vertices, are zero.
Now, suppose that (G, f±) has a solution g. Then we can subtract a mul-
tiple of every fundamental cycle from it, to obtain a vector f that is zero on
es+1, . . . , em:
f def= g− ∑
s<q≤m
g(q)fq
Then Nf = Ng − ∑s<q≤m g(q)Nfq = f± − 0, so f is a solution to (G, f±).
This implies that f without the trailing zeros is a solution to (S, f±). So, the
problem of finding a particular solution to a general (G, f±) system can be
reduced to finding a solution to a spanning graph. We can now generalize
Theorem 1 by extending it from forests to general graphs.
Theorem 2. A system (G, f±) with G a bipartite graph has a solution iff for each
component C of G the following equation holds:
∑
v∈V+C
f±(v) = ∑
v∈V−C
f±(v)
If this is the case, Algorithm 1 will find a solution f ; if not, Algorithm 1 will halt with
an error.
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Proof. As we have argued above, there exists a solution of (G, f±) iff there exists
a solution for (S, f±), with S an arbitrary spanning forest of G. By Theorem 1,
the latter is the case if the equation holds for the V+C and V
−
C sets of the tree
components; these are the same vertex sets that make up G’s components.
Algorithm 1 creates this spanning forest by depth-first graph traversal from
an arbitrary root vertex of each component C, and finds its solution if it exists
(Theorem 1). It fills in 0 at the left-out edges, which turns it into a solution of
(G, f±).
Now we have found a particular solution p, the next step is to find the
solutions for Nf = 0. We can specify these by specifying a basis for Ker N, i.e. a
set of vectors K = {k1, . . . , kp} which:
1. are in the kernel: K ⊆ Ker N
2. are linearly independent: each kj ∈ K can not be written as a linear com-
bination ∑i 6=j αiki of the other vectors
3. span the kernel: k ∈ Ker N =⇒ ∃α1, . . . , αp. k = ∑i αiki
We already saw that the fundamental cycles are solutions for Nf = 0; now we
prove that they form a basis.
Theorem 3. Let G be a bipartite graph with 2n × m incidence matrix N, and an
arbitrary spanning forest S of G, consisting of the edges {e1, . . . , es} and giving rise
to fundamental cycles F = {fs+1, . . . , fm}. Then F is a basis of Ker N.
Proof. We prove each of the requirements for a basis in turn.
1. As we argued at the definition of fundamental cycles, Nfq = 0 for each fq.
2. Vector fq is the only fundamental cycle with eq in it; fq(q) = 1, while
all the other fi have fi(q) = 0. Hence, fq cannot be written as a linear
combination of the other fi.
3. Take an arbitrary g ∈ Ker N. Again, we define
f def= g− ∑
s<q≤m
g(q)fq,
with f(q) = 0 for s < q ≤ m. We write f = (fS; 0). Like above, we argue
that Nf = 0; but then also NSfS = 0, and because S is a forest, it has a
unique solution fS = 0; so f = 0. Therefore, g is a linear combination of
the fundamental cycles:
g = ∑
s<q≤m
g(q)fq
We can now give a succint characterisation of all solutions of our problem
statement (VECTOR-FLOW). Given a particular solution p and fundamental cy-
cles fq found using Algorithm 1, we construct a m× (m− s) matrix B contain-
ing the basis:
B def= [fs+1, . . . , fm]
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Now, the solutions f of Nf = f± consist of
{p + Bα|α ∈ Rm−s}
This concludes our analysis of the problem defined in section 3.1. However,
the original transition frequency problem has some extra constraints, which
we discuss in the next section.
3.4 Inequalities
Until now, we have disregarded the fact that a meaningful solution to our orig-
inal problem can only consist of positive frequencies. So, in addition to satis-
fying (IN-OUT-FLOW), the flow f should have f(u, v) ≥ 0 for every edge
(u, v). This requirement can drastically reduce the space of possible solutions,
which we can put to good use.
We write the m inequalities as follows (ei is a vector of length m with ei(i) =
1 and ei(j) = 0 for j 6= i)):
ei(p + Bα) ≥ 0 for all 1 ≤ i ≤ m
This can be rewritten to
−Bi?α ≤ p(i)
in which Bi? denotes the ith row of matrix B. This row contains the coefficients
(either 0, 1 or -1) of all fundamental cycles on edge ei. For example, the top-left
edge in Fig. 6 yields the inequality −(1,−1) · (α1, α2)T ≤ 3.
4 Experiment
As we described in section 3.4, the solution space can be quite small due to
the requirement that every frequency should be positive. In this section, we
describe an experiment to test whether the space is indeed so small that an
arbitrary solution from this space will be close enough to the goal values.
4.1 Picking a solution
Given a certain inter-cluster transition graph, we carry out the following ex-
periment: we generate a certain flow f0 on the graph, calculate f±, and solve
the system {Nf = f±, f ≥ 0} using the method described above. From the
solution space constrained by the inequalities, instead of picking a vector at
random, we pick the α′ that produces the f that is closest to a certain optimal
vector b:
α′ = arg min
α
|p + Bα− b|
f = p + Bα′
We define b as the following vector: for each i, we divide both the f±(v+i ) and
the f±(v−i ) sums evenly over the incident edges; of the two values that each
edge is assigned in this way, we take the average. However, in this process
we ignore every edge ej that is not on any cycle, because it takes the same
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value f (ej) = p(j) in every solution. So, before dividing the f± sums, we first
subtract these fixed values from them.
The reason that we pick the vector closest to b, rather than a random vec-
tor, is that we actually found this to be easier. Picking a random vector is not as
easy as it may seem, because we have to find one that satisfies all the inequali-
ties. We could do this by using a linear optimization algorithm (optimizing an
arbitrary linear function of the vector), but for some reason MATLAB’s linprog
algorithms often take a long time and do not find an answer at all.
The distance optimization is a quadratic problem, for which we use MAT-
LAB’s library function quadprog, which does find a solution where the linear
algorithms fail.
4.2 Results
We have performed the experiment on multiple inter-cluster transition graphs.
As the global state space, we have always taken a 70× 70 hexagonal granule
grid, on which we generate a random circulation (a flow in which, for each ver-
tex, the outflow equals the inflow). We then divide the granules into hexagonal
clusters of the same radius (the number of steps from the cluster’s center to its
edge); see Fig. 2 for an example of a grid with clusters of radius 2. We have
used 10 test runs in which we generate a new random circulation, and within
each test run we let the cluster radius vary from 5 to 15.
After having picked f in the way described above, we evaluated the differ-
ence between f and f0. We used the following measure:
median{abs(f(i)− f0(i))|ei on a cycle}
avg f0
In other words, we take the median error of all edges that are on a cycle; to
compare the different experiments, we normalize this error by dividing it by
the average edge value. The results are shown in Fig. 7. As expected, the so-
lution becomes more accurate the larger the clusters. This can be explained by
the fact that there are more inequalities (edges) per fundamental cycle. The fig-
ure also shows that the variance in accuracy (among test runs) becomes larger;
this is because the total number of edges is becoming smaller, so the influence
of single random f0 values becomes bigger.
In Fig. 8, we show the running time of the quadprog function per cycle edge.
Although it seems that larger cluster sizes imply shorter running times, recall
that we have kept the total granule area equal, so that with larger clusters, the
number of clusters is smaller. Most probably, the running time is exponential in
the number of clusters. As an indication, the largest problem (cluster radius 5)
has 3418 cycle edges (inequalities), 295 fundamental cycles (dimensions), and
a running time of 50–250 seconds.
5 Future work
For our technique to scale to large numbers of clusters, using MATLAB’s quad-
prog algorithm is not an option because it is too slow. We need to find an al-
gorithm that does not scale exponentially. It probably does not have to find an
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Figure 7: Median error on cycle edges as
a fraction of the average edge value, for
varying cluster sizes. Shown are 10 test
runs.
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Figure 8: Running time of quadprog func-
tion, per cycle edge, for varying cluster
sizes. Shown are 10 test runs.
optimal solution like quadprog; any solution could be good enough. If even that
is out of reach, we could settle for an approximate solution.
A related research question is whether it is possible to solve the combina-
tion of cluster frequencies incrementally per cluster. The idea is to start with
one cluster and a large away state. Then, we position a new cluster in this away
state (still leaving room for more) and solve the problem. We continue like this
for the other clusters. In our localization example, this would correspond to
a situation in which we gradually add sensor clusters, thereby enlarging the
observed area.
Finally, we would like to have a sound method to deal with inconsistencies
between the several local frequencies. In this article, we have assumed that
the local frequencies are consistent with each other—either because they result
from the exact same global trace, or because the different traces are all so long
that the frequencies have converged to the transition probabilities. In both
cases, the result is that ∑v∈V+C f
±(v) = ∑v∈V−C f
±(v) for each component, and
the system has an exact solution. In practice, we do not expect this to be the
case, and it would be useful to be able to give the best estimate for the solution
(maybe using maximum likelihood or Bayesian techniques).
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