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Abstract
This paper presents a new approach to modelling wave propagation
in random, linearly elastic materials, namely by means of Fourier integral
operators (FIOs). The FIO representation of the solution to the equations
of motion can be used to identify the elastic parameters of the underlying
media, as well as their statistical hyperparameters in the randomly per-
turbed case. A stochastic version of the FIO representation can be used
for damage detection. Hypothesis tests are proposed and validated, which
are capable of distinguishing between an undamaged and a damaged ma-
terial, even in the presence of random material parameters.
The paper presents both the theoretical fundamentals as well as a
numerical experiment, in which the applicability of the proposed method
is demonstrated.
Keywords. Fourier integral operators; wave propagation in random elastic
media; stochastic parameter estimation; damage detection
1 Introduction
Modelling wave propagation in elastic solids goes back to the first half of the
19th century. According to the short historical survey in [1], the work of Raleigh,
Lamb and Love in the first half of the 20th century sparked a huge development
of the subject first in seismology [5] and then in the material sciences [12] and
geotechnics [33]. In the first case, elastic waves, often sound waves, are used for
detecting the internal structure of the earth crust; in the second case, ultrasonic
measurements are used for damage detection, as well as mechanically excited
waves. Under the heading of vibration based condition monitoring [8], a wide
range of methods has been developed, from modal and spectral analysis to finite
element based dynamical models and more. The reader is referred e.g. to the
monographs [7, 13, 18, 37] and the survey papers [8, 10, 11, 14, 16, 24, 32, 34].
In the past two decades, additional attention has been given to the random
structure of soils and materials and the modelling of wave propagation in ran-
domly layered or stochastically perturbed media; a sample of references from
seismology, geotechnics, and material sciences is [6, 9, 17, 23, 27].
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This paper proposes a new approach to modelling wave propagation in ran-
dom elastic materials, based on Fourier integral operators (FIOs). This type of
operators has been introduced by [21] in the 1970s and is now widely used for
representing solutions to hyperbolic partial differential equations. The operators
are of the form
u(x) = A[f ](x) =
∫ ∫
eiΦ(x,y,ξ)a(x,y, ξ)f(x) dy dξ, (1)
where Φ is the phase function, which encodes the geometry of wave propagation,
and a is the amplitude function, representing the frequency content. Typically,
f(x) is the source and u(x) the response of the medium; time dependence is not
shown explicitly in formula (1). A further novelty of the presented approach is
that randomness of the material will be modelled through the stochastic phase
functions and amplitudes of the representing Fourier integral operators. This is
in contrast to the common approach in which randomness in the material is in-
corporated by taking the coefficients of the equations of motion as random fields
[25, 26]. The proposed alternative approach has the advantage that the stochas-
tic system response, described through (1), can be analysed and simulated in a
rather explicit form. Fourier integral operators will be used for
(a) propagating acoustic waves through the material and computing the
dynamic response to localized excitations;
(b) identifying the elastic parameters of the material (Young’s modulus,
Poisson’s ratio) as well as their statistical hyperparameters (variances and cor-
relation lengths);
(c) designing statistical tests detecting significant changes in the parameters
(due to damage or fatigue).
In short, the approach proceeds as follows. The general assumption is that
the material is linearly elastic with inherent randomness. The spatial random-
ness of the material parameters is caused by small random perturbations of oth-
erwise constant nominal values. The first step is to set up the Fourier integral
operators solving the equations of motion with constant material parameters.
These parameters appear explicitly in the phase functions and amplitudes of
the operators and – in the second step – are replaced by spatial random fields
there. The material parameters and their statistical hyperparameters are then
estimated by comparing the FIO solution to measured data in a finite number of
locations (sensors). This results in a stochastic Fourier integral operator model
of the propagation of waves in the given elastic material, interpreted as the
undamaged state. In a third step, this model can be used to generate a large
number of system responses of the undamaged state by Monte Carlo simula-
tion. This sample can be interpreted as a realization of the null hypothesis of
undamaged material, against which later measurements of the possibly damaged
material are tested.
Statistical methods for damage detection have been proposed in the lit-
erature before [15, 29], also in combination with Monte Carlo sampling [40].
Compared to other numerical methods (finite differences, finite elements, modal
analysis) the advantage of the FIO based approach lies in the following. Usually,
in parameter identification and damage detection one has only a few sensors at
certain locations of the material. These sensors measure the dynamic system
response, which is a time-dependent signal. Thus one does not have complete
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spatial information at hand. This setup motivates Fourier integral operators,
since Fourier integral operators can simulate the response to an excitation of an
elastic material at single points without computing the solution on the whole
domain. This makes parameter estimation very efficient. Only setting up and
calibrating the baseline model of undamaged material requires an optimization
procedure and a larger amount of model evaluations. Generating Monte Carlo
samples of the baseline response and comparing it with (features of) measured
data is computationally inexpensive.
This paper serves to set up the theoretical concepts and to demonstrate the
applicability in the case of isotropic, linearly elastic materials. In this case, the
Helmholtz decomposition allows one to decouple the equations of motion into
four scalar wave equations for the wave potentials, which in turn are conveniently
solved by Fourier integral operators. However, the approach works for other
materials (e.g. orthotropic materials) as well. The hypothesis tests will be
validated by artificially generated measured data, computed by a finite element
model.
The structure of the paper is as follows. The second section serves to present
the theoretical background, the Helmholtz decomposition and the solution of
scalar wave equations by means of Fourier integral operators in three space
dimensions. The concept of stochastic phase and amplitude functions will be
briefly introduced. Detailed formulas and explicit expressions for the repre-
senting Fourier integral operators will be given in the case of a plane strain
problem.
In the third section, it is assumed that time-dependent measured data at
certain locations are available, and it is shown how to estimate the material pa-
rameters and their statistical hyperparameters and how to calibrate the baseline
stochastic FIO-model.
The fourth section briefly describes how statistical hypothesis tests can be
designed with the help of the baseline stochastic FIO-model.
The last section sets out to validate the proposed procedure in a numerical
example. It is assumed that a block of aluminum is excited by a harmonic line
force. The laboratory measurements are represented by a finite element simula-
tion with stochastically perturbed Lame´ parameters. It is shown that the FIO-
solution is able to reproduce the results of the FE-simulation for unperturbed
constant Lame´ parameters accurately. Furthermore, if the material parameters
in the FE-simulation are randomly perturbed, it is demonstrated how the nom-
inal values, standard deviations and correlation lengths of the Lame´ parameters
can be estimated. This results in the calibrated stochastic FIO-model of the
undamaged material. The stochastic FIO-model of the undamaged state is used
to generate a Monte Carlo sample of possible system responses of the undam-
aged material. Four scenarios of material states are considered: undamaged
material, stiff material, soft material, or presence of a crack. The latter three
are considered as degradation, fatigue, or damage. Three hypothesis tests are
applied, and it is shown that they can distinguish between all four scenarios.
Finally, the performance of the tests is evaluated with respect to false classifica-
tion rates. Repeating the tests with different samples of the underlying random
fields, it is shown that the tests behave as designed.
The paper is based on the work [35] of the second author. The mathematical
background of stochastic Fourier integral operators has been published in [31].
The paper is a continuation of [30], where the propagation of ultrasonic waves in
3
one-dimensional media was addressed. The authors would like to point out that
another aspect of Fourier integral operators combined with stochastic processes,
even for nonlinear equations, has been worked out in a series of papers [4, 2,
3]. However, in these papers the phase functions are taken deterministic, the
stochastic processes appear in the driving forces.
2 Fourier integral operators in linear elasticity
2.1 Helmholtz decomposition
This subsection serves to motivate the occurrence of FIOs in the solution of the
equations of motion of linear elasticity. The displacement u of a linear elastic,
homogeneous, isotropic body is governed by the equations of motion ∂ttu(x, t)−
λ+ µ
ρ
(∇∇ · u(x, t))− µ
ρ
∆u(x, t) = f(x, t)
u(x, 0) = 0, ∂tu(x, 0) = 0
(2)
where f is the body force, λ and µ the Lame´ constants and ρ the density; ∆
denotes the Laplace operator. The classical Helmholtz decomposition allows
one to decompose this system of equations into four decoupled wave equations
of the form {
∂ttU(x, t)− c2∆U(x, t) = F (x, t)
U(x, 0) = 0, ∂tU(x, 0) = 0
where c is either the lateral wave speed (c2 = (λ + 2µ)/ρ) or transversal wave
speed (c2 = µ/ρ), and u denotes the pressure potential or one of the components
of the shear potential. Details about the decomposition can be found, e.g., in
[1]; the case of two space dimensions will be elaborated in Subsection 2.3. For
simplicity, assume that F can be written as F (x, t) = g(x)h(t). Taking the
Fourier transform with respect to x,
Û(ξ, t) =
∫
R3
e−i〈x,ξ〉U(x, t) dx
yields the ordinary differential equation{
∂ttÛ(ξ, t) + c
2 ‖ξ‖2 Û(ξ, t) = ĝ(ξ)h(t)
Û(ξ, 0) = 0, ∂tÛ(ξ, 0) = 0
which is solved by
Û(ξ, t) =
ĝ(ξ)
2ic ‖ξ‖
(∫ t
0
h(s)eic‖ξ‖(t−s) ds−
∫ t
0
h(s)e−ic‖ξ‖(t−s) ds
)
. (3)
Here 〈x, ξ〉 denotes the Euclidean scalar product and ‖ξ‖ the Euclidean norm.
Applying the inverse Fourier transform yields the solution operator, represented
by means of oscillatory integrals
U(x, t) =
1
(2pi)3
(∫
R3
∫ t
0
ei〈x,ξ〉+ic‖ξ‖(t−s)
ĝ(ξ)h(s)
2ic ‖ξ‖ dsdξ
−
∫
R3
∫ t
0
ei〈x,ξ〉−ic‖ξ‖(t−s)
ĝ(ξ)h(s)
2ic ‖ξ‖ dsdξ
)
,
(4)
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These integrals can be seen as time-integrated Fourier integral operators. For
example, the first integral contains∫
R3
ei〈x,ξ〉+ic‖ξ‖(t−s)
ĝ(ξ)
2ic ‖ξ‖ dξ =
∫
R3
∫
R3
ei〈x−y,ξ〉+ic‖ξ‖(t−s)
g(y)
2ic ‖ξ‖ dy dξ (5)
which is of the form (1) with Φ(x,y, ξ) = 〈x− y, ξ〉 + c ‖ξ‖ (t − s) and with
a(x,y, ξ) = (2ic ‖ξ‖)−1. In general, this integral does not converge as it stands,
but has to be interpreted as an oscillatory integral, as e.g. described in [36].
(Actually, an additional regularization at ξ = 0 is required to fully conform with
the theory of Fourier integral operators.) However, if g is sufficiently regular
so that ĝ is absolutely integrable then (5) can be directly evaluated by iterated
integration.
2.2 Stochastic perturbations
In the derivation of the solution operator in the previous subsection, the material
parameters were assumed to be constant. Generally, even in an undamaged
material, the material parameters show spatially random deviations. (See e.g.
the ultrasonic measurements of composite plates in [30].) As outlined in the
introduction, the random structure of the material will be accounted for by
adding random perturbations of the phase function and the amplitude function
in the solution operator. These random perturbations take the form of spatial
random fields, to be calibrated by measurements.
This has the advantage that evaluating the solution by means of stochasti-
cally perturbed Fourier integral operators is much simpler than modelling the
coefficients in system (2) and then computing the stochastic solution by stan-
dard numerical methods.
To construct the perturbed Fourier integral operator, the following strategy
is used. Let ∫∫
eiΦ(x,ξ,t)−iξ·ya(x, ξ)g(y)dy dξ
be a term of the solution operator for the wave equation with constant wave
speed, as in (5). Adding random perturbations r1(x, ξ, t), r2(x, ξ) results in the
stochastic Fourier integral operator∫∫
ei(Φ(x,ξ,t)+r1(x,ξ,t))−iξ·y(a(x, ξ) + r2(x, ξ))g(y)dy dξ. (6)
This representation has a physical interpretation, namely r1 describes the per-
turbation geometry of the propagation, while r2 is the perturbation amplitude
of the wave number.
If the input g is not regular enough, for example, a rectangular pulse or
even a Dirac delta function, one needs to ensure that the perturbed integral
still defines an oscillatory integral. Thus, one has to make sure that r1 and
r2 are of the right class, i.e., Φ + r1 must lie in an appropriate space of phase
functions (see [31]) and a+ r2 must belong to the Ho¨rmander symbol class S
m
%,δ
with 0 < % ≤ 1, 0 ≤ δ < 1 (see e.g. [36]). This difficulty will be avoided in the
sequel by assuming that g(y) in (6) is sufficiently smooth and has a sufficiently
rapid decay rate at infinity, so that the Fourier integral operators are given by
converging iterated integrals, which can be directly numerically evaluated.
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2.3 A plane strain model problem
For the sake of simplicity in presentation and computation, the methods of
the previous subsections will be elaborated in detail in the case of two space
dimensions. Consider a linearly elastic, homogeneous, isotropic body occupying
the whole three-dimensional space. Assume that the force term f in (2) is
constant along the z-axis, i.e., depends only on x, y and t. Since the body is
assumed to be at rest at t = 0, the solution u to (2) is constant along the z-axis
as well, and it is of the form
u(x, y, z, t) = [u1(x, y, t), u2(x, y, t), 0]
T.
Without loss of generality, one may assume that the force is applied only in
y-direction. More formally, it is assumed that the force is of form
f(x, y, z, t) = [0, g(x, y)h(t), 0]T,
where g is the support of the force, and h is the time-dependent force term.
The problem is reduced to two dimensions, where the displacements u1(x, y, t),
u2(x, y, t) satisfy the equations
∂tt
[
u1
u2
]
− 1
ρ
[
(λ+ 2µ)∂2x + µ∂
2
y (λ+ µ)∂xy
(λ+ µ)∂xy (λ+ 2µ)∂
2
y + µ∂
2
x
] [
u1
u2
]
=
[
0
gh
]
. (7)
In this case, the Helmholtz decomposition is performed as follows, see e.g. [1].
There is a pressure potential V and a shear potential W such that[
u1(y, x, t)
u2(x, y, t)
]
= ∇V (x, y, t) +
[
∂yW (x, y, t)
−∂xW (x, y, t)
]
. (8)
The potentials satisfy the wave equations
∂ttV (x, y, t)− c2l∆V (x, y, t)) = v(x, y)h(t),
∂ttW (x, y, t)− c2s∆W (x, y, t) = w(x, y)h(t).
(9)
with c2l = (λ + 2µ)/ρ and c
2
s = µ/ρ, where the functions v and w are to be
determined from [
0
g(x, y)
]
= ∇v(x, y) +
[
∂yw(x, y)
−∂xw(x, y)
]
.
Making the ansatz v(x, y) = ∂yϕ(x, y) and w(x, y) = −∂xϕ(x, y) for some func-
tion ϕ(x, y), one has that
∇v(x, y) +
[
∂yw(x, y)
−∂xw(x, y)
]
=
[
0
∆ϕ(x, y)
]
.
Thus, by solving the two-dimensional Poisson equation
∆ϕ = g, (10)
with the growth condition lim‖(x,y)‖→∞ ϕ(x, y) = 0, one uniquely obtains ϕ and
thus v and w.
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In more detail, if g(x, y) is the Dirac delta function δ(x, y), then ϕ is the
fundamental solution of the two-dimensional Laplace operator,
ϕ(x, y) = (2pi)−1 log(
√
x2 + y2).
For general compactly supported g(x, y), the solution is obtained by convolution
with the fundamental solution.
To continue solving (7), the spatial Fourier transform is applied in equation
(9), similarly to Subsection 2.1. This leads to the ordinary differential equations
∂ttV̂ (ξ, η, t) = −c2l (ξ2 + η2)V̂ (ξ, η, t) + v̂(ξ, η)h(t)
∂ttŴ (ξ, η, t) = −c2s(ξ2 + η2)Ŵ (ξ, η, t) + ŵ(ξ, η)h(t).
Solving the ordinary differential equations and applying the inverse Fourier
transform one ends up with the following solution operators:
V (x, y, t) =
1
(2pi)2
∫ t
0
∫
R2
eixξ+iyη
sin
(
cl(t− s)
√
ξ2 + η2
)
cl
√
ξ2 + η2
v̂(ξ, η)h(s) d(ξ, η) ds
(11)
and
W (x, y, t) =
1
(2pi)2
∫ t
0
∫
R2
eixξ+iyη
sin
(
cs(t− s)
√
ξ2 + η2
)
cs
√
ξ2 + η2
ŵ(ξ, η)h(s) d(ξ, η) ds.
(12)
Instead of inverting the Laplace operator as in (10), one can simply assert that
v̂(ξ, η) =
iη
−(ξ2 + η2) ĝ(ξ, η), ŵ(ξ, η) =
−iξ
−(ξ2 + η2) ĝ(ξ, η).
Together with the relation[
û1(ξ, η)
û2(ξ, η)
]
=
[
iξ iη
iη −iξ
] [
V̂ (ξ, η)
Ŵ (ξ, η)
]
from (8), the final solution is obtained as
u1,2(x, y, t) =
1
(2pi)2
∫
R2
eixξ+iyηû1,2(ξ, η, t) d(ξ, η), (13)
where
û1(ξ, η, t) =
∫ t
0
(
sin
(
cl(t− s)
√
ξ2 + η2
)
cl
√
ξ2 + η2
ξη ĝ(ξ, η)
ξ2 + η2
h(s)
− sin
(
cs(t− s)
√
ξ2 + η2
)
cs
√
ξ2 + η2
ξη ĝ(ξ, η)
ξ2 + η2
h(s)
)
ds
(14)
and
û2(ξ, η, t) =
∫ t
0
(
sin
(
cl(t− s)
√
ξ2 + η2
)
cl
√
ξ2 + η2
η2 ĝ(ξ, η)
ξ2 + η2
h(s)
+
sin
(
cs(t− s)
√
ξ2 + η2
)
cs
√
ξ2 + η2
ξ2 ĝ(ξ, η)
ξ2 + η2
h(s))
)
ds.
(15)
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These integrals are convergent, since there are no poles left anymore.
Remark. The solution operator (13) can be still interpreted as a sum of
Fourier integral operators. Indeed, letting α = cl,s(t−s)
√
ξ2 + η2 and observing
that sin(α) = (eiα − e−iα)/2i, the respective phase functions are seen to be of
the form
Φl(x, y, ξ, η, s, t) = xξ + yη ± cl(t− s)
√
ξ2 + η2,
Φs(x, y, ξ, η, s, t) = xξ + yη ± cs(t− s)
√
ξ2 + η2.
Before describing the shape of the stochastic perturbations of the phase func-
tions, and for later reference, a switch of notation from the Lame´ parameters λ
and µ to the more commonly used elastic material parameters, Young’s modulus
E and Poison’s ratio ν, is convenient. The parameters are related by
λ =
Eν
(1 + ν)(1− 2ν) , µ =
E
2(ν + 1)
,
respectively. The pressure and shear wave speeds are expressed as
cl =
√
E
ρ
(1− ν)
(1 + ν) (1− 2 ν) , cs =
√
E
ρ
1
2(ν + 1)
, (16)
respectively. The stochastic perturbations of the phase functions are obtained
by making cl and cs space dependent and setting
cl(x, y) =
√
1
ρ
(1− ν(x, y))E(x, y)
(1 + ν(x, y)) (1− 2 ν(x, y)) ,
cs(x, y) =
√
1
ρ
E(x, y)
2(ν(x, y) + 1)
,
(17)
that is, the constant parameters E and ν from formula (16) are replaced by
random fields E(x, y) and ν(x, y) of the form
E(x, y) = Emean +RE(x, y), ν(x, y) = νmean +Rν(x, y). (18)
Here RE and Rν are homogeneous, mean zero random fields, whose statistical
parameters will later have to be calibrated by measurements. Note that the
density ρ enters in cl and cs only through the quotient E/ρ. Thus, for the
purpose of this analysis, it is no restriction of generality to take ρ constant,
putting all randomness formally into E and ν.
Remark. In reality, elastic bodies occupy a finite region. Then system (2)
will have to be complemented by boundary conditions. However, in the intended
applications, the force is localized in a small spatial region. Thus for short time,
wave propagation can be modelled by the full-space system, as long as the waves
do not reach the boundary.
3 Stochastic parameter estimation
The random fields (18) associated with the modulus of elasticity and Poisson’s
ratio are determined by their type of distribution and their statistical param-
eters. This section presents the proposed procedure how to identify these pa-
rameters using the Fourier integral operator representation of the solution.
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It will be assumed that the random fields RE and Rν are independent,
homogeneous, centered and Gaussian with autocovariance functions
COV
(
RE(x1, y1), RE(x2, y2)
)
= σ2E e
−r12/LE ,
COV
(
Rν(x1, y1), Rν(x2, y2)
)
= σ2ν e
−r12/Lν (19)
where r12 =
√
(x1 − x2)2 + (y1 − y2)2 is the Euclidean distance. Here σE , σν
and LE , Lν denote the respective standard deviations and correlation lengths.
However, these assumptions are not obligatory. Different types of autocovari-
ance functions can easily be implemented, and the same methods are also ap-
plicable for non-Gaussian random fields.
The randomness of the material is thus described by the six parameters
Emean, σE , LE , νmean, σν , Lν . The model scenario is that the time-dependent
system output is recorded at n sensor locations. In practice, this will be a record
of measured data. For the present study, the record is artificially generated by
computer simulation. In any case, it is assumed that the displacements u1 and
u2 are known at the locations (xj , yj), j = 1, . . . , n for all times t in the time
interval under consideration. The task is to estimate the six parameters by
comparing the data with the solution obtained by the Fourier integral operator
representation (13).
3.1 Estimating the nominal values
The first task is to estimate the nominal values Emean and νmean based on the
data given in the sensor locations. This will be done by fitting FIO solutions
(13) with constant parameters E0, ν0 in (16).
To shorten notation, let gj(t) = umeas(xj , yj , t) be the measured signal in
(xj , yj), recorded over the time interval [0, Tmax]. Thus g = [gd,j ], d = 1, 2 is a
matrix-valued function. The FIO solution hj(t, E0, ν0) = uFIO(xj , yj , t, E0, ν0)
solves the deterministic, constant coefficient case with parameters E0 and ν0,
and h = [hd,j ], d = 1, 2.
Goodness of fit is measured in terms of the weighted norm
|||f ||| =
n∑
j=1
∥∥f j∥∥2 = n∑
j=1
√√√√ 2∑
d=1
wd
∫ Tmax
0
f2d,j(t) dt, (20)
and E0, ν0 are estimated as solutions to the minimization problem
[E0,opt, ν0,opt] = argminE0,ν0 |||g − h(·, E0, ν0)|||. (21)
The weights w1 and w2 are chosen as the maximum of the measured displace-
ments in x-direction and in y-direction, respectively, at each sensor location and
over the whole time interval [0, Tmax]. This ensures that both directions enter
with equal importance in the error norm.
If a sample of size N of the measured signals umeas(xj , yj , t) is available,
one can increase the robustness of the algorithm by repeating the calibration
N times, resulting in the estimates E
(1)
0,opt, . . . , E
(N)
0,opt and ν
(1)
0,opt, . . . , ν
(N)
0,opt, and
setting:
E∗mean =
1
N
N∑
k=1
E
(k)
0,opt, ν
∗
mean =
1
N
N∑
k=1
ν
(k)
0,opt. (22)
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Numerical experiments showed that E∗mean and ν
∗
mean are good estimators of
Emean and νmean, respectively, even with small sample size N (see Subsec-
tion 5.2).
3.2 Estimating the standard deviations
The next task is to estimate the standard deviations σE and σν . To obtain the
required data, the nominal values are first estimated for each sensor location
separately:
[E0,opt,j , ν0,opt,j ] = argminE0,ν0
∥∥gj(·)− hj(·, E0, ν0)∥∥2
for j = 1, . . . , n. The estimators of the variance of E0,opt and ν0,opt will be
denoted by σ2E0,opt and σ
2
ν0,opt , respectively, and are computed as follows:
σ2E0,opt =
1
N n− 1
n∑
j=1
N∑
k=1
(
E
(k)
0,opt,j − E∗mean
)2
, (23)
σ2ν0,opt =
1
N n− 1
n∑
j=1
N∑
k=1
(
ν
(k)
0,opt,j − ν∗mean
)2
, (24)
invoking the hypothesis of homogeneity so that the expectations E(E0,opt,j) =
Emean and E(ν0,opt,j) = νmean may be assumed to be independent of j.
Numerical experiments showed that σν0,opt is a sufficiently accurate estimator
of σν , so one may take
σ∗ν = σν0,opt (25)
as estimate for the standard deviation of Poisson’s ratio. However, it turned
out that the estimator σE0,opt has a bias depending on the correlation length
of the underlying random field E(x, y) in (18). In fact, σE0,opt underestimates
σE for short correlation lengths, the underestimation getting more distinct for
smaller correlation lengths.
There is a plausible explanation for this effect. Short correlation length
means a more noisy random field, and hence a larger number of short-distance
fluctuations in the material properties, which cause local reflections of the prop-
agating waves on mesoscale level. However, these reflections are not modelled
by the FIO representation as laid out in Section 2, which effectively constitutes
a macroscale model of the random material. On the other hand, when the
correlation length gets larger, the underestimation disappears because then the
random field RE(x, y) tends to become a constant random variable RE with
standard deviation σE , for which σE0,opt is an unbiased statistical estimator.
Numerical experiments showed that σE0,opt is a linear function of σE with
a slope depending on LE , that is, σE0,opt = h(LE)σE for some function h(LE).
It is proposed here that h(LE) can be obtained as a calibration curve through
numerical experiments as follows. First, one fixes a standard deviation σE and
models the dependence of the estimator (23) on the correlation length, that is
one tries to find a functional relationship σE0,opt = f(LE). For this, one selects
a set of correlation lengths (LE)i, i = 1, . . . ,m. Then, for each correlation
length one produces a Monte Carlo sample of signals umeas(xj , yj , t) by means
of FE-simulations, where the random field has the fixed standard deviation σE
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and correlation length (LE)i. For the i
th sample, one estimates (σ2E0,opt)i by
the procedure described above, resulting in the values (σν0,opt)i = f((LE)i).
The curve f(LE) is obtained through regression by means of a power function.
The linear dependence of σE0,opt on σE allows one to compute the slope by
h(LE) = f(LE)/σE . An explicit example of the calibration procedure will be
given in Section 5.
This calibration curve can be used for any later experiment. Thus if one has
to determine the standard deviation of a new sample of the same material one
can estimate it by
σ∗E = σE0,opt/h(LE) (26)
This estimation procedure, however, is only possible if one knows LE . The next
subsection indicates how the correlation length LE can be estimated.
3.3 Estimating the correlation length
Since data at different sensor locations are available, one can also estimate the
correlation between the sensors and from there the overall correlation length. It
is assumed that the parameters in the sensor locations derive from a stationary
random field obeying the autocovariance function
COV(E0,opt,j1 , E0,opt,j2) = C(r) = σ
2
E0,opt exp
(
− r
LE0
)
(27)
with yet unknown correlation length LE0 , where r =
√
(xj1 − xj2)2 + (yj1 − yj2)2
is the Euclidean distance between sensors j1 and j2. The sensors are paired into
groups with the same Euclidean distance, denoting the lth group of sensor pairs
with Euclidean distance rl by Pl. Then the covariance at lag rl is empirically
estimated by
Cemp(rl) =
1
N |Pl| − 1
N∑
k=1
∑
[j1,j2]∈Pl
(
E
(k)
0,opt,j1
− E∗mean
)(
E
(k)
0,opt,j2
− E∗mean
)
.
The correlation length LE0 is then estimated by fitting the autocovariance func-
tion (27) to the empirical covariances, resulting in the estimate
LE0,opt = argminLE0
{∑
l
∣∣∣∣Cemp(rl)− σ2E0,opt exp(− rlLE0
)∣∣∣∣
}
. (28)
For the same reason as outlined in connection with the underestimation of the
standard deviation, the estimator LE0,opt overestimates LE when LE gets small.
Numerical experiments suggested, though, that the estimator depends on the
correlation length through a functional relationship LE0,opt = g(LE). To deter-
mine this relationship, one can use the same simulation data as used to calibrate
f(LE). This time, for every i = 1, . . . ,m, one computes (LE0,opt)i and obtains
the relation (LE0,opt)i = g((LE)i). Then, by regression, one can fit the curve
g(LE) and for new samples one may obtain the estimator L
∗
E by inverting g and
setting
L∗E = g
−1(LE0,opt). (29)
Finally, L∗E is inserted in place of LE in (26) to get the estimate σ
∗
E of the
standard deviation.
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4 Testing for damage
This section serves to present a proposal for statistical tests for damage, indi-
cating whether the properties of a given material have undergone some changes
or not. The starting point is a calibrated FIO model of the undamaged, ran-
dom material. The response of the undamaged material is modelled through
equations (13), (14), (15) with wave speeds (17) given by the random fields
(18), (19). The parameters of the random fields are calibrated by the procedure
outlined in Section 3. The sensor locations remain fixed.
The strategy is as follows. Using the stochastic Fourier integral operator
model of the undamaged material, a sample of signals in the sensor locations
is generated. Thereby, percentiles of the distribution of certain features of the
undamaged material are obtained. These data are compared with measured
data of the possibly damaged material. The procedure can be cast in the form
of a hypothesis test, in which the null hypothesis (undamaged material) is ac-
cepted or rejected, depending on whether the measured features remain within
certain bounds or not. The generation of the Monte Carlo sample can be done
in advance of the testing. Generating a large Monte Carlo sample of system
responses in finitely many sensor locations through the FIO representation is
computationally inexpensive.
Details will be presented in Section 5. Here is a summary of the testing
strategy.
Step 1. A Monte Carlo sample of size NMC of the random fields (18), (19)
is generated. The corresponding solutions (13) are computed in the sensor
locations, using the Fourier integral operator representation.
Step 2. One selects features of each signal at each sensor location. This
choice is critical, since this has a very strong influence on the efficiency of the
test. Step 1 delivers a Monte Carlo sample of size NMC of each feature at each
sensor location.
Step 3. The null hypothesis (undamaged material) is cast in the form of
critical percentile ranges for the features.
Step 4. Data of the specimen to be tested are acquired by measuring the
signals of the sensors. Then, for each feature one computes the p-value with
respect to the Monte Carlo sample.
Step 5. Step 4 results in a tuple of p-values for each sensor location. An
overall p-value can be aggregated by e.g. computing the overall minimum or
mean. In this paper, the mean p-value for each sensor location was computed
and the minimum of these values was taken as the overall p-value.
Step 6. The null hypotheses is rejected if the overall p-value is smaller than
a given threshold, for example, 1% or 5%.
Remark. The aggregation of p-values is a much debated issue [19, 22, 38, 39],
and there are certainly more sophisticated approaches. However, the method
chosen in Step 5 worked well. In fact, the performance of the test was val-
idated in Subsection 5.4 where it was found to obey the designed acceptance
and rejection rates.
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5 Numerical example
In this section, an application of the concepts to a prototypical example, a plane
strain problem, will be presented. The section starts with the description of the
model and the material assumptions, followed by a presentation of the proposed
parameter calibration method. Next, statistical tests for damage are put to work
in four scenarios. The section ends with a validation and performance analysis
of the devised tests.
5.1 The numerical model
The material structure is an aluminum block with the following nominal material
parameters: Young’s modulus is E = 70 GPa, Poisson’s ratio is ν = 0.35, and
the density is ρ = 2.70g/cm3. The geometric configuration can be seen in
Figure 1. There are n = 8 sensors located around the centered force.
j xj yj
1 −1.17 cm −1.17 cm
2 0 cm −1.17 cm
3 1.17 cm −1.17 cm
4 −1.17 cm 0 cm
5 1.17 cm 0 cm
6 −1.17 cm 1.17 cm
7 0 cm 1.17 cm
8 1.17 cm 1.17 cm.
Figure 1: The driving force f and the position of the eight (virtual) sensors.
As in Subsection 2.3 it is assumed that the force term f is independent of z
and has the special form
f(x, y, z, t) = [0, g(x, y)h(t), 0]T, g(x, y) = δ(x, y), h(t) =
{
sin(2pit), t ≥ 0,
0, t < 0,
where δ(x, y) is the Dirac delta function. The displacements u1(x, y), u2(x, y)
at point (x, y) are then given by (13).
When evaluating this formula, some numerical issues have to be addressed.
Since the Fourier transform of δ(x, y) is δ̂(ξ, η) ≡ 1, the integrals in (13) are not
convergent. To remedy this problem, the Dirac delta function was replaced by a
regularized version, namely by δε(x, y) =
1
2piε2 exp
(− x2+y22ε2 ), where ε is a small
regularization parameter (chosen here as ε = 0.1, i.e., about three times the
grid length of the numerical domain). The Fourier transform is then explicitly
given by δ̂ε(ξ, η) = exp
(− ε2(ξ2 + η2)).
The numerical domain was a square of 10 × 10 cm. The domain was dis-
cretized with 256 × 256 points. The considered time interval was 7 µs with
∆t = 0.05 µs. The integrals were computed by the rectangular quadrature for-
mula for all sensor locations. For sufficient accuracy, higher order integration
schemes were not required.
At ξ = η = 0 one faces the additional problem that the integrands in (14)
and (15) are not defined. This does not matter analytically since the value at
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one point does not change the integral. However, it is a problem for numerical
evaluations. So in order to compute the solution for this point one has to go
back to equation (7). If one takes the Fourier transform and sets ξ = η = 0 then
∂tt
[
û1(0, 0, t)
û2(0, 0, t)
]
=
[
0
h(t)
]
,
using the fact that δ̂ε(0, 0) = 1. Since the material is at rest at t = 0, it follows
that û1(0, 0, t) = 0 and û2(0, 0, t) =
∫ t
0
∫ s
0
h(r) dr ds.
The computation of the time dependent signal in all 8 sensor locations takes
approximately 4 seconds on a workstation.
Numerical validation
In the deterministic case of constant material parameters, the solution procedure
via the Fourier integral operator formula (13) was validated by comparison with
a finite element simulation of the plane strain model, solved by (7), on the same
domain with the same material parameters. The same force was applied, but in
non-regularized form as a point force. For the simulation, a standard Abaqus
routine was used, with the implicit Euler scheme for time integration.
The (time-dependent) solution in the eight locations (xj , yj), j = 1, . . . , 8 was
computed at all times t. The evaluation of the FE-model took approximately
800 seconds on a workstation with 5 CPU cores used.
The comparison of the FIO-solution and the FE-solution in x- and y-direction
can be found in Figures 7 and 8 in the Appendix and showed satisfactory accu-
racy. The relative error is with respect to the maximum displacement occurring
in the FE-solution in the respective directions. One should point out that there
is a systematic error in the FIO-solution, since the point force was regularized.
Therefore, the force term acts on an area and not at a point. That means that
the FIO-signal is slightly blurred. In addition, this also means that the signal
arrives at the sensor locations slightly more early than the FE-signal. Of course,
if one refines the mesh, the regularization of the point force can be more sharp
and the error vanishes.
The finite element model was also used to simulate artificial data, meant to
represent laboratory measurements in the next subsections.
5.2 Parameter estimation
This subsection serves to demonstrate the calibration procedure of Section 3
in the numerical example. Artificial data were generated by the FE-model of
subsection 5.1. Young’s modulus and Poisson’s ratio were entered as random
fields of the form (18) with autocovariance functions (19). Input parameter
values were Emean = 70 GPa, νmean = 0.35, σE = 3.5 GPa (5% of its nominal
value), σν = 0.005, and LE = Lν = 3 cm. For the parameter calibration,
the output of the FE-calculation was extracted at the eight sensor locations
(Figure 1). This output served as measured data for the FIO-based calibration
procedure.
Concerning the estimation of the nominal values Emean and νmean, three
scenarios were tested, according to Table 1.
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(I) Deterministic case: no random fields present, Young’s modulus and Pois-
son’s ratio held constant at their nominal values Emean and νmean. No
repetitions in formula (22), N = 1.
(II) Full random field model for the elastic parameters, no repetitions in for-
mula (22), N = 1.
(III) Full random field model for the elastic parameters, means estimated by
formula (22) with N = 10.
The minimization of (21) was done by means of the Nelder-Mead algorithm
[20, 28]. To show that the estimate works well even with a bad initial guess
for the algorithm, Eini = 50 GPa and νini = 0.3 was chosen. The results of the
optimization procedure as well as the computing time can be found in Table 1.
The optimization algorithm converged after approximately 30 iterations. A
visualization of the convergence in case of Scenario (II) can be found in Figure 2.
E∗mean [GPa] ν
∗
mean N time [s]
(I) 70.41 0.3490 1 216
(II) 69.56 0.3470 1 214
(III) 70.05 0.3473 10 2155
Table 1: Results of the optimization for calibrating the nominal values.
0 5 10 15 20 25 30
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100
Figure 2: Convergence of the Nelder-Mead algorithm with bad initial values in
Scenario II. Sequence of approximations E0 to estimate of E
∗
mean (top); sequence
of approximations ν0 to estimate of ν
∗
mean (middle); total error according to (20)
(bottom).
In order to estimate the standard deviations, formulas (23) and (24) were
used with N = 100 finite element simulations to compute σE0,opt and σν0,opt .
As indicated in (25), σν0,opt could be taken as estimator σ
∗
ν of the standard
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deviation of Poisson’s ratio. (The present simulation resulted in the estimate
σ∗ν = 0.0036.) In Subsection 3.2, the bias of σE0,opt has been pointed out. As
noted there, further numerical experiments had shown that it can described by
a relation of the form σE0,opt = h(LE)σE . For example, the linear dependence
of σE0,opt on σE at fixed correlation length LE = 3 cm can be seen in Figure 3.
The figure was obtained by Monte Carlo simulations of sample size N = 100 in
0 5 10 15 20 25
0
5
10
15
MC simulation
fitted curve
Figure 3: Linear dependence of σE0,opt on σE with fixed correlation length
LE = 3 cm.
formula (23) for each σE from the list
{0.001, 0.005, 0.01, 0.03, 0.05, 0.10, 0.15, 0.20, 0.30, 0.40} · 70 GPa.
The calibration curve f(LE) described in Subsection 3.2 can be similarly ap-
proximated by Monte Carlo simulation. For this purpose, formula (23) was
evaluated with a sample size N = 100, for each LE from the list
{0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1, 1.5, 2, 3, 5, 6, 7.5, 9, 10} cm,
at fixed σE = 3.5 MPa. The coefficient function was obtained in the form of a
power function f(LE) = β0L
β1
E by regression through the data. Data and fitted
function are depicted in Figure 4. Finally, one computes h(LE) = f(LE)/3.5. So
0 2 4 6 8 10
0
1
2
3 MC simulation
fitted curve
Figure 4: Dependence of σE0,opt on LE for fixed σE = 3.5 GPa. The fitted
curve is given by f(LE) = β0L
β1
E with β0 = 1.8415 and β1 = 0.2132.
far, if the correlation length is assumed to be known, one can obtain the estimate
σ∗E of the standard deviation of Young’s modulus through formula (26).
It remains to estimate the correlation lengths. The procedure has been
outlined in Subsection 3.3. To obtain the empirical covariances at different dis-
tances, the sensors were paired as shown in Table 2. Fitting the autocovariance
16
Sensor pairs (P)
P0 P1 P2 P3 P4 P5
[1, 1] [1, 2] [2, 4] [1, 3] [1, 5] [1, 8]
[2, 2] [1, 4] [2, 5] [1, 6] [1, 7] [3, 6]
[3, 3] [2, 3] [4, 7] [3, 8] [2, 6]
[4, 4] [3, 5] [5, 7] [6, 8] [2, 8]
[5, 5] [4, 6] [3, 4]
[6, 6] [5, 8] [3, 7]
[7, 7] [6, 7] [4, 8]
[8, 8] [7, 8] [5, 6]
Distance between sensors (r)
r0 r1 r2 r3 r4 r5
0 cm 1.17 cm 1.65 cm 2.34 cm 2.62 cm 3.31 cm
Table 2: Pairing of sensors and corresponding distances.
function (27) results in the estimator (28), which was observed to be biased in
Subsection 3.3, obeying a functional relation
LE0,opt = g(LE).
To obtain this relation, the procedure of fitting the correlation length was re-
peated with sample size N = 100 for each LE from
{0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1, 1.5, 2, 3, 5, 6, 7.5, 9, 10} cm.
Again, a power function of the form g(LE) = γ0L
γ1
E showed a satisfactory fit.
The data and fitted function can be seen in Figure 5.
0 2 4 6 8 10
0
5
10
MC simulation
fitted curve
Figure 5: Dependence of LE0,opt on LE , simulation and fitted calibration curve
g(LE) = γ0L
γ1
E . The obtained regression parameters were γ0 = 2.7503 and
γ1 = 0.5790.
Finally, an estimate L∗E of the correlation length LE can be achieved through
formula (29). The results of the present numerical simulation are summarized
in Table 3.
It can be observed that the obtained estimates of the correlation length and
the standard deviation are satisfactory, but not as accurate as the estimates
of the nominal values in Table 1. Larger sample sizes in the determination of
the calibration curves could improve the estimates, but at the price of consider-
ably increased computational cost. The tests for damage in Subsection 5.3 are
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LE [cm] LE0,opt [cm] L
∗
E [cm] σE [GPa] σE0,opt [GPa] σ
∗
E [GPa]
3.0 4.7385 2.5589 3.5 2.3275 3.6207
Table 3: Results of the optimization for calibrating the nominal values.
based on the nominal value Emean of Young’s modulus which can be accurately
estimated even by a single measurement, with N = 1 in formula (22).
5.3 Damage detection
As outlined in Section 4, the testing strategy is based on a stochastic Fourier
integral operator model of the undamaged material, which is used to generate a
sample of signals in the sensor locations. This sample serves as a realization of
the null hypothesis. Measured data of the possibly damaged material are tested
against this sample. As before, the parameter values for the undamaged state
were assumed to be Emean = 70 GPa, νmean = 0.35, σE = 3.5 GPa, σν = 0.005,
and LE = Lν = 3 cm. These data were used to generate the random fields
(18), (19) producing the wave speeds (17), which entered the Fourier integral
operator representation (13) of the displacements. The coefficients of variation
were so small that no problems with the square roots in (17) could arise, and
further cut-offs were not needed.
In practice, estimated values would be entered in (18), (19) according to Sec-
tion 3. The purpose of this subsection is to demonstrate how the test procedure
works, so this step was skipped here.
The finite element model was used to generate artificial responses of the ma-
terial having undergone various kinds of damage, represented through changes
in the nominal value Emean, or through geometric deterioration. The standard
deviations and correlation lengths were kept fixed throughout.
The null hypothesis was that the material is in the undamaged state, i.e., it
has the parameters described above. As initial step, a sample of size N = 10000
of system responses was generated, distributed according to the null hypothesis,
by means of the FIO-solution operator with wave speeds (17).
In order to test the material one has to choose characteristic features of the
signal. This choice is quite critical, since a bad set of features can lead to a poor
distinction between good and bad material.
For the present purpose, the amplitude and the phase angle of the most dom-
inant frequencies of the recorded signal turned out to be characteristic enough.
As described in Subsection 5.1, there were eight sensor locations with signals in
x- and y-direction. The four signals in x-direction at sensors 2, 4, 5, 7 were close
to zero. (Due to the special excitation, no pressure waves arrive at sensors 4
and 5, and no shear waves arrive at sensors 2 and 7.) Thus 12 signals remained
for the analysis. Of each signal 2 × 2 features were extracted: the phase angle
and amplitude at the first two nonzero frequencies in the DFT-spectrum (here
ω1 = 2pi/7 ≈ 0.9 MHz and ω2 = 4pi/7 ≈ 1.8 MHz). Thus a total number of 48
features were used for damage detection.
Three tests with the following decision procedures were implemented:
(I) A left-sided test for the phase angle of the signal, detecting small phase
angles (corresponding to late arrival of the signal). For this test, the phase
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angles need to be ordered: The phase angle space was determined by the
mean phase angle of the FIO sample plus/minus 180 degrees.
For each sensor location, the p-value for each single feature (i.e. the phase
angle of one signal for one frequency) was determined, and the average
p-value (over all features) at each sensor location was calculated. The
overall p-value was taken as the minimum over all sensor locations.
(II) A right-sided test for the phase angle of the signal, detecting large phase
angles, using the same principle as in (I).
(III) A two-sided test for the amplitude of the dominant frequencies. The
aggregated p-value (over features and sensor locations) was computed as
in (I).
These tests were applied to the following scenarios:
S1: The material is having the desired properties (undamaged state).
S2: The material is not having the desired properties: Emean is too small (60
MPa).
S3: The material is not having the desired properties: Emean is too large (80
MPa).
S4: The material is having the desired properties, but is suffering a crack. The
crack is modelled by a small region in the FE-model having a very small
Young’s modulus. The modelled crack lies between the applied point force
and Sensor 3.
Figure 6 shows realizations of the random field E(x, y) in Scenarios S1–S4. A
confidence level of 99% was adopted. This meant rejection of the null hypothesis
for p-values below α = 1%. (In Subsection 5.4, α = 5% will be considered for
comparison as well.) The confidence bounds of the features corresponding to the
chosen α-levels were determined through the sample of size 10000 of simulated
stochastic FIO-solutions of the undamaged material. For a typical random field
realization the tests showed the following results.
Test (I)
S1: The computed p-value lies well above the chosen α-level, which means that
undamaged material will be accepted as such.
S2: The p-value is well below 1%, the phase angles are to the left of the lower
confidence bounds. The test detects that Emean is small. In fact, for
small Emean, the wave speed is low, the signal arrives later than in the
undamaged state, and this corresponds to small phase angles.
S3: The p-value is close to one. The left-sided test does not reject the null
hypothesis. In fact, Young’s modulus is high, the wave speed is large, the
signal arrives early and the phase angles are actually large.
S4: The crack has no significant influence on the phase angles.
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Figure 6: Realizations of the random field E(x, y) (Young’s modulus) in Scenar-
ios S1–S4. From upper left to lower right: Scenario S1 (undamaged), Scenario
S2 (Emean is too small), Scenario S3 (Emean is too large), Scenario S4 (crack).
Test (II)
This shows the same result as Test (I) with the exception that Scenario S2 has
a large p-value and Scenario S3 has a low p-value. This is due to the fact that
this is a right-sided test.
Test (III)
S1: The p-value of the amplitude lies above the chosen α-level, and therefore
the null hypothesis is not rejected.
S2: The amplitude also changes with Young’s modulus, but the test is not
suitable for detecting this scenario.
S3: The amplitude also changes with the Young’s modulus, but the test is not
suitable for detecting this scenario.
S4: The crack influences the signal in Sensor 3, since it is in between Sensor
3 and the wave source. As a consequence, the amplitude changes as well.
The null hypothesis is rejected in Sensor 3. In the other sensors, the
behavior is varying, but the null hypothesis is usually accepted in Sensor
6, where the signal is not influenced by the crack.
It is interesting to note that the different behavior of Test (III) in the different
sensors allows one to draw conclusions about the location of the crack. The three
tests are most expressive when considered together. It also should be noted
20
that, when repeating the tests, errors of the first kind (rejection of true null
hypothesis) and of the second kind (acceptance of false alternative) do occur.
However, as will be seen in the next subsection, the error rate of the first kind
is around or below the chosen α-level.
Figures 9 to 12 show the comparison of the Monte Carlo sample of size
10000 (representing the null hypothesis) with the FE-computed signal, based
on one typical realization of the random field of the corresponding scenario in a
certain sensor location. The histograms depict the distributions of the respective
features generated by the Monte Carlo sample. Also shown are the two-sided
99% bounds of the amplitude and the one-sided 99% upper and lower bounds of
the phase angle for the indicated frequency, as well as the value of the feature
obtained from the FE-computation. The top figures always depict the time
dependent displacement in the indicated direction at the indicated sensor. The
gray band visualizes the collection of the solution curves from the Monte Carlo
sample whose features lie in the 99% confidence intervals.
5.4 Performance evaluation of the tests
In order to check whether the tests obey the designed rates of false negative
and false positive classifications, tests were repeatedly applied to FE-simulated
data with different realization of the random fields. More precisely, the tests
were applied to a sample of 100 FE-simulations of each scenario. The numbers
in Table 4 suggest that the tests perform as designed (at α-levels of 5% and 1%,
respectively). The performance of the tests, based on the 100 FE-simulations,
Scenario 1 Scenario 2 Scenario 3 Scenario 4
(I), α = 5% 0 99 0 6
(I), α = 1% 0 90 0 0
(II), α = 5% 5 0 100 22
(II), α = 1% 1 0 99 3
(III), α = 5% 5 74 100 100
(III), α = 1% 0 45 89 99
Table 4: Number of p-values below the α-level among 100 repetitions.
is visualized in Figure 13 by means of a scatter plot1 and a violin plot2.
As a conclusion, one can say that the performance analysis shows that the
proposed procedure is capable to detect damaged material, and furthermore the
three tests are capable to distinguish between the scenarios.
The influence of LE and σE
As was seen from the parameter estimation, the correlation length of E plays
a critical role in estimating the parameters. So the question arises if it also
influences the p-values of the tests. To check this point, the tests from above were
1The points are arranged according to their p-values.
2The shaded area indicates the smoothed kernel density estimator of the p-values. The
visualization program was taken from
https://www.mathworks.com/matlabcentral/fileexchange/23661-violin-plots-for-plotting-
multiple-distributions-distributionplot-m, July 12th, 2018.
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applied to an undamaged material (i.e. Emean = 70 GPa and σE = 3.5 GPa)
with different correlation lengths LE . For each correlation length, a sample of
finite element simulations with sample size 100 was tested against the Monte
Carlo sample of size 10000 from Subsection 5.3. The results can be seen in
Figure 14. One may observe that the correlation length does play a role, but
does not influence the results too critically. The number of rejections can be
found in Table 5.
In contrast to the correlation length, the standard deviation severely influ-
ences the measured signals. The tests from above were again applied to an
undamaged material (i.e. Emean = 70 GPa and LE = 3 cm) with different σE .
For each standard deviation value, a sample of finite element simulations with
sample size 100 was tested against the Monte Carlo sample from Subsection 5.3.
The results can be seen in Figure 15. Up to a coefficient of variation of E of 5%
all p-values were above the chosen α-level, at least in Test (I). If the coefficient
of variation was larger than 15%, the null hypothesis was falsely rejected for
almost the whole sample of size 100. However, since a large standard deviation
can be interpreted as damaged material, too, this can be seen as a desirable
property of the tests. The number of rejections can be found in Table 6.
Advantages and Limitations
The advantage of the described method is its computational cheapness. The
evaluation of 10000 FIOs took approximately 11 hours (= 10000 · 4 sec). If
one wanted to compute a Monte Carlo sample of responses of the undamaged
material of the same size by the finite element method, one could expect a
computation time of 93 days (10000 · 800 sec).
The computation of the p-values is so fast that it can be done online. The
computation of the features of the Monte Carlo sample of size 10000 representing
the null hypothesis can be done in advance. So if one gets a measured signal
one just has to compute its features and compare them with the Monte Carlo
sample. This can be done in real time.
The following limitation of the presented procedure should be pointed out.
If the stochastic FIO representation has the form as described in Section 2, it
does not incorporate any internal reflections of the waves due to local changes of
material parameters, as was already noted in Subsections 3.2 and 3.3. Therefore,
the approach only capable of describing waves in material with not too strongly
varying parameters.
6 Conclusion
This article presented a Fourier integral operators based approach to modelling
wave propagation in random linearly elastic materials. This FIO representa-
tion of the solution to the equations of motion is numerically fast, if one is
only interested in the time-dependent solution in certain locations. For exam-
ple, this is the case if one needs to compare the solution with sensor data in
certain locations. This efficient simulation procedure can be used for identifica-
tion of the material parameters. Even if the material parameters are randomly
perturbed by a Gaussian random field, the estimation of the nominal value is
stable and accurate. Furthermore, using a calibration curve one can also esti-
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mate the stochastic parameters of the random fields, such as standard deviation
or correlation length.
The obtained material parameters can be used for constructing a stochastic
FIO, describing wave propagation in the material with its given random prop-
erties. Since the evaluation of the FIO is fast, large Monte Carlo samples of the
stochastic FIO solution can be generated with relatively small effort. This sam-
ple can be used to design hypothesis tests, to determine if the material has the
desired properties or not (or if the properties have changed over time). In a nu-
merical example, four scenarios were considered: the material has the assumed
properties; the material is stiff; the material is soft; a crack is present. For the
decision procedures of the designed tests certain features of the time-dependent
solution were considered: the phase angles and the amplitudes of the most domi-
nant frequency of the signals. It was shown that the three implemented tests are
capable of distinguishing between the four scenarios. Furthermore, it was also
shown by additional simulations that the implemented tests behave as designed
what concerns the error rates of false classifications.
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Appendix: Figures and Tables
The appendix contains graphical illustrations of the results referred to in the
text.
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Signal in y-direction at Sensor 2
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Figure 9: Scenario 1. Top row: Displacement in y-direction with Monte Carlo
99%-confidence band of solutions generated by Monte Carlo simulation. The
measured solution lies entirely within the band. Middle row: Histogram of
corresponding features at frequency ω1, also showing bounds of the one-sided
99% confidence regions (left) and the symmetric 99% regions (right) as well as
the value of the tested feature. The observed values lie well within the 99%
regions. Bottom row: Same as middle row, but for frequency ω2.
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Signal in x-direction at Sensor 8
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Signal in y-direction at Sensor 8
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Figure 10: Scenario 2. Upper half: Displacement in x-direction with Monte
Carlo 99%-confidence band of solutions. Histogram of corresponding features
at frequency ω1, also showing bounds of the one-sided 99% confidence regions
(left) and the symmetric 99% regions (right) as well as the value of the tested
feature. Lower half: Same as upper half, but for displacement in y-direction.
In both cases, the observed phase angle is smaller than the lower bound of the
upper 99% confidence region.
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Signal in x-direction at Sensor 1
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Signal in y-direction at Sensor 1
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Figure 11: Scenario 3. Upper half: Displacement in x-direction with Monte
Carlo 99%-confidence band of solutions. Histogram of corresponding features
at frequency ω1, also showing bounds of the one-sided 99% confidence regions
(left) and the symmetric 99% regions (right) as well as the value of the tested
feature. Lower half: Same as upper half, but for displacement in y-direction.
In both cases, the observed phase angle is larger than the upper bound of the
lower 99% confidence region.
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Signal in x-direction at Sensor 3
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Signal in y-direction at Sensor 3
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Figure 12: Scenario 4. Upper half: Displacement in x-direction with Monte
Carlo 99%-confidence band of solutions. Histogram of corresponding features
at frequency ω1, also showing bounds of the one-sided 99% confidence regions
(left) and the symmetric 99% regions (right) as well as the value of the tested
feature. Lower half: Same as upper half, but for displacement in y-direction.
The crack strongly changes the signal in Sensor 3. The phase angles are inside
the 99% regions, but the amplitudes are by far out.
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Figure 13: Violin plots of the computed p-values. The blue dots represent the
p-values of a single FE-simulation. The gray shaded regions indicate an estimate
of the distribution of the p-values.
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Figure 14: Violin plots of the computed p-values, showing dependence on cor-
relation length of undamaged material. The blue dots represent the p-values
of a single FE-simulation. The gray shaded regions indicate an estimate of the
distribution of the p-values. The parts with pink background recall the results
for Scenarios 2 – 4 with LE = 3 cm.
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Figure 15: Violin plots of the computed p-values, showing dependence on stan-
dard deviation of undamaged material. The blue dots represent the p-values
of a single FE-simulation. The gray shaded regions indicate an estimate of the
distribution of the p-values.
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