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Abstract
In this paper, we employ multiple wireless-powered relays to assist information transmission from
a multi-antenna access point to a single-antenna receiver. The wireless relays can operate in either the
passive mode via backscatter communications or the active mode via RF communications, depending
on their channel conditions and energy states. We aim to maximize the overall throughput by jointly
optimizing the access point’s beamforming and the relays’ radio modes and operating parameters. Due
to the non-convex and combinatorial structure, we develop a novel optimization-driven hierarchical
deep deterministic policy gradient (H-DDPG) approach to adapt the beamforming and relay strategies
dynamically. The optimization-driven H-DDPG algorithm firstly decomposes the binary relay mode
selection into the outer-loop deep Q-network (DQN) algorithm and then optimizes the continuous
beamforming and relaying parameters by using the inner-loop DDPG algorithm. Secondly, to improve the
learning efficiency, we integrate the model-based optimization into the DDPG framework by providing
a better-informed target estimation for DNN training. Simulation results reveal that these two special
designs ensure a more stable learning and achieve a higher reward performance, up to nearly 20%,
compared to the conventional DDPG approach.
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I. INTRODUCTION
Backscatter communications technology has been recently proposed as a solution to improve
the energy- and spectrum-efficiency of wireless networks [1], [2]. The backscatter radio works
in the passive mode by adapting the antenna’s load impedance to reflect the incident or ambient
RF signals. It is featured with extremely low power consumption and thus sustainable by the
wireless power transfer [3], [4]. The low power consumption also comes with a price. Due to
limited signal processing capability, the backscatter radio typically has a low data rate and are
vulnerable to channel variations. Hence, it is more preferable to take advantages of both RF and
backscatter communications in a hybrid radio network, where hybrid radios can switch between
the active and passive modes according to their energy and channel conditions, e.g., [5] and [6].
In a hybrid radio network, the backscatter radios can be used as passive relays to assist
RF communications [7]. Typically, there are two passive relaying strategies. The first case is
similar to the conventional decode-and-forward (DF) relay scheme. The hybrid relay decodes
the information in the first hop and then forwards it to the receiver in the second hop by
backscattering or RF communications. For example, the authors in [8] and [9] employed a
gateway device to decode the backscattered information from the user device and then forward
the information to the access point by RF communications. An opportunistic DF relay scheme
is proposed in [10] where the relay node not only decodes and forwards the source information
but also opportunistically transmits its own information by backscatter communications. The
authors in [11] studied the cooperation between an active radio and a backscatter radio to deliver
information to the access point. The challenge in this case lies in that the relay’s signal decoding
requires high power consumption. This may hinder the relay to join relaying communications.
The other case is similar to the conventional amplify-and-forward (AF) scheme, where the
passive relay instantly reflects the incident RF signals. As such, the RF channel between the
transceivers can be enhanced in favor of RF communications by optimizing the relays’ reflection
coefficients, e.g., [2], [6], [12]. Moreover, the relay does not need to decode information and
hence has very little power consumption. This will encourage cooperative relay communications.
Focusing on such an AF-alike passive relay scheme, the bit-error-rate (BER) performance was
analyzed in [13] and [14] and compared with the DF-alike relay scheme, revealing that both
3schemes perform similarly under ideal conditions while the DF-alike scheme becomes worse
off in more practical conditions. The authors in [15] proposed to optimize the mode switching
between the AF-alike passive relay scheme and the conventional DF scheme to improve the
transmission success probability and ergodic capacity. To maximize the transmission performance
in a hybrid radio network, the above-mentioned works generally formulate a joint optimization
problem, typically involving the radio’s mode selection, the choice of complex reflection coef-
ficient, the energy harvesting parameters, transmission scheduling, power allocation, energy and
information beamforming strategies.
In this paper, we focus on the energy- and spectrum-efficient passive relay communications
in the second case. Different from prior studies in [12]–[15], we consider a more challenging
scenario where multiple hybrid radios jointly assist the RF communications from a hybrid access
point (HAP) to an active receiver. Each radio can choose between the active and passive mode
independently. Hence, we expect that the RF communications between the active transceivers
will be assisted by both the active and passive relays simultaneously [16]. We aim to improve
the throughput performance by exploiting both the relays’ radio diversity gain and multi-user
cooperation gain. A similar hybrid relay network has been studied in our previous work in [17],
where the relays’ mode selection is approximately optimized by a set of heuristic algorithms to
improve the overall relay performance. The difficulty of the optimization problem firstly lies in
the combinatorial structure due to the relays’ mode selection. Even with the fixed relay mode, the
joint optimization of beamforming and relaying strategies is still challenged due to complicated
couplings among multiple relays. Compared with optimization methods, the machine learning
(ML) approaches have shown better flexibility and robustness to address complex problems
with imprecise modeling, uncertain dynamics, and high-dimensional variables. For example, the
authors in [18] proposed a Markov Decision Process (MDP) and applied an online reinforcement
learning (RL) method to learn the radio’s spectrum access decision in an ambient backscatter
system, considering the dynamics in the channel condition, energy storage, and traffic demand.
Deep reinforcement learning (DRL) has been applied in [19] and [20] to defend the hybrid radio
against a smart jammer. ML methods have also been used for performance maximization in
hybrid radio networks, e.g., by optimizing transmission scheduling [21], power allocation [22],
and radio mode selection [23]. However, the above-mentioned applications of ML methods are
still unsatisfactory in practice, mainly due to the demand for a large data set for offline training
and a slow convergence speed in online learning.
4In this paper, we propose a novel DRL approach for throughput maximization by adapting
the relays’ mode selection, the beamforming strategy, and time allocation for wireless power
transfer. A close inspection into two typical DRL algorithms, e.g., deep Q-learning (DQN)
and deep deterministic policy gradient (DDPG) [24], reveals that they both rely on a double
Q-network structure [25]. The online Q-network provides the value estimation for each state-
action pair using a set of deep neural network (DNN), while the target Q-network generates a
target value for the online Q-network to follow and adapt. The DNN parameters of the target Q-
network are regularly copied from the online Q-network, which brings strong coupling between
two Q-networks and results in performance fluctuations. Besides, both Q-networks are typically
randomly initialized, which requires a long warm-up period to stabilize the learning. These
observations motivate us to design a novel hierarchical DDPG (denoted as H-DDPG) algorithm
to improve the learning efficiency. One novel design of the H-DDPG is to reduce the action space
by proposing a hierarchical structure, i.e., the binary mode selection is optimized by the outer-
loop DQN algorithm while the continuous variables are left for inner-loop DDPG algorithm. The
second design is to provide the inner-loop DDPG a better-informed target for DNN training, by
integrating the model-based optimization into the model-free DDPG algorithm.
A preliminary work on the hierarchical learning framework has been presented in our confer-
ence paper in [26], where we consider the power-splitting (PS) protocol for the energy harvesting
relays. In this work, we focus on a different time-switching (TS) protocol and analyze more
detailed designs for the optimization-driven H-DDPG algorithm. We also try to integrate different
performance lower bounds into the DDPG framework, and verify its robustness and learning
efficiency. To be specific, our main contributions in this paper are summarized as follows:
1) A multi-relay-assisted communication model is proposed for a hybrid radio network, where
each relay can optimize its radio mode to assist RF communications from the HAP to the
receiver. The passive relays enhance the RF channels, while the active relays amplify and
forward the information using the energy harvested from the HAP in the TS protocol.
2) A throughput maximization problem is formulated to optimize the time allocation and
beamforming strategies, as well as the relaying strategy. Though it is difficult to solve
optimally, we propose a tractable approximation as the lower bound of the original opti-
mization problem, which can be optimally solved by the monotonic optimization algorithm.
3) A hierarchical learning framework is proposed to solve the throughput maximization
problem. We update the relays’ mode selection in the outer-loop DQN algorithm, while
5use the inner-loop DDPG algorithm to adapt the relays’ reflection coefficients, the HAP’s
beamforming and time allocation strategies.
4) We further design the optimization-driven H-DDPG algorithm to improve the learning
efficiency, which employs a model-based optimization module to find a lower bound on the
target Q-value by solving an approximation of the original problem. Extensive numerical
results reveal that the optimization-driven H-DDPG algorithm achieves significantly higher
reward and more stable learning performance compared to the model-free DDPG algorithm.
The rest of this paper is organized as follows. Section II presents the multi-relay-assisted
communication model. Section III proposes a throughput maximization problem and derives
its lower bound. In Section IV, we integrate the lower bound into the DRL framework and
present the optimization-driven H-DDPG algorithm. Numerical evaluations and conclusions are
presented in Sections V and VI, respectively.
II. SYSTEM MODEL
We allow a group of single-antenna user devices, denoted by the set N = {1, 2, . . . , N}, to
harvest energy from a multi-antenna HAP in the TS protocol and then assist the information
transmission from the HAP to its receiver. The HAP has constant power supply and fixed transmit
power pt. Its transmit beamforming vector can be tuned to optimize the wireless power transfer
to different relays. The relay-assisted information transmission follows a two-hop half-duplex
protocol. Each RF-powered relay has a dual-mode radio structure that can switch between the
passive backscatter communications and the active RF communications, e.g., [7] and [17]. An
example with two relays (one in passive mode and the other in active mode) is shown in Fig. 1.
Let f0 ∈ CK and fn ∈ CK denote the complex channels from the HAP (with K antennas) to
the receiver and to the n-th relay, respectively. The complex channels from relay-n to relay-m
and to the receiver are given by znm and gn, respectively.
A. Time-switching (TS) Protocol for Active Relays
As shown in Fig. 1, the TS protocol assigns a dedicated sub-slot with length w for the HAP
to beamform RF power to the active relays. The other part (1 − w) of a time slot is further
divided into two equal sub-slots with length t = (1− w)/2 for the active relays to receive and
collaboratively forward signals, respectively in two hops. In the first hop, the HAP sets its signal
beamformer w1 and transmits information to the active relays and the receiver directly. In the
6second hop, the active relays collaboratively beamform the received signals to the receiver. A
strong direct link f0 between the HAP and the receiver may exist in both hops and contribute
significantly to the overall throughput, e.g., [17] and [27]. Hence, the HAP can transmit the
same information s in two hops to enhance the reliability of signal reception by maximal ratio
combining (MRC) at the receiver. Let (w1,w2) denote the HAP’s signal beamforming vectors
in two hops. It is clear that w1 and w2 are not necessarily the same in two hops.
B. Channel Enhancement via Passive Relays
Let binary variable bk ∈ {0, 1} denote the radio mode of relay-k, i.e., bk = 0 and bk = 1
indicate the active and passive relays, respectively. Correspondingly, we can define Na and Nb
as the sets of all active and passive relays, respectively. Let fˆ0 and fˆn denote the backscatter-
assisted channels from the HAP to the receiver and to the active relay-n, respectively. Following
a similar model in [17], the enhanced channels fˆ0 and fˆn can be represented as follows:
fˆ0 = f0 +
∑
k∈N
bkgkΓkfk, (1)
fˆn = fn +
∑
k∈N
bkzknΓkfk, ∀n ∈ N . (2)
It is clear that fˆ0 and fˆn depend on not only the relays’ mode selection but also the complex
reflection coefficient Γk of each passive relay. Given a fixed set of passive relays and their
reflection coefficients, we can evaluate the direct channel fˆ0 and all relaying channels fˆn of the
active relays, and then we can focus on the relay optimization with only active relays.
C. Problem Formulation
In the first hop, the HAP’s beamforming information x1 =
√
ptw1s can be received by both
the active relays and the target receiver directly. The SNR at the receiver can be denoted by
γ1 = pt|fˆH0 w1|2, where fˆH0 is the Hermitian transpose of the enhanced channel fˆ0 in (1) and the
noise power is normalized to one. In the second hop, all active relays jointly amplify and forward
the information to the receiver. Each active relay-n sets a different power amplifier coefficient
xn ∈ (0, 1). Meanwhile, the HAP beamforms the same information symbol x2 = √ptw2s to the
receiver. Note that w2 can be simply aligned to the channel fˆ0. Hence, the received signal rd at
the receiver is given by rd =
∑N
n=1 gˆnxnrn +
√
pt||fˆ0||s + vd, where gˆn denotes the enhanced
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Fig. 1: Backscatter-assisted two-hop hybrid relaying communications.
channel from the active relay-n to the receiver. Similar to [17], the SNR in the second hop can
be simplified as follows:
γ2 =
∣∣∣∑n∈N xnyngˆn +√pt‖fˆH0 ‖∣∣∣2
1 +
∑
n∈N |xngˆn|2
, (3)
where yn ,
√
ptfˆ
H
n w1 for notational convenience. The power amplifier coefficient of the active
relay-n is given by xn =
(
pn
1+|yn|2
)1/2
, where pn denotes its transmit power. To maximize the
overall throughput, we aim to optimize the HAP’s beamforming (w0,w1), time allocation t, and
the relays’ operating parameters (bn, θn) in the following throughput maximization problem:
max
w0,w1,bn,t,θn
t log2 (1 + γ1 + γ2) (4a)
s.t. ||w0|| ≤ 1 and ||w1|| ≤ 1, (4b)
pn ≤ η(1/t− 2)pt|fˆHn w0|2,∀ n ∈ Na, (4c)
t ∈ (0, 1/2), (4d)
bn ∈ {0, 1}, ∀ n ∈ N , (4e)
θn ∈ [0, 2pi], ∀ n ∈ Nb. (4f)
8The constraints in (4b) denote the HAP’s feasible beamforming vectors in two hops. The
constraints in (4c) and (4d) determine the active relays’ transmit power in the second hop,
which is upper bounded by the energy harvested from the HAP’s beamforming in the first
phase. The constant η denotes the energy harvesting efficiency. The constraint in (4f) ensures
that the complex reflection coefficient Γn = |Γn|ejθn of each passive relay is fully controllable
via load modulation [7], [17]. From (1) and (2), we observe that the phase θn is a critical design
variable for channel enhancement while |Γn| can be simply set to its maximum Γmax to enhance
the reflected signal power.
III. PERFORMANCE LOWER BOUND
The optimization of (Na,Nb) is combinatorial. Even with a fixed radio mode selection bn, the
joint optimization of (w0,w1) and the passive relays’ operating parameters θn is still challenging
due to couplings among different active relays. In the following part, with fixed radio mode, we
firstly derive a lower bound on (4) by optimizing the beamforming and time allocation strategies.
Then this lower bound will be used to devise the optimization-driven learning framework for
solving the original optimization problem (4) with enhance efficiency and reward performance.
A. Lower Bound via Monotonic Optimization
Given the set Nb of passive relays and the reflection coefficients Γn, the enhanced channels for
active RF communications can be updated in (1) and (2). Then, we can formulate the throughput
maximization problem with the active relays only:
max
t,w0,w1
t log2 (1 + γ1 + γ2) (5a)
s.t. pn ≤ η(1/t− 2)pt|fˆHn w0|2, ∀ n ∈ Na, (5b)
0 < t < 1/2, ||w0|| ≤ 1 and ||w1|| ≤ 1. (5c)
Note that an optimal solution to problem (5) is still unavailable due to the non-convex structure.
A lower bound on (5) can be useful to evaluate the transmission performance, which leads to
the following optimization problem:
9Proposition 1: A feasible lower bound on (5) is given by the following problem:
max
t,w0,w1
t log2
1 + pt||fˆ0||2 + pt ∑
n∈Na∪{0}
sn,1
 (6a)
s.t. ψn(1/t− 2)sn,0 ≥ sn,1(1 + ptsn,1),∀ n ∈ Na, (6b)
0 < t < 1/2, ||w0|| ≤ 1 and ||w1|| ≤ 1. (6c)
where ψn , ηpt|gˆn|2||fˆ0||2 and sn,i , |fˆHn wi|2 for i ∈ {0, 1} and n ∈ 0 ∪Na.
Proof. The proof follows a similar idea as that in [27] by reformulating γ2 as a Rayleigh quotient
and then we can find an achievable lower bound on the received SNR. Specifically, we can view
the HAP as a virtual relay in the second hop and define y0 =
√
ptfˆ
H
0 w2 to account for the direct
link. Then, we can rewrite γ2 in (3) as γ2 =
(x◦g)H(yyH)(x◦g)
(x◦g)H(x◦g) , where x and g are (N + 1) × 1
vectors and we require x0g0 = 1. The symbol ◦ denotes the Hadamard product. Let z = x ◦ g
and then we have γ2 = zH(yyH)z/||z||2, which implies the following inequality
γ1 + γ2 ≤ γ¯(w1) , pt||fˆ0||2 + pt
∑
n∈Na∪{0}
|fˆHn w1|2. (7)
The first inequality holds due to the property of the Rayleigh quotient and it holds with equality
when z = cy for some scalar c, which implies the following equality constraints:
ptc
2|fˆH0 w2|2 = 1, and (8a)
ptc
2|fˆHn w1|2 =
pn|gˆn|2
1 + pt|fˆHn w1|2
, ∀n ∈ N . (8b)
Hence, we can find the lower bound on (5) by maximizing t log2(1+ γ¯(w1)) subject to the above
two constraints as well as the power budget constraint in (5b). Note that w2 can be aligned with
the direct channel fˆ0. Thus, we can rewrite (8a) as ptc2 = ||fˆ0||−1 and then reformulate (8b) as:
|fˆHn w1|2 =
png
2
n||fˆ0||2
1 + pt|fˆHn w1|2
, ∀n ∈ N , (9)
which can be further substituted into (5b), resulting in the lower bound in (6).
Problem (6) is still non-convex due to the coupling between t and w1. Though convexity
is not assured, monotonicity is also an appealing structural property that can be exploited for
efficient algorithm design [28]. Specifically, by a change of variable, the SNR γ¯ can be viewed
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as the decision variable. Then we can rewrite (6a) in a simpler form as r(t, γ¯) = t log2(1 + γ¯),
subject to the feasible set as follows:
Ω ,
(t, γ¯)
∣∣∣∣∣∣ γ¯ ≤ pt||fˆ0||
2 + pt
∑N
n=0 sn,1, (6b)− (6c),
sn,i ≤ |fˆHn wi|2, for i ∈ {0, 1}, n ∈ 0 ∪Na.
 (10)
It is clear that the new objective r(t, γ¯) is monotonically increasing in both t and γ¯. This implies
that its optimum will be achieved on the boundary of the feasible set Ω.
B. Structural Property of the Feasible Region
The monotonic optimization algorithm successively approximates the feasible set Ω by regularly-
shaped polyblocks [28], which is a union of finite box sets. A box set is in the form of [0,v],
where v is the end point of the box, and also called a vertex of the polyblock. Let polyblock
P be an approximation of the feasible set Ω and we have P ⊃ Ω. As r(t, γ¯) is monotonically
increasing, its upper bound can be obtained on one of the vertex points of the polyblock P , i.e.,
max
(t,γ¯)∈Ω
r(t, γ¯) ≤ max
(t,γ¯)∈P
r(t, γ¯) = max
(t,γ¯)∈V
r(t, γ¯), (11)
where V denotes the set of vertices of the polyblock P . The first inequality holds due to the fact
that Ω ⊂ P while the equality holds due to the monotonicity of the objective function r(t, γ¯).
Though the maximization of r(t, γ¯) over a non-convex set Ω is difficult, its upper bound can be
easily obtained by evaluating the objective function on each of the vertex points in set V .
To approximate the optimum max(t,γ¯)∈Ω r(t, γ¯), the above inequality in (11) implies that we
need to generate smaller polyblocks successively to approximate the feasible region Ω, which
depends on the structural property of Ω. To proceed, we can verify that the feasible set Ω defined
in (10) represents a normal set, which bears the following structural property:
Proposition 2: Given (t, γ¯) ∈ Ω, we always have (t′, γ¯′) ∈ Ω for any (t′, γ¯′)  (t, γ¯).
Proof. Suppose that (t, γ¯) ∈ Ω and the feasible solution is given by (t,w0,w1). To show (t′, γ¯′) ∈
Ω, we need to construct a new solution (t′,w′0,w
′
1) such that (6b)-(6c) hold with (t
′, γ¯′). For this
purpose, we can set α = γ¯′/γ¯ and then construct the new solution as w′1 = αw1 and w
′
0 = αw0.
This implies that
s′n,1(1 + pts
′
n,1) ≤ αsn,1(1 + ptsn,1) ≤ αψn(1/t− 2)sn,0 ≤ ψn(1/t′ − 2)s′n,0.
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The first inequality is due to α ≤ 1 and the second inequality holds as (t, γ¯) ∈ Ω with the
solution (t,w0,w1). The last inequality easily follows as we have t′ ≤ t. Hence, the new solution
(t′,w′0,w
′
1) is feasible to (6b)-(6c). Besides, we have γ¯
′ = αγ¯ ≤ pt||fˆ0||2 + pt
∑N
n=0 s
′
n,1. This
implies that (t′, γ¯′) ∈ Ω.
The structural property in Proposition 2 will help find a smaller polyblock P ′ that gives a
closer approximation to Ω. The generation of new polyblocks follows a similar procedure as that
in [29]. Specifically, if we have some z ∈ P and z /∈ Ω, it follows that z′ /∈ Ω for any z′  z
by Proposition 2. This implies that we can construct a better approximation P ′ by cutting off a
subset from P , i.e.,
P ′ = P \ {z′ ∈ P : z′  z}. (12)
This ensures that P ⊃ P ′ ⊃ Ω. The initial polyblock P0 can be simply set as the box set that
covers the whole feasible set Ω. Hence, the vertex of the polyblock P0 is given by (1/2, γ¯max),
where γ¯max denotes a upper bound on γ¯. From (10), we can simply set γ¯max as follows:
γ¯max = 2pt||fˆ0||2 + pt
∑
n∈Na
||fˆn||2.
In the k-th iteration of the polyblock approximation, we first determine an upper bound rUk
on one vertex of the polyblock Pk, i.e., rUk = maxz∈Vk r(z). Then we have the optimal vertex
point zk = arg maxv∈Vk r(v) and the corresponding upper bound r
U
k = r (zk). A lower bound
rLk can be determined by projection, detailed in the next part. During successive polyblock
approximation, the update to rLk and r
U
k will become closer to each other in each iteration. The
iteration terminates when the gap between rLk and r
U
k is below a pre-defined error bound [29].
C. Projection via Solving SDPs
The main challenge of the monotonic optimization algorithm lies in the search for the lower
bound rLk in each iteration. Fortunately, we show that the lower bound r
L
k can be achieved
optimally by solving a set of semidefinite programs (SDPs). Specifically, if the optimal vertex
point zk is feasible to Ω, we can conclude that rLk = r
U
k and then terminate the algorithm.
However, if zk /∈ Ω, we can multiply zk by a scaling factor λ ∈ (0, 1) to project the infeasible
zk onto the boundary of Ω. The projection aims at finding the maximum factor λk such that
λkzk ∈ Ω, i.e., λk = arg max{λ : (λtk, λγ¯k) ∈ Ω}. It is easy to see that λzk ∈ Ω for λ ∈ (0, λk]
and λzk /∈ Ω for λ ∈ (λk, 1], by the structural property in Proposition 2. This implies a bisection
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method to find the maximum λk and the projection point ok , λkzk. Given a fixed λ ∈ (0, 1), we
can increase it in next iteration if λzk ∈ Ω, otherwise decrease it by the bisection method [29].
By the definition of Ω in (10), the feasibility check (λtk, λγ¯k) ∈ Ω with a fixed λ is equivalent
to solve the following problem:
max
t,w0,w1
pt||fˆ0||2 + pt
∑
n∈Na∪{0}
sn,1 (13a)
s.t.
ψn( 1λtk − 2)sn,0 − sn,1, √ptsn,1√
ptsn,1, 1
  0, (13b)
sn,i ≤ |fˆHn wi|2 and ||wi|| ≤ 1, (13c)
i ∈ {0, 1} and n ∈ 0 ∪Na. (13d)
The constraint in (13b) is an equivalence of (6b) and it becomes a linear matrix inequality.
Considering semidefinite relaxation (SDR), we can transform (13) into a convex form and solve
it efficiently by semidefinite programming. Let mk denote the optimum to (13) and then we
can conclude that (λtk, λγ¯k) ∈ Ω if mk ≥ λγ¯k. Given the projection point ok = λkzk, the
construction of new polyblock Pk+1 follows a similar procedure as in (12). In particular, we can
construct a separating cone P ck , {z|z  ok} such that P ck ∩Ω = ∅. Then a new polyblock Pk+1
can be generated by cutting off ∆k , P ck ∩ Pk = {z ∈ Pk|z  ok} from the polyblock Pk. The
detailed procedures can be referred to [29].
IV. OPTIMIZATION-DRIVEN HIERARCHICAL DRL FRAMEWORK
The optimization methods are typically based on a simplified system model, e.g., with perfect
channel information or ideal system implementation. Though lots of efforts are devoted to
designing exact solutions, the optimization based on a simplified system model only provides
lower bounds or approximations to the original problems. In this following, we propose a novel
optimization-driven DRL framework for throughput maximization in a hybrid relay network,
by exploiting the efficiency of optimization methods and the robustness of DRL approaches.
In particular, we use DRL to build the learning framework that is robust to complex problem
structure and inexact modeling, while integrate optimization methods in the inner loop to reduce
the search space and improve the learning efficiency.
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A. MDP Reformulation of Problem (4)
DRL is a combination of DNNs and RL, aiming at solving MDP problems with large action
and state spaces. The most straightforward DRL solution to problem (4) is to reformulate it into
an MDP and design a single agent at the HAP, which jointly decides the HAP’s beamforming
and the relaying strategies simultaneously based on the observed state st ∈ S and the knowledge
learnt from past experiences. The system state st = (ct, et) at the t-th decision epoch is a
combination of the channel conditions ct and the relays’ energy status et = [e1,t, e2,t, . . . , eN,t]T .
The channel conditions include the direct channel fˆ0 from the HAP to the receiver and each
relay’s channel (fˆn, gˆn), for n ∈ N . Hence, we denote ct = {fˆ0, (fˆn, gˆn)n∈N}. As observed
from (1)-(2), the channel conditions depend on the relays’ mode selection bn and operating
parameters Γk. The available energy en,t at relay-n includes the initial residual energy en,t−1 and
the harvested energy hn , η(1−2t)pt|fˆHn w0|2 from RF signals, as shown in (4c). The dynamics
of each relay’s energy status also depend on the power consumption pn in relay communications.
The power consumption pn of active relays depends on data rate in signal forwarding, while it
is a small constant for passive relays. We assume that both channel conditions ct and the energy
status et can be measured at the beginning of each decision epoch. Given the current state st,
the action at = (t,w0,w1,ot) of the DRL agent includes the HAP’s the time allocation t and
beamforming strategies (w0,w1) for energy and information transfer. ot = {bn, θn}n∈N denotes
each relay’s binary mode selection bn ∈ {0, 1} and the operating parameter θn. Except the binary
mode selection bn, all other decision variables are continuous variables. We aim to maximize the
throughput in problem (4), subject to the relays’ power budget constraints. Hence, the immediate
reward can be simply set as the objective in problem (4), i.e., vt(st, at) = t log2 (1 + γ1 + γ2).
B. Model-free DQN and DDPG Algorithms
By Bellman equation, we can simplify the policy optimization as the optimization of action at
in an iterative equation [30]: V pi∗(s) = maxa∈A vt(st, a)+γE [V (st+1)], where γ ∈ (0, 1) denotes
a discount factor. The expectation is taken over all possible state transitions from the current state
st to the next state st+1 when taking action a in state st. With small and finite state and action
spaces, the optimal policy pi∗ can be obtained by the Q-learning algorithm. Specifically, the
optimal action at each state is to maximize the Q-value, i.e., a∗t = arg maxa∈AQ(st, a), where
the Q-value is defined as Q(st, at) = vt(st, a) + γE[V (st+1)]. For algorithmic implementation,
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we can randomly initialize the Q-value and then update it by the difference between the current
Q-value and its target yt, i.e.,
Qt+1(st, at) = Qt(st, at) + τt
[
yt −Qt(st, at)
]
,
where τt is a step-size and yt is evaluated as follows:
yt = rt(st, at) + γmax
at+1
Qt(st+1, at+1). (14)
The difference yt − Qt(st, at) is called the temporal-difference (TD) error. For small-size state
and action spaces, the Q-value can be stored in a table and updated in each decision epoch.
For very large state and action spaces, the DQN algorithm uses DNNs with the weight
parameters ωt to approximate the Q-value function. The input to the DNNs is the current state st
and output is the expected action at. The training of DNNs aims at minimizing a loss function:
`(ωt) = E
[
(yi −Qt(si, ai|ωt))2
]
. (15)
Comparing to the conventional Q-learning algorithm, DQN improves the learning efficiency
by using a set of historical transition samples (si, ai, ri, si+1) ∈ Mt, namely, a mini-batch,
to train the DNN parameters ωt at each decision epoch t. The target value yi in the loss
function (15) is evaluated by (14) for each sample and the expectation is taken over all samples in
the mini-batchMt. Besides, DQN algorithm ensures more stable learning by using a double Q-
network structure. The online Q-network with DNN parameters ωt generates the value estimation
Qt(si, ai|ωt) given the state-action pair (si, ai), while the target value yi is generated by the target
Q-network with a different set of DNN parameters ω′t, which are delayed copies from the online
Q-network, i.e., ω′t = ωt−td , where td denotes the time delay to the current decision epoch.
A similar double Q-network structure also appears in the DDPG algorithm [24], which extends
the DQN algorithm to solve optimization problems with continuous action space. Besides the
DNN approximation for the Q-value, DDPG also approximates the policy piµ by using DNNs.
The DNN training aims at updating the DNN parameters µ in a gradient direction to improve
the value function, which can be rewritten as follows
J(µ) =
∑
s∈S
p(s)
∑
a∈A
piµ(a|s)Q(s, a|ω),
where p(s) denotes the stationary state distribution corresponding to the policy piµ and Q(s, a|ω)
is the parameterized Q-value. Deterministic policy gradient theorem in [24] simplifies the gradient
evaluation as
∇µJ(µ) = Es∼p(s)[∇aQ(s, a|ω)∇µpiµ(s)|a=piµ(s)],
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which can be performed efficiently by sampling the historical trajectories. The policy gradient
∇µJ(µ) motivates the actor-critic framework in [24], which updates the DNN parameters (µ,ω)
separately. The actor network updates the policy parameters µ in gradient direction as follows:
µt+1 = µt + αµ∇aQ(st, at|ωt)∇µpiµ(s)|at=piµ(s).
Similar, the critic network updates the Q-network as follows:
ωt+1 = ωt + αωδt∇ωQ(st, at|ωt),
where δt = yt −Q(st, at|ωt) denotes the TD error between Q(st, at|ωt) and its target value yt.
Two constants αµ and αω are viewed as step-sizes. Similar to DQN algorithm, the training of
critic network is performed by sampling a mini-batch of samples from the experience replay
memory, aiming to minimize the loss function in (15), where the target value yi is given by
yi = vi(si, ai) + γQ(si+1, pi(si+1|µ′t)|ω′t).
The DNN parameters (µ′t,ω
′
t) of the target networks are regular copies from their online networks
(µt,ωt), respectively.
C. Optimization-driven Learning Strategy
From the above inspection, we observe that either the DQN or the DDPG algorithm relies on
periodical parameters copying from the online Q-network to the target Q-network. This implies
strong coupling between the online and target Q-networks and may lead to slow learning rate and
unstable issues. As both the online and target Q-networks are randomly initialized in the DQN
or DDPG algorithm, the evaluation of the immediate reward vt(st, at) can be far from its real
value in the early stage of learning, which probably misleads the learning process. Therefore,
we require a long warm-up period to train both Q-networks of the DQN or DDPG algorithm.
Besides, the parameters copying from the online Q-network to the target Q-network is critical
to the learning performance. Frequent parameters copying implies unstable learning and even
divergence, while less frequent copying slows down the convergence rate. Thus, the optimal
setting for parameters copying becomes problematic for practical implementation.
Considering the above difficulties, in the sequel, we aim to stabilize and improve the learning
efficiency by proposing two special designs detailed as follows.
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1) Hierarchical Integration of DQN and DDPG: Note that the original design problem in (4)
is a mixed optimization problem with both discrete and continuous decision variables. The binary
variable bn determines the relay’s operating mode, while the continuous variables include the
the HAP’s beamforming (w0,w1) and time allocation strategy, as well as the passive relays’
reflecting phases θ = [θ1, θ2, . . . , θN ]T . The basic idea of the hierarchical learning framework
is to split the action vector into two parts (bt, act). The discrete action bt = [b1, b2, . . . , bN ]
T ,
indicating the relays’ operating modes, can be learnt following the conventional DQN algorithm.
Given the discrete action bt in the outer-loop DQN algorithm, we can focus on the solution
act = (t,w0,w1,θ) to a continuous optimization problem in (5), which can be considered in
the DDPG framework. Such a hierarchical DDPG (denoted as H-DDPG) framework allows
us to decompose the combinatorial and discrete optimization of the relays’ radio modes from
the optimization of other continuous variables. The convergent value function of the inner-loop
DDPG algorithm can be viewed as the Q-value of the outer-loop DQN. The benefit of the
proposed H-DDPG framework mainly lies in that it reduces the action space, and thus it is
expected to improve the learning efficiency.
2) Optimization-driven DDPG Algorithm: Besides the hierarchical design, we also upgrade
the inner-loop DDPG algorithm for solving the continuous control problem in (5). Note that the
conventional DDPG algorithm is subject to slow convergence speed due to random initializa-
tion of the double Q-networks. To improve the learning efficiency, we propose a model-based
optimization method to provide a better-informed target value for DNN training. Specifically, in
the t-th decision epoch, the actor network outputs an action act = (t,w0,w1,θ) and the target
Q-network produces the target value yt. Note that yt can be very different from its optimal
value. We employ the optimization framework developed in Section IV to approximate problem
in (5), which can be used to estimate a lower bound on the target value yt. Let y′t denote the
optimization-driven target value and aot = (t
′,w′0,w
′
1,θ
′) denote the approximate solution in
the optimization framework. We can expect that the model-based optimization can provide a
more accurate estimation of the target Q-value compared to the DNN generated target value yt,
especially in the early stage of learning. A better-informed target value y′t can help the inner-loop
DDPG algorithm adapt faster and achieve a better reward performance. Moreover, the derivation
of the optimization-driven target value y′t is irrelevant with the online Q-network. This implies
that y′t is more stable than the output yt from the target Q-network. Such a decoupling between
the online Q-network and its target is expected to reduce the performance fluctuations and
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Fig. 2: The optimization-driven hierarchical DDPG (H-DDPG) framework for hybrid relaying communications.
stabilize the learning performance in a shorter training time.
Figure 2 shows the main building blocks of the proposed optimization-driven H-DDPG al-
gorithm. The complete framework contains two parts, the outer-loop DQN and the inner-loop
model-based DDPG. Given the system state, the outer-loop DQN firstly decides the radio mode
bt for each relay, and then the channel conditions can be updated according to the relays’ radio
modes. Based on the channel conditions and the transmission performance, the actor and critic
networks of the inner-loop DDPG algorithm generate the continuous action act and the value
estimate, respectively. The action act can be merged with the optimized solution a
o
t based on
the values of yt and y′t. In the simplest case, we use y
′
t as the target value for DNN training if
y′t > yt and meanwhile accept the new action at = (bt, a
o
t ) instead of at = (bt, a
c
t). Note that
we may also have y′t < yt when the learning becomes more stable. As such, we follow exactly
the output of the actor network. When the inner-loop DDPG becomes stable, the target value
y′t of the DDPG algorithm is also used as a reference or benchmark for the DQN algorithm to
improve its learning speed. The detailed algorithm is illustrated in Algorithm 1.
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Algorithm 1 Model-based H-DDPG Algorithm for Hybrid Relaying Communications
1: Randomly initialize Q-networks of DQN and DDPG
2: Initialize the replay buffer for DQN and DDPG
3: DQN loop
4: Select the relays’ radio modes b by DQN algorithm
5: DDPG loop
6: Generate continuous action act by DDPG algorithm
7: Randomly exploit action act ← act +N0
8: Evaluate the reward vt of the action act
9: Update y′t and a
o
t by the optimization method
10: If y′t > yt
11: Accept optimization-driven target yt ← y′t
12: Adopt the merged action at ← (bt, aot )
13: END If
14: Buffer transition sample in DDPG memory
15: Sample a minibatch from DDPG memory
16: Update critic and actor networks
17: END DDPG loop
18: Sample a minibatch from DQN memory
19: Update DQN network and its target network
20: END DQN loop
D. Further Discussions
The optimization module in Fig. 2 aims to provide a lower bound estimation of the target
Q-value, based on incomplete or inaccurate system information. For example, we can explore
the physical connections between different control variables. The control variables of a complex
problem are usually high dimensional and untractable jointly by optimization methods. However,
given one part of the control variable, we can estimate the other part efficiently by solving an
approximate and usually convex optimization problem. This approximate optimization problem
can be built based on the physical connections between different control variables.
We require that the optimization solution in the learning framework does not need to be
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accurate, but to be very efficient. The accuracy of the solution usually means more complicated
computations and a lot of effort in algorithm design, which may delay the learning in each
episode. Therefore, besides the monotonic optimization for problem (6), we also try to approxi-
mate problem (6) in a much simplified case with a fixed time variable t. In particular, when the
inner-loop DDPG algorithm generates the action act = (t,w0,w1,θ), the optimization module
in Fig. 2 takes the variable t as input and optimizes the other part of the control variables
(w0,w1,θ). With fixed t, the optimization problem in (6) becomes an SDP in the form of
problem (13), which can be solved very efficient by the interior-point algorithms [31]. Note that
the monotonic optimization algorithm requires an iterative procedure and the SDP in (13) will be
solved multiple times in each iteration. Therefore, the simplified case with fixed t can significantly
reduce the time spent on the inner-loop optimization, therefore improve the overall learning
efficiency. Our numerical results in Section V reveal that such a model-simplified H-DDPG
algorithm still outperforms the conventional model-free H-DDPG algorithm significantly. Most
importantly, it has very close performance as that of the H-DDPG algorithm driven by monotonic
optimization. This verifies that the our learning framework is robust to the optimization methods
(i.e., insensitive to different accuracies), and can achieve significant performance gain when
partial system information is considered in the inner-loop optimization.
The practical implementation of the proposed optimization-driven H-DDPG algorithm follows
the system structure as shown in Fig. 3. The hierarchial learning agent is deployed at the HAP,
which makes decisions based on the perceived transmission performance, the relays’ channel
and energy conditions. The channel conditions can be viewed as block fading and kept constant
during each transmission period [27]. In each decision epoch, the HAP and the agent collect
all channel information and the relays’ energy status to adapt the beamforming and relaying
strategies, which will be distributed to the relays via a downlink control channel. The estimation
of the throughput performance is based on the feedback information from the receiver. The HAP
with more computational resources also implements an optimization module that estimates the
optimal strategy and the performance lower bound based on incomplete system information.
V. NUMERICAL RESULTS
In the simulation, we consider a two-hop relay-assisted transmission system as shown in Fig. 3.
We consider 3 antennas at the HAP and 5 relays in the system. The location of each node is
depicted in Fig. 3. The hybrid relays can harvest RF energy from the HAP’s signal beamforming.
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The energy harvesting efficiency is set to 0.6. The HAP’s transmit power ranges from -10 dBm
to 10 dBm. We consider a log-distance path loss model. The path loss at unit distance is 25 dB
and the path loss exponent is set to 2. The noise power is −80 dBm. The reflection coefficients
of the passive relays are set to 0.5. A similar setting has been used in [26].
A. Convergence of the Optimization-driven H-DDPG Algorithm
We firstly compare the reward performance of the optimization-driven H-DDPG algorithm
with that of the conventional model-free H-DDPG algorithm, as shown in Fig. 4(a). The solid
lines represent the averaged rewards over 80 episodes and the shaded areas denote the rewards’
fluctuating ranges. The optimization-driven H-DDPG algorithm tries to improve the learning
efficiency by using the monotonic optimization method to find a performance lower bound on
problem (4) as a better-informed estimation of the target Q-value. Based on the discussion in
Section IV-D, we also implement a model-simplified H-DDPG algorithm that optimizes a part
of the control variables (w0,w1,θ) based on the time variable t generated by the inner-loop
DDPG algorithm. As such, the optimization module can generate a performance lower bound
more efficiently with reduced computational complexity. Table I shows the comparison of the
average run time per learning episode in different H-DDPG algorithms. It is clear that the model-
simplified H-DDPG algorithm improves the learning efficiency more than 40 times compared to
the H-DDPG algorithm driven by the monotonic optimization method. Compared to the model-
free H-DDPG algorithm, the average run time is almost tripled in the model-simplified H-DDPG
algorithm, which however also achieves a much higher reward performance as shown in Fig. 4(a).
Though the rewards in three H-DDPG algorithms fluctuate over episodes due to random
explorations, finally they converge to stable values after learning from the accumulated past
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Fig. 4: The comparisons of convergence speed, reward performance, and stability in different H-DDPG algorithms.
experience. One interesting observation is that the optimization-driven H-DDPG shows a higher
convergent reward, which is up to 20% compared to that of the model-free H-DDPG algorithm.
This verifies the advantages of the proposed algorithm. Besides, we observe that the shaded area
of the model-based H-DDPG is smaller than that of model-free H-DDPG. This implies that the
model-based optimization-driven H-DDPG has a more stable learning performance. This can be
further verified in Fig. 4(b) where we show the standard deviation (std.) of the rewards for two
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TABLE I: Average run time in each episode (in milliseconds)
Number of hybrid relays 5 4 3 2 1
Model-free H-DDPG 1.25 1.24 1.22 1.20 1.19
Model-simplified H-DDPG 5.08 4.05 3.92 3.67 3.25
Optimization-driven H-DDPG 227.64 214.15 199.39 185.32 168.34
H-DDPG algorithms. It is clear that the reward of the optimization-driven H-DDPG has less
fluctuations compared to that of the model-free H-DDPG. Another interesting observation is that
the variance of the optimization-driven H-DDPG firstly increases and then drops significantly to
its minimum. The reason is that the optimization-driven H-DDPG tends to choose the actions
given by the optimization module in the early stage of learning. The optimization-driven target
provides an independent estimation of the reward and thus has less variance over different
episodes. After that, H-DDPG can learn from past experiences and achieve a higher reward,
which results in a higher variance due to random exploration.
Comparing two model-based H-DDPG algorithms, we observe that the model-simplified H-
DDPG achieves very close performance to that of the optimization-driven H-DDPG algorithm.
However, they have very different variances in the learning curves. As shown in Fig. 4(b), the
model-simplified H-DDPG has a higher variance in the reward performance, especially in the
early stage of the learning. One possible reason is that the optimization in the model-simplified
H-DDPG is based on an inexact time allocation t generated by the inner-loop DDPG algorithm.
Due to random exploration in the early stage, the time variable t can change intensively and
lead to very different optimization-driven target values.
B. Throughput via Direct Link and Hybrid Relays
In this part, we evaluate the optimal relay throughput with different transmit power at the HAP.
For a fair comparison, we also show the optimal throughput when the direct link (DL) is available
only. We consider an additional attenuation Le in the DL channel to indicate its channel quality.
A higher value of Le implies a weak DL channel possibly due to the blockage of surrounding
objects. A common observation in Fig. 5(a) is that the throughput increases with the HAP’s
transmit power. For a weaker DL channel, we observe that the relay-assisted throughput increases
more significantly compared to that achievable via the DL only. In particular, given Le = 40
dB in the DL channel, the hybrid relay-assisted transmission provides 345% higher throughput
23
-10 -5 0  5  10 
102
103
(a) Throughput performance
-10 -5 0  5  10 
0.2
0.25
0.3
0.35
0.4
0.45
0.5
(b) Transmission time
Fig. 5: Hybrid relays contribute more with a weak DL channel and a limited transmit power at the HAP.
than that achievable via the DL channel when pt = −10 dBm, which reduces to 43.48% when
the HAP’s transmit power increases to pt = 10 dBm. The reason is that the hybrid relays will
contribute little to the overall throughput when a strong DL channel can achieve high throughput
performance. On the other hand, when the DL channel becomes worse off or the HAP’s transmit
power is limited, the proposed hybrid relay-assisted transmission can improve significantly the
overall throughput and energy efficiency. Fig. 5(b) shows that the optimal transmission time also
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increases in the HAP’s transmit power. This means that the HAP with a higher transmit power
can schedule less channel time for wireless power transfer to the relays. With fixed transmit
power at the HAP, we observe that the quality of DL channel also affects the relays’ optimal
energy harvesting time. In particular, with a weak DL channel, e.g., Le = 40 dB, the HAP spares
more time to power the hybrid relays, as shown in Fig. 5(b). When the relays have more power,
the relay transmission can contribute more to the overall throughput.
In Fig. 6, we show the tradeoff between DL and relay transmissions as the number of hybrid
relays increases. We can observe that more relays can compensate the throughput loss when the
DL channel becomes worse off, especially for low transmit power at the HAP. For example,
when the HAP’s transmit power is −10 dBm, we can achieve a higher throughput in the case
with Le = 40 and N = 5, comparing to the case with Le = 35 and N = 2 or N = 3. This
implies that the joint effort of more relays can contribute even better than a strong DL channel.
C. Performance Comparison of Different Beamforming Schemes
In this part, we compare the optimal throughput achievable by the model-based H-DDPG
algorithm with a few baselines as shown in Fig. 7(a). To ensure a fair comparison under different
channel conditions, we consider different DL channel qualities by varying the attenuation Le
from 30 dB to 40 dB. Higher attenuation implies a weaker DL channel. In the comparison, we
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Fig. 7: The optimal throughput and the relays’ mode selection change with the DL channel quality.
also implement three other beamforming algorithms: 1) The simplest random scheme allows the
HAP to set its beamforming vector randomly, 2) Max-DL scheme aligns the HAP’s beamformer
to the DL channel and thus enhances direct information transmissions, 3) Max-Energy scheme
adopts the optimal beamformer that maximizes the energy transfer to the relays, and also uses
the same beamformer for information transmission in the second phase. As shown in Fig. 7(a),
the model-based H-DDPG achieves the optimal throughput performance. The Max-DL scheme
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TABLE II: The hybrid relays’ mode selection with N = 5 relays
DL channel quality pt = −10 dBm pt = 0 dBm pt = 10 dBm
Le = 30 dB P4, P5 P2, P4, P5 P2, P4, P5
Le = 35 dB A P4 P2, P4, P5
Le = 40 dB A A P4, P5
TABLE III: The hybrid relays’ mode selection with Le = 35 dB
Relay deployment pt = −10 dBm pt = 0 dBm pt = 10 dBm
Relay-1 to Relay-2 P2 P2 P2
Relay-1 to Relay-3 A A P1, P2
Relay-1 to Relay-5 A P4 P2, P4, P5
achieves a similar throughput performance as that of optimal scheme when the DL channel is
relatively good, i.e., the attenuation Le is small, while the performance gap becomes significant
with the increase of Le. On the other hand, the Max-Energy scheme shows a very different
result. In particular, the performance gap between the Max-Energy scheme and the optimal
scheme decreases with the increase of Le. These observations imply that the model-based H-
DDPG algorithm can adapt the HAP’s beamforming according to different DL channel qualities.
We also compare these beamforming schemes to the degenerated case with DL only. The results
in Fig. 7(a) show that the random beamforming scheme for the relay-assisted network even
achieves a higher throughput than that achievable via the DL only. This verifies that the hybrid
relays can provide the users’ cooperation gain for information transmissions.
D. Hybrid Relays’ Optimal Mode Selection
Fig. 7(b) shows the change of the relays’ mode selection with different DL channel qualities.
It is clear that the hybrid relay system can achieve the optimal throughput performance by
allowing individual relays to optimize their operating modes. Moreover, we observe that more
relays will switch to the active mode when the DL channel becomes worse off. This is further
verified in Table II, where we enumerate the relays’ optimal mode selection when the DL channel
becomes worse off. We use ’A’ in Table II to denote all active relays and Pn denotes the passive
mode of relay-n. For example, it becomes optimal for all relays to choose the active mode
when Le = 40 dB. On the contrary, more relays will work in the passive mode when the DL
27
channel becomes good. In this case, the passive relays prefer to assist DL transmissions and
save more channel time for active RF transmissions. In Table III, we show the relays’ mode
selection with different HAP’s transmit power and relays’ deployment scheme. It is clear that
the relays’ optimal operating modes also change with the HAP’s transmit power. An interesting
finding is that the relays’ deployment also affects their optimal radio mode. That is because the
optimization-driven H-DDPG algorithm can capture the couplings between different relays and
adapt their radio modes accordingly to maximize the overall throughput.
VI. CONCLUSIONS
In this paper, we propose a novel optimization-driven hierarchical DRL approach to solve
the throughput maximization problem involving both active and passive relays. This approach
integrates DQN and model-based optimization methods into the conventional DDPG algorithm in
a hierarchical learning framework. The model-based optimization can help derive a performance
lower bound based on incomplete system information, which provides a better-informed target
Q-value estimation for the online Q-network to follow and adapt in the learning process. We
then deploy this learning framework in a multi-relay-assisted hybrid radio network to maximize
its throughput performance. Simulation results verify that the proposed algorithm outperforms
the model-free H-DDPG algorithm in terms of robustness and learning efficiency.
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