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Abstract
Users of a personalised recommendation system face a dilemma: recom-
mendations can be improved by learning from data, but only if the other
users are willing to share their private information. Good personalised
predictions are vitally important in precision medicine, but genomic infor-
mation on which the predictions are based is also particularly sensitive, as
it directly identifies the patients and hence cannot easily be anonymised.
Differential privacy [7, 8] has emerged as a potentially promising solu-
tion: privacy is considered sufficient if presence of individual patients
cannot be distinguished. However, differentially private learning with
current methods does not improve predictions with feasible data sizes
and dimensionalities [10]. Here we show that useful predictors can be
learned under powerful differential privacy guarantees, and even from
moderately-sized data sets, by demonstrating significant improvements
with a new robust private regression method in the accuracy of private
drug sensitivity prediction [4]. The method combines two key properties
not present even in recent proposals [26, 9], which can be generalised to
other predictors: we prove it is asymptotically consistently and efficiently
private, and demonstrate that it performs well on finite data. Good finite
data performance is achieved by limiting the sharing of private information
by decreasing the dimensionality and by projecting outliers to fit tighter
bounds, therefore needing to add less noise for equal privacy. As already
the simple-to-implement method shows promise on the challenging genomic
data, we anticipate rapid progress towards practical applications in many
fields, such as mobile sensing and social media, in addition to the badly
needed precision medicine solutions.
∗These authors contributed equally to this work.
†These authors jointly supervised the work.
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1 Introduction
The widespread collection of private data, both by individuals and hospitals in
the health domain, creates a major opportunity to develop new services by learn-
ing predictive models from the data. Privacy-preserving algorithms are required
and have been proposed, but for instance anonymisation approaches [1, 18, 17]
cannot guarantee privacy against adversaries with additional side information,
and are poorly suited for genomic data where the entire data is identifying [13].
Guarantees of differential privacy [7, 8] remain valid even under these condi-
tions [8], and differential privacy has arisen as the most popularly studied strong
privacy mechanism for learning from data.
2 Efficient differentially private learning
Differential privacy [7, 8] is a formulation of reasonable privacy guarantees
for privacy-preserving computation. It gives guarantees about the output of a
computation and can be combined with complementary cryptographic approaches
such as homomorphic encryption [12] if the computation process needs protection
too. An algorithm M operating on a data set D is said to be differentially
private if for any two data sets D and D′, differing only by one sample, the ratio
of probabilities of obtaining any specific result c is bounded as
p(M(D) = c)
p(M(D′) = c) ≤ exp(). (1)
Because of symmetry between D and D′ the probabilities need to be similar to
satisfy the condition. Differential privacy is preserved in post-processing, which
makes it flexible to use in complex algorithms. The  is a privacy parameter
interpretable as a privacy budget, with higher values corresponding to less privacy
preservation. Differentially private learning algorithms are usually based on
perturbing either the input [2, 7], output [7, 26] or the objective [3, 28].
Here we apply differential privacy to regression. The aim is to learn a
model to predict the scalar target yi from d-dimensional inputs xi (Fig. 1a) as
yi = f(xi) + ηi, where f is an unknown mapping and ηi represents noise and
modelling error. We wish to design a suitable structure for f and a differentially
private mechanism for efficiently learning an accurate private f from a data set
D = {(xi, yi)}ni=1.
We argue that a practical differentially private algorithm needs to combine
two things: (i) it needs to provide asymptotically efficiently private estimators
so that the excess loss incurred from preserving privacy will diminish as the
number of samples n in the data set increases; (ii) it needs to perform well on
moderately-sized data.
While the first requirement of asymptotic efficiency or consistency seems
obvious, it is non-trivial to implement in practice and rules out some mechanisms
published even quite recently [29]. The requirement was addressed in the
Bayesian setting very recently [9], but the method failed to cover the second
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equally important criterion. Asymptotically consistently private methods always
allow reaching stronger privacy with more samples.
It is difficult to prove optimality of a method on finite data so good perfor-
mance needs to be demonstrated empirically. A design strategy for good methods
controls the amount of shared private information. This has two components:
(a) dimensionality needs to be reduced, to avoid the inherent incompatibility of
privacy and high dimensionality which has been discussed previously [6], and (b)
introducing robustness by bounding and transforming each variable (feature) to
a tighter interval. Controlling the amount of shared information also introduces
a trade-off: compared to the non-private setting, decreasing the dimensionality
a lot may degrade the performance of the non-private approach, while a corre-
sponding low-dimensional private algorithm may attain higher performance than
a higher-dimensional one (see the results and Fig. 3a).
The essence of differential privacy is to inject a sufficient amount of noise to
mask the differences between the computation results obtained from neighbouring
data sets (differing by only one entry). The definition depends on the worst-case
behaviour, which implies that suitably limiting the space of allowed results will
reduce the amount of noise needed and potentially improve the results. In the
output perturbation framework this can be achieved by bounding the possible
outputs [26].
Here we propose a more powerful approach of bounding the data by projecting
outliers to tighter bounds. The current standard practice in private learning is
to linearly transform the data to desired bounds [28]. This is clearly sub-optimal
as a few outliers can force a very small scale for other points. Significantly higher
signal-to-privacy-noise ratio can be achieved by setting the bounds to cover
the essential variation in the data and projecting the outliers separately inside
these bounds. This approach also robustifies the analysis against outliers as the
projection can be made independent of the outlier scale. In linear regression
we call the resulting model robust private linear regression. It is illustrated in
Fig. 1b, c.
3 Results
Genomics is an important domain for privacy-aware modelling, in particular
for precision medicine. Many people wish to keep their and also their relatives’
genomes private [19], and simple anonymisation is not sufficient to protect privacy
since a genome is inherently identifiable [13]. Furthermore, individual genomes
can be recovered from summary statistics [15] as well as phenotype data such as
gene expression data [14]. On the other hand, previous research has shown that
poorly implemented private models may put a patient to severe risk [10].
We apply the robust private linear regression model to predict drug sensitivity
given gene expression data, in a setup where a small internal data set can be
complemented by a larger set only available under privacy protection (Fig. 1a).
We use data from the Genomics of Drug Sensitivity in Cancer (GDSC) project [27],
and the setting and evaluation are similar as in the recent DREAM-NCI drug
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Figure 1: Differentially private learning of a predictive model. a, The
modelling setup; most data (top) are available for learning only if their privacy
can be protected. b, Bounding the data increasingly tightly (B; green square)
brings 1D robust private linear regression models (blue lines illustrating the
distribution of results of the randomised algorithm) closer to the non-private
model (black line) as less noise needs to be injected. Blue points: data. c, The
data are bounded in robust private linear regression by projecting outliers within
the bounds (shown only for a subset of the points).
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sensitivity prediction challenge [4]. The sensitivity of each drug is predicted with
Bayesian linear regression based on expression of known cancer genes identified
by the GDSC project [27] to limit the dimensionality. We achieve differential
privacy by injecting noise to the sufficient statistics computed from the data,
using the Laplace mechanism [7]. Full details are presented in Methods.
Unlike with previous approaches, now prediction accuracy (ranking of new
cell lines [4] to sensitive vs insensitive measured by Spearman’s rank correlation;
Fig. 2) improves when more privacy protected data is received. The proposed
non-linear projection of the data to tighter bounds is the key to this success, as
without it the method performs as poorly as the earlier ones.
To improve prediction performance in differentially private learning, trade-
offs need to be made between dimensionality and amount of data (Fig. 3a), and
between strength of privacy guarantees and amount of data (Fig. 3c), but the
amount of optional non-private data matters significantly only when there is
very little private data (Fig. 3b).
In Secs. A–B in the Supplementary Information we define asymptotic consis-
tency and efficiency of private estimators relative to non-private ones and prove
that the optimal convergence rate of differentially private Bayesian estimators to
the corresponding non-private ones is O(1/n) for n samples, which is matched
by our method. Unlike existing approaches [22, 24, 23], we compare the private
estimators to the corresponding non-private ones, making the theory more easily
accessible and more broadly applicable.
Robust private linear regression treats non-private and scrambled private data
similarly in the model learning. An interesting next step for further improving
the accuracy on very small private data would be to give a different weight to
the clean and privacy-scrambled data by incorporating knowledge of the injected
noise in the Bayesian inference, as has been proposed for generative models [25],
but which is non-trivial in regression.
4 Methods
4.1 Linear regression model
The Bayesian linear regression model for scalar target yi, with d-dimensional
input xi and fixed noise precision λ, is defined by
yi|xi ∼ N(xTi β, λ)
β ∼ N(0, λ0I), (2)
where β is the unknown parameter to be learnt. The λ and λ0 are the precision
parameters of the corresponding Gaussian distributions, and act as regularisers.
Given an observed data set D = {(xi, yi)}ni=1 with sufficient statistics nxx =∑n
i=1 xix
T
i and nxy =
∑n
i=1 xiyi, the posterior distribution of β is Gaussian,
p(β|D) = N(β; µ∗,Λ∗), with precision
Λ∗ = λ0I + λnxx (3)
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Figure 2: Accuracy of drug sensitivity prediction in terms of Spear-
man’s rank correlation coefficient over ranking cell lines by sensitiv-
ity to a drug (higher is better) increases with size of private data
for the proposed robust private linear regression. The state-of-the-art
methods fail to utilise private data under strict privacy conditions. The baselines
(horizontal dashed lines) are learned on 10 non-private data points; the private
algorithms additionally have privacy-protected data (x-axis). The non-private
algorithm (LR) has the same amount of additional non-privacy-protected data.
All methods use 10-dimensional data except purple baseline showing the best
performance with 10 non-private data points. Private methods use  = 2, corre-
sponding results for  = 1 are in Fig. 6. The results are averaged over all drugs
and 50-fold Monte Carlo cross-validation; error bars denote standard deviation
over 50 Monte Carlo repeats. (See Methods for details.)
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Figure 3: Key trade-offs in differentially private learning. Relative im-
provements over baseline (10 non-private data points). a, As the dimensionality
increases, the models without private data improve whereas more data are needed
to improve performance of the private methods. b, With enough private data,
adding more non-private data does not significantly increase the performance.
c, More data are needed if privacy guarantees are tighter ( is smaller). Size of
non-private data is 10 and  = 2 (except when otherwise noted).
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and mean
µ∗ = Λ−1∗ (λnxy) (4)
After learning with the training data set, the prediction of yi using xi is
computed as follows:
yˆi = x
T
i µ∗. (5)
A more robust alternative is to define prior distributions for the precision
parameters. In our case, a Gamma prior is assigned for both:
λ ∼ Gamma(a, b)
λ0 ∼ Gamma(a0, b0). (6)
The posterior can be sampled using computational methods such as auto-
matic differentation variational inference (ADVI) [16] where we fit a variational
distribution to the posterior. The precision parameters and correlation coeffi-
cients β are then sampled from the fitted distribution. For this purpose, the data
likelihood in Eq. (2) needs to be expressed in terms of the sufficient statistics
nxx, nxy, and nyy =
∑n
i=1 y
2
i , which results in
p(y|X,β, λ) =
(
λ
2pi
)n/2
exp
(
−λ
2
(βTnxxβ − 2βTnxy + nyy)
)
.
(7)
The prediction of yi is computed using xi and averaging over a sufficiently large
number m of sampled regression coefficients β(k) as
yˆi =
∫
p(y|β,Xtest,i)p(β|Dtrain)dβ ≈ 1
m
m∑
k=1
xTtest,iβ
(k). (8)
For evaluation we keep a part of the data set D aside (not used for training)
and after predicting yˆi, we evaluate the error between the actual yi and yˆi. In
this paper, we do this using Spearman’s rank correlation coefficient to evaluate
how well the predictions separate sensitive and insensitive cell lines.
4.2 Differential privacy and efficiency
We apply differential privacy as defined in Eq. (1). We use bounded differential
privacy, where two data sets are considered neighbouring if they contain the
same number of elements n with n− 1 equal elements. Compared to the other
common alternative of unbounded differential privacy, in which two data sets are
considered neighbouring if one is obtained from the other by adding or removing
an element, bounded differential privacy makes it clear that the number of
samples is not private which simplifies parameter tuning. The privacy parameter
 values are not directly comparable between the two formalisms, although an
 = k unbounded differentially private mechanism is always a  = 2k bounded
differentially private mechanism.
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We define a private parameter estimation mechanism to be asymptotically
consistently private, if the private estimate converges in probability to the
corresponding non-private estimate as the number of samples increases. We show
that the optimal rate of convergence of the private estimate to the corresponding
non-private Bayesian estimate is O(1/n). Mechanisms reaching this convergence
rate are called asymptotically efficiently private. A mechanism for estimating
a model is called asymptotically consistently private with respect to a utility
function if the utility of the private model converges in probability to the utility
of the corresponding non-private model. For full detail of these definitions see
Supplementary Information sections 1.1-1.2.
4.3 Robust private linear regression
The robust private linear regression is based on perturbing the sufficient statistics
nxx =
∑n
i=1 xix
T
i , nxy =
∑n
i=1 xiyi, and nyy =
∑n
i=1 y
2
i . We use independent
pi-differentially private Laplace mechanisms [7] for perturbing each statistic
with i = pi for each i = 1, 2, 3 and p1 + p2 + p3 = 1. Together, they provide an
-differentially private mechanism.
We project the outliers in the private data sets to fit the data in the interval
[−B∗, B∗] as
xij = max(−Bx,min(xij , Bx))
yi = max(−By,min(yi, By)). (9)
After the projection, ‖xi‖∞ ≤ Bx and |yi| ≤ By, and we add noise to nxx
distributed as Laplace(0, bxx), to nxy =
∑n
i=1 xiyi distributed as Laplace(0, bxy),
and to nyy =
∑n
i=1 y
2
i distributed as Laplace(0, byy), where the scale parameters
are bxx =
d(d+1)B2x
p1
, bxy =
2dBxBy
p2
, and byy =
B2y
p3
. This generalises earlier work
on bounded variables [9] to the unbounded case by introducing the projection.
Proof that this yields a valid asymptotically consistent and efficient differentially
private mechanism is given in Supplementary Information section 2. We also show
that a similar algorithm, applied to the estimation of a Gaussian mean, leads
to an asymptotically consistent and efficient private estimate of the posterior
mean, while the simpler input perturbation that perturbs the entire data set is
not asymptotically consistently private.
The privacy budget proportions p1, p2, p3 and projection thresholds Bx, By
are important parameters for good model performance. As illustrated in Fig. 4,
the projection thresholds depend strongly on the size of the data set. We propose
finding the optimal parameter values on an auxiliary synthetic data set of the
same size, which was found to be effective in our case. We generate the auxiliary
data set of n samples using a generative model similar to the one specified in
Eq. (2):
xi ∼ N(0, Id)
yi|xi ∼ N(xTi β, λ)
β ∼ N(0, λ0I), (10)
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where d is the dimension.
First we find the optimal budget split p1, p2, p3. For all possible combinations
of (p1, p2, p3) ∈ {0.05, 0.1, . . . , 0.90}3, where p1 + p2 + p3 = 1, we project the
data using clipping thresholds for the current split, and we perturb the sufficient
statistics according to the current budget split. We compute the prediction as in
Eq. (8) using samples drawn from the variational distribution fitted with ADVI
and compute the error with respect to the original values. The error measure we
use is Spearman’s rank correlation between the original and predicted values.
The split (p1, p2, p3) which gives the minimum error is used in all test settings.
As illustrated in Fig. 5, in our experiments the optimal split gives the largest
proportion of the privacy budget to the term nxy (60%), the second largest
proportion to the term nxx (35%), and the smallest possible proportion to the
term nyy (5%).
We parameterise the projection thresholds as a function of the data standard
deviation as
Bx = ωxσx, By = ωyσy (11)
ωx, ωy ∈ {0.1ω}20ω=1, (12)
where the σx and σy are the standard deviations of x (considering all dimensions)
and y, respectively. With all 400 pairs of (Bx, By) as specified above, we apply
the outlier projection method of Eq. (9). We perturb the sufficient statistics
according to the chosen optimal privacy budget split and fit the model as in
Eq. (3),4 using the projected values and then compute the error with respect
to the original values. The pair of (ωx, ωy) which gives the minimum error is
used to define the (Bx, By) for the real data as in Eq. (11). As the error we used
Spearman’s rank correlation between original y1:n and predicted y¯1:n based on
the model learnt with projected values.
4.4 Data and pre-processing
We used the gene expression and drug sensitivity data from the Genomics
of Drug Sensitivity in Cancer (GDSC) project [27, 11] (release 6.1, March
2017, http://www.cancerrxgene.org) consisting of 265 drugs and a panel
of 985 human cancer cell lines. The dimensionality of the RMA-normalised
gene expression data was reduced from d = 17490 down to 64 based on prior
knowledge about genes that are frequently mutated in cancer, provided by
the GDSC project at http://www.cancerrxgene.org/translation/Gene. We
further ordered the genes based on their mutation counts as reported at http:
//cancer.sanger.ac.uk/cosmic/curation. Drug responses were quantified
by log-transformed IC50 values (the drug concentration yielding 50% response)
from the dose response data measured at 9 different concentrations. The mean
was first removed from each gene, xij := xij −mean(xi:n,j), and each data point
was normalised to have L2-norm ‖xi‖2 = 1, which focuses the analysis on relative
expression of the selected genes, and equalises the contribution of each data
point. The mean was removed from drug sensitivities, yi := yi − mean(y1:n).
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Data with missing drug responses were ignored, making the number of cell lines
different across different drugs.
4.5 Experimental setup
We carried out a 50-fold Monte Carlo cross-validation process for different splits
of the data set into train and test using different random seeds. For each repeat,
we randomly split the 985 cell lines to 100 for testing and the rest for training.
We further randomly partitioned the training set to 30 non-private cell lines
and used the rest as the private data set. In the experiments, we tested non-
private data sizes from 0 to 30, and private data sizes from 100 to 800. The
hyperparameters for the Gamma priors of precision parameters λ, λ0 in Eq. (6)
were set to a = b = a0 = b0 = 2. The Gamma(2,2) distribution has mean 1 and
variance 1/2 and defines a realistic distribution over sensible values of precision
parameters which should be larger than zero. We implemented the model and
carried out the inference with the PyMC3 Python module [20]. Using ADVI,
we fitted a normal distribution with uncorrelated variables to the posterior
distribution. We computed the drug response predictions using m = 5000
samples from the fitted variational distribution. We used ADVI because it gives
similar results as Hamiltonian Monte Carlo sampling but significantly faster. The
optimal privacy budget split was based on prediction performance averaged over
five auxiliary data sets of 500 synthetic samples (approximately half of the GDSC
data set size) and five generated noise samples, and for each split, the optimal
projection thresholds were chosen similarly based on average performance over
five auxiliary data sets and five noise samples. The prediction for each split
was computed using m = 5000 samples drawn from the variational distribution
fitted with ADVI. The final optimal projection thresholds for each test case
were chosen using the optimal budget split and based on average prediction
performance over 20 auxiliary data sets and 20 noise samples. All auxiliary
data sets were generated by fixing the precision parameter values to the prior
means, λ = λ0 = 1. The prediction for each pair of projection thresholds was
also computed using fixed precision parameters as in Eq. (3) and Eq. (4), as
generating samples from the fitted variational distribution for all test cases would
have been infeasible in practice.
4.6 Alternative methods used in comparisons
We compared five models: (i) linear regression (LR) as defined in Eq. (2), (ii)
robust private LR is the proposed method, and (iii) private LR is the proposed
method without projection of the outliers, (iv) output perturbed LR [26], and
(v) functional mechanism LR [28]. Output perturbed LR learns parameters β
using the same LR model in Eq. (2), but instead of statistics the parameters
are perturbed, in a data-independent manner. Our implementation of output
perturbed LR makes use of minConf optimisation package [21]. For functional
mechanism LR we used the code publicly available at https://sourceforge.
net/projects/functionalmecha/.
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4.7 Alternative interpretation: transformed linear regres-
sion
The outlier projection mechanism can also be interpreted to produce a trans-
formed linear regression problem,
φy(yi)|xi ∼ N(φx(xi)Tβ, λ), (13)
where the functions φy() and φx() implementing the outlier projection can be
defined as
φy(yi) = max(−By,min(By, yi)) (14)
φx(xi) = max(−Bx,min(Bx, xi)). (15)
The normalisation of data can also be included as a transformation. This
interpretation makes explicit the flexibility in designing the transformations: the
differential privacy guarantees will remain valid as long as the transformations
obey the bounds
φy(yi) ∈ [−By, By], φx(xi) ∈ [−Bx, Bx]. (16)
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Supplementary Information
A Theoretical background
We argue that effective differentially private predictive modelling methods can
be developed by a combination of:
i. An asymptotically efficiently private mechanism for which the effect of the
noise added to guarantee privacy vanishes as the number of samples increases;
and
ii. A way to limit the amount of private information to be shared. This
yields better performance on finite data as less noise needs to be added
for equivalent privacy. This can be achieved through a combination of two
things:
a. An approach to decrease the dimensionality of the data prior to the
application of the private algorithm; and
b. A method to focus the privacy guarantees to relevant variation in data.
Criterion i can be formally stated through additional loss in accuracy or
utility of the estimates because of privacy. Our main asymptotic result is that
the optimal convergence rate of a differentially private mechanism to a Bayesian
estimate is O(1/n), which can be reached by our proposed mechanism.
Criterion ii is non-asymptotic and thus more difficult to address theoretically.
It manifests itself in the constants in the convergence rates as well as empirical
findings on the effect of dimensionality reduction and projecting outliers to
tighter bounds as discussed in the main text and in Fig. 4.
A.1 Definition of asymptotic efficiency
We begin by formalisation of the theory behind Criterion i.
Definition 1. A differentially private mechanismM is asymptotically consistent
with respect to an estimated parameter θ if the private estimates θˆM given a
data set D converge in probability to the corresponding non-private estimates
θˆNP as the number of samples, n = |D|, grows without bound, i.e., if for any1
α > 0,
lim
n→∞Pr{‖θˆM − θˆNP ‖ > α} = 0.
Definition 2. A differentially private mechanism M is asymptotically effi-
ciently private with respect to an estimated parameter θ, if the mechanism is
asymptotically consistent and the private estimates θˆM converge to the corre-
sponding non-private estimates θˆNP at the rate O(1/n), i.e., if for any α > 0
there exist constants C,N such that
Pr{‖θˆM − θˆNP ‖ > C/n} < α
1We use α in limit expressions instead of usual  to avoid confusion with -differential
privacy.
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for all n ≥ N .
The term asymptotically efficiently private in the above definition is justified
by the following theorem, which shows that the rate O(1/n) is optimal for
estimating expectation parameters of exponential family distributions. As it
seems unlikely that better rates could be obtained for more difficult problems,
we conjecture that this rate cannot be beaten for Bayesian estimates in general.
Theorem 1. The private estimates θˆM of an exponential family posterior
expectation parameter θ, generated by a differentially private mechanism M that
achieves -differential privacy for any  > 0, cannot converge to the corresponding
non-private estimates θˆNP at a rate faster than 1/n. This is, assuming M is
-differentially private, there exists no function f(n) such that lim supnf(n) = 0
and for all α > 0, there exists a constant N such that
Pr{‖θˆM − θˆNP ‖ > f(n)} < α
for all n ≥ N .
Proof. The non-private estimate of an expectation parameter of an exponential
family is [5]
θˆNP |x1, . . . , xn = n0x0 +
∑n
i=1 xi
n0 + n
. (17)
The difference of the estimates from two neighbouring data sets differing by one
element is
(θˆNP |D)− (θˆNP |D′) = x− y
n0 + n
, (18)
where x and y are the corresponding mismatched elements. Let ∆ = max(‖x−y‖),
and let D and D′ be neighbouring data sets including these maximally different
elements.
Let us assume that there exists a function f(n) such that lim supnf(n) = 0
and for all α > 0 there exists a constant N such that
Pr{‖θˆM − θˆNP ‖ > f(n)} < α
for all n ≥ N .
Fix α > 0 and choose M ≥ max(N,n0) such that f(n) ≤ ∆/4n for all n ≥M .
This implies that
‖(θˆNP |D)− (θˆNP |D′)‖ = ∆
n0 + n
≥ ∆
2n
≥ 2f(n). (19)
Let us define the region CD = {t | ‖(θˆNP |D) − t‖ < f(n)}. Based on our
assumptions we have
Pr(θˆM|D ∈ CD) > 1− α (20)
Pr(θˆM|D′ ∈ CD) < α (21)
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which implies that
Pr(θˆM|D ∈ CD)
Pr(θˆM|D′ ∈ CD)
>
1− α
α
(22)
which means thatM cannot be differentially private with  < log ((1− α)/α)→
∞ as α→ 0.
A.2 Different utility functions
Definition 3. Let U(θˆNP (D)) measure the utility of the non-private model θˆNP
estimated from data set D and let U(θˆM(D)) measure the corresponding utility
of the private model θˆM obtained using differentially private mechanism M. The
mechanism M is asymptotically consistent with respect to a bounded utility U
if the random variables U(θˆM(D)) converge in probability to U(θˆNP (D)) as the
number of samples, n = |D|, grows without bound, i.e., if for any α > 0,
lim
n→∞Pr{|U(θˆM(D))− U(θˆNP (D))| > α} = 0.
Theorem 2. A differentially private mechanism M that is asymptotically con-
sistent with respect to a set of parameters is asymptotically consistent with respect
to any continuous utility that only depends on those parameters.
Proof. If θˆM converges in probability to θˆNP then by the continuous mapping
theorem the value of U(θˆM) will converge in probability to U(θˆNP ).
A.3 Example: Gaussian mean
Theorem 3. Differentially private inference of the mean of a Gaussian variable,
with Laplace mechanism to perturb the sufficient statistics, is asymptotically
consistent with respect to the posterior mean.
Proof. Let us consider the model
xi ∼ N(µ,Λ)
µ ∼ N(µ0,Λ0)
with µ as the unknown parameter and Λ and Λ0 denoting the fixed prior precision
matrices of the noise and the mean, respectively. We assume ||xi||1 ≤ B and
enforce this by projecting the larger elements to satisfy this bound.
Let the observed data set be D = {xi}ni=1 with sufficient statistic nx¯ =∑n
i=1 xi.
The non-private posterior mean is
µNP = (Λ0 + nΛ)
−1(Λnx¯+ Λ0µ0).
The corresponding private posterior mean is obtained by replacing nx¯ with
the perturbed version nx¯′ = nx¯ + δ, where δ = (δ1, . . . , δd)T ∈ Rd with δj ∼
Laplace(0, 2Bd ) and d = dim(xi), yielding
µDP = (Λ0 + nΛ)
−1(Λ(nx¯+ δ) + Λ0µ0).
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The difference of the private and non-private means is
‖µDP − µNP ‖1 = ‖(Λ0 + nΛ)−1(Λδ)‖1
= ‖(Λ−1Λ0 + n · I)−1δ‖1 ≤ c
n
‖δ‖1,
which is valid for all c > 1 for large enough n. This implies that
Pr{‖µDP − µNP ‖1 ≥ α} ≤ Pr
{ c
n
‖δ‖1 ≥ α
}
→ 0
as n→∞ for all α > 0.
Theorem 4. Differentially private inference of the mean of a Gaussian variable
with Laplace mechanism to perturb the input data set (naive input perturbation)
is not asymptotically consistent with respect to the posterior mean.
Proof. The mechanism is almost the same as in Theorem 3, but we now have
nx¯′ = nx¯+
∑n
i=1 δi) where δi = (δi1, . . . , δid)
T ∈ Rd with δij ∼ Laplace(0, 2Bd ).
Similar computation as above yields
‖µDP − µNP ‖1 =
∥∥∥∥∥(Λ0 + nΛ)−1(Λ
n∑
i=1
δi)
∥∥∥∥∥
1
=
∥∥∥∥∥( 1nΛ−1Λ0 + I)−1 1n
n∑
i=1
δi
∥∥∥∥∥
1
≥ 1
2
∥∥∥∥∥ 1n
n∑
i=1
δi
∥∥∥∥∥
1
for sufficiently large n. By the central limit theorem the distribution of 1n
∑n
i=1 δi
converges to a Gaussian with non-zero variance. Hence µDP does not converge
to µNP for large n and the method is not asymptotically consistent.
A.3.1 Asymptotic efficiency
Theorem 5. -differentially private estimate of the mean of a d-dimensional
Gaussian variable x bounded by ‖xi‖1 ≤ B in which the Laplace mechanism is
used to perturb the sufficient statistics, is asymptotically efficiently private.
Proof. In the proof of Theorem 3 we showed that
‖µDP − µNP ‖1 ≤ c
n
‖δ‖1,
where δ = (δ1, . . . , δd)
T ∈ RD with δj ∼ Laplace
(
0, 2Bd
)
.
Because δj is Laplace, |δj | is exponential with
|δj | ∼ Exponential
( 
2Bd
)
and
‖δ‖1 =
d∑
j=1
|δj | ∼ Gamma
(
d,

2Bd
)
.
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Given α > 0 we can choose C > cF−1(1 − α; d, /2Bd), where F−1(x; a, b)
is the inverse cumulative distribution function of the Gamma distribution with
shape a and rate b, to ensure that
Pr
{
‖µDP − µNP ‖1 > C
n
}
≤ Pr
{
1
n
‖δ‖1 > C
n
}
= Pr{‖δ‖1 > C} < α. (23)
A.3.2 Convergence rate
We can further study the probability of making an error of at least a given
magnitude as
Pr{‖µDP − µNP ‖1 ≥ φ} ≤ Pr
{ c
n
‖δ‖1 ≥ φ
}
= Pr
{
Gamma
(
d,
n
2Bcd
)
≥ φ
}
= 1− F
(
φ; d,
n
2Bcd
)
= 1− γ(d,
nφ
2Bcd )
Γ(d)
, (24)
where F (x; a, b) is the cumulative distribution function of the Gamma distribution
with shape a and rate b.
The formula in Eq. (24) unfortunately has no simple closed form expression.
The result shows, however, that the n required to reach a certain level of
performance is linear in B and 1 . The dependence on d is complicated, but it is
in general super-linear as suggested by the mean of the gamma distribution in
Eq. (24), 2Bd
2
n .
A.4 Example: Zhang et al., AAAI 2016, (arxiv:1512.06992)
In their paper Zhang et al. derive utility bounds for a number of mechanisms.
The bounds are clearly insufficient to demonstrate the asymptotic efficiency of
the corresponding methods. For Laplace mechanism applied to Bayesian network
inference, their bound on excess KL-divergence as a function of the data set size
n is
O(mn lnn)
[
1− exp
(
− n
2|I|
)]
+
√
−O(mn lnn) ln δ.
B Differentially private linear regression
Let us next consider the linear regression model with fixed noise Λ,
yi|xi ∼ N(xTi β,Λ)
β ∼ N(β0,Λ0),
with β as the unknown parameter and Λ and Λ0 denoting the precision matrices
of the corresponding distributions.
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Let the observed data set be D = {(xi, yi)}ni=1 with sufficient statistics
nxx =
∑n
i=1 xix
T
i and nxy =
∑n
i=1 xiyi.
The non-private posterior precision of β is
ΛNP = Λ0 + Λnxx
and the corresponding posterior mean is
µNP = Λ
−1
NP (Λnxy + Λ0β0). (25)
The corresponding private posterior precision is obtained by replacing nxx with
the perturbed version nxx′ = nxx+ ∆, where ∆ follows the Laplace distribution
according to the Laplace mechanism, yielding
ΛDP = Λ0 + Λ(nxx+ ∆).
Similarly using nxy′ = nxy + δ with δ following the Laplace mechanism we
obtain
µDP = Λ
−1
DP (Λ(nxy + δ) + Λ0β0). (26)
As presented in Methods, a more robust alternative is to assign prior distributions
to the precision parameters and then sample the posterior. This requires using
the three sufficient statistics nxx, nxy, and nyy that are perturbed with suitable
noise. The mechanism is presented in detail in Algorithm 1 and proven to
guarantee differential privacy in Theorem 6. For theoretical analysis, we study
the model with fixed precision parameters and an even privacy budget split
between the two needed sufficient statistics. In Algorithm 1 and Theorem 6, this
corresponds to setting p1 = p2 = 0.5 and leaving out the unnecessary term Syy.
B.1 The detailed mechanism
The function project in Algorithm 1 projects the data points into a useful
space and computes the sufficient statistics.
Theorem 6. Algorithm DiffPriSS in Algorithm 1 is -differentially private.
Proof. (i) Sxx = CC
′ + P is p1-differentially private.
Sxx is a symmetric d×dmatrix with d(d+1)2 degrees of freedom. After project|C|∞ ≤ Bx and the sensitivity of each element ∆(Sxx)ij = sup |cicj−c′ic′j | ≤ 2B2x.
Adding Laplace distributed noise to (Sxx)ij with b =
d(d+1)B2x
p1
yields an ′-DP
mechanism with ′ = 2p1d(d+1) . Using basic composition [8] over the
d(d+1)
2
independent dimensions shows that Sxx = CC
′ + P is p1-differentially private.
(ii) CD is a d× 1 vector where d is the cardinality of I and each element of
CD is computed as follows:
∀i ∈ I, CDi =
n∑
j=1
CijDj , (27)
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Algorithm 1 Differentially private statistics release
p1 + p2 + p3 = 1
function DiffPriSS(X, Y , , Bx, By)
n = |Y |, d = dim(X)
(C,D) = project(X,Y,Bx, By)
for i ∈ {1, . . . , n} do
for j ∈ {i, . . . , n} do
Pij = Pji ∼ Laplace
(
0,
d(d+1)B2x
p1
)
end for
end for
for i ∈ I do
Qi ∼ Laplace
(
0,
2dBxBy
p2
)
end for
R ∼ Laplace
(
0,
B2y
p3
)
Sxx = CC
′ + P
Sxy = CD +Q
Syy = DD
′ +R
end function
function Project(X, Y , Bx, By)
for j = 1 to n do
for i = 1 to d do
Cij = max(−Bx,min(Bx, Xij))
end for
Dj = max(−By,min(By, Yj))
end for
end function
where |Cij | ≤ Bx and |Dj | ≤ By, and thus the sensitivity of CD is 2dBxBy.
Thus, Sxy = CD +Q is p2-differentially private.
(iii) DD′ is a scalar computed as
DD′ =
n∑
j=1
D2j ,
where |Dj | ≤ By, and thus the sensitivity of DD′ is B2y . Thus, Syy = DD′ +R
is p3-differentially private.
Therefore, releasing Sxx, Sxy, and Syy together by DiffPriSS is -differentially
private.
B.2 Asymptotic consistency and efficiency
Theorem 7. Differentially private inference of the posterior mean of the weights
of linear regression with Laplace mechanism to perturb the sufficient statistics is
asymptotically consistent with respect to the posterior mean.
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Proof. Using Eqs. (25)–(26) we can evaluate
‖µDP − µNP ‖1 =
∥∥Λ−1DP (Λ(nxy + δ) + Λ0β0)− Λ−1NP (Λnxy + Λ0β0)∥∥1
≤ ∥∥Λ−1DP (Λ(nxy + δ) + Λ0β0)− Λ−1DP (Λnxy + Λ0β0)∥∥1
+
∥∥Λ−1DP (Λnxy + Λ0β0)− Λ−1NP (Λnxy + Λ0β0)∥∥1
=
∥∥Λ−1DPΛδ∥∥1 + ∥∥(Λ−1DP − Λ−1NP )(Λnxy + Λ0β0)∥∥1
=
∥∥(Λ0 + Λ(nxx+ ∆))−1Λδ∥∥1
+
∥∥[(Λ0 + Λ(nxx+ ∆))−1
− (Λ0 + Λ(nxx))−1
]
(Λnxy + Λ0β0)
∥∥
1
=
∥∥(Λ0 + Λ(nxx+ ∆))−1Λδ∥∥1
+
∥∥∥∥[( 1nΛ0 + Λ
(
xx+
1
n
∆
))−1
−
(
1
n
Λ0 + Λxx
)−1 ](
Λxy +
1
n
Λ0β0
)∥∥∥∥
1
.
Assuming xx > 0, the first term clearly approaches 0 as n→∞. For the second
term, as n→∞, ( 1nΛ0+Λ(xx+ 1n∆))−1 → ( 1nΛ0+Λxx)−1 and as (Λxy+ 1nΛ0β0)
is bounded, the second term also approaches 0 as n→∞. This shows that µDP
converges in probability to µNP .
Theorem 8. -differentially private inference of the posterior mean of the
weights of linear regression with the Laplace mechanism of Algorithm 1 to perturb
the sufficient statistics is asymptotically efficiently private.
Proof. From the proof of Theorem 7 we have
‖µDP − µNP ‖1 ≤
∥∥(Λ0 + Λ(nxx+ ∆))−1Λδ∥∥1
+
∥∥∥∥∥
[(
1
n
Λ0 + Λ
(
xx+
1
n
∆
))−1
−
(
1
n
Λ0 + Λxx
)−1](
Λxy +
1
n
Λ0β0
)∥∥∥∥∥
1
.
(28)
The first term can be bounded easily as∥∥(Λ0 + Λ(nxx+ ∆))−1Λδ∥∥1 = ∥∥(Λ−1Λ0 + ∆ + nxx)−1δ∥∥1
≤ ∥∥(Λ−1Λ0 + ∆ + nxx)−1∥∥1 ‖δ‖1
≤ c1
n
∥∥(xx)−1∥∥
1
‖δ‖1 (29)
where c1 > 1. The bound is valid for any c1 > 1 as n gets large enough.
Similarly as in the proof of Theorem 5,
‖δ‖1 ∼ Gamma
(
d,

4dBxBy
)
. (30)
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Given α > 0 we can choose similarly as in the proof of Theorem 5
C1 > c1F
−1(1− α/2; d, /(4dBxBy))
∥∥(xx)−1∥∥
1
,
where F−1(x;α, β) is the inverse distribution function of the Gamma distribution
with shape α and rate β, to ensure that
Pr
{
‖(Λ0 + Λ(nxx+ ∆))−1Λδ‖1 > C1
n
}
<
α
2
. (31)
The second term can be bounded as∥∥∥∥∥
[(
1
n
Λ0 + Λ
(
xx+
1
n
∆
))−1
−
(
1
n
Λ0 + Λxx
)−1](
Λxy +
1
n
Λ0β0
)∥∥∥∥∥
1
=
∥∥∥∥∥
[(
1
n
Λ−1Λ0 + xx+
1
n
∆
)−1
−
(
1
n
Λ−1Λ0 + xx
)−1](
xy +
1
n
Λ−1Λ0β0
)∥∥∥∥∥
1
=
1
n
∥∥∥∥∥
(
1
n
Λ−1Λ0 + xx+
1
n
∆
)−1
∆
(
1
n
Λ−1Λ0 + xx
)−1(
xy +
1
n
Λ−1Λ0β0
)∥∥∥∥∥
1
≤ 1
n
∥∥∥∥∥
(
1
n
Λ−1Λ0 + xx+
1
n
∆
)−1
∆
(
1
n
Λ−1Λ0 + xx
)−1∥∥∥∥∥
1
∥∥∥∥xy + 1nΛ−1Λ0β0
∥∥∥∥
1
≤ 1
n
∥∥∥∥∥
(
1
n
Λ−1Λ0 + xx+
1
n
∆
)−1∥∥∥∥∥
1
‖∆‖1∥∥∥∥∥
(
1
n
Λ−1Λ0 + xx
)−1∥∥∥∥∥
1
∥∥∥∥xy + 1nΛ−1Λ0β0
∥∥∥∥
1
≤ c2
n
∥∥∥(xx)−1∥∥∥
1
‖∆‖1
∥∥∥(xx)−1∥∥∥
1
‖xy‖1 =:
c2
n
B2,
where similarly as in Eq. (29), the bound is valid for any c2 > 1 as n gets large
enough. Here ‖∆‖1 is the l1-norm of the matrix ∆ that whose elements follow
the Laplace distribution ∆ij ∼ Laplace(0, 2d(d+1)B
2
x
 ). We can bound it as
‖∆‖1 = max
i
‖∆:i‖1,
where ∆:i are the row vectors of ∆ and the latter is the vector `1-norm. Similarly
as in Eq. (30) we have
‖δ‖1 ∼ Gamma
(
d,

2d(d+ 1)B2x
)
(32)
and as above given α > 0 we can choose
C2 > c2F
−1(1− α/2; d, /(2d(d+ 1)B2x))
∥∥∥(xx)−1∥∥∥2
1
‖xy‖1 ,
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where F−1(x;α, β) is the inverse distribution function of the Gamma distribution
to ensure that
Pr
{
B2 > C2
n
}
<
α
2
. (33)
Combining Eqs. (31) and (33) shows that
Pr
{
‖µDP − µNP ‖1 >
C1 + C2
n
}
< α. (34)
B.3 Convergence rate
Using Chebysev’s inequality together with Eq. (30) we can show that with high
probability
‖δ‖1 = O
(
d2BxBy

)
and thus
∥∥(Λ0 + Λ(nxx+ ∆))−1Λδ∥∥1 = O
(
d2BxBy
∥∥(xx)−1∥∥
1
n
)
. (35)
Similarly for the second term we obtain
B2 = O
d3B2x
∥∥∥(xx)−1∥∥∥2
1
‖xy‖1

 . (36)
Combining Eqs. (28)–(36) yields
‖µDP − µNP ‖1 = O
d2BxBy‖xx−1‖1 + d3B2x
∥∥∥(xx)−1∥∥∥2
1
‖xy‖1
n

with high probability.
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Figure 4: Illustration of the effect of projecting the outliers in linear regression,
for different sample sizes n with 10-dimensional synthetic data, evaluated by
Spearman’s rank correlation between the predicted and true values. The x and
y axes denote the projection thresholds as a function of standard deviations of
data. Top right corner illustrates projection threshold at 2 standard deviations,
no outlier projection would be further to top right. Higher values (yellow) are
better. The result illustrates a clear benefit from the projection for moderate
sample sizes, but the benefit decreases for really large sample sizes.
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Figure 5: Optimal privacy budget split between sufficient statistics.
Accuracy on a synthetic data set improves as a bigger proportion of the fixed
privacy budget is assigned for nxy. The best performance is achieved by assigning
term nyy the smallest proportion 5%, term nxy a large 60% proportion, and
term nxx the remaining 35% proportion of the privacy budget.
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Figure 6: This is a complement to Figure 2 with more stringent privacy. Here we
show Spearman’s rank correlation coefficients (ρ) between the measured ranking
of the cell lines and the ranking predicted by the models using  = 1. The
baselines (horizontal dashed lines) are learned on 10 non-private data points; the
private algorithms additionally have privacy-protected data (x-axis). The non-
private algorithm (LR) has the same amount of additional non-privacy-protected
data. All methods use 10-dimensional data except purple baseline showing the
best performance with 10 non-private data points. The results are averaged over
all drugs and 50-fold Monte Carlo cross-validation; error bars denote standard
deviation over 50 Monte Carlo repeats. The result shows that more data are
needed for good prediction performance under more stringent privacy.
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