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Kapitel1
Einleitung
1.1 Motivation
Die plastische Deformation von Materialien spielt eine große Rolle in den Anwen-
dungen der Ingenieurswissenschaften. Bei der bleibenden Deformation von Stoffen in
eine gewu¨nschte Form ist die (kontrollierte) plastische Deformation erwu¨nscht, eben-
so bei der Beru¨cksichtigung einer “Knautschzone” bei der Herstellung von Autos.
Bei Geba¨uden oder Bru¨cken etwa muß sie hingegen vermieden werden. Dazu werden
Sicherheitsbereiche bei der Auslegung von Tra¨gern oder Materialien definiert. Eine
Verkleinerung dieser Sicherheitsbereiche kann zur Einsparung von Material fu¨hren,
setzt aber eine genauere Kenntnis der Vorga¨nge wa¨hrend oder vor Einsetzen der
plastischen Deformation voraus.
Speziell in kristallinen Materialien ist der Mechanismus der plastischen Deformation
seit langem bekannt. Es wurde bereits von Orowan (1934), Polanyi (1934) und Taylor
(1934) entdeckt, daß Versetzungen, die topologische Defekte in Kristallen darstellen,
und ihre Bewegungen im Kristall die Ursache makroskopischer plastischer Deforma-
tion sind. Das mikroskopische Bild der Versetzungen la¨ßt jedoch kaum Berechnungen
der makroskopischen Eigenschaften zu.
In der Kontinuumstheorie hingegen ko¨nnen die Auswirkungen von Versetzungen auf
das sie umgebende elastische Kontinuum berechnet werden, wenn ein mikroskopi-
scher Bereich, der sog. Versetzungskern, aus der Beschreibung ausgenommen wird.
Fu¨r die Beschreibung kontinuierlicher Versetzungsverteilungen wurden insbesondere
die Methoden der Differentialgeometrie verwendet (die z.B. auch in der allgemeinen
Relativita¨tstheorie von Einstein Anwendung fanden). Die statische Theorie geht u.a.
auf Arbeiten von Kro¨ner (1958), Kondo (1955) und Bilby, Bullough, Smith (1955)
zuru¨ck. Dazu mußten die diskreten Eigenschaften von Versetzungen mit geometri-
schen Gro¨ßen verknu¨pft werden. Zentrale Idee war es, kontinuierliche Umla¨ufe in
Differentialgeometrien, u¨ber die die sog. Torsion bestimmt wird, mit entsprechenden
diskreten Umla¨ufen um Versetzungslinien in einem Kristallgitter zu verknu¨pfen, die
den Burgersvektor (als Maß fu¨r die Gro¨ße des topologischen Defekts dieser Verset-
zung) definiert.
Dies fu¨hrt zu dem kontinuumstheoretischen Tensor der Versetzungsdichte. U¨ber
diesen ko¨nnen die Auswirkungen von Versetzungen auf die elastischen Gro¨ßen be-
1
2 Kapitel 1. Einleitung
schrieben werden. Sie fu¨hren zu den von Kro¨ner beschriebenen Eigenspannungen.
Bei der Anwendung dieser Theorie auf reale Materialien tauchen jedoch zwei große
Probleme auf:
Der Versetzungsdichtetensor ist ein makroskopisches Maß fu¨r den Burgersvektor ei-
nes Fla¨chenelements. Auf makroskopischen La¨ngenskalen verschwindet dieser meist,
da sich gleichartige Versetzungen mit entgegengesetzten Burgersvektoren auf großen
Skalen aufheben, auch wenn diese mikroskopisch nicht annihilieren.
Kro¨ner (2001) sagte dazu:
The conventional tensor of dislocation density counts only excess dis-
locations of one sign, whereas the observed hardening and softening is due
to the dislocations of two signs.
Es sind also Wechselwirkungen von Versetzungen auf mikroskopischer Skala relevant,
die in die bestehende Kontinuumstheorie integriert werden mu¨ssen. Dazu mu¨ssen
zusa¨tzliche Freiheitsgrade beru¨cksichtigt werden.
Diese Freiheitgrade ko¨nnen zum einen u¨ber die Methoden der Eichfeldtheorie einge-
bettet werden (siehe dazu z.B. Popov, Kro¨ner (1999),Marque´s–Lope´z (2002),Kleinert
(1989)).
Zum anderen – und dieser Weg soll hier beschritten werden – ko¨nnen diese zusa¨tzli-
chen Freiheitsgrade als Subkontinua in die Theorie eingebaut werden, wenn diese mit
den diskreten Eigenschaften der Versetzungen in Verbindung gebracht werden, ba-
sierend auf Anthony (1989) und Anthony, Azirhi (1998). Dieser Weg hat den Vorteil,
daß er weitestgehend auf die physikalischen Informationen zuru¨ckgreift, die u¨ber die
Versetzungen im Kristall bekannt sind. Damit wird auch verhindert, experimentelle
Ergebnisse durch schiere Erho¨hung der Zahl der inneren Freiheitsgrade zu “fitten”
und den Anschluß an die physikalischen Interpretationen zu verlieren.
Das zweite große Problem entsteht aus der Tatsache, daß die die plastische Deforma-
tion hervorrufenden Versetzungsbewegungen materielle Zusammenha¨nge im Kristall
zersto¨ren ko¨nnen: benachbarte materielle Punkte ko¨nnen sich beliebig weit vonein-
ander entfernen. Damit ist der Kristall aber mathematisch nicht mehr mit einer
materiellen Mannigfaltigkeit zu identifizieren.
Kro¨ner dru¨ckte dies so aus:
The motion of the typical defects in the crystalline structure destroys
the particles that constitute the body whose particles, therefore, do not
persist during the elastoplastic motion. For this reason, the elastoplastic
crystalline solid is not a differentiable material manifold.
Der Kristall zeigt wa¨hrend des plastischen Fließens typische Verhaltensmerkmale
einer Flu¨ssigkeit. Diese Eigenschaften sollen in dieser Arbeit beru¨cksichtigt werden
und fu¨hren zu einer Beschreibung des Kristalls aus etwas anderer Sicht:
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1.2 Das Modell
Der Kristall als strukturierte Flu¨ssigkeit
Ein Kristall wird u¨blicherweise als Festko¨rper beschrieben, der in der Elastizita¨ts-
theorie u¨ber eine materielle Mannigfaltigkeit modelliert wird. Wenn nun plastische
Deformationen beschrieben werden sollen, mu¨ssen Fließeigenschaften nachtra¨glich in
die Theorie integriert werden (dies kann z.B. u¨ber die oben erwa¨hnte Eichfeldtheorie
geschehen).
In dieser Arbeit wird der Kristall hingegen u¨ber die Feldtheorie der Flu¨ssigkeiten
modelliert, in die Ordnungsstrukturen vermo¨ge des verallgemeinerten Cosserat–
Kontinuums eingearbeitet werden, die ein plastisches Fließen im rein elastischen
Fall verhindern. Die Beschreibung des ideal–elastischen Kristalls in dieser Theorie ist
dann a¨quivalent zu der bekannten Elastizita¨tstheorie.
Plastisches Fließen hingegen ist u¨ber das Modell der Flu¨ssigkeit bereits vollsta¨ndig in
dieser Beschreibung eingebettet. Dazu mu¨ssen lediglich an bestimmten Stellen die fu¨r
elastisches Verhalten sorgenden Ordnungsstrukturen nach bestimmten Gesetzma¨ßig-
keiten aufgegeben werden. Diese Gesetzma¨ßgkeiten sollen entsprechend modelliert
und an die Tra¨ger der Plastizita¨t, die Versetzungen, geknu¨pft werden.
Versetzungsklassen
Die Versetzungsklassen sind Subkontinua, die Verteilungen von Versetzungen und
ihre Dynamik modellieren. Diese Kontinua werden aufgrund diskreter Eigenschaften
der Versetzungen in Klassen unterteilt, sodaß differenziertere Beschreibungen von
Versetzungen mo¨glich sind, in der auch lokale Wechselwirkungen, beispielsweise von
Versetzungen entgegengesetzten Vorzeichens, enthalten sind. Dabei wird es in dieser
Arbeit um den grundlegenden Aufbau dieser Theorie gehen. Daher werden nur nicht–
reagierende Versetzungsklassen beru¨cksichtigt. Es werden aber Vorschla¨ge gemacht,
wie die Theorie um die Beschreibung von Versetzungsreaktionen erweitert werden
kann und wo Einschra¨nkungen und Voraussetzungen fallengelassen werden mu¨ssen.
Der Lagrangeformalismus
Das Modell der Versetzungsklassen soll komplett im Lagrangeformalismus der
Felder aufgebaut werden, d.h. unter Beru¨cksichtigung des Hamiltonschen Variati-
onsprinzips der kleinsten Wirkung: Dieses ist ein universelles Prinzip, das auf vielen
Gebieten der Physik eine entscheidende Rolle spielt. Es findet Anwendung in klassi-
schen Theorien wie der Elastizita¨tstheorie, Elektrodynamik, aber auch in Bereichen
der Quantenmechanik. Die Quantenfeldtheorie ist ohne den Lagrangeformalismus
nicht denkbar.
Ein großer Vorteil ist die Kompaktheit einer Theorie im Lagrangeformalismus: eine
skalare Gro¨ße, die Lagrangefunktion, liefert u¨ber das systemunabha¨ngige und damit
universelle Hamiltonsche Variationsprinzip die fu¨r das System relevanten Gleichun-
gen. Daru¨berhinaus bietet das Noethertheorem die Mo¨glichkeit, Erhaltungsgro¨ßen
auf systemu¨bergreifende methodische Forderungen zuru¨ckzufu¨hren. Beispielsweise
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fu¨hrt die Forderung, daß eine Theorie invariant gegenu¨ber raum–zeitlichen Trans-
lationen sein soll (was der methodischen Forderung nach Reproduzierbarkeit von
Experimenten in Raum und Zeit entspricht) zu den Definitionen von Impuls und
Energie sowie den zugeho¨rigen Bilanzgleichungen.
Weiterhin la¨ßt sich eine bestehende Theorie numerisch behandeln. Dies geschieht
u¨ber Minimierungsverfahren auf Ebene der Lagrangedichte, wie z.B. das Ritzsche
Verfahren. Es werden Lo¨sungsansa¨tze fu¨r die Variablen gemacht, die nach Basisfunk-
tionen entwickelt werden. Die Suche nach dem Minimum des Wirkungsfunktionals
fu¨hrt dann auf algebraische, durch numerische Verfahren lo¨sbare Gleichungen. Die
Genauigkeit dieses Verfahrens ha¨ngt im Prinzip nur von der Gro¨ße der gewa¨hlten
Basis und damit letztendlich von der Rechenkapazita¨t der verwendeten Computer
ab, was gerade fu¨r die Zukunft auch fu¨r komplexere Systeme – und ein solches ist der
plastisch deformierbare Kristall unter Einbeziehung der Versetzungsdynamik – eine
gute Perspektive fu¨r deren Lo¨sung bietet.
Zu den Theorien, die lange Zeit nicht in den Lagrangeformalismus integrierbar schie-
nen, geho¨rt die Thermodynamik, insbesondere die Thermodynamik irreversibler Pro-
zesse. Die Lu¨cke wurde von Anthony (1989) geschlossen. So wurde es mo¨glich, Syste-
me der Thermodynamik irreversibler Prozesse – wozu beispielsweise Wa¨rmeleitung,
Diffusion und chemische Reaktionen geho¨ren – in den Lagrangeformalismus zu in-
tegrieren. Daru¨ber hinaus gelang es Anthony, u¨ber Stabilita¨tsbetrachtungen dieser
Systeme zu inhomogenen Bilanzgleichungen von Observablen zu gelangen, von denen
besonders die Entropie als thermodynamisch relevante Gro¨ße zu erwa¨hnen ist: Ihre
inhomogene Bilanz mit einer positiv definiten Entropieerzeugungsrate wird also auch
auf universelleMechanismen – hier u¨ber die Stabilita¨t – mit Hilfe des Lagrangeforma-
lismus definiert (in Analogie zum Noethertheorem, in dem es um homogene Bilanzen
geht). Dies unterstreicht den vereinheitlichenden Aspekt des Lagrangeformalismus.
Aus diesen Gru¨nden wird die Theorie der Versetzungsklassen in dieser Arbeit im La-
grangeformalismus aufgebaut. Dies erfordert jedoch die Integration der Dissipation
mechanischer Energie in den Formalismus, da Versetzungsbewegung immer dissipativ
ist.
1.3 Aufbau der Theorie und das Inverse Problem
Es gibt nun verschiedene Mo¨glichkeiten, eine Kontinuums– oder Feldtheorie in Ver-
bindung mit einem Variationsprinzip aufzubauen (der Begriff Feldtheorie ist wohl
passender: Es werden diskrete Objekte (Versetzungen) mit Feldern beschrieben):
Ausgehend von experimentellen Beobachtungen werden meist Gleichungssysteme auf-
gestellt, die die Dynamik des beobachteten Systems beschreiben sollen. Dann muß
ein Weg gesucht werden, diese Gleichungen als Ergebnis eines Variationsprinzips zu
deuten.
Fu¨r den Lagrangeformalismus und das zugeho¨rige Hamiltonsche Variationsprinzip
stellt sich die Frage, ob das Gleichungssystem der Felder den Euler–Lagrange–Glei-
chungen eines gesuchten Lagrangefunktionals entspricht. In einer lokalen Theorie,
und eine solche wird in dieser Arbeit ausschließlich betrachtet, bedeutet das die Suche
nach einer geeigneten Lagrangedichte. Notwendig und hinreichend fu¨r die Existenz
1.3. Aufbau der Theorie und das Inverse Problem 5
dieser Lagrangedichte fu¨r ein vorgegebenes Gleichungssystem ist dessen Selbstadjun-
giertheit, die sich eindeutig nachweisen la¨ßt (siehe dazu z.B. Santili (1977, 1978)).
Leider ist in den meisten Fa¨llen das System nicht selbstadjungiert. Es kann jedoch
einen a¨quivalenten Satz von Gleichungen geben, der diese Eigenschaft besitzt. Das
Problem ist, bei vorgegebenen Gleichungen (die wohlgemerkt aus einer bestehenden
Theorie entnommen werden), diesen Satz zu finden, wobei neben Einfu¨hrung von
integrierenden Faktoren auch die Mo¨glichkeit besteht, mit Potentialen zu arbeiten.
Da es dafu¨r kein Rezept und keine allgemein gu¨ltige Vorschrift gibt, ist dies nur fu¨r
einfache Systeme mo¨glich, und auch hier ergeben sich Fragen hinsichtlich der echten
A¨quivalenz der Gleichungen. Als Beispiel sei hier die ideale Flu¨ssigkeit genannt, zu
der eine ausfu¨hrliche Betrachtung hinsichtlich dieser Fragen und dissipativer Systeme
bei Wagner (1997) zu finden ist.
Das Problem, eine Lagrangedichte zu finden, die einen a¨quivalenten Gleichungssatz
liefert, nennt man Inverses Problem erster Art.
Es besteht weiter die Mo¨glichkeit, die Lagrangedichte – unter Beibehaltung der Euler–
Lagrange–Gleichungen – so umzua¨ndern, daß die oben erwa¨hnten Noetherschen Er-
haltungsgro¨ßen mit den aus der urspru¨nglichen Theorie verknu¨pften u¨bereinstimmen.
Dies nennt man das Inverse Problem zweiter Art.
Der Aufbau einer Plastizita¨tstheorie fu¨r Einkristalle (unter Beru¨cksichtigung der Ver-
setzungsdynamik) im Lagrangeformalismus wird in dieser Arbeit etwas anders voll-
zogen:
Die Theorie wird unter Beru¨cksichtigung der wichtigsten experimentellen Beobach-
tungen mit Hilfe bekannter, bereits gelo¨ster inverser Probleme (im wesentlichen das
Variationsproblem der idealen Flu¨ssigkeit) direkt in einer Lagrangedichte aufgebaut.
Die das System beschreibenden Gleichungen sind dann die Euler–Lagrange–Glei-
chungen, die die Dynamik des Systems vollsta¨ndig festlegen. Diese Dynamik ist das
eigentliche Modell, das mit Experimenten zu vergleichen ist.
Es zeigt sich, daß auf diese Weise die bekannten Gleichungen der (nicht–)linearen
Elastizita¨tstheorie sowie der elastoplastischen Theorie reproduziert werden ko¨nnen,
daru¨ber hinaus aber auch mikro– und mesoskopische Betrachtungen einfließen, die
eine differenziertere Beschreibung des Einkristalls mit Versetzungen ermo¨glichen.
Die unverzichtbaren Gleichungen werden hier mittels Lagrange–Multiplikatoren ein-
gebaut. Dazu geho¨ren elementare Bilanzgleichungen wie die Kontinuita¨tsgleichung,
die beim Gleiten von Versetzungen erfu¨llt sein muß, und geometrische Zusammen-
ha¨nge, wie die Definition des Versetzungsdichtetensors u¨ber die Torsion der Cosse-
rat–Vektoren. Es ist aber mo¨glich, diesen Multiplikatoren Bedeutungen zuzuordnen.
In einfachen Fa¨llen ko¨nnen sie in eine Potentialdarstellung umgewandelt werden, wie
dies in der Theorie der idealen Flu¨ssigkeit geschieht, oder sie stellen Reaktionen des
Systems auf innere Bindungen dar. Dies ist der Fall, wenn es nicht mo¨glich ist, das Sy-
stem von diesen inneren Bindungen (Zwangsbedingungen) zu befreien. Dies wird hier
der Fall sein, wenn es um die Bewegung von Versetzungslinien geht: Da der Aufbau
dieser Theorie sich auf Systeme beschra¨nkt, in denen Versetzungen nicht miteinander
reagieren, muß es innere Kra¨fte geben, die Versetzungslinien als linienhafte Objek-
te zusammenhalten, da ein Abknicken einer Versetzungslinie in dieser Beschreibung
eine Versetzungsreaktion darstellt. Genau diese inneren Kra¨fte ko¨nnen mit einem
Lagrange–Multiplikator in Verbindung gebracht werden.
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1.4 Gliederung
Die Arbeit ist in drei wesentliche Teile gegliedert:
Zu Beginn wird in Kapitel 2 eine kurze Einfu¨hrung in die Begriffe des Lagrangefor-
malismus der Felder gegeben, wobei ein Schwerpunkt auf der Diskussion des Modells
der idealen Flu¨ssigkeit liegt, das ein wesentlicher Bestandteil dieser Arbeit ist. Wei-
terhin werden die Grundlagen der nicht–euklidischen Geometrie erla¨utert, mit einem
Schwerpunkt auf der Darstellung wichtiger geometrischer Objekte wie Metrik, Kon-
nexion, Torsion und dem anholonomen Objekt.
Das folgende Kapitel 3 beinhaltet den Aufbau der nicht–dissipativen Theorie der
plastischen Deformation, zuna¨chst im verallgemeinerten Cosserat–Kontinuum, dann
erweitert um die Theorie der Versetzungsklassen. Am Schluß dieses Kapitels werden
Lo¨sungen der linearisierten Gleichungen fu¨r eine Versetzungsklasse am Beispiel der
Nyeschen Strukturkru¨mmung pra¨sentiert.
Im Kapitel 4 wird ein Modell erstellt, welches dissipative Prozesse im Lagrangeforma-
lismus beschreibt. Dazu wird die dissipative Bewegung zweier sich durchdringender
Flu¨ssigkeiten betrachtet. Dieses Modell wird dann mit den Ergebnissen aus Kapitel 3
zu einer Lagrangedichte verknu¨pft, die sowohl Elastizita¨t von Kristallen als auch de-
ren Plastizita¨t u¨ber dissipative Versetzungsdynamik beschreibt. Weiterhin wird eine
Mo¨glichkeit aufgezeigt, die Fließgrenze in das Modell einzubringen.
Kapitel 5 entha¨lt die Zusammenfassung und Ausblicke auf Auswertungs– und Erwei-
terungsmo¨glichkeiten der Theorie.
Die Anha¨nge enthalten neben la¨ngeren Rechnungen wie in Anhang A1 und A2 auch
Vorschla¨ge, dissipative Prozesse in den Lagrangeformalismus der Punktmechanik zu
integrieren (A3). Der letzte Teil ist zwar losgelo¨st vom restlichen Inhalt dieser Arbeit,
gleichwohl mit aufgefu¨hrt, um als Diskussionsvorlage zu dienen und Anregungen fu¨r
zuku¨nftige Forschung zu bieten.
Kapitel2
Grundlagen
2.1 Lagrangeformalismus
In diesem Abschnitt wird eine kurze U¨bersicht u¨ber den Lagrangeformalismus in der
Punktmechanik und der Feldtheorie gegeben. Ausfu¨hrliche Betrachtungen dazu fin-
den sich in vielen Lehrbu¨chern der Mechanik und Kontinuumsmechanik (z.B. Landau,
Lifschitz (1997), Goldstein (1972)).
In dieser Arbeit wird nur der Lagrangeformalismus erster Ordnung betrachtet,
d.h. es kommen nur Variable und ihre ersten Ableitungen in der Lagrangefunktion vor.
Dies ist aber keine echte Einschra¨nkung, da durch Hinzunahme weiterer Variablen
die Lagrangefunktion immer auf die erste Ordnung reduziert werden kann.
Des weiteren erfolgt eine Beschra¨nkung auf abgeschlossene Systeme. Dadurch wird es
mo¨glich, die fu¨r diese Systeme geltenden Erhaltungssa¨tze u¨ber das Noethertheorem
zu erhalten. Eine Erweiterung auf offene Systeme ist aber mo¨glich: Steht ein System
in Wechselwirkung mit anderen (z.B. durch Einwirken einer Gravitationskraft), so
kann das Gesamtsystem als abgeschlossen betrachtet werden, wenn diese Einwirkung
durch entsprechende Erweiterung der Lagrangefunktion beru¨cksichtigt wird. Im Fall
der Gravitation ist das Gravitationspotential zu beru¨cksichtigen, wodurch das Ge-
samtsystem wieder abgeschlossen ist, da es nun die Gravitation mit einschließt.
2.1.1 Punktmechanik
Die physikalische Gro¨ße Wirkung A (engl. action) eines Systems von N Massen-
punkten, die durch ihre (generalisierten) Koordinaten xi gegeben sind, ist definiert
als
A :=
∫ t2
t1
L(xi, x˙i, t)dt, (2.1)
wobei L die Lagrangefunktion des Systems darstellt.
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Wenn die explizite Zeitabha¨ngigkeit fallengelassen wird, so folgt aus dem Noether-
theorem, daß das System energetisch abgeschlossen ist1:
A :=
∫ t2
t1
L(xi, x˙i)dt. (2.2)
Das Hamiltonsche Prinzip besagt nun, daß reale Prozesse dadurch ausgezeichnet
sind, daß bei ihnen die Wirkung extremal wird.
Anwendung des Hamiltonschen Prinzips fu¨hrt bei freier Variation aller Koordinaten
zu den N Euler–Lagrange–Gleichungen:
d
dt
∂L
∂x˙i
− ∂L
∂xi
= 0, i = 1..N. (2.3)
Die Variationen in den Anfangs– und End–Zeitpunkten t1 bzw. t2 verschwinden.
2.1.2 Feldtheorie
In der Feldtheorie wird das Wirkungsintegral zu einem Funktional der unabha¨ngigen
Felder. In der hier betrachteten lokalen Theorie ha¨ngt die Lagrangedichte von den
N Feldern Ψi(x, t) sowie ihren ra¨umlichen und zeitlichen Ableitungen ∇Ψi, ∂tΨi ab,
mit
∂t :=
∂
∂t
(2.4)
∇ :=
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
(2.5)
x := (x1, x2, x3). (2.6)
Das Hamiltonsche Prinzip besagt nun, daß die im Zeitintervall [t1, t2] stattfindenden
realen Prozesse sich durch ein extremales Wirkungsfunktional
A[Ψi] :=
∫ t2
t1
∫
V (t)
` (Ψi(x, t),∇Ψi(x, t),x, t) dV dt (2.7)
auszeichnen, sodaß bei freier Variation aller Felder dessen Variation verschwindet:
δA[Ψi] = 0. (2.8)
Auch hier wird vorausgesetzt, daß die Felder in den Zeitpunkten t1 und t2 fest vor-
gegeben sind. Zudem muß die ra¨umliche Grenze ∂V beachtet werden: entweder, alle
oder einige Felder sind auf dem Rand fest vorgegeben, dann hat man es mit einem
offenen System zu tun, oder die Felder werden auf dem Rand ebenfalls frei variiert,
was abgeschlossenen Systemen entspricht.
1Der Umkehrschluß gilt jedoch nicht, es gibt sehr wohl abgeschlossene System, die dennoch explizit
von der Zeit abha¨ngen ko¨nnen. Beispiele finden sich bei Scholle (1999).
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Es ist dabei zu beachten, daß das Volumen V (t) selbst zeitlich vera¨nderlich sein kann,
was bei der Variation zu beachten ist. Fu¨r elastische Ko¨rper endlicher Ausdehnung
ist es sinnvoll, diese A¨nderung des Systemvolumens zuzulassen.
Freie Variation im Volumen fu¨hrt zu den Euler–Lagrange–Gleichungen:
∂t
(
∂`
∂ (∂tΨi)
)
+∇ ·
(
∂`
∂ (∇Ψi)
)
− ∂`
∂Ψi
= 0, i = 1..N. (2.9)
Dies sind N Gleichungen fu¨r die N Felder Ψi.
Des weiteren folgen aus der Bedingung der Abgeschlossenheit bei frei vera¨nderlichem
Systemvolumen die Randbedingungen:
eN ·
[
∂`
∂ (∇Ψi) −
∂`
∂ (∂tΨi)
v
]
= 0, i = 1..N, x ∈ ∂V. (2.10)
Dabei ist eN der Normalenvektor auf der Oberfla¨che und v das Geschwindigkeitsfeld
des Mediums. Die Herleitung findet sich bei Scholle (1999).
Es ist anzumerken, daß dieser Ausdruck fu¨r Terme in der Lagrangedichte, die sub-
stantielle Ableitungen der Form
∂tΨ+ v · ∇Ψ (2.11)
enthalten, verschwindet. Physikalisch ist das klar, da substantielle Mitfu¨hrung mit
dem Medium keine Stro¨me durch die Oberfla¨che zur Folge haben kann. Wenn also
alle zeitlichen Ableitungen in substantieller Form geschrieben werden, reduziert sich
der Oberfla¨chenterm auf die Bedingung
eN · ∂`
∂ (∇Ψi) = 0, i = 1..N, (2.12)
wobei hier nur die Gradienten zu beru¨cksichtigen, die nicht Teil der substantiellen
Ableitungen sind, wie dies z.B. bei einem Wa¨rmestrom jq = −λ∇T der Fall ist.
2.1.3 Noethertheorem
Die Mathematikerin Emmy Noether (1918) formulierte das spa¨ter nach ihr benannte
Noethertheorem, fu¨r das Bessel-Hagen (1921) erste physikalische Anwendungen
fand (siehe dazu auch die U¨bersicht in Schmutzer (1972)): Parametrisierbare, konti-
nuierliche Symmetrien (Liesche Symmetrien) der Lagrangedichte werden mit homo-
genen Bilanzgleichungen verknu¨pft, die als Erhaltungssa¨tze gedeutet werden ko¨nnen.
Dabei wird jedem Symmetrieparameter ε eine Dichte ρε und eine zugeho¨rige Strom-
dichte jε zugeordnet, die der Gleichung
∂tρε +∇ · jε = 0 (2.13)
genu¨gen.
10 Kapitel 2. Grundlagen
Dabei werden unter Symmetrien sowohl raum–zeitliche Deformationen
x −→ x′ = f(x, t; εx) (2.14)
t −→ t′ = f0(x, t; εt) (2.15)
als auch Prozeßtransformationen
Ψi −→ Ψ′i = Fi(Ψ,x, t; ε) (2.16)
verstanden.
Die wichtigsten Symmetrien sind die zeitlichen und ra¨umlichen Translationen, weil
aus ihnen die Energie– und Impulsbilanz des Systems folgen. Dies ist deshalb so be-
deutend, weil auf diese Art und Weise die Begriffe Energie und Impuls anmethodische
Forderungen geknu¨pft werden. Die Translationsinvarianz der Theorie eines physikali-
schen Systems in Raum und Zeit ist verknu¨pft mit der methodischen Forderung der
Reproduzierbarkeit von Meßergebnissen in Raum und Zeit, die ein wesentlicher Kern
aller Physik ist.
Diese beiden Symmetrien sind mit den raum–zeitlichen Translationen
x −→ x′ = x+ ε (2.17)
t −→ t′ = t+ ε0 (2.18)
Ψi −→ Ψ′i = Fi(Ψi,x, t, ε, ε0) (2.19)
verknu¨pft, wobei meist die Transformationsvorschrift Fi u¨ber
Ψi =: Fi(Ψi,x, t, ε, ε0) (2.20)
definiert wird, was bedeutet, daß sich die Felder durch die raum–zeitlichen Transla-
tionen nicht a¨ndern2.
Es ergeben sich dann die folgenden Bilanzgleichungen (Schmutzer (1972)):
Die Noethersche Energiebilanz
∂te
N (x, t) +∇ · jNe (x, t) = 0 (2.21)
und die Noethersche Impulsbilanz
∂tp
N (x, t) +∇ · σN (x, t) = 0, (2.22)
die mit der Lagrangedichte u¨ber
eN =
∂`
∂tΨi
∂tΨi − ` (2.23)
jNe =
∂`
∇Ψi∂tΨi (2.24)
pN = − ∂`
∂tΨi
∇Ψi (2.25)
σN = `1− ∂`∇Ψi ⊗∇Ψi (2.26)
2Diese Mo¨glichkeit ist allerdings nicht zwingend, wie Scholle (1999) aufzeigt.
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als die Noetherschen Ausdru¨cke fu¨r die Energiedichte, Energiestromdichte, Im-
pulsdichte und Impulsstromdichte (= Spannungstensor) verknu¨pft sind. 1 ist der
Einheitstensor, fu¨r den Index der Felder gilt die Einsteinsche Summenkonvention.
2.1.4 Die ideale Flu¨ssigkeit als Modellsystem
Die Beschreibung der Plastizita¨t im Lagrangeformalismus soll auf mo¨glichst elemen-
taren und einfachen Bausteinen aufgebaut werden. Einfach ist hier natu¨rlich ein re-
lativer Begriff. Er soll andeuten, daß auf einer feldtheoretischen Beschreibung eines
Systems mit wenigen Systemvariablen aufgebaut werden soll, fu¨r die das inverse Pro-
blem gelo¨st ist.
Dieses Modellsystem ist die ideale Flu¨ssigkeit, die hier in ihrer Entstehung und ih-
ren Gleichungen dargestellt werden soll. Zur Geschichte des inversen Problems der
Eulerschen Gleichungen und der Analyse der Literatur gibt es eine ausgezeichnete
Darstellung von Wagner (1997).
Die Gleichungen der idealen Flu¨ssigkeit bestehen zum einen aus der Kontinuita¨ts-
gleichung, die die lokale Massenerhaltung des Systems beschreibt, und der Eulerglei-
chung, die die Impulsbilanz der Flu¨ssigkeit darstellt.
Ab hier wird eine indexbasierte Darstellung aller Gleichungen gewa¨hlt. Es gilt die
Einsteinsche Summenkonvention: u¨ber gleiche Indizes verschiedener Varianz wird
summiert. Dabei sind in dieser Darstellung kontra– und kovariante Komponenten
noch identisch.
Dann lauten Kontinuita¨ts– und Eulergleichung:
∂t%+ ∂i
(
%vi
)
= 0 (2.27)
%D(v)t vi + ∂ip = 0. (2.28)
Dabei bezeichnet %(x, t) die Massendichte, vi(x, t) das Stro¨mungsfeld in Euler-
schen Koordinaten,
D(v)t := ∂t + v
i∂i (2.29)
die substantielle Zeitableitung und p(x, t) den hydroelastischen Druck.
Fu¨r eine vollsta¨ndige Beschreibung der idealen Flu¨ssigkeit in einem hier abgeschlos-
senen System muß der Druck eine Funktion der Systemvariablen sein. Dazu wird
unter Vernachla¨ssigung der thermischen Effekte von den Aussagen der Thermodyna-
mik des Lokalen Gleichgewichts Gebrauch gemacht (Literatur dazu findet sich z.B.
in Meixner, Reik (1959)), sodaß der Druck u¨ber
p = p(%) := %2
∂W (%)
∂%
(2.30)
mit der spezifischen elastischen Energiedichte W des Mediums zusammenha¨ngt, die
hier nur eine Funktion der Massendichte % ist.
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Es stellt sich nun die Frage, ob diese Gleichungen Euler–Lagrange–Gleichungen einer
Lagrangedichte sein ko¨nnen. Diese Frage ist sofort zu verneinen, da das System der
Gleichungen (2.27,2.28) nicht selbstadjungiert ist.
Es gibt nun zwei Strategien, wie man dennoch zu einer Lagrangedichte gelangen kann:
Entweder sucht man eine Transformation in ein selbstadjungiertes Gleichungssystem,
oder man geht von bekannten Lagrangedichten aus und erweitert diese, um zu ei-
nem a¨quivalenten Satz von Gleichungen zu gelangen. Dazu finden sich Arbeiten bei
Clebsch (1857, 1859), Bateman (1929), Lin (1963), sowie bei Seliger und Whitham
(1968) mit einer Erweiterung auf linear–elastische Festko¨rper.
Beispielsweise kann die aus der Mechanik fu¨r viele (aber bei weitem nicht alle) Sy-
steme zutreffende Merkregel
Lagrangefunktion = kinetische Energie — potentielle Energie
als Ansatz verwendet werden.
Die kinetische Energiedichte ist hier 12%v
2, statt der potentiellen Energie wird die
elastische Energiedichte %W (%) angesetzt:
` :=
1
2
%v2 − %W (%). (2.31)
Man erkennt sofort, daß die Euler–Lagrange–Gleichungen unbefriedigend sind, denn
sie liefern
δ% :
1
2
v2 −W (%) + %∂W (%)
∂%
= 0 (2.32)
δvi : %vi = 0. (2.33)
Dieser Ansatz ist deswegen unzureichend, weil weitere Nebenbedingungen erfu¨llt sein
mu¨ssen. So fehlt die Massenerhaltung (2.27), die gleichzeitig einen Zusammenhang
zwischen der Dichte und dem Geschwindigkeitsfeld herstellt, indem durch %vi die
Massenstromdichte definiert wird. Diese Gleichung kann u¨ber einen Lagrangemulti-
plikator Φ erzwungen werden:
` :=
1
2
%v2 − %W (%) + Φ (∂t%+ vi∂i%+ %∂ivi) (2.34)
liefert nun folgende Euler–Lagrange–Gleichungen:
δΦ : ∂t%+ ∂i
(
%vi
)
= 0 (2.35)
δ% : ∂tΦ+ vi∂iΦ+
1
2
v2 +W (%) + %
∂W (%)
∂%
= 0 (2.36)
δvi : %vi − %∂iΦ = 0. (2.37)
Dieses Gleichungssystem beschreibt nun eine echte Dynamik einer idealen Flu¨ssigkeit,
die allerdings auf Potentialstro¨mungen beschra¨nkt ist, wie aus der Potentialdarstel-
lung (2.37) hervorgeht, sodaß keine wirbelbehafteten Geschwindigkeitsfelder darge-
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stellt werden ko¨nnen. Das Wirbelfeld w, das u¨ber die Rotation3 von v definiert wird,
verschwindet wegen
wi := εijk∂jvk
(2.37)
= εijk∂j∂kΦ = 0. (2.38)
Die Gl.(2.36) ist die dynamische Bernoulli–Gleichung fu¨r Potentialstro¨mungen, wie
man nach Einsetzen von p(%) und vi sehen kann:
∂tΦ+
1
2
(∇Φ)2 +W (%) + p(%)
%
= 0. (2.39)
Wie la¨ßt sich nun die Einschra¨nkung auf Potentialstro¨mungen umgehen? Die Idee von
Lin (1963) war es, die substantielle Mitfu¨hrung der Lagrangen Koordinaten Xi(x, t),
also mo¨glicher Markierungen, die als im Volumen angebracht zu denken sind, mitzu-
nehmen:
` :=
1
2
%v2 − %W (%) + Φ (∂t%+ vi∂i%+ %∂ivi)− %αi (∂tXi + vj∂jXi) . (2.40)
Das Vorzeichen und der Faktor % vor dem Lagrangemultiplikator sind Konvention.
Allerdings ist der Faktor % hier physikalisch sinnvoll, da diese Nebenbedingung nur
dort Sinn macht, wo die Dichte der Flu¨ssigkeit nicht verschwindet.
Variation nach der Geschwindigkeit fu¨hrt nun zu der Potentialdarstellung
vi = ∂iΦ+ αj∂iXj , (2.41)
die auch wirbelbehaftete Geschwindigkeitsfelder mo¨glich macht:
wi := εijk∂jvk = εijk∂jαl∂kX l 6= 0. (2.42)
Es stellt sich nun die Frage, wie viele Potentiale mindestens no¨tig sind, um eine zu
den Eulerschen Gleichungen a¨quivalente Darstellung zu bekommen. Es kann gezeigt
werden, daß fu¨nf Potentiale in der Form
vi := ∂iΦ+ α1∂iβ1 + α2∂iβ2 (2.43)
immer ausreichen.
Mit dem Ansatz von Clebsch (1859),
vi := ∂iΦ+ α∂iβ, (2.44)
der mit drei Potentialen auskommt, ist eine lokale Darstellung immer mo¨glich4.
3Der hier benutzte vollsta¨ndig antisymmetrische Tensor ist bekanntlich definiert u¨ber
εijk :=

1 fu¨r i, j, k = gerade Permutation von 1, 2, 3
−1 fu¨r i, j, k = ungerade Permutation von 1, 2, 3
0 sonst.
4Es gibt Vektorfelder, die mit dem Clebsch–Ansatz global nicht darstellbar sind (vergleiche dazu
Moffat (1969)). Dies sind insbesondere solche Vektorfelder, deren Feldlinien in einem Volumen Knoten
bilden (man denke hier z.B. an ineinander verschlungene Ringe wie bei den bekannten Olympischen
Ringen).
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Die Lagrangedichte fu¨r die ideale Flu¨ssigkeit lautet nun:
` =
1
2
%v2 − %W (%) + Φ (∂t%+ vi∂i%+ %∂ivi)− %α (∂tβ + vj∂jβ) . (2.45)
Nach Abziehen einer Viererdivergenz ∂t (%Φ)+∂i
(
%viΦ
)
, die an den Euler–Lagrange–
Gleichungen nichts a¨ndert, erha¨lt man die Lagrangedichte fu¨r die ideale Flu¨ssigkeit:
` = −%
(
D(v)t Φ+ αD
(v)
t β −
1
2
v2 +W (%)
)
, (2.46)
mit der Abku¨rzung fu¨r die substantielle Zeitableitung
D(v)t := ∂t + v
i∂i. (2.47)
In dieser Darstellung wurde das Geschwindigkeitsfeld vi immer explizit als Variable
gefu¨hrt. Wenn die Potentialdarstellung von vi jedoch in die Lagrangedichte eingesetzt
wird, erha¨lt man eine Darstellung mit nur vier Gro¨ßen: den drei Clebsch–Potentialen
und der Massendichte:
˜`= −%
(
∂Φ+ α∂tβ +
1
2
(∂iΦ+ α∂iβ)
2 +W (%)
)
. (2.48)
In komplexeren Situationen muß man jedoch mit verallgemeinerten Potentialdarstel-
lungen fu¨r das Stro¨mungsfeld arbeiten, die nicht immer explizit nach vi auflo¨sbar
sind. Außerdem ko¨nnen sich durch Einsetzen der Potentialform Lagrangedichten mit
Ableitungen zweiten oder ho¨heren Grades ergeben, wenn bereits Ableitungen der
Geschwindigkeit vorhanden waren. Daher wird auch hier schon das Geschwindig-
keitsfeld immer als eigensta¨ndige Variable mitgenommen. Auch fu¨r verallgemeinerte
Potentialdarstellungen gilt aber, daß Variation nach dem Geschwindigkeitsfeld die
Potentialdarstellung als Euler–Lagrange–Gleichung zur Folge hat.
2.2 Nichteuklidische Geometrie
Die Beschreibung des elastischen Einkristalls mit Versetzungen wird mit Hilfe der
nichteuklidischen Differentialgeometrie aufgebaut. Dazu sollen hier die wesentlichen
Grundbegriffe zusammengefaßt werden, die im weiteren Verlauf eine Rolle spielen.
Insbesondere werden die Objekte der nichteuklidischen Geometrie definiert. Eine
ausfu¨hrliche Betrachtung findet man z.B. bei Schouten (1954, 1989), Anthony (1974)
oder Eringen (1971).
2.2.1 Einfu¨hrung
In dieser Arbeit werden Tensortransformationen und Basissysteme eine große Rolle
spielen. Als Beispiel fu¨r Tensoren seien Vektoren, also Tensoren erster Stufe, genannt.
Der Vektor5 v(x) ist unabha¨ngig von einem Basissystem und wird deshalb invariant
5Genauer handelt es sich hier um ein Vektorfeld, das im Ort vera¨nderlich ist. Die hier vorkom-
menden Vektorfelder werden als stetig und hinreichend oft differenzierbar angenommen.
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gegenu¨ber Basistransformation genannt. Es stellt sich die Frage, wie sich die Kom-
ponenten dieses Vektors bezu¨glich verschiedener Basissysteme verhalten.
Die physikalische Relevanz erschließt sich sofort, wenn man bedenkt, daß alle phy-
sikalischen Gro¨ßen und Gesetze in ihrem jeweiligen Gu¨ltigkeitsbereich natu¨rlich un-
abha¨ngig von ihrer Darstellung in bestimmten Basissystemen sein mu¨ssen.
In zwei lokalen Basissystemen6, die durch ihre Basisvektoren
ei(x) bzw. ei′(x) i, i′ = 1..3 (2.49)
gegeben sind, la¨ßt sich der Vektor v(x) darstellen als
v(x) = vi(x)ei(x) = vi
′
(x)ei′(x). (2.50)
Beide Basissysteme ko¨nnen nun durch eine lokale Basistransformation ineinander
u¨berfu¨hrt werden:
ei(x) = Ai
′
i (x)ei′(x), (2.51)
wobei stets
Det|Ai′i | 6= 0 (2.52)
gilt.
Da diese Transformation eindeutig umkehrbar sein soll, folgen wegen
ei′(x) = Aii′(x)ei(x) (2.53)
mit der Definition der Kehrmatrix Aii′(x) die Reziprozita¨tsbedingungen fu¨r die Trans-
formationsmatrizen:
Ai
′
i (x)A
j
i′(x) = δ
j
i und A
j′
i (x)A
i
i′(x) = δ
j′
i′ . (2.54)
2.2.2 Tensoren und Tensordichten
Die Komponenten eines beliebigen Tensors T lm...ij... transformieren sich gema¨ß
T l
′m′...
i′j′... = A
i
i′A
j
j′A
l′
l A
m′
m · . . . · T lm...ij... , (2.55)
Tensordichten hingegen enthalten bei Transformation in ein anderes Basissystem
daneben noch Potenzen Jw der Jacobi–Determinante
J := Det|Ai′i | (2.56)
der Transformation. Den Exponenten w nennt man das Gewicht der Tensordichte.
Die Komponenten einer beliebigen Tensordichte vom Gewicht w, bezeichnet mit
(w)
T
lm...
ij... , transformieren sich gema¨ß
(w)
T
l′m′...
i′j′... =
1
Jw
Aii′A
j
j′A
l′
l A
m′
m · . . . ·
(w)
T
lm...
ij... . (2.57)
6Hier wird ein dreidimensionaler Raum angenommen.
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2.2.3 Holonome und anholonome Basissysteme
In globalen Koordinatensystemen ko¨nnen die Basisvektoren der oben benutzten Ba-
sissysteme aus den globalen Koordinaten abgeleitet werden.
Seien xi und xi
′
zwei globale Koordinatensysteme, so gilt fu¨r die Basistransfor-
mation wegen xi
′
= xi
′
(xi)
ei(x) =
∂xi
′
∂xi
(x)ei′(x). (2.58)
Die Jacobimatrix der Transformation ist also die gesuchte Transformationsmatrix
Ai
′
i (x) =
∂xi
′
∂xi
(x), (2.59)
wobei aus dieser Definition die Integrabilita¨tseigenschaft der Matrix Ai
′
i (x) folgt:
∂[iA
i′
j](x) :=
1
2
(
∂iA
i′
j (x)− ∂jAi
′
i (x)
)
= 0. (2.60)
Dies bedeutet, daß das Basissystem mit den Basisvektoren ei holonom ist. Es exi-
stiert also, wie angenommen, ein globales Koordinatensystem.
Nimmt man die Gl.(2.51) als Transformationsgleichung, ohne auf globalen Koordi-
natensystemen und der Darstellung (2.59) zu bestehen, so sind auch anholonome
Basissysteme aκ mo¨glich (zur besseren Unterscheidung werden anholonome Basis-
systeme mit griechischen Buchstaben als Indexklasse gekennzeichnet). Diese mu¨ssen
aber immer auf einem holonomen Hintergrund definiert werden:
aκ(x) := Aiκ(x)ei(x). (2.61)
Die Matrizen Aκi (x) erfu¨llen jetzt nicht mehr die Integrabilita¨tsbedingung
7 (2.60):
∂[iA
κ
j] 6= 0. (2.62)
Das bedeutet, daß kein globales Koordinatensystem xκ existiert. Dies hat weiterhin
zur Folge, daß partielle Ableitungen der Form ∂∂xκ nicht existieren. Der Operator
∂κ wird daher u¨ber die anholonome Transformation als anholonome Ableitung
definiert:
∂κ := Aiκ∂i. (2.63)
2.2.4 Die geometrischen Objekte der nichteuklidischen Geometrie
Metrik
Die Metrik gij(x) fu¨hrt eine Maßbestimmung in die Geometrie ein. Die La¨nge ds
eines Wegelements dxi wird u¨ber
ds2 := gijdxidxj (2.64)
7Die Argumente der Felder werden im folgenden weggelassen, um die Lesbarkeit zu verbessern.
Aus dem Zusammenhang geht immer hervor, welche Gro¨ßen Feldgro¨ßen sind und von x abha¨ngen.
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definiert. Es ist wichtig zu betonen, daß die Metrik ein Tensor ist und auch in anho-
lonomen Systemen definiert werden kann:
gκλ := AiκA
j
λgij , (2.65)
sodaß ebenfalls gilt:
ds2 := gκλdxκdxλ. (2.66)
Die Wegelemente sind dann allerdings keine vollsta¨ndigen Differentiale, sondern ana-
log zur partiellen Ableitung via
dxκ := Aκi dx
i (2.67)
definiert.
In euklidischen Systemen kann die Metrik immer in der einfachen Form
gij = δij (2.68)
geschrieben werden, es muß lediglich ein passendes Basissystem gefunden werden.
Dabei bezeichnet δij das sog. Kronecker–Symbol:
δij :=
{
1 fu¨r i = j,
0 sonst.
(2.69)
In nicht–euklidischen Systemen ist die Transformation der Metrik auf diese Form
nicht immer mo¨glich. In Systemen, in denen beispielsweise die Torsion (siehe un-
ten) nicht verschwindet, kann nur ein passendes anholonomes Basissystem gefunden
werden, in dem dies mo¨glich ist.
Durch Einfu¨hrung der anholonomen Basen hat man also die Mo¨glichkeit, die Metrik,
die anschaulich La¨ngen und Winkel in einem System definiert8 global auf die einfache
Form (2.68) zu bringen.
Konnexion
Neben La¨ngen und Winkeln spielt die Parallelverschiebung in der nicht–euklidischen
Geometrie eine entscheidende Rolle. Dabei stellt sich die Frage, wie sich die Kompo-
nenten vk eines Vektors a¨ndern, wenn er um ein Wegelement dxi verschoben wird:
In krummlinigen Koordinatensystemen a¨ndern sie sich gema¨ß
dvk = −Γkij(x)vj(x)dxi (2.70)
(die ausfu¨hrlichen Betrachtungen finden sich in Schouten (1954)).
8Speziell der rechte Winkel, also Orthogonalita¨t zwischen zwei Vektoren, ist definiert durch
gijv
iuj = 0.
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Die Gro¨ße Γkij ist ein geometrisches Objekt, das Konnexion genannt wird. Wa¨hrend
sich jedoch vk und dxi jeweils wie Komponenten eines Tensors transformieren, gilt
fu¨r die Konnexion bei einem U¨bergang in ein anderes Koordinatensystem:
Γk
′
i′j′ := A
i
i′A
j
j′A
k′
k Γ
k
ij +A
k′
l ∂i′A
l
j′ . (2.71)
Dies hat insbesondere zur Folge, daß die Konnexion bei ortsabha¨ngigen Transfor-
mationen in einem System verschwinden kann, in einem anderen hingegen von null
verschieden ist. Im Gegensatz dazu ist ein Tensor in allen Systemen gleichermaßen
null, wenn er in einem verschwindet.
Die Definition der Konnexion und ihres Transformationsverhaltens ist fu¨r holono-
me und anholonome Basen identisch. Man muß gegebenenfalls darauf achten, die
anholonome Ableitung wie oben definiert einzufu¨hren.
Eine Besonderheit stellt die Konnexion dar, die global in einem Basissystem ver-
schwindet:
Γµκλ = 0. (2.72)
Dies entspricht einer Parallelverschiebung, wie man sie aus euklidischen Systemen
gewohnt ist. In nicht–euklidischen Systemen kann die Konnexion global durch Wahl
einer geeigneten Basis verschwinden und gleichzeitig die Metrik die einfache Form
(2.68) annehmen, wenn anholonome Basissysteme dazu herangezogen werden.
Diese speziellen Basissysteme nennt man naturalisierende Basen, da dort Kon-
nexion oder Metrik ihre natu¨rliche bzw. einfachste Form annehmen. Die gleichzeiti-
ge Naturalisierung von Metrik und Konnexion funktioniert jedoch nur, solange der
Riemann–Christoffel–Tensor
R···lijk := 2
(
∂iΓljk + Γ
l
ipΓ
p
jk
)
[ij]
, (2.73)
der u¨ber die Konnexion definiert ist, identisch verschwindet (vgl. Anthony (1970a),
Schouten (1954, 1989)).
Mit Hilfe von (2.70) wird weiterhin die kovariante Ableitung bezu¨glich der Git-
terkonnexion Γ eingefu¨hrt, die sich im Gegensatz zur partiellen Ableitung wie ein
Tensor transformiert. Fu¨r einen Tensor beliebiger Stufe lautet sie:
(Γ)
∇ i T lm...jk... := ∂iT lm...jk... + ΓlipT pm...jk... + ΓmipT lp...jk... + . . .− ΓpijT lm...pk... − ΓpikT lm...jp... − . . . (2.74)
Anholonomes Objekt
Wie bereits gezeigt, gilt die Integrabilita¨tsbedingung (2.60) nicht, wenn von holono-
men zu anholonomen Basissystemen u¨bergegangen wird. Es wird nun ein weiteres
geometrisches Objekt (welches ebenfalls kein Tensor ist) definiert, das ein Maß fu¨r
die Anholonomita¨t ist.
Bezeichnenderweise nennt man es anholonomes Objekt:
Ωµκλ := A
i
κA
j
λ∂[iA
µ
j]. (2.75)
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Es ist klar, daß ein Erfu¨llen der Integrabilita¨tsbedingungen wegen der Antisymmetrie
in i und j auch ein Verschwinden des anholonomen Objektes zur Folge hat.
Torsion
In holonomen Systemen wird die Torsion als antisymmetrischer Teil der Konnexion
definiert:
Skij := Γ
k
[ij]. (2.76)
Die Torsion ist ein Tensor, auch wenn die Konnexion dies nicht ist. In anholono-
men Systemen muß diese Definition korrigiert werden, da das anholonome Objekt
hier nicht verschwindet. Die vollsta¨ndige Definition der Torsion in holonomen und
anholonomen Basissystemen lautet:
Skij := Γ
k
[ij] +Ω
k
ij . (2.77)
Es ist leicht zu sehen, daß diese Korrektur no¨tig ist, wenn man bedenkt, daß es in
anholonomen Basissystemen mo¨glich sein kann, Γκµν = 0 zu erhalten. Da die Torsion
aber ein Tensor ist, darf sie im anholonomen System nicht verschwinden, wenn sie
im holonomen System von null verschieden ist.
2.2.5 Substantielle Mitfu¨hrung materieller Objekte
Da in dieser Arbeit Flu¨ssigkeiten als Basis der Modellierung herangezogen werden,
spielt die substantielle Mitfu¨hrung von Objekten eine entscheidende Rolle. Fu¨r skalare
Funktionen wurde bereits davon Gebrauch gemacht. Die substantielle Ableitung eines
Skalarfeldes s(xi, t) bezu¨glich des Geschwindigkeitsfeldes vi ist u¨ber
D(v)t s(x
i, t) :=
(
∂t + vj(xi, t)∂j
)
s(xi, t) (2.78)
definiert. Substantielle Mitfu¨hrung bedeutet, daß sich das Skalarfeld nicht a¨ndert,
wenn man es relativ zum Stro¨mungsfeld vi betrachtet. Also gilt hierfu¨r:
D(v)t s(x
i, t) := 0. (2.79)
Dies ist folgendermaßen zu sehen:
Wenn sich das Skalarfeld mit der Flu¨ssigkeit um eine kleine Wegstrecke dxi = vidt
bewegt, so hat es dort den gleichen Funktionswert wie vorher:
s(xi + vidt, t+ dt) = s(xi, t). (2.80)
Entwickelt man nun nach Termen in dxi und dt bis zur ersten Ordnung, so folgt:
s(xi + vidt, t+ dt) = s(xi, t) + ∂ts(xi, t)dt+ ∂js(xi, t)vjdt+O(dt2), (2.81)
woraus sich fu¨r dt→ 0 mit Gl.(2.80) sofort
∂ts(xi, t) + vj∂js(xi, t) = 0 (2.82)
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 v (x,t)dt
ie (x,t)
v (x+e,t)dt
e (x+vdt,t+dt)
i
i
i
Abbildung 2.1: Verschiebung des Vektors ei im Stro¨mungsfeld vi.
ergibt.
Fu¨r Tensoren ho¨herer Ordnung jedoch genu¨gt es nicht, nur die Funktionswerte zu
vergleichen, sondern man muß – bei Vektoren zum Beispiel – A¨nderungen der Rich-
tung betrachten. Anschaulich, wenn auch nicht mathematisch korrekt, kann man sich
ein la¨ngliches Stu¨ck Holz auf einer Wasseroberfla¨che vorstellen. Das Holzstu¨ck wird
sich drehen, wenn das Wasser einen Geschwindigkeitgradienten in Richtung seiner
La¨ngsachse besitzt.
Fu¨r ein Vektorfeld gilt somit, daß nach einer Translation um dxi = vidt das ent-
standene Vektorfeld gleich dem urspru¨nglichen ist, wobei allerdings eine mo¨gliche
Drehung des Vektors noch beru¨cksichtigt werden muß.
In der Skizze (2.1) ist angedeutet, daß sich der Vektor ei folgendermaßen in der Zeit
dt vera¨ndert. Es gilt:
ei(xi + vidt, t+ dt) = ei(xi, t) + vi(xi + ei, t)dt− vi(xi, t)dt. (2.83)
Nach linearer Entwicklung folgt nun(
∂te
i(xi, t) + vj(xi, t)∂jei(xi, t)
)
dt = ∂jvi(xi, t)ej(xi, t)dt (2.84)
und damit9 im linearen Anteil:
L
D(v)t e
i := ∂tei + vj∂jei − ej∂jvi = 0. (2.85)
Ist ei ein Einheitsvektor, so ergibt sich ein beliebiger Vektor ui = uei nach Multi-
plikation mit einem Skalar u, und da bei substantieller Mitfu¨hrung D(v)t u = 0 ist,
folgt:
L
D(v)t u
i = eiD(v)t u+ u
L
D(v)t e
i = 0. (2.86)
oder entsprechend zusammengefaßt
L
D(v)t u
i = ∂tui + vj∂jui − uj∂jvi. (2.87)
9Dies ist nur eine anschauliche Herleitung, eine genaue Formulierung findet sich bei Schouten
(1954,1989)
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Fu¨r einen kovarianten Vektor gilt (ohne Herleitung):
L
D(v)t ui = ∂tui + v
j∂jui + uj∂ivj . (2.88)
Die Ableitung
L
D(v)t heißt zeitliche Lie-Ableitung
10 bezu¨glich des Vektorfeldes v,
und kann fu¨r Tensoren beliebiger Varianz und beliebiger Stufe definiert werden. All-
gemein gilt:
L
D(v)t T
lm...
ij... = ∂tT
lm...
ij... + v
k∂kT
lm...
ij... + T
lm...
kj... ∂iv
k + T lm...ik... ∂jv
k + . . .
− T km...ij... ∂kvl − T lk...ij... ∂kvm − . . . (2.89)
10Der Zusatz zeitlich ist wichtig, da die Bezeichnung Lie–Ableitung in der Literatur nur fu¨r den
ra¨umlichen Anteil dieses Ausdrucks gebraucht wird.

Kapitel3
Plastizita¨tstheorie
In diesem Kapitel wird eine Theorie der plastischen Deformation von Einkristallen
im Lagrangeformalismus aufgebaut. Dazu geho¨rt zum einen die Beschreibung des
Hintergrundmediums durch das verallgemeinerte Cosserat–Kontinuum.
Zum anderen werden hier die Subkontinua der Versetzungsklassen eingefu¨hrt, da
die plastische Deformation von Kristallen auf Versetzungsbewegungen zuru¨ckgefu¨hrt
werden kann, die durch eine nach Klassen differenzierte Beschreibung beru¨cksichtigt
werden sollen.
Die in diesem Abschnitt beschriebene Theorie ist zuna¨chst noch nicht–dissipativ:
Die Versetzungen ko¨nnen sich im Kristall bewegen, ohne daß mechanische Energie
dissipiert wird.
Am Ende dieses Kapitels werden Lo¨sungen der entstehenden Gleichungen vorge-
stellt, wobei ein dissipativer Term in den Bewegungsgleichungen der Versetzungen
nachtra¨glich in die linearisierten Gleichungen integriert wird. Ansa¨tze zur komplet-
ten Integration der Dissipation im Rahmen des Lagrangeformalismus finden sich im
Kapitel 4.
3.1 Verallgemeinertes Cosserat–Kontinuum
Das verallgemeinerte Cosserat–Kontinuum bildet die Grundlage der hier aufgebauten
Theorie: Es beschreibt das elastische Hintergrundmedium, in das die Versetzungsklas-
sen eingebettet werden. Daher soll hier eine kurze Einfu¨hrung in die Theorie und die
verwendeten Gro¨ßen gegeben werden. Diese sind insbesondere die Tensoren der elasti-
schen Deformation und der Hyperdeformation sowie der Versetzungsdichtetensor. Au-
ßerdem werden wichtige Definitionen und Rechenregeln, die das Cosserat–Kontinuum
betreffen, zusammengefaßt.
3.1.1 U¨bersicht
Das klassische Cosserat–Kontinuum geht auf Ideen der Gebru¨der Cosserat (1909)
zuru¨ck, die die Elastizita¨tstheorie eines fla¨chenhaften Punktkontinuums (Membran)
auf die Dynamik von eingebetteten starrenDreibeinen zuru¨ckfu¨hrten (siehe dazu auch
23
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n(x,t)
Abbildung 3.1: Schematische Darstellung von Moleku¨len eines Flu¨ssigkristalls mit einer
Vorzugsachse n.
Gu¨nther (1958)). Dadurch wurde es mo¨glich, neben Verschiebungen auch Drehungen
von Volumenelementen relativ zueinander zu beschreiben, sodaß neben Kraftspan-
nungen auch Momentenspannungen beschrieben werden konnten.
Eine Erweiterung dieses Konzeptes ist das sogenannte verallgemeinerte Cosserat–
Kontinuum, bei dem Felder von deformierbaren Cosserat–Vektoren in ein dreidi-
mensionales Kontinuum eingebettet werden. (Na¨heres findet man bei Kro¨ner (1968),
Anthony (1974).) Dadurch erha¨lt man zusa¨tzliche Freiheitsgrade fu¨r das System, denn
fu¨r jeden Cosserat–Vektor kommen drei neue Freiheitsgrade hinzu.
In den Abb. 3.1 und 3.2 werden zwei Strukturen skizziert, die mit diesen zusa¨tzlichen
Freiheitsgraden beschrieben werden ko¨nnen:
Nematische Flu¨ssigkristalle
Fu¨r die Beschreibung eines nematischen Flu¨ssigkristalls ist ein normiertes Vektor-
feld n(x, t) (siehe Bild 3.1) als verallgemeinerter Cosserat–Freiheitsgrad anzusehen.
Dieses Vektorfeld repra¨sentiert die Richtung von la¨nglichen Moleku¨len in einem ne-
matischen Flu¨ssigkristall und la¨ßt eine Beschreibung der richtungsabha¨ngigen Wech-
selwirkung dieser Moleku¨le zu, sofern sich diese Richtung von Moleku¨l zu Moleku¨l
nur wenig a¨ndert. Mit Hilfe dieses Vektorfeldes lassen sich die fu¨r nematische Flu¨ssig-
kristalle relevanten Gro¨ßen beschreiben (siehe dazu auch: DeGennes (1974), Landau,
Lifschitz (1991)):
• bend (La¨ngsbiegung) definiert durch n× (rot n),
• twist (Torsion) definiert durch n · (rot n),
• splay (Querbiegung) definiert durch div · n.
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Abbildung 3.2: Skizze eines Bravais–Gitters mit den Cosserat–Vektoren aκ.
Einkristalle
Fu¨r die Beschreibung von Kristallen ko¨nnen die primitiven Gittervektoren als Cos-
serat–Vektoren definiert werden, d.h. es existieren drei unabha¨ngige Vektorfelder
aκ(x, t), κ = 1..3, (3.1)
die die Struktur des Kristalls repra¨sentieren.
In Bild 3.2 wird ein Bravaisgitter skizziert, daß einen monoatomaren Punktkristall
beschreibt. Durch das dargestellte Vektor–Dreibein aκ sind drei orientierte Vektoren
gegeben, die die mo¨glichen Deformationen des Kristalls beschreiben1. In der Feld-
theorie werden diese Vektoren zu den Vektorfeldern des Cosserat–Kontinuums.
Im Gegensatz zum klassischen Cosserat–Kontinuum sollen diese Vektorfelder (die
weiterhin kurz als Vektoren bezeichnet werden) nun deformierbar sein, d.h. sie sind
in ihren La¨ngen und Winkeln zueinander vera¨nderlich. Damit enthalten diese verall-
gemeinerten Cosserat–Vektoren 3×3 = 9 Freiheitsgrade. Diese drei Vektoren werden
nun in eine Differentialgeometrie eingebettet. Dazu werden sie als Basisvektoren
betrachtet, die das Gitter- oder Kristallsystem definieren.
Damit hat man es genaugenommen mit zwei Geometrien zu tun:
Die Geometrie der Cosserat–Vektoren definiert das Gitter und die Kristallzusam-
menha¨nge und ist damit mit den physikalischen Strukturen verknu¨pft. Wenn Ver-
setzungen im Kristall vorhanden sind, mu¨ssen sich diese in der Beschreibung dieser
Geometrie wiederfinden, die daher Gitter– oder auch innere Geometrie genannt
wird. Die Bezeichnung innere Geometrie zielt auf die Vorstellung eines Gitterwesens
1Eigentlich hat man es mit einem Vektor 6-Stern zu tun. Da jedoch zumindest in linearer Na¨herung
entgegengesetzte Vektoren gleiche Richtungen und La¨ngen haben, sind diese hier nicht beru¨cksich-
tigt. Bei der Frage nach Symmetrieoperationen muß aber der volle 6-Stern betrachtet werden: Zum
Beispiel darf bei Inversion der Vektoren keine A¨nderung der Energie geschehen, wenn der Kristall
ein Inversionszentrum besitzt.
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ab, das als imagina¨res Wesen im Inneren des Kristalls leben wu¨rde und die Git-
tervektoren als Basisvektoren seiner Geometrie ansa¨he. Es wa¨re nicht in der Lage,
elastische Deformationen zu erkennen, da diese nur im Vergleich mit einer zweiten,
a¨ußeren Geometrie zu erkennen sind.
Diese zweite, sog. Labor– oder a¨ußere Geometrie, ist verknu¨pft mit dem Stand-
punkt des Beobachters oder eines Labors: Der Kristall wird von außen betrachtet.
Diese Geometrie ist euklidisch. Es ist sinnvoll, das a¨ußere Basissystem an die Kristall-
symmetrie des idealen ungesto¨rten Kristalls anzupassen, was im na¨chsten Abschnitt
erla¨utert wird.
3.1.2 Aufbau der Cosserat–Geometrie
Wie bereits angedeutet kann ein imagina¨res Gitterwesen keine elastischen Deforma-
tionen messen, wenn es nur das innere Basissystem aκ zur Verfu¨gung hat. Es befindet
sich aus seiner Sicht in einem nichtdeformierten System.
Ein a¨ußerer Beobachter sieht jedoch die Vera¨nderungen der Cosserat–Vektoren re-
lativ zu seinem a¨ußeren Basissystem und kann diese A¨nderungen mit Deformatio-
nen in Zusammenhang bringen. Voraussetzung ist dabei, daß die Basisvektoren des
undeformierten, idealen Kristalls mit den Basisvektoren des Laborsystems u¨berein-
stimmen. Die Transformation aus dem inneren in das a¨ußere System soll also fu¨r den
ungesto¨rten Kristall die Einheitstransformation sein. Fu¨r die Basisvektoren gilt der
Zusammenhang
aκ := Aiκei (3.2)
sowie die Umkehrung
ei = Aκi aκ. (3.3)
Es gelten die Reziprozita¨tsbeziehungen
AiκA
κ
j = δ
i
j (3.4)
und
AiλA
κ
i = δ
κ
λ (3.5)
aufgrund der Umkehrbarkeit der Transformationen.
Da die ei fest an das Laborsystem gekoppelt sind, sind die Transformationsmatrizen
Aiκ als Koordinaten (i) des Cosserat–Vektors mit der Nummer (κ) zu deuten. Kennt
man die Gro¨ßen Aiκ, so sind dadurch die Cosserat–Vektoren aκ eindeutig festgelegt.
Auch wenn der Sprachgebrauch nicht ganz korrekt ist, werden die Gro¨ßen Aiκ der
Einfachheit halber als Cosserat–Vektoren bezeichnet.
Die Gro¨ßen Aκi , die zu der reziproken Transformation geho¨ren, werden kurz als rezi-
proke Cosserat–Vektoren bezeichnet.
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Da die Aiκ und A
κ
i miteinander u¨ber die Gl.(3.4) und (3.5) zusammenha¨ngen, reicht
eine dieser beiden als unabha¨ngige Gro¨ße aus, um Kristalldeformationen zu beschrei-
ben. In dieser Arbeit werden die reziproken Transformationen Aκi als prima¨re Variable
benutzt. Im idealen Kristall lassen sie sich na¨mlich gerade aus den Ableitungen der
inneren Koordinaten Xκ(x) u¨ber Aκi = ∂iX
κ definieren (diese inneren Koordinaten
existieren jedoch nicht global, wenn Versetzungen vorhanden sind). Sie werden eben-
falls meist kurz als Cosserat–Vektoren bezeichnet, auch wenn es sich eigentlich um die
reziproken Transformationsmatrizen handelt. Bei dem vereinfachten Sprachgebrauch
wird durch die Gleichungen immer deutlich, welche Gro¨ßen beschrieben werden.
Die Gittermetrik
Der innere Standpunkt des Gitterwesens kommt in der geometrischen Beschreibung
dadurch zum Ausdruck, daß die Metrik, die in diesem Gittersystem definiert wird,
die Einheitsmetrik ist, bzw. durch Wahl eines geeigneten Basissystems immer zur
Einheitsmetrik transformiert werden kann und unvera¨nderlich aus der inneren Sicht
des Gitterwesens ist.
Die mit aκλ bezeichnete Gittermetrik wird also zu
aκλ := δκλ (3.6)
im inneren System, welches durchgehend mit griechischen Indizes bezeichnet wird2.
Es kann gu¨nstiger sein, eine andere Metrik fu¨r das Gittersystem zu wa¨hlen, wenn man
die Cosserat–Vektoren u¨ber die primitiven Gittervektoren eines Bravaisgitters defi-
niert. Dann sollte die Metrik des a¨ußeren Systems daran angepaßt werden, damit im
Falle verschwindender Deformationen der elastische Deformationstensor verschwin-
det (siehe folgender Abschnitt). Da die Gittermetrik aber immer auf die Form (3.6)
gebracht werden kann, wird diese Form i.a. vorausgesetzt.
Der elastische Deformationstensor
Elastische Deformationen a¨ndern La¨ngen– und Winkelverha¨ltnisse der Gittervekto-
ren aus der Sicht des a¨ußeren Beobachters. Da La¨ngen– und Winkelverha¨ltnisse in
die Metrik eingehen, ist diese die geeignete Gro¨ße, um elastische Deformationen zu
beschreiben. Die Differenz zwischen der konstanten Gittermetrik aκλ und der a¨uße-
ren Metrik gij des Laborssystems, die mit der Gittermetrik des ungesto¨rten Kristalls
identisch ist, ist damit ein Maß fu¨r die elastische Deformation. Die Gittermetrik muß
allerdings noch in das Laborsystem transformiert werden, damit beide Gro¨ßen in
demselben System verglichen werden. Dies fu¨hrt zu der Definition des elastischen
Deformationstensors3 (auch elastischer Verzerrungstensor genannt):
eij :=
1
2
(aij − gij) = 12
(
aλκA
κ
i A
λ
j − gij
) ∗= 1
2
(
δκλA
κ
i A
λ
j − δij
)
. (3.7)
2Da das Gittersystem anholonom ist, wenn Versetzungen vorhanden sind, ist diese Konvention
konsistent mit der in Abschnitt 2.2.3 getroffenen.
3Siehe dazu auch Kro¨ner (1958), Anthony (1970a,b). Das Zeichen
∗
= bedeutet, daß diese Gleichung
nur in dem Basissystem gilt, wo die Metrik die Einheitsmatrix ist.
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1
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Abbildung 3.3: Vektoren im Gitter bei Anwesenheit einer Versetzung: Im Gittersystem sind
die gru¨nen Vektoren orthonormiert, die blauen entlang der Kurven C bzw. C ′ parallel verscho-
ben. Die roten Linien deuten Koordinatenlinien an, die wegen der Versetzung unterbrochen
sein ko¨nnen und damit nicht global existieren.
Dies setzt voraus, daß im Fall verschwindender Deformationen die Metriken gleich
sind. Dies geschieht wie oben angesprochen durch eine Anpassung der a¨ußeren Metrik
gij an das ungesto¨rte Gittersystem, in diesem Fall durch gij = δij .
Der Hyperdeformationstensor
Neben den Metriken ist sowohl das Gitter– als auch das Laborsystem mit Konne-
xionen versehen, die die Parallelverschiebung definieren. Die Konnexion des a¨ußeren
Systems4 gkij verschwindet. Dies kann in einer euklidischen Geometrie (und eine solche
ist die Geometrie des ungesto¨rten Kristalls) immer erreicht werden:
gkij = 0. (3.8)
Es stellt sich nun die Frage, wie ein imagina¨res Wesen im Gittersystem parallele
Verschiebungen mißt. Mit den Aussagen aus Abschnitt 2.2.4 kann unter Beru¨ck-
sichtigung der dort gemachten Einschra¨nkungen (insbesondere das Verschwinden des
Riemann–Christoffel–Tensors), immer ein Basissystem gefunden werden, in dem ne-
ben der Naturalisierung der Metrik (3.6) auch
Γκµν = 0 (3.9)
gilt, d.h. auch die Konnexion kann naturalisiert werden. Fu¨r ein Gitterwesen bedeutet
das: Die euklidische Parallelverschiebung gilt, selbst wenn Versetzungen anwesend
sind.
In Abb. 3.3 wird dies angedeutet. Fu¨r die innere Sicht sind die blauen Vektoren a, a′
und a′′, die entlang der Linien C und C ′ verschoben werden, parallel. Dabei ha¨ngt
4Die gleichzeitige Verwendung des Buchstabens g fu¨r die Konnexion des Laborsystems fu¨hrt zu
keiner Verwechslung mit der Metrik gij , da die Konnexion dreifach indiziert ist.
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die Parallelita¨t nicht vom Verlauf des Weges (C oder C ′) ab, obwohl eine Versetzung
vorhanden ist.
Voraussetzung fu¨r die Gu¨ltigkeit von Gleichung (3.9) in Gittern mit Versetzungen ist
jedoch ein anholonomes Basissystem, das heißt, die Transformationen zwischen den
beiden Geometrien sind nicht integrabel, der einfache Zusammenhang
Aκi :=
∂Xκ
∂xi
(3.10)
gilt nicht mehr, denn es existiert kein globales inneres Koordinatensystem Xκ. Auch
dies kann in Abb. 3.3 veranschaulicht werden5: Eine Koordinatenlinie (rot markiert)
bricht an der Versetzung ab. Zudem werden Koordinatenlinien durchschnitten, wenn
die Versetzung gleitet. Es ist also nicht mo¨glich, ein globales inneres Koordinatensy-
stem anzugeben, ebensowenig ein lokales, welches nicht durch Versetzungsbewegung
zerschnitten werden ko¨nnte.
Durch das anholonome Basissystem wird allerdings das in Gl.(2.75) definierte anho-
lonome Objekt von null verschieden sein:
Ωκµν = A
i
µA
j
ν∂[iA
κ
j] 6= 0. (3.11)
Nun ko¨nnen die Konnexionen miteinander verglichen werden. Zwar kann in jeder
der beiden Geometrien die jeweilige Konnexion verschwinden. Um sie zu vergleichen,
muß jedoch eine der beiden in das jeweils andere System transformiert werden. Da
Konnexionen keine Tensoren sind und ein anderes Transformationsverhalten haben,
bleiben sie bei dieser Transformation nicht null.
Der Vergleich liefert eine Gro¨ße, die mit den Ableitungen der Cosserat–Vektoren
verknu¨pft ist. Sie wird Hyperdeformationstensor genannt:
h··kij := Γ
k
ij − gkij . (3.12)
Obwohl hier zwei geometrische Objekte in Zusammenhang gebracht werden, die kein
tensorielles Transformationsverhalten zeigen, ist ihre Differenz ein Tensor, denn es
gilt:
h··µκλ = Γ
µ
κλ − gµκλ
(3.9),(2.71)
= −AiκAjλAµkgkij +AiκAjλ∂iAµj
(3.8)
= AiκA
j
λ∂iA
µ
j . (3.13)
Wegen Gl.(2.71) und (3.8) gilt aber auch
h··kij = Γ
k
ij = A
k
ν∂iA
ν
j (3.14)
5Es sei darauf hingewiesen, daß hier nur diskrete Abbildungen gemacht werden ko¨nnen, wobei die
Vektoren als lokale Repra¨sentanten der Cosserat–Felder aufgefaßt werden mu¨ssen. Die Felder sind
kontinuierlich, sie sind insbesondere auch als stetig differenzierbar angenommen.
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und damit
h··µκλ = A
i
κA
j
λ∂iA
µ
j
(2.54)
= AiκA
j
λA
µ
kA
k
ν∂iA
ν
j
= AiκA
j
λA
µ
kh
··k
ij , (3.15)
was als echte Tensortransformation erkennbar ist.
Die Massendichte %
Die Massendichte des Kristalls ist nicht konstant, sondern ha¨ngt von den Deforma-
tionen ab. Im inneren System wird jedoch immer die Referenzdichte %0 gemessen.
Es stellt sich die Frage, wie sich diese Gro¨ße beim U¨bergang in das a¨ußere System
verha¨lt.
Dazu betrachte man in Bild 3.2 das Volumen, daß von einem Cosserat–Dreibein
aufgespannt wird. Es wird durch das Spatprodukt
V := εκλµaκaλaµ (3.16)
gegeben, wa¨hrend die Basisvektoren im a¨ußeren System ein Referenzvolumen u¨ber
das Spatprodukt
V0 := εklmekelem (3.17)
definieren.
Beide Gro¨ßen ha¨ngen u¨ber
V = εκλµaκaλaµ
(3.2)
= εκλµAkκA
l
λA
m
µ ekelem
(2.57)
= (Det|Aκk |)−1 εklmekelem
= (Det|Aκk |)−1 V0 (3.18)
zusammen, da εklm sich wie eine Tensordichte vom Gewicht (+1) transformiert.
Mit der zu dem Referenzvolumen V0 geho¨renden Referenzmasse M0 ist die Referenz-
dichte gegeben durch
%0 :=
M0
V0
. (3.19)
Sie definiert die konstante Dichte des idealen Kristalls.
Im deformierten System hingegen spannen die Vektoren ein vera¨ndertes Volumen V
auf, das aber die gleiche ReferenzmasseM0 entha¨lt. Damit wird dieMassendichte des
deformierten Kristalls zu
% :=
M0
V
(3.18),(3.19)
= %0Det|Aκk |. (3.20)
Sie ist daher eine skalare Dichte vom Gewicht (+1) und u¨ber die Referenzdichte des
idealen Kristalls und die Determinante der reziproken Cosserat–Vektoren definiert.
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Der Versetzungsdichtetensor
Die Torsion ist ein Tensor und damit eine basisunabha¨ngige Gro¨ße. Sie la¨ßt sich mit
Versetzungsverteilungen im Kristall verknu¨pfen (Kro¨ner (1958), Bilby, Smith (1956)).
Die Torsion ist damit ein Maß fu¨r die Anwesenheit von Versetzungen. Diese erzeugen
– im Bild der Cosserat–Vektoren gesprochen – eine nicht–verschwindende Anholo-
nomita¨t der Cosserat–Vektoren, die gerade identisch mit der Torsion ist, und somit
Deformationen als Reaktion auf diese Abweichungen von der Ideal–Struktur aufwei-
sen werden. Mit einem Materialgesetz werden diese Deformationen mit Spannungen
verknu¨pft, die Kro¨ner (1958) Eigenspannungen nannte.
Die Definition des Versetzungsdichtetensors u¨ber die Torsion lautet mit Gl.(2.77)
im a¨ußeren System
α··kij := S
··k
ij = A
k
κ∂[iA
κ
j] (3.21)
bzw. im Gittersystem
α··κµν := S
··κ
µν = A
i
µA
j
ν∂[iA
κ
j]. (3.22)
Oftmals wird statt des dreistufigen Tensors die zweistufige Tensordichte6 vom Ge-
wicht (+1) verwendet, die man nach U¨berschieben mit dem ε–Tensor (genauer: Ten-
sordichte) erha¨lt:
αil := εijkα··ljk = ε
ijk∂jA
κ
kA
l
κ. (3.23)
Da der dreistufige Versetzungsdichtetensor in den unteren beiden Indizes antisymme-
trisch ist, geht durch diesen Darstellungswechsel keine Information verloren, aus der
zweistufigen Tensordichte la¨ßt sich der dreistufige Tensor wiederherstellen:
α··ljk =
1
2
εjkmα
ml, (3.24)
wie man nach Einsetzen der Definition unter Beru¨cksichtigung der Identita¨t
εjkmε
mpq = δpj δ
q
k − δqj δpk (3.25)
leicht verifiziert.
Gleichzeitig definiert die Torsion, welchen Schließungsfehler man erha¨lt, wenn man
versucht, einen Weg in Form eines Parallelogramms um eine Versetzung herum zu
verfolgen:
Im diskreten Fall der Stufenversetzung (Abb. 3.4(a)) sieht man, daß in Maßen der
inneren Einheitsla¨ngen das Parallelogramm eine Breite von drei und eine Ho¨he von
zwei haben sollte, bzw. im Falle der Schraubenversetzung (Abb. 3.4(b)) je vier. Man
erkennt aber, daß beide nicht geschlossen sind, was durch die gesto¨rte Topologie
aufgrund der Versetzung zu erkla¨ren ist. Der Schließungsfehler (der hier gerade ein
6Auf die Angabe der Gewichtsindizes wird i.a. verzichtet, es sei denn sie sind fu¨r die Rechnungen
unentbehrlich.
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Abbildung 3.4: Ein Umlauf um eine Versetzung mit jeweils gleichen La¨ngeneinheiten in
Gitterla¨ngen fu¨r entgegengesetzte Teilstu¨cke fu¨hrt zu einem Schließungsfehler, den man als
Burgersvektor definiert.
Gitterabstand ist), ist der sog. Burgersvektor7 b. Der Torsionstensor und der dar-
aus folgende Versetzungsdichtetensor sind die feldtheoretischen Verallgemeinerungen
dieses diskreten Bildes.
Lineare Elastizita¨tstheorie
Der in Gl.(3.7) definierte Deformationstensor ist nichtlinear. Geht man von kleinen
Abweichungen eines ungesto¨rten Zustandes aus, so werden sie linearisiert, indem man
quadratische oder ho¨here Terme in diesen Abweichungen vernachla¨ssigt.
Der Deformationstensor (3.7) verschwindet, wenn die identische Transformation, na¨m-
lich Aκi = δ
κ
i , gewa¨hlt wird. Ebenso verschwindet der Hyperdeformationstensor.
Die linearen Distorsionen βκi sind die Abweichungen von dieser Einheitstransfor-
mation. Sie liefern mit dem Ansatz
Aκi := δ
κ
i + β
κ
i (3.26)
nach Gl.(3.7) sowie unter Annahme kleiner Distorsionen, d.h. Linearisierung in diesen,
die folgende elastische Deformation:
eij =
1
2
(
δκλ (δκi + β
κ
i )
(
δλj + β
λ
j
)
− δij
)
=
1
2
(
βκi δκj + β
λ
j δλi +O(β
2)
)
=
1
2
(
βij + βji +O(β2)
)
, (3.27)
7Die Orientierung des Burgersvektors ist Konvention. Hier soll b wie in Abb. 3.4(a) definiert
werden, wenn der Linienrichtungsvektor in die Zeichenebene hineinzeigt, sodaß der Umlauf einer
Rechtsschraube entspricht. Gleiches gilt fu¨r die Schraubenversetzung 3.4(b).
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wobei angenommen wurde, daß die Metriken im Idealzustand durch δij bzw. δκλ
gegeben sind.
Im versetzungsfreien Fall fu¨hrt dies unter Beru¨cksichtigung der Kompatibilita¨t (d.h.
unter Erfu¨llung der Integrabilita¨tsbedingung (2.60)) zum Ansatz
βκi := ∂iu
κ, (3.28)
wobei uκ als Verschiebungsfeld der linearen Elastizita¨tstheorie interpretiert werden
kann.
Damit erha¨lt man den linearen Deformations– (oder auch Verzerrungs–)tensor:
eij =
1
2
(∂iuj + ∂jui) . (3.29)
Der Hyperdeformationstensor8 liefert unter den gleichen Voraussetzungen
hijk = ∂i∂juk. (3.30)
U¨berschieben mit dem ε–Tensor fu¨hrt zur Definition des sog. linearen Struktur-
kru¨mmungstensors
κ·mn := ε
mjkhnjk = ∂nεmjk∂juk, (3.31)
der die lokalen Drehungen u¨ber den antisymmetrischen linearen Drehtensor
wjk :=
1
2
(∂juk − ∂kuj) (3.32)
entha¨lt.
Ist hingegen die Integrabilita¨tsbedingung (2.60) nicht erfu¨llt, so la¨ßt sich der lineare
Versetzungsdichtetensor u¨ber
αil = εijk∂jβlk (3.33)
einfu¨hren, wobei
βlk := β
κ
k δ
l
κ (3.34)
ist. Die Gro¨ßen der linearen Theorie sind also in der Beschreibung des Kristalls im
verallgemeinerten Cosserat–Kontinuum enthalten.
3.1.3 Wichtige Definitionen und Rechenregeln
Die folgenden Gleichungen sind wichtige Beziehungen, die im weiteren Verlauf dieser
Arbeit ha¨ufig benutzt werden. Sie sollen daher an dieser Stelle als U¨bersicht zusam-
mengefaßt werden.
8Der letzte Index wurde mit der Gittermetrik gesenkt.
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• Zusammenhang zwischen Dichte und reziproken Cosserat–Vektoren:
Da die Dichte u¨ber die Determinante
% := %0Det |Aκi | (3.35)
definiert ist, folgt daraus fu¨r das Differential:
d% := %0
∂Det |Aκi |
∂Aκi
dAκi . (3.36)
Die Determinante ist aber gerade die Jacobi–Determinante der Transformation,
die hier immer das Rechtssystem erhalten soll. In Schouten (1954, 1989) findet
man folgenden Zusammenhang:
∂Det |Aκi |
∂Aκi
= Det |Aκi |Aiκ. (3.37)
Die eigentlichen und reziproken Cosserat–Vektoren ha¨ngen also u¨ber diese Be-
ziehung zusammen, wenn die reziproken Vektoren als unabha¨ngige Freiheits-
grade aufgefaßt werden.
Damit ergibt sich:
d% := %0Det |Aκi |AiκdAκi = %AiκdAκi . (3.38)
• Zusammenhang zwischen eigentlichen und reziproken Cosserat–Vektoren:
Aus Gl.(2.54) folgt das Differential der eigentlichen Cosserat–Vektoren:
d
(
AjκA
λ
j
)
= 0
⇒Aλj dAjκ = −AjκdAλj | ·Aiλ
dAiκ = −AjκAiλdAλj . (3.39)
• Zeitliche Entwicklung der reziproken Cosserat–Vektoren:
Wenn die Cosserat–Vektoren elastische Deformationen beschreiben, werden sie
mit dem Stro¨mungsfeld v des Ko¨rpers substantiell mitgefu¨hrt. Das bedeutet,
daß ihre zeitliche Lie–Ableitung (vgl. (2.89)) verschwindet:
L
D(v)t A
κ
i = 0. (3.40)
Hierbei muß beru¨cksichtigt werden, daß der Index κ die Nummer des reziproken
Cosserat–Vektors bedeutet. Diese a¨ndert sich aber nicht, es wird die A¨nderung
eines Vektors betrachtet. Daher wirkt die Lie–Ableitung nur auf die lateinischen
Indizes, da die griechischen durchgehend fu¨r das innere System benutzt werden.
Abweichungen von der substantiellen Mitfu¨hrung, wie sie bei Versetzungsbewe-
gungen auftreten, werden durch die Gleichung
L
D(v)t A
κ
i = J
κ
i (3.41)
definiert, wobei Jκi den Driftstrom der Cosserat–Vektoren oder kurz Cosse-
rat–Driftstrom relativ zur Bewegung des elastischen Mediums darstellt.
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• Zeitliche Entwicklung der eigentlichen Cosserat–Vektoren:
Aus den Gl.(3.39) und (3.41) folgt
L
D(v)t A
i
κ = −AjκAiλ
L
D(v)t A
λ
j
= −AjκAiλJλj
⇒
L
D(v)t A
i
κ = −J iκ. (3.42)
• Substantielle Ableitung der Metrik gij :
Da die Metrik gij ein Tensor ist, wird die substantielle Mitfu¨hrung ebenfalls
durch die Liesche Zeitableitung bestimmt:
L
D(v)t gij = ∂iv
kgkj + ∂jvkgik = ∂ivj + ∂jvi. (3.43)
Dies ist gerade der symmetrisierte Geschwindigkeitsgradient.
• Substantielle Ableitung der Konnexion:
Die Konnexion ist kein Tensor, sondern ein geometrisches Objekt. U¨ber die
zeitliche Entwicklung der Cosserat–Vektoren kann aber auch die zeitliche Ent-
wicklung der Gitterkonnexion bestimmt werden:
L
D(v)t Γ
k
ij =
L
D(v)t
(
∂iA
κ
jA
k
κ
)
=
L
D(v)t
(
∂iA
κ
j
)
Akκ + ∂iA
κ
j
L
D(v)t A
k
κ
= ∂i
(L
D(v)t A
κ
j
)
Akκ − ∂i∂jvlAκl Akκ + ∂iAκj
L
D(v)t A
k
κ
= ∂iJκj A
k
κ − ∂i∂jvk − ∂iAκj Jkκ
= ∂iJkj − J ljAκl ∂iAkκ − ∂i∂jvlAκl Akκ − ∂iAκjAlκJkl
= ∂iJkj − ΓlijJkl + ΓkilJ lj − ∂i∂jvk
⇒
L
D(v)t Γ
k
ij =
(Γ)
∇ i Jkj − ∂i∂jvk, (3.44)
wobei
(Γ)
∇ i die in (2.74) eingefu¨hrte kovariante Ableitung bezu¨glich der Gitter-
konnexion darstellt.
• Substantielle Ableitung des dreistufigen Versetzungsdichtetensors:
Der dreistufige Versetzungsdichtetensor kann wegen Gl.(3.21) auch u¨ber die
Konnexion definiert werden:
αkij :=
1
2
(
Γkij − Γkji
)
= Γk[ij]. (3.45)
Somit folgt fu¨r dessen substantielle zeitliche Ableitung:
L
D(v)t α
k
ij
(3.44)
=
1
2
(
(Γ)
∇ i Jkj −
(Γ)
∇ j Jki
)
. (3.46)
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Hier wird klar, daß der Cosserat–Driftstrom mit dem Driftstrom des Verset-
zungsdichtetensors zusammenha¨ngt: Die rechte Seite dieser Gleichung gibt an,
wie sich der Versetzungsdichtetensor unabha¨ngig vom Stro¨mungsfeld v a¨ndert.
Wenn Jki = 0 ist, so wird der Tensor der Versetzungsdichte substantiell mit
dem Hintergrundmedium mitgefu¨hrt.
• Substantielle Ableitung des ε–Tensors:
Der Vollsta¨ndigkeit halber wird auch die substantielle Ableitung des vollsta¨ndig
antisymmetrischen ε–Tensors angegeben, die dann relevant wird, wenn Gl.(3.46)
mit diesem u¨berschoben werden soll, um die substantielle Ableitung fu¨r den
zweistufigen Versetzungsdichtetensor zu erhalten. Nach kurzer Rechnung folgt:
L
D(v)t ε
ijk = −εijk∂lvl. (3.47)
3.2 Der elastisch und plastisch deformierbare Kristall im
Lagrangeformalismus
Nun sollen die geometrischen Betrachtungen in eine feldtheoretische Beschreibung
des Kristalls im Rahmen des Lagrangeformalismus eingebettet werden. Dazu wird
von der idealen Flu¨ssigkeit als Basismodell ausgegangen, in die die Kristallstruktur
durch Hinzunahme der Cosserat–Vektoren eingearbeitet wird.
3.2.1 Aufbau aus der idealen Flu¨ssigkeit
Die Lagrangedichte fu¨r die ideale Flu¨ssigkeit lautete:
` = −%
(
D(v)t Φ+ αD
(v)
t β −
1
2
v2 +W (%)
)
. (3.48)
Nimmt man nun eine innere Struktur des Mediums an, die durch Cosserat–Vektoren
repra¨sentiert wird, muß man zum einen deren substantielle Mitfu¨hrung in Form der
zeitlichen Lie–Ableitung (2.89) beachten, die mittels eines Lagrangemultiplikators9
%tiκ in die Lagrangedichte integriert wird.
Zum anderen ha¨ngt die Dichte nun von den Cosserat–Vektoren u¨ber die Beziehung
% := %0Det|Aκi | (3.49)
ab, ist also keine unabha¨ngige Gro¨ße mehr.
Auf die explizite Mitnahme der Kontinuita¨tsgleichung wie in Gl.(2.34) und die Mit-
fu¨hrung der Lagrangen Koordinaten in Gl.(2.40) wird hier verzichtet, da beides
u¨ber die substantielle Mitfu¨hrung der Cosserat–Vektoren, also die Nebenbedingung
9Das Abspalten der Dichte % geschieht aus rein pragmatischen Gru¨nden zur Vereinfachung der
Variation. Physikalisch macht sie jedoch ebenfalls Sinn, da die Lagrangedichte identisch null wer-
den sollte, wenn die Dichte verschwindet, da ohne materiellen Hintergrund keine Stro¨mung oder
Mitfu¨hrung vorkommen kann.
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L
D(v)t A
κ
i = 0, abgedeckt ist. Damit entfallen die Clebsch–Potentiale, die sich aus diesen
Nebenbedingungen ergaben, ebenfalls.
Man erha¨lt:
` = − %(Aκi )
(
−1
2
v2 +W (%(Aκi ))
)
+ %tiκ
(L
D(v)t A
κ
i
)
. (3.50)
Man beachte, daß hier immer noch die Dynamik einer Flu¨ssigkeit beschrieben wird.
Das liegt daran, daß die Energie nur von der Dichte abha¨ngt. Die Cosserat–Vektoren
schwimmen also frei mit der Stro¨mung mit, ohne elastische Scher–Spannungen auf-
bauen zu ko¨nnen. Außerdem ist die Kontinuita¨tsgleichung nicht u¨ber die Variation
δΦ, sondern u¨ber
∂t%
(3.38)
= %Aiκ∂tA
κ
i
(3.40)
= −%Aiκvl∂lAκi − %Aiκ∂ivlAκl
(3.38)
= −vl∂l%− %∂lvl
= −∂l
(
%vl
)
(3.51)
definiert.
Freie Variation nach allen Feldern liefert:
δtiκ : %
L
D(v)t A
κ
i = 0 (3.52)
δvi : %vi + %tkκ∂iA
κ
k − ∂k
(
%tkκA
κ
i
)
= 0 (3.53)
δAκi :
∂%
∂Aκi
(
1
2
v2 −W (%)− %∂W
∂%
+ tjλ
L
D(v)t A
λ
j
)
− ∂t
(
%tiκ
)− ∂k (%tiκvk)+ %tkκ∂kvi = 0 (3.54)
⇒
L
D(v)t t
i
k + δ
i
k
(
−1
2
v2 +W (%) + %
∂W
∂%
)
= 0. (3.55)
Da hier keine Clebsch–Potentiale mehr verwendet werden, erha¨lt man eine andere,
verallgemeinerte Darstellung der Geschwindigkeit u¨ber Gl.(3.53):
vi = −tkκ∂iAκk +
1
%
∂k
(
%tki
)
. (3.56)
Der Lagrange–Multiplikator tiκ bestimmt das Geschwindigkeitsfeld, ko¨nnte also als
verallgemeinertes Potential beschrieben werden. Dieser Term weist auch Eichfrei-
heitsgrade auf: Eine Umeichung
tkκ → tkκ + f(t)Akκ bzw. tki → tki + f(t)δki (3.57)
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fu¨hrt in der Bernoulli–Gleichung zu einem Zusatzterm ∂tf(t)δki , der wie bei dem
Gebrauch der Clebsch–Potentiale (siehe auch Wagner (1997)) bei Anwendung des
Gradienten auf die Bernoulli–Gleichung verschwindet.
Ebenso a¨ndert diese Umeichung nichts an der Geschwindigkeit, denn es gilt:
vi → vi +
(
−f(t)Akκ∂iAκk + f(t)
1
%
∂i%
)
(3.38)
= vi. (3.58)
Die Euler–Lagrange–Gleichungen ko¨nnen nach kurzer Rechnung in die Gleichungen
u¨berfu¨hrt werden, die die ideale Flu¨ssigkeit beschreiben:
∂t%+ ∂i
(
%vi
)
= 0 (3.59)
%D(v)t vi + ∂ip = 0. (3.60)
Die Cosserat–Vektoren agieren hier als interne Variablen, deren Eigenschaften nur
u¨ber ihre Determinante (die im Wesentlichen die Dichte bestimmt) in die Bewe-
gungsgleichungen eingehen.
Ebenso ist in Gl.(3.55) eine verallgemeinerte Bernoulli–Gleichung zu erkennen, die
nun tensoriellen Charakter hat und bei Anwendung der Divergenz ∂i auf sie zu der
Euler–Gleichung fu¨hrt.
Von der Flu¨ssigkeit zum Festko¨rper
Die Energie der oben angegebenen Lagrangedichte entha¨lt keine Scher–Anteile, also
Winkela¨nderung der Cosserat–Vektoren. Dies fu¨hrt zu dem Verhalten einer Flu¨ssig-
keit. Im Gegensatz dazu ist ein Festko¨rper dadurch ausgezeichnet, daß in ihm Scher-
spannungen existieren. Das bedeutet, daß die Energie sich bei Scherung des Materials
a¨ndert, und zwar gerade so, daß die Antwortgro¨ßen auf diese Deformation, die Span-
nungen, zu ru¨cktreibenden Kra¨ften in der Bewegungsgleichung fu¨r die Geschwindig-
keit fu¨hren: der Ko¨rper reagiert elastisch.
In der Lagrangedichte muß also die Energie durch Abha¨ngigkeiten von der elastischen
Deformation erga¨nzt werden. Der allgemeine Fall wu¨rde durch eine Energie
W =W (Aκi , ∂jA
κ
i ) (3.61)
beschrieben, wobei hier schon Gradienten der Cosserat–Vektoren als energetisch re-
levant beru¨cksichtigt sind. Da aber schon Tensoren fu¨r die elastische Verzerrung und
die Hyperdeformation definiert wurden, ko¨nnen diese als energetisch relevante Gro¨ßen
herangezogen werden:
W =W
(
ekl, h
··k
ij
)
. (3.62)
Ob neben der elastischen auch die Hyperdeformation eine Rolle spielt, ha¨ngt vom
jeweiligen System ab. Im linearen, versetzungsfreien Fall geht sie in ra¨umliche Ablei-
tungen des Distorsionstensors u¨ber und liefert somit nur ho¨here Ordnungen, die z.B.
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fu¨r Gradiententheorien zum Tragen kommen ko¨nnen. Bei der Beschreibung von Ver-
setzungen ist der Hyperdeformationstensor jedoch unerla¨ßlich, da der antisymmetri-
sche Teil den Versetzungsdichtetensor entha¨lt. Der genaue Zusammenhang wird etwas
spa¨ter deutlich, wenn fu¨r die elastischen und Versetzungs–Anteile der Energiedichte
ein Ansatz gemacht wird.
Die Dichte % muß nicht explizit in die Energie u¨bernommen werden, denn sie ha¨ngt
mit der elastischen Deformation zusammen :
Det|2ekl + gkl| (3.7)= Det|aκλ|Det|Aκk |Det|Aλl | ∗=
(
%
%0
)2
. (3.63)
Damit lautet der Ansatz fu¨r die Lagrangedichte:
` = − %(Aκi )
(
−1
2
v2 +W
(
ekl, h
··k
ij
))
+ %tiκ
(L
D(v)t A
κ
i
)
. (3.64)
Nach Variation aller Felder erha¨lt man die Euler–Lagrange–Gleichungen10 fu¨r den
elastisch deformierbaren Kristall:
δvi : %vi + %tjκ∂iA
κ
j − ∂k
(
%tkκA
κ
i
)
= 0 (3.65)
δtiκ : %
L
D(v)t A
κ
i = 0 (3.66)
δAκi : −%
L
D(v)t t
i
κ − %Aiκ
(
−1
2
v2 +W
)
− %
(
∂W
∂ekl
∂ekl
∂Aκi
+
∂W
∂h··mkl
∂h··mkl
∂Aκi
)
+ ∂p
(
%
∂W
∂h··mkl
∂h··mkl
∂ (∂pAκi )
)
= 0. (3.67)
Diese Gleichungen gelten auch fu¨r nicht–kristalline Medien, fu¨r die folgende Verset-
zungsdynamik muß das Material aber ein Einkristall sein.
Die letzte Gleichung ist wieder eine verallgemeinerte dynamische Bernoulli–Gleichung
(vergleiche mit Gl.(2.36)), jetzt fu¨r einen elastischen Festko¨rper. Ebenso ist der Po-
tentialansatz fu¨r das Geschwindigkeitsfeld verallgemeinert. In diesem Fall wird das
Geschwindigkeitsfeld aus dem Lagrangemultiplikator tiκ hergeleitet. Auf eine Darstel-
lung mit skalaren Feldern wird im na¨chsten Abschnitt eingegangen.
Die Observablen dieses Systems sind die – prinzipiell beobachtbaren – Cosserat–
Vektoren, bzw. die von ihnen beschriebenen Deformationen eij , h··kij , und das Ge-
schwindigkeitsfeld vi(x, t), das die Bewegung des Kristalls beschreibt. Die Bewe-
gungsgleichung der Cosserat–Vektoren ist bereits eine Euler–Lagrange–Gleichung,
die Bewegungsgleichung fu¨r vi ist im rein elastischen Fall identisch mit der Impulsbi-
lanz und folgt entweder aus Bildung der Zeitableitung von Gl.(3.65) unter Benutzung
der Gln.(3.67) und (3.66), oder aus der zu der Ortstranslation geho¨renden Symmetrie
10Dabei wurde teilweise schon die zweite Gleichung in die dritte eingesetzt, um die Formeln ab-
zuku¨rzen.
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der Lagrangedichte. Die Noether–Gleichungen (2.25) und (2.26) liefern (mit Benut-
zung der Euler–Lagrange–Gleichungen) fu¨r den Noetherimpuls und den zugeho¨rigen
Noetherschen Spannungstensor:
pi = %vi − ∂k
(
%tki
)
(3.68)
σ·ji = %viv
j + σel
·j
i + σM
·j
i + ∂t
(
%tji
)
+ ∂k
(
%tjiv
k − %tki vj
)
. (3.69)
Dabei wurden als Abku¨rzungen benutzt:
Elastischer Spannungstensor:
σel
·j
i := %
(
∂W
∂ekl
∂ekl
∂Aκj
Aκi
)
= %
1
2
(
∂W
∂ejk
aik +
∂W
∂ekj
aki
)
. (3.70)
Momenten–Spannungstensor:
σM
·j
i := %
∂W
∂h··mkl
∂h··mkl
∂Aκj
Aκi +
∂h··mkl
∂
(
∂jAκp
)∂iAκp + ∂h··mkl
∂
(
∂pAκj
)∂pAκi

− ∂p
% ∂W
∂h··mkl
∂h··mkl
∂
(
∂pAκj
)Aκi
 (3.71)
(3.14)
= −% ∂W
∂h··ikl
h··jkl + %
∂W
∂h··mjl
h··mil + %
∂W
∂h··mkj
h··mki − ∂p
(
%
∂W
∂h··ipj
)
. (3.72)
Die Noetherschen Ausdru¨cke enthalten den Lagrangemultiplikator tiκ. Wie man leicht
sieht, heben sich jedoch diese Terme teilweise in der Gesamtbilanz identisch auf, da
sie der trivialen Identita¨t
∂t
(
−∂k
(
%tki
))
+ ∂j
(
∂t
(
%tji
))
= 0 (3.73)
genu¨gen, andererseits fu¨hrt die Anwendung der partiellen Ableitung ∂j auf den letzten
Term des Noetherschen Spannungstensors (3.69) zum Verschwinden des restlichen
Terms, da dieser antisymmetrisch in den Indizes j und k ist, unabha¨ngig vom Wert
der Gro¨ße tiκ.
Damit bleibt als Impulsbilanz der Observablen Aκi und vi die Bewegungsgleichung
fu¨r den elastischen Ko¨rper. In substantieller Schreibweise:
%D(v)t vi + ∂j
(
σel
·j
i + σM
·j
i
)
= 0. (3.74)
Im Vergleich zur Literatur sind die hier mit Spannungstensor bezeichneten Ausdru¨cke
eigentlich Drucktensoren, da hier eine andere Vorzeichenkonvention verwendet wurde.
Darauf ist beim Vergleich mit der Literatur zu achten.
Es stellt sich nun die Frage, ob die Anteile in den Noetherschen Termen, die den La-
grangemultiplikator tiκ enthalten, durch Vera¨nderung der Lagrangedichte zum Ver-
schwinden gebracht werden ko¨nnen. Dies ist ein Aspekt des sogenannten Inversen
Problems zweiter Art.
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Dies funktioniert in der Tat durch eine Potentialdarstellung der Cosserat–Vektoren
im Falle festsitzender Versetzungen, die mit dem materiellen Tra¨ger substantiell mit-
gefu¨hrt werden.
3.2.2 Anpassung der Noether–Bilanzen
Es wird nun gezeigt, wie sich der Noethersche Impuls und der Spannungstensor ohne
die Zusatzterme im vorigen Abschnitt ergeben ko¨nnen.
Das Problem liegt in der Lieschen Zeitableitung. Wa¨ren alle zeitlichen Ableitun-
gen in der Lagrangedichte reine substantielle Ableitungen und die kinetische Energie
der einzige Term, in dem das Geschwindigkeitsfeld sonst vorkommt, so wu¨rde der
Noethersche Impuls exakt der Definition fu¨r %vi entsprechen11. Hier tritt jedoch ein
zusa¨tzlicher Geschwindigkeitsterm in der Lieschen Ableitung auf, der diesen einfachen
Zusammenhang zersto¨rt.
Falls jedoch die Cosserat–Vektoren substantiell mitgefu¨hrt werden (und dies soll hier
der Fall sein, da ein Cosserat–Driftstrom noch ausgeschlossen wird), so kann ein
Potentialansatz fu¨r die Cosserat–Vektoren weiterhelfen:
Im Falle einer im gesamten Medium verschwindenden Versetzungsdichte ko¨nnen die
Cosserat–Vektoren aus der Koordinaten–Transformation des inneren in das a¨ußere
System hergeleitet werden:
Aκi :=
∂Xκ
∂xi
= ∂iXκ. (3.75)
Da das innere Koordinatensystem substantiell mitgefu¨hrt wird – und zwar als ge-
wo¨hnliche substantielle Mitfu¨hrung – gilt:
D(v)t X
κ = 0. (3.76)
Daraus folgt sofort das Verschwinden der Lie–Ableitung:
L
D(v)t A
κ
i =
L
D(v)t ∂iX
κ
= ∂i∂tXκ + ∂ivj∂jXκ + vj∂j∂iXκ
= ∂i
(
D(v)t X
κ
)
= 0. (3.77)
Allerdings sind die Gleichungen
L
D(v)t A
κ
i und D
(v)
t X
κ nicht voll a¨quivalent, da aus
L
D(v)t A
κ
i = 0 nur ∂iD
(v)
t X
κ = 0 und damit
D(v)t X
κ = fκ(t) (3.78)
folgt.
11Die entsprechenden Rechnungen werden hier nicht vorgefu¨hrt, man findet eine ausfu¨hrliche Dar-
stellung in Scholle (1999)
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Hier aber kann man Eichfreiheitsgrade benutzen: Die Definition (3.75) wird durch
eine Umeichung der Form
Xκ → X ′κ = Xκ + gκ(t) (3.79)
nicht gea¨ndert.
Die Eichfreiheitsgrade gκ(t) ko¨nnen somit genutzt werden, um die Funktionen fκ(t)
zu kompensieren.
Wenn der Kristall Versetzungen entha¨lt, sind die Integrabilita¨tsbedingungen (2.60)
nicht mehr erfu¨llt. Ein Potentialansatz fu¨r die Cosserat–Vektoren muß dies beru¨ck-
sichtigen.
Hier wird, wie bei dem Clebsch–Ansatz fu¨r das Geschwindigkeitsfeld der idealen
Flu¨ssigkeit auch, fu¨r jeden Cosserat–Vektor ein eigener Clebsch–Ansatz gemacht,
sodaß insgesamt neun Potentiale
φκ, ακ, βκ mit κ = 1..3 (3.80)
zur Verfu¨gung stehen:
Aκi := ∂iφ
κ + ακ∂iβκ, keine Summation u¨ber κ! (3.81)
Aus der substantiellen Mitfu¨hrung der Potentiale folgt sofort das Verschwinden der
zeitlichen Lie–Ableitung der Cosserat–Vektoren:
D(v)t φ
κ = 0
D(v)t α
κ = 0
D(v)t β
κ = 0
⇒
L
D(v)t A
κ
i =
L
D(v)t (∂iφ
κ + ακ∂iβκ)
= ∂i
(
D(v)t φ
κ + ακD(v)t β
κ
)
+D(v)t α
κ∂iβ
κ = 0 (3.82)
und damit deren substantielle Mitfu¨hrung. Anstatt die substantielle Mitfu¨hrung der
Cosserat–Vektoren in der Lagrangedichte zu beru¨cksichtigen, werden nun die sub-
stantiellen Ableitungen der entsprechenden Potentiale in diese u¨ber Multiplikatoren
eingebaut. Auf die Abha¨ngigkeit der Energie von den Hyperdeformationen wird hier
verzichtet, da dies zu einer Lagrangedichte zweiter Ordnung fu¨hren wu¨rde. Dann lau-
tet die Lagrangedichte fu¨r einen elastischen Kristall mit festsitzenden Versetzungen:
` = − %(Aκi )
(
χκD
(v)
t φ
κ + ξκD
(v)
t α
κ + ζκD
(v)
t β
κ − 1
2
v2 +W (ekl)
)
, (3.83)
wobei fu¨r Aκi die Potentialdarstellung (3.81) einzusetzen ist.
Variation nach dem Geschwindigkeitsfeld liefert fu¨r dieses den angepaßten Potential-
ansatz:
vi = χκ∂iφκ + ξκ∂iακ + ζκ∂iβκ, (3.84)
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sodaß man nach Einsetzen des so dargestellten Geschwindigkeitsfeldes in die Lagran-
gedichte (3.83) erha¨lt:
` = − %(Aκi ) (χκ∂tφκ + ξκ∂tακ + ζκ∂tβκ)
− %
(
1
2
(χκ∂iφκ + ξκ∂iακ + ζκ∂iβκ)
2 +W (ekl)
)
, (3.85)
wobei ekl u¨ber Gl.(3.81) von den 9 Potentialen abha¨ngt, die die Cosserat–Vektoren
definieren.
Auf die Angabe der Euler–Lagrange–Gleichungen wird hier verzichtet. Die Noether-
schen Ausdru¨cke fu¨r Impulsdichte und Spannungstensor lauten nun:
pi = % (χκ∂iφκ + ξκ∂iακ + ζκ∂iβκ)
(3.84)
= %vi (3.86)
und
σji = % (χκ∂iφ
κ+ξκ∂iακ+ζκ∂iβκ) (χκ∂kφκ+ξκ∂kακ+ζκ∂kβκ) gkj + σel
·j
i
(3.84)
= %vivj + σel
·j
i , (3.87)
wobei der elastische Spannungstensor unter Beru¨cksichtigung von Gl.(3.81) wie in
(3.70) definiert ist.
Durch diese Lagrangedichte kann nun auch eine im Kristall festsitzende Versetzungs-
dichte beschrieben werden, die substantiell mit dem Hintergrundmedium mitgefu¨hrt
wird. Ein zum Zeitpunkt t = 0 festgelegter Versetzungsdichtetensor
α··kij (x, t = 0) := A
k
κ(x, t = 0)
(
∂iA
κ
j (x, t = 0)− ∂jAκi (x, t = 0)
)
(3.88)
wird zusammen mit den Cosserat–Vektoren ebenfalls substantiell mitgefu¨hrt:
L
D(v)t α
··k
ij = 0, (3.89)
was sich durch Einsetzen der Definition u¨ber die Cosserat–Vektoren und deren sub-
stantieller Mitfu¨hrung zeigen la¨ßt (siehe auch Gl.(3.46) wegen Jki = 0).
Fu¨r eine von den Hyperdeformationen abha¨ngende Energiedichte muß man jedoch
entweder auf einen Lagrangeformalismus ho¨herer Ordnung zuru¨ckgreifen oder die
Cosserat–Vektoren als eigensta¨ndige Gro¨ßen behalten, was die Zahl der Variablen
erho¨ht.
Im Falle von sich relativ zum Hintergrundmedium bewegenden Versetzungen muß eine
eigensta¨ndige Dynamik fu¨r die Clebsch–Potentiale der Cosserat–Vektoren gefunden
werden. In dieser Arbeit wird jedoch nur die Dynamik der Cosserat–Vektoren als
eigensta¨ndige Variablen hergeleitet. Erst in einem zweiten Schritt ko¨nnten dann die
Noetherbilanzen angepaßt werden, indem man die so entwickelte Dynamik auf die
Potentiale u¨bertra¨gt. Dies soll aber nicht Gegenstand dieser Arbeit sein.
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3.2.3 Die plastische Deformation
In den elastischen Gleichungen
L
D(v)t A
κ
i = 0 (3.90)
%(Aκi )D
(v)
t vi + ∂jσ
·j
i (A
κ
i ) = 0 (3.91)
werden die Spannungen σ·ji nur durch die Bewegung v des Materials abgebaut, da die
Cosserat–Vektoren, von denen allein der Spannungstensor abha¨ngt, substantiell mit-
gefu¨hrt werden. Eine Spannungsa¨nderung ist also nur u¨ber das Geschwindigkeitsfeld
vi mo¨glich: das Material reagiert elastisch.
Wenn jedoch die Cosserat–Vektoren eine von v teilweise unabha¨ngige Bewegung
L
D(v)t A
κ
i = J
κ
i 6= 0 (3.92)
ausfu¨hren, ko¨nnen wegen σ·ji = σ
·j
i (A
κ
i ) die Spannungen auf einem anderen Weg
als u¨ber das Geschwindigkeitsfeld vi gea¨ndert werden. Da so insbesondere Scher-
spannungen abgebaut werden ko¨nnen, zeigt das Material plastische, na¨mlich Fließ–
Eigenschaften. Ein instantaner, vollsta¨ndiger Abbau der Scherspannungen u¨ber den
Driftstrom Jκi wu¨rde zu einer idealen Flu¨ssigkeit fu¨hren, ein vollsta¨ndiger, aber zeit-
lich verzo¨gerter Abbau wird einen visko–elastischen Ko¨rper beschreiben: Auf kleinen
Zeitskalen, in denen der Spannungsabbau noch nicht vollzogen werden kann, wird das
Material elastisch reagieren, auf großen Zeitskalen jedoch wird das Material viskos
fließen, weil die Scherspannungen verschwinden.
Fu¨r die Beschreibung des plastisch deformierbaren Kristalls kommt es nun darauf an,
die Bewegung der Versetzungen relativ zum Gitter mit dem Driftstrom der Cosserat–
Vektoren Jκi zu verknu¨pfen, da die Versetzungsbewegung Ursache der plastischen
Deformation und damit dieses Driftstroms ist. Fu¨r den Einbau dieses allgemeinen
Bewegungsgesetzes wird die Form (3.64) der Lagrangedichte benutzt, da die Po-
tentialdarstellung (3.81) nur fu¨r substantielle Mitfu¨hrung der Cosserat–Vektoren im
Geschwindigkeitsfeld v galt. Die Bestimmung des Driftstroms Jκi geschieht im Folgen-
den durch die Theorie der Versetzungsklassen, u¨ber die dieser Strom auf Bewegung
einzelner Versetzungsklassen zuru¨ckgefu¨hrt wird.
Zuna¨chst soll aber noch auf den Zusammenhang des Cosserat–Driftstroms mit der
Kontinuita¨tsgleichung und der Bewegungsgleichung fu¨r den Versetzungsdichtetensor
eingegangen werden.
Spurfreiheit des Cosserat–Driftstroms
In dieser Arbeit soll als Mechanismus der plastischen Deformation nur das Gleiten
von Versetzungen beschrieben werden. Bei diesen Gleitprozessen bleibt die Konti-
nuita¨tsgleichung aber unangetastet, denn im Gegensatz zum Versetzungsklettern ist
hier keine Diffusion von Materie erforderlich. Dies fu¨hrt aber zu einer Einschra¨nkung
fu¨r Jκi . Die Kontinuita¨tsgleichung lautet jetzt:
D(v)t %+ %∂iv
i (3.38)= %AjκD
(v)
t A
κ
j + %∂iv
i
3.2. Der deformierbare Kristall im Lagrangeformalismus 45
(3.41)
= −%AjκAκi ∂jvi + %∂ivi + %AjκJκj
= %J ii . (3.93)
Plastische Deformation, die durch Versetzungsgleiten hervorgerufen wird, erzwingt
also einen spurfreien Cosserat–Driftstrom: J ii = 0. Diese Gleichung wird entweder
direkt durch einen entsprechenden Ansatz fu¨r Jκi erfu¨llt, wenn dieser mo¨glich ist,
oder u¨ber Einfu¨hrung der zusa¨tzlichen Nebenbedingung J ii = 0. Da diese Nebenbe-
dingung aber a¨quivalent zur Kontinuita¨tsgleichung ist, kann diese wie bei der idealen
Flu¨ssigkeit u¨ber einen Lagrangemultiplikator Φ erzwungen werden, was den Vorteil
hat, daß fu¨r diesen eine Interpretation als Potentialfeld fu¨r vi vorliegt.
3.2.4 Der Cosserat–Driftstrom als Versetzungsstrom
Der Cosserat–Driftstrom ha¨ngt direkt mit dem Driftstrom des Versetzungsdichteten-
sors zusammen (siehe Gl.(3.46)):
L
D(v)t α
··k
ij =
1
2
(
(Γ)
∇ i Jkj −
(Γ)
∇ j Jki
)
. (3.94)
Linearisiert man diesen Ausdruck fu¨r kleine Versetzungsdichten, kleine Gitterdefor-
mationen und Geschwindigkeiten, so fu¨hrt dies auf
∂tα
··k
ij =
1
2
(
∂iJ
k
j − ∂jJki
)
, (3.95)
was nach U¨berschieben mit εlij zu folgender Bilanz fu¨hrt12 (die vollsta¨ndige Gleichung
fu¨r den zweistufigen Versetzungsdichtetensor findet sich im Anhang A.2 Gl.(A.10)):
∂tα
lk − εlij∂iJkj = 0 bzw. ∂tα− rotJ = 0. (3.96)
Dies ist die fla¨chenhafte Bilanzgleichung fu¨r den Versetzungsdichtetensor, wie sie aus
der Literatur (z.B. Landau, Lifschitz (1991)) in der linearen Theorie bekannt ist.
In fla¨chenhaften Bilanzen werden linienhafte Objekte (hier die Versetzungslinien) bi-
lanziert, die eine Testfla¨che F durchstoßen. Ihre fla¨chenhafte Dichte kann sich a¨ndern,
wenn die Objekte die Umrandung ∂F durchqueren:
∂ta+ rotj = 0, in integraler Form
d
dt
∫
F
a · dF +
∫
∂F
j · ds = 0 (3.97)
nach Anwendung des Stokesschen Satzes.
Im Gegensatz dazu werden in volumenbezogenen Bilanzen der Form
∂t%+ div · j = 0, in integraler Form d
dt
∫
V
%dV +
∫
∂V
j · dF = 0 (3.98)
12Eine Abweichung des Vorzeichens im Vergleich zur Literatur ha¨ngt mit der Definition des
Cosserat–Stroms in dieser Arbeit zusammen.
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(Anwendung des Gaußschen Satzes) punktfo¨rmige Objekte in einem Testvolumen V
bilanziert, deren Dichte sich durch Stro¨me durch die Oberfla¨che ∂V a¨ndern kann.
Wa¨hrend volumenbezogene Bilanzgleichungen u¨ber das Noethertheorem in den La-
grangeformalismus integriert sind, kann dies bei fla¨chenbezogenen nicht geschehen,
da sie nicht mit Lieschen Symmetrien verknu¨pft sind. Eine Erweiterung des Symme-
triekonzepts auf fla¨chenhafte Bilanzen findet man aber bei Scholle (1999).
Die Gleichungen (3.96) und die Divergenzfreiheit des Versetzungsdichtetensors
∂lα
lk = 0 (3.99)
zeigen formal A¨hnlichkeit mit den beiden Maxwellschen Gleichung fu¨r das magneti-
sche Feld B:
∂tB + rotE = 0 ⇔ ∂tBl + εlij∂iEj = 0 (3.100)
divB = 0 ⇔ ∂lBl = 0. (3.101)
Die Rolle des Stromes u¨bernimmt dabei das elektrische Feld E.
Es zeigt sich, daß diese Analogie weitergefu¨hrt werden kann, sodaß eichfeldtheore-
tische Methoden, die in der Elektrodynamik von Supraleitern benutzt werden, auf
die pha¨nomenologische Beschreibung von Versetzungsbewegungen u¨bertragen werden
ko¨nnen. Diese Methoden werden in dieser Arbeit nicht angewendet, es wird jedoch auf
die Arbeit von Marque´s–Lope´z (2002) verwiesen, in der eine ausfu¨hrliche Darstellung
zu diesem Thema gegeben wird.
3.3 Theorie der Versetzungsklassen
3.3.1 Motivation
Um nun zu einer genaueren Definition des Cosserat–Driftstroms zu kommen, muß
eine Theorie entwickelt werden, die das Versetzungsgleiten beschreibt. Im statischen
Fall muß sich das Eigenspannungsproblem ergeben, also eine Auswirkung der Verset-
zungsanordnung auf die Cosserat–Vektoren und damit auch auf den Spannungstensor
σ·ji . Im dynamischen Fall muß weiterhin sichergestellt sein, daß sich bei Versetzungs-
gleiten eine plastische Deformation ergibt, die durch einen nichtverschwindenden,
aber spurfreien Cosserat–Strom Jκi beschrieben wird.
Es soll aber auch mo¨glich sein, Versetzungsnetzwerke in einem kontinuumstheoreti-
schen Modell zu beschreiben. Dies ist auf makroskopischen La¨ngenskalen in der Theo-
rie elasto–plastischer Medien mit dem Versetzungsdichtetensor αij nicht mo¨glich, da
dieser auf großen La¨ngenskalen praktisch verschwindet, obwohl auf kleineren Skalen
sehr viele Versetzungen im Kristall miteinander wechselwirken und sich gegenseitig
beeinflussen. Diese Wechselwirkungen sind jedoch wesentlich fu¨r das plastische Ver-
halten des Kristalls.
Es liegt daher nahe, die Versetzungen nicht durch einen Tensor zu beschreiben, son-
dern zu differenzieren. Hier gibt die Diskretheit der Versetzungen einen Anhaltspunkt:
Versetzungen sind ihrem Wesen nach diskrete Objekte. Sie sind im Kristallgitter defi-
niert. Dieser diskreten Struktur wird nun eine Kontinuumstheorie zugeordnet. Dabei
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Abbildung 3.5: Schema einer Schraubenversetzung nach einem Schnitt, die durch Verschie-
bung der beiden Schnittufer um einen Burgersvektor entsteht. Die gestrichelte Linie markiert
die Versetzungslinie, gleichzeitig das Ende des Schnitts. (Aus: Landau, Lifschitz (1991))
sollten die mikroskopischen Eigenschaften dieser Objekte so weit wie mo¨glich erhal-
ten bleiben: Jeder Versetzung kann ein Satz von Vektoren zugeordnet werden, der sie
charakterisiert, z.B. Burgers– und Linienvektor. Dadurch lassen sich die Versetzungen
voneinander unterscheiden und ko¨nnen nach Gruppen, sogenannten Versetzungs-
klassen zusammengefaßt werden.
Die Einfu¨hrung dieser Klassen in die Plastizita¨tstheorie wurde bereits von Anthony,
Azirhi (1998) (siehe auch Azirhi (1998)) durchgefu¨hrt. Allerdings ergeben sich dort
einige Inkonsistenzen, z.B. die Verletzung der Kontinuita¨tsgleichung oder die expli-
zite Vorgabe der Fließspannung in der Lagrangedichte, obwohl Spannungen in dieser
Theorie Antwortgro¨ßen sind. Diese Schwierigkeiten sollen bei dem Aufbau der Klas-
sentheorie in dieser Arbeit vermieden werden.
3.3.2 Einfu¨hrung der Klassenvektoren
In diesem Abschnitt werden die Versetzungsklassen definiert. Jede Klasse ist ein Sub-
kontinuum, das einen Teil der gesamten Versetzungsanordnung beschreibt. Die Un-
terscheidung der Klassen wird durch die sogenannten Klassenvektoren geschehen,
die ihren Ursprung in der diskreten Struktur der Versetzungen in Einkristallen haben.
Eine Versetzung kann im diskreten Fall durch die folgende Klassenvektoren cha-
rakterisiert werden:
• Linienvektor l:
Die Versetzungslinie ist das Ende der Schnittebene (vgl. Bild 3.5). Im Kristall
kann der Linieneinheitsvektor nur ganz bestimmte Richtungen annehmen, die
von der Symmetrie des Gitters abha¨ngen.
• Burgersvektor b:
Der Burgersvektor charakterisiert die Gro¨ße der Verschiebung nach dem Schnitt
in Bild 3.5. Durch die Richtung von b ist zudem der Charakter der Versetzung
48 Kapitel 3. Plastizita¨tstheorie
festgelegt. b ⊥ l bedeutet Stufenversetzung, b ‖ l bedeutet Schraubenverset-
zung. (In Kristallen ko¨nnen auch andere Versetzungen vorkommen. In hexago-
nalen Kristallen sind beispielweise 60◦– und 30◦-Stufenversetzungen mo¨glich.
Die z.B. in hexagonalen Kristallen vorkommenden Partialversetzungen werden
hier nicht betrachtet, da sie nur entstehen, wenn Stapelfehler, also zusa¨tzliche
Gitterfehler im Kristallaufbau vorkommen, die hier nicht beru¨cksichtigt wer-
den.)
• Gleitebenennormalenvektor m:
Er legt fest, in welcher Ebene sich die Versetzung durch Gleiten bewegen kann.
Da sowohl der Linien– als auch der Burgersvektor in der Gleitebene liegen
mu¨ssen , ist die Gleitebene bei Stufenversetzungen durch l × b bereits fest-
gelegt, wa¨hrend es bei Schraubenversetzungen mehrere mo¨gliche Gleitebenen
gibt, deren Lagen durch die Kristallsymmetrie eingeschra¨nkt werden. Daher
muß der Normalenvektor der Gleitebene fu¨r Schraubenversetzungen als zusa¨tz-
liches Unterscheidungsmerkmal hinzugenommen werden.
• Gleitrichtungsvektor q:
Dieser Vektor gibt die Richtung an, in die die Versetzung gleiten kann. Da
Gleiten per definitionem immer in der Gleitebene stattfindet, ist er senkrecht
zum Normalenvektorm der Gleitebene. Außerdem muß er immer senkrecht zur
Linienrichtung sein, denn eine Bewegung in Richtung des Linienvektors ist nicht
definiert. Damit liegt der Vektor der Gleitrichtung – bis auf das Vorzeichen –
durch die Gleichung q := l ×m fest. Fu¨r Stufenversetzungen im kubischen
Kristall folgt daraus, daß Gleiten nur in Richtung des Burgersvektors (oder
entgegengesetzt) stattfinden kann.
Diese Vektoren definieren nun — mit den oben genannten Einschra¨nkungen — die
Versetzungsklassen. Zu jeder Klasse geho¨ren also 4 Klassenvektoren, wobei die drei
Vektoren l,m, q per definitionem linear unabha¨ngig sind und zudem ein Rechtssystem
bilden. Der Burgersvektor bestimmt den Charakter der Versetzung (Stufenversetzung
oder Schraubenversetzung).
Ein wichtiger Aspekt ist die Konstanz der Klassenvektoren im Gittersystem (κ):
Im Bild 3.6 wird skizziert, daß Klassenvektoren einer bestimmten Versetzungsklasse
(hier gezeigt am Beispiel des Linienvektors l) von außen betrachtet nicht konstant
sind. Ein a¨ußerer Beobachter wird bei elastischer Deformation des Kristall auch eine
lokale Vera¨nderung der Klassenvektoren sowohl in Richtung (bei Scherung) als auch
in der La¨nge (bei Stauchung oder Dehnung) feststellen. Dabei folgen die Vektoren
aber den durch die Cosserat–Vektoren definierten Deformationen, das heißt, sie blei-
ben relativ zur Cosserat–Basis konstant. Entwickelt man die Klassenvektoren also
nach dieser Basis, d.h. betrachtet man sie im Gittersystem, so mu¨ssen ihre Kom-
ponenten konstant sein, da sich der Charakter einer Versetzung auch bei elastischer
Deformation nicht a¨ndern kann.
Schreibt man (exemplarisch fu¨r den Linienvektor einer Klasse)
l = liei, (3.102)
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Abbildung 3.6: Eine Versetzungslinie
so sind die Komponenten li – bezu¨glich der konstanten Basisvektoren des Laborsy-
stems – i.a. vera¨nderliche Gro¨ßen.
Im Gittersystem jedoch gilt
l = lκaκ (3.103)
mit konstanten Komponenten lκ.
Wegen aκ = Aiκei gilt also:
li = Aiκl
κ , lκ = const. , und analog (3.104)
bi = Aiκb
κ , bκ = const. (3.105)
mi = Aiκm
κ , mκ = const. (3.106)
qi = Aiκq
κ , qκ = const. (3.107)
Diese Konstanz der Klassenvektoren fu¨r jede vorher festgelegte Klasse fu¨hrt dazu,
daß durch Angabe eines Satzes dieser Vektoren im Gittersystem die Klasse eindeutig
bestimmt ist.
Sei also eine bestimmte Klasse durch den Satz
{lκD, bκD,mκD, qκD} (3.108)
definiert, so reicht es aus, den Index D zu kennen, um die Klasse zu bestimmen. Es
ist lediglich vorher eine Vereinbarung zu treffen, welcher Index D zu welcher Klasse
geho¨rt.
Die Summe∑
D
(3.109)
bedeutet also eine Summation u¨ber alle mo¨glichen Klassen, mit denen im Modell
gearbeitet wird. Dabei ha¨ngt es vom jeweiligen Problem ab, mit welchen und mit
wie vielen Klassen gearbeitet werden soll. Grundsa¨tzlich ko¨nnen dies alle Arten von
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Versetzungen sein, die in einem Kristall vorkommen. Aus energetischen Gru¨nden
werden aber nur die Versetzungen mit den ku¨rzesten Burgersvektoren vorkommen,
da diese die kleinste Energie haben. Dies folgt aus der Abscha¨tzung fu¨r die Energie
der Versetzungen E ∼ b2 (siehe z.B. Kosevich (1979)).
Symmetrieoperationen der Klassen
Betrachtet man alle Klassen in einem Kristall, so werden die Komponenten der Klas-
senvektoren durch elastische Deformation nicht gea¨ndert, da das Gittersystem inva-
riant bleibt. Werden jedoch die Cosserat–Vektoren selbst u¨ber Symmetrie–Transfor-
mationen
aλ → a′λ = aκR·κλ (3.110)
gea¨ndert, so muß die Energie des Systems invariant gegenu¨ber diesen Operationen
bleiben, wenn R·κλ die Elemente der Dreh–Spiegelungs–Matrizen des Kristalls sind. So
darf beispielsweise in einem kubischen System zyklische Vertauschung der Cosserat–
Vektoren keinen Einfluß auf die meßbaren Gro¨ßen haben. Andererseits wird durch das
Vorhandensein einer einzigen Versetzungsklasse eine Vorzugsrichtung vorgegeben. Die
Anwesenheit von Versetzungen fu¨hrt also zum Symmetriebruch. Die ausgezeichnete
Richtung (z.B. die Richtung des Linienvektors) wird nur dann beibehalten, wenn
lκ → l′κ = lλR−1·κλ (3.111)
gilt. Dann sieht man, daß l nun ein invariantes Objekt ist:
l′ = l′κa′κ = l
λR−1·κλ R
·µ
κ aµ = l, (3.112)
da fu¨r die Drehmatrizen
R−1·κλ R
·µ
κ = δ
µ
λ (3.113)
gilt. Da sich aber die Komponenten der Klassenvektoren gema¨ß (3.111) transformie-
ren, erha¨lt man formal eine neue Klasse, das heißt es gilt
D → D′, (3.114)
was als Symmetrieoperation zu verstehen ist. Wendet man also Symmetrieoperatio-
nen wie Drehungen und Spiegelungen auf das Gesamtsystem an, so sind darunter
nicht nur Dreh-Spiegelungen der Cosserat–Vektoren, sondern auch definierte A¨nde-
rung der Klasseneinteilungen zu verstehen.
Der Versetzungsdichtetensor einer Versetzungsklasse
Man betrachte eine Versetzungsklasse D in einem Kristall. Fu¨r eine Versetzung kann
man den Versetzungsdichtetensor sofort angeben (vgl. z.B. Landau, Lifschitz (1991)):
ακλD = δ(x)l
κ
Db
λ
D. (3.115)
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Die Versetzungslinie ist hier durch eine fla¨chenhafte (zweidimensionale) Delta–Funk-
tion beschrieben, der Vektor x liegt orthogonal zu l.
Es ist bekannt, daß der Versetzungsdichtetensor bei Integration u¨ber eine Testfla¨che,
die senkrecht von der Versetzungslinie durchstoßen wird, den Burgersvektor der Ver-
setzung liefert13:∫
ακλdFκ = bλ. (3.116)
Fu¨r die Einzelversetzung nach Gl.(3.115) erha¨lt man mit dFκ = lDκdF :∫
ακλD dFκ =
∫
δ(x)lκDb
λ
DdFκ
= bλD
∫
δ(x)dF
= bλD, (3.117)
wenn die Versetzungslinie, die durch x = 0 definiert ist, das Fla¨chenelement dF
durchsto¨ßt14 und der Linienvektor ein Einheitsvektor ist.
Fu¨r eine feldtheoretische Beschreibung der Versetzungen geht man nun von einer
kontinuierlichen Verteilung %D der Versetzungen aus, statt eine singula¨ren Verteilung
δ(x) zu betrachten. Fu¨r den Versetzungsdichtetensor einer Versetzungsklasse D wird
also der folgende Ansatz gemacht:
ακλD := %Dl
κ
Db
λ
D = %nDl
κ
Db
λ
D. (3.118)
Da eine Versetzungsdichte nur in einem materiellen Hintergrund definiert werden
kann, wird die Materiedichte % herausgezogen. Die Gro¨ße nD ist die spezifische
skalare Versetzungsdichte, die die Zahl der Versetzungen pro Masseneinheit an-
gibt. %nD ist damit die Zahl von Versetzungen pro Volumeneinheit. Die Betrag der
Gro¨ße
%nDl
i
D (3.119)
ergibt somit die La¨nge aller Versetzungen dieser Klasse pro Volumeneinheit. Die-
se Gro¨ße stellt eine thermodynamische Zustandsgro¨ße dar. Isentrope A¨nderung der
La¨nge einer Versetzung wird u¨ber die Gibbsche Fundamentalform zu einer A¨nderung
der inneren Energie fu¨hren. Betrachtet man die direkt damit zusammenha¨ngende
Gro¨ße nD als Zustandsgro¨ße (da im Gittersystem %0 = const und ebenfalls lκ = const
gilt), so wird
du = TdS + σde+ p˜DdnD. (3.120)
13Das Vorzeichen ha¨ngt vom der Orientierung der Fla¨che ab. Hier wird die Orientierung so ange-
nommen, daß der Burgersvektor direkt bei der Integration herauskommt. Solange alle Gleichungen
in sich konsistent sind, spielt diese Orientierung keine Rolle und ist nur Konvention.
14Wenn dFκ nicht parallel zu lκ ist, kommt der Schnittwinkel dieser beiden Gro¨ßen ins Spiel. Sei
dieser θ, so ist dFκl
κ = dF cos θ und damit
∫
ακλdFκ = b
λ cos θ.
52 Kapitel 3. Plastizita¨tstheorie
Auf A¨nderung der Versetzungsla¨nge pro Volumen – hier beschrieben u¨ber A¨nderung
der spezifischen Versetzungsdichte – reagiert das System mit einer Antwortgro¨ße p˜D,
die – in Analogie zur Antwortgro¨ße Druck auf A¨nderung des spezifischen Volumens
bzw. der Massendichte – Versetzungsdruck genannt wird. Er ha¨ngt i.a. von den
anderen Systemvariablen, insbesondere von der jeweiligen Versetzungsdichte, ab.
Integration von Gl.(3.118) u¨ber eine Fla¨che senkrecht zum jeweiligen Linienvektor lκD
liefert:∫
ακλD dFκ =
∫
%nDdFbλD = Nb
λ
D. (3.121)
N ist die Gesamtzahl aller Versetzungslinien, die das Fla¨chenelement dF durchstoßen.
Transformationsverhalten des Versetzungsdichtetensors
Das explizite Herausziehen der Dichte in der Definition (3.118) hat einen weiteren
Grund:
Der zweistufige Versetzungsdichtetensor ist eine Tensordichte vom Gewicht +1. Da
lκ und bκ Vektoren, also Tensoren erster Stufe sind, muß %D eine skalare Dichte sein.
Zieht man die materielle Dichte % heraus, die eine skalare Dichte vom Gewicht +1
ist, so bleibt ein Skalarfeld u¨brig. Diese Aufteilung ist sinnvoll, da die spezifische
Gro¨ße nD sowohl im Gitter– als auch im Laborsystem gleich sein muß und damit das
Transformationsverhalten eines skalaren Feldes besitzt.
% transformiert sich bekanntlich wie eine skalare Dichte:
(i)
%= % (3.122)
und
(κ)
% = %0. (3.123)
Die Indizes in Klammern geben das jeweilige System an, das bei Tensoren durch die
Angabe der griechischen oder lateinischen Indizes bereits feststeht. Fu¨r Tensordichten
muß das Bezugssystem jedoch explizit angegeben werden. Um nicht zu viele Indizes
zu benutzen, wird hier folgende Vereinbarung getroffen:
Tensordichten ohne explizite Angabe des Bezugssystems sollen auf das Laborsystem
(i) bezogen werden. Tensordichten im Gittersystem werden durch (κ) gekennzeichnet.
(Ausnahme ist die Materiedichte, die mit
(κ)
% := %0 abgeku¨rzt wird.)
Fu¨r den Versetzungsdichtetensor kann jeder Index auf ein Basissystem bezogen wer-
den, gleiches gilt fu¨r die Materiedichte. Insbesondere bei gemischter Darstellung, in
der z.B. der Linienvektor im Laborsystem, der Burgersvektor jedoch im Gittersy-
stem angegeben wird, muß fu¨r die Materiedichte explizit das Bezugsystem angegeben
werden, denn dadurch wird das Transformationsverhalten bestimmt. Es gelten bei-
spielsweise folgende Definitionen15:
αij := %nlibj (3.124)
15Bis auf weiteres wird der Klassenindex D weggelassen, da sich die folgenden Gleichungen auf
eine Klasse beschra¨nken.
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αiκ := %nlibκ (3.125)
ακj := %nlκbj (3.126)
ακλ := %nlκbλ (3.127)
(κ)
α κλ := %0nlκbλ. (3.128)
Innere La¨ngenskalen
In einer Kontinuumstheorie der Versetzungen sollten Bezu¨ge zu internen La¨ngen-
skalen hergestellt werden (siehe dazu auch Popov, Kro¨ner (1998, 1999)). Speziell der
Burgersvektor hat einen Einfluß auf die Energie der Versetzung. Da er fu¨r jede Klasse
festgelegt und konstant ist, kommt u¨ber seine La¨nge eine innere La¨ngenskala ins Spiel.
Der kleinste Burgersvektor hat die La¨nge a0, welches der minimale Gitterabstand ist.
Da alle Klassenvektoren die Einheit La¨nge tragen, außer fu¨r den Burgersvektor aber
nur ihre Richtung fu¨r die Einteilung in Klassen relevant ist, ko¨nnen sie auf eine
Einheitsla¨nge normiert werden.
Als Normierungsla¨nge wird hier a0 gewa¨hlt, sodaß die Klassenvektoren l,m, q
diese La¨nge im Gittersystem besitzen. Der Burgersvektor wird ebenfalls in Einheiten
dieser Normierungsla¨nge gemessen. Wichtig ist, daß die Normierung nur im Gittersy-
stem, d.h. u¨ber die Gittermetrik, stattfinden kann, da nur in diesem die Konstanz der
Klassenvektoren gewa¨hrleistet ist. Es gilt also beispielsweise fu¨r den Linienvektor:
lκlλaκλ = liljaij = a20 = const. (3.129)
Eigenschaften der Klassenvektoren
Da die Klassenvektoren die Eigenschaften der diskreten Versetzungen haben mu¨ssen,
gelten wie oben gefordert folgende Beziehungen zwischen den Vektoren:
l ⊥m, m ⊥ b, l ⊥ q, m ⊥ q. (3.130)
Dabei ist aber zu beru¨cksichtigen, daß diese Orthogonalita¨ten auf das Gittersystem
bezogen sind. Wie man in Skizze 3.7 erkennen kann, beziehen sich die Orthogona-
lita¨ten bei elastischer Deformation des Kristalls nur auf die Gittermetrik aij , nicht
aber auf die Metrik gij des Laborsystems. Daher gilt:
lκmλaκλ = limjaij = 0 (3.131)
bκmλaκλ = bimjaij = 0 (3.132)
qκmλaκλ = qimjaij = 0 (3.133)
lκqλaκλ = liqjaij = 0. (3.134)
Aus diesen Gleichungen folgt der Ansatz fu¨r qκ:
q ∼ l×m. (3.135)
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Abbildung 3.7: Gitter mit Versetzung, deformiert durch Versetzung und durch u¨berlagerte
kompatible Deformation. Der eingezeichnete rechte Winkel zwischen Ebenennormalenvektor
m und dem Burgersvektor b gilt nur im Gittersystem, d.h. er wird mit der Gittermetrik
gemessen.
Allerdings muß hier auch die Gittermetrik beru¨cksichtigt werden. Fu¨hrt man die mit
dieser Metrik gesenkten kovarianten Vektoren
(a)
l λ := lκaκλ (3.136)
(a)
mλ := mκaκλ (3.137)
ein, so wird der Gleitrichtungsvektor wie folgt definiert:
qκ := q0
1
%0
εκλµ
(a)
l λ
(a)
mµ . (3.138)
Die Konstante q0 dient dazu, den Vektor zu normieren. Die Dichte %0 fungiert als
skalare Dichte vom Gewicht +1, die die Tensordichte εκλµ =
(+1)
ε κλµ kompensiert, da
qκ ein echter Tensor sein muß.
Fu¨r das Skalarprodukt mit
(a)
mκ ergibt sich damit
(a)
mκ q
κ = mνaνκq0
1
%0
εκλµ
(a)
l λ
(a)
mµ
= q0
1
%0
εκλµaκνaλγaµδm
ν lγmδ. (3.139)
In dieser Gleichung muß die Senkung aller Indizes des vollsta¨ndig antisymmetrischen
ε–Tensors mit der Gittermetrik aκλ berechnet werden. Dabei ist zu beru¨cksichtigen,
daß εκλµ =
(+1)
ε κλµ eine Tensordichte vom Gewicht +1 ist, wa¨hrend εκλµ =
(−1)
ε κλµ
eine Tensordichte vom Gewicht −1 ist. Daher muß bei der Indexhebung noch die De-
terminante der Metrik beru¨cksichtigt werden, welche eine Tensordichte vom Gewicht
(+2) ist16:
εκλµaκνaλγaµδ = ενγδDet|aκλ|. (3.140)
16Ausfu¨hrliche Betrachtungen finden sich in den Bu¨chern von Schouten (1954, 1989) .
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Damit folgt
(a)
mκ q
κ = q0
1
%0
Det|aκλ|ενγδmν lγmδ = 0, (3.141)
weil der ε–Tensor total antisymmetrisch ist, im rechten Teil des Ausdrucks allerdings
eine symmetrische Kombination von mν steht.
Es stellt sich nun noch die Frage nach der Normierung des Vektors qκ. Im Gitter-
system soll er auf die gleiche konstante Einheitsla¨nge a0 normiert werden wie die
Richtungsvektoren lκ und mκ.
Damit ist die Forderung
qκqλaκλ = a20 (3.142)
zu erfu¨llen.
Eine kleine Rechnung (siehe Anhang A.1) zeigt unter Beru¨cksichtigung der Gewichte
qκ =
1
a0
(+1)
ε κλµ√
(+2)
a
(a)
l λ
(a)
mµ, (3.143)
wobei a die Determinante der Gittermetrik ist und im Gittersystem (κ) konstant:
a := Det|aκλ| = 1 fu¨r aµν = δµν . (3.144)
Im a¨ußeren System gilt dann:
Det|aij | = Det|Aκi |Det|Aλj |Det|aκλ| ∗=
(
%
%0
)2
, (3.145)
und damit:
qκ
∗=
1
a0
εκλµ
(a)
l λ
(a)
mµ (3.146)
qi
∗=
1
a0
%0
%
εijk
(a)
l j
(a)
mk . (3.147)
3.3.3 Klassentheorie im Lagrangeformalismus
Die Beschreibung der Versetzungsklassen mittels im Gittersystem konstanter Klas-
senvektoren und einer skalaren Versetzungsdichte nD muß nun um die Versetzungs-
dynamik erweitert werden.
Dabei geht es hier zuna¨chst um die Versetzungsdrift, d.h. Bewegung der Klassen
relativ zu einem Hintergrund.
Die Dynamik jeder Versetzungsklasse wird mit Hilfe der Theorie der idealen Flu¨ssig-
keit modelliert, denn diese ist eine einfache und gut bekannte Beschreibung eines
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Kontinuums, das eine skalare Dichte und eine Geschwindigkeit entha¨lt. Zudem ist die
ideale Flu¨ssigkeit auch im Lagrangeformalismus gut bekannt, was bereits in Abschnitt
2.1.4 erla¨utert wurde. Um die dort aufgebaute Beschreibung auf die Klassentheorie
zu u¨bertragen, mu¨ssen einige A¨nderungen gemacht werden:
• Die Gesamtgeschwindigkeit der Versetzungen in einer Klasse D sei wiD:
Sie setzt sich aus der Mitfu¨hrung der Versetzungen im Geschwindigkeitsfeld
vi(x, t) und einer zusa¨tzlichen Driftgeschwindigkeit uiD(x, t) zusammen:
wiD(x, t) := v
i(x, t) + uiD(x, t). (3.148)
• Diese Driftgeschwindigkeit ist in ihrer Richtung festgelegt, denn Gleiten von
Versetzungen findet immer in Richtung des Gleitrichtungsvektors qi statt, sodaß
uiD(x, t) := uD(x, t)q
i
D(x, t) = uD(x, t)A
i
κ(x, t)q
κ
D. (3.149)
Damit ist in jeder Klasse die Driftgeschwindigkeit durch ein Skalarfeld uD(x, t)
festgelegt.
• Will man die Versetzungen im Rahmen der Theorie der idealen Flu¨ssigkeit
behandeln, ist eine Tra¨gheit der Versetzungen no¨tig. Fu¨r die ideale Flu¨ssigkeit
ist die Impulsdichte gegeben durch
%v. (3.150)
In Verallgemeinerung dazu wird hier
%˜D (v + uD) (3.151)
als Gesamtimpulsdichte der Versetzungsklasse D gelten, wobei
%˜D := %mDnD (3.152)
zu setzen ist, um die Dimension einer Impulsdichte zu bekommen. Die konstan-
te Masse mD muß pha¨nomenologisch eingefu¨hrt werden und hat einen direk-
ten Bezug zur Tra¨gheit der Versetzungen. Sie fu¨hrt ebenfalls zu einer internen
La¨ngenskala, denn u¨ber die konstante Massendichte im Gittersystem ist ein
Volumen mit dieser Masse
VD =
mD
%0
(3.153)
verknu¨pft. Dieses Volumen ha¨ngt mit einer Fehlanpassung der Gittervektoren
im Kern der Versetzung zusammen und definiert damit eine La¨ngenskala
LD = 3
√
VD, (3.154)
Diese Masse ist physikalisch notwendig, um das Modell der idealen Flu¨ssigkeit
beizubehalten. Mikroskopisch kann sie dadurch gedeutet werden, daß im Augen-
blick der Versetzungsbewegung reale Atome ihre relativen Positionen a¨ndern,
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womit eine effektive Verlagerung des Schwerpunktes geschieht. Der Gesamtim-
puls dieser Bewegung dividiert durch die Geschwindigkeit der Verschiebung des
topologischen Defekts Versetzung ergibt eine Masse pro La¨ngeneinheit, die nach
Multiplikation mit der internen La¨ngenskala a0 die Masse mD ergeben sollte.
mD ist aber mit Sicherheit eine sehr kleine Gro¨ße, die in der Gro¨ßenordnung der
atomaren Masse liegt. Es ist jedoch zu beachten, daß sie erst in den Gleichun-
gen fu¨r die Observablen vernachla¨ssigt werden kann, wenn man Na¨herungen
mD ≈ 0 betrachten will. Dies darf nicht in der Lagrangedichte geschehen, da
sich sonst die Dynamik nicht vollsta¨ndig beschreiben la¨ßt.
Als Gesamtgeschwindigkeit der Versetzungen wird — wie oben erla¨utert — die Be-
wegung des Hintergrundmediums mit der Driftgeschwindigkeit summiert
wiD := v
i + uiD. (3.155)
Folgende Lagrangedichte liefert dann einen Ansatz fu¨r das Subkontinuum einer Ver-
setzungsklasse in Analogie zur idealen Flu¨ssigkeit (vergleiche mit (2.45)):
`D = −%nDmD
(
D(wD)t ϕD + αDD
(wD)
t βD −
1
2
w2D +WD(nD)
)
+ %
(D)
B l
(
wlD − vl − uDAlκqκD
)
.
(3.156)
Dabei ist D(wD)t als substantielle Zeitableitung im Geschwindigkeitsfeld w
i
D definiert:
D(wD)t := ∂t + w
i
D∂i = ∂t + v
i∂i + uDqiD∂i = D
(v)
t + uDq
i
D∂i. (3.157)
Der Lagrangemultiplikator
(D)
B l sorgt fu¨r die Substitution wlD = v
l + uDAiκq
κ
D, wo-
bei diese Gleichung auch explizit eingesetzt werden kann, sodaß die Gro¨ßen
(D)
B l und
wlD aus der Lagrangedichte eliminiert werden und die Zahl der Variablen um sechs
reduziert wird. Aus Gru¨nden der U¨bersicht und der spa¨teren Auswertung der La-
grangedichte soll diese Substitution aber in die Lagrangedichte eingebunden werden.
WD(nD) ist eine spezifische Energiedichte, die den Versetzungen eine Energie in
Abha¨ngigkeit ihrer jeweiligen Dichte zuordnet. Im Falle der idealen Flu¨ssigkeit ist
dies die innere bzw. elastische Energie, die zum hydroelastischen Druck fu¨hrt.
Hier wird – in Analogie zu Gl.(3.120)– ein Versetzungsdruck entstehen, der zu anzie-
henden oder abstoßenden Kra¨ften in Abha¨ngigkeit von den Versetzungsdichten und
den Klassenvektoren fu¨hren wird. Die Klassenvektoren gehen dabei als Parameter ein,
da sie im Gittersystem Konstanten sind. Sie bestimmen zum Beispiel den Charakter
der Versetzungsklasse, der in der Energie eine Rolle spielt. So kann ein allgemeiner
Energieansatz durch Funktionen
f1(nD) (lD × bD)2 + f2(nD) (lD · bD)2 (3.158)
geschehen, bei denen der erste Teil fu¨r Stufenversetzungen relevant ist, der zweite
hingegen fu¨r Schraubenversetzungen.
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Welcher Art die Wechselwirkungen aufgrund des Versetzungsdrucks sind, wird bei
der Ankopplung an das Hintergrundmedium deutlich, die im na¨chsten Abschnitt ge-
schieht. Es zeigt sich, daß im Versetzungsdruck die Hyperspannungen zum Ausdruck
kommen.
Ohne Kopplung an den materiellen Hintergrund ist die Dichte % hier zuna¨chst ein von
außen vorgegebenes Feld. Ebenso werden die Geschwindigkeit v und die Cosserat–
Vektoren Aiκ als von außen vorgegeben betrachtet, sodaß nur nD und u
i
D = uDA
i
κq
κ
D
als Observable relevant sind. Die Gro¨ßen ϕD, αD, βD sind Clebsch–Potentiale.
Dann lauten die Euler–Lagrange–Gleichungen:
δϕD : ∂t (%nDmD) + ∂i
(
%nDmDw
i
D
)
= 0 (3.159)
δαD : %nDmDD
(wD)
t βD = 0 (3.160)
δβD : ∂t (%nDmDαD) + ∂i
(
%nDmDαDw
i
D
)
= 0
(3.159)
=⇒ %nDmDD(wD)t αD = 0 (3.161)
δnD : %mD
(
D(wD)t ϕD+αDD
(wD)
t βD−
1
2
w2D+WD(nD)+nD
∂WD(nD)
∂nD
)
=0 (3.162)
δuD : %
(D)
B l q
l
D = 0 (3.163)
δwiD : %nDmDwDi − %nDmD (∂iϕD + αD∂iβD) + %
(D)
B i= 0 (3.164)
δ
(D)
B i : wiD − vi − uDAiκqκD = 0. (3.165)
Auf eine weitere Auswertung der Gleichungen wird hier verzichtet, sie wird nach der
Anbindung an den materiellen Hintergrund durchgefu¨hrt. Schematisch verla¨uft sie
wie bei der idealen Flu¨ssigkeit. Es sei nur erwa¨hnt, daß Gl.(3.159) die Kontinuita¨ts-
gleichung fu¨r die Versetzungsklasse D darstellt, was bedeutet, daß es zu keinen Ver-
setzungsreaktionen kommt. Gl.(3.162) ist eine verallgemeinerte Bernoulli–Gleichung
der Versetzungsklasse.
3.4 Einbettung der Klassen in das Hintergrundmedium
In diesem Abschnitt wird die Kontinuumstheorie der Versetzungsklassen in das Cos-
serat–Medium integriert. Der Einfluß des Cosserat–Kontinuums auf die Versetzungs-
klassen wurde bereits deutlich: Die Subkontinua enthalten bereits die elementaren
Gro¨ßen %, vi und Aκi des Cosserat–Mediums.
Es wird nun noch gezeigt, welchen Einfluß die Versetzungsklassen auf das Cosserat–
Medium ausu¨ben. Dazu werden die elementaren Zusammenha¨nge zwischen der Geo-
metrie des Cosserat–Mediums und den Klassen definiert und die Folgen diskutiert.
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3.4.1 Fundamentalgleichung der Klassentheorie
Der mittlere Versetzungsdichtetensor αiκ ist die Verbindung zwischen Versetzungs-
klassen und Cosserat–Vektoren. Zum einen ist αiκ u¨ber Gl.(3.118) definiert als
αiκ :=
∑
D
%nDl
i
Db
κ
D. (3.166)
Zum anderen aber ha¨ngt dieser zweistufige Tensor mit den Cosserat–Vektoren u¨ber
die Gleichung
αiκ := εijk∂jAκk (3.167)
zusammen, ist also mit der Torsion S··ljk := ∂[jA
κ
k]A
l
κ verknu¨pft.
Die Anbindung der Versetzungsklassen an das Hintergrundmedium geschieht nun
durch die Forderung, daß beide Versetzungsdichtetensoren identisch sein mu¨ssen. Die
Summe u¨ber alle Klassen muß also zwingend die in der Cosserat–Theorie bekannte
Gro¨ße ergeben. Diese Forderung ist ein zentrales Postulat in dieser Arbeit, daher wird
sie hier bezeichnet als:
Fundamentalgleichung der Theorie der Versetzungsklassen:
εijk∂jA
κ
k
(Def.)
=
∑
D
%nDl
i
Db
κ
D. (3.168)
Folgen der Fundamentalgleichung
• Fu¨r den mittleren Versetzungsdichtetensor gilt in gemischter Darstellung17 die
Divergenzfreiheit:
αiκ = εikl∂kAκl (3.169)
⇒ ∂iαiκ = 0. (3.170)
Diese Divergenzfreiheit u¨bertra¨gt sich durch die Definition (3.168) auch auf die
Klassensumme
∂i
(∑
D
%nDl
i
Db
κ
D
)
= 0. (3.171)
Hingegen folgt fu¨r eine einzelne Klasse die Divergenzfreiheit
∂i
(
%nDl
i
Db
κ
D
)
= 0 (3.172)
nur dann, wenn sie lokal die einzige nicht verschwindende Klasse ist.
17Der zweite Index wird auf das Gittersystem bezogen
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Die Divergenzfreiheit bedeutet physikalisch, daß keine Quellen oder Senken der
Versetzungsdichte entlang der Linienrichtung existieren. Eine Versetzungslinie
endet also nie in einem Kristall, sondern nur an dessen Oberfla¨che.
Es liegt also nahe, die Divergenzfreiheit fu¨r jede Versetzungsklasse zu fordern,
solange keine Reaktionen zwischen Klassen zugelassen sind. Die Gleichung
∂i
(
%nDl
i
Db
κ
D
)
= 0 (3.173)
wird also unter Beru¨cksichtigung der Reaktionsfreiheit gefordert.
Versetzungslinien ko¨nnen demnach auch nicht abknicken, also ihren Linienvek-
tor a¨ndern, denn ein Abknicken einer Versetzung stellt immer eine Versetzungs-
reaktion dar: Eine Klasse an diesem Punkt geht in eine andere u¨ber.
Erlaubt man hingegen Versetzungsreaktionen, dann kann fu¨r eine solches Ab-
knicken nur die Divergenzfreiheit der Summe
∂i
(
%n1l
i
1b
κ
1 + %n2l
i
2b
κ
2
)
= 0 mit bκ1 = b
κ
2 (3.174)
garantiert werden, wa¨hrend die einzelnen Klassen Quellen Q bzw. Senken S
aufweisen:
∂i
(
%n1l
i
1b
κ
1
)
= S (3.175)
∂i
(
%n2l
i
2b
κ
2
)
= Q
(3.174)
= −S. (3.176)
In dieser Arbeit soll von Reaktionen abgesehen werden, da hier die Basis der
Theorie aufgebaut wird. Es ist aber schon klar, daß Versetzungsreaktionen in
dieser Theorie erfordern werden, daß man von der strengen Divergenzfreiheit
(3.172) zu der minimalen Bedingung (3.171) u¨bergeht.
Da die Versetzungsklassen analog zu idealen Flu¨ssigkeiten beschrieben werden,
werden Versetzungsreaktionen in enger Analogie zu chemischen Reaktionen ab-
laufen. Da hier der Lagrangeformalismus entsprechend erweitert werden muß,
wird in dieser Arbeit davon Abstand genommen. Ansa¨tze dazu und zum ver-
einheitlichenden Aspekt des Lagrangeformalismus finden sich aber bei Anthony
(1989, 1990).
• Versetzungsbewegung mit der Geschwindigkeit uiD relativ zum Hintergrundme-
dium hat eine plastische Deformation zur Folge, die durch einen nichtverschwin-
denden Driftstrom der Cosserat–Vektoren Jκi beschrieben werden kann. Mit der
Fundamentalgleichung (3.168) ergeben sich daraus Konsequenzen fu¨r Jκi , denn
die Gro¨ßen uiD werden aus dem Modell der idealen Flu¨ssigkeiten fu¨r die Subkon-
tinua der Versetzungsklassen entnommen, sodaß nach zeitlicher (substantieller)
Ableitung beider Seiten der Gleichung (3.168)
L
D(v)t
(
εijk∂jA
κ
k
)
=
L
D(v)t
(∑
D
%nDl
i
Db
κ
D
)
(3.177)
eine Verknu¨pfung des Cosserat–Driftstroms Jκi mit den Klassengeschwindig-
keiten uiD verbunden sein wird, d.h. Ansa¨tze fu¨r J
κ
i mu¨ssen dieser Gleichung
genu¨gen, um konsistent mit der Fundamentalgleichung (3.168) zu sein. Eine
ausfu¨hrliche Betrachtung findet sich im Abschnitt 3.4.3.
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• Wechselwirkung von Versetzungen
Die Versetzungen wechselwirken untereinander u¨ber die von ihnen verursachten
Spannungsfelder. Diese Wechselwirkung a¨ußert sich zum Beispiel in der bekann-
ten Peach–Ko¨hler–Kraft, die die Kra¨fte auf Versetzungen in Spannungsfeldern
beschreibt und erstmals von Peach, Ko¨hler (1950) beschrieben wurde. Da hier
die elastischen Wechselwirkungen u¨ber die Cosserat–Vektoren beschrieben wer-
den, werden diese Kra¨fte durch die Fundamentalgleichung bereits vollsta¨ndig
erfaßt und kommen in den Euler–Lagrange–Gleichungen bzw. in den daraus
folgenden Gleichungen fu¨r die Observablen zum Ausdruck.
Bei Azirhi (1998) wird dies nicht gezeigt, sondern diese Kra¨fte außerhalb des
Lagrangeformalismus explizit angesetzt.
3.4.2 Geometrische Eigenschaften des Modells
Aus dem bisherigen Aufbau der Theorie lassen sich (statische) Eigenschaften der
Cosserat–Geometrie und der Versetzungsklassen ableiten. Diese Eigenschaften mani-
festieren sich in Gleichungen, deren physikalische Bedeutung anschaulich nicht immer
klar ist. Daher werden hier einige Feldgleichungen, die aus dem Modell fu¨r Cosserat–
Medium und Versetzungsklassen folgen, mit mikroskopischen Bildern von Versetzun-
gen in einem Kristall veranschaulicht.
Existenz und Konsequenzen eines Fernparallelismus im Kristall mit Ver-
setzungen
Wenn der ideale Kristall nur durch Versetzungen gesto¨rt ist, d.h. keine Disklinationen
vorhanden sind, ist die Geometrie mit einem Fernparallelismus ausgestattet, sodaß
der Riemann–Christoffel–Tensor
R···lijk := 2∂[iΓ
l
j]k + 2Γ
l
[i|pΓ
p
j]k (3.178)
verschwindet. Dies ist konsistent mit dem bisherigen Ansatz fu¨r die Konnexion
Γkij := A
k
κ∂iA
κ
j , (3.179)
die nach Einsetzen in Gl.(3.178) zu R···lijk = 0 fu¨hrt.
Dies sieht man alternativ dazu, wenn man den Riemann–Christoffel–Tensor in das
Gittersystem transformiert. In diesem entha¨lt er das anholonome Objekt wegen des
anholomen Basissystems, und man erha¨lt nach kurzer Rechnung:
R···λµνκ := 2∂[µΓ
λ
ν]κ + 2Γ
λ
[µ|γΓ
γ
ν]κ + 2Ω
γ
µνΓ
λ
γκ. (3.180)
Dieser Ausdruck verschwindet offensichtlich, weil die Konnexion im Gittersystem
naturalisierbar ist:
Γλµν = 0. (3.181)
62 Kapitel 3. Plastizita¨tstheorie
Kovariante Ableitung des Versetzungsdichtetensors
Aus Gl.(3.178) folgt nach U¨berschiebung mit εijk und der Gl.(3.23) die Gleichung
∂iα
il + Γlijα
ij = 0. (3.182)
Dies ist zum einen konsistent mit ∂iαiκ = 0: Wegen
∂iα
il + Γlijα
ij = ∂i(αiκAlκ) + Γ
l
ijα
ij
= ∂iαiκAlκ + α
iκ∂iA
l
κ + Γ
l
ijα
ij
= ∂iαiκAlκ + α
ijAκj ∂iA
l
κ + Γ
l
ijα
ij
= ∂iαiκAlκ − αij ∂iAκjAlκ︸ ︷︷ ︸
=Γlij
+Γlijα
ij
= ∂iαiκAlκ = 0. (3.183)
Zum anderen kann Gl.(3.182) auch in die Form einer kovarianten Ableitung gebracht
werden. Man muß jedoch beru¨cksichtigen, daß αil eine Tensordichte vom Gewicht
(+1) ist. Fu¨r Tensordichten aber lautet die kovariante Ableitung (siehe auch Schouten
(1954), Eringen (1971)):
Γ
∇i(+1)α il := ∂i (+1)α il + Γlij
(+1)
α ij + Γiik
(+1)
α kl − Γkik
(+1)
α il. (3.184)
Damit ergibt sich fu¨r die kovariante Ableitung des mittleren Versetzungsdichtetensors
unter Benutzung der Gl.(3.182):
Γ
∇i(+1)α il = Γiik
(+1)
α kl − Γkik
(+1)
α il
= Γiik
(+1)
α kl − Γiki
(+1)
α kl
(3.23)
=
(−1)
ε ikp
(+1)
α pi
(+1)
α kl. (3.185)
Bei Schouten (1954) entspricht diese Gleichung der sog. 2. Identita¨t des Riemann–
Christoffel–Tensors.
Folgen der Divergenzfreiheit der Klassen–Versetzungsdichtetensoren
In dieser Arbeit werden Reaktionen zwischen Versetzungsklassen ausgeschlossen. Das
bedeutet, daß jede Klasse quellen– und senkenfrei ist. Daraus folgt die Divergenzfrei-
heit des Versetzungsdichtetensors einer Versetzungsklasse18:
∂iα
iκ
D = ∂i
(
%nDl
i
Db
κ
D
)
= 0. (3.186)
18Auf die Angabe des Gewichtsindex der Tensordichte wird wieder verzichtet.
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Mit den Rechenregeln 3.1.3 folgt:
∂i
(
%liD
)
= lλD∂i
(
%Aiλ
)
= lλD%
(
Ajµ∂iA
µ
jA
i
λ −Ajλ∂iAµjAiµ
)
= %lλDA
i
λA
j
µεijkα
kµ
= %liDεijkα
kj (3.187)
und damit
∂iα
iκ
D = ∂i
(
%nDl
i
Db
κ
D
)
= %nDliDb
κ
Dεijkα
kj + %liDb
κ
D∂inD = 0. (3.188)
Mit der Fundamentalgleichung (3.168) wird daraus:
%bκD
(∑
D′
%nDnD′ l
i
Dl
k
D′b
j
D′εijk + l
i
D∂inD
)
= 0, (3.189)
und bei beliebigen Burgersvektoren folgt
liD∂inD = −
∑
D′
%nDnD′ l
i
Dl
k
D′b
j
D′εijk (3.190)
Dies ist eine lokale Gleichung fu¨r die Richtungsableitung einer skalaren Versetzungs-
dichte nD in Richtung ihres zugeho¨rigen Linienvektors. Sie ha¨ngt offensichtlich von
anderen Klassendichten ab, die am selben Ort von null verschieden sind.
Darauf ko¨nnen folgende U¨berlegungen aufgebaut werden:
1. Einfluß von Schraubenversetzungen:
In der Summe u¨ber D′ spielen Schraubenversetzungen keine Rolle, denn fu¨r
Schraubenversetzungen gilt wegen biD ‖ liD:
lkD′b
j
D′εijk = 0 wenn D
′ ∼ Schraubenversetzung. (3.191)
Schraubenversetzungen beeinflussen also die A¨nderung von nD in Linienrich-
tung anderer Klassen am selben Ort nicht.
2. Zusammenhang mit dem mittleren Versetzungsdichtetensor:
Summiert man Gl.(3.189) u¨ber D und betrachtet alle Gro¨ßen im a¨ußeren Sy-
stem, so erha¨lt man
εijkα
kjαil +
∑
D
%liDb
l
D∂inD = 0, (3.192)
sodaß sich mit Gl.(3.185) folgender Zusammenhang ergibt:∑
D
%liDb
l
D∂inD =
Γ
∇i αil. (3.193)
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Abbildung 3.8: Zwei Versetzungsverteilungen, die sich im Gebiet III durchdringen. Klasse
(1) ist durch die dick schwarz gezeichneten Versetzungslinien gekennzeichnet, die das Ende der
Schnittebenen darstellen und kann entweder eine Stufen– oder eine Schraubenversetzungs-
klasse sein. Klasse (2) repra¨sentiert eine Stufenversetzung, deren Verteilung in den Gebieten
I und II verschwindet.
Dies ist die Klassen–Darstellung der kovarianten Ableitung des Versetzungs-
dichtetensors, die sich offenbar aus Summen u¨ber partielle Richtungsableitun-
gen der skalaren Versetzungsdichten in Richtung des jeweiligen Linienvektors
ergeben.
Nach Transformation in das Gittersystem wird dieser Zusammenhang deutli-
cher: Da im Gittersystem die kovariante Ableitung wegen Γκµν = 0 zur gewo¨hn-
lichen partiellen Ableitung wird, erha¨lt man
∑
D
%0l
λ
Db
κ
D∂λnD = ∂λα
λκ = ∂λ
(∑
D
%0nDl
λ
Db
κ
D
)
, (3.194)
was wegen der Konstanz von %0, lλ und bκ sofort als wahrer Ausdruck zu erken-
nen ist.
3. Mikroskopische Deutung von Gl. (3.189):
Gl. (3.189) hat folgenden geometrischen Hintergrund: Als Beispiel werden Ver-
teilungen von zwei Versetzungsklassen angenommen, welche in Bild 3.8 durch
diskrete Versetzungsanordnungen skizziert werden:
Das Bild zeigt einen zweidimensionalen Schnitt durch einen Einkristall. Die
Stufenversetzungen der Klasse (2) erkennt man durch die abbrechenden Koor-
dinatenlinien, die man auch als zusa¨tzlich in den Kristall eingeschobene Halb-
ebenen deuten kann. Diese Versetzungen sind in dem ra¨umlichen Gebiet III
lokalisiert, das zusa¨tzlich Versetzungen der Klasse (1), die als dick gedruckte
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schwarze Linien gekennzeichnet sind, entha¨lt. Diese Linien stellen die Enden
der Versetzungs–Schnittebenen dar (vgl. mit Bild 3.5) und sollen gerade in der
hier skizzierten (Zeichen–)Ebene liegen. Ihr Charakter ist beliebig. (Falls es sich
um Stufenversetzungen handelt, kennzeichnen diese Linien wieder das Ende von
eingeschobenen Halbebenen.)
In den Gebieten I und II sind hingegen ausschließlich Versetzungen der Klasse
(1) lokalisiert. Gl.(3.189) liefert in diesen Gebieten:
%bκ1 l
i
1∂in1 = 0. (3.195)
Hier vera¨ndert sich die spezifische Versetzungsdichte in Linienrichtung nicht.
Anschaulich ist nun aber klar, daß sich beim Vergleich der Gebiete I und II ein
Unterschied in der spezifischen skalaren Versetzungsdichte ergibt. Dies kommt
durch die zusa¨tzlichen Halbebenen zustande, die aufgrund der Stufenversetzun-
gen der Klasse (2) eingefu¨gt sind, wodurch die spezifische Dichte – die ja auf
die Masse bezogen ist – in dem Gebiet I geringer ist als im Gebiet II, da zwar
die Zahl der Versetzungen gleich bleibt, aber zusa¨tzlich Materie hinzukommt:
Im Gebiet I befinden sich drei Gitterpunkte zwischen den Versetzungslinien,
im Gebiet II nur zwei.
Man erwartet also, daß im Gebiet III, wo sich beide Versetzungsklassen durch-
dringen, die Richtungsableitung li1∂in1 a¨ndert, da die spezifische Dichte (im
Bild von unten nach oben) in Linienrichtung abnimmt.
Diese A¨nderung wird gerade durch die Gleichung (3.189) beschrieben, denn es
ergibt sich fu¨r beide Klassen im Gebiet III:
li1∂in1 = −%n1n2li1lk2bj2εijk 6= 0, (3.196)
da die drei Vektoren l1, l2, b2 nicht in einer Ebene liegen.
Ebenso ergibt sich fu¨r die Richtungsableitung der Klasse (2)
li2∂in2 = −%n1n2li2lk1bj1εijk, (3.197)
was allerdings nur dann von null verschieden ist, wenn der Burgersvektor der
Klasse (1) zu einer Stufenversetzung geho¨rt. Fu¨r eine Schraubenversetzung ist
diese Gleichung hingegen null: Schraubenversetzungen haben ja keinen Einfluß
auf die Richtungsableitung anderer Klassen, was anschaulich damit zu erkla¨ren
ist, daß hier keine zusa¨tzlichen Ebenen eingeschoben werden.
Damit lassen sich die Gleichungen des Kontinuums anschaulich auf die diskreten
Eigenschaften der Versetzungen zuru¨ckfu¨hren und sind damit ein Abbild dieser Ei-
genschaften.
Diese Versetzungsverteilung ist allerdings statisch betrachtet worden. Es wird ange-
nommen, daß sie in dieser Form im Kristall bereits vorhanden war. Es stellt sich aller-
dings die Frage, ob eine solche Verteilung unter der Bedingung der Reaktionsfreiheit
auch durch Versetzungsbewegung zustande kommen kann, oder ob die Versetzungs-
klassen dieser Verteilung sich auch wieder trennen ko¨nnen. Diese Fragen werden im
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na¨chsten Abschnitt im Zusammenhang mit den Versetzungsgeschwindigkeiten und
dem Cosserat–Driftstrom behandelt.
Es ist noch einmal zu betonen, daß das Bild 3.8 nur die diskreten Versetzungen
skizziert, wa¨hrend Gleichung (3.189) im Kontinuum gu¨ltig ist und somit eine Verall-
gemeinerung des skizzierten Sachverhaltes darstellt.
3.4.3 Konsistenzbedingung fu¨r den Cosserat–Driftstrom
Durch die Fundamentalgleichung (3.168) entsteht eine Verbindung des Cosserat–
Mediums mit den Versetzungsklassen, die dazu fu¨hrt, daß die substantiellen Zeit-
ableitungen der beiden Definitionen des Versetzungsdichtetensors gleich sein mu¨ssen:
L
D(v)t
(
εijk∂jA
κ
k
)
=
L
D(v)t
(∑
D
%nDl
i
Db
κ
D
)
. (3.198)
Wie eine kurze Rechnung zeigt (Anhang A.2), erha¨lt man daraus folgenden Zusam-
menhang fu¨r den Cosserat–Driftstrom Jκi und die Versetzungsgeschwindigkeiten u
j
D:
Konsistenzbedingung fu¨r den Cosserat–Driftstrom:
εijk∂jJ
κ
k + α
lκJ il = −
∑
D
∂j
(
%nDu
j
D
)
liDb
κ
D. (3.199)
Dabei gehen Bedingungen wie die Erhaltung der spezifischen Versetzungsdichte und
die Bewegungsgleichung fu¨r die Cosserat–Vektoren ein. Da die nD und u
j
D aus der
Klassentheorie bestimmt werden, liefern diese 9 Gleichungen (i = 1..3, κ = 1′ . . . 3′)19
die Bedingungen fu¨r die Cosserat–Driftstro¨me Jκi .
Neben der zweiten Einschra¨nkung
J ii = 0 (3.200)
muß jeder Ansatz fu¨r Jκi diese Gleichungen erfu¨llen. Entsprechende Ansa¨tze und die
sich daraus ergebenden Konsequenzen werden in Abschnitt 3.4.4 diskutiert.
Einschra¨nkungen fu¨r uD
Da in dieser Arbeit Versetzungsklassen ohne Reaktionen betrachtet werden, mu¨ssen
Versetzungslinien einer bestimmten Klasse intakt bleiben, es du¨rfen keine Jogs ent-
stehen (vgl. Bild 3.9).Es stellt sich daher die Frage, welche Auswirkungen dies auf
die Geschwindigkeit uiD der Versetzungen hat.
Zuna¨chst ist klar, daß bei konstanter Linienrichtung lκ auch die Geschwindigkeit in
ihrer Richtung durch qκ festgelegt ist. Die skalare Gro¨ße uD gibt dann nur noch
an, wie schnell sich die Versetzung in die festgelegte Richtung bewegt (wobei bei
Vorzeichenwechsel von uD die entgegengesetzte Richtung eingeschlagen wird).
19Um die Unterscheidung zwischen Labor– und Gittersystem deutlich zu machen, werden die
Gitterindizes mit Strichen versehen.
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Abbildung 3.9: Durchdringung zweier Stufenversetzungen mit rechtwinklig zueinander
orientierten Burgersvektoren: (a) Eine Versetzung XY bewegt sich in der Gleitebene PXY
und schneidet die Versetzung AB in der PAB–Ebene. (b) Nach dem Durchgang von XY durch
AB ist auf der Versetzung AB ein Jog PP′ entstanden. Dieser Jog entsteht durch Verschiebung
der Ebene PAB um den Burgersvektor b1. (Aus: Read (1953))
Da die Versetzungslinie aber nicht auseinanderreißen darf, muß sie durch innere
Kra¨fte zusammengehalten werden. In der Lagrangedichte werden sich diese durch
Lagrangemultiplikatoren als Reaktion auf kinematische Bindungen ergeben. Fu¨r die
skalare Versetzungsgeschwindigkeit uD heißt dies, daß sie sich fu¨r eine Versetzungs-
klasse entlang der Linienrichtung liD nicht a¨ndern darf, denn dies wu¨rde unweigerlich
zu einem – hier verbotenen – Auseinanderreißen fu¨hren.
Fu¨r das Modell der nicht reagierenden Versetzungsklassen bedeutet das eine physi-
kalisch motivierte Einschra¨nkung
liD∂iuD = 0. (3.201)
Durchdringen von Versetzungen bei Gleitbewegungen
Durch diese Einschra¨nkung des Modells auf nicht reagierende Versetzungsklassen
wird ein Durchdringen von Versetzungen bei Gleitbewegungen unmo¨glich. Dies wird
in Abb. 3.9 deutlich: Bei jeder Durchdringung werden Jogs erzeugt.
Trotz dieser Einschra¨nkungen ist dies immer noch ein Modell, das den Kristall gut
beschreibt, wenn die Deformationsenergien nicht zu hoch sind: Um eine neue Verset-
zungslinie zu kreieren, muß die Linienenergie ED aufgebracht werden. Beschra¨nkt man
nun die Gleitbewegung und elastische Deformation auf Fa¨lle, die unterhalb dieser lo-
kalen Energie liegen, so ist davon auszugehen, daß sich Versetzungen – wie in diesem
Modell – gegenseitig behindern und nicht durchdringen. Erst bei ho¨heren Energien –
und lokal gro¨ßeren Spannungen – werden Versetzungsreaktionen eintreten.
3.4.4 Ansatz fu¨r den Cosserat–Driftstrom
Der Cosserat–Driftstrom wird in der Lagrangedichte (3.249) nur durch die Konsi-
stenzbedingung (3.199) und die Kontinuita¨tsgleichung, welche J ii = 0 zur Folge hat,
eingeschra¨nkt. Dies liefert aber keine Definition fu¨r Jκi .
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Abbildung 3.10: Drehung der Cosserat–Vektoren, wenn eine Versetzung sich nach links
bewegt.
Das Ziel ist nun, einen Ansatz zu finden, der eine Beziehung zwischen dem Cosserat–
Driftstrom und den Versetzungsbewegungen definiert und die Konsistenzbedingung
erfu¨llt.
Dazu werden verschiedene Situationen betrachtet:
Eine Versetzungsklasse
Zuna¨chst wird der Fall einer diskreten Versetzung betrachtet. Dazu ist in Bild 3.10
schematisch eine Stufenversetzung eingezeichnet, die sich mit der Geschwindigkeit u
nach links bewegt. Im diskreten Fall ist die minimale Bewegung gerade die Verschie-
bung um einen Burgersvektor.
Man erkennt, daß Gleiten um einen Burgersvektor eine Drehung der Cosserat–Vekto-
ren zur Folge hat20. Zwar werden im diskreten Fall auch La¨ngena¨nderungen sichtbar.
Im Kontinuum aber wird der Cosserat–Vektor um einen infinitesimalen Winkel ge-
dreht. Anschaulich wird klar, daß sich dabei die Komponenten Aiκ in Richtung des
Burgers–Vektors verschieben, und zwar nur fu¨r Cosserat–Vektoren, die senkrecht zur
Gleitebene liegen, also parallel zum Normalen–Vektor
(a)
mκ= mλaλκ. Damit bedeutet
Gleiten einer Versetzung, daß Aiκ in einem Zeitintervall ∆t u¨bergeht in
Aiκ → Aiκ + j
(a)
mκ b
i∆t. (3.202)
Dabei ist j eine Proportionalita¨tskonstante.
Im Kontinuumsfall wird Gleiten gro¨ßerer Versetzungsdichten zu proportional sta¨rke-
ren Drehungen der Cosserat–Vektoren fu¨hren. Außerdem wird die Sta¨rke der Drehung
pro Zeitintervall proportional zur Driftgeschwindigkeit der Versetzungsklasse u sein.
Der Ansatz lautet daher21:
L
D(v)t A
i
κ = −c0nu
(a)
mκ b
i (3.203)
20Hier muß man von den eigentlichen Cosserat–Vektoren aκ bzw. von den Matrizen A
i
κ ausgehen.
21Solange nur eine Versetzungsklasse betrachtet wird, wird der Index D unterdru¨ckt, um die For-
meln u¨bersichtlicher zu gestalten. Es ist klar, daß n, u, li, mi, bi und qi dann Klassengro¨ßen sind.
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mit c0 als noch zu bestimmender Proportionalita¨tskonstante.
Die A¨nderung der Cosserat–Vektoren muß hier relativ zur Gitterbewegung betrachtet
werden, daher muß hier die substantielle Zeitableitung verwendet werden. Da in der
Skizze u und b unterschiedliche Richtungen haben, wird hier ein negatives Vorzeichen
gewa¨hlt. Fu¨r diese spezielle Versetzung bedeutet das, daß der Richtungsvektor der
Versetzungsbewegung q die Richtung des Burgersvektors b hat. Dies kann immer
durch geeignete Wahl der Klassenvektoren erreicht werden.
Um die Gleichungen fu¨r die reziproken Cosserat–Vektoren zu erhalten, wird Gl. (3.41)
benutzt:
L
D(v)t A
κ
i = J
κ
i = c0nu
(a)
mi b
κ. (3.204)
Der Ansatz ist konsistent mit vergleichbaren Ansa¨tzen aus der Literatur (siehe z.B.
Landau, Lifschitz (1991)). Dort wird allerdings meist22
Jκi := εijku
jαkκ (3.205)
geschrieben.
Beide Ansa¨tze sind fu¨r eine Versetzungsklasse a¨quivalent, denn mit den Gl.(3.168)
und (3.147) folgt:
Jκi = εijku
jαkκ
= εijk%nuqjlkbκ
= nu
%0
%
1
a0
%εijkε
jmn
(a)
l m
(a)
mn l
kbκ
= nu%0
1
a0
(
(a)
mi
(a)
l k l
k︸ ︷︷ ︸
a20
bκ− (a)l i (a)mk lk︸ ︷︷ ︸
0
bκ
)
= %0a0nu
(a)
mi b
κ. (3.206)
Damit ist der Ansatz des Stromes in Gl.(3.204) konsistent mit dem zitierten, wenn
c0 := %0a0 (3.207)
gesetzt wird. Man beachte, daß der Wert %0 hier in jedem Bezugssystem gleich und
damit auch im a¨ußeren System konstant ist.
Damit gilt
Jκi := %0a0nu
(a)
mi b
κ (3.206)= %nεijkujlkbκ. (3.208)
Zum einen erfu¨llt dieser Ansatz die Spurfreiheit des Cosserat–Driftstroms, denn
J ii = %0a0nu
(a)
mi b
i = 0, (3.209)
22Das Vorzeichen ha¨ngt dabei von der Definition des Burgersvektors ab.
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da der Burgersvektor definitionsgema¨ß in der Gleitebene liegt.
Fu¨r die Konsistenzbedingung (3.199) gilt nun eine vereinfachte Gleichung. Um diese
abzuleiten, wird zuna¨chst eine Hilfsformel erstellt:
Es gilt
lκ
(Γ)
∇κ qλ − qκ
(Γ)
∇κ lλ = lκ∂κqλ − qκ∂κlλ = 0 (3.210)
aufgrund der Konstanz der Klassenvektoren.
In das Laborsystem transformiert ergibt sich wegen der Definition der kovarianten
Ableitung:
0 = li
(Γ)
∇ i qj − qi
(Γ)
∇ i lj
= li∂iqj − qi∂ilj + liΓjikqk − qiΓjiklk
= li∂iqj − qi∂ilj + liqk
(
Γjik − Γjki
)
= li∂iqj − qi∂ilj + liqkεiklαlj
= li∂iqj − qi∂ilj + liqkεikl%nllbj
0 = li∂iqj − qi∂ilj . (3.211)
Mit dieser Gleichung folgt dann aus der Konsistenzbedingung (3.199):
0 = εijk∂jJ
µ
k + α
kµJ ik + ∂j
(
%nuqj
)
libµ
(3.205)
= ∂j
(
εijkεkmnu%nq
mlnbµ
)
+ %nbµ%0a0nu lk
(a)
mk︸ ︷︷ ︸
=0
bi + ∂j
(
%nuqj
)
libµ
= ∂j
(
%nuqiljbµ − %nuqjlibµ)+ ∂j (%nuqj) libµ
= ∂j
(
%nuqiljbµ
)− %nuqj∂jlibµ
(3.172)
= %nbµ
(
lj∂j
(
uqi
)− uqj∂jli)
0
(3.211)
= %nbµqilj∂ju. (3.212)
Und das bedeutet, daß durch den Ansatz (3.208) die Konsistenzbedingung nun
lj∂ju = 0 (3.213)
lautet.
Damit folgt aus der Konsistenzforderung die in Gl.(3.201) bereits physikalisch mo-
tivierte Nebenbedingung, die ein Zerreißen von Versetzungslinien verhindert. Diese
Nebenbedingung muß also nicht explizit in der Lagrangedichte gefordert werden, da
sie u¨ber die Fundamentalgleichung (3.168) und deren zeitlicher Ableitung (3.198)
erfu¨llt wird.
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Mehrere Versetzungsklassen in der gleichen Gleitebene
Betrachtet man ein Ensemble von Versetzungsklassen, gleich ob Schrauben– oder
Stufenversetzungen, denen eine bestimmte Gleitebene gemein ist, so ist der Ansatz
(3.208) immer noch hinreichend, um die Konsistenzbedingung (3.199) zu erfu¨llen,
wenn er als Summe u¨ber diese Klassen formuliert wird:
Jκi :=
∑
D
%0a0nDuD
(a)
mDib
κ
D. (3.214)
Der in αij und Jκi nichtlineare Term ergibt sich jetzt zu
αiνJµi =
∑
D,D′
%nDl
i
Db
ν
D%0a0nD′uD′
(a)
mD′ ib
κ
D′ = 0, (3.215)
da nach Voraussetzung alle Klassen die gleiche Gleitebene haben sollen und damit
liD
(a)
mD′ i = 0 fu¨r alle D,D′.
Die Gl.(3.199) fu¨hrt dann analog zur Rechnung (3.212) zu den Bedingungen∑
D
%nDb
µ
Dq
i
Dl
j
D∂juD = 0. (3.216)
Da keine der Versetzungslinien auseinanderreißen darf, verschwindet jeder Summand
dieser Summe und die Konsistenzbedingung ist erfu¨llt. Allerdings ist die physikalische
motivierte Aussage, daß fu¨r jede Klasse
liD∂iuD = 0 (3.217)
gelten muß, sta¨rker als das Verschwinden der Summe. Die Bedingung (3.217) fu¨r alle
Klassen folgt nicht zwingend aus (3.216) und muß daher explizit fu¨r N − 1 Klassen
gefordert werden. Fu¨r zuku¨nftige Erweiterungen der Theorie mit Versetzungsreak-
tionen mu¨ssen diese Nebenbedingungen gerade dann aufgegeben werden, wenn es zu
einem Zerreißen von Versetzungslinien und damit zur Erzeugung neuer Versetzungen
kommt.
Beliebige Versetzungsverteilung
Fu¨r eine beliebige Versetzungsverteilung bietet sich der Ansatz
Jκi :=
∑
D
%0a0nDuD
(a)
mDib
κ
D =
∑
D
εijku
j
Dα
kκ
D (3.218)
an, der jetzt keinen Einschra¨nkungen mehr unterliegt. Einsetzen in die Konsistenz-
bedingung liefert nach einigen Rechenschritten:∑
D
%nDb
µ
Dq
i
Dl
j
D∂juD +
∑
D,D′
%2nDnD′b
µ
Db
i
D′uDεjklq
j
Dl
k
Dl
l
D′ = 0. (3.219)
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Die erste Summe verschwindet, wenn die explizite Forderung nach Reaktionsfreiheit
durch das Verschwinden der Richtungsableitung
ljD∂juD = 0 (3.220)
fu¨r alle Klassen erfu¨llt wird.
Das Verschwinden der Doppelsumme ist dann a¨quivalent zum Erfu¨llen von Gl.(3.199).
Ihre Bedeutung kann man anschaulich (analog zum Schaubild 3.8 im statischen Fall)
verdeutlichen:
Betrachtet wird ein diskretes System von zwei sich durchdringenden Klassen. Das
Spatprodukt εjklq
j
Dl
k
Dl
l
D′ in der Doppelsumme in Gl.(3.219) verschwindet bei paral-
lelen Linienvektoren lD ‖ lD′ . Es werden daher zwei Klassen betrachtet, bei denen
diese Bedingung nicht erfu¨llt ist.
In den Schaubildern 3.11 – 3.14 soll die Klasse (1) entweder eine Schraubenversetzung
(b1 ‖ l1, zwei Gleitrichtungen mo¨glich) oder eine Stufenversetzung (zwei Burgersvek-
toren b1 ⊥ l1 mit festgelegter Gleitrichtung q1 ‖ b1 mo¨glich) sein.
Fu¨r die zwei Versetzungsklassen im Durchdringungsgebiet III kann Gl.(3.219), da
der erste Term verschwinden soll, umgeformt werden zu
%2n1n2εjkll
k
1 l
l
2
(
u1q
j
1b
µ
1b
i
2 − u2qj2bµ2bi1
)
= 0. (3.221)
Fu¨r das skizzierte System sind nun folgende vier Fa¨lle mo¨glich:
1. Zwei Stufenversetzungen mit b1 ‖ b2 ‖ ex ⇒ q1 ‖ q2 ‖ ex, Bild 3.11:
Fu¨r diesen Fall reduziert sich Gl.(3.221) mit b1 = b2 = q1 = q2 zu:
%2n1n2b
i
1b
µ
1εjklb
j
1l
k
1 l
l
2(u1 − u2) = 0 ⇒ u1 = u2. (3.222)
Die Versetzungen ko¨nnen sich also nur mit gleicher Geschwindigkeit relativ zum
Gitter bewegen. Nur so kann die Forderung, daß keine Versetzungsreaktionen
stattfinden du¨rfen, erfu¨llt werden.
I
II
III
(1)
(2)
(1) (1)
(2) (2) (2)
e
ee x
y
z
b2
b1
 l 1
 l 2
Abbildung 3.11: Zwei Stufenversetzungen
mit parallelem Burgersvektor und daher mit
gleicher Gleitrichtung.
I
II
III
(1)
(2)
(1) (1)
(2) (2) (2)
e
ee x
y
z
b2
b1
 l 1
 l 2
q1
Abbildung 3.12: Eine Stufenversetzung (2)
und eine Schraubenversetzung (1) mit gleicher
Gleitrichtung.
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I
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(1) (1)
(2) (2) (2)
e
ee x
y
z
b2
b1
 l 1
 l 2
q1
Abbildung 3.13: Eine Stufenversetzung (2)
und eine Schraubenversetzung (1) mit unter-
schiedlichen Gleitrichtungen: q1 ‖ ez.
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e
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z
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 l 2
Abbildung 3.14: Zwei Stufenversetzungen
(1) und (2) mit unterschiedlichen Gleitrich-
tungen: q1 ‖ b1 ‖ ez .
2. Eine Stufenversetzung (2) und eine Schraubenversetzung (1) mit gleichen Be-
wegungsrichtungen q1 = q2 = b2, Bild 3.12:
Hier erha¨lt man:
%2n1n2q
j
1εjkll
k
1 l
l
2
(
u1b
µ
1b
i
2 − u2bµ2bi1
)
= 0. (3.223)
Diese Gleichung ist nur dann erfu¨llt, wenn u1 = u2 = 0 gilt23. Das bedeutet:
Die Versetzungen hemmen sich gegenseitig. Anschaulich ist dies klar, da bei
Bewegung der Stufenversetzung (2) die Versetzungslinien der Klasse (1) durch
die “wandernden Halbebenen” zerschnitten werden wu¨rden. Umgekehrt werden
auch bei Bewegung der Schraubenversetzungen in die angegebene Richtung die
Versetzungslinien der Stufenversetzung zerschnitten.
3. Eine Stufenversetzung (2) und eine Schraubenversetzung (1) mit unterschiedli-
chen Bewegungsrichtungen q1 = l2 und q2 = b2, Bild 3.13:
Hier erha¨lt man wegen q1 ‖ l2:
−%2n1n2εjkllk1 ll2u2qj2bµ2bi1 = 0, (3.224)
was zu
u2 = 0 und u1 beliebig (3.225)
fu¨hrt.
Die Schraubenversetzung (1) kann sich also frei in ez–Richtung bewegen, wa¨h-
rend die Stufenversetzung (2) festgepinnt ist, da bei ihrer Bewegung wieder ein
Zerschneiden der Schraubenversetzungslinie stattfinden wu¨rde.
23Man sieht das, wenn alle Komponenten der Tensorprodukte bµ1 b
i
2 und b
µ
2 b
i
1 ausgeschrieben werden.
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4. Zwei Stufenversetzungen mit b1 ‖ l2 ⇒ q1 ‖ l2, Bild 3.14:
Fu¨r diesen Fall erha¨lt man:
−%2n1n2εjkllk1 ll2u2qj2bµ2bi1 = 0. (3.226)
Also gilt wie oben
u2 = 0 und u1 beliebig. (3.227)
Die Stufenversetzung (1) kann sich auch hier frei in ez–Richtung bewegen. Die-
se Bewegung bewirkt kein Zerschneiden der Versetzungslinie der Klasse (2).
Umgekehrt jedoch fu¨hrt Bewegung der Klasse (2) zu einem Zerschneiden der
Linie (1), was u2 = 0 zur Folge haben muß.
Alle mo¨glichen Auswirkungen der Konsistenzgleichung fu¨r den skizzierten Fall sind
im Einklang mit den Voraussetzungen des Modells. Daher wird auch fu¨r eine beliebige
Versetzungsverteilung der Ansatz
Jκi :=
∑
D
%0a0nDuD
(a)
mDib
κ
D =
∑
D
εijku
j
Dα
kκ
D , (3.228)
im Fall nicht–reagierender Versetzungen gewa¨hlt.
Fu¨r mehrere Versetzungsklassen muß jedoch explizit gefordert werden, daß
li∂iuD = 0 (3.229)
gilt, damit die Konsistenzbedingung erfu¨llt wird.
Pinning von Versetzungen
Der zweite der oben erwa¨hnten Fa¨lle ist besonders interessant, weil beide Versetzungs-
driftgeschwindigkeiten verschwinden. Das bedeutet, es entsteht ein Pinningeffekt:
Die so gepinnten Versetzungen werden zur plastischen Deformation keinen Beitrag
liefern und za¨hlen damit zu den sog. immobilen Versetzungen oder auch Waldver-
setzungen. Durch Vorgabe dieser oder a¨hnlicher Versetzungsanordnungen sind diese
unbeweglichen Versetzungen automatisch in der Theorie enthalten und werden daher
nicht als eigensta¨ndige Gro¨ßen in die Theorie integriert (wie das im Gegensatz dazu
bei Azirhi (1998) und Anthony, Azirhi (1998) geschieht).
Durch den hier vorgestellten Ansatz wird also deutlich, daß auch Eigenschaften von
Versetzungsnetzwerken, hier die gegenseitige Behinderung beim Gleiten, beschrie-
ben werden ko¨nnen. Dies wird einen großen Einfluß auf die makroskopischen plasti-
schen Eigenschaften haben, denn durch die Verhinderung von Gleitprozessen tritt
eine Verfestigung ein, da plastische Deformation dadurch behindert wird.
Falls man Versetzungsverteilungen betrachtet, die nicht durch Gleitprozesse zustande
gekommen sein ko¨nnen, so hat man es im Rahmen dieser Theorie mit Verteilungen
zu tun, die Anfangsbedingungen beschreiben. Diese ko¨nnen z.B. mit Versetzungen
korrespondieren, die beim realen Kristallwachstum entstehen.
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Kontinuita¨tsgleichung
Die Kontinuita¨tsgleichung wird u¨ber die Bewegungsgleichung der Cosserat–Vektoren
berechnet, was die Spurfreiheit des Cosserat–Driftstroms voraussetzt:
J ii = 0 (3.230)
Da dies aber fu¨r den allgemeinen Ansatz (3.218) der Fall ist, beno¨tigt man keine
explizite Forderung nach Erfu¨llen der Kontinuita¨tsgleichung. Es folgt na¨mlich aus
Gl. (3.218):
J ii =
∑
D
%0a0nDuD
(a)
mDib
i
D =
∑
D
%nDεijkuDq
j
Dl
k
Db
i
D = 0, (3.231)
weil fu¨r alle Versetzungen der Burgersvektor in der Gleitebene liegt, also
(a)
mDib
i
D = 0
gilt, bzw. Linien–, Burgers– und Gleitrichtungsvektor in dieser Ebene liegen, also das
Spatprodukt εijkq
j
Dl
k
Db
i
D verschwindet.
3.4.5 Separation der Energiedichte des Gesamtsystems
In der Lagrangedichte der Versetzungsklassen (3.156) wurde eine spezifische Energie
WD(nD) in Analogie zur idealen Flu¨ssigkeit angenommen. Es soll nun gezeigt werden,
wie ein solcher Ansatz zu motivieren ist:
Im allgemeinen Fall des Cosserat-Mediums kann die Energiedichte nicht nur von
den Cosserat–Vektoren, sondern auch von ihren ra¨umlichen Ableitungen abha¨ngen.
Dadurch wird es mo¨glich, Momentenspannungen als Antwortgro¨ßen auf Variation der
Cosserat–Vektoren zu erhalten.
Der allgemeine Ansatz fu¨r die elastische Energie lautet dann:
W =W (Aκi , ∂jA
κ
i ) . (3.232)
Beru¨cksichtigt man die in Abschnitt 3.1.2 eingefu¨hrten Gro¨ßen der elastischen De-
formation
eij =
1
2
(
aκλA
κ
i A
λ
j − gij
)
(3.233)
und der Hyperdeformation
h··kij := A
k
κ∂iA
κ
j , (3.234)
so kann man die Energie als Funktion dieser Gro¨ßen schreiben:
W =W
(
eij , h
··k
ij
)
. (3.235)
Der Hyperdeformationstensor wird weiter untersucht:
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Eine Indexsenkung im letzten Index mit der Gittermetrik fu¨hrt zu einem dreifach
kovarianten Tensor, der immer in folgende Summe aus einem symmetrischen und
einem antisymmetrischen Tensor zerlegt werden kann:
Hijk := h··lijalk = Hi(jk) +Hi[jk]. (3.236)
Den in den letzten beiden Indizes symmetrischen Tensor nennt man natu¨rlichen
Hyperverzerrungstensor:
λijk := Hi(jk), (3.237)
der in den letzten beiden Indizes antisymmetrische Teil heißt natu¨rlicher Struk-
turkru¨mmungstensor:
κijk := Hi[jk]. (3.238)
Der natu¨rliche Hyperverzerrungstensor liefert keine neue Information, denn er ist
identisch mit dem Gradienten der elastische Deformation, wie sich durch Einsetzen
der Definitionen leicht zeigen la¨ßt:
λijk = ∂iejk. (3.239)
Der Strukturkru¨mmungstensor la¨ßt sich auf die zweistufige Tensordichte
κ·ji :=
1
2
εjmnκimn (3.240)
zuru¨ckfu¨hren, ohne Information zu verlieren.
Es folgt nach kurzer Rechnung:
κ·ji = ε
jmn∂meni +
(
1
2
δjiα
mnamn − αjnani
)
. (3.241)
Der Strukturkru¨mmungstensor ist also vollsta¨ndig bestimmt, wenn αij und eij be-
stimmt sind. Damit ha¨ngt die spezifische Energie von folgenden Gro¨ßen ab:
W =W
(
eij , ∂iejk, α
ij
)
. (3.242)
Die Versetzungen tragen also u¨ber die von ihnen erzeugten Hyperdeformationen zur
elastischen Energie bei.
Da in dieser Theorie ein Mehrflu¨ssigkeitsmodell angenommen wird, in dem jede
Flu¨ssigkeit eine eigene Energiedichte besitzt, wird an dieser Stelle ein Separationsan-
satz fu¨r die spezifischen Energien gemacht. Dabei ist wichtig, daß der Versetzungs-
dichtetensor u¨ber die skalaren Versetzungsdichten nD definiert ist. Der Ansatz lautet:
W =Welast (eij , ∂iejk) +WV ers (nD) , (3.243)
wobei die spezifische Versetzungsenergie noch von allen Versetzungsklassen abha¨ngen
kann.
3.4. Einbettung der Klassen in das Hintergrundmedium 77
Damit entha¨ltWV ers einerseits die hyperelastischen Anteile der Energie einer Klasse.
Zum anderen kann damit aber auch die Energie der Versetzung im Versetzungskern
mit erfaßt werden, die von den inneren La¨ngenskalen abha¨ngt und im Rahmen der
klassischen Elastizita¨tstheorie nicht beru¨cksichtigt wird. Außerdem ko¨nnen nicht–
elastische Nah-Wechselwirkungen von Versetzungskernen verschiedener Klassen in
dichten Versetzungsnetzwerken erfaßt werden, wenn die spezifische Energie einer Ver-
setzungsklasse lokal von anderen Versetzungsklassen abha¨ngen kann:
WD :=WD(nD, nD′). (3.244)
Auch diese “Nah–Wechselwirkungsenergie” geht u¨ber die Elastizita¨tstheorie hinaus.
Zieht man noch als Konvention die Gro¨ßen mDnD aus der Energiedichte heraus, um
zu der in der Lagrangedichte (3.156) vorgestellten Form zu gelangen, so lautet die
gesamte Energiedichte24 des Modells mit einem Summenansatz fu¨r WV ers:
%Wges := %Welast (eij , ∂iejk) +
∑
D
%mDnDWD(nD, nD′). (3.245)
Der Versetzungsdruck pD einer Klasse wird analog zum Druck in einer Flu¨ssigkeit
p(%) := %2
∂W (%)
∂%
(3.246)
u¨ber die Ableitung der Versetzungsenergie nach der Versetzungsdichte definiert:
pD := mDn2D
∂WD
∂nD
. (3.247)
Dieser Versetzungsdruck ist als Antwortgro¨ße bei Variation nach der Versetzungs-
dichte analog zu Momentenspannungen, die man durch Variation nach den Hyperde-
formationen erha¨lt, die auf eine nicht–verschwindende Versetzungsverteilung zuru¨ck-
zufu¨hren sind. Die Richtungsinformationen des Tensors der Momentenspannungen
sind hier u¨ber die Klassenvektoren enthalten, die aufgrund ihrer Konstanz im Gitter-
system als Parameter in die Versetzungsenergie eingehen (was hier nur durch Vorgabe
des Klassenindex D angedeutet wird).
24Um von der spezifischen Energie zu der Energiedichte zu gelangen, muß natu¨rlich mit % multi-
pliziert werden.
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3.5 Aufbau der Lagrangedichte
Die bisher gesammelten Bausteine der Theorie werden nun zusammengefu¨gt und die
Lagrangedichte des Einkristalls mit beweglichen Versetzungen aufgebaut. Diese muß
aus folgenden Teilen bestehen:
1. Elastisches Hintergrundmedium (Ideale Flu¨ssigkeit mit Cosserat–Vektoren als
innere Struktur): (3.64) (erste Zeile);
2. Bewegungsgleichung fu¨r die Cosserat–Vektoren: (3.41);
3. Versetzungsklassen (modelliert durch ideale Flu¨ssigkeiten): (3.156) mit (3.244);
4. Fundamentalgleichung der Klassentheorie (Anbindung der Versetzungsklassen
an das Hintergrundmedium): (3.168);
5. Konsistenzbedingung (Anbindung des Cosserat–Driftstroms Jκi an die Verset-
zungsgeschwindigkeiten): (3.189). Diese wird durch einen Ansatz erfu¨llt;
6. Nebenbedingungen, die sich aus der Forderung nach Reaktionsfreiheit der Ver-
setzungsklassen ergeben: (3.186), (3.201).
Da die Dissipation erst im na¨chsten Kapitel separat behandelt wird, wird die aus
dieser Lagrangedichte entstehende Dynamik nicht–dissipativ sein.
Es gilt zur Erinnerung
% = %(Aκi ). (3.248)
Damit liefert folgende Lagrangedichte eine Beschreibung fu¨r nicht reagierende Ver-
setzungsklassen im elastisch und plastisch deformierbaren Kristall:
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(3.249)
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Deutung der Elemente der Lagrangedichte:
(a) Elastisches Hintergrundmedium: Auf eine Clebsch–Darstellung der Geschwin-
digkeit vi kann verzichtet werden, da sich fu¨r sie eine verallgemeinerte Darstel-
lung nach Variation von vi ergibt;
(b) Flu¨ssigkeitsmodell der Versetzungsklassen;
(c) Bewegungsgleichung fu¨r die Cosseratvektoren mit dem Driftstrom Jκi nach
Gl.(3.214);
(d) Fundamentalgleichung (siehe Gl.(3.168))
(e) Definition der Gesamt–Versetzungsgeschwindigkeit wiD := v
i + uDqiD. Diese
Definition kann auch in die Lagrangedichte eingesetzt werden, dann entfallen
die Variablen wiD und die Multiplikatoren
(D)
B i;
(f) Erzwingt die Quellen– und Senkenfreiheit fu¨r N − 1 Klassen;
(g) Erzwingt gleiche Versetzungsdriftgeschwindigkeit entlang einer Versetzungslinie
fu¨r alle Klassen.
Die Euler–Lagrange–Gleichungen werden fu¨r das Modell mit einer Versetzungsklasse
im na¨chsten Abschnitt berechnet. Bei der Variation ist darauf zu achten, daß die Klas-
senvektoren im Gittersystem konstant sind und daher nicht nach ihnen zu variieren
ist. Außerdem sind nur die reziproken Transformationsmatrizen Aκi Variable, nicht
hingegen die eigentlichen Matrizen Aiκ. Fu¨r Variation nach diesen ist die Rechenregel
(3.39) zu verwenden.
3.6 Modellsystem mit einer Versetzungsklasse
Die Auswertung der Lagrangedichte (3.249) wird an einem Modell mit einer Verset-
zungsklasse vorgenommen. Dies vereinfacht die Gleichungen und erlaubt es dennoch,
plastische Deformation zu berechnen.
Da die dissipativen Effekte in der Lagrangedichte (3.249) noch nicht enthalten sind,
wird hier ein Reibungsterm nachtra¨glich in die Gleichungen fu¨r die Observablen ein-
gefu¨gt, der fu¨r eine dissipative Driftbewegung der Versetzungsklasse sorgt. Der Ein-
bau dissipativer Terme in die Lagrangedichte selbst geschieht im Kapitel 4.
Lagrangedichte und Auswertung
In der folgenden Lagrangedichte wird die elastische Energie nur in Abha¨ngigkeit von
der elastischen Verzerrung ekl geschrieben. Hyperdeformationen, die Ableitungen von
ekl enthalten, werden vernachla¨ssigt. Die antisymmetrischen Anteile der Hyperdefor-
mation, die den Versetzungsdichtetensor enthalten, sind jedoch u¨ber den Energieterm
der Versetzungsklasse integriert und fu¨hren so zu Momentenspannungen, die sich in
der vorliegenden Beschreibung aus dem Versetzungsdruck ergeben.
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Weiterhin ko¨nnen die Nebenbedingungen in den Zeilen (3.249)(f) und (g) weggelassen
werden, denn:
(3.249)(f) ist fu¨r eine Klasse immer durch die Fundamentalgleichung erfu¨llt;
(3.249)(g) ergibt sich eindeutig aus der Konsistenzbedingung fu¨r eine Versetzungs-
klasse (3.212).
Dann wird (3.249) zu folgender Lagrangedichte, wobei jetzt auf den Klassenindex D
verzichtet wird25:
` = − % (−12v2 +W (Aκi ))
− %nm0
(
D(w)t ϕ+ αD
(w)
t β − 12w2 +WD(n)
)
+ %tiκ
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)
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(3.250)
Im folgenden werden teilweise die Abku¨rzungen
αiκ = εijk∂jAκk = %nl
ibκ (3.251)
Jκi = %nuεijkq
jlkbκ = %0a0nu
(a)
mi b
κ (3.252)
benutzt, um die Gleichungen u¨bersichtlicher zu gestalten.
25Die Referenzmasse mD wird hier mit m0 bezeichnet, die Versetzungsenergie weiterhin mit WD.
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Euler–Lagrange–Gleichungen
Nach Variation erha¨lt man folgende Euler–Lagrange–Gleichungen, die hier teilweise
schon etwas umgeformt sind. Gema¨ß ihrer Bedeutung werden sie benannt:
Bewegungsgleichung der Cosserat–Vektoren:
δtiκ : ∂tA
κ
i + v
k∂kA
κ
i + ∂iv
kAκk − Jκi = 0 (3.253)
Fundamentalgleichung:
δhγκ : Aγmε
mkl∂kA
κ
l − %nlγbκ = 0 (3.254)
Definition der Klassen–Driftgeschwindigkeit u:
δBl : wl − vl − ul = 0 (3.255)
Kontinuita¨tsgleichung der skalaren Versetzungsdichte:
δϕ : ∂t (%n) + ∂i
(
%nwi
)
= 0 (3.256)
Clebsch–Potentiale der Versetzungsbewegung:
δα : %nD(w)t β = 0 (3.257)
δβ : %nD(w)t α = 0 (3.258)
Potentialansatz fu¨r die Geschwindigkeit des Hintergrundmediums:
δvl : %vl + %tiκ∂lA
κ
i − ∂i(%til)− %Bl = 0
⇒ vl = −tiκ∂lAκi +
1
%
∂i(%til) +Bl (3.259)
Potentialansatz fu¨r die Geschwindigkeit der Versetzungsklasse:
δwl : %nm0wl − %nm0 (∂lϕ+ α∂lβ) + %Bl = 0
⇒ nm0wl = nm0 (∂lϕ+ α∂lβ)−Bl (3.260)
Bestimmungsgleichung fu¨r den Lagrange–Multiplikator Bl:
δu : −%tiκεijkqj%nlkbκ − %Blql = 0
⇒ ulBl + Jκi tiκ = 0 (3.261)
Bernoulli-a¨hnliche Gleichung fu¨r die Versetzungsklasse:
δn : %m0
(
D(w)t ϕ−
1
2
w2 +WD + n
∂WD
∂n
)
+ %
1
n
tiκJ
κ
i + hγκ%l
γbκ = 0 (3.262)
“Tensorielle Bernoulli–Gleichung” fu¨r das Hintergrundmedium:
δAκi : %A
κ
p
L
D(v)t t
i
κ −Aκpεijk∂jhkκ + %δip
(
−1
2
v2 +W (Aκi )− pD
)
+ %σ·ip
+ %tiκJ
κ
p − %δiptlκJκl − hpκαiκ − %Bpui = 0 (3.263)
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Gleichungen fu¨r die Observablen
Nun werden die Gleichungen fu¨r die Observablen Aκi , v
i, n und u aus den Euler–
Lagrange–Gleichungen hergeleitet. Nach zeitlicher Ableitung der Geschwindigkeiten
ko¨nnen dabei die Potentiale ϕ, α und β sowie die Lagrangemultiplikatoren tiκ und Bi
eliminiert werden.
Man erha¨lt folgenden Satz von Gleichungen:
L
D(v)t A
κ
i = %0a0nu
(a)
mi b
κ (3.264)
%MD(v)t vl + %nm0
L
D(v)t ul = −%nm0ui∂iul − ∂i
(
%σ·il
)
(3.265)
%D(v)t n = −∂l
(
%nul
)
(3.266)
εijk∂jA
κ
k = %nl
ibκ (3.267)
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%σ·il
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(
hlp%nl
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(3.268)
Anmerkungen:
• q2 = qiqjgij ist das Betragsquadrat des Vektors q im a¨ußeren System, also nicht
konstant, denn mit Gl.(3.264) und der Rechenregel (3.43) folgt nach kurzer
Rechnung:
D(v)t q
2 = qiqk (∂ivk + ∂kvi) . (3.269)
• (a)mi ist definiert durch Gl.(3.137):
(a)
mi:= mjaij . (3.270)
• M ist eine Abku¨rzung fu¨r
M := 1 + nm0. (3.271)
Deutung der Gleichungen (3.264 – 3.268):
(3.264) : Bewegungsgleichung fu¨r die Cosserat–Vektoren.
(3.265) : Impulsbilanz des elastischen Hintergrundmediums.
Da die Versetzungen in diesem Modell mit einer Masse und damit mit einer
Tra¨gheit verknu¨pft sind, erscheinen sie in der Impulsbilanz. Diese Terme ent-
halten jeweils nm0.
(3.266) : Kontinuita¨tsgleichung der skalaren Versetzungsdichte.
(3.267) : Fundamentalgleichung der Versetzungsklassentheorie.
(3.268) : Impulsbilanz des Versetzungssubkontinuums.
Da die Richtung der Bewegung durch die Klassenvektoren festgelegt ist, reicht
diese Gleichung zur Bestimmung der Versetzungsdriftgeschwindigkeit u aus.
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Die Peach–Ko¨hler–Kraft
Der vorletzte Term der Gleichung (3.268) entha¨lt mit
εlik
(
%σ·ip b
p
)
lk (3.272)
die Peach–Ko¨hler–Kraft (siehe auch Peach, Ko¨hler (1950)), welche die Kraft des
elastischen Spannungsfeldes auf eine Versetzung (in diesem Fall Versetzungsdichte)
beschreibt. Die Multiplikation mit ql sorgt fu¨r eine Projektion dieser Kraft in Gleit-
richtung.
In indexfreier Notation ist dieser Anteil (bis auf die Vorfaktoren):
q · [(b · σ)× l] , (3.273)
was als Spatprodukt der Vektoren q, b · σ und l zu erkennen ist. Zyklische Vertau-
schung ergibt
q · [(b · σ)× l] = (b · σ) · (l× q)
= − (b · σ) · (a)m, (3.274)
oder in der hier u¨blichen Index–Notation unter Beru¨cksichtigung der Einheitsla¨ngen
und der Konstanten
qlεlik
(
%σ·ip b
p
)
lk = −%0a0σ·ip bp
(a)
mi . (3.275)
Die Peach–Ko¨hler–Kraft ist also elementar in der Theorie enthalten und folgt direkt
aus der hier benutzten geometrischen Betrachtung im verallgemeinerten Cosserat–
Kontinuum. (Dies wird bei Azirhi (1998) nicht gezeigt.)
Der Anteil der Peach–Ko¨hler–Kraft senkrecht zur Gleitebene wird hier nicht be-
trachtet: Da die Versetzungen in dieser Richtung nicht gleitfa¨hig sind und Verset-
zungsklettern in dieser Theorie ausgeschlossen wird, muß dieser Anteil durch eine
Reaktionskraft kompensiert werden. Da diese Einschra¨nkung sich aus Zwangsbedin-
gungen in der Lagrangedichte ergibt, werden die Reaktionskra¨fte gerade durch die
Lagrangeschen Multiplikatoren gegeben, die diese Bedingungen erzwingen.
Bedeutung des Lagrangemultiplikators hµν
Der Lagrange–Multiplikator hµν la¨ßt sich nicht vollsta¨ndig eliminieren. Das liegt dar-
an, daß er Kra¨fte beschreibt, die die Versetzungslinie als ganzes Objekt “zusammen-
halten”. Die Driftgeschwindigkeit darf entlang lκ nicht variieren, der Spannungstensor
jedoch schon. U¨ber hµν werden also gerade die Komponenten der Gleichung (3.261)
kompensiert, deren Richtungsableitung in Richtung Linienvektor nicht verschwindet.
Es ist zu erwarten, daß nach Einbau von Versetzungsreaktionen in die Theorie dieser
Multiplikator ebenfalls aus den Observablen–Gleichungen eliminiert werden kann, da
dann ein Zerreißen von Versetzungslinien und eine damit verknu¨pfte Erzeugung neu-
er Versetzungen erlaubt sein wird. Diese Untersuchung ist jedoch nicht Gegenstand
dieser Arbeit.
Weitere Erla¨uterungen zu hµν folgen in den na¨chsten Abschnitten.
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Noethersche Energiebilanz
Aus dem Noethertheorem erha¨lt man folgende Ausdru¨cke fu¨r die Energiedichte und
die Energiestromdichte:
e = %W + %nm0WD +
1
2
%v2 +
1
2
%nm0w
2 − ∂i
(
%tikv
k
)
, (3.276)
sowie
jl(e) =
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Der Term
(
%tikv
k
)
verschwindet identisch aus der Bilanz
∂te+ ∂ljl(e) = 0. (3.278)
Der letzte Term ist ein Rotationsausdruck, der bei Divergenzbildung ebenfalls ver-
schwindet. Mit substantiellen Ableitungen schreibt sich die Energiebilanz dann als
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+%nm0D
(w)
t
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=0.(3.279)
Der letzte Term ist ein Strom, der den Lagrangemultiplikator hµν entha¨lt.
Wegen ∂l
(
%nll
)
= 0 und ll∂lu = 0 folgt:
%D(v)t
(
W+
1
2
v2
)
+%nm0D
(w)
t
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WD+
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)
+∂l
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%σ·lkv
k+%pDul
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=−%nullqλbκ∂lhλκ(3.280)
Es ist also lediglich die Richtungsableitung von hµν in Richtung der Versetzungslinie
fu¨r den zusa¨tzlichen Stromterm relevant.
Sowohl dieser Zusatzterm in der Energiebilanz als auch der letzte Term in Gl.(3.268)
enthalten nur die Richtungsableitung li∂i (hµνqµbν). In einem in Versetzungslinien-
richtung homogenen Medium, in dem alle Feldableitungen in dieser Richtung ver-
schwinden, wird in keiner der Observablengleichungen dieser Lagrange–Multiplikator
mehr vorkommen. Ein solches Medium wird im Abschnitt 3.7 betrachtet.
Dissipativer Zusatzterm
In dem Modell fehlt bisher die Dissipation. An dieser Stelle soll nun ein pha¨nomeno-
logischer Reibungsterm eingefu¨hrt werden, der zu einer dissipativen Versetzungsbe-
wegung fu¨hrt. Ohne diesen Term wird eine einmal begonnene plastische Deformation
bei fehlenden a¨ußeren Kra¨fte mit konstanter Deformationsgeschwindigkeit, bei vor-
handenen a¨ußeren Kra¨ften sogar beschleunigt weiterlaufen. Um bei der Berechnung
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der Dispersionsrelation dissipative Effekte mit beru¨cksichtigen zu ko¨nnen, wird in der
Bewegungsgleichung fu¨r die Versetzungsgeschwindigkeit (3.268) ein Reibungsterm
%q2ηu (3.281)
hinzugefu¨gt. Der Term q2 wird dabei nur aus Dimensionsgru¨nden hinzugefu¨gt: er geht
im linearisierten System in a20 u¨ber. Diese Reibung beschreibt pha¨nomenologisch die
dissipativen Verluste bei der Bewegung von Versetzungen relativ zum Hintergrund-
medium.
Der Reibungskoeffizient η hat die Einheit s−1. Damit wird u¨ber die Relaxationszeit
τ :=
1
η
(3.282)
eine Zeitskala definiert, auf der bei fehlenden a¨ußeren Kra¨ften eine Versetzungsbewe-
gung zum Stillstand kommt.
Das Gleichungssystem der Observablen lautet nun:
L
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κ
i = %0a0nu
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mi b
κ (3.283)
%MD(v)t vl + %nm0
L
D(v)t ul = −%nm0ui∂iul − ∂i
(
%σ·il
)
(3.284)
%D(v)t n = −∂l
(
%nul
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(3.285)
εijk∂jA
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k = %nl
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)− %Mql∂lpD
+%Mnqlεlik
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(3.287)
Der Grenzfall m0 −→ 0
Die Referenzmassem0 wurde eingefu¨hrt, um der Tra¨gheit der Versetzungen Rechnung
zu tragen, denn bei dem Gleiten einer Versetzung wird Masse verlagert. Der Effekt
dieser Masse wird aber als klein angenommen. Der Grenzfall m0 −→ 0 wird hier
unter Beibehaltung der oben eingefu¨hrten Reibung betrachtet. Der mit den Euler–
Lagrange–Gleichungen kompatible Fall ist u¨ber η := 0 zu erreichen.
Die Bewegungsgleichungen lauten fu¨r m0 −→ 0 und damit M −→ 1:
L
D(v)t A
κ
i = %0a0nu
(a)
mi b
κ (3.288)
%D(v)t vl = −∂i
(
%σ·il
)
(3.289)
%D(v)t n = −∂l
(
%nul
)
(3.290)
εijk∂jA
κ
k = %nl
ibκ (3.291)
q2ηu = −ql∂lpD + nqlεlik
(
%σ·ip b
p
)
lk−nlk∂kh (3.292)
Dabei wurde
h := hµνqµbν (3.293)
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gesetzt. Der Versetzungsdruck entha¨lt die Hyperspannungen und wurde beibehalten,
obwohl in seiner Definition die Masse m0 enthalten ist. Da die Hyperspannungen
aber unabha¨ngig vonm0 sein mu¨ssen, ist davon auszugehen, daß diese Masse u¨ber die
Energiedefinition aus dem Druckterm herausfa¨llt. Dam0 (oder allgemeinmD) aus der
spezifischen Energie in Gl.(3.245) aus rein rechentechnischen Gru¨nden herausgezogen
wurde, wird die spezifische Versetzungsenergie WV ers die Masse mD nicht enthalten.
Die Gleichungen sind nun recht u¨bersichtlich:
Gl.(3.289) ist die klassische Impulsbilanz, die die Bewegung des elastischen Mediums
beschreibt. Allerdings ist sie an die Versetzungen u¨ber die Abha¨ngigkeit σ = σ(Aκi )
gekoppelt, und zwar einmal u¨ber die statische Beziehung der Fundamentalgleichung
(3.291), zum anderen u¨ber die kinematische Bindung der Cosserat–Vektoren an die
Versetzungsgeschwindigkeit (3.288).
Die Erhaltung der Versetzungszahl (3.290) und die Kra¨ftebilanz fu¨r die Versetzungs-
klasse (3.292) komplettieren das Gleichungssystem.
U¨ber den Reibungsterm erha¨lt man nun eine direkte Beziehung zwischen Kra¨ften und
Versetzungsbewegung. Fu¨r große η wird damit u −→ 0 gehen, was einem pha¨nome-
nologischen Pinning entspricht. (Hier kann das Peierlspotential fu¨r den Fall modelliert
werden, daß die treibenden Kra¨fte auf die Versetzungen zu schwach sind, als sie u¨ber
diese Potentialbarriere hinweg ziehen zu ko¨nnen.)
Ohne diesen Reibungsterm erha¨lt man eine Gleichung, in der nur noch der Verset-
zungsdruck, die Peach–Ko¨hler–Kraft und der mit zwei Klassenvektoren u¨berschobene
(3.293) Lagrangemultiplikator hµν vorkommen:
−ql∂lpD + nqlεlik
(
%σ·ip b
p
)
lk − nlk∂kh = 0. (3.294)
In dieser Gleichung mu¨ssen sich alle Kra¨fte aufheben, die Gro¨ße h = hµνqµbν sorgt
also fu¨r die notwendigen Reaktionskra¨fte, falls sich Versetzungsdruck und Peach–
Ko¨hler–Term nicht kompensieren.
Der in Gleitrichtung projizierte Gradient des Versetzungsdrucks in dieser Gleichung
ist eigentlich die Verallgemeinerung der Peach–Ko¨hler–Kraft auf einen Term, der den
Momentenspannungstensor neben den Kraftspannungen entha¨lt, nur daß die Mo-
mentenspannungen aufgrund der einfachen Symmetrie durch den Druckgradienten
repra¨sentiert werden ko¨nnen.
3.7 Die Nyesche Strukturkru¨mmung
Das Gleichungssystem (3.283) – (3.287) wird nun linearisiert26. Dazu wird ein geeig-
neter Referenzzustand aus der Lo¨sung des stationa¨ren Gleichungssystems betrachtet.
Als Modellsystem wird hier die sogenannteNyesche Strukturkru¨mmung betrach-
tet. Diese zeichnet sich dadurch aus, daß sie keine elastischen Verzerrungen trotz einer
Kru¨mmung des Kristalls aufweist. Dies wird durch eine entsprechende Versetzungs-
verteilung von Stufenversetzungen mo¨glich, wie in Bild 3.15 skizziert wird. Weiterhin
26Da der Tra¨gheitsterm D
(v)
t u der Versetzungen in diesem Abschnitt mit beru¨cksichtigt werden
soll, wird hier das volle Gleichungssystem ohne den Grenzu¨bergang m0 −→ 0 betrachtet.
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Abbildung 3.15: Skizze der Nyeschen Strukturkru¨mmung.
wird hier ein in Linienrichtung homogener Kristall angenommen, sodaß das Glei-
chungssystem (3.264) – (3.268) auf zwei Dimensionen reduziert werden kann.
Beachtet werden muß auch, daß die La¨nge des Linienvektors im Gittersystem a0
ist. Diese Gro¨ße muß an allen Stellen eingehen, in denen der Linienvektor eingesetzt
wurde.
Mit diesen U¨berlegungen wird das Gleichungssystem (3.264) – (3.268) nach Reduk-
tion auf zwei Dimensionen:
L
D(v)t A
κ
i = %0a0nu
(a)
mi b
κ (3.295)
%MD(v)t vl = −%nm0ui∂i(vl + ul)− %nm0D(v)t ul − ∂i
(
%σ·il
)
(3.296)
%D(v)t n = −∂l
(
%nul
)
(3.297)
∂2A
κ
1 − ∂1Aκ2 = %na0bκ (3.298)
%D(v)t
(
uq2
)
+ %ηuq2 = −%uqiql∂i (ul) + ql∂i
(
%σ·il
)− % M
nm0
ql∂lpD
− % M
nm0
na0
(
q1%σ·2p − q2%σ·1p
)
bp (3.299)
Der Referenzzustand der Nyeschen Strukturkru¨mmung
In Bild 3.15 erkennt man die Grundzu¨ge der Nyeschen Struktur: Die ra¨umliche Verset-
zungsanordnung einer Klasse von Stufenversetzungen fu¨hrt zu der zwei-dimensionalen
Kru¨mmung des Kristalls im Fall fehlender a¨ußerer Kra¨fte. Die Cosserat–Vektoren
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sind lokal orthonormiert, was zu dem Verschwinden der lokalen elastischen Verzer-
rung fu¨hrt.
Es wird ein polares Koordinatensystem eingefu¨hrt, das orthonormiert ist und damit
das anholonome Gitterbasissystem repra¨sentiert. Die Koordinaten sind 1′ und 2′,
wobei 1′ eine Winkelkoordinate ist, wa¨hrend 2′ radial vom Ursprung ausgeht. Dabei
gelten fu¨r die Ableitungen nach diesen Variablen:
∂1′ = −1
r
∂
∂ϕ
(3.300)
∂2′ =
∂
∂r
. (3.301)
Diese Koordinaten sind dadurch ausgezeichnet, daß die Klassenvektoren Konstanten
in diesen sind. So ist der Skizze 3.15 zu entnehmen, daß der Burgersvektor immer in
Richtung der 1′–Koordinate verla¨uft, wa¨hrend die Gleitebene (die genauer betrachtet
nur im Gittersystem eine echte Ebene darstellt) durch einen Normalenvektor parallel
zur 2′–Koordinate gegeben ist.
Die Versetzungsklasse ist also durch folgende Klassenvektoren definiert:
l := −a0e3′ = −a0ez (3.302)
m := a0e2′ (3.303)
b := b0e1′ (3.304)
⇒ q = a0e1′ . (3.305)
Mit den eingezeichneten Variablen ϕ und r beschreiben folgende Matrizen die zwei-
dimensionalen Cosserat–Transformationen und ihre reziproken Gegenstu¨cke im Nye-
schen Referenzzustand:
0
A
·i
κ :=
(
sinϕ − cosϕ
cosϕ sinϕ
)
(3.306)
sowie
0
A
·κ
i :=
(
sinϕ cosϕ
− cosϕ sinϕ
)
. (3.307)
Diese Matrizen erfu¨llen die Reziprozita¨tsbedingungen:
0
A
·i
κ
0
A
·λ
i = δ
λ
κ (3.308)
0
A
·κ
j
0
A
·i
κ = δ
i
j . (3.309)
Außerdem verschwindet der Tensor der elastischen Deformation:
Mit
gij := δij und aµν := δµν (3.310)
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wird
eij =
1
2
(
0
A
·µ
i
0
A
·ν
j δµν − δij
)
= 0, (3.311)
was man durch Einsetzen zeigen kann. Anschaulich ist dieses Ergebnis klar, weil das
Cosserat–Dreibein (bzw. hier Zweibein) in jedem Punkt orthonormiert ist.
Damit kann nun das Referenzsystem der Variablen
0
A κi ,
0
n,
0
u und
0
v angegeben wer-
den. Es wird um ein statisches System entwickelt, die Referenzgeschwindigkeiten
verschwinden also:
0
u = 0 (3.312)
0
v = 0 (3.313)
0
n = N0
R0
r
(3.314)
0
A
·κ
i =
(
sinϕ cosϕ
− cosϕ sinϕ
)
(3.315)
mit
ϕ := arctan
y
x
. (3.316)
Der oben angegebene Referenzzustand erfu¨llt nun alle Gleichungen des Gleichungs-
systems (3.295) - (3.299), denn man erha¨lt nach Einsetzen:
∂t
0
A
κ
i = 0 (3.317)
∂i
(
%σ·ij
)
= 0 (3.318)
%0∂t
(
N0
R0
r
)
= 0 (3.319)
∂2A
1′
1 − ∂1A1
′
2 − %0N0
R0
r
a0b0 = 0 (3.320)
∂2A
2′
1 − ∂1A2
′
2 = 0 (3.321)
qj∂i
(
%σ·ij
)− % M
N0m0
ql
∂pD
∂n
∂l
(
N0
R0
r
)
− % M
N0m0
N0
R0
r
σ·2
′
1′ a0b0 = 0 (3.322)
Gl..(3.318) ist erfu¨llt, da fu¨r die Nyesche Strukturkru¨mmung σ·ij = 0 gilt.
Gl.(3.317) und (3.319) werden durch die Stationarita¨t des Referenzzustandes erfu¨llt.
Gl.(3.320) und (3.321) werden durch die Ansa¨tze (3.306) und (3.307) erfu¨llt. Dabei
ist zu beru¨cksichtigen, daß wegen ϕ = arctan yx
∂1ϕ = ∂xϕ = − y
r2
(3.323)
∂2ϕ = ∂yϕ =
x
r2
(3.324)
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ist. Damit erha¨lt man aus
∂2A
1′
1 − ∂1A1
′
2 =
1
r
(3.325)
den Zusammenhang zwischen Referenz–Versetzungsdichte und Kru¨mmungsradius:
R0 :=
1
%0N0a0b0
. (3.326)
Die Referenzdichte ist aus der Determinante des Referenzzustandes zu entnehmen:
0
%= %0Det|
0
A
κ
i | = %0. (3.327)
In Gl.(3.322) verschwinden schließlich der erste und letzte Term wegen σ·ij = 0, der
zweite wegen
ql∂l
1
r
= qκ∂κ
1
r
= q1
′
∂1′
1
r
= −a0 1
r
∂
∂ϕ
1
r
= 0. (3.328)
Fu¨r den Energieansatz wird ein isotropes, elastisches Medium angenommen27:
W :=
1
2
λ
(
eijg
ij
)2 + µeikejlgijgkl. (3.329)
Dies fu¨hrt zu Spannungen als Antwortgro¨ßen nach der Variation, die nun linear mit
der elastischen Distorsion zusammenha¨ngen:
%σij = λekkδij + 2µeij . (3.330)
Da die elastischen Deformationen durch (3.307) verschwinden, wird auch
0
σij= 0, (3.331)
wie es fu¨r die Nyesche Kru¨mmung sein muß.
Damit sind alle Gleichungen des zweidimensionalen Systems im stationa¨ren Fall
erfu¨llt.
27Es ist klar, daß zwei Konstanten fu¨r einen Kristall, selbst in einfachster Symmetrie, nicht ausrei-
chen. Um die Gleichungen aber nicht zu u¨berfrachten, wird hier die meist in guter Na¨herung erfu¨llte
Annahme eines isotropen elastischen Ko¨rpers in den Ansatz fu¨r die Energie eingebracht, wie dies
fast immer in der Literatur geschieht, siehe z.B. Landau, Lifschitz (1991).
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Linearisierung des Systems
Als Abweichungen vom Referenzzustand werden nun die Gro¨ßen aκi , v, u, n definiert,
in denen konsequent linearisiert wird: Terme quadratischer oder ho¨herer Ordnung
werden vernachla¨ssigt.
Es gilt:
Aκi :=
0
A
κ
i + a
κ
i (3.332)
vges :=
0
v +v = v (3.333)
uges :=
0
u +u = u (3.334)
nges :=
0
n +n
R0
r
= (N0 + n)
R0
r
. (3.335)
Die Cosserat–Bewegungsgleichung lautet nun, im linearisierten Fall28, wobei bereits
die Zerlegung der Klassenvektoren beru¨cksichtigt wurde:
∂a1
′
1 + v
i∂i
y
r
+ ∂1v1
y
r
− ∂1v2x
r
=
x
r
a0u
r
(3.336)
∂a2
′
1 + v
i∂i
x
r
+ ∂1v1
x
r
+ ∂1v2
y
r
= 0 (3.337)
∂a2
′
2 + v
i∂i
y
r
+ ∂2v1
x
r
+ ∂2v2
y
r
= 0 (3.338)
∂a1
′
2 − vi∂i
x
r
+ ∂2v1
y
r
− ∂2v2x
r
=
y
r
a0u
r
. (3.339)
Der linearisierte elastische Deformationstensor lautet:
eij =
1
2
(
0
A
κ
i
0
A
λ
j aκλ − gij
)
+
1
2
(
0
A
κ
i a
λ
j aκλ + a
κ
i
0
A
λ
j aκλ
)
. (3.340)
Mit aκλ = δκλ folgen dann seine Komponenten:
e11 =
y
r
a1
′
1 +
x
r
a2
′
1 (3.341)
e22 = −x
r
a1
′
2 +
y
r
a2
′
2 (3.342)
e12 = e21 =
1
2
(y
r
a1
′
2 +
y
r
a1
′
2 −
x
r
a1
′
1 +
x
r
a2
′
2
)
. (3.343)
28Diese Gleichungen werden fu¨r den zweiten Lo¨sungsansatz, die homogene plastische Deformation,
gebraucht, daher werden sie hier ausfu¨hrlich dargestellt. Es wurde bereits
0
A
κ
i eingesetzt, wobei
sinϕ = y
r
und cosϕ = x
r
zu beachten ist.
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Da diese Gro¨ßen noch von den Koordinaten abha¨ngen, wird das System am Refe-
renzpunkt
x = 0
y = R0
betrachtet, an dem
r = R0 und damit (3.344)
0
n = N0 (3.345)
ist. Die Linearisierung ist damit nur in einer Umgebung dieses Punktes gu¨ltig. Diese
Umgebung kann jedoch als hinreichend groß angesehen werden, wenn die Kru¨mmung
und damit die Versetzungsdichte als klein angenommen werden.
Somit werden die Komponenten des linearen Deformationstensors:
e11 = a1
′
1 (3.346)
e22 = a2
′
2 (3.347)
e12 = e21 =
1
2
(
a2
′
1 + a
1′
2
)
. (3.348)
Damit erha¨lt man fu¨r die Komponenten des linearisierten Spannungstensors die Glei-
chungen:
%σ11 = λ (e11 + e22) + 2µe11
= λ
(
a11 + a
2
2
)
+ 2µa11 (3.349)
%σ22 = λ
(
a11 + a
2
2
)
+ 2µa22 (3.350)
%σ12 = %σ21 =
1
2
µ
(
a21 + a
1
2
)
. (3.351)
Fu¨r die lineare A¨nderung der Massendichte gilt
∆% =
∂%
∂Aκi
∣∣∣∣(
Aκi =
0
Aκi
) · aκi (3.352)
= %0
0
A
i
κa
κ
i (3.353)
= %0aii = %0
(
a11 + a
2
2
)
. (3.354)
Bei der Linearisierung um x = 0 und y = R0 verschwindet auch der Unterschied der
gestrichenen Koordinaten zu den ungestrichenen:
a1
′
1 = a
1
1
0
A
1′
1 + a
2
1
0
A
1′
2 ≈ a11 =: a11 etc., (3.355)
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sowie der Unterschied zwischen Ko– und Kontravarianz.
Einsetzen in (3.295) – (3.299) liefert unter Beru¨cksichtigung der Linearisierung fol-
gendes Gleichungssystem:
∂ta11 + ∂1v1 = 0 (3.356)
∂ta12 + ∂1v2 +
v1
R0
= 0 (3.357)
∂ta22 + ∂2v2 = 0 (3.358)
∂ta21 + ∂2v1 − v1
R0
− a0u
R0
= 0 (3.359)
I∂tv1 +N0m0a0∂tu+
(
λ˜+ 2µ˜
)
∂1a11 + λ˜∂1a22 + µ˜∂2 (a12 + a21) = 0 (3.360)
I∂tv2 +
(
λ˜+ 2µ˜
)
∂2a22 + λ˜∂2a11 + µ˜∂1 (a12 + a21) = 0 (3.361)
∂t
n
N0
+ a0∂1u = 0 (3.362)
a0∂tu+ a0ηu−
(
λ˜+ 2µ˜
)
∂1a11 − λ˜∂1a22 − µ˜∂2 (a12 + a21)
+ Ic2n∂1
n
N0
+
I
κ
µ˜ (a12 + a21) = 0 (3.363)
mit den folgenden Abku¨rzungen:
I := 1 +m0N0 (3.364)
λ˜ :=
λ
%
(3.365)
µ˜ :=
µ
%
(3.366)
c2n :=
1
m0
∂pD
∂n
∣∣∣∣
n=N0
(3.367)
κ :=
m0
%0a0b0
. (3.368)
U¨ber die Definition von κ kommt eine weitere La¨ngenskala ins Spiel, die an die
Tra¨gheit m0 der Versetzungen gekoppelt ist. Sei die Masse pro Einheitszelle a30 gleich
M0, so wird wegen
%0 =
M0
a30
(3.369)
diese La¨ngenskala zu
κ =
m0
M0
a20
b0
. (3.370)
Der Burgersvektor sei in diesem System der minimale:
b0 := a0, (3.371)
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sodaß κ eine La¨ngenskala ist, die mit dem Gitterabstand a0 und der Einheitsmasse
M0 u¨ber
κ = a0
m0
M0
(3.372)
verknu¨pft ist.
Die Gro¨ße cn hat die Dimension einer Geschwindigkeit und resultiert aus der Defini-
tion des Versetzungsdrucks, der die hyper–elastische Selbstwechselwirkung der Ver-
setzungsklasse beschreibt (als Alternative zu Momentenspannungen). Die Gro¨ße cn,
in linearer Na¨herung eine Konstante, wird sich in den Dispersionsrelationen wieder-
finden und eine charakteristische Geschwindigkeit definieren, die aus dem Ansatz fu¨r
die Versetzungsenergie und damit aus dem Materialgesetz fu¨r diese Versetzungsklasse
folgt. Als Alternative kann sie wegen des Zusammenhangs zwischen Versetzungsdichte
und Hyperdeformation auch aus dem Materialgesetz fu¨r die Hyperspannungen folgen.
Dispersionsrelation
Fu¨r das vorliegende lineare Gleichungssystem soll nun die Dispersionsrelation ausge-
rechnet werden. Dazu werden fu¨r alle Felder Ψ Ansa¨tze mit ebenen Wellen
Ψ(x, y, t) =
∫ ∫ ∫
Ψ˜(k1, k2, ω)ei(k1x+k2y−ωt) dk1dk2dω (3.373)
gemacht. Das entstehende algebraische Gleichungssystem hat nur dann eine nicht–
triviale Lo¨sung, wenn die Sa¨kulardeterminante verschwindet. Daraus ergeben sich die
Dispersionsrelationen ω(k1, k2).
Die Sa¨kulardeterminante ist: (3.374)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−iω 0 0 0 ik1 0 0 0
0 −iω 0 0 1R0 ik1 0 0
0 0 −iω 0 ik2− 1R0 0 0 − 1R0
0 0 0 −iω 0 ik2 0 0
(˜λ+2µ˜)k1 µ˜k2 µ˜k2 λ˜k1 −Iω 0 0 −ωm0N0
λ˜k2 µ˜k1 µ˜k1 (˜λ+2µ˜)k2 0 −Iω 0 0
0 0 0 0 0 0 −iω ik1
(˜λ+2µ˜)k1 µ˜(k2+i Iκ) µ˜(k2+i
I
κ) λ˜k1 0 0 −Ic2nk1 ω+iη
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Die enstehende Gleichung ist eine Polynom achter Ordnung in ω, fu¨r dessen Lo¨sung
i.a. nur numerische Ergebnisse gefunden werden ko¨nnen. Hier soll der Grenzfall ana-
lytisch betrachtet werden, der sich fu¨r kleine Versetzungsdichten ergibt:
Wenn eine kleine Referenz–Versetzungsdichte N0 angenommen wird, so folgt, daß
wegen Gl.(3.326) auch der Term
1
R0
= %0a0b0N0 (3.375)
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sehr klein wird, zumal hier N0 noch mit den mikroskopischen La¨ngenskalen a0 und
b0 multipliziert wird.
Es soll ebenfalls der Term ωm0N0 in der rechten Spalte vernachla¨ssigt werden. Dazu
muß die Annahme gemacht werden, daß die Referenzmasse m0 verschwindet oder
zumindest vernachla¨ssigbar klein ist.
Zwar wird dann (κ)−1 groß, da diese Gro¨ße invers zu m0 ist. Es zeigt sich aber, daß
diese Gro¨ße in die Dispersionsrelation nicht mehr eingeht.
Die entstehende Determinante (3.376)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−iω 0 0 0 ik1 0 0 0
0 −iω 0 0 0 ik1 0 0
0 0 −iω 0 ik2 0 0 0
0 0 0 −iω 0 ik2 0 0
(λ˜+ 2µ˜)k1 µ˜k2 µ˜k2 λ˜k1 −Iω 0 0 0
λ˜k2 µ˜k1 µ˜k1 (λ˜+ 2µ˜)k2 0 −Iω 0 0
0 0 0 0 0 0 −iω ik1
(λ˜+ 2µ˜)k1 µ˜(k2 + i 1κ) µ˜(k2 + i
1
κ) λ˜k1 0 0 −Ic2nk1 ω + iη
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
wird null gesetzt und ist analytisch lo¨sbar.
Unter Beru¨cksichtigung von
k2 :=
√
(k1)2 + (k2)2 (3.377)
erha¨lt man folgende acht Zweige der Dispersionsrelation:
ω1,2 = 0, (3.378)
ω3,4 = ±
√
λ+ 2µ
I%0
k = ± 1√
I
cL k =: ±c(n)L k, (3.379)
ω5,6 = ±
√
µ
I%0
k = ± 1√
I
cT k =: ±c(n)T k, (3.380)
ω7,8 = −iη2 ±
√
c2nk
2
1 −
η2
4
. (3.381)
Die ersten beiden Lo¨sungen sind statisch. Die zweite Gruppe repra¨sentiert, wie zu
erwarten, die elastischen Longitudinalwellen mit der Schallgeschwindigkeit cL, die
dritte entsprechend Transversalwellen, also Scherwellen mit der Schallgeschwindigkeit
cT , die mit dem elastischen Schermodul µ verknu¨pft sind.
Die Schallgeschwindigkeiten sind mit dem Korrekturfaktor 1√
I
versehen, der den Ein-
fluß der Versetzungen auf die elastischen Wellen beschreibt. Allerdings wird bei klei-
nen m0N0 diese Korrektur klein sein, sodaß hier in linearer Na¨herung folgende A¨nde-
rungen der Schallgeschwindigkeiten auftreten:
c
(n)
L ≈ cL
(
1− 1
2
moN0
)
(3.382)
c
(n)
T ≈ cT
(
1− 1
2
moN0
)
. (3.383)
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Die letzte Gruppe von Frequenzen ha¨ngt hingegen mit der Versetzungsbewegung
zusammen und entha¨lt die Da¨mpfungskonstante der Versetzungen sowie eine Rich-
tungsabha¨ngigkeit. Diese beiden Zweige der Dispersionsrelation sind nur fu¨r Wellen-
vektoren in x−Richtung relevant. Dies ist versta¨ndlich, da nur in dieser Richtung eine
Bewegung der Versetzungen mo¨glich ist. Fu¨r kleine Da¨mpfungen erha¨lt man Wellen
mit der freien Geschwindigkeit
vn = cn (3.384)
wobei sich cn aus dem Versetzungsdruck (3.247) gema¨ß Gl.(3.367) ergibt.
Fu¨r große Da¨mpfungen wird ein schneller exponentieller Abfall mit e−ηt erkennbar,
was Energiedissipation aufgrund von Versetzungsbewegung beschreibt: Versetzungs-
bewegungen werden in kurzen Zeiten τ = 1η abklingen.
Es ist noch anzumerken, daß der Ansatz ebener Wellen nur fu¨r genu¨gend kleine Wel-
lenla¨ngen gilt, da ein Referenzpunkt im Raum bei der Linearisierung betrachtet wur-
de. Wenn die Wellenla¨nge der ebenen Wellen in die Gro¨ßenordnung der Kru¨mmung
kommt, wird das Ergebnis nicht mehr korrekt sein. Da aber von kleinen Kru¨mmun-
gen und entsprechend von großen Kru¨mmungsradien ausgegangen wurde, wird die
Dispersionsrelation in einem großen Wellenla¨ngen– und Frequenzbereich gu¨ltig sein.
3.8 Homogene plastische Deformation
Eine sehr einfache Lo¨sung zeigt sehr deutlich, daß Versetzungsbewegung zu einer
plastischen Deformation fu¨hrt. Dabei bleibt das Kristallgitter im idealen Zustand,
es gibt aber dennoch eine Stro¨mungsgeschwindigkeit v 6= 0. Im abgeschlossenen Sy-
stem werden ohne a¨ußere Kra¨fte keine konstanten, von null verschiedenen stationa¨ren
Stro¨mungsgeschwindigkeiten mo¨glich sein, da mit der Versetzungsbewegung immer
eine Dissipation verbunden ist. Hier soll jedoch der Fall frei beweglicher Versetzungen,
d.h. η → 0 betrachtet werden.
Der folgende Ansatz lo¨st dann das linearisierte Gleichungssystem:
aκi := 0 (3.385)
n := 0 (3.386)
v = v1
′
e1′ := r · f(r)e1′ . (3.387)
Die Versetzungsdichte bleibt in diesem Beispiel also die des Referenzzustands. Durch
den Geschwindigkeitsansatz und die konstant bleibenden Cosserat–Vektoren werden
die (hier noch nicht an einem Referenzpunkt x und y betrachteten) Gleichungen
(3.337) und (3.338) erfu¨llt. Man beachte, daß
v1 = yf(r), (3.388)
v2 = −xf(r). (3.389)
Die Gleichungen (3.336) und (3.339) liefern dann nach kurzer Rechnung die Bedin-
gung fu¨r die Versetzungsbewegung:
df(r)
dr
=
a0u(r)
r2
. (3.390)
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Alle anderen Gleichungen des linearisierten Systems werden ebenfalls erfu¨llt, weil
der Zustand weiterhin spannungsfrei (σ·ij = 0) ist und die Versetzungsdichte zeitlich
konstant bleibt.
Gl.(3.390) bedeutet, daß eine reine starre Drehung des gekru¨mmten Kristalls um den
Ursprung, die mit
v = c · r also f = c = const. (3.391)
verknu¨pft ist, keine Versetzungsbewegung zur Folge hat.
Hingegen wird beispielsweise fu¨r f(r) = v0
R20
r, wenn sich also a¨ußere Schichten der
Kru¨mmungsstruktur schneller bewegen als innere (und damit eine Scherung des Ma-
terials stattfindet):
u =
v0
a0R20
r2. (3.392)
Dies bedeutet, daß die Versetzungen gleiten und sich das Material plastisch defor-
miert, da ein Geschwindigkeitsgradient auftritt, obwohl die Cosserat–Vektoren kon-
stant bleiben und die elastischen Spannungen weiterhin verschwinden.
Im Bereich, wo die Versetzungsdichte gerade N0 ist, also fu¨r r = R0, gilt dann:
u =
v0
a0
. (3.393)
Der Schergradient ist (im Referenzpunkt x = 0, y = R0):
D := ∂yv = 2
v0
R0
(3.394)
und damit
D = 2a0u%0N0a0b0. (3.395)
Mit b0 = a0 und % = M0a30
folgt:
D = 2uM0N0, (3.396)
wobei M0N0 aufgrund der Definition von N0 als spezifische Versetzungsdichte gerade
die Zahl der Versetzungen ist. Damit ist der Schergradient proportional zu Verset-
zungszahl und –geschwindigkeit.

Kapitel4
Dissipation im
Lagrangeformalismus
Die bisher aufgebaute Theorie der Versetzungsdynamik im Lagrangeformalismus muß
um einen entscheidenden Faktor erweitert werden: Die Dissipation. Wenn Versetzun-
gen gleiten, so geschieht dies unter Dissipation von mechanischer Energie, was letzt-
endlich zu einer Erho¨hung der Temperatur des Kristalls fu¨hrt, wenn abgeschlossene
Systeme betrachtet werden.
Zwar wurde im letzten Abschnitt ein dissipativer Term nachtra¨glich in die Gleichun-
gen eingebaut, das Ziel ist jedoch, dissipative Prozesse direkt in den Lagrangeforma-
lismus zu integrieren und sie damit im Rahmen des Hamiltonschen Variationsprinzips
zu beschreiben.
Dazu werden zuna¨chst die von Anthony entwickelten Grundlagen der Thermodyna-
mik irreversibler Prozesse (TIP) skizziert. Anschließend wird ein Modellsystem zwei-
er sich durchdringender Flu¨ssigkeiten betrachtet, die dissipativen (Reibungs–)Kra¨ften
unterworfen sind. Dieses Modell kann dann mit kleinen A¨nderungen in die Lagran-
gedichte der plastischen Deformation (3.249) integriert werden, da dort ebenfalls ein
Mehrflu¨ssigkeitsmodell betrachtet wird, na¨mlich die um die Cosserat–Vektoren er-
weiterte Flu¨ssigkeit des Hintergrundmediums und die (ebenfalls durch ideale Flu¨ssig-
keiten modellierte) Subkontinua der Versetzungsklassen.
Zum Schluß wird das Modell um einen von Systemgro¨ßen abha¨ngigen Reibungsko-
effizienten erweitert, um eine pha¨nomenologische Beschreibung der Fließgrenze zu
ermo¨glichen.
4.1 Thermodynamik irreversibler Prozesse im Lagrange-
formalismus
An dieser Stelle wird der Ansatz von Anthony (1990) skizziert, die TIP in den La-
grangeformalismus zu integrieren. Dabei werden hier nur die zentralen Gedanken am
Beispiel der Fourierschen Wa¨rmeleitungsgleichung wiedergegeben, der interessierte
Leser mo¨ge sich an die Literaturangaben halten. Das Konzept von Anthony entha¨lt
neben der Beschreibung der Wa¨rmeleitung sowie chemischer Reaktionen auch das sog.
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Entropiekonzept, welches mit der Darstellung der Temperatur (oder auch Konzen-
trationen von Stoffen in Systemen mit Diffusion) durch komplexe Felder verknu¨pft
ist. Es erlaubt einen neuen Zugang zu der Zustandsgro¨ße Entropie u¨ber Stabilita¨ts-
betrachtungen.
Das Konzept von Anthony
Die zentrale Idee, die Anthony im Zusammenhang mit der Wa¨rmeleitung vorstellt,
ist die Benutzung komplexer Felder. Man stellt fest, daß die Fouriersche Wa¨rmelei-
tungsgleichung1 bei angenommener konstanter spezifischer Wa¨rme c0 und konstan-
tem Wa¨rmeleitungskoeffizienten λ
c0∂tT (x, t)− λ∆T (x, t) = 0 (4.1)
keine Euler–Lagrange–Gleichung einer Lagrangedichte sein kann, da diese Gleichung
nicht selbstadjungiert ist und auch keine entsprechende Transformation gefunden
werden kann. Allerdings ist diese Gleichung nur im Rahmen des Prinzips des lokalen
Gleichgewichts (siehe dazu auch Meixner, Reik (1959)) gu¨ltig: Abweichungen vom
lokalen Gleichgewicht werden nicht erfaßt. Es mu¨ssen also neue Variablen definiert
werden, da die Temperatur allein nicht ausreicht.
Eine Mo¨glichkeit wa¨re, die Stro¨me – hier den Wa¨rmestrom jQ – als unabha¨ngige
Gro¨ßen zu betrachten und so neue Variablen einzufu¨hren, wie dies in der sog. erwei-
terten Thermodynamik irreversibler Prozesse (Jou, Casas-Va´zquez, Lebon (1993))
geschieht.
Im Rahmen des Lagrangeformalismus geschieht die Erweiterung auf Nicht–Gleichge-
wichtsprozesse mit Hilfe des komplexwertigen Feldes der thermischen Erregung
Ψ(x, t), das zusammen mit seinem konjugiert komplexen Pendant eine Definition der
absoluten Temperatur mo¨glich macht:
T (x, t) := Ψ∗(x, t)Ψ(x, t) ≥ 0. (4.2)
Diese Definition hat zwei entscheidende Vorteile: Erstens ist die so definierte abso-
lute Temperatur immer positiv definit. Zweitens besteht nun die Mo¨glichkeit, die
Wa¨rmeleitungsgleichung in den Lagrangeformalismus zu integrieren, da durch die
Einfu¨hrung eines komplexwertigen Feldes als prima¨res Feld u¨ber seine Darstellung
durch Betrag und Phase
Ψ(x, t) =
√
T (x, t)eiϕ(x,t) (4.3)
eine zweite Gro¨ße ϕ(x, t) ins Spiel gebracht wird, die aufgrund des Zusammenhangs
der komplexen Felder mit der Wa¨rmeleitung die thermische Phase genannt wird.
1In diesem Abschnitt wird bis auf weiteres wieder die indexfreie Notation gewa¨hlt.
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Nun beschreibt folgende Lagrangedichte2 die Wa¨rmeleitung:
l = − 1
ω
(c0T∂t (ϕ− ϕ0(t, T ))− λ∇T · ∇ (ϕ− ϕ0(t, T )) + ∂tG(T )) . (4.4)
In dieser verku¨rzten Darstellung werden die Abku¨rzung
ϕ0(t, T ) := −ωt+ T02T (4.5)
sowie die Konstanten ω aus Dimensionsgru¨nden und T0 als Referenztemperatur ein-
gefu¨hrt.
Die Euler–Lagrange–Gleichungen ergeben sich nach freier Variation der Felder T und
ϕ zu
δϕ :
1
ω
(c0∂tT − λ∆T ) = 0 (4.6)
δT :
1
ω
(c0∂t(ϕ− ϕ0) + λ(ϕ− ϕ0)) = 0. (4.7)
Neben der Wa¨rmeleitungsgleichung erha¨lt man eine zweite Gleichung fu¨r die ther-
mische Phase, die nach der Interpretation von Anthony die Mo¨glichkeit ero¨ffnet,
Nichtgleichgewichtsprozesse zu beschreiben.
Fu¨r die partikula¨re Lo¨sung
ϕp(x, t) = ϕ0(t, T (x, t)) (4.8)
stimmt die Noethersche Energiebilanz mit der klassischen Lo¨sung u¨berein (die in
diesem Fall wieder die Wa¨rmeleitungsgleichung ist). Dieser Fall wird daher mit dem
traditionellen Prinzip des lokalen Gleichgewichts identifiziert, das in dieser Theorie
als Sonderfall erhalten bleibt.
Die Gro¨ße G(T ) spielt in den Euler–Lagrange–Gleichungen keine Rolle, sie wird zur
Anpassung der Entropie nach dem Entropiekonzept von Anthony (1988, 1990) an die
TIP beno¨tigt:
Dort wird die Stabilita¨t von wahren Prozessen mit neuen Observablen verknu¨pft,
die inhomogenen Bilanzgleichungen mit positiv definiten Erzeugungstermen genu¨gen,
a¨hnlich wie dies die Entropie in der TIP tut. Anthony zeigte, daß es tatsa¨chlich
mo¨glich ist, die fu¨r die Wa¨rmeleitung bekannte Entropiebilanz als Ergebnis dieses
Konzeptes zu erhalten und die Observable Entropie u¨ber dieses Konzept zu definie-
ren. Dies geht jedoch nur, wenn die komplexen Felder als prima¨re Felder und die
Temperatur als abgeleitete Gro¨ße aufgefaßt werden (vgl. Gl.(4.2)), was analog zur
Quantenmechanik ist, in der die Wahrscheinlichkeitsdichte ebenfalls eine von den
prima¨ren Gro¨ßen Ψ und Ψ∗ abgeleitete Gro¨ße ist (siehe dazu auch Schargott (2001)).
2Fu¨r die Euler–Lagrange–Gleichungen und die durch sie beschriebene Dynamik des Systems
ist es ohne Belang, ob man die Darstellung der Lagrangedichte mit komplexwertigen Feldern
l = l(Ψ,Ψ∗, ∂tΨ, ∂tΨ∗,∇Ψ,∇Ψ∗) oder mittels Betrag und Phase l = l(T, ϕ, ∂tT, ∂tϕ,∇T,∇ϕ) wa¨hlt.
Hier wird die Betrag–Phase–Darstellung gewa¨hlt, weil sie anschaulicher ist und die Temperatur als
Variable auftritt. Die komplexwertigen Felder der thermischen Erregung sind allerdings weiterhin die
prima¨ren Felder.
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Das Entropiekonzept setzt eine konsequente Darstellung aller Observablen durch
komplexwertige Felder voraus. Eine solche Darstellung wurde aber in dieser Arbeit
nicht betrachtet, daher wird an dieser Stelle nicht ausfu¨hrlicher auf diesen Themen-
komplex eingegangen.
4.2 Dissipative Prozesse im Lagrangeformalismus
Die von Anthony vorgeschlagene Lagrangedichte (4.4) wird nun als Basis genom-
men, um thermodynamische Aspekte in die Beschreibung der Versetzungsbewegung
einzubringen. Dazu wird auf die Wa¨rmeleitung verzichtet, um den Formelapparat
nicht zu u¨berfrachten. Es geht hier zuna¨chst ausschließlich um den Aspekt der Dis-
sipation, also Transfer der Energie von mechanischen auf thermische Freiheitsgrade.
Da auf eine Anpassung an das Entropiekonzept verzichtet wird, kann die Funktion
G(T ) vernachla¨ssigt werden. Auf die Euler–Lagrange–Gleichung hat sie keinen Ein-
fluß. Allerdings wird die Konstanz der spezifischen Wa¨rme zuna¨chst aufgegeben. Die
Referenztemperatur in Gl.(4.5) wird formal zu
T0 = 0 (4.9)
gesetzt, was auf die Observablengleichungen keinen Einfluß hat und die Lo¨sung des
lokalen Gleichgewichts zu
ϕ0 = −ωt (4.10)
verku¨rzt.
4.2.1 Aufbau der Lagrangedichte
Wenn das Temperaturfeld T (x, t) in einem Hintergrundmedium betrachtet wird, das
sich mit einer Geschwindigkeit v bewegt, mu¨ssen substantielle statt partielle zeitliche
Ableitungen gewa¨hlt werden. Außerdem muß fu¨r das Hintergrundmedium eine Be-
wegungsgleichung aus der Lagrangedichte folgen. Dazu wird als Medium wieder die
ideale Flu¨ssigkeit gewa¨hlt, die bereits ausfu¨hrlich diskutiert wurde.
Als Energie kann zum Beispiel eine Summe U(%) + cT angesetzt werden. Dies ist
aber nicht der allgemeine Fall. Es ist besser, eine Zustandsfunktion U = U(%, S) zu
wa¨hlen. Allerdings ist hier die Temperatur die unabha¨ngige Variable, sodaß besser
U = U(%, T ) gewa¨hlt wird3.
U ist hier die spezifische innere Energie. Als Antwortgro¨ßen sind Druck p und die
spezifische Entropie s definiert u¨ber die freie Energie
dF = −sdT + p
%2
d%, (4.11)
3Es ist aber zu beachten, daß diese Funktion keine Potentialfunktion mehr ist. Dazu wa¨re die
freie Energie F (%, T ) := U − Ts als Funktion heranzuziehen.
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sodaß folgt:
s := −∂F
∂T
(4.12)
p := %2
∂F
∂%
. (4.13)
U¨ber den Zusammenhang
U(%, T ) = F (%, T ) + Ts(%, T ) (4.14)
erha¨lt man fu¨r die (spa¨ter auch bei der Variation auftretenden) partiellen Ableitungen
der Energiedichte
∂U
∂%
=
p
%2
+ T
∂s
∂%
(4.15)
∂U
∂T
= T
∂s
∂T
=: c(%, T ), (4.16)
wobei aus der letzten Gleichung die spezifische Wa¨rmekapazita¨t c definiert wird.
Durch den Energieansatz U = U(%, T ) ist nun eine reversible Kopplung zwischen
thermischen und mechanischen Freiheitsgraden mo¨glich. Diese a¨ußert sich z.B. durch
Ausdehnung des Mediums bei Erwa¨rmung und wird durch denAusdehnungsmodul
N(%, s) :=
∂T
∂%
(4.17)
beschrieben. Im Variablensatz (%, T ) wird daraus mit den u¨blichen funktionellen Zu-
sammenha¨ngen der Thermodynamik der Ausdehnungsmodul
N(%, T ) := −
∂s(%,T )
∂%
∂s(%,T )
∂T
= −T
c
∂s(%, T )
∂%
. (4.18)
Es muß gewa¨hrleistet sein, daß die Entropie sich substantiell nicht a¨ndert, da zuna¨chst
keine dissipativen Prozesse beru¨cksichtigt werden:
%D(v)t s(%, T ) = %
∂s
∂%
D(v)t %+ %
∂s(%, T )
∂T
D(v)t T = 0. (4.19)
Fu¨r die Temperatur folgt, daß sie der Gleichung
D(v)t T −N(%, T )D(v)t % = 0 oder D(v)t T + %N∇ · v = 0 (4.20)
genu¨gen muß4. A¨nderungen der Temperatur sind also nur durch adiabatische Kom-
pression oder Expansion u¨ber die thermo–mechanische Kopplung mo¨glich.
4Im zweiten Ausdruck wurde die Kontinuita¨tsgleichung des Hintergrundmediums benutzt.
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Beru¨cksichtigt man diesen Zusammenhang, so entha¨lt folgender Ansatz fu¨r eine La-
grangedichte der idealen Flu¨ssigkeit die thermodynamischen Freiheitsgrade:
l = −%
(
D(v)t Φ+ αD
(v)
t β +
c0
ω
TD(v)t ϕ−
1
2
v2 + U(%, T ) +
c0
ω
ϕN(%, T )D(v)t %
)
(4.21)
mit den konstanten Referenzgro¨ßen
c0 = const. (4.22)
ω = const. (4.23)
Die Variation nach der thermischen Phase fu¨hrt nun zu der geforderten Gleichung
fu¨r die Temperatur:
%
(c0
ω
D(v)t T −
c0
ω
N(%, T )D(v)t %
)
= 0. (4.24)
Variation nach der Temperatur fu¨hrt zu folgender Euler–Lagrange–Gleichung fu¨r die
thermische Phase:
c0
ω
%D(v)t ϕ+ %c(%, T ) +
c0
ω
%ϕ
∂N(%, T )
∂T
D(v)t % = 0. (4.25)
Wegen der Ankopplung der thermischen Freiheitsgrade an den materiellen Tra¨ger
geht der einfache Zusammenhang (4.10) fu¨r das lokale Gleichgewicht verloren. Wenn
die innere Energie jedoch in
U(%, T ) = c0T + Uel(%) (4.26)
zerfa¨llt, so wird Gl.(4.25) wegen N = 0 zu
c0
ω
%D(v)t ϕ+ %c0 = 0
⇒ D(v)t ϕ+ ω = 0, (4.27)
was wieder
ϕ0 = −ωt (4.28)
als Lo¨sung im lokalen Gleichgewicht nach sich zieht.
Die restlichen Euler–Lagrange–Gleichungen werden hier nicht explizit angegeben,
sondern weiter unten im Zusammenhang mit dem Zwei–Flu¨ssigkeits–Modell. Es ist
aber anschaulich klar, daß der Einbau der thermischen Freiheitsgrade einen Einfluß
auf die Impulsbilanz der Flu¨ssigkeit haben wird. Erwa¨hnenswert ist außerdem, daß
die Kontinuita¨tsgleichung des Hintergrundmediums erhalten bleibt, sodaß die Mas-
senerhaltung nicht verletzt wird.
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4.2.2 Einbau der Dissipationsrate
Die Integration dissipativer Effekte in den Lagrangeformalismus geschieht in dem hier
aufgebauten Modell u¨ber folgenden Ansatz:
In der Temperaturgleichung wird eine positiv definite Dissipationsrate vorgegeben,
die zu einer Erho¨hung der thermischen Energie fu¨hrt. Die Dissipation wird also u¨ber
energetische Betrachtungen in das Modell eingebaut. Dieser Ansatz unterscheidet
sich von der Methode, Reibungs– und damit dissipative Pha¨nomene in bestehende
mechanische Modelle zu integrieren, indem eine Reibungskraft vorgegeben wird, die
dann zu einer Dissipationsrate in der Wa¨rmebilanz fu¨hrt. Hier wird
%TD(v)t s = %σ ⇒ %c
(
D(v)t T −ND(v)t %
)
= %σ (4.29)
vorgegeben. Die Vorgabe der Dissipationsrate σ in der Lagrangedichte hat natu¨rlich
einen Einfluß auf die Euler–Lagrange–Gleichungen. Es wird nun gezeigt, daß durch
diesen Ansatz eine dissipative Dynamik beschrieben werden kann, die zu Reibungs-
kra¨ften in den Bewegungsgleichungen fu¨hren.
Hier wird nur eine rein von der Geschwindigkeit abha¨ngende Reibung beschrieben,
die Dissipationsrate lautet also
%σd(v) ≥ 0. (4.30)
Explizites Herausziehen der Dichte geschieht wieder, weil alle hier betrachteten dis-
sipativen Prozesse nur stattfinden ko¨nnen, wenn Materie vorhanden ist.
In die Lagrangedichte muß dieser Ansatz so integriert werden, daß die Variation nach
der thermischen Phase zu der Temperaturgleichung
%cD(v)t T − %cND(v)t % = %σ (4.31)
fu¨hrt. Dazu ist die Lagrangedichte um einen Term
ϕ
c0
c(%, T )ω
%σ (4.32)
zu erweitern.
Es werden hier abgeschlossene Systeme betrachtet. Da das Ziel die Modellierung
von Reibung zweier Medien untereinander ist, na¨mlich des Subkontinuums der Ver-
setzungen mit dem Hintergrundmedium, wird nun ein Modellsystem entwickelt, das
zwei Flu¨ssigkeiten beschreibt, die sich gegenseitig durchdringen (siehe auch Schargott
(2001)).
4.2.3 Modell zweier Flu¨ssigkeiten mit Reibung
Es werden zwei Flu¨ssigkeiten beschrieben, wobei jeder Flu¨ssigkeit eine eigene Dich-
te, Geschwindigkeit, Temperatur und thermische Phase zugeordnet wird. Die einzige
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Wechselwirkung sei eine Reibung, die bei nicht–verschwindender Relativgeschwindig-
keit der Fluide stattfindet. Sie wird vorgegeben durch die Dissipationsrate
f(%1, %2)σd(v1,v2) = f(%1, %2)σd (|v1 − v2|) ≥ 0, (4.33)
die aus Symmetriegru¨nden nur von der Differenzgeschwindigkeit abha¨ngt und positiv
semi-definit sein muß. Der Vorfaktor ist hier nicht eine Dichte % sondern eine Funktion
f(%1, %2) der Dichten beider Flu¨ssigkeiten.
Außerdem muß beru¨cksichtigt werden, daß sich die dissipierte Energie auf beide Flui-
de aufteilt.
Die Lagrangedichte wird nun aus zwei Flu¨ssigkeiten mit thermischer Energie gema¨ß
Gl.(4.21) aufgebaut. Die dritte Zeile entha¨lt den — durch die oben gemachten Be-
trachtungen motivierten — Ansatz fu¨r die dissipativen Terme:
l = −%1
(
D(1)t Φ1+α1D
(1)
t β1+
c0
ω0
T1D
(1)
t ϕ1−
1
2
v21+U1+
c0
ω0
ϕ1N1D
(1)
t %1
)
−%2
(
D(2)t Φ2+α2D
(2)
t β2+
c0
ω0
T2D
(2)
t ϕ2−
1
2
v22+U2+
c0
ω0
ϕ2N2D
(2)
t %2
)
− c0
ω0
f(%1, %2)
(
λ1
c1
ϕ1+
λ2
c2
ϕ2
)
︸ ︷︷ ︸
:=Ω(%1,%2,T1,T2,ϕ1,ϕ2)
σ(v1−v2)
(4.34)
Dabei sind c0 und ω0 Referenzgro¨ßen und λ1 und λ2 mit λ1+λ2 = 1 Konstanten, die
die Aufteilung der dissipierten Energie auf die beiden Medien bestimmen, und
D(1)t := ∂t + v1 · ∇ und D(2)t := ∂t + v2 · ∇ (4.35)
sind die substantiellen Ableitungen bezu¨glich der ersten bzw. der zweiten Flu¨ssigkeit.
Die Energien, Ausdehnungsmoduln und spezifischen Wa¨rmekapazita¨ten sind jeweils
Funktionen der Dichte und Temperatur der ihnen zugeordneten Flu¨ssigkeit:
U1 = U1(%1, T1) und U2 = U2(%2, T2), (4.36)
N1 = N1(%1, T1) und N2 = N2(%2, T2), (4.37)
c1 = c1(%1, T1) und c2 = c2(%2, T2). (4.38)
Auf die Beschreibung von Prozessen, die zum Temperaturausgleich zwischen den
beiden Medien fu¨hren, speziell die Wa¨rmeleitung, wird hier verzichtet, um die Glei-
chungen nicht zu u¨berfrachten. Weiterhin beachte man noch die – zur Abku¨rzung
eingefu¨hrte – Gro¨ße Ω:
Ω :=
c0
ω0
f(%1, %2)
(
λ1
c1
ϕ1 +
λ2
c2
ϕ2
)
. (4.39)
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Euler–Lagrange–Gleichungen
Die Euler–Lagrange–Gleichungen werden hier nur fu¨r das erste Fluid mit dem In-
dex (1) angegeben5. Die Gleichungen sind hier der U¨bersicht wegen bereits etwas
umgeformt:
Kontinuita¨tsgleichung:
δΦ1 : ∂t%1 +∇ · (%1v1) = 0 (4.40)
Bewegungsgleichung der Clebsch–Potentiale:
δα1 : %1D
(1)
t β1 = 0 (4.41)
δβ1 : %1D
(1)
t α1 = 0 (4.42)
Implizite Definition der Geschwindigkeit:
δv1 : v1 = ∇Φ1 + α1∇β1 + c0
ω0
T1∇ϕ1 + c0
ω0
ϕ1N1∇%1 + Ω
%1
∂σ
∂v1
(4.43)
Temperaturgleichung:
δϕ1 :
c0
ω0
%1D
(1)
t T1 −
c0
ω0
%1N1D
(1)
t %1 −
c0
ω0
f
λ1
c1
σ = 0 (4.44)
Thermische Phase (umgeformt mit c1 = ∂U1∂T1 ):
δT1 : D
(1)
t ϕ1 + ω0
c1
c0
+ ϕ1
∂N1
∂T1
D(1)t %1 +
f
%1
λ1ϕ1
c21
∂c1
∂T1
σ = 0 (4.45)
Verallgemeinerte Bernoulli–Gleichung:
δ%1 : D
(1)
t Φ1−
1
2
v21+
c0
ω0
T1D
(1)
t ϕ1+U1+%1
∂U1
∂%1
+
c0
ω0
ϕ1N1D
(1)
t %1−
c0
ω0
%D(1)t (ϕ1N1)
+
c0
ω0
%1ϕ1
∂N1
∂T1
D(1)t %1+
∂f
∂%1
Ω
f
σ− c0
ω0
f
λ1ϕ1
c21
∂c1
∂%1
σ = 0. (4.46)
Auf folgende Aspekte dieser Gleichungen sei hier hingewiesen:
• Die Geschwindigkeit wird in Gl.(4.43) u¨ber einen verallgemeinerten Clebsch–
Ansatz definiert. Allerdings ist diese Definition mit der Geschwindigkeit v2 u¨ber
die Dissipationsrate gekoppelt, sodaß es sich hier um eine implizite Definition
der Geschwindigkeit handelt.
• Die Temperaturgleichung (4.44) lautet nach kurzer Umformung:
%1c1D
(1)
t T1 − %1c1N1D(1)t %1 = λ1f(%1, %2)σ ≥ 0 (4.47)
und ist damit analog zu der geforderten Gleichung (4.31), wobei wegen der
Aufteilung der dissipierten Energie auf zwei Fluide der Faktor λ1 hinzukommt.
5Aufgrund der Symmetrie des Systems erha¨lt man die Euler–Lagrange–Gleichungen fu¨r das zweite
Fluid durch Austausch der Indizes (1)↔ (2).
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Die Funktion f(%1, %2), welche die Dichten der beiden Flu¨ssigkeiten verknu¨pft,
la¨ßt die Mo¨glichkeit offen, den Einfluß der Dichten auf die Dissipationsrate zu
beru¨cksichtigen.
• Die verallgemeinerte Bernoulli–Gleichung (4.46) entha¨lt nun Terme mit der
thermischen Phase, Temperatur und u¨ber die Dissipationsrate auch die Ge-
schwindigkeit des anderen Fluids.
Noethersche Bilanzen
Die Ergebnisse fu¨r das Noethersche Theorem bezu¨glich Orts– und Zeittranslations-
invarianz liefern die homogenen Impuls– und Energie–Bilanzen beider Fluide.
Die Impulsbilanz lautet6:
∂t (%1v1+%2v2)+∇ · (p11+p21+%1v1 ⊗ v1+%1v1 ⊗ v2) (4.48)
−∇·
(
Ω (v1−v2)⊗ ∂σ
∂(v1−v2)+
c0f0
ω0
σ
(
λ1ϕ1
c1
(
1+
%1N1
T1
)
+
λ2ϕ2
c2
(
1+
%2N2
T2
))
1
)
=0
Sie la¨ßt erkennen, daß die dissipative Dynamik Einfluß auf die Gesamtimpulsbilanz
hat, und zwar u¨ber einen erweiterten Spannungstensor (2. Zeile).
Verschwindet die Dissipationsrate σ, so wird die Impulsbilanz, in substantiellen Ab-
leitungen geschrieben, zu derjenigen zweier Flu¨ssigkeiten, die nicht wechselwirken:
%1D
(1)
t v1 + %2D
(2)
t v2 +∇p1 +∇p2 = 0. (4.49)
Die Energiebilanz7 lautet:
∂t
(
1
2
%1v
2
1 + %1U1 +
1
2
%2v
2
2 + %2U2
)
+∇ ·
((
1
2
%1v
2
1 + %1U1 + p1
)
v1 +
(
1
2
%2v
2
2 + %2U2 + p2
)
v2
)
+∂t
(
Ω
(
σ − v1 ∂σ
∂v1
− v2 ∂σ
∂v2
))
−∇ ·
(
Ω
(
v1
[
v1
∂σ
∂v1
]
+ v2
[
v2
∂σ
∂v2
]))
= 0 (4.50)
Man erkennt, daß neben der klassisch zu erwartenden Energiedichte ein Anteil hin-
zukommt, der hier als Transferenergie bezeichnet wird:
eTr := Ω
(
σ − v1 ∂σ
∂v1
− v2 ∂σ
∂v2
)
. (4.51)
Dazu geho¨rt eine Transferenergie–Stromdichte:
jTr := Ω
(
v1
[
v1
∂σ
∂v1
]
+ v2
[
v2
∂σ
∂v2
])
(4.52)
61 ist der Einheitstensor δij .
7Der U¨bersicht halber hier fu¨r N = 0 und c1 = c2 = c0 = const. angegeben.
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Beide Gro¨ßen spielen nur bei dissipativen Prozessen eine Rolle, denn fu¨r σ = 0
verschwindet der Transferanteil, und die Energiebilanz reduziert sich auf die bekannte
Bilanz zweier unabha¨ngiger Fluide.
Interpretation der Transferenergie
Die oben beschriebenen Gleichungen enthalten neben den “klassischen” Energiean-
teilen wie kinetische und innere Energie und den dazugeho¨renden Stro¨men auch die
sog. Transferenergie und den zugeho¨rigen Strom. Diese Energie ist direkt mit der
Dissipationsrate verknu¨pft und wird folgendermaßen interpretiert:
In diesem Modell geschieht der U¨bergang der dissipierten mechanischen Energie auf
thermische Freiheitsgrade offenbar nicht instantan: die dissipierte Energie wird in
einer neuen Energieform “zwischengespeichert”. Wenn die Temperatur T in diesem
Beispiel als Gleichgewichtstemperatur interpretiert wird, so ist hier i.a. kein direk-
ter Transfer der dissipierten Energie in das Gleichgewicht mo¨glich, sondern es gibt
einen Mechanismus, der als “Moderator” fu¨r diesen U¨bergang dient und den Transfer
beeinflußt. Die zugeho¨rige Energieform wird folglich Transferenergie genannt.
Dieser Mechanismus ist in dem hier erstellten Modell allein von den Variablen %i,vi, Ti
und ϕi abha¨ngig und wird durch die Dynamik des Systems bestimmt. In der vorlie-
genden Arbeit wird dieser Mechanismus der Dissipation vollsta¨ndig im Lagrangefor-
malismus beschrieben und kann somit als Modell fu¨r die Dissipation der Versetzungs-
bewegung dienen.
Die Transferenergie muß im Gleichgewicht verschwinden. Daß dies tatsa¨chlich der
Fall ist, zeigen die Beispiele verschiedener Reibungsgesetze weiter unten. Zuna¨chst
mu¨ssen aber die Bewegungsgleichungen der beiden Flu¨ssigkeiten berechnet werden.
Das Reibungsgesetz fu¨r die Differenzgeschwindigkeit
Die eigentliche dissipative Dynamik wird durch die Gleichung fu¨r die Differenzge-
schwindigkeit u bestimmt. Fu¨r den etwas vereinfachten Fall, daß sich die inneren
Energiedichten als Summen elastischer und thermischer Energiedichten darstellen
lassen
Ui(%i, Ti) =Wi(%i) + ciTi, i = 1, 2 (4.53)
sowie nach Wahl der Funktion
f(%1, %2) = f0 := %0 (4.54)
mit %0 = const. als Referenzdichte und der Definition der Differenzgeschwindigkeit
u := v1 − v2 (4.55)
ko¨nnen die partikula¨ren Lo¨sungen fu¨r die thermischen Phasen im lokalen Gleichge-
wicht aus Gl.(4.45) zu
ϕ
(0)
1 = −ω
c1
c0
t (4.56)
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und
ϕ
(0)
2 = −ω
c2
c0
t (4.57)
bestimmt werden.
Fu¨r diesen Fall vereinfacht sich die Gro¨ße Ω in Gl.(4.39) zu
Ω = −%0t, (4.58)
was sich durch Einsetzen sofort verifizieren la¨ßt.
Damit folgt nach kurzer Rechnung fu¨r die Impulsbilanz einer Flu¨ssigkeit8:
%1D
(1)
t v1 +∇p1 = −%0t
∂σ
∂u
∇ · v1 − %0 ∂σ
∂u
− %0t
(
D(1)t
∂σ
∂u
+∇⊗ v1 · ∂σ
∂u
)
. (4.59)
Fu¨r die zweite Flu¨ssigkeit folgt unter Beru¨cksichtigung von
∂σ
∂v1
=
∂σ
∂u
= − ∂σ
∂v2
(4.60)
die analoge Gleichung
%2D
(2)
t v2 +∇p2 = %0t
∂σ
∂u
∇ · v2 + %0 ∂σ
∂u
+ %0t
(
D(2)t
∂σ
∂u
+∇⊗ v2 · ∂σ
∂u
)
, (4.61)
die mit (4.59) in der Summe die folgende Noetherbilanz fu¨r diesen vereinfachten Fall
ergibt9:
%1D
(1)
t v1+%2D
(2)
t v2+∇p1+∇p2 = ∇ ·
(
(−%0t)u⊗ ∂σ
∂u
+ (−%0t)σ
)
. (4.62)
Aus der Differenz dieser Gleichungen folgt hingegen die Gleichung fu¨r die Relativge-
schwindigkeit u:
∂tu = −v1 · ∇v1+v2 · ∇v2−∇p1
%1
+
∇p2
%2
−%0
(
1
%1
+
1
%2
)
∂σ
∂u
−%0t
(
1
%1
+
1
%2
)
∂t
∂σ
∂u
+
%0t
%1
(
∇⊗ v1 · ∂σ
∂u
−∇ ·
(
v1 ⊗ ∂σ
∂u
))
+
%0t
%2
(
∇⊗ v2 · ∂σ
∂u
−∇ ·
(
v2 ⊗ ∂σ
∂u
))
.
(4.63)
8Man wende die substantielle Zeitableitung auf Gl.(4.43) an und setze die Bewegungsgleichungen
fu¨r die Clebsch–Potentiale und die thermischen Gro¨ßen ein.
9Man setze in Gl.(4.49) N1 = N2 = 0 und c1 = c2 = c0 sowie Ω = −%0t und benutze die
Kontinuita¨tsgleichung, um auf substantielle Ableitungen umzuformen.
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Lo¨sungen fu¨r zwei homogene Flu¨ssigkeiten
Um die Bedeutung der Gleichung (4.63) zu beurteilen, werden thermodynamisch
homogene, inkompressible Flu¨ssigkeiten betrachtet. Das bedeutet, daß die Gradienten
der Geschwindigkeiten verschwinden, ebenso die Druckterme, da eine freie Stro¨mung
betrachtet wird.
Fu¨r inkompressible Flu¨ssigkeiten konstanter Dichten mit der Zuordnung einer Refe-
renzdichte
%0 :=
%1%2
%1 + %2
(4.64)
als reduzierter Dichte und wegen
∂tΩ = −%0 (4.65)
folgt nun die Bewegungsgleichung fu¨r die Differenzgeschwindigkeit:
%0∂tu = −%0 ∂σ
∂u
− %0t∂t ∂σ
∂u
= −∂t
(
t
∂σ
∂u
)
. (4.66)
Dies ist die Bewegungsgleichung fu¨r die Differenzgeschwindigkeit. Auf der linken Seite
steht die zeitliche A¨nderung der Impulsdichte, folglich ist die rechte Seite als Kraft-
dichte zu interpretieren. Da ausschließlich Reibungswechselwirkung betrachtet wurde,
muß dies eine Reibungskraft sein, sodaß man
%0∂tu = %0fR (4.67)
schreiben kann. Die Reibungskraft ist hier offenbar u¨ber die zeitliche Ableitung ei-
ner Funktion definiert, sodaß man hier — in Analogie zu Potentialfunktionen, bei
denen die Kra¨fte aus Gradienten bestimmt werden — von einem zeitlichen Potential
sprechen kann:
fR := −∂t
(
t
∂σ
∂u
)
. (4.68)
Trotz der gemachten Vereinfachungen ist diese Gleichung direkt aus den Euler–
Lagrange–Gleichungen hergeleitet, ist also Folge der Variation der Lagrangedichte
(4.34).
Dieses vereinfachte System kann sofort durch Integration gelo¨st werden. Beginnt man
bei t0 = 0 mit einer Relativgeschwindigkeit von u(t0) = u0, so folgt aus Gl.(4.66):
u = u0 − t∂σ
∂u
. (4.69)
Ein Ansatz fu¨r die Dissipationsrate bestimmt u¨ber diese Gleichung das Reibungsge-
setz. Es sollen nun die Reibungsgesetze hergeleitet werden, die fu¨r Dissipationsraten
entstehen, wie sie fu¨r die prominentesten Reibungsgesetze gelten, na¨mlich die Cou-
lombsche Reibung, auch trockene Reibung genannt, und die Stokesche Reibung.
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Coulomb–Reibung
Fu¨r Coulombsche Reibung folgt aus (4.69) im eindimensionalen Fall mit
σC = µ|u| (4.70)
fu¨r u ≥ 0 die Lo¨sung
u = u0 − µt, (4.71)
also die bekannte Gleichung fu¨r die Differenzgeschwindigkeit zweier Ko¨rper, die der
Coulombschen Reibung unterworfen sind.
Hier wird die klassische Gleichung reproduziert. Fu¨r diesen Fall verschwindet auch
die Transferenergie, die sich nach Gl.(4.51) zu
eTr = −%0t
(
σC − u∂σC
∂u
)
(4.70)
= 0 (4.72)
ergibt. Dabei besteht darin ein Unterschied zur bekannten Coulomb–Reibung, daß
diese fu¨r Oberfla¨chen–Kontakte gemessen wird. Hier hat man es aufgrund des Zwei–
Flu¨ssigkeit–Modells mit Reibung im Volumen zu tun. Im Hinblick auf die dissipative
Bewegung der Versetzungen kann dieses Modell der Volumenreibung aber als mo¨gli-
cher Ansatz benutzt werden.
Stokessche Reibung
Bei der Stokesschen Reibung mit der Dissipationsrate
σS = ηu2 (4.73)
ergibt sich ein etwas anderes Bild:
Hier ergibt sich die Lo¨sung
u = u0 − 2ηtu, (4.74)
was zu der dissipativen Bewegung
u =
u0
1 + 2ηt
t→∞→ 0 (4.75)
und damit zum Verschwinden der Differenzgeschwindigkeit fu¨r t −→ ∞ fu¨hrt.
Diese Lo¨sung weicht aber vom klassischen Fall ab, fu¨r die das Reibungsgesetz
∂tu = −ηu (4.76)
bekanntlich folgende Lo¨sung hat:
ukl = u0e−ηt. (4.77)
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Diese Abweichung liegt an einer vera¨nderten Dynamik des Gesamtsystems. Wa¨hrend
klassisch die gesamte dissipierte mechanische Energie instantan zu einer Erho¨hung
der thermischen Energie fu¨hrt, ist hier eine Transferenergie als weitere Gro¨ße ins Spiel
gekommen, die durch Zwischenspeicherung die Dynamik vera¨ndert
eTr = −%0t
(
σ − u∂σ
∂u
)
(4.73)
= %tηu2, (4.78)
die aber fu¨r t → ∞ gegen 0 geht und im Fall verschwindender Dissipation ebenfalls
verschwindet.
Abschließende Bemerkungen
Das hier vorgestellte Modell zweier Flu¨ssigkeiten entha¨lt eine dissipative Dynamik,
die im Falle der Coulombschen Reibung mit der klassischen Dynamik u¨bereinstimmt.
Die Versetzungsklassen ko¨nnen nun, jede fu¨r sich, zusa¨tzlich mit dissipativen Ele-
menten versehen werden, na¨mlich den Bewegungen relativ zum Hintergrundmedium
(also abha¨ngig von den Driftgeschwindigkeiten).
Im oben beschriebenen Stokesschen Fall erha¨lt man eine von der klassischen Be-
schreibung abweichende Dynamik. Diese unterliegt jedoch noch einer wesentlichen
Einschra¨nkung: Fu¨r die thermische Phase ging hier nur die Gleichgewichtslo¨sung
ein. Da jedoch Dissipation nicht im Gleichgewicht stattfindet, muß fu¨r die volle Be-
schreibung die zeitliche Entwicklung der thermischen Phase bekannt sein. Dazu sind
jedoch genauere Information u¨ber Prozesse außerhalb des Gleichgewichts no¨tig. Erst
dann kann die volle Nicht–Gleichgewichtsdynamik des Systems bestimmt werden. Da
auch die Transferenergie von der thermischen Phase (im Beispiel u¨ber die Gro¨ße Ω)
abha¨ngt, wird dies zu einer genaueren Beschreibung des Transfers von mechanischen
auf thermische Freiheitsgrade fu¨hren.
Insbesondere die Versetzungsdynamik erfolgt fernab vom lokalen Gleichgewicht. In-
sofern ist zu erwarten, daß die Bewegungen der Versetzungen auf die Bewegungsglei-
chung der thermischen Phase wesentlichen Einfluß haben.
In dieser Arbeit besteht aber das wesentliche Ziel darin, die dissipative Bewegung
prinzipiell in das Modell der Versetzungsdynamik zu integrieren. Dies ist nun mo¨glich
und wird abschließend im na¨chsten Abschnitt behandelt.
4.3 Dissipative Versetzungsdynamik
Aufbauend auf dem Mehr–Flu¨ssigkeitsmodell der Versetzungen wird nun die Verset-
zungsdynamik im Lagrangeformalismus um dissipative Eigenschaften erweitert. Dies
geschieht pha¨nomenologisch u¨ber einen Ansatz, der eine Reibungskraft der Verset-
zungen mit dem Hintergrundmedium in Analogie zu dem oben beschriebenen Zwei–
Flu¨ssigkeitsmodell beru¨cksichtigt.
Die spezielle Form der Dissipationsrate wird hier offengelassen, es sind sowohl Cou-
lombsche als auch Stokessche Reibung denkbar. Allerdings wird fu¨r dieses Modell die
Konstanz des Reibungskoeffizienten η aufgegeben10:
10Dabei kann η sowohl fu¨r den Coulombschen als auch fu¨r den Stokesschen Reibungskoeffizienten
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4.3.1 Vera¨nderlicher Reibungskoeffizient
Um reale Verformungskurven zu modellieren, wird ein Reibungskoeffizient angenom-
men, der mindestens zwei verschiedene Werte annehmen kann. Fu¨r kleine a¨ußere
Spannungen soll der Kristall elastisch reagieren. Versetzungsbewegungen spielen hier
kaum eine Rolle. Im Modell bedeutet das, daß der Reibungskoeffizient sehr groß ist.
Anschaulich kann dies anhand der Gleichung (3.299) bzw. der linearisierten Gleichung
(3.363) geschehen: Das Reibungsgesetz lautet dort vereinfacht
∂tu+ ηu = fg, (4.79)
wobei fg als Abku¨rzung fu¨r die Summe der auf die Versetzung wirkenden Kra¨fte
steht.
Dann kann bei kleinen Kra¨ften und großer Reibung eine schleichende Versetzungs-
bewegung angenommen werden, in der der Tra¨gheitsterm ∂tu vernachla¨ssigt werden
kann. Man erha¨lt:
u ≈ fg
η
η→∞−→ 0. (4.80)
Fu¨r große Reibungsterme bewegen sich die Versetzungen also kaum, die Dissipati-
onsrate wird klein:
σd = ηu2 ≈
f2g
η
η→∞−→ 0. (4.81)
Damit reagiert der Kristall im Grenzfall η → ∞ ideal elastisch. Fu¨r endliche, aber
große Reibungskoeffizienten wird bei konstant gehaltener Spannung zwar eine schlei-
chende Versetzungsbewegung und damit eine plastische Deformation eintreten. Diese
findet jedoch auf sehr großen Zeitskalen statt.
Damit wird ein viskoelastisches Material im elastischen Grenzfall modelliert. Das
bekannteste Beispiel – auch wenn es sich hier nicht um einen Kristall handelt – ist
Glas, das auf großen Zeitskalen fließt, wie man das z.B. an alten Kirchenfenstern
sehen kann.
Damit la¨ßt sich zwar nicht modellieren, daß sich Versetzungen bei kleinen a¨ußeren
Kra¨ften (und hinreichend niedrigen Temperaturen) u¨berhaupt nicht bewegen. Als
gute Na¨herung kann jedoch η so groß gewa¨hlt werden, daß keine makroskopische
Deformation auf hinreichend großen Zeiten (die durch experimentelle Mo¨glichkeiten
definiert werden) eintritt. Der Grenzfall η → ∞ wu¨rde einem exakten Pinning ent-
sprechen, fu¨r η fehlte dann aber die Beschreibung durch analytische Funktionen.
Wenn die a¨ußeren Spannungen erho¨ht werden, so beginnt die plastische Deformation.
Der Tra¨gheitsterm in der Bewegungsgleichung der Versetzungsdriftgeschwindigkeit
kann nun nicht mehr vernachla¨ssigt werden. Die Versetzungen im Modell bewegen
sich nun auf kleineren Zeitskalen und das Material zeigt plastische Deformation. Das
bedeutet, daß der Reibungskoeffizient kleiner werden muß, wenn die a¨ußeren Span-
nungen zunehmen und einen kritischen Wert u¨berschreiten. Meist wird dazu die kri-
tische Spannung oder sog. Fließgrenze definiert. Diese Grenze kann hier aber nicht
stehen.
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als Kriterium benutzt werden: Im Lagrangeformalismus und der Theorie der Ver-
setzungsklassen, wie sie hier dargestellt wurde, sind Spannungen Antwortgro¨ßen, die
sich nach der Variation ergeben. Das bedeutet, man kann kein Fließ–Kriterium in
die Lagrangedichte integrieren, das auf diese Spannungen zuru¨ckgreift. Tut man dies
dennoch, so setzt man voraus, das Spannungsfeld σ(x, t) zu kennen, ohne es berech-
net zu haben. Dies ist ein Kritikpunkt der Arbeit von Azirhi (1998), in der genau
dies durchgefu¨hrt wurde.
In dieser Arbeit soll die Fließgrenze durch den U¨bergang des Reibungskoeffizienten
von großen zu kleinen Werten definiert werden. Seine Abha¨ngigkeit muß sich jedoch
auf die Variablen in der Lagrangedichte beschra¨nken. Es kommen hier drei Gro¨ßen in
Frage: Der Tensor der elastischen Verzerrung, die Hyperdeformationen, die in dieser
Arbeit auf die Versetzungsdichten zuru¨ckgefu¨hrt werden ko¨nnen und die Temperatur:
eine Erho¨hung der Temperatur wird zu thermisch aktivierten Prozessen fu¨hren, die
ein Gleiten der Versetzungen erleichtern.
Durch dieses Modell wird es mo¨glich, den Effekt der mikroskopisch wirksamen Po-
tentiale (wozu insbesondere das sog. Peierls–Potential der atomaren Umgebung der
Versetzung geho¨rt) zu beru¨cksichtigen.
Weiterhin wird der Reibungskoeffizient als Klassengro¨ße definiert. So wird es mo¨glich,
z.B. Schraubenversetzungen einen anderen Reibungskoeffizienten als Stufenversetzun-
gen zuzuordnen.
Die Dissipationsrate, die fu¨r diese Theorie angesetzt wird, lautet:
σd =
∑
D
ηD(ekl, nD, T )σ˜D(|uD|) (4.82)
und ha¨ngt neben den angesprochenen Reibungskoeffizienten nur noch von den Drift-
geschwindigkeiten der Versetzungen relativ zum Hintergrundmedium ab.
Im Gegensatz zum Zwei–Flu¨ssigkeitsmodell soll hier nur dem Hintergrundmedium
eine Temperatur zugeordnet sein (was im Falle des Zweiflu¨ssigkeitmodells durch die
Wahl der Parameter λ1 = 1 und λ2 = 0 erreicht wird, die dort die Aufteilung der
dissipierten Energie bestimmten).
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4.3.2 Lagrangedichte fu¨r die dissipative Versetzungsdynamik
Die gesamte Lagrangedichte wird fu¨r den Fall angegeben, daß die innere Energie in
eine Summe aus elastischen, thermischen und Versetzungsanteilen aufzuspalten ist.
Dann erha¨lt man:
` =− %
(
−1
2
v2 +Welast (eij) + cT +
c
ω
TD(v)t Φ
)
− %
∑
D
nDmD
(
D(wD)t ϕD + αDD
(wD)
t βD −
1
2
w2D +WD(nD, nD′)
)
+ %tiκ
(
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%nDuDεijkq
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DA
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+ hµν
(
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ijk∂jA
ν
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∑
D
%nDl
µ
Db
ν
D
)
+
∑
D
%
(D)
B l
(
wlD − vl − uDqκDAlκ
)
+
Dmax−1∑
D
χD∂l
(
%nDA
l
κ
)
lκD
+
∑
D
ξDl
µ
DA
i
µ∂iuD
− 1
ω
%η(ekl, nD, T )σ˜d (|uD|)
(4.83)
Dabei bezeichnet Φ hier die thermische Phase.
Die nicht–trivialen Randbedingungen lauten unter Beru¨cksichtigung der Gl.(2.10)
mit dem Normalenvektor auf der Oberfla¨che eNi :
−%nDmDuDqiDeNi = 0 (4.84)
−%nDmDαDuDqiDeNi = 0 (4.85)
%tike
N
i = 0 (4.86)
hµνA
µ
i ε
ijkeNj −
∑
D
χD%nDl
k
DA
j
νe
N
j = 0 (4.87)∑
D
χDnDl
i
De
N
i = 0 (4.88)
χD%l
i
De
N
i = 0 (4.89)
ξDl
i
De
N
i = 0 (4.90)
Die Lagrangemultiplikatoren χD und ξD verschwinden damit dort auf der Oberfla¨che,
wo Versetzungslinien auf dieser enden und dort liDe
N
i 6= 0 gilt, ebenso die Versetzungs-
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driftgeschwindigkeit uiD. Da sich die Oberfla¨che in der Zeit mit der Geschwindigkeit
des Hintergrundmediums vi bewegt, gilt immer:
vieNi = 0 (4.91)
auf der Oberfla¨che.
Fu¨r eine Versetzungsklasse lautet die Lagrangedichte dann
` =− %
(
−1
2
v2 +Welast (eij) + cT +
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ω
TD(v)t Φ
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− %nm0
(
D(w)t ϕ+ αD
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%η(ekl, n, T )σ˜d (|u|)
(4.92)
Einen reduzierten Variablensatz erha¨lt man, wenn die Definition fu¨r die Versetzungs-
gesamtgeschwindigkeit wD eingesetzt wird. Fu¨r eine Versetzungsklasse lautet die La-
grangedichte dann
` =− %
(
−1
2
v2 +Welast (eij) + cT +
c
ω
TD(v)t Φ
)
− %nm0
(
D(v)t ϕ+αD
(v)
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)
− 1
ω
%η(ekl, n, T )σ˜d (|u|)
(4.93)
Die nicht–trivialen Randbedingungen lauten hier:
−%nm0uqieNi = 0 (4.94)
−%nm0αuqieNi = 0 (4.95)
%tike
N
i = 0 (4.96)
hµνA
µ
i ε
ijkeNj = 0. (4.97)

Kapitel5
Zusammenfassung und Ausblick
Zusammenfassung
In dieser Arbeit wurde eine Feldtheorie der nicht-reagierenden Versetzungsklassen
im Lagrangeformalismus mit dissipativen Eigenschaften aufgebaut. Dazu wurde das
Modell der idealen Flu¨ssigkeit als Grundlage herangezogen:
Es wurde sowohl zur Beschreibung des elastischen Hintergrundmediums verwendet,
indem es um die Eigenschaften des verallgemeinerten Cosserat–Kontinuums erweitert
wurde, als auch fu¨r die Modellierung der Versetzungsdynamik. Hierzu wurden die
Versetzungen als Subkontinua beschrieben, die sich nach Klassen einteilen lassen.
Der Klassenbegriff resultiert aus der mikroskopischen Anschauung der Versetzun-
gen und erlaubt eine differenziertere Darstellung von Versetzungsnetzwerken, als das
der Tensor der Versetzungsdichte aus der elastoplastischen Theorie vermag. Hierzu
za¨hlen insbesondere Versetzungsanordnungen, die sich gegenseitig in ihrer Bewegung
behindern und so den immobilen Versetzungen zuzuordnen sind.
Fu¨r das Beispiel einer Versetzungsklasse wurden die Dispersionsrelationen berechnet,
die sich nach Linearisierung der Observablengleichungen ergaben. Außerdem wur-
de anhand dieser Gleichungen gezeigt, daß eine homogene plastische Deformation,
na¨mlich Bewegung des Hintergrundmediums ohne Aufbau elastischer Spannungen,
mo¨glich ist und sich auf die Bewegung der Versetzungen zuru¨ckfu¨hren la¨ßt.
Die Dissipation wurde auf der Basis der Arbeiten von Anthony in den Lagrangeforma-
lismus integriert, indem zuna¨chst Elemente der von Anthony entwickelten Beschrei-
bung der Thermodynamik irreversibler Prozesse in ein Hintergrundmedium eingebet-
tet wurden, fu¨r das wieder die ideale Flu¨ssigkeit als Modellsystem diente. Anschlie-
ßend wurde die Dissipation durch Vorgabe der Dissipationsrate fu¨r ein System zweier
u¨ber Reibung wechselwirkenden Flu¨ssigkeiten im Lagrangeformalismus eingebettet.
Der Existenz der Fließgrenze wurde u¨ber die Wahl des Reibungsparameters Rechnung
getragen: Dieser ist nicht konstant, sondern wurde im elastischen Bereich der Fließ-
kurve als so groß angenommen, daß auf den physikalisch relevanten Zeitskalen keine
Versetzungsbewegung zustande kommen kann. Im plastischen Bereich der Fließkurve
sinkt er und ermo¨glicht so die Beschreibung der dissipativen Versetzungsbewegung,
die zur plastischen Deformation fu¨hrt.
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Ausblick
Auf Basis dieser Theorie kann zuku¨nftig eine differenziertere Beschreibung der pla-
stischen Deformation gemacht werden. Dabei sind drei wesentliche Elemente von
Bedeutung:
Erstens spielen Reaktionen von Versetzungen, zu denen insbesondere die Versetzungs-
erzeugung geho¨rt, eine entscheidende Rolle fu¨r das Verhalten des Kristalls bei pla-
stischer Deformation. Auf der Basis der hier aufgebauten Theorie kann der Weg
aufgezeigt werden, diese Reaktionen in den Lagrangeformalismus zu integrieren:
Der Schlu¨ssel liegt dabei in der Erweiterung der Thermodynamik irreversibler Pro-
zesse im Lagrangeformalismus um chemische Reaktionen. Dazu gibt es bereits wich-
tige Arbeiten von Anthony. Da die Versetzungsklassen auf dem Modell der idealen
Flu¨ssigkeit aufbauen, liegt es nahe, in Analogie zu chemischen Reaktionen die Re-
aktionen der Versetzungsklassen in dieses Modell zu integrieren. Dabei mu¨ssen die
Kontinuita¨tsgleichungen der einzelnen Klassen aufgegeben werden, sodaß es Quel-
len und Senken fu¨r Versetzungen geben kann. Erzeugung von Versetzungen ist u¨ber
die Versetzungsenergie in die thermodynamische Beschreibung einzuarbeiten, und
schließlich mu¨ssen Nebenbedingungen bei diesen Reaktionen wie die Erhaltung des
Burgersvektors, beispielsweise bei dem Zerfall einer Versetzungsklasse in zwei andere,
erfu¨llt werden.
Weiterhin ko¨nnen andere Gitterdefekte wie Zwischengitteratome oder Leerstellen
u¨ber eigene Subkontinua in die Theorie integriert werden. Diese stellen mo¨gliche
Pinningzentren dar, an denen Versetzungen festsitzen. Dazu geho¨rt die Beschreibung
von Diffusion im Lagrangeformalismus. U¨ber solche Diffusionsprozesse kann dann
auch das mit ihnen verbundene Versetzungsklettern beschrieben werden.
Zweitens ko¨nnen neben der analytischen Bearbeitung auch numerische Konzepte ent-
wickelt werden, die diese Theorie fu¨r praktische Anwendungen handhabbar macht.
Ein entscheidender Vorteil ist dabei der Aufbau im Lagrangeformalismus:
Da selbst nun die dissipativen Prozesse im Rahmen des Hamiltonschen Variations-
prinzips zuga¨nglich sind, ist es u¨ber Minimierungsverfahren wie das Ritzsche Verfah-
ren mo¨glich, numerisch die Extremalwerte des Wirkungsfunktionals zu finden.
Auf der anderen Seite bietet diese Theorie vielleicht auch die Mo¨glichkeit, das nu-
merische Verfahren der Zellula¨ren Automaten (vgl. Psakhie (1995)) um dissipative
Effekte und implizites Fließverhalten bei plastischer Deformation zu erweitern.
Drittens kann die komplette thermodynamische Beschreibung des plastisch defor-
mierbaren Kristalls auf der Basis der Arbeiten von Anthony im Lagrangeformalismus
geschehen. Voraussetzung ist, daß die Darstellung aller Observablen durch komplex-
wertige Felder geschieht. Dann la¨ßt sich u¨ber das Entropiekonzept auch die Entro-
piebilanz aus der Lagrangedichte ableiten. Dies gibt Anlaß zu der Hoffnung, auch die
weit weg vom thermodynamischen Gleichgewicht anzusiedelnde Versetzungsdynamik
in die Thermodynamik irreversibler Prozesse zu integrieren.
Die Grundlagen fu¨r diese zuku¨nftigen Herausforderungen wurden in dieser Arbeit
durch einen konsequenten Aufbau der Theorie in klar definierten Schritten gelegt,
wodurch die Theorie leicht erweiterbar wird.
AnhangA
Anhang
A.1 Berechnung der Konstanten q0
Aus Gl. (3.142) folgt (unter Auslassung der Gewichte der Tensordichten)
qκqλaκλ =
q20
%20
εκγµελνδaκλaγαaµβaνaδφl
αlmβmφ (A.1)
Dabei gilt:
(+1)
ε λνδaκλaνaδφ =
(−1)
ε κφ
(+2)
a , wobei
(+2)
a := Det|aµν | die Determinante der
Metrik eine Tensordichte vom Gewicht (+2) darstellt, sodaß die Gewichte auf beiden
Seiten der Gleichung zusammenpassen.
Mit der Forderung (3.142) folgt nun
a20 =
q20
%20
εκγµελνδaκλaγαaµβaνaδφl
αlmβmφ
=
q20
%20
a εκγµεκφ︸ ︷︷ ︸
δγ δ
µ
φ−δµ δγφ
aγαaµβl
αlmβmφ
=
q20
%20
a
(a)l γ lγ︸ ︷︷ ︸
a20
(a)
mµ m
µ︸ ︷︷ ︸
a20
− (a)l γ mγ︸ ︷︷ ︸
0
(a)
m l
︸ ︷︷ ︸
0

= a40
q20
%20
a. (A.2)
Und damit gilt
q0 :=
%0
a0
√
a
(A.3)
Man sieht, daß zur Kompensation des Gewichts (+1) des ε–Tensors nicht die Dichte,
sondern die Wurzel der Metrik–Determinante herangezogen werden muß. Wenn die
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Metrik jedoch in einem System (z.B. (κ)) die Determinante
(κ)
a= 1 hat, so gilt bei
Beibehaltung des Rechtssystems:
(i)
a= Det|Aκi |2
(κ)
a= Det|Aκi |2, (A.4)
sodaß√
(+2)
a = Det|Aκi | (A.5)
folgt.
Die Konstruktion
(+1)
ε µνκ
Det|Aκi |
(A.6)
nennt man W–Dichte. Sie ist ein echter Tensor, solange die Transformation die Ori-
entierung des Basissystems nicht a¨ndert, was hier immer vorausgesetzt werden soll.
A.2 Konsistenzbedingung fu¨r den Cosserat–Strom Jκi
Die Gleichung (3.199) wird u¨ber die substantielle Zeitableitung des Ansatzes (3.168)
hergeleitet:
Es wird die allgemeine Bewegungsgleichung fu¨r die Cosserat–Vektoren vorausgesetzt,
die neben der substantiellen Mitfu¨hrung einen Driftstrom entha¨lt:
∂tA
κ
i + v
k∂kA
κ
i + ∂iv
kAκk − Jκi = 0 (A.7)
Nun werden die daraus folgenden Bewegungsgleichungen fu¨r den Versetzungsdich-
tetensor abgeleitet und mit denen der Klassendefinition verglichen. Fu¨r diese Klas-
sendefinition wird folgende Kontinuita¨tsgleichung der skalaren Versetzungsdichten
postuliert:
∂t(%nD) + ∂i
(
%nD
(
vi + uiD
))
= 0 (A.8)
oder unter Beru¨cksichtigung der Kontinuita¨tsgleichung
%D(v)t nD = −∂i
(
%nDu
i
D
)
(A.9)
Nun werden die Bewegungsgleichungen berechnet, und zwar fu¨r den Tensor
(i)
α µν :=
αijAµi A
ν
j :
D(v)t
(i)
α µν = D(v)t
(
Aµi ε
ijk∂jA
ν
k
)
= −∂ivlAµl εijk∂jAνk + Jµi εijk∂jAνk +Aµi εijkD(v)t (∂jAνk)
= −∂ivlAµl εijk∂jAνk + Jµi εijk∂jAνk +Aµi εijk
(
∂jD
(v)
t A
ν
k − ∂jvl∂lAνk
)
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= −∂ivlAµl
(i)
α iν+
(i)
α iνJµi +A
µ
i ε
ijk
(
∂jJ
ν
k − ∂jAνl ∂kvl − ∂jvl∂lAνk
)
= −∂ivlAµl
(i)
α iν+
(i)
α iνJµi +A
µ
i ε
ijk
(
∂jJ
ν
k + ∂jv
l (∂kAνl − ∂lAνk)
)
= −∂ivlAµl
(i)
α iν+
(i)
α iνJµi +A
µ
i ε
ijk
(
∂jJ
ν
k + ∂jv
lεklm
(i)
α mν
)
= −∂ivlAµl
(i)
α iν+
(i)
α iνJµi +A
µ
i ε
ijk∂jJ
ν
k +A
µ
i
(
δilδ
j
m − δjl δim
)
∂jv
l (i)α mν
= −∂lvl
(i)
α µν+
(i)
α κνAiκJ
µ
i +A
µ
i ε
ijk∂jJ
ν
k . (A.10)
Dabei wird Jκi zuna¨chst noch nicht weiter spezifiziert. Es gilt lediglich, daß die Kon-
tinuita¨tsgleichung nur dann erhalten bleibt, wenn J ii = 0 als Nebenbedingung erfu¨llt
wird.
Fu¨r die einzelnen Klassen ergibt sich
(i)
α µνD := %nDl
µ
Db
ν
D. (A.11)
Die Zeitableitung wirkt sich hierbei nur auf % und nD aus. Fu¨r % gilt die bekannte
Kontinuita¨tsgleichung, fu¨r nD die in (A.8) postulierte Versetzungszahl–Erhaltungs-
gleichung.
Es folgt:
D(v)t
(i)
α µνD = D
(v)
t (%nD) l
µ
Db
ν
D
= −∂lvl
(i)
α µνD − ∂l
(
(i)
α µνD u
l
D
)
(A.12)
Nun wird dies u¨ber alle Klassen summiert und beru¨cksichtigt, daß
(i)
α µν :=
∑
D
(i)
α µνD (A.13)
den mittleren Versetzungsdichtetensor ergibt.
Der Vergleich der dann entstehenden Gleichungen liefert:
∂l
(∑
D
(i)
α µνD u
l
D
)
= −Aµi εijk∂jJνk−
(i)
α κνAiκJ
µ
i (A.14)
Diese Gleichung ist die Bestimmungsgleichung (3.199) fu¨r Jµi aus u
l
D, denn nach
Einsetzen von
(i)
α µνD = %nDl
µ
Db
ν
D folgt wegen der Konstanz der Klassenvektoren im
Gittersystem
∂l
(∑
D
%nDu
l
D
)
lµDb
ν
D = −Aµi εijk∂jJνk−
(i)
α κνAiκJ
µ
i , (A.15)
was nach Multiplikation mit Alµ zu Gleichung (3.199) wird.
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A.3 Dissipative Systeme in der Punktmechanik
Mechanische Gleichungen
In der Punktmechanik kann die Bewegung x(t) einer Punktmasse unter Einwirkung
einer Reibungskraft als Prototyp einer dissipative Bewegung angesehen werden:
mx¨ = FR. (A.16)
Fu¨r die Reibungskraft gibt es nun verschiedene Ansa¨tze. Im allgemeinen ha¨ngt die
Reibungskraft von der Geschwindigkeit ab, sodaß FR = FR(x˙) angesetzt werden
kann.
Die Coulombsche Reibung beschreibt in guter Na¨herung die Reibungskraft, die bei
der Bewegung zweier fester Ko¨rper entsteht. Sie ha¨ngt in einem weiten Bereich nicht
von der Geschwindigkeit ab und kann als konstant angesetzt werden. Allerdings ist
sie immer der Geschwindigkeit entgegengesetzt:
mx¨+ µ
x˙
|x˙| = 0. (A.17)
Im Falle x˙ = 0 verschwindet diese Kraft, sodaß der Massenpunkt weiterhin ruht,
sobald er zum Stillstand gekommen ist.
Nimmt man an, daß die Bewegung mit positiver Geschwindigkeit stattfindet, kann
man wegen
x˙ > 0 (A.18)
zu der eindimenisonalen Gleichung
mx¨+ µ = 0 (A.19)
gelangen. Diese Gleichung beschreibt die Bewegung eines Ko¨rpers, der durch die
Coulombsche Reibung gebremst wird, bis er zum Stillstand kommt. Da fu¨r x˙ = 0
keine a¨ußere Kraft mehr auftritt, bleibt der Ko¨rper in Ruhe. Somit erha¨lt man fu¨r
die Koordinate dieses Punktes
x = x0 + v0t− 12µt
2 fu¨r t = 0..tmax, (A.20)
wenn v0 die Anfangsgeschwindigkeit ist, wobei
tmax :=
v0
µ
(A.21)
der Zeitpunkt ist, an dem der Ko¨rper zu Ruhe kommt.
Die Gl.(A.19) ist a¨quivalent zur Bewegungsgleichung fu¨r den freien Fall, falls der
Ko¨rper sich anfangs entgegen der Schwerkraft bewegt. Fu¨r den Fall positiver Ge-
schwindigkeit kann also sofort eine Lagrangefunktion angeschrieben werden:
L :=
1
2
mx˙2 − µx. (A.22)
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Eine weitere Reibung, die ha¨ufig auftritt, ist die Stokessche. Die Reibungskraft ist
hier proportional zur Geschwindigkeit und tritt auf, wenn sich ein Ko¨rper langsam
in einer viskosen Flu¨ssigkeit bewegt. Die Bewegungsgleichung lautet nun:
mx¨+ γx˙ = 0. (A.23)
Diese Gleichung ist nicht selbstadjungiert, sodaß sie garantiert keine Euler–Lagrange–
Gleichung einer Lagrangefunktion ist. Allerdings kann sie in eine selbstadjungierte
Gleichung transformiert werden:
e
γ
m
t (mx¨+ γx˙) = 0 (A.24)
ist zu Gl.(A.23) a¨quivalent, da der Vorfaktor nicht verschwindet. Eine zugeho¨rige
Lagrangefunktion lautet
L = e
γ
m
t
(
1
2
mx˙2
)
. (A.25)
Diese ha¨ngt zwar explizit von der Zeit ab, ihre Euler–Lagrange–Gleichung lautet
aber:
d
dt
(
e
γ
m
tmx˙
)
= 0
⇔ e γm t (mx¨+ γx˙) = 0. (A.26)
Auf a¨hnliche Weise bekommt man die Lagrangefunktion fu¨r den Harmonischen Os-
zillator mit Stokesscher Reibung:
L = e
γ
m
t
(
1
2
mx˙2 − 1
2
x2
)
, (A.27)
die zu der Gleichung
e
γ
m
t (mx¨+ γx˙+Dx) = 0 (A.28)
⇔ mx¨+ γx˙+Dx = 0 (A.29)
fu¨hrt.
Abgeschlossene Systeme
Die oben gezeigten Lagrangefunktionen beschreiben zwar Systeme mit Reibung. Diese
Systeme sind aber nicht abgeschlossen, wie die Energiebilanz zeigt. Fu¨r den harmo-
nischen Oszillator mit Stokesscher Reibung ergibt sich nach Multiplikation mit x˙:
d
dt
(
1
2
x˙2 +
1
2
Dx2
)
+ γx˙2 = 0. (A.30)
Die mechanische Energie nimmt also immer ab, bis der Ko¨rper zur Ruhe gekommen
ist. Betrachtet man diesen Oszillator aber als energetisch abgeschlossenes System,
erkennt man, daß die Beschreibung unvollsta¨ndig ist.
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Um das System (A.29) energetisch abzuschließen, mu¨ssen neue Variablen eingefu¨hrt
werden. Geht man davon aus, daß die dissipierte Energie sofort zu einer Tempera-
turerho¨hung der Gleichgewichtstemperatur T fu¨hrt, so kann in der Na¨herung einer
konstanten spezifischen Wa¨rme C die Gleichung
CT˙ = γx˙2 (A.31)
angesetzt werden. Dabei ist unter der Gleichgewichtstemperatur T die Temperatur
des Gesamtsystems zu verstehen, und die spezifische Wa¨rme C muß zum Gesamt-
system geho¨ren. Es wird jedoch keine Aussage gemacht, ob die Temperatur zum
Punktteilchen geho¨rt – das in strenger Betrachtung ja kein thermodynamisches Sy-
stem darstellt –, wobei hier von der Idealisierung eines Massenpunktes abgegangen
werden muß, oder zu einem Ko¨rper, auf dessen Oberfla¨che sich der Massenpunkt
bewegt bzw. zu einer Flu¨ssigkeit, in der er sich fu¨r den Stokesschen Fall ebenfalls
bewegen kann.
Die Gesamtenergie des Systems
E =
1
2
x˙2 +
1
2
Dx2 + CT (A.32)
ist dann zeitlich konstant, denn mit den Gl.(A.30) und (A.31) folgt
d
dt
(
1
2
x˙2 +
1
2
Dx2 + CT
)
= 0. (A.33)
Lagrangefunktionen fu¨r abgeschlossene dissipative Systeme
Neben dem in dieser Arbeit zum Thema Dissipation – bezugnehmend auf die Arbeiten
von Anthony – eingeschlagenen Weg, dissipative Vorga¨nge in den Lagrangeformalis-
mus einzubauen, soll hier ein anderer Weg aufgezeigt werden, der allerdings fu¨r ein
spezielles System entwickelt wird.
Wenn in der Lagrangefunktion
L = e
γ
m
t
(
1
2
mx˙2 − 1
2
Dx2
)
(A.34)
keine explizite Zeitabha¨ngigkeit mehr enthalten wa¨re, liefert das Noether–Theorem
formal eine abgeschlossene Energiebilanz.
Der Exponentialterm e
γ
m
t kann implizit als Lo¨sung der Gleichung
f˙
f
− γ
m
= 0 mit f 6= 0 (A.35)
aufgefaßt werden.
Zwar entha¨lt die Lo¨sung dieser Gleichung noch eine Konstante
f = f0e
γ
m
t, (A.36)
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die aber in den relevanten Gleichungen keine Rolle spielt. Wird die Gleichung (A.35)
mittels eines Lagrange–Multiplikators h erzwungen, so lautet die Lagrangefunktion
nun:
L = f
(
1
2
mx˙2 − 1
2
Dx2
)
+ h
(
f˙
f
− γ
m
)
. (A.37)
Die Euler–Lagrange–Gleichungen lauten damit:
δh :
f˙
f
− γ
m
= 0⇒ f = f0e
γ
m
t (A.38)
δx :
d
dt
(fmx˙) + fDx = 0, (A.39)
⇒ mx¨+ γx˙+Dx = 0, (A.40)
δf :
(
1
2
mx˙2 − 1
2
Dx2
)
− h˙
f
= 0. (A.41)
Die erste Gleichung liefert die angesetzte Bewegungsgleichung fu¨r die Hilfsgro¨ße f ,
die zweite ist die Bewegungsgleichung des geda¨mpften harmonische Oszillators, die
dritte zeigt den Zusammenhang zwischen den Variablen x, f und dem Lagrange–
Multiplikator.
Die Bedeutung dieses Multiplikators wird deutlicher, wenn man sich die Energie
ansieht, die aus dem Noether–Theorem folgt:
EN =
∂L
∂x˙
x˙+
∂L
∂f˙
f˙ − L
= f
(
1
2
mx˙2 +
1
2
Dx2
)
+ h
γ
m
. (A.42)
Dieser Ausdruck ist eine Erhaltungsgro¨ße:
d
dt
EN = 0. (A.43)
Spaltet man den bekannten Anteil der mechanischen Energie ab, so erha¨lt man:
EN =
1
2
mx˙2 +
1
2
Dx2 +
(
h
γ
m
+ (f − 1)
(
1
2
mx˙2 +
1
2
Dx2
))
. (A.44)
Nun sieht man, wie in diesem Modell die Energie erhalten bleibt. Zwar liefern die
Bewegungsgleichungen ebenfalls eine abnehmende mechanische Energie, die aber of-
fensichtlich auf den zusa¨tzlichen Energie–Term
EZ = h
γ
m
+ (f − 1)
(
1
2
mx˙2 +
1
2
Dx2
)
(A.45)
u¨bergeht. Damit ist ein dissipativer Vorgang in einem abgeschlossenen System be-
schrieben. Allerdings ist die Zusatzenergie hier noch nicht mit thermischen Freiheits-
graden in Verbindung gebracht. Man kann aber die Gleichgewichtstemperatur da-
durch einfu¨hren, daß der Multiplikator h durch folgenden Term substituiert wird:
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Dabei wird lediglich ein Variablenwechsel vorgenommen, es werden aber keine neuen
Gro¨ßen eingefu¨hrt:
h :=
m
γ
CT − m
γ
(f − 1)
(
1
2
mx˙2 +
1
2
Dx2
)
. (A.46)
Dann ist die Energie die Summe aus mechanischer und thermischer Energie
EN =
1
2
mx˙2 +
1
2
Dx2 + CT (A.47)
In der Lagrangefunktion fu¨hrt diese Substitution zu
L =
1
2
mx˙2 − 1
2
Dx2 − CT
+ CT
m
γ
f˙
f
+
1
2
mx˙2
(
(f − 1)
(
2− m
γ
f˙
f
))
− 1
2
Dx2
(
(f − 1)m
γ
f˙
f
)
. (A.48)
In der ersten Zeile erkennt man die Differenz aus zwei Energien, wobei die bekannte
Faustregel “kinetische minus potentielle Energie” abgelo¨st wird durch “kinetische
minus innere Energie”, wobei die innere Energie hier aus elastischer und thermischer
Energie additiv zusammengesetzt ist.
In der zweiten Zeile befinden sich Terme, in denen die drei Energieanteile mit ver-
schiedenen Formen der Hilfsgro¨ße f und deren Ableitungen verknu¨pft werden. Of-
fensichtlich ist es gerade diese Art der Verknu¨pfung, die vermo¨ge der Gro¨ße f den
Transfer von mechanischen auf thermische Freiheitsgrade ermo¨glicht und in einem
Extremalprinzip zur Anwendung kommt.
Die Euler–Lagrange–Gleichungen lauten nun:
δT :
m
γ
f˙
f
− 1 = 0⇒ Bestimmungsgleichung fu¨r f (A.49)
δx : mx¨+Dx+
d
dt
(
mx˙(f − 1)
(
2− m
γ
f˙
f
))
+Dx
(
(f − 1)m
γ
f˙
f
)
= 0
(A.49)⇒ f (mx¨+ γx˙+Dx) = 0 (A.50)
δf :
m
γ
CT˙
1
f
− 1
f
d
dt
(
1
2
mx˙2
m
γ
(f − 1)
)
− 1
2
mx˙2
(
2− m
γ
f˙
f
)
− 1
f
d
dt
(
1
2
Dx2
m
γ
(f − 1)
)
+
1
2
Dx2
m
γ
f˙
f
= 0
(A.49)⇒ CT˙ − fγx˙2 − (f − 1) d
dt
(
1
2
mx˙2 +
1
2
Dx2
)
= 0
(A.50)⇒ CT˙ − γx˙2 = 0. (A.51)
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Man erkennt, daß unter Benutzung der ersten beiden Gleichungen die Variation nach
f zu der richtigen Temperaturbilanz fu¨hrt.
Die Substitutionen
f := eϕ (A.52)
ω :=
γ
m
(A.53)
fu¨hrt schließlich zur Lagrangefunktion:
L = 12mx˙
2 − 12Dx2 − CT + CT ϕ˙ω
+ 12mx˙
2
(
(eϕ − 1)
(
2− ϕ˙ω
))
− 12Dx2
(
(eϕ − 1) ϕ˙ω
)
.
(A.54)
Man erkennt, daß die Gro¨ße ϕ eine starke Analogie zur thermischen Phase in Gl.(4.4)
besitzt. Die Einbindung der Dissipation geschieht in dieser Lagrangefunktion jedoch
auf einem anderen Weg, na¨mlich u¨ber den Term in der zweiten Zeile von Gl.(A.54).
Zur Interpretation von f :
Zwar ist f ∼ eωt, wa¨chst also exponentiell an. Ihre Inverse aber ist exponentiell
fallend
f−1 = f−10 e
−ωt (A.55)
und kann z.B. mit dissipativen Prozessen in einer Flu¨ssigkeit in Zusammenhang
gebracht werden, wenn es um die Stokessche Reibung geht. Wirbel, die um den
stro¨menden Ko¨rper herum entstehen, werden durch die innere Reibung der Flu¨ssigkeit
geda¨mpft, dadurch wird mechanische Energie dissipiert. Damit ko¨nnte die Wirbel-
dichte in Beziehung zur Gro¨ße f gesetzt werden.
Fu¨r Coulombsche Reibung funktioniert dieser Ansatz, eine explizite Zeitabha¨ngigkeit
in der Lagrangefunktion durch eine Hilfsgro¨ße zu ersetzen, ebenfalls.
Die Columbsche Reibung kann als
d
dt
(
mx˙+ µ
x˙
|x˙| t
)
= 0 (A.56)
umgeschrieben werden1.
Damit wird die Lagrangefunktion zu
L =
1
2
mx˙2 + µ|x˙|t. (A.57)
1Es wird darauf verzichtet, auf mathematische Probleme der Differenzierbarkeit im Punkt x˙ = 0
einzugehen. Hier muß bei der Variation natu¨rlich dieses Problem beru¨cksichtigt werden.
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Mit der Substitution g := µt und Hinzunahme der Gleichung g˙ = µ mittels eines
Lagrangemultiplikators sowie der Forderung, daß die Energie dieses Systems
EN =
1
2
mx˙2 + CT (A.58)
sein soll, ergibt sich analog zur obigen Rechung:
L =
1
2
mx˙2 − CT + CT g˙
µ
+ g|x˙| (A.59)
mit den Euler–Lagrange–Gleichungen
δT : C
(
g˙
µ
− 1
)
= 0⇒ g = g0 + µt (A.60)
δx : mx¨+
x˙
|x˙| g˙ = 0⇒ mx¨+ µ
x˙
|x˙| = 0 (A.61)
δg : CT˙
1
µ
− |x˙| = 0⇒ CT˙ = µ|x˙|. (A.62)
Hier ist µ|x˙| die zu erwartende Dissipationsrate fu¨r den Coulombschen Fall.
Fu¨r die Substitutionen
g := ϕ (A.63)
µ := ω (A.64)
erha¨lt man die Lagrangefunktion, die die Dissipationsrate µ|x˙| mit der explizit auf-
tretenden thermischen Phase an die Temperaturgleichung ankoppelt:
L =
1
2
mx˙2 − CT + CT ϕ˙
ω
+
ϕ
ω
µ|x˙|. (A.65)
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