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1 I n t r o d u c t i o n
The top quark is the heaviest known fundam ental particle, making the m easurem ent of 
its production and decay kinem atic properties an im portant probe of physical processes 
beyond the S tandard  Model (SM ). W ithin  the SM, the top  quark decays predom inantly 
through the electroweak interaction to  an on-shell W  boson and a b-quark. Due to  its large 
mass [1], its lifetime O (10-2 5 s) is smaller than  its hadronisation time-scale O(10-2 4 s), 
allowing this quark to  be studied as a free quark. Since the top-quark lifetime is also 
shorter than  the depolarisation timescale O(10-21 s) [2] and the W  boson is produced on- 
shell in the top-quark decay, the top-quark spin information is directly transferred to  its 
decay products. Com paring angular measurem ents of the decay products of polarised top 
quarks w ith precise SM predictions provides a unique way to  study the non-SM couplings 
in the Wtb vertex [3]. The normalised triple-differential cross-section (to be defined in 
section 2) is the joint probability d istribution in all three of the angles determ ining the
- 1 -
JH
E
P
12(2017)017
kinematics of the decay t  ^  W b  from a polarised initial state. Its analysis is the most 
complete investigation of the dynamics of top-quark decay undertaken to  date.
At hadron colliders, top quarks are produced predom inantly in pairs (tt) via the flavour- 
conserving strong interaction, while an alternative process produces single top quarks 
through the electroweak interaction. Although the t t  production cross-section is larger 
th an  th a t of single-top-quark production, top  quarks are produced unpolarised because of 
parity  conservation in quantum  chromodynamics (QCD) [4], contrary to  w hat happens for 
single top  quarks. At the Large Hadron Collider (LHC) [5], in proton-proton (pp) collision 
data , the t -channel is the dom inant process for producing single top quarks used for the 
m easurem ents presented in this paper. Figure 1 shows the two representative leading-order 
(LO) Feynman diagram s for t-channel single-top-quark production. In these two diagrams, 
a light-flavour quark q (i.e. u- or d-quark) from one of the colliding protons interacts with 
a b-quark by exchanging a v irtual W  boson, producing a top  quark t and a recoiling light- 
flavour quark q ' , called the spectator quark. The b-quark comes either directly from another 
colliding proton in the five-flavour scheme (5FS) or 2 ^  2 process (a) or from a gluon split­
ting  in the four-flavour scheme1 (4FS) or 2 ^  3 process (b). In pp collisions at y / s  =  8TeV, 
the predicted t-channel production cross-section using the 5FS is 87.8+f'9 pb [6], calculated 
a t next-to-leading order (NLO) in QCD with resummed next-to-next-to-leading logarithmic 
(NNLL) accuracy, and called approxim ate next-to-next-to-leading order (NNLO) in the fol­
lowing. The calculation assumes a top-quark mass of 172.5 GeV and uses the MSTW2008 
NNLO [7, 8] parton distribution function (PD F) set. The uncertainties correspond to  the 
sum in quadrature of the uncertainty obtained from the MSTW2008 NNLO P D F set a t the 
90% confidence level (CL) and the factorisation and renorm alisation scale uncertainties.
As a consequence of the vector-axial (V -A ) form of the Wtb vertex in the SM, the spin 
of single top quarks in t-channel production is predom inantly aligned along the direction 
of the spectator-quark m om entum  [9].
Probes of new physics phenomena affecting the production or decay of the top quark 
can be param eterised with a series of effective couplings a t each vertex [10, 11]; in the t- 
channel single-top-quark production, both  production and decay proceed through the Wtb 
vertex, and thus are sensitive to  the same set of effective couplings.
New physics can be described by an effective Lagrangian, L eff, represented by 
dimension-five and dimension-six operators in the framework of effective field theory [12, 13]
L eff =  L SM +  -7 L 5 +  Y2— +  • • • >
a np ANp
where L SM represents the SM Lagrangian of dimension four, L 5 and represent the con­
tributions from dimension-five and dimension-six operators invariant under the SM gauge 
symmetry, and ANP is a new physics scale chosen such th a t higher-dimension operators 
are sufficiently suppressed by higher powers of ANP. Of the standardised set of operators 
reported in ref. [12], only four operators, which are dimension six, contribute independently
An the 5FS the b-quarks are treated as massless in the parton distribution functions, while in the 4FS, 
the parton distribution functions only contain parton distributions for the quarks lighter than the b-quark 
and b-quarks are treated as massive.
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Figure 1. Representative LO Feynman diagrams for t-channel single-top-quark production and 
decay. Here q represents a u- or d-quark, and q' represents (a) a d- or U-quark, respectively, in 
which the initial b-quark arises from a sea b-quark in the 5FS or 2 ^  2 process, or (b) a gluon 
splitting into a bb pair in the 4FS or 2 ^  3 process.
to  the Wtb vertex at LO, allowing these term s to  be analysed separately from the rest of 
the full set of possible operators. In a general Lorentz-covariant Lagrangian, expressed by 
refs. [10, 11], corrections to  the vertex are absorbed into four non-renormalisable effective 
complex couplings called anomalous couplings:
L eff = ---- ^ b7^ (VLP L +  VRP R) t W -  b ~------ q -  (gLP L +  gRP R) t W -  +  h .c  ,
V2 V2 m W
where the four complex effective couplings VL,R, g L,R can be identified with the dimension- 
six operators’ W ilson coefficients [14]. Here, g  is the weak coupling constant, and m W and 
qv are the mass and the four-mom entum  of the W  boson. The term s P l , r  =  (1 T  7 5) /2  
are the left- and right-handed projection operators and =  *[y^,7v]/2. The term s VL,R 
and gL,R are the left- and right-handed vector and tensor complex couplings, respectively. 
In the SM at LO, all coupling constants vanish, except VL =  Vtb, which is a quark-mixing 
element in the Cabibbo-Kobayashi-M askawa (CKM) m atrix. Deviations from these values 
would provide hints of physics beyond the SM, and furtherm ore, complex values could 
imply th a t the top-quark decay has a CP-violating component [15- 19].
Indirect constraints on VL, VR, gL, and gR were obtained [20, 21] from precision mea­
surem ents of B-meson decays. These results yield constraints in a six-dimensional space 
of operator coefficients, where four of them  correspond to  Wtb couplings. Considering one 
coefficient a t a tim e results in very tight constraints on a particular com bination of VR and 
gL, but if several coefficients are allowed to  move simultaneously, then  individual bounds 
are not possible. Very tight constraints on CP-violating interactions have been derived 
from measurem ents of electric dipole moments [22]. Those constraints also depend on 
combinations of couplings, and in a global fit [23], cannot constrain Im [gR] be tte r th an  di­
rect measurements, as are presented here. M easurements of the W  boson helicity fractions 
in top-quark decays [24- 28] are sensitive to  the m agnitude of combinations of anomalous 
couplings, which are assumed to  be purely real, corresponding to  the CP-conserving case.
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These m easurem ents can only place limits on combinations of couplings, and thus the 
quoted limits on individual couplings depend on the assum ptions made about other cou­
plings while VL is fixed to  the SM value of one. More stringent limits are set either in these 
analyses on Re [gR] by considering the measurem ents of the t-channel single-top-quark 
production cross-section [29- 31] or by performing a global fit considering the most precise 
m easurem ents of the W  boson helicity fractions at the LHC combined with measurem ents 
of single-top-quark production cross-sections for different centre-of-mass energies at the 
LHC and Tevatron [32]. Direct searches for anomalous couplings in t-channel single-top- 
quark events set limits simultaneously on either both  R e[gR/V L] and Im [gR/V L] [33, 34], 
or on pairs of couplings [35]. In both  cases, analyses assume SM values for the other 
anomalous couplings.
The goal of this analysis is to  simultaneously constrain the full space of param eters 
governing the Wtb vertex using the triple-differential angular decay rate of single top 
quarks produced in the t-channel as discussed in section 2, in which the W  boson from 
the top quark subsequently decays leptonically. Conceptually, this is a m easurem ent of 
each of the anomalous coupling param eters VL,R and gL,R plus the polarisation P  of the 
top  quark, w ith a full covariance m atrix; however, any likelihood function derived from 
the triple-differential decay rate possesses invariances an d /o r param eter space boundaries 
lying quite near to  the SM point. Therefore, contours are presented instead, w ith only 
Re [gR/V L] and Im [gR/VL] showing approxim ate elliptical contours and therefore adm itting 
point estim ation. The anomalous couplings VR, gL and gR are allowed to  be complex and 
the m easurem ents shown require no assum ptions to  be made regarding the o ther anomalous 
couplings. The analysis is carried out in a Fourier-dual space of coefficients in an angular 
expansion [36, 37]. This m ethod is chosen because it perm its an analytic deconvolution of 
detector effects including both resolution and efficiency, while perm itting  a simultaneous 
determ ination of the real and imaginary parts of all of the anomalous couplings a t the Wtb 
vertex, in addition to  the polarisation of the top quark produced in the t-channel.
This paper is organised as follows. Section 2 defines the coordinate system and pa- 
ram eterisation used in the m easurem ent and the triple-differential formalism applied to  
polarised single top  quarks. Section 3 gives a short description of the ATLAS detector, 
then  section 4 describes the d a ta  samples as well as the simulated event samples used to  
predict properties of the t-channel signal and background processes. Section 5 describes 
the event reconstruction for the identification of t-channel events, while section 6 presents 
the criteria to  define the signal region as well as the control and validation regions. The 
procedures for modelling background processes are reported in section 7. The event yields 
and angular distributions comparing the predictions and the observed d a ta  are shown in 
section 8. Section 9 describes the efficiency, resolution, and background models used to  
transla te  the d istribution of true t-channel signal events to  the distribution of reconstructed 
signal and background events, and how the param eters of the model are estim ated. Sec­
tion 10 quantifies the sources of uncertainty im portant in this measurem ent. Section 11 
presents the resulting central value and covariance m atrix  for the model param eters and 
the ratios Re [gR/V L] and Im [gR/V L], and the conclusions are given in section 12.
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Figure 2. Definition of the right-handed coordinate system with x , y , and z  defined as shown from 
the momentum directions of the W  boson, q =  z, and the spectator quark, ps with y =  ps x q, in 
the top-quark rest frame. The angles 0* and p* indicate the direction of the lepton momentum, p *, 
while the angle 0 indicates the direction of the spectator-quark momentum, ps, in this coordinate 
system.
2 T r ip le - d i f f e r e n t ia l  d e c a y  r a t e  o f  p o l a r i s e d  s in g le  t o p  q u a r k s
An event-specific coordinate system is defined for analysing the decay of the top  quark in 
its rest frame, using the directions of the spectator quark q' th a t recoils against the top 
quark, the W  boson from the top-quark decay, and the lepton I  (e, p  or t ) from the W 
boson decay, in the final sta te  depicted in figure 2. The z-axis is chosen along the direction 
of the W  boson m omentum, q, or equivalently along the direction opposite to  the b-quark 
m omentum , boosted into the top-quark rest frame, z  =  q =  q /|q |. The reconstruction of 
the W  boson and top quark is discussed in section 6. As m entioned before, the spin of single 
top  quarks, s t , in t-channel production is predom inantly aligned along the direction of the 
spectator-quark momentum, ps, in the top-quark rest frame, ps =  j0s/|ps| [9]. If this quark 
defines the spin-analysing direction, the degree of polarisation is shown in refs. [3 , 38, 39] 
to  be P  =  p s  ■ s t / l s t l  0.9 a t y f s  =  8 TeV for SM couplings. A three-dimensional right­
handed coordinate system is defined from the q-ps plane and the perpendicular direction, 
w ith y =  ps x q and x  =  y x q. In this coordinate system, the direction of the lepton 
m omentum , p* , in the W  boson rest frame, p* =  q / / | q / | ,  is specified by the polar angle 
0* and the azim uthal angle p*. The th ird  angle 0 is defined as the angle between ps and q. 
The angle 0* is the same angle used to  m easure the W  boson helicity fractions in top-quark 
decays [24- 28].
These three angles, 0, 0*, and p * , arise as a natu ral choice for m easuring a triple­
differential d istribution for the decay of the top quark, where the W  boson subsequently
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decays leptonically. The t ^  Wb  transition is determined by four helicity amplitudes, 
A \ W,\b, where Aw and Ab are the helicities of the W boson and the b-quark, respec­
tively [36]. For Ab =  2 , only the W boson helicities Aw =  1,0 are possible, while for 
Ab =  — 1 , Aw =  - 1 ,0  are possible. The angular dependence of these transition amplitudes 
is given in ref. [36]. At LO and neglecting the b-quark mass, the helicity amplitudes have a 
simple dependence on the anomalous couplings. Up to a common proportionality constant, 
the magnitudes can be expressed as
where xw =  m w /m t . The relative phases between A1 1 and A0 1 and between A - 1 - 1 
and A0 - 1 are determined by the relative phases between Vr  and gL and between Vl  and 
gR, respectively.
From the four helicity amplitudes, three fractions can be independently determined. In 
addition, the interference allows two relative phases between amplitudes to be experimen­
tally determined. These are called the generalised helicity fractions and phases [33, 36]:
• f 1, the fraction of decays containing transversely polarised W bosons,
f + , the fraction of b-quarks th a t are right-handed in events w ith transversely po­
larised W  bosons,
/+ ,  the fraction of b-quarks tha t are right-handed in events with longitudinally po­
larised W bosons,
£+, the phase between amplitudes for longitudinally polarised and transversely po­
larised W bosons recoiling against right-handed b-quarks,
£+  =  a r g  (A1, 1 A+1 )
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2 2
A 1; i a  2 |x w V r  -  g l |  ,
2 2A0, i  a  |Vr -  xwgL| ,
2 2A _ 1,_ i a  2 |xw V l -  gR| ,
2 2A0,_ i a  |Vl -  xwgR| ,
2 2 
A 1 1 +  A _ 1 _ if =  1  2 1  2
f 1 =  2 2 2 2 ’
A 1 i  +  A_ 1 _ i  +  A0 1 +  A0 - i1 > 2 1 > 2 0> 2 0> 2
2
A 1 if + = _________ I2________
f 1 =  2 2 ,
A 1 1 +  A_ 1 - 11>2 1> 2
2
A 0 1f + = _______ _ 2_______
f 0 =  2 2 ,
A0,1 +  A0, _2
• 6_, the phase between amplitudes for longitudinally polarised and transversely po­
larised W bosons recoiling against left-handed b-quarks,
The fractions /  and /+  are related to the quantities FR, F0, and FL determined by 
measurements of the W boson helicity fractions in top-quark decays [24- 28], with FR =  
/ / + ,  F0 =  1 — / 1, and FL =  /  (1 — /+ ) . The fraction /+  is previously unmeasured.
For convenience in what follows, A is defined as a  =  { /  , /+ ,/o + , ^+, 6_}. From these 
five experimental observables, plus the relationships between the helicity amplitudes and 
the anomalous couplings, one can obtain constraints on all the couplings simultaneously. 
Additionally, the top-quark polarisation, P , is considered separately from a  because it 
depends on the production of the top quark, rather than on its decay.
At LO, the helicity amplitudes, and hence a  can be expressed as functions of the 
couplings and the parton masses [19, 40]. Using SM couplings and mb =  4.95 GeV, mt =  
172.5 GeV, and m W =  80.399 GeV with the derived analytic expressions for a , the expected 
values are
/ 1  =  0.304, /+  =  0.001, /+  =  6 ■ 10_5, 6+ =  5_ =  0.0.
Calculations at NNLO [41] predict / 1=  0.311 ±  0.005, and /+ =  0.0054 ±  0.0003, where 
the largest part of the uncertainty in / 1  comes from the experimental uncertainty of the 
top-quark mass, while for /+  it arises from uncertainties in a s and the 6-quark mass. An 
NNLO prediction does not yet exist for /+ , but NLO calculations [40] yield a value < 0.001.
In refs. [36, 37] it is shown tha t the Jacob-Wick helicity formalism [42, 43] applied to 
the decay of polarised top quarks in t -channel production leads to the following expression 
for the triple-differential decay rate for polarised top quarks in terms of the three angles 
(0, 0*, and ) and the top-quark polarisation,
where dQ* =  d(cos 0*)d0* (see figure 2) . The a k ,i,m  represent the angular coefficients to  be 
determ ined and MJT'l (0 , d*, 0*) are orthonorm al functions over the three angles defined by
S-  = arg ( A- 1, - 1 A* ,- 1 )  •
* * 1 d 3N  1 | 3 2
^ ■ 0 ' 0  ;P )  =  JV docosw Q *  =  8+  4 K l I  ( 1 +  P c o s W + c o s 0 )2
3 2 
+ 4  A _1_ 1 (1 — P c o s 0)(1 — cos0*)2
3 / 2  2 N o *
+ - (  A0 i  (1 — P  cos 0 ) +  A 0 - 1 (1 +  P  cos 0)1 sin 0
2 \ ’ 2 ’ 2 /
3 ^ 2  * * r -j.* i
 —  P  sin 0 sin 0 (1 +  cos 0 ) Re e %i> A 1 1 A^ 1
2 L ’2 ’ 2 -
— p s i n 0 sin0*(1 — cos 0*)Re e ~ %i> A _ , _ i  A* 1 >
2 L 1 , 2 0,- 2J I
1 2 k
=  E E E  a k ,I , mMkmi(0 ,0 * ,0 * ),
k=0 l=0 m = - k
(2 .1)
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the product of two spherical harmonics, Yfcm(0 ,0) and
M £KM*,0*) =  v& m  O)Ym(0*,0t ).
The properties of these M-functions are detailed in ref. [37]. The restriction to k < 1
and l < 2 in eq. (2.1) is caused by the allowed spin states of the initial- and final-state
fermions and the vector boson at the weak vertex.
Only nine of the angular coefficients aky m, not taking into account ao,o,o, which is
constrained by normalisation ( A  1 12 +  |A0 1 12 +  |A _, _ 1 12 +  |A0 _ 1 12 =  1), are non-zeroVl 1 2 0,2 i, 2 0, 2
and can be parameterised in terms of the generalised helicity fractions and phases.
The non-zero angular coefficients ak,i,m(a ; P ) are:
where (aky m)* represents a complex conjugate. All the other angular coefficients are zero 
in top-quark decays.
Coefficients of M-functions can also be determined from data. In section 9, tech­
niques are discussed for measuring those coefficients, how to deconvolve them to obtain the 
coefficients presented here, and hence the parameters a  and P .
3 A TLA S d etector
The ATLAS detector [44] consists of a set of sub-detector systems, cylindrical in the central 
region and planar in the two endcap regions, that covers almost the full solid angle around 
the interaction point (IP).2 ATLAS is composed of an inner detector (ID) for tracking close
2ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre of the 
detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC 
ring, and the y-axis points upward. Cylindrical coordinates (r, 0) are used in the transverse plane, 0 being 
the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle 6 as 
n =  — ln tan(6/2). The transverse momentum and energy are defined as pT =  p  sin 6 and ET =  E  sin 6, 
respectively. The A R  is the distance defined as A R  =  y^(An)2 +  (A 0)2.
(2 .2)
a1,0,0 +P ^24^ /l(2/+ 1) +  (1 -  f i )(1 -  2/ + ^  >
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1
a0,0,0 r— ,
V 8n 
00,1,0 =  v 8 n f l  ( fi+ -  2 )  ’ 
° 0,2,0 =  7 4 0 n (  2 f l  - 1 '
01.1.0 + P  ^ 3 2 n f l  ’
01.2.0 =  + P (f i (2f i+ -  2) -  2(1 -  f i )(2 -  2 f 0+)) i
a i,i,i =  (a i , i , - iT  =  - P  ^ f 1(1  -  f 1^  e^+ +  / (1 -  f 1+)(1 -  f 0+) e ^  j  1
a 1,2,1 =  (a 1,2, - iT  =  - P  ^  f 1 (1 -  f 1^  /  f i+ f 0+ e^+ -  / (1 -  f 1+ )(1  -  f 0+) e ^  j  1
to  the IP, surrounded by a superconducting solenoid providing a 2 T  axial m agnetic field, 
electrom agnetic (EM) and hadronic calorimeters, and a muon spectrom eter (MS). The 
ID consists of a silicon pixel detector, a silicon micro-strip detector, providing tracking 
information w ithin pseudorapidity |n| <  2.5, and a straw -tube transition  radiation tracker 
th a t covers |n| <  2.0. The central EM calorim eter is a lead and liquid-argon (LAr) sampling 
calorim eter with high granularity, and is divided into a barrel region th a t covers |n| <  1.5 
and endcap regions th a t cover 1.4 <  |n| <  3.2. A steel/scin tillator tile calorim eter provides 
hadronic energy measurem ents in the central range of |n| <  1.7. The endcap (1.5 <  
|n| <  3.2) and forward regions (3.1 <  |n| <  4.9) are instrum ented w ith LAr calorimeters 
for both the EM and hadronic energy measurem ents. The MS consists of three large 
superconducting toroid m agnets w ith eight coils each, a system of trigger chambers covering 
|n| <  2.4, and precision tracking chambers covering |n| <  2.7. The ATLAS detector employs 
a three-level trigger system [45], used to  select events to  be recorded for offline analysis. 
The first-level trigger is hardware-based, implemented in custom -built electronics and it 
uses a subset of the detector information to  reduce the physical event rate  from 40 MHz to 
a t most 75 kHz. The second-level trigger and the final event filter, collectively referred to  
as the high-level trigger (HLT), are software-based and together reduce the event rate  to  
about 400 Hz.
4  D a t a  a n d  s im u la t io n  s a m p le s
The analysis is performed using da ta  from pp collisions delivered by the LHC in 2012 at 
a/ s =  8 TeV and recorded by the ATLAS detector. Stringent detector and d a ta  quality 
requirem ents were applied, resulting in a d a ta  sample corresponding to  a to ta l integrated 
luminosity of 20.2fb _ 1 [46]. The events were selected by single-lepton3 triggers [45, 47], 
imposing at the HLT a threshold of 24 GeV on the transverse energy (E t ) of electrons and 
on the transverse m om entum  (p t ) of muons, along with isolation requirements. To recover 
efficiency for higher-pT leptons, the isolated lepton triggers were complemented by triggers 
w ithout isolation requirements, but w ith a threshold raised to  60 GeV for electrons and to  
36 GeV for muons.
Samples of events generated using M onte Carlo (MC) simulations were produced using 
different event generators interfaced to  various parton showering (PS) and hadronisation 
generators. Minimum-bias events sim ulated with the P y th ia 8  generator (ver. 8.1) [48] 
were overlaid to  model the effect of m ultiple pp collisions per bunch crossing (pile-up). The 
distribution of the average num ber of pile-up interactions in the sim ulation is reweighted to 
m atch the corresponding distribution in data, which has an average of 21 [46]. The events 
were processed using the same reconstruction and analysis chain as for d a ta  events.
Single-top-quark t-channel events were generated w ith the NLO P o w h e g -B o x  gen­
erator (rev. 2556) [49] with the CT10f4 [50] P D F  set, using the 4FS for the m atrix- 
element (ME) calculations [51]. The renorm alisation and factorisation scales were set to
=  =  16(m2 +  pTb), where m b is the mass of the 6-quark and pT,b is the transverse
m om entum  of the 6-quark from the initial gluon splitting. Top quarks were decayed using
3Henceforth, “lepton” indicates electron or muon, and does not include t leptons.
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M ad S p in  [52], which preserves all spin correlations. Additional t -channel samples were 
produced with the LO P r o t o s  generator (ver. 2.2b) [53] using the CTEQ6L1 PD F set [54] 
w ithin the 4FS. Thus in addition to  a SM sample, samples with anomalous couplings en­
abled in both  the production and the decay vertices were produced using the P r o t o s  gen­
erator, varying simultaneously Vl w ith either Re [VR] € [0.25, 0.50], Re [gR] € [-0.26, 0.18] 
or Im [gR] € [-0 .23, 0.23], such th a t the top-quark w idth was invariant. The factorisation 
scale was set to  =  — P w  for the spectator quark and =  p2 +  m 2 for the gluon, where 
pW and pb are the three-m om enta of the exchanged W  boson and of the b-quark origi­
nating from the gluon splitting (the spectator b-quark), respectively. In order to  compare 
different LO generators, another sample of signal events was produced with the multi-leg 
LO A c e rM C  generator (ver. 3.8) [55] using the CTEQ6L1 P D F set. This generator in­
corporates both  4FS and 5FS, featuring an autom ated procedure to  remove the overlap in 
phase space between the two schemes [56]. The factorisation and renorm alisation scales 
were set to  =  =  =  172.5 GeV.
In this analysis, all sim ulated signal event samples are normalised using the production 
cross-section m entioned in section 1. Simulation samples produced with P o w h e g -B o x  
are used for predicting the acceptance and the tem plate shape of the t -channel signal. To 
estim ate the efficiency and resolution models, the sim ulation samples in which parton-level 
information is well defined, i.e. those produced with either P r o t o s  or A c e rM C , are used.
Samples of sim ulated events for t i  production and electroweak production of single 
top  quarks in the associated W t  and s -channel were produced using the NLO P o w h e g -  
B o x  generator (rev. 2819, rev. 3026) coupled with the CT10 [50] P D F  set. The t -  and 
s -channel processes do not interfere even at NLO in QCD and are thus well defined with 
th a t precision [57]. For W t  associated production, the diagram  removal scheme is used to 
elim inate overlaps between this process and t i  production at NLO. In the tb sample, the 
resum m ation dam ping factor4 hdamp was set to  the top-quark mass [58]. An additional 
t i  sample with anomalous couplings enabled in the decay vertex was produced using the 
P r o t o s  generator (ver. 2.2) coupled with the CTEQ6L1 PD F set. This sample is used 
to  take into account the dependence of t i  background upon the value of the anomalous 
couplings.
For all sim ulated event samples mentioned above, the PS, hadronisation and underlying 
event (UE) were added using PyTHiA (ver. 6.426, ver. 6.427) [59] w ith the Perugia 2011C 
set of tuned param eters (P2011C tune) [60] and the CTEQ6L1 PD F set. The T a u o la  [61] 
program  and the P h o to s  [62] algorithm  were used to  properly sim ulate decays of polarised 
t  leptons including spin correlations and to  generate quantum  electrodynamics (QED) 
radiative corrections in decays to  account for photon radiation. All these processes were 
sim ulated assuming a top-quark mass of 172.5 GeV, and the decay of the top quark was 
assumed to  be 100% t ^  Wb.
For estim ating the t-channel and t i  generator modelling uncertainties, additional sam ­
ples were produced using alternative generators or param eter variations. For studying the
4The resummation damping factor, hdamp, is one of the parameters controlling the ME/PS matching 
in P owheg and effectively regulates the high-pT gluon radiation. In the used Powheg-Box revision, 
hdamp = was the default value.
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top-quark mass dependence, supplem entary single-top-quark and t t  sim ulated event sam ­
ples w ith different top-quark masses were generated. These topics are further discussed in 
section 10 and section 11, respectively.
Vector-boson production in association w ith jets was simulated using the multi-leg LO 
S h e rp a  generator (ver. 1.4.1) [63] with its own param eter tune and the CT10 P D F  set. 
Thus, W  + je ts  and Z  + je ts  events with up to  four additional partons were generated and the 
contributions of W /Z +ligh t-je ts and W /Z +heavy-jets (W /Z +66, W /Z +cc, W /Z + c) were 
sim ulated separately. S h e rp a  was also used to  generate the hard process, but also for the 
PS, hadronisation and the UE, using the CKKW  m ethod [64] to  remove overlaps between 
the partonic configurations generated by the ME and by the PS. Samples of diboson events 
(W W , W Z , and Z Z ), containing up to  three additional partons where a t least one of the 
bosons decays leptonically, were also produced using the S h e rp a  generator (ver. 1.4.1) 
w ith the CT10 P D F  set.
All baseline sim ulated event samples were passed through the full sim ulation of the 
ATLAS detector [65] based on the GEANT4 framework [66] while P r o t o s  sim ulated event 
samples and alternative samples used to  estim ate system atic uncertainties were processed 
through a faster sim ulation using the A tL fa s t2  framework [67].
5 E v e n t  r e c o n s t r u c t i o n
Electron candidates are reconstructed from isolated energy deposits in the EM calorim eter 
associated w ith ID tracks fulfilling strict quality requirem ents [68]. These electrons are 
required to  satisfy E t  =  E a s te r /  sin(0track) >  25 GeV and |%iuster| <  2.47, where E a s te r 
and ncluster denote the energy and the pseudorapidity of the cluster of energy deposits in 
the EM calorim eter, and 0track denotes the polar angle of the ID track associated w ith this 
cluster. Clusters in the EM calorim eter barrel-endcap transition  region, corresponding to 
1.37 <  |ncluster| <  1.52, are excluded. M uon candidates are reconstructed using combined 
information from the ID tracks and the MS [69]. They are required to  have p t  >  25 GeV 
and |n| <  2.5. The electron and muon candidates m ust fulfil additional isolation require­
ments, as described in ref. [70], in order to  reduce contributions from misidentified jets, 
non-prom pt leptons from the decay of heavy-flavour quarks and non-prom pt electrons from 
photon conversions.
Jets are reconstructed using the anti-kt algorithm  [71, 72] w ith a radius param eter 
of 0.4, using topological clusters of calorim eter energy deposits [73] as inputs to  the jet 
finding. The clusters are calibrated with a local cluster weighting m ethod [73]. The jet 
energy is further corrected for the effect of multiple pp interactions. Jets are calibrated 
using an energy- and n-dependent simulation-based scheme, w ith in situ corrections based 
on d a ta  [74]. To reject jets from pile-up events, a so-called jet-vertex-fraction (JV F) crite­
rion [75] is applied to  the jets w ith pT <  50 GeV and |n| <  2.4: a t least 50% of the scalar 
sum of the pT of the tracks associated w ith a je t is required to  be from tracks compatible 
w ith the prim ary vertex.5 Only events containing reconstructed jets w ith pT >  30 GeV and
5A primary-vertex candidate is defined as a reconstructed vertex with at least five associated tracks with 
p T > 400 MeV. The primary vertex associated with the hard-scattering collision is the candidate with the 
largest sum of the squared p T of the associated tracks.
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|n| <  4.5 are considered. The pT threshold is raised to  35 GeV for the jets in the calorime­
ter endcap-forward transition  region, corresponding to  2.7 <  |n| <  3.5 [29]. Jets identified 
as likely to  contain b-hadrons are tagged as 6-jets. The 6-tagging is performed using a 
neural network (NN) which combines three different algorithm s exploiting the properties 
of a b-hadron decay in a je t [76]. The b-tagging algorithm , only applied to  jets w ithin 
the coverage of the ID (i.e. |n| <  2.5), is optimised to  improve the rejection of c-quark 
jets, since W  boson production in association w ith c-quarks is a m ajor background for 
the selected final state. The requirem ent applied to  the NN discrim inant corresponds to  
a b-tagging efficiency of 50%, with mis-tagging rates of 3.9% and 0.07% for c-quark jets 
and light-flavour jets (u-, d-, s-quark or gluon g), respectively, as predicted in sim ulated t i  
events and calibrated with da ta  [77, 78].
The missing transverse m omentum, with m agnitude Emiss, is reconstructed from the 
vector sum of energy deposits in the calorim eter projected onto the transverse plane [79]. 
The energies of all clusters are corrected using the local cluster weighting m ethod. Clusters 
associated with high-pT jets and electrons are further calibrated using their respective 
energy corrections. In addition, contributions from the p t  of the selected muons are also 
included in the calculation. The Emiss is taken as a m easurem ent of the undetectable 
particles, and is affected by energy losses due to  detector inefficiencies and acceptance, and 
by energy resolution.
6  E v e n t  s e le c t io n  in  t h e  s ig n a l ,  c o n t r o l ,  a n d  v a l id a t io n  r e g io n s
The signal event candidates are selected by requiring a single prom pt isolated lepton,6 
significant Emiss, and exactly two jets. All these objects m ust satisfy the criteria described 
in section 5, and the Emiss is required to  be larger than  30 GeV. One of the jets m ust be 
identified as a b-tagged je t w ith |n| <  2.5 while the second jet, also called the spectator 
jet, is required to  be untagged and produced in the forward direction. Events containing 
additional jets  are vetoed to  suppress background from t t  production. The spectator b- 
quark originating from the gluon splitting (4FS), as shown in figure 1(b), can result in an 
additional b-tagged jet. This je t is expected to  have a softer pT spectrum  and a broader 
n d istribution th an  the b-tagged je t produced in the top-quark decay. It is generally 
not detected in the experiment and these events pass the event selection. Events are 
required to  contain a t least one good prim ary vertex candidate, and no jets failing to  
satisfy reconstruction quality criteria. In addition, the transverse mass of the lep ton -Emiss 
system,
m T(^^m iss) =  ^/2p t (^) ■ E™ss [1 — cos ( A ^ ,  ETpiss))] ,
where A0(^, Emiss) is the difference in azim uthal angle between the lepton momentum  and 
the Emiss direction, is required to  be larger than  50 GeV in order to  reduce the m ultijet 
background contribution. Further reduction of this background is achieved by imposing 
a requirem ent on the lepton pT to  events in which the lepton and leading je t ( j 1) are
6This analysis considers only W boson decay modes to an electron or a muon. Events in which the W 
boson decays to a t lepton are included if the t subsequently decays to an electron or a muon.
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back-to-back [29, 33, 80],
p t (^) >  40 ( |A ^ ( j l , ^)|— 1 ) G eV , 
\  n  — 1
where A 0 ( ji,  ^) is the difference in azim uthal angle between the lepton momentum  and the 
leading jet. To reduce the dilepton backgrounds, events containing an additional lepton, 
identified w ith less stringent criteria (referred to  as a loose lepton) and with a pT threshold 
lowered to  10 GeV, are rejected. Finally, two additional requirem ents are applied in order 
to  remove a mis-modelling between d a ta  and prediction seen in the W  + je ts  control and 
validation regions, in the |n| d istribution of the non-6-jet and in the |An| d istribution 
between the two required jets: |n(non-6-jet)| <  3.6 and |An(non-6-jet, 6-jet)| <  4.5.
The W  boson originating from the decay of the top quark is reconstructed from the 
m om enta of the lepton and the neutrino by imposing four-momentum conservation. Since 
the neutrino escapes undetected, the x and y components of the reconstructed ETpissare 
assumed to  correspond to  the pT of the neutrino. The unm easured longitudinal component 
of the neutrino m omentum, pV, is com puted by imposing a W  boson mass constraint on 
the lepton-neutrino system. A quadratic expression is found for pV. If there are two real 
solutions, the solution closer to  zero is taken. If the solutions are complex, the assum p­
tion of the neutrino being the only contributor to  the ETpiss is not valid.7 Therefore, the 
reconstructed E™ss is rescaled, preserving its direction, in order to  have physical (real) 
solutions for pV. This generally results in two solutions for the rescaled ETpiss. If ju st one 
solution of the rescaled ETpiss is positive, this is chosen. If both  are positive, the one closer 
to  the initial ETpiss is chosen. The top-quark candidate is then  reconstructed by combining 
the four-mom enta of the reconstructed W  boson and the selected 6-tagged jet. Finally, the 
m om enta of the W  boson and spectator je t are boosted into the top-quark rest frame to  
obtain q and ps, used to  define the coordinate system in figure 2, and the lepton is boosted 
into the W  boson rest frame to  obtain q* .
In addition to  this basic event selection, which defines the preselected region, further 
discrim ination between the t-channel signal events and background events is achieved by 
applying additional criteria:
•  The pseudorapidity of the non-6-tagged je t m ust satisfy |n(non-6-jet)| >  2.0, since the 
spectator je t tends to  be produced in the forward region in the t -channel signature.
•  The scalar sum of the pT of all final-state objects (lepton, jets  and E™ss), H T, must 
be larger th an  195 GeV, since the H T distributions of the backgrounds peak at lower 
values (in particular for the W  + je ts  contribution) th an  the t-channel signature.
•  The mass of the top  quark reconstructed from its decay products, m(^v6), is required 
to  be w ithin 130-200 GeV, to  reject background events from processes not involving 
top quarks.
7Although it is true that at LO the neutrino is the main contributor to the E ” ss, there may be other 
contributors, such as extra neutrinos (from b-hadron and t  decays), additionalp T contributions (initial/final- 
state radiation effects), miscalibration of E“ lss, fake E™lss due to the detector energy resolution and accep­
tance.
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•  The absolute difference in n between the non-b-tagged je t and the b-jet, 
|An(non-b-jet, b-jet) | , m ust be larger than  1.5, to  further reduce t t  contributions.
These criteria are based on the selection requirem ents used in ref. [33], re-optimised 
using MC sim ulation at a/ s =  8TeV  [34]. Thus, these criteria together w ith the signal 
preselection define the signal region of this analysis.
The distributions of the four variables used to  define the signal region are shown in 
figure 3 a t the preselection stage. The sim ulated signal and background distributions are 
scaled to  their theoretical predictions except the m ultijet background, which is estim ated 
using data-driven techniques described in section 7. The W  + jets, top-quark backgrounds 
and t -channel distributions are normalised to  the results of the maximum-likelihood fit, 
also described in section 7. In figure 3(a), the well-modelled bum p around |n| =  2.5 is 
due to  a combination of the JV F requirem ent, which is applied to  jets w ith pT <  50 GeV 
and |n| <  2.4, and the increased p t  requirem ent on jets in the calorim eter endcap-forward 
transition  region (2.7 <  |n| <  3.5). These two requirem ents are described in section 5.
To estim ate the rates and validate the modelling of the dom inant background contri­
butions, the simulated events are compared to  the d a ta  in three dedicated background- 
enriched regions:
•  A control region dom inated by t t  events is defined by considering preselected events 
containing two additional non-b-tagged jets (i.e. four jets are required since ju st one 
of them  is required to  be b-tagged).
•  A control region enriched in W  + je ts  events, and dom inated by W +heavy-jets, is 
defined in order to  control the modelling of the background. The events selected 
in this control region are the ones satisfying the preselection criteria and failing to  
satisfy any of the four requirem ents in the selection criteria. The flavour composition 
of this control region is similar to  th a t of the signal region.
•  A th ird  region is defined as a validation region dom inated by W  + je ts  events to  
further control the modelling of the shapes of the W  + je ts  background. Events in 
this validation region are selected by considering the preselection criteria w ith a 
relaxed b-tagging efficiency requirem ent of 80%. In addition, all events satisfying the 
tighter signal b-tagging efficiency requirem ent of 50% are excluded. This region has 
much larger enrichment in W  + je ts  events although the flavour composition differs 
from th a t of the signal region.
The two control regions are used to  extract the norm alisation of t t  and W  + je ts  as 
described in section 7.
7 B a c k g r o u n d  e s t i m a t io n  a n d  n o r m a l i s a t i o n
The largest background contributions to  single-top-quark t -channel production arise from 
t t  and W  + je ts  production. The former is difficult to  distinguish from the signal since t t  
events contain real top quarks in the final state. The W + je ts  production contributes to  the
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Figure 3. Distributions of (a) |n(non-b-jet)|, (b) the scalar sum of the pT of all final-state ob­
jects, HT, (c) reconstructed top-quark mass, m(fvb), and (d) | An(non-b-jet, b-jet)| in the signal 
preselected region for the electron and muon channels merged. The prediction is compared to data, 
shown as the black points with statistical uncertainties. The multijet background is estimated 
using data-driven techniques, while contributions from simulated W +jets, top-quark backgrounds 
and t-channel event samples are normalised to the results of a maximum-likelihood fit to event 
yields in the signal and control regions. The uncertainty bands correspond to the uncertainties due 
to the size of the simulated event samples added in quadrature with the data-driven normalisation 
uncertainty of 70% estimated for the multijet contribution. The lower plots show the ratio of data 
to prediction in each bin. The regions excluded by the selection criteria are shown by vertical black 
lines and dashed areas.
background if there is a 6-quark in the final state or due to mis-tagging of jets containing 
other quark flavours. Multijet production via the strong interaction can contribute as well 
if, in addition to two reconstructed jets, an extra jet is misidentified as an isolated lepton,
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or if a non-prom pt lepton appears to  be isolated (both referred to  as fake leptons). O ther 
minor backgrounds originate from single-top-quark W t -channel and s -channel, Z  + je ts  and 
diboson production.
For all background processes, except m ultijet production, the norm alisation is initially 
estim ated by using the MC simulation scaled w ith the theoretical cross-section prediction, 
and the event d istribution modelling is taken from simulation.
The t t  events are normalised w ith the t t  production cross-section calculated at NNLO 
in QCD including resum m ation of NNLL soft gluon term s with T op+ + 2.0  [81- 86]. Its 
predicted value is 253+15 pb calculated according to  ref. [86]. The quoted uncertainty, 
evaluated according to  the PD F4LHC prescription [87], corresponds to  the sum in quadra­
tu re  of the a S uncertainty and the P D F  uncertainty, calculated from the envelope of the 
uncertainties a t 68% CL of the MSTW2008 NNLO, CT10 NNLO [88] and NNPDF2.3 5f 
FFN  [89] PD F sets. The associated W t-channel events are normalised with the predicted 
NNLO production cross-section of 22.4 ±  1.5 pb [90] and the s -channel production to  the 
predicted NNLO cross-section of 5.61 ±  0.22 pb [91]. The uncertainties correspond to  the 
sum in quadrature  of the uncertainty derived from the MSTW2008 NNLO P D F set at 
90% CL and the scale uncertainties.
The inclusive cross-sections of vector-boson production are calculated to  NNLO with 
the FEW Z program  [92] and the MSTW2008 NNLO P D F set, w ith a theoretical uncertainty 
of 4% and 5% for W  + je ts  and Z + jets , respectively. The cross-sections of diboson processes 
are calculated at NLO using the M CFM  program  [93], w ith a theoretical uncertainty of 
5%. For these three background processes the norm alisation uncertainty is 34% each. This 
is the result of adding in quadrature their theory uncertainty and 24% per additional jet, 
accordingly to  the Berends-Giele scaling [94].
The norm alisation as well as the event modelling of the m ultijet background is es­
tim ated  from d a ta  using a m atrix  m ethod [70, 95]. This m ethod allows the derivation 
of the true composition of the d a ta  sample in term s of prom pt (real) and fake leptons 
from its observed composition in term s of tight (signal selection) and loose leptons. An 
alternative norm alisation and modelling based on the mixed data-sim ulation jet-electron 
m ethod [29, 70, 96] and the purely data-driven anti-m uon selection [70] are also consid­
ered. From the comparison of these two models w ith the results obtained using the m atrix  
m ethod, an overall norm alisation uncertainty of 70% is assigned to  the m ultijet contribu­
tion, irrespective of lepton flavour, as done in ref. [34].
The final t -channel, W  + je ts  and top-quark background (ti, associated W t  and s - 
channel) normalisations are estim ated through a simultaneous maximum-likelihood fit to  
the numbers of da ta  events observed in the signal region and the t i  and W  + je ts  control 
regions, described in section 6. The likelihood function [96] is given by the product of 
Poisson probability term s associated with the fitted regions, combined with the product of 
Gaussian priors to  constrain the background rates to  their predictions w ithin the associated 
uncertainties. In the fit, the t -channel contribution, estim ated using P o w h e g -B o x , is 
treated  as unconstrained. The top-quark background contributions are merged with their 
relative fractions taken from simulation, and the applied constraint, 6%, is derived from the 
combination in quadrature of their cross-section uncertainties. The W  + je ts  contribution
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is constrained to  the norm alisation uncertainty of 34% and its flavour composition is taken 
from simulation. In these three fitted regions the production of a W  boson in association 
w ith heavy-flavour jets is the dom inant contribution to  the W  + je ts  background, predicted 
to  be around 95% in each region. The Z  + je ts  and diboson contributions, which are very low 
in the signal region (2% of the expected to ta l), are merged and fixed to  the predictions. The 
m ultijet contribution is kept fixed to  its data-driven estim ate. The overall norm alisation 
scale factors obtained from the maximum-likelihood fit together w ith the statistical post-fit 
uncertainties are found to  be 1.010 ±  0.005 and 1.128 ±  0.013 for the top-quark and W  + jets 
background contributions, respectively, and 0.909 ±  0.022 for the t-channel signal. The 
im pact on the analysis due to  the deviation of these scale factors from unity is negligible 
and it is taken into account through the W  + je ts  norm alisation uncertainty as discussed in 
section 10. In the case of the W  + je ts  validation region, used to  validate the shapes of the 
predicted tem plates, ju st an overall scale factor for the W  + je ts  component is estim ated. It 
is extracted by m atching the to ta l predicted event yields to  the num ber of events observed 
in this validation region. The results are found to  be stable when the prior constraints on 
the top-quark and W  + je ts  backgrounds are relaxed to  100% of their predicted cross-section 
in the signal and control regions.
The overall norm alisation scale factors are used to  control the modelling of the kine­
m atic and angular variable distributions in the signal, control, and validation regions. In 
the subsequent steps of the analysis, the overall scaling of the t -channel prediction is not rel­
evant, since it is taken from background-subtracted data, while the W  + je ts  and top-quark 
backgrounds are normalised using these overall scale factors.
8 E v e n t  y ie ld s  a n d  k in e m a t i c  d i s t r i b u t i o n s
Table 1 provides the predicted signal and background event yields for the electron and 
muon channels merged together in the signal, control, and validation regions after scaling 
to  the results of the maximum-likelihood fit to  the data. Observed da ta  yields are also 
shown. The signal-to-background (S/B ) ratio  is 0.97 in the signal region while <  0.1 in the 
control and validation regions.
Figures 4 and 5 show the distributions of the relevant kinem atic distributions used 
to  define the signal region in the t t  and W  + je ts  control regions while figure 6 shows 
the same distributions in the W  + je ts  validation region. Good overall data-to-prediction 
agreement is found within the uncertainty band shown in these distributions, which only 
includes the uncertainty due to  the size of the sim ulation samples and the uncertainty in 
the norm alisation of the m ultijet background, added in quadrature. Any data-to-prediction 
disagreement is covered by the t i  an d /o r W  + je ts  norm alisation and modelling uncertainties 
detailed in section 10. In figure 5(a) and figure 6(a), the origin of the well-modelled bumps 
around |n| =  2.5 is the same as for figure 3(a). In addition, the well-modelled decrease at 
|n| =  2 shown in figure 5(a) is due to  the rejected events in the W  + je ts  control region, 
which satisfy the signal selection requirem ent of |n(non b-jet)| >  2.0.
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Process Signal region t t  control region W +jets control region W+jets validation region
t-channel 4395 ± 17 1688 ± 12 11601 ± 29 9306 ± 27
tt, Wt, s-channel 2017± 15 62864 ± 77 48120 ± 82 23937 ± 61
W+heavy-jets 1910 ± 49 6898 ± 65 45410 ± 200 157260 ± 480
W+light-jets 87 ± 31 218 ± 38 3110 ± 200 130900 ± 1000
Z +jets, diboson 157 ± 7 1118 ± 37 4734 ± 77 17750 ± 300
Multijet 375 ± 13 862 ± 27 8910 ± 61 20140 ± 120
Total expected 8941 ± 64 73650 ± 120 121890 ± 310 359300 ± 1200
Data 8939 73662 121913 359320
S/B 0.97 0.02 0.11 0.03
Table 1. Predicted and observed data event yields are shown for the merged electron and muon 
channels in the signal, t t  and W +jets control and validation regions. The multijet background 
is estimated using data-driven techniques, while contributions from simulated W +jets, top-quark 
backgrounds and f-channel event samples are normalised to the results of a maximum-likelihood 
fit to event yields in the signal and control regions. The uncertainties shown are statistical only. 
Individual predictions are rounded to two significant digits of the uncertainty while “Total expected” 
corresponds to the rounding of the sum of full-precision individual predictions. The expected S/B 
ratios are also given.
9 A n a ly s is  o f  a n g u la r  d i s t r i b u t i o n s
The model introduced in section 2 is based on the angles 9, 9* and 0*. The distributions 
of these angular observables, for events satisfying the signal selection criteria, are shown in 
figure 7. Isolation requirem ents placed on the leptons influence the shape of these angular 
distributions. Thus from figure 2 one can see th a t for cos 9 =  - 1 ,  the spectator je t overlaps 
w ith the b-tagged jet. Similarly, for cos 9* =  - 1 ,  the lepton overlaps w ith the b-tagged jet. 
Therefore, in both  cases, the acceptance is significantly reduced. For cos 9 =  +1, the 
acceptance is maximal since the spectator je t and the b-tagged je t are back-to-back. For 
cos 9* =  +1, although the lepton and the b-tagged je t are back-to-back, the acceptance is 
not maximal since the lepton is in the same plane as the spectator je t and therefore it may 
overlap w ith this jet. For 0* =  0, n  or 2n, the lepton is in the same plane as the spectator 
je t and therefore it may overlap w ith this jet. This is disfavoured by the isolation criteria, 
so acceptance reduces in these three regions. Acceptance is maximal for 0* =  ± n /2 , since 
the lepton is in a plane perpendicular to  the spectator.
Just as the angular d istribution for the true signal can be expressed in term s of the 
angular coefficients, a k,i,m , of a finite series of orthonorm al functions, the reconstructed 
angular d istribution can be expressed as an infinite series of the same functions, similarly 
to  eq. (2.1) :
qy(9 , 9*, 0*; d , P ) =  £  A k ,xA<$> P ) M k ,x (9,9*, 0 * ) , (9.1)
k,A,^
where |^ | <  min(K, A). M ultiplying eq. (9.1) by M^*x (9 , 9* , 0*), integrating, and applying
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F ig u re  4 . Distributions of (a) |n(non b-jet) |, (b) the scalar sum of the pT of all final-state objects, 
H t , (c) reconstructed top-quark mass, m ( tv b ) ,  and (d) |An(non b-jet, b-jet) | in the t t  control region 
for the merged electron and muon channels. The multijet background is estimated using data-driven 
techniques, while contributions from simulated W +jets, top-quark backgrounds and t-channel event 
samples are normalised to the results of a maximum-likelihood fit to event yields in the signal and 
control regions. The uncertainty bands correspond to the uncertainties due to the size of the 
simulated event samples added in quadrature with the data-driven normalisation uncertainty of 
70% estimated for the multijet contribution. The lower plots show the ratio of data to prediction 
in each bin.
the orthonormality of the M-functions, one projects out the angular coefficients, obtaining 
Ak,x,h = j  Qr (e,e* ,4>*; d , p )M^ x (0,0*, ^ )d(coS0)d n * .
For a discrete set of data that follows gr, the angular coefficients can be estimated as the
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F ig u re  5. Distributions of (a) |n(non b-jet) |, (b) the scalar sum of the pT of all final-state objects, 
H t , (c) reconstructed top-quark mass, m ( tv b ) ,  and (d) |An(non b-jet, b-jet) | in the W +jets control 
region for the merged electron and muon channels. The multijet background is estimated using 
data-driven techniques, while contributions from simulated W +jets, top-quark backgrounds and 
f-channel event samples are normalised to the results of a maximum-likelihood fit to event yields 
in the signal and control regions. The uncertainty bands correspond to the uncertainties due to 
the size of the simulated event samples added in quadrature with the data-driven normalisation 
uncertainty of 70% estimated for the multijet contribution. The lower plots show the ratio of data 
to prediction in each bin.
average value of the function over the data:
A m .* =  < 1 (0, O ' ) ) .
similar to a MC estimation of an integral. Experimental values of these coefficients can 
thus be obtained by taking this average over a set of discrete data for terms up to a maxi­
mum k and A, determined by the precision of the data. A similar approach to sequential
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F ig u re  6. Distributions of (a) |n(non b-jet) |, (b) the scalar sum of the pT of all final-state objects, 
H t , (c) reconstructed top-quark mass, m(Lvb), and (d) |An(non b-jet, b-jet)| in the W  +jets vali­
dation region for the merged electron and muon channels. The multijet background is estimated 
using data-driven techniques, while contributions from simulated W  +jets, top-quark backgrounds 
and t  -channel event samples are normalised to the results of a maximum-likelihood fit to event 
yields in the signal and control regions. The uncertainty bands correspond to the uncertainties due 
to the size of the simulated event samples added in quadrature with the data-driven normalisation 
uncertainty of 70% estimated for the multijet contribution. The lower plots show the ratio of data 
to prediction in each bin.
decays is suggested in ref. [97]. This technique, called orthogonal series density estimation 
(OSDE) [98], is essentially a Fourier technique to determine moments of the angular dis­
tribution. Since A K,\,^ =  A*K\  - ^, the coefficients with ^  =  0 are purely real, while those 
with ^  =  0 can be represented by the real and imaginary components of A k,a,|^|. These 
sets of reconstructed and true angular coefficients, A K,\,^ and ak,i,m, can be represented by
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(c)
F igure  7. Angular distributions of (a) cos 0, (b) cos 0* and (c) 4>* in the signal region for the electron 
and muon channels merged, comparing observed data, shown as the black points with statistical 
uncertainties, to SM signal and background predictions. The multijet background is estimated 
using data-driven techniques, while contributions from simulated W +jets, top-quark backgrounds 
and t-channel event samples are normalised to the results of a maximum-likelihood fit to event 
yields in the signal and control regions. The uncertainty bands correspond to the uncertainties due 
to the size of the simulated event samples added in quadrature with the data-driven normalisation 
uncertainty of 70% estimated for the multijet contribution. The lower plots show the ratio of data 
to prediction in each bin.
two vectors of coefficients, A and a. A covariance matrix, C =  Cov(A), is also determined 
using OSDE, in the standard way by averaging products of two M-functions. 
The background’s shape and its covariance matrix are determined through an OSDE 
analysis of a hybrid sample consisting of background events from simulation samples, and 
selected data events from samples enriched in multijet events as reported in section 7 . The
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vector of reconstructed and background-subtracted coefficients, A ', is
-1' =  f  A  -  ( f - 1 ) A b '
where A b is the vector of coefficients for the background and f s is the signal fraction. On 
the other hand, the covariance m atrix  C  is modified to  include the contribution from the
background, (  )  (  )
C ' =  ( f ) 2  C  +  ( f  -  1 )2  C t  • (9 2)
where C ' and C b are the covariance m atrices of the background-subtracted coefficients and 
the background coefficients alone, respectively. The second term  in eq. (9.2) represents a 
system atic uncertainty in C ' due to  statistical uncertainties in the background estim ate.
D etector effects, both  efficiency and resolution, are incorporated through a migration 
m atrix  th a t relates true  coefficients, a, to  reconstructed and background-subtracted coef­
ficients, A ' . This m atrix, denoted by G , translates all of the nine true coefficients (not 
counting ao,o,o) to  the reconstructed coefficients. It is determ ined from MC samples pro­
duced with the P r o t o s  generator using a Fourier analysis of the joint probability density 
function of true and reconstructed angles, followed by a transform ation to  coefficients of 
a conditional probability density function. The procedure is described in more detail in 
refs. [36, 37]. In term s of G ,
A  =  G  - a .  (9.3)
Equation (9.3) cannot be inverted in practice because the m atrix  G  has more rows 
th an  columns, indicating a situation w ith more equations than  unknown variables. Owing 
to  statistical fluctuations or system atic shifts in the measured quantities, it is possible th a t 
they cannot all be satisfied simultaneously. The num ber of rows can be reduced by consid­
ering fewer equations. The higher-order term s in A  and A b , of which there are an infinite 
number, are truncated  since they represent high-frequency components bringing little infor­
m ation about the true coefficients. In w hat follows, a truncation  is done at Amax =  Kmax =  2 
(subscript “m ax” is the maximum index value of a given series). The maximum values of k  
and l are chosen to  obtain the optim al statistical uncertainty in physics param eters. W ith 
this truncation the num ber of background-subtracted coefficients is 18.
Since a covariance m atrix, C ' =  Cov(A '), is available, one can minimise the function
x 2 (a )  =  [ A  -  g  ■ a ) T ■ ( c ' ) -1 - [ A  -  g  - a )  ,
over the vector a. This can be done analytically, and yields the solution
a =  V  ■ G t  ■ (C ') -1 ■A  , (9.4)
with
V  =  Cov(a) =  (G t  ■ (C ') -1 ■ G ) -1 . (9.5)
The deconvolved coefficients, using a m igration m atrix  derived from simulated SM event 
samples produced with the P roto s  generator, are shown in figure 8. Correlations be­
tween the different coefficients range from nearly zero to  almost 70%. Also shown are the
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Figure 8. Deconvolved angular coefficients from data using the migration matrix from the SM 
simulation. Data are shown as black points with statistical uncertainties (inner error bar) and 
statistical and systematic uncertainties added in quadrature (outer error bar), while SM prediction 
is shown as a red line. In addition, two new physics scenarios, one with ó_ =  n and another one 
with f+  =  0.2, are also shown as a dotted blue line and dashed green line, respectively. The x-axis 
shows the real and imaginary parts of the angular coefficients, where the latter appears in boldface.
SM predictions, obtained from eq. (2.2) , using SM values for a , and a P r o t o s  simula­
tion for the polarisation. Moreover, two new physics scenarios, obtained from P r o t o s  
simulations, are also shown. The scenario w ith S-  =  n  corresponds to  a region where 
Re [gR/VL] ~  0.77, allowed by the fit in measurem ents of W  boson helicity fractions in 
top-quark decays [24- 28]. The scenario with f+  =  0.2 corresponds to  a set of couplings 
( |V r/V l| ~  0.65, and |gL/V L | ~  0.27) th a t are also consistent with measurem ents of W  bo­
son helicity fractions, but where 20% of the longitudinal W  bosons are due to  right-handed 
couplings.
The derivation of the m igration m atrix, G , and background model, A b, described 
above, is based on the form of these distributions in MC simulation. For the background 
model, constructed from the sum of all predicted backgrounds with an appreciable effect on 
the distribution, this includes events containing top quarks, prim arily from t t  production, 
the distribution of which is affected by changing the values of the anomalous couplings. The 
efficiency and resolution models are averages over all unm easured distributions in the signal. 
Variations in the values of anomalous couplings alter those unm easured distributions, which 
could lead to  a dependence on these couplings for the efficiency and resolution models. For 
instance, t-channel single-top-quark production depends on anomalous couplings in both 
the top-quark production and decay vertices, so varying the couplings alters production-side 
distributions, such as the pT and n distributions of the top or spectator quark. Therefore 
G  and A b both depend upon a . W hen evaluating a for different possible values of a , the 
appropriate values of G ( a ) and A b(d) m ust be used. Consequently, a also depends on a .
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To interpret the m easurem ent of the coefficients a ( a )  as a m easurem ent of the pa­
ram eters a , the real and imaginary parts of the predicted coefficients ak .i.m  obtained from 
eq. (2.2) are packed into a vector ath . The coefficient ao.o.o is om itted in this procedure
because it is constrained by normalisation. Since the num ber of param eters used to  de­
scribe the complex coefficients dim (a) =  9 exceeds d im (a ) =  6, an over-constrained system 
is found. Using a ( a ) from eq. (9.4) and V  from eq. (9.5) , an additional x 2 contribution is 
defined as
X2(a) =  (ath(a) -  a (a ) )T ■ V -1 ■ (ath(a) -  a ( a ) )  . (9.6)
The final fit uses the combined likelihood
-  2 ln L =  x 2( a ) +  x 2(a) • (9.7)
Likelihood profiles over the param eters a  are com puted using a Markov chain MC 
m ethod [99]. In order to  correct for the dependence of G  on a , the m igration m atrix  
is com puted on a four-dimensional grid in f 1, f + , f+ , and S-  using Lagrange interpolation 
between the grid points. Two points are used in f+ , f+ , while four are used in f 1 and 
5 - . The range of interpolation is f 1 € [0.24, 0.36], f+  € [0.0, 0.25], f+  € [0.0, 0.25], and 
S-  €  [-0 .5 ,0 .5]. The background coefficients A b are also corrected for the dependence of 
the t t  background on a  in the same manner.
The procedure for deconvolving detector effects has been validated w ith closure tests, 
performed using sim ulation samples produced with the P roto s  and A o erM C  generators. 
The model independence of this procedure has been validated using the various simulation 
samples w ith anomalous couplings enabled in both  the production and the decay vertices, 
as mentioned in section 4.
10 S o u r c e s  o f  s y s t e m a t i c  u n c e r t a i n t y
System atic uncertainties are estim ated for the angular coefficients a k.l.m. The system atic 
uncertainties are b e tte r behaved in these angular coefficients th an  in the param eters a , 
where they might be close to  physical boundaries, e.g. f+  =  0 or f+  =  0. These system ­
atic uncertainties are used to  construct a 9 x 9 covariance m atrix  including all correlations 
between different angular coefficients for each uncertainty considered. The full system atic 
covariance m atrix, V syst, is then  formed by summing the individual matrices. For evaluat­
ing the likelihood including the to ta l uncertainty, V syst is added to  the covariance m atrix  
determ ined from eq. (9.5) before evaluating eq. (9.6) .
Unless addressed specifically, the efficiency and resolution models (i.e. m igration m a­
trix) in f -channel events used to  estim ate the impact of the various sources of uncertainty 
on the deconvolved m easurem ents are those extracted from the nominal simulation sample 
produced with the P roto s generator and SM couplings. The nominal acceptance and 
tem plate shape of the f-channel signal is predicted using the P o w h eg -B ox generator. 
Various signal and background models are determ ined from MC simulation samples with 
either alternative generators or param eters varied by their uncertainty in order to  estim ate 
system atic uncertainty from different sources. For each source, a likelihood is constructed
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from the resulting background-subtracted-data model, using events generated with var­
ied param eters. The difference is calculated between the central values estim ated at the 
nominal value of a param eter and at the value varied by its uncertainty, or half the dif­
ference between central values estim ated with the param eter varied up and down by its 
uncertainty. These differences are used to  construct a covariance m atrix  for each source of 
system atic uncertainty. The to ta l covariance m atrix  for the system atic uncertainties and 
its correlation m atrix  are found from the sum of the covariance m atrices determ ined for 
individual uncertainties.
W hen estim ating the impact of the various sources of uncertainty, the variations are 
propagated in a correlated way to  the rates and to  the shapes. The variations due to  
the system atic uncertainties are also propagated in a correlated way to  the signal region 
and to  the two control regions used to  constrain the top-quark and W  + je ts  background 
contributions. For the statistical uncertainties, the variations in the signal and control 
regions are considered as independent. A set of overall scale factors associated w ith the 
top-quark and W  + je ts  backgrounds and with the signal events are extracted for each source 
of system atic or statistical variation, through the procedure explained in section 7. The 
background norm alisation is obtained for each system atic uncertainty shift before being 
subtracted  from the observed data. Then the system atic and statistical uncertainties in 
the fitted norm alisation factors are propagated to  the m easurement.
The sources of system atic uncertainty are split into the following categories:
D e te c to r  m o d e llin g . The system atic uncertainties in the reconstruction, and energy 
calibration of electrons and jets and momentum  calibration of muons are propagated in 
the analysis through variations in the modelling of the detector response. Uncertainties 
related to  leptons come from trigger, identification and isolation efficiencies, as well as from 
the energy or momentum  scale and resolution [68, 69]. For jets, the main source of uncer­
ta in ty  is the je t energy scale (JES), evaluated using a com bination of in situ techniques [74]. 
O ther jet-related  uncertainty sources are the modelling of the energy resolution [100] and 
reconstruction efficiency [74], the JV F efficiency [75], and the modelling of the tagging ef­
ficiencies of b-quark jets, c-quark jets and light-quark jets [77, 78]. The uncertainties from 
the energy or m om entum  scale and resolution corrections applied to  leptons and jets are 
propagated to  the com putation of the Emiss. The scale and resolution uncertainties due to 
soft jets and to  contributions of calorim eter energy deposits not associated with any recon­
structed  objects are also considered independently. For all detector modelling uncertainties, 
positive and negative uncertainties are estim ated separately from the corresponding shifts.
B a c k g ro u n d  n o rm a lis a tio n . The uncertainties in the norm alisation of the top-quark 
and W  + je ts  background processes are determ ined from the scale factor obtained from the 
maximum-likelihood fit to  data. For the top-quark background processes, the statistical 
post-fit uncertainty of 1% in its overall scale factor is considered. For the W  + je ts  back­
ground process, the difference between its nominal overall scale factor and the one estim ated 
when constraining the scale factor of the t -channel contribution to  1.0 in the maximum- 
likelihood fit (3%) is considered. For the Z  + je ts  and diboson processes, a norm alisation 
uncertainty of 34% is applied to  the predictions. For the data-driven norm alisation of the
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m ultijet background the uncertainty of 70% estim ated from the comparison of the m atrix  
m ethod estim ates w ith those given by the jet-electron and anti-muon m ethods is used. 
The uncertainty in the integrated luminosity is 1.9% [46] and it is propagated through the 
norm alisation of the simulated background events.
S ig n a l a n d  b a c k g ro u n d  m o d e llin g . System atic uncertainties associated w ith the sig­
nal and background modelling are estim ated by comparing different generators and by 
varying param eters in the event generation. The uncertainty in the predicted efficiency 
and resolution models for the t-channel single-top-quark process, used to  deconvolve recon­
structed  quantities (from P o w h e g -B o x  interfaced to  P y th ia ) ,  is estim ated by comparing 
the nominal P r o t o s  with A c e rM C , both  interfaced to  P y th ia .  This uncertainty also 
accounts for the difference between models which consider the 4FS in P r o t o s  and the 
5FS+4FS in A c e rM C . The uncertainty in the ME calculation in the sim ulation of the 
t-channel process is estim ated in two ways; by comparing P r o t o s  w ith P o w h e g -B o x , 
both  interfaced to  P y th ia ,  to  account for the mis-modelling of an NLO process by a LO 
generator, and by comparing P o w h e g -B o x  with M G 5_aM C@ N LO  (ver. 2.2.2) [101], 
both  interfaced to  H e rw ig  (ver. 6.5.20.2) [102] using ATLAS underlying event tune 2 
(AUET2) [103], to  account for modelling differences between NLO generators. For the t t  
process, P o w h e g -B o x  is compared with M C@ NLO (version 4.06) [104], both  also inter­
faced to  H e rw ig  using the AUET2 tune. The uncertainty in the PS and hadronisation is 
estim ated by comparing P o w h e g -B o x  interfaced with P y t h i a  and H e rw ig  for both  the 
t-channel and t t  processes. The uncertainty in the am ount of radiation is evaluated for 
the t-channel and t t  processes by comparing the nominal samples with the P o w h e g -B o x  
samples generated w ith varied factorisation and renorm alisation scales (and different values 
of the hdamp param eter in the case of the t t  samples), interfaced to  P y t h i a  w ith differ­
ent hadronisation scales or configurations via alternative Perugia sets of tuned param eters 
(P2012radHi, P2012radLo, P2012mpiHi and P2012loCR) [60]. In this case, the uncertainty 
is defined by the shift from the nominal measurement. All these signal and background 
modelling uncertainties are treated  as uncorrelated between t-channel and t t .
The im pact of the flavour composition on the modelling of the W  + je ts  distributions 
is determ ined by propagating an uncertainty of 50% in the ratio  of the W +bb and W +cc 
contributions. As reported in section 8, W +light-jets events give a small contribution in the 
signal region and no associated modelling uncertainty is taken into account. An additional 
shape modelling uncertainty is considered for the W  + je ts  contribution by applying an 
event-by-event shape reweighting procedure. This reweighting is derived in the W  + jets 
validation region from the m atching to  the d a ta  (after subtraction of all processes other 
th an  W  + jets) in the distribution of the p T  of the W  boson.
System atic uncertainties related to  the P D F  sets are evaluated for all processes, except 
for the m ultijet contribution, in a correlated way. The uncertainty is estim ated, following 
a procedure based on the PDF4LHC prescription [87], by calculating a multidimensional 
envelope of the uncertainties a t 68% CL of the CT10, MSTW2008 NLO and NNPDF2.3 [89] 
PD F  sets. Additionally, an uncertainty due to  possible non-linearities in the polarisation, 
while not statistically significant, is propagated to  the final likelihood contours.
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T h e  size  o f  s im u la t io n  sa m p le s . The statistical uncertainty due to  the size of simulated 
background event samples enters through the background coefficients and is estim ated 
during the OSDE analysis of simulated background events. It is evaluated by subtracting, in 
quadrature, the covariance of the deconvolved coefficients w ith and w ithout the inclusion of 
the statistical uncertainties from the background. The statistical uncertainty due to  the size 
of simulated signal event samples enters through the m igration m atrix  and is evaluated by 
subdividing the simulated signal event samples into 16 equally-sized subsamples. M igration 
m atrices are com puted for each subsample, each one being used to  deconvolve the full 
nominal sim ulation signal sample. From the extracted values for a , a covariance m atrix  is 
determ ined, reflecting the size of the MC samples.
The expected statistical uncertainty due to  the size of the d a ta  sample is evaluated 
from pseudoexperiments. The covariance m atrix  is evaluated for each experiment and the 
m atrices are then  averaged. The result is taken to  be the expected covariance for the signal. 
The square root of the diagonal elements are the predicted uncertainties in the coefficients.
Table 2 shows the contribution of each source of system atic uncertainty to  the most 
sensitive helicity param eters and coupling ratios. The to ta l system atic uncertainty is ob­
tained by adding in quadrature  all the individual system atic uncertainties and the MC 
statistics uncertainties. Finally, the to ta l statistical and system atic uncertainty is com­
puted by adding all contributions in quadrature.
The leading system atic uncertainties for / 1 come from the je t measurem ents and the 
generator modelling. For this param eter, the size of the d a ta  sample is also an im por­
tan t source of uncertainty. In the case of S- , the leading system atic uncertainties are jet 
m easurem ents, the generator modelling and MC sample sizes. The measurement of S-  is 
dom inated by the statistical uncertainty in the data. The leading system atic uncertainties
for Re [gR/VL] and Im [gR/VL] are the same as for / 1 and S- , respectively.
11 R e s u l t s
In this section, measurements, limits and distributions obtained from a numerical calcula­
tion of the likelihood function (eq. (9.7)) are shown in the space of the generalised helicity 
fractions and phases a  =  { / 1 , / + , / + , ^ + ,  ^  } and P , or alternatively of the anomalous 
couplings VL,r, gL,R, and P . No external constraints or assum ptions are imposed on cou­
plings. Values for param eters of interest can be obtained from likelihood profiles, or joint 
likelihood contours which show the correlations between the extracted param eters.
Likelihood profiles and a joint likelihood contour for the quantities / +  and / +  are 
shown in figure 9. The 68% contours represent the to ta l uncertainty in the measurement.
The limit for /+ ,  i.e. for the fraction of b-quarks th a t are right-handed in events with 
longitudinally polarised W bosons, is
/ +  <  0.041 (68% C L ) ,
/ +  <  0.085 (95% C L ) ,
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Helicity param eters Coupling ratios
Source ^ ( / 1) / 5 _ ) / n / R e  [#r /V l]) / I m  [#r /V l])
Statistical 0.022 0.013 0.030 0.027
Jets 0.029 0.007 0.039 0.009
Leptons 0.014 0.002 0.017 <  0.001
E miss <  0.001 <  0.001 <  0.001 <  0.001
G enerator 0.027 0.006 0.030 0.010
P arton  shower and hadronisation 0.004 0.003 <  0.001 0.003
PD F variations 0.008 0.004 <  0.001 <  0.001
Background norm alisation <  0.001 <  0.001 <  0.001 <  0.001
M ultijet norm alisation <  0.001 <  0.001 <  0.001 <  0.001
W  + je ts  shape 0.015 0.005 0.007 0.009
Luminosity <  0.001 <  0.001 <  0.001 <  0.001
MC sample sizes 0.009 0.006 <  0.001 0.013
O ther <  0.001 <  0.001 <  0.001 <  0.001
Total system atic uncertainty 0.044 0.010 0.061 0.017
T o ta l 0.049 0.017 0.068 0.032
Table 2. Statistical and systematic uncertainties in the measurement of helicity parameters /  and 
and of coupling ratios Re [#r /Vl] and Im[gR/VL]. Uncertainties from individual sources are 
estimated separately for shifts up and down, and symmetrised uncertainties a ( / 1) and <r(J_), and 
<r(Re [gR/VL]) and <r(Im [gR/VL]) are given. The statistical uncertainty is calculated by evaluating 
the likelihood including only the covariance matrix, V, arising from the data statistics. The total 
uncertainty is calculated by including V syst in the likelihood calculation as well as V. Finally, the 
total systematic uncertainty is computed by subtracting in quadrature the statistical uncertainty 
from the total uncertainty.
compared w ith the SM expectation of / +  =  6 ■ 10- 5 . The limit for /+ ,  i.e. for the fraction 
of transversely polarised W  boson decays th a t are right-handed, is
/ +  <  0.053 (68% C L ) ,
/ +  <  0.120 (95% C L ) ,
compared w ith the SM expectation / + =  0.001.
The limits obtained for / 1+ in this analysis are com parable and complem entary to  those 
determ ined from FR [24- 28], since FR =  / / + .  However, the quantity  / +  is not accessible 
in measurem ents of the W  boson helicity fractions, as those analyses extract F0, which only 
measures the sum of the contributions of both longitudinal am plitudes. The contributions 
can only be separated in an analysis w ith polarised top  quarks. Since / 1+ and / o+ are found 
to  be very small, there is no sensitivity to  the relative phase 5+.
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F ig u re  9. The likelihood profiles for the parameters (a) f+  and (b) f+  are shown. The black line 
indicates the evaluated likelihood in each bin of the profiled variable. The red dashed line, which 
overlaps the y-axis, represents the SM expectation. Additionally (c), the joint likelihood profile of 
f+  as a function of f+  is shown. The red point represents the SM expectation while a black x mark 
indicates the observed value. Both points overlap with the origin of the x- and y-axis. The 68% 
and 95% CL regions are shown in green and yellow, respectively.
The likelihood profile for the top-quark polarisation P  is also obtained and it is shown 
in figure 10. This leads to the following constraint on the top-quark polarisation:
P  > 0.86 (68% C L ),
P  > 0.72 (95% C L ).
This is compatible with the SM prediction of P  w 0.9 at a/ s =  8 TeV as computed in 
refs. [3, 38, 39], and with recent measurements of the top-quark polarisation obtained from 
asymmetries of angular distributions with additional inputs on the values of the charged- 
lepton spin analysing power [105] and/or the W boson helicity fractions [34].
For the parameters for which the analysis obtains point estimates rather than limits, 
i.e. the fraction f  and the phase S-  as discussed in section 1, likelihood profiles and a joint
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(a) P  (stat. + syst.)
F igure  10. The likelihood profile for the top-quark polarisation P  is shown. The black line 
indicates the evaluated likelihood in each bin of the profiled variable. The red dashed line represents 
the SM expectation. The 68% and 95% CL regions are shown in green and yellow, respectively.
likelihood contour are shown in figure 11. These param eters are m easured to  be
/ 1 =  0.296-0.023 (stat.) -0.043 (syst.) =  0.296-0.05? ,
S -  =  o .oo2n-0.013n (st a t .) - - 0 ^  (syst .) =  o.oo2n-0.016n .
Correlations between the coefficients of figure 8 are taken into account but do not lead to  
large correlations between these two param eters. The results are compatible w ith their SM 
expectations shown in section 2, and improve on the m easurem ents from double-differential 
angular decay rates done at y f s  =  7 TeV by the ATLAS Collaboration [33].
The dependence of the param eters /? and 5 _  on the top-quark mass is evaluated 
using t-channel, W t-channel, s-channel, and t t  sim ulation samples with a range of different 
top-quark masses. A linear dependence is found, resulting from changes in acceptance at 
different masses, w ith a slope of —o.oo5 GeV-1 for /? and consistent w ith zero for S _ . The 
uncertainty due to  the top-quark mass dependence is not included in the to ta l system atic 
uncertainty since it has a negligible impact on the results.
The results for the generalised helicity fractions and phases can be interpreted in 
term s of anomalous couplings by propagating the statistical and system atic uncertainties. 
A lthough a param eterisation of P  in term s of anomalous couplings, obtained from LO MC 
simulations, exists [io6], it is not included in this in terpretation. Likelihood profiles and 
joint likelihood contours for these couplings are shown in figures 12 and 13. The 68% 
contours represent the to ta l uncertainty in the measurement. The normalised observables 
m easured in this paper are sensitive to  ratios of couplings, which are presented normalised 
to  the dom inant coupling in the SM, VL. The quantities / — and / +  depend most strongly 
on two different combinations of VR and gL, while the quantities / ?(1 — / - ) and S-  depend 
more strongly on Vl and gR. Since the likelihood is determ ined in term s of all of these 
quantities simultaneously, no assum ptions need to  be imposed on couplings in order to  
produce these distributions. In each case the measured values are consistent w ith the SM 
prediction, i.e. VR =  gL,R =  o.
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(c) 5-  vs f 1 (stat. + syst.)
F igure  11. The likelihood profiles for the parameters (a) / 1 and (b) are shown. The black 
line indicates the evaluated likelihood in each bin of the profiled variable. The red dashed line 
represents the SM expectation. Additionally (c), the joint likelihood contour of as a function 
of /1  is shown. The red point represents the SM expectation while a black x mark indicates the 
observed value. The 68% and 95% CL regions are shown in green and yellow, respectively.
The bounds obtained on VR and are shown in figure 12. As this analysis yields no 
constraint on S+, no constraint can be placed on the relative phase between VR and gL. 
Thus, only bounds on the magnitudes,
|VR/Vl | <  0.23 (68% C L ),
|VR/VL| < 0.37 (95% C L ),
and
|£l/Vl | <  0.19 
|5l/Vl | <  0.29
(68% CL) 
(95% CL)
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(a) |Vr /Vl |  ( s t a t .  +  s y s t . )  (b) \ q l / Vl \ ( s t a t .  +  s y s t . )
(c) \ q l / Vl \ v s .  |Vr /Vl | ( s t a t .  +  s y s t . )
F ig u re  12. The likelihood profiles for the parameters (a) |Vr /Vl | and (b) |gL/VL | are shown. The 
black line indicates the evaluated likelihood in each bin of the profiled variable. The red dashed 
line, which overlaps the y-axis, represents the SM expectation. Additionally (c), the joint likelihood 
contour of |gL/VL| as a function of |Vr /VL| is shown. The red point, which overlaps with the origin 
of the x- and y-axis, represents the SM expectation while a black x mark indicates the observed 
value. The 68% and 95% CL regions are shown in green and yellow, respectively.
are obtained. Limits on these quantities have been obtained from B-meson decays [20], 
and from measurements of W boson helicity fractions in top-quark decays [24- 28], but 
all of those measurements can only place limits on combinations of couplings, and thus 
the quoted limits on individual couplings depend on the assumptions made about other 
couplings.
The propagation of the uncertainties to the (Re [gR/VL] , Im [gR/VL]) space gives
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Re VR =  0-006+0:°28 (s ta t-) -0:059 (sys t-) =  0.006+ ^ 65,
Im =  — 0.005 ±  0.027 (stat.) +0:022 (syst.) =  -0.005+0 0334 • 
_ VL J : :
(c) Im [qr/Vl] vs. Re [qr/Vl] (stat. + syst.)
F igure  13. The likelihood profiles for the parameters (a) Re [gR/VL] and (b) Im [gR/VL] are shown. 
The black line indicates the evaluated likelihood in each bin of the profiled variable. The red dashed 
line represents the SM expectation. Additionally (c), the joint likelihood contour of Im[gR/VL] as 
a function of Re [gR/VL] is shown. The red point represents the SM expectation while a black x 
mark indicates the observed value. The 68% and 95% CL regions are shown in green and yellow, 
respectively.
A linear dependence is found for the coupling ratios on the top-quark mass, which 
is evaluated with the top-quark mass-varied samples mentioned before. A slope of 
0.008 GeV-1 is found for Re [gR/V l ], while the slope is consistent with zero for Im [gR/VL]. 
Similarly to / 1 and 5_, the uncertainty due to the top-quark mass dependence is not in­
cluded in the total systematic uncertainty since it has no significant impact on the results.
Confidence intervals are placed simultaneously on the values of the ratio of the anoma­
lous couplings gR and VL at 95% CL,
The best constraints on Re [$r] derive from measurements of the W boson helicity 
fractions in top-quark pair decays, with Re [gR] € [-0.02, 0.06] and [-0.08, 0.07], both at
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Re gR € [ - 0.1 2 ,0.17] and Im gR € [ -0 .0 7 ,0.06]. 
_ Vl J L Vl J
95% CL, from ATLAS at y / s  =  8 TeV [26] and from CMS at y / s  =  7 TeV [25], respectively. 
However, these limits use the m easured single-top-quark production cross-section [29, 30] 
along with the assum ption th a t VL =  1, Im [gR] =  0, and either gL =  0 or VR =  0. W ithout 
these assum ptions only a circular region in the complex gR plane w ithin 0.0 <  Re [gR/VL] < 
0.8 can be excluded by W  boson helicity fractions m easurements. The measurements 
presented here require no assum ptions in values of the other anomalous couplings, and on 
their own can exclude large values of Re [gR/VL].
Along these lines, from the double-differential angular decay rates in t-channel single- 
top-quark events in ATLAS at y f s  =  7 TeV [33], confidence intervals are placed sim ultane­
ously on the coupling ratios, R e[gR/V L] € [-0 .36, 0.10] and Im [gR/V L] € [-0 .17, 0.23], at 
95% CL, assuming VR =  gL =  0. Furtherm ore, slightly better limits on the imaginary part 
of gR are set from asymm etries by ATLAS at a/s =  8 TeV, giving Im [gR] € [-0.18,0.06] [34], 
at 95% CL, assuming again VR =  gL =  0. The limits presented in this paper improve on 
both  these results and extend current constraints on gR to  the whole complex plane by 
simultaneously m easuring information about Re [gR/V L] and Im [gR/VL].
12 C o n c lu s io n
The analysis presented in this paper uses the triple-differential decay ra te  in electroweak 
production and subsequent decay of single top  quarks to  constrain the complex param eters 
of the effective Lagrangian th a t describes the properties of the W tb  vertex. An analysis 
of angular distributions of the decay products of single top  quarks produced in the t - 
channel constrains these param eters simultaneously. The analysis is based on 20.2 fb -1 
of p p  collision da ta  a t a/s =  8 TeV collected with the ATLAS detector a t the LHC. The 
selected events contain one isolated electron or muon, large Emiss, and exactly two jets, 
w ith one of them  identified as likely to  contain a b-hadron. A cut-based analysis is used to  
discrim inate the signal events from background, and the electron and muon channels are 
merged. An OSDE technique is used to  perform an angular analysis of the triple-differential 
decay rate in order to  determ ine six observables simultaneously, i.e. five generalised helicity 
fractions and phases, as well as the polarisation of the produced top quark. D etector 
effects are deconvolved from da ta  using Fourier techniques. The fraction f 1 of decays 
containing transversely polarised W  bosons is m easured to  be f 1 =  0.30 ±  0.05. The phase 
S-  between am plitudes for transversely and longitudinally polarised W  bosons recoiling 
against left-handed b-quarks, is m easured to  be 5 -  =  0.002^++°°1^ ,  giving no indication 
of CP violation. The fractions of transverse and longitudinal W  bosons accompanied by 
right-handed b-quarks are also constrained at 95% CL to  f+  <  0.120 and f+  <  0.085, 
respectively. The fractions f 1 and / +  are related to  the W  boson helicity fractions (FR, 
Fo, and F L), while the fraction f+ , which is previously unm easured, separates F0 into two 
components involving left- and right-handed b-quarks. Based on these measurem ents, 95% 
CL intervals are placed on the ratio  of the complex coupling param eters gR and VL such 
th a t Re[gR/V L] € [-0.12,0.17] and Im [gR/V L] € [-0.07,0.06]. Constraints at 95% CL are 
also placed on the m agnitudes of the ratios |VR/Vl| <  0.37 and |gL/VL| <  0.29, and the
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polarisation of single top quarks in the t-channel is constrained to  be P  >  o.72 (95% CL). 
None of the above measurem ents make assum ptions about the value of any of the other 
param eters or couplings and all of them  are in agreement w ith the SM expectations.
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63 D epartm ent of Physics, N ational Tsing Hua U niversity, Taiwan, Taiwan
64 D epartm ent of Physics, Indiana U niversity, B loom ington IN, U.S.A.
65 In stitu t fu r A stro- und Teilchenphysik, Leopold-Franzens-Universitat, Innsbruck, A ustria
66 U niversity of Iowa, Iowa C ity IA, U.S.A.
67 D epartm ent of Physics and A stronom y, Iowa S tate U niversity, A m es IA, U.S.A.
68 Joint Institu te  fo r  Nuclear Research, JINR Dubna, Dubna, Russia
69 K E K , High Energy A ccelerator Research Organization, Tsukuba, Japan
70 Graduate School of Science, Kobe University, Kobe, Japan
71 Faculty of Science, K yo to  U niversity, K yoto , Japan
72 K yo to  U niversity o f Education, K yoto , Japan
73 Research C enter fo r  Advanced P article Physics and D epartm ent of Physics, Kyushu University, 
Fukuoka, Japan
74 Institu to  de Fisica La Plata, Universidad N acional de La P la ta  and CON ICET, La Plata, A rgentina
75 P hysics D epartm ent, Lancaster University, Lancaster, U.K.
76 (a) IN F N  Sezione di Lecce; (b) D ipartim ento di M atem atica e Fisica, Universita del Salento,
Lecce, Italy
77 Oliver Lodge Laboratory, U niversity o f Liverpool, Liverpool, U.K.
78 D epartm ent of Experim ental P article Physics, Jozef S tefan Institu te and D epartm ent of Physics, 
U niversity of Ljubljana, Ljubljana, Slovenia
79 School o f P hysics and A stronom y, Queen M ary U niversity o f London, London, U.K.
80 D epartm ent of Physics, Royal H olloway U niversity o f London, Surrey, U.K.
81 D epartm ent of Physics and A stronom y, U niversity College London, London, U.K.
82 Louisiana Tech U niversity, R uston LA, U.S.A.
83 Laboratoire de Physique N ucleaire et de H autes Energies, U PM C and U niversite P aris-D iderot and 
C N R S/IN 2P 3, Paris, France
84 Fysiska institu tionen, Lunds universitet, Lund, Sweden
85 D epartam ento de Fisica Teorica C-15, Universidad A utonom a de M adrid, M adrid, Spain
86 In stitu t fiir  Physik, U niversitat Mainz, Mainz, G erm any
87 School o f P hysics and A stronom y, U niversity o f M anchester, M anchester, U.K.
88 CPPM , A ix-M arseille U niversite and C N R S/IN 2P 3, M arseille, France
89 D epartm ent of Physics, U niversity of M assachusetts, A m herst MA, U.S.A.
90 D epartm ent of Physics, M cG ill University, M ontreal QC, Canada
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91 School o f Physics, U niversity o f Melbourne, Victoria, A ustralia
92 D epartm ent of Physics, The U niversity of Michigan, A nn A rbor MI, U.S.A.
93 D epartm ent of Physics and A stronom y, Michigan S ta te  University, E ast Lansing MI, U.S.A.
94 (a) IN F N  Sezione di Milano; (b) D ipartim ento di Fisica, Universita di Milano, Milano, Italy
95 B.I. Stepanov Institu te  o f Physics, N ational A cadem y of Sciences of Belarus, Minsk,
Republic o f Belarus
96 Research Institu te fo r  Nuclear Problem s of Byelorussian S tate U niversity, Minsk,
Republic o f Belarus
97 Group of P article Physics, U niversity o f Montreal, M ontreal QC, Canada,
98 P.N . Lebedev Physical Institu te o f the Russian, A cadem y of Sciences, Moscow, Russia,
99 Institu te fo r  Theoretical and Experim ental Physics (IT E P ), Moscow, Russia
100 N ational Research Nuclear U niversity MEPhI, Moscow, Russia
101 D .V. Skobeltsyn Institu te o f Nuclear Physics, M .V . Lom onosov M oscow S tate University,
Moscow, Russia
102 Fakultat fu r  Physik, Ludw ig-M axim ilians-U niversitat Munchen, Munchen, G erm any
103 M ax-Planck-Institut fu r  Physik (W erner-H eisenberg-Institut), Munchen, Germ any
104 Nagasaki Institu te  o f Applied Science, Nagasaki, Japan
105 Graduate Sch o ol of Science and Kobayashi-M askawa Institu te, N agoya University, Nagoya, Japan
106 (a) IN F N  Sezione di Napoli; (b) D ipartim ento di Fisica, Universita di Napoli, Napoli, Italy
107 D epartm ent of Physics and A stronom y, U niversity o f N ew  Mexico, Albuquerque NM, U.S.A.
108 Institu te fo r  M athem atics, A strophysics and P article Physics, Radboud U niversity 
N ijm egen/N ikhef, Nijmegen, N etherlands
109 N ikhef N ational Institu te  fo r  Subatom ic Physics and U niversity of Am sterdam ,
Am sterdam , N etherlands
110 D epartm ent of Physics, N orthern Illinois U niversity, D eKalb IL, U.S.A.
111 B udker Institu te  o f Nuclear Physics, SB  RAS, Novosibirsk, Russia
112 D epartm ent of Physics, N ew York U niversity, N ew York N Y , U.S.A.
113 Ohio S ta te U niversity, Columbus OH, U.S.A.
114 Faculty of Science, Okayama U niversity, Okayama, Japan
115 H om er L. Dodge D epartm ent of Physics and A stronom y, U niversity o f Oklahoma,
N orm an OK, U.S.A.
116 D epartm ent of Physics, Oklahoma S ta te  U niversity, S tillw ater OK, U.S.A.
117 Palacky U niversity, R C P T M , Olomouc, Czech Republic
118 C enter fo r  High Energy Physics, U niversity o f Oregon, Eugene OR, U.S.A.
119 LAL, Univ. Paris-Sud, C N R S/IN 2P 3, U niversite Paris-Saclay, Orsay, France
120 Graduate School of Science, Osaka U niversity, Osaka, Japan
121 D epartm ent of Physics, U niversity of Oslo, Oslo, N orw ay
122 D epartm ent of Physics, Oxford U niversity, Oxford, U.K.
123 (a) IN F N  Sezione di Pavia; (b) D ipartim ento di Fisica, Universita di Pavia, Pavia, Italy
124 D epartm ent of Physics, U niversity of Pennsylvania, Philadelphia PA, U.S.A.
125 N ational Research Centre ’’K urchatov In s titu te” B .P .K on stan tin ov Petersburg Nuclear Physics 
Institu te, St. Petersburg, Russia
126 (a) IN F N  Sezione di Pisa; (b) D ipartim ento di Fisica E. Fermi, U niversita di Pisa, Pisa, Italy
127 D epartm ent of Physics and A stronom y, U niversity o f Pittsburgh, Pittsburgh PA, U.S.A.
128 (a) Laboratorio de Instrum entaęao e Fesica Experim ental de Parteculas - LIP, Lisboa; (b) Faculdade 
de Ciencias, Universidade de Lisboa, Lisboa; (c) D epartm ent of Physics, U niversity o f Coimbra, 
Coimbra; (d) Centro de Fesica N uclear da Universidade de Lisboa, Lisboa; (e) D epartam ento de
Fisica, Universidade do Minho, Braga; (f) D epartam ento de Fisica Teorica y del Cosmos and
CAFPE, Universidad de Granada, Granada; (g) Dep Fisica and C EF ITE C  of Faculdade de 
Ciencias e Tecnologia, Universidade N ova de Lisboa, Caparica, Portugal
129 Institu te of Physics, Academ y of Sciences of the Czech Republic, Praha, Czech Republic
130 Czech Technical U niversity in Prague, Praha, Czech Republic
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131 Charles University, Faculty o f M athem atics and Physics, Prague, Czech Republic
132 State Research C enter Institu te  fo r  High Energy Physics (Protvino), N R C  KI, Russia,
133 P article Physics D epartm ent, Rutherford A ppleton  Laboratory, D idcot, U .K.
134 (a) IN F N  Sezione di Roma; (b) D ipartim ento di Fisica, Sapienza U niversita di Roma, Roma, Italy
135 (a) IN F N  Sezione di R om a Tor Vergata; (b) D ipartim ento di Fisica, U niversita di Rom a Tor 
Vergata, R om a, Italy
136 (a) IN F N  Sezione di R om a Tre; (b) D ipartim ento di M atem atica e Fisica, Universita Rom a Tre, 
Roma, Italy
137 (a) Faculte des Sciences A in  Chock, Reseau Universitaire de Physique des H autes Energies - 
Universite Hassan II, Casablanca; (b) Centre N ational de l ’Energie des Sciences Techniques 
Nucleaires, Rabat; (c) Faculte des Sciences Semlalia, U niversite Cadi A yyad, LPHEA-M arrakech; 
(d) Faculte des Sciences, U niversite Mohamed P rem ier and L P T P M , Oujda; (e) Faculte des 
sciences, Universitee M oham med V, Rabat, Morocco
138 D S M /IR F U  (Institu t d,e Recherches sur les Lois Fondamentales d,e l ’Univers), CEA Saclay 
(C om m issaria t a l ’Energie A tom ique et aux Energies A lternatives), G if-sur-Y vette, France
139 Santa Cruz Institu te  fo r  P article Physics, U niversity o f California Santa Cruz,
Santa Cruz CA, U.S.A.
140 D epartm ent of Physics, U niversity of Washington, Seattle WA, U.S.A.
141 D epartm ent of Physics and A stronom y, U niversity o f Sheffield, Sheffield, U.K.
142 D epartm ent of Physics, Shinshu University, Nagano, Japan
143 D epartm ent Physik, U niversitat Siegen, Siegen, G erm any
144 D epartm ent of Physics, S im on Fraser U niversity, Burnaby BC, Canada
145 S L A C  N ational A ccelerator Laboratory, Stanford CA, U.S.A.
146 (a) Faculty o f M athem atics, Physics & Inform atics, Comenius U niversity, Bratislava; (b) 
D epartm ent of Subnuclear Physics, Institu te  o f Experim ental Physics of the Slovak Academ y of 
Sciences, K osice, Slovak Republic
147 (a) D epartm ent o f Physics, U niversity o f Cape Town, Cape Town; (b) D epartm ent of Physics, 
U niversity of Johannesburg, Johannesburg; (c) School of Physics, U niversity of the W itwatersrand, 
Johannesburg, South Africa
148 (a) D epartm ent o f Physics, Stockholm University; (b) The Oskar K lein  Centre, Stockholm,  Sweden
149 Physics D epartm ent, Royal Institu te  of Technology, Stockholm,, Sweden
150 D epartm ents o f Physics & A stronom y and Chem istry, S tony Brook University,
S tony Brook N Y , U.S.A.
151 D epartm ent of Physics and A stronom y, U niversity o f Sussex, Brighton, U.K.
152 School o f Physics, U niversity o f Sydney, Sydney, A ustralia
153 Institu te of Physics, A cadem ia Sinica, Taipei, Taiwan
154 D epartm ent of Physics, Technion: Israel Institu te  o f Technology, Haifa, Israel
155 Raym ond and B everly Sackler School of Physics and A stronom y, Tel A viv  University,
Tel Aviv, Israel
156 D epartm ent of Physics, A risto tle  U niversity of Thessaloniki, Thessaloniki, Greece
157 International C enter fo r  E lem entary P article Physics and D epartm ent of Physics, The U niversity  
of Tokyo, Tokyo, Japan
158 Graduate School of Science and Technology, Tokyo M etropolitan University, Tokyo, Japan
159 D epartm ent of Physics, Tokyo Institu te  o f Technology, Tokyo, Japan
160 Tomsk S ta te  University, Tomsk, Russia
161 D epartm ent of Physics, U niversity of Toronto, Toronto ON, Canada,
162 (a) IN FN-TIFPA; (b) U niversity o f Trento, Trento, Italy
163 (a) TRIUM F, Vancouver BC; (b) D epartm ent of Physics and A stronom y, York University,
Toronto ON, Canada
164 Faculty of Pure and Applied Sciences, and C enter fo r  Integrated Research in Fundamental Science 
and Engineering, U niversity o f Tsukuba, Tsukuba, Japan
165 D epartm ent of Physics and A stronom y, Tufts University, Medford M A, U.S.A.
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166 D epartm ent of Physics and A stronom y, U niversity o f California Irvine, Irvine CA, U.S.A.
167 (a) IN F N  Gruppo Collegato di Udine, Sezione di Trieste, Udine; (b) IC T P , Trieste; (c) 
D ipartim ento di Chimica, Fisica e A m biente, Universita di Udine, Udine, Italy
168 D epartm ent of Physics and A stronom y, U niversity o f Uppsala, Uppsala, Sweden
169 D epartm ent of Physics, U niversity of Illinois, Urbana IL, U.S.A.
170 Institu to  de Fisica Corpuscular (IFIC), Centro M ixto Universidad de Valencia - CSIC, Spain
171 D epartm ent of Physics, U niversity of B ritish  Columbia,, Vancouver BC, Canada
172 D epartm ent of Physics and A stronom y, U niversity o f Victoria, V ictoria BC, Canada
173 D epartm ent of Physics, U niversity of Warwick, Coventry, U.K.
174 Waseda U niversity, Tokyo, Japan
175 D epartm ent of P article Physics, The W eizm ann Institu te  o f Science, Rehovot, Israel
176 D epartm ent of Physics, U niversity of Wisconsin, M adison WI, U.S.A.
177 Fakultat fu r  Physik und A stronom ie, Julius-M axim ilians-U niversitat, Wurzburg, G erm any
178 Fakultat fu r  M athem atik und N aturwissenschaften, Fachgruppe Physik, Bergische U niversitat 
Wuppertal, Wuppertal, G erm any
179 D epartm ent of Physics, Yale U niversity, N ew Haven CT, U.S.A.
180 Yerevan Physics Institu te, Yerevan, A rm enia
181 Centre de Calcul de l ’Institu t N ational de Physique Nucleaire et de Physique des Particules 
(IN 2P3), Villeurbanne, France
182 Academ ia Sinica Grid Computing, Institu te  o f Physics, A cadem ia Sinica, Taipei, Taiwan
a A lso at D epartm ent of Physics, K in g ’s College London, London, U.K. 
b A lso at Institu te  o f Physics, A zerbaijan Academ y of Sciences, Baku, A zerbaijan
c A lso at N ovosibirsk S ta te  University, Novosibirsk, Russia
d A lso at TRIUM F, Vancouver BC, Canada
e A lso at D epartm ent of Physics & A stronom y, U niversity o f Louisville, Louisville, K Y , U.S.A. 
f  A lso at Physics D epartm ent, An-N ajah N ational University, Nablus, Palestine
g A lso at D epartm ent of Physics, California S tate U niversity, Fresno CA, U.S.A.
h A lso at D epartm ent of Physics, U niversity of Fribourg, Fribourg, Sw itzerland
1 A lso at II  Physikalisches Institu t, Georg-August-Universitat, Gottingen, G erm any
j A lso at D epartam ent de Fisica de la U niversitat A utonom a de Barcelona, Barcelona, Spain
k A lso at D epartam ento de Fisica e A stronom ia, Faculdade de Ciencias, Universidade do Porto,
Portugal
1 A lso at Tomsk S tate University, Tomsk, Russia  
m A lso at The Collaborative Innovation C enter o f Quantum M atter (C IC Q M ), Beijing, China 
n A lso at Universita di Napoli Parthenope, Napoli, Italy
0 A lso at Institu te  o f P article Physics (IPP), Canada
p A lso at H oria Hulubei N ational Institu te  o f Physics and Nuclear Engineering, Bucharest, Rom ania  
q A lso at D epartm ent of Physics, St. Petersburg S ta te  Polytechnical University, St. Petersburg, 
Russia
r A lso at Borough of M anhattan C om m unity College, C ity U niversity o f N ew  York, N ew York City, 
U.S.A.
s A lso at D epartm ent of F inancial and M anagem ent Engineering, U niversity o f the Aegean, Chios, 
Greece
1 A lso at Centre fo r  High Perform ance Computing, CSIR Campus, Rosebank, Cape Town, South  
A frica
u A lso at Louisiana Tech University, R uston LA, U.S.A.
v A lso at Institucio Catalana de Recerca i E studis Avancats, IC R EA , Barcelona, Spain  
w A lso at Graduate School of Science, Osaka U niversity, Osaka, Japan
x A lso at Fakultat fu r M athem atik und Physik, A lbert-Ludw igs-U niversitat, Freiburg, G erm any  
y A lso at Institu te  fo r  M athem atics, A strophysics and P article Physics, Radboud U niversity  
N ijm egen/N ikhef, Nijmegen, N etherlands
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z A lso at D epartm ent of Physics, The U niversity o f Texas at A ustin, A ustin  TX, U.S.A. 
aa A lso at Institu te  o f Theoretical Physics, Ilia S ta te  U niversity, Tbilisi, Georgia 
ab A lso at CERN, Geneva, Sw itzerland
ac A lso at Georgian Technical U niversity (G T U ), Tbilisi, Georgia
ad A lso at Ochadai A cadem ic Production, Ochanomizu U niversity, Tokyo, Japan
ae A lso at M anhattan College, N ew York N Y , U.S.A.
af A lso at D epartam ento de Fisica, Pontificia Universidad Catolica de Chile, Santiago, Chile 
ag A lso at D epartm ent of Physics, The U niversity o f Michigan, A nn  A rbor MI, U.S.A. 
ah A lso at The C ity College o f N ew York, N ew York N Y , U.S.A. 
ai A lso at School of Physics, Shandong U niversity, Shandong, China
aj A lso at D epartam ento de Fisica Teorica y del Cosmos and CAFPE, Universidad de Granada, 
Granada, Portugal
ak A lso at D epartm ent of Physics, California S tate U niversity, Sacram ento CA, U.S.A. 
al A lso at M oscow Institu te  o f Physics and Technology S ta te  U niversity, Dolgoprudny, Russia, 
am A lso at D epartem ent de Physique Nucleaire et Corpusculaire, U n iversiti de Geneve, Geneva, 
Sw itzerland
an A lso at In stitu t de Fisica d ’A ltes Energies (IFAE), The Barcelona Institu te  o f Science and, 
Technology, Barcelona, Spain  
ao A lso at School of Physics, Sun Yat-sen University, Guangzhou, China
ap A lso at Institu te  fo r  Nuclear Research and Nuclear Energy (IN R N E ) of the Bulgarian A cadem y of 
Sciences, Sofia, Bulgaria 
aq A lso at Faculty of Physics, M .V .Lom onosov M oscow S ta te  U niversity, Moscow, Russia  
ar A lso at N ational Research N uclear U niversity MEPhI, Moscow, Russia  
as A lso at D epartm ent of Physics, Stanford U niversity, Stanford CA, U.S.A.
at A lso at Institu te  fo r  P article and N uclear Physics, W igner Research Centre fo r  Physics, Budapest, 
Hungary
au A lso at Giresun U niversity, Faculty o f Engineering, Turkey
av A lso at CPPM , A ix-M arseille U n iversiti and C N R S/IN 2P 3, M arseille, France
aw A lso at D epartm ent of Physics, N anjing U niversity, Jiangsu, China
ax A lso at U niversity of Malaya, D epartm ent o f Physics, K uala Lumpur, M alaysia
ay A lso at Institu te  o f Physics, Academ ia Sinica, Taipei, Taiwan
az A lso at LAL, Univ. Paris-Sud, C N R S/IN 2P 3, U n iversiti Paris-Saclay, Orsay, France 
* Deceased
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