Headley DB, Kanta V, Paré D. Intra-and interregional cortical interactions related to sharp-wave ripples and dentate spikes. J Neurophysiol 117: 556 -565, 2017. First published November 9, 2016 doi:10.1152/jn.00644.2016The hippocampus generates population events termed sharp-wave ripples (SWRs) and dentate spikes (DSs). While little is known about DSs, SWR-related hippocampal discharges during sleep are thought to replay prior waking activity, reactivating the cortical networks that encoded the initial experience. During slow-wave sleep, such reactivations likely occur during upstates, when most cortical neurons are depolarized. However, most studies have examined the relationship between SWRs and up-states measured in single neocortical regions. As a result, it is currently unclear whether SWRs are associated with particular patterns of widely distributed cortical activity. Additionally, no such investigation has been carried out for DSs. The present study addressed these questions by recording SWRs and DSs from the dorsal hippocampus simultaneously with prefrontal, sensory (visual and auditory), perirhinal, and entorhinal cortices in naturally sleeping rats. We found that SWRs and DSs were associated with up-states in all cortical regions. Up-states coinciding with DSs and SWRs exhibited increased unit activity, power in the gamma band, and intraregional gamma coherence. Unexpectedly, interregional gamma coherence rose much more strongly in relation to DSs than to SWRs. Whereas the increase in gamma coherence was time locked to DSs, that seen in relation to SWRs was not. These observations suggest that SWRs are related to the strength of up-state activation within individual regions throughout the neocortex but not so much to gamma coherence between different regions. Perhaps more importantly, DSs coincided with stronger periods of interregional gamma coherence, suggesting that they play a more important role than previously assumed.
NEW & NOTEWORTHY Off-line cortico-hippocampal interactions are thought to support memory consolidation. We surveyed the relationship between hippocampal sharp-wave ripples (SWRs) and dentate spikes (DSs) with up-states across multiple cortical regions. SWRs and DSs were associated with increased cortical gamma oscillations. Interregional gamma coherence rose much more strongly in relation to DSs than to SWRs. Moreover, it was time locked to DSs but not SWRs. These results have important implications for current theories of systems memory consolidation during sleep.
hippocampus; cortex; sharp waves; dentate spikes; memory DURING QUIET WAKING and slow-wave sleep (SWS), the hippocampal formation generates synchronous population events known as sharp-wave ripples (SWRs) and dentate spikes (DSs). SWRs are thought to result from a CA3-driven depolarization of CA1 pyramidal and local-circuit cells, causing a brief burst of fast oscillations (90 -180 Hz; Buzsáki 1986; Stark et al. 2014; Sullivan et al. 2011) . In contrast, DSs are thought to result from the synchronous activation of the dentate molecular layer, causing a large positive potential in the hilus (Bragin et al. 1995; Braham 1998; Fernández-Ruiz et al. 2013; Penttonen et al. 1997) .
While DSs have received little attention so far, SWRs have been scrutinized because much data implicates them in the off-line consolidation of memories for prior waking experiences (Buzsáki 1989) . Indeed, during SWRs CA1 pyramidal cells are activated in a sequence similar to that during prior epochs of spatial exploration (Foster and Wilson 2006; Karlsson and Frank 2009; Wilson and McNaughton 1994) . Moreover, their incidence increases after learning (Eschenko et al. 2008 ) and interfering with SWRs impairs memory formation (Girardeau et al. 2009; Ego-Stengel and Wilson 2010) .
Together with the observation that the hippocampus plays a time-limited role in the formation of declarative memories (Kim and Fanselow 1992; Zola-Morgan and Squire 1986) , these findings have led to the view that the synchronized discharges of hippocampal neurons during SWRs replay activity patterns that occurred during encoding, leading to the gradual reinforcement of existing connections (or development of new ones) between the neocortical networks activated during the original experience. With multiple reactivations, the cortical memory trace would eventually become independent of the hippocampus (Frankland and Bontempi 2005) .
This systems consolidation process is thought to preferentially occur during SWS, the state with the highest rate of SWRs (Buzsáki 1986) . During posttraining sleep, activity correlations between cortical units reflect their previous taskrelated activations (Hoffman and McNaughton 2002; Qin et al. 1997) . Likely structuring these reactivations are synchronous periods of activation and quiescence, known as up-and downstates, respectively, that are associated with slow EEG oscillations in the 0.5-4 Hz range (Steriade et al. 1993) . When examined across the neocortex, up-and down-states manifest as either localized activations, propagating waves from frontal to temporal cortices, or, more generally, synchronized periods of depolarization (Nir et al. 2011; Sheroziya and Timofeev 2014) . Moreover, up-states preferentially reactivate cortical neurons that were recruited during waking (Ji and Wilson 2007; Johnson et al. 2010) .
While the importance of up-states for memory consolidation has not been directly investigated, several studies have tested whether the associated slow EEG activity is causally related to consolidation. In humans, the depth and duration of SWS following a training experience are positively correlated with subsequent recall (Fowler et al. 1973; Mölle et al. 2004) . Artificially boosting the strength of slow oscillations during sleep, through transcranial current stimulation, improves memory . Delivery of training stimuli during SWS can also enhance later recall (Rudoy et al. 2009 ). This effect is strongest when stimuli are delivered during the phase of the slow wave corresponding to the transition between up-and down-states (Batterink et al. 2016) . Importantly, these memory-enhancing effects might depend not only on the slow periodic activation of cortical neurons but also on the synchrony between connected brain regions, as imposed by upstates. This idea was tested by artificially inducing independent slow oscillations in somatosensory and motor cortices during SWS following a texture discrimination task. Synchronous coactivation resulted in longer memory retention, while asynchronous activation reduced it (Miyamoto et al. 2016) .
Consequently, a comprehensive characterization of the relationship between global up-states and SWRs offers a promising avenue toward understanding the cortico-hippocampal interactions that support the consolidation process. Although some have reported that changes in cortical spiking, delta (i.e., slow wave) power, or spindle activity precede SWRs Sirota et al. 2003) , most found that cortical activity follows SWRs (e.g., Battaglia et al. 2004; Le Van Quyen et al. 2010; Schwindel and McNaughton 2011) . However, differences between these studies are difficult to assess because most examined different cortical regions with varying metrics. Thus the present study was undertaken to characterize the distributed patterns of cortical activity associated with SWRs. In addition, we examined the relationship between up-states and DSs, since virtually nothing is known about their interactions.
MATERIALS AND METHODS
Preparation of implants and surgery. Procedures were approved by the Institutional Animal Care and Use Committee of Rutgers University, in compliance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals. We used nine male Long-Evans rats (310 -360 g; Charles River, Newfield, NJ). As detailed elsewhere (Headley et al. 2015) , we use three-dimensional printing to produce the components of microdrives and headcaps. The headcaps' structure was fixed, but it could accommodate multiple microdrives and silicon probes in various configurations. The microdrives' position was adjusted so that multiple tetrodes (tungsten wires, 20-m ID, 100 -300 k⍀) could be positioned in sensory, prefrontal, and rhinal cortical areas. In all cases, simultaneous CA1 and dentate gyrus recordings were obtained with either staggered tetrodes (3 rats) or 16-site silicon probes (100-m spacing between sites; NeuroNexus, Ann Arbor, Michigan; 6 rats). Table 1 lists the coordinates of the recording sites.
Surgeries were performed under isoflurane anesthesia and in aseptic conditions. Rats were mounted in a stereotaxic apparatus. The scalp was shaved and cleaned with Betadine and isopropyl alcohol. A local anesthetic (bupivacaine sc) was injected in the regions to be incised. Then, the scalp was incised, the skull exposed, and the periosteum removed. Skull screws were placed outside the footprint of the headcap and a ground screw over the cerebellum. Craniotomies were performed above the regions of interest and the dura opened. The method used to achieve stereotaxic placement of the headcap and postsurgical procedures is described in Headley et al. (2015) . Electromyographic (EMG) activity was recorded from a skull screw placed in the occipital bone and directly abutting the neck muscles.
Recordings and analyses. After recovery from the surgery, unit activity and local field potentials (LFPs) were recorded during Ն4-h daily sessions during which rats were placed in a dimly lit cage with bedding. Signals were amplified (Plexon, Dallas, TX) and digitized (National Instruments, Austin, TX) at 30 kHz, stored on a hard drive, high-pass filtered with a median-based filter, and thresholded to extract spikes. We ran principal component analysis (PCA) on the spike waveforms and the first three components were clustered with KlustaKwik (http://klustakwik.sourceforge.net/). Spike clusters were refined manually with Klusters (Hazan et al. 2006 ). Reliability of cluster separation was verified by inspecting auto-and cross-correlograms. We excluded units that fired for Ͻ95% of the recording session, did not exhibit a clear refractory period in their autocorrelation function, or exhibited unstable spike shapes upon visual inspection. For this study, all single and multiunit spikes on a recording site were pooled together for analyzing and detecting up-states.
Spectral analyses were performed with the Chronux toolbox (Bokil et al. 2010) . Spectrograms were calculated with a multitaper approach that applies a collection of discrete prolate spheroidal windowing functions to estimate the power in a particular time/frequency bin. Because bursts of power in the gamma band tend to occur on short timescales, we used 250-ms windows stepped in 25-ms increments with 5 tapers and a time-bandwidth product of 3. These parameters were optimal for resolving the temporal relationships between spectral power in the LFP and DS or SWR events. Because this approach produces an effective bandwidth of 16 Hz, we did not analyze the spectrum below the gamma/high beta bands. For each frequency band, we calculated the mean and standard deviation of either the power or coherence throughout the entire SWS epoch. These were used to calculate the z score [(observed value Ϫ mean)/standard deviation] for each time bin. To facilitate the pooling of data across subjects, all analyses were conducted on these z-scored values.
Intraregional coherence was calculated between single electrodes on separate tetrodes within the same anatomical region. For each tetrode, only a single electrode was used. Interregional coherence was calculated in a similar manner, except that tetrodes had to be in different cortical regions.
Classification of behavioral states. Behavioral states were identified in a semiautomated manner using motion, EMG activity, delta power in cortex, and theta power in the hippocampus. Active waking epochs featured movement, pronounced EMG activity, low delta power in cortex, and high theta power in hippocampus. Quiet waking epochs lacked locomotion and had low hippocampal theta power and low delta power in cortex. Although paradoxical sleep also had low cortical theta power, it could be easily distinguished from the latter two states because it had high hippocampal theta power despite a lack of locomotion. SWS was the only state with high cortical delta power. 
Automated detection of DSs and SWRs.
To detect DSs, LFPs from the dentate molecular layer were high-pass filtered (10-Hz cutoff). Positive events Ն mean ϩ 6 SDs were detected. Their peak time was identified by finding the transient's maximum with a 30-ms sliding window. Previous reports have found two types of DSs (Bragin et al. 1995) . Attempts to reliably categorize DS into these types were complicated by the shifting presence and absence of these types across sessions, even within the same subject and without movement of the silicon probe in dentate gyrus. To detect SWRs, the CA1 stratum pyramidale LFP was band-pass filtered (100 -250 Hz) and events Ն mean ϩ 2 SDs of the entire period were detected. Next, these events' peaks were identified (highest voltage maintained for Ն5 ms in a 50-ms time window). Last, we searched the stratum radiatum LFP for sharp waves. To this end, the LFP was high-pass filtered (5-Hz cutoff) and events Յ mean Ϫ 2.5 SDs were detected. Their peak was next located (lowest voltage value for Ն15 ms in a 50-ms time window). The peak of the SWRs and sharp waves had to be within 50 ms of each other, and the earliest of the two was used as the time stamp.
Current source density analysis. Silicon probe recordings in the hippocampus were low-pass filtered (300-Hz cutoff), downsampled (1,001 Hz), and subjected to current source density (CSD) analysis (Vaknin et al. 1988) , which reveals the distribution of current sinks and sources associated with recorded potentials. Individual recording sites on our silicon probes exhibited small constant offsets in their voltage levels (and more minor differences in their apparent scaling), which necessitated the use of the rescaling procedure. Otherwise, we observed a "checkerboard"-like pattern in the CSD that was ostensibly nonbiological. Thus before CSD calculation each recording site had its mean offset subtracted and was rescaled by its relative RMS compared with all other sites, which mitigated subtle differences in impedance and voltage offset between recording sites. The CSD profile was the second spatial derivative of voltage across the silicon probe. Because the spatial derivative can create edge effects at the topmost and bottommost electrodes of the linear array, these were padded with duplicates of the top-and bottommost sites, respectively. For a subset of our analyses, to ensure that the intrahippocampal correlation and interactions between DSs and SWRs were not affected by the passive spread of potentials in the extracellular medium, we instead detected ripples as localized increases (2 SD; Ն20 ms) in the ripple band current .
Linear model of ripple modulation by DSs. Ripple current was modulated by the occurrence of DSs and SWRs. To examine the interaction effect of these two phenomena on ripple power, we fit a linear model with the amplitude of the ripple current in CA1 dependent upon time from ripple peak (10-ms steps, lagged from Ϫ50 to ϩ50 ms), time from DS peak (10-ms steps, lagged from Ϫ50 to ϩ50 ms), and whether a DS occurred at a specific time lag from the ripple peak (10-ms steps, lagged from Ϫ50 to ϩ50 ms). The times from ripple and DS peaks served as "nuisance" regressors. Time from ripple was used to account for the fact that ripple power had an autocorrelation structure and thus the preferential occurrence of DSs shortly after a ripple would bias our estimates of changes in ripple current. The DS regressor captures any influence that DS occurrence would have on ripple currents that are independent of SWR events. The regressor of interest was the effect of DS lag from ripple peak, which captures the remaining effect that a DS has on the ripple current amplitude. To facilitate pooling across subjects with different absolute strengths in their ripple current, we analyzed the t-statistic of the regression coefficients for this effect, since they are rescaled by the standard error of the estimated coefficient.
Estimation of delta/slow-wave power. A global slow-wave oscillatory signal was derived from all cortical recording sites. LFPs from all sites were individually band-pass filtered with a Butterworth filter (order 2, 0.5-4 Hz) and Hilbert transformed, and then their amplitude was extracted by taking its absolute value. Once this had been performed for each site, the mean of all amplitude signals for each time point was estimated, providing a global index of slow-wave power.
Detection of up-and down-states. Up-and down-states are widespread fluctuations in cortical activity on a timescale ranging from a hundred milliseconds to a few seconds. During up-states neuronal spiking remains elevated across multiple regions, while down-states are associated with a near-complete cessation of firing. To measure these, we first extracted all units from a session that were recorded from cortical sites and spiked for at least 95% of the entire session. The spike train from each unit was then binned at 10-ms steps, z normalized, and convolved with a Gaussian kernel (20 ms SD). These were then pooled together and the mean across all units taken for each bin. Down-states were detected first as periods with no unit activity (before convolution) for at least five consecutive time bins. Bins defined as up-states had to exceed a threshold activity of at least 17.5th percentile of all unit activity recorded in that session and be contiguous with a peak at the 70th percentile. Up-states separated by Յ30 ms were joined together. To be considered a well-defined up-state several criteria had to be met: 1) at least 100 ms in duration, 2) bracketed by down-states within at least 50 ms, and 3) Յ2 s in duration.
Unit cross-correlation, significance, and modulation by DS occurrence. For establishing the interaction of spiking recorded in different cortical regions we measured the cross-correlation (CC) of spiking between their units. Only units with baseline firing rates exceeding 0.5 Hz were used, and multiunits were included as well because fine-scale (i.e., monosynaptic) interactions were not the target of interest here. Spikes were binned at 5 ms with maximum lags of Ϫ100 and 100 ms. To establish whether DSs are related to changes in correlated unit activity between regions, two different CC functions were calculated: DSCC, the CC of spikes centered within 100 ms of a DS, and OffsetCC, those spikes that occurred 600-400 ms before the DS. To control for the effect of evoked spiking related to the DS and not the CC per se, we also calculated shift predictors for each CC (shuffling the spike trains surrounding different DS occurrences, which preserves the DS-evoked spiking while destroying the correlation between pairs of units; 500 repetitions, shiftDSCC and shiftOffsetCC). Only unit pairs with significant CCs (at least 2 contiguous CC values outside the 95% confidence limits of the shift predictor) were used to estimate the modulation of CC strength by DS occurrence. Both the DSCC and OffsetCCs were z normalized to their shift predictors at each respective time lag (zDSCC and zOffsetCC), essentially capturing how far they deviated from the correlation caused by evoked responding alone. The measure modCC ϭ zDSCC Ϫ zOffsetCC captured the degree to which correlated spiking was affected by the presence of the DS, beyond that expected by DS-evoked activity itself.
Statistical analyses. Tests of group effects were conducted with mixed-effects ANOVAs with subject as a random effect, which allows us to control for inflated degrees of freedom arising from nonindependence of samples from the same subject. Exploratory analyses did not reveal a significant correlation in DS/SWR responsiveness between units recorded on the same compared with different sites, so we did not include tetrode identity as a random effect in our models. Mixed-effects models have the additional advantage of being less sensitive to violations of normality. All paired-sample comparisons were performed with Bonferroni-corrected Wilcoxon signed-rank tests.
Histology. At the end of the experiments, rats were deeply anesthetized and the recording sites were marked with small electrolytic lesions (10 A, 10 s). One day later, rats were perfusion-fixed through the heart. This delay enhances the visibility of the lesion site because it allows time for gliosis to develop. Brains were then extracted and cut on a vibrating microtome, and sections were counterstained with cresyl violet.
RESULTS

DSs and SWRs: distinct phenomena, similar state dependence.
We first compared the laminar profile of DSs and SWRs, using LFP recordings with 16-site silicon probes straddling CA1 and the dentate gyrus in six rats (Fig. 1A) . SWRs and DSs could be easily distinguished. SWRs appeared as high-frequency oscillations (120 -250 Hz) with amplitudes highest near the pyramidal layer (Fig. 1, A and B1) . In stratum radiatum, these oscillations were of lower amplitude and they rode on a negative field potential. In contrast, DSs (Fig. 1, A and B2 ) appeared as high-amplitude positive potentials with no associated oscillatory activity. Using laminar profiles of SWRs and DSs (Fig. 1, C and D, left) , we computed the CSD in six subjects (Fig. 1, C and D, right) and observed that the generators of DSs and SWRs are located in different hippocampal layers: stratum radiatum and dentate molecular layers, respectively. These results are consistent with prior observations (Bragin et al. 1995; Buzsáki 1986 ).
On the basis of the contrasting laminar profiles of SWRs and DSs, we developed automatic detection criteria for these two events and examined how their incidence varied as a function of the rats' behavioral state. As previously reported (Bragin et al. 1995) , the incidence of SWRs and DSs was highest in SWS and quiet waking relative to active waking and paradoxical sleep [SWRs, mixed-effects ANOVA F (3,87) ϭ 44.2, P Ͻ 0.0001; DSs, F (3,88) ϭ 57.7, P ϭ 0.0001; Fig. 1, E and F] . Of note, even though rats were not explicitly involved in a learning task, the SWR rate we observed was comparable to that seen during postlearning SWS ( Fig. 1E ; Eschenko et al. 2008) and so was the entrainment of CA1 pyramidal cells by SWRs.
Although the contrasting laminar profile of DSs and SWRs indicates that they are distinct phenomena, their occurrence was not entirely independent [main effect of time bin for CC between DSs and SWRs, F (100,1919) ϭ 6.2, P Ͻ 0.0001]. Indeed, the DS rate nearly tripled within 50 ms of SWRs (Fig.  1G) . Moreover, when DSs occurred during a SWR, ripple power was significantly reduced [ Fig. 1H ; main effect of time between SWR and DS on ripple power, F (20,360) ϭ 11.1, P Ͻ 0.0001], suggesting that DSs exert or coincide with an inhibitory influence on SWRs. Last, SWRs were preceded by DSs of markedly reduced amplitudes [ Fig. 1G, inset; F (20, 396) 
Relation with cortical activity. During SWS, neurons throughout the cerebral cortex exhibit alternating periods of activity and quiescence (Steriade et al. 1993 ), respectively termed up-and down-states. Thus we next examined the correspondence between DSs, SWRs, and this ubiquitous slow cortical oscillation. To this end, we pooled unit activity simultaneously recorded at multiple neocortical and rhinal sites ( Fig.  2A ) to detect periods of elevated (up-states) and diminished (down-states) cortical activity and derive the phase of a global slow cortical oscillation.
Plotting the probability of SWR and DS occurrence as a function of the phase of the slow cortical oscillation revealed that their incidence is significantly higher during up-states than during down-states [main effect of up-/down-state: SWRs, F (1,860) ϭ 7.5, P ϭ 0.006; DSs, F (1,896) ϭ 8.6, P ϭ 0.003]. Furthermore, stratifying up-states by delta power, an index of cortical synchrony during SWS, revealed that the incidence of SWRs fluctuated less strongly as a function of up-state strength (Fig. 2B, top) than that of DSs [ Fig. 2B , bottom; main effect of delta power; F (1,38) ϭ 6.0, P ϭ 0.02].
We next examined whether the firing rate of cortical cells differed in up-states with vs. without SWRs or DSs. To this end, cortical sites were sorted into broad categories (CTX, temporal and occipital sensory cortices unless otherwise specified; PFC, medial prefrontal; PR, peri-and postrhinal; ER, medial and lateral entorhinal). In all cortical regions examined, firing rates were significantly higher during up-states with vs.
without SWRs (Fig. 2C, top) or DSs ( Fig. 2C, bottom; Wilcoxon signed-rank test, all P Յ 0.001).
Next, because prior studies reported that beta and gamma power are increased during up-states (Collins et al. 2001; Steriade and Amzica 1996;  Fig. 3 ), we examined whether up-states with vs. without SWRs or DSs differed in this respect. At all cortical sites, LFP power in the 35-100 Hz frequency range (hereafter termed gamma for brevity) was significantly higher during up-states with vs. without SWRs (Fig. 2D, top) or DSs ( Fig. 2D, bottom; Wilcoxon signed-rank test, all P Յ 0.0002). Figure 3 shows the time course of the gamma power change during up-and down-states. Similar to previous reports (Sheroziya and Timofeev 2014) , we observed a progression of activation during up-states from frontal to rhinal areas. To quantify this, we measured the average percent elapsed time in the up-state up to when power in the gamma band peaked at each recording site and then compared these values between regions. PFC spectral power peaked earliest in the up-state (50% time elapsed), followed by CTX (58%) and PR (60%) and finally ER (68%). There was a significant effect of region on percent time elapsed [F (3,223) ϭ 5.9, P ϭ 0.0007].
Cortical regions also differed in the strength of their gamma power modulation by the global up-state. The difference in z-transformed gamma power between the trough of the downstate and the peak of the up-state was largest in sensory cortices (0.46 z score), then PR (0.38 z score), ER (0.37 z score), and PFC (0.32 z score). These regional differences were significant at the group level, with a main effect of region [F (3,223) ϭ 4.6, P ϭ 0.004]. The enhancement of gamma power for those up-states cooccurring with DSs or SWRs could reflect a tight, time-locked, association between cortical gamma power and hippocampal events. Averaging the spectrograms surrounding SWRs or DSs during up-states revealed that both events were associated with nearly coincident increases in gamma power throughout all cortical sites (Fig. 4) . Between cortical recording sites, there did not appear to be a significant difference in the relative time for the peak in gamma power surrounding either DSs or SWRs [main effect of event type, F (1,547) ϭ 0.27, P ϭ 0.6], nor was there a significant difference between regions [main effect of region, F (3,547) ϭ 0.79, P ϭ 0.5] or an interaction between these factors [F (3,547) ϭ 0.49, P ϭ 0.69]. On average, the peak in cortical gamma power surrounding both DSs and SWRs across all cortical regions followed these events by ϳ42 ms, which was significantly different from zero (Wilcoxon signedrank test, P Ͻ 0.0001). On the other hand, the strength of the peak gamma power co-occurring with DS or SWR events depended upon both event type and region [interaction between event type and region, F (3,547) ϭ 13.5, P Ͻ 0.0001]. Follow-up tests were run separately for both DSs and SWRs. Both revealed a significant difference in peak gamma strength between regions [main effect of region, DS, F (3,290) ϭ 20.6, P Ͻ 0.0001; SWR, F (3,257) ϭ 57.5, P Ͻ 0.0001]. Post hoc Wilcoxon rank sum tests with Bonferroni correction (P Ͻ 0.05) showed that these group-level effects for region were driven by stronger peak gamma power in PFC compared with all other regions and weaker gamma power in PR compared with a subset of sites (DS, CTX Ͼ PR; SWR, CTX Ͼ PR, ER Ͼ PR). In summary, gamma power peaked shortly after both SWR and DS events and was strongest in PFC, while weakest in PR.
Last, we examined whether gamma coherence differed between up-states with vs. without SWRs or DSs. Intraregional gamma coherence was higher during up-states with than without SWRs or DSs (Fig. 5) , and the magnitude of this increase was not significantly different between event types [main effect of event type, F (1,264) ϭ 0.2; P ϭ 0.63]. While interregional gamma coherence was also higher during up-states with than without SWRs or DSs, this effect was much more pronounced for DSs (Fig. 6, B1 and B2) than SWRs (Fig. 6, A1 and A2 ). We found a significant effect of region pair [F (5,652) ϭ 7.6, P Ͻ 0.0001] and event type [DS, SWR; F (1, 652) ϭ 31.7, P Ͻ 0.0001] as well as a significant interaction [F (5,652) ϭ 3.7, P ϭ 0.003]. Bonferroni-corrected (P Ͻ 0.05) post hoc Wilcoxon signed-rank tests revealed that for SWRs the increase in interregional gamma coherence only reached significance between the PFC and ER cortices. In contrast, for DSs the increase reached significance for all combinations of recording sites with the exception of CTX-ER. Importantly, whereas the increase in gamma coherence was time locked to DSs, that seen in relation to SWRs was not (compare Fig. 6, A2 and B2) . Note that the augmented gamma coherence during up-states with DSs is unlikely to reflect volume conduction of DSs to cortex as it was associated with an increase in correlated unit activity between pairs of cells recorded in PFC-ER and PFC-PR, the two pairs of regions with the strongest DS-related change in gamma coherence (Fig. 6, B3) .
DISCUSSION
This study examined the cortical correlates and interactions between DSs and SWRs, two synchronized population events generated by the hippocampal formation during SWS and quiet waking. We found that DSs and SWRs interact in two ways: DS incidence triples immediately after SWRs, and in turn DSs coincide with a dampening of ripple band power in CA1. With respect to the cortical correlates of DSs and SWRs, we found that cortical firing rates and LFP power in the 35-100 Hz range are higher during up-states with than without DSs or SWRs. However, interregional gamma coherence increased much more in relation to DSs than SWRs, and, critically, this increase was time locked to DSs but not SWRs.
Interactions between DSs and SWRs. Since DSs and SWRs occur in the same behavioral states and in connected networks, do they interact? In naturally sleeping rats, it was first reported that SWRs rarely follow DSs but that ϳ10% of DSs are preceded by SWRs (Bragin et al. 1995) . Consistent with this, a subsequent study from the same group (Penttonen et al. 1997) reported that the excitability of CA1 pyramidal cells is reduced during DSs and that when SWRs occur dentate granule cells are transiently depolarized (Penttonen et al. 1997) . However, the latter two observations were obtained in urethane-anesthetized rats, and we previously observed that this anesthetic drastically alters corticohippocampal interactions (Headley DB, Kanta V, Paré D, unpublished observations) .
In agreement with these prior findings, we found that the incidence of DSs increases markedly 50 -80 ms after SWRs and that in turn CA1 ripple power is reduced after DSs. The former effect is likely due to a CA3-driven excitation of mossy cells that in turn depolarize granule cells (Buckmaster et al. 1996; Soltesz et al. 1993) . In contrast, ripple inhibition by DSs may be due to the direct or indirect activation of hilar interneurons by the perforant path or to the activation of feedforward hippocampal interneurons by layer III entorhinal cells (Freund and Buzsáki 1996) .
At present, the significance of DS-SWR interactions is unclear. The inhibition of ripples during DSs coupled to the increased incidence of DSs immediately after ripples suggests that DSs might serve to limit ripple durations, possibly preventing the emergence of epileptiform activity. Consistent with this speculation, in models of temporal lobe epilepsy as well as in humans with this disorder high-frequency oscillations in the ripple band or higher anticipate seizures and are inhibited by antiepilepetic drugs (Jefferys et al. 2012) .
Contrasting cortical correlates of DSs and SWRs. SWRs have been implicated in the off-line consolidation of memories for earlier waking experiences (Girardeau and Zugaro 2011) . According to the standard systems memory consoli- dation model, SWRs preferentially reactivate CA1 pyramidal cells that were recruited during wakefulness, reinforcing connections between cortical networks that encoded the original experience and thus gradually consolidating the neocortical memory trace. While strengthening of interregional connections is presumably dependent on coincident pre-and postsynaptic activity, it is currently unclear how SWRs could promote such conditions across distant cortical regions.
Given that the hippocampus depends on a multisynaptic pathway to interact with most of the neocortex (Burwell and Witter 2002) , it seems that the temporal relationship between cortical activation and SWRs will vary with the number of synaptic steps and distance from CA1. Simultaneous recordings of neurons in the entorhinal, perirhinal, and temporal association cortices revealed that the SWR-related signal is largely attenuated along this multisynaptic pathway (Pelletier et al. 2004 ), yet we found that up-state strength as measured by firing rate, gamma power, and intraregional coherence increased when they coincided with SWRs while intraregional gamma coherence was most robust in direct hippocampal targets such as the PFC (Swanson 1981) . This observation raises the possibility that SWRs promote coherent oscillatory activity in the immediate targets of the hippocampus. In turn, these regions might orchestrate a coordinated reactivation of other cortical areas through coherent gamma oscillations. By compressing ensemble activity in brief recurring time windows, such gamma activity would enhance the impact of independent changes in firing rates and facilitate postsynaptic depolarization. This is consistent with the reactivation of taskrelated ensembles in PFC and ER surrounding hippocampal replay events (Ólafsdóttir et al. 2016; Peyrache et al. 2009 ). Whether this SWR-dependent ensemble reactivation propagates further downstream with comparable fidelity remains an open question. While corresponding experience-related ensembles in neocortex and hippocampus reactivate around the same time during SWS (Ji and Wilson 2007) , it remains is unclear if this was driven by SWRs.
Yet another possibility is that the role of SWRs in memory is limited to the consolidation of local hippocampal connections. Indeed, an alternative to the standard systems memory consolidation model is the concept that multiple memory representations are independently established in different hippocampal and neocortical networks (Nadel and Moscovitch 1997; Sutherland and Lehmann 2011) . In this conception, the correlation between SWRs and neocortical up-and down-state fluctuations would be coincidental: SWRs and up-states would separately reinforce connections that support independent memory representations in the hippocampus and neocortex, respectively. However, these processes, while potentially independent, have a common target: the dentate gyrus. Indeed, our results suggest that increased neocortical firing rates and coherent gamma activity during up-states trigger DSs. In parallel, we observed that SWRs markedly enhanced the incidence of DSs. Together, these results raise the possibility that coincidence of up-state-related neocortical activity with the SWR-driven depolarization of granule cells favors the fine-tuning of synapses at the input stage of the hippocampus. 
