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Abstract
An amalgam of rank 2 is a triple A= (A1,A12,A2) of finite groups A1,A12,A2 such that A1 ∩ A2 =
A12. The degree of A is the pair (d1, d2) where di is the index of A12 in Ai for i = 1,2. Let the degree of
A be (k,2) where k  3 and suppose that only the identity subgroup of A12 is normal in both A1 and A2, let
K = CoreA1 (A12) and suppose that A1/K ∼= D2k is the dihedral group of order 2k. Then under the above
conditions A is called a locally D2k amalgam. Such amalgams were classified for k = 3 by Djokovic´ and
Miller [D.Ž. Djokovic´, G.L. Miller, Regular groups of automorphisms of cubic graphs, J. Combin. Theory
Ser. B 29 (1980) 195–230], classified for odd numbers k in [A.Q. Sami, Locally dihedral amalgams of odd
type, J. Algebra 298 (2006) 630–644] and partially classified for k = 4 by Djokovic´ [D.Ž. Djokovic´, A class
of finite group-amalgams, Proc. Amer. Math. Soc. 80 (1) (1980) 22–26]. In this paper we classify locally
D2k amalgams for all even numbers k and describe them in terms of generators and relations. We find that
if k ∈ {2,10,14,22} mod 24 then A12 is an elementary abelian 2-group.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let Γ be a finite graph of valency k  3. Graphs will be assumed to be finite, connected and
will have no loops or multiple edges. Let G be a subgroup of the automorphism group of Γ and
let Gv denote the stabilizer in G of a vertex v of Γ .
Tutte [5,6], showed that if Γ is of valency 3 and G acts 1–arc transitively, then the largest
number s for which G acts s–arc transitively, is  5. Moreover, the order of Gv is 3 · 2s−1. This
✩ This paper consists of some hitherto unpublished results from the author’s PhD thesis [A.Q. Sami, Amalgams and
graphs, PhD thesis, Imperial College London, 2004].
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is bounded in terms of the valency k. For instance, it was shown by Sims [4] that if Γ is 3-valent
and G acts primitively on Γ , then |Gv| is bounded by 3 · 24. On the other hand, it was shown
by Djokovic´ [2] that if Γ is 4-valent, G acts 1–arc transitively and the action of Gv on the four
neighbors of v is equivalent to D8 acting on four points, then |Gv| is not bounded.
We are thus led to consider the situation where Γ is k-valent, G acts 1–arc transitively and
the action of Gv on the k neighbors of v is equivalent to D2k acting on k points. In this situation
it was shown in [3] that if k is odd then |Gv| divides k · 24. This result is a consequence of the
classification of the corresponding rank 2 amalgams. Let us indicate how amalgams appear in
this context.
If Γ is of valency k and G is a subgroup of Aut(Γ ) with G acting 1–arc transitively on Γ ,
then for an edge e = {u,v} of Γ , the triple (Gu,Gu ∩ Ge,Ge) has the following properties.
|Gu : Gu ∩ Ge| = k, |Ge : Gu ∩ Ge| = 2, G is generated by Gu and Ge , and only the identity
subgroup of Gu ∩Ge is normal in both Gu and Ge. Such a triple is an example of an amalgam of
rank 2. If also, the action of Gv on the k neighbors of v is equivalent to D2k acting on k points,
then the triple (Gu,Gu ∩ Ge,Ge) is a locally D2k amalgam.
In this paper we carry out the classification of locally D2k amalgamsA= (A1,A12,A2) which
was started in [3]. There we considered the case where k is an odd number and showed that the
order of A1 divides k · 24 and in particular, the order of A1 divides k · 22 if k is odd and coprime
to 3. In this paper we deal with the case when k is an even number. In this case there is no bound
on the order of A1, however, we find that if k ∈ {2,10,14,22} mod 24 then A12 is an elementary
abelian 2-group.
The main results of this paper are Theorems 2 and 4 and together they constitute the classifi-
cation of locally D2k amalgams in the case where k is an even number. So these two theorems
together with Theorem 2 of [3] complete the classification of locally D2k amalgams for all k.
The converse of Theorem 2 (and of Theorem 4) also holds (see Theorem 46), but for expository
reasons they are best stated in the form in which they appear below.
Definition 1. For an amalgam X = (X1,X12,X2), we call X12 the Borel subgroup of X . Let
A= (A1,A12,A2) be a locally D2k amalgam. We define K := CoreA1(A12) and we call K the
Core of A. If K = 1 then we say A is thin, otherwise, we say that A is thick.
Notice that |A12| = 1. Note also that when A is thin we have A1 ∼= D2k and A2 is either
C2 × C2, or C4.
Notation. For elements g,h of a group G, hg := g−1hg and [g,h] := ghg−1h−1. The notation
G = AB denotes the semi-direct product, where A is the normal subgroup of G and A∩B = 1.
Theorem 2. LetA= (A1,A12,A2) be a thick locally D2k amalgam where k = 2r mod 24, where
r is odd. Then A is given by the description below:
Let n 2 be an integer, m =  23n and d be any integer m d  n.
A12 = 〈a0, . . . , an−1〉, K = 〈a1, . . . , an−1〉,
A2 = 〈x,A12〉, A1 = 〈y,A12〉, (1.1a)
a2i = 1 for 0 i  n − 1, (1.1b)
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[ai, aj ] = 1 for j − i = d, (1.1d)
[ai, aj ] = ae(j−i,0)n−d+i ae(j−i,1)n−d+i+1 · · ·ae(j−i,j−i+2d−2n)d+j−n , (1.1e)
for j − i  d , where e(s, t) are elements of GF(2) satisfying the symmetry condition
e(s, t) = e(s, s − t + 2d − 2n), (1.1f)
for all s, t with d  s  n − 1, 0 t  s + 2d − 2n.
x−1aix = an−1−i for 0 i  n − 1, (1.1g)
y−1aiy = an−i for 1 i  n − 1, (1.1h)
if n is odd then, x2 = 1 or an−1
2
and y2 = 1, (1.1i)
if n is even then, x2 = 1 and y2 = 1 or an
2
, (1.1j)
(a0y)
k = aε11 · · ·aεn−1n−1 , (1.1k)
where k is the least integer such that (a0y)k ∈ K . The εi are elements of GF(2) satisfying
εn−i = εi, for 1 i  n − 1, (1.1l)
and,
(a) if k ∈ {2,10,14,22} mod 24 then A12 is elementary abelian;
(b) if k ∈ {6,18} mod 24 then either A12 is elementary abelian, or
ε1 = e(d + 1,0) if d + 1 n − 1,
εj = e(d + j,0) +
j−1∑
t=1
e(d + t,0)εj−t for 1 j  n − d − 1 (1.2)
and e(d,0) = 1 and for r > d
e(r, s) =
[
r−d∑
p=1
e(r − p, s)εp
]
+ χr,s for 1 s  2d − 2n + r, (1.3)
where
χr,s =
{
e(d, s − 2n − d − r)e(r,0) for r − d  s  2d − 2n + r,
0 for s < r − d. (1.4)
A.Q. Sami / Journal of Algebra 307 (2007) 432–453 435Remark 3. Probably the best way to view this theorem for the case when A12 is non-abelian, is
the following. e(d,0) = 1, the e(r,0)’s for r > d and the e(d, s)’s, for s > 0 are arbitrary (up to
symmetry condition (1.1f)). And the εj ’s depend only on the e(r,0)’s. Furthermore, the e(r, s)’s,
for s > 0, depend only on the e(r,0)’s, and the e(d, s)’s. These observations can be seen from
the recursive nature of the equalities in part (b) of the theorem.
Theorem 4. Let A= (A1,A12,A2) be a thick locally D2k amalgam where k = 4r mod 24. Then
A is given by the partial description of Theorem 2 up to Eq. (1.1k), and
(i) either A12 is elementary abelian and εi = εn−i , 1 i  n − 1, or
(ii) A12 is not abelian and εi = 0 = εn−i for 1 i  n − d − 1, and
(a) if k ∈ {8,16,24} mod 24 then
e(d,0) = 0 for k = 0 mod 24 and
εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n,
(b) if k ∈ {4,20} mod 24 then
e(j,0) = 0 for d  j  n − 1 and
εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n,
(c) if k = 12 mod 24 then
(
e(d,0) + 1)e(j,0) = 0 for d  j  n − 1 and
εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n.
Each locally dihedral amalgam determines uniquely the values of n, k and d , but when k is
even, the extent to which the parameters εi and e(r, s) are determined is an open question. See
Section 7 for a little more on this.
Our proofs of the above theorems rely on the classification of locally D8 amalgams because
every thick locally dihedral amalgam contains a certain subamalgam which is a locally D8. More
precisely in [3] we proved:
Lemma 5. [3, Lemma 3]1 Let A= (A1,A12,A2) be a thick locally D2k amalgam, let K be the
Core of A and let B be a subgroup of A1 containing K such that B/K is of order 2 and that B
together with A12 generates A1. Then the amalgam B = (A2,K,B) is a locally D8 amalgam.
In Section 2, Theorem 6 describes locally D8 amalgams and this description is crucial to the
analysis in this paper. Consequently in Section 2 we prove this theorem, but the reader may skip
this proof on the first reading.
1 This idea was shown to me by Sergey Shpectorov in the case k = 4.
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the prerequisite for Sections 4 and 5 where we obtain the proofs of the two main theorems. In
Section 6 we prove the converse of Theorem 2: the proof of the converse of Theorem 4 is similar
and is omitted.
2. Locally D8 amalgams
Theorem 6 is almost the same as the result by Djokovic´ [2]: the difference is essentially that
we have introduced a parameter d which lies in the range m d  n. Consequently when d >m
then under certain conditions, our Borel subgroup A12 has a larger commutator subgroup than
in [2]. In this section we will prove Theorem 6 by an inductive argument.
Theorem 6. Let A= (A1,A12,A2) be a locally D8 amalgam then it has the description below.
There exists integers n 2 and d where m d  n, where m =  23n, such that
NA1(A12) = 〈a0,A12〉, A12 = 〈a1, . . . , an−1〉,
A2 =
〈
x,NA1(A12)
〉
, A2 = 〈A12, y〉, (2.1a)
a2i = 1 for 0 i  n − 1, (2.1b)
[ai, aj ] = 1 for 0 < j − i < d, (2.1c)
[ai, aj ] = 1 for j − i = d, (2.1d)
[ai, aj ] = ae(j−i,0)n−d+i ae(j−i,1)n−d+i+1 · · ·ae(j−i,j−i+2d−2n)d+j−n , (2.1e)
for j − i  d , where e(s, t) = 0 or 1 and satisfy the symmetry condition
e(s, t) = e(s, s − t + 2d − 2n) (2.1f)
for all s, t with d  r  n − 1 0 t  s + 2d − 2n.
x−1aix = an−1−i , 0 i  n − 1, (2.1g)
y−1aiy = an−i , 1 i  n − 1, (2.1h)
if n is odd then, x2 = 1 or an−1
2
and y2 = 1, (2.1i)
if n is even then, x2 = 1 and y2 = 1 or an
2
. (2.1j)
Remark 7. Note that in the case when d = n in the above description, it is to be understood that
Eq. (2.1c) holds and Eqs. (2.1d), (2.1e) and (2.1f) do not apply.
In the rest of Section 2 we prove the above theorem.
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For the rest of Section 2 we fix A= (A1,A12,A2) to be a locally D8 amalgam.
Now A is either thin or thick. If A is thin, then A1 ∼= D8, A12 ∼= C2 and A2 is isomorphic to
either C4 or C2 × C2. Thus we can describe A as below:
A12 = 〈a1〉, A1 = 〈a0, a1, x〉, A2 = 〈a1, y〉, where
a20 = a21 = 1,
x−1a0x = a1,
x2 = 1,
y−1a1y = a1,
y2 = 1 or a1.
This description shows that Theorem 6 holds for A with n = 2.
Hypothesis 1. For the rest of Section 2 we assume that A is thick.
Our Induction Hypothesis will be:
Induction Hypothesis 1. Theorem 6 holds for every locally D8 amalgam whose Borel subgroup
is smaller than the Borel subgroup of A.
Let K = Core(A) and let B be a subgroup of A1 such that B contains K , B/K ∼= C2 and
〈B,A12〉 = A1. Then by Lemma 5 (see Section 1), the amalgam B = (A2,K,B) is a locally D8
amalgam. Note that the Borel subgroup of B is smaller than the Borel subgroup of A, so by our
induction hypothesis, Theorem 6 holds for B, therefore:
there are integers n˜ 2 and d˜ where m˜ d˜  n˜, where m˜ =  23 n˜, such that:
NA2(K) = 〈b0,K〉, K = 〈b1, . . . , bn˜−1〉, A2 =
〈
x˜,NA2(K)
〉
, B = 〈K, y˜〉, (2.2a)
b2i = 1 for 0 i  n˜ − 1, (2.2b)
[bi, bj ] = 1 for 0 < j − i < d˜, (2.2c)
[bi, bj ] = 1 for j − i = d˜, (2.2d)
[bi, bj ] = be˜(j−i,0)
n˜−d˜+i b
e˜(j−i,1)
n˜−d˜+i+1 · · ·b
e˜(j−i,j−i+2d˜−2n˜)
d˜+j−n˜ , (2.2e)
for j − i  d˜ , where e˜(r, s) = 0 or 1 and satisfy the symmetry condition
e˜(r, s) = e˜(r, r − s + 2d˜ − 2n˜), (2.2f)
for all r, s with d  r  n˜ − 1, 0 s  r + 2d˜ − 2n˜.
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y˜−1bi y˜ = bn˜−i , 1 i  n˜ − 1, (2.2h)
if n˜ is odd then, y˜2 = 1, x˜2 = 1 or b n˜−1
2
, (2.2i)
if n˜ is even then, x˜2 = 1, y˜2 = 1 or b n˜
2
. (2.2j)
We will refer to the above collection of conditions as Equationset (2.2).
2.2. Change of variables
Definition 8. bn˜ := by˜0 , ai := bn˜−i for 0 i  n˜, n := n˜ + 1, x := y˜, y := x˜.
Definition 9. Let G be a group generated by involutions {g1, g2, . . . , gu}. We define the distance
between gi and gj to be |j − i| and we denote it by d(gi, gj ). Let r be the least integer such that
[gi, gi+r ] = 1 for some i, then we call r the non-commuting distance of G.
Remark 10. By conditions (2.2c) and (2.2d), the non-commuting distance of NA2(K) is at
least m˜.
Remark 11. From Definition 8 and Eq. (2.2i) we have by˜i = an˜−i for 0  i  n˜ which implies
that ai = by˜i for 0 i  n˜.
We will now translate Equationset (2.2) in terms of Definition 8. First note that N˜ is the
normalizer of K in A2. Therefore N˜ = A12 and since A1 = 〈B,A12〉 = 〈N˜, y˜〉 we see that
〈b0, . . . , bn˜〉 is the normalizer of A12 in A1. Denote this normalizer by N .
Remark 12. It is clear that either N is abelian, or the non-commuting distance of N is the same
as the non-commuting distance of A12 which is d . In other words, d˜ = d unless N is abelian.
However if N is abelian then the commutator relations are trivial, i.e., [ai, aj ] = 1 for all ai , aj
in N , so that in this case we may define d˜ := d = n without any problems.
So we have n 3 and m˜ =  23 n˜ and for each d where m˜ d  n˜,
N = 〈a0,A12〉, A12 = 〈a1, . . . , an−1〉, A2 = 〈y,A12〉, A1 = 〈x,N〉, (2.3a)
a2i = 1 for 0 i  n − 1, (2.3b)
[ai, aj ] = 1 for 0 < j − i < d, (2.3c)
[ai, aj ] = 1 for j − i = d, (2.3d)
[ai, aj ] = ae˜(j−i,0)n˜−d+i ae˜(j−i,1)n˜−d+i+1 · · ·ae˜(j−i,j−i+2d−2n˜)d+j−n˜ , (2.3e)
for ai, aj ∈ A12 with j − i  d , where e˜(r, s) = 0 or 1 and satisfy the symmetry condition
e˜(r, s) = e˜(r, r − s + 2d − 2n˜), (2.3f)
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x−1aix = an−1−i , 0 i  n − 1, (2.3g)
y−1aiy = an−i , 1 i  n − 1, (2.3h)
if n is odd then, y2 = 1, x2 = 1 or an−1
2
, (2.3i)
if n is even then, x2 = 1, y2 = 1 or an
2
. (2.3j)
We will refer to the above collection of conditions as Equationset (2.3).
Definition 13. We will call e˜(r,0) the rth terminal of e˜. When the choice of r is clear from the
context, we will simply say terminal of e˜.
Remark 14. Notice that the right-hand side of the expression for [ai, aj ] is longer in (2.1e) than
in (2.3e) and to prove assertion (2.1e) we will show that all the terminals of the function e˜ are
zero.
2.3. Final step
Either N is abelian and there is nothing of Theorem 6 to prove, or N is not abelian, which
means d  n − 1, and all that remains to be proved of this theorem are assertions (2.1c), (2.1d),
(2.1e) for 0 i  n − 1, assertion (2.1f) and that d m.
Observe from Equationset (2.2) and Definition 8 that K = 〈a1, . . . , an−2〉, and from Equation-
set (2.3) that A1 = 〈a0, x,K〉. Since A1upslopeK ∼= D8, we have that (xa0)4 belongs to K . We will
take a close look at the action of (xa0)4 on the generators of K to prove the remaining assertions
of Theorem 6.
Definition 15. With notation as in Equationset (2.3), define hi := [a0, ai] and ki := hxi .
Remark 16. From the commutator relations and the action of x on the generators of K given in
Equationset (2.3) we see that the h’s above belong to the center of A12 and the k’s above belong
to K which is a subgroup of A12, so that the h’s commute with the k’s: we will frequently use
this fact.
Theorem 17. The commutator [a0, an−1] belongs to Z(N).
Proof. If A12 is abelian then a0 commutes with the elements of K and since (xa0)4 belongs
to K , it follows that (xa0)4 belongs to the center of N . We now suppose that A12 is not abelian,
which implies that d  n− 2. If d = n− 2 then K is an elementary abelian 2-group, so (xa0)4 =
((xa0)4)−1 and a0(xa0)4a0(xa0)4 = (a0x)4(xa0)4 = (a0x)3(a0xxa0)(xa0)3. Since x2 ∈ 〈an−1
2
〉
it is clear that x2 commutes with a0 and we see that in fact (a0x)4(xa0)4 = 1. So a0 commutes
with (xa0)4. Also, (ax0 (xa0)
4)2 = (x2a0(xa0)2)2; writing this out and noting that x2 commutes
with a0, we see that (xa0)4 commutes with ax0 , i.e., with an−1. We conclude that (xa0)4 belongs
to the center of N .
So now assume that d < n − 2 and take i  d . Then we have
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(xa0)4
i = he˜(d,0)e˜(i,0)d k(e˜(d,0)+1)e˜(i,0)d ai . (2.4)
On the other hand, let (xa0)4 = aε11 aε22 · · ·aεn−2n−2 , then
a
a
ε1
1 a
ε2
2 ···a
εn−2
n−2
i =
{
ad for i = d,
[a1, ai]ε1 · · · [ai−d , ai]εi−d ai for i > d. (2.5)
Now let i = d , then comparing Eq. (2.4) with Eq. (2.5) we see that he˜(d,0)d ad = ad and since
d is the non-commuting distance, hd = 1, so we conclude that
e˜(d,0) = 0 (2.6)
and Eq. (2.4) for i > d reduces to
a
(xa0)4
i = ke˜(i,0)d ai . (2.7)
Let t be minimal subject to e˜(d, t) = 0, then, with the symmetry condition of e˜ in mind, the
above equation reduces to
a
(xa0)4
i = ke˜(i,0)d ai
= (ae˜(d,0)2n−2−2d · · ·ae˜(d,0)d )e˜(i,0)ai
= (ae˜(d,t)2n−2−2d+t · · ·ae˜(d,t)d−t )e˜(i,0)ai . (2.8)
Now take i = d + 1, then above equation becomes
a
(xa0)4
d+1 =
(
a
e˜(d,t)
2n−2−2d+t · · ·ae˜(d,t)d−t
)e˜(d+1,0)
ad+1 (2.9)
and Eq. (2.5) becomes
a
(xa0)4
d+1 = [a1, ad+1]ε1ad+1
= (ae˜(d,0)
(n−1)−d+1 · · ·ae˜(d,0)d+d+1−(n−1)
)ε1ad+1
= (ae˜(d,t)n−d+t · · ·ae˜(d,t)2d−n+2−t)ε1ad+1. (2.10)
Note that 2n− 2 − 2d + t > n− d + t because if 2n− 2 − 2d + t = n− d + t then d = n− 2 and
i+1 = n−1 which is a contradiction, since d  n−2. Hence comparing the above equation with
Eq. (2.9) we see that e˜(d, t)ε1 = 0 and since, by definition, e˜(d, t) = 0, it follows that ε1 = 0.
Now take a generic i with d + 1  i  n − 2 and use induction on i with the induction
hypothesis that εj−d = 0 for all j < i, i.e., ε1 = · · · = εi−d−1 = 0. Then Eq. (2.8) is unchanged
but we repeat it
a
(xa0)4
i =
(
a
e˜(d,t)
2n−2−2d+t · · ·ae˜(d,t)d−t
)e˜(i,0)
ai (2.11)
and Eq. (2.5) reduces to
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a
ε1
1 a
ε2
2 ···a
εn−2
n−2
i = [ai−d , ai]εi−d ai
= (ae˜(d,0)(n−1)−d+(i−d) · · ·ae˜(d,0)d+i−(n−1))εi−d ai
= (ae˜(d,0)n−1−2d+i · · ·ae˜(d,0)d+i−n+1)εi−d ai
= (ae˜(d,t)n−1−2d+i+t · · ·ae˜(d,t)d+i−n+1−t)εi−d ai . (2.12)
We compare the above two equations, noting that n − 1 − 2d + i + t < 2n − 2 − 2d + t : it
follows that e˜(d, t)εi−d = 0 and since e˜(d, t) = 0, we have that εi−d = 0. So by induction we
conclude that εα = 0 for all 1 α  n − 2 − d . So we have (xa0)4 = aεn−1−dn−1−d · · ·aεn−2n−2 therefore
((xa0)4)x = aεn−1−dd · · ·aεn−21 = aεn−21 · · ·aεn−1−dd and note that this has order  2, so ((xa0)4)x =
((xa0)4)−1 = (xa0)4 hence
a
εn−2
1 · · ·aεn−1−dd = aεn−1−dn−1−d · · ·aεn−2n−2 .
In the above equation comparing the left-hand side with the right-hand side we see that εβ =
εn−1−β = 0 for 1  β  n − d − 2, i.e., ε1 = ε2 = · · · = εn−2−d = εd+1 = · · · εn−2 = 0, so
(xa0)4 ∈ 〈an−d , . . . , ad〉. Since (xa0)4 commutes with a0 and an−1 we must have that (xa0)4 ∈
〈an−d, . . . , ad−1〉, i.e., (xa0)4 belongs to Z(N). 
We will need the Three Subgroup Lemma, see, for instance, [1, (8.7), p. 26].
Lemma 18 (Three Subgroup Lemma). Let x, y, z be elements of a group G. If [x, [y, z]] = 1 =
[y, [z, x]], then [z, [x, y]] = 1.
Theorem 19. All the terminals of the function e˜ are zero.
Proof. Observe that a(xy)i = ai−1 for 1 i  n − 1 so that
[a0, aj ] = [a1, aj+1](xy) =
(
a
e˜(j,0)
n−d · · ·ae˜(j,0)d+j+1−(n−1)
)(xy)
,
i.e.,
[a0, aj ] = ae˜(j,0)n−1−d · · ·ae˜(j,0)d+j−(n−1). (2.13)
If j = n − 1 then [a0, aj ] ∈ Z(N) by Theorem 17. So suppose that d  j  n − 2. Then just
looking at the above equation we see that [a0, aj ] commutes with a1, . . . , an−2. We claim that
[a0, aj ] also commutes with a0 and an−1. Now a0 clearly commutes with [a0, aj ] and[
a0, [aj , an−1]
]= 1 because j  d and[
aj , [a0, an−1]
]= 1 because [a0, an−1] ∈ Z(N),
so by the Three Subgroup Lemma, it follows that [an−1, [a0, aj ]] = 1 and we conclude that
[a0, aj ] ∈ Z(N). Since the non-commuting distance is d it follows that Z(N) = 〈an−d , . . . , ad−1〉
and we see that, in Eq. (2.13) the exponent of an−1−d must be zero, i.e., the j th terminal of e˜ must
be zero; but since j is arbitrary, it follows that all the terminals of the function e˜ are zero. 
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Proof. By the line preceding Eq. (2.3a) we have d  m˜. Recall that n = n˜ + 1, m˜ =  23 n˜ and
m =  23n, so that either m = m˜ and there is nothing to prove, or m = m˜+1. Suppose m = m˜+1,
then either 3m˜ = 2n˜ or 3m˜ = 2n˜ + 1 which, by Eq. (2.3e), means that [a0, am˜] = ae˜(m˜,0)n˜−m˜ or
a
e˜(m˜,0)
n˜−m˜ a
e˜(m˜,0)
n˜−m˜+1. Now by the above theorem the terminals of e˜ are zero so that, in both cases,[a0, am˜] = 1 so m˜ < d by Eq. (2.3c), hence d  m˜ + 1 = m. 
Corollary 21. [a0, an−1] = ae˜(n−1,0)n−d ae˜(n−1,1)n−d+1 · · ·ae˜(n−1,2d−n−1)d−1 where the function e˜ satisfies
e˜(n − 1, j) = e˜(n − 1, (n − 1) − j + 2d − 2n).
Proof. Since [a0, an−1] ∈ Z(N) 〈an−d , . . . , ad−1〉, let
[a0, an−1] = ae˜(n−1,0)n−d ae˜(n−1,1)n−d+1 · · ·ae˜(n−1,2d−n−1)d−1
for some e˜(n − 1, r) ∈ {0,1}. We will show that the function e˜(n − 1,−) is symmetrical. Since
Z(N) is an elementary abelian 2-group, we have that [a0, an−1] = [a0, an−1]−1 so [a0, an−1] =
[a0, an−1]x . So
a
e˜(n−1,0)
n−d a
e˜(n−1,1)
n−d+1 · · ·ae˜(n−1,2d−n−1)d−1 =
(
a
e˜(n−1,0)
n−d a
e˜(n−1,1)
n−d+1 · · ·ae˜(n−1,2d−n−1)d−1
)x
= ae˜(n−1,0)d−1 ae˜(n−1,1)n−d+1 · · ·ae˜(n−1,2d−n−1)n−d
= ae˜(n−1,2d−n−1)n−d ae˜(n−1,2d−n−2)n−d+1 · · ·ae˜(n−1,0)d−1 .
Equating the exponents of the above expression we see that e˜(n − 1, j) = e˜(n − 1, n − 1 − j +
2d − 2n) as required. 
Definition 22. Define
e(r, s) :=
{
e˜(r, s + 1) for r < n − 1,
e˜(n − 1, s) for r = n − 1.
Lemma 23. The function e in the above definition satisfies the symmetry condition (2.1f) of
Theorem 6.
Proof. In Corollary 21 we saw that the function e˜(n − 1,−) satisfies condition (2.1f). So now
consider the function e(r,−) for r  n − 2. In this case e(r, s) = e˜(r, s + 1) by the definition
above, and by Theorem 19 the terminals of e˜ are all zero so they do not contribute the function e.
So by using Eq. (2.3f) we get
e(r, s) = e˜(r, s + 1) = e˜(r, r − (s + 1) + 2d − 2n˜)
= e˜(r, r − s − 1 + 2d − 2(n − 1))
= e˜(r, r − s + 2d − 2n + 1)
= e(r, r − s + 2d − 2n),
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(2.1f) of Theorem 6. 
3. Properties of locally D8 amalgams
In this section we give some useful properties of locally D8 amalgams. LetA= (A1,A12,A2)
be a locally D8 amalgam, then its description is given by Theorem 6, which we will use in this
section.
Definition 24. With the notation of Theorem 6, define hi := [a0, ai], hi,j := [ai, aj ] and ki := hyi ,
for 0 i, j  n − 1. Define f (p) := e(d + p,0) for 0 p  n − d − 1. It will be convenient to
extend the definition of f and define f (p) := 0 for p < 0.
Remark 25. From Eq. (2.1e) we see that hi ∈ Z(NA1(A12)) and that the hi ’s commute with kj ’s
and we will frequently use these facts.
Definition 26. We define Fix(a0y) := {h ∈ A12: h(a0y) = h}.
Definition 27. For an element g = aε11 · · ·aεn−1n−1 of A12 define gˆ := aεn−11 · · ·aε1n−1 and z = (gy)2.
Lemma 28. Let g = aε11 · · ·aεn−1n−1 be an element of A12, then
(a) z =
(
n−d−1∏
i=1
h
εn−d−i
1,d+i
)εn−1( n−d−1∏
i=2
h
εn−d−i
2,d+i
)εn−2
· · · (hε1n−d−1,n−1)εd+1 .
(b) If g ∈ Fix(ya0), then g = gˆzkεdd · · ·kεn−1n−1 , and
(c) εi = εn−i for 1 i  n − d , and
(d) ε1, . . . , εn−d satisfy
n−d−1∑
j=0
f (j)εn−d−j = 0.
Proof. By definition z = (gy)2 and since gy = aε1n−1 · · ·aεn−11 , we have z = [(aε1n−1 · · ·aεdn−d)×
(a
εd+1
n−d−1 · · ·aεn−11 )]2. In view of the non-commuting distance we can reverse the order of the a’s
inside the brackets, so
z =
[(
a
ε1
n−1 · · ·aεdn−d
)aεd+1n−d−1···aεn−11 ](aε1n−1 · · ·aεdn−d).
The expression inside the square brackets of the above equality is
(
a1h
εn−d−1
1,d+1 h
εn−d−2
1,d+2 · · ·hε11,n−1
)εn−1(a2hεn−d−22,d+2 · · ·hε22,n−1)εn−2 · · · (aεdn−d)aεn−11 · · ·aεdn−d .
Since the h’s in the above equality belong to Z(A12), we see that the a’s cancel out, giving (a).
If g ∈ Fix(a0y) then g(a0y) = g. Now
(
a
ε1 · · ·aεn−1)a0 = aε1 · · ·aεd−1(adhd)εd · · ·aεn−1(an−1hn−1)εn−11 n−1 1 d−1 n−1
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conjugating this by y this becomes aε1n−1 · · ·aεn−11 kεdd · · ·kεn−1n−1 . Now aε1n−1 · · ·aεn−11 =
a
εn−1
1 · · ·aε1n−1(gy)2 = gˆz, establishing (b).
Observe that z ∈ 〈an−d+1, . . . , ad−1〉 and ki ∈ 〈an−d+1, . . . , ad〉. We compare the exponents
of ai for 1  i  n − d in the expressions of g and gˆ in the equality of part (b), to deduce (c).
Part (d) is obtained by comparing the exponents of ad in the equality of part (b). 
Proposition 29. Suppose that d  n − 1, then ka0i = hf (i−d)d ki for 0 i  n − 1.
Proof. We have, using the commutator relation (2.1e),
ki = hyi =
(
a
e(i,0)
n−d · · ·ae(i,0)d+i−(n)
)y
= ae(i,0)
n−(d+i−(n)) · · ·ae(i,0)n−(n−d)
= ae(i,0)2n−d−i · · ·ae(i,0)d .
Since the non-commuting distance is d it follows that
k
a0
i = ae(i,0)2n−d−i · · ·ae(i,1)d−1
(
a
e(i,0)
d
)a0 .
Clearly aa0d can be written as [a0, ad ]ad and by Remark 25, [a0, ad ] commutes with ad so aa0d
can be written as ad [a0, ad ]. Since (ae(i,0)d )a0 = (aa0d )e(i,0) we see that ka0i = ki[a0, ad ]e(i,0), i.e.,
k
a0
i = kihe(i,0)d . Now by Remark 25, ki commutes with hd , so the proposition follows. 
By repeatedly conjugating ai by a0 and y using Proposition 29 and Eqs. (2.1e) and (2.1h), we
find (see [3] for more details) that for d  n − 1 we have
(a0y)2 :ai 
→ kf (i−d)d hikn−iai .
(a0y)4 :ai 
→ k(f (0)+1)f (i−d)+f (0)f (n−i−d)d hf (0)f (i−d)+f (n−i−d)d ai .
(a0y)6 :ai 
→ kf (0)f (n−i−d)d hf (0)f (i−d)+(f (0)+1)f (n−i−d)d hikn−iai .
(a0y)8 :ai 
→ kf (0)f (n−i−d)+f (0)f (i−d)d hf (0)f (i−d)d ai .
(a0y)10 :ai 
→ k(f (0)+1)f (i−d)d hf (0)f (n−i−d)d hikn−iai .
(a0y)12 :ai 
→ k(f (0)+1)f (i−d)d h(f (0)+1)f (n−i−d)d ai .
(a0y)14 :ai 
→ kf (0)f (i−d)d h(f (0)+1)f (n−i−d)d hikn−iai .
(a0y)16 :ai 
→ kf (0)f (n−i−d)d hf (0)f (i−d)+f (0)f (n−i−d)d ai .
(a0y)18 :ai 
→ kf (0)f (n−i−d)+(f (0)+1)f (i−d)d hf (0)f (i−d)d hikn−iai .
(a0y)20 :ai 
→ kf (0)f (n−i−d)+f (i−d)d h(f (0)+1)f (n−i−d)+f (0)f (i−d)d ai .
(a0y)22 :ai 
→ hf (n−i−d)d hikn−iai .
(a0y)24 :ai 
→ ai .
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→ b means that ag = b. The twelve equalities above will be referred to
as Equationset (*). These equalities motivate the definition below.
Definition 30. Define
Φk(i) :=
[
(a0y)
k, ai
]
.
Trivially, we see that Φk(i) equals the expression appearing on the right-hand side of Equation-
set (*), except ai . For example Φ2(i) = kf (i−d)d hikn−i .
Definition 31. Define
zr :=
n−d−1∏
i=r
h
εn−d−i
r,d+i .
It should be understood that the above product is only defined if n− d − 1 1 and otherwise
it can be considered to be empty.
Lemma 32. Suppose that (a0y)k belongs to A12 and let (a0y)k = g = aε11 aε22 · · ·aεn−1n−1 then
(a) Φk(i) = zi and
(b) g = gˆkεn−dd
∏n−d−1
i=1 (Φk(i)kn−i )εi .
Proof. Let (a0y)k = g = aε11 aε22 · · ·aεn−1n−1 , then by Lemma 28(b) we have
g = gˆ
[
n−d−1∏
i=1
z
εi
i k
εn−i
n−i
]
k
εd
d . (3.1)
On the other hand, let 1  i  n − d − 1. Then in view of the non-commuting distance, we
have
a
(a0y)k
i = agi = a
a
εd+i
d+i ···a
εn−1
n−1
i .
In view of Lemma 28(c), the right-hand side of the above equation is aa
εn−d−i
d+i ···a
ε1
n−1
i , which we
can write as aih
εn−d−i
i,d+i · · ·hε1i,n−1. So that in terms of Definition 31 we get a(a0y)
k
i = aizi so by
Definition 30 we get Φk(i) = zi , thereby establishing part (a). In view of this equality and in
view of Lemma 28(c) which says that εi = εn−i for 1 i  n − d , we see that Eq. (3.1) implies
part (b). 
4. The six cases: k = 2r mod 24, r odd
In this section we prove Theorem 2. In the whole of this section our hypothesis is:
Hypothesis 2. Let A= (A1,A12,A2) be a thick locally D2k amalgam. Let K be the Core of A,
and let B be a subgroup of A1 containing K such that B/K is of order 2 and that B together
with A12 generates A1.
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apply Theorem 6 and the results obtained in Section 3 to B. Here it is important to note that
NA2(K) = A12. Thus we know in particular that A1 = 〈y, a0,K〉, K = 〈a1, . . . , an−1〉, A12 =〈a0,K〉 and k is the least integer such that (a0y)k ∈ K . We also have the next lemma which takes
care of the case where A12 is abelian:
Lemma 33. Let k = 2r mod 24, where r is odd or even. If A12 is abelian then
(a0y)
k = aε11 · · ·aεn−1n−1 , (4.1)
where the ε’s are elements of GF(2) satisfying to the equalities
εp = εn−p for 1 p  n − 1.
Proof. Assume that A12 is abelian and let g = (a0y)k = aε11 · · ·aεn−1n−1 for some εi ’s belonging to
GF(2). Clearly, g(a0y) = g. Now (aε11 · · ·aεn−1n−1 )a0 = aε11 · · ·aεn−1n−1 because A12 is abelian, hence
(a
ε1
1 · · ·aεn−1n−1 )(a0y) = (aε11 · · ·aεn−1n−1 )y and the right-hand side of this equality is aε1n−1 · · ·aεn−11 and
since A12 is abelian, we can reverse the order of the a’s in this expression to get aε11 · · ·aεn−1n−1 =
a
εn−1
1 · · ·aε1n−1 and comparing the exponents of the a’s gives the result. 
4.1. The cases k = 2r mod 24, r = 1,5,7,11
Lemma 34. A12 is elementary abelian for k = 2,10,14 and 22 modulo 24.
Proof. Observe that for i = n − d in Equationset (*) we have
a
(a0y)k
n−d =
{
kdan−d for k = 2 and 14,
h
f (0)
d kdan−d for k = 10 and 22.
Since (a0y)k belongs to K and an−d belongs, in particular, to the center of K , we have that
a
(a0y)k
n−d = an−d , so that comparing this with the above equation we see that kd = 1 for k = 2
and 14. Applying y−1 to kd we see that hd = 1, which contradicts the fact that d  n − 1,
because if d  n − 1 then hd = 1; hence d = n, i.e., A12 is abelian.
For k = 10 and 22 we have that hf (0)d kd = 1 so that f (0) = 1 implies that hd = kd and we
know from the expressions for hd and kd and the definition of the hj ’s and kj ’s, that af (0)d
is involved in the expression for kd but ad is not involved in the expression for hd -which is
a contradiction. So we must have f (0) = 0. Now f (0) = 0 implies that kd = 1, which by the
previous paragraph implies that A12 is abelian. 
4.2. The cases k = 2r mod 24, r = 3,9
Throughout this section we assume that A12 is non-abelian.
Lemma 35. Let k = 6 or 18 and let (a0y)k = aε1 · · ·aεn−1 . Then1 n−1
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(b) f (n − d − i) =∑n−d−it=1 f (n − d − i − t)εt for 1 i  n − d − 1.
(c) ε1 = f (1).
(d) εj = f (j) +∑j−1t=1 f (t)εj−t for 2 j  n − d − 1.
Proof. We substitute i = n − d in Equationset (*) for k = 6 and 18 and get a(a0y)kn−d =
k
f (0)+1
d an−d . Since (a0y)k ∈ K and an−d ∈ Z(K), we have that a(a0y)
k
n−d = an−d and compar-
ing this with the previous equality we have that kf (0)+1d = 1. Now if f (0) = 0 then kd = 1 which
contradicts the fact that A12 is non-abelian, hence f (0) = 1.
By part (a), f (0) = 1, so substituting this into Equationset (*) we have for 1 i  n − d − 1
and k = 6 and 18 that
a
(a0y)k
i = kf (n−i−d)d kn−iai . (4.2)
Now kn−i = ae(n−i,0)n−d+i ae(n−i,1)n−d+i+1 · · ·ae(n−i,0)d and kd = ae(d,0)2n−2d · · ·ae(d,0)d , hence
Φk(i) =
(
a
e(d,0)
2n−2d · · ·ae(d,0)d
)f (n−i−d)(
a
e(n−i,0)
n−d+i a
e(n−i,1)
n−d+i+1 · · ·ae(n−i,0)d
)
. (4.3)
On the other hand, let 1  i  n − d − 1, then by Lemma 32 we have Φk(i) = zi , so writing
out both sides of this equality in terms of the right-hand side of the expression for zi given in
Definition 31 and the right-hand side of Eq. (4.3) for the expression of Φk(i), we have
(
a
e(d,0)
2n−2d · · ·ae(d,0)d
)f (n−i−d)(
a
e(n−i,0)
n−d+i a
e(n−i,1)
n−d+i+1 · · ·ae(n−i,0)d
)
= (ae(n−1−i,0)n−d+i ae(n−1−i,1)n−d+i+1 · · ·ae(n−1−i,1)d−2 ae(n−1−i,0)d−1 )ε1
· (ae(n−2−i,0)n−d+i ae(n−2−i,1)n−d+i+1 · · ·ae(n−2−i,1)d−3 ae(n−2−i,0)d−2 )ε2
...
· (ae(d+2,0)n−d+i · · ·ae(d+2,0)2d+i+2−n)εn−d−i−2
· (ae(d+1,0)n−d+i · · ·ae(d+1,0)2d+i+1−n)εn−d−i−1
· (ae(d,0)n−d+i · · ·ae(d,0)2d+i−n)εn−d−i . (4.4)
Note that n−d + i < 2n−2d for all i in the range 1 i  n−d −1 so comparing the exponents
of an−d+i in the above equality we see that:
e(n − i,0) =
n−d−i∑
t=1
e(n − i − t,0)εt for 1 i  n − d − 1. (4.5)
Translating the above equation in terms of f , gives part (b).
Putting i = n − d − 1 in the above equation we see that e(d + 1,0) = e(d,0)ε1, hence, in
terms of the f and in view of the fact that f (0) = 1, we have f (1) = ε1, establishing part (c).
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that
εn−d−i = e(n − i,0) +
n−d−i−1∑
t=1
e(n − i − t,0)εt for 1 i  n − d − 2
and writing the above in terms of f and making a change of variable j = n − d − i gives
part (d). 
Remark 36. We note from the above equation that we have a recursive formula for ε’s which
depends only on the values of e(n − i,0) and e(d,0); we already know that e(d,0) = 1.
Lemma 37. For k = 6 and 18 we have, for r > d and 0 s  3d − 2n
e(r, s) =
[
r−d∑
p=1
e(r − p, s)εp
]
+ χr,s,
where
χr,s =
{
e(d, d + s − r)e(r,0) for r − d  s  2d − 2n + r,
0 for 0 s < r − d.
Proof. We compare the exponents of an−d+i+j in the left-hand side of Eq. (4.4) with those on
the right-hand side. On the left-hand side of Eq. (4.4) we see that the exponent of an−d+i+j is
e(n − i, j) if n − d + i  n − d + i + j < 2n − 2d
and
e(d, d − n + i + j)e(n − i,0) + e(n − i, j) if 2n − 2d  n − d + i + j < d.
With the change of variables r := n − i and s := j we have
e(r, s) if 0 s < r − d,
e(d, s − r + d)e(r,0) + e(r, s) if r − d  s  2d + 2n + r. (4.6)
The exponent of an−d+i+j in the right-hand side of Eq. (4.4), for n− d + i + j  2d + i − n
is
e(n − 1 − i, j)ε1 + e(n − 2 − i, j)ε2 + · · · + e(d, j)εn−d−i .
Again we write this in terms of the new variables r and s to get
e(r − 1, s)ε1 + e(r − 2, s)ε2 + · · · + e(d, s)εr−d . (4.7)
Equating the (4.6) with (4.7) we get the required result. 
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εi = εn−i for 1 i  n − 1.
Proof. We have f (0) = 1 by Lemma 35(a). So from Equationset (*) we observe that in the case
of k = 6 and 18, and the commuting distance d  n − 1, we have
Φ6(i) = Φ18(i) = kf (n−d−i)d kn−i for 1 i  n − d − 1.
Hence
Φk(i)kn−i = kf (n−d−i)d for 1 i  n − d − 1 (4.8)
so by Lemma 32(b) we have
g = gˆkεn−dd
n−d−1∏
i=1
k
f (n−d−i)εi
d . (4.9)
However we know from Lemma 35(b) that
f (0)εn−d = f (n − d − 1)ε1 + · · · + f (1)εn−d−1. (4.10)
So in view of the above equation and the fact that f (0) = 1, we see that g = gˆ, i.e.,
a
ε1
1 a
ε2
2 · · ·aεn−1n−1 = aεn−11 · · ·aε1n−1 (4.11)
and we see from the above equation that
εi = εn−i for 1 i  n − 1. 
5. k = 4r mod 24
In this section we consider the six cases, k = 4r mod 24 where r is any integer. The proofs of
the various results in this section are similar in approach to those of Section 4 so we have made
most of them shorter by indicating the method of proof rather than giving full details.
The rest of this section is devoted to the proof of Theorem 4. Lemma 33 of Section 4 deals
with the case when A12 is abelian, so our hypothesis for this section will be:
Hypothesis 3. A12 is non-abelian.
We will need the small but very useful result below in all of this section.
Lemma 39. Let A be a locally D2k amalgam with a non-abelian Borel subgroup and k ∈
{4,8,16,20} mod 24. Then f (0) = 0.
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Φk(n− d) = 1. On the other hand, from Equationset (*), we see that either Φk(n− d) = kf (0)d or
Φk(n− d) = (kdhd)f (0). In both cases we get that hd = 1. This is a contradiction to the fact that
A12 is non-abelian, because from the definition of d we see that either A12 is abelian or hd = 1.
We conclude that f (0) = 0. 
Lemma 40. Assume that k = 12 mod 24, then for 1 i  n − d − 1 we have
Φk(i) =
{1 for k = 8q mod 24,
h
f (n−i−d)
d for k = 4 + 8q mod 24,
here q is any integer.
Proof. We substitute the result of Lemma 39 into Equationset (*), noting that i − d is negative
for 1 i  n − d − 1 meaning that the terms f (i − d) in Equationset (*) are zero. 
5.1. The cases k = 8r mod 24
In this subsection we make the assumption that k = 8r mod 24: here r is any integer.
Lemma 41. In terms of the notation already developed, we have
εi = 0 for 1 i  n − d − 1.
Note that the condition 1 i  n− d − 1 means that n− d − 1 must be greater than or equal
to 1, which means that d < n − 1.
Proof. By Lemma 32 Φk(i) = zi and by Lemma 40 we have Φk(i) = 1 so equating zi with 1
and writing out the full expression for zi we have
1 = (ae(n−1−i,0)n−d+i ae(n−1−i,1)n−d+i+1 · · ·ae(n−1−i,1)d−2 ae(n−1−i,0)d−1 )ε1
· (ae(n−2−i,0)n−d+i ae(n−2−i,1)n−d+i+1 · · ·ae(n−2−i,1)d−3 ae(n−2−i,0)d−2 )ε2
...
· (ae(d+2,0)n−d+i · · ·ae(d+2,0)2d+i+2−n)εn−d−i−2
· (ae(d+1,0)n−d+i · · ·ae(d+1,0)2d+i+1−n)εn−d−i−1
· (ae(d,0)n−d+i · · ·ae(d,0)2d+i−n)εn−d−i . (5.1)
Now take i = n − d − 1 in the above equation to see that ε1 = 0 because there exists a p such
that e(d,p) = 0. This is guaranteed by condition (2.1d) when A12 is non-abelian.
Now by induction on j we see that εj = 0 for 1 j  n − d − 1. To see how the induction
works, we assume that ε1 = · · · = εj−1 = 0 (of course j must always be less than or equal to
n − d − 1). Then substituting these zero values into Eq. (5.1) with the parameter i = n − d − j
we see, by the same argument as the previous paragraph, that εj = 0. 
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εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n.
Proof. By Lemma 32 we have
g = gˆkεn−dd
n−d−1∏
i=1
(
Φk(i)kn−i
)εi (5.2)
and by Lemma 41 the above equation reduces to
g = gˆkεn−dd . (5.3)
We know that kd = ae(d,0)2n−2d · · ·ae(d,0)d . Substituting this expression into the above equation we get
g = gˆ(ae(d,0)2n−2d · · ·ae(d,0)d )εn−d . (5.4)
Now we compare the exponent of ad on the left-hand side of the above equation with exponent
on the right-hand side of the equation. We observe that
εd = εn−d + e(d,0)εn−d . (5.5)
This implies in particular that εn−d = εd for k /∈ {12,24} mod 24, because e(d,0) = 0 for these
values of k by Lemma 39.
Comparing the exponent of ad−j in a similar fashion to the previous paragraph we see that
εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n. (5.6)
This completes the proof of the lemma and part (a) of Theorem 4. 
5.2. The cases k = 4r mod 24, r odd
Lemma 43. In terms of the notation already developed and k = 12 mod 24, we have
εi = 0 = f (i) for 1 i  n − d − 1.
Proof. By Lemma 40, for 1 i  n − d − 1, we have
Φk(i) = hf (n−i−d)d (5.7)
and a similar method to the proof of Lemma 41, yields the result. 
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εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n.
Proof. The proof is similar to the proof of Lemma 42. In this case also, we get, in view of
Lemma 43
g = gˆkεn−dd (5.8)
and a similar comparison of the relevant exponents gives
εd−j =
{
εn−d+j + e(d, j)εn−d for j  3d − 2n,
εn−d+j for j > 3d − 2n. (5.9)
This completes the proof of this lemma and part (b) of the theorem. 
The case where k = 12 mod 24 is dealt with in a similar fashion to the case k = 4r mod 24
and is thus omitted.
6. Converse proofs
In this section we establish the converse of Theorem 2 and of Theorem 4. Since the proofs
of these two results are similar we consider only Theorem 2. We will need Lemma 45, which
originally appeared in [2].
Lemma 45. [3, Lemma 6] The group A12 of Theorem 2 has order 2n for all possible functions e.
Theorem 46. Let A = (A1,A12,A2) have the description as in Theorem 2, then it is a locally
D2k amalgam.
Proof. We fix a value for k. By Lemma 45 the group A12 is of order 2n for all possible func-
tions e. From the description of Theorem 2, it is thus clear that K is of index 2 in A12, so that
A12 is of index k in A1. We note also that A12 is of index 2 in A2 and conclude that A is of
degree (k,2). Now we must show that A1/K ∼= D2k . Let C be the subgroup of A1 generated by
(a0y) and K . We see that C is a cyclic extension of K with |C : K| = k. Also, C is of index 2 in
A1. Since (a0y)k ∈ K , a20 = 1 and (a0y)a0 = (a0y)−1 mod K , we conclude that A1/K ∼= D2k .
It remains to show that A12 contains no non-identity subgroup which is normal in both
A1 and A2. Note that for a generator ai , conjugating by y and then by x we get ayxi =
((ai)
y)x = axn−i = ai−1. So a(yx)
i
i = a0, and we know that ay0 does not belong to A12, because
(a0a
y
0 )
k+1
2 = (a0yy−2a0y) k+12 = a0y or (a0y)a n2 . Both these cases imply that A1 = A12 contrary
to the description given in the statement of the theorem that y is a necessary generator which
together with A12 generates A1. Suppose that A12 has a non-identity subgroup, say H , which
is normal in both A1 and A2 and let w be a non-identity element in H . Then w is a reduced
word involving some generators of A12. So suppose that a generator ai is non-trivially present
in the expression for w and let i be minimal with respect to this. Then ay is non-trivially present0
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contradicts the fact that H is normal in both A1 and A2, so H = 1. 
From the proof of Theorem 2 we note that parts (a) and (b) of this theorem follow from the
description given in this theorem up to Eq. (1.1k) and the implications of the value of k together
with the hypothesis that A = (A1,A12,A2) is a locally D2k amalgam. What we have shown
in the preceding proof is that the description given in Theorem 2 up to Eq. (1.1k) implies that
A= (A1,A12,A2) is a locally D2k amalgam.
The proof of the converse of Theorem 4 is similar to the proof of Theorem 46.
7. Remarks
In this article we have shown that A is a thick locally D2k amalgam if and only if it has a
description given in Theorem 2 or Theorem 4. These descriptions have parameters k,n, d, e,α, ε,
where ε denotes the set of εi of these two theorems and where we define α by x2 = (a n−1
2
)α if n
is odd, and y2 = (a n
2
)α if n is even. So to a locally D2k amalgamA we may associate the ordered
6-tuple (k, n, d, e,α, ε).
Suppose that A is parameterized by (k, n, d, e,α, ε) and B is parameterized by (k′, n′, d ′, e′,
α′, ε′). If A is isomorphic to B, then it can be shown that k = k′, n = n′ and d = d ′. To see why
the last equality holds, we observe that d is the rank of the commutator subgroup of the Borel
subgroup of the amalgam.
Suppose that k′ = k, n′ = n and d ′ = d . It is not clear for which e′ = e, α′ = α and ε′ = ε, the
amalgam B is still isomorphic to A. In the case when k = 3 we saw in [3] that, in some cases,
two different ε give rise to isomorphic amalgams.
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