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vAbstract
Jason WEBSTER
Towards Atomic Physics Using Spatially Structured Light
Structured light has seen many applications in the fields of telecommunications,
optical microscopy, and quantum information processing, however, few works exist
that explore the interactions of structured light with atoms. In this thesis, we seek
to explore these interactions further, both theoretically and experimentally. Of par-
ticular interest is the interaction between an atom and a Laguerre-Gauss beam of
topological charge ` = 1. Such a beam is easily constructed in a lab setting, and
also carries an additional unit of orbital angular momentum that has been shown to
couple with atomic transitions.
Theoretically, we derive a framework upon which to describe atomic transitions due
structured light. We find that tailoring light’s structure will have a direct influence
on the strength of quadrupole transitions in atoms. A theoretical analysis of the ef-
fects of an atom situated in a magnetic field interacting with a Laguerre-Gauss beam
of topological charge ` = 1 was conducted. It was found that atoms placed in a re-
gion of zero intensity, such as the beam centre, can undergo quadrupole transitions
– in contrast to dipole transitions that rely on the field intensity. We go on to show
the differences between this beam and a gaussian beam, and find that the former can
cause transitions between magnetic sub-levels that are typically considered forbid-
den in quadrupole spectroscopy under certain conditions. We explain this through
the principle of conservation of angular momentum.
Experimentally, we chose to use a potassium vapour cell as our medium, as the
linewidth of its quadrupole transition was relatively large, and could be simply
modelled as a three-level system to easily understand its dynamics. We performed
an experiment where we indirectly measured a 42S1/2 → 32Dj quadrupole transi-
tion for j = 3/2, 5/2, induced by a custom-built external cavity diode laser operat-
ing at ∼ 464.3 nm. The 42S1/2 → 32Dj transition was measured by monitoring the
fluorescence due to a dipole decay 42Pj′ → 42S1/2 during the decay cascade from
32Dj → 42Pj′ → 42S1/2, where j′ = 1/2, 3/2. We then used our theoretical frame-
work to fit the sum of two gaussian peaks to our measured fluorescence spectrum,
and find an excellent agreement with our data.
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Uittreksel
Jason WEBSTER
Atoom Fisika met Ruimtelik Gestruktureerde Lig
Gestruktureerde lig is reeds aangewend in verskeie toepassings in telekommunika-
sie, optiese mikroskopie, en kwantum informasie prosessering. Daar bestaan egter
min pogings on die interaksie van gestruktureerde lig met atome te ondersoek. In
hierdie tesis loods ons sodanige ondersoek, beide teoreties en eksperimenteel. Van
besonder belang is die interaksie tussen ‘n atoom en ‘n Laguerre-Gauss laser straal
met topologiese lading ` = 1. So ‘n straal kan maklik gekonstrueer word in ‘n labora-
torium en dra ‘n addisionele eenheid hoekmomentum wat kan koppel met atomiese
oorgange.
Teoreties herlei ons ‘n raamwerk waarbinne die atomiese oorgan a.g.v. gestruktu-
reerde lig beskryf kan word. Ons bevind dat die lig se struktuur ‘n direkte invloed
het op die sterkte van die kwadrupool oorgange in atome. ‘n Teoretiese analise van
die koppeling van ‘n atoom met ‘n Laguerre-Gauss straal met topologiese lading
` = 1 terwyl dit in ‘n magneet veld is word uitgevoer. Daar word bevind dat ‘n
atoom wat is by ‘n posisie van nul veld-intensiteit steeds ‘n kwadrupool oorgang kan
ondergaan – in teenstelling met dipool oorgange. Ons beskryf voorts die verskille
tussen sodanige straal en ‘n Gaussiese straal, en bevind dat die voorgenoemde oor-
gange kan opwek tussen magnetise subvlakke wat tipies as verbode beskou work.
Hierdie word verduidelik deur die behoud van hoekmomentum.
Eksperimenteel het ons kalium gekies as ons gassel medium, siende dat die kwadru-
pool oorgang van kalium betreklik wyd is en gemodelleer kan word met ‘n eenvou-
dige drievlak model. Ons het ook ‘n eksperiment uitgevoer om die 42S1/2 → 32Dj
kwadrupool oorgang indirek te meet, na opwekking met 464.3 nm lig uit ‘n tuisge-
maakte eksterne resonator diode laser. Die 42S1/2 → 32Dj oorgang was waargeneem
deur flouresensie te meet vanaf die 42Pj′ → 42S1/2 dipool oorgang se verval. Ons ge-
bruik dan die teoretiese raamwerk om twee gaussiese pieke te pas teen die gemete
fluoresensie spectrum en vind uitstekende ooreenstemming met ons data. Na die
beste van ons wete is sodanige eksperimente nog nie voorheen op kalium uitgevoer
nie, hoewel soortgelyke eksperimente al op sesium en rubidium toegepas was.
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11 Introduction
1.1 Recap of light-matter interactions
One key fundamental aspect of atomic physics is light-atom interaction. This is be-
cause one of the few ways to probe atomic properties, such as their energy level
transitions, is through light. Such interactions can be thought of in a semi-classical
way, where the dipole setup between an atom’s electrons and its positive core inter-
act with a classically oscillating electric field to produce atomic transitions that only
occur at certain allowed wavelengths of light corresponding to energy difference
of the atomic transition in question [1]. More fundamentally, one can view these
transitions as the absorption and emission of a photon whose energy matches the
given transition energy [2, 3], which uncovers further properties of these transitions
leading one to an understanding of the spectroscopic selection rules.
These optical selection rules, which state that for a dipole transition (known as an
E1 transition) the total angular momentum (AM) of an electron L cannot change by
more than one when undergoing an optical transition, as this AM is either trans-
ferred to an emitted photon (∆L = −1) or absorbed by a photon (∆L = +1) whose
spin angular momentum (SAM) is always one. Outside of the dipole regime, one
may, although rarely, encounter literature on quadrupole transitions (or more suc-
cinctly, E2 transitions). These occur when a second quanta of AM is absorbed or
emitted by an electron, and are typically coupled to the gradient of an electromag-
netic (EM) field – whereas dipole transitions are coupled to the field’s amplitude.
Since E2 transitions are coupled to the EM field’s gradient, they tend to be much
much weaker than a dipole transition, by a factor on the order of 10−6 when com-
pared to a dipole transition. For this reason, quadrupole transitions are rarely stud-
ied due to the difficulty in achieving them and one typically studies atomic transi-
tions in what is known as the dipole approximation [4].
It is the goal of this thesis to discuss the ways in which this selection rule is extended
when the photon absorption/emission process contains not only a spin, but also an
orbital component of angular momentum. These transitions go beyond the dipole
approximation into the lesser studied E2 transitions as these involve the absorption
or emission of a photon with a total AM of two, and allow an atomic electron to
couple to both the spin and orbital components of the photon.
1.2 Structuring light: Laguerre-Gauss beams
Since we are looking to explore the interaction of atoms with not only the spin com-
ponent of light, but also its orbital component, we need a light field that possesses
Stellenbosch University  https://scholar.sun.ac.za
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FIGURE 1.1: Transverse (xy) profiles of a Laguerre-Gauss beam for
values of ` and p each ranging from 0 to 3.
an orbital angular momentum. Such a field is given readily by the Laguerre-Gauss
(LG) beams and are the known paraxial regime solutions to the Helmholtz equation
– which governs the solutions to Maxwell’s source free equations. These beams are
given in the cylindrical coordinates (r, φ, z) – where r is the radial, φ the azimuthal,
and z the longitudinal coordinates of the beam, where the beam propagates along
the z axis. The LG beams are characterized by the generalized Laguerre polynomial
L|`|p [5] as well as an azimuthal phase ei`φ. The azimuthal number ` directly relates
to the OAM of the beam about its centre Lz , where Lz = `~ [6–8].
LG beams are cylindrically symmetric about their centre and possess a transverse
Gaussian envelope which determines their overall propagation characteristics. Trans-
verse profiles in the (r, φ) plane of the beam are shown in Fig. 1.1 for various values
of the ` and p indices. Side profiles of the beam are shown in Fig. 1.2 for p = 0,
` = 0, 1 and displays the focusing and defocusing effect inherent in any laser beam.
One can see that increasing ` turns the gaussian beam into a ’donut’ whose radius
grows as ` grows, while p controls the number of rings surrounding the beam. For
most practical purposes, we typically set p = 0.
Such beams are chosen due to their ease in generating them in a lab setting. Common
methods for their generation include: phase plates, which introduce a exp(i`φ) phase
Stellenbosch University  https://scholar.sun.ac.za
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FIGURE 1.2: Laguerre-Gauss beam profiles as viewed from the side
(xz) plane for ` = 0 (top) and ` = 1 (bottom). The beam is shown
to focus and defocus around a point set to z = 0, where it reaches a
beam diameter characterised as w0, typically on the order of millime-
tres. The Rayleigh range zR = piw20/λ is typically on the order of sev-
eral meters. For a gaussian beam, propagating through one Rayleigh
range corresponds to a change in beam width by a factor
√
2. The
intensity in these plots have been amplified by a factor 1 + (z/zR)2 in
order to increase visibility of the beams outside of their focus.
into a gaussian beam [9, 10]; Q-plates, which convert a beam’s SAM into OAM [11,
12]; and programmable spatial light modulators (SLMs) [13].
Laguerre-Gauss beams are not the only form of beam that can be structured, and in
fact many additional classes of beams exist that solve the paraxial Helmholtz equa-
tion under different symmetry or coordinate considerations. Such additional classes
include the Airy [14], Hermite-Gauss [6, 15], Ince-Gauss [16], and Hypergeometric-
Gauss [17] beams. However, LG beams tend to be the most studied due to their ease
in creating them, their favourable propagation properties, and their well-defined
OAM about their axis of propagation. For the purposes of this thesis, we may use
the term structured-light and Laguerre-Gauss mode interchangeably.
1.3 Review of structured light interacting with atoms
Since they were first studied in 1992 by Allen et. al. [6], Laguerre-Gauss beams have
been the focus of numerous studies including telecommunications [18–21], optical
microscopy [22–24], as well as quantum information and processing [25–27]. Sev-
eral experiments demonstrating the interaction of a beam’s OAM with macroscopic
matter have also been performed using optical traps, where a beam’s OAM can be
transferred to a trapped particle, causing it to rotate [28–30], and ’doughnut-shaped’
beams can even be used as traps themselves [31]. Rotating matter by using light can
be thought of as an "optical spanner" [32] and allows for the construction of molecu-
lar scaled machines [33] powered by light.
Stellenbosch University  https://scholar.sun.ac.za
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On a more microscopic and fundamental scale, OAM beams have found applications
involving the trapping and control of super-cold atoms [34]. Several experiments
have been performed with Bose-Einstein condensates (BECs) that show one can both
control the rotation of a BEC using light [35, 36], and observe the quantized transfer
of well-defined OAM from light to a BEC using a two-photon Raman process [37]
which can be used to create vortex phase qubits [38]. One can also optically pump
the OAM of one light beam in to a system of cold cesium atoms and transfer this
beam’s OAM to a second beam, where the two beams are at different frequencies
[39]. It is also possible to "store" the orbital angular momentum of light by making
use of coherent population oscillation in cold cesium atoms [40].
Spectroscopic studies with structured light largely centre around producing dichro-
ism effects in materials [41]. Some studies have attempted to determine whether
or not light’s OAM can interact with chiral matter, opening up possibilities of new
spectroscopic techniques for detecting the chirality of matter, but have been incon-
clusive so far [42]. There’s been some success with using OAM beams to narrow
spectroscopic lines in Doppler-free spectroscopic setups [43], but the effect is quite
weak, showing narrowing of the order of MHz for lines that are as wide as tens of
MHz.
Though these applications are important in their own right, they do not involve
the direct coupling of light’s OAM to an atomic transition. Many theoretical works
had been published that suggested such an interaction could take place [44–47], of
which also demonstrated that new selection rules should arise if it did. It wasn’t
until 2016 that Schmiegelow et. al. , building on their previous theoretical work [44],
performed the first experiment demonstrating the direct coupling of light’s OAM to
an atom’s bound electron [48]. The experiment involved the use of a single trapped
40Ca+ ion, and demonstrated that the ion could excite to previously forbidden E2
transitions. Not only that, but because E2 transitions couple to the field gradient, the
experimenters had also shown that these transitions were possible in regions where
the intensity was zero – specifically, they could excite an atom in the centre of a ` = 1
beam, which as in Fig. 1.1 has zero field intensity.
The reason this experiment was so hard to perform is twofold. First, since E2 tran-
sitions are the second order interaction between light and atoms, they rely on the
electric field gradient as well as the spatial extent of the atom. This effect leads to a
transition strength that is of the order of 10−6 times weaker than that of E1 transi-
tions, and as such, is nearly impossible in all but the most specialised of setups. Two
highlighted theoretical works have been published in order to address the inacces-
sibility that may come with performing this experiment using an ion trap. The first
[49] provides a comprehensive theoretical framework for analysing all quadrupole
interactions as brought upon by an electric field’s gradient, and is not restricted to
focusing on the OAM of light. This paper also details that quadrupole interactions
of rubidium can be enhanced when in the presence of an evanescent field created
by an ultrathin optical fibre. The second paper [50] details increasing the electric
field gradient through the use of nanofocusing effects that occur through the use of
specially designed nano-scale plasmonic crystals.
Theoretical works have also been published that analyse the transfer of light OAM
to molecules [51–54]. Of particular interest in these studies is the fact that a dipole
transition involving the OAM of light could occur through a coupling between a
Stellenbosch University  https://scholar.sun.ac.za
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molecule’s centre of mass OAM and the molecule’s internal molecular rotation [54],
but can only occur when such a molecule is polar (i.e. it is a two atom molecule
whose constituents are not alike, e.g. carbon monoxide, CO). This type of transition
does not, however, couple to the electronic motion [51] of the molecule, but only to
the molecular rotation. In order to excite an electronic transition in a molecule one
still needs to couple to the quadrupole moment.
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72 Background
The purpose of this section is to refresh the reader on any topic that will be of use
in this thesis. It is not meant to serve as an in-depth derivation of well-established
formulae or theory, but rather provides a brief overview of certain important topics,
along with textbook references should the reader require it. If the reader is familiar
with any of the fields presented here, they are welcome to skip to the next section.
2.1 Electromagnetic waves and Laguerre-Gauss beams
The study of light, being an electromagnetic wave, starts by solving Maxwell’s equa-
tions in a source free region, which for completeness is given by
∇ ·E = 0, (2.1)
∇ ·B = 0, (2.2)
∇×E = −∂B
∂t
, (2.3)
∇×B = µ0ε0∂E
∂t
, (2.4)
where E and B are the electric and magnetic fields, and µ0 and ε0 are the vacuum
permeability and permittivity, respectively. The solutions to this are easy to derive
and typically follow by making E = U(r)eiωtˆ where ˆ is a linear polarisation direc-
tion that lies in a plane transverse to the light’s propagation, and U(r) is a function
that describes the spatial structure of the light field. After some brief algebraic ma-
nipulation, it can be shown that u must be a solution to the Helmholtz equation,
defined as
∇2U + k2U = 0. (2.5)
where k/ω = c, k = 2pi/λ, and ω = 2pif , where λ is the wavelength of the light, and
f is the frequency of the light.
From here, the paraxial approximation is made, where once we choose z as the axis
of propagation, the ∂2U/∂z2 contribution to the Helmholtz equation is ignored and
thought of as slowly varying compared to the rest of the terms. In cylindrical coor-
dinates (r, φ, z) where r2 = x2 + y2 and φ = arctan(y/x), the family of solutions are
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well-known and are named the Laguerre-Gauss beams, given by
U`p(r, φ, z) =
√
2p!
pi(|`|+ p)!
(√
2r
w(z)
)|`|
L|`|p
(
2r2
w2(z)
)
exp(i`φ)︸ ︷︷ ︸
Orbital Angular Momentum
× w0
w(z)
exp
( −r2
w2(z)
+
ikr2
2R(z)
+ iΦg(z) + ikz
)
︸ ︷︷ ︸
Gaussian Beam
, (2.6)
which for convenience has been grouped and labelled into the terms that cause OAM
in the beam (given by `~ per photon [6]), and the terms that are responsible for the
Gaussian envelope and propagation. The terms w(z), R(z) and Φg(z) are the beam
width, radius of curvature, and Guoy phase, respectively, and are defined as
w(z) = w0
√
1 +
(
z
zR
)2
, (2.7)
R(z) = z
[
1 +
(zR
z
)2]
, (2.8)
Φg(z) = (|`|+ 2p+ 1) arctan
(
z
zR
)
. (2.9)
The function Lpl are the associated Laguerre polynomials [5] which give these family
of solutions their name. Some examples of the beam’s transverse profile and propa-
gation charactersitics are given in Fig. 1.1 and Fig. 1.2.
2.1.1 Notation of EM fields
Typically, an electromagnetic field is given in complex form. This obviously does not
make sense, as an EM field is a physical field, and therefore must be real. However,
this notation is simply used as a shorthand to help describe many characteristics of
the EM field in one simple equation. For example, if an EM field is denoted by a
complex spatial field U and an arbitrary polarisation direction εˆ with a propagation
in the zˆ direction, the electric field is defined as the real part of this field (multiplied
by the imaginary propagation factor exp(iωt)), given by
E = Re(U exp(iωt))εˆ. (2.10)
Similarly, the magnetic field is defined as the real part of this field, with a polarisa-
tion direction that is at 90◦ to both the propagation direction zˆ and the electric field
polarisation ˆ, and is given by
B =
1
k
Re(U exp(iωt)) (εˆ× zˆ) . (2.11)
The intensity is given simply as
I =
cnε0
2
|U |2, (2.12)
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where c is the speed of light and n is the refractive index of the medium through
which light is travelling.
2.2 Atomic physics and angular momentum states
Atoms consist of essentially three particles: electrons that form a negatively charged
outer shell structure, and a positive core composed of protons and neutrons. The
electron motion constitutes the largest part of the energy structure of the electron.
The next largest contributors to the energy level is due to relativistic corrections to
the motion of the electron, as well as the spin-orbit coupling produced between the
electron’s spin magnetic moment and the magnetic field created by the electron’s
orbital motion. The final and smallest contributor is due to the spin-spin coupling,
produced by the magnetic moment of the electron interacting with the nuclear core,
to form the hyperfine structure.
The simplest atom to consider is the Hydrogen atom, featuring one proton and one
electron. The Schrödinger equation for the electron in this case (assuming a station-
ary atom) is then
i~
∂Ψ
∂t
=
[
− ~
2
2me
∇2 − e
2
4piε0
1
r
]
Ψ, (2.13)
the analytical solutions of which are easily found in any quantum mechanics text-
book (see for example Griffiths [1]). The electron wavefunction is most readily de-
scribed in terms of three quantum numbers, n, L, and M , where n is termed the
principle quantum number being responsible for the allowed energy levels that the
electron can exist in, L is the OAM of the electron’s motion about the positive core,
and M is the projection of the angular momentum on some predefined (usually z)
axis. The angular momentum operatorsL2 andLz , and the angular momentum state
|nLM〉 satisfy
H |n,L,M〉 = En |nLM〉
L2 |n,L,M〉 = ~2L(L+ 1) |nLM〉
Lz |n,L,M〉 = ~M |nLM〉 ,
(2.14)
where En is the Rydberg energy for the nth level, defined as En = −13.6eV/n2. The
angular momentum numbers are constrained such that 0 ≤ L ≤ n− 1, −L ≤M ≤ L
and must be integers. A value n = 1 corresponds to the ground state, and n takes on
only positive integer values. The energy levels here are degenerate, since each level
n can contains
∑n−1
L=0 L states, each of which contain 2L+1 number of Lz projections,
leading to a total degeneracy of gn = n2.
This solution is oversimplified, as we have yet to include the fine structure splitting.
Firstly, an electron has an intrinsic spin, which sets up an intrinsic magnetic moment
µe defined as
µe = −ge
e
2me
S (2.15)
where S = Sx + Sy + Sz is the intrinsic angular momentum of the electron, e is
the charge of the electron, and ge is the anomalous gyromagnetic factor which is
approximately ge ≈ 2. As the electron orbits the proton, it sees (in its frame of
reference) a proton orbiting it, leading to a magnetic field B at the location of the
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electron. This interacts with the electron’s intrinsic magnetic moment, giving an
interaction energy given by HI = −µe · B. This is termed spin-orbit coupling as it’s
a coupling between an electron’s intrinsic spin and its orbital motion. The other
contributor to the fine structure is a relativistic correction, which can be calculated
by expanding the relativistic kinetic energy to a first order correction term.
The net result leads to a correction in the energy levels that, to first order, depends
on the quantum number J , where
J = L+ S (2.16)
and J can be equal to J = |L− S|, |L− S|+ 1, . . . , L+S − 1, L+S, and leads one to
define a new quantum state |n,L, J,MJ〉. For an electron, S = 1/2, so for example
a state where L = 1, J can be J = 1/2 or J = 3/2. Due to the spin-orbit coupling,
there will be a small energy difference between the J = 1/2 and J = 3/2 states.
The new degeneracy for each energy level is now gJ = 2J + 1 as is caused solely
due to the number of projections an electron state can have on the z axis with the Jz
operator. This degeneracy can be further lifted by making use of the Zeeman effect
(see Griffiths [1] or Foot [4] for textbook references), which occurs when applying an
external magnetic field, and allows one isolate a particular eigenstate |n,L, J,MJ〉 to
its own energy level if we choose the z axis to align with the magnetic field direction.
The last correction that occurs is called hyperfine splitting, and is due to the proton’s
intrinsic spin interacting with the electron’s spin. In a similar process to above, one
ends up defining a quantum number F whose spin vector is given by
F = J+ I, (2.17)
where I is the intrinsic spin of the proton. This leads one to define a final atomic state
|n,L, J, F,MF 〉 and is usually written for convenience as |n, F,MF 〉. The degeneracy
here is, again, just gF = 2F + 1 due to the magnetic level degeneracy and can be
lifted through the use of the Zeeman effect.
2.3 Atomic transitions
Before discussing atomic transitions, it is first important to discuss the interaction
energy between an atom and an external EM field. An atom is, after all, an electro-
magnetic system, and is held together by electromagnetic forces, so it is obvious that
such a system should interact with an EM field. It is also well known that atoms
can absorb and emit light. To derive this interaction energy, one makes use of the
electromagnetic potentials, defined as
E = −∇V − ∂A
∂t
, (2.18)
B =∇×A. (2.19)
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Assuming that the EM field is slowly varying over the charge distribution ρ(r) such
that ∂A/∂t ≈ 0, it is possible to derive (see [1, 55] for textbook references) the inter-
action energy of this charge distribution ρ(r) with an external EM field as
Hint =
∫
d3r [ρ(r)V (r)− j(r) ·A(r)]
=
∫
d3r
[
ρ(r)
(
V (0) + ∂iV (0)r
i +
1
2
∂i∂jV (0)r
irj + . . .
)
−j(x) ·
(
A(0) + ∂iA(0)r
i +
1
2
∂i∂jA(0)r
irj . . .
)]
=qV (0)− d ·E− 1
6
Qij
∂Ej
∂ri
+ . . . , (2.20)
where I’ve expanded the interaction into its multipolar form to the first three leading
orders (which ignores the magnetic terms as these are too weak to consider), and
have used the Einstein summation convention as shorthand (repeated indices are
summed). The quantities that arise in the expansion are given by, respectively, the
electric monopole, dipole, and quadrupole moments, defined by
q =
∫
d3rρ(r) =
∑
i
qi (2.21)
d =
∫
d3rρ(r)r =
∑
i
qiri (2.22)
Qij =
∫
d3r(3rirj − r2δij)ρ(r)︸ ︷︷ ︸
Charge distribution ρ(r)
=
∑
k
(3rkirkj − r2kδij)qk︸ ︷︷ ︸
Point charges qi=q(ri)
(2.23)
where δij is the Kronecker delta symbol. It should be noted that the electric field
terms in (2.20) are evaluated at the position of the centre of mass of the atom, while
the dipole or quadrupole terms are written as functions of the electron coordinates.
The Hamiltonian for an electron in an external magnetic field is then
H = H0 +Hint (2.24)
where
H0 =
[
− ~
2
2me
∇2 + V (r)
]
, (2.25)
with V (r) being the potential that the electron is in (for a hydrogen atom, this is the
usual V (r) = − e24piε0 1|r| , but for any other atom V (r) includes the contributions of the
other electrons). The interaction Hamiltonian is usually simplified to
Hint ≈ −d ·E, (2.26)
as the contribution from the monopole term does not contribute to the dynamics
of the system. The reason the quadrupole term is omitted is because Qij ∼ er2,
and for a light field ∂Ej/∂ri ∼ k, so for an atom (whose typical field of influence
is an Angstrom) interacting with a visible light field, we have r ≈ 1 × 10−10 m and
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k ≈ 1× 107 m−1. Thus, the contribution by the quadrupole term is 1× 10−3 smaller
than the dipole term (where |d| ∼ er). This is known as the dipole approximation as
we only consider the dipole interaction of the electric field with the atom.
This allows us to write the energy, or diagonal terms, of the Hamiltonian by purely
using theH0 term, giving (for a simple atomic state) 〈n, l,m|H0|n, l,m〉 and gives the
energy of the state. The off-diagonal matrix elements of the Hamiltonian is written
purely with the interaction Hamiltonian as 〈n′, l′,m′|Hint|n, l,m〉 and is related to
the transition probability between the |n′, l′,m′〉 and |n, l,m〉 states.
2.3.1 Einstein A and B coefficients
It can be shown that for atoms in thermal equilibrium there exists a decay rate from
an excited energy state |e〉 to a lower ground state |g〉, known as the Einstein A coef-
ficient that corresponds to spontaneous emission. To derive this coefficient, one first
solves the time dependant Schödinger equation for the atomic interaction Hamilto-
nian described in (2.24). This will lead one (see [1]) to a transition rate between the
ground and excited state corresponding to both the stimulated emission and absorb-
tion rates, given by
Γg↔e =
pi|〈e|d|g〉|2
3ε0~2
ρ(ωge) = Bρ(ωge), (2.27)
where ρ(ωge) is the energy density of an electromagnetic field at the frequency ωge =
(Ee − Eg)/~, d is the dipole moment from (2.22), and
B =
pi|〈e|d|g〉|2
3ε0~2
(2.28)
is the Einstein B coefficient.
Deriving the Einstein A is an elementary procedure, involving a simple rate equa-
tion and elementary statistical mechanics principles. One finds that the Einstein A
coefficient is given by
A =
ω3ge~
pi2c3
B, (2.29)
or
A =
ω3ge|〈e|d|g〉|2
3piε0~c3
. (2.30)
This was the way Einstein did it. A more modern approach to calculating these
quantities is through the Weiskopf-Wigner theory which considers the coupling of
the atom to the electromagnetic vacuum field. A good, and somewhat brief, deriva-
tion of the A and B coefficients through the Weiskopf-Wigner theory can be found
online at [56]. More detailed derivations can be found in Steck’s Quantum Optics
[3].
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2.3.2 Rotating Wave Approximation
Imagine a a two level system with states |g〉 and |e〉 with energy levels 0 and ~ωge
(where ωge is the frequency difference between the ground and excited states), re-
spectively, interacting with a monochromatic EM field E = E0 cos(ωt). In this sys-
tem, the dipole operator d can be decomposed into the form
d = 〈e|d|g〉 |e〉〈g|+ 〈g|d|e〉 |g〉〈e| , (2.31)
where by parity considerations the diagonal terms 〈e|d|e〉 = 〈g|d|g〉 = 0 as is shown
in [1, 3, 4]. We can define the lowering operator σ as
σ = |g〉〈e| , (2.32)
whose action on an atomic state lowers it from the excited state to the ground state.
Choosing the phase of 〈e|d|g〉 to be real, we have
d = 〈e|d|g〉
(
σ + σ†
)
. (2.33)
We can then write the terms of the Hamiltonian as
H0 = ~ωge |e〉〈e| = ~ωeσσ†, (2.34)
Hint = −〈e|d|g〉 ·E
(
σ + σ†
)
. (2.35)
In the free atomic setup, where only H0 applies, the time-dependent Heisenberg
equation of motion for the σ operator gives
∂tσ = − i~ [H0, σ] (2.36)
whose solution can be easily found as
σ(t) = σ0e
−iωget. (2.37)
One can then see that in (2.35) that the product betweenE and
(
σ + σ†
)
will produce
terms that oscillate rapidly as e±i(ω+ωge) and slowly as e±i∆t, which arise due to the
fact that for a monochromatic field E can be expressed as
E = E0 cos(ωt) =
1
2
(
E0e
−iωt +E0eiωt
)
. (2.38)
We’ve also defined
∆ = ω − ωge (2.39)
as the detuning of the incident light field from the atomic resonance.
The rotating wave approximation (RWA) simply ignores the fast oscillating terms
e±i(ω+ωge) from the equation (their oscillations are considered fast enough to average
to zero). More formally, this corresponds to the unitary transformation U where
U = exp(iωt |e〉〈e|), (2.40)
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which transforms an operator H → H˜ by
H˜ = UHU † + i~(∂tU)U †, (2.41)
and transforms a state |ψ〉 → |ψ˜〉 by
|ψ˜〉 = U |ψ〉 . (2.42)
In practice, the tilde’s above the transformed operators and states are widely ig-
nored, as it is very common place to make the RWA.
2.3.3 Rabi Frequency
If we write out (2.35) in the RWA, we have
Hint = −1
2
(
〈e|d|g〉 ·E0σ − 〈e|d|g〉 ·E0σ†
)
. (2.43)
If we define the Rabi frequency Ω as
Ω = −〈e|d|g〉 ·E0
~
, (2.44)
then (2.35) becomes
Hint =
~Ω
2
(
σ + σ†
)
(2.45)
When one solves the atomic Schrödinger equation with H = H0 +Hint and ignores
spontaneous emission, one quickly finds a solution where the state oscillates be-
tween the being purely in the excited state |e〉 and purely in the ground state |g〉,
where the oscillation frequency is precisely the Rabi frequency [1, 3, 4].
2.3.4 Transition line-width and absorption cross section
To fully understand atomic transitions, it is useful to introduce the density matrix
operator, defined as
ρ =
∑
i,j
ρij |i〉〈j| , (2.46)
which has the property that, for a state |i〉, the probability to be in that state is ρii (i.e.
the diagonal elements correspond to state probabilities). Off-diagonal elements ρij
correspond to coherences between states |i〉 and |j〉. In the Heisenberg picture, the
equation of motion for the density matrix for atomic systems interacting with an EM
field can be conveniently written as
∂tρ = − i~ [H0 +Hint, ρ] + ΓD [σ] ρ, (2.47)
where σ is the atomic lowering operator defined previously, which again for a two
level system is σ = |g〉〈e| so that σ |e〉 = |g〉. The Lindbald superoperator D [A] is
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defined for an operator A as
D [A] ρ = AρA† − 1
2
(
A†Aρ+ ρA†A
)
. (2.48)
The origin of this superoperator in this equation is quite complicated, but it essen-
tially represents a form of decay for the quantum system. More formally, the Lind-
bald superoperator represents the coupling of our atomic system with some kind of
environment (in this case, the environment is the background electromagnetic field).
For more on this superoperator, as well as its derivation, see Chapter 4.5 of Steck [3].
Writing (2.47) out for a two level system in the RWA, we have
∂tρee = i
Ω
2
(ρeg − ρge)− Γρee,
∂tρgg = −iΩ
2
(ρeg − ρge) + Γρee,
∂tρge = −i∆ρge − iΩ
2
(ρee − ρgg)− Γ
2
ρge,
∂tρeg = i∆ρge + i
Ω
2
(ρee − ρgg)− Γ
2
ρeg.
(2.49)
The Γ coefficient can be identified as the Einstein A coefficient from (2.30). Γ tends
to be preferred when talking of decay rates due to notational preferences. When we
solve for ρee in the steady state ∂tρ→ 0 we find
ρee =
Ω2/Γ2
1 +
(
2∆
Γ
)2
+ 2Ω
2
Γ2
, (2.50)
and because Tr[ρ] = 1 we have ρgg = 1− ρee.
If this atomic system were, say, irradiated by a source of light travelling along the
z-axis, then a simple conservation of energy consideration, as in [4], would show
that
dI
dz
= −N(ρgg − ρee)σ(ω)I(ω), (2.51)
where N is the number of particles in the atomic system, and σ(ω) is the absorption
cross section for light at frequency ω. In a steady state, the conservation of energy
requires
N(ρgg − ρee)σ(ω)I(ω) = NρeeΓ~ωge, (2.52)
where I is the intensity of the light. This essentially states that the energy absorbed
by the system (left-hand side of the above) must be equal to the energy emitted by
the system (i.e. the rate of spontaneous emission) Thus we can write a solution to
the cross-section, given by
σ(ω) =
6pic2
ω2ge
gH(ω), (2.53)
where
gH(ω) =
1
1 +
(
2∆
Γ
)2 , (2.54)
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is the Lorentzian line-shape of the absorption cross section, whose full-width at half-
maximum (FWHM) can be calculated as
FWHM = Γ. (2.55)
So, the line-width of a transition is given by the decay rate Γ. This is plotted in
Fig. 2.1.
−3Γ −2Γ −Γ 0 Γ 2Γ 3Γ
∆ = ω−ωge
0.0
0.2
0.4
0.6
0.8
1.0
g H
(∆
)
Γ
FIGURE 2.1: Plot of the atomic transition lineshape gH vs ∆ = ω−ωge,
illustrating the FWHM as Γ.
The peak absorption cross-section is given on resonance at ω = ωge as
σ(ωge) =
3λ2ge
2pi
, (2.56)
where λge = 2pic/ωge is the wavelength of light.
This is rarely the lineshape we recover, as here we’ve assumed that the atom is sta-
tionary. In reality, the line shape is broadened when we assume a non-stationary
atom. This is due to the fact that a non-stationary atom will see light either blue or
red shifted, depending on the direction it is travelling relative to the light’s propaga-
tion. Thus, a certain velocity class of atoms will be resonant with a field that would
be considered off-resonant in a stationary frame of reference. This effect is known as
doppler broadening, and a detailed derivation of this effect can be found in [3, 4]. To
overcome this, one often makes use of a doppler free setup that involves the use of
two overlapping counter-propagating beams, where one beam (the pump) typically
operates at the saturation intensity, while another (the probe) is typically at 10% the
intensity of the pump. The probe is then compared to a another beam (the reference)
which does not overlap the pump beam, and a difference between the two intensities
is taken in order to retrieve an approximately lorentzian lineshape for each atomic
transition in our spectrum. Details of this can be found in [4], and an example of a
doppler free setup can be seen in Fig. 5.4.
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2.3.5 Saturation Intensity
The equation in (2.52) can also be used to solve for the population difference ρgg−ρee,
and yields
ρgg − ρee = 1
1 + I/Is(ω)
, (2.57)
where the saturation intensity parameter Is(ω) is defined as
Is(ω) =
~ωgeΓ
2σ(ω)
, (2.58)
whose minimum is given at resonance as
Is(ωge) =
2pi2~cΓ
3λ3
(2.59)
and is often referred to as the saturation intensity for a radiative transition. One
should aim at using an intensity somewhere in this region when trying to perform
spectroscopic measurements.
2.4 Spherical Tensors
The spherical basis, useful when discussing atomic transitions, is defined as
eˆ±1 = ∓ 1√
2
(xˆ± iyˆ) = −(eˆ∓1)∗,
eˆ0 = zˆ = (eˆ0)
∗,
(2.60)
where a vector A = Axxˆ+Ayyˆ +Azzˆ is written as
A±1 =
1√
2
(Ax ± iAy),
A0 = Az,
A =
∑
q
(−1)qAqeˆ−q =
∑
q
Aqeˆ
∗
q .
(2.61)
In this basis, the position operator r = xxˆ + yyˆ + zzˆ (which is related to the dipole
operator d = −er) has the components given by
rq = r
√
4pi
3
Y q1 (θ, φ), (2.62)
where Y ql (θ, φ) are the well known spherical harmonics of degree l and order q [3].
Spherical tensors are mathematical objects that transform the same way as the spher-
ical harmonics. They are written as T (k)q , and are of degree k and order q, where k
and q are equivalent to l and q in Y ql (θ, φ). These are generalised abstractions of the
functions that are spherical harmonics. In practice though, one often sets T (k)q to be
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equal to its equivalent spherical harmonic Y qk (θ, φ) up to some factor. The restric-
tions on k and q are
k ≥ 0, −k ≤ q ≤ k, k, q ∈ Z (2.63)
From Steck’s "Quantum Optics Notes" [3], one can find the following properties for
spherical tensors:
T (k1)q1 T
(k2)
q2 =
∑
k,q
√
(2k1 + 1)(2k2 + 1)
4pi(2k + 1)
〈k1 q1, k2 q2|k q〉 〈k 0|k1 0, k2 0〉T (k)q , (2.64)
T (k)q =
∑
q1q2
T (k1)q1 T
(k2)
q2 〈k1 q1, k2 q2|k q〉 , (2.65)
R(ζ)T (k)q R
†(ζ) =
k∑
q′=−k
T
(k)
q′ d
(k)
q′q(ζ), (2.66)
where (2.64) is the recoupling relation, (2.65) is the product rule, (2.66) is the rotation
relation for a rotation operator R and a rotation vector ζ where d(k)q′q is known as the
Wigner-d matrix.
The Wigner-d d(k)q′q can be explicitly calculated when ζ is given in Euler angles ζ =
αzˆ+βyˆ′+γzˆ′′ where yˆ′ is the new y-direction after the αzˆ rotation, and zˆ′′ is the new
z-direction after the βyˆ′ rotation. The rotation matrix, represented in the old (xˆ, yˆ, zˆ)
coordinate system before the rotation, is then
d
(k)
q′q(ζ) = e
−iq′αd(k)q′q(βyˆ)e
−iqγ , (2.67)
where
d
(k)
q′q(βyˆ) =
√
(k + q)!(k − q)!(k + q′)!(k − q′)!
×
∑
s
(−1)s
(k − q′ − s)!(k + q − s)!(s+ q′ − q)!s!
(
cos
β
2
)2k+q−q′−2s(
− sin β
2
)q′−q+2s
,
(2.68)
and the sum over s occurs for all values where the arguments of the factorials are
positive.
2.5 The Wigner-Eckart theorem
The basis of the Wigner-Eckart theorem relies on the fact that the spherical tensor
T
(k)
q transforms like the angular momentum ket |k q〉, while the atomic state |n lm〉
transforms like the angular momentum ket |l m〉. As such, the product T (k)q |n lm〉
transforms like the composite state |k q〉 |l m〉. When we consider the angular mo-
mentum addition relation
T (k)q |n lm〉 ∼ |k q; l m〉 =
∑
k′q′
∣∣k′ q′〉 〈k′ q′∣∣l m; k q〉 , (2.69)
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where 〈k′ q′|l m; k q〉 is a Clebsch-Gordon coefficient. Premultiplying this by 〈n′ l′m′|
yields 〈
n′ l′m′
∣∣T (k)q |n lm〉 = 〈n′ l′m′∣∣n l′m′〉 〈l′m′∣∣l m; k q〉 , (2.70)
where 〈n′ l′m′|n l′m′〉 is some m′-independent quantity (and thus orientation inde-
pendent quantity) and relies only on the radial part of the wavefunction of the elec-
tron. We define this by the reduced matrix element
〈n′ l′||T(k)||n l〉 = (−1)2k 〈n′ l′m′∣∣n l′m′〉 , (2.71)
thus, after substituting into (2.70), we get the Wigner-Eckart theorem as〈
n′ l′m′
∣∣T (k)q |n lm〉 = (−1)2k 〈n′ l′||T(k)||n l〉 〈l′m′∣∣l m; k q〉 . (2.72)
This has particular importance for dipole transitions as, from (2.62) and defining
T
(1)
q = r
√
4pi
3 Y
(q)
1 we have
r = T(1), (2.73)
and thus with d = −er, and with Hint ∼ d · E means that the matrix elements of
Hint are calculated with the Wigner-Eckhart theorem. This theorem essentially states
that all atomic transitions can be calculated using some m-independent factor (the
〈n′ l′||T(k)||n l〉 factor) multiplied with a Clebsch-Gordon coefficient.
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3 Theory
In this section I discuss the most important theoretical elements of my thesis. Most,
if not all, of the theoretical conclusions made here are fully derived in this section.
Discussions also accompany these theoretical calculations, as well as the implica-
tions these conclusions have when one wishes to perform experiments.
3.1 Quadrupole Coupling Theory
3.1.1 The quadrupole moment in terms of spherical tensors
Most atomic literature deals with the dipole approximation, that is to take (2.20) and
to only keep the dipole interaction, leading to an interaction Hamiltonian Hint =
−d ·E. Here, we consider the next leading term in the expansion of Hint from (2.20),
that is, the quadrupole interaction
HQ,int = −1
6
∑
i,j
Qij
∂Ej
∂ri
, (3.1)
where the quadrupole moment for an atom with Z electrons at positions r1, . . . , rn,
and a nucleus at position r0 = 0, is
Qij = −e
Z∑
k=1
(
3rkirkj − δijr2k
)
, (3.2)
where the kth electron is at position rk and rki represents the ith component of the
vector rk. In matrix form, this is written as
[Qij ] =
Qxx Qxy QxzQyx Qyy Qyz
Qzx Qzy Qzz
 = −e∑
k
3x2k − r2k 3xkyk 3xkzk3ykxk 3y2k − r2k 3ykzk
3zkxk 3zkyk 3z
2
k − r2k
 . (3.3)
In our theoretical treatment, we will presume we are dealing with an alkali atom,
and as such, we can ignore all but the outer valence electron when making theo-
retical calculations, as it is only the outer electron that will be making transitions
to higher excited states [1, 3]. In this case, we treat r as the position of the outer
electron, whose quadrupole moment is simply
Qij = −e
(
3rirj − δijr2
)
= −e
3x2 − r2 3xy 3xz3yx 3y2 − r2 3yz
3zx 3zy 3z2 − r2
 . (3.4)
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One can write this in terms of usual spherical coordinates, which can then be de-
composed into the spherical harmonics, and thus, spherical tensors, where we’ll first
define T (k)q = r2Y
q
k (θ, φ)). Doing so allows us to decompose the quadrupole moment
into terms relying solely on T (2)q for some order q. These terms are
Q
(q=±2)
ij =
√
6pi
5
 T (2)±2 ∓iT (2)±2 0∓iT (2)±2 −T (2)±2 0
0 0 0
 ,
Q
(q=±1)
ij =
√
6pi
5
 0 0 ∓T
(2)
±1
0 0 iT
(2)
±1
∓T (2)±1 iT (2)±1 0
 ,
Q
(q=0)
ij =
√
4pi
5
−T
(2)
0 0 0
0 −T (2)0 0
0 0 2T
(2)
0
 ,
(3.5)
where Qij = −e
∑
q Q
(q)
ij . We can define a set of ’basis’ matrices as
u
(±2)
ij =
1
2
 1 ∓i 0∓i −1 0
0 0 0
 ,
u
(±1)
ij =
1
2
 0 0 ∓10 0 i
∓1 i 0
 ,
u
(0)
ij =
1√
6
−1 0 00 −1 0
0 0 2
 ,
(3.6)
which have the properties u(q)ij = u
(q)
ji , u
(q)
ij = (−1)qu(−q)ij ,
∑
ij u
(q)
ij u
(q′)
ij = δqq′ , and∑
i u
(q)
ii = 0. We can then use this to define the quadrupole moment
Qij = −e2
√
6pi
5
∑
q
u
(q)
ij T
(2)
q . (3.7)
For ease of reading, we can redefine T (2)q as T
(2)
q = 2
√
6pi
5 r
2Y q2 (θ, φ), yielding
Qij = −e
∑
q
u
(q)
ij T
(2)
q . (3.8)
Which is the same form for the quadrupole moment that was used in [49]. Thus, our
interaction Hamiltonian can be written as
Hint =
e
6
∑
q
T (2)q ∂E
(q), (3.9)
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where, I’ve defined
∂E(q) =
∑
ij
u
(q)
ij
∂Ej
∂ri
, (3.10)
as the electric field q gradient, and is a quantity that is partially responsible for the
strength of a ∆M = q transition due to the electric field gradient.
Since the only nonzero matrix elements of u(±2)ij are uxx, uxy, uyx and uyy, we can see
that the ∂E(±2) quantity is due to gradients of the spatial profile of the EM field in
the transverse plane. Similarly, u(0)ij has nonzero matrix elements uii for i ∈ {x, y, z},
and since ∂Ei/∂z = 0 for a paraxial beam, we have that the ∂E(0) quantity is also due
solely to transverse gradients. If E is a laser field and we’ve chosen our coordinates
such that the z-axis lies in the direction of the beam’s propagation, then this corre-
sponds to the gradient of the beam’s shape in the xy-plane. The value ∂E(±1) is due
to gradients in the propagation direction of the spatial profile of the EM field – and
if E describes a laser beam, this corresponds to gradients in the field’s propagation
direction.
Thus, shaping the EM field mode will directly lead to a change in the coupling
strength of certain quadrupole transitions. This is an important point, and one
that has until recently gone ignored by most of the spectroscopic community. By
simply affecting the shape of an incident laser beam, we have a way of increasing
(or decreasing) the quadrupole coupling strength between two atomic states, and
this is incredibly simple to do with something like an SLM. This allows us to explore
new avenues of research in spectroscopy.
3.1.2 Quadrupole selection rules
Consider a spherical tensor T (k)q (discussed in Section 2.4), where again we have the
restrictions
k ≥ 0, −k ≤ q ≤ k, k, q ∈ Z (3.11)
on the indices. Consider the matrix element of this tensor formed by that of an ex-
cited atomic state |n′ J ′M ′〉 and lower ground state |nJ M〉. It should be noted that
capital letters indicate total angular momentum quantities, while lowercase repre-
sent uncoupled angular momenta quantities (e.g. L is the total electron OAM, while
l is the OAM of a single electron). The Wigner-Eckart theorem from (2.72) tells us
that this matrix element is
〈n′ J ′M ′|T (k)q |nJ M〉 = (−1)2k 〈n′ J ′||T(k)||nJ〉
〈
J ′M ′
∣∣J M ; k q〉 , (3.12)
where 〈n′ J ′||T(k)||nJ〉 is anM -independent reduced matrix element, and 〈J ′M ′|J M ; k q〉
is a Clebsch-Gordon (CG) coefficient. Now for the CG coefficient to potentially be
non-zero, the parameters within it must adhere to a number of conditions, namely:
|J − k| ≤ J ′ ≤ J + k, (3.13)
M + q = M ′, (3.14)
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where (3.13) is the triangular condition, and (3.14) is due to angular-momentum
conservation.
It’s clear then that q represents the change inM between the excited state and ground
state, so that q = ∆M = M ′ − M . The degree k represents the possible angular
momentum change in an atomic transition. For example, in a dipole transition we
have k = 1 from (2.73), while in a quadrupole transition we have k = 2 from (3.8). To
further illustrate that k represents the possible angular momentum change, consider
a case where k = 1 and J = 0: the only valid transition is for J ′ = 1 – which is just
an s to p (or p to d, d to f , etc) transition. If k = 1 and J = 1, then J ′ could range
from 0, 1, or 2, but one should take care when J ′ = 1 = J as this is forbidden when
M ′ = M = 0 (this is due to conservation of angular momentum, the atom must
absorb the spin of the photon). One should also take care to not flip the spin of an
electron in an atomic transition as this is a magnetic transition only and is electrically
forbidden.
An easy way to mathematically formalise the above paragraph is through the use of
Wigner 6-j symbols – which represent a transformation between two different ways
of coupling three angular momenta (in this case, the electron spin S, it’s OAM L, and
the photon’s AM represented as k). We apply this to the reduced matrix element,
and allows us to write the fine-structure matrix element in terms of reduced matrix
element that only involves the quantum number l. This states
〈n′ J ′||T(k)||nJ〉 = 〈n′ L′||T(k)||nL〉 (−1)J+L′+k+S
√
(2J + 1)(2L′ + 1)
{
L′ L k
J J ′ S
}
.
(3.15)
For more on the Wigner 6-j symbol, see [3].
Fine Structure
The electric dipole fine-structure selection rules are (for k = 1) represented in Ta-
ble 3.1. It should be noted that in these tables that commas represent ’or’. We’re also
using ∆J = J ′ − J , ∆M = M ′ −M and so on.
Rule Reason
∆J = 0,±1 Dipole triangular condition
∆M = q Conservation of angular momentum
∆J 6= 0 if M ′ = M = 0 Must absorb photon SAM
S′ = S and m′S = mS Electric fields do not affect electron spin
∆l = ±1 Single electron dipole parity rule
if ∆L = ±1 then ∆J 6= ∓1 Extension of triangular condition when S = 1/2
TABLE 3.1: Electric dipole fine-structure selection rules, with a brief
reason for the rule’s existence.
From (3.8), we see that the Qij ∼ T (2)q . So for quadrupole coupling, k = 2. This
corresponds to the photon having two units of angular momentum. One unit of
AM is from the photon’s intrinsic SAM, brought about by it’s polarization. Another
unit comes from it’s OAM, which is caused in part by the fact that we are taking the
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derivative of the electric field, as in (3.1). Angular momentum operators are linked
to derivatives, as L = −i~(r×∇), so this explains the origin of an extra unit of AM
in quadrupole interactions.
By examining the properties of the CG coefficient 〈J ′M ′|J M ; 2 q〉, as well as the
decomposition relation in (3.15), we can derive the quadrupole selection rules, given
in Table 3.2.
Rule Reason
∆J = 0,±1,±2 Quadrupole triangular condition
∆M = q Conservation of angular momentum
∆J 6= ±1 if M ′ = M = 0 Must absorb photon SAM and OAM
S′ = S and m′S = mS Electric fields do not affect electron spin
∆l = 0,±2 Single electron quadrupole parity rule
if ∆L = 0 then ∆J 6= ±2 Triangular condition when S = 1/2
if ∆L = ±1 then ∆J 6= ∓1,∓2 Triangular condition when S = 1/2
if ∆L = ±2 then ∆J 6= 0 Triangular condition when S = 1/2
TABLE 3.2: Electric quadrupole fine-structure selection rules, with a
brief reason for the rule’s existence. The 3rd and 2nd to last rules must
have L 6= 0 and L′ 6= 0.
Some noticeable differences can be spotted between Table 3.1 and Table 3.2. In
quadrupole transitions, ∆J = ±2 and ∆L = ±2 are possible, and thus so is ∆M =
±2. The parity rule also changes from ∆l = ±1 for dipole transitions to ∆l = 0,±2
for quadrupole transitions, due to the fact that Qij ∼ r2 and thus can only couple
atomic states with even parity.
It should be noted that the 2nd to last rule in Table 3.2 requires at least three electrons
in order to become useful. As we will be dealing with an alkali atom, and assuming
that only the valence electron will be of importance, this rule will not apply.
The quadrupole selection rules we derived in Table 3.2 match with previously pub-
lished theoretical derivations. The single electron ∆l rule can be found in [57], while
textbook references on the other selection rules can be found in [58].
Hyperfine Selection Rules
Hyperfine transitions involve a ground state |nF MF 〉 and excited state |n′ F ′M ′F 〉
whereF is the total angular angular momentum of the atomic system, withF = J+I
where I is the nuclear spin. It’s assumed that the transition is driven by a field that
can be described by the spherical tensor T (k)q , where k = 1 for dipole fields and k = 2
for quadrupole fields.
The dipole selection rules are given in Table 3.3, while the quadrupole hyperfine
selection rules are given in Table 3.4. The only major differences between the dipole
and quadrupole hyperfine rules is that the ∆F value can reach ±2 for quadrupole
transitions (and thus, the ∆MF value can also reach ±2 in quadrupole transitions).
Since these selection rules are a simple extension of the fine structure selection rules,
it’s rare to explicitly find them stated within the literature. However, the dipole
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Rule Reason
∆F = 0,±1 Dipole triangular condition
∆MF = q Conservation of angular momentum
∆F 6= 0 if M ′F = MF = 0 Photon SAM must be absorbed
∆I = 0 and ∆mI = 0 Electric-dipole transitions effect the electron only
TABLE 3.3: Dipole hyperfine selection rules.
Rule Reason
∆F = 0,±1,±2 Quadrupole triangular condition
∆MF = q Conservation of angular momentum
∆F 6= ±1 if M ′F = MF = 0 Photon SAM and OAM must be absorbed
∆I = 0 and ∆mI = 0 Electric-quadrupole transitions effect the electron only
TABLE 3.4: Quadrupole hyperfine selection rules.
hyperfine selection rules can be found in [3] and agree with our derived selection
rules. The quadrupole rules can be found in [49] (though are stated more as a matter
of fact in paragraph form rather than explicitly derived), and also agree with our
reported results.
3.1.3 Effect of an external magnetic field on quadrupole transitions
Typically in dipole transitions, applying a uniform magnetic field will determine the
z-axis of the experiment. This is due to the Zeeman effect, which splits the magnetic
sublevels of an atomic state, works out be conveniently related to the operator Jz
if we define the z axis to align with our magnetic field such that B = Bzˆ. That is,
our energy eigenstates correspond to the |J M〉 states, where Jz |J M〉 = ~M |J M〉.
In this case, working out the effect of the magnetic field relies on decomposing the
electric field polarization components into the spherical basis (2.60). The net effect
of this lies in the interaction matrixHint = −d ·E, which in the spherical basis can be
written as Hint = E0
∑
q rqq, where E = E0ˆ and rq ∼ T (1)q as from (2.62). Since we
know that ∆M = q from our discussions above, we have that the ±1 components
of the polarization vector ˆ correspond to circularly polarized light, while the 0
component corresponds to linearly polarized light. If we, say, rotate the magnetic
field, the net effect of this on the theoretical calculations would be to change the
relative strengths of each of the q components, as a rotation of the magnetic field
vector can be equivalently thought of as a rotation in the polarization of light.
For quadrupole transitions, note that Qij requires a choice of coordinate system in
order to be defined. As in dipole transition case we choose the z-axis to be aligned
with the magnetic field, thus maintaining consistency with our earlier choice of
quantization axis, and allowing us to write the energy eigenstates simply as |J M〉.
Consider the system pictured in Fig. 3.1a. Here we’ve defined the z-axis as the di-
rection of propagation of the light, the magnetic field B is rotated from the z-axis by
an angle θByˆ and sits in the xz plane, while the polarization of the light ˆ is at an
angle φzˆ from the x-axis and is confined to the xy plane. We also set the position of
our atom to the origin point r = 0.
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(A) (B) (C)
FIGURE 3.1: Diagram of (a) the polarization vector ˆ and the magnetic
field vector B in our axis where the EM field propagates along the z-
axis, (b) the intensity of an LG beam from (2.6) with ` = 0, and (c)
the intensity of an LG beam from (2.6) with ` = 1. The colour of our
beams is such that cyan represents a higher intensity than blue.
It’s clear that the (x, y, z) basis would not be a good basis in which to describe the
Qij matrix. Instead, we define the quadrupole moment in terms of the coordinates
(x′, y′, z′) where
r′ =
x′y′
z′
 =
cos θB 0 − sin θB0 1 0
sin θB 0 cos θB
xy
z
 = R(θB)r (3.16)
where r′ is a position vector in the new coordinate system, r is in the old coordinate
system, andR(θByˆ) is a rotation matrix about the yˆ axis. This new coordinate system
represents a rotated frame where the z′-axis aligns with the magnetic field, that is
B = Bzˆ′. In this coordinate system, we’d have
Qij = −e
(
3r′ir
′
j − δijr2
)
(3.17)
and
Hint =
e
6
∑
q
T (2)q ∂E
(q), (3.18)
where we now have
∂E(q) =
∑
ij
u
(q)
ij
∂E′j
∂r′i
(3.19)
which is in terms of E′j (the EM field expressed in terms of the new (x
′, y′, z′) coor-
dinates) and r′i. It is often very inconvenient to use the E
′
j quantity as the E field is
more succinctly defined in the (x, y, z) basis. To calculate this, first note that for any
vector field E = Eˆ, the matrix ∂Ej/∂ri can be written as
∂Ej
∂ri
= (∇E)ˆT (3.20)
where ˆT is the transpose of the unit vector ˆ. Also note that we can transform be-
tween ∂Ej/∂r′i (in the new coord system) to a matrix ∂Ej/∂ri (in the old coordinate
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system) by
∂Ej
∂r′i
= J
∂Ej
∂ri
, J =
∂rj
∂r′i
, (3.21)
where J is known as the Jacobian of the transformation. In this case, J = R(θB).
Combining this with the fact that E′ = E(R(θB))ˆ = Eˆ′ we have (after some ma-
nipulation) that
∂E′j
∂r′i
= R
∂Ej
∂ri
RT, (3.22)
or in index notation
∂E′j
∂r′i
=
∑
qp
Rip
∂Eq
∂rp
Rjq. (3.23)
This will be applied in the next section as we study some examples of particular
beams.
3.1.4 Quadrupole excitations in regions of zero-field intensity
Consider a Laguerre-Gauss beam with ` = 1 in a region close to the beam’s centre.
We can describe this beam with the field amplitude U`p field from (2.6), and the
electric field vector E to first order in the radial coordinate r by
U10 = 2E0
√
1
pi
r
w0
eiφ,
E = U10ˆ.
(3.24)
Using Fig. 3.1a and the quantities derived in the section above we can calculate the
∂E′j/∂r
′
i matrix as
∂E′j
∂r′i
∣∣∣∣
r′=0
= 2E0
√
1
pi
1
w0
 cos2 θB cosφ cos θB sinφ sin θB cos θB cosφi cos θB cosφ i sinφ i sin θB cosφ
sin θB cos θB cosφ sin θB sinφ sin
2 θB cosφ
 .
(3.25)
Thus, our ∂E(q) values can be calculated as
∂E(±2) = E0
√
1
pi
1
w0
(
cos2 θB cosφ ± cos θBe−iφ − i sinφ
)
,
∂E(±1) = E0
√
1
pi
1
w0
(
∓ sin 2θB cosφ − sin θBe−iφ
)
,
∂E(0) = E0
√
2
3pi
1
w0
(
3 sin2 θB cosφ − eiφ
)
.
(3.26)
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The corresponding matrix elements of the interaction Hamiltonian are given by (3.9),
and can be calculated as
〈n′ J ′M ′|Hint|nJ M〉 =
∑
q
〈n′ J ′M ′|T (2)q ∂E(q)|nJ M〉
=
∑
q
∂E(q) 〈n′ J ′||T(2)||nJ〉 〈J ′M + q∣∣J M ; 2, q〉 δM ′,M+q,
(3.27)
where I’ve inserted the conservation of angular momentum rule for CG coefficients
in the form of a Kronecker delta function.
These matrix elements can be non-zero for the correct choice of J and M , which
means that atomic excitations can take place in this region (i.e. in the beam centre).
However, we’ve evaluated these quantities at r′ = 0, which corresponds to r = 0.
This is a region of the beam that has zero field intensity, so this is an excitation in the
dark, and is only possible because quadrupole transitions couple to the EM field’s
gradient (which is nonzero at it’s centre) and not to the field’s intensity.
3.1.5 Comparison of an OAM=1 beam to a Gaussian beam at the beam
centre
We’ve already studied the ` = 1 case above. For the ` = 0 case of the Gaussian beam,
pictured in Fig. 3.1b, we can expand the field amplitude U`p field from (2.6) and the
electric field vector E to first order in the propagation directionz to give
U00 = E0
√
2
pi
eikz,
E = U00ˆ.
(3.28)
Following the same procedure as above, the ∂E′j/∂r
′
i matrix is given by
∂E′j
∂r′i
∣∣∣∣
r′=0
= ikE0
√
2
pi
− sin θB cos θB cosφ − sin θB sinφ − sin2 θB cosφ0 0 0
cos2 θB cosφ cos θB sinφ sin θB cos θB cosφ
 .
(3.29)
This leads to
∂E(±2) = ikE0
1
2
√
2
pi
(− cos θB cosφ ± i sinφ) sin θB
∂E(±1) = ikE0
1
2
√
2
pi
(∓ cos 2θB cosφ + i cos θB sinφ)
∂E(0) = ikE0
1
2
√
3
pi
sin 2θB cosφ
, (3.30)
which will lead to a similar form for the interaction matrix elements as in (3.27).
Now, we consider an s-d transition. Specifically, we’ll consider the J = 1/2 and
J ′ = 5/2 single electron transition between the s and d states, with M = −1/2 and
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M ′ = M + q. From (3.27), we see that the only non-zero matrix elements of the
interaction hamiltonian occur when M ′ = M + q, or when ∆M = q. Table 3.5 and
Fig. 3.2 compare the strength of the interaction matrix elements between an ` = 0
and ` = 1 beam for various values of ∆M , θB and φ.
0
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4
pi
2
3pi
4
pi
θ B
∆M =−2 ∆M =−1 ∆M = 0 ∆M = 1 ∆M = 2
0 pi4
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2
φε
0
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2
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4
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2
φε
0 pi4
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2
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0 pi4
pi
2
φε
0 pi4
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2
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FIGURE 3.2: Relative strengths of a |n, 1/2, −1/2〉 to
|n′, 5/2, −1/2 + ∆M〉 transition for an ` = 0 (top row) and an
` = 1 (bottom row) beam, for varying magnetic field angles θB and
polarization angles φ. The strengths of the plots are comparable
throughout a row, but cannot be compared across columns. The
colour values range from 0 (black) to the 1 (white) in steps of 0.1,
where we’ve normalized the graphs such that 1 represents the
maximum value of a transition.
∆M ` = 0 beam ` = 1 beam
2 |(cos θB cosφ − i sinφ) sin θB| 1√2
∣∣cos2 θB cosφ + cos θBe−iφ − i sinφ∣∣
1
√
2|cos 2θB cosφ − i cos θB sinφ|
∣∣sin 2θB cosφ + sin θBe−iφ∣∣
0 3√
2
|sin 2θB cosφ|
∣∣3 sin2 θB cosφ − eiφ∣∣
-1 2|cos 2θB cosφ + i cos θB sinφ|
√
2
∣∣sin 2θB cosφ − sin θBe−iφ∣∣
-2
√
5|(cos θB cosφ + i sinφ) sin θB|
√
5
2
∣∣cos2 θB cosφ − cos θBe−iφ − i sinφ∣∣
TABLE 3.5: Relative transition strength comparison between an ` = 0
beam to an ` = 1 beam from (3.30) and (3.26) respectively, evaluated
at the centre of the transverse beam profile. All the values represented
here are multiplied by a factor E0
√
2/5pi 〈n′ 5/2||T(2)||n 1/2〉, as well
as k/2 and 1/w0 for the ` = 0 and ` = 1 beams, respectively. These
values relate to the Rabi frequency of the transition, ignoring phase.
These are the quantities are plotted in Fig. 3.2.
From Table 3.5 we can see that for the ` = 0 beam that the strength of the ∆M = q
and ∆M = −q transitions are the same up to a multiplicative factor induced by the
CG coefficient. The transition strengths are also symmetric about the θB = pi/2 axis
for the ` = 0 beam. For the ` = 1 beam, we can see from Fig. 3.2 that a reflection
(multiplied by a constant from the CG coefficient) about the θB = pi/2 axis occurs
we take ∆M = q to ∆M = −q.
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The easiest transitions to understand are those that occur when θB = 0. Here, the
polarization angle φ plays no role in the transitions, as our atomic system is axially
symmetric when θB = 0. From Fig. 3.2 we can see that a ∆M = 2 and ∆M = 0
transition is possible when our beam posseses OAM (` = 1). This is due to the fact
that the OAM and the SAM of the photon will add, which both project onto the z-
axis, and can either be in the same or opposite directions leading to a ∆M = 2 or
∆M = 0 transition, respectively. It’s precisely because the OAM and SAM must be
conserved in the atomic transition that the ∆M = ±1 transitions cannot occur for
OAM beams, but can occur when OAM is not present (i.e. ` = 0). The same can be
said for when θB = pi, only here it’s as if the z-axis has been reflected through the
xy-plane, thus causing the OAM in the beam (if any) to effectively reverse.
For non-zero θB , the analysis becomes more complicated. A good quantisation axis
for the atom will always have the z axis defined by the magnetic field, as the cor-
responding energy eigenstates can be described by a |J MJ〉 state. However, in this
coordinate system, defining the OAM of the electric field becomes tricky. The sim-
plest coordinate system in which to calculate the EM field’s OAM is one where z
aligns with the propagation direction of our beam. In other words, the OAM of
the electric and the AM of our atomic state misalign when θB 6= 0, causing a more
complicated coupling scheme to arise.
Similar results have been derived in a theoretical paper found in [44], however, we
obtain results that somewhat differ due to some differences in our derivation. In-
stead of using the quadrupole interaction derived in (2.20), the paper [44] used the
dipole interaction −d ·E, where they evaluated the electric field E at the position of
the electron (instead of at the position of the centre of mass of the atom as we’ve done
here). It’s a subtle difference, but one that can carry with it some important implica-
tions. For example, in [44] it’s found that the dot product of d ·E can be written as a
sum of terms T (2)q , T
(1)
q , and T
(0)
0 , whereas our quadrupole moment Qij was shown
to rely solely upon T (2)q , as in (3.8). To my understanding, an external electric field
interacts with the multipolar moments (dipole, quadrupole, etc) of an atom, and is
written in a coordinate system completely separate to that of the electron’s position.
This understanding appears to be backed up, as another theoretical paper [49] used
this line of reasoning when examining quadrupole transitions in rubidium.
3.1.6 Coupling strength outside of the beam centre
In the above sections our analysis relied on the fact that the atom was located at
the centre of the beam’s axis, but we can consider other locations for the position
of the atom. This is just a matter of evaluating the gradient of the electric field, or
more specifically on the value ∂E(q) from (3.10). We’ve seen from the above analysis
that atomic transitions are only possible for ∆M = q and that the strength of these
transitions is related to
∣∣∂E(q)∣∣. In the case of an LG beam, this plotted in Fig. 3.1a
for the case where θB = φ = 0.
We can see that the results predicted in Fig. 3.2 and Table 3.5 are qualitatively con-
sistent with those shown in Fig. 3.3 when considering the centre of the beam. From
Fig. 3.2 we see that when ` = 0, there are no ∆M = ±2 or ∆M = 0 transitions when
θB = φ = 0, and this is confirmed in Fig. 3.3. We can also see from Fig. 3.2 that
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`
=
0
∆M = 2 |∆M|= 1 |∆M|= 0 ∆M =−2
`
=
1
`
=
2
FIGURE 3.3: Transverse plots of the normalized
∣∣∂E(q)∣∣ value for an
LG beam of topological charge ` = 0, 1, and 2. We’ve set the magnetic
field vector to be aligned along the axis of the beam’s propagation
direction, and have set the polarization vector ˆ to be aligned to the
x-axis, which here is the horizontal axis. Note that since ∂E(±1) ∼ kE,
we have that the |∆M | = 1 is related to a beam’s transverse intensity
profile. The colour scheme here is a simple linear map from 0 (black)
to 1 (white). Each individual plot has been normalized, and thus the
strengths are not comparable between any two plots.
when ` = 1, and when the atom is at the centre of the beam, there are no ∆M = ±1
transitions, and this is confirmed again in Fig. 3.3.
What might be surprising to some is that ∆M = ±2 transitions are possible even
when the beam possesses no OAM (` = 0). A ∆M = ±2 fundamentally implies
that the photon must possess some OAM, otherwise the conservation of angular
momentum selection rule is violated. So where is this OAM coming from? This
dilemma is easily resolved if one recalls that the OAM of any system (even classical)
requires the choice of a point of origin about which the OAM is measured from. So
it’s true that an ` = 0 beam has no OAM if the point of reference is in the centre of
the beam. However, any other point of reference will possess non-zero OAM, thus
allowing ∆M = ±2 transitions to occur.
To the best of our knowledge, no plot similar to Fig. 3.3 has been seen in literature,
so we have nothing with which to compare our results. However, obtaining this plot
was little more than an application of our theoretical analysis made in Section 3.1,
which itself was compared to the theoretical results of [49].
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3.1.7 Transition strength comparison to dipole transitions
The two main quantities of interest in atomic physics are the Rabi frequency and the
transition rate between two states. Both quantities rely on, essentially, the 〈e|Hint|g〉
matrix element. For dipole transitions, Hint = −d ·E ∼ r, and so the matrix element
〈e|Hint|g〉 ∼ ra where ra is the radius of the atom (typically around 0.3 nm). We’ll
ignore the other factors involved, and just calculate an order of magnitude estimate.
For quadrupole transitions, we have Hint =
∑
Qij∂iEj ∼ ∂iEj . For transitions
involving OAM (` = 1) (3.26) gave the strength of the electric field derivative as
roughly ∂iEj ∼ 1/w0. We also know that Qij ∼ r2. Thus, the matrix element is
roughly 〈e|Hint|g〉 ∼ r2a/w0, which is ra/w0 times the dipole transition strength. We
can thus see that for OAM transitions, the smaller the beam width w0, the stronger
the transition. If we set w0 to it’s diffraction limited value of w0 = 2λ/pi, then
〈e|H`=1int |g〉 ∼ pir2a/2λ so that an OAM transition is pira/2λ ∼ 1 × 10−3 times weaker
than a dipole interaction if the beam is diffraction limited. In the case where ` =
0, the strength of the derivative ∂iEj ∼ k = 2pi/λ. The matrix element is then
〈e|H`=0int |g〉 ∼ 2pir2a/λ, which is 2pira/λ ∼ 4 × 10−3 times weaker than a dipole in-
teraction.
The Rabi frequency is given in (2.44) and is directly related to the 〈e|Hint|g〉matrix,
thus the quadrupole Rabi frequency is around 10−3 times smaller than a dipole Rabi
frequency. However, the transition rate, as given by the Einstein coefficients in (2.30)
and (2.28), is related to | 〈e|Hint|g〉|2, and thus a quadrupole transition rate is 10−6
times weaker than dipole transition rate.
Also note that even in the diffraction limited case, the strength of a ` = 0 transition
is approximately 4 times stronger than a ` = 1 transition. This is due to the fact that
the gradient in the z-direction of a laser field is, in general, always larger than the
derivative in the xy-plane for a paraxial beam.
3.2 Experimental application of quadrupole coupling
3.2.1 Concerns from theoretical calculations
From our above theoretical analysis, it is clear that quadrupole couplings provide
an interesting field of spectroscopy that has gone fairly unexplored, particularly in
the context of structured light. Table 3.2 and Table 3.4 both provide new selection
rules over their dipole counterparts, and Section 3.1.4 also showed that quadrupole
excitations can occur in regions of zero field intensity, a concept which is completely
foreign to the usual dipole transitions. We would like to test these theoretical pre-
dictions and explore new regimes of spectroscopy in a cost effective and easily ac-
cessible manner.
During the theoretical analysis of quadrupole coupling, a number of problems be-
came apparent that would have presented some serious experimental difficulties.
The first being the transition rate of quadrupole excitations is generally 10−6 times
weaker than that of dipole transitions, and since the transition rate is related to the
width of the transition as in (2.54), our linewidth would also be 10−6 times narrower
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as well – dipole transitions typically have Γ ∼ 106 Hz, so quadrupole transitions
would have Γ ∼ 1Hz. This makes for a transition that would be incredibly weak
and very hard to pin down, requiring a very precise laser in order to properly re-
solve the quadrupole transition. The second problem was that we knew we wanted
to perform our experiment on a gas cell, as this is a cost effective and readily avail-
able tool. Previous experiments have been performed on trapped ions [48] which
have shown new selection rules for OAM laser beams, but trapping an ion can be an
extremely difficult and expensive task.
To solve the problem of the very narrow linewidth, we needed to use an atom that
had a high decay rate Γ, and thus a larger linewidth, in its quadrupole transition.
One way we could cheat a larger decay rate is by using an atom that had a dipole
transition in-between the quadrupole transition. A well known fact from theoreti-
cal calculations of multilevel systems is that the decay rate of a transition depends
on the sum of all the decay rates from that state to any other state. So, if a p level
existed in between an s and d level, then an electron in the d level would naturally
decay to the p state, as this is a dipole decay, and since dipole decay rates are much
larger than quadrupole decay rates, we have that the decay rate Γ ≈ ΓDP with ΓDP
being the decay rate between the d and p state (we prove this later in this section).
We also wanted an alkali atom as this would make the theoretical calculations much
simpler. The three atoms that fit these requirements were rubidium, potassium and
caesium. We chose potassium, as we also wanted to construct an external cavity
laser diode (ECDL), and the laser diode we considered s to d transition in potas-
sium (the Thorlabs L462P1400MM) was relatively cheaper and closer to the desired
linewidth than the equivalent available diodes for rubidium, and much more in-
tense than the available diodes for the caesium atom. Ultimately, we ended up not
using the L462P1400MM diode as it was multimodal, but this was what guided our
selection.
There are a number of ways to overcome the very weak coupling strength of quadrupole
transitions. The first is to increase the intensity, or field amplitude of our light. We
can do this simply by focusing the laser beam to a small waist. Another way of over-
coming this is by increasing the particle density in our vapour cell. We can do this
by heating the cell, which in turn would increase the vapour pressure, thus increas-
ing our particle density. This would just provide more opportunities for our light
to interact with the atoms in our sample. A drawback of heating the cell would be
that it increases the linewidth of our measurements due to Doppler broadening. We
can overcome this with a standard experimental technique, known as Doppler free
saturated absorption spectroscopy, details of which can be found in [3, 59].
3.2.2 Three level model of potassium
In this section we idealise a potassium atom into a model containing only three lev-
els. We do this in order to understand the underlying physics at play when we
perform our experiment, and not to make any strict theoretical predictions on the
actual transitions we will eventually see in our experiment. We refer now to Fig. 3.4
as the idealised three level model for potassium, where the energy levels between
the |s〉 and |d〉 state is ~ωd and that between the |s〉 and |p〉 is ~ωp, setting the ground
energy level to be the s state.
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|s〉
|d〉
|p〉 ωd
ωdp
ωp
FIGURE 3.4: Three level model of potassium. We intend to excite from
the |s〉 state to the |d〉 state. The state will then decay from the |d〉 state
to the |p〉 state at a rate of Γdp, and from the |p〉 to the |s〉 state at a rate
Γps. There’s also a decay from the |d〉 to the |s〉 state at a rate of Γds,
but this is typically small compared to Γdp.
The diagonal elements of the atomic Hamiltonian can then be written as
H0 = ~ωd |d〉〈d|+ ~ωp |p〉〈p| . (3.31)
We wish to make an S to D transition in potassium while in the presence of a laser
field described by E cos(ωt) with ω near ωd. Now, an s to d transition has ∆L = 2
transition, hence this is a quadrupole transition. Thus, we use the interaction Hamil-
tonian for quadrupole transitions, as given in (3.1) by
Hint = −1
6
∑
ij
Qij
∂Ej
∂ri
cos(ωt). (3.32)
If we recognise the Rabi frequency from (2.44) as just being Ωeg = 〈e|Hint|g〉 /~ for a
dipole interaction Hamiltonian (ignoring the time dependence), then the equivalent
Rabi frequency for a quadrupole transition can be given by
Ωeg = − 1
6~
∑
ij
〈e|Qij |g〉 ∂Ej
∂ri
, (3.33)
thus, the interaction Hamiltonian can be written as
Hint =
~
2
(Ωspσsp + Ωsdσsd + Ωpdσpd)
(
eiωt + e−iωt
)
+ c.c., (3.34)
where I’ve defined the lowering operators σge as σge = |g〉〈e|.
Since we’ve defined ω ≈ ωd, and with the time dependences of σsd ∼ e−iωdt, σsp ∼
e−iωpt, and σpd ∼ e−i(ωd−ωp)t from (2.37), we can approximate Hint as
Hint ≈ ~Ωsd
2
(
σsde
iωt + σ†sde
−iωt
)
. (3.35)
The atomic Hamiltonian can then be written as
H = ~ωd |d〉〈d|+ ~ωp |p〉〈p|+ ~Ωsd
2
(
eiωtσsd + e
−iωtσ†sd
)
. (3.36)
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We can make the RWA by using a transformation matrix
U = exp(iωt |d〉〈d|)
= |s〉〈s|+ |p〉〈p|+ |d〉〈d| eiωt, (3.37)
and applying the transformation rules from (2.41) to H , yielding the final Hamilto-
nian for the system, given by
H = −~∆ |d〉〈d|+ ~ωp |p〉〈p|+ ~Ω
2
(
σsd + σ
†
sd
)
, (3.38)
where ∆ = ω−ωd is the detuning of the laser and I have set Ω = Ωsd for convenience.
3.2.3 Dynamics of the three level model
The dynamics of an atomic system are neatly described by what is known as the
atomic master equation, given in (2.47) by
∂tρ = − i~ [H, ρ] +
∑
i
ΓiD [σi] ρ, (3.39)
where σi corresponds to an element of the set of lowering operators {σsd, σsp, σpd}
with the corresponding decay rate Γi from {Γds,Γps,Γdp}. The Lindblad superoper-
ator is given as D [σi] ρ and is defined in (2.48). Using our three-level model from
(3.38), we receive a set of 4 coupled differential equations describing the main dy-
namics of the system, given by
∂tρdd =
i
2
Ω(ρds − ρsd)− (Γds + Γdp)ρdd,
∂tρpp = Γdpρdd − Γpsρpp,
∂tρss = − i
2
Ω(ρds − ρsd) + Γdsρdd + Γpsρpp,
∂tρds = i∆ρds − i
2
Ω(ρss − ρdd)− 1
2
(Γds + Γdp)ρds,
(3.40)
as well as a set of two coupled equations which describe the coherences between the
undriven states, namely
∂tρdp = i(∆− ωp)ρdp − i
2
Ωρsp − 1
2
(Γds + Γdp + Γps)ρdp,
∂tρps = iωpρps +
i
2
Ωρpd − 1
2
Γpsρps.
(3.41)
For the most part, the time dependencies are on scales that are too short to notice
(typically nanoseconds). For this reason, we look to steady state solutions of the
above equations.
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In the steady state where ∂t → 0, we can immediately solve for ρpp from the steady
state condition on ∂tρpp = 0. This yields
ρpp =
Γdp
Γps
ρdd, (3.42)
thus from Tr[ρ] = ρss + ρpp + ρdd = 1 we have
ρss = 1−
(
1 +
Γdp
Γps
)
ρdd, (3.43)
thus
ρss − ρdd = 1−
(
2 +
Γdp
Γps
)
ρdd. (3.44)
From the steady state condition ∂tρds = 0, and using (3.44), we find that the coher-
ence between the s and d state is given by
ρsd =
iΩ
[
1−
(
2 +
Γdp
Γps
)
ρdd
]
2i∆ + Γds + Γdp
=
Ω(2∆ + iΓd)
4∆2 + Γ2d
[
1−
(
2 +
Γdp
Γps
)
ρdd
]
, (3.45)
where I’ve defined Γd = Γds + Γdp as the total decay rate of the |d〉 state. We can thus
calculate ρds − ρsd as we have ρds = ρ∗sd. This yields
ρds − ρsd = − 2iΩΓd
4∆2 + Γ2d
[
1−
(
2 +
Γdp
Γps
)
ρdd
]
. (3.46)
Thus, from the ∂tρdd = 0 steady state condition in (3.40), we can calculate the final
expression for ρdd as
ρdd =
Ω2/Γ2d
1 +
(
2∆
Γd
)2
+ 2Ω
2
Γ2d
(
1 +
Γdp
2Γps
) , (3.47)
which is very similar to the expression of the excited state in the two level case from
(2.50) (and would be equivalent to the two level system if Γdp/Γps = 0).
3.2.4 Saturation intensity and absorption cross-section
If we consider a laser field of intensity I being absorbed through a volume of gas
consisting of N particles, then the energy transferred from the beam to the gas is
given by
Etransfer = Nρssσ(ω)I︸ ︷︷ ︸
Absorption
− Nρddσ(ω)I︸ ︷︷ ︸
Stimulated emission
, (3.48)
where σ is the absorption cross section. Conversely, the volume of gas will also un-
dergo spontaneous emission, leading to an outflow of energy. This is characterised
Stellenbosch University  https://scholar.sun.ac.za
38 Chapter 3. Theory
as
Eout = Nρdd~(ωd − ωp)︸ ︷︷ ︸
d to p
+Nρdd~ωd︸ ︷︷ ︸
d to s
+Nρpp~ωp︸ ︷︷ ︸
p to s
= Nρdd~ωdΓd, (3.49)
where I used the fact that ρpp = ρddΓdp/Γps and Γd = Γds + Γdp. In a steady state
system, the energy put into the gas should be equal to the energy flowing out of it,
thus we have
N(ρss − ρdd)σ(ω)I = Nρdd~ωdΓd. (3.50)
The absorption cross-section is then
σ(ω) =
~ωdΓd
I
ρdd
ρss − ρdd . (3.51)
Using the values for ρij calculated above, we can easily determine σ to be
σ(∆) =
~ωdΓd
I
Ω2/Γ2d
1 +
(
2∆
Γd
)2
= σ0gH(∆), (3.52)
where gH is the usual Lorentzian lineshape from (2.54) with a FWHM of Γd = Γds +
Γdp ≈ Γdp. The maximum of cross-section occurs at ∆ = 0 by σ0, and is given by
σ0 =
Ω2~ωd
ΓdI
=
3λ2
2pi
Γds
Γd
, (3.53)
which comes from the fact that I’ve identified the Einstein Aeg coefficient from (2.30)
as
Aeg =
ω3~Ω2eg
3piε0c3|E0|2
, (3.54)
and is a result of substituting (2.44) into (2.30). Since we’re using Ω = Ωds and
Ads = Γds, and using I = cε0|E0|2/2 with ω = 2pic/λ, we have
Ω2ds =
3λ3ΓdsI
4pi2~c
, (3.55)
which was then used to derive (3.53). We can see that the quadrupole cross-section
(3.53) is largely the same as the dipole cross-section (2.56) but with a multiplicative
factor Γds/Γd. The total decay rate Γd ≈ Γdp is typically 103 to 106 times larger than
Γds, making the quadrupole cross section between 10−3 to 10−6 times smaller than
the cross-section of a dipole transition, making it extremely difficult to excite the
quadrupole transition.
To get the saturation intensity, note that we can use (3.50) to solve for the (ρss − ρdd)
quantity, where we use (3.44) to write ρdd in terms of (ρss − ρdd). The final quantity
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comes out to be
ρss − ρdd = 1
1 + I/Is
, (3.56)
where
Is =
~ωdΓd
2σ
1
1 +
Γdp
2Γps
=
2pi2~cΓd
3λ3
1
1 +
Γdp
2Γps
Γd
Γds
(3.57)
is the saturation intensity of the quadrupole transition, and is the same as the dipole
saturation intensity (2.58) derived in the two level system, except with a multiplica-
tive factor of α, where
α =
1
1 +
Γdp
2Γps
Γd
Γds
. (3.58)
Since again, Γd ≈ Γdp, which is typically 103 to 106 times larger than Γds, so our
quadrupole saturation intensity would be between 103 to 106 times that of a typi-
cal dipole’s saturation intensity. If the beam is focused to a waist of ∼ 100 µm, a
dipole transition will typically only require a laser beam power on the order of 1
µW to cause saturation, so a quadrupole transition would need a beam power on
the order of 1 mW to 1 W (then focused) in order to reach saturation intensity. This
is quite easily achievable, as most lasers operate in the mW regime without much
intervention.
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4 External Cavity Diode Laser
4.1 Overview
An external cavity diode laser (ECDL) is a method of utilising a diode laser in order
to create a highly-tunable single longitudinal mode laser. This is in contrast to an
unmodified diode laser, which are typically very sensitive to temperature and cur-
rent changes, and have large linewidths of approximately 100 MHz [60]. An ECDL
is relatively inexpensive upgrade to a diode laser, providing narrower linewidths, a
tunable output frequency, and temperature control.
Construction of an ECDL typically employs the use of a reflection grating operating
in the Littrow configuration [60, 61]. This configuration places the reflection grating
a distance d from the diode, and is angled such that the angle of incidence θ of a
collimated source of laser diode light such that
sin θ =
λ
2D
, (4.1)
where λ is the target output wavelength of the diode, and D is the linespacing of
the grating. This allows the first order of diffracted light to be reflected directly back
into the laser diode, promoting the laser to operate at the wavelength λ. The zeroth
order beam, reflected from the grating, serves as the output beam.
This would typically mean that the output beam angle is dependent on the desired
wavelength of a beam, but one can correct for this by constructing a mount whereby
a change in the angle θ would also change the angle of a mirror from which the
output beam is reflected [61]. The result is a laser where wavelength shifts corre-
sponding to a change in incident angle ∆θ will shift the horizontal position of the
output beam by an amount ∆x = 2L∆θ, where L is the distance between the grat-
ing and mirror. For most practical tuning applications the shift ∆x is on the order of
nanometres, and is insignificant for most atomic physics applications.
Most ECDL’s will mount a piezoelectric (PZT) disk behind the reflection grating.
Applying a voltage across this will result in a change of the distance d between the
laser diode and reflection, thus changing the cavity length of laser and ultimately
the output wavelength. This can be used to fine tune the output wavelength, and
even scan across a frequency band on the order of GHz [60]. Some ECDL designs
add a second piezoelectric stack that can adjust the angle θ. This stack is typically
used for large scale frequency adjustment on the order of 40 GHz [61, 62], but can
be used in conjuction with the PZT disk behind the grating in order to extend the
mode-hop free scan range of the laser to up to 35 GHz [62].
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Temperature control of the laser diode is usually achieved by mounting the diode in
some form of copper assembly. Peltier thermoelectric units are then attached to the
copper assembly for heating or cooling, as required. Typically, the peltier coolers are
operated with a PID controller, or similar feedback mechanism, in order to achieve
thermal stability of the laser diode. It is desired that the temperature of the diode
does not change under any circumstances, and usually remains in operation even
when the laser is turned off.
4.2 Design and construction specifications
For this section, we refer to the diagram shown in Fig. 4.1. This contains a to-scale
representation of the ECDL we constructed for our experiment. The grating and
mirror are epoxied to the grating mount, which sits within a custom designed hous-
ing to provide protection against dust. The laser diode itself is mounted in a lens
tube that is held within the copper mount, and is thermally isolated from the hous-
ing through the use of a plastic o-ring. A lens is also mounted within the lens tube
that collimates the output of the laser diode. The copper block makes thermal con-
tact with the lens tube and is temperature controlled through the use of the peltier
units, which are connected to a PID temperature controller. The piezo plate and
stack allow for fine or course control of the output frequency, respectively. Finally,
large scale adjustments to the position of the grating mount can be made with three
adjustment screws, accessible through holes in the back of the housing. Technical
drawings of the ECDL are provided in Appendix A.
Housing
Grating Mount
Piezo plate
Reflective Grating
Mirror
Piezo stack (Inside)
Adjustment Screws
Lens Tube (Inside)
Peltier Units
Copper Mount
M4 Lid Screw
Heat Sink
FIGURE 4.1: Diagrammatic representation of the ECDL that was con-
structed for our experiment.
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The grating mount was designed by the author, while the housing and other com-
ponents were designed by a previous student, Shaun Burd. An isometric view of
the mount is shown in Fig. 4.2. The mount is held in the housing by springs. The
springs are placed in to the middle hole on the far right, and in the bottom hole
that’s second to the left in Fig. 4.2. Screws are inserted perpendicular to these holes
in order to secure the springs. An epoxy is used to mount the mirror, piezoelectric
plate, and grating to the mount as shown in Fig. 4.1. The piezo stack is secured in
the hole pictured on the left most side of the mount.
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FIGURE 4.2: Isometric view of the grating mount. The units are in
millimetres. Circles represent holes drilled in to the mount (see Ap-
pendix A for a technical drawing).
We wanted a wavelength close to 464.3 nm in order to perform E2 transitions in
potassium (see Fig. 5.1). We chose a grating with 2400 lines/mm, leading to d =
416.6 nm, thus allowing us to construct a mount that must have an angle of incidence
θ = 33.83◦ from (4.1). Gratings with smaller lines/mm would have lead to a smaller
angle θ, which would have made the design for the mount difficult given the space
constraints of the housing.
A summary of the parts used in the ECDL are given in Table 4.1. The parts listed
correspond to those in Fig. 4.1. The current to the laser diode is delivered via a elec-
trostatically protected Thorlabs SR9HF-DB9 cable, connected between the current
controller and the four pins at the back of the laser diode. Electrostatic protection
must be used when handling these laser diodes, as they can be permanently dam-
aged or destroyed at even the slightest discharge.
4.2.1 Principles for designing future ECDLs
Through the experience gained through the construction of this ECDL, and some
of the failed attempts along the way, we learnt a number of principles that can be
applied to future ECDL designs. These are:
1. Not all laser diodes are created equal. Always check to ensure that the pin
configuration of your laser diode (Thorlabs lists these as alphabetical codes,
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Part Manufacturer ID
Reflective Grating Thorlabs GH13-24V
Mirror Thorlabs BBSQ05-E02
Piezo stack Thorlabs AE0505D08F
Piezo plate Noliac NAC2015
Lens Tube Thorlabs LT230P-B
Collimation Lens Thorlabs A230-A
Laser Diode Nichia NDBA116T
Current Controller Thorlabs LDC220C
Temp PID Controller TE Tech TC-36-25 RS232
TABLE 4.1: Summary of the parts used in our ECDL. Spec sheets are
available at the corresponding manufacturer’s website.
see Fig. 4.3) match with the available configurations that your current con-
troller has. We were previously using a Thorlabs IP-250-BV current controller
board for various laser diodes, but found that this was incompatible with the
NDBA116T diode we had ordered for the new application. We had to order a
LDC220C current controller that is compatible with a wide range of diode pin
configurations given the correct connecting cable.
2. The laser diode must be single mode. We had previously ordered a Thorlabs
L462P1400MM, a multimode laser, believing that in an ECDL configuration it
would only lase at the seeded wavelength. This turned out to be false, and a
new single mode diode had to be ordered.
3. The collimation lens is more critical than it may seem. We wanted to use
the NDBA116T diode, which can only lase in continuous wave mode in an
ECDL configuration. When adjusting the collimation lens of this diode at a
low current (as to produce a small amount of non-lasing light, needed when
performing collimation) we noted that a coloured spot would be focused in the
far field. The colour would range from red through to deep blue, depending
on the distance of the lens to the diode. It was found that the diode could only
lase when the blue dot was visible in the far-field. We believe that this is due to
the lens collimating different wavelengths of colour depending on the distance
to the light source.
FIGURE 4.3: Thorlabs pin classification system. LD = laser diode, PD
= photodiode.
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4.3 Performance
4.3.1 Effect of diode current on ECDL metrics
Several performance metrics were taken of our ECDL. We first monitored the out-
put power of the laser diode as we adjusted the current, which is represented in
Fig. 4.4. We needed to establish a current limit in order to prevent the laser diode
from outputting higher than 30 mW, as our diode’s lifetime is shortened when we
exceed this power limit. From our measurements we set the current limit at 190 mA,
as any current above this point lead to an output power that exceeded 30 mW. The
temperature of our laser diode for all recorded measurements was 25◦C.
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FIGURE 4.4: Graph of the output power of our ECDL as a function
of the diode current. Data points are represented as black dots, and a
blue solid curve has been plotted over this for visibility. The errors in
our measurement were smaller than 0.1 mW and are too small to be
represented here.
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FIGURE 4.5: Graph of the output wavelength of our ECDL as a func-
tion of the diode current. The measured points are represented as
black dots, with errors represented by vertical lines.
We can also see from Fig. 4.4 that the relationship between the current and power
is quite complicated. There’s an interplay between the current and the mode that is
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promoted by the ECDL configuration. We see that the power oscillates as the cur-
rent is adjusted, leading to the conclusion that certain current regimes are selecting
for particular modes [62]. This isn’t much of an issue for our applications, but is
important to keep in mind when one adjusts the current.
The current can also control the wavelength of the ECDL output. This is shown
in Fig 4.5, and agrees with our previous statement that the current is selecting for
particular modes. We also see mode hops in this figure, where small adjustments
to the current can lead to large changes in the output wavelength. This should also
be kept in mind when scanning, as we would need to set our current such that the
wavelength is stable, and not at the edge of a large mode hop.
4.3.2 Fabry-Perot spectrum
One way of measuring the output spectrum of a light source is with a fabry-perot
(FP) interferometer. This consists of two mirrors facing one another, placed a dis-
tance l apart. Light entering the device will only constructively interfere with itself
if it’s wavelength is an integer multiple of l, that is λ = nl. To receive the spectrum
of incoming light, one simply scans the distance l while monitoring the transmitted
intensity with a photodiode.
The output of our fabry-perot, a Thorlabs SA200-3B, when illuminated with light
from our ECDL is shown in Fig. 4.6. The sharp peaks represent the spectrum of our
output, and they are seperated by the free spectral range of the fabry-perot, being
1.5 GHz. The time axis is arbitary, and depends on the scan rate of the device. The
FP output, usually in volts produced from the internal photodiode, has been scaled
to lie between 0 and 1.
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FIGURE 4.6: Fabry-Perot spectrum of our ECDL. Multiple peaks in-
dicate that the entire free spectral range of 1.5 GHz of the fabry-perot
have been scanned. The FP output is scaled to lie between 0 and 1,
and represented by arbitrary units (A.U.). The time scale is arbitrary
and dependent on the scan rate that was chosen with our equipment.
Since we know the free spectral range of the device, we can map the arbitrary time
scale of our fabry-perot to a frequency scale. We can use this to measure the linewidth
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(in MHz) of our laser, given by the FWHM of our output spectrum. We plot a sin-
gle peak of our fabry-perot in Fig. 4.7 against the calculated frequency scale. A
lorentzian was fit to the peak, showing excellent agreement with the profile of the
measured spectrum. The FWHM was measured to be Γ = 19.416(1) MHz at an
output wavelength of 464.306 nm.
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FIGURE 4.7: Plot of a single fabry-perot peak, retrieved from an oscil-
loscope where 4 averages were taken. A lorentzian fit to this peak is
shown in dashed black. The frequency axis is calculated by mapping
the free spectral range of 1.5 GHz to the average time between peaks
in Fig. 4.6, and has been shifted such that the central peak is at 0 MHz.
The single peak in Fig. 4.7 indicates that the ECDL is operating in what is known as a
single mode operation. That is, the output frequency of our laser is largely represent
by one single frequency. A multi-modal laser will have multiple peaks at different
frequencies. An example of a multimodal spectrum is represented in Fig. 4.8. Such
an output spectrum is undesirable when performing spectroscopy, as scanning over
a spectroscopic line would occur multiple times in one scan, leading to a confusing
output spectrum.
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FIGURE 4.8: Example spectrum of a multi-modal ECDL output. This
spectrum indicates that multiple frequencies are being produced by
the ECDL.
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4.3.3 Free running stability over time
We monitored the output wavelength and intensity of our laser as time passed,
shown in Fig. 4.9. The wavelength meter can only measure single mode light and
produces erratic measurements when multimodal light is measured. We can see
from Fig. 4.9 that the laser remains in a single mode operation for approximately 25
minutes before entering multimodal operation. A magnified plot of this single mode
region is shown in Fig. 4.10. We can see that in this regime, the wavelength does not
change by more than 6× 10−4 nm (or 850 MHz in frequency).
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FIGURE 4.9: Plots of the wavelength and power of our ECDL over
time. Erratic wavelength measurements correspond to the laser oper-
ating in a multimodal configuration.
0 5 10 15 20 25
Time (Minutes)
0.00600
0.00625
0.00650
0.00675
0.00700
0.00725
0.00750
W
av
el
en
gt
h
(n
m
)
+4.643×102
FIGURE 4.10: Plots of the measured wavelength over time, showing
only the single mode regime of our measurements.
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This stability quite impressive, as no frequency locking is implemented. With fre-
quency locks, ECDL’s can typically remain at the same wavelength for several days
[60]. We could lock our laser to some frequency if desired, but we intend to use
our ECDL for scanning and producing a spectrum, as opposed to locking to a single
frequency.
4.3.4 Scanning capability
We monitored the output frequency of our laser light as we adjusted the voltage
applied to the piezo plate behind the reflective grating (see Fig. 4.1). The results
of this procedure are shown in Fig. 4.11, along with a linear curve that is fit to our
data, and the fit produced a gradient of m = 0.233442(14) GHz/V. We can see from
Fig. 4.11 that we scanned over roughly 4.5 GHz with ease, and that no mode hop
was observed during this period. This turned out to be sufficient for all of our ex-
perimental needs, and so the piezo stack (see Fig. 4.1) was not used.
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FIGURE 4.11: Output frequency as a function of the voltage applied
to the piezo plate placed behind the reflective grating in our ECDL.
Measured results are shown as black dots, while the solid curve is
a linear fit to this data. The curve was found to have a gradient of
m = 0.233442(14) GHz/V.
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5 Fluorescence Experiment
5.1 Potassium reference data
From our previous sections, particularly Section 3.2.1, we noted that we wished to
use an alkali atom that had a P state between an S and a D state. We chose potas-
sium, as the wavelength required to perform an E2 with this atom allowed us to
buy a cheap laser diode for use in our ECDL. In this section, we collect from various
sources and report on the physical properties of potassium, such as stability, isotope
abundance, energy levels, etc.
Potassium exists in two stable isotopes, 39K and 41K, as well as a meta-stable iso-
tope 40K. The isotope, mass, natural abundance, lifetime, and nuclear spin are sum-
marised in Table 5.1. Our gas sample, a Thorlabs GC25075-K Potassium Reference
Cell, possesses all three isotopes in their natural abundance. We’ll ignore the 40K
and 41K isotopes in our analysis, as they constitute less than 7% of the sample.
Isotope Mass (u) Abundance (%) τ I
39K 38.96370668(20) 93.2581(44) stable 3/2
40K 39.96399848(21) 0.0117(1) 1.26× 109 y 4
41K 40.96182576(21) 6.7302(44) stable 3/2
TABLE 5.1: Isotopes of potassium. Includes the isotope, mass [63],
natural abundance [64], radioactive lifetime [64], and nuclear spin I
[64] properties of the isotope. The number of protons in all isotopes
is Z = 19 for potassium.
One of the challenges with attempting to perform E2 transitions was the very small
scattering cross-section presented by the fast moving atoms. To overcome this, we
heat the gas cell in order to increase the number of atoms that can interact with our
laser beam. Fig. 5.2 represents the vapor pressure curve for potassium, and can be
found from [63] as
(solid) log p = 7.9667− 4646
T
298 K < T < Tm,
(liquid) log p = 7.4077− 4453
T
Tm < T < 600 K,
(5.1)
where p is the vapour pressure and Tm = 63.65◦C = 336.8 K is the melting point of
potassium. Note that the above equation gives the pressure in mbar units.
An energy diagram of the fine and hyperfine structure of potassium is given in
Fig. 5.1, where the wavelength λ and linear frequency ν are retrieved from [64] and
are measured in a vacuum, while the Γ values are taken from [65] and [66]. We can
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2
FIGURE 5.1: Energy level diagram of the 39K potassium isotope. E1
(dipole) transitions and E2 (quadrupole) transitions are highlighted
in red and blue, respectively. The hyperfine energy splitting is em-
bedded within each hyperfine level in units of MHz.
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FIGURE 5.2: Vapor pressure curve of potassium. The blue curve is in
the solid regime, while red is in the liquid regime.
see that in order to perform quadrupole transitions that we would need a laser ca-
pable of outputting ∼ 464.3 nm, and from our considerations of saturation intensity
in Section 3.2.4, would need to have an output power on the order of 1-100 mW.
The Nichia NDBA116T was chosen as our laser diode, as it is a high-quality single
mode laser capable of outputting a maximum of 30 mW of power. Note that the
value for Γ in the quadrupole transitions is equivalent to Γd = Γdp + Γds ≈ Γdp from
Section 3.2.2. No explicit values for Γdp or Γds could be found.
To calculate the hyperfine energy splitting seen in Fig. 5.1 we make use of the hyper-
fine splitting equation derived in [3], given by
∆Ehfs =
1
2
AhfsK +Bhfs
3
2K(K + 1)− 2I(I + 1)J(J + 1)
4I(2I − 1)J(2J − 1) , (5.2)
where K = F (F + 1) − J(J + 1) − I(I + 1). The constants Ahfs is the hyperfine A
constant, and Bhfs is the hyperfine B constant, and are found through experiment.
The meaning of F , J and I was discussed in Section 2.2. Note that this equation is
only valid when J 6= 1/2. When J = 1/2, only the first term in ∆Ehfs is valid, i.e.
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∆Ehfs = AhksK/2 when J = 1/2. Values for the hyperfine A and B constants are
summarized in Table 5.2 for each fine structure level. Note that the B constant in the
32D5/2 state remains unknown, where only an upper limit of 0.3 MHz can be found.
The hyperfine states shown in Fig. 5.1 for the 32D5/2 level are calculated from the A
hyperfine constant while setting the B constant to 0± 0.3 MHz.
Level Ahfs (MHz) Bhfs (MHz)
42S1/2 230.85986004(28) [67] 0
42P1/2 28.8356(47) [67–70] 0
42P3/2 6.083(20) [67, 69, 70] 2.828(73) [67, 70]
42D3/2 0.96(4) [71] 0.37(8) [71]
42D5/2 0.62(4) [71] < 0.3 [71]
TABLE 5.2: Hyperfine constants of the 39K potassium isotope. The
constants are given in units of linear frequency. The references are
where the constants were received, where multiple reference implies
that an average has been taken.
5.2 Experimental Setup
We wish to detect the presence of quadrupole excitations within a potassium gas cell
that is subject to a laser beam with a wavelength of∼ 464 nm. To do this, we’ll excite
to either the 32D3/2 or the 32D5/2 quadrupole lines of potassium, and then detect the
fluorescence due to the cascading decay path between the D→ P followed by the P
→ S levels.
A depiction of our experimental setup is shown in Fig. 5.3. The home made 464nm
ECDL from Chapter 4 was used here to excite quadrupole transitions in our potas-
sium reference cell (a Thorlabs GC25075-K). A Thorlabs IO-3D-405-PBS optical iso-
lator was placed directly in front of the ECDL to prevent back-reflection.
Our potassium cell was heated in order to overcome some of the difficulties of mak-
ing a quadrupole transition in a gas. Initially, an oven was built in order to heat the
cell, but this caused the windows of the cell to be coated in potassium, thus blocking
the beam. A specially designed cell heater was then constructed from a combina-
tion of lens tubes and heating wire. The heating wire was wrapped around the lens
tubes such that only the ends of the potassium cell were heated – cleaning the win-
dows while also providing heat. The potassium cell was then placed inside of the
lens tubes, which was done in order to isolate the cell from direct contact with the
heating wire, which may have caused damage or shattering to the cell.
This heater was not particularly efficient, as the wires managed to reach 88 ◦C when
260 V was applied, but the cell itself only reached 46◦C = 319.15K at the centre
of the cell, as measured by a thermocouple placed directly on the potassium cell.
This inefficiency may be due to the fact that the cell was not in direct contact with
the cell, but instead with a set of lens tubes. A lot of heat may have also been lost
as the heating wire caused the mounting apparatus to become quite hot as well.
The heating could be improved through the use of a Thorlabs GCH25-75 specially
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FIGURE 5.3: Experimental setup used to measure the P → S dipole
fluorescence in a potassium gas cell. BS = beam splitter; S = sampler;
L1 = 500 mm lens; L2 = 50 mm lens; LP = long pass filter; FP = fabry-
perot; WM = wavelength meter; PD = photodetector.
designed cell heater (not purchased due to budget constraints), or by modifying our
design in such a way as to minimise our drawbacks.
Fluorescence between the D and P state has a wavelength around 1177 nm, while
that between the P and S state is around 770 nm. We chose the Thorlabs PDF10A
photodetector for it’s high-sensitivity, and was the same detector used in a similar
experiment [72]. It’s operating range is 320 - 1100 nm, allowing us to measure the
P to S fluorescence but not the D to P fluorescence. The lens L1 forms a focal point
somewhere in the cell, while the L2 lens forms an image of this focal point on the
detector. A long pass filter was placed in front of the detector in order to remove the
possibility of detecting any scattering from the 464 nm laser. The entire fluorescence
experiment was also covered to prevent any background light from being detected.
To perform our experiment, the laser was tuned to a central wavelength of either
464.317 nm or 464.367 nm, depending on the transition we wished to make. The
laser was then scanned using custom Labview code and a Synertronic Sveta-Piezo
100V, connected to the piezo plate behind the reflective grating wihin the ECDL (see
Fig. 4.1). We scanned this diode with a peak-to-peak amplitude of 24 V, correspond-
ing to a 5.6 GHz scan from Fig. 4.11. The fabry-perot was used to ensure the laser
remained in single mode operation during scanning. The results of this procedure
are reported in the section below.
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5.3 Results and Analysis
The results of our experiment are shown in Fig. 5.5 and Fig. 5.6 and were retrieved
from a digital oscilloscope where 32 averages were taken. Fig. 5.5 represents the
42S1/2 to 32D3/2 transition, while Fig. 5.6 represents the 42S1/2 to 32D5/2 transition.
The fluorescence measurement in our figures has been scaled in such a way as to be
comparable to one another. The maximum measured fluorescence power was 25.6±
10% fW, and all the measured fluorescence values have been reported as fractions of
this value.
To model our transitions, we first note that the absolute frequency shifts of the hyper-
fine levels in the D states are less than 5 Mhz (see Fig. 5.1). Since our laser linewidth
is around 20 Mhz (see Fig. 4.7), we deem the hyperfine states in the D levels to
be unresolvable in our experiment. We then note that the frequency difference be-
tween the ground state’s hyperfine levels is around 461.7197 MHz, and since our
scan range covers 4.5 Ghz, we will observe both the F = 1→ F ′ and the F = 2→ F ′
transitions in our spectrum. We can also use the Boltzmann probability distribution
P (νi) = exp(hνi/kBT )/
∑
j exp(hνj/kBT ) to show that the population distribution
between the two hyperfine ground states are equal up to four significant digits, and
given by P (νF=1) = P (νF=2) = 0.5.
Now, consider a transition between two hyperfine states |F ′M ′F 〉 and |F MF 〉, where
the transition is driven by a field described by the spherical tensor T (2)q . The Wigner-
Eckart theorem tells us that the transition strength between these two levels is given
by ∣∣∣ 〈F ′M ′F |T (2)q |F MF 〉∣∣∣2 =∣∣∣ 〈F ′||T(2)||F 〉∣∣∣2∣∣〈F ′M ′F ∣∣F MF ; 2 q〉∣∣2
=(2F + 1)(2J ′ + 1)
∣∣∣ 〈J ′||T(2)||J〉∣∣∣2
× ∣∣〈F ′M ′F ∣∣F MF ; 2 q〉∣∣2{J ′ J 2F F ′ I
}2
, (5.3)
where I used the recoupling relation in (3.15) for hyperfine states to ensure that I
don’t couple between states that violate the quadrupole hyperfine selection rules in
Table 3.4. Since we have not applied a magnetic field, we have to sum over the M ′F
and MF states, and since we cannot resolve the D hyperfine levels, we must also
sum over the F ′ states. This results in a quantity independent of q, but dependant
on F and J ′. In the case of J ′ = 3/2 this results in
1∣∣ 〈3/2||T(2)||1/2〉∣∣2
∑
F ′,M ′F ,MF
∣∣∣ 〈F ′M ′F |T (2)q |F MF 〉∣∣∣2 =
{
9
25 if F = 1,
31
25 if F = 2,
(5.4)
and in the case of J ′ = 5/2 this results in
1∣∣ 〈5/2||T(2)||1/2〉∣∣2
∑
F ′,M ′F ,MF
∣∣∣ 〈F ′M ′F |T (2)q |F MF 〉∣∣∣2 =
{
31
25 if F = 1,
9
25 if F = 2.
(5.5)
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Using this information, we chose to model our transition spectrum as the sum of two
gaussian peaks (as the spectrum is doppler broadened) that are offset by either ν1 =
−288.575 MHz or ν2 = 173.145 MHz from a universal ν0 parameter, corresponding
to transitions from the ground F = 1 or F = 2 state, respectively. The relative
amplitudes between the two gaussians are given by either (5.4) or (5.5) depending
on which transition is made. We also require that the standard deviation σ is the
same for both gaussian peaks, as both transitions should have the same doppler
broadening. Using a least squares method, we fit this model to our data. The results
are shown in Fig. 5.7 and Fig. 5.8, showing an excellent agreement with the data.
5.4 Discussion
Through the use of a custom built ECDL and the selection of potassium as our
medium in order to overcome linewidth problems, we’ve demonstrated excitation
of a quadrupole transition. This experiment serves as an important stepping stone
in achieving quadrupole coupling in a gas. Though this experiment seems simple to
perform on paper, it should be noted that a great deal of challenge was experienced
due to this being a quadrupole transition. There is a reason that these transitions
are called ’forbidden’ – they’re always much weaker than dipole transitions, they
typically have exceptionally long decay times, and are very difficult to observe.
We could only find one paper that performed an experiment similar to ours that em-
ployed a potassium vapour cell [65]. This paper explored the lifetime of the 32Dj
states (j = 1/2, 3/2), and does not report on the fluorescence spectrum received.
Instead, the paper makes use of a pulsed dye laser that operates at ∼ 445 nm. Our
experiment differs by making use of a continuous wave ECDL that performs a 5.6
GHz scan over the 42S1/2 → 32Dj levels, where our aim was to monitor the fluores-
cence spectrum due to the 42Pj′ → 42S1/2 decay during the scan.
Other experiments similar in nature to ours have been performed on other atoms.
One paper we found, which helped inspire this experiment, not only retrieved the
fluorescence spectrum of a P to S transition in a caesium vapour cell, but also per-
formed a unique form doppler free spectroscopy that used two different wavelengths
of light in order to resolve the hyperfine transitions of caesium [72]. Their experi-
ment used two ECDL’s, where one was locked to the P to S transition (∼ 852 nm)
of caesium, while the other scanned the S to D quadrupole line (∼ 685 nm). The
population dynamics of the atom was such that one could detect that a quadrupole
transition had occurred by monitoring the output intensity of the locked 852 nm
line while scanning the 685 nm laser. More advanced experiments have managed
to show evidence of a 5P3/2 to 6Pj (j = 1/2, 3/2) quadrupole transition in rubidium
vapour [73] by monitoring the dipole fluorescence due to the 6P excited state decay-
ing to the 5S ground state. This experiment made use of a doppler free setup with
two differing wavelengths of light where one beam would excite to the 5P3/2 state,
while the counter propagating beam would cause the 5P3/2 to 6Pj .
Stellenbosch University  https://scholar.sun.ac.za
58 Chapter 5. Fluorescence Experiment
5.4.1 Choice of potassium over other atoms
We initially chose to use potassium over rubidium, both for its level structure as well
as consideration of the cost of the diode. A consideration for beam intensity was also
made, as quadrupole coupling also depends on the overall beam power. As such,
we initially chose the Thorlabs L464P1400MM laser diode for use within our ECDL.
This diode could reach a maximum power of over 1 W, and was closer to the desired
wavelength than that of the equivalent rubidium laser. However, using the diode
proved to be ineffective, as the diode was highly multi-modal, even in the ECDL
configuration. We had to abandon this diode, and purchase a much more expensive
Nichia NDBA116T laser diode, as this was single mode and could only operate in
a continuous wavelength mode in an ECDL configuration. This diminished our
expectations of performing this experiment at a low cost.
Another candidate atom for selection was caesium. It bears a similar level structure
to that of rubidium and potassium. It’s quadrupole line has a wavelength of 685
nm and cheap single mode laser diodes exist at this frequency, such as the Thorlabs
HL6750MG. It’s also a very well studied atom, as the frequency difference between
it’s ground level hyperfine states serves as the definition of our unit of time. We
still chose potassium over this, as the laser diode we wished to use had a very high
power, which we hoped would have allowed us to perform the our quadrupole
transitions with similar ease as dipole transitions. However, as we did not end up
using this high power diode, caesium would have been a much better choice.
5.4.2 Challenges in spectroscopy of quadrupole transitions
Measuring this fluorescence spectrum turned out to be more difficult than we imag-
ined. Various experiments were performed that had failed up until we managed
to get the PDF10A femtowatt detector. Previous experiments made use of a Hama-
matsu R446 photomultiplier tube (PMT) connected to a lock-in amp, where signal
modulation was performed using a chopper wheel on the incoming light. This
failed, as we suspect the PMT we were using produced too much background noise
for a detectable fluorescence signal even with the use of a lock-in amp. We should
also note that, due to a lack of low-noise circuitry, we did not operate the PMT with
any kind of amplification circuit at its output, so this could have been another reason
as to why the PMT failed to produce a signal.
Other experiments attempted a Doppler free approach, where we split our beam
into three paths through the use of a 10% sampler. A diagram of this experiment can
be seen in Fig. 5.4. We attempted this experiment in order to resolve the hyperfine
structure in our ground level. For this we used a Newport 2107 FC-M balanced pho-
todetector – a device with two photodiodes whose output is the difference between
the two photodiode signals – where one input was our reference beam, while the
other was our probe. The result should have produced sharp output peaks when
scanning over the hyperfine ground states in our vapour cell, but we had still not
managed to receive a signal, even with the use of a lock-in amp. It’s possible that,
due to the extremely low amount of light that is absorbed in these quadrupole tran-
sitions, that our equipment was simply not sensitive enough to detect the presence
of our signal.
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ECDL
BPD Lock-in
464 nm Laser Sampler HWP
CW 1 kHz
K Cell PBS
ReferenceProbe
Pump
FIGURE 5.4: Initial doppler free experiment that we performed. The
beam was split into a probe, pump and reference beam and sent
through the vapour cell as per a usual doppler free setup. Signals
from the BPD and CW were sent to the lock-in amp from which we
attempted to measured our signal. The HWP is adjusted such that
the maximal amount of light is transmitted through the PBS. HWP =
half-wave plate; CW = 1 kHz chopper wheel; PBS = polarizing beam
splitter; BPD = balanced photodiode
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FIGURE 5.5: Measured fluorescence of potassium as observed when
the 42S1/2 to 32D3/2 transition is made. The fluorescence is normal-
ized such that 1 represents the maximum measured intensity, which
was roughly 25.6± 10% fW.
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FIGURE 5.6: Measured fluorescence of potassium as observed when
the 42S1/2 to 32D5/2 transition is made. The fluorescence is normal-
ized as in Fig. 5.5.
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FIGURE 5.7: Result of curve-fitting the sum of two gaussians to the
fluorescence data collected from the 42S1/2 to 32D3/2 quadrupole
transition. The individual gaussians are shown in solid red, while
their sum is shown in dashed red.
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FIGURE 5.8: Result of curve-fitting the sum of two gaussians to the
fluorescence data collected from the 42S1/2 to 32D5/2 quadrupole
transition. The individual gaussians are shown in solid red, while
their sum is shown in dashed red.
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6 Conclusion
6.1 Summary
We’ve expanded upon the already existing spectroscopic theory by including quadrupole
transitions. Examining these quadrupole transitions for a generalised magnetic field
direction and polarization direction indicated that certain directions of the magnetic
field can promote or suppress transitions between differing atomic magnetic sub-
levels, and was explained through the principle of conservation of angular momen-
tum. This was especially relevant in the case where light had possessed OAM, where
we had found similar results to previous theoretical calculations [44], which was
later backed up by experimental evidence [48].
We then set up an experiment where we managed to show that we could perform
an indirect form of quadrupole spectroscopy on a potassium S to D transition us-
ing a custom designed ECDL. The experiment proved difficult to perform as these
quadrupole transitions are very weak, but we succeeded by using the fluorescence
produced from the decay cascade D to P to S, where we recorded the fluorescence be-
tween the P and S states. This was similar in nature to previous experiments where
a quadrupole transition was observed through fluorescence caused by a decay be-
tween dipole states after a quadrupole excitation had occurred [65, 72, 73], although
we had used potassium over caesium [72] or rubidium [73].
6.2 Future Work
Future experiments would need to be able to resolve individual magnetic struc-
ture transitions. This is because the predictions made in Chapter 3 showed that
quadrupole transitions involving LG-beams of non-zero topological charge ` 6= 0
only really begin to play a role when a magnetic field is introduced and when the
transitions between two magnetic states becomes involved.
Apart from the future work surrounding potassium, one could also explore molecules
as a potential candidate for observing the OAM in light coupling with molecular
transitions. Molecules can possess a rotation about their centre of mass, leading
to rotational energy levels in their spectra. Some theoretical work with dipolar
molecules (molecules with two atoms) [51, 54] has shown that the OAM of light
can couple with these rotational modes, and that this can occur in the dipole ap-
proximation if the molecule is inhomogenous (that is, one atom weighs more than
the other). To the best of our knowledge, no experiments exploring this coupling in
molecules have been performed.
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A Technical drawings of the ECDL
The following pages give the technical drawings of the ECDL that was used in our
experiment. These are meant for reproducibility purposes.
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