Introduction
Recently some surprising results concerning NPomplete and NP-hard prohlems have heen ohtainerl [10,11 J. In this paper, we extend these results in many ways. We exhibit more NP-hard and NP-complete problems involving sparse polynomials and integers. We also show that some problems involving inequations between arithmetic expressions are in NP, and that a problem involving inequalities is NP-hard.
We exhibit NP-hard problem involving recurrence relations, sparse matrices, and differential equations.
Finally, we show that a problem concerning ring homomorphisms is NP-hard. Some of the problems are in fact 1-complete (also called non-deterministically NP-complete) in the sense of [1] . This means that any problem in NP can be reduced to them using an oracle computable nondeterministically in polynomial time.
It is known [1] that no such problem can be in P if CoNP f NP.
In particular, we use a theorem of Linnik [7] concerning distributions of prime numbers in arithmetic sequences to show that a problem about sparse polynomial divisibility is NP-complete.
This result implies that certain arithmetic expressions can be shown to have non-zero values in non-deterministic polynomial time. We show that some problems involving integer congruences are NP-complete relative to a slowly utilized oracle (that is, an infinite precomputed table is available, but only a polynomial size initial portion of it may be used).
These problems are also 1-complete.
The polynomials used for this are generalizations of those in [11] , and we introduce some identities involving them. We show how to express these polynomials in terms of sparse polynomials with 0,1 coefficients, and thereby obtain some NP-hard problems involving polynomials with 0,1 coefficients. In this way, we obtain NP-hard problems involving divisibility of "sparse" binary numbers.
Several more results are obtained by different approaches.
Two of these results are interesting because they concern problems involving only one or two sparse polynomials, instead of an arbitrary number as in [11] . We show that it is NP-hard to determine if a sparse polynomial has a root on the complex unit circle, and it is NP-hard to determine if two sparse polynomials are not relatively prime.
From these results, we obtain several more:
it is NP-hard to determine if a certain kind of expression involving cosines fails to be everywhere positive, it is NP-hard to decide if a "sparse" recurrence relation has a periodic integer solution, and it is NP-hard to decide if two differential equations of a certain type have a common nontrivial solution. Also, a problem involving eigenvalues of sparse matrices is NP-hard.
Using still different techniques, we exhibit two NP-hard problems concerning the quotient and remainder when one sparse polynomial is divided by another. Next, we present an algorithm to compute the polynomials used in obtaining the complexity results for sparse polynomials. We then introduce some related sparse polynomials and an algorithm for computing them.
From these polynomials, we obtain an unexpected polynomial time decision procedure for a non-trivial property of sets of clauses. Also, we show that some problems involving finite fields are NP-complete relative to a slowly utilized oracle, and are 1-complete. We show that the complement of the covering congruences problem is NP-complete.
Finally, it is NP-hard to determine if a certain kind of ring homomorphism is not 1-1.
In the following discussion, we consider a polynomial~a.x j to be represented as a sequence of ordered A polynomial represented in this way will loosely be termed a sparse polynomial, and will be assumed to have integer coefficients unless otherwise specified.
We say that a problem A (considered as the~of input strings that are accepted) is~lynomial transformable to a problem B if there is a function f such x E A iff f(x) E B and such that f(x) is computable in time polynomial in the length of x. A problem is NPhard if every problem in NP is polynomial transformable to it.
A problem is NP-complete if it is in NP and is NP-hard.
For convenience we say that a function g is NP-hard if {<x,y>: y = g(x)} is NP-hard as a set or if {<x,y>: y # g(x)} is NP-hard as a set.
The polynomials PolYM(W)
We introduce polynomials which are used to obtain almost all of the NP-hard polynomial and integer divisibility results.
These polynomials are slight generalizations of those in [11] . The method used to define them here is new. Also, we present some identities which are useful for computing and manipulating these polynomials.
Let qj be the jth prime number. Let M be an integer and let W be a well-formed formula of the propositional calculus.
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3. An NP-complete polynomial division problem Problem Pl. Given an integer N and a finite set {PI (x), ... , Pk (x)} of sparse polynomials, to deter-N k mine whether x -1 is not a factor of .TI I p,(x).
J= J Theorem 3.1. Problem PI is NP-complete.
Given an integer N and a set {PI (x), ... , Pk(x)} of sparse polynomials with integer coefficients, to de-
lS not a actor 0 j=l P j x .
Proof: He redUCE'> from 3-sat isfiability as before. Let Sand M be as above. Then S is satisfiable iff there exists an interpretation I such that all C (for C E S) are false in I, iff there exists an M th root of uni ty W such that none of the polynomials PolY M (-tC) (for C E S) are zero at w, iff xM-l is not a factor of
9. If C is a 3-literal clause then PolyM(C) and PolyM("""C) can be computed as sparse polynomials in polynomial time (hence are of polynomial length).
These identities are useful in showing that if C is a 3-literal clause, PolYM(C) and PolYM(~C) can be computed in polynomial time. Also, these identities are helpful in showing that if C is a 3-literal clause having at most 2 positive literals, or C is a 2-literal clause, then PolyM(C) and PolYM(~C) have all coefficients of 0, +1, or -1. This is slightly more general than the result given earlier [10] , since M is not necessarily the product of the first n primes for some n, and since M is not necessarily square-free.
Sample applications
We now review two old results to show how the polynomials PolyM(W) are used. Theorem 2.2. The following problem is NP-hard.
Given a set {PI (x), ... , Pk(x)} of sparse polynomials with integer coefficients, to determine if they have a nontrivial greatest common divisor.
Proof: We reduce from 3-satisfiability. Suppose Proof: We showed above and in [11] that this problem is NP-hard. We now show that it is in NP. Also, the largest coefficient in rex) can certainly never be larger than II r (x) II in absolute value.
Hence it suffices to choose c so that q is larger than
al in the length of the input.
We now consider the question of the existence of primes of having the desire properties. It is known [ 6] that primes exist in all arithmetic progressions, and so we know that a large enough prime q of the form cN+l exists. The problem is that if q is too large, then we cannot compute (U p,(x»(mod q) in polynomial J J time for an arbitrary integer x in the range o < x < q-l. We use a result of Linnik [7] [12] that short certificates of primality exist. Therefore, Pl-l is in NP. The author does not know whether the complement of Pl-l is in NP, or whether Pl-I is in P.
If one assumes the extended Riemann hypothesis, one can show that Co is near 2. Without this assumption, one can show [ 3] that Co is less than 550 for sufficiently large D. Letting D be the least multiple of N that is greater than or equal to 0 II p, (x) II, and J J letting be 1, we obtain that a prime q as desired we nondeterministically choose c, c > 0, s~ch that Problem Pl-2. Given an expression E(x) formed from the variable x raised to various positive integer powers, from rational numbers, the imaginary number i, and the operations of addition, subtraction, and multiplication, and given a root W of unity, to determine
Proof: Using techniques similar to those used in the proof of Theorem 3.3.
Problem Pl-3. Given an expression of the form E(8) composed of rational numbers, the imaginary number i, the functions cos«m/n)8) and sin«m/n)8) for various integers, and the operations of addition, subtraction and multiplication, to determine that E(n) +O. a) cN+I is prime Theorem 3.5. Problem Pl-3 is in NP.
Using techniques similar to those used in the proof of Theorem 3.3. c) cN+l is not larger than the bound given by Linnik's theorem.
We can verify that cN+l is prime in nondeterministic polynomial time since short certificates of prirnality
Polynomials and integer congruences
We give an NP-completeness result concerning the field of integers modulo a prime. An oracle is necessary for this problem. We consider an oracle to be a func-(4.1) tion rather than a set. Since the output from the ora--cle can be an arbitrarily long string, we require that the oracle take k moves to write an output of length k.
Restricted oracles
We say that such an oracle f is sparsely utilized if for some polynomial p, the number of inputs given to the oracle on all inputs to the Turing machine of length not more than n, is bounded by pen). The same question may be asked again and again for various inputs of length not more than n, but the number of distinct questions asked will be small. A sparsely utilized oracle essentially represents an infinite table of which we only need a polynomially bounded portion. By reordering the table, and keeping indices with each element of the table, we can-restrict ourselves to a polynomially bounded initial portion of the table. We say that an oracle f is slowly utilized if for some polynomial p, the inputs given to the oracle on inputs to the Turing machine of length n, are all bounded by pen). Thus a slowly utilized oracle is restricted to a polynomially bounded initial portion of an infinite table.
A .
Let P be the set of problems solvable ln polynomial time using oracle A. Let pA,sparse be the set of problems solvable in polynomial time using oracle A A, slow sparsely. Let P be the set of problems solvable in polynomial time using oracle A slowly. Similarly, define NpA, NpA,sparse, and NpA,slow. For NPA,sparse, we count all inputs given to the oracle on any valid computation path. We say that a problem Bl is polynomial transformable (or reducible) to problem B2 relative to a sparsely or slowly utilized oracle, with the obvious meaning.
Definition: A problem B is NP-hard relative to a sparsely utilized oracle A if every problem in NpA,sparse can be transformed to B in polynomial time relative to a sparsely utilized oracle. We similarly define NPhard relative to a slowly utilized oracle.
Definition: A problem B is NP-complete relative to a sparsely utilized oracle A if B is NP-hard relative to the sparsely utilized oracle A and if B is in P A,sparse . N We sim1larly define NP-complete relative to a slowly utilized oracle, and NP-complete relative to an unrestricted oracle.
Note that if B is NP-complete relative to sparsely utilized oracle A, then pA,sparse=NpA,sparse iff A s p a r s e . . B E P , , and simllarly for slowly utillzed and unrestricted oracles. We exhibit some problems that are NP-complete relative to slowly and sparsely utilized oracles, and that are not known to be NP-complete. The following theorem is used to show that these problems are NP-complete relative to such oracles. Theorem 4.1. A problem B is NP-hard relative to slowly utilized oracle A iff satisfiability can be reduced to B in polynomial time relative to the slowly utilized oracle A.
Proof: If B is NP-hard relative to slowly utilized oracle A then satisfiability can be reduced to B as desired, by definition.
Assume that satisfiability can be reduced to B as in the theorem. We reduce an arbitrary problem HI in NpA,slow to B as follows:
Suppose Turing machine Tl solves Bl in polynomial time relative to slowly utilized oracle A. Modify Tl to obtain T2 which expects to find a sufficient initial portion of the oracle written with the input on its tape before starting. Instead of calling the oracle, T2 looks at the table on its tape. This slows T2 down by at most a polynomial, since only polynomially many entries of the oracle table need to be written down and since each entry will not be too long by the fact that it takes the oracle k moves to write an output of length k. Let B2 be Bl modified as above. By the construction of T2, we have that B2 is in NP.
The reduction from Bl to B is as follows: Given an input x to Tl, we convert it to an input x' to T2 by appending a portion of the oracle table. Thus x E Bl iff Xl E B2, i.e., iff T2 accepts x'. We convert x' to a set S of clauses which is satisfiable iff T2 accepts x'. We do this as in Cook's proof [2] that satisfiability is NP-complete. We then convert S to an instance of B. This is possible since we have assumed that satisfiability is reducible to B in polynomial time relative to the slowly utilized oracle A. It is not difficult to see that the entire reduction can be done in polynomial time relative to the slowly utilized oracle A.
Corollary: A problem B is NP-complete relative to slowly utilized oracle A iff B E NpA,slow and if satisfiability can be reduced to B in polynomial time relative to the slowly utilized oracle A.
We now exhibit some problems that are NP-complete relative to various oracles. But first we need to discuss the polynomials PolyM(W) more.
Integer congruences
Suppose that M+l is a prime number. With congruence classes of integers (modulo M+l), we associate interpretations of the predicate symbols {Pj : qj divides M} where q. is the jth prime as before. With Thus the polynomials defined using complex roots of unity also have applications to integer congruences. Let Al be an oracle which, given an input n, returns a small prime q such that q-l has at least n distinct prime factors. It is known that such primes exist; in fact, it is a consequence of Linnik's theorem. Let Al also return the prime factors of q-l. We show that the following two problems are NP-complete relative to this oracle utilized slowly.
Problem P2. Given a prime q and a set {Pl(x), Pn(x)} of sparse polynomials with integer coefficients, to determine whether there exists an integer x We now show that these reductions are correct. Namely, Proof: We give reductions from 3-satisfiability to P2 and P3, and then show that these reductions are correct.
We can still do the reduction from 3-satisfiability to P2 and P3 even if the oracle is nondeterministic. That is, on input n, it returns some small prime q such that q-l has at least n distinct prime factors, but not necessarily the same one each time. Such a nondeterministic oracle can be computed in nondeterministic polynomial time. It follows that P2 and P3 are both 1-complete in the sense of [I] . This implies that they cannot have polynomial time solution unless CoNP=NP. Later we will exhibit more problems with this property. Also, it is reasonable to assume [9] that such a nondeterministic oracle can be computed in expected polynomial time. If P2 or P3 has a polynomial time solution, it is therefore reasonable to assume that every problem in NP has an expected polynomial time solution. some x relatively prime to M+I, the interpretation~~(x) makes all C~true, iff S' is consistent. Hence the re- We now show that P2 and P3 are both NP-complete relative to Al even if it is utilized sparsely or without restrictions.
Also, we exhibit another oracle A2 relative to which P2 and P3 are both NP-complete. Note that on input n, the oracle Al returns a prime q larger than 2 n . Therefore, AI, sparse AI, slow d NpAI , sparse NpAl, slow
This is because if Al is not slowly utilized, then the inputs to Al grow faster than any polynomial, hence the time for the oracle just to write down its outputs grows faster than any polynomial. Since P2 and P3 are both NP-complete relative to the slowly utilized oracle AI, they are also hoth NP-complete relative to the sparsely utilized oracle AI. Similarly, pAl = pAl, slow and NpAI = NpAI,slow. Thus P2 and P3 are both NP-complete relative to the unrestricted oracle AI. Another way to get this last result, without relying on long outputs, is to require the oracle to receive long inputs. In particular, let A2 be the oracle which, given a string of n one's, returns a prime q such that q-l has at least n distinct prime factors. Also, log q must be bounded by a polynomial in n. Then p A2 = p A2 ,slow and NP A2 = NpA2,slow. For if A2 is not slowly utilized, then it takes more than a polynomial amount of time just to write down the inputs to A2. Therefore P2 and P3 are both NP-complete relative to the unrestricted oracle A2.
Note that if P=NP then oracle Al can be computed in polynomial time and so p A1 ,slow = NPAI,slow. If pAl, slow = NpAI,slow, then CoNP=NP. In fact, if P=NP then pAl,slow, NpAI,slow, pAl, sparse, NPAI,sparse, pAl, and NP AI are all identical to P.
such that~of the congruences PI (x) -0 (mod q),
Pn(x) = 0 (mod q) are satisfied.
Problem P3. Given a prime q and a set {Pl(x), ... ,
Pn(x)} of sparse polynomials with integer coefficients, to determine whether there exists an integer x such that all of the congruences PI(x) = 0 (mod q), .
•. , Pn(x) = 0 (mod q) are satisfied.
Theorem 4.2. The problems P2 and P3 are both NPcomplete relative to the oracle Al utilized slowly. In fact, they are both NP-complete relative to this slowly utilized oracle even when the non-zero coefficients are restricted to be + 1. Moreoever, these problems are both~-complete~even with coefficients so restricted. We will show later that P3 is still NP-complete relative to a slowly utilized oracle even when m=l, but without the restriction that all nonzero coefficients be + 1.
iff S is consistent and use the set {x, Poly 1(~Cl'), qPoly l(~C2'), ... , Poly I~Ck')} and the prime q.
qqReduction to P3: As above, but use the set q-l ') ( ') {x -1, PoIY q _ 1 (C l ' ... , PolYq_1 C k } and the prime q as input to P3.
Reduction to P2: Given a set S = {Cl, ... , Ck} of 3-literal clauses over the predicate symbols PI' ... , P n , use the o:acle Al to obtain a small prime q such that q-l has at least n distinct prime factors. Suppose qi ' •.
• , qi are n distinct prime factors of q-l.
Similarly, assertion (4.3) is true iff some integer x relatively prime to M+l satisfies PolyM(Cj)(x) = 0 (mod M+l) for j=1,2, ... ,k, iff (by assertion 4.1) for
Coefficients of 0 and 1
We now show that if C is a clause, then PolyM(C) and PolYM(~C) can be expressed as r(x)*(x-l) or as rex), where rex) is a rational function of sparse polynomials whose non-zero coefficients are all +1. Furthermore, if C has 3 or less literals, this can be done in polynomial time. We assume that M is a product of small primes and that the prime factorization of M is given. First, observe that xb-l can be so expressed, if b is a product of small primes. It is only necessary to apply the identity repeatedly, choosing b 2 to be a small prime at each step. Since Poly(C) and Poly~C) can be expressed as rational functions of polynomials of the form xb_l, we obtain that they can be expressed as r(x) (x-l)j for some integer j. Note that r(l) is rational and positive. If j were negative, there would be a singularity at x=l, which is impossible. If j > 1, then the multiplicity of the zero at x=l is greater than one, which is also impossible. Hence j=O or 1 and the desired result follows. If C has 3 or less literals, the expression for Poly(C) and Poly(~) in terms of polynomials of form xb-l can be computed in polynomial time, so the expression as rex) or r(x)*(x-l) can also be obtained in polynomial time. 
Now, a set S of clauses is inconsistent iff xM_l divides n{polYM(-C) : C E S}. This latter product can be ex-
rk(x). But
M (x -1) / (x-I) can be expressed as a product of sparse polynomials with 0,1 coefficients, as before. Thus we obtain that the following problem is NP-hard.
Problem P4. Given a set Rl of sparse polynomials with 0,1 coefficients, and another such set RZ, to determine whether nRl is not a factor of nR2.
Applying the usual methods [10] , we also obtain that the following problem is NP-hard. Problem P5. Given Rl and RZ as above, to determine whether n{p(Z) : pERl} does not divide n{p(2) : p E RZ}. A similar result holds for~integer other than Z having absolute value greater than one. We may view p(Z), for such a polynomial p, to be a "sparse" binary number. Thus these results may be interpreted in terms of divisibility problems for integers in sparse n-ary notation for various n.
Many of the results concerning the complexity of problems about sparse polynomials can similarly be translated into results concerning the complexity of problems involving sparse polynomials with coefficients of 0 and 1.
More results about sparse polynomials
Using some different methods, we exhibit some new NP-hard problems involving sparse polynomials in one variable with integer coefficients. Theorem 6.1. The following problems are all NPhard.
Problem P6. Given a sparse polynomial p(z) with integer coefficients, to determine if p has a root r of modulus 1 (that is, a root on the complex unit circle).
Problem P7. Given two sparse polynomials Pl(z) and P2(z) with integer coefficients, to determine whether PI (z) and P2(z) are not relatively prime (that is, the degree of gcd(Pl (z), P 2 (z») is greater than zero). Proof: Given a complex number z = x + iy, let Conj(z) denote x-iy, the complex conjugate of z. It is easy to verify that Conj(zl*zZ) = Conj(zl)*Conj(z2), Conj(zl+z2) = Conj(zl)+Conj(z2), and if z = x + iy then z*Conj(z) = x 2 +y2, a real, non-negative quantity. Also, if p(z) is a polynomial with real coefficients, then p(z)=O iff p(Conj(z»=O. Furthermore, if z is on the complex unit circle, then Conj(z)=l/z. From these facts, it follows that if p(z) is a polynomial with real coefficients, then p(z)*p(l/z) is real and non-negative on the complex unit circle, and has zeroes on the complex unit circle exactly where p(z) does. Therefore, if S is a set of clauses, and M is chosen properly, then L{PolYM(C)(z) * PolyM(C) (l/z) C E S} has a zero on the complex unit circle (in fact at an M th root of unity) iff the PolyM(C) have a common root, i.e., iff S is consistent. Define tM(S) to be
is a sparse polynomial with integer coefficients, and has a zero on the complex unit circle (at an M th root of unity) iff S is consistent. Furthermore, if S is a set of 3-literal clauses, then the coefficients of the sparse polynomial zMtM(S) can be computed in polynomial time (assuming that M has only small prime factors). Thus P6 is NP-hard. Also, P7 is NP-hard because S is consistent iff the degree of the greatest common divisor of xM_l and zM*1M(S) is greater than zero. Note that it is also NP-hard to determine if the degree of the least common multiple of two sparse polynomials is not equal to a given integer.
To show that P8 is NP-hard, we proceed as follows: Since tM(S)(z) = tM(S)(l/z), the function~(S) can easily be expressed as a constant plus a sum of terms of the form a*(zb + z-b) for various integers a and b.
For z on the complex unit circle, we have that z = e i8 and so such a term is equal to 2a cos(bO). Furthermore, tM(S) is everywhere positive on the complex unit circle iff S is inconsistent. Letting c be the constant term in tM(S), we easily obtain that P8 is NP-hard.
Applications of the preceding results
We present some easy consequences of the fact that P7 and P8 are NP-hard. We represent a recurrence relation solution iff their polynomials have a common root.
Quotients and remainders of sparse polynomials
We now present some NP-hard problems of a slightly different nature. and PZ(x) with integer coefficients, to determine the degree of the remainder when PI (x) is divided by PZ(x).
The coefficient of xn in the power series expansion of this function is nonzero (and positive) iff n can be expressed as a sum using the integers aI' a Z ' ... , am zero or more times. Therefore, the constant term in the power series expansion of -a -a -a xn/(l-x I_x Z -x m) is non-zero iff n can be expressed as such a sum. Let q(x) be the quotient c-a C-a c-a when x n + c is divided by xc_x I_x Z ... n+c-l For problem P13, we can let Pl(x) be x and let PZ(x) be as before. Then the degree of the remainder will be c-l iff n can be expressed as above, and will be less than c-l otherwise. Thus P13 is also NPhard. This result may have implications for polynomial interpolation, since polynomial interpolation can be viewed as taking the remainder when one polynomial is divided by another.
true by interpretation I. Suppose we choose the enumeration so that if True(I) <.i True (J) then I occurs before J in the enumeration. Thus II makes all predicate symbols false and I makes all predicate symbols true. We then have 2 ll the following algorithm.
Algorithm 1
Let v be an integer array with 2°elements, and let Num and Denom be sets of sparse polynomials raised symbolically to various powers. For more efficiency, we compute PolyM(W) this way: To analyze the running time of Algorithm 1, we need to know how large the degrees of (~Num) and ( Algorithm 1 and show that it runs in time 0(27 n Ml log Ml + 9 n Ml log M) on a random-access machine, where
Ml =~{qj : P j occurs in W}. Algorithm 1.1 runs in time 0(27 n Ml log MI + Ml log M) on a rando~access machine. If M is chosen to be the product of the first k primes, then these algorithms run in time polynomial in k for fixed n. Recall that n is the number of distinct predicate symbols in W.
Some related polynomials
The polynomials PolYM(W) have been quite useful in obtaining NP-hard and NP-complete problems. We define the closely related polynomials PolyM*CW) which have certain convenient properties not possessed by the PolyM(W). Let qj be the jth prime number as before.
Let M be an integer and let W be a well-formed formula of the propositional calculus. 
Also,
1. The coefficients are rational numbers. In fact, it is easy to see using assertion ( 9. If C is a 3-literal clause then PolyM*(C) and PolYM*~C) are computable as sparse polynomials in polynomial time, assuming that rational numbers are represented as quotients of two integers.
3. Poly is now the desired polynomial.
The reason that this algorithm works is that at step 2, Poly(w) v(k) if W is an M th root of unity such that~M«(u) = I k for some k > i. Also, the value of Poly «(0) will never be changed by step 2 if W is an M th root of unity such that"M(W) = I j for some j < i.
We can get some gain in efficiency this way: This might give a way of obtaining short proofs of inconsistency, as suggested in [5] . To show that Sl is inconsistent, we exhibit a known inconsistent set S2 having a short proof of inconsistency, and show that Problem P14-l gives an affirmative answer for Sl and S2. We can extend this technique by weighting the clauses by various rational numbers, and summing the weights of the clauses that are false (or true) in various interpretations.
Note that it is NP-hard to determine whether a sparse polynomial p(x) with rational (or integer) coefficients is real and positive at all M th roots of unity, given p(x) and M.
Using P14-l, we can get a polynomial time algorithm for this problem if the sizes of the sets Si and T. are bounded. J This is closely related to an NP-complete problem presented in [10] . Perhaps there is a polynomial time solution to problem P14-2 even when the sizes of the S. and T, are not bounded. l J 9.1. Applications to finite fields We introduce some new polynomials analogous to the PolyM*(W) on finite fields, and use them to obtain results about problems involving finite fields. In particular, we show that certain problems are NP-complete relative to various oracles, and to show that these problems are also r-complete. b J _ 1 (mod M+l). Suppose that W is a well-formed formula of the propositional calculus such that all predicate symbols in Ware of the form P j for some qj dividing M.
Definition: Poly~(W), with notation as above, is a polynomial with integer coefficients and has the following properties:
1. The degree of Poly~(W) is less than M. TI1US the congruence class (mod M+l) of Poly~(W)(b) is determined for all integers b relatively prime to M+l. Since the degree of Poly~(W) is less than M, the polynomial Poly~(W) is uniquely determined up to congruence classes of its coefficients (mod M+l). These polynomials have properties analogous to the properties of the PolYM*(W), The most important property is that if C is a 3-literal clause, then Poly~(C) and Poly~(~C) can be computed as sparse polynomials in polynomial time. In.fact if M+l is prime a~d PolyM*(W) = It should be clear that an integer x satisfies some congruence of F(C) iff C is false in I(x). Hence F has the required properties. Also, F(C) can be computed in polynomial time from C since all q. are J small primes. Thus 3-satisfiability is reducible to the above problem, and the complement of the covering congruences problem is NP-complete.
Many problems involving sparse polynomials and integers have been shown to be NP-hard, NP-complete, NP-complete relative to a slowly utilized oracle, or -complete.
The· connections between combinatorial problems, algebraic problems, and number-theoretic problems are interesting for their own sake and perhaps can be explored further. Also, there are undoubtedly many more problems that can be shown to be NP-hard, NP-complete, et cetera by extensions and modifications of these techniques. A polynomial time solution for such a problem would be amazing indeed. It seems more likely that all such problems are intractable, which is an interesting and useful result. Some remaining open problems are the following: Given sparse polynomials p and q in one variable with integer coefficients, can we decide in polynomial time whether p is a factor of q? This problem was also mentioned in [8 ] . Also, given a sparse polynomial p and a root Waf unity, how hard is it to decide whether pew) = O? Can it be done in polynomial time? If so, then certain problems would be NP-complete which are now only known to be NP-hard. Another possible area for research is to extenc the methods of this paper to other finite fields.
linally, it would be interesting to provide upper bounds on the complexities of the problems known to be NP-hard. Are they in PSPACE, for example? is not a factor of lcm P.(x). But it is NP-hard to -j J determine if a sparse polynomial is not a factor of the least common multiple of a set of sparse polynomials, as can easily be shown from results in [11] . In fact, since it is NP-hard to determine that two sparse polynomials are not relatively prime, it is also NP-hard to determine if their product is not a factor of their least common multiple. Hence P18~still NP-hard even with the restriction that k=2.
Proof: This problem is clearly in NP. We show that 3-satisfiability is reducible to it. Suppose S is a set of 3-literal clauses over the predicate symbols PI,P Z ' """, P n " Let qj be the jth prime and let n N be j~l qj' tation I(d) of
