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a b s t r a c t
For continuous functions f and g , we prove that the Bernstein operator Bn is multiplicative
for all n ≥ 1 and all x ∈ 2[0, 1] if and only if at least one of the functions f and g is a
constant function. Some other variants of multiplicativity are also considered.
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1. Introduction
For any continuous function f ∈ C[0, 1], the classical n-th degree Bernstein polynomial at the point x ∈ [0, 1] is given by
Bn(f ; x) =
n−
k=0
f

k
n

· pn,k(x),
where
pn,k(x) =
n
k

xk(1− x)n−k.
In recent years, it was studied how to measure the distance
D(f , g)(x) := Bn(fg; x)− Bn(f ; x)Bn(g; x) (1)
for given functions f , g ∈ C[0, 1] and x ∈ [0, 1]-fixed. For example in [1] Acu et al. have proved for f , g ∈ C1[0, 1] the
following:
|D(f , g)(x)| ≤ 2‖f ′‖ · ‖g ′‖ · Bn((e1 − x)2; x) = 2‖f ′‖ · ‖g ′‖ · x(1− x)n , (2)
where e1 : t → t ∈ [0, 1]. This inequality was improved by the author in [2] where it was proved that the constant 2 in the
r.h.s. of (2) could be removed. In this case, inequality (2) is exact in the sense that, for f (x) = g(x) = xwe have the equality
in (2). Actually, if A : C[0, 1] → R is a linear positive functional, A(e0) = 1 and
D(f , g) = A(fg)− A(f ) · A(g),
then the following inequality holds
|D(f , g)| ≤ ‖f ′‖ · ‖g ′‖ · (a2 − a1)2,
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where ai = A(ei), i = 0, 1. So in (2), instead of 2, the constant is 1. Using the estimate (2), various Grüss-type inequalities
were established in [1,3] to measure the error in (1) in terms of moduli of continuity and its least concave majorant. During
my stay as visiting lecturer at the University of Duisburg–Essen in May–June 2010, the following question was formulated
by H. Gonska:
When is
Bn(fg; x) = Bn(f ; x) · Bn(g; x), x ∈ (0, 1)? (3)
Let x be fixed, f (t) = g(t) = t . Then
Bn(fg; x) = x2 + x(1− x)n ,
but
Bn(f ; x) · Bn(g; x) = x2 < x2 + x(1− x)n .
This means: it cannot be expected that, for some x ∈ (0, 1), Eq. (3) holds for all f , g ∈ C[0, 1]. So a meaningful question
might be.
Problem 1. Let x ∈ (0, 1) be fixed. Characterize all the function pairs (f , g) ∈ (C[0, 1])2 such that
Bn(fg; x) = Bn(f ; x) · Bn(g; x)
for the fixed x.
Apparently, this equality holds if f , g ∈ π1, the set of algebraic polynomials of degree≤1, such that
deg f + deg g ≤ 1.
This means, that at least one of the functions is a constant. This case is trivial.
Conjecture 2. The converse is true, i.e.
(i) Let n ≥ 1 be fixed and x ∈ (0, 1) be fixed. Then (3) holds only for a small class of functions, somehow depending on n and
maybe on x.
(ii) Let x ∈ (0, 1) again be fixed. If (3) holds for all n ≥ 1, then f or g must be a constant functions.
This conjecture arose, concerning the significance of Grüss-type inequalities for positive linear operators in general and
the Bernstein operator in particular. We may also formulate the following.
Conjecture 3. If (3) holds for all n ≥ 1 and all x ∈ [0, 1], then f or g must be a constant function.
In this paper, we give a positive answer to Conjecture 3 and a negative answer to the second part (ii) of Conjecture 2.
Also, necessary and sufficient conditions are established concerning the first part (i) of Conjecture 2 at least for n = 1. Our
main results are:
Theorem 4. Let x ∈ (0, 1) be fixed and n = 1. Then (3) holds if and only if
(f (1)− f (0)) · (g(1)− g(0)) = 0.
Theorem 5. Let x = 12 , f (t) = (t − 12 )2, g(t) = t − 12 , t ∈ [0, 1]. Then (3) is fulfilled for all n ≥ 1.
Theorem 6. Let x ∈ (0, 1) be fixed. Then for all n ≥ 1
D(f , f )(x) = Bn(f 2; x)− B2n(f ; x) ≥ 0
and ‘‘ = ’’ is attained if and only if f is a constant function.
Theorem 7. The equality (3) holds for all n ≥ 1 and all x ∈ [0, 1] if and only if f (x) or g(x)must be a constant function.
If we compare Theorems 5 and 6, we see that Theorem 5 gives a negative answer to the second part (ii) of Conjecture 2 in
the case when f or g are different functions, defined on [0, 1] , while Theorem 6 confirms Conjecture 2 if f ≡ g . We believe,
that Theorem 5 holds also for x ≠ 12 , i.e. another appropriate defined function f or g could be found, such that (3) holds
true. The latter still remains as an open problem. Theorem 7 gives a positive answer to Conjecture 3. In Section 2, we prove
Theorems 4–7.
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2. Proofs of theorems
Proof of Theorem 4. Let n = 1 and x ∈ (0, 1) be fixed. We have
B1(fg; x) = (1− x)f (0)g(0)+ xf (1)g(1),
B1(f ; x) = (1− x)f (0)+ xf (1),
B1(g; x) = (1− x)g(0)+ xg(1).
Obviously
D(f , g)(x) = x(1− x) · [g(0)− g(1)] · [f (0)− f (1)] = 0.
The statement of Theorem 4 is true. 
Proof of Theorem 5. The following values of the moments of the Bernstein operator are well known and can be found in
[2]—see p. 304:
Bn(t − x; x) = 0.
Bn((t − x)2; x) = x(1− x)n .
Bn((t − x)3; x) = x(1− x)(1− 2x)n2 .
We calculate
Bn(g; x) = x− 12 .
It is clear that
Bn

f ; 1
2

Bn

g; 1
2

= 0.
Consequently
Bn(fg; x) = Bn

t − 1
2
3
; x

= Bn

t − x+ x− 1
2
3
; x

= Bn

(t − x)3 + 3(t − x)2

x− 1
2

+ 3(t − x)

x− 1
2
2
+

x− 1
2
3
; x

= Bn((t − x)3; x)

x = 1
2

= 0.
The proof is complete. 
Remark 1. Theorem 5 is true for a more general case—for example, if f , g satisfy the conditions
f (1− x) = −f (x), g(1− x) = g(x).
Proof of Theorem 6. First, we establish that
D(f , f )(x) = Bn(f 2; x)− B2n(f ; x) ≥ 0. (4)
Instead of f (x), we may choose f (x)− C , where C = minx∈[0,1] f (x). It is easy to verify, that in this case
Bn((f − C)2; x)− B2n(f − C; x) = D(f , f )(x).
Therefore, further, we consider f (x) as a nonnegative function over the interval [0, 1], i.e. f (x) ≥ 0, x ∈ [0, 1]. Using the
Cauchy–Schwarz inequality, we get
Bn(f ; x) =
n−
k=0
f

k
n

·pn,k(x) ·pn,k(x) ·
≤
 n−
k=0
f 2

k
n

pn,k(x) ·
 n−
k=0
pn,k(x) =

B2n(f ; x) · 1.
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Consequently (4) is proved. It is known that, the equality in (4) is attained if and only if
f

k
n

pn,k(x) = C ·

pn,k(x),
for all 0 ≤ k ≤ n and the arbitrary positive constant C . Hence
f (0) = f

1
n

= · · · = f

k
n

= · · · = f (1) = C, n = 1, 2, . . . .
Due to the fact that, the set { kn }nk=0, n = 1, 2 . . . is dense in [0, 1] and due to the continuity of f (x), we arrive at the end of
the proof. 
Proof of Theorem 7. We consider 2 cases:
Case 1. Let us suppose that at least one of the functions f or g is not a polynomial. Let us consider f ∈ C[0, 1], which is not a
polynomial and g , a function, such that
Bn(fg, x) = Bn(f , x) · Bn(g, x).
Then there exists a sequence of distinct natural numbers n1 < n2 < · · · < nk < · · · such that degBnk f = nk. If
Bnk(f , x) = Ank · xnk + · · · + A0,
Bnk(g, x) = Bnk · xnk + · · · + B0,
Bnk(fg, x) = Cnk · xnk + · · · + C0,
it follows that Bnk = · · · = B1 = 0, so Bnk(g, x) = B0. Consequently
lim
k→∞ Bnk(g, x) = const = B0.
On the other hand, for Bn, we have
lim
k→∞ Bnk(g, x) = g(x).
The last two estimates complete the proof of Theorem 7 in this case.
Case 2. Let both the functions f and g be polynomials. To prove that at least one of these two functions is a constant, it is
enough to establish that for all x ∈ [0, 1], we have
f ′(x) · g ′(x) = 0. (5)
The famous theorem of E. Voronovskaja states that, for all x ∈ [0, 1] the following uniform convergence is valid:
lim
n→∞ n · (Bn(f , x)− f (x)) =
x(1− x)
2
· f ′′(x). (6)
From (6), it follows that
lim
n→∞ n · (Bn(fg, x)− fg(x)) =
x(1− x)
2
· (fg)′′(x). (7)
lim
n→∞ n · (Bn(f , x)− f (x)) · g(x) =
x(1− x)
2
· f ′′(x) · g(x). (8)
lim
n→∞ n · (Bn(g, x)− g(x)) · f (x) =
x(1− x)
2
· g ′′(x) · f (x). (9)
From both sides of (7), we subtract both the sides of (8) and (9) to get
lim
n→∞ n · (Bn(fg, x)+ fg(x)− Bn(f , x) · g(x)− Bn(g, x) · f (x)) = x(1− x) · f
′(x) · g ′(x). (10)
Now from (3) and the last estimate, we obtain
lim
n→∞ n · (Bn(f , x) · Bn(g, x)+ fg(x)− Bn(f , x) · g(x)− Bn(g, x) · f (x))
= lim
n→∞ n · (Bn(f , x)− f (x)) · (Bn(g, x)− g(x)) = 0, (11)
which can be explained by the fact, that both the functions f and g belong to the saturation class of the Bernstein operator
and for this class, the degree of approximation of ‖Bn(f )− f ‖ is O( 1n ), n →∞. Therefore, the estimates (10) and (11) imply
(5). The statement of our theorem is verified in this case too and thus the proof of Theorem 7 is complete. 
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