In this paper, a new conjugate gradient formula and its algorithm for solving unconstrained optimization problems are proposed. The given formula satisfies with k satisfying the descent condition. Under the Grippo-Lucidi line search, the global convergence property of the given method is discussed. The numerical results show that the new method is efficient for the given test problems.
Introduction
The primary objective of this paper is to study the global convergence properties and practical computational performance of a new conjugate gradient method for nonlinear optimization without restarts, and with suitable conditions.
Consider the following unconstrained optimization problem:
where : n f R  R is smooth and its gradient g is available. LS conjugate gradient method for solving unconstrained optimization problem is iterative formulas of the form 
where k x is the current iterate, k  is a positive scalar and called the steplength which is determined by some line search, k is the search direction; d k g is the gradient of f at k x , and k  is a scalar and
[2] proved the global convergence of the LS method with Grippo-Lucidi line search. And the Grippo-Lucidi line search is to compute
It is well known that some other people have studied many of the variants of the LS method, for example [3] [4] . In this paper, a kind of the LS method is proposed:
,and  is the Euclidean norm.
In the next section, we prove the global convergence of the new method for nonconvex functions with the Grippo-Lucidi line search. In Section 3, numerical experiments are given.
Global Convergence of the New Method
In order to prove the global convergence of the new method, we assume that the objective function satisfies * This work was supported by The Nature Science Foundation of Chongqing Education Committee (KJ091104, KJ101108). the following assumption.
Assumption (H):
1) The level set 
Lemma 2.1 [5] . Suppose Assumption (H) holds. Consider any iteration in the form (1.1) and (1.2), where k satisfies for 
By (1.2), Lipschitz condition (2.1) and (1.5), for any
On the other hand, by the mean value theorem and Lipschitz condition (2.1), we have
The existence of k  satisfying (1.4) and (1.5) has bean proved. Furthermore, the conclusion holds for
, and where k   satisfies Grippo-Lucidi line search. Then
Proof. By Lipschitz condition ( ), (1.3), (1.5) and (2.1), we can obtain 
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