ABSTRACT
PROBLEM STATEMENT
Available high-speed network throughputs, in the order of Gb/s, allow multimedia applications to interconnect using their infrastructures. In order to give service to these applications a system offering multimedia stream processing and transport capabilities is needed. Interactive multimedia and mobile multimedia applications (either computer supported cooperative work, CSCW, or emergencyresponse) are examples that will use such a system.
One potential problem of multimedia stream communication over high-speed networks is information loss [l] . When several sources transmit at their peak rates simultaneously, some buffers available in network switches may overflow and the subsequent drop of information, e.g. cells, packets, leads to severe degradation in service quality due to synchronization loss in channel coding mechanisms.
Another point to face is the information exchange between the application running on a host processor and the system. Data is considered to be touched any time is read from or written to main memory. Any system architecture should try to minimize data touches because of the large negative impact they can have on performance.
PROBLEM REQUIREMENTS

General requirements
A system offering this service of multimedia stream processing and communication over a generic network should meet the following requirements if it wants to cover applications such as those mentioned above:
The system should easily scale the number of streams it manages and the bandwidth associated to each of them to accommodate future service demand increases. Scalability of multimedia content and management is critical for associating new information products with various services and applications.
The system should fairly share the available bandwidth between all different users. This feature will enable, for instance, either to increase the number of streams to be multiplexed when the available bandwidth is fixed or to reduce the necessary bandwidth to multiplex a fixed number of them. If users with heterogeneous traffic patterns want to be simultaneously served different guarantee bandwidths should be reserved for different streams.
The system should be able to give service to mobile/portable users connected by either wireless or infrared links.
The system should be able to control the quality of service (QoS) offered. If no control is applied in order IO keep it constant, quality degradation will depend sharply on network congestion conditions [2] . Hence, to prevent this degradation some kind of multimedia stream processing will be needed.
QoS control, fair bandwidth sharing and mobility/portability are system requirements not included in other works [3].
MPEG4 requirements
We have considered MPEG4 multimedia streams as inputs to the system. As an MPEG4 implementation does not have to include the Elementary Stream Interface (ESI), the system should be able to receivelsend a sequence of packets through the DAI (DMIF Application Interface) -number 3 in figure 1.
The system should generate SL variable syntax packets and hence, it should need to have access to the SLConfigDescriptor for each ES that determines the syntax elements. SLConfigDescriptors are part of Object Descriptors (ODs) -see number 4 in figure 1.
The system should be responsible for splitting Access Units in appropriate SL-PDUs that do not lead to transport packets that are larger than the maximum size of the path transfer unit.
The system should encapsulate Elementary Streams carrying control data: Object descriptors (ODs) and BIFS (BInary Format for Scene). ODs dynamically describe hierarchical relations, location and properties of Elementary Streams (see number 5 in figure 1 ).
ARCHITECTURE DESCRIPTION
Distributing the multimedia stream processing and communication functions between different sources allows meeting efficiently the requirements of mobility and streaming scalability. As can be seen in figure 2, this goal can be achieved using a basic unit (BU) with a communication processor (CP) and an stream processor (SP). The BU locally applies a communication function to each stream group that has been processed or not by the SP. Inside the BU a mapping from network PDUs and multimedia stream DUs (data units) to generic, programmable-syntax cells is done ( figure 3) . A cell network, whose extension is the whole chip, interconnects different processing elements (PES) of the BU: the communication processor, the stream processor and the storage. This concept of ChIp Area Network (CIAN) is an extension to a smaller scale of that of Desk-Area Network (DANN61. The medium access control (MAC) algorithm solves access conflicts in the distributed environment when several users try to communicate using the same resource and allows to meet the requirements of fairly bandwidth sharing and guaranteed reservation. QoS control unit. It manages multimedia information in order to produce a smooth quality of service degradation when network suffers from congestion.
Protocol processing unit. It acts as a protocol stack builder and adapts information either coming from the multimedia stream source for network transmission or coming from the network to the multimedia stream receiver DMA (Direct Memory Access) unit. It communicates with the application running on a host processor.
PRELIMINARY RESULTS
The cell communication unit has been initially implemented as a multiplexing unit for ATM networks. The main functionality of this unit consists on adding an ATM-cell stream to the ATM-cell input stream. Internally, the information unit used is an ATM cell and hence, no protocol mapping is necessary. Neither, the DMIF engines have been included. Input module receives a flow of UTOPIA cells (54 octetskell) [8] . In this flow it identifies non-assigned cells [9] , checks cell parity, assures cell integrity and implements UTOPIA protocol levels 1 and 2 [8,10].
Output module generates non-assigned cells when there is no information to be sent, inserts a parity code in the UTOPIA cell UDF2 (User Defined Field 2) [8] to check transmission errors between cell communication units and implements UTOPIA protocol levels 1 and 2.
To have an autonomous behavior in each communication unit, each of them is synchronized with independent clocks of the same nominal frequency. This means that two clock domains cohabit within one cell communication unit: the input cell and the output cell ones. These two plesiochronous clock domains generafe metastable behavior at the domain interface flip-flops. Techniques to reduce the probability of having metastable behavior in these flip-flops have been implemented to achieve reliable system function.
Input FIFO module main functionalities are isolation of the two different clock domains and reduction of the consequences of having a metastable behavior. Besides, it stores up to nine input cells when the output stream is stopped as a consequence of the UTOPIA fullness signal activation. To avoid memory overflow problems due to the slightly different throughputs of the input FLFO write and read processes, non-assigned cells, that the MAC cannot use, are inserted to limit the maximum number of consecutive assigned cells. The throughput achieved of 0.9 Gbit/s (16 bit @ 57Mhz) allows the unit to be used with SDWSONET standards, STS-12/STM-4/OC-12 (622.08 Mb/s). Although in [ 111 a better throughput was achieved, 2.5 Gbit/s, no QoS control block has been provided. We expect to have similar throughput results using similar technology (0.5 pm).
