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Contributions to the Second Bellman Continuum are specially invited papers dedicated to the 
furtherance of aspects of research, of a mathematical nature, pursued vigorously by Professor 
Richard Bellman during his lifetime. Bellman believed that mathematics should be at the service 
of man and his writings, particularly the applied ones, exemplified it. The theme of the Second 
Bellman Continuum, Mathematics of Systems and Computations, emphasizes Bellman's principal 
tool--mathematics, it  applications to the real world via the systems construct and the criticality 
of computational mathematics in providing more power to analysis and penetrative insights to the 
comprehension of problems tudied. 
The contributions based on the papers presented or submitted to the Second Bellman Continuum 
are published in two parts. The first part appeared in December 1988 as Vol. 16, No. 10/11 of this 
journal. This volume contains the remainder of the set. The principal mathematical tools are those 
found in the study of mathematical programming, including dynamic, linear and nonlinear, the 
Kalman filter, invariant imbedding, stochastics, fuzzy sets, topology, stochastic ontrol, systems 
theory, differential and integral equations and difference methods. The applications are primarily 
in the areas of sampling theory and manpower selection, production and inventory systems, water 
equality and expert systems. From a theoretical as well as applied standpoint, they complement 
and extend the areas covered in the first volume. 
The first set of three papers deals with dynamic programming (DP). Two issues make it possible 
to use DP in solving realistic problems. One is the efficiency of formulation and the other is the 
efficiency of a proposed solution algorithm. With Ahn, we present a didactic treatment of the 
computational spects of three DP algorithms developed to minimize the curse of dimensionality 
usually present in DP of higher dimensions. The emphasis is on the intelligent use of these 
algorithms [1, 2]. Beckmann's efficient DP formulation and solution of a classic stochastic optimal 
selection problem exemplified by the secretary's problem points out the importance of an 
appropriate choice of state variables in DP formulations. Read and George use dual DP to 
efficiently generate optimal stocking policies in a production-inventory problem. Read and 
George's work, a somewhat geometric approach and a generalization of Ben Israel's, combines DP 
and linear programming (LP) in an adroit manner to produce an algorithm that is superior to a 
conventional DP approach and competitive with a solo application of LP. Another aspect of the 
inventory problem with significant impact on maintenance policies in reliability theory is addressed 
by Kaio and Osaki. They develop finite and unique ordering policies by considering random lead 
times associated with the delivery of an order under two types of replacement s rategies. We note 
that Bellman [3, 4] devoted his attention to aspects of this problem. 
An, other form of a nonlinear mathematical program that has received attention over the years 
in the operations research and applied mathematics literature is a version of the quadratic 
programming problem known as the bilinear program. A1-Khayyal reviews the principal issues and 
results as well as some possible research problems in the area. Ramos considers the minimization 
of a nonlinear programming problem in which the objective function is nonlinear and the gradient 
as well as the Hessian matrix are unknown or not easily computable. The objective function may 
also be observed in the presence of stochastic noise. Using a lower level Kalman filter for function 
evaluation and an upper level Kalman filter for parameter t acking, a new nonlinear programming 
algorithm which accounts for both measurement and approximation errors is developed. This 
method has potential implications for nonconvex optimization problems. 
One of the favorite mathematical methods developed extensively by Bellman relates to the 
subject of invariant imbedding and various operators [2]. Wang applies invariant imbedding to 
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nonpredictive operators in time-dependent dynamic systems. He shows that a dissipative system 
does not possess acritical point and that in such a case, there exists a unique global solution, Misra 
and Lee pursue their interest in invariant imbedding further by applying it to the problem of water 
quality estimation. They obtain a nonlinear filter and then compare their results obtained by both 
invariant imbedding and Kalman filters with approaches popularized in hydrology. Their results 
are shown to possess certain computational dvantages over existing methods. 
It is well-known that uncertainty prevails in most real-life experiences with systems. Consider- 
ation of uncertainty introduced primarily by imprecision or vagueness, as contrasted with 
randomness, leads to the study of fuzzy systems. Fuzzy topological properties such as compactness 
and the Hausdorff or T2 axiom are employed in various applications and models of fuzzy systems. 
There exist however, numerous versions or definitions of the underlying concepts, hence Cutler and 
Reilly's attempt to compare and clarify them with focus on Hausdorff spaces. Baldwin uses support 
pairs associated with Prolog type clauses to model various aspects of inductive reasoning 
introduced primarily by fuzzy uncertainty in expert systems. Using population voting models, 
default logic and support logic programming, he exemplifies the applicability of fuzzy sets theory 
to expert systems. A more classic case of uncertainty as it appears in stochastic control systems 
is discussed by Kim et al. They consider the problem of controlling the residence probability and 
derive necessary and sufficient conditions for the two cases of weakly and strongly residence 
probability controllability. 
Control theory is generally regarded as an area that benefitted immeasurably by Bellman's 
mathematical studies. Medhin studies a special class of control problems called differential 
inclusion problems. By using generalized controls and Ekeland's variational principle, a set of 
necessary conditions for minimizing sequences in the presence of state constraints i obtained. 
Finally, systems theory, which is the subject of much of mathematical theory of control, is replete 
with models involving integral equations as well as differential nd difference quations. Certain 
breakthroughs in systems theory have resulted as a consequence of our better understanding of 
the properties of systems governed by the foregoing equations. As an example, consider the role 
played by integral equations in the derivation of the recursive quations of the Kalman-Bucy filter. 
Ruymgaart and Soong analyze a Fredholm-type integral equation and show that its solution 
is unique and differentiable with respect o t. Qla9fe. then represents new results which extend 
his earlier work involving an integral quadrature approach to linear, nonlinear singular and 
nonsingular F edholm or Volterra integral equations. His current paper discusses the case of mildly 
singular Fredholm and Volterra integral equations with a logarithmic kernel. The central role 
played by differential-difference equations in models of engineering and physical systems cannot 
be overemphasized. Efficient numerical solution methods are always ought for such models. Some 
of these were presented in the first part of the Second Bellman Continuum. Birkhoff et al. present 
accurate difference methods for approximating one- and two-dimensional convection-diffusion 
equations and efficient methods for solving the resultant linear algebraic systems. Extensive 
numerical results of their investigations are reported. 
The foregoing set of studies touch on some of the major research areas pursued by Bellman as 
seen by his colleagues and students. Clearly, it is impossible to cover all the areas or all of the 
important ones in one continuum. Other topics will be discussed in future continua. The focus of 
the Second Bellman Continuum is on the interconnections between mathematics, systems and 
computations. We believe however, that this set of papers, along with those already published [5], 
is reasonably representative of the cross section of Bellman's research. Most importantly, we 
consider it a befitting tribute to a man who influenced the lives of many in so many different ways. 
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