Assume that the matrix coefficient in the nonsingular linear system Ax = b belongs to the class of the Generalized Consistently Ordered (pq, q)-matrices, where p and q are relatively prime. It is well-known that under the additional assumption that the p lh powers of the eigenvalues of the Jacobi matrix T associated with A are non-negative (non-positive) the problem of the determination of the optimum relaxation factor that maximizes the asymptotic convergence rate of the Successive Overrelaxation method for the solution of Ax = b has been solved in many cases. corresponding problem seems to be more difficult and has been solved only for (P. q) = (P, p -1). The present work is a contribution towards the solution of the problem in question in the latter case for (P, q) = (P, 1), p ;;:: 3. It is shown that the optimum relaxation factor always lies in (0,1], among others, and this factor is determined in the particular cases p = 3 and 4.
Introduction and Preliminaries
Given the nonsingular linear system Ax =b, (1.1)
where A is partitioned into blocks Ai,j. i,j = l(l)n. and where Ajj. i = l(l)n, are square and nonsingular. Write A as
where D = diag (A 11 •...• Ann) and L and U are strictly lower and strictly upper triangular matrices respectively. Assume further that relative to the block partitioning cons idered A is a Generalized Consistently Ordered (p -q, q)-matrix (or (p -q, q)-GCO matrix) with p and q relatively prime integers (see [9] or [4] ). If o(M) denotes the spectrum of the eigenvalues of the matrix M then the (p -q, q)-GCO property is equivalent to having o(D-1 (af'-q L + a-q U» independent of a, for all a" O. This GCO property generalizes previous ones introduced and studied by Young ([11] , [12] ), Varga ([7] , [8] ) and others (see [4] ). In such a case the eigenvalues of the Successive Overrelaxation (SOR) matrix £0) and of the Jacobi matrix T associated with (1. 5) where A E a (£00)' !! 8 j E a (T), j =0(1) P -1, and 8 =exp(21fi/p) (see [9] or [4] ).
Relationship (1.5) is due to Verner and Bernal [9] and generalizes the famous equations of Young [11] , (P, q) =(2, 1), and of Varga [7] , (P, q) =(P, p -1), P ,,3.
The determination of the optimum relaxation factor memop,) so that the asymptotic convergence rate of the SOR method for the solution of (1.1) is maximized (or equivalently p(.l(l) is minimized, where peM) denotes the spectral radius of the matrix M) has atlTacted the interest of many researchers. So, in several cases of practical and theoretical interest ro opt has been determined. Especially, for aCTP) non-negative OOOpl was determined by Young [11] , (P, q) = (2, 1), by Varga [7] , (P, q) = (P, p -1), P "3, and by Nichols and Fox [4] , (P, q), P "3, q 5.p -2. For a(TP) non-positive the very first "'opt was detennined by Kredell [3] , (P, q) = (2, 1). Rather recently Niethammer, de Pillis and Varga [5] , motivated from a least-squares problem ([1] and [6] ), determined Olop, for (P, q) = (3, 2) and very recently Galanis, Hadjidimos and Noutsos [2] and independently Wild and Nietharnmer [10] determined it for (P, q) = (P, p -1), P~4. To the best of our knowledge nothing has been done in the case of aCTP) 000positive for p~3. q :5: Assume that, relative to its partitioning, A is 1) (2, I)-GCO and 11) (3, I)-GCO and let £w in (1.3) and T in (1.4) denote the block SOR and block Jacobi matrices associated with A respectively and let p:= p(T). Then: I) If a(T 3 ) is non-positive then: i) For I3 < 2 there exists a value for ro(ooopr), the unique positive real root of the equation
in (0,1), such that for all 00" 00 op' while il) For p;;, 2 there holds p(£ro) ;;, 1 . (1.11)
(1.12)
Proof: By Descartes's rule of signs it is readily checked that for p odd (2.1) has
precisely one real zero, which is positive, while for p even it has precisely two real zeros, one negative and one positive. If we puty = zP then from (2.1) we take Obviously at ol = I and for p ? 4 (the proof for p =3 will be given in Section 3) (2.1) has at least one zero z with Rez < O,Imz 2:' aand for which Iz(I) I = V1/(P-l). This particular zero we are considering will have for all ro E (1,2) either Rez < 0 and Imz ;:: 0 or Rez < 0 and Imz > O. It is clear that in the first case we are referring to the real negative zero of (2.1) for even p (~4), while in the second case to one of the zeros in the second quadrant for odd p (~5). It is also evident that in the latter case Rez can not become 0 for some (0 E (1,2) because then zP will also be purely imaginary leading to a contradiction for from (2.1) ro = 1. Moreover, Imz can not become 0 for some CO E (1,2) for then the zero in question and its complex conjugate one will become a double real negative zero for (2.1) which is not possible. Based on the previous analysis and on the conclusions (2.6) we have that the image of the corresponding y in the complex plane will have a strictly increasing real pan (R > 0) and a nondecreasing imaginary part (I ;::: 0) as 0) will increase from 1 to 2. This implies that the modulus of y increases with respect to ro and so does the modulus of z which concludes the proof of the present Proposition. 0
As a corollary to Proposition 1 we have that: Proposition 2: The minimum of p(.lro) will take place for some ro E (0, 1].0
In analogy with what is known the result just obtained would be expected. This is because for a(TP) non-positive, with (P, q) [6] , [2] and [10] ). Also for non-negative a(TP), with (p, q) = (p,l), a special case of that treated in [4] . it is OO Opl = 1. However, what is stated and proved in the sequel, which applies at least in the cases p = 3 and 4 we are examining in the next section, is contrary to what is known from similar cases so far. Proposition 3: Let mopt #: 1. Then m~IZj(co opt ) I, where Zj are the zeros of } (2.1), (or equivalently max IJe(ro op ,) I of (1.5) with q = I) corresponds to a pair of complex conjugate zeros of (2.1) (or equivalently of (1.5) ) and not to a double real zero.
Proof: Applying Descartes's rule of signs for 00 E (0,1) it can be found out that for p odd g (z, (0) has precisely one real (negative) zero, while for p even it has either two real (negative) or no real zeros. For p odd let zp be the real (negative) zero of (2.1) and (zt>zz), (Z3,Z4) , ...• (Zp_2,Zp_l) the pairs of complex conjugate zeros. At co = 1 it is I Zj I > I zp I = 0, j = 1(I)p -1. So, if our assertion were not true there would be P an ro E (0,1) at which I zp I ;, I Zj I, j =1(I)p -1. Recalling that II Zj =ro -I, the j=l previous inequality would give -zG~1 -00 or zP + 1 -co.s; O. However, (2.1) implies that 00 v zp or, equivalently, zp~0 which contradicts the fact that zp is negative for CO E (0,1). For p even we observe that g (z, 0) = zp + 1 has all its zeros complex while g (z, 1) = zP + VZ has 0 and -V1/(P-l) as its two real zeros. Using again the substitution y = zP as in Proposition 1 for the two real roots we can find out from (2.3) that as 00 decreases from the value 1 the largest y > 0 strictly decreases while the smallest y > 0 strictly increases until they become equal for ro = Ole E (0, 1). The value roc is the unique positive real zero in (0,1) of the equation It is readily seen from (3.9) , having in mind the restriction (3.7), that r(;" (Ico)1I2) becomes a minimum if and only if r = «ro + (16 -8ro _ 7ro Z )II2) /4)"2 (3.10) Since lim r = 1/""2. a continuity argument implies that even for co E (roc. 1) the pair (0-) 1zl, Z2 corresponds to the product of the two complex conjugate zeros of (2.1) and not to the corresponding one of the real zeros Z3 and Z4. because z3(1) z4(1) = O. To simplify matters we follow a slightly different analysis from the one in case p = 3. For this, assume that ro E (0, 1] is fixed and r vanes, so that r ;, «ro + (16 -8ro -7ro z )"z) /4) 112, and satisfies (3.8) . In this way r becomes a function ofvE(O,~]. Differentiating (3.8) with respect to V and using again (3.8) (3.10) , it is readily obtained that (3.12) sign (h (0)) = sign( lim h(ro)) = sign(~z -2) (0 -) 0" sign(h (I)) = sign(~z -1/ VB). (3.13) Since, on the other hand, it can be found out from (3.10) that ar I aro < 0 and from (3.12), after a modest amount of algebra takes place. that ok / oro> 0, and that aro / aB < 0, it is concluded that r = max 1 Zj(ro, B) 1 2 ( < 1), j = 1, 2, in (3.10) is minimized: 4 i) For 0 < B,; 1 / V8 when rod = 1 (r = B 2I3 < 1). 4 ii)
For 1/ V8 < B< 12 when rod, the unique real root of (3.12) or of (3.8)' in (0,1) (r < 1 is given in (3.10»), and iii) For B ;" 12 when rod =0, (in which case r =1). where Z3 is the absolutely largest of the two real negative zeros Z3 and Z4 of (2.1) or of (3.6) . From (3.6) one obtains, for ro = rod, that (r 2 + 1 -rod)'12 ,112 (3.14) Hence z3 and z4 are the roots of the quadratic (r 2 + 1 -rod)'12 r 1l2 1 -Ole Z+ =0. r (3.15) The modulus of the absolutely largest root of (3.15) is given by 
It remains to be proven that if

