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Abstrat
In this paper we are interested in the Landau-de Gennes funtional
introdued to study the transition between the smeti and nemati
phases of a liquid rystal. We dene a redued funtional by onstrain-
ing the diretor eld to satisfy a non-homogeneous Dirihlet ondition
and we prove that, below a ritial temperature and if some elasti o-
eients are expliitly large, then, the minimizers have to be nemati
phases.
1
1 Introdution and main results
Landau-de Gennes funtional
Let Ω be a onneted open bounded subset of R3 with smooth boundary
whih represents the domain oupied by the liquid rystal. The energy of
the rystal depends on a omplex valued funtion ψ, alled order parameter,
and on the S2-valued vetor eld of the moleules denoted by n ; this energy
is given by the Landau-de Gennes funtional :
F0DG(ψ,n) =
∫
Ω
|(i∇+ qn)ψ|2dx− κ2
∫
Ω
|ψ|2dx+ κ
2
2
∫
Ω
|ψ|4dx
+K1
∫
Ω
(∇ · n)2dx+K2
∫
Ω
|n · ∇ × n+ τ |2dx+K3
∫
Ω
|n× (∇× n)|2dx
+ (K2 +K4)
∫
Ω
Tr((∇n)2 − (∇ · n)2)dx.
Physial interpretation of the parameters (see [4℄)
κ2 an be interpreted as the temperature1 ; τ is alled the hirality (due to
the default of symmetry of the moleules) and
2π
q
orresponds to the distane
between the layers of the organized phase of the liquid rystal. The Ki's are
alled the elasti oeients and orrespond to the elasti deformations of
the rystal.
Framework
We rst assume, as in [13, 11℄, that
K2 = K3 and K2 +K4 = 0.
1
Atually, κ
2
is the opposite of the temperature ; in [2℄, κ
2
was denoted by −r
2
We denote
V(Ω) = H1(Ω,C)× V (Ω, S2),
where
V (Ω, S2) = {n ∈ L2(Ω, S2) : ∇× n ∈ L2, ∇ · n ∈ L2}.
We will all phases the elements of V(Ω). A phase (ψ,n) suh that ψ = 0
is alled a nemati phase and a phase suh that ψ 6= 0 is alled a smeti
phase.
For positive K1, K2, q, τ, κ and (ψ,n) ∈ V(Ω), we dene (see [4, 2, 13℄):
F(ψ,n) =
∫
Ω
|(i∇+ qn)ψ|2dx− κ2
∫
Ω
|ψ|2dx+ κ
2
2
∫
Ω
|ψ|4dx (1.1)
+K1
∫
Ω
(∇ · n)2dx+K2
∫
Ω
|∇ × n + τn|2dx.
The energy E(K1, K2, q, τ, κ) of the funtional F is dened by :
E(K1, K2, q, τ, κ) = inf
(ψ,n)∈V(Ω)
F(ψ,n). (1.2)
In order to obtain properties of the funtionalF , Heler and Pan have studied
in [11℄ the redued funtional
G = F|W (Ω) with W (Ω) = H1(Ω,C)× C(τ),
and with :
C(τ) = {n ∈ L2(Ω, S2) : ∇× n+ τn = 0}.
3
A desription of C(τ) is provided in Appendix A. We denote by Nτ the set :
Nτ = {(0,n),n ∈ C(τ)}. (1.3)
We notie that the set of all nemati minimizers of F is a subset of Nτ .
Letting
g(q, τ, κ) = inf
(ψ,n)∈W (Ω)
G(ψ,n), (1.4)
the following lemma is obvious :
Lemma 1.1
E(K1, K2, q, τ, κ) ≤ g(q, τ, κ)(≤ 0).
Moreover, the inverse inequality is asymptotially true (see [11℄) :
lim
K1,K2→+∞
E(K1, K2, q, τ, κ) = g(q, τ, κ). (1.5)
Here, two kinds of questions appear. Firstly, we an wonder how g(q, τ, κ)
depends on (q, τ, κ) and a partial answer is given by the following important
proposition the proof of whih an be found in [11℄ :
Proposition 1.2 We have the equivalene :
µ∗(q, τ) ≥ κ2 ⇔ ((ψ,n) minimizer of G ⇒ ψ = 0)⇔ g(q, τ, κ) = 0,
with
µ∗(q, τ) = inf
n∈C(τ)
µ(qn), (1.6)
where µ(qn) denotes the lowest eigenvalue of the Neumann realization of
4
(i∇ + qn)2 on Ω.
It will appear that the so-alled phase transition is the regime of parameters
suh that κ2 = µ∗(q, τ) and µ∗(q, τ) is alled ritial temperature. The
question of the dependene of µ∗(q, τ) on (q, τ) will be addressed in the
present work and so will be the issue of the behaviour of g(q, τ, κ) near the
phase transition (see (2.17) in Proposition 2.7 ). Seondly, the authors do
not obtain a ontrol of the rate of onvergene in (1.5) ; moreover, in view
of (1.2), it is natural to wonder if the minimizers of F are nemati when
κ2 ≤ µ∗(q, τ) and when K1 and K2 are large enough. At least, we have the
following obvious result (see Lemma 1.1 and Proposition 1.2) :
Lemma 1.3 For all K1, K2, q, τ, κ > 0, if κ
2 > µ∗(q, τ), then all the mini-
mizers of F are smeti.
Moreover, this problem of the nematiity is related to the onvergene of
minimizers of F . Indeed, it has been proved that, in some weak sense (see
[2, 12℄), when K1 and K2 tend to innity, the minimizers (ψ,n) of F tend
to (ψ∞,n∞) with n∞ ∈ C(τ) and it turns out that the ruial point is the
ontrol of this onvergene. Nevertheless, putting aside the idea of an expliit
ontrol, we still have a result stating that, below the ritial temperature,
the minimizers are nemati for large K2 :
Theorem 1.4 For all κ > 0, τ > 0, K01 > 0, there exists Π(κ, τ,K
0
1) > 0
suh that, for all q > 0, K1 > K
0
1 , K2 ≥ Π(κ, τ,K01 ), if µ∗(q, τ) > κ2, then
the set of minimizers of F is Nτ .
Remark 1.5.
Let us ompare this result with those whih were presented in [2℄.
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1. If we put the result of Theorem 1.4 together with the one of Lemma
1.3, we observe that the equation κ2 = µ∗(q, τ) permits to know if the
liquid rystal is smeti or nemati in the ase of large K2. In [2℄, the
approah is dierent ; in that paper, the authors ompare κ2 with some
funtions of the produt qτ (as suggested by P-G de Gennes). More
preisely, they prove that, if κ2 ≥ r(qτ), the minimizers are nemati
phases and if κ2 ≤ r(qτ), the minimizers are smeti phases (see [2, Fig.
2℄). Moreover, they show that for small qτ , these funtions behave as
(qτ)2 and for qτ large as qτ . Atually, these behaviours are exatly the
one of µ∗(q, τ) (see [13, 11, 15℄ and Theorem 2.10).
2. In [2, Theorem 2℄, the authors assume that q ≫ τ , whih an be easily
reformulated as
√
qτ ≫ τ ; this assumption is slightly weaker than in
Theorem 2.10, but our onlusions are stronger. So, we an say that
the properties of the funtions r and r just reet the properties of the
spetral quantity µ∗(q, τ).
3. We do not emphasize on the onditions on the elasti oeients and
do not try to be optimal, our interest being only in the denition of a
ritial temperature (and the link between q, τ and κ).

The result of Theorem 1.4 is only qualitative. Thus, we are led to write
the Euler-Lagrange equations satised by the minimizers of F , hoping for
some (expliit) ellipti ontrol of the solutions. We will observe that suh
a ontrol is not lear beause of a rather bad Lagragian multiplier. Faing
this problem in [13, Setion 5℄ and [14℄, Pan has studied, in the ase when
6
τ = 0, a funtional with a xed, non-homogeneous Dirihlet ondition on
the diretor eld. In our work, let us rst reall that τ is positive ; then, we
will assume that the diretor eld is an element of C∂Ω(τ) on the boundary,
where
C∂Ω(τ) = {n ∈ C∞(∂Ω) : ∃n˜ ∈ C(τ) : n = n˜|∂Ω},
but it will not be xed.
There are mainly two reasons to do this. The rst is tehnial and appears
when trying to get an expliit ontrol of the onvergene of minimizers when
K1 and K2 tend to innity. The seond is "physial" ; indeed, we have
realled that the diretor eld of the minimizers tends to some element of
C(τ). So, this is the same idea as the one whih led to the redued funtional
G. Let us now introdue some notation. We denote
Vτ (Ω) = H1(Ω,C)× V τ (Ω, S2),
where
V τ (Ω, S2) = {n ∈ V τ (Ω,R3) : |n(x)| = 1 a.e},
and
V τ (Ω,R3) = {A ∈ L2(Ω,R3) : ∇×A ∈ L2, ∇ ·A ∈ L2 andA|∂Ω ∈ C∂Ω(τ)}.
Our onern will be the funtional FDir = F|Vτ(Ω) whose energy is :
EDir(K1, K2, q, τ, κ) = inf
(ψ,n)∈Vτ (Ω)
FDir(ψ,n).
7
We an state our two main theorems. The rst one onsists of an energy
estimate.
Theorem 1.6 For all positive q, τ, κ suh that τ 2 /∈ σ(−∆D), there exists
c1(q, τ, κ) > 0 and c2(q, τ, κ) > 0 s.t for all K1, K2, we have :
g(q, τ, κ)− c1(q, τ, κ)√
K
− c2(q, τ, κ)
K
≤ EDir(K1, K2, q, τ, κ) ≤ g(q, τ, κ),
where
K = min(K1, K2).
A hoie of c1(q, τ, κ) and c2(q, τ, κ) will be expliited in (5.32).
In the following, we let
g˜(q, τ, κ) = g(q, τ, κ) +
κ2|Ω|
2
. (1.7)
Our seond theorem states a suient ondition to have nemati minimizers
below the ritial temperature.
Theorem 1.7 There exists C(Ω) > 0, suh that, for all positive q, τ, κ sat-
isfying κ2 < µ∗(q, τ), τ 2 /∈ σ(−∆D), there exists c3(q, τ, κ) > 0 suh that for
all K1, K2 > 0, if
K ≥ C(Ω) c3(q, τ, κ)√
µ∗(q, τ)− κ,
then the set of minimizers of FDir is Nτ . Moreover, we an take as c3 :
c3(q, τ, κ) = q(1 + κ)
1/2g˜(q, τ, κ)1/2
(
1 +
τ 2
µ1τ
)1/2
, (1.8)
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where µ1τ dened in Setion 5.1.
Whereas Theorem 1.4 was not expliit about the explosion of elasti oe-
ients at the phase transition, the last theorem gives an expliit lower bound
of K1 and K2. Indeed, we observe that the right side explodes when κ
2
is
lose to µ∗(q, τ) ; more preisely, for xed q and τ , it is lear that g(q, τ, κ)
tends to 0 as κ2 tends to µ∗(q, τ) (see for instane Lemma 2.5 and 2.6) and so
g˜(q, τ, κ) tends to κ
2|Ω|
2
. This fat is onsistent with the physial observations
(see [4℄) ; this kind of behaviour did not appear in [2℄.
Organization of the paper
This paper is organized as follows. In Setion 2, we prove some properties
linked with the redued funtional G. In Setion 3, we give the proof of
Theorem 1.4. In Setion 4, we study the Euler-Lagrange equations satised
by the minimizers of F . Finally, in Setion 5, we prove Theorems 1.6 and
1.7.
2 Properties related to the redued funtional G
This setion is devoted to the analysis of the funtion (q, τ) 7→ µ∗(q, τ) dened
in (1.6) and to the ontrol of the energy g(q, τ, κ) introdued in (1.4) near
the phase transition.
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2.1 Dependene of the ritial temperature µ∗(q, τ) on
(q, τ)
A uniform estimate when qτ → +∞
We reall an estimate we have obtained in [15℄ whih permits to relax the
ondition τ bounded of [11℄ :
Theorem 2.1 Let c0 > 0 and 0 ≤ x < 12 . There exists C > 0 and q0 > 0
depending only on Ω, c0 and x suh that, if (q, τ) veries qτ ≥ q0 and
τ ≤ c0(qτ)x, (2.9)
then :
Θ0 − C
(qτ)1/4−x/2
≤ µ
∗(q, τ)
qτ
≤ Θ0 + C
(qτ)1/3−2x/3
, (2.10)
where Θ0 denotes the bottom of the spetrum of the magneti Neumann Lapla-
ian on R3+ with onstant magneti eld (with strength 1).
Behaviour of µ∗(q, τ) with respet to τ
In this paragraph, we want to know if we have a more global information
about µ∗(q, τ) with respet to qτ as it is suggested by the last paragraph and
by de Gennes (see [4℄). The aim of this paragraph is to prove the following
Lipshitzian ontrol :
Proposition 2.2 There exists C(Ω) > 0 suh that, we have for all positive
(τ, τ˜ ) and q ≥ 0 :
|
√
µ∗(q, τ)−
√
µ∗(q, τ˜)| ≤ C(Ω)|qτ − qτ˜ |
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We start by stating a general lemma :
Lemma 2.3 For all A0, A1 ∈ C∞(Ω), we have :
|
√
µ(A0)−
√
µ(A1)| ≤ ‖A0 − A1‖∞. (2.11)
Proof.
Let ψ0 be a L
2
-normalized eigenfuntion assoiated with µ(A0) ; by the mini-
max priniple, we have :
µ(A1) ≤
∫
Ω
|(i∇+ A1)ψ0|2dx.
Then, we get :
∫
Ω
|(i∇+ A1)ψ0|2dx =
∫
Ω
|(i∇+ A0)ψ0|2dx
+ 2ℜ
(∫
Ω
(i∇ + A0)ψ0 · (A1 −A0)ψ0
)
+
∫
Ω
|A0 −A1|2|ψ0|2dx
≤ µ(A0) + 2‖A0 − A1‖∞
√
µ(A0) + ‖A0 −A1‖2∞.
So, we have :
µ(A1) ≤ µ(A0)+2‖A0−A1‖∞
√
µ(A0)+‖A0−A1‖2∞ = (
√
µ(A0)+‖A0−A1‖∞)2.
We obtain : √
µ(A1) ≤
√
µ(A0) + ‖A0 − A1‖∞.
Exhanging the role of A0 and A1, we infer (2.11).

11
We now dene the funtion µ on SO3 × R+ × R∗+ by :
µ(Q, q, τ) = µ(qnQτ ), (2.12)
where n
Q
τ is dened in Appendix A.
Proposition 2.4 µ is ontinuous on SO3 × R+ × R∗+ and µ∗ is ontinuous
on R+ × R∗+.
Proof.
(Q, q, τ) 7→ qnQτ is learly ontinuous and thus, with Lemma 2.3, we dedue
that µ is ontinuous. With (1.6) and (2.12), µ∗(q, τ) an be rewritten as :
µ∗(q, τ) = inf
Q∈SO3
µ(Q, q, τ),
we onlude that µ∗ is ontinuous.

We now prove Proposition 2.2.
Lemma 2.3 provides for all τ > 0, τ˜ > 0, q ≥ 0 and Q ∈ SO3 :
∣∣∣∣
√
µ(qnQτ )−
√
µ(qnQτ˜ )
∣∣∣∣ ≤ q‖nQτ − nQτ˜ ‖∞.
We apply the Taylor formula to the r. h. s to get :
∣∣∣∣
√
µ(qnQτ )−
√
µ(qnQτ˜ )
∣∣∣∣ ≤ C(Ω)q|τ − τ˜ |.
12
Thus, we an write :
√
µ∗(q, τ) ≤
√
µ(qnQτ ) ≤
√
µ(qnQτ˜ ) + C(Ω)q|τ − τ˜ |.
Taking the inmum over Q of the right term, we dedue :
√
µ∗(q, τ) ≤
√
µ∗(q, τ˜) + C(Ω)q|τ − τ˜ |.
Exhanging the roles of τ and τ˜ , Proposition 2.2 is proved.
2.2 Estimate of g(q, τ, κ) near the phase transition
In this subsetion, we give an energy estimate for the redued funtional G
when qτ is large and near the phase transition κ2 = µ∗(q, τ), in the smeti
domain. Let us emphasize that we will not assume that τ stays in a bounded
interval ]0, τ0[. Let us now state a lemma (for a proof, f. [11℄) :
Lemma 2.5 Let (ψ,n) be a minimizer of G, then :
g(q, τ, κ) = −κ
2
2
∫
Ω
|ψ|4dx, (2.13)
and : ∫
Ω
|ψ|4 ≤
(
1− µ(qn)
κ2
)∫
Ω
|ψ|2dx. (2.14)
Let us observe that, if κ2 < µ∗(q, τ), the r.h.s of (2.14) is zero and so, the
minimizers are zero.
Moreover, the following lemma is proved in [5℄ and [6, Setion 11.3℄ :
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Lemma 2.6 For all minimizers (ψ,n) of G, we have :
‖ψ‖∞ ≤ 1. (2.15)
The next proposition permits to estimate ‖ψ‖4 and to see the exponential
derease of ψ away from the boundary in the ase where τ is not neessarily
bounded.
Proposition 2.7 For x ∈ [0, 1
2
[, c0 > 0 and b ∈]Θ0, 1[, there exists σ0 > 0,
C > 0 and α > 0 suh that for all (q, τ, κ) s.t qτ ≥ σ0, τ ≤ c0(qτ)x and
κ2
b
≤ µ∗(q, τ) < κ2, we have for all (ψ,n) minimizer of G :
∫
Ω
{
eα
√
qτt(x)|ψ|2 + 1
qτ
|(i∇+ qn)ψ|2
}
dx ≤ C√
qτ
and ∫
Ω
|ψ|4dx ≤ C√
qτ
, (2.16)
where we have let :
t(x) = d(x, ∂Ω).
Moreover, under the same hypotheses, we have the estimate :
− C (κ
2 − µ∗(q, τ))2
κ2
√
qτ
≤ g(q, τ, κ) ≤ 0. (2.17)
Proof.
Denoting by µΩ0 (q,A) the lowest eigenvalue of the Dirihlet realization of
(i∇ + qA)2 on Ω, with the uniform estimate of µΩ0 (qτ, nτ ) with n ∈ C(τ)
obtained in [15℄ and implementing the non linear Agmon estimates (f. [1,
14
10℄), we get :
∫
Ω
{
eα
√
qτt(x)|ψ|2 + 1
qτ
|(i∇+ qn)ψ|2
}
dx ≤ C
∫
Ω
|ψ|2dx. (2.18)
Let us reall the proof to see preisely the dependene on τ . We use the
identity :
‖ (i∇+ qn) eα√qτtψ‖22 − α2qτ‖|∇t|eα
√
qτtψ‖22 = κ2‖eα
√
qτtψ‖22 − κ2‖eα
√
qτt|ψ|2‖22
≤ κ2‖eα√qτtψ‖22.
We let u = eα
√
qτtψ and introdue for a given r > 0 a partition of unity
(assoiated to a overing by balls of enters xj and radius r) as in [9℄ :
∑
j
χ2j = 1
∑
j
|∇χj|2 ≤ C
r2
.
Then, the IMS formula gives (see [3℄) :
‖∇qnu‖22 ≥
∑
j
‖∇qnχju‖22 −
C
r2
‖u‖22,
where we have let :
∇qn = i∇+ qn.
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We dedue :
∑
jint
(
‖∇qnχju‖22 − (κ2 + α2qτ +
C
r2
)‖χju‖22
)
≤ (κ2 +α2qτ + C
r2
)
∑
jbnd
‖χju‖22.
We use Corollary 5.4 of [15℄ to get :
‖∇qnχju‖22 ≥ (qτ − C(qτ)3/4+x/2)‖χju‖22.
The ruial point whih permits to relax the ondition "τ bounded" (whih
was done in the previous literature, see for example [11℄) is that, under the
assumption x < 1
2
, we have
3
4
+ x
2
< 1. Thus, we nd, letting r =
ǫ0√
qτ
, with
ǫ0 and α small enough :
∑
jint
‖χju‖22 ≤ C(b, α, ǫ0)
∑
jbnd
‖χju‖22.
The end of the proof of (2.18) is standard and left to the reader ; it uses
Lemma 2.6. Finally, with Lemma 2.5 we nd :
∫
Ω
|ψ|4dx ≤
∫
Ω
|ψ|2dx ≤ C
∫
t≤2ǫ0(qτ)−1/2
|ψ|2dx ≤ C
(qτ)1/4
(∫
Ω
|ψ|4dx
)1/2
and the ontrol of ψ in L4 follows.
Finally, we notie that :
1− µ(qn)
κ2
≤ 1− µ
∗(q, τ)
κ2
.
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and we have neessarily κ2 > µ(qn) ; if not, the minimizers would be trivial
(see Lemma 2.5). Using (2.14), we get :
∫
Ω
|ψ|4dx ≤
(
1− µ
∗(q, τ)
κ2
)∫
Ω
|ψ2|dx
≤ C
(
1− µ
∗(q, τ)
κ2
)∫
t≤2ǫ0(qτ)−1/2
|ψ|2dx
≤ C˜
(
1− µ
∗(q, τ)
κ2
)
1
(qτ)1/4
(∫
Ω
|ψ|4dx
)1/2
.
This improves (2.16) in
∫
Ω
|ψ|4dx ≤ C˜2
(
1− µ
∗(q, τ)
κ2
)2
1
(qτ)1/2
and using (2.13), we obtain (2.17).

3 Minimizers of F for large K1 and K2 for κ2
below the ritial temperature
This setion deals with the proof of Theorem 1.4. It is standard that F
admits minimizers (the proof is slightly dierent from the one of [2℄ beause
in our work K2 +K4 = 0). Then, we an write that :
F(ψ,n) =
∫
Ω
|(i∇+ qn)ψ|2dx− κ
2
2
|Ω|+ κ
2
2
∫
Ω
(|ψ|2 − 1)2dx (3.19)
+K1
∫
Ω
(∇ · n)2dx+K2
∫
Ω
|∇ × n+ τn|2dx.
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Using Lemma 1.1, we an get for any (ψ,n) minimizer of F the following
upper bounds :
∫
Ω
|∇ × n + τn|2dx ≤ g˜(q, τ, κ)
K2
, (3.20)
∫
Ω
(∇ · n)2dx ≤ g˜(q, τ, κ)
K1
, (3.21)
∫
Ω
(|ψ|2 − 1)2dx ≤ 2g˜(q, τ, κ)
κ2
, (3.22)
∫
Ω
|(i∇+ qn)ψ|2dx ≤ g˜(q, τ, κ), (3.23)
where g˜(q, τ, κ) is dened in (1.7). Moreover, let us reall that (2.6) still
holds.
3.1 Nematiity of the minimizers of F
We are now interested in the regime κ2 ≤ µ∗(q, τ) and in the proof of Theorem
1.4.
Case when κ = 0
Let us briey notie what happens when κ = 0. The funtional beomes :
F(ψ,n) =
∫
Ω
|(i∇+ qn)ψ|2dx+K1
∫
Ω
(∇ · n)2dx+K2
∫
Ω
|∇ × n+ τn|2dx.
Clearly, the phases (0,n), with n ∈ C(τ) are minimizers of F with energy 0.
Moreover, if (ψ,n) is a minimizer of F , it implies that :
∇ · n = 0 and ∇× n + τn = 0
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and thus n ∈ C(τ). In addition, we have
∫
Ω
|(i∇+ qn)ψ|2dx = 0
whih provides, by the diamagneti inequality
∫
Ω
|∇|ψ||2dx = 0 and thus |ψ|
is onstant (equal to c). If c 6= 0, we write ψ = ceiφ, we nd qn = ∇φ, thus
∇× n = 0 = −τn and this is a ontradition. Gathering all these remarks,
we dedue :
Proposition 3.1 In the ase when κ = 0, the set of the minimizers of F is
Nτ (f. (1.3)).
Proof of Theorem 1.4
What follows is inspired by [2℄. We show in this paragraph that, if K1 and
K2 are "large" enough, then, the minimizers are nemati phases.
The next proposition deals with the behaviour of the diretor eld of the
minimizers when K2 is large.
Proposition 3.2 For all ǫ > 0 and for all κ 6= 0, τ > 0, K01 > 0, there
exists Π(κ, τ,K01) > 0 suh that for all K1 > K
0
1 , K2 ≥ Π(κ, τ,K01), q > 0,
and for all (ψ,n) minimizer of F , there exists n˜ ∈ C(τ) suh that, we have :
‖n− n˜‖L4(Ω) ≤ ǫ.
Proof.
The proof follows from (3.20), (3.21) and from [12, Lemma 3.4℄.

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We will also use the following lemma :
Lemma 3.3 For any (ψ,n) minimizer of F (or FDir), we have :
∫
Ω
|(i∇+ qn)ψ|2dx ≤ κ2
∫
Ω
|ψ|2dx.
Proof.
If ψ = 0, this is trivial. If ψ 6= 0 and if the onverse inequality were true, we
would nd that 0 ≥ F(ψ,n) > 0 and this would be a ontradition.

We an now prove Theorem 1.4. Let (ψ,n) be a minimizer of F . We write,
for some n˜ to be hoosen later :
‖(i∇ + qn)ψ‖2L2(Ω) ≥ ‖(i∇+ qn˜)ψ‖2L2(Ω)
− 2‖(i∇+ qn˜)ψ‖L2(Ω)‖(n− n˜)ψ‖L2(Ω) + q2‖(n− n˜)ψ‖2L2(Ω).
Moreover, we have :
‖(n− n˜)ψ‖L2(Ω) ≤ ‖n− n˜‖L4(Ω)‖ψ‖L4(Ω)
and :
‖(i∇+ qn˜)ψ‖L2(Ω) ≤ ‖(i∇+ qn)ψ‖L2(Ω) + q‖(n− n˜)ψ‖L2(Ω).
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We infer, with Lemma 3.3, that :
κ2‖ψ‖2L2(Ω) ≥ µ∗(q, τ)‖ψ‖2L2(Ω)
− 2qκ‖ψ‖L2(Ω)‖ψ‖L4(Ω)‖n− n˜‖L4(Ω) − q2‖n− n˜‖2L4(Ω)‖ψ‖2L4(Ω).
By the Sobolev embedding, we have rst :
‖|ψ|‖L4(Ω) ≤ C(Ω)‖|ψ|‖H1(Ω).
Then, the diamagneti inequality provides :
‖∇|ψ|‖L2(Ω) ≤ ‖(i∇+ qn)ψ‖L2(Ω) ≤ κ‖ψ‖L2(Ω).
Consequently, we have :
‖ψ‖L4(Ω) ≤ C(Ω)(1 + κ)‖ψ‖L2(Ω).
By ontradition, we assume that ψ 6= 0 and we obtain :
κ2−µ∗(q, τ)+2C(Ω)qκ√1 + κ‖n−n˜‖L4(Ω)+C(Ω)2q2(1+κ)‖n−n˜‖2L4(Ω) ≥ 0.
We now look at the seond degree trinomial whih appears and we get that,
for some C(Ω) > 0, if
‖n−n˜‖L4(Ω) ≤ C(Ω)−qκ
√
1 + κ+
√
q2κ2(1 + κ) + 4q2(1 + κ)(µ∗(q, τ)− κ2)
q2(1 + κ)
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then a ontradition ours.
So, hoosing ǫ > 0 suh that :
ǫ < C(Ω)
−qκ√1 + κ+√q2κ2(1 + κ) + 4q2(1 + κ)(µ∗(q, τ)− κ2)
q2(1 + κ)
,
and as n˜ the eld provided by Proposition 3.2, we have proved Theorem 1.4.
4 Euler-Lagrange equations for the minimizers
of F
The aim of this setion is to show that we annot a priori dedue from the
Euler-Lagrange equations a quantitative version of Proposition 3.2, even in
the simplied ase when K1 = K2. More preisely, we study the Euler-
Lagrange equation obtained after dierentiation with respet to n satised
by eah minimizer (ψ,n) of F (see [13℄) :
〈T,u〉 = 0 for allu ∈ H10 (Ω,R3) s.t u · n = 0, (4.24)
where
T = −K1∇(∇ · n) +K2(∇×+τ)2n− 2qℑ(ψ∇ψ).
We now use the identity :
∇× (∇× n) = −∆n +∇(∇ · n)
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and nd :
T = (K2 −K1)∇(∇ · n) +K2(−∆n + 2τ∇× n+ τ 2n)− 2qℑ(ψ∇ψ).
As n ∈ H1(Ω), we get ∆n ∈ H−1(Ω) and ∇(∇ · n) ∈ H−1(Ω). Moreover, as
n ∈ H1(Ω, S2) and ‖ψ‖∞ ≤ 1, we notie that T ∈ H−1(Ω) and so, we an
dene the produts of distribution T · n and T × n as follows.
For all ψ ∈ C∞0 (Ω,R3) and φ ∈ C∞0 (Ω), we let :
〈T × n, ψ〉 = 〈T,n× ψ〉,
〈T · n, φ〉 = 〈T, φn〉.
In addition, these two distributions an be extended to ontinuous linear
forms on H10 (Ω).
Lemma 4.1 In the sense of distributions, we have
−∆n · n = |∇n|2.
Notiing (double exterior produt formula) that, for all S ∈ D′(Ω), we have :
S = n× (S × n) + (S · n)n,
we get :
Lemma 4.2 Let S be in H−1(Ω). If S · n = 0 and S × n = 0, then S = 0.
We dedue the following proposition :
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Proposition 4.3 If K1 = K2, then T · n ∈ L1(Ω) and T = (T · n)n.
Proof.
The rst statement omes from Lemma 4.1, and from the property that
∇× n ∈ L2(Ω) and |∇n|2 ∈ L1(Ω). Let us prove the seond one.
We an now dene : T˜ = (T · n)n. We let S = T − T˜ . Then, S satises the
assumptions of Lemma 4.2 and thus S = 0.

We obtain the following orollary :
Corollary 4.4 When K1 = K2, there exists a funtion λ ∈ L1(Ω) suh that
the equation (4.24) is equivalent to
−∆n + 2τ∇× n− 2qℑ(ψ∇ψ) = λn, in Ω. (4.25)
In partiular, ∆n ∈ L1(Ω).
So, this is not enough to have an ellipti ontrol of the minimizers. Atually,
we an prove that the minimizers are C∞ almost everywhere in Ω (see [8℄).
5 Minimizers of FDir
Before analysing the minimizers of FDir, we need some spetral theory.
5.1 Spetral theory
We introdue an important operator Tτ .
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Injetivity of Tτ
We denote by σ(−∆D) the spetrum of the Dirihlet Laplaian −∆D on Ω
and we assume that
τ 2 /∈ σ(−∆D). (5.26)
We introdue the quadrati form on H10 (Ω,R
3) :
Qτ (u) = ‖∇ · u‖2L2(Ω) + ‖∇ × u+ τu‖2L2(Ω).
The assoiated operator, with domain H2(Ω,R2)∩H10 (Ω,R3), is denoted by
Tτ whih an be expressed as :
Tτ = −∆+ 2τ∇×+τ 2, (5.27)
We denote its lowest eigenvalue by µ1τ and we have (using the mini-max
priniple) :
Qτ (u) ≥ µ1τ‖u‖2L2 ∀u ∈ H10 (Ω,R3) (5.28)
As Tτ is ellipti of order 2, we have the following proposition :
Proposition 5.1 If Tτu ∈ L2(Ω,R3) and u ∈ H10 (Ω,R3), then u ∈ H2(Ω,R3).
So, we infer that :
‖Tτu‖L2 ≥ µ1τ‖u‖L2 ∀u ∈ H10 (Ω,R3) s.t. Tτu ∈ L2(Ω,R3).
Lemma 5.2 If (5.26) is satised, then µ1τ > 0 and Tτ is injetive.
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Proof.
If µ1τ = 0, then, we would immediately infer that the orresponding eigen-
funtion u satises :
∇ · u = 0 and ∇× u+ τu = 0. (5.29)
Taking the url of the seond equation in (5.29) and using the rst, we would
nd :
−∆u − τ 2u = 0.
With Assumption (5.26), we would obtain u = 0 and a ontradition.

We an now reformulate (5.28) by stating the following proposition :
Proposition 5.3 (Control of ‖u‖L2(Ω))
For all u ∈ H10 (Ω,R3), we have :
‖u‖2L2(Ω) ≤
1
µ1τ
(
‖∇ · u‖2L2(Ω) + ‖∇ × u+ τu‖2L2(Ω)
)
.
In fat, we have a ontrol in H1(Ω) :
Proposition 5.4 (Control of ‖u‖H1(Ω))
There exists C(Ω) > 0 suh that :
‖u‖2H1(Ω) ≤ C(Ω)
(
1 +
τ 2
µ1τ
)(
‖∇ · u‖2L2(Ω) + ‖∇ × u+ τu‖2L2(Ω)
)
.
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Proof.
As a onsequene of the identity −∆+∇(∇·) = ∇×∇×, we have :
‖∇u‖2L2(Ω) = ‖∇ · u‖2L2(Ω) + ‖∇ × u‖2L2(Ω).
Moreover, we get :
‖∇u‖2L2(Ω) = ‖∇ × u+ τu‖2L2(Ω) − 2τ〈∇ × u, u〉 − τ 2‖u‖2L2(Ω) + ‖∇ · u‖2L2(Ω).
≤ Qτ (u) + 2τ‖∇ × u‖L2(Ω)‖u‖L2(Ω) − τ 2‖u‖2L2(Ω)
≤ Qτ (u) + 2τ‖∇u‖L2(Ω)‖u‖L2(Ω) − τ 2‖u‖2L2(Ω)
Thus, for all γ > 0, we infer :
‖∇u‖2L2(Ω) ≤ Qτ (u) + τ
(
γ‖∇u‖2L2(Ω) +
1
γ
‖u‖2L2(Ω)
)
− τ 2‖u‖2L2(Ω).
For τ > 0, we let γ = 1
2τ
and we nd :
1
2
‖∇u‖2L2(Ω) ≤ Qτ (u) +
τ 2
µ1τ
Qτ (u).

Lower bound for µ1τ
We now want to give an expliit lower bound for µ1τ . Let us onsider u
1
τ a
L2-normalized eigenfuntion of Tτ assoiated with µ
1
τ . We get :
‖∇ · u1τ‖2L2 + ‖∇ × u1τ + τu1τ‖2L2 = µ1τ .
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Thus, we have :
‖∇ × u1τ + τu1τ‖L2 ≤
√
µ1τ .
An easy omputation provides :
−∆− τ 2 = (∇×+τ)2 −∇(∇·)− 2τ(∇×+τ) = Tτ − 2τ(∇×+τ).
So, we obtain :
(−∆− τ 2)u1τ = µτu1τ − 2τ(∇× u1τ + τu1τ ).
We apply the spetral theorem to have :
d(τ 2, σ(−∆D)) ≤ ‖(−∆− τ 2)u1τ‖L2 .
It follows that :
µ1τ + 2τ
√
µ1τ − d(τ 2, σ(−∆D)) ≥ 0.
Consequently, the following proposition is proved :
Proposition 5.5 We have :
µ1τ ≥ −τ +
√
τ 2 + d(τ 2, σ(−∆D)).
The next proposition gives the behaviour of µ1τ when τ tends to 0.
Proposition 5.6 Denoting by λD1 the lowest eigenvalue of the Dirihlet Lapla-
ian, we have :
lim
τ→0
µ1τ = λ
D
1 .
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Proof.
We onsider ψ0 a L
2
-normalized eigenfuntion assoiated with λD1 .
Qτ (ψ0) = ‖∇ψ0‖2L2(Ω) + 2τ
∫
Ω
ψ0 · ∇ × ψ0dx+ τ 2 ≤ λD1 + 2τ
√
λD1 + τ
2.
Thus, we dedue :
µ1τ ≤ λD1 + 2τ
√
λD1 + τ
2.
In addition, we have observed that :
µ1τ ≥ −2τ
√
µ1τ + d(τ
2, σ(−∆D)).
But, for τ < λD1 , we have : d(τ
2, σ(−∆D)) = λD1 − τ 2 and so, the result is
proved.

5.2 Trae of the elements of V (Ω, S2)
In this short part, we reall how to dene the trae of an element in L2
whose divergene and url are also in L2 (f. [7℄). Thus, FDir will be well
dened. So we start, by a density lemma (whih an be proved by ut-o
and regularization) :
Lemma 5.7 We let :
V = {n ∈ L2(Ω,R3) : ∇ · n ∈ L2(Ω,R2),∇× n ∈ L2(Ω,R3)},
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and for n ∈ V , we dene the norm :
‖n‖2V = ‖n‖22 + ‖∇ · n‖22 + ‖∇ × n‖22.
Then, (V, ‖ · ‖) is an Hilbert spae in whih C∞(Ω,R3) is dense.
The following proposition permits to dene the trae of an element of V :
Proposition 5.8 Let us onsider n ∈ V. Then, the trae of n on ∂Ω is well
dened as an element of H−1/2(∂Ω,R3).
Proof.
The proof is standard (see [7℄) but we reall it briey for ompleteness. We
rst assume that n ∈ C∞(Ω). Let us reall some formulas ; for all φ ∈ C∞(Ω)
and u ∈ C∞(Ω,R3) :
〈n,∇φ〉 = −〈∇ · n,∇φ〉 − 〈n · ν, φ|∂Ω〉, (5.30)
〈∇ × n,u〉 = 〈n,∇× u〉 − 〈n× ν,u|∂Ω〉, (5.31)
Then, (5.30) and (5.31) imply that
φ 7→ 〈n · ν, φ|∂Ω〉 and u 7→ 〈n× ν,u|∂Ω〉
an be extended in ontinuous linear forms respetively on H1(Ω,C) and
H1(Ω,R3). Then, as ∂Ω is smooth, there exists a ontinous operator from
H1/2(∂Ω) (respetively H1/2(∂Ω,R3)) to H1(Ω) (respetively H1(Ω,R3)) de-
noted by T suh that for all f ∈ H1/2(∂Ω), F = Tf satises F|∂Ω = f .
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It follows from the previous lemma that when n ∈ V , we an dene :
n · ν ∈ H−1/2(∂Ω) and n× ν ∈ H−1/2(∂Ω,R3).
In the ase where n is regular, with the double exterior produt formula, we
have on ∂Ω :
n = ν × (n× ν) + (n · ν)ν.
Thus, by density, we an dene the trae of n on ∂Ω when n ∈ V as the
element of H−1/2(∂Ω,R3) :
n|∂Ω = ν × (n× ν) + (n · ν)ν.

5.3 Existene of minimizers of FDir
Using [7, Lemma 3.6℄, we infer :
Vτ (Ω) ⊂ H1(Ω,C)×H1(Ω, S2).
Then, let us state a lemma onerning the minimization set :
Lemma 5.9 Vτ (Ω) is weakly ompat in H1(Ω,C)×H1(Ω, S2).
Proof.
This is enough to prove that V τ (Ω, S2) is weakly ompat in H1(Ω, S2). Let
(nj) a weakly onvergent sequene of V τ (Ω, S2) ; we denote by n∞ its limit.
By ompat injetion, we dedue that there exists a subsequene suh that n
j
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strongly onverges to n
∞
in L2(Ω) and so nj pointwise onverges to n∞ up to
another extration. Thus, we have |n∞| = 1. The trae of n∞ on ∂Ω is well
dened as a element of H−1/2(∂Ω). Moreover, we an write : nj|∂Ω = n
Qj
τ |∂Ω
for some Qj ∈ SO(3). Up to another subsequene extration, we an assume
that Qj tends to Q∞ ∈ SO(3). Thus, we get that nj|∂Ω uniformly onverges
to n
Q∞
τ |∂Ω.

We an now infer the existene of minimizers. We oberve that (3.20), (3.21),
(3.22), (3.23) and (2.6) still hold and thus, any mimimizing sequene (ψj ,nj)
is bounded in H1(Ω,C) × H1(Ω, S2). With the previous lemma, after a
subsequene extration, we an assume that (ψj,nj) onverges to (ψ∞,n∞) ∈
Vτ (Ω) and the onlusion is standard.
Remark 5.10.
We observe that W (Ω) ⊂ Vτ (Ω) and so Lemma 1.1 and the inequalities
(3.20), (3.21), (3.22) and (3.23) are still true for FDir.

5.4 Energy estimate : proof of Theorem 1.6
Let (ψ,n) be a minimizer of FDir. By our hoie of the domain of the
funtional FDir, there exists nQτ suh that n|∂Ω = nQτ |∂Ω. Then, we get by
Proposition 5.3 :
‖n−nQτ ‖2L2(Ω) ≤
1
µ1τ
(
‖∇ · (n− nQτ )‖2L2(Ω) + ‖∇ × (n− nQτ ) + τ(n− nQτ )‖2L2(Ω)
)
.
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We infer that :
‖n− nQτ ‖2L2(Ω) ≤
1
µ1τ
(
‖∇ · n‖2L2(Ω) + ‖∇ × n+ τn‖2L2(Ω)
)
.
By (3.20) and (3.21), we have :
‖n− nQτ ‖2L2(Ω) ≤
1
µ1τ
(
g˜(q, τ, κ)
K1
+
g˜(q, τ, κ)
K2
)
≤ 2g˜(q, τ, κ)
min(K1, K2)µ1τ
.
In addition, we have :
FDir(ψ,n) ≥ F(ψ,nQτ )−2q‖(i∇+qnQτ )ψ‖L2(Ω)‖(n−nQτ )ψ‖L2(Ω)+q2‖(n−nQτ )ψ‖2L2(Ω).
Moreover, we reall that ‖ψ‖∞ ≤ 1 ; so, writing that :
‖(i∇ + qnQτ )ψ‖L2(Ω) ≤ ‖(i∇ + qn)ψ‖L2(Ω) + q‖n− nQτ ‖L2(Ω),
we dedue from Lemma 3.3 :
FDir(ψ,n) ≥ g(q, τ, κ)− 2qκ|Ω|1/2‖n− nQτ ‖L2(Ω) − q2‖n− nQτ ‖2L2(Ω)
and Theorem 1.6 is proved, with
c1(q, τ, κ) = qκ
(
2g˜(q, τ, κ)
Kµ1τ
)1/2
and c2(q, τ, κ) =
2|Ω|q2g˜(q, τ, κ)
Kµ1τ
. (5.32)
Combining this result with [11, Theorem 7.5℄ and Proposition 5.6, we get an
asymptotis when τ tends to 0 :
Proposition 5.11 For all q0, κ0 > 0 and c0 > 0, there exists C(q0, κ0, c0) > 0
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and τ0 > 0, if (K1, K2, q, τ, κ) satises 0 ≤ q ≤ q0, 0 ≤ κ ≤ κ0, 0 ≤ τ ≤ τ0
and K1, K2 ≥ c0, then
∣∣∣∣EDir(K1, K2, q, τ, κ) + κ
2|Ω|
2
∣∣∣∣ ≤ C(q0, κ0, c0)τ.
5.5 Nematiity/Smetiity of minimizers
This setion deals with the proof of Theorem 1.7.
Smetiity for κ2 > µ∗(q, τ)
As a onsequene of (1.1), we observe that, without ondition on K1 and K2,
we have :
EDir(K1, K2, q, τ, κ) < 0.
Consequently, in this ase, the minimizers (ψ,n) are smeti phases.
We are now interested in the onverse regime.
Nematiity for κ2 < µ∗(q, τ) : proof of Theorem 1.7
Let (ψ,n) be a minimizer of FDir. With the Cauhy-Shwarz inequality, we
get :
∫
Ω
|(i∇+ qn)ψ|2dx ≥ ‖(i∇+ qnQτ )ψ‖2L2(Ω)
− 2q‖(i∇+ qnQτ )ψ‖L2(Ω)‖(n− nQτ )ψ‖L2(Ω) + q2‖(n− nQτ )ψ‖2L2(Ω).
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With Lemma 3.3, we observe that :
‖(i∇ + qnQτ )ψ‖L2(Ω) ≤ ‖(i∇+ qn)ψ‖L2(Ω) + q‖(n− nQτ )ψ‖L2(Ω)
≤ κ‖ψ‖L2(Ω) + q‖(n− nQτ )ψ‖L2(Ω).
Then, the analysis is exatly the same as in Setion 3 and, if ψ 6= 0, this
leads to :
κ2−µ∗(q, τ)+2C(Ω)qκ√1 + κ‖n−nQτ ‖H1(Ω)+C(Ω)2q2(1+κ)‖n−nQτ ‖2H1(Ω) ≥ 0.
But, we have, by Proposition 5.4 :
‖n− nQτ ‖2H1(Ω) ≤ C(Ω)
(
1 +
τ 2
µ1τ
)(
‖∇ · n‖2L2(Ω) + ‖∇ × n + τn‖2L2(Ω)
)
.
≤ C(Ω)
(
1 +
τ 2
µ1τ
)(
2g˜(q, τ, κ)
K
)
,
where K = min(K1, K2). Considering the seond degree trinomial whih
appears, we get that for some C(Ω) > 0, if
1
K
≤ C(Ω)
√
µ∗(q, τ)− κ
q(1 + κ)1/2g˜(q, τ, κ)1/2
(
1 + τ
2
µ1τ
)1/2 ,
then a ontradition follows and Theorem 1.7 is proved.
Case when κ2 = µ∗(q, τ)
The following lemma is a onsequene of the Euler-Lagrange equations :
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Lemma 5.12 For all (ψ,n) minimizer of FDir, we have :
∫
Ω
|(i∇+ qn)ψ|2dx = κ2
(∫
Ω
|ψ|2dx−
∫
Ω
|ψ|4dx
)
.
Thus, we nd :
κ2(‖ψ‖2L2 − ‖ψ‖4L4) ≥ ‖(i∇+ qnQτ )ψ‖2L2(Ω)
− 2q‖(i∇+ qnQτ )ψ‖L2(Ω)‖(n− nQτ )ψ‖L2(Ω) + q2‖(n− nQτ )ψ‖2L2(Ω).
With the Cauhy-Shwarz inequality, we obtain :
−κ2‖ψ‖4L4 + 2qκ‖ψ‖L2‖ψ‖L4‖n− nQτ ‖H1(Ω) + q2‖n− nQτ ‖2H1(Ω)‖ψ‖2L4 ≥ 0.
Notiing that ‖ψ‖L2(Ω) ≤ |Ω|1/2‖ψ‖L4(Ω) and assuming that ψ 6= 0, we infer :
‖ψ‖2L4 ≤
2qκ|Ω|1/2 + q2‖n− nQτ ‖H1(Ω)
κ2
‖n− nQτ ‖H1(Ω).
Consequently, we have proved the following proposition :
Proposition 5.13 There exists C(Ω) > 0 suh that for all (q, τ, κ) satisfying
κ2 = µ∗(q, τ) and (5.26), there exists c4(q, τ, κ) > 0 s.t we have for any
minimizer (ψ,n) of FDir :
‖ψ‖L4(Ω) ≤ C(Ω)c4(q, τ, κ)
K1/4
,
where
c4(q, τ, κ) =
q1/2g˜(q, τ, κ)1/4
κ1/2
(
1 +
τ 2
µ1τ
)1/4
.
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A Desription of C(τ )
In this setion, we wish to give a new proof (oming from disussions with
François Alouges) of the following proposition (see [2, Lemma 3℄) :
Proposition A.1 Denoting by SO(3) the group of the rotations of R3 and
dening, for τ > 0 :
nτ (x1, x2, x3) =
t(cos(τx3), sin(τx3), 0),
we have :
C(τ) = {Qnτ (tQ), Q ∈ SO(3)},
where, for all x ∈ Ω :
nτ (
tQ)(x) = nτ (
tQx).
So, we are interested in the equation :
∇× n + τn = 0 with n ∈ L2(Ω, S2). (A.33)
Rank of the Jaobian
The following lemma is onsequene of [2℄ :
Lemma A.2 Any solution n ∈ H1(Ω, S2) of (A.33) (with τ 6= 0) is analyti
and veries rg(∇xn) = 1 for all x ∈ Ω.
Loal solution
The onstant rank Theorem implies that there exists φ and ψ two C1-dieomorphisms
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in a neighborhood of (0, 0, 0) suh that :
n(ψ(X1, X2, X3)) = φ(0, 0, X3).
Thus, after diereniation, we an write loally for p and q C∞ funtions :
∇n = τp⊗ q,
with |p| = 1 ; let us notie that we annot a priori assume that |q| = 1. As
n is in ker(∇n), we get n · p = n · q = 0. As
div(n) = τp · q = 0
and
τ 2 = |∇n|2 = τ 2|q|2,
we nd that (p, q, n) is an orthonormal basis.
We reall that :
div(∇n) = ∆n = −τ 2n
and we have for all j :
div(pjq) = pjdiv(q) +∇pjq. (A.34)
Thus, multiplying by pj , summing and remembering that n · p = 0 and
|p|2 = 1, we nd
div(q) = 0.
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We now observe that ∇× (pjq) = 0 for all j and that :
∇× (pjq) = ∇pj × q + pj∇× q. (A.35)
One multiplies by pj , sums and nd :
∇× q = 0.
We onlude that ∆q = 0. Taking the salar produt with q and notiing
that |q| = 1, we nd |∇q|2 = 0 and q is onstant.
End of the proof
We are redued to searh a loal solution of
∇× n+ τn = 0
with n orthogonal to a onstant diretion ; and this is easy to see that suh
solutions an be expressed as :
n = Qnτ (
tQ),
where Q denotes a rotation. Indeed, we may assume that this orthogonal
diretion is e3. Then we an write n = (n1, n2, 0). The equation (A.33)
beomes : 

−∂3n2 + τn1 = 0
∂3n1 + τn2 = 0
∂1n2 − ∂2n1 = 0
.
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We dedue that :
∂23ni + τ
2ni = 0,
for i ∈ {1, 2} and we nd that n = nτ . Then, by analyity, we get :
n = Qnτ (
tQ).
Case when τ = 0
In this subsetion, we just want to show that the properties of C(0) are very
dierent from the one of C(τ) with τ > 0. We wish to study the equation :
∇×n = 0 with n ∈ H1(Ω, S2). If we look at the result in the ase where τ > 0,
it would suggest a family of (onstant) solutions : {Qe3, Q ∈ SO3} = S2. We
prove here that this set doesn't ontain all the solutions.
For a /∈ Ω, we let na(x) = x− a|x− a| . It is lear that na ∈ C
∞(Ω, S2). Using the
formula :
∇× αu = ∇α× u+ α∇× u,
we nd :
∇× na = − x− a|x− a|3 × (x− a) +
1
|x− a|∇ × (x− a) = 0.
Consequently, na is an element of C(0).
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