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Typechecking consists of statically verifying whether the output of an XML transformation
always conforms to an output type for documents satisfying a given input type. In this
general setting, both the input and output schema as well as the transformation are part
of the input for the problem. However, scenarios where the input or output schema can be
considered to be ﬁxed, are quite common in practice. In the present work, we investigate
the computational complexity of the typechecking problem in the latter setting.
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1. Introduction
In a typical XMLdata exchange scenario on theweb, a user community creates a common schema and agrees onproducing
only XML data conforming to that schema. This raises the issue of typechecking: verifying at compile time that every XML
document which is the result of a speciﬁed query or document transformation applied to a valid input document satisﬁes
the output schema [33,34].
The typechecking problem is determined by three parameters: the classes of allowed input and output schemas, and
the class of XML-transformations. As typechecking quickly becomes intractable [2,23,26], we focus on simple but prac-
tical XML transformations where only little restructuring is needed, such as, for instance, in ﬁltering of documents. In
this connection, we think, for example, of transformations that can be expressed by structural recursion [8] or by a top-
down fragment of XSLT [5]. As is customary, we abstract such transformations by unranked tree transducers [19,23].
As schemas, we adopt the usual document type deﬁnitions (DTDs) and their robust extensions: regular tree languages
[26,17] or, equivalently, specialized DTDs [29,3]. The latter serve as a formal model for XML Schema [31].
Our work should be contrasted with the work on general-purpose XML programming languages like XDuce [14] and
CDuce [4] where the programmer adds redundant type annotation to facilitate typechecking. In our setting no types have to
be given by the programmer to capture the behavior of the various rules constituting a translation.
The typechecking scenario outlined above is very general: both the schemas and the transducer are determined to be
part of the input. However, for some exchange scenarios, it makes sense to consider the input and/or output schema to
 An extended abstract of a part of this paper appeared as Section 3 in Ref. [22] in the ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database
Systems, 2004.
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be ﬁxed when transformations are always from within and/or to a speciﬁc community. Therefore, we revisit the various
instances of the typechecking problem considered in [23] and determine the complexity in the presence of ﬁxed input
and/or output schemas. The main goal of this paper is to investigate to which extent the complexity of the typechecking
problem is lowered in scenarios where the input and/or output schema is ﬁxed. An overview of our results is presented in
Table 2.
The remainder of the paper is organized as follows. In Section 2, we discuss related work. In Section 3, we provide the
necessary deﬁnitions. In Section 4, we discuss typechecking in the restricted settings of ﬁxed output and/or input schemas.
The results are summarized in Table 2. We obtain several new cases for which typechecking is in polynomial time: (i) when
the input schema is ﬁxed and the schemas are DTDs with SL-expressions; (ii) when the output schema is ﬁxed and the
schemas are DTDs with NFAs; and (iii) when both the input and output schemas are ﬁxed and the schemas are DTDs using
DFAs, NFAs, or SL-expressions. We conclude in Section 5.
2. Related work
The research on typechecking XML transformations was initiated by Milo, Suciu, and Vianu [26]. They obtained the
decidability for typechecking of transformations realized by k-pebble transducers via a reduction to satisﬁability of monadic
second-order logic. Unfortunately, in this general setting, the latter non-elementary algorithm cannot be improved [26].
Interestingly, typechecking of k-pebble transducers has recently been related to typechecking of compositions of macro tree
transducers [12]. Alon et al. [1,2] investigated typechecking in the presence of data values and show that the problem quickly
turns undecidable. As our interest lies in formalisms with a more manageable complexity for the typechecking problem, we
choose to work with XML transformations that are much less expressive than k-pebble transducers and that do not change
or use data values in the process of transformation.
A problem related to typechecking is type inference [25,29]. This problem consists in constructing a tight output schema,
given an input schema and a transformation. Of course, solving the type inference problem implies a solution for the
typechecking problem, namely, checking containment of the inferred schema into the given one. However, characterizing
output languagesof transformations is quitehard [29]. For this reason,weadoptdifferent techniques for obtaining complexity
upper bounds for the typechecking problem.
The transducers considered in thepresentpaperare restrictedversionsof theDTL-programs, studiedbyManethandNeven
[19]. They already obtained a non-elementary upper bound on the complexity of typechecking (due to the use of monadic
second-order logic in the deﬁnition of the transducers). Recently, Maneth et al. considered the typechecking problem for an
extension of DTL-programs and obtained that typechecking was still decidable [20]. Their typechecking algorithm, like the
one of [26], is based on inverse type inference. That is, they compute the pre-image of all ill-formed output documents and
test whether the intersection of the pre-image and the input schema is empty. Tozawa considered typecheckingwith respect
to tree automata for a fragment of top-down XSLT [35]. He uses a more general framework, but he was not able to derive a
bound better than double-exponential on the complexity of his algorithm.
Martens and Neven investigated polynomial time fragments of the typechecking problem by putting syntactical restric-
tions on the tree transducers, and making them as general as possible [24]. Here, tractability of the typechecking problem is
obtained by bounding the deletion path width of the tree transducers. The deletion path width is a notion that measures the
number of times that a tree transducer copies part of its input. In particular, it also gives rise to tractable fragments of the
typechecking problem where the transducer is allowed to delete in a limited manner.
3. Preliminaries
In this section, we provide the necessary background on trees, automata, and tree transducers. In the following, always
denotes a ﬁnite alphabet.
ByNwe denote the set of natural numbers. A string w = a1, . . . ,an is a ﬁnite sequence of -symbols. The set of positions,
or the domain, of w is Dom(w) = {1, . . . ,n}. The length of w, denoted by |w|, is n. The label ai of position i in w is denoted by
labw(i). The size of a set S, is denoted by |S|.
As usual, a non-deterministic ﬁnite automaton (NFA) over  is a tuple N = (Q ,,δ,I,F) where Q is a ﬁnite set of states,
δ : Q ×  → 2Q is the transition function, I ⊆ Q is the set of initial states, and F ⊆ Q is the set of ﬁnal states. A run ρ on N for
a string w ∈ * is a mapping from Dom(w) to Q such that ρ(1) ∈ δ(q,labw(1)) for q ∈ I, and for i = 1, . . . ,|w| − 1, ρ(i + 1) ∈
δ(ρ(i),labw(i + 1)). A run is accepting if ρ(|w|) ∈ F . A string is accepted if there is an accepting run. The language accepted by
N is denoted by L(N). The size of N is deﬁned as |Q | + || +∑q∈Q ,a∈ |δ(q,a)|.
A deterministic ﬁnite automaton (DFA) is an NFA where (i) I is a singleton and (ii) |δ(q,a)| 1 for all q ∈ Q and a ∈ .
3.1. Trees and hedges
It is common to view XML documents as ﬁnite trees with labels from a ﬁnite alphabet. Fig. 1a and b give an example of
an XML document together with its tree representation. Of course, elements in XML documents can also contain references
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Fig. 1. An example of an XML document and its tree representation. (a) An example XML document. (b) Its tree representation with data values.
to nodes. But, as XML schema languages usually do not constrain these nor the data values at leaves, it is safe to view schemas
as simply deﬁning tree languages over a ﬁnite alphabet. In the rest of this section, we introduce the necessary background
concerning XML schema languages.
The set of unranked -trees, denoted by T , is the smallest set of strings over  and the parenthesis symbols “(” and “)”
such that ε in T and, for a ∈  andw ∈ T*, a(w) is in T . So, a tree is either ε (empty) or is of the form a(t1, . . . ,tn)where each
ti is a tree. When we write a(t1, . . . ,tn), we implicitly assume that each ti is non-empty. In the tree a(t1, . . . ,tn), the subtrees
t1, . . . ,tn are attached to a root labeled a. We write a rather than a(). Note that there is no a priori bound on the number
of children of a node in a -tree; such trees are therefore unranked. For every t ∈ T , the set of tree-nodes of t, denoted by
Dom(t), is the set deﬁned as follows:
(i) if t = ε, then Dom(t) = ∅; and,
(ii) if t = a(t1, . . . ,tn), where each ti ∈ T , then Dom(t) = {ε} ∪
⋃n
i=1{iu | u ∈ Dom(ti)}.
Fig. 2a contains a tree in which we annotated the nodes between brackets. Observe that the n child nodes of a node u are
always u1, . . . ,un, from left to right. The label of a node u in the tree t = a(t1, . . . ,tn), denoted by labt(u), is deﬁned as follows:
(i) if u = ε, then labt(u) = a; and,
(ii) if u = iu′, then labt(u) = labti (u′).
We deﬁne the depth of a tree t, denoted by depth(t), as follows: if t = ε, then depth(t) = 0; and if t = a(t1, . . . ,tn), then
depth(t) = max{depth(ti) | 1 i  n} + 1. In the sequel, whenever we say tree, we always mean -tree. A tree language is a
set of trees.
A hedge is a ﬁnite sequence of trees. Hence, the set of hedges, denoted byH , equals T * . For every hedge h ∈ H , the set
of hedge-nodes of h, denoted by Dom(h), is the subset ofN* deﬁned as follows:
(i) if h = ε, then Dom(h) = ∅; and,
(ii) if h = t1, . . . ,tn and each ti ∈ T , then Dom(h) =
⋃n
i=1{iu | u ∈ Dom(ti)}.
The label of a node u = iu′ in the hedge h = t1, . . . ,tn, denoted by labh(u), is deﬁned as labh(u) = labti (u′). Note that the set of
hedge-nodes of a hedge consisting of one tree is different from the set of tree-nodes of this tree. For example: if the tree in
Fig. 2a were to represent a single-tree hedge, it would have the set of hedge-nodes {1,11,12,13,111,112,121,122,131,132,133},
as shown in Fig. 2b. The depth of the hedge h = t1, . . . ,tn, denoted by depth(h), is deﬁned as max{depth(ti) | i = 1, . . . ,n}.
For a hedge h = t1, . . . ,tn, we denote by top(h) the string obtained by concatenating the root symbols of all tis, that is,
labt1 (ε), . . . ,labtn (ε).
In the sequel, we adopt the following conventions: we use t,t1,t2, . . . to denote trees and h,h1,h2, . . . to denote hedges.
Hence, when we write h = t1, . . . ,tn we tacitly assume that all ti’s are trees.
W. Martens et al. / Information and Computation 206 (2008) 806–827 809
Fig. 2. The document of Fig. 1 without data values, viewed as a tree and as a hedge. (a) The tree of Fig. 1b without data values. The nodes are annotated
next to the labels, between brackets. (b) Tree of (a) viewed as a hedge. The nodes are annotated next to the labels, between brackets.
3.2. DTDs and tree automata
We use extended context-free grammars and tree automata to abstract from DTDs and the various proposals for XML
schemas. We parameterize the deﬁnition of DTDs by a class of representations M of regular string languages such as, for
instance, the class ofDFAs (deterministic ﬁnite automata) orNFAs (non-deterministic ﬁnite automata). ForM ∈ M, wedenote
by L(M) the set of strings accepted byM. We then abstract DTDs as follows.
Deﬁnition 1. Let M be a class of representations of regular string languages over . A DTD is a tuple (d,sd) where d is a
function that maps -symbols to elements of M and sd ∈  is the start symbol.
For convenience of notation,wedenote (d,sd) by d and leave the start symbol sd implicitwhenever this cannot give rise to con-
fusion. A tree t satisﬁes d if (i) labt(ε) = sd and, (ii) for every u ∈ Dom(t) with n children, labt(u1), . . . ,labt(un) ∈ L(d(labt(u))).
We denote the set of trees satisfying d by L(d).
Given a DTD d, we say that a -symbol a occurs in d(b) when there exist -strings w1 and w2 such that w1aw2 ∈ L(d(b)).
We say that a occurs in d if a occurs in d(b) for some b ∈ .
We denote by DTD(M) the class of DTDs where the regular string languages are represented by elements of M. The size
of a DTD is the sum of the sizes of the elements of M used to represent the function d.
Example 2. The following DTD (d,store) is satisﬁed by the tree in Fig. 2a:
d(store) = dvd dvd*
d(dvd) = title price (discount + ε)
This DTD deﬁnes the set of trees where the root is labeled with “store”; the children of “store” are all labeled with “dvd”;
and every “dvd”-labeled node has a “title”, “price”, and an optional “discount” child.
In some cases, our algorithms are easier to explain on well-behaved DTDs as considered next. A DTD d is reduced if, for
every symbol a that occurs in d, there exists a tree t ∈ L(d) and a node u ∈ Dom(t) such that labt(u) = a. Hence, for example,
the DTD (d,a) where d(a) = a is not reduced. Reducing a DTD(DFA) is in ptime, while reducing a DTD(SL) is in conp(see the
Appendix A, Corollary 30). Here, SL is a logic as deﬁned next. Basically, reducing a DTD amounts to recursively deleting all
symbols deﬁning the empty language, and deleting all symbols that cannot be reached from the start symbol.
To deﬁne unordered languages, we make use of the speciﬁcation language SL studied in [28] and also used in [1,2]. The
syntax of this language is as follows:
Deﬁnition 3. For every a ∈  and natural number i, a=i and ai are atomic SL-formulas; “true” is also an atomic SL-formula.
Every atomic SL-formula is an SL-formula and the negation, conjunction, and disjunction of SL-formulas are also SL-formulas.
A stringw over satisﬁes an atomic formula a=i if it has exactly i occurrences of a;w satisﬁes ai if it has at least i occurrences
of a. Furthermore, “true” is satisﬁed by every string. Satisfaction of Boolean combinations of atomic formulas is deﬁned in
the obvious way.1 By w |= φ, we denote that w satisﬁes the SL-formula φ.
1 The empty string is obtained as
∧
a∈ a=0 and the empty set as ¬ true.
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Fig. 3. Illustrations for Example 5. (a) The tree t. (b) Graphical representation of the run r of B on t.
As an example, consider the SL-formula ¬(discount1 ∧ ¬price1). This expresses the constraint that a discount can only
occur when a price occurs. The size of an SL-formula is the number of symbols that occur in it, that is, -symbols, logical
symbols, and numbers (every i in a=i or ai is written in binary notation).
We recall the deﬁnition of non-deterministic tree automata from [6]. We refer the unfamiliar reader to [27] for a gentle
introduction. Such automata are sometimes also called ‘hedge automata’.
Deﬁnition 4. A non-deterministic tree automaton (NTA) is a 4-tuple B = (Q ,,δ,F), where Q is a ﬁnite set of states, F ⊆ Q is
the set of ﬁnal states, and δ : Q ×  → 2Q* is a function such that δ(q,a) is a regular string language over Q for every a ∈ 
and q ∈ Q .
For simplicity, we often denote the regular languages in B’s transition function by regular expressions.
A run of B on a tree t is a labeling λ : Dom(t) → Q such that, for every v ∈ Dom(t) with n children, λ(v1), . . . ,λ(vn) ∈
δ(λ(v),labt(v)). Note that, when v has no children, the criterion reduces to ε ∈ δ(λ(v),labt(v)). A run is accepting if the root is
labeled with an accepting state, that is, λ(ε) ∈ F . A tree is accepted if there is an accepting run. The set of all accepted trees
is denoted by L(B) and is called a regular tree language.
A tree automaton is bottom-up deterministic if, for all q,q′ ∈ Q with q /= q′ and a ∈ , δ(q,a) ∩ δ(q′,a) = ∅. We denote the set
of bottom-up deterministic NTAs by DTA.
Example 5. We give a bottom-up deterministic tree automaton B = (Q ,,δ,F) which accepts the parse trees of well-formed
Boolean expressions that are true. Here, the alphabet  is {∧, ∨ ,¬,true,false}. The states set Q contains the states qtrue and
qfalse, and the accepting state set F is the singleton {qtrue}. The transition function of B is deﬁned as follows:
• δ(qtrue, true) = ε. We assign the state qtrue to leafs with label “true”.
• δ(qfalse, false) = ε. We assigns the state qfalse to leafs with label “false”.
• δ(qtrue, ∧) = qtrueq*true.
• δ(qfalse, ∧) = (qtrue + qfalse)*qfalse(qtrue + qfalse)*.
• δ(qtrue, ∨) = (qtrue + qfalse)*qtrue(qtrue + qfalse)*.
• δ(qfalse, ∨) = qfalseq*false.• δ(qtrue, ¬) = qfalse.
• δ(qfalse, ¬) = qtrue.
Consider the tree t depicted in Fig. 3a. The unique accepting run r of B on t can be graphically represented as shown in
Fig. 3b. Formally, the run of B on t is the function λ : Dom(t) → Q : u → labr(u)mapping a node of t to its label in r. Note that
B is a DTA.
As for DTDs, we parameterize NTAs by the formalism used to represent the regular languages in the transition functions
δ(q,a). So, for a class of representations of regular languagesM, we denote by NTA(M) the class of NTAs where all transition
functions are represented by elements ofM. The size of an automaton B then is |Q | + || +∑q∈Q ,a∈ |δ(q,a)|. Here, by |δ(q,a)|,
we denote the size of the automaton accepting δ(q,a). Unless explicitly speciﬁed otherwise, δ(q,a) is always represented by
an NFA.
In our proofs, we will use reductions from the following decision problems for string automata:
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Emptiness: Given an automaton A, is L(A) = ∅?
Universality: Given an automaton A, is L(A) = *?
Intersection emptiness: Given the automata A1, . . . ,An, is L(A1) ∩ · · · ∩ L(An) = ∅?
The corresponding decision problems for tree automata are deﬁned analogously.
In the Appendix A, we show that the following statements hold over the alphabet {0,1} (Corollary 23). These proofs are
only minor modiﬁcations of the unrestricted alphabet cases. We provide the proofs to make the paper self-contained.
(1) Intersection emptiness of an arbitrary number of DFAs is pspace-hard.
(2) Universality of NFAs is pspace-hard.
Over the alphabet {0,1,0′,1′}, the following statement holds:
(3) Intersection emptiness of an arbitrary number of TDBTAs is exptime-hard.
TDBTA stands for top-down deterministic binary tree automaton. These are deﬁned in Section 4.1.
3.3. Transducers
We adhere to transducers as a formal model for simple transformations corresponding to structural recursion [8] and a
fragmentof top-downXSLT.As in [26], theabstraction focusesonstructure rather thanoncontent. That is, our tree transducers
only restructure trees. Their operation does not depend on the actual data values present in a tree. We next deﬁne the tree
transducers used in this paper. To simplify notation, we restrict ourselves to one alphabet. That is, we consider transducers
mapping -trees to -trees.2
For a set Q , denote by H(Q ) (respectively, T(Q )) the set of -hedges (respectively, trees) where leaf nodes are labeled
with elements from  ∪ Q instead of only .
Deﬁnition 6. A tree transducer is a 4-tuple T = (Q ,,q0,R), whereQ is a ﬁnite set of states, is the input and output alphabet,
q0 ∈ Q is the initial state, and R is a ﬁnite set of rules of the form (q,a) → h, where a ∈ , q ∈ Q , and h ∈ H(Q ). When q = q0,
h is restricted to be either empty, or consist of only one tree with a-symbol as its root label. Transducers are required to be
deterministic: for every pair (q,a), there is at most one rule in R.
The restriction on rules with the initial state ensures that the output is always a tree rather than a hedge. Also, notice that
our transducers are not required to be total.
The translation deﬁned by a tree transducer T = (Q ,,q0,R) on a tree t in state q, denoted by Tq(t), is inductively deﬁned
as follows: if t = ε then Tq(t) = ε; if t = a(t1, . . . ,tn) and there is a rule (q,a) → h ∈ R then Tq(t) is obtained from h by replacing
every node u in h labeled with state p by the hedge Tp(t1), . . . ,T
p(tn). Note that such nodes u can only occur at leaves. So, h is
only extended downwards. If there is no rule (q,a) → h ∈ R then Tq(t) = ε. Finally, the transformation of t by T , denoted by
T(t), is deﬁned as Tq
0
(t), interpreted as a tree.
For a ∈ , q ∈ Q and (q,a) → h ∈ R, we denote h by rhs(q,a). If q and a are not important, we say that h is an rhs. The size
of T is |Q | + || +∑q∈Q ,a∈ |rhs(q,a)|, where |rhs(q,a)| denotes the number of nodes in rhs(q,a). In the sequel, we always use
p,p1,p2, . . . and q,q1,q2, . . . to denote states.
Letqbeastateof tree transducerT anda ∈ . Fora stringw = a1, . . . ,an,wedeﬁnetop(Tq(w)) = top(Tq(a1)), . . . ,top(Tq(an)).
We give an example of a tree transducer:
Example 7. Let T = (Q ,,p,R) where Q = {p,q},  = {a,b,c,d,e}, and R contains the rules
(p,a) → d(e) (p,b) → d(q)
(q,a) → c p (q,b) → c(p q)
Note that the right-hand side of (q,a) → c p is a hedge consisting of two trees, while the other right-hand sides consist of
only one tree.
Our tree transducers can be implemented as XSLT programs in a straightforward way. For instance, the XSLT program
equivalent to the above transducer is given in Fig. 4 (we assume the program is started in mode p).
A comparison with ordinary tree transducers is given in [23].
Example 8. Consider the tree t shown in Fig. 5a. In Fig. 5b we give the translation of t by the transducer of Example 7. In
order to keep the example simple, we did not list Tq(ε) and Tp(ε) explicitly in the process of translation.
We discuss two important features of tree transducers: copying and deletion. In Example 7, the rule (q,b) → c(p q) copies
the children of the current node in the input tree twice: one copy is processed in state p and the other in state q. The symbol
2 In general, of course, one can deﬁne transducers where the input alphabet differs from the output alphabet.
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Fig. 4. The XSLT program equivalent to the transducer of Example 7.
c is the parent node of the two copies. So, one could say that the current node is translated in the new parent node labeled
c. The rule (q,a) → c p copies the children of the current node only once. However, no parent node is given for this copy.
So, there is no node in the output tree that can be interpreted as the translation of the current node in the input tree. We
therefore say that it is deleted. For instance, Tq(a(b)) = c d where d corresponds to b and not to a.
We deﬁne some relevant classes of transducers. A transducer is non-deleting if no states occur at the top-level of an rhs.We
denote by Tnd the class of non-deleting transducers and by Td the class of transducers wherewe allow deletion. Furthermore,
a transducer T has copying width k if there are at most k occurrences of states in every sequence of siblings in an rhs. More
formally, T has copying width k if, for each rhs r of T , and each sequence s of siblings3 in r, only k nodes in s are labeled with
some state of T . For instance, the transducer in Example 7 has copyingwidth 2. Given a natural number k, whichwewill leave
implicit, we denote by Tbc the class of transducers of copying width k. The abbreviation “bc” stands for bounded copying. We
denote intersections of these classes by combining the indexes. For instance, Tnd,bc is the class of non-deleting transducers
with bounded copying. When we want to emphasize that we also allow unbounded copying in a certain application, we
write, for instance, Tnd,uc instead of Tnd.
At this point, one may be tempted to think that Td,bc transformations are at least as strong as Tnd,uc transformations.
However, this is not the case in general, as the following abstract example shows. For each natural number n, there exists
a transducer in Tnd,uc that transforms the input tree a(b) into the output tree a(b · · · b), where the a-labeled node in the
output has n b-labeled children. This, however, is not possible with Td,bc transducers. Let k be the maximum copying width
of the Td,bc transducers. Then, after reading the root symbol of a(b), a transducer in Td,bc can either make up to k copies of
the b-labeled node, or it can delete the b-labeled node and stop computation. Hence, such Td,bc transducers cannot produce
output trees a(b · · · b), where the a-labeled node has n b-labeled children, for arbitrarily large n.
3.4. The typechecking problem
Deﬁnition 9. A tree transducer T typecheckswith respect to to an input tree language Sin and an output tree language Sout,
if T(t) ∈ Sout for every t ∈ Sin.
We now deﬁne the problem central to this paper.
3 That is, all nodes in s have the same parent, or all nodes in s have no parent.
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Fig. 5. A tree and its translation. (a) The tree t of Example 8. (b) The translation of t by the transducer T of Example 7.
Table 1
Results of [23] (upper and lower bounds)
NTA DTA DTD(NFA) DTD(DFA) DTD(SL)
d,uc exptime exptime exptime exptime exptime
nd,uc exptime exptime pspace pspace conp
nd,bc exptime
In exptime
pspace-hard
pspace ptime conp
The top row shows the representation of the input and output schemas and the left column shows the class of tree transducer: “d”, “nd”, “uc”, and “bc”
stand for “deleting”, “non-deleting”, “unbounded copying”, and “bounded copying”, respectively.
Deﬁnition 10. Given Sin, Sout, and T , the typechecking problem consists in verifying whether T typechecks with respect to Sin
and Sout.
We parameterize the typechecking problem by the kind of tree transducers and tree languages we allow. Let T be a
class of transducers and S be a representation of a class of tree languages. Then TC[T ,S] denotes the typechecking problem
where T ∈ T and Sin,Sout ∈ S . Examples of classes of tree languages are those deﬁned by tree automata or DTDs. Classes of
transducers are discussed in the previous section. The complexity of the problem is measured in terms of the sum of the
sizes of the input and output schemas Sin and Sout and the transducer T .
Table 1 summarizes the results obtained in [23]. Unless speciﬁed otherwise, all problems are complete for thementioned
complexity classes. In the setting of [23], typechecking is only tractable when restricting to non-deleting and bounded
copying transducers in the presence of DTDs with DFAs.
Recall that, in this article,we are interested in variants of the typechecking problemwhere the input and/or output schema
is ﬁxed. We therefore introduce some notations that are central to the paper. We denote the typechecking problem where
the input schema, the output schema, or both are ﬁxed by TCi[T ,S], TCo[T ,S], and TCio[T ,S], respectively. The complexity
of these subproblems is measured in terms of the sum of the sizes of the input and output schemas Sin and Sout, and the
transducer T , minus the size of the ﬁxed schema(s).
4. Main results
As argued in the Introduction, it makes sense to consider the input and/or output schema not as part of the input for some
scenarios. From a complexity theory point of view, it is important to note here that the input and/or output alphabet then
also becomes ﬁxed. In this article, we revisit the results of [23] from that perspective.
The results are summarized in Table 2. As some results already follow from proofs in [23], we printed the results requiring
a new proof in bold. The entries where the complexity was lowered (assuming that the complexity classes in question are
different) are underlined. Again, all problems are complete for thementioned complexity classes unless speciﬁed otherwise.
We discuss the obtained results: for non-deleting transformations, we get three new tractable cases: (i) ﬁxed input
schema, unbounded copying, and DTD(SL)s; (ii) ﬁxed output schema, bounded copying and DTD(NFA)s; and, (iii) ﬁxed input
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Table 2
Complexities of the typechecking problem in the new setting (upper and lower bounds)
Fixed TT NTA DTA DTD(NFA) DTD(DFA) DTD(SL)
In, out, d,uc EXPTIME EXPTIME EXPTIME EXPTIME EXPTIME
In+out d,bc EXPTIME EXPTIME EXPTIME EXPTIME EXPTIME
In nd,uc EXPTIME EXPTIME PSPACE PSPACE in PTIME
nd,bc EXPTIME EXPTIME PSPACE NL in PTIME
Out nd,uc EXPTIME EXPTIME PSPACE PSPACE conp
nd,bc EXPTIME EXPTIME PTIME ptime conp
In+out nd,uc EXPTIME EXPTIME NL NL NL
nd,bc EXPTIME EXPTIME NL NL NL
The top row shows the representation of the input and output schemas, the leftmost column shows which schemas are ﬁxed, and the second column to
the left shows the class of tree transducer: “d”, “nd”, “uc”, and “bc” stand for “deleting”, “non-deleting”, “unbounded copying”, and “bounded copying”,
respectively. In the case of deleting transformations, the different possibilities are grouped as all complexities coincide.
and output, unbounded copying and all DTDs. It is striking, however, that in the presence of deletion or tree automata (even
deterministic ones) typechecking remains exptime-hard for all scenarios.
Mostly, we only needed to strengthen the lower bound proofs of [23].
4.1. Deletion: ﬁxed input schema, ﬁxed output schema, and ﬁxed input and output schema
The exptime upper bound for typechecking already follows from [23]. Therefore, it remains to show the lower bounds
for TCio[Td,bc ,DTD(DFA)] and TCio[Td,bc ,DTD(SL)], which we do in Theorem 11. In fact, if follows from the proof that the lower
bounds already hold for transducers with copying width 2.
We require the notion of top-downdeterministic binary tree automata in the proof of Theorem11. A binary tree automaton
(BTA) is a non-deterministic tree automaton B = (Q ,,δ,F) operating on binary trees. These are trees where every node has
zero, one, or two children. We assume that the alphabet is partitioned in internal labels and leaf labels. When a label a is
an internal label, the regular language δ(q,a) only contains strings of length one or two. When a is a leaf label, the regular
language δ(q,a) only contains the empty string. A binary tree automaton is top-down deterministic if (i) F is a singleton and,
(ii) for every q,q′ ∈ Q with q /= q′ and a ∈ , δ(q,a) contains atmost one string.We abbreviate “top-down deterministic binary
tree automaton” by TDBTA.
Theorem 11.
(1) TCio[Td,bc , DTD(DFA)] is exptime-complete; and
(2) TCio[Td,bc , DTD(SL)] is exptime-complete.
Proof. The exptime upper bound follows from Theorem 11 in [23]. We proceed by proving the lower bounds.
We give a logspacereduction from the intersection emptiness problem of an arbitrary number of top-down deterministic
binary tree automata (TDBTAs) over the alphabet = {0,1,0′,1′}. The intersection emptiness problemof TDBTAsover alphabet
{0,1,0′,1′} is known to be exptime-hard (cf. Corollary 23(3) in the Appendix A).
For i = 1, . . . ,n, letAi = (Qi,,δi,{starti}) be a TDBTA,with = {0,1,0′,1′}.Without loss of generality,we can assume that the
state setsQi are pairwise disjoint.We call 0 and 1 as internal labels and 0
′ and 1′ as leaf labels. In our proof, we use themarkers
‘’ and ‘r’ to denote that a certain node is a left or a right child. Formally, deﬁne  := {a | a ∈ } and r := {ar | a ∈ }. We
use symbols from  and r for the left and right children of nodes, respectively.
We now deﬁne a transducer T and two DTDs din and dout such that
⋂n
i=1 L(Ai) = ∅ if and only if T typechecks with respect
to din and dout. In the construction, we exploit the copying power of transducers to make n copies of the input tree: one for
each Ai. By using deleting states, we can execute each Ai on its copy of the input tree without producing output. When an Ai
does not accept, we output an error symbol under the root of the output tree. The output DTD should then only check that
an error symbol always appears. A bit of care needs to be taken, as a bounded copying transducer cannot make an arbitrary
number of copies of the input tree in the same rule. The transducer therefore goes through an initial copying phase where
it repeatedly copies part of the input tree twice, until there are (at least) n copies. The transducer remains in the copying
phase as long as it processes special symbols “#”. The input trees are therefore of the form as depicted in Fig. 6. In addition,
the transducer should verify that the number of #-symbols in the input equals log n.
The input DTD (din,s), which we will describe next, uses the alphabet  ∪ r ∪ {s,#}, and deﬁnes all trees of the form as
described in Fig. 6, where s and # are alphabet symbols, and every internal node of t (which is depicted in Fig. 6) has one or
two children. When a node is an only child, it is labeled with an element of . Otherwise, it is labeled with an element of
 or an element of r if it is a left child or a right child, respectively. In this way, the transducer knows whether a node is a
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Fig. 6. Structure of the trees deﬁned by the input schema in the proof of Theorem 11.
left or a right child by examining the label. The root symbol of t is labeled with a symbol from . Furthermore, all internal
nodes of t are labeledwith labels in {0,0r ,1,1r} and all leaf nodes are labeledwith labels in {0′,0′r ,1′,1′r}. As explained above,
we will use the sequence of #-symbols to make a sufﬁcient number of copies of t.
The input DTD (din,s) is deﬁned as follows:
• din(s) = # + 0 + 1;
• din(#) = # + 0 + 1;
• for each a ∈ {0,1,0r ,1r},
din(a) = (0 + 1 + 0′ + 1′) + (0 + 1 + 0′ + 1′)(0r + 1r + 0′r + 1′r); and,
• for each a ∈ {0′,1′,0′r ,1′r}, din(a) = ε.
Obviously, (din,s) can be expressed as a DTD(DFA). It can also be expressed as a DTD(SL), as follows
din(a) =
( ((
ϕ
[
0=1
]
∨ ϕ
[
1=1
]
∨ ϕ
[
(0′)=1
]
∨ ϕ
[
(1′)=1
]) )
⊕
( (
ϕ
[
0=1
]
∨ ϕ
[
1=1
]
∨ ϕ
[
(0′)=1
]
∨ ϕ
[
(1′)=1
])
∧
(
ϕ
[
0=1r
]
∨ ϕ
[
1=1r
]
∨ ϕ
[
(0′r)=1
]
∨ ϕ
[
(1′r)=1
]) ))
∧s=0 ∧ #=0
for every a ∈ {0,1,0r ,1r}, where
• ⊕ denotes the “exclusive or”;
• for every i ∈ {,r} and x ∈ {0i,1i,0′i,1′i}, ϕ[x=1] denotes the conjunction⎛
⎜⎝x=1 ∧ ∧
y∈{0i ,1i ,0′i ,1′i}\{x}
y=0
⎞
⎟⎠ .
Notice that the size of the SL-formula expressing din(a) is constant.
We construct a tree transducer T = (QT ,T ,qεcopy,RT ). The alphabet of T is T =  ∪ r ∪ {s,#,error,ok}. The state set
QT includes the set {q,qr | q ∈ Qi,i ∈ {1, . . . ,n}}. Furthermore, the transducer will use log n special copying states qjcopy to
make at least n copies of the input tree. To deﬁne QT formally, we ﬁrst introduce the notation D(k), for k = 0, . . . ,log n.
Intuitively, D(k) corresponds to the set of nodes of a complete binary tree of depth k + 1. For example, D(1) = {ε,0,1} and
D(2) = {ε,0,1,00,01,10,11}. The idea is that, if i ∈ D(k) \ D(k − 1), for k > 0, then i represents the binary encoding of a number
in {0, . . . ,2k − 1}. Formally, if k = 0, then D(k) = {ε}; otherwise, D(k) = D(k − 1) ∪⋃j=0,1{ij | i ∈ D(k − 1)}. The state set QT is
then the union of the sets Q  = {q | q ∈ Qj ,1 j  n}, Qr = {qr | q ∈ Qj ,1 j  n}, the set {qjcopy | j ∈ D(log n)} and the set
{start
j
| n + 1 j  2log n}. Note that the last set can be empty. It only contains dummy states translating any input to the
empty string.
We next describe the action of the tree transducer T . Roughly, the operation of T on the input s(#(#(· · ·#(t)))) can be
divided in two parts: (i) copying the tree t a sufﬁcient number of times while reading the #-symbols; and, (ii) simulating one
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of the TDBTAs on each copy of t. The tree transducer outputs the symbol “error” when one of the TDBTAs rejects t, or when
the number of #-symbols in its input is not equal to log n. Apart from copying the root symbol s to the output tree, T only
writes the symbol “error” to the output. Hence, the output tree always has a root labeled swhich has zero or more children
labeled “error”. The output DTD, which we deﬁne later, should then verify whether the root has at least one “error”-labeled
child.
Formally, the transition rules in RT are deﬁned as follows:
• (qεcopy,s) → s(q0copyq1copy). This rule puts s as the root symbol of the output tree.
• (qicopy,#) → qi0copyqi1copy for i ∈ D(log n − 1) − {ε}. These rules copy the tree t in the input at least n times, provided that
there are enough #-symbols.
• (qicopy,#) → startk , where i ∈ D(log n) − D(log n − 1), and i is the binary representation of k. This rule starts the in-
parallel simulation of the Ai’s. For i = n + 1, . . . ,2log n, starti is just a dummy state transforming everything to the empty
tree.
• (qicopy,a) → error for a ∈  and i ∈ D(log n). This rule makes sure that the output of T is accepted by the output tree
automaton if there are not enough #-symbols in the input.
• (start
k
,#) → error for all k = 1, . . . ,2log n. This rule makes sure that the output of T is accepted by the output tree
automaton if there are too much #-symbols in the input.
• (q,ar) → ε and (qr ,a) → ε for all q ∈ Qj , j = 1, . . . ,n. This rule ensures that tree automata states intended for left (respec-
tively, right) children are not applied to right (respectively left) children.
• (q,a) → q1qr2 and (qr ,ar) → q1qr2, for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = q1q2, and a is an internal symbol. This
rule does the actual simulation of the tree automata Ai, i = 1, . . . ,n.
• (q,a) → q1 and (qr ,ar) → q1, for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = q1 and a is an internal symbol. This rule does
the actual simulation of the tree automata Ai, i = 1, . . . ,n.
• (q,a) → ε and (qr ,ar) → ε for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = ε and a is a leaf symbol. This rule simulates
accepting computations of the Ai’s.
• (q,a) → error and (qr ,ar) → error for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) is undeﬁned. This rule simulates rejecting
computations of the Ai’s.
It is straightforward to verify that, on input s(#(#(· · ·#(t)))), T outputs the tree s if and only if there are log n #-symbols
in the input and t ∈ L(A1) ∩ · · · ∩ L(An).
Finally, dout(s) = error error*, which can easily be deﬁned as a DTD(DFA) and as a DTD(SL).
It is easy to see that the reduction can be carried out in deterministic logarithmic space, that T has copying width 2, and
that din and dout do not depend on A1, . . . ,An. 
4.2. Non-deleting: ﬁxed input schema
We turn to the typechecking problem in which we consider the input schema as ﬁxed. We start by showing that type-
checking is in ptimein the case where we use DTDs with SL-expressions and the tree transducer is non-deleting (Theorem
13). To this end, we recall a lemma and introduce some necessary notions that are needed for the proof of Theorem 13.
For an SL-formula φ, we say that two strings w1 and w2 are φ-equivalent (denoted w1 ≡φ w2) if w1 |= φ if and only if
w2 |= φ.
For a ∈  and w ∈ *, we denote by #a(w) the number of a’s occurring in w. We recall Lemma 17 from [23]:
Lemma 12. Let φ be an SL-formula and let k be the largest integer occurring in φ. For every w,w′ ∈ *, for every a ∈ , if
• #a(w′) > k when #a(w) > k, and
• #a(w′) = #a(w), otherwise,
then w ≡φ w′.
For a hedge h and a DTD d, we say that h partly satisﬁes d if for every u ∈ Dom(h), labh(u1), . . . ,labh(un) ∈ L(d(labh(u)))
where u has n children. Note that there is no requirement on the root nodes of the trees in h. Hence, the term “partly”.
We are now ready to show the ﬁrst ptimeresult:
Theorem 13. TCi[Tnd,uc , DTD(SL)] is in ptime.
Proof. Denote the tree transformation by T = (QT ,,q0T ,RT ) and the input and output DTDs by (din,sin) and (dout,sout),
respectively. As din is ﬁxed, we can assume that din is reduced.
A ptimealgorithm is given that searches for a counter example. If no counter example can be found, then it follows that T
typechecks with respect to din. The outline of the typechecking algorithm is as follows:
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Fig. 7. Illustration of the typechecking algorithm in the proof of Theorem 13.
(1) Compute thesetof “reachablepairs” (q,a) forwhich thereexists a tree t ∈ L(din)andanodeu ∈ Dom(t) such that labt(u) = a
and T visits u in state q. That is, we compute all pairs (q,a) such that either
• q = q0T and a = sin; or
• (q′,a′) is a reachable pair, there is a q-labeled node in rhs(q′,a′), and there exists a stringw1aw2 ∈ din(a′) forw1,w2 ∈ *.
(2) For each such pair (q,a) test whether there exists a string w ∈ din(a) such that Tq(a(w)) does not partly satisfy dout. We
call w a counterexample.
The algorithm is successful, if and only if there exists a counterexample.
We illustrate the general operation of the typechecking algorithm in Fig. 7. In this ﬁgure, T visits the a-labeled node on the
left in state q. Consequently, T outputs the hedge rhs(q,a), which is illustraded by dotted lines on the right. The typechecking
algorithm searches for a node u in rhs(q,a) (which is labeled by c in the ﬁgure), such that the string of children of u is not in
L(dout(c)).
Notice that the typechecking algorithm does not assume that dout is reduced (recall the deﬁnition of a reduced DTD
from Section 3.2). We need to show that the algorithm is correct, that is, there exists a counterexample if and only if T does
not typecheck with respect to din and dout. Clearly, when the algorithm does not ﬁnd a counterexample, T typechecks with
respect to din and dout. Conversely, suppose that the algorithm ﬁnds a pair (q,a) and a string w such that T
q(a(w)) does not
partly satisfy dout. So, since we assumed that din is reduced, there exists a tree t ∈ L(din) and a node u ∈ Dom(t) such that
labt(u) = a and u is visited by T in state q. Also, there exists a node v in Tq(a(w)), such that the label of u is c and the string
of children of u is not in dout(c). We argue that T(t) ∈ L(dout). There are two cases:
(i) if L(dout) contains a tree with a c-labeled node, then T(t) ∈ dout since Tq(a(w)) does not partly satisfy dout; and
(ii) if L(dout) does not contain a tree with a c-labeled node, then T(t) ∈ dout since T(t) contains a c-labeled node.
We proceed by showing that the algorithm can be carried out in polynomial time. As the input schema is ﬁxed, step (1)
of the algorithm is in polynomial time. Indeed, we can compute the set of reachable pairs (q,a) in a top-down manner by a
straightforward reachability algorithm.
To show that step (2) of the typechecking algorithm is in polynomial time, ﬁx a tuple (q,a) that was a reachable pair in
step (1) and a node u in rhs(q,a)with label b. Let z′
0
q1z
′
1
, . . . ,qnz
′
n be the concatenation of u’s children, where all z
′
0
, . . . ,z′n ∈ H
and q1, . . . ,qn ∈ QT . Let, for each i, zi = top(z′i). We now search for a string w ∈ * for which w |= din(a), but for which
z0 top(T
q1 (w)) z1, . . . ,top(T
qn (w)) zn |= dout(b). Recall from Section 3.3 that top(Tq(w)) is the homomorphic extension of
top(Tq(a)) for a ∈ , which is top(rhs(q,a)) in the case of non-deleting tree transducers.
Denote din(a) by φ. Let {a1, . . . ,as} be the different symbols occurring in φ and let k be the largest integer occurring in φ.
According to Lemma 12, every -string is φ-equivalent to a string of the formw = am1
1
, . . . ,amss with 0 mi  k + 1 for each
i = 1, . . . ,s. Note that there are (k + 1)s such strings, which is a constant number, as it only depends on the input schema. For
the following, the algorithm considers each such string w.
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Fix such a string w such that w |= φ. For each symbol c in dout(b), the number #c(z0top(Tq1 (w))z1, . . . ,top(Tqn (w))zn) is
equal to the linear sum
kc1 × #a1 (w) + · · · + kc × #a (w) + kc+1 × #a+1 (w) + kcs × #as (w) + kc ,
where kc = #c(z0, . . . ,zn) and for each i = 1, . . . ,s, we have kci = #c(top(Tq1 (ai)), . . . ,top(Tqn (ai))). We nowmust test if there
exists a stringw′ ≡φ w such that z0top(Tq1 (w′))z1, . . . ,top(Tqn (w′))zn |= dout(b). Let a1, . . . ,a be the symbols that occur at least
k + 1 times inw and a+1, . . . ,as be the symbols that occur atmost k times inw, respectively. Then, decidingwhetherw′ exists
is equivalent to ﬁnding an integer solution to the variables xa1 , . . . ,xas for the boolean combination of linear (in)equalities

 = 
1 ∧ ¬
2, where
• 
1 states that w′ ≡φ w, that is,

1 =
∧
i=1
(xai > k) ∧
s∧
j=+1
(
xaj = #aj (w)
)
;
and
• 
2 states that z0q1(w′)z1, . . . ,qn(w′)zn |= dout(b), that is,
2 is deﬁned by replacing every occurrence of c=i or ci in dout(b)
by the equation
s∑
j=1
(kcj × xaj ) + kc = i
or by
s∑
j=1
(kcj × xaj ) + kc  i,
respectively.
In the above (in)equalities, xai , 1 i  s, represents the number of occurrences of ai in w′.
Finding a solution for 
 now consists of ﬁnding integer values for xa1 , . . . ,xas so that 
 evaluates to true. Corollary 28 in
the Appendix A shows that we can decide in ptimewhether such a solution for 
 exists. 
Theorem 14. TCi[Tnd,bc , DTD(DFA)] is nlogspace-complete.
Proof. In Theorem 19(2), we prove that the problem is nlogspace-hard, even if both the input and output schemas are ﬁxed.
Hence, it remains to show that the problem is in nlogspace.
Let us denote the tree transformation by T = (QT ,,q0T ,RT ) and the input and output DTDs by (din,r) and dout, respectively.
We can assume that din is reduced.
4
The ﬁrst part of the algorithm is similar to the one in Theorem 13. The typechecking algorithm can be summarized as
follows:
(1) Guess a sequence of pairs (q0,a0),(q1,a1), . . . ,(qn,an) in QT × , such that
• (q0,a0) = (q0T ,r); and• for every pair (qi,ai), qi+1 occurs in rhs(qi,ai) and ai+1 occurs in some string in L(din(ai)).
We only need to remember (qn,an) as a result of this step.
(2) Test whether there exists a string w ∈ din(an) such that Tq(an(w)) does not partly satisfy dout.
The algorithm is successful if and only if w exists and, hence, the problem does not typecheck.
The ﬁrst step is a straightforward reachability algorithm, which is in nlogspace. It remains to show that the second step
is in nlogspace.
Let (q,a) be the pair (qn,an) computed in step one. We guess a node in rhs(qn,an), say that it is labeled with b ∈ . Let
dout(b) = (Qout,,δout,{pI},F) be a DFA and let k be the copying bound of T . Let z′0q1z′1, . . . ,qz′ be the concatenation of u’s
children, where  k. Let, for each i, zi = top(z′i).
Sowewant to checkwhether there exists a stringw such that z0top(T
q1 (w))z1, . . . ,top(T
q (w))z is not accepted by dout(b).
We guess w one symbol at a time and simulate in parallel  copies of dout(b) and one copy of din(a).
By δˆ we denote the canonical extension of δ to strings in *. We start by guessing states p1, . . . ,p of dout(b), where
p1 = δˆout(pI ,z0), and keep a copy of these on tape, to which we refer as p′1, . . . ,p′. Next, we keep on guessing symbols c of w,
4 Reducing din would be ptime-complete otherwise, see Corollary 30 in the Appendix A.
W. Martens et al. / Information and Computation 206 (2008) 806–827 819
whereafter we replace each pi by δˆout(pi,top(T
qi (c))). The input automaton obviously starts in its initial state and is simulated
in the straightforward way.
The machine non-deterministically stops guessing, and checks whether, for each i = 1, . . . , − 1, δˆout(pi,zi) = p′i+1 and
δˆout(p,z) ∈ F . For the input automaton, it simply checks whether the current state is the ﬁnal state. If the latter tests are
positive, then the algorithm accepts, otherwise, it rejects.
We only keep 2 + 1 states on tape, which is a constant number, so the algorithm runs in nlogspace. 
Theorem 15.
(1) TCi[Tnd,uc , DTD(DFA)] is pspace-complete; and
(2) TCi[Tnd,bc , DTD(NFA)] is pspace-complete.
Proof. In [23], it was shown that both problems are in pspace. We proceed by showing that they are also pspace-hard.
(1) We reduce the intersection emptiness problem of an arbitrary number of deterministic ﬁnite automata with al-
phabet {0,1} to the typechecking problem. This problem is known to be pspace-hard, as shown in Corollary 23(1) in the
Appendix A. Assume given the DFAs M1, . . . ,Mn. Our reduction only requires logarithmic space. We deﬁne a transducer
T = (QT ,{s,0,1,#0, . . . ,#n},q0T ,RT ) and two DTDs din and dout such that T typechecks with respect to din and dout if and only if⋂n
i=1 L(Mi) = ∅.
The DTD (din,s) deﬁnes trees of depth two, where the string formed by the children of the root labeled s is an arbitrary
string in {0,1}*, so din(s) = (0 + 1)*. The transducer makes n copies of this string, separated by the delimiters #i: QT = {q,q0T }
and RT contains the rules (q
0
T ,s) → s(#0q#1q . . .#n−1q#n) and (q,a) → a, for every a ∈ {0,1}. Finally, (dout,s) deﬁnes a tree of
depth two as follows:
dout(s) = {#0w1#1w2#2 · · ·#n−1wn#n | ∃j ∈ {1, . . . ,n}such that Mj does not accept wj}.
Clearly, dout(s) can be represented by aDFAwhose size is polynomial in the sizes of theMi’s. Indeed, theDFA just simulates
everyMi on the string following #i−1, until it encounters #i. It then veriﬁes that at least oneMi rejects.
It is easy to see that this reduction can be carried out by a deterministic logspace algorithm.
(2) This is an easy reduction from the universality problem of an NFA N with alphabet {0,1}. The latter problem is pspace-
hard, as shown in Corollary 23(2) in the Appendix A. Again, the input DTD (din,s) deﬁnes a tree of depth two where din(s) =
(0 + 1)*. The tree transducer is the identity transformation. The output DTD dout has as start symbol s and dout(s) = L(N).
Hence, this instance typechecks if and only if {0,1}* ⊆ L(N).
This reduction can be carried out by a deterministic logspace algorithm. 
4.3. Non-deleting: ﬁxed output schema
Again, upper bounds carry over from [23]. Also, when the output DTD is a DTD(NFA), we can convert it into an equiv-
alent DTD(DFA) in constant time. As the ptimetypechecking algorithm for TC[Tnd,bc ,DTD(DFA)] in [23] also works when
the input DTD is a DTD(NFA), we have that the problem TCo[Tnd,bc ,DTD(NFA)] is in ptime. As the ptime-hardness proof for
TC[Tnd,bc ,DTD(DFA)] in [23] uses a ﬁxed output schema, we immediately obtain the following.
Theorem 16. TCo[Tnd,bc ,DTD(NFA)] is ptime-complete.
The lower bound in the presence of tree automata will be discussed in Section 4.4. The case requiring some real work is
TCo[Tnd,uc , DTD(DFA)].
Theorem 17. TCo[Tnd,uc , DTD(DFA)] is pspace-complete.
Proof. In [23], it was shown that the problem is in pspace. We proceed by showing pspace-hardness.
We use a logspacereduction from the corridor tiling problem [9]. Let (T ,V ,H,ϑ¯ ,β¯) be a tiling system, where T = {ϑ1, . . . ,ϑk}
is the set of tiles, V ⊆ T × T and H ⊆ T × T are the sets of vertical and horizontal constraints respectively, and ϑ¯ and β¯ are the
top and bottom row, respectively. Let n be the width of ϑ¯ and β¯. The tiling system has a solution if there is an m ∈ N such
that the spacem × n (m rows and n columns) can be correctly tiled with the additional requirement that the bottom and top
row are β¯ and ϑ¯ , respectively. A tiling can then be seen as a mapping λ : m × n → T . A tiling λ is correct when all horizontal
and vertical constraints are respected. That is, (λ(k,j),λ(k,j + 1)) ∈ H and (λ(k,j),λ(k + 1,j)) ∈ V .
We deﬁne the input DTD din over the alphabet  := {(i,ϑj) | j ∈ {1, . . . ,k},i ∈ {1, . . . ,n}} ∪ {r}; r is the start symbol. Deﬁne
din(r) = #β¯#
(
1 · 2 · · ·n#
)*
ϑ¯#,
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where we denote by i the set {(i,ϑj) | j ∈ {1, . . . ,k}}. Here, # functions as a row separator. For all other alphabet symbols
a ∈ , din(a) = ε. So, din encodes all possible tilings that start and endwith the bottom row β¯ and the top row ϑ¯ , respectively.
We now construct a tree transducer B = (QB,,q0B,RB) and an output DTD dout such that T has no correct corridor tiling if
and only if B typechecks with respect to din and dout. Intuitively, the transducer and the output DTD have to work together to
determine errors in input tilings. There can only be two types of error: two tiles do notmatch horizontally or two tiles do not
match vertically. The main difﬁculty is that the output DTD is ﬁxed and can, therefore, not depend on the tiling system. The
transducer is constructed in such a way that it prepares in parallel the veriﬁcation for all horizontal and vertical constraints
by the output schema. In particular, the transducer outputs speciﬁc symbols from a ﬁxed set independent of the tiling system
allowing the output schema to determine whether an error occurred.
The state set QB is partitioned into two sets, Qhor and Qver:
• Qhor is for the horizontal constraints: for every i ∈ {1, . . . ,n − 1} and ϑ ∈ T , qi,ϑ ∈ Qhor transforms the rows in the tiling
such that it is possible to check that when position i carries a ϑ , position i + 1 carries a ϑ ′ such that (ϑ ,ϑ ′) ∈ H; and,
• Qver is for the vertical constraints: for every i ∈ {1, . . . ,n} and ϑ ∈ T , pi,ϑ ∈ Qver transforms the rows in the tiling such that
it is possible to check that when position i carries a ϑ , the next row carries a ϑ ′ on position i such that (ϑ ,ϑ ′) ∈ V .
The tree transducer B always starts its transformation with the rule
(q0B,r) → r(w),
where w is the concatenation of all of the above states, separated by the delimiter $. The other rules are of the following
form:
• Horizontal constraints: for all (j,ϑ) ∈  add the rule (qi,ϑ ,(j,ϑ ′)) → α where qi,ϑ ∈ Qhor and
α =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
trigger if j = i and ϑ = ϑ ′
other if j = i and ϑ /= ϑ ′
ok if j = i + 1 and (ϑ ,ϑ ′) ∈ H
error if j = i + 1 and (ϑ ,ϑ ′) ∈ H
other if j /= i and j /= i + 1
Finally, (qi,ϑ ,#) → hor.
The intuition is as follows: if the ith position in a row is labeled with ϑ , then this position is transformed into trigger.
Position i + 1 is transformed to okwhen it carries a tile thatmatches ϑ horizontally. Otherwise, it is transformed to error.
All other symbols are transformed into an other.
On a row, delimited by two hor-symbols, the output DFA rejects if and only if there is a trigger immediately followed by
an error. When there is no trigger, then position iwas not labeled with ϑ . So, the label trigger acts as a trigger for the
output automaton.
• Vertical constraints: for all (j,ϑ) ∈ , add the rule (pi,ϑ ,(j,ϑ ′)) → α where pi,ϑ ∈ Qver and
α =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
trigger1 if (j,ϑ ′) = (i,ϑ) and (ϑ ,ϑ) ∈ V
trigger2 if (j,ϑ ′) = (i,ϑ) and (ϑ ,ϑ) ∈ V
ok if j = i, ϑ /= ϑ ′, and (ϑ ,ϑ ′) ∈ V
error if j = i, ϑ /= ϑ ′, and (ϑ ,ϑ ′) ∈ V
other if j /= i
Finally, (pi,ϑ ,#) → ver.
The intuition is as follows: if the ithposition ina row is labeledwithϑ , then thisposition is transformed intotrigger1when
(ϑ ,ϑ) ∈ V and to trigger2 when (ϑ ,ϑ) ∈ V . Here, both trigger1 and trigger2 act as a trigger for the output automaton:
they mean that position i was labeled with ϑ . But no trigger1 and trigger2 can occur in the same transformed row
as either (ϑ ,ϑ) ∈ V or (ϑ ,ϑ) ∈ V . When position i is labeled with ϑ ′ /= ϑ , then we transform this position into ok when
(ϑ ,ϑ ′) ∈ V , and in errorwhen (ϑ ,ϑ ′) ∈ V . All other positions are transformed into other.
The output DFA then works as follows. If a position is labeled trigger1 then it rejects if there is an error occurring after
the next ver. If a position is labeled trigger2, then it rejects if there is a trigger2 or an error occurring after the next
ver. Otherwise, it accepts that row.
Bymaking use of the delimiters ver and hor, both above described automata can be combined into one automaton, taking
care of the vertical and the horizontal constraints. This automaton resets to its initial state whenever it reads the delimiter
symbol $. Note that the output automaton is deﬁned over the ﬁxed alphabet {trigger,trigger1,trigger2,error,ok,other,
hor,ver,$}. 
Although the results in [23] were formulated in the context of variable schemas, the proofs for bounded copying, non-
deleting tree transducers with DTD(SL) and with DTD(DFA) schemas actually used a ﬁxed output schema. We can therefore
sharpen these results as follows.
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Theorem 18.
(1) TCo[Tnd,bc , DTD(SL)] is conp-complete;
(2) TCo[Tnd,bc , DTD(DFA)] is ptime-complete.
4.4. Non-deleting: ﬁxed input and output schema
We turn to the case where both input and output schemas are ﬁxed. The following two theorems give us several new
tractable cases.
Theorem 19.
(1) TCio[Tnd,bc , DTD(SL)] is nlogspace-complete.
(2) TCio[Tnd,bc , DTD(DFA)] is nlogspace-complete.
Proof. For both problems, membership in nlogspacefollows from Theorem 20. Indeed, every DTD(SL) can be rewritten into
an equivalent DTD(NFA) in constant time as the input and output schemas are ﬁxed.
We proceed by showing nlogspace-hardness. We say that an NFA N = (QN ,,δN ,IN ,FN) has degree of non-determinism 2
if (i) IN has at most two elements and (ii) for every q ∈ QN and a ∈ , the set δN(q,a) has at most two elements. We give a
logspacereduction from the emptiness problem of an NFA with alphabet {0,1} and a degree of non-determinism 2 to the
typechecking problem. According to Lemma 24 in the Appendix A, this problem is nlogspace-hard. Intuitively, the input
DTD will deﬁne all possible strings over alphabet {0,1}. The tree transducer simulates the NFA and outputs “accept” if a
computation branch accepts, and “error” if a computation branch rejects. The output DTD deﬁnes trees where all leaves are
labeled with “error”.
More concretely, let N = (QN ,{0,1},δN ,{q0N},FN) be an NFA with degree of non-determinism 2. The input DTD (din,r) deﬁnes
all unary trees, where the unique leaf is labeled with a special marker #. That is, din(r) = din(0) = din(1) = (0 + 1 + #) and
din(#) = ε. Note that these languages can be deﬁned by SL-formulas or DFAs which are sufﬁciently small for our purpose.
Given a tree t = r(a1(· · · (an(#)) · · ·)), the tree transducer will simulate every computation ofN on the string a1, . . . ,an. The
tree transducer T = (QT ,{r,#,0,1,error,accept},q0T ,RT ) simulates N’s non-determinism by copying the remainder of the input
twice in every step. Formally, QT is the union of {q0T } and QN , and RT contains the following rules:
• (q0T ,r) → r(q0N). This rule puts r as the root symbol of the output tree and starts the simulation of N.
• (qN ,a) → a(q1N ,q2N),whereqN ∈ QN ,a ∈ {0,1}and δN(qN ,a) = {q1N ,q2N}. This ruledoes theactual simulationofN. By continuing
in both states q1N and q
2
N , we simulate all possible computations of N.• (qN ,a) → error if δN(qN ,a) = ∅. If N rejects, we output the symbol “error”.
• (qN ,#) → error for qN ∈ FN; and
• (qN ,#) → accept for qN ∈ FN . These last two rules verify whether N is in an accepting state after reading the entire input
string.
Notice that T outputs the symbol “error” (respectively, “accept”) if and only if a computation branch of N rejects (respec-
tively, accepts).
The output of T is always a tree in which only the symbols “error” and “accept” occur at the leaves. The output DTD
then needs to verify that only the symbol “error” occurs at the leaves. Formally, dout(r) = dout(0) = dout(1) = {0,1,error}+ and
dout(error) = ε. Again, these languages can be deﬁned by sufﬁciently small SL-formulas or DFAs.
It is easy to see that the reduction only requires logarithmic space. 
Theorem 20. TCio[Tnd,uc , DTD(NFA)] is nlogspace-complete.
Proof. The nlogspace-hardness of the problem follows from Theorem 19(b), where it is shown that the problem is already
nlogspace-hard when DTD(DFA)s are used as input and output schema.
We show that the problem is also in nlogspace. Thereto, let T = (QT ,,q0T ,RT ) be the tree transducer, and let (din,r) and
dout be the input and output DTDs, respectively. As both din and dout are ﬁxed, we can assume without loss of generality that
they are reduced.5 For the same reason, we can also assume that the NFAs in din and dout are determinized.
The ﬁrst half of the algorithm is similar to the one in Theorem 13. We guess a sequence of reachable state-label pairs
(p0,a0),(p1,a1), . . . ,(pn,an) where n < |QT ||| such that
• (p0,a0) = (q0T ,r); and
5 In general, reducing a DTD(NFA) is ptime-complete (Section 3.2).
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• for every pair (pi,ai), pi+1 occurs in rhs(pi,ai) and ai+1 occurs in some string in L(din(ai)).
Each timewe guess a new pair in this sequence, we forget the previous one, so that we only keep a state, an alphabet symbol,
a counter, and the binary representation of |QT ||| on tape.
For simplicity, we write (pn,an) as (p,a) in the remainder of the proof. We guess a node u ∈ Dom(rhs(p,a)). Let b =
labrhs(p,a)(u) and let z0q1z1, . . . ,qkzk be the concatenation of u’s children, where every z0, . . . ,zk ∈ * and every q1, . . . ,qk ∈ QT ,
then we want to check whether there exists a string w ∈ din(a) such that z0top(Tq1 (w))z1, . . . ,top(Tqk (w))zk is not accepted
by dout(b). Recall from Section 3.3 that, for a state q ∈ QT , we denote by top(Tq(w)) the homomorphic extension of top(Tq(c))
for c ∈ , which is top(rhs(q,c))) in the case of non-deleting tree transducers. We could do this by guessingw one symbol at
a time and simulating k copies of dout(b) and one copy of din(a) in parallel, like in the proof of Theorem 14. However, as k is
not ﬁxed, the algorithm would use superlogarithmic space.
So,weneed a different approach. To this end, letA = (Qin,,δin,q0in,Fin) and B = (Qout,,δout,q0out,Fout) be theDFAs accepting
din(a) and dout(b), respectively. To every q ∈ QT , we associate a function
fq : Qout ×  → Qout : (p′,c) → δˆout(p′,top(Tq(c))),
where δˆout denotes the canonical extension of δout to strings in 
*. Note that there are maximally |Qout||Qout ||| such
functions. Let K be the cardinality of the set {fq | q ∈ QT }. Hence, K is bounded from above by |Qout||Qout |||, which is a constant
(with respect to the input). Let f1, . . . ,fK an arbitrary enumeration of {fq | q ∈ QT }.
The typechecking algorithm continues as follows. We start by writing the (1 + K · |Qout|)-tuple (q0in,q′1, . . . ,q′|Qout |, . . . ,
q′
1
, . . . ,q′|Qout |) on tape, where Qout = {q′1, . . . ,q′|Qout |}. We will refer to this tuple as the tuple p¯ := (p′0, . . . ,p′K ·|Qout |). We explain
how we update p¯when guessing w symbol by symbol. Every time when we guess the next symbol c of w, we overwrite the
tuple p¯ by(
δin(p
′
0,c),f1(p
′
1,c), . . . ,f1(p
′
|Qout |,c), . . . . . . ,fK (p
′
(K−1)·|Qout |+1,c), . . . ,fK (p
′
K ·|Qout |,c)
)
.
Notice that there are at most |Qin| · K · |Qout|2 different (K · |Qout| + 1)-tuples of this form. We non-deterministically
determine when we stop guessing symbols of w.
It now remains to verify whether w was indeed a string such that w ∈ din(a) and z0top(Tq1 (w))z1, . . . ,top(Tqk (w))zk ∈
dout(b). The former condition is easy to test: we simply have to test whether p
′
0
∈ Fin. To test the latter condition, we read the
string z0q1z1, . . . ,qkzk from left to right while performing the following tests. We keep a state of dout(b) in memory and refer
to it as the “current state”.
(1) The initial current state is q0out.
(2) If the current state is p′ and we read zj , then we change the current state to δˆout(p′,zj).
(3) If the current state is p′ and we read qj , then we change the current state to p′i in p¯, where for i, the following condition
holds. Let ,m = 1, . . . ,K · |Qout| be the smallest integers such that
• p′ = q′ in Qout, and
• fqj = fm.
Then i = (m − 1)K + .
Note that deciding whether p′ = q′ and fqj = fm can be done deterministically in logarithmic space, as the output schema
is ﬁxed. Consequently, i can also be computed in constant time and space.
(4) We stop and accept if the current state is a non-accepting state after reading zk .
square
Theorem 21. TCio[Tnd,bc , DTA(DFA)] is exptime-complete.
Proof. The proof is quite analogous to the proof of Theorem 11. As deletion is now disallowed, whereas it was allowed in
Theorem 11, we need to deﬁne the rules of the transducer T = (QT ,T ,qεcopy,RT ) differently.
The language deﬁned by the input schema is exaclty the same as in Theorem 11. The transition rules in RT are deﬁned as
follows:
• (qεcopy,s) → s(q0copyq1copy);
• (qicopy,#) → #(qi0copyqi1copy) for i ∈ D(log n − 1) − {ε};
• (qicopy,#) → #(startk), where i ∈ D(log n) − D(log n − 1), and i is the binary representation of k;
• (qicopy,a) → error for a ∈  and i ∈ D(log n);
• (start
k
,#) → error for all k = 1, . . . ,2log n;
• (q,ar) → ε and (qr ,a) → ε for all q ∈ Qj , j = 1, . . . ,n;
• (q,a) → a(q1qr2) and (qr ,ar) → ar(q1qr2), for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = q1q2, and a is an internal symbol;
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• (q,a) → a(q1) and (qr ,ar) → ar(q1), for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = q1 and a is an internal symbol;• (q,a) → ε and (qr ,ar) → ε for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) = ε and a is a leaf symbol; and
• (q,a) → error and (qr ,ar) → error for every q ∈ Qi, i = 1, . . . ,n, such that δi(q,a) is undeﬁned.
It is straightforward to verify that, on input s(#(#(· · ·#(t)))), T performs the identity transformation if and only if there are
log n #-symbols in the input and t ∈ L(A1) ∩ · · · ∩ L(An). All other outputs contain at least one leaf labeled “error”.
Finally, theoutput treeautomatonacceptsall treeswithat leastone leaf that is labeled “error”. So theonlycounterexamples
for typechecking are those trees that are accepted by all automata A1, . . . ,An.
It is easy to see that the reduction can be carried out in deterministic logarithmic space, that T has copying width 2, and
that the input and output schemas do not depend on A1, . . . ,An. 
5. Conclusion
We considered the complexity of typechecking in the presence of ﬁxed input and/or output schemas. We have settled an
open question in [23], namely that TC[Tnd,bc ,DTA] is exptime-complete.
In comparison with the results in [23], ﬁxing input and/or output schemas only lowers the complexity in the presence of
DTDs and when deletion is disallowed. Here, we see that the complexity is lowered when
(1) the input schema is ﬁxed, in the case of DTD(SL)s;
(2) the input schema is ﬁxed, in the case of DTD(DFA)s;
(3) the output schema is ﬁxed, in the case of DTD(NFA)s; and
(4) both input and output schema are ﬁxed, in all cases.
In all of these cases, the complexity of the typechecking problem is in polynomial time.
It is striking, however, that in many cases, the complexity of typechecking does not decrease signiﬁcantly by ﬁxing
the input and/or output schema, and most cases remain intractable. We have to leave the precise complexity (that is, the
ptime-hardness) of TCi[Tnd,uc , DTD(SL)] as an open problem.
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Appendix A: Deﬁnitions and basic results
The purpose of this Appendix is to prove some lemmas that we use in the body of the paper. We ﬁrst introduce some
notations anddeﬁnitionsneeded for thepropositions andproofs further on in thisAppendix.Wealso survey somecomplexity
bounds on decisions problems concerning automata that are used throughout the paper.
We show that the complexities of the classical decision problems of string and tree automata are preserved when the
automata operate over ﬁxed alphabets. We will consider the following decision problems for string automata:
Emptiness: Given an automaton A, is L(A) = ∅?
Universality: Given an automaton A, is L(A) = *?
Intersection emptiness: Given the automata A1, . . . ,An, is L(A1) ∩ · · · ∩ L(An) = ∅?
The corresponding decision problems for tree automata are deﬁned analogously.
We associate to each label a ∈  a unique binary string enc(a) ∈ {0,1}* of length log ||. For a string s = a1, . . . ,an,
enc(s) = enc(a1), . . . ,enc(an). This encoding can be extended to string languages in the obvious way.
We show how to extend the encoding “enc” to trees over alphabet {0,1,0′,1′}. Here, 0 and 1 are internal labels, while 0′
and 1′ are leaf labels. Let enc(a) = b1 · · · bk for a ∈ . Then, we denote by tree-enc(a) the unary tree b1(b2(· · · (bk)), if a is an
internal label, and the unary tree b1(b2,(. . . ,(b
′
k
)), otherwise. Then, the enc-fuction can be extended to trees as follows: for
t = a(t1 · · · tn),
enc(t) = tree − enc(a)(enc(t1), . . . ,enc(tn)).
Note that we abuse notation here. The hedge enc(t1), . . . ,enc(tn) is intended to be the child of the leaf in tree − enc(a).
The encoding can be extended to tree languages in the obvious way.
Proposition 22. Let B be a TDBTA. Then there is a TDBTA B′ over the alphabet {0,1,0′,1′} such that L(B′) = enc(L(B)). Moreover,
B′ can be constructed from B in logspace.
Proof. LetB = (QB,B,δB,FB)beaTDBTA. Letk := log |B|.WedeﬁneB′ = (QB′ ,{0,1,0′,1′},δB′ ,FB′ ). SetQB′ = {qx | q ∈ QB and x is
a preﬁxof enc(a), where a ∈ B} and FB′ = {qε | q ∈ FB}. To deﬁne the transition function,we introduce somenotation. For each
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a ∈  and i,j = 1, . . . ,log |B|, denotebya[i : j] the substringof enc(a) fromposition i toposition j (weabbreviatea[i : i]bya[i]).
For each transition δB(q,a) = q1q2, add the transitions δB′ (qε ,a[1]) = qa[1], δB′ (qa[1],a[2]) = qa[1:2], . . . ,δB′ (qa[1:k−1],a[k]) = q1εq2ε .
Other transitions are deﬁned analogously. Clearly, B′ is a TDBTA, L(B′) = enc(L(B)), and B′ can be constructed from B in
logspace. 
It is straightforward to show that Proposition 22 also holds for NFAs and DFAs (the proofs are analogous). It is immediate
from Proposition 22, that lower bounds of decision problems for automata over arbitrary alphabets [16,30,32] carry over to
automata working over ﬁxed alphabets. Hence, we obtain the following corollary to Proposition 22:
Corollary 23. Over the alphabet {0,1}, the following statements hold:
(1) Intersection emptiness of an arbitrary number of DFAs is pspace-hard [16].
(2) Universality of NFAs is pspace-hard [32].
Over the alphabet {0,1,0′,1′}, the following statement holds:
(3) Intersection emptiness of an arbitrary number of TDBTAs is exptime-hard [30].
Lemma 24 now immediately follows from nlogspace-hardness of the reachability problem on graphs with out-degree
2 [15].
Lemma 24. The emptiness problem for an NFA with alphabet {0,1} degree of non-determinism 2 is nlogspace-hard.
We now aim at proving Proposition 27, which states that we can ﬁnd integer solutions to arbitrary Boolean combinations
of linear (in)equalities in polynomial time, when the number of variables is ﬁxed. To this end, we use a well-known result
by Ferrante and Rackoff.
First, we need some deﬁnitions.We deﬁne logical formulaswith variables x1,x2, . . . and linear equationswith factors inQ.
A term is an expression of the form a1/b1, a1/b1x1 + · · · + an/bnxn, or a1/b1x1 + · · · + an−1/bn−1xn−1 + an/bn where ai,bi ∈ N
for i = 1, . . . ,n. An atomic formula is either the string “true”, the string “false”, or a formula of the form ϑ1 = ϑ2, ϑ1 < ϑ2, or
ϑ1 > ϑ2. A formula is built up from atomic formulas using conjunction, disjunction, negation, and the symbol ∃ in the usual
manner. Formulas are interpreted in the obvious manner over Q. For instance, the formula ¬∃x1,x2 (x1 < x2) ∧ ¬
(
∃x3 (x1 <
x3 ∧ x3 < x2)
)
states that for every two different rational numbers, there exists a third rational number that lies strictly
between them.
The size of a formula
 is the sum of the number of brackets, Boolean connectives, the sizes of the variables, and the sizes
of all rational constants occurring in 
. Here, we assume that all rational constants are written as a/b, where a and b are
integers, written in binary notation. We assume that variables are written as xi, where i is written in binary notation.
Lemma 25 (Lemma 1 in [13]). Let 
(x1, . . . ,xn) be a quantiﬁer-free formula. Then there exists a ptimeprocedure for obtaining
another quantiﬁer-free formula, 
′(x1, . . . ,xn−1), such that

′(x1, . . . ,xn−1)is equivalent to∃xn
(x1, . . . ,xn).
The following proposition is implicit in the work by Ferrante and Rackoff [13]. A full proof can be found as the proof of
Proposition 3.4 in [21].
Proposition 26. Let
(x1, . . . ,xn) be a quantiﬁer-free formula. If n is ﬁxed, then satisﬁability of
 overQ can be decided in ptime.
Moreover, if 
 is satisﬁable, we can ﬁnd (v1, . . . ,vn) ∈ Qn such that 
(v1, . . . ,vn) is true in polynomial time.
The following proposition is a generalization of a well-known theorem by Lenstra which states that there exists a
polynomial time algorithm to ﬁnd an integer solution for a conjunction of linear (in)equalities with rational factors and
a ﬁxed number of variables [18].
Proposition 27. There exists a ptimealgorithm that decides whether a Boolean combination of linear (in)equalities with rational
factors and a ﬁxed number of variables has an integer solution.
Proof. Note that we cannot simply put the Boolean combination into disjunctive normal form, as this would lead to an
exponential increase of its size.
Let 
(x1, . . . ,xn) be a Boolean combination of formulas ϕ1, . . . ,ϕm with variables x1, . . . ,xn that range over Z. Here, n is a
constant integer greater than zero. Without loss of generality, we can assume that every ϕi is of the form
ki,1 × x1 + · · · + ki,n × xn + ki  0,
where ki,ki,1, . . . ,ki,n ∈ Q.
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We describe a ptime procedure for ﬁnding a solution for x1, . . . ,xn, that is, for ﬁnding values v1, . . . ,vn ∈ Z such that

(v1, . . . ,vn) evaluates to true.
First, we introduce some notation and terminology. For every i = 1, . . . ,m, we denote by ϕ′
i
the formula ki,1 × x1 + · · · +
ki,n × xn + ki = 0. In the following, we freely identify ϕ′i with the hyperplane it deﬁnes inR
n
. For an n-tuple y = (y1, . . . ,yn) ∈
Qn, we denote by ϕ′
i
(y) the rational number ki,1 × y1 + · · · + ki,n × yn + ki.
Given a set of hyperplanes H inRn, we say that C ⊆ Rn is a cell of H when
(i) for every hyperplane ϕ′
i
in H, and for every pair of points y, z ∈ C, we have that ϕ′
i
(y) θ 0 if and only if ϕ′
i
(z) θ 0, where, θ
denotes “<”, “>”, or “=”; and
(ii) there exists no C ′C with property (i).
Let H be the set of hyperplanes {ϕ′
i
| 1 i  m}.
We now describe the ptimealgorithm. The algorithm iterates over the following steps:
(1) Compute (v′
1
, . . . ,v′n) ∈ Qn such that 
(v′1, . . . ,v′n) is true.6 If no such (v′1, . . . ,v′n) exists, the algorithm rejects.
(2) For every ϕ′
i
∈ H, let θi ∈ {< , > , =} be the relation such that
ki,1 × v′1 + · · · + ki,n × v′n + ki θi 0.
For every i = 1, . . . ,m, let ϕ′′
i
= ki,1 × x1 + · · · + ki,n × xn + ki θi 0. So, for every i = 1, . . . ,m, ϕ′′i deﬁnes the half-space or
hyperplane that contains the point (v′
1
, . . . ,v′n).
Let 
′(x1, . . . ,xn) be the conjunction∧
1in
ϕ′′i .
Notice that the points satisfying 
′(x1, . . . ,xn) are precisely the points in the cell C of H that contains (v′1, . . . ,v
′
n).
(3) Solve the integer programming problem for 
′(x1, . . . ,xn). That is, ﬁnd a (v1, . . . ,vn) ∈ Zn such that 
′(v1, . . . ,vn) evaluates
to true.
(4) If (v1, . . . ,vn) ∈ Zn exists, then write (v1, . . . ,vn) to the output and accept.
(5) If (v1, . . . ,vn) ∈ Zn does not exist, then overwrite 
(x1, . . . ,xn) with

′′(x1, . . . ,xn) = 
(x1, . . . ,xn) ∧ ¬
′(x1, . . . ,xn)
and go back to step (1).
We show that the algorithm is correct. Clearly, if the algorithm accepts,
 has a solution. Conversely, suppose that
 has a
solution. Hence, the algorithm computes a value (v′
1
, . . . ,v′n) ∈ Qn in step (1) of its ﬁrst iteration. It follows from the following
two observations that the algorithm accepts:
(i) If the algorithm computes (v′
1
, . . . ,v′n) ∈ Qn in step (1), and the cell C of H containing (v′1, . . . ,v′n) also contains a point in
Zn, then step (3) ﬁnds a solution (v1, . . . ,vn) ∈ Zn; and,
(ii) If the algorithm computes (v′
1
, . . . ,v′n) ∈ Qn in step (1), and the cell C of H containing (v′1, . . . ,v′n) does not contain a point
in Zn, then step (3) does not ﬁnd a solution. By construction of 
′′ in step (5), the solutions to the formula 
′′ are the
solutions of 
, minus the points in C. As C did not contain a solution, we have that 
 has a solution if and only if 
′′ has
a solution. Moreover, there exists no (v′′
1
, . . . ,v′′n) ∈ C such that 
′′(v′′1, . . . ,v′′n) evaluates to true.
To show that the algorithm can be implemented to run in polynomial time, we ﬁrst argue that there are at most a
polynomial number of iterations. This follows from the observation in step (2) that the points satisfying 
′(x1, . . . ,xn) are
precisely all the points in a cell C of H. Indeed, when we do not ﬁnd a solution to the problem in step (3), we adapt 
 to
exclude all the points in cell C in step (5). Hence, in the following iteration, step (1) cannot ﬁnd a solution in cell C anymore.
It follows that the number of iterations is bounded by the number of cells in H, which is (mn) (see, e.g. [7], or Theorem 1.3
in [11] for a more recent reference).
Finally, we argue that every step of the algorithm can be computed in ptime.
Step (1) can be solved by the quantiﬁer elimination method of Ferrante and Rackoff (Lemma 25). Proposition 26 states
that we can ﬁnd (v′
1
, . . . ,v′n) in polynomial time.
Step (2) is easily to be seen to be in ptime: we only have to evaluate every ϕ′
i
once on (v′
1
, . . . ,v′n).
Step (3) can be executed in ptimeby Lenstra’s algorithm for integer linear programming with a ﬁxed number of variables
[18].
Step (4) is in ptime(trivial).
Step (5) replaces 
(x1, . . . ,xn) by the formula 
(x1, . . . ,xn) ∧ ¬
′(x1, . . . ,xn). As the size of 
′(x1, . . . ,xn) is bounded by n
plus the sum of the sizes of ϕ′′
i
for i = 1, . . . ,n, the formula 
 only grows by a linear term in each iteration. As the number of
iterations is bounded by a polynomial, the maximum size of 
 is also bounded by a polynomial.
6 Note that we abuse notation here, as the variables in 
 range over Z and notQ.
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It follows that the algoritm is correct, and can be implemented to run in polynomial time. 
Corollary 28. There exists a ptimealgorithm that decides whether a Boolean combination of linear (in)equalities with rational
factors and a ﬁxed number of variables has a solution of positive integers.
Proof. Given a Boolean combination
(x1, . . . ,xn) of linear (in)equalitieswith rational factors, we simply apply the algorithm
of Proposition 27 to the formula

′(x1, . . . ,xn) = 
(x1, . . . ,xn) ∧
∧
1in
xi  0. 
In the following proposition, we treat the emptiness problem for DTDs: given a DTD d, is L(d) = ∅? Note that L(d) can be
empty even when d is not. For instance, the trivial grammar a → a generates no ﬁnite trees.
Proposition 29. The emptiness problem is (1) ptime-complete for DTD(NFA) and DTD(DFA), and (2) conp-complete for DTD(SL).
Proof. (1) The upper bound follows from a reduction to the emptiness problem for NTA(NFA)s, which is in ptime(cf. Theorem
19(1) in [23])
For the lowerbound,we reduce frompathsystems [10],which is knowntobeptime-complete.pathsystems is thedecision
problem deﬁned as follows: given a ﬁnite set of propositions P, a set A ⊆ P of axioms, a set R ⊆ P × P × P of inference rules
and some p ∈ P, is p provable fromA using R?Here, (i) every proposition in A is provable from A using R and, (ii) if (p1,p2,p3) ∈ R
and if p1 and p2 are provable from A using R, then p3 is also provable from A using R.
In our reduction, we construct a DTD (d,p) such that (d,p) is not empty if and only if p is provable. Concretely, for every
(a,b,c) ∈ R, we add the string ab to d(c); for every a ∈ A, d(a) = {ε}. Clearly, (d,p) satisﬁes the requirements.
(2)We provide an npalgorithm to check whether a DTD(SL) (d,r) deﬁnes a non-empty language. Intuitively, the algorithm
computes the set S = {a ∈  | L((d,a)) /= ∅} in an iterative manner and accepts when r ∈ S.
Let k be the largest integer occurring in any SL-formula in d. Initially, S is empty.
The iterative step is as follows. Guess a sequence of different symbols b1, . . . ,bm in S. Then guess a vector (v1, . . . ,vm) ∈
{0, . . . ,k + 1}m, where k is the largest integer occurring in any SL-formula in d. Intuitively, the vector (v1, . . . ,vm) represents
the string b
v1
1
, . . . ,bvmm . From Lemma 12 it follows that any SL-formula in d is satisﬁable if and only if it is satisﬁable by a string
of the form a
u1
1
, . . . ,aunn , where  = {a1, . . . ,an}, and for all i = 1, . . . ,n, ui ∈ {0, . . . ,k + 1}. Now add to S each a ∈  for which
b
v1
1
, . . . ,bvmm |= d(a). Note that this condition can be checked in ptime. Repeat the iterative step at most || times and accept
when r ∈ S.
The conp-lowerbound follows from an easy reduction of non-satisﬁability. Let φ be a propositional formulawith variables
x1, . . . ,xn. Let  be the set {a1, . . . ,an}. Let (d,r) be the DTD where d(r) = φ′, where φ′ is the formula φ in which every xi is
replaced by a=1
i
. Hence, (d,r) deﬁnes the empty tree language if and only if φ is unsatisﬁable. 
Reducing a grammar is the act of ﬁnding an equivalent reduced grammar.
Corollary 30. Reducing a DTD(NFA) is ptime-complete; and reducing a DTD(SL) is np-complete.
Proof. We ﬁrst show the upper bounds. Let (d,s) be a DTD(NFA) or DTD(SL) over alphabet . In both cases, the algorithm
performs the following steps for each a ∈ :
(i) Test whether L((d,a)) /= ∅. If this is not the case, remove a from the deﬁnition of the DTD.
(ii) Test whether a is reachable from s. That is, test whether there is a sequence of -symbols a1, . . . ,an such that
• a = s and an = a; and
• for every i = 2, . . . ,n, there exists a string w1aiw2 ∈ d(ai−1), for w1,w2 ∈ *.
If this is not the case, remove a from the deﬁnition of the DTD.
Removing a symbol a from the deﬁnition of the DTD is done as follows. In the case of SL, every atom ai and a=i is replaced
by true when i = 0 and false otherwise. In the case of NFAs, every transition mentioning a is removed. Further, the deﬁnition
of d(a) is removed and a is deleted from the alphabet of the DTD.
In the case of a DTD(NFA), step (i) is in ptime, and step (ii) is in nlogspace. In the case of a DTD(SL), both tests (i) and (ii)
are in np.
For the lower bound, we argue that
(1) if there exists an nlogspace-algorithm for reducing a DTD(NFA), then emptiness of a DTD(NFA) is in nlogspace; and,
(2) if there exists a ptime-algorithm for reducing a DTD(SL), then emptiness of a DTD(SL) is in ptime.
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Statements (1) and (2) are easy to show: one only has to observe that an emptiness test of a DTD can be obtained by
reducing the DTD and verifying whether the alphabet of the DTD still contains the start symbol. 
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