A new, rigorous model for solving three-dimensional light-scattering problems in the optical lithography process of semiconductor manufacturing is introduced. The new model employs a hybrid approach to solve Maxwell's equations in the spatial frequency domain with the use of vector potentials. The model extends a successful two-dimensional lithography model and has been applied to the simulation of the patterning of light by three-dimensional (3-D) photomasks. The theory behind the new model is presented, and examples are given of the model's results and computational efficiency on an engineering workstation. The efficiency is highest for fully symmetric structures where the paraxial partial-coherence approximation is valid. The model can easily be extended to the efficient simulation of light scattering in 3-D optical alignment and photosensitive polymer problems.
INTRODUCTION
The demand for steadily decreasing dimensions in semiconductor devices is driving the need for increased resolution in optical lithography, the traditional semiconductor patterning process. Optical lithography is the main driving force in the production of smaller, faster, and higher-density semiconductor devices. 1 As current optical lithography methods approach their resolution limit and new methods are developed, many difficult optical engineering problems remain to be solved. It is critical to understand observed optical effects and predict the useful resolution obtainable in an optical lithography system (see Fig. 1 ). These systems may be composed of a wide variety of optical equipment and semiconductor manufacturing processes. The large time and expense required for laboratory and manufacturing line experiments make optical lithography simulation an increasingly useful and cost-effective method of meeting these goals.
Simulation has been used effectively to clarify issues and optimize processes in a multitude of optical lithography problems. 2 Generally, these problems have been one dimensional or two dimensional in nature. However, on account of the decreasing sizes and the increasing verticality of semiconductor structures, many current and future problems are three dimensional in nature. These three-dimensional (3-D) problems occur in the patterning of light by photomasks, the exposing of photosensitive polymers (photoresists) on the wafer surface, and the reflection of optical alignment signals used in aligning the photomask to the wafer. Accurate simulation of these problems requires rigorous solution of the light scattering in these photomasks or wafer structures.
Rigorous 3-D simulators have been developed that can accurately predict light-scattering behavior in these problems.
These simulators typically use traditional finite-element 3 or finite-difference 4 spatial discretization methods to solve Maxwell's equations, although alternative methods have been developed for specific applications. 5 Unfortunately, the computational cost of solving 3-D optical lithography problems with these methods is quite large. These methods either run on a massively parallel supercomputer or require large amounts of memory and time to run on an engineering workstation. Both situations limit the usefulness of these methods. We are introducing the model for a new 3-D spatial frequency solution to Maxwell's equations with the use of vector potentials. This hybrid model is an extension of a two-dimensional (2-D) spatial frequency light-scattering model successfully applied to optical lithography simulation.
PREVIOUS WORK
Our method is based on a 2-D spatial frequency solution to Maxwell's equations, the so-called waveguide method. The waveguide method was originally developed by Burckhardt 8 to describe light diffraction by a thick photographic plate with a sinusoidally varying dielectric function. The method was used to model light reconstruction in holograms. The method was extended by Kaspar to include absorbing materials 9 within the plate. Nyyssonen 10 applied the method to the study of periodic multiple-layer structures in semiconductor manufacturing. Structures were discretized into layers in which the dielectric function varied horizontally but was constant in the vertical direction (see Fig. 2 ). After extensions by Nyyssonen and Kirk 11 the method was capable of calculating the reflected-and transmitted-light amplitudes from arbitrary-profile periodic structures for vertical illumination in the TE light polarization mode (i.e., electric field perpendicular to the simulated structure). Yuan and Strojwas 12 extended the method to include the TM polarization mode (i.e., magnetic field perpendicular to the simulated structure) for arbitrary profiles and to model simultaneously all possible illumination directions. Yuan and Strojwas applied the method to the study of light images in optical metrology and alignment. Lucas et al. applied the model to the simulation of bleaching (the chemical and solubility changes in photoresist that are due to exposure) in photoresists on 2-D wafer substrates 13 and to light scattering in complex 2-D photomasks such as phase-shifting masks (PSM's).
14 Vector potential solution formulations for various lightscattering problems are well known (e.g., Ref. 15). Tanabe 16 first showed the potential for extending the waveguide method to three dimensions with the use of a vector potential formulation.
LIGHT-SCATTERING THEORY

A. Initial Problem Formulation
If we assume a time-independent system and use Gaussian units, we can write Maxwell's equations within a modeled structure as
If we then define the vector potential A as
we obtain from Eq. (3)
which we can use to define E in terms of a scalar potential :
If we now use Eqs. (5) and (7) inside Eq. (4), we can obtain
We now want to use the gauge transformation freedom inherent in vector potentials to simplify this equation. If the vector and scalar potentials are changed simultaneously by
then the changes do not affect the observables E and H. We choose to implement the Lorentz gauge, where
We can do this provided that a gauge function can be found, which can always be done, 17 that satisfies
With the Lorentz condition, we can simplify Eq. (8) to be
Because of the third term in Eq. (12), we must solve this as a coupled differential equation when is not spatially uniform.
We now use the waveguide method approximation of discretizing a structure into (possibly thin) layers in which the dielectric function, , is uniform in the z direction (see Figs. 2 and 3) . The structure is then in Manhattan geometry form. The vertical discretization approximation is valid if the distance errors introduced between the simulated and actual structures are much smaller than the illuminating wavelength. This allows us to simplify the z component of Eq. (12) in each layer to be
However, we still have freedom to choose the specific function to fulfill the Lorentz gauge. The function must satisfy Eq. (11), though. As shown by Tanabe, 16 if we choose the gauge function ⌳ to be
where z 0 is an arbitrary fixed point in a layer and h(x, y) is the solution for the differential equation
then ⌳ satisfies Eq. (11) . Using this gauge transformation, we can eliminate the z component in the vector potential with relations (9) because Eq. (14) produces
After this transformation we can simplify Eq. (12) to be
We are now left with only two coupled differential equations, a large reduction in complexity from the three coupled equations that we had originally. Finite-element and finite-difference methods solve for three coupled variables, of the six possible electric and magnetic variables (E x , E y , E z , H x , H y , and H z ), in their formulations. The 3-D waveguide method solves many smaller, twovariable (A x and A y ) problems, one problem within each layer, instead of one large, three-variable problem. Thus the potential run time speedups are large because of the increased efficiency of the vector potential formulation. Additionally, as our solution is in terms of two variables (A x and A y ) and there are two physically allowed modes (s and p), the solution is unique and free from spurious modes.
B. Three-Dimensional Eigenvalue Formulation
Substituting A x ϭ f͑x, y ͒Z͑ z ͒,
into Eqs. (17) and (18) gives
If we assume that the z dependence can be described by
these equations become
We now substitute in predicted solutions for f(x, y) and g(x, y), both in the form of a truncated complex Fourier series in which the number of terms in each series is variable (the variable number of terms thus controls the accuracy versus run time tradeoff of the 3-D waveguide method):
which give 
where
For each order (l, m) these equations become
This can be written in matrix form, where the double summation order (l, m) defines the row and the double summation order (n, p) defines the column, as
where on the diagonal [row ϭ (l, m) and column ϭ (l, m)]
and off the diagonal [row ϭ (l, m) and column ϭ (n, p)]
C. Boundary Conditions
The coefficients for the z dependence are still needed, but they can be obtained from the boundary conditions between layers j and j ϩ 1:
In layer 0 (generally air) A x and A y are given by
If layer 0 is glass (or another material), A x and A y are given by
Inside layer j these expressions become
In the substrate these can be written as
With the use of
the boundary conditions at the interface of the air and layer 1 (z ϭ 0) for each order (l, m) become
where ⍀ l,m is defined in Eq. (47) if the incident material is air or in Eq. (50) if the incident material is glass. By eliminating the variables X 0 and Y 0 and writing in matrix form, we obtain (60) which can be written as
, and R each have 2N elements and N ϭ (2N x ϩ 1)(2N y ϩ 1), with N x ϭ L and N y ϭ M being the number of approximating orders in each direction. F has 4N rows and 2N columns. The element in row (l, m) and column h is given by
For row (l, m) and column (n, p) on the diagonal, where (l, m) ϭ (n, p),
Off the diagonal, where (l, m) is not equal to (n, p),
At the boundary between layer j and layer j ϩ 1 the following boundary conditions hold:
or, in matrix form,
where in column h and row (l, m) of each F matrix the element for layer j is given by
To calculate the amplitudes of C in the jth layer knowing the amplitudes in the ( j ϩ 1)th layer, we must solve the equation
At the boundary between the last layer (qth layer) and the substrate the following boundary conditions hold for each order (l, m):
The boundary conditions can be written in a matrix form as follows:
and, for row (l, m) and column (n, p), G is given by
We can solve the matrix equation to yield
We can combine all the T matrices to obtain
allowing us to write
and then solve for the transmitted-light amplitudes by
To solve for the internal light amplitudes within any layer j, we can then solve
D. Incident-Light Amplitudes
The amplitudes of the vector potential for the incident light in the air (or the glass) above the first layer can be derived from the relation H ϭ ٌ ϫ A, so that
Therefore, for each incident order (l, m),
If layer 0 is glass, then, for each incident order (l, m),
E. Reflected-Light Field
Using the boundary conditions at the layer 0-layer 1 interface to compute the scattering matrix for layer 1 allows us to express the reflected-light amplitudes for each order (l, m) by
F. Fully Symmetric Case
In the common case in which the physical structure is symmetric in both the x and y directions (x, y) can still be expressed as
where l,m ϭ Ϫl,m ϭ l,Ϫm ϭ Ϫl,Ϫm .
The incident light is composed of multiple incoherentlight distributions, each of which is described as composed of a summation of coherent plane waves. If we assume that each of these incoherent-light distributions is symmetric in both the x and y directions, we can have two possible solutions to the eigenvalue problem. We define the first solution with f symmetric and g antisymmetric:
therefore
The second solution then reverses the cases, making g symmetric and f antisymmetric:
with
If the mask structure also has 90°rotational symmetry (as in the case of a square contact opening), that is, it is also symmetric across the line x ϭ y, then the two cases yield the same answer. The results for the second case may be obtained from the first by a 90°rotation. Because of the symmetry, we have reduced the number of independent variables in the eigenvalue calculation (and in the subsequent boundary-condition calculations) to 2(N x ϩ 1)(N y ϩ 1) Ϫ 1, down from 2(2N x ϩ 1) (2N y ϩ 1) . For larger N x and N y values this is nearly a fourfold reduction in the number of variables, a 64-fold reduction in run time, and a 16-fold reduction in memory usage. Fully symmetric structures without 90°symmetry will have twice this many variables.
However, the symmetric case does have a drawback for modeling lithography systems with extended thermal light sources. In the symmetric case each separate incoherent-light distribution incident upon the mask must be symmetric. That is, the coherent plane waves making up this distribution must be symmetric. We can no longer model the light scattering that is due to the incidence of a single nonvertically traveling plane wave that is incoherent to all other incident plane waves. Previously, we assumed that the light from an incoherent-light source is composed of several incoherent plane waves. For the symmetric case we can now model only the light scattering from the one symmetric incoherent distribution, the vertically incident plane wave.
Therefore we must turn to an approximation for modeling incoherent-light sources in the symmetric case. We assume that the scattering profile of the mask is independent of the incidence spatial frequency. The transmitted spatial frequency spectrum for each nonvertically incident wave is obtained by shifting the transmitted frequency spectrum of the vertically incident wave. The spectrum is shifted in frequency space by the spatial frequency of the incident wave. The assumption is that the scattering of the nonvertically incident wave in frequency space will be similar to that of the vertically incident wave, a concept borrowed from scalar optic theory. This approximation should be valid for incident waves that are nearly vertical. For 1ϫ reduction imaging systems and typical NA and sigma values the incidence angle can exceed 11.5°from the vertical in the glass mask substrate. Therefore the approximation may not be valid for 1ϫ systems, though these systems are relatively rare. For 5ϫ reduction systems, however, the largest incidence angle is typically less than 3.0°in the glass. Wojcik has reported that the approximation, dubbed the paraxial partialcoherence approximation, appears to be valid for common 4ϫ and 5ϫ imaging systems. 18 We can still model coherent (laser) illumination without the paraxial approximation, but the usage for such a model appears limited to optical metrology and alignment applications. For incoherent-light sources the symmetric model will be more accurate than scalar models for investigating 1ϫ reduction imaging systems. The symmetric model provides a more accurate scattering analysis of the vertically incident light and therefore will provide a higher-accuracy overall solution. The model also incorporates edge scattering and polarization effects, which the scalar models are unable to accommodate. Because of the symmetric method's computational quickness, it can be seen as a useful midpoint in the run time/accuracy scale between the slow, rigorous full vector 3-D method and the quick, approximate scalar methods. The speed gained by using the fully symmetric method also allows the modeling of reduction imaging systems in reasonable time on a common engineering workstation (see Table 1 ). This is an important achievement, as it provides engineers with an accessible and efficient 3-D vector mask model for the study of complex mask problems.
G. Partly Symmetric Case
Methods similar to those above can be used to produce a solution for partly symmetric structures and inputs, although we have not done so. Here the incoherent incident plane waves can arrive from nonvertical directions that are on the nonsymmetric axis. One can then use the scattering results from these plane waves to synthesize the scattering results for all possible incidence directions. This partly symmetric method will result in an approximately eightfold reduction in run time and a twofold reduction in memory usage from the nonsymmetric case.
RESULTS
Being able to predict accurately the pattern of light imaged upon photoresists (and thus the shape and the size of resulting structures) is extremely valuable to semiconductor engineers. This is because the size and the shape of a device determine, to a large degree, its functionality. Accurately modeling the correct sizing of photomasks for an optical system in order to yield correct device features therefore reduces timely and costly mask-sizing iterations. Complicated topography or small-dimension photomasks require rigorous models for accurate prediction of imaging behavior. Another example of complicated photomask topography is given in Fig. 4 , which shows a modeled binary chrome photomask of long metal lines containing a light-obstructing defect. Photomask defects are commonplace. Rigorous models can determine whether small defects will degrade the imaging resolution enough to cause circuit faults. Examples of the output from the simulation of defective 3-D photomasks are given in Figs. 5 and 6. Figures 5 and 6 show the simulation results for the light transmitted through this mask with and without the defect, respectively. The results are contour plots of the light intensity arriving at the wafer surface. A common approximation sets the pattern, which will print as the area on the wafer that receives light intensity greater than 30% of the clear-field (no mask) intensity. This area is outlined in gray in both Figs. 5 and 6 to highlight the effects of the photomask defect. In this case the defect will cause a short in the material being patterned upon the wafer (likely a metal). Accurate simulations of the effects of photomask defects are important, as they can predict the potential for semiconductor circuit failures caused by such defects and allow circuit manufacturers to optimize their photomask defect inspection and cleaning procedures.
THEORETICAL VERIFICATIONS
Our initial verifications of this method involved comparing results for 2-D mask modeling problems from the 3-D waveguide method with those of the 2-D waveguide method. The 2-D model had previously been verified against Fresnel's equations, other 2-D vector models, and experimental results. 6, 7, 12 In the TE light polarization mode the results of the models matched nearly exactly. This is to be expected, as the vector potential waveguide formulation essentially reduces to Burckhardt's formulation for the 2-D TE case. For the TM polarization case the formulations do not exactly match, and the results seen at low numbers of approximating orders were slightly different. However, after convergence (higher numbers of approximating orders) the results across the image matched within 2% of the peak light intensity. The vector potential TM waveguide formulation generally converged to a final answer in fewer numbers of simulation orders (and therefore was more efficient) than the magnetic-field formulation of the 2-D TM method.
We also implemented checking routines for computing the error from the conservation-of-energy and reciprocity theorems. The conservation-of-energy routine computes, for each incidence order, the sum of the energy carried away from the mask by the resulting transmission and reflection orders. This summed energy is compared with the energy carried to the mask by the incidence order. This is done for both s and p polarization modes. For a simulated structure with no absorbing materials the routine computes the percent deviation from the energyconservation theorem as a function of incidence-order NA (the sine of the incidence angle). For structures with absorbing materials the routine outputs the percentage of energy absorbed by the structure as a function of incidence-order NA. An example of the deviation from the energy-conservation theorem with increasing numbers of simulation orders for a chromeless PSM is given in Fig. 7 . Here the structure period was increased with the numbers of modeling orders so that the density in frequency space of the approximating orders increases linearly. The accuracy can be seen generally to increase with the number of orders modeled. Incorporating larger numbers of approximating layers to model a sloped structure generally decreases the energy-conservation error of simulations. Figure 8 shows the conservation of energy for light scattering from a multilayer photomask structure, as in Fig. 3 , as the number of approximating layers is increased.
The reciprocity-checking routine computes whether the percentage of energy scattered from an incidence order i (spatial frequency of i) into a reflection order j matches the percentage scattered from an incidence order j into a reflection order i. The errors are summed for each incidence order for both s and p polarization modes. Figure  9 shows an example of the deviation from the reciprocity theorem with increasing numbers of simulation orders for a binary mask. The structure size is kept constant, and the numbers of modeling orders are increased. The error from the reciprocity theorem can be seen to be very low for all modeling-order cases, although the error tends to increase with the number of approximating spatial orders. This is likely due to the increase in the number of orders into which light may scatter, which increases rapidly with N x and N y ͓the total number of orders ϭ 2(2N x ϩ 1)(2N y ϩ 1)͔. However, the error per scattering order decreases as the number of approximating orders increases. Therefore the higher-order simulations are generally seen to be more accurate. In both energyconservation and reciprocity checking, the error increases as the spatial frequency of the incident-light order does. For optical lithography photomask simulation the spatial frequency of the incidence order is generally low (incidence angles are generally less than a few degrees in reduction systems), so the errors at the higher spatial orders are not relevant. However, for modeling substrate bleaching, the incidence angle can be 30°or more (NA of 0.5-0.6), and avoiding these high-spatial-order errors by increasing the number of approximating orders or layers will become more important. The examples of energyconservation and reciprocity theorem errors shown are Fig. 4 with opaque particle. Gray lines outline the approximate area that will print in the photoresist. Illumination wavelength ϭ 0.248 m. The figure clearly shows that a circuit fault will occur that is due to the mask particle, although results depend strongly on particle shape, size, and composition. Illumination wavelength ϭ 0.248 m.
summed for both incidence polarization modes (s and p).
The average values per incidence single polarization order are then one-half of the values shown.
EXPERIMENTAL VERIFICATION
The model was implemented into a photomask simulator, METROPOLE-3D, which runs on engineering workstations. We have simulated examples of 3-D binary and PSM's for 1ϫ and 5ϫ reduction imaging systems. Rigorous simulation is necessary for masks with small structure sizes (approaching the wavelength of illuminating light) and for masks with vertical topography. These masks have light-scattering effects that are not taken into account by approximate, scalar simulators. To verify the results of our model, we compared aerial images generated by METROPOLE-3D with experimental images and those generated by a popular scalar photomask model, SPLAT (Ref. 19 ) (see Figs. 10 and 11 ). The imaging system had a 5ϫ reduction factor, I-line illumination ( ϭ 0.365 m), a NA of 0.6, and a partial coherence of 0.6. The images are cross sections for isolated contact openings of 0.49 and 0.39 m, after reduction, in a 10% transmission embedded attenuating PSM. The experimental aerial images were measured with the AIMS (Ref. 20) aerial image measurement system and were provided by SEMATECH. The AIMS system mimics the NA and the partial coherence of an imaging system. However, instead of reducing the light image to expose photoresist, the AIMS system magnifies the image so that it can be measured by CCD light detectors. As can be seen, with the larger 0.49-m opening, the results of METROPOLE-3D and the scalar model both match the experimental data well. However, for the 0.39-m opening, where light-scattering effects are more pronounced, only our rigorous vector model is able to predict accurately the experimental light intensity results. Modeling of these small mask features is important for the quick and accurate design of masks in the critical layers of nextgeneration devices. 
RUN TIME AND MEMORY USAGE
Traditional workstation-based rigorous lithography models may take days to complete complex simulations. The run time of our model on an IBM RS6000 model 550 workstation is typically under a few hours for nonsymmetric simulations. Simulations of fully symmetric structures typically run in under 1 h (Ref. 21) (see Table  1 ). The memory usage is also moderate for today's desktop workstations, typically less than 120 Mbytes.
SUMMARY
Optical lithography simulation is an increasingly valuable tool for replacing expensive and time-consuming experiments in semiconductor manufacturing. Using a vector potential extension to an existing 2-D electromagnetic solution method, we have created a new, rigorous 3-D optical lithography model. This model has been implemented in a photomask simulator for engineering workstations and has been shown to run quickly and accurately. In addition, the model is easily extendable to the efficient solution of other nonplanar 3-D lithography problems in optical alignment, metrology, and photoresist bleaching.
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