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Abstract
We introduce Graph-Sparse Logistic Regression, a new algorithm for classification
for the case in which the support should be sparse but connected on a graph. We val-
idate this algorithm against synthetic data and benchmark it against L1-regularized
Logistic Regression. We then explore our technique in the bioinformatics context
of proteomics data on the interactome graph. We make all our experimental code
public and provide GSLR as an open source package.1
1 Introduction
In many scientific applications of machine learning, the goal is not only to build an accurate predictor,
but also to learn more about the underlying process modeled by the predictor. In such cases, the
machine learning model must serve the dual objectives of accuracy and interpretability. Perhaps
the simplest way of achieving interpretability is to constrain the model to select a small subset of
the features to predict the label. This is interpretability by model scale: a small model is easier to
interpret than a large one.
In the case of linear classifiers, the canonical technique is L1-regularization, i.e. "the Lasso"[1] which
adds a penalty term to the objective function proportional to the L1-norm of the classifier weights.
In some cases, this first-approximation solution will not satisfactorily select the relevant features,
despite selecting features which form a support for a high-accuracy predictor. Many scientific
domains are rife with subtle, complex data derived from subtle, complex processes by noisy, biased
instruments, and in some of those cases the Lasso is underspecified for the task. Consider for example
the common bioinformatics feature selection problem of pathway prediction. In this setting, we
measure gene expression for each gene in the genome, or protein abundances for each protein in
the proteome, for patients drawn from disease and control populations, and the goal is to determine
which genes/proteins are pertinent to the disease. An influential study showed that some 90% of
random sets of 100 features were predictive of the label in a Breast Cancer dataset, demonstrating the
difficulty of selecting the correct feature set exclusively from the information in the labels [2].
However, in some domains, we have side information about the features, which we can leverage
for the selection of a more meaningful support. For the pathway inference problem, we have
1https://github.com/fraenkel-lab/GSLR
31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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information about these proteins’ relationships, which we can represent as a graph. These Protein-
Protein Interaction (PPI) networks (alternately, "interactomes") draw an edge between proteins if they
physically interact, weighted by the confidence in the interaction [3]. We anticipate that biologically
relevant features will be tightly connected in the interactome. This presents the need for an algorithm
which predicts class labels from a small support which is connected on the feature graph.
2 Related Work
2.1 Sparse Regressions
There exist many algorithmic variants of the Lasso designed to take into account structure in the
feature-space, notably the Group Lasso [4] and its variants [5, 6]. However, these methods require a
predefined partitioning or grouping of the variables. Two approaches extend Group Lasso to graphs:
"Graph Lasso"[6] proposes using graph motifs, e.g. every k-clique or k-line-graph as the grouping
of features for input to Group Lasso with Overlaps, but this is somewhat inflexible (in that the
grouping is still predetermined, the regression step cannot permute the groups) and is not necessarily
tractable for larger graphs for all choices of groupings. Sparse Regression Incorporating Graphical
Structure Among Predictors (SRIG) [7] is the special case of Group Lasso with Overlaps (and Graph
Lasso) where the groups are the 1-hop neighborhoods of every node in the graph. Another idea,
Graph-Laplacian-Regularized Logistic Regression [8] combines an L1 penalty on each of the nodes
with an L2 penalty on the graph spectrum.
2.2 Prize-Collecting Steiner Forest for Pathway Prediction
An approach to pathway prediction comes from combinatorial optimization. In the Prize-Collecting
Steiner Forest (PCSF) formulation [9, 10], we seek a subgraph of the interactome which maximizes
vertex prize and minimizes edge cost by minimizing the following objective:
f(F ) = β
∑
v/∈VF
p(v) +
∑
e∈EF
c(e) + ω · κ, (1)
where F (VF , EF ) is the selected subgraph, p(v) is the prize of vertex v, c(e) is the cost of edge e.
The reader will note that in the case where the prizes are set to some uniform, arbitrarily large value,
this evaluates to the more common MST problem. In the biological context, we set the cost of an
edge c(e) as the inverse confidence in the interaction between those proteins, and the vertex prize p(v)
as the average differential expression of the associated protein between case and control, scaled by
hyperparameter β. PCSF has been used to generate experimentally-validated pathways in a number
of disease contexts including recently medulloblastoma [11] and neurodegenerative diseases [12].
2.3 Graph Sparsity
Graph sparsity (as utilized in this paper) was first proposed as a general framework for structured
sparsity in [13]. In the context of regression problems, graph sparsity can be defined as follows.
There is a known graph G = (V,E) defined on the features, i.e., each feature corresponds to a node
v ∈ V . We then say that a vector θ ∈ Rd is (G, s)-graph-sparse if the support S of θ (i.e., the indices
with non-zero coefficients) satisfies the following two properties: (i) The cardinality of the support
is at most s. (ii) The nodes corresponding to elements in S form a connected subgraph of G, i.e.,
for every pair of indices i, j ∈ S there is a path from i to j so that all intermediate indices are also
contained in S and all pairs of consecutive nodes are connected by an edge in E.
While [13] also introduced a polynomial-time algorithm for some regimes of graph-sparse regression,
their method did not easily scale to large datasets. To address this issue, [14] provided faster
algorithms for projections onto the set of graph-sparse vectors that run in time which is nearly-linear
in the size of the graph. Our work leverages the fast projection algorithms introduced in [14].
Both [13] and [14] focus on the regular linear regression setting and the goal is to estimate an
unknown vector in `2-distance. In contrast, we focus on logistic regression and aim to identify the
most important subgraphs in the feature graph.
2
Algorithm 1 Graph-Sparse Logistic Regression
1: function GSLR(X , y, G, s, η, k)
2: Let f(X, y, θ) be the logistic loss.
3: θˆ0 ← 0
4: for i← 0, . . . , k − 1 do
5: θ˜i+1 ← θˆi − η · ∇f(X, y, θˆi)
6: θˆi+1 ← PG,s(θ˜i+1) . Graph-sparse projection
7: return θˆk
3 Graph-Sparse Logistic Regression
The motivation for Graph-Sparse Logistic Regression (GSLR) is to utilize prior knowledge of graph
structure defined on the features (in our case, the interactome) in order to improve over classical
(sparse) logistic regression. The majority of the signal separating positive from negative examples in
our datasets is dispersed over the interactome and hence less biologically relevant. This algorithm
intends to optimally separate our data with the constraint that the signals used for classification must
be nearby in graph-space. Viewed otherwise, the objective is to find the subgraph of the interactome
most predictive of the phenotype of interest, rather than a disjunct set of features.
At a high level, GSLR is an instantiation of projected gradient descent with the (multiclass) logistic
loss function. In each iteration of the procedure (see Algorithm 1), we take a gradient step and then
project the current iterate back to the constraint set. Since projecting onto the set of graph-sparse
vectors exactly is NP-hard2, we instead resort to the approximate projections from [14]. In particular,
we assume we have access to a projection operator PG,s with the following guarantee.
Given an arbitrary vector p ∈ Rd, the projection operator PG,s returns a vector q ∈ Rd satisfying the
following two properties:
• Approximate projection: The vector q is an approximate projection, i.e., instead of achiev-
ing the smallest distance to the input point p among points in the constraint set, the distance
achieved by q is within a small constant factor:
‖p− q‖22 ≤ 2 · min
q′ is (G,s)-sparse
‖p− q′‖22 . (2)
• Approximate graph sparsity: The support of the vector q forms a connected component
of size at most 6s+ 1 in the graph G.
Interestingly, the projection operator PG,s relies on algorithmic tools originally developed for the
PCSF problem (see Section 2.2). We project onto the set of graph-sparse vectors by constructing a
carefully tuned sequence of PCSF instances in which the edge costs in these instances are adjusted so
that the resulting PCSF solution has the desired sparsity. The node prizes are given by the squared
coefficient corresponding to each index, so that the sum of node prizes not in the solution subtree
becomes the approximation error term ‖p− q‖22 in Equation (2) above. We refer the reader to [14]
for a more detailed explanation of the approximate projection for graph sparsity.
We remark the approximation guarantees mentioned above are proven in a worst case setting. In our
experiments, we typically find that we can adjust the sparsity to within about 10%.
4 Experiments
4.1 Synthetic Data Generation
In biomedical data, ground truth can be hard to come by. In complex diseases, the features relevant to
a disease are usually not fully known, and are occasionally disputed.
In order to circumvent the absence of ground-truth, we construct synthetic datasets by the following
procedure: We model the 206 samples from [15] as a multivariate gaussian over the protein values,
2This follows from hardness results for the classical Steiner tree problem.
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from which we draw new samples (synthetic "patients"). We then translate some of those samples
by a "perturbation vector" and designate the translated subset as the positive set. In order to make
synthetic data which matches our biological intuition, the perturbation vector is small relative to the
variance of of the gaussian.
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Figure 1: A low dimensional cartoon of our synthetic data generation strategy. Here, the pink gaussian
represents our original data, from which we sample our negative examples. We sample our positive
examples from the orange gaussian by first sampling them from the pink gaussian and translating
them by the perturbation vector (in this case < 0, µx2 − µx2∗ >, with x2 in the pathway and x1 not.
We generate perturbation vectors in two schemes. In both schemes, we pick a KEGG [16] pathway
(a canonical, well studied group of proteins which interact in order to accomplish some biological
function) and sample an offset for each of the proteins in the pathway. The perturbation vector ~x is
only non-zero for the pathway proteins, and hence, we are "perturbing" a biological function. This
provides us with ground truth, since we know the identities of the nodes we are translating.
negative = N (~µ,Σ) positive = N (~µ,Σ) + ~x
In the first scheme, we sample each pathway protein’s offset from the univariate gaussian defined by
that protein’s empirical values in the data.
positivescheme1 = N (~µ,Σ) + ~x where ~xp = N (0, σ2p) if p ∈ KEGG pathway, 0 otherwise.
In expectation the perturbation vector will be 0, and so few of the pathway proteins will appear
perturbed. This perturbation strategy only significantly alters a small fraction of the pathway means,
which matches our biological intuition that only a few proteins in a pathway need be severely
dysregulated for the pathway to be dysregulated.
In the second scheme, we sample each pathway protein’s offset from a univariate gaussian centered
one standard deviation from 0, causing a larger magnitude perturbation vector than in the first scheme.
positivescheme2 = N (~µ,Σ) + ~x where ~xp = N (±σp, σ2p) if protein p ∈ KEGG pathway, 0
otherwise.
In both cases, the shift in the multivariate gaussian which defines the "positive" set is fairly subtle,
imperceptible to dimensionality reduction techniques such at PCA or t-SNE. We draw 100 positive
and 100 negative samples for each of 229 pathways with an average of 80 proteins "perturbed" of
16,349 in our interactome graph.
4
4.2 Synthetic Data Results
We first examine the performance of classic L1-regularized logistic regression [17]. We perform
10-fold cross validation on every dataset for each of 16 sparsity hyperparameter values in order to
recover sets of nonzero coefficients of varying sparsity. We can then evaluate these 10 x 229 x 16
runs in their classification accuracy, precision, and recall, where precision is the fraction of nonzero
weights which correspond to true pathway proteins and recall is the fraction of true pathway proteins
for which the algorithm assigns nonzero weights. Note that these are precision and recall defined for
feature selection, which are different than the conventional definitions.
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(a) scheme 1 – all datasets, all folds
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(b) scheme 2 – all datasets, all folds
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(c) scheme 1 – a random dataset, all folds
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(d) scheme 2 – a random dataset, all folds
Figure 2: L1-Regularized Logistic Regression (blue) versus Graph-Sparse logistic Regression (red).
Each trace represents one fold of one dataset, varying sparsity. The bolded trace is the average.
Logistic Regression with strong L1 regularization achieves high classification accuracies on the
holdout sets across pathways, regularizations, and folds, but low precision and recall (Fig 1), which
is to say the set of features Logistic Regression uses to separate positive and negative examples are
mostly non-overlapping with the set of true pathway proteins whose means were translated at dataset
construction. In the case of (n << d) it is to be anticipated that true signal is near-impossible to
capture without the aid of some heuristic or side-information.
We then examine the performance of Graph-Sparse Logistic Regression across 10 folds on every
dataset for each of 5 sparsities, and find that it outperforms regular sparse Logistic Regression on
precision and recall across the board. GSLR has nearly equivalent predictive accuracy of sparse
logistic regression, but is able to more precisely select more of the true perturbed features.
4.3 Real Data Results
We then test our technique on the real biological data we had used to generate our synthetic data.
The CPTAC ovarian cancer study [15] focuses primarily on high-grade serous ovarian carcinomas
(HGSOC) which account for the majority of ovarian cancers diagnosed and are associated with the
lowest survival rates in ovarian cancer. Here, we are using the findings associated with the five
proteomic subtypes descibed in [15]: differentiated, metabolic, proliferative, mesenchymal, and
stromal.
We first determine which known biological processes are well represented in the GSLR-selected set
of proteins using hypergeometric overlap tests with gene sets from the Molecular Signature Database
(MSigDb). In concordance with [15], we find a strong association between the stromal subtype and
the complement system and (other) blood-cell related gene sets, as well as the metabolic subtype and
cytokine signaling. Similarly, gene sets associated with extracellular matrix proteins ranked highly
for both the mesenchymal subtype and the stromal group. The primary signal that was associated
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with the proliferative subtype, DNA replication, was not directly linked to this subtype by our method.
We suspect that this could be because DNA replication is a signal that is shared across the subtypes
and was therefore not pulled out as a subtype-distinguishing feature. Finally, for the differentiated
subtype, we identified gene sets closely related to cell-cell interactions. We then examine the overlap
between the GSLR-selected proteins and an independent list of all genes with supporting evidence of
an association with Ovarian Cancer, and find that GSLR’s prediction has a precision of 0.52 and a
recall of 0.09. A hypergeometric test of significance gives us a p-value of 1e-68.
Given the close correspondence of the previously published subtype-associated pathways and pro-
cesses and the gene sets identified by GSLR, we conclude that GSLR is suited to examine real-world
biological datasets and able to assist in generating potentially clinically relevant results.
5 Discussion
We have introduced a logistic regression model for settings where the support of the unknown
parameter vector is graph-sparse. When features have a known graphical structure, this approach
leverages this structure to select features that are both predictive and connected on the underlying
graph structure. We validated our method on synthetic data and then applied it to real proteomics data
where we found that GSLR was able to select features associated with biological pathways previously
found to be enriched in Ovarian Cancer subtypes.
An interesting avenue for future work is applying our technique to other domains with graphical
structure in the feature space. On the theoretical side, an important question is under what conditions
GSLR is guaranteed to identify relevant features. Finally, we would like to extend our approach to
also incorporate non-linear structure in the data.
References
[1] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical Society,
Series B, 58:267–288, 1994.
[2] David Venet, Jacques E. Dumont, and Vincent Detours. Most random gene expression signatures are
significantly associated with breast cancer outcome. PLOS Computational Biology, 7(10):1–8, 10 2011.
[3] Taibo Li, Rasmus Wernersson, Rasmus B. Hansen, Heiko Horn, Johnathan Mercer, Greg Slodkowicz,
Christopher T. Workman, Olga Rigina, Kristoffer Rapacki, Hans H. Staerfeldt, Soren Brunak, Thomas S.
Jensen, and Kasper Lage. A scored human protein-protein interaction network to catalyze genomic
interpretation. Nat Meth, 14(1):61–64, Jan 2017. Brief Communication.
[4] Ming Yuan and Yi Lin. Model selection and estimation in regression with grouped variables. JOURNAL
OF THE ROYAL STATISTICAL SOCIETY, SERIES B, 68:49–67, 2006.
[5] Noah Simon, Jerome Friedman, Trevor Hastie, and Rob Tibshirani. A sparse-group lasso. Journal of
Computational and Graphical Statistics, 2013.
[6] Laurent Jacob, Guillaume Obozinski, and Jean-Philippe Vert. Group lasso with overlap and graph lasso.
In Proceedings of the 26th Annual International Conference on Machine Learning, ICML ’09, pages
433–440, New York, NY, USA, 2009. ACM.
[7] Guan Yu and Yufeng Liu. Sparse regression incorporating graphical structure among predictors. Journal
of the American Statistical Association, 111(514):707–720, 2016.
[8] Wen Zhang, Ying-wooi Wan, Genevera I. Allen, Kaifang Pang, Matthew L. Anderson, and Zhandong Liu.
Molecular pathway identification using biological network-regularized logistic models. BMC Genomics,
14(8):S7, Dec 2013.
[9] Nurcan Tuncbag, Sara J. C. Gosline, Amanda Kedaigle, Anthony R. Soltis, Anthony Gitter, and Ernest
Fraenkel. Network-based interpretation of diverse high-throughput datasets through the omics integrator
software package. PLOS Computational Biology, 12(4):1–18, 04 2016.
[10] Murodzhon Akhmedov, Alexander LeNail, Francesco Bertoni, Ivo Kwee, Ernest Fraenkel, and Roberto
Montemanni. A fast prize-collecting steiner forest algorithm for functional analyses in biological networks.
In Integration of AI and OR Techniques in Constraint Programming - 14th International Conference,
CPAIOR 2017, Padua, Italy, June 5-8, 2017, Proceedings, pages 263–276, 2017.
6
[11] Paul A Northcott, Ivo Buchhalter, A Sorana Morrissy, Volker Hovestadt, Joachim Weischenfeldt, Tobias
Ehrenberger, Susanne Gröbner, Maia Segura-Wang, Thomas Zichner, Vasilisa A Rudneva, et al. The
whole-genome landscape of medulloblastoma subtypes. Nature, 547(7663):311–317, 2017.
[12] Vikram Khurana, Jian Peng, Chee Yeun Chung, Pavan K. Auluck, Saranna Fanning, Daniel F. Tardiff,
Theresa Bartels, Martina Koeva, Stephen W. Eichhorn, Hadar Benyamini, Yali Lou, Andy Nutter-Upham,
Valeriya Baru, Yelena Freyzon, Nurcan Tuncbag, Michael Costanzo, Bryan-Joseph San Luis, David C.
Schöndorf, M. Inmaculada Barrasa, Sepehr Ehsani, Neville Sanjana, Quan Zhong, Thomas Gasser, David P.
Bartel, Marc Vidal, Michela Deleidi, Charles Boone, Ernest Fraenkel, Bonnie Berger, and Susan Lindquist.
Genome-scale networks link neurodegenerative disease genes to alpha-synuclein through specific molecular
pathways. Cell Systems, 4(2):157–170.e14, October 2017.
[13] Junzhou Huang, Tong Zhang, and Dimitris Metaxas. Learning with structured sparsity. The Journal of
Machine Learning Research, 12:3371–3412, 2011.
[14] Chinmay Hegde, Piotr Indyk, and Ludwig Schmidt. A nearly-linear time framework for graph-structured
sparsity. 37:928–937, Jul 2015.
[15] Hui Zhang, Tao Liu, Zhen Zhang, Samuel H. Payne, Bai Zhang, Jason E. McDermott, Jian-Ying Zhou,
Vladislav A. Petyuk, Li Chen, Debjit Ray, Shisheng Sun, Feng Yang, Lijun Chen, Jing Wang, Punit
Shah, Seong Won Cha, Paul Aiyetan, Sunghee Woo, Yuan Tian, Marina A. Gritsenko, Therese R. Clauss,
Caitlin Choi, Matthew E. Monroe, Stefani Thomas, Song Nie, Chaochao Wu, Ronald J. Moore, Kun-
Hsing Yu, David L. Tabb, David Fenyö, Vineet Bafna, Yue Wang, Henry Rodriguez, Emily S. Boja, Tara
Hiltke, Robert C. Rivers, Lori Sokoll, Heng Zhu, Ie-Ming Shih, Leslie Cope, Akhilesh Pandey, Bing
Zhang, Michael P. Snyder, Douglas A. Levine, Richard D. Smith, Daniel W. Chan, Karin D. Rodland,
Steven A. Carr, Michael A. Gillette, Karl R. Klauser, Eric Kuhn, D. R. Mani, Philipp Mertins, Karen A.
Ketchum, Ratna Thangudu, Shuang Cai, Mauricio Oberti, Amanda G. Paulovich, Jeffrey R. Whiteaker,
Nathan J. Edwards, Peter B. McGarvey, Subha Madhavan, Pei Wang, Gordon A. Whiteley, Steven J. Skates,
Forest M. White, Christopher R. Kinsinger, Mehdi Mesri, Kenna M. Shaw, Stephen E. Stein, David Fenyo,
Paul Rudnick, Michael Snyder, Yingming Zhao, Xian Chen, David F. Ransohoff, Andrew N. Hoofnagle,
Daniel C. Liebler, Melinda E. Sanders, Zhiao Shi, Robbert J. C. Slebos, Lisa J. Zimmerman, Sherri R.
Davies, Li Ding, Matthew J. C. Ellis, and R. Reid Townsend. Integrated proteogenomic characterization of
human high-grade serous ovarian cancer. Cell, 166(3):755–765, 28 July 2016.
[16] Minoru Kanehisa, Miho Furumichi, Mao Tanabe, Yoko Sato, and Kanae Morishima. Kegg: new perspec-
tives on genomes, pathways, diseases and drugs. Nucleic Acids Research, 45(D1):D353, 2017.
[17] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer,
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay.
Scikit-learn: Machine learning in Python. Journal of Machine Learning Research, 12:2825–2830, 2011.
7
