Abstract. We consider the following singularly perturbed semilinear elliptic problem: (I) where c 1 > 0 is a generic constant, P is the unique local maximum point of u and H (P ) is the boundary mean curvature function at P 2 @ .
where c 1 > 0 is a generic constant, P is the unique local maximum point of u and H (P ) is the boundary mean curvature function at P 2 @ .
In this paper, we obtain a higher-order expansion of J u ] : It is known that any solution u of (1.1) is a critical point of J and vice versa. In this paper, we restrict ourselves to families of solutions fu g 0< < 0 of (1.1) with nite energy, i.e.
?N J u ] < +1 for 0 < < 0 :
(1.6) It can be proved that for su ciently small, any family of solutions of (1.1) satisfying (1.6) can have at most a nite number of local maximum points (see 24] ). Let the local maximum points be fP 1 ; :::; P K g . If P j 2 @ ; j = 1; :::; K, we call u a K?boundary spike solution. If K = 1, we call u a single boundary spike solution.
In the pioneering papers 23], 24] and 25], Lin, Ni and Takagi established the existence of least-energy solutions and showed that for su ciently small the least-energy solution is a single boundary spike solution and has only one local maximum point P with P 2 @ . Moreover, H(P ) ! max P 2@ H(P) as ! 0, where H(P) is the mean curvature of @ at P. (Note that Ni and Takagi ( 24] , 25]) proved (1.7) for least-energy solutions. But it is easy to see that it also holds for any single boundary spike solution.)
Based on (1.7), Ni and Takagi 25] showed that the least energy solution must concentrate at a maximum point of the mean curvature function.
If H(P) has more than one maximum points on @ , the asymptotic expansion (1.7) is no longer su cient to derive the spike location and the next order term in (1.7) becomes important. This is exactly the purpose of this paper.
Before stating our main result, we introduce some notation.
First we give some conditions on the function f(t): In what follows we always assume that f(t) satis es (f1) and (f2).
Next, we introduce boundary deformations.
Let P 2 @ . We can de ne a di eomorphism straightening the boundary in a neighborhood of P. After rotation and translation of the coordinate system we may assume that the inward normal to @ at P points in the direction of the positive x N -axis and that P = 0. (1.12) which is called Ricci scalar curvature at P (up to a constant). When N = 2, we let R(P) = 0.
Throughout the paper, we use the following notation: and c 2 ; c 3 are generic constants to be de ned later (see (3.26) To this end, we assume that f satis es (f1) and (f3) For t 0, f admits the decomposition in C 1+ (R):
where ( 2. The asymptotic expansion (1.14) shows that the Ricci scalar curvature can play an important role in the case of constant mean curvature boundary.
The proof of Theorem 1.1 is divided into three steps:
Step 1: We choose a good approximate function, concentrating at a boundary point P and calledw ;P , such that 2 w ;P ?w ;P + f(w ;P ) = O( 1+ ); (1.19) where is the Holder exponent of f 0 (see assumption (f1)). This is done in Section 2.
Step 2: Our key observation is that in order to obtain the term of order 2 in the asymptotic expansion of J u ], we do not need to expand u up to the order O( 2 ). In fact, it is enough to have u =w ;P + O( ) (1.20) for some > 1. We choose = 1 + 2 . We do not even need to know the term of order in the asymptotic expansion of u . From (1.20) we derive
This is proved in Section 5.
Step 3: It then remains to compute the energy ofw ;P . A higher-order energy expansion is derived Section 3 and in Section 4 it is shown that c 1 > 0 and c 3 > 0.
Finally, the proofs of Theorem 1.1, Theorem 1.2 and Corollary 1.3 are contained in Section 6.
Introduction of Good Approximate Functionw ;P
In this section, we introduce a good approximate functionw ;P .
Let be a smooth domain in R N and w be the unique solution of (1.8).
For P 2 @ , we de ne w ;P (x) to be the unique solution of the following problem:
( 2 w ;P ? w ;P + f(w( Let (x) be a smooth cut-o function such that (x) = 1 for x 2 B(0; 2 ) and (x) = 0 for x 6 2 B(0; ). Set h ;P (x) = v 1 (T (x)) (x ? P) + 2 v 2 (T (x)) (x ? P) +v 3 (T (x)) (x ? P)] + 3 ;P (x); (2.9) where y = T (x) is given in (2.3). for some constant a > 0.
Next we study the properties of the following linear operator: We call this solution 0 . We modify 0 to a new function ;P which satis es the Neumann boundary condition. To this end, let ;P be the solution of Finally, we introduce the following approximate function: w ;P (x) = w ;P (x) + ;P (x); x 2 : (2.18) Note thatw ;P (x) satis es the Neumann boundary condition. Our next lemma says thatw ;P satis es the equation (1.1) In this section, we compute the energy of the approximate functionw ;P . In the next section, we will show thatw ;P contributes the energy expansion up to the order o( 2 ).
We begin with J w ;P ] = J w ;P + ;P ] = J w ;P ] + Z ( 2 rw ;P r ;P + w ;P ;P ? f(w ;P ) ;P ) dx where I 1 ; I 2 and I 3 are de ned by the last equality. We compute I 3 rst. In fact, it is easy to see that 5. The asymptotic behavior of u and J u ] Let u be a single boundary spike solution of (1.1) and P be its local maximum point. In this section, we compute the energy of u . The key observation is that by usingw ;P as our approximating function, we just need to expand u up to O( ) for some > 1. Now we choose = 1 + 2 .
We rst prove the following theorem. We proceed in two claims.
Claim 1: jx ?P j C.
In fact, suppose not. That is jx ?P j ! +1. Then ?1+f 
