Supplemental Figure 1 : A. Alternate reference frame origins. Each panel shows the layout of targets and fixation points with respect to a different potential reference frame. The reference frame origin is different for each column. For body-and hand-centered origins, the view is from the top (y-axis along sagittal line). For the gaze-centered origin, the viewed is from the cyclopean eye (y-axis is line from eye to fixation point; z-axis is visual elevation). The top row illustrates reference-frames that are independent of fixation (δ=0); the bottom row shows reference frames that shift with fixation (δ=1). As noted in the text, it is not possible to have a gaze-centered origin with δ=0. B-D. Histograms of best-fit shift values for artificially generated datasets with a known reference frame origin and shift value. Fit shift values were obtained using the analysis and inclusion criteria described in the Methods of the main text. For each true shift δ, the mean and standard deviation (std) of the best-fit values are indicated. A) Body-centered origin: the true origin matches that used in the analysis. B) Hand-centered origin: fixation location and target distance are potentially confounded. C) Gaze-centered origin: fixation location and the y-component of target location are potentially confounded.
tuning curve analyses on artificial datasets with known reference frame origins and shift values.
First, for each reference frame origin and δ = 0, 0.5, or 1, target locations were defined as threedimensional vectors in that reference frame. Supplemental Figure 1A illustrates these vectors for the cases where δ = 0 and 1. Note that for the gaze-centered origin, the fixation point lies at the origin by definition, so the shift value δ is always effectively unity. For each reference frame origin and δ, we then generated artificial datasets for 5000 cells using randomly generated three-dimensional cosine tuning curves (Georgopoulos et al., 1986) . For each artificial dataset, we randomly selected a three-dimensional preferred direction, baseline rate (0-50 Hz), modulation (5-50 Hz), and level of variability (0.5-1.5 Fano factor). Firing rates were then generated for six repetitions of each target and fixation point (the average repetitions in our data). Finally, we determined the best-fit shift value for the artificial firing rates using the same procedures we followed for the real data (see Methods). This allowed us to estimate both the precision and bias of our fits.
The goal of this analysis is to determine how sampling differences across reference frames and the true reference frame origin affect our estimate of the shift value, δ. (In contrast, the main text is primarily concerned with the shift value, independent of reference frame origin.)
When artificial data were generated using a body-centered origin for target locations, there was no bias in the estimated tuning curve shift δ (Supplemental Figure 1B) . For the other two reference frame origins, however, small but highly significant biases were observed. When targets were defined with respect to a hand-centered origin, a small positive bias was observed, with a mean estimate of δ = 1.09 when the true value was unity (Supplemental Figure 1C) .
When targets were defined with respect to a gaze-centered origin, a larger negative bias was observed, with a mean estimate of δ = 0.81 when the true value was unity (Supplemental Figure   1D ). Note however that these biases are small in the context of our results. In particular, the 
Supplemental Figure 3: Modulation of population responses in Area 5 and MIP
MIP cells had a tendency to show greater differences in firing rate modulation across modalities than Area 5 cells. This tendency is illustrated by a plot of mean firing rate modulation across the trial timeline for each area and target modality (Supplemental Figure 3) . The difference in mean modulation is due in large part to inter-area differences in the number of cells tuned for each task type (see Figure 4 , main text), however greater differences are still seen in MIP when only cells with significant tuning are included in the mean.
Supplemental Figure 3 : Average neural responses for Area 5 and MIP cells, as a function of target modality and trial time. For each cell and trial condition (target and fixation), mean firing rates were computed in 100 ms time windows at 50 ms steps, with trials aligned on the Go-Tone (mean reaction time is 370 ms). For each cell and target modality, modulation is then defined as the difference in mean rate between the trial condition with maximum mean rate and the trial condition with the minimum mean rate.
Supplemental Figure 4: R 2 of tuning curve fits
Though R 2 statistics are not a true measure of goodness of fit for nonlinear models (Zar, 1974) such as the tuning curve models in this paper (Methods equations 1-3), we computed the R 2 of our fits to provide a heuristic evaluation of the tuning fits. We found a wide range of R 
Supplemental Table 1: Comparison of VIS and PROP shifts divided up by area and epoch
Supplemental Table 1 : Correlation between best-fit shift values obtained with VIS and PROP trials, separated by area and epoch. The r values shown here are lower than those for the combined datasets ( Figure 6 , main text) due to systematic differences in shift across areas ( Figure 7 , main text). 
Supplemental Figure 8: Decoding movement parameters from mixed representations
Given that the distribution of shift values differs between Area 5 and MIP, we asked whether this difference had a meaningful affect on the information that can be decoded from the two areas. We addressed this question by performing a linear decode of target location from the two neural populations, and comparing performance when target is represented in hand/body-or eye-centered space. 
Supplemental Figure 10: Direct rate comparison of reference frame
To ensure that our conclusions are not dependent on the tuning curve fit, we compared the results of our reference frame shift analysis to those obtained by a direct rate comparison.
We tested three candidate reference frames (Supplemental Figure 10A ): hand/body-centered (shift = 0), intermediate (shift = 0.5), and eye-centered (shift = 1). Cells were categorized based on the reference frame or reference frames that could not be rejected based on significant differences between firing rates on spatially paired trials (see Methods). The results of the direct rate and shift analyses were in good agreement for the modality-epoch-cells where both analyses successfully assigned a reference frame (Supplemental Figure 10B ). While there were many modality-epoch-cells where this analysis had insufficient power ("All Accepted' group in Figure   10B ), in only a small fraction of cases was there significant evidence against all categories tested ("None Accepted" group in Figure 10B ). Of those cases, 34% had shift values that were significantly outside the zero to one range, meaning that both analyses rejected a simple reference-frame model for these cases. However, these were only a small percentage of modality-epoch-cells, and most response patterns were well described by these simple models.
This supports the idea that cells responses could be well-described with a model allowing for shift and gain modulation of firing rate by eye position. Furthermore, the agreement between the tuning curve shift fits and the direct rate comparisons illustrates that the heterogeneity of the reference frame representations we observed in Area 5 and MIP does not depend on the measure being used to determine reference frame. 
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