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 1． 皿IC
 真の分布関数をG（κ），モデルの密度関数を！（κ1θ）とする．このとき，G（κ）からの標本κ＝（κ、，．．．，
κ、）にもとづいて，何らかの方法で定義されたy＝（ツ、，．．．，ym）の密度関数をん（y lκ）と表し，ツの予測分
布と呼ぶ．ん（ツ1κ）は多くの推定方式を含んでおり，ん（ツ1κ）＝！（y lθ（κ））とすると最尤推定量だとの点
描帥（ル）一∫∫（州力（θ1κ）・θとするとベイズモデルによる予狽1分布が得られる．
 ここで一21ogん（κ1κ）十2cによってAIcと同様に情報量規準が定義できる．ただし，cは1ogん（κ1
κ）を平均対数尤度の推定値とみなしたときのバイアスである．最尤法以外の方法によって求められたモ
デルに対してCを解析的に評価することは一般に困難であるが，ブートストラップ法を用いると
            C＊＝亙x111o9ん（X＊lX＊）一亙γ11o9ん（γ＊lX＊）｝
によりかたり一般的た仮定のもとでCの近似値が得られる．ただし，X‡とγ＊は経験分布関数G。（κ）
から得られるブートストラップ標本，〃1と〃・はG・（κ）に関する期待値を表す．このとき，
                EIC＝一21ogん（κし）十2C＊
によりブートストラップ法にもとづく情報量規準が得られる．EICは（i）最尤推定法以外にも適用でき
る，（ii）yとんが同一でたくてもよい，（iii）有限修正などが自動的に行われる，などの特長がある．び
を実際に求める場合には，誤差分散を小さくするように工夫することによりブートストラップの反復回
数を少なくすることができる．
 2．回帰モデルの予測評価
             m （多項式）回帰モデル灼＝Σ蜥言十εゴ，εゴ～M（O，σ2）の場合には以下の手順によりEICを求めるこ
            5言O
とができる．
 （i）パラメータθ＝（α。，．．．，αm，σ2）を推定し，残差ε＝（ε、，．．．，εη）を計算する．
 （ii）残差のブートストラップ標本εf，．．．，ε覧を生成する．
                     椛’ （iii）ブートストラップ標本｛パ，〆｝をパ＝Σ6ゴ（κ：）5＋ε；により生成する．
                     ゴ；o
 （iv）（ii）一（iii）を繰り返してC‡を求める．
 ここで注意すべきことは，ブートストラップ標本数mおよび説明変数〆は必ずしも実際のデータの
m，伽と同じでなくてもよいということである．したがって，EICは推定されたモデルを欠測値の補間や
外挿に用いたときの推定精度の評価に用いることができる．
