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GLOSSARY

Critical Success Factor (CSF) – The factors required for an organization success to
achieve expected results.

Enterprise Resource Planning (ERP) system – An information system enabled the
function with support and integration of crossed business process and managerial
functions. (Soh, Kien, & Tay-Yap, 2000)

ERP system Implementation – The processes of ERP system software implementation in
an organization.

Post-implementation phase – The phase that is typically 2 to 10 years after system goes
live.

Higher Education Institution (HEI) – A level of education that is usually provided by
universities, community colleges, institutes of technology, and other institutions.
The organizations that provide an optional fnal stage of learning and research.

SAP system – System, Application & Products system, refers to the name of its company
SAP AG, the headquarters of which is in Germany.

Structural Equation Modeling (SEM) – A multivariate statistical analysis that allows one
to perform the factor analysis and multiple regression analysis simultaneously on
latent variables’ correlation.
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ABSTRACT

Author: Qian, Lin Ph.D.
Institution: Purdue University
Degree Received: December 2017
Title: ERP System Post-implementation Success Factors in A Higher Education
Institution.
Major Professor: Edie Schmidt.

ERP systems have been implemented in many industries and institutions, and widely
researched. However, it has been observed that many Higher Education Institutions
(HEIs) fail to achieve their expectations following ERP implementation, yet they move to
the post-implementation phase in spite of the system’s issues. This study aimed to provide
the fundamentals of an assessment framework by examining the relationship of critical
success factors leading the ERP system’s success at the post-implementation phase in HEI.

Through a review of previous literature, nine potential factors were applied to the existing
measurement model developed in prior related studies. The nine factors are: data
accuracy, system stability, system integration, competency of the internal ERP team, top
management support, on-the-job training, user satisfaction, business process performance,
and operational beneft. These factors were applied to prior research frameworks for ERP
system post-implementation success models to build a fundamental model that assesses
the organizational impact of ERP system adoption. A survey was developed based on
these nine variables to record survey participants’ subjective attitudes towards the ERP
system at Purdue University. The participants in this study included system end-users and
internal ERP supporting staff. The survey response data was analyzed with Partial Least
Squares-Structural Equation Modeling (PLS-SEM) using SmartPLS software application.

The data analysis herein tested nine hypotheses predicting a signifcant correlation
between the CSFs of ERP post-implementation success in HEI. The results showed that
fve out of nine hypotheses were accepted, and the other four hypotheses were rejected.
The research found that data accuracy, system integration, user satisfaction, business

xiv
process performance signifcantly affect ERP post-implementation success in HEI. The
researcher also found that some proven critical success factors at the implementation
phase were no longer critical at the post-implementation phase. That is, factors such as
system stability, competency of the internal team, and on-the-job training were not critical
to achieving operational benefts affected by the ERP system at the post-implementation
phase.
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CHAPTER 1.

INTRODUCTION

This chapter provides the introduction of this study. It includes the background of ERP
systems and system implementation in both industry and non-industry institutions. The
problem statement addresses the current issues associated with ERP systems at the
post-implementation phase and the research gap of ERP system related study in Higher
Education Institutions (HEIs). Moreover, this chapter presents the purpose and
signifcance of the study.

1.1

Background

The concept of Enterprise Resource Planning (ERP) systems was frst brought to the
market alongside a background of rapid growth of software application packages installed
on personal computers in 1980s. ERP systems are an information technology software
package that record and store the operational data of organizations. It enables real-time
communication and data synchronization across the organization aiming to reduce
redundant cost and improve effciency. Thus, industrial institutions saw the potential of
using software application packages to improve management effciency across the board.
Many organizations have implemented ERP system since 1990s. Successfully
implementing an ERP system is an enormous challenge involving large resource
investment, business process re-engineering, employee training, and many other
challenges. LG Electronics received the benefts of using ERP systems, overcoming many
challenges throughout the implementation process (LG Electronics, 2008). LG Electronics
harmonized its HR functions of the ERP system supporting more than 82,000 employees
across 40 countries with automation modules and effcient decision-making processes by
using ERP systems. Although many organizations successfully implemented ERP
systems, it is not rare to see a failed implementation. For example, in 2001, Nike
announced that it would miss sales and proft goals in the quarter due to problems with
implementing an ERP system (NIKE, 2004). The system did not achieve their expected
outcomes and even worse - lost sales reaching $100 million. Many other examples of
failure urged researchers to study the implementation success of ERP systems.
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In academic research, the ERP systems implemented in industry was frst studied beside a
trend of increased ERP system implementation efforts in the 1990’s. A large volume of
research in ERP system implementation has been published until recent years. However,
Shanks, Seddon, and Willcocks (2003) described the frst research wave of ERP systems
as focusing on acquisition and implementation issues such as CSFs and success
frameworks, while the second wave focusing on systems’ continuous improvement and
maximizing the benefts of ERP systems. Shanks et al. (2003) also pointed out that the
focus of ERP system research should turn to the realization of ERP systems’ value and
beneft at the post-implementation phase while many organizations have already
implemented the system and an adequate amount of research has been conducted.

No matter the ERP system was implemented successfully or failed, many organizations
have moved to the post-implementation phase after several years of ERP system
implementation since early 2000’s. Organizations in the post-implementation phase
require continuous business improvement and system adoption aiming to maximize the
benefts of the ERP system. Some recent studies have attempted to investigate
organizational ft to the ERP system after the implementation phase. However, there is
still a research gap concerning the issues after a system is implemented.

Adopting an ERP system is not just the system implementation itself. Factors that affect
the ERP system’s success are dependent on the organization’s culture, structure, change
management, project management, and many other issues as well. Adopting an ERP
system involves many other issues due to the complexity of the system and its enormous
impact on an organization. ERP systems in an industrial environment have been widely
studied in recent decades since the system was primarily designed for industry and many
manufacturing companies have implemented the system. Furthermore, ERP system
vendors have released several products to ft various industries and organizational
categories such as energy and natural resources, fnancial services, consumer industries,
discrete industries, service industries, and public services. These industries and
organizations have different organizational structure and business processes. Thus,
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academic research related to ERP systems needs to be studied in many additional
organization categories as well.

Higher Education Institutions (HEIs) are facing a competitive education environment
where there are increasing expectations of operational effciency and further cost
reduction from stakeholders. In order to improve their operational effciency, many
universities seek to adopt new technologies (Abugabah & Sanzogni, 2010). Consequently,
many HEIs have elected to implement ERP systems to improve operational performance
in addition to reducing management costs. Kamuzora, Lukandu, Omwenga, et al. (2013)’s
study shows that ERP system implementation often leads to enhanced management of
information resources, improved student services, increased operational effciency,
innovation, and greater potential for realizing a competitive advantage over other HEIs.
Similarities between HEIs and business sectors have made common ERP modules from
business sectors implementable for HEIs, enabling them to resolve common problems
such as coordinating resources and controlling costs. Meanwhile, the uniqueness of HEIs
in their educational purpose and limitations in the decision-making process imposed by
various stakeholders have required HEIs to take a distinct project management approach
(AlQashami & Heba, 2015). It is reported that 86 percent of Australian universities
implemented or intended to implement ERP systems (Beekhuyzen, Goodwin, & Nielsen,
2002). However, only a limited number of HEI achieved successful implementation of
ERP systems. Moreover, it has been claimed that 60 to 80 percent of universities fail to
meet their desired results in an HEI environment (Mehlinger, 2006; Rabaa’i, Bandara, &
Gable, 2009).

Purdue University began implementation of SAP in 2005, which was the ERP system
provided by the market-dominant ERP software vendor SAP AG. OnePurdue, Purdue
University’s enterprise-wide initiative, integrated all Purdue enterprise data, information,
and processes to provide virtual fexibility and a user-centric portfolio of applications.
Purdue University adopted an ERP system to enhance its growth and operational
effciency. In 2005, OnePurdue started to implement Finance, Human Resources (HR),
and student administration modules in its ERP system. Each module consists of several
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functions, and the specifcations are realized during the implementation of the ERP
system. In 2008, the planned ERP system functions were implemented and successfully
deployed in production. OnePurdue has been maintained and upgraded to correspond to
continuously changing business process at Purdue University.

OnePurdue put signifcant effort in effcient SAP usage to beneft organizational operation
cost minimization and outcome maximization. After ten years of integration,
maintenance, and upgrade of ERP system, Purdue University has a relatively stable use of
the ERP system. However, there is no visual analysis or tracking metric to indicate that
the implementation of an ERP system at Purdue University is actually leading to the
enhanced management of information resources, improved services to students, increased
operation effciency, innovation, or greater potential for realizing a competitive advantage
over other HEIs.

1.2

Problem Statement

It is often misunderstood that the goal of an ERP implementation is to accomplish the
system installation and data migration. Instead, once an organization completes
implementation phase, the attention should shift to system optimization and effective use
of the system, which is the primary goal of ERP implementation. After tremendous
changes occur to an organization caused by ERP implementation, the organization ought
to seek the best ftting ERP system for their organization’s culture and business processes.
Organizations seek to assess the value of an ERP system, and its impact on the
organization’s beneft. In industry, the assessment of an ERP system’s value to the
organization seems simpler since the motivation of implementing an ERP system is to
reduce redundant costs and strengthen the transparency of operational processes. The
assessment of these elements is relatively intuitive compared to the assessment of
non-intuitive elements such as effciency and value. Yet, the organization with an ERP
system expects to see the achievement of operational effciency and ERP system value
after several years of system adoption and operation. Previous research has also validated
that ERP benefts operational, managerial, strategic, organizational, and IT infrastructural
benefts at the post-implementation phase (Dwivedi, Papazafeiropoulo, & Esteves, 2009;
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Kamhawi, 2008). Therefore, research on ERP systems should focus on maximizing the
ERP system’s benefts (Shanks et al., 2003; Yu, 2005). However, there are still very few
studies that have researched an ERP system’s value in post-implementation phase.

Many not-for-proft organizations have implemented ERP systems as well. Although a
very limited number of not-for-proft organizations have succeeded in implementing ERP
systems, there is a lack of research about ERP system implementations in special
institutions such as HEI. The differences in organization types and implementation
approaches among not-for-proft organizations make ERP system implementation
complex and diffcult to study. Therefore, there is a research gap in studying ERP systems
at the post-implementation phase in not-for-proft organizations, especially in HEIs.

1.3

Statement of Purpose

Along with HEI’s needs of operational performance improvement and a lack of academic
research in this area, this study fnds a research gap in examinations of the factors
affecting the performance of ERP system at the post-implementation phase in HEIs, and
the relationships among the critical factors. This leads to a need for an assessment tool
that measures ERP system success at the post-implementation phase in HEIs.

This study focuses on a case study at Purdue University. It has been 10 years since Purdue
implemented its ERP system. And now Purdue is transforming from the ERP
post-implementation phase to the next stage. Therefore, the case study at Purdue
University provides insight into an ERP system’s post-implementation impact on an HEI’s
operational beneft.

1.4

Research Question

This research contributes answers for following questions:

1. What are the critical success factors affecting an ERP system’s performance at the
post-implementation phase in HEIs?
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2. What is the relationship among ERP post-implementation critical success factors in
HEIs?
3. What is the relationship between ERP post-implementation success and HEI
operational beneft?

1.5

Signifcance

ERP systems in industrial institutions have been widely implemented and researched. Yet
there are few studies focusing on ERP post-implementation adoption and its impact on
organizations operational performance. Very few articles have studied success assessment
frameworks of ERP systems’ success at the post-implementation phase in an HEI
environment (Ha & Ahn, 2014; Ifnedo, Rapp, Ifnedo, & Sundberg, 2010).

However, the reality is that very few HEI reported full success in implementing the ERP
system, though, the majority of HEIs had attempted to implement the ERP system
(Mehlinger, 2006; Rabaa’i et al., 2009). Regardless of their success or failure in
implementation, an ERP system will be forced towards the post-implementation phase
after several years of operation. The key to success at the post-implementation phase is to
formulate the appropriate strategy to maximize the value of the ERP system.

Therefore, this study aims to examine the impact of ERP post-implementation success on
HEIs’ operational performance, and the factors correlating with the performance of the
ERP system at the post-implementation phase. In addition, the study will provide a
foundation for a framework that measures ERP systems’ success at the
post-implementation phase in HEIs. It reveals the insights of critical factors and how they
affect the organizational beneft.

1.6

Assumptions

The assumptions of this study include:
•

The factors studied in this paper were based on the literature review and interviews
with the ERP system experts at Purdue University.
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•

The users provided accurate responses to best of their knowledge.

1.7

Limitations

The limitations of this study include:
•

The study was limited to gain a suffcient amount of responses from ERP
end-users, but suffcient amount of responses from ERP internal team were
received.

•

The survey participants are biased by their role as the internal ERP team.

•

The study was conducted at a time when Purdue was conducting a transforming
project regarding the ERP system. It heightened participants’ negative attitudes
towards the ERP system compared to the time of regular operation.

1.8

Delimitations

The delimitations of this study include:
•

The study only focused on Purdue University a public, research-oriented land
grant HEI.

•

The sample was limited to Purdue University’s ERP internal team and end-users.

•

Students and faculty members were not considered end-users of the ERP system
since the focus was on the HEI’s operational performance, instead of academic
performance. Thus, only the administrative staff were considered end-users.

1.9

Summary

This chapter presented an overview of this research. Its intent was to reveal the factors and
their inter-relationship affecting the successful adoption of an ERP system at
post-implementation phase to provide an assessment framework and to enhance
organization-wide beneft.

Purdue University’s attempt to continuously re-engineer business processes and optimize
its ERP system inspired the researcher to conduct this study. The main diffculties of
implementing an ERP system in HEIs are summarized in three aspects. First,
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not-for-proft organizations have implemented heterogeneous modules specialized for
their unique business needs such as student administration modules in HEIs and grant life
cycle management for governments. There is no previously available data from industry
institutions that can be directly applied to implementing specialized modules, even for the
experienced consultant. Second, operation of the business process is unique within the
not-for-proft organization. For example, both central and departmental business processes
in HEI are unique operational styles. Generally, each department has a relatively integral
system in fnance and resources while the university, as a larger entity, also manages its
fnance and resources as well. Third, the most important attribute of a not-for-proft
organization is that their principal objective is not proft-oriented. Rather, for instance, an
HEI is a mission oriented institution of education and research; and the United Nations is
an inter-governmental organization that promotes international cooperation. In a summary,
due to the complexity of the organizations’ attributes, additional consideration is needed
while conducting a study on ERP system implementation in a not-for-proft organization.
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CHAPTER 2.

Review of Relevant Literature

This literature review covers peer-reviewed journals and conference proceedings
published from 1992 to 2016. An initial search was conducted through Purdue University
library web-search facilities with a combination of keywords including but not limited to:
ERP, implementation, post-implementation, adoption, shakedown, success assessment,
performance measurement, organization effciency, Critical Success Factors (CSF), factor
analysis, and HEI. Due to the lack of adequate articles matching queries involving
combinations of the above keywords, the following key words were added to cover a
broader defnition of HEI: education, public sector, NPO, and not-for-proft organization.
The relevance of matching papers was fltered by carefully reviewing each of the abstracts.
After performing a content analysis, the results of the literature review are presented in
this chapter.

2.1

ERP system

Enterprise Resource Planning (ERP) systems are information technology software
packages that realize data storage and transactions within and across organizations. ERP
systems were originally developed from the concept of Material Requirements Planning
(MRP) in the early 1990s. By the time ERP systems were developed, many organizations
were simultaneously integrated with functional Information Systems silos with different
functions. The silo systems run independently and did not communicate well with other
systems. Therefore, these independent systems still relied on manual updates and
communication to ensure adequate functionality. With the rapid development of storage
database technology and the globalization trend, SAP released one of the most
implemented ERP systems on the market, SAP’s R/3 product, in 1992. This ERP system
was a client-server hardware architecture that allowed users to simultaneously access its
database to extract and store data (Jacobs et al., 2007). This new release ensured
technological support to the ERP concept of an integrated and continuous stream of data
from business processes to common databases. Additionally, many companies adopted
ERP systems from legacy system software that potentially had the Y2K problem (Jacobs

10
et al., 2007). These factors caused a dramatic swell of Fortune 100 companies
implementing ERP systems in 1990’s. In 2012, SAP released a new version of their ERP
system, SAP HANA Cloud Platform, powered with advanced data analytics in addition to
its primary function as a database server. This release contributed to another big trend of
implementing ERP systems in recent years.

Implementing ERP systems is much more complex than simply installing a business
software. The adoption of an ERP system causes organizational change, and requires
business process re-engineering prior to system integration. To implement an ERP system,
an organization frst selects a system from various vendors then modules from selected
vendor that meets their needs. Many ERP systems modules have limited customizability.
Moreover, vendors and the consulting group usually recommend conducting business
process re-engineering in the organization to achieve a better ft for the system rather than
customizing the system to ft current business processes (Alawattage et al., 2007). This is
because customization of ERP software may cause the following issues: (1) a decrease in
system agility, (2) invalidating maintenance (Light, 2001), and (3) limited future
development when the vendor releases a new version (Rothenberger & Srite, 2009). More
details about ERP implementation will be discussed in the following section.

ERP systems are expected to improve an organization’s operational effciency and
decision making. Past research has revealed a fact that performance of ERP adopters is
consistently higher than non-adopters (Gattiker & Goodhue, 2005; Singla, 2008). Besides,
organizations look for the ERP system to enable accessible information to be accurate and
timely, with redundant data being reduced. Moreover, ERP systems have a deep impact on
an organization. As the deployment of an ERP system matures and initial strategic
benefts become realized, it is a practical matter that ERP migration and continuous
process improvement occurs in post-implementation phase.

2.2

SAP

SAP is the world’s largest vendor, providing ERP systems in 190 countries. 74% of all
worldwide business transactions are supported by SAP systems. SAP’s system was
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originally designed to interact with a common corporate database for integrated business
solutions called SAP R/1 in the 1970’s (Jacobs et al., 2007). In 1979, SAP released R/2
providing real-time data processing across manufacturing, supply chain, and human
resources modules, in addition to an accounting function that was continuously supported
from the R/1 version. In 1992, SAP released R/3 with client-server hardware architecture
representing a new era of ERP systems. R/3 transitioned from a previously two-tier
architecture to a three-tier architecture. The three layers are: workstation or presentation
interface, the business logic, and the database. In 1999, SAP launched mySAP that is a
web front-end with SAP R/3 as the back-end. In 2004, SAP released SAP ERP (SAP
ECC) and Netweaver. SAP ERP is a complete application package that works on the
Netweaver platform for all SAP-based applications. In 2011, SAP released SAP HANA,
which is an important new strategic direction for SAP. Following was the release of S/4
HANA in 2015. There is some confusion about the difference between SAP HANA and
SAP S/4 HANA. SAP HANA is the back-end that runs the SAP landscape. It is used to
store, retrieve, and process data from business activities. Companies select and install
business applications that run on top of HANA. For instance, the traditional SAP ECC
solution is available on HANA. S/4 HANA is a complete replacement of SAP ECC/ERP.
S/4 HANA only runs on HANA, unlike ECC which also can be run on Oracle or IBM
DB2 etc. Therefore, S/4 HANA is the new business suite of SAP applications that only
run on the HANA database.

Purdue University implemented mySAP Business Suite, later called ECC in 2007 with
two major components: fnancial management, human resources, and payroll. (While
student-related system package is provided by SunGard Higher Education’s Banner.)

2.3

ERP Implementation

Implementing an ERP system involves organization change, business process
re-engineering, changes in management, and many other issues due to the complexity of
the system and huge impact on an organization. At the beginning of the ERP
implementation trend in 1990’s, there were many implementation failures reported with
very few organizations announcing their success. Many researchers studied Critical
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Success Factors (CSF) of ERP system implementation at various institution types in past
decade. In this section, topics related to ERP system implementation were reviewed from
previous studies: CSFs of ERP system implementation and implementation across
different types of organizations.
2.3.1 Critical Success Factors (CSFs)
The failure of ERP implementation in many manufacturing companies in the 90s induced
many researchers to study Critical Success Factors (CSF). There were more than 100
papers studying CSFs of ERP implementation, which was one of the most discussed
topics in this area. CSFs is a measurable tool to identify strategic priorities for achieving
corporate objectives (Ram, Corkindale, & Wu, 2013). The most studied CSFs in ERP
implementation are summarized in Table 2.1.

The most studied CSFs are: top management support, vision & planning, project
management, balanced team, business process re-engineering, change management,
vendor selection, IT infrastructure, user training, data accuracy, consultant selection, and
post-implementation evaluation. Most research used case study research design to
investigate CSFs in manufacturing institutions. This is because ERP systems were
originally developed from MRP that was designed for manufacturing institutions. They
also led the frst ERP system implementation trend in late 90’s. Moreover, CSF research
could only be conducted after ERP systems were implemented. Therefore, most research
was conducted via survey questionnaires or interviews after ERP systems were
implemented in manufacturing companies.

As shown on Table 2.1, top management support is one of the most studied CSF in the
implementation phase. Generally, ERP system implementation is both a time and resource
consuming project that is typically one of the biggest projects on a company. Thus,
support from top management becomes critical in such a big project in order to ensure
suffcient resources are allocated as a high priority. An adequate vision & planning serves
as a clear and strong guidance of a long-term implementation project. It provides a
common understanding of ERP benefts and schedule planning throughout the longevity
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Table 2.1. List of most studied CSFs of ERP implementation
References
CSFs

1

2 3

4

5

6

7

8

9

10

11

Top Management Support

•

• •

•

•

•

•

•

•

•

•

Visioning & Planning

•

• •

•

•

•

•

•

•

Project Management

•

• •

•

•

•

•

Balanced Team

•

•

•

•

Business Process Re-engineering

•

• •

•

•

•

Change Management

•

• •

•

•

•

Vendor Selection

•

• •

•

• •

IT Infrastructure
User Training

•

Data Accuracy

•

Consultant Selection

•

Post-implementation Evaluation

•

•

•

•

•

•

•
•
•

•

•

•

•
•
• •

•

•

•

•

•

•
•

Note: (1)Akkermans and van Helden (2002), (2)Asemi and Jazi (2010),
(3)Finney and Corbett (2007), (4)Holland and Light (1999), (5)Huang (2010),
(6)Jarrar, Al-Mudimigh, and Zairi (2000), (7)King and Burgess (2006),
(8)Nah, Zuckweiler, and Lee-Shang Lau (2003), (9)Parr and Shanks (2000),
(10)Sun, Yazdani, and Overend (2005), (11)Umble, Haft, and Umble (2003)

of the implementation project. ERP system implementation usually requires business
process re-engineering to ensure that software functionality will closely match the actual
process fows. Consequently, changes are made to the organization that are not always
welcomed by employees. Thus effective change management is one of the keys to
successful ERP implementation (Finney & Corbett, 2007).

Surprisingly, user training is not studied as much as business process re-engineering in
previous CSF research. Several prior studies revealed that inadequate user training
typically leads to the ERP system implementation failure (Brown, Vessey, et al., 2003;
Roberts, Jarvenpaa, & Baxley, 2003; Scott & Vessey, 2002). Changes to an organization
like ERP implementation often causes user resistance to new technology. Users see
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changes as disruptive to theirnormal behaviors and routines. Consequently, user training is
widely studied in technology acceptance models (Amoako-Gyampah & Salam, 2004) and
in success implementation frameworks (Al-Mudimigh, Zairi, & Al-Mashari, 2001;
Basoglu, Daim, & Kerimoglu, 2007; Chand, Hachey, Hunton, Owhoso, & Vasudevan,
2005).

Rather than studying CSFs applicable to general manufacturing institutions as discussed
previously, the following research studied CSFs from different perspectives. Hong and
Kim (2002) indicated that the root cause of high failure rate in ERP projects is
organizational resistance. Organizational ft to the ERP system designed business process
signifcantly infuences ERP system implementation success. Process adaption to an ERP
system is only effective when the organizational ft is negative. It is notable that
well-studied CSFs were not always positively correlated to ERP implementation success
in all situations. Rather, there is a research gap on studying CSFs in ERP systems’ specifc
stages and its implemented environment. Therefore, some researchers studied CSFs for
ERP implementation in small and medium-sized enterprises (SMEs) (Aarabi, Saman,
Wong, Azadnia, & Zakuan, 2012; Ahmad & Cuenca, 2013; Doom, Milis, Poelmans, &
Bloemen, 2010; Leyh, 2014). Furthermore, Asemi and Jazi (2010) investigated this from
another perspective. They indicated that there was no signifcant difference in ERP
implementation CSFs between developed and developing countries. Yet, developing
countries need more support from vendors to solve problems since their national culture
has a great impact on the effectiveness of organization change.

Although the CSFs of ERP implementation have been discussed in a broad range of topics,
only a few studies investigated the correlation between CSFs (Akkermans & van Helden,
2002; King & Burgess, 2006), and the impact of their correlations on implementation
success. Some studies allocated CSFs to different phases of the ERP implementation
lifecycle to investigate the advantages realized by the organization (Lawrence Norton,
May Coulson-Thomas, Coulson-Thomas, & Ashurst, 2013; Somers & Nelson, 2001).
Their study highlighted the fact that the impact of CSFs on system success is continuously
changing throughout its lifecycle in order to maximize benefts offered by the ERP system.

15
2.3.2 Implementation ERP Systems in Different Types of Organizations
Research related to ERP system implementation within business industries due to the fact
that ERP systems were primarily targeting manufacturing companies. Alongside market
expansion of ERP systems to other industries, many researchers studied the organizational
ft of system implementation. In this section, organizations are discussed in two
categories: business industries and not-for-proft organizations (NPOs).
2.3.2.1 In Business Industries
Initially, ERP system solutions were designed for manufacturing companies hoping to
achieve cost reduction and effciency improvement. Many companies in business
industries implemented ERP systems in the last 20 years. Therefore, earlier academic
research in the area of ERP system is based on the business sector. The most studied topics
are: vendor selections, CSFs, implementation issues, business process re-engineering, and
end-user acceptance (Hong & Kim, 2002; Themistocleous et al., 2005).

In Hong and Kim (2002)’s study, they confrmed that the successful implementation of an
ERP system signifcantly depends on the organizational ft of ERP systems in terms of
data, business processes, and output. This study indicates that ERP systems are not
one-size-fts-all. Therefore, vendors continuously release organizationally ftted systems
in terms of industry, organizational size, business lines, and platform. In addition to
selecting the right systems for the organization, prior to actual system implementation,
conducting misft analysis and business process re-engineering is recommended to
decrease the risk of organizational misft of the ERP system.

Themistocleous et al. (2005) studied factors affecting industry companies implementing
ERP systems. Based on their research on over 300 companies, they concluded that
company size is a better predictor of successful ERP adoption than the complexity of the
company’s business. Moreover, the study’s result verifed that ERP system
implementation trends were aligning with the new release of SAP products. For example,
the frst wave of ERP implementation occurred when the SAP introduced Business One, a
solution designed for small companies. And the second wave of implementation was
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triggered by the release of mySAP, a software packages with enhanced availability
targeting on medium sized companies. Traditionally, Small and Medium-sized Enterprises
(SMEs) focus on day-to-day operation resulted in a lack of strategic vision when
implementing ERP systems. Therefore, they tend to value fexibility and less expensive
systems when selecting vendors.
2.3.2.2 In Not-for-Proft Organizations (NPOs)
The defnition of not-for-proft organizations (NPOs) is generally particular to the context:
there exist legal defnitions, economic/ fnancial defnitions, and functional defnitions
(Salamon & Anheier, 1997). Considering the nature of ERP systems functioning in
organizations, NPOs are defned by its source of income not from the sale of goods and
services, but from the dues and contributions of their stakeholders. NPOs have been
recognized as a different business environment compared to for-proft organizations. The
value of an NPO is understood as the sum of benefts for its shareholders without
producing proft, while the for-proft-organization aims to maximize its value by making
proft (Domański, 2009). Consequently, generating proft is not a goal for NPOs.
However, NPOs do have fnancial concerns: they are expected to achieve cost reduction
and to improve organizational effciency (Baruch & Ramalho, 2006).

When ERP systems are fully and effectively implemented showing signifcant benefts for
the business industry, many NPOs have not benefted from its value because there have
been very few successful implementations due to NPOs’ unique business processes and
organization structures. Recently, ERP systems are increasingly being implemented in
NPOs such as various government agencies, NGOs, Higher Education Institutions (HEIs),
and by public health and social work offces. However, there has been a lack of scholarly
exploration and discussion surrounding the use of ERP systems in NPOs. A total of 84
research papers published between 1999 to 2015 in journals and conference proceedings
were identifed and reviewed in this study. A trend describing publication numbers is
presented in Figure 2.1.
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Figure 2.1. Publication Numbers of ERP systems in NPOs over Time
As shown in Figure 2.1, the number of papers published each year remained relatively
steady at 1 to 3 papers per year with the exceptions of 2002 and 2009, with seven and ten
research papers, respectively. Published studies had a continuously increasing number
after 2013. The reason for a small publication peak in 2002 with seven studies is that
many business sector’s announcements about their implementation success in the early
00’s enlightened researchers to pay closer attention to NPOs’ ERP implementation. With
little to no empirical data available at the time, papers published in 2002 were primarily
descriptive analysis of the organizations’ issues, needs, realities, and potential benefts that
were expected from implementing ERP systems.

Chang, Gable, Smythe, and Timbrell (2000) pointed out that ERP knowledge
management, system development concerns, and operational defciencies are the three
most important issues while implementing ERP systems in public sectors due to their
unique organization structures. Moreover, unlike business industries, the defnitions of
NPOs’ effciency are different from stakeholders’ beneft aspects. Botta-Genoulaz and
Millet (2006) explained that this is because business industries are goods-oriented while
NPOs are action-oriented. Therefore, it makes it harder for NPOs compared to business
industries to defne and assess the success of ERP system implementation.
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Although there are differences between NPOs and business industries, many studies
revealed that there were many common CSFs of successful ERP system implementation
in both organization types such as top management support (Garg & Agarwal, 2014;
Olugbara, Kalema, & Kekwaletswe, 2014; Shah, Khan, Bokhari, & Raza, 2011), vision
and planning (Olugbara et al., 2014), vendor selection (Shah et al., 2011), and business
process re-engineering (Garg & Agarwal, 2014; Ziemba, Oblkk, & Informatyczna, 2013).

2.4

ERP Systems in Higher Education Institutions (HEIs)

HEIs look at business models for process management and technologies that address the
continuous pressure associated with controlling increasing costs and customer service
demands. Consequently, HEIs started to implement ERP system in late 2000’s expecting
to improve their performance. However, 60% to 80% of implementation projects failed to
meet expected outcomes (Mehlinger, 2006). On the contrary, with such a high percentage
of failure reported in HEIs, there is a research gap in discussing the topic of ERP systems
in HEIs.

Very few articles published in journals studied ERP systems in HEIs, but some articles
were published in conference proceedings. Pollock and Cornford (2004) described a
higher education institution in the UK that implemented an ERP system to replace legacy
management and administration computer systems over the period of three years. The
authors suggested an adequate balance that neither system customization nor business
process re-engineering should be conducted to excess.

Some researchers studied HEIs’ organizational structure and ERP system functionalities.
ERP systems support two sections of HEIs: administrative and academic (Noaman &
Ahmed, 2015). The uniqueness of HEIs’ organizational structure increases the possibility
of ERP software misft. There is no vendor providing a ”one-size-fts-all” ERP solution.
Rather, for instance, an HEI purchases HR and Financial Management modules from
vendor A, procurement and inventory management modules from vendor B, and student
registration management from vendor C. This results in every HEI having a unique
combination of software with heavy customization. It is suggested that institutions with
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unique organization structure like HEIs take care when planning the ERP system project
during the pre-implementation phase (Qian, Schmidt, & Scott, 2015). In the
pre-implementation stage, project management involves planning, organizing, and
managing resources for the success of fnished. Therefore, effective project management
in pre-implementation is critical to the success of system implementation while change
management is expected to minimize user resistance during and after ERP system
adoption. There is a broad impact throughout the institution after the system adoption.
Therefore, effective change management in the pre-implementation stage would help
more smoothly conducting business process re-engineering in later stages and quickly get
end-users on board.

Abugabah, Sanzogni, and Alfarraj (2015) studied the impact of ERP systems on user
performance in HEIs based on the integration of three models: Technology Acceptance
Model (TAM), Task-Technology Fit (TTF), and Delone and McLean (2003)’s model.
Meanwhile, many other researchers studied user perception and motivation during ERP
system implementation and adoption in HEIs, as well (Bhat, Shroff, & Bandi, 2013;
Okunoye, Frolick, & Crable, 2008; Waring & Skoumpopoulou, 2012). These studies
indicate that the system implementation must consider user needs and concerns in the
early stages. The level of user acceptance is usually one of the most important criteria in
evaluating the success of ERP system implementation. Because no matter how well the
system is integrated technically with business processes, end-users’ attitude may
dramatically change the nature of how the system is used.

2.5

ERP Post-implementation

Successful system installation and data transformation are not the only goals of an ERP
system implementation project. Rather, there are many issues needs to be considered after
the system set-up. Companies often encounter great diffculties in system optimization
and change management. Moreover, many organizations that have implemented ERP
system have reported failure in achieving their expectations in terms of ERP utilization
and improvements in operational effciency (Sun et al., 2005). However, assessment of
system implementation’s success and its benefts for organizational operation are less well
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studied due to diffculties in measuring the value of ERP systems independently of
complex operation processes (Chand et al., 2005).

The post-implementation period is defned as the time phase of using, maintaining, and
enhancing an ERP system after implementation is completed (Nicolaou & Bhattacharya,
2006). Some researchers studied ERP post-implementation issues in productivity and
proftability problems shortly after the implementation process (Häkkinen & Hilmola,
2008; Hitt & DJ Wu, 2002; Hunton, Lippincott, & Reck, 2003; Nicolaou, 2004; Poston &
Grabski, 2001). These studies indicated that system interaction problems, misalignment
among people and processes, and change management issues were causing and
intensifying post-implementation issues. Yet part of the organization’s performance and
productivity problems following system implementation are short-lived. After a certain
period of time, the organization often emerges to better performance and higher
productivity in the long run. From mid-2000’s, researchers have successively turned their
focus to post-implementation issues of ERP systems.

Yu (2005) studied a chain of causal relations from pre-implementation phase, to
during-implementation phase, and to post-implementation phase that affects the operating
effectiveness of an ERP system by conducting a survey with 140 questionnaires in
Taiwan. The research indicated that the factor Top Management Support has the most
signifcant impact among the relations affecting the ERP system’s post-implementation
effectiveness. The author suggested contacting multiple correspondents from each
company to avoid biased responses. They classifed the three most researched approaches
to measuring system effectiveness: contribution of effciency to business process, end-user
satisfaction, and fnancial perspective.

An ERP system success model was validated in Ifnedo et al. (2010)’s study as in Figure
2.2. Their model was developed from previous research: IS Success Evaluation Model
(DeLone & McLean, 1992) and ERP Success Model (Gable, Sedera, & Chan, 2008;
Sedera & Gable, 2004). Ifnedo et al. (2010) used Structural Equation Modeling (SEM) to
test hypotheses analyzing collected data from more than 100 frms in Europe. They
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pointed out that their model has predictive power of an adequate level for the ERP
post-implementation success. It is notable that the positive association between
Information Quality and Individual Impact was not supported in their study. Yet they
claimed that further research was needed since many researchers pointed out that data
quality was a major determinant of ERP success in post-implementation. The success
model developed by Ifnedo et al. (2010) is generally accepted and was validated by later
research. Therefore, to explore ERP system post-implementation success in HEI, which is
not a well studied topic, the proposed research model in this study was developed based
on Ifnedo et al. (2010)’s success model.

Hsu, Yen, and Chung (2015) developed their research based on Delone and McLean
(2003)’s IS model as well. In Hsu et al. (2015)’s research, they investigated factors from
end-users’ perspectives affecting ERP systems’ successful operation at the
post-implementation stage.

Figure 2.2. ERP post-implementation success model (Ifnedo et al., 2010)
Studying CSFs of post-implementation success is the most common approach in previous
researches. Table 2.2 summarized the most studied factors in ERP post-implementation
phase in previous articles. Some factors were recognized as critical success factors from
the implementation to the post-implementation phases, such as top management support,
user training, and data accuracy. However, the frequency of discussed CSFs were slightly
changed across the phases. For example, top management support was one of the most
widely discussed factors at the implementation phase, but the study frequency has
decreased at the post-implementation phase. Competency of the internal team was frst
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Table 2.2. List of most studied factors of ERP post-implementation
References
Factors

1 2

3

4

5

System Integration

• •

•

•

•

User Training

•

•

Competency of the Internal Team •

•

•

System Stability

•

•

•

•

•

User Satisfaction
Business Process Performance

•

Top management Support

•

8

9

•

10

11

•
•

•

•

12
•

•

•
•

•

•

•
•

Project Management

7

•

•

Data Accuracy

Strategic Vision

•

6

•

•
•
•
•

•
•

•

Note: (1)Ha and Ahn (2014), (2)Häkkinen and Hilmola (2008),
(3)Hsu et al. (2015), (4)Ifnedo et al. (2010),
(5)Jones, Zmud, and Clark Jr (2008), (6)Moalagh and Ravasan (2013),
(7)Nicolaou and Bhattacharya (2006), (8)Nicolaou (2004),
(9)Parr and Shanks (2000), (10)Ram et al. (2013), (11)Yu (2005),
(12)Zhu, Li, Wang, and Chen (2010)

brought up during the post-implementation phase since the team was usually formed after
the system was implemented.

Ram et al. (2013) investigated the relationship between major CSFs for ERP projects and
organizational performance improvement. Their study revealed that some major CSFs
were not signifcantly correlated with ERP implementation success but were critical to
organizational operational beneft using ERP systems. Meanwhile, Ha and Ahn (2014)
identifed six infuential factors and composed a comprehensive model using the PLS
method to explain the successful usage of ERP systems at the post-implementation stage.

Despite the study of ERP post-implementation in general industry environments,
following researchers conducted research on ERP post-implementation success in specifc
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industries. Zhu et al. (2010) conducted case studies of the Chinese retail industry.
According to Technology-Organization-Environment (TOE) theory, they proposed and
validated a model for post-implementation success of ERP as in Figure 2.3. In their
research, three aspects are validated as having a positive association on the
post-implementation success of the ERP system. The three aspects are: technological
aspect (implementation quality), environmental aspect (external support), and
organizational aspect (organizational readiness). Botta-Genoulaz and Millet (2006)
investigated the use of ERP system in the service sector from six case studies. They
pointed out that service operations are highly labor intensive while manufacturing is
goods-oriented. The nature of the differences results in bigger diffculties for service
sector adopting ERP systems that were primarily designed for the manufacturing sector.

Figure 2.3. Post-implementation success of the ERP (Zhu et al., 2010)
Table 2.3 summarized data analysis approaches that were widely used in ERP system
post-implementation studies. Partial least squares SEM (PLS-SEM) was the most used
statistical methodology to test the hypothesis of the proposed research model (Ha & Ahn,
2014; Hsu et al., 2015; Ifnedo et al., 2010; Ram et al., 2013; Zhu et al., 2010), while some
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Table 2.3. Data analysis methodologies in ERP system post-implementation studies
Methodology

References

PSL-SEM

Ha and Ahn (2014)
Hsu et al. (2015)
Ifnedo et al. (2010)
Ram et al. (2013)
Zhu et al. (2010)

Multiple-regression analysis Yu (2005)
Thematic grouping

Häkkinen and Hilmola (2008)

researchers used a qualitative approach to analyze the case studies (Häkkinen & Hilmola,
2008). A detailed explanation of PLS-SEM is discussed in following section.

2.6

Quantitative Research

Quantitative research methods typically use objective measurements such as surveys to
collect numerical data to conduct statistical data analysis to test hypotheses. Hinkin
(1998) suggested that accuracy confrmation of measurement of the constructs is the
hardest part of conducting human science research. The following equation 2.1 describes
the relationship between an observed variable and a latent variable:
X = T +ε

(2.1)

where X is the observed variable, T is the latent variable, and ε is the error variation.
Latent variables are often hidden values that researchers can not measure directly, such as
operational beneft. Therefore, to measure the latent variable, researchers measure them
indirectly by using observed variables, such as time on task and error rate from responses
to survey questions (Bentler & Weeks, 1980). Accordingly, the variables are statistically
inferred from inter-correlations using advanced statistical approaches such as structural
equation modeling (SEM).
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2.6.1 Survey Development
The frst step of survey development is to operationalize a construct with several
indicators that either refect or format the construct. The latent variable typically consists
of some function over several observed variables. Therefore, it is common to generalize
several indicators when measuring a construct. Figure 2.4 describes the relationship
between constructs and their associated measurement scale indicators. To develop the
adequate indicators, it is suggested to perform thorough research of the theoretical
foundation at the beginning of the research process (Hinkin, 1998; Spector, 1985).

Figure 2.4. Construct and indicators
Statements of the indicators should be simple enough that the language used can be easily
understood by the survey participants. Some researchers suggested the use of
reverse-scored items to decrease the infuence of response bias (Curry, Wakefeld, Price, &
Mueller, 1986). While others found that randomly placed reverse-scored items would
impact survey participants’ psychometric properties of the measure (Harrison &
McLaughlin, 1991). The adequate number of indicators is key to the high internal
consistency and reliability. A scale with four to six indicators per construct is suggested to
be appropriate (Harvey, Billings, & Nilan, 1985; Hinkin, 1998). The most frequently used
approach in behavioral research survey is Likert-type scales. The researcher developed
these scales with several equal-appearing intervals from ’Strongly Disagree’ to ’Strongly
Agree’ (Likert, 1932). Later research suggested the use of fve point Likert-type scales
with one neutral midpoint such as ’Neither Agree nor Disagree’ (Hinkin, 1998; Lissitz &
Green, 1975).
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2.6.2 Instrument Validation
After the instrument is created, it should be assessed to evaluate its content validity. This
process ensures that the instrument is conceptually consistent. Inconsistent items should
be deleted. Integrating the items that have been validated to measure the constructs in
previous research will set a concrete foundation for the instrument’s validity (Hinkin,
1998). Expert validation is also considered to be an effective technique for ensuring the
instrument validation (Hinkin, 1998). This technique pretests the survey instrument with
relatively small sample size to validate the relativity of the content to the measurement
scale.

Assessment of the measurement model should be conducted as the frst step of the data
analysis. This ensures that the measurement tool correctly refects the operationalized
factors and indicators. It is recommended that the quality of measurement model be
validated by assessing the indicator reliability, construct reliability, convergent validity,
and discriminant validity for each of the constructs (Hair Jr & Hult, 2016; Wong, 2013).

2.7

Structural Equation Modeling (SEM)

Structural Equation Modeling (SEM) is a multivariate statistical analysis approach that
allows the performance of factor analysis and multiple regression analysis simultaneously
on latent variables’ correlations. It is a powerful next-generation multivariate data analysis
method combining two distinct parts into a simultaneous statistical test: measurement
models that link latent variables to observed variables, and structural models that describe
the relationship among the latent variables (Kotzab, Seuring, Müller, & Reiner, 2006). In
SEM, they are called the outer model and the inner model. The outer model describes the
relationships between the construct (latent variable) and its observed indicators (observed
variable), whereas inner model describes the relationships between the independent and
dependent constructs (latent variables) (Wong, 2013). There are three major approaches in
SEM (Wong, 2013):

1. Covariance-based SEM (CB-SEM).
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2. Partial Least Squares SEM (PLS-SEM).
3. Component-based SEM.

PLS-SEM is the most frequently used statistical technique in social research due to its
advantages in estimating complex models and tolerance of relatively small sample size
(Ha & Ahn, 2014; Ifnedo et al., 2010; Ram et al., 2013). PLS-SEM is a variance-based
approach that uses R2 statistics and does not require strict lower bounds on sample size.
This approach usually consists of two parts: the measurement model assessment that
validates correlation between construct and the indicators and the structural model
assessment that validates correlation between constructs.

Ifnedo et al. (2010) used PLS-SEM to test six relevant hypotheses that predicted the
relationships among the constructs towards the proposed ERP success measurement
model. Their fndings enhanced theory development by testing the interrelationships
among the constructs that were previously studied. Zhu et al. (2010)’s research model was
examined using PLS-SEM as well. Their research applied TOE theory to indicates the
impact of the formative constructs on the ERP systems’ success at the
post-implementation phase. In later research related to building a comprehensive model
explaining the successful use of ERP systems in the post-implementation phase,
PLS-SEM was used as a data analysis method to test hypotheses and achieved statistically
signifcant results (Ha & Ahn, 2014; Ram et al., 2013).
2.7.1 Refective and Formative Measurement Model
To develop a multi-item scale to measure a particular construct, either the unobservable
construct can be raised to its observable indicators (refective) or the construct can be
defned by the defning characteristics of its indicators (formative). Developing a refective
measurement scale emphasizes the inter-correlations among the indicators and focuses on
internal consistency. While formative measurement scale focuses on explaining
unobserved variance from several aspects, and considers indicators to be predictors of the
constructs (Diamantopoulos & Siguaw, 2006). Refective indicators are typically
interchangeable due to their internal consistency where as the formative indicators are
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advised to cover the entire scope of the latent variables in order to capture the domain
characteristic of the construct (Coltman, Devinney, Midgley, & Venaik, 2008;
Diamantopoulos & Siguaw, 2006).

The evaluation of the refective and formative measurement models are distinct as well.
Refective measurement models should be assessed via internal consistency reliability,
convergent validity, indicator reliability, and discriminant validity. Formative
measurement models should be assessed by each indicator’s weight/ loading and
multicollinearity (Hair, Ringle, & Sarstedt, 2011).
2.7.2 Structural Model
The assessment of a structural model consists of squared multiple correlation (R2 ) and the
level and signifcance of the path coeffcients (Hair et al., 2011). Path coeffcients’
signifcance can be assessed by using bootstrapping procedures. The original sample is
replaced by a large number of subsamples to bootstrap standard errors to acquire the
standard error for hypothesis testing (Hair et al., 2011; Wong, 2013). This procedure
enables the testing of the estimated coeffcients for their signifcance.

2.8

Summary

This chapter provided a review of the literature relevant to ERP systems and the issues in
implementation and later adoption. A research gap in academic research of ERP
post-implementation phase in HEIs is also revealed in this Chapter. The CSFs and ERP
system value assessment models are summarized from previous research in order to serve
as the foundation of the research model and instrument development in this study. The
above review of the methodologies provided the direction of this research’s methodology.
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CHAPTER 3.

METHODOLOGY

This chapter provides an overview of the research design, research model, and
methodology for this research project. Figure 3.1 shows the research process and Figure
3.2 presents the proposed research model. Instrument development is described in this
chapter based on the constructs operationalized in Table 3.2 to Table 3.10. Following the
instrument development, nine hypotheses are tested.

3.1

Methodology Overview

The frst phase of the study as shown in Figure 3.1 was to identify research objectives and
questions. Purdue University is a major research university located in State of Indiana.
After several years of ERP system implementation and adoption, Purdue University has
been using the ERP system since 2008. This case study was conducted at Purdue
University to examine whether ERP post-implementation success was related to
operational performance improvement, and to determine the factors affecting the success
of the ERP system at the post-implementation phase.

The second phase of this study was to conduct a literature review based on the formulated
research objectives and questions. The current topics in ERP post-implementation were
identifed by reviewing related literatures, especially related to Higher Education
Institutions (HEIs). The literature review was presented in Chapter 2.

The third phase of this study was to defne the research model and methodology. The
research model was developed by integrating hybrid models from previous studies with
infuential factors discovered during the literature review. The detailed research model is
discussed in next section. A survey was developed based on the initial research model and
published studies. The survey was also validated by experts including management level
staff with their comprehensive insight into ERP system post-implementation progress at
Purdue University. Accordingly, the survey was revised in alignment with the research
model and the experts’ validation to examine the relationship among factors infuencing
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Figure 3.1. Research Outline
ERP post-implementation success. The validated survey was submitted for IRB approval
before distributing to participants. Respondents were employees either working for the
internal ERP team or an end-user of the ERP system.

The fourth phase was quantitative data collection using surveys and data analysis. The
survey was created on Qualtrics, one of the Information Technologies at Purdue
University. Qualtrics is a web-based survey creation, collection, and analysis software
tool. It provides a clean interface and easy-to-access weblinks that can be easily copy/
pasted and forwarded via email. The expert-validated and IRB-approved survey was
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distributed to participants. Participants included Purdue Universitys ERP internal team
and end-users. The ERP system is usually used by students and faculty for academic
activity such as: class registration, assignment submission, and grading. Therefore
students and faculty members were not considered end-users in this research since the
study focused on Purdue’s operational performance instead of academic performance. The
anticipated population of this study was 200, and the email accessible sample size was
150. Detailed survey distribution procedures are described in Section 3.4. Descriptive
statistics and structural equation modeling (SEM) were conducted to test the hypothesis
and to validate research model.

The fnal phase was to analyze the research results and provide conclusions based on the
data analysis and participation of Purdue’s change management transformation project as
a follow-up step of the ERP post-implementation assessment.

3.2

Research Model

Reviewing previous studies related to ERP post-implementation success, most studies
either researched its causal model or validated CSFs. But these two concepts have
traditionally been studied independently. The causal model addresses correlations
describing the behavior of the ERP system while CSFs summarize the factors that have
positive impact. There were very limited papers studying interrelationships between
factors that impacts the success of ERP systems (Akkermans & van Helden, 2002; King &
Burgess, 2006, 2008).

In this study, a model that describes how individual CSFs are correlated in causal
relationships was developed. This model provides a detailed performance success
evaluation framework for the ERP post-implementation phase. The proposed research
model presented in Figure 3.2 was developed based on the integration of causal models in
previous research (Ifnedo et al., 2010) shown in Figure 2.2 and relevant factors of ERP
post-implementation success are summarized in Table 2.2, as well as the CSFs of ERP
implementation in Table 2.1.
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Figure 3.2. Proposed Research Model
Variables are listed in Table 3.1. There are fve categories in this research model
representing the fve types of impact on the success of an ERP system respectively from
Ifnedo et al. (2010)’ success model. In Figure 3.2, each dot-lined box represents one
category. Each category includes one or more variables summarized from previous
research in Table 2.2. In the following section, they are operationalized from previous
literature and translated into observable and measurable elements for survey questionnaire
development in Table 3.2 to Table 3.10:

To investigate the relationships among the variables in the proposed ERP
post-implementation success measurement model, nine relevant hypotheses were
formulated as shown below.

H1 : In an HEI’s ERP post-implementation phase, data accuracy (DA) has a
signifcant, positive impact on system integration (SI).
H2 : In an HEI’s ERP post-implementation phase, system stability (SS) has a
signifcant, positive impact on system integration (SI).
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Table 3.1. List of variables.
Categories

Variable

References

Data accuracy (DA)

Häkkinen and Hilmola (2008)
Moalagh and Ravasan (2013)

System stability (SS)

Häkkinen and Hilmola (2008)
Hsu et al. (2015)
Yu (2005)

System Integration (SS)

Ha and Ahn (2014)
Häkkinen and Hilmola (2008)
Hsu et al. (2015)
Jones et al. (2008)
Ram et al. (2013)
Zhu et al. (2010)

Top management
(TMS)

Ha and Ahn (2014)
Parr and Shanks (2000)
Zhu et al. (2010)

System
Quality

support

Competency of the internal
ERP team (CIT)

Ha and Ahn (2014)
Häkkinen and Hilmola (2008)
Hsu et al. (2015)
Moalagh and Ravasan (2013)
Parr and Shanks (2000)

On-the-job training (OJT)

Ha and Ahn (2014)
Häkkinen and Hilmola (2008)
Jones et al. (2008)
Moalagh and Ravasan (2013)
Nicolaou (2004)
Ram et al. (2013)
Yu (2005)

Individual
Impact

User satisfaction (US)

Hsu et al. (2015)
Moalagh and Ravasan (2013)
Yu (2005)

Workgroup
Impact

Business
performance (BPP)

Ha and Ahn (2014)
Moalagh and Ravasan (2013)
Ram et al. (2013)

Organizational
Impact

Operational beneft (OB)

Service
Quality

process

Dwivedi et al. (2009)
Kamhawi (2008)

The proposed research model is based on: Ifnedo et al. (2010).

34
H3 : In an HEI’s ERP post-implementation phase, top management support
(TMS) has a signifcant, positive impact on the competency of the internal
team (CIT).
H4 : In an HEI’s ERP post-implementation phase, system integration (SI) has
a signifcant, positive impact on user satisfaction (US).
H5 : In an HEI’s ERP post-implementation phase, competency of the internal
team (CIT) has a signifcant, positive impact on user satisfaction (US).
H6 : In an HEI’s ERP post-implementation phase, on-the-job training (OJT)
has a signifcant, positive impact on user satisfaction (US).
H7a : In an HEI’s ERP post-implementation phase, user satisfaction (US) has a
signifcant, positive impact on operational beneft (OB).
H7b : In an HEI’s ERP post-implementation phase, user satisfaction (US) has a
signifcant, positive impact on business process performance (BPP).
H8 : In an HEI’s ERP post-implementation phase, business process
performance (BPP) has a signifcant, positive impact on operational beneft
(OB).

3.3

Instrument Development

The latent and observed variables used in this study were operationalized and tested in
previous studies, yet revised to be applicable at Purdue University. This enabled the
researcher to enhance content validity and reliability. In the following section, all
constructs (latent variables) are discussed and described based on previous studies. As a
summary, Table 3.2 to Table 3.10 list the constructs (latent variables) and their
measurement indicators (observed variables).

There are two types of the measurement scales for a construct in SEM as described in
Chapter 2: formative and refective. It is diffcult to precisely defne observed variables
that have a formative measurement scale for the latent variables within the topic of ERP
systems. Though in Zhu et al. (2010)’s research, the authors selected a mix of formative
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and refective measurement scales because there was inextricable linkage among each one.
Refective measurement scales are typically used in exploratory studies due to the fact that
refective indicators are highly correlated and interchangeable (Wong, 2013). Therefore, a
refective measurement scale was developed in this study.

A questionnaire was developed based on the literature review and validated by experts.
This ensured content validity of the measurement items and linguistic clarity for survey
participants without knowledge of the technical terms. The questionnaire was then revised
based on the experts’ suggestions.

Each measurement item was measured on a fve-point Likert scale with 5 representing
”Strongly Agree” and 1 representing ”Strongly Disagree”. The participants are required to
respond with their subjective feeling to each item statement with an option at the end of
the survey to leave additional comments regarding either ERP systems or operational
business process at Purdue University.
3.3.1 System Quality
System quality refers to accessibility, reliability, fexibility, and integration of system
deployment and usage (Hsu et al., 2015). All activities through an ERP system rely on an
adequate quality of system implementation and adoption. Especially in the ERP
post-implementation phase, once the system goes live it is under triple pressure:
transacting current business, updating new releases from vendors, and integrating with
other IT systems, in addition to maintaining existing data. Much previous research has
validated a positive correlation between individual impact and system quality (DeLone &
McLean, 1992; Häkkinen & Hilmola, 2008; Hsu et al., 2015; Ifnedo et al., 2010; Moalagh
& Ravasan, 2013). They confrmed that an adequate system quality correlated with better
user acceptance of new technology. To validate correlation among CSFs under the
category of system quality, it was broken into data accuracy, system stability, and system
integration. In the remainder of this section, the hypothetical relationship between these
three CSFs is discussed.

36
3.3.1.1 Data Accuracy
Data accuracy has been discussed more frequently in relating to the ERP implementation
phase than in the post-implementation phase. A tremendous amount of data is transferred
from the legacy system to the new ERP system during the implementation phase which
implies that the accuracy of imported data is one of the critical elements to system
implementation success. However, after system implementation, data continues to be
generated through the usage of the ERP system. The current transacted data interacts with
existing data and other IT systems. Data accuracy is continuously among the critical
elements in different phases of ERP systems.
Table 3.2. Operationalization of construct Data Accuracy and its indicators.

Data
Accuracy

DA1

The information on the ERP system is accurate.

DA2

It is easy to understand and use the information on the
ERP system.

DA3

The ERP system provides prompt information to me.

DA4

There is no redundant data stored in the ERP system.

DA5

I can trust the ERP system to perform my everyday tasks.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013), Hsu et al. (2015).

3.3.1.2 System Stability
Once the system runs in the production environment, the organizations business fully
relies on the ERP system. No matter what benefts organizations seek from ERP system
implementation, system stability is one of the foundational premises of those benefts.
Previous research confrmed that system stability has a positive impact on successful ERP
system adoption and user acceptance of technology (Wu & Wang, 2007; Yang, Wu, &
Tsai, 2007). To generate reliable information from ERP systems, their highly centralized
databases are expected to be reliable and stable.
3.3.1.3 System Integration
System integration is well known as one of the critical success factors at both
implementation and post-implementation phases of ERP systems (Al-Mashari,
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Table 3.3. Operationalization of construct System Stability and its indicators.

System
Stability

SS1

The information on the ERP system is always available.

SS2

The ERP system responds fast.

SS3

The ERP system is reliable.

SS4

The ERP system never crashes.

SS5

I have never experienced system delay.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013), Hsu et al. (2015).

Al-Mudimigh, & Zairi, 2003; Jones et al., 2008; Ram et al., 2013; Zhu et al., 2010). A
functional ERP system allows the organization to select the best modules and systems
from different vendors to interface with the organizations variety of business processes.
Thus, it is expected that activities of system integration happen continuously from
implementation to post-implementation phase of ERP systems.
Table 3.4. Operationalization of construct System Integration and its indicators.
SI1
System
Integration

The ERP system includes necessary features and functions
for my job.

SI2 The ERP system is helpful for performing my everyday tasks.
SI3 The ERP system allows for integration with other IT systems.
SI4

The ERP system allows me to access when I need to
perform my job.

SI5

I can’t think of any existing tool that can replace the ERP
system to perform my tasks.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013), Hsu et al. (2015).

3.3.2 Service Quality
Service quality is the support offered by the vendors, organizations internal teams, and
various resources available for the ERP system (Delone & McLean, 2003; Hsu et al.,
2015). Some researchers criticized focusing only on the ERP system itself to elaborate on
the success of system implementation without including measurement of service quality.
They showed that service quality has equivalent impacts on user satisfaction as system
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quality does (Delone & McLean, 2003; Häkkinen & Hilmola, 2008; Hsu et al., 2015). To
validate correlation among CSFs under the category of service quality, it is broken into top
management support, competency of the internal ERP team, and on-the-job training (Ha
& Ahn, 2014; Parr & Shanks, 2000). In the remainder of this section, the hypothesizes;
relationship between these three CSFs are discussed.
3.3.2.1 Top Management Support
There are many remaining issues, such as resource allocation and system operation, which
need top management support after implementing an ERP system. Ha and Ahn (2014)
pointed out that it is practically diffcult for top management to be directly involved in
ERP systems operation after the system goes live. Thus, the organizations internal ERP
team is usually formed under the supervision of top management in order to operate the
system properly.
Table 3.5. Operationalization of construct Top Management Support
and its indicators.
TMS1
Top
TMS2
Management
Support
TMS3

I am aware of the decisions made by management leaders
that are related to the ERP system.
A goal statement for the ERP system adoption is issued
by management leaders.
There are suffcient resources (funding, human resources etc.)
allocated to the ERP system.

TMS4

The manager encourages my team to use the ERP system.

TMS5

I am aware of the regular technical changes/updates made on
the ERP system.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013),
Ha and Ahn (2014), Hsu et al. (2015).

3.3.2.2 Competency of the Internal Team
Many organizations decrease their support for adoption of the ERP system after
implementation (Ha & Ahn, 2014; Pan, Baptista Nunes, & Chao Peng, 2011). Since the
organization usually invests a large amount of their budget and time, perhaps going as far
to spend over-budget/ go over-schedule in many cases to implement the ERP system. Due
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to resources, many organizations decide not to maintain a dedicated team for ERP systems
after they go live. Ha and Ahn (2014) pointed out that limited competency of the internal
ERP team could affect the training and support for end-users in the post-implementation
phase, and therefore restrain continuous improvement of business processes.
Table 3.6. Operationalization of construct Competency of Internal Team
and its indicators.
CIT1
Competency CIT2
of the
CIT3
Internal
Team
CIT4
CIT5

The support staff communicates well with users.
The support staff provides prompt service.
The support staff is able to solve the ERP system issues.
The support staff is capable of answering users’ questions.
The support staff is knowledgeable to solve problems
related to the ERP system.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013),
Ha and Ahn (2014), Hsu et al. (2015).

3.3.2.3 On-the-Job Training
Previous research has confrmed that adequate training and education for users facilitates
the success of complex ERP systems’ implementation and adoption. (Ha & Ahn, 2014;
Jones et al., 2008; Nicolaou, 2004; Ram et al., 2013). They emphasized continuous user
training after the system goes live as being one of the critical factors for the success of an
ERP system in post-implementation phase. This is because the advanced use of ERP
system involves wider integration of business processes as the system matures.
Continuous user training beyond the initial education improves understanding of ERP
systems. Therefore it motivates their active involvement in continuous business process
improvement.
3.3.3 Individual Impact (User Satisfaction)
Individual impact refers to the satisfaction of the ERP system’s end-users and each staff
member that is affected by the business process re-engineering activities. User satisfaction
has been discussed in many studies as one of the CSFs in ERP system success
(Hillman Willis & Hillary Willis-Brown, 2002; Hsu et al., 2015; Ifnedo et al., 2010;
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Table 3.7. Operationalization of construct On-the-Job Training
and its indicators.

On-the-Job
Training

OJT1

ERP training sessions (on/off-campus) are available to attend.

OJT2

ERP training sessions (on/off-campus) are valuable to attend.

OJT3

I engaged in formal training sessions for the ERP system
beyond the initial training offered.

OJT4

I am satisfed with the support material available for the
ERP system.

OJT5

I am able to fnd/attend adequate ERP training sessions
related to my job needs.

References: Ifnedo et al. (2010), Zhu et al. (2010), Ram et al. (2013),
Ha and Ahn (2014), Hsu et al. (2015).

Mirchandani & Motwani, 2001; Moalagh & Ravasan, 2013; Thong, Yap, & Raman, 1996;
Yu, 2005). Hsu et al. (2015) defned user satisfaction as ”users perceive a match between
their requirements and ERP functionality”. As the user expects to complete complex
business processes using the ERP system, while the ERP system covers almost all
requirements. Only when the ERP system is able to fulfll the majority of the work do
users then feel satisfed with the system implementation and adoption.
Table 3.8. Operationalization of construct User Satisfaction and its indicators.
US1 The ERP system is easy to learn.
User
Satisfaction

US2 The ERP system saves me time for fnishing my work.
US3 The ERP system reduces the errors in my work.
US4 I am satisfed with the ERP system.
US5 I feel no pressure/anxiety using the ERP system.

References: Ifnedo et al. (2010), Hsu et al. (2015).

3.3.4 Workgroup Impact (Business Process Performance)
An organization may deploy additional modules after going live to meet the ongoing
needs of wider integration of business processes into the ERP system. Many researchers
indicated the necessity of continuous improvement in the post-implementation stage (Ha
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& Ahn, 2014; Karim, Somers, & Bhattacherjee, 2007; Welch & Kordysh, 2007). After the
system is implemented, its maintenance and continuous support can often involve an
unexpected investment and change management. It shows that business process
performance can be infuenced by system quality and end-users’ satisfaction with the ERP
system in the post-implementation stage (Tsai, Li, Lee, & Tung, 2011). Additionally,
continuous business process improvement has a positive infuence on the performance of
ERP systems (Ha & Ahn, 2014).
Table 3.9. Operationalization of construct Business Process Performance and its indicators.
BPP1
BPP2
Business
Process
BPP3
Performance

The ERP system improves inter-department coordination.
We improved our work processes using the ERP system.
I would like to share with my team new things I fnd in
the ERP system.

BPP4

The ERP system includes necessary features and
functions for my team’s business requirement.

BPP5

The ERP system improves my team’s business effciency.

References: Ifnedo et al. (2010), Ha and Ahn (2014).

3.3.5 Organizational Impact (Operational Beneft)
An ERP system is expected to achieve the following benefts: operational beneft,
managerial beneft, strategic beneft, organizational beneft, and IT infrastructure beneft
(Shang & Seddon, 2003). Among the fve benefts, operational beneft is mostly realized
at the post-implementation stage such as in procurement, inventory management, and
human resources (Kamhawi, 2008; Zhu et al., 2010). Moreover, it is diffcult to isolate
strategic beneft and organizational beneft from the rest of ERP system implementation.
Considering the initial motivation of implementing an ERP system at Purdue University,
the operational beneft was selected as the indicator of organizational impact.

3.4

Data Collection

In this section, the survey distribution procedures, survey population, and sample size are
addressed. The questionnaire survey was created in Qualtrics and supported by Purdue
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Table 3.10. Operationalization of construct Operational Beneft
and its indicators.

Operational
Beneft

OB1

The ERP system reduces operational costs (e.g. Labor cost
and administrative expenses) at Purdue University.

OB2

The ERP system reduces cycle time of business processes.

OB3

The ERP system improves the productivity of Purdue’s
daily operation.

OB4

The ERP system decreases operational error rate.

OB5

The ERP system allows for better usage of organizational
data resources.

References: Ifnedo et al. (2010), Ram et al. (2013).

University providing a user-friendly interface and function to download data as an Excel
fle.
3.4.1 Survey Distribution
The survey was emailed to ERP functional team managers seeking their collaboration to
distribute the survey via their internal ERP system supporting team mailing lists. At the
time when this study was conducted, Purdue University was planning to update its current
SAP system to the next generation. Therefore, there were many ongoing business process
re-engineering activities. The activities included readiness review and streamlining the
business process in functions: Enterprise Asset Management (EAM), Human Capital
Management (HCM), General Ledger (Finance), Reporting and Technology. The survey
was distributed via two approaches: by the internal ERP team via their supporting team
mailing list, and by end-users via word of mouth. First, the survey was distributed to the
internal ERP team at Purdue University via the mailing list. The internal ERP team
provided services centered on application strategy, development, integration, and support.
Team members had insights on business processes and operational effciency of the ERP
systems. The end-users of the ERP system was contacted via personal communication.
The contacted end-users were listed as staff employees in the business offce on the
departments’ website. Their job roles included HR, fnance, and procurement modules. It
was expected to take at least one month to acquire adequate participants to respond the
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Table 3.11. Survey sample size and respond
Survey number

Response rate

Total distributed

148

-

Returned

65

43.92%

Valid

52

35.14%

survey. A follow-up email was sent after approximately two weeks. After the frst round
of the responses were in, a second round of the survey invitation email was sent to the
same group to request that those who hadn’t taken the survey in the frst round to do so.
3.4.2 Population and Sample Size
The estimated population was 160. A total of 148 surveys were distributed. After two
rounds of survey invitations, there were 65 responses. Some respondents only provided
comments at the end of the survey was not considered a valid response to the
questionnaire. These responses were not included in data analysis but were included in
Chapter 5. After removing the invalid responses, there were 52 valid responses. The
survey population is summarized in Table 3.11.

PLS-SEM tolerates relatively small samples compared to Covariance-based SEM
(CB-SEM). Previous studies indicated that a number of observations between 50 and 200
are acceptable (Ha & Ahn, 2014; Kotzab et al., 2006). Wong (2013) suggested the
minimum required sample size be calculated based on the maximum number of arrows
pointing to a construct (latent variable) in the model in practical social science study after
taking consideration of following factors:

1. The signifcance level of 0.05.
2. The statistical power of 80%.
3. The minimum coeffcient of determination (R2 value) of 0.25.
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In this model, the construct User Satisfaction was pointed to by three arrows, which was
the maximum number of arrows. The arrows are pointed from system integration,
competency of the internal ERP team, and on-the-job training. Based on a previous study
(Hair et al., 2011; Wong, 2013), the minimum required sample size is 50 when the
maximum number of arrows is three. Therefore, this study has reached the acceptable
sample size to conduct PLS-SEM analysis to test the hypothesizes.

3.5

Using SmartPLS

In this research, a new generation of multivariate data analysis method, Partial Least
Squares Structural Equation Modeling (PLS-SEM) was used to analyze the data to test
linear and additive causal models. SmartPLS is one of the most powerful software
applications for the PLS-SEM. SmartPLS enables the drawing graphical research models
in the software and provides advanced reporting features.
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CHAPTER 4.

4.1

RESULTS

Results Overview

Table 4.1 provides the demographic profle of questionnaire participants. 56% of the
participants were female in this study. The majority of the participants’ age was 40 or
older (41-50 = 33%, 51-60 = 44%, 61 and older = 12%), while more than half of the
participants worked at Purdue University for over 16 years (16-20 years = 19%, more than
21 years = 37%). It shows that most of the participants have spent at least half of their
professional career at Purdue University. 37% of respondents have been involved with the
ERP system since its implementation at Purdue in 2008 (6-10 years = 37%).

Figure 4.1 shows the primary result of PLS-SEM from SmartPLS. The blue circle
represents the construct. And the yellow rectangle represents the indicator. The associated
indicators are pointed from constructs. The hypothesized correlated constructs are
connected as the research model presented in Figure 3.2. The number in the blue circle
represents R2 value. And the number on the arrow between blue circles represents the β
value. The R2 and β values are explained in Chapter 4.3. The number on the arrow
pointing from a blue circle to a yellow rectangle represents factor loading for a refective
measurement scale, while the arrow pointing from a yellow rectangle to a blue circle
represents factor weights for the formative measurement scale. In this study, only the
refective measurement scale is used. Therefore, the arrow is always pointing from a blue
circle to a yellow rectangle. The rest of the data listed in the following section is obtained
from the data report generated in SmartPLS.

In this chapter, the results are presented in two parts: (1) the measurement model tested by
indicator reliability, construct reliability, convergent validity, and discriminant validity;
and (2) the structural model assessment measured by R2 and path coeffcient (β ) values.
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Table 4.1. Participant demographic profle
Gender

Total (out of 52)

Percentage

Female
Male
Other

29
22
1

56%
42%
2%

Total (out of 52)

Percentage

1
5
17
23
6

2%
10%
33%
44%
12%

Total (out of 52)

Percentage

16
6
1
10
19

31%
12%
2%
19%
37%

Total (out of 52)

Percentage

18
19
15

35%
37%
29%

Age
21-30
31-40
41-50
51-60
61 and older
Years working at Purdue University
1-5 years
6-10 years
11-15 years
16-20 years
> 21 years
ERP system experience
1-5 years
6-10 years
> 10 years

4.2

Assessment of Measurement (Outer) Model

It is recommended that validation of the measurement model quality was done by
assessing indicator reliability, convergent validity, construct reliability, and discriminant
validity for each of the constructs (Hair Jr & Hult, 2016; Wong, 2013).
4.2.1 Indicator Reliability
Indicator reliability is examined by the square of each outer loadings value. In the
exploratory research domain, 0.4 or higher is suggested to be acceptable, and 0.7 or higher
is preferred (Wong, 2013). In Figure 4.1, the number on the arrow pointing from the blue
circle (construct) to a yellow rectangle (indicator) represents the value of the outer
loadings. The results are listed in Table 4.2 to Table 4.10. These tables also list the revised
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outer loadings and the square of each outer loading after removing the indicator that
examines indicator reliability.

There are few outer loadings signifcantly lower than 0.7 that possibly affect correlation
among the constructs. The outer loadings of SI3, SI5, TMS2, US1, and US5 are slightly
less than 0.7 (greater than 0.6 but less than 0.7). And the outer loadings of DA1, DA4,
SS4, SS5, and TMS3 are signifcantly less than 0.7. In this study, the indicators associated
with a construct are interchangeable since only a refective measurement scale is used.
Therefore, removing indicators should not affect overall causal relations but improve the
indicator reliability.

Table 4.2 shows the result of indicator reliability for the construct system integration (SI).
The outer loading of SI3 and SI5 are less than 0.7 (SI3=0.684, SI5=0.605) which needed
to be removed by researcher. In the survey questionnaire, SI3 asked: ”The ERP system
allows for integration with other IT systems.” and SI5 asked: ”I can not think of any
existing tool that can replace the ERP system to perform my tasks.”. It is recommended to
remove this from the lowest outer loading since SI5=0.605. Removing an indicator from
the SI construct does not affect the indicators of other constructs, but it does have an
impact on the outer loadings of SI1, SI2, SI3, and SI4. After SI5 is removed, SI1 and SI2
slightly decreased their outer loading but still remained at a value greater than 0.8.
Meanwhile, the outer loading of SI3 and SI4 were increased. Above all, SI3 increased its
outer loading from 0.684 to 0.720 which is greater than the acceptance level of 0.7.
Therefore, SI3 remains as the measurement item of system integration. To validate
indicator reliability, the square of the outer loading is preferred to be at least 0.7 or higher
and acceptable at at least 0.4 or higher. In Table 4.2, the square of outer loading for SI1
and SI2 is preferred (SI1=0.701, SI2=0.712), and SI3 and SI4 are acceptable (SI3=0.518,
SI4=0.661).

Table 4.3 shows the results of indicator reliability for the construct data accuracy (DA).
The outer loading of DA1 and DA4 was less than 0.7, which needed to be removed
(DA1=0.549, DA4=0.536). Thus, the statements DA1= ”The information on the ERP

Figure 4.1. Primary result of PLS-SEM from SmartPLS
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Table 4.2. Indicator reliability for construct system integration.
Indicator

Outer loading

Revised outer loading Square of outer loading

SI1

0.838

0.837

0.701

SI2

0.845

0.844

0.712

SI3

0.684

0.720

0.518

SI4

0.749

0.813

0.661

SI5

0.605

-

-

Table 4.3. Indicator reliability for construct data accuracy.
Indicator

Outer loading

Revised outer loading Square of outer loading

DA1

0.549

-

-

DA2

0.736

0.739

0.546

DA3

0.822

0.833

0.694

DA4

0.536

-

-

DA5

0.915

0.919

0.845

system is accurate.” and DA4= ”There is no redundant data stored in the ERP system.” did
not provide a good measurement scale of data accuracy in this study. After removing the
indicators DA1 and DA4, all the remaining indicators (DA2, DA3, DA5) increased the
value of outer loading. DA5’s square of revised outer loading value is greater than 0.7
(DA5=0.845) which is preferred level. And DA2 and DA3’s square of revised outer
loading is acceptable (DA2=0.546, DA3=0.694).

Table 4.4 presents the result of indicator reliability for the construct system stability. The
outer loading for SS4 and SS5 were lower than 0.7 which needed to be removed. SS5= ”I
have never experienced system delay.” has the lowest outer loading which is 0.453. After
removing SS5, the outer loading for SS4 remained at a value less than 0.7. Thus SS4 was
removed as well (SS4= ”The ERP system never crashes”). Both indicators’ statements are
absolute questions that were probing the extreme stability of the system. This may cause
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Table 4.4. Indicator reliability for construct system stability.
Indicator

Outer loading

Revised outer loading Square of outer loading

SS1

0.786

0.846

0.716

SS2

0.702

0.776

0.602

SS3

0.842

0.818

0.669

SS4

0.599

-

-

SS5

0.453

-

-

an inaccurate measurement scale for the construct. Only SS1 had the preferred indicator
reliability (SS1=0.716). SS2 and SS3 achieved the acceptable indicator reliability
(SS2=0.602, SS3=0.669).

Table 4.5 reveals indicator reliability of the construct competency of the internal team
(CIT). It also presents the fnal result after removing some indicators for all other
constructs. All indicators for the construct CIT reached a preferred level of indicator
reliability. However, removing the indicators for the other constructs had a slight infuence
on the outer loading of CIT. Some indicators increased outer loading
(CIT1=0.908→0.911, CIT2=0.874→0.877, CIT5=0.876→0.879), while some indicators
decreased outer loading (CIT3=0.928→0.924, CIT4=0.937→0.936). Whereas all fve
indicators reached a preferred level of indicator reliability examined by the square of outer
loading (0.7 or higher). The bias is that the majority of the survey participants worked on
the ERP internal team at Purdue University where fewer participants are using ERP
system as an end-user. Therefore, the internal team staff may respond subjectively high
compared to the level of the service they provided the end-user.

Table 4.6 shows the result of the indicator reliability for the construct top management
support. The outer loading presented in Figure 4.1 indicates that TMS2 and TMS3 needed
to be removed (TMS2=0.639, TMS3=0.431). First, TMS3 needed to be removed since
TMS2 is slightly under 0.7. But the outer loading of TMS2 remains less than 0.7. Thus
TMS2 was removed as well. After removing the indicators, the revised outer loadings and
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Table 4.5. Indicator reliability for construct competency of the internal team.
Indicator

Outer loading

Revised outer loading Square of outer loading

CIT1

0.908

0.911

0.830

CIT2

0.874

0.877

0.769

CIT3

0.928

0.924

0.854

CIT4

0.937

0.936

0.876

CIT5

0.876

0.879

0.773

Table 4.6. Indicator reliability for construct top management support.
Indicator

Outer loading

Revised outer loading Square of outer loading

TMS1

0.799

0.750

0.563

TMS2

0.639

-

-

TMS3

0.431

-

-

TMS4

0.879

0.910

0.828

TMS5

0.830

0.891

0.794

square of outer loadings are listed in Table 4.6. TMS4 and TMS5 reached preferred level
of indicator reliability (TMS4=0.828, TMS5=0.794) while TMS1 reached acceptable level
of indicator reliability (TMS1=0.563).

Table 4.7 shows the result of indicator reliability for the construct on-the-job training.
Although there was a slight decrease from 0.870 to 0.849, the OJT5 had the highest outer
training among the OJT indicators (OJT5= ”I am able to fnd/attend adequate ERP
training sessions related to my job needs.”). As the fnal result, OJT1 and OJT5 reached
the preferred level of indicator reliability (OJT1=0.719, OJT5=0.721), and OJT2, OJT3,
OJT4 achieved the acceptable level of indicator reliability (OJT2=0.587, OJT3=0.558,
OJT4=0.648).
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Table 4.7. Indicator reliability for construct on the job training.
Indicator

Outer loading

Revised outer loading Square of outer loading

OJT1

0.829

0.848

0.719

OJT2

0.775

0.766

0.587

OJT3

0.728

0.747

0.558

OJT4

0.826

0.805

0.648

OJT5

0.870

0.849

0.721

Table 4.8. Indicator reliability for construct user satisfaction.
Indicator

Outer loading

Revised outer loading Square of outer loading

US1

0.654

-

-

US2

0.861

0.900

0.810

US3

0.916

0.944

0.891

US4

0.924

0.931

0.867

US5

0.693

-

-

Table 4.8 presents the indicator reliability for the construct user satisfaction. The initial
result presented in Figure 4.1 shows that the outer loadings of US1 and US5 are lower
than 0.7 (US1=0.654, US5=0.693). After removing the indicators, the remaining
indicators increased their outer loading to 0.9 and higher (US2=0.900, US3=0.944,
US4=0.931). Thus, they all achieved the preferred indicator reliability (US2=0.810,
US3=0.891, US4=0.867). Compared to the removed indicators, the remaining indicators
measure direct subjective attitude towards the satisfaction of ERP system.

Table 4.9 shows the result of indicator reliability for the construct business process
performance. None of the indicators were removed from the initial result since their outer
loadings are greater than 0.7. After removing the indicators from the other constructs, they
both increased and decreased value of outer loading but they remain the value that is
greater than 0.7. The squared outer loading indicates that only BPP5 reached the preferred
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Table 4.9. Indicator reliability for construct business process performance.
Indicator

Outer loading

Revised outer loading Square of outer loading

BPP1

0.830

0.822

0.676

BPP2

0.839

0.834

0.696

BPP3

0.760

0.764

0.584

BPP4

0.766

0.774

0.599

BPP5

0.875

0.877

0.769

Table 4.10. Indicator reliability for construct operational beneft.
Indicator

Outer loading

Revised outer loading

Square of outer loading

OB1

0.915

0.915

0.837

OB2

0.932

0.933

0.870

OB3

0.970

0.970

0.941

OB4

0.909

0.909

0.826

OB5

0.923

0.923

0.852

indicator reliability (BPP5=0.769), but the rest of the indicators achieved the acceptable
level of indicator reliability (0.4 or higher).

Table 4.10 reveals the indicator reliability for the construct operational beneft. All
indicators achieved a high outer loading such that squared outer loading were even greater
than 0.8. Moreover, OB3 reached the highest level of indicator reliability in this study
(OB3=0.941).

As a summary, Figure 4.2 shows the results on SmartPLS after removing some indicators.
Table 4.2 to Table 4.10 indicate that the majority of indicators were above the preferred
value of square of outer loading (0.7 or higher) (SI1, SI2, DA5, SS1, CIT1, CIT2, CIT3,
CIT4, CIT5, TMS4, TMS5, OJT1, OJT5, US2, US3, US4, BPP5, OB1, OB2, OB3, OB4,
OB5). And few indicators’ value are lower than 0.7, yet close to 0.7 (SI4 = 0.661, DA3 =
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Table 4.11. Internal consistency of the constructs.
Constructs

Composite Reliability

System Integration (SI)

0.880

Data Accuracy (DA)

0.872

System Stability (SS)

0.854

Competency of the Internal Team (CIT)

0.958

Top Management Support (TMS)

0.889

On the Job Training (OJT)

0.901

User Satisfaction (US)

0.947

Business Process Performance (BPP)

0.908

Operational Beneft (OB)

0.970

0.694, SS2 = 0.602, SS3 = 0.669, OJT4 = 0.648, BPP1 = 0.676, BPP2 = 0.696). And very
few indicators have acceptable value (0.4 or higher) (SI3, DA2, TMS1, OJT2, OJT3,
BPP3, BPP4). Therefore, the SmartPLS analysis results show that the remaining
indicators loaded on the constructs for which they are designed to measure.
4.2.2 Construct Reliability
Composite reliability values were used to assess the constructs’ internal consistency.
Table 4.11 presents the internal consistency of the latent variables. Researchers indicated
that composite reliability performs better than Cronbach’s alpha as the measure of internal
consistency reliability. This is because Cronbach’s alpha tends to give a conservative
measurement in PLS-SEM approach (Ram et al., 2013; Wong, 2013). The recommended
composite reliability value should be 0.7 or higher (Wong, 2013). On Table 4.11, all
constructs have a value greater than 0.8. Half of the constructs ft between the values of
0.8-0.9 (system integration, data accuracy, system stability, top management support), and
the rest of the constructs are even higher than 0.9 and close to 1.0 (competency of the
internal team, on-the-job training, user satisfaction, business process performance,
operational beneft). Therefore, the constructs in this study have acceptable composite
reliability which indicates that all constructs demonstrated adequate internal consistency.

Figure 4.2. Result of PLS-SEM from SmartPLS after removing indicators.
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Table 4.12. Convergent validity of the constructs
Constructs

Average Variance Extracted (AVE)

System Integration (SI)

0.648

Data Accuracy (DA)

0.695

System Stability (SS)

0.662

Competency of the Internal Team (CIT)

0.820

Top Management Support (TMS)

0.728

On the Job Training (OJT)

0.647

User Satisfaction (US)

0.856

Business Process Performance (BPP)

0.665

Operational Beneft (OB)

0.865

4.2.3 Convergent Validity
The average variance extracted (AVE) value is used to examine convergent validity. It
shows the level of correlation between constructs and indicators. Thus, when the
acceptable threshold of AVE is 0.5 (Hair et al., 2011; Wong, 2013), the construct explains
more than half of its indicators’ variance. In Table 4.12, all latent variables are greater
than 0.5. Most of the constructs ft in the range from 0.6 to 0.8 (SI, DA, SS, TMS, OJT,
BPP, OB). And three constructs’ AVE values are greater than 0.8 (CIT, US, OB), which
indicates that they explain more than 80% of the constructs indicators’ variance. All
constructs have the acceptable level of AVE values that demonstrated a suffcient degree
of convergent validity in this study.
4.2.4 Discriminant Validity
Discriminant validity is assessed via the higher value of the square root of the AVE value
in each construct compared to any other correlation values among the constructs (Fornell
& Larcker, 1981; Hair et al., 2011; Wong, 2013). It reveals that the construct has more
correlation with its assigned indicators than with other constructs. In Table 4.13, the
square root of AVE values are bolded and correlations between constructs are listed in the
lower left triangle. First, looking to the Table 4.13 by each vertical column to compare the
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Table 4.13. Discriminant validity of the constructs
The square root of AVE and inter-construct correlations
Constructs

SI

DA

SS

CIT

TMS

OJT

US

BPP

SI

0.805

DA

0.562

0.834

SS

0.394

0.591

0.814

CIT

0.094

0.224

0.320

0.906

TMS

0.451

0.404

0.257

0.449

0.853

OJT

0.422

0.365

0.245

0.031

0.449

0.804

US

0.607

0.715

0.418

0.133

0.486

0.424

0.925

BPP

0.587

0.591

0.398

0.218

0.612

0.457

0.777

0.815

OB

0.493

0.579

0.303

0.270

0.593

0.456

0.729

0.750

OB

0.930

bolded value with the rest, all bolded values are greater than the rest of the vertical values.
Then, looking at each horizontal row to compare the bolded value with the rest of the
horizontal values, all bolded values are greater than the rest of those values as well. In
other words, the value of square root of AVE is greater than the inter-construct correlation
values. It indicates that all constructs demonstrated a suffcient degree of discriminant
validity. Each construct was examined by the same steps in Table 4.13. The result shows
that all constructs in this study achieved a satisfying level of discriminant validity.

4.3

Assessment of Structural (Inner) Model

In this section, the structural model is examined. The quality of the structural model is
validated by squared multiple correlations (R2 ) of the each construct, and the signifcance
of the path coeffcients (β ). In the structural model, R2 represents the percentage of the
construct variance, while β indicates the strength of the relationship between constructs
(Ifnedo et al., 2010).
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Table 4.14. R2 of the constructs
Constructs
System Integration (SI)

R2
0.321

Competency of the Internal Team (CIT) 0.202
User Satisfaction (US)

0.408

Business Process Performance (BPP)

0.604

Operational Beneft (OB)

0.616

4.3.1 Squared Multiple Correlations (R2 )
R2 value can be read from the number on the blue circle from the revised model in Figure
4.2. The R2 values are listed in Table 4.14. It is recommended that R2 value of 0.67, 0.33,
or 0.19 can be described respectively as signifying substantial, moderate, or weak (Chin,
1998; Ram et al., 2013). Therefore, the primary results can be presented as below:

•

Latent variables data accuracy (DA) and system stability (SS) moderately explain
32.1% of the variance in system integration (SI).

•

Latent variables top management support (TMS) weakly explains 20.2% of the
variance in competency of the internal team (CIT).

•

Latent variables system integration, competency of the internal team, on the job
training (SI, CIT, OJT) moderately explain 40.8% of the variance in user
satisfaction (US).

•

Latent variables user satisfaction (US) moderately explains 60.4% of the variance
in business process performance (BPP).

•

Latent variables user satisfaction (US) and business process performance (BPP)
moderately explain 61.6% of the variance in operational beneft (OB).

Surprisingly, none of the constructs in this study substantially explained variance in the
other constructs. However, three out of fve constructs were moderately explained (US,
BPP, OB). The other two constructs were weakly explained (SI and CIT). These results
indicate that other unknown variables may also have a signifcant impact on the dependent
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variables listed in Table 4.14. This research only focused on the correlation among listed
variables. A more detailed investigation of all signifcant factors can be conducted, but we
leave that for the future work.
4.3.2 Level of path coeffcients (β )
The level of path coeffcient can be examined by partial regression weights (β ) showing
the effect of one variable on another in the path model (Garson, 2008). The weight of path
coeffcients is used to rank path coeffcients’ relative statistical signifcance. β value can
be read from the number on the arrows between the blue circles from revised model in
Figure 4.2. The result is listed in Table 4.15. The signifcance of the path coeffcient can
be assessed by a bootstrapping procedure in PLS-SEM analysis. The original sample was
replaced by a large number of subsamples to provide bootstrapped standard errors. It is
recommended to use 5000 as the subsamples size in SmartPLS (Hair et al., 2011; Wong,
2013). Consequently, SmartPLS generated the approximate T-values used for signifcance
testing of the structural path. The results of the path coeffcient and bootstrapping are
presented in Figure 4.3 and Table 4.15.

Figure 4.3. The results for the tested hypothesized paths.
With a signifcance level of 5%, the path coeffcient is not signifcant when the t-statistics
are less than 1.96 using a two-tailed t-test (Wong, 2013). The results show that four
hypothesizes are rejected (H2 , H5 , H6 , H7a ). Their p-value is greater than 0.05 and their
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Table 4.15. Results of path analysis
Hypotheses

Path coeffcient

t-statistic

p-value

Result

H1 : DA→SI

0.505

2.790

0.005

Not rejected

H2 : SS→SI

0.096

1.036

0.300 (ns)

Rejected

H3 : TMS→CIT

0.449

5.462

0.000

Not rejected

H4 : SI→US

0.512

2.677

0.007

Not rejected

H5 : CIT→US

0.078

1.411

0.158 (ns)

Rejected

H6 : OJT→US

0.206

1.463

0.144 (ns)

Rejected

H7a : US→OB

0.369

1.172

0.241 (ns)

Rejected

H7b : US→BPP

0.777

15.835

0.000

Not rejected

H8 : BPP→OB

0.465

2.160

0.031

Not rejected

Note: ns=not signifcant when p>0.05

t-statistic is less than 1.96. The accepted hypotheses are H1 , H3 , H4 , H7b , and H8 .
Notably, the path relationships in H3 and H7b are highly signifcant.
The conclusions can be summarized as follows:

•

H1 : The hypothesized path relationship between DA and SI is statistically
signifcant (β =0.505, p<0.01).

•

H3 : The hypothesized path relationship between TMS and CIT is statistically
signifcant (β =0.449, p<0.001).

•

H4 : The hypothesized path relationship between SI and US is statistically
signifcant (β =0.512, p<0.01).

•

H7b : The hypothesized path relationship between US and BPP is statistically
signifcant (β =0.777, p<0.001).

•

H8 : The hypothesized path relationship between BPP and OB is statistically
signifcant (β =0.465, p<0.05).

•

However the following hypothesized path relationships are not statistically
signifcant:
1.

H2 : System stability (SS) and system integration (SI) (β =0.096, p>0.05).
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2.

H5 : Competency of the internal team (CIT) and user satisfaction (US)
(β =0.078, p>0.05).

3.

H6 : On the job training (OJT) and user satisfaction (US) (β =0.206, p>0.05).

4.

H7a : User satisfaction (US) and operational beneft (OB) (β =0.369, p>0.05).
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CHAPTER 5.

DISCUSSION AND FUTURE RESEARCH

This chapter provides discussion based on the data analysis in the previous chapter and the
business process re-engineering activities undertaken at Purdue University as the step
forward from the post-implementation phase. Accordingly, relevant fndings and
implications for practice and theory are discussed.

5.1

Discussion of the Results

The goal of this research is to provide a targeted assessment tool in HEIs that measures
ERP system success in the post-implementation phase. To that end, this research
examined the factors affecting the performance of an ERP system at the
post-implementation phase in HEIs and the relationships among those factors. Based on a
comprehensive literature review, this study applied widely studied CSFs from previous
research into the measurement model developed by Ifnedo et al. (2010). Thus, the
research framework in this study is targeted at the ERP post-implementation phase with
specifc measurement items.
5.1.1 H1 : Effects of DA on SI
The data analysis results provided support for fve out of nine hypotheses. Hypothesis one
(H1 ), which predicted data accuracy (DA) to have a signifcant and positive impact on the
success of system integration (SI) in the context of ERP post-implementation in HEIs, is
strongly supported by the data in this study (β =0.505, p<0.01). The result is consistent
with previous studies of ERP system at the implementation phase (Akkermans & van
Helden, 2002; Asemi & Jazi, 2010; Sun et al., 2005; Umble et al., 2003). It is worth
noting that this research extended the signifcant correlation between data accuracy (DA)
and system integration (SI) to the ERP post-implementation phase. The importance of
data accuracy to the success of an ERP system was widely discussed in the
implementation phase. After the system is in the production environment, real operation
activity data is continuously generated and collected at the post-implementation phase.
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Moreover, the continuous business process improvement activities often require
confguration of the existing data and settings.

Based on the each indicators’ factor loadings on the data accuracy (DA) construct in Table
4.3, end-users expect to extract valuable information from the ERP system rather than
unorganized raw data. To convert the raw data into the desired information, it needs to be
both accurate and well-organized. However, ERP systems have been criticized as being
limited in providing information even in spite of its capability of storing, accessing, and
executing the daily transactional data (Sammon, Adam, & Carton, 2003). In the
post-implementation phase, there is no parallel legacy system running. Accordingly,
end-users rely completely on information from the ERP system to perform their daily
tasks. The high values of factor loading for all remaining indicators after the indicator
adjustment, DA2 (=0.739), DA3 (=0.833), and DA5 (=0.919) highlight the need for
accurate data in order to achieve functional system integration (SI), which helps in
achieving operational beneft (OB).
5.1.2 H2 : Effect of SS on SI
This study did not provide support for a signifcant correlation between constructs system
stability (SS) and system integration (SI), as other previous related studies have done (Wu
& Wang, 2007; Yang et al., 2007). The IT infrastructure stability factor was widely
studied and confrmed at ERP system implementation phase (Asemi & Jazi, 2010; Finney
& Corbett, 2007; Holland & Light, 1999; Jarrar et al., 2000; Sun et al., 2005). For
example, Asemi and Jazi (2010) confrmed the signifcance of IT infrastructure factors to
ERP system implementation success in both developing and developed countries. And
Ahmad and Cuenca (2013) indicated its signifcance for small and medium-sized
enterprises (SMEs) as well. Hence, the factor of system stability (SS) is widely accepted
as being a critical factor to the implementation success of ERP systems. However, this
study did not support its effect on functional ERP system integration at the
post-implementation phase in HEIs (β =0.096, p>0.05). The possible reasons could be:
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1. System stability is established at the ERP system implementation phase allowing for
adequate IT infrastructure to have been maintained at post-implementation stage.
2. The end-users pay more attention to process optimization than to the system itself at
ERP system post-implementation phase.

Many previous studies have emphasized the critical infuence of system stability on
functional system usage while implementing an ERP system. Once the IT infrastructure is
stable as planned at the implementation stage, there is no need for extra effort focusing on
troubleshooting system instability after the system goes live. In Ha and Ahn (2014)’s
study, they confrmed the positive impact of initial implementation success, including
system stability, on the success of ERP system performance at the post-implementation
phase. On the other hand, end-users care less about the system itself at
post-implementation stage. The questionnaire did not show evidence of user resistance to
the system. Rather, they focus on continuous business improvement corresponding to the
ongoing ERP system transforming project after nine years of initial implementation.
5.1.3 H3 : Effects of TMS on CIT
The data analysis shows that top management support (TMS) has a signifcant and positive
impact on the competency of the internal ERP team (CIT) at the post-implementation
phase in HEIs (β =0.449, p<0.001). The fnding of a positive relationship between TMS
and CIT is consistent with prior studies (Ha & Ahn, 2014; Zhu et al., 2010).

Top management support affects the overall motivation of better mapping ERP systems to
the business processes and provides that adequate resources are supplied. However, it is
often practically hard for the top management level to be continuously involved with and
directly support in ERP operation at the post-implementation phase, especially in HEIs.
This is because operating the ERP system to maintain an organization’s operation is not
the primary objective of a higher education institution. Therefore, the top management
usually establishes an internal ERP team to maintain the system’s operation, decreasing
their direct supervision role over the ERP project. Subsequently, the internal ERP team
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seeks direct and transparent support from the management level as a result of being apart
from university’s primary objective-related activities.

After more than fve years of operating the ERP system at post-implementation phase,
Purdue University is transforming its current ERP system to a new version of a
better-confgured ERP system. In this project, the top management initiated business
process re-engineering activities prior to the actual system migration. Readiness review, as
the frst step of the business process re-engineering, took place with internal team and
end-users at Purdue University. The objective of the readiness review is to help top
management understand the attitudes and expectations toward the ERP system and
associated business process.
5.1.4 H4 : Effects of SI on US
The results provide the support for Hypothesis four (H4 ), which predicted the factor
system integration (SI) to have a signifcant and positive effect on the factor user
satisfaction (US) in the context of ERP post-implementation in HEIs. In this study, the
relationship is extended to HEIs’ environment, since previous studies specifcally studied
its impact in an industry environment (Ha & Ahn, 2014; Hsu et al., 2015; Ifnedo et al.,
2010; Ram et al., 2013). The high value of factor loading SI2=0.844 in Table 4.2 for the
item ”The system is helpful for performing the task” reinforces the importance of
seamless system integration for the users’ business operation performance.

This fnding is consistent with the prior results in the industry environment. In HEIs, using
an ERP system does not directly support the organization’s primary objective like in
industry such as inventory cost reduction. Therefore, the users’ acceptance of using the
ERP system in HEIs often relies on whether the system includes necessary features and
functions for their jobs.
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5.1.5 H5 : Effects of CIT on US
This study did not accept the hypothesis fve (H5 ), which predicted the factor competency
of the internal ERP team (CIT) to have a signifcant and positive effect on the factor user
satisfaction (US) at ERP post-implementation phase in HEI (β =0.078, p>0.05).

One potential reason for the hypothesis’ rejection is that end-users do not heavily rely on
the internal ERP team to conduct their daily tasks at post-implementation phase, unlike
during the shakedown phase right after implementation. Therefore, the service provided
by the internal team does not have a signifcant impact on the users’ satisfaction. Another
reason for the non-signifcant relationship between competency of the internal team and
the user satisfaction is that the majority of the questionnaire participants in this study are
from the internal ERP team. The difference between the participant amount from the
internal team and end-user might cause a bias in this study.
5.1.6 H6 : Effects of OJT on US
Surprisingly, this study did not accept hypothesis six (H6 ), which predicted a signifcant
and positive correlation between on the job training (OJT) and user satisfaction (US) at
ERP system post-implementation phase in HEIs (β =0.206, p>0.05). User training is one
of the most discussed factors in the topic of ERP system implementation success. Much
previous research confrmed the fact that continuous user training decreases user
resistance to the system, thus having a signifcant impact on the user satisfaction
(Nicolaou, 2004). However after the system goes live at the post-implementation phase,
some research failed to accept the hypotheses that there is a signifcant impact of user
training on the post-implementation success (Ha & Ahn, 2014), but some have accepted
(Ram et al., 2013). This is potentially caused by the uncertainty about the defnition of
post-implementation. Usually, about two to ten years after system’s implementation are
defned as post-implementation. However, along with the system adoption, end-users
become familiar with the ERP system’s functions that are associated with their daily tasks.
Thus, there is a small need for on-the-job training when system usage matures.
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5.1.7 H7a : Effects of US on OB
The results did not provide support for the Hypothesis (H7a ), which predicted the factor
user satisfaction (US) to have a signifcant and positive impact on the factor operation
beneft (OB) in the ERP system post-implementation phase for HEIs (β =0.369, p>0.05)
unlike in previous research, which were widely accepted in the implementation phase. In
Delone and McLean (2003)’s study, they revealed a signifcant correlation between
individual impact and organizational impact related to information system
implementation. Many later researchers extended and confrmed its relationship with the
ERP system implementation (Hwang & Pedram, 2013) while some research did not
(Ifnedo, 2007).

One potential reason for this hypothesis’ rejection is the uniqueness of the HEI’s
organizational structure, which is usually a distributed management structure. For
example, Purdue University has more than ten independent colleges, each with its own
business offce. They are centralized by university’s business offce but operated in
parallel. The end-users focus more on their sub-organization’s business processes and less
on the entirety. Thus, we assume that there is no signifcant impact on user satisfaction
(US) on operational beneft (OB) in HEIs due to its uniqueness of the decision-making
structure.
5.1.8 H7b : Effects of US on BPP
The study found strong support for Hypothesis (H7b ), which predicted a signifcant and
positive correlation between user satisfaction (US) and business process performance
(BPP) in the ERP system post-implementation phase in HEIs (β =0.777, p<0.001). Thus,
when the user satisfaction with the ERP system at post-implementation phase is high, the
impact on work group performance will be high as well. This fnding is consistent with
prior studies (Ha & Ahn, 2014; Ifnedo et al., 2010), yet is further extended in scope from
industry to HEIs. The Hypothesis (H7b ) has the largest path coeffcient value (β =0.777),
which strongly confrms the idea that the changes in the work group will result in
accumulated benefts for that individual users’ satisfaction with the usage of the ERP
system at the post-implementation phase.
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5.1.9 H8 : Effects of BPP on OB
The results led researchers to accept Hypothesis eight (H8 ), which predicted the factor
business process performance (BPP) to have a signifcant and positive effect on the factor
operational beneft (OB) at ERP system post-implementation phase in HEIs (β =0.465,
p<0.05). The ERP system in an HEI serves as the operational supporting tool, whose
beneft is usually realized at post-implementation phase (Kamhawi, 2008; Zhu et al.,
2010). This fnding is consistent with the results of prior studies (Ifnedo et al., 2010), and
further extends our understanding of organization type from traditional industry to HEI.
5.1.10 Summary of Discussion
The fndings of this research revealed signifcant and insignifcant relationships among the
critical factors that have been widely studied and confrmed by prior studies. In this
section, three possible reasons are discussed to explain the rejection of some of the
hypotheses.

One of the potential reason is the uniqueness of an HEI’s organization structure. The
objective of this study is to extend the previous research outcomes with a primary focus on
industry to the HEI environment. Therefore, the results will be affected by its unique
attributes as well. HEI, as one of the largest portions of the not-for-proft organizations
implementing ERP systems, there is a strong possibility that implementation failure was
neglected. In this study, a distributed decision-making structure may explain the difference
from the industrial ERP system success model. For example, the construct of competency
of the internal team (CIT) did not have a signifcant impact on the user satisfaction (US).
There are very few direct connections and little communication between the internal team
and end-users at Purdue University. This research result is consistent with previous studies
with regards to organization ft to the ERP system (Hong & Kim, 2002).

The second potential reason is the uncertainty about post-implementation defnition.
Usually, between 2-10 years after system implementation is considered to be the
post-implementation phase. However, the wide ranging defnition may cause different
results in this study compared to the previous studies. For example, we assume that
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Hypothesis H2 and H6 ’s rejection is due to uncertainty about the post-implementation
defnition. After several years of ERP system operation, system stability (SS) and
on-the-job training (OJT) become less important to the end-users. Therefore, the
researcher suggests change to the defnition of post-implementation to be between 2-5
years after implementation or based on the achievement of primary expectations rather
than 2-10 years.

The third potential reason is bias introduced by survey participants in this study. The
majority of the survey participants were working on the internal ERP team while also
using the ERP system as an end-user as well, and very few participants were exclusively
end-users. This may introduce a bias in the subjective responses to the survey
questionnaire.

5.2

Conclusion

Overall, this study extended Ifnedo et al. (2010)’s success model from industry to HEI. In
the post-implementation phase, data accuracy (DA) and top management support (TMS)
continuously have impact on the success of an ERP system starting from the
pre-implementation phase.

Data accuracy was mentioned as a CSF through the implementation process from
pre-implementation phase to post-implementation phase. However, information accuracy
is often neglected when compared to data accuracy. Organized and accurate data in an
ERP system is the key to valuable information for end-users. This study reveals that
valuable information is highly prized in the post-implementation phase. In this phase,
business operation is fully integrated with the ERP system. In addition to system
optimization, an ERP system is required to be reliable in the post-implementation phase.

Due to HEIs’ unique organizational structure, the factor top management support (TMS)
seems particularly critical to ERP system success in HEIs. The uniqueness also emerged
in the data analysis result, since the factor user satisfaction (US) did not have as signifcant
an impact on the operational beneft as the factor business process performance (BPP)
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does. However, the factor user satisfaction (US) had signifcant impact on the factor
business process performance (BPP). Therefore, the factor user satisfaction (US) did not
have a direct impact on operational beneft (OB) in HEIs, but they were correlated with
the overall success of the ERP system in the post-implementation phase.

5.3

Recommendations

Further studies with larger sample sizes and a variety of survey participants should be
conducted as a next step to confrm the fndings of this research. In this research, the
survey was distributed only at Purdue University as the case study. But theses fndings
may be affected by the ongoing transforming project that may have infuenced
participants’ subjective attitude towards the ERP system. Therefore, it is strongly
recommended to include other HEIs in future studies to avoid the bias from a specifc
project being undertaken at one institution.

The factors applied to the research model in this study were developed from previously
studied CSFs at the post-implementation phase and implementation phase as well. This is
because the lack of literature studying CSFs only at the post-implementation phase.
Therefore, it is expected that more research about CSFs at post-implementation phase will
take place in the future.

The study was limited in terms of the depth of organizational impact brought by the ERP
system. The ERP system is expected to grant operational beneft, managerial beneft,
strategic beneft, organizational beneft, and IT infrastructure beneft (Shang & Seddon,
2003). Only the operational beneft was considered in this study due to the complexity of
the other four benefts. Future research can consider including the other benefts and
whether they have a better measurement of organizational impact.
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