In view of the enormous capacity and complexity of mammalian brains it is evident that a detailed account of their anatomy and physiology alone cannot lead to a complete under standing of their function. Computer simulation and mathematical analysis of abstract, yet biologically realistic models for neurons and networks yield additional and useful information about the interplay of the underlying anatomical structures, the physiological processes oper ating on the neuronal substrate, and the resulting brain functions during the performance of behavioral tasks. We discuss some contributions of such experiment-guided theory to the issue of accurate spike synchronization.
Introduction
The dynamic organization of neuronal activity is considered more and more important for an understanding of higher brain functions. The pre cise orchestration of all brain components is an essential prerequiste for a sensible interaction of perception and behavior with the environment. According to the classical view, firing rates play a central role in neuronal coding (Barlow, 1972; 1992) . The firing rate approach indeed led to fun damental insights into the neuronal mechanisms of brain function (Georgopoulos et al., 1993; Hubei and Wiesel, 1977; Newsome et al., 1989) .
In parallel, however, a different concept was de veloped, according to which the temporal organ ization of spike discharges within functional groups of neurons, the so-called neuronal assem blies (Hebb, 1949) , also contribute to neural cod ing (Abeles, 1982a; 1991; Gerstein et al., 1989; Palm, 1990; Singer 1993; von der Malsburg, 1981 On the basis of the characteristic anatomy and physiology of the cortex, Abeles (1991) proposed that "synfire" activity propagating in volleys through diverging-converging chains of neurons could present a natural explanation for this phe nomenon. We have investigated the conditions un der which such synchronous volleys of action po tentials can propagate reliably through the cortical network. We chose a theoretical approach combin ing extended network simulations and mathem ati cal analysis .
Existing approaches to synaptic transmission usually consider either of two extreme cases: full synchrony or random arrival of presynaptic spikes. The effect of intermediate temporal dispersion has hitherto not been systematically addressed. To quantify the degree of temporal synchrony in propagating volleys of spike activity we introduced the concept of "pulse packets" (Diesmann et al., 1996) . A pulse packet is characterized by two parameters, its strength (the total number of spikes belonging to the volley) and its width (the standard deviation of the volley). A further impor tant param eter is the background activity, which comprises spontaneous spikes impinging on the neuron apart from synchronous spike volleys.
Stable Propagation of Synchronous Spiking Activity
We studied the response of a single integrateand-fire model neuron upon inputs with varying degrees of synchrony. To this end, we recorded the PST-histogram of responses to repeated presenta tion of pulse packets of given strength and width to the neuron. Assuming that all neurons in one particular group of the chain behave in a similar way, the appropriately normalized PSTH can again be interpreted as representing outgoing pulse packets, the strength and width of which can easily be determined. The resulting two-dimen sional transfer function compactly describes the relation between incoming and outgoing pulse packets. In contrast to alternative approaches, where the neuron's firing probability is measured quasi-statically as a function of D C input, this new transmission function takes full account of the dynamic properties of the input distribution (Aertsen et al., 1996) .
The fate of a pulse packet on its travel through the chain can be traced by iterating the transfer function. Keeping the width of the chain fixed at a in spikes Fig. 1 . Computer simulation of the synchronization dy namics in a "synfire chain". The figure displays the fates of various pulse packets on their way travelling through a diverging/converging feed-forward network of neu rons. The pulse packets are parametrized by the number of spikes a contributing to the packet, and by the width o of the packet. Each arrow corresponds to one process ing step in the chain. Any pulse packet from the lower right segment of the state space evolves toward a very narrow pulse packet with invariant shape within a few processing steps. It is then stably propagated through the chain, in a self-repairing manner. Pulse packets from the other half of the state space will eventually die off. The width of the groups in the chain w is adapted to the amplitude of postsynaptic potentials and to the neurons' firing thresholds. If the chain width is too small, or if the EPSPs are too small relative to the firing threshold, the two fixed points of the corresponding iterative dynamics merge. In this case, no stable transmission is possible any more. a value in the order of 100, the dynamics of the two-dimensional iterated system is characterized by one attractive fixed point and one saddle point (Fig. 1) . Accordingly, the state space has two sepa rate domains. Within one of these domains, there is stable propagation of pulse packets towards a very narrow packet of invariant shape. The param eters of this fixed point are independent of the initial pulse packet, if the latter is only taken from a certain range of parameters. For all other initial configurations, the result is eventual extinction of activity (Diesmann et al., 1997) . By contrast, for a too small number of neurons per group, both fixed points dissappear and all trajectories lead to ex tinction. Synchronous spiking then is no longer a viable option for the chain. Important aspects of this synchronisation dynamics can be dissected and understood with the help of an analytical model (Gewaltig et al., 1997) .
Assuming realistic values for the architectural and physiological parameters, our model predicts that the cortical network is able to sustain stable propagation of synchronous spike volleys con sisting of spikes from 5 0 -1 0 0 neurons with a tem poral precision of about 1 ms. Preliminary evi dence from additional computer simulations suggests that this synchronisation dynamics is strongly influenced by the activity climate in the surrounding network. In particular, the robustness and the propagation velocity of the synchronous spike volleys exhibited a non-monotonic depen dence on the level of the background activity. This result has interesting consequences in view of re cent findings regarding the relation between ongo ing network activity and the variability of evoked responses, both in cortical activity and in behav ioral responses (Arieli et al., 1996a; b).
Spatio-Temporal Spike Patterns
We also studied the spatio-temporal dynamics of spiking activity in cortical networks with recurrent synaptic architecture. We used a network model, which is based on interacting stochastic point processes (R o tter 1994; 1995). Such systems can be formally described in terms of a Markov proc ess, the dynamic state of which at a given point in time is the spatio-temporal pattern of previously generated spikes. The transition probabilities spec ify how the pattern gradually evolves in time. A generalized type of integrate-and-fire dynamics thereby emerges as a mathematical consequence of the assumption that neurons communicate by action potentials. Assuming the existence of infini tesimal spike probabilities, which is in fact a very mild condition for physical systems, the corre sponding dynamic equations are completely solved.
The solutions for special cases have been used to identify some important model parameters from electrophysiological recordings of real neu rons. A simple param etric characterization of sin gle neuron function is in fact achieved by fitting the model to the discharge behavior of various types of cortical pyramidal cells. Some fundamen tal properties of recurrent cortex-like networks as sembled from such neurons can be readily pre dicted, most notably their ability to maintain stable low rates of activity without the help of in hibitory neurons (R otter and Aertsen, 1997). Furtherm ore, computer simulations of randomtopology, but otherwise realistic cortical networks indicate that high precision spatio-temporal pat terns, embedded in periods of enhanced coopera tive group activity, may play a role for coding and computation in such networks. This is true, even if neither the anatomy of the network nor the physi ology of its neurons are in any sense specifically designed for that purpose. Plasticity of the tem po ral structure of such patterns is achieved by intro ducing Hebb-like synaptic plasticity into the net work.
The Dynamic Repertory of Neuronal Processes
The "functional repertory" of a dynamic system can be understood as the set of non-equivalent, that is, functionally indistinguishable behaviors, which it is able generate and maintain. Generally, the two determinants for the dynamic repertory of a system of interacting point processes are its dictionary, that is, the set of reachable spatio-temporal patterns, and its syntax, that is, the collection of rules governing the evolution of patterns. Clearly, both a more voluminous dictionary and a more flexible syntax increase the number of words at the system's disposal.
Among the many properties of the cortical net work, which contribute to its rich dynamic reper tory, we emphasize the sheer number of neurons, 
