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We model the newly synthesized magic-angle twisted bilayer-graphene superconductor with two
px,y-like Wannier orbitals on the superstructure honeycomb lattice, where the hopping integrals are
constructed via the Slater-Koster formulism by symmetry analysis. The characteristics exhibited in
this simple model are well consistent with both the rigorous calculations and experiment observa-
tions. A van Hove singularity and Fermi-surface (FS) nesting are found in the doping levels relevant
to the correlated insulator and unconventional superconductivity revealed experimentally, base on
which we identify the two phases as weak-coupling FS instabilities. Then, with repulsive Hubbard
interactions turning on, we performed random-phase-approximation (RPA) based calculations to
identify the electron instabilities. As a result, we find chiral d+id topological superconductivity bor-
dering the correlated insulating state near half-filling, identified as noncoplanar chiral spin-density
wave (SDW) ordered state, featuring quantum anomalous Hall effect. The phase-diagram obtained
in our approach is qualitatively consistent with experiments.
PACS numbers: 74.20.-z, 74.20.Rp, 74.25.Dw
Introduction.— The newly revealed “high-temperature
superconductivity (SC)”[1] in the “magic-angle” twisted
bilayer-graphene (MA-TBG) has caught great research
interests[2–9]. In such a system, the low energy electronic
structure can be dramatically changed by the twist. It
was shown that some low energy flat bands, which are
well separated with other high energy bands, appear
when the twist angle is around 1.1◦. A correlated in-
sulating state is observed when the flat bands are near
half-filled [10]. Doping this correlated insulator leads to
SC with highest critical temperature Tc up to 1.7 K. This
system looks similar to the cuprates in terms of phase dia-
gram and the high ratio of Tc over the Fermi-temperature
TF . In fact, it was argued that the insulating state was
a Mott insulator, while the MA-TBG was an analogy
of cuprate superconductor. Since the structure of the
MA-TBG is in situ tunable, it was proposed that this
system can serve as a good platform to study the pairing
mechanism of the high-Tc SC, the biggest challenge of
condensed-matter physics.
However, the viewpoint that the SC in MA-TBG is
induced by doping a Mott-insulator suffers from the fol-
lowing three inconsistencies with experimental results.
Firstly, the so-called “Mott-gap” extrapolated from the
temperature-dependent conductance is just about 0.31
meV[10], which is much lower than the band width of
the low energy emergent flat bands (∼10 meV). Such a
tiny “Mott-gap” can hardly be consistent with the “Mott-
physics”. Secondly, the behaviors upon doping into this
insulating phase is different from those for doping a Mott-
insulator, as analyzed in the following for the positive
filling as an example. In the case of electron doping with
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respect to the half-filling, the system has small Fermi
pocket with area proportional to doping, which is consis-
tent with a doped Mott insulator[1]. However, in the hole
doping case, slightly doping leads to a large Fermi surface
(FS) with area proportional to the electron concentration
of the whole bands instead of the hole concentration with
respect to the half-filling[1, 10]. Such behavior obviously
conflicts with the “Mott-physics”. Thirdly, some sam-
ples which exhibit the so-called “Mott-insulating” be-
havior at high temperature become SC upon lowering
the temperature[11]. Such a behavior is more like to be
caused by the competing between SC and some other
kind of orders, such as density waves, instead of “Mott
physics”.
In this Letter, we study the problem from weak cou-
pling approach, wherein electrons on the FS acquire ef-
fective attractions through exchanging spin fluctuations,
which leads to Cooper pairing. After analyzing the char-
acteristics of the low energy emergent band structure, an
effective px,y-orbital tight-binding model[6] on the emer-
gent honeycomb lattice is adopted, but with the hop-
ping integrals newly constructed via the Slater-Koster
formulism[12], which is re-derived based on the symmetry
of the system (Supplementary Material I[13]). The char-
acteristics of the constructed band structure is qualita-
tively consistent with both the rigorous multi-band tight-
binding results[16, 17] and experiments[1, 10]. More-
over the band degeneracy at high-symmetric points or
lines is compatible with the corresponding irreducible
representations[6]. Then after the Hubbard-Hund inter-
action turns on, we performed RPA based calculations
to study the electron instabilities. Our results identify
the correlated insulator near half-filling as FS-nesting in-
duced noncoplanar chiral SDW insulator, featuring quan-
tum anomalous Hall effect (QAHE). Bordering this SDW
insulator is chiral d + id topological superconducting
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2state. The obtained phase diagram is qualitatively con-
sistent with experiments.
The model.— For the MA-TBG, the small twist angle
between the two graphene layers causes Moire pattern
which results in much enlarged unit cell, consequently
thousands of energy bands are taken into account[16, 17],
and the low-energy physics are dramatically changed[16–
38]. Remarkably, four low energy nearly-flat bands with
a total bandwidth of about 10 meV emerge which are
well isolated from the high energy bands. Since both
the correlated insulating and the superconducting phases
emerge when these low energy bands are partially filled,
it’s urgent to provide an effective model with relevant
degrees of freedom to capture the low energy band struc-
ture.
By analyzing the degeneracy and representation of the
flat bands at all three of the high symmetry points Γ,
K and M , a honeycomb lattice rather than the trian-
gular one should be adopted to model the low-energy
physics of MA-TBG[4, 6]. The emergent honeycomb
lattice consists of two sublattices originating from dif-
ferent layers. Further symmetry analysis shows the re-
lated Wannier orbitals on each site belong to the px and
py symmetry[6]. Therefore, we can construct the hop-
ping integrals between the px,y-like orbitals on the hon-
eycomb lattice via the Slater-Koster formulism[12] based
on symmetry analysis[13], which reflects coexisting σ and
pi bondings[39–43]. Our tight-binding (TB) model up to
the next nearest neighbor (NNN) hoping thus obtained
reads,
Htb =
∑
iµ,jν,σ
tiµ,jνc
†
iµσcjνσ − µc
∑
iµσ
c†iµσciµσ. (1)
Here µ, ν = x, y represent the px, py orbitals shown in
Fig. 1(a), i, j stand for the site and µc is the chemical
potential determined by the filling δ ≡ n/ns−1 relative to
charge neutrality. Here n is the average electron number
per unit cell, ns = 4 is the n for charge neutrality. The
hopping integral tiµ,jν can be obtained as
tiµ,jν = t
ij
σ cos θµ,ij cos θν,ij + t
ij
pi sin θµ,ij sin θν,ij , (2)
where θµ,ij denotes the angle from the direction of µ to
that of rj − ri. The Slater-Koster parameters tijσ/pi repre-
sent the hopping integrals contributed by σ/pi- bondings.
More details about the band structure are introduced in
Supplementary Materials II[13].
The band structure of our TB model (1) is shown in
Fig. 1(b). Investigating the degeneracy pattern here,
one finds that the Γ-point is doubly degenerate for each
two bands, the M -point is non-degenerate, and as for
the two K-points, both degenerate Dirac crossing and
non-degenerate splitting (Dirac mass generation) coexist.
Such degeneracy pattern is consistent with both symme-
try representation[4, 6] and rigorous results[16, 17]. Note
that the Dirac mass generation is important[6] in under-
standing the quantum oscillation experiment, wherein 4-
fold Landau level degeneracy (including spin-degeneracy)
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FIG. 1. (a) Schematic diagram for our model. The dashed
rhombus labels the unit cell of the emergent honeycomb lat-
tice with the px, py-like Wannier orbitals on each site. (b)
Band structure and (c) DOS of MA-TBG. The red, black and
green horizontal dashed lines in (c) label the filling δ of − 1
2
,
0 and 1
2
respectively. The Slater-Koster parameters tijσ/pi are
chosen as t
(1)
σ = 2 meV, t
(1)
pi = t
(1)
σ /1.56, t
(2)
σ = t
(1)
σ /7, and
t
(2)
pi = t
(2)
σ /1.56. Here the superscript (1)/(2) represents NN
or NNN bondings respectively.
is observed near the charge neutrality[1]. The model pa-
rameters tijσ/pi (introduced in the caption of Fig. 1(a))
are tuned so that the renormalized Fermi velocity (which
is about 125 of that of monolayer graphene), as well as
the total band width (about 10meV), are consistent with
experiments. Note that due to the presence of NNN-
hoppings, the band structure is particle-hole asymmetric
with the negative (n-) energy part flatter than the posi-
tive (p-) one, consistent with experiment[1]. The density
of state (DOS) shown in Fig. 1(c) suggests that the ± 12
fillings relevant to experiments are near the Van-Hove
(VH) fillings δV (≈ ±0.425) introduced below.
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FIG. 2. The evolution of FS. (a)-(c) FS at fillings -0.40, -
0.425 (δV ) and -0.45. (d)-(f) FS at fillings 0.41, 0.425 (δV )
and 0.44. The central hexagons in every plot in black dashed
line indicate the Brillouin Zone. The FS-nesting vectors Qα
(α = 1, 2, 3) are marked in (b) and (e).
The evolution of the FS with filling near ± 12 is shown
in Fig. 2. One finds that in both the n- and p- parts,
a Lifshitz transition takes place at some critical fillings
δV , which changes the FS topology. At the Lifshitz tran-
sition point, there is VH singularity (VHS) at the three
M -points, and the FS is nearly-perfect nested, as shown
3in Fig. 2(b) and (e), with the three marked nesting vec-
tors Qα (α = 1, 2, 3) also near the three M -points. One
finds that the situation of FS-nesting is asymmetric be-
fore and after the Lifshitz transition: before δV , there
are three FS patches with bad nesting; after δV , two FS
patches are left with the outer one well nested. This
asymmetry on FS-nesting is closely related to the asym-
metry in the phase diagram studied below. Note that the
|δV | for the p- and n- parts are only approximately equal.
As shown in Supplementary Materials II[13], these char-
acteristics don’t obviously change with model parameters
in reasonable range and δV is generally near ± 12 .
It’s proposed here that the SC detected in the MA-
TBG is driven not by electron-phonon coupling but by
electron-electron interactions (See Supplementary Mate-
rials III[13] for the analysis). We adopt the following
repulsive Hubbard-Hund model proposed in Ref[6],
H =Htb+Hint
Hint = U
∑
iµ
niµ↑niµ↓ + V
∑
i
nixniy + JH
∑
i
[∑
σσ′
c†ixσc
†
iyσ′cixσ′ciyσ + (c
†
ix↑c
†
ix↓ciy↓ciy↑ + h.c.)
]
(3)
where U = V + 2JH . Adopting U = 1.5 meV, we
have considered both JH = 0.1U and JH = 0, with the
two cases giving qualitatively the same results. Strictly
speaking, the Hubbard-Hund interactions Hint describ-
ing the atomic interactions do not apply here for our
extended effective orbitals. However, as will be seen, the
electron instabilities here are mainly determined by the
VHS and the FS-nesting, and will not be strongly af-
fected by the concrete formulism of the interactions, as
long as it’s repulsive. Therefore, the model(3) can be a
good start point.
Electron instabilities and phase diagram.— We adopt
the standard multi-orbital RPA approach[14, 15, 44, 45]
to study the electron instabilities of the system. We start
from the normal-state susceptibilities in the particle-hole
channel and consider its renormalization due to inter-
actions up to the RPA level. Through exchanging spin
or charge fluctuations represented by these susceptibili-
ties, the electrons near the FS acquire effective attrac-
tions, which leads to pairing instability for arbitrarily
weak interactions. However, when the repulsive interac-
tion strength U rises to some critical value Uc, the spin
susceptibility diverges, which leads to SDW order. More
details can be found in Supplementary Materials III[13].
The bare susceptibility tensor is defined as,
χ
(0)l1l2
l3l4
(k, τ) ≡ 1
N
∑
k1k2
〈
Tτ c
†
l1
(k1, τ)cl2(k1 + k, τ)
×c†l3(k2 + k, 0)cl4(k2, 0)
〉
0
. (4)
Here 〈· · · 〉0 denotes the thermal average for the non-
interacting system, and li(i=1,...,4) = 1, 2, 3, 4 are the
sublattice-orbital indices. Fourier transformed to the
imaginary frequency space, the obtained χ
(0)l1,l2
l3,l4
(k, iωn)
can be taken as a matrix with l1l2/l3l4 to be the
row/column indices. The largest eigenvalue χ(k) of the
zero-frequency susceptibility matrix χ
(0)l1l2
l3l4
(k, iωn = 0)
as function of k for δ → δV = −0.425 is shown in the
whole Brillouin Zone in Fig. 3(a), and along the high-
symmetry lines in Fig. 3(b).
Figure 3(a) and (b) show that the distribution of χ(k)
for δ → δV peaks near the three M - points in the Bril-
louin Zone, which originates from the FS-nesting shown
in Fig. 2(b). In the thermal-dynamic limit, these peaks
will diverge due to diverging DOS. Therefore arbitrar-
ily weak interactions will induce density-wave type of in-
stability. The RPA treatment shows that repulsive in-
teractions suppress the charge susceptibility χ(c) and en-
hance the spin susceptibility χ(s)(Supplementary Materi-
als III[13]). Therefore, SDW order emerges for arbitrarily
weak Hubbard interactions in our model at δV . We iden-
tify the correlated insulator observed by experiment[10]
to be the SDW insulator proposed here at δV , which is
near ± 12 .
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FIG. 3. Distribution of χ(k) for δ → δV = −0.425 (a) in
the Brillouin Zone, and (b) along the high-symmetric lines.
(c) The filling dependence of Uc (for JH = 0.1U), with the
horizontal line representing U = 1.5 meV adopted in our cal-
culations.
Note that the competition among the three-fold de-
generate FS-nesting vectors Qα (α = 1, 2, 3) will drive
noncoplanar SDW order with spin chirality, featuring
QAHE[46–49]. To clarify this point, let’s extrapolate the
eigenvectors ξ(Qα) corresponding to the largest eigen-
value of the susceptibility matrix χ(0)(k, iωn = 0) for
k → Qα. Defining the magnetic order parameters
Siµν ≡
〈
c†iµsσss′ciνs′
〉
, the divergence of χ(Qα) requires
spontaneous generation of magnetic order with Siµν ∝
ξµν(Qα)e
iQα·Rinα, with the global unit vector nα point-
ing anywhere. Now we have three degenerate Qα, which
perfectly fit into the three spatial dimensions: Siµν ∝
(ξµν(Q1)e
iQ1·Ri , ξµν(Q2)eiQ2·Ri , ξµν(Q3)eiQ3·Ri). Such
noncoplanar SDW order with spin chirality may lead to
nontrivial topological Chern-number in the band struc-
ture, resulting in QAHE[46–49].
When the filling is away from δV , SDW order only
turns on when U > Uc, where the renormalized spin sus-
ceptibility tensor χ(s) diverges. The filling-dependence
of Uc for JH = 0.1U is shown in Fig. 3(c) (the case of
JH = 0 yields similar result), where SDW order is only
present within a narrow regime centering at the two δV .
When U < Uc, through exchanging short-ranged spin
and charge fluctuations between a Cooper pair, an effec-
4tive pairing interaction vertex V αβ(k,k′) will be devel-
oped, which leads to the following linearized gap equation
near Tc(See Supplementary Materials III[13]):
− 1
(2pi)2
∑
β
∮
FS
dk′‖
V αβ(k,k′)
vβF (k
′)
∆β(k
′) = λ∆α(k). (5)
Here β labels the FS patch, vβF (k
′) is the Fermi veloc-
ity, and k′‖ is the tangent component of k
′. Eq.(5) be-
comes an eigenvalue problem after discretization, with
the eigenvector ∆α(k) representing the gap form fac-
tor and the eigenvalue λ determining corresponding Tc
through Tc ∝ e−1/λ. From symmetry analysis (See Sup-
plementary Materials IV[13]), each solved ∆α(k) is at-
tributed to one of the 5 irreducible representations of the
D6 point-group of our model (or D3 point-group for real
material with spin-SU(2) symmetry), which corresponds
to s, (px, py), (dx2−y2 , dxy), fx3−3xy2 , f ′y3−3yx2 wave pair-
ings respectively. Note that only intra-band pairing is
considered here.
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FIG. 4. The doping dependence of the largest eigenvalues λ
of all pairing symmetries for (a) JH = 0.1U and (b) JH = 0.
Note that the shown eigenvalue for the f -wave is the larger
one of the two different f-symmetries. The vertical bold grey
lines indicate the SDW regime. (c) and (d) are the gap func-
tions of dx2−y2 and dxy-wave symmetries at doping δ = −0.5,
respectively.
The filling-dependence of the largest pairing eigen-
value for each pairing symmetry in the superconducting
regimes is shown in Fig. 4(a) for JH = 0.1U and (b) for
JH = 0, in together with the SDW regimes.No obvious
difference is found between Fig. 4(a) and (b). Figure 4(a)
or (b) can also be viewed as the phase diagram, which
exhibits the following three remarkable features. Firstly,
although SDW order induced by FS-nesting is present at
δV for both p- and n- fillings, the SC order is only obvious
on the n- part, because the bands in the n- part is flat-
ter, which leads to higher DOS. Secondly, the SC order
is strong near the SDW regime, as the spin-fluctuation
there is strong. This feature makes the system look simi-
lar to the cuprates. Note that the unphysical divergence
of λ (Tc will be very high) just bordering the SDW regime
is only an artifact of the RPA treatment, which can be
eliminated through introducing self-consistent correction
to the single-particle Green’s function, as done in the
FLEX approach[50–52]. Thirdly, the SC order on the
left side of δV is stronger than that on its right side for
the n- part. This asymmetry is due to the asymmetry
in FS-nesting: the FS in Fig. 2(c) (the left side of δV ) is
better nested than that in Fig. 2(a)(the right side of δV ).
All these features are well consistent with experiments.
From Fig. 4(a) or (b), the leading pairing symme-
try near δV relevant to experiment is the degenerate
(dx2−y2 , dxy) doublets, with their gap form factors shown
in Fig. 4(c) and (d). While the gap function of dx2−y2 de-
picted in Fig.4(c) is symmetric about the x- and y- axes
in the reciprocal lattice, that of dxy depicted in Fig.4(d) is
asymmetric about them. This singlet pairing symmetry
is driven by the antiferromagnetic spin-fluctuations here.
Physically, the key factors which determine the forma-
tion of d-wave SC are the VHS and FS-nesting. Firstly,
the VHS takes place at the three time-reversal-invariant
momenta, which only supports singlet pairings[53]. Sec-
ondly, the location of the VHS and the FS-nesting vec-
tors on the outer FS here at δV is nearly the same as
those of the single-layer graphene at quarter doping[57].
Then from the renormalization group (RG) analysis[57–
59], both systems should share the same pairing symme-
try, i.e. the degenerate d-wave. Therefore, the d-wave SC
here is mainly determined by the features of the FS, and
depends little on the details of the repulsive interactions.
The degenerate (dx2−y2 , dxy) doublets will further mix
into fully-gapped dx2−y2± idxy (d+ id) SC in the ground
state to minimize the energy (See Supplementary Materi-
als V[13]). This chiral pairing state breaks time-reversal-
symmetry and belongs to class C topological SC[60],
characterized by integer topological quantum number
Z and thus can host topologically protected boundary
fermion modes, which appeals for experimental verifica-
tion.
Discussion and Conclusion.— Note that there are two
FS patches at δV in our model, with only the outer one
well nested, as shown in Fig. 2(b) and (e). Thus for
weak U , the FS-nesting driven SDW order can only gap
out the outer FS, leaving the inner pocket untouched.
However, as argued in Ref[1], the interaction strength
in the MA-TBG is not weak in comparison with the
bandwidth. Therefore, the SDW order might be strong
enough to touch and gap out the inner pocket as well,
leading to a tiny net gap on that pocket, which might
be related to the so-called “Mott-gap” of 0.31 meV de-
tected by experiment[10]. Moreover, this gap caused by
noncoplanar SDW order will easily be closed by Zeeman-
coupling to an applied external magnetic field[48], driving
5the metal-insulator transition detected by experiment[1].
The asymmetry on the situation of FS-nesting on dif-
ferent doping sides of δV shown in Fig.2 might also be
related to the asymmetry observed in quantum oscilla-
tion experiments[1]. As the FS for the side |δ| & |δV | is
better nested than that for the other side, it’s possible for
some range of U that SDW order only emerges on that
side, in which case a small pocket with the area propor-
tional to |δ| − |δV | only emerges on the side |δ| & |δV |,
consistent with quantum oscillation experiments[1].
We notice a peak in the DOS near the band bottom, as
shown in Fig. 1(c). Careful investigation into the band
structure reveals that the peak is caused by band flat-
tening near the bottom. The FS there only includes two
small pockets, and no VHS or FS-nesting can be found, as
shown in Supplementary Materials II[13]. In this region,
ferromagnetic metal caused by Stoner criteria instead of
SC might be developed.
In conclusion, our adopted effective px,y-orbital TB
model on the emergent honeycomb lattice with the newly
constructed hopping integrals well captures the main
characteristics of real system. Remarkably, Lifshitz tran-
sitions take place at VH fillings near ± 12 . The VHS and
the FS-nesting with three-fold degenerate nesting vec-
tors drive the system into noncoplanar chiral SDW or-
der, featuring QAHE. Bordering the chiral SDW phase is
d+id chiral topological SC (TSC) driven by short-ranged
antiferromagnetic fluctuations. The phase diagram of
our model is similar with experiments. The MA-TBG
thus might provide the first realization of the intriguing
d + id chiral TSC proposed previously[54–59, 61, 62] in
graphene-related systems.
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I. APPENDIX:RE-DERIVATION OF THE TIGHT-BINDING MODEL WITH EXPLICIT
PARAMETERS BY SYMMETRY
The twisted bilayer-graphene has the D3 point-group symmetry. The emergent honeycomb superstructure for MA-
TBG is slightly buckled, as shown in Fig.5. The lattice constant of the emergent honeycomb lattice is about 12.8 nm,
much larger than its buckling height (0.335 nm). As a result, the emergent honeycomb lattice approximately has D6
point-group symmetry.
The two relevant orbitals consist of two Wannier orbitals with x/y symmetry, recorded as φx, φy, which can be
taken as the basis functions of the two-dimensional (2D) irreducible representations E of point-group D3.
The matrix elements of the Hamiltonian in momentum space can be easily obtained as
Hµν (k) =
∑
δ
eik·δEµν (δ), (6)
with the hopping integral between the orbitals |φµ > at site 0 and |φν > at site δ defined as
Eµν (δ) ≡< φµ (r) |Hˆ|φν (r− δ) > . (7)
Given Eµν (δ), the hopping integrals between site 0 and all the other symmetry-related sites gˆδ can be obtained by
Eµν (gˆδ) = D (gˆ)Eµν (δ) [D (gˆ)]
†
, (8)
where gˆ is the symmetry operator of point-group D3, D (gˆ) is the 2 × 2 representation matrix of the 2d irreducible
representations E. Considering the sublattice degree of freedom, the final Hamiltonian is 4× 4 matrix. As shown in
Fig.5, the point-group D3 has the generators: three-fold rotation along z axis C3z and two-fold rotation along y axis
C2y.
Firstly, let’s consider the nearest-neighbor (NN) hopping integrals. The A site has three NN B sites, with the
corresponding vectors ~AB labeled by dAi=1−3. By the symmetry operator C3z, d
A
1 is rotated to d
A, which is equivalent
7O
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FIG. 5. The emergent honeycomb superstructure for MA-TBG and the various neighbors. A, B label the two sublattices,
dA,Bi=1−3 denote the three nearest neighboring vectors from A or B, and R
A,B
i=1−6 denote the six next nearest neighboring vectors
from A or B. The black rhombus shows the two-dimensional (2D) unit cell for the emergent honeycomb superstructure.
to dA2 . Similarly, d
A
1 is rotated to d
A
3 by the symmetry operator C
2
3z. We define
Eµν
(
dA1
) ≡ ( t(1)σ 0
0 t
(1)
pi
)
, (9)
with the NN hopping integral defined as t
(1)
σ/pi ≡< φx/y (r) |Hˆ|φx/y
(
r− dA1
)
>.
From group theory, under the E-representation of D3 with px,y-symmetric basis functions, the representation matrix
for C3z and C
2
3z can be obtained as
D (C3z) =
(
− 12 −
√
3
2√
3
2 − 12
)
, D
(
C23z
)
=
(
− 12
√
3
2
−
√
3
2 − 12
)
. (10)
From the Eµν
(
dA1
)
and by using Eq. (3), we have
Eµν
(
dA2
)
= Eµν
(
C3zd
A
1
)
= D (C3z)Eµν
(
dA1
)
[D (C3z)]
†
,
=
(
1
4 t
(1)
σ +
3
4 t
(1)
pi −
√
3
4 t
(1)
σ +
√
3
4 t
(1)
pi
−
√
3
4 t
(1)
σ +
√
3
4 t
(1)
pi
3
4 t
(1)
σ +
1
4 t
(1)
pi
)
. (11)
And similarly, we have
Eµν
(
dA3
)
= Eµν
(
C23zd
A
1
)
= D
(
C23z
)
Eµν
(
dA1
) [
D
(
C23z
)]†
,
=
(
1
4 t
(1)
σ +
3
4 t
(1)
pi
√
3
4 t
(1)
σ −
√
3
4 t
(1)
pi√
3
4 t
(1)
σ −
√
3
4 t
(1)
pi
3
4 t
(1)
σ +
1
4 t
(1)
pi
)
. (12)
8The B site also has three NN A sites, with the corresponding vectors ~BA labeled as dBi=1−3. By using the
aforementioned procedure, we can obtain Eµν
(
dBi=1−3
)
. In the basis
{|φAx >, |φAy >, |φBx >, |φBy >}, the NN hopping
Eµν
(
dAi=1−3
)
correspond to the upper right off-diagonal 2 × 2 sub-block of the Hamiltonian, and the bottom left
off-diagonal sub-block, Eµν
(
dBi=1−3
)
can be more readily obtained by Hermitian conjugation. It is especially worth
emphasizing that the tight-binding model Hamiltonian obtained by symmetry here is exactly the same as the tight-
binding model Hamiltonian obtained by the Slater-Koster method in the main text. For example, we can derive
Eµν
(
dA2
)
by using the formula Eq. (2) in the main text. As shown in Fig.5, the angles in Eq. (2) in the main text
read θx,dA2 = 2pi/3 and θy,dA2 = pi/6 . The four matrix elements read
E1,1
(
dA2
)
= t(1)σ cos
(
2pi
3
)2
+ t(1)pi sin
(
2pi
3
)2
=
1
4
t(1)σ +
3
4
t(1)pi ,
E1,2
(
dA2
)
= t(1)σ cos
(
2pi
3
)
cos
(pi
6
)
+ t(1)pi sin
(
2pi
3
)
sin
(pi
6
)
= −
√
3
4
t(1)σ +
√
3
4
t(1)pi ,
E2,1
(
dA2
)
= t(1)σ cos
(pi
6
)
cos
(
2pi
3
)
+ t(1)pi sin
(pi
6
)
sin
(
2pi
3
)
= −
√
3
4
t(1)σ +
√
3
4
t(1)pi ,
E2,2
(
dA2
)
= t(1)σ cos
(pi
6
)2
+ t(1)pi sin
(pi
6
)2
=
3
4
t(1)σ +
1
4
t(1)pi .
As a result, we have the same tight-binding Hamiltonian by using the two methods.
Then let’s come to the next-nearest-neighbor (NNN) hopping integrals. The A site has six NNN A sites, with the
corresponding vectors labeled by RAi=1−6, which are split into two categories R
A
i=1,3,5 and R
A
i=4,6,2, as shown in Fig.5.
Under the symmetry operator C3z, R
A
1
C3z→ RA3 C3z→ RA5 and RA4 C3z→ RA6 C3z→ RA2 . We define
Eµν
(
RA1
) ≡ ( t(2)pi 0
0 t
(2)
σ
)
, (13)
with the NNN hopping integral defined as t
(2)
pi/σ ≡< φx/y (r) |Hˆ|φx/y
(
r−RA1
)
>. From the Eµν
(
RA1
)
and by using
Eq. (3), we have
Eµν
(
RA3
)
= Eµν
(
C3zR
A
1
)
= D (C3z)Eµν
(
RA1
)
[D (C3z)]
†
,
=
(
3
4 t
(2)
σ +
1
4 t
(2)
pi
√
3
4 t
(2)
σ −
√
3
4 t
(2)
pi√
3
4 t
(2)
σ −
√
3
4 t
(2)
pi
1
4 t
(2)
σ +
3
4 t
(2)
pi
)
. (14)
And
Eµν
(
RA5
)
= Eµν
(
C23zR
A
1
)
= D
(
C23z
)
Eµν
(
RA1
) [
D
(
C23z
)]†
,
=
(
3
4 t
(2)
σ +
1
4 t
(2)
pi −
√
3
4 t
(2)
σ +
√
3
4 t
(2)
pi
−
√
3
4 t
(2)
σ +
√
3
4 t
(2)
pi
1
4 t
(2)
σ +
3
4 t
(2)
pi
)
. (15)
As aforementioned, the emergent honeycomb lattice approximately has D6 point-group symmetry. R
A
1 is rotated
to RA4 by C2z = C
3
6z, whose representation matrix is −I with I being a unit matrix. Thus we obtain Eµν
(
RA4
)
=
Eµν
(
RA1
)
, and we can directly write Eµν
(
RA6
)
= Eµν
(
RA3
)
and Eµν
(
RA2
)
= Eµν
(
RA5
)
. The B site also has
six NNN B sites, the corresponding vectors labeled by RBi=1−6, and R
B
i=1−6 = R
A
i=1−6, therefore, Eµν
(
RBi=1−6
)
=
Eµν
(
RAi=1−6
)
. And we can check that the NNN tight-binding Hamiltonian by the two methods are also exactly the
same. Consequently, we have re-derived the same total tight-binding Hamiltonian here by strict and precise symmetry
method, which justifies our tight-binding model in the main text.
9II. APPENDIX:THE EXPLICIT FORMULISM OF OUR HAMILTONIAN IN THE RECIPROCAL
SPACE AND THE ROBUST NESTING
In the basis
{
pAx , p
A
y , p
B
x , p
B
y
}
, where A, B denote the sublattice in the emergent honeycomb lattice superstructure,
the total Hamiltonian up to the next nearest neighbor hopping terms in the reciprocal space can be written as
H (k) = H0 +H1 +H2, (16)
where the three terms are the chemical potential, the nearest neighbor hopping and the next nearest neighbor hopping
terms respectively.
H0 = −µI4, (17)
H1 =
 0 0 h13 h140 h23 h24† 0 0
0
 , (18)
H2 =
 hn11 hn12 0 0hn22 0 0† hn11 hn12
hn22
 . (19)
The above matrix elements are given as
h13 =
1
4
(tpi + 3tσ)
(
e
i
(
ky
2
√
3
− kx2
)
+ e
i
(
ky
2
√
3
+ kx2
))
+ tpie
−i ky√
3 ,
h14 = −
√
3
4
(tpi − tσ)
(−1 + eikx) e− 16 i(3kx−√3ky),
h23 = h14,
h24 =
1
4
(3tpi + tσ)
(
e
i
(
ky
2
√
3
− kx2
)
+ e
i
(
ky
2
√
3
+ kx2
))
+ tσe
−i ky√
3 ,
hn11 = (3tpi2 + tσ2) cos
(
kx
2
)
cos
(√
3ky
2
)
+ 2tσ2 cos (kx) ,
hn12 =
√
3(tpi2 − tσ2) sin
(
kx
2
)
sin
(√
3ky
2
)
,
hn22 = (tpi2 + 3tσ2) cos
(
kx
2
)
cos
(√
3ky
2
)
+ 2tpi2 cos (kx) ,
(20)
where tpi, tσ(tpi2, tσ2) are the (next) nearest hopping Slater-Koster parameters.
In addition to the Slater-Koster parameters used in the text, we also choose two other sets of parameters to address
the robustness of FS nesting at the Van-Hove dopings, with one set of Slater-Koster parameters chosen as t
(1)
σ = 2
meV, t
(1)
pi = t
(1)
σ /1.56, t
(2)
σ = t
(1)
σ /10, and t
(2)
pi = t
(2)
σ /1.56 in Fig.6 (a)(b), and the other set chosen as t
(1)
σ = 2 meV,
t
(1)
pi = t
(1)
σ /2, t
(2)
σ = t
(1)
σ /7, and t
(2)
pi = t
(2)
σ /2 in Fig.6 (c)(d). All the three cases clearly show the nearly perfect
FS-nesting, and thus demonstrating that the FS nesting is robust. Furthermore, the VH dopings for the three groups
of parameters are all near ± 12 . Note that due to the relationship t(1)σ /t(1)pi = t(2)σ /t(2)pi adopted here, the absolute values
of δV at the negative and positive doping parts are approximately equal. Such equivalence relation will be slightly
changed if we do not adopt the relationship. It should be noticed that the peak in DOS (Fig.1 (c) in text) below the
red dashed line come from the flat band bottom, where the FSs shown in Fig.7 only contain small pockets. No VHS
or FS-nesting can be found there.
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FIG. 6. The FS nesting and the Lifshitz transition for the other two parameter sets. (a)(b) FS nesting and the Lifshitz
transition at doping -0.43 and 0.43 for one set of parameters. (c)(d) FS nesting and the Lifshitz transition for the other set of
parameters at doping -0.48 and 0.48. The central hexagons in every plot in black dashed line indicate the Brillioun zone. The
three arrows Q1,2,3 in (a) label the three FS nesting vectors, and are omitted in (b)-(d).
Γk y 0
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Γ Γ
FIG. 7. The FS for the basin-like bandstructure with a quite flat base, which results in a remarkable peak in DOS (Fig.1 (c) in
text) below the red dashed line. (a)(b)(c) Two electron pockets FS around the Γ point in the first BZ are plotted with doping
-0.81, -0.88 and -0.98, respectively.
III. APPENDIX:THE MULTI-ORBITAL RPA APPROACH
It’s proposed here that the SC detected in the MA-TBG is not driven by electron-phonon coupling. The reason
behind this point lies in that only acoustic phonon modes with wave length comparable or longer than the size of
a unit cell in the Moire pattern can efficiently couple with our low energy effective orbitals through changing the
hopping integral shown in Eq.(2) in the main text. The Debye frequency of such phonon modes will be too low to
support the ”high Tc SC”. The SC detected here is more likely to be driven by electron-electron interactions. We
adopt the following repulsive Hubbard-Hund model listed in Eq.(3) in the main text,
The Hamiltonian adopted in our calculations is
H = Htb +Hint
Hint = U
∑
iµ
niµ↑niµ↓ + V
∑
i
nixniy + JH
∑
i
[∑
σσ′
c†ixσc
†
iyσ′cixσ′ciyσ + (c
†
ix↑c
†
ix↓ciy↓ciy↑ + h.c.)
]
(21)
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FIG. 8. (color online). Feyman’s diagram for the renormalized susceptibilities in the RPA level.
where i is site index, µ is orbital index, x and y denote orbitals px and py, respectively, σ and σ
′ are spin indices.
Let’s define the following bare susceptibility for the non-interacting case (U = V = JH = 0),
χ
(0)l1,l2
l3,l4
(q, τ) ≡ 1
N
∑
k1,k2
〈
Tτ c
†
l1
(k1, τ)cl2(k1 + q, τ)c
†
l3
(k2 + q, 0)cl4(k2, 0)
〉
0
, (22)
where li (i = 1, · · · , 4) denote orbital indices. The explicit formulism of χ(0) in the momentum-frequency space is,
χ
(0)l1,l2
l3,l4
(q, iωn) =
1
N
∑
k,α,β
ξαl4(k)ξ
α,∗
l1
(k)ξβl2(k + q)ξ
β,∗
l3
(k + q)
nF (ε
β
k+q)− nF (εαk)
iωn + εαk − εβk+q
, (23)
where α, β = 1, ..., 4 are band indices, εαk and ξ
α
l (k) are the α−th eigenvalue and eigenvector of the h(k) matrix
respectively and nF is the Fermi-Dirac distribution function.
When interactions turn on, we define the spin (χ(s)) and charge (χ(c)) susceptibility as follow,
χ
(c)l1,l2
l3,l4
(q, τ) ≡ 1
2N
∑
k1,k2,σ1,σ2
〈
TτC
†
l1,σ1
(k1, τ)Cl2,σ1(k1 + q, τ)C
†
l3,σ2
(k2 + q, 0)Cl4,σ2(k2, 0)
〉
,
χ
(sz)l1,l2
l3,l4
(q, τ) ≡ 1
2N
∑
k1,k2,σ1,σ2
σ1σ2
〈
TτC
†
l1,σ1
(k1, τ)Cl2,σ1(k1 + q, τ)C
†
l3,σ2
(k2 + q, 0)Cl4,σ2(k2, 0)
〉
,
χ
(s+−)l1,l2
l3,l4
(q, τ) ≡ 1
N
∑
k1,k2
〈
TτC
†
l1↑(k1, τ)Cl2↓(k1 + q, τ)C
†
l3↓(k2 + q, 0)Cl4↑(k2, 0)
〉
,
χ
(s−+)l1,l2
l3,l4
(q, τ) ≡ 1
N
∑
k1,k2
〈
TτC
†
l1↓(k1, τ)Cl2↑(k1 + q, τ)C
†
l3↑(k2 + q, 0)Cl4↓(k2, 0)
〉
. (24)
Note that in non-magnetic state we have χ(s
z) = χ(s
+−) = χ(s
−+) ≡ χ(s), and when U = V = JH = 0 we have
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FIG. 9. The three processes which contribute the renormalized effective vertex considered in the RPA, with (a) the bare
interation vertex and (b) (c) the two second order perturbation processes during which spin or charge fluctuations are exchanged
between a cooper pair.
χ(c) = χ(s) = χ(0). In the RPA level, the renormalized spin/charge susceptibilities for the system are,
χ(s) (q, iν) =
[
I − χ(0) (q, iν)U (s)
]−1
χ(0) (q, iν) ,
χ(c) (q, iν) =
[
I + χ(0) (q, iν)U (c)
]−1
χ(0) (q, iν) , (25)
where χ(s,c) (q, iνn), χ
(0) (q, iνn) and U
(s,c) are operated as 16×16 matrices (the upper or lower two indices are viewed
as one number). Labelling orbitals
{
pAx , p
A
y , p
B
x , p
B
y
}
as {1, 2, 3, 4}, the nonzero elements of the matrix U (s,c)l1l2l3l4 are
listed as follows:
U
(s)11
11 = U
(s)22
22 = U
(s)33
33 = U
(s)44
44 = U
U
(s)11
22 = U
(s)22
11 = U
(s)33
44 = U
(s)44
33 = JH
U
(s)12
12 = U
(s)21
21 = U
(s)34
34 = U
(s)43
43 = JH
U
(s)12
21 = U
(s)21
12 = U
(s)34
43 = U
(s)43
34 = V (26)
U
(c)11
11 = U
(c)22
22 = U
(c)33
33 = U
(c)44
44 = U
U
(c)11
22 = U
(c)22
11 = U
(c)33
44 = U
(c)44
33 = 2V − JH
U
(c)12
12 = U
(c)21
21 = U
(c)34
34 = U
(c)43
43 = JH
U
(c)12
21 = U
(c)21
12 = U
(c)34
43 = U
(c)43
34 = 2JH − V (27)
The Feyman’s diagram of RPA is shown in Fig.8 For repulsive Hubbard-interactions, the spin susceptibility is enhanced
and the charge susceptibility is suppressed. Note that there is a critical interaction strength Uc which depends on the
ratio JH/U . When U > Uc, the denominator matrix I−χ(0) (q, iν)U (s) in Eq.(25) will have zero eigenvalues for some
q and the renormalized spin susceptibility diverges there, which invalidates the RPA treatment. This divergence of
spin susceptibility for U > Uc implies magnetic order. When U < Uc, the short-ranged spin or charge fluctuations
would mediate Cooper pairing in the system.
Let’s consider a Cooper pair with momentum/orbital (k′t,−k′s), which could be scattered to (kp,−kq) by ex-
changing charge or spin fluctuations. In the RPA level, The effective interaction induced by this process is as follow,
V RPAeff =
1
N
∑
pqst,kk′
Γpqst (k,k
′)c†p(k)c
†
q(−k)cs(−k′)ct(k′), (28)
We consider the three processes in Fig.9 which contribute to the effective vertex Γpqst (k,k
′), where (a) represents the
bare interaction vertex, (b) and (c) represent the two second order perturbation processes during which spin or charge
fluctuations are exchanged between a cooper pair. In the singlet channel, the effective vertex Γpqst (k,k
′) is given as
13
follow,
Γ
pq(s)
st (k,k
′) =
(
U (c) + 3U (s)
4
)pt
qs
+
1
4
[
3U (s)χ(s) (k − k′)U (s) − U (c)χ(c) (k − k′)U (c)
]pt
qs
+
1
4
[
3U (s)χ(s) (k + k′)U (s) − U (c)χ(c) (k + k′)U (c)
]ps
qt
, (29)
while in the triplet channel, it is
Γ
pq(t)
st (k,k
′) =
(
U (c) − U (s)
4
)pt
qs
− 1
4
[
U (s)χ(s) (k − k′)U (s) + U (c)χ(c) (k − k′)U (c)
]pt
qs
+
1
4
[
U (s)χ(s) (k + k′)U (s) + U (c)χ(c) (k + k′)U (c)
]ps
qt
, (30)
Notice that the vertex Γpqst (k,k
′) has been symmetrized for the singlet case and anti-symmetrized for the triplet case.
Generally we neglect the frequency-dependence of Γ and replace it by Γpqst (k,k
′) ≈ Γpqst (k,k′, 0). Usually, only the real
part of Γ is adopted [1, 2]
Considering only intra-band pairings, we obtain the following effective pairing interaction on the FS,
Veff =
1
N
∑
αβ,kk′
V αβ(k, k′)c†α(k)c
†
α(−k)cβ(−k′)cβ(k′), (31)
where α, β = 1, · · · , 4 are band indices and V αβ(k, k′) is
V αβ(k, k′) =
∑
pqst,kk′
Γpqst (k, k
′, 0)ξα,∗p (k)ξ
α,∗
q (−k)ξβs (−k′)ξβt (k′). (32)
From the effective pairing interaction (31), one can obtain the following linearized gap equation [1, 2] to determine
the Tc and the leading pairing symmetry of the system,
− 1
(2pi)2
∑
β
∮
FS
dk′‖
V αβ(k, k′)
vβF (k
′)
∆β(k
′) = λ∆α(k). (33)
This equation can be looked upon as an eigenvalue problem, where the normalized eigenvector ∆α(k) represents the
relative gap function on the α−th FS patches near Tc, and the eigenvalue λ determines Tc via Tc = Ece−1/λ, where
the cut off energy Ec is of order band-width. The leading pairing symmetry is determined by the largest eigenvalue
λ of Eq. (33).
IV. APPENDIX:CLASSIFICATION OF THE PAIRING SYMMETRY
Let’s start from the effective Hamiltonian obtained from exchanging spin fluctuations:
H = Htb +
1
N
∑
kk′αβ
V αβ(k,k′)c†α(k)c
†
α(−k)cβ(−k′)cβ(k′) (34)
This normal state Hamiltonian should be invariant under the point group G ≡ {Pˆ}, where Pˆ is any operation in the
point group. The action of Pˆ on any electron operator is
Pˆ cα(k)Pˆ
† = cα(Pˆk). (35)
Note that the band index α will not be changed by symmetry operation. From the invariant of H under the point
group G, i.e. PˆHPˆ † = H, we have
V αβ(Pˆk, Pˆk′) = V αβ(k,k′) (36)
The linearized gap equation
− 1
(2pi)2
∑
β
∮
FS
dk′‖
V αβ(k, k′)
vβF (k
′)
∆β(k
′) = λ∆α(k). (37)
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TABLE I. Character table for point group D6 and possible superconductivity pairing symmetry.
D6 E 2C6 (z) 2C3 (z) C2 (z) 3C
′
2 3C
′′
2 odd functions even functions
A1 +1 +1 +1 +1 +1 +1 —
(
x2 + y2
)
s-wave
A2 +1 +1 +1 +1 −1 −1 — —
B1 +1 −1 +1 −1 +1 −1 x
(
x2 − 3y2) f -wave —
B2 +1 −1 +1 −1 −1 +1 y
(
3x2 − y2) f ′-wave —
E1 +2 +1 −1 −2 0 0 (x, y) p-wave —
E2 +2 −1 −1 +2 0 0 —
(
x2 − y2, xy) d-wave
TABLE II. Character table for point group D3 in case with spin-SU(2) symmetry and possible superconductivity pairing
symmetry.
D3 E 2C3 (z) 3C
′
2 odd functions even functions
A1 +1 +1 +1 x
(
x2 − 3y2) f -wave (x2 + y2) s-wave
A2 +1 +1 −1 y
(
3x2 − y2) f ′-wave —
E +2 −1 0 (x, y) p-wave (x2 − y2, xy) d-wave
can be rewritten as
1
(2pi)2
∑
β
∫∫
∆E
d2k′V αβ(k, k′)∆β(k′) = −λ∆E∆α(k). (38)
where the integral
∫∫
is performed within a narrow energy window near the FS with the width of the window ∆E → 0.
After discreteness in the lattice, Eq. (38) can be taken as an eigenvalue problem with λ proportional to the eigenvalue
and ∆α(k) proportional to the eigenvector.
From Eq. (38) and Eq. (36), we can find that each solved ∆α(k) belong to an irreducible representation of the
point group. In Table I, we list all the irreducible representation and the basis functions of the D6 point group of
our model in two spatial dimensions, with the pairing symmetry of each basic function marked. There are 5 different
pairing symmetries, i.e. s-wave, (px, py) (degenerate p-wave), (dx2−y2 , dxy) (degenerate d-wave), fx(x2−3y2) (f -wave),
fy(3x2−y2) (f ′-wave), each has definite parity, either even or odd.
The real material has the D3 point group. In Table II, we list all its irreducible representation and its basis
functions in two spatial dimensions. In general, the irreducible representation, and hence the classification of the
pairing symmetry for D6- and D3- point-groups are different. For example, the s-wave and f -wave belong to different
irreducible representations for D6 point-group and thus they generally will not mix, but they belong to the same
irreducible representations for D3 point-group and thus will generally mix. However, in the presence with SU(2) spin
symmetry (i.e. without SOC), the Pauli’s principle requires the gap function to be either odd or even according to
whether the spin status is triplet or singlet. In this case, the odd function and even function in the same irreducible
representation of D3 can be distinguished through spin status and generally will not mix, and therefore the two point
groups have the same pairing symmetry classification, i.e., s, p, d, f, f ′.
V. APPENDIX:THE d+ id SUPERCONDUCTING STATE
Since the dx2−y2 and dxy pairing states are degenerate, they would probably mix to lower the energy below the
critical temperature Tc. If we consider the Hamiltonian with the interaction between the spin ↑ and ↓:
H =
∑
kασ
εαkc
†
ασ(k)cασ(k) +
1
N
∑
kk′αβ
V αβ(k,k′)c†α↑(k)c
†
α↓(−k)cβ↓(−k′)cβ↑(k′) (39)
the total mean-field energy
E =〈H〉 =
∑
kασ
εαk
〈
c†ασ(k)cασ(k)
〉
+
1
N
∑
kk′αβ
V αβ(k,k′)
〈
c†α↑(k)c
†
α↓(−k)
〉〈
cβ↓(−k′)cβ↑(k′)
〉
=
∑
kα
εαk
[
1− ε
α
k − µ√
(εαk − µ)2 + |∆αk |2
]
+
1
4N
∑
kk′αβ
V αβ(k,k′)
(∆αk)
∗√
(εαk − µ)2 + |∆αk |2
∆βk′√
(εβk′ − µ)2 + |∆βk′ |2
, (40)
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where the chemical potential µ is determined by the constraint of the average electron number in the superconducting
state. If we further set ∆αk ≡ 1N
∑
k′β V
αβ(k,k′)
〈
cβ↓(−k′)cβ↑(k′)
〉
= K1d
α
x2−y2(k) + (K2 + iK3)d
α
xy(k), where
dαx2−y2(k) and d
α
xy(k) denote the normalized gap functions of corresponding symmetries, the mixing coefficients K1,
K2, and K3 can be determined by the minimization of the total mean-field energy. Our energy minimization gives
K1 = ±K3 and K2 = 0, which leads to the fully-gapped dx2−y2 ± idxy (abbreviated as d + id) pairing state. This
mixture of the two d-wave pairings satisfies the requirement that the gap nodes should avoid the FS to lower the
energy. Similarly, one can verify that the degenerate px and py pairing states will also mix into the fully-gapped
px ± ipy (abbreviated as p+ ip) pairing state to lower the energy below Tc.
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