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We observe dynamic nuclear polarization in a GaAs double dot system using two electrons that are
never exchanged with the reservoir. By periodically bringing the system to the mixing point where
the singlet and the triplet T+ states are degenerate, we observe that an excess polarization is built
up. Surprisingly, the pumping procedure is most effective when the total duty cycle equals a multiple
of the Larmor precession time of the Ga and As nuclei. The induced polarization corresponds to
cooling of the underlying nuclear system. The dependence on the dwell time at the mixing point is
found to be non-monotonic.
PACS numbers: Valid PACS appear here
Single electron spins in a solid state environment con-
stitute a promising candidate for storing and manipu-
lating quantum information [1]. Recent experiments in
few electron quantum dots in GaAs have demonstrated
that both spin and charge can be manipulated electro-
statically with electron spin coherence times in excess of
a few microseconds [2, 3]. While the measured spin co-
herence time T2 is much longer than the time it takes
to perform a single quantum operation, the inhomoge-
neous spin relaxation time T ∗2 is short and exceeds the
time required for gate operations only by approximately
one order of magnitude [4]. In GaAs quantum dots it is
by now well established that the main source of both the
homogeneous and inhomogeneous spin decoherence time
is the nuclear spin environment of the host Ga and As
atoms [5, 6, 7, 8, 9]. Controlling the nuclear spin envi-
ronment and understanding its dynamics in such systems
is therefore a major challenge in the field of solid state
quantum computation [10, 11, 12].
Recently Petta et al. [13] showed that dynamic nu-
clear polarization of the underlying host lattice may be
achieved by periodically driving a double dot two electron
system from the singlet state S into the triplet state T+
using the hyperfine coupling. Conservation of total an-
gular momentum across the S-T+ transition necessitates
a spin flip in the nuclear sub system thereby producing a
single nuclear spin flip per cycle. Following the transition
to the triplet state the two electrons are discarded into a
reservoir and a new pair of electrons is reloaded into the
singlet state in preparation for the next cycle. As the se-
quence is repeated over a large number of cycles, nuclear
polarization slightly larger than 1 % may be achieved.
In this Letter we present a new scheme for dynamic nu-
clear polarization that involves only a single pair of elec-
trons. Our pumping cycle works most effectively when
the duty cycle of the experiment equals a multiple of the
nuclear Larmor precession time. Under these conditions
cooling of the nuclear subsystem is observed.
Our measurements are conducted on a GaAs double
dot system containing only two electrons. We restrict
the phase space to two charge configurations: two elec-
trons in one dot (schematically represented as (0,2)) and
one electron in each dot (represented as (1,1)). The dou-
ble quantum dot (dQD) is created using e-beam pat-
terned PdAu gates that are evaporated on the surface
of a GaAs/AlGaAs heterostructure containing a 2 di-
mensional electron gas (2DEG) situated at 91 nm below
the surface with density= 1.3 · 1015m−2 and mobility=
4.9 ·106cm2/V · s. Gate R (GR) and gate L (GL) control
the number of electrons in the right and left dot respec-
tively while gates nose and tail allow for an independent
control of the tunnel coupling (tc) between the dots (see
Fig. 1(a)). Both GR and GL are connected via atten-
uated coaxial cables to a Textronix AWG520 arbitrary
waveform generator (with rise time < 1.5 ns) that allows
fast pulsing of these gates.
The nearby quantum point contact (QPC) allows the
measurement of the double dot charge configurations
[14]. We tune the QPC conductance to ≈ 0.8e2/h, where
it is most sensitive to changes of the surrounding elec-
trostatic potentials. A change of the dot’s average occu-
pancy is reflected in a change of the QPC conductance.
This is measured in a current bias scheme (5 nA excita-
tion) with standard lock-in technique at a frequency of
137 Hz and 300 ms time constant.
The device is placed in a dilution refrigerator with
Tbase = 10 mK and Te = 120 mK (established by measur-
ing the width of Coulomb blockade peaks). An external
magnetic field of . 150 mT is applied perpendicular to
the 2DEG.
Measurements presented here concentrate on the (0,2)-
(1,1) charge transition. A particular combination of the
voltage applied to gates GL and GR, denoted here by ǫ,
allows continuous detuning from one charge configuration
to the other. In the absence of spin dependent terms, the
ground state in all possible charge configurations is the
singlet state. A weak external magnetic field induces a
splitting of the three triplet, T−, T 0 and T+. While in
the (0,2) charge configuration the triplet states are sepa-
rated from the ground state by a large exchange energy,
2FIG. 1: a) SEM micrograph of the device. GL and GR control
the energy detuning, ǫ, related to the equilibrium occupation
of the dot, while gates nose and tail allow to change the in-
terdot tunnel coupling. The average occupation of the dot is
sensed by the nearby quantum point contact as a variation of
its conductance. b) Pulse sequence shown within the double
dot charge stability diagram. R indicates the reload point, M
the measurement point and P the probing point. c) Relevant
energy levels at the (0,2)-(1,1) charge transition as a function
of detuning. The three triplet states in the (1,1) configura-
tion are split by the Zeeman energy. The red circle marks the
crossing point between singlet and triplet T+. The pulse se-
quence sketched as a function of detuning and time is used to
measure the position of the S-T+ transition as a function of
magnetic field. d) Measurement of the position of the S-T+
transition as a function of detuning ǫ and external magnetic
field Bext.
in the (1,1) configuration the Zeeman energy lowers the
T+ state below that of the singlet, as shown in Fig. 1(c).
A degeneracy point between S and T+, marked by the
red circle, is thereby generated at a particular value of ǫ
that depends on the Zeeman energy.
It is important to notice that the total nu-
clear magnetic field entering the Zeeman energy is
Btot=Bext+Bnuclei. Bnuclei is a linear combination of
the left and right dots nuclear fields, Bnuc,R and Bnuc,L,
with a weight that is proportional to the occupation of
the two dots.
The measurement of the S-T+ degeneracy point is
done using the pulse sequence presented in Fig. 1(b)
and (c). The cycle begins by loading two electrons
into the (0,2) singlet state (at reload point R). The
loading procedure requires typically 200 ns. Then ǫ is
moved adiabatically with respect to the tunnel coupling
(ttunneling = ~/tc ≈ 0.1 ns) to point P where the S-T
+
transition is probed for tP = 100 ns. When point P co-
incides with the S - T+ degeneracy point a transition
from the singlet into the T+ state may occur together
with a nuclear spin flip. The typical time for a S-T+
transition is approximately tmixing= 10 ns [3]. The sys-
tem is then brought back to the measurement point M
for the read-out of the final state |f〉. Since the tunnel-
ing between the two charge configurations conserves spin
there are two possible outcomes: if |f〉 is a singlet the
transition to (0,2)S is allowed and the QPC detects two
electrons in dot R. If |f〉 is the triplet T+ state, it will
be blocked in (1, 1)T+ since (0, 2)T+ is energetically not
allowed and the QPC detects only one electron in dot R.
This behavior is coined spin-blockade [15, 16] and occurs
in the triangular region in Fig.1(b). Spin to charge con-
version technique has been previously employed [17, 18].
After the measurement stage the system is reinitialized at
point R and the cycle repeats itself. The measured signal
at the QPC is a time-averaged measurement of the dot
occupation throughout the entire cycle. Since tM > 90 %
of the total pulse time (here tM= 10-20 µs) we primarily
obtain information on point M.
Fig.1(d) shows a measurement of the position of the S -
T+ transition as a function of ǫ and Bext. The plotted
QPC conductance reflects the return probability as a sin-
glet. Dark regions indicate that no mixing occurred and
the system remained in a singlet state. The bright funnel
shaped feature maps the position of the S-T+ transition
as a function of Bext and ǫ reflecting a finite probability
of being blocked in T+.
What happens if we leave out the reload part from the
pulse sequence? Now one must account for the history
in order to know the initial state of each cycle. However,
given that the relaxation time between the triplet and
singlet states (of the order of ms) is shorter than our
averaging time (300 ms), when the detuning is away from
the S-T+ degeneracy point the system will relax to the
singlet (0,2) state and remain there [18]. Hence, only
when the detuning is at the S-T+ degeneracy point there
will be a finite probability to observe a (1,1) charge state.
Therefore a funnel similar to the case with reload should
be observed.
Surprisingly, we record an oscillatory behaviour of the
S-T+ transition as a function of Bext. In Fig. 2(b) we
plot the values of Bext and ǫ delimiting the left-most side
of the S-T+ transition as determined from the QPC con-
ductance plots (see Fig.1(d) and Fig. 2(c)) in the presence
and absence of reload. Whereas the measurement with
repeated reload (blue line) shows no magnetic field de-
pendence, in the measurement without reload (magenta
line) the position of the S-T+ transition dips below the
3FIG. 2: a) New pulse sequence used to measure the position
of the S to T+ transition when the reload part is left out.
In order to probe the S-T+ transition the system is moved
to point P for a typical time tP=100 ns, then it is brought
back to the measurement position M for a time tM= 10-
20 µs > 90 % of the total pulse time. b) Measurement of
the position of the S-T+ transition as a function of magnetic
field taken with two different pulse sequences: one including a
reload part (blue line) and one without reload part (magenta
line). c) Measurements of S-T+ transition taken with two
different measurement times. The periodicity in magnetic
field shows ∆B= 11.4 mT for tM=12 µs and ∆B= 8 mT for
tM=17 µs. The blue lines are a guide to the eye helping to
compare periodicities.
blue line at periodic values in Bext. The dips show that
the S - T+ transition shifts towards more negative values
of ǫ. From the energy diagram in Fig.1(c) we see that this
corresponds to a decrease of the Zeeman energy, happen-
ing when Btot=Bext+ BHF decreases. For a fixed Bext,
blue points and magenta points are positioned at differ-
ent values of ǫ, meaning that BHF changed. The mea-
sured change in BHF is opposite the external magnetic
field, thus an accumulation of nuclei with spin up has
been created. Such population corresponds to cooling
the nuclei.
The shift of the funnel to more negative detuning can
be quantitatively translated to a change in total field us-
ing the local slope of the bare funnel (with reload shown
in Fig.1(d)) at the measurement field. The shift in de-
tuning is translated to approximately 30-50 mT, which
corresponds to 1 % of the total nuclear polarization [19].
In order to build up such nuclear polarization we need
to repeat the pulse cycle at the S-T+ degeneracy point
for a few minutes. When measuring the decay time of the
created polarization we observe its full decay after about
15 minutes. The pulses are switched off during this time
and just briefly turned on at the end in order to measure
the actual position of the S-T+ transition.
We also analyze the dependence of the oscillatory be-
haviour as a function of the measurement time tM =
10 − 17 µs and the probing time tP = 100 − 300 ns,
tM + tP being the total pulse duration. The two scans
in Fig. 2(c) show the period of the oscillations in mag-
netic field ∆B(tM ) for two different measurement times
tM = 12 µs and tM = 17 µs, while tP = 200 ns is kept
fixed. We measure ∆B for four different values of tM ,
and find that the gyromagnetic factor γ = 2π/(∆B · tM )
is constant and equals γ = 4.6 · 107 radHz/T, consistent
with the gyromagnetic factor tabulated for 75As [20]. To
further confirm this fact, we measured a portion of the
funnel with higher trace resolution (see Fig. 3(a)): the
whole scan of four oscillations takes about 24 hours.
FIG. 3: a) Detailed measurement of the position of the S-T+
transition as a function of ǫ and Bext. b) Fourier transform
of detailed measurements. The red, green and blue lines in-
dicate what the tabulated value for the gyromagnetic factor
of the three isotopes 75As,69Ga and 71Ga are [20]. Since the
resolution in Fourier space is low, the peak corresponding to
71Ga is not clearly distinguishable from the second harmonic
of 75As (dotted red line). The table lists the abundance of
each species.
Fourier analysis, Fig. 3(b), clearly shows a peak at the
Larmor frequency of 75As. Furthermore, the character-
istic frequency of 69Ga is also visible. Its other isotope
71Ga is however hidden by the large second harmonic of
75As, because of the low resolution in Fourier space. We
note that the intensities of the peaks corresponding to
4the different nuclei is also consistent with their relative
abundance inside GaAs [20].
Finally, when changing the probing time, while tM is
kept fix to 12 µs, we observed a change in the amplitude
of the oscillations. The maximal amplitude is measured
for tP = 100 ns. For shorter times the effect vanishes
when the probing time is comparable or shorter than the
mixing time. For longer times the amplitude decreases
and the dips disappear at about tP = 300 ns (see Fig.4).
FIG. 4: Position of the S-T+ transition as a function of ǫ and
Bext measured with different probing times. The amplitude
changes, being maximal for 100 ns and decreasing for longer
times as well as shorter ones (not shown here).
In conclusion, we have shown that a periodically driven
single pair of electrons in a GaAs double quantum dot
through the S-T+ transition induces dynamic polariza-
tion of the underlying nuclei. The pumping cycle is most
efficient when the cycle time corresponds to a multiple of
the nuclear Larmor precession time. The gyromagnetic
factor of all three nuclear species (75As, 69Ga and 71Ga)
extracted from the measurements confirmed the partial
polarization of all three isotopes. We have also shown
that the probing time directly influences the amplitude
of the polarization, with a peak at tP = 100 ns. The
maximal polarization we have obtained is approximately
1 % of the total nuclear polarization, and its direction
being opposite the external magnetic field corresponds
to cooling of the nuclei.
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