The major use cases for IMT-2020 include enhanced mobile broadband (eMBB) and ultra-reliable and low latency communication (URLLC). URLLC packets occur sporadically, but each time, available resources with favorable conditions are required for their timely and trusted transmissions. To this end, an overlapping scheme of puncturing a part of resources scheduled to an eMBB packet for URLLC packets is proposed. Such a scheme causes inevitable damages to eMBB packets. Thus, additional delays due to possible retransmissions of damaged packets should be considered in the calculation of spectrum requirement for IMT-2020. So far, the method provided by International Telecommunication Union Radiocommunication Sector (ITU-R) based on an M/G/1 non-preemptive priority queuing model has been widely used in calculating spectrum requirements for mobile broadband services. In this work, we extend it to reflect the puncturing of URLLC on eMBB. We fully consider additional delays due to retransmissions by exploiting the concept of delay cycle. Numerical simulations validate the accuracy of our analytical results. Furthermore, we provide an algorithm to calculate spectrum requirement for IMT-2020 using the same input parameters as in the method of ITU-R.
URLLC aims to satisfy the requirement for a transmission of a packet for 32 bytes with low latency and high reliability of 1 ms and 1 − 10 −5 , respectively [2] . Furthermore, URLLC packets are generated sporadically with relatively small amount of traffic such as tens and hundreds of bytes in general [3] .
Such quite different aspects of URLLC service from the existing eMBB service raise challenging issues in terms of 5G network design. In [4] , the authors provide insight for designing a 5G network for URLLC service. Specifically, various enablers of URLLC and their inherent trade-offs from several perspectives, such as latency, reliability, or packet size, are examined. In [5] , the authors focus on physical layer challenges concerning URLLC and elaborate solution approaches including packet and frame structure, scheduling schemes, and reliability improvement techniques. In view of resource allocation, it is desirable that there are always available resources with advantageous channel condition for VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ a URLLC packet when it is generated. However, reserving a part of resources may be an overhead in that URLLC packets occur infrequently, and it is revealed that such a static partitioning of bandwidth is inefficient [6] . In this context, a resource overlapping scheme that a part of resource scheduled to an eMBB packet is punctured for a URLLC packet is proposed in [7] . Refer to Fig. 1 . Such a puncturing scheme is favorable in that any resource can be allocated to a URLLC packet in a prompt manner, which allows to meet stringent latency and reliability requirements. Hence it is regarded as a promising scheme for joint scheduling of eMBB and URLLC traffic. However, it has an inevitable burden of corruption for punctured eMBB packets.
To address this issue, several schemes has been proposed in the open literature under the structure of 5G 'New Radio' technology in 3GPP. The eMBB and URLLC packets can be jointly scheduled over different time-scales. In this structure, time is divided into slots which can be further subdivided into minislots. An eMBB packet is scheduled in a typical slot. The incoming URLLC packet during a slot can be scheduled immediately in the next minislot, to meet its hard latency requirement. This harms the already scheduled eMBB packet and affects its data rate. In [8] , recovery mechanisms for better Hybrid Automatic Repeat Request performance and eMBB-aware scheduling schemes for various purposes are proposed. There have been works that concentrate on determining which minislots of the slot allocated to eMBB packets to schedule URLLC packets via solving optimization problems to meet various objectives of eMBB and URLLC services [9] [10] [11] [12] [13] . Joint scheduling problems of eMBB and URLLC are dealt with in [9] for the utility maximization of eMBB users with various eMBB rate loss models. For protecting eMBB users with low data rates from puncturing of URLLC traffic, an optimization problem based on valueat-risk is formulated in [10] to find an efficient puncturing scheme. In [11] , the authors maximize the data rate of eMBB while maintaining the reliability requirement of URLLC via solving a multi-armed bandit problem. The authors in [12] formulate an optimization problem to maximize the minimum expected data rate of eMBB packets and decompose it into two steps of resource allocations of eMBB and URLLC packets. In [13] , the problem of allocating eMBB packets modeled as a 2-dimensional Hopfield neural network. And, URLLC packets are allocated via solving a chance constraint based problem that aims to maximize eMBB data rate while lowering the outage probability of URLLC below a certain level. Meanwhile. some works have focused on addressing this issue in Physical layer [14] [15] [16] [17] . In [14] , the authors propose an indicator-free scheme including a precoding for URLLC data and a blind detection for the detection of a punctured eMBB packet to reduce overhead. Some solutions for reducing the impact of URLLC preemption such as outer code and transport block interleaving are explored in [15] . The authors in [16] introduce a signal space diversity scheme with dynamic puncturing for enhancing the eMBB data decoding performance through component interleaving and rotation modulation. In [17] , the authors propose a nullspace-based preemptive scheduler that exploits a spatial subspace and projections in multi-user multi-input multi-output transmissions.
For the calculation of spectrum requirement for 5G mobile broadband services, a methodology given in [18] , which is developed by ITU-R Study Group, based on an M/G/1 nonpreemptive priority queuing model has widely been used in several countries [19] . The methodology begins with analyzing future market. In the methodology, the services are categorized into several Service Categories (SCs), and the market analysis estimates the traffic demand for each SC. The calculation of required channel capacity for the service of estimated traffic demand takes into account the Quality of Service (QoS) of each SC. The required mean delay of each SC is used as the QoS indicator. Under a certain priority structure among the SCs, an M/G/1 non-preemptive queuing model gives accurate formulas of the mean delay of each SC. Then, the required channel capacity can be calculated as the minimum service rate that ensures that all SCs achieve their respective mean delay requirements. Finally the required spectrum is obtained by dividing the required channel capacity by the area spectral efficiency.
In this work, we aim for a consistent extension of the above methodology that takes into account the puncturing of URLLC without additional assumptions and required parameters for the calculation. Although the implementation and multiplexing schemes of puncturing have been covered in the literature, there have been scarce works on investigating its effect on spectrum requirements. The SCs covered in the methodology are mainly eMBB services. As addressed in [8] , the puncturing causes inevitable degradation of decoding performance for punctured eMBB packets. This eventually leads to the burden of retransmissions incurring additional delays. And, the increased delays require additional spectrum resources. Thus, we analyze the delays of eMBB packets considering the retransmissions caused by preemptive puncturing of URLLC packets in an ordinary M/G/1 non-preemptive queuing model. To take retransmissions into account, we adopt the concept of delay cycle on M/G/1 queuing systems and rigorously derive the formula for the expected flow times that fully captures the effect of retransmissions for the eMBB packets of each SC. Furthermore, based on the derived formulas, we provide a method to calculate spectrum requirement for IMT-2020 eMBB and URLLC with puncturing that can be implemented with the same input parameters used in the method given in [18] .
The remaining of this paper is organized as follows. In Section II, we briefly review the calculation method of spectrum requirement for IMT-Advanced mobile broadband services given in [18] . In Section III, we concisely introduce the concept and results of delay cycle. In Section IV, detailed derivations of the formulas for the expected flow times for each SC are provided. Numerical simulations of the considered queuing systems validate the accuracy of the derived formula in Section V. In Section VI, our extended calculation method of spectrum requirement for IMT-2020 is provided with some examples based on foreseen market data. Finally, we give our conclusions in Section VII.
II. REVIEW OF CALCULATION METHOD OF SPECTRUM REQUIREMENT FOR IMT-ADVANCED
In this section, we briefly review the calculation method for IMT-Advanced spectrum requirement given in [18] . In [18] , the channel is modeled as an M/G/1 queuing model with non-preemptive priorities. Non-preemptive priority means that a newly arrived job with higher priority do not interrupt the current job upon service. Although real IMT-Advanced systems adopt multiple access schemes exploiting multiple parallel channels, a model with single channel is used for the reason that there is no trunking gain possible when multiplexing packets buffered in a queue to be transmitted via one or more parallel channels.
Consider a single cell where a base station deals with various services from N SCs for multiple users. Let the SCs be indexed by n for 1 ≤ n ≤ N . For each SC n, let t n [bps/cell] denote the offered traffic. Each t n can be computed from market data such as cell area, user density, session arrival rate per user, and traffic distribution ratios as given in [18] . A packet from SC n consists of b n [bits/packet] bits on average and has the second moment of b (2) n [bits 2 /packet]. Also, each SC n has a required mean delay δ n [seconds(s)]. The SCs are prioritized in ascending order in that SC 1 has the highest priority and SC N has the lowest priority. Now we can obtain the packet arrival rate λ n for SC n by dividing the offered traffic t n by the mean packet size b n as λ n = t n /b n [packets/s/cell]. Let C [bps/cell] be the capacity of the channel, i.e., the number of bits that can be transmitted per unit time. Then the mean s n [s/packet] and the second moment s (2) n [s 2 /packet] of the transmission time of a packet of SC n are given by s n = b n /C and s
n /C 2 , respectively. Then the mean flow time of a packet of SC n over a system with capacity C, which is the sum of mean waiting time and the mean service duration, is given in [20] as
It can be shown that there is always a value C n satisfying the stability condition n i=1 λ i s i < C n and the delay requirement F
With C n 's for all SCs derived above, we set C * = max{C 1 , C 2 , . . . , C N }. Then the required spectrum H [Hz/cell] can be calculated by dividing C * by the area spectral efficiency η [bps/Hz/cell], i.e., H = C * /η.
III. DELAY CYCLE
In this section, we briefly introduce the concept of delay cycle and related results that will be used in the derivation of spectrum requirement for IMT-2020. Detailed materials for the concepts dealt with in this section can be found in [20] .
To begin with, we review the concept of the Laplace Transform (LT). For a random variable X , the LT φ X (z) of it is defined by φ X (z) = E[e −zX ]. We can get the first and second moments of X by using the first and second order derivatives of the LT as
Considering a generic M/G/1 queuing model, we let λ be an arrival rate of jobs and S be a generic random variable for the processing time. The standard M/G/1 queuing system experiences alternating cycles of busy and idle periods. A busy period begins with a job arrives when the system is idle and ends when the system is emptied of jobs. Thus, a busy period consists of an initial ordinary processing time S and a sequence of sub-busy periods originated by the jobs arrived during the initial processing time. It can be shown that the LT of the length Y of a busy period satisfies the relation
and the first and second moments of Y are given by,
,
A delay cycle is a generalization of a busy period in that it begins with an initial delay of duration Y 0 that can be a special interval corresponding to the completion of some partly completed job or some special task. The initial delay is followed by a delay busy period of duration Y b that corresponds to the processing of ordinary jobs and may be viewed as a sequence of sub-busy periods. Thus, the delay cycle Y c consists of the initial delay Y 0 and the delay busy period
A typical illustration of a delay cycle is provided in Fig. 2 . It can be shown that the LT and the first and second moments of a delay cycle are given by
We consider the first-come, first-served discipline. The waiting time W of a job is defined as the amount of time VOLUME 8, 2020 spent in the queue since its arrival until the start of processing. When a job arrives the system during a delay cycle, it can be shown that the LT of waiting time is given by E e −zW |arrives during a delay cycle
Then, using (2) gives the expectation of waiting time as
IV. EXPECTED FLOW TIMES OF EMBB PACKETS CONSIDERING PUNCTURING
In this section, we derive the expected flow time of an eMBB packet, taking into account retransmission that may occur due to puncturing. The flow time of a packet is defined by the entire amount of time from arrival to departure, i.e., it consists of the waiting time and the processing time. In the following, we derive the expected processing time and waiting time for an eMBB packet respectively, and combine them to derive the expected flow time. We use the same notations with the ones defined in Section II. There are N SCs for eMBB and the packets of SC n arrive the channel with rate λ n [packets/s/cell] for 1 ≤ n ≤ N . Each SC n has a required mean delay of δ n [s]. Unlike the above, we first use a generic random variable S n for the service time of a packet of SC n rather than the first and second moments. Additionally, we assume that packets for URLLC service arrive the system according to a Poisson process with rate u [packets/s/cell]. This process can also take into account aggregated packets from multiple sources of URLLC services. Since we consider an overlapping scheme, URLLC packets have preemptive priority over eMBB packets and immediately enter the channel for transmission upon arrival. Specifically, a packet of SC n under service is punctured if any arrival of a URLLC packet occurs within its service time S n , and this punctured SC n packet is corrupted and lost. Note that the transmission of a corrupted eMBB packet is not stopped at the instant when the corruption occurs as indicated in Fig.1 .
Since a URLLC packet usually consists of much smaller bits than eMBB packets, we assume that the service time of a URLLC packet can be ignored and its arrival affects only the reliability of eMBB packet transmissions. When a packet of SC n is corrupted, it should be rescheduled and the service time of a rescheduled packet is assumed to be an independent sample from generic random variable S n . The rescheduling process is also subject to the non-preemptive priority rule. If there are some arrivals of packets with higher priorities during a corrupted transmission, the retransmission can only be made when the system is emptied of all packets of higher priorities. An example of such a procedure is described in Fig. 3 .
A. THE GROSS TRANSMISSION TIME OF AN eMBB PACKET
The gross transmission time of an eMBB packet is defined by the total amount of time that the packet actually spends on the system. In other words, the gross transmission time contains a successful transmission time and retransmission times that may be caused by the puncturing of URLLC packets. Here, we focus on the gross transmission time of an eMBB packet of SC n. Let q n be the probability that a packet is successfully transmitted, which is the probability that there are no arrivals of URLLC packets during a transmission of length S n . Thus, if we let A u be the arrival instant of an URLLC packet from the beginning of the transmission of a packet of SC n, we have
Let S wn be the wasted transmission time of a packet, i.e., the length of a transmission time that is corrupted. Then, we have
and hence the LT of S wn is given by
Then, by using (2), we have the first and second moments of S wn as
Similarly, if we define S sn as the successful transmission time of a packet of SC n, then we have
and its LT as
Also we have the first and second moments of S sn as
Note that, due to the memoryless property of inter-arrival times of URLLC packets, the number of corruptions that a packet of SC n experiences, denoted by N n , is geometrically distributed, i.e., P(N n = k) = (1 − q n ) k q n for k ≥ 0. Let S gn be the gross transmission time of a packet of SC n, which consists of N n wasted transmissions and one successful transmission. Then S gn can be expressed as
where S wn,k 's are independent and identically distributed (iid) copies of S wn . As a convention, let 0 k=1 indicate an empty sum. Thus, by using (7) and (9), we can get its LT as
.
Using (2), we can get the first and second moments of S gn as
Since packets of SC n arrive with rate λ n , ρ n = λ n E S gn means the fraction of time that packets of SC n occupy the channel.
B. THE RESIDENCE TIME OF AN eMBB PACKET
The residence time of an eMBB packet is defined by the amount of time from the beginning of the first transmission to when the packet is successfully transmitted. As mentioned above, when the first transmission is corrupted, it can be retransmitted only when the system is emptied of all eMBB packets with higher priorities. Thus, we need to focus on the behaviors of packets with higher priorities. We first fix n and investigate the behaviors of eMBB packets of SC n. We call the set of SCs with higher priorities than SC n class h. Then the arrival rate of packets from class h, denoted byλ, is given byλ = λ 1 +λ 2 +· · ·+λ n−1 . LetŜ be the transmission time of a class h packet seen by a packet of SC n. Then the first and second moments ofŜ can be computed as
Let R n be the residence time of a packet of SC n. Then, as mentioned above, R n consists of the gross transmission time S gn and some possible transmissions of the packets of class h according to the priority discipline. More specifically, if a transmission of a packet of SC n is corrupted by a URLLC packet, the length of time to the next retransmission, denoted by D wn , should include the transmission times of the class h packets arrived during the corrupted transmission time S wn and additionally arrived ones during those transmission times. Therefore, by using the concept of delay cycle provided in Section III, D wn can be regarded as the duration of a delay busy period with an initial delay of duration S wn , arrival rateλ, and processing timeŜ. To exploit the results given in Section III, letŶ be the duration of an ordinary busy period for class h packets, then, using (3), the first and second moments ofŶ is given by
If we let U wn = S wn + D wn for convenience, by using the equations in (4), U wn has the LT as
and the first and second moments as
Recall that N n is the number of corruptions that a packet of SC n experiences. Thus, R n is composed of N n U wn 's and one S sn , i.e., where S wn,k 's, D wn,k 's and U wn,k 's are iid copies of S wn , D wn , and U wn , respectively. A typical illustration of R n is given in Fig. 4 . The LT of R n can be computed as
Then, using the property given in (2) and the expectations of related random variables given in (8), (10) , and (15), we can get the expectation of R n as
C. THE WAITING TIME OF AN eMBB PACKET
The waiting time of an eMBB packet is defined by the amount of time from its arrival to the start of the first transmission.
As above, we also focus on an eMBB packet of SC n and denote the waiting time of it by W n . Furthermore, we tag an eMBB packet of SC n that arrives at the system and call it the tagged packet. Upon arriving the system, the tagged packet can observe one of the four possible states of the system, which correspond to the idle state and three types of delay cycles. When the system is idle, denoted by state 0, the tagged packet gets served immediately and W n = 0. The remaining three states are distinguished by the type of the initial delay of the delay cycle in which the system is engaged when the tagged packet arrives. Here, we call the SCs with lower priorities, i.e., SC k's for n + 1 ≤ k ≤ N , class l. Then we call the system is in state h, n, and l when it is engaged in the delay cycle initiated by a packet of class h, SC n, and class l, respectively. The waiting times for these states are rigorously derived in the following. For convenience in the following derivations, we define X n as the actual transmission time of a packet of SC n seen by the next packet of SC n, called the blocking time. In other words, X n is the duration of time from the transmission start of a packet of SC n to the instant when the transmission of the next packet of SC n in the queue can be started. Note that the residence time R n is the amount of time spent from the transmission start to the departure of a packet of SC n. Thus, the blocking time X n contains an additional delay busy period, denoted by D sn , to R n occurred by the packets of class h arrived while the packet of SC n is being successfully transmitted. Similarly in the case of D wn , the delay busy period D sn is associated with an initial delay of duration S sn , arrival rateλ, and processing timeŜ. Thus, if we define U sn = S sn + D sn , as provided in (14) and (15), the LT and the first and second moments of it are given by
Now we can express X n by U wn and U sn as follows
where U wn,k 's are iid copies of U wn . A typical illustration of X n is also given in Fig. 4 . In the following derivations, we need some expressions for the first and second moments of X n . To this end, we first compute the LT of X n as follows:
Using the properties given in (2) and the first and second moments of U wn and U sn given in (15) and (18), we have
1) THE WAITING TIME FOR STATE h
The system is in state h when it is busy for a delay cycle originated by a packet of class h. This type of delay cycle is initiated by a packet of class h that arrives at the system which is idle as described in Fig. 5-(a) . The initial delay for the delay cycle is an ordinary busy period of packets of class h, i.e., an ordinary busy period of an M/G/1 queuing system with arrival rateλ and processing timeŜ. Thus, the duration of the initial delay is given byŶ .
The delay busy period for the delay cycle is occurred by packets of SC n arrived at the system during the initial delay. Thus, the arrival rate for this delay busy period is λ n , and, as observed above, the blocking time X n should be taken as the processing time for each packet of SC n due to the packets of class h.
In sum, using the equation given in (5) and (6), for the waiting time for state h, we can get the LT E e −zW n h as
2) THE WAITING TIME FOR STATE n
The delay cycle for state n is initiated by a packet of SC n which arrives at the system in idle state. Such a delay cycle is described in Fig. 5-(b) . The initial delay for the delay cycle is given as X n . Since the delay cycle for state n is different from the delay cycle for state h only in the initial delay, we have the LT E e −zW n n of the waiting time for state n as
3) THE WAITING TIME FOR STATE l
The system is in state l when it is engaged in a delay cycle initiated by a packet of class l. The delay cycle for this case has quite different aspects from those for states h and n. A newly arrived packet from class h or SC n that finds a packet of class l being transmitted in the system can regard that the system is emptied of class l packets when the ongoing transmission ends whatever it is corrupted or not. Recall that the gross transmission time of an eMBB packet may include some corrupted transmissions in addition to a single successful transmission. Thus, we need to deal with these transmissions separately in view of SC n packets. For an SC k in class l, i.e., k ∈ {n + 1, . . . , N }, a packet of SC k is transmitted N k + 1 times to be successful, and hence the arrival rates for successful and wasted SC k packets can be regarded as λ k and λ k E [N k ] = λ k (1 − q k ) /q k , respectively. Thus, in SC n packets' view, the arrival rate of SC k packets is given by λ k + λ k (1 − q k ) /q k = λ k /q k and hence the arrival rateλ of class l packets is given byλ = N k=n+1 λ k /q k . If we letỸ 0l be the duration of the transmission of the class l packet that initiates the delay cycle, the packets of SC n can be transmitted when the busy period occurred by the packets of class h arrived duringỸ 0l ends. Thus, the initial delay for the delay cycle is also a delay cycle with the initial delayỸ 0l , arrival rateλ, and processing timeŜ. These aspects of the delay cycle for state l are described in Fig. 5-(c) .
Let Y 0l be the initial delay of the delay cycle for state l. To derive the LT of the waiting time for state l using (5), we need to compute the LT and the moments of Y 0l . As observed above, since the initial delay is also a delay cycle with an initial delay of durationỸ 0l , arrival rateλ, and processing timeŜ, we can get the LT and moments by using the equations given in (4) . To this end, we first derive the LT ofỸ 0l . For n + 1 ≤ k ≤ N , let B k be the events that the initiating packet of class l comes from SC k. Then, we have (9) .
Using (2), we have for m = 1, 2 that
Then, using the moments derived above and the formulas given in (4), we have
Consequently, based on the formula (5), we can get the LT E e −zW n l for state l as
4) THE EXPECTED WAITING TIME
So far in this section, we have derived only the conditional LT and expectations of the waiting time for each state of the system. Here, to derive the LT and expectation of the waiting time, we perform a deconditioning to these conditional LTs with the steady state probability for each state in which the system is engaged when the tagged packet arrives. For convenience, we begin with some new notations. With
Recall that the tagged packet means a newly arrived packet of SC n. In the tagged packet's point of view, when arriving at the system, it detects that the system is processing a class h packet with probabilityλE Ŝ = n−1 i=1 ρ i = σ n−1 using the formula in (12) . Similarly, the tagged packet detects a transmission of SC n packet with probability λ n E S gn = ρ n . However, when the tagged packet detects a transmission of a packet of class l, it regards that the system is virtually emptied of class l packets when the ongoing attempt, not the gross transmission, is ended. The probability for such a case is given by the multiplication of the arrival rateλ of class l packets and the expected transmission time of an attempt E Ỹ 0l asλE Ỹ 0l = N k=n+1 λ k E [S k ] /q k = ρ−σ n . Thus, the tagged packet finds a busy system with probability σ n−1 + ρ n + ρ − σ n = ρ, and hence the probability π 0 that the tagged packet finds an idle system, which is the system in state 0, is given by π 0 = 1 − ρ.
Next, we find the probabilities π h , π n , and π l that the tagged packet finds the system in state h, state n, and state l, respectively. Note that a delay cycle for state h is initiated by a class h packet which arrives at the system in an idle state, which occurs with rateλπ 0 =λ(1−ρ), and, using the formula given in (4), the expected duration of the delay cycle is given by
Thus, the fraction of time that the system is in state h, which is the same with the probability π h , can be computed by
Similarly for state n, again using the formula given in (4), the expected duration of the delay cycle is given by
and hence, we can compute π n as
With the probabilities above, the probability π l can be computed as
Now, we are ready to compute the LT φ W n (z) of the waiting time. Noting that E e −zW n = 1 · π 0 + E e −zW n |h π h + E e −zW n |n π n + E e −zW n |l π l , we can compute the LT of the waiting time by using the expressions for the conditional LTs given in (20) , (21) , and (23), and the first moments given in (13) , (19) , and (22) as follows
Then, using (2), differentiating the expression given in (27) and finding its limit value as z approaches zero through some manipulations with the moments given in (11)-(13), (19) , and (22) give
D. THE FLOW TIME OF AN eMBB PACKET
The flow time of an eMBB packet is the amount of time between the instants when the packet arrives at the system and it departs the system. Thus, the flow time consists of the waiting time and the residence time. For a packet of SC n, let F n be the flow time of it. Since the waiting time and the residence time are independent, the LT of the flow time can be easily obtained by φ F n (z) = φ W n (z)φ R n (z). The expected flow time can be calculated by using (2) with the LT φ F n (z), or simply summing the expected waiting time E[W n ] and the expected residence time E[R n ] given in (28) and (17) , respectively, as
V. NUMERICAL ANALYSIS
In this section, we check the accuracy of formula (29) for the expected flow time through simulations. Since the queuing model considered in this work assumes general distributions on the service durations S n 's, we consider three simple types of service time distributions as given in Table 1 where U(a, b) is the uniform distribution on an interval (a, b) and Exp(a) is the exponential distribution with mean 1/a. Note that all the types of random variable given in the table have the same mean µ. For the arrival rate u of URLLC packets, we consider two values 0.1 and 0.5. The number of SCs N in the simulation is set to five. The arrival rates and mean service times for the SCs used in the simulations are given in Table 2 .
To ensure that the simulations are performed under stable conditions in which the formula (29) is valid, the values for arrival rates and mean service times are configured to satisfy the following stability condition
for both u = 0.1 and 0.5. For each combination of random variable type of service time, arrival rate of URLLC packets, and a case for arrival rates and mean service times of eMBB packets, we observe the behavior of the considered queuing system for 10 5 seconds and calculate the average of the flow time for each SC from the result. The results are shown in Fig. 6 . As can be seen in the figure, our formula (29) accurately estimates the average flow times of all SCs for all cases. These results validate the use of (29) as a formula for the mean delay of eMBB packets in calculating spectrum requirement when the puncturing of URLLC services is considered.
Furthermore, we analyze the effect of URLLC puncturing on the distribution of flow times via simulation results. We can expect that increasing arrival rate of URLLC packets make the distribution of a flow time increase stochastically for all SCs. To measure this quantitatively, we exploit the notion of a distance between probability distributions. Here, we use Kolmogorov-Smirnov (K-S) distance which is defined by sup x∈R |F 1 (x) − F 2 (x)| for two distribution functions F 1 and F 2 . Fig. 7 shows K-S distances from the distribution of a flow time without URLLC packet arrivals ( u = 0) to the distributions of flow times as u increases. For a point in the plots, we take an average of 30 K-S statistics for two empirical distributions of corresponding flow times obtained from the results of 30 simulation runs. From the figure, we can see that the increasing arrival rate of URLLC packets has a linear effect on the increase of the flow time in comparison with the absence of the URLLC packet in terms of K-S distance.
VI. EXTENSION OF THE CALCULATION METHOD OF SPECTRUM REQUIREMENT TOWARD IMT-2020 A. EXTENSION OF THE METHODOLOGY
In this section, we develop a calculation method of spectrum requirement for encompassing eMBB and URLLC services of IMT-2020 by extending the method for IMT-Advanced provided in [18] and briefly reviewed in Section II.
Recall that, in the calculation method given in Section II, the first and second moments of the service time of a packet of SC n are expressed by s n = b n /C and s (2) n = b (2) n /C 2 , respectively, where b n and b (2) n are the first and second moments of the packet size measured in bits and C is the system capacity. The required spectrum is taken as the maximum of the solutions C n 's for 1 ≤ n ≤ N equating the expected flow times and the delay budget δ n 's. Also in this extension, it is assumed that we only have the measured parameters b n and b (2) n , and take E [S n ] = s n = b n /C and E S 2 n = s (2) n = b (2) n /C 2 for the moments of the service time of an SC n packet. Unfortunately, the expected flow time given in (29) has the terms q n 's and φ S n ( u )'s, which require all of the moments of the service time to be exactly computed. Thus, using the FIGURE 6. Expected flow times of SCs for various cases. 'Case' in the legends corresponds to the case given in Table 2 .
fact that URLLC packets occur sporadically, i.e., u can be regarded as a small value, we approximate q n and φ S n ( u ) by the first and second moments as Table 2 .
From now on, applying E [S n ] = b n /C, E S 2 n = b (2) n /C 2 , and (30) to the equation in (29), we use an approximated formula F n (C) for the expected flow time of a packet of SC n as (31), as shown at the bottom of the next page. Now we use the formula (31) to find appropriate C * guaranteeing that F n (C * ) ≤ δ n for 1 ≤ n ≤ N . It is obvious that the expected flow time decreases as C increases. Thus, we need to find a domain for C within which our approximated F n (C) decreases as C increases. For each n, two functions are mainly appeared in the formula for F n (C) in (31), which are
In fact, the function g n (C) indicates the approximated value for E S gn , and hence it is reasonable that g n (C) decreases as C increases. Since the denominator of g n (C) has a negative discriminant, it is always positive and g n (C) is well defined for C > 0. Also, differentiating g n (C) with respect to C and equating it zero gives the unique solution u b (2) n /2, and it can be easily checked that the second derivative of g n (C) has a negative value at this point. Therefore, we can conclude that g n (C) has its maximum at C = u b (2) n /2 and decreases to zero on C > u b (2) n /2. By applying a similar method to h n (C), we can get the fact that h n (C) has its maximum at C = u b n /2 and decreases to zero on C > u b n /2. Since we know from Jensen's inequality that b (2) n ≥ b 2 n , both g n (C) and h n (C) are decreasing to zero on C > u b (2) n /2. Furthermore, it can be easily checked that if g n (C)'s and h n (C)'s are all decreasing for 1 ≤ n ≤ N , F n (C) in (31) is also decreasing to zero. Now, we letĈ = max 1≤n≤N u b
(2) n /2 , and take the domain of C as C >Ĉ.
In what follows, we provide a method to derive C * . We first consider the stability condition for this queuing system that ρ < 1. With our approximations, the stability condition is formalized by ρ ≈ N n=1 λ n g n (C) < 1. If N n=1 λ n g n Ĉ > 1, we findC >Ĉ such that N n=1 λ n g n C = 1 whose existence is guaranteed by the fact that all g n (C)'s decrease to zero on the domain C >Ĉ. Otherwise, letC =Ĉ.
For each n, if F n C > δ n , we find C n >C that F n (C n ) = δ n whose existence is guaranteed by the fact that F n (C) decreases to zero on C >C. Otherwise, let C n =C.
At last, we take C * = max 1≤n≤N C n . Then dividing C * by the area spectral efficiency η gives the required spectrum H , i.e., H = C * /η. The whole procedure for the calculation is arranged in Table 3 . 
B. EXAMPLE CASE STUDY
In this section, we estimate the spectrum requirement for IMT-2020 providing URLLC and eMBB services based on our calculation method. To estimate the required spectrum, it is reasonable to consider a kind of small cells that are congested and difficult to be divided. Thus, we focus on the unicast downlink in 'dense urban micro' cell for the calculation. We use the foreseen data for the year 2020 given in [21] as input parameters, which are arranged in Table 4 . Two user density settings, lower and higher, are considered. The spectral efficiency is taken as 5 [bps/Hz]. In keeping with the transition to a completely packet switched architecture of the standards for IMT-Advanced and IMT-2020 by 3GPP, we consider only 10 SCs, SC 11 to 20 in [18] , [21] , here. For the required mean delays, it is only presented in [21] that 20 [ms] is applied to all SCs, but as the eMBB service envisions even end-to-end latencies between 5 and 10 [ms] [22] , [23] , we additionally consider the cases where required mean delays of 5 and 10 [ms] are applied to all SCs.
In Fig. 8 , the results of estimated spectrum requirement based on the method given in Table 3 are provided. Note that, when u = 0, since the formula for F n (C) in (31) is equal to F (A) n (C) in (1) for eMBB services only case, calculating the spectrum requirement for this case exactly follows the method given in [18] . The increase in u reflects the increased URLLC service requests that can be aggregated from multiple sources. As can be seen in the figure, with the input parameters foreseen for 2020 in [21] , the required spectrum is largely determined by the delay requirement of eMBB services. On the other hand, it is likely that the burden of the retransmissions of eMBB packets occurred by the interventions from URLLC packets is not significant. Such results imply that the delay requirements of eMBB and URLLC services need to be considered separately in terms of spectrum requirement. Since the puncturing scheme efficiently handles the stringent delay requirement of URLLC services, the spectrum requirement reflects their impact on the eMBB packets, not the required delay value itself. Also, in IMT-2020, the spectrum resources are considered in units of tens of MHz, so it can be expected that the spectrum can be managed by careful assessment of the required mean delay of eMBB services.
For comparison purposes, we consider a conventional extension of the methodology given in [18] , which places URLLC packets as the SC of the highest priority without puncturing. In order to apply the methodology to this case, the first and second moments of the size of a URLLC packet need to be set. As in [24] , for a URLLC packet, four different packet sizes 32, 50, 100, and 200 bytes are considered. We simply assume that the size of a URLLC packet is given
(2) n C 2 − u b n C + (2) n (31) FIGURE 9. Spectrum requirements with the methodology given in [18] for various arrival rates of URLLC packets and maximum allowed outage probabilities.
by one of the four sizes uniformly randomly. Here, the latency requirement of URLLC service as 1ms [5] , [17] , but this needs to be carefully reflected because the method in [18] only aims to keep the mean delay within this value. If we let F U be the flow time of a URLLC packet in seconds, an outage probability can be defined as P(F U > 10 −3 ). Then we set a level ε > 0 as the maximum allowed outage probability. Since the methodology considers only the average flow time, we apply Markov's inequality as P(F U > 10 −3 ) ≤ E[F U ]/10 −3 to guarantee that P(F U > 10 −3 ) < ε by keeping the required average flow time E[F U ] below ε10 −3 . Fig. 9 shows the results calculated with the same parameter values as in Fig. 8 . In these examples, The maximum allowed outage probability ε varies from 10 −1 to 10 −4 . As can be seen in the figure, the increase in the arrival rate u of URLLC packets does not have a significant effect on the increase in spectrum requirement as in the puncturing case. However, if the requirement for outage probability become more stringent than a certain level, the spectrum requirement increases drastically. As mentioned in [9] [10] [11] [12] [13] and considered in the work, puncturing scheme can handle URLLC packets immediately upon arrival, satisfying latency requirements surely. So, in this example, puncturing scheme is advantageous over handling URLLC packets ordinarily in spite of the burden of retransmissions of eMBB packets, in that the delay requirement is satisfied by only a slight increase in spectrum requirement.
VII. CONCLUSION
In this work, we provided a method to calculate spectrum requirement for IMT-2020 spanning eMBB and URLLC services. We extended the method for IMT-Advanced based on M/G/1 priority queuing model by reflecting the overlapping scheme that URLLC services are implemented by puncturing a part of resources for eMBB services. For the extension, we derived the expected flow time for each SC for eMBB services through a rigorous analysis of the retransmissions of eMBB packets caused by URLLC packets. Numerical results validated the accuracy of our derived formula. Based on the foreseen data for the year 2020, we addressed that aggressiveness of URLLC services has less impact on the additional amount of required spectrum than the required delay of eMBB services.
