Unprecedented Vessel-Icing Climatology based on Spray-Icing Modelling and Reanalysis Data: A Risk-Based Decision-Making Input for Arctic Offshore Industries by Naseri, Masoud & Samuelsen, Eirik Mikal
  
Atmosphere 2019, 10, 197; doi:10.3390/atmos10040197 www.mdpi.com/journal/atmosphere 
Article 
Unprecedented Vessel-Icing Climatology based on 
Spray-Icing Modelling and Reanalysis Data: A Risk-
Based Decision-Making Input for Arctic Offshore 
Industries 
Masoud Naseri 1,* and Eirik Mikal Samuelsen 2,3 
1 Department of Technology and Safety, UiT The Arctic University of Norway, Campus Harstad,  
9480 Harstad, Norway; masoud.naseri@uit.no  
2 Norwegian Meteorological Institute, 6314 Tromsø, Norway; eiriks@met.no 
3 Department of Physics and Technology, UiT The Arctic University of Norway, Campus Tromsø,  
9037 Tromsø, Norway; eirik.m.samuelsen@uit.no   
* Correspondence: masoud.naseri@uit.no; Tel.: +47-7766-0327 
Received: 5 March 2019; Accepted: 9 April 2019; Published: 11 April 2019 
Abstract: Marine icing is considered a major concern for vessels operating in the Arctic Ocean. 
Interaction between vessels and waves is the major source of sea spray that, under certain 
conditions, can lead to ice accretion on the vessels and thus create hazardous situations. Various 
models have been developed for the estimation of ice accretion rate using meteorological and 
oceanographic parameters. Various data sets are also available containing observations of spray 
icing events for different Arctic offshore regions. However, there is limited climatological 
information that can be used for providing decision-makers with the necessary information on 
optimal options and solutions in advance for assessing, managing, and mitigating the risks imposed 
by spray icing. In this study, a Marine-Icing model for the Norwegian Coast Guard (MINCOG) is 
adapted to study and analyze ice accretion on vessels operating in sea areas between Northern 
Norway and Spitsbergen, their temporal and spatial variations, as well as their statistical 
distributions over the region. This study uses NOrwegian ReAnalysis 10 km data (NORA10) of 
atmosphere and ocean parameters as input to the icing model from 1980 to 2012. The developed 
spray icing maps representing spatial and temporal variation of icing severity and spray-ice 
accretion rate, as well as the probability of the occurrence of icing events at different junctures and 
periods, can be used for risk-based decision-making tasks involved in industrial activities including 
shipping and offshore logistics operations in these sea areas. 
Keywords: sea spray icing; ice accretion rate; icing frequency; icing severity; Arctic offshore; 
Norwegian Barents Sea; offshore vessels 
 
1. Introduction 
Sea spray icing is considered a major risk and a crucial environmental challenge for Arctic 
offshore operations [1–3]. Under dramatic circumstances, it may cause vessel capsizing and the loss 
of lives. In the 1960s, over a period of five years, 299 losses of lives have been reported due to ships 
sinking in the northern seas of Japan [1]. Sea spray icing has been cited as the main reason for the loss 
of trawlers “Lorella” and “Roderigo” north of Iceland in January 1955, which is actually marked as 
the starting point of research on sea spray icing. The sinking of ten Soviet ships in the Bering Sea in 
1965 is also referred to be the result of ship instability due to spray icing [2]. Chatterton and Cook [4] 
reported three accidents, where vessels “Tradewind”, “Hunter”, and “Star Trek” capsized off the 
coast of Alaska in 2002, 2007, and 2007, respectively, due to the induced instability of ice accretion. In 
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addition, vessel icing can affect the safety of on-board operations, as well as equipment 
maintainability and reliability. Severe icing can cause delays in logistics support and thus lead to 
operational downtimes. Accretion of ice on equipment can reduce its reliability, increase the static 
load on equipment, and increase wind drag by changing dimensions and weight, shapes, and drag 
coefficients [5–7]. It can also seal firefighting equipment, escape passages, doors, and ventilation 
systems, and thus increase the chances of gas accumulation, explosion, and the spread of fire. It can 
cover rescue boats and lifesaving apparatus and thus impinge on escape, evacuation, and rescue 
(EER) operations [6,8–11]. 
In order to reduce or eliminate the adverse effects of spray icing, mechanical or electrical anti-
icing and de-icing measures are usually employed as winterization concepts in Arctic offshore vessels 
and platforms [11,12]. In 2015, the International Maritime Organisation (IMO) released an updated 
version of the guidelines, “International Code for Ships Operating in Polar Waters (Polar Code)”, for 
ships operating in polar areas. A holistic risk-reducing approach is employed in order to improve the 
safety and reduce the social/environmental impact due to ship operations in the polar waters [12]. 
However, such guidelines are usually generic and suggested measures are costly. The use of 
materials and higher energy conception for anti-icing purposes increases design and operations costs, 
greenhouse gas emissions, and thus adversely impact design sustainability [8,13]. In this regard, the 
efficient planning of anti-icing and de-icing techniques requires detailed information on the potential 
icing rate in the region.  
However, the prediction of icing rate and forecasting icing events are challenging tasks due to, 
for instance, uncertainties related to accurately estimating the spray amount, complexity of modelling 
turbulent heat transfer between the atmosphere and wetted surfaces on the ship, complexity of 
precisely estimating brine salinity and, hence, the freezing temperature [1–3,9,14]. In addition, 
documented icing events required for model verification, as well as forecasting oceanographic and 
meteorological parameters that affect the spray-icing process, are also associated with a great deal of 
uncertainty. The vessel characteristics, geometry of vessel/platform-wave interactions, location of 
equipment and facilities on-board are other parameters that make spray ice modelling even more 
complex [1,3,9,15,16].  
Despite such challenges, some researchers have developed models to give an estimation of spray 
icing rate [9,17–19]. However, these models have received little verification, and their complexity is, 
therefore, not necessarily justified by observations. A major drawback is, for instance, the fact that 
the models assume that the wave height may be estimated directly from the wind speed, which is 
rarely the case in observed icing events [1]. Some other commonly used icing prediction models are 
ICEMOD [20,21] and RIGICE04 [22], which simplify and decompose the structure into cylindrical 
and flat components. Heat transfer is approximated using empirical equations and it is assumed that 
the airflow is unaffected by other parts of the structure [9]. Overland [23] is a special case based on a 
physical model for wave-ship interaction. However, a constant relationship between the spray flux 
and the icing rate is assumed, and the final heat-flux equation is empirically adjusted against icing 
rate observations from Alaska and the east coast of Canada [16]. The result of these assumptions is 
that the final algorithm or so-called predictor for calculating icing rates is very simple and only 
dependent on the three variables, namely air-temperature, wind speed, and sea-surface temperature. 
Hence, the model indirectly assumes that there is always enough spray water available regardless of 
the wave height [16]. 
One of the main applications of icing rate prediction models is providing inputs for Arctic 
offshore industrial activities such as O&G, shipping, logistics support, search and rescue, and oil spill 
clean-up. Knowledge and information on short-term and long-term trends of spray icing frequency 
and ice accretion rate in the region of interest can play a crucial role in risk-based decision-making 
tasks involved in such operations and industrial activities in both the long term and short term. While 
icing rate is the amount of accreted ice per unit of time usually expressed in cm h−1, spray icing 
frequency is a measure showing during a specific time period (e.g., the month of January), or how 
many times spray icing has occurred (see Section 3.1 for more discussion). Such information can also 
contribute to selecting optimized shipping routes in terms of risks associated with spray icing, 
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avoiding financial loss due to possible delays in delivering services and goods, as well as reducing 
fuel consumption and costs related to the implementation and use of anti-icing and de-icing 
measures. Thus, short-term and long-term planning of offshore operations in the Arctic offshore 
requires knowledge on statistics of icing events and accretion rate. Such information can also be used 
in the sustainable design and operation of de-icing and anti-icing techniques and measures.  
To the best of the authors’ knowledge, there are limited research works on the climatology of 
spray icing in the Arctic waters, including References [14,24,25]. However, even these works are 
developed based on either gridded global marine data sets with course resolution, or input from land 
stations (e.g., in 1988, Løset et al. [25] use Comprehensive Ocean-Atmosphere Data Set (COADS) with 
at least 1 × 1 latitude/longitude and input from Bjørnøya and Slettnes) or icing models that have 
limited verification against observations. The climatology study of Moore [14], on the other hand, 
uses the commonly applied Overland [23] model that has been tested against observations [16,26,27]. 
However, as shown by Samuelsen et al. [26] and Samuelsen [16], this model greatly overestimates 
the icing rates, particularly near the ice edge where the sea surface temperature and air temperatures 
are low, regardless of the wind speed and wave height.  
In this regard, the current study adapts the ship-icing model known as the Marine Icing model 
for the Norwegian Coast Guard (MINCOG) newly developed by Samuelsen et al. [1]. The MINCOG 
model is developed based on the modelling of wave-ship interaction as the sea spray generated from 
the interaction between ships and waves is considered the most dominating water source in ship-
icing events. Samuelsen [16] shows how this model provides higher verification scores than 
previously applied ship-icing models and nomograms, when the models are verified against ship-
icing data from Arctic-Norwegian waters, outside Alaska, and at the east coast of Canada. A short 
introduction to the MINCOG model and its underlying concepts and assumptions is given in Section 
2. 
In the current study, by employing the MINCOG model and using NOrwegian ReAnalysis 10 
km data (NORA10) [28], icing maps over sea areas between Northern Norway and Spitsbergen 
further present the statistics of icing events, accretion rate, as well as their temporal-spatial variations 
throughout the year. In addition, icing severity is categorized into three groups, namely severe, 
moderate, and light, of which the frequency of occurrence is also depicted over the selected sea areas. 
These maps can play an invaluable role in the planning, design, and operational phases of Arctic 
offshore technologies and activities. Moreover, five different locations in the Norwegian Barents Sea 
are selected due to their importance from either a geographical, meteorological, or industrial 
perspective, where icing rates and icing frequencies are studied in more detail, together with the key 
oceanographic and meteorological parameters affecting the spray icing. The long-term variations in 
icing rates and frequencies are studied as well. Moreover, the decreasing trend of sea ice cover and 
the retreat of the sea ice edge and its possible effects on the long-term trend of spray icing in its 
vicinity are discussed. The rest of the paper is organized as follows: Section 2 introduces the MINCOG 
model and reviews its underlying assumptions in addition to an overview of the data used in this 
study; Section 3 presents the results of the study; Section 4 briefly discusses the application of the 
results of the study in risk-based decision-making tasks for Arctic offshore industrial operations; and 
Section 5 presents the concluding remarks. 
2. Model and Data  
2.1. MINCOG Model Description, Study Assumption, and Data 
The MINCOG model [1] is developed based on the modelling of wave-ship interaction and uses 
the Norwegian Coast Guard ship class named "KV Nordkapp" as a reference ship type for ship-icing 
calculations. The sea-spray flux 𝑅𝑅𝑤𝑤 , in the MINCOG model, is calculated based on spray data 
adapted from Borisenkov et al. [29] and Horjen et al. [30] and adjusted for the larger size of the “KV 
Nordkapp” ships compared to the ships where the spray data were collected. The spray flux is also 
calculated at the position in which icing was recorded on the KV Nordkapp ships by using a trajectory 
model for droplet speed and droplet flight time, which depends on the ship geometry of KV 
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Nordkapp. In addition, a heat balance is assumed at this fixed position in the front of the ship, and 
the icing rate 𝑑𝑑ℎ/𝑑𝑑𝑑𝑑 is derived by considering the most important heat fluxes 𝑄𝑄, acting on the saline 
water on this position of the ship. As salt is expelled during the freezing process, the freezing 
temperature is lower than the freezing temperature of the incoming seawater. Figure 1 illustrates the 
MINCOG model-system flow chart adopted from Samuelsen et al. [1]. The model uses 15 input 
variables from the atmosphere (green), the ocean waves (blue), the ocean (turquoise), and the ship 
(yellow). However, in this study only the parameters that are directly available from NORA10 are 
applied as inputs to the model, i.e., wind speed 𝑉𝑉, air temperature 𝑇𝑇𝑎𝑎, relative humidity 𝑅𝑅𝐻𝐻, mean-
sea level pressure 𝑝𝑝, significant wave height 𝐻𝐻𝑠𝑠, and significant wave period 𝑃𝑃𝑠𝑠. 
For the other parameters, the mean value in Table 2 in Samuelsen et al. [1] is applied as input, 
namely a constant vessel speed 𝑉𝑉𝑠𝑠 of 4 m s−1, sea surface or water temperature 𝑇𝑇𝑤𝑤 of 2.5 °C, and 
incoming seawater salinity 𝑆𝑆𝑤𝑤 of 35 ppt. According to the sensitivity tests performed by Samuelsen 
[16], it was both calculated and observed that icing rates are not very sensitive to 𝑉𝑉𝑠𝑠, 𝑇𝑇𝑤𝑤, or 𝑆𝑆𝑤𝑤 in the 
observed ranges of these parameters in the sea areas of interest. Furthermore, deep-water 
approximation is applied, so the bathymetry depth 𝐷𝐷𝑃𝑃  is not needed for wave-phase speed 
calculation. 
 
Figure 1. The Marine Icing model for the Norwegian Coast Guard (MINCOG) model-system includes 
input parameters (rectangles) from the atmosphere (green), the waves (blue), other ocean parameters 
(turquoise), the ship (yellow), and the final calculated icing rate 𝑑𝑑ℎ/𝑑𝑑𝑑𝑑. Important processes like the 
trajectory model 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇., spray flux 𝑅𝑅𝑤𝑤, and calculation of heat fluxes 𝑄𝑄, are marked with red circles. 
Dotted arrows represent more indirect or weaker effects. Blue arrows mark processes only involved 
when applying the Borisenkov spray-flux formulation. Grey arrows mark processes only involved 
when applying the Horjen spray-flux formulation. Black arrows mark processes involved when 
applying both spray-flux formulations. More detailed information on the model is given in Reference 
[1]. 
Moreover, incoming shortwave radiation ↓ 𝑆𝑆𝑆𝑆 is neglected, and incoming longwave radiation 
is parametrized by assuming that the atmosphere is radiating as a black body with a temperature 
equal to the 2-metre air temperature, i.e., ↓ 𝐿𝐿𝑆𝑆 = 𝜎𝜎(𝑇𝑇𝑎𝑎 + 273.15)4, where 𝜎𝜎 is the Stefan-Boltzmann 
constant, 5.6710 × 10−8 Wm-2K-4. Furthermore, it is assumed that the winds and waves are coming 
from the same direction, i.e., 𝐷𝐷𝐷𝐷 = 𝐷𝐷𝑆𝑆, and a constant angle is applied for the direction between the 
ship and wind equal to the median value of the icing events used in Samuelsen et al. [1], i.e., 𝛽𝛽 =
|𝐷𝐷𝑖𝑖𝑖𝑖 − 𝐷𝐷𝐷𝐷| = 150 °. The trajectory model is skipped for simplicity and the water droplet velocity 𝑉𝑉𝑑𝑑 
is calculated from the relative velocity between the wind and the ship in the horizontal direction, and 
an assumed terminal velocity of uniform droplets with a constant spherical size with a diameter of 2 
mm. Furthermore, only the spray-flux expression with spray data adapted from Reference [30] is 
Atmosphere 2019, 10, 197 5 of 29 
applied. For further details on the modelling steps and algorithms employed in MINCOG, the reader 
is referred to the work done by Samuelsen et al. [1] and Samuelsen [3]. 
Meteorological and atmospheric parameters contributing to the spray-ice generation and its 
accretion rate are time-dependent and also vary over the Arctic. This, consequently, leads to a spatial-
temporal variation of icing event occurrence and accretion rate, which should be studied over the 
region, where offshore installations are located, or over sea voyages, wherein logistics support and 
shipping operations are performed. To this aim, the 3-hourly reanalysis hindcast (NORA10) database 
is used to extract the values of the six variable input parameters of the MINCOG model, i.e., wind 
speed 𝑉𝑉 , air temperature 𝑇𝑇𝑎𝑎 , relative humidity 𝑅𝑅𝐻𝐻 , mean-sea level pressure 𝑝𝑝, significant wave 
height 𝐻𝐻𝑠𝑠, and significant wave period 𝑃𝑃𝑠𝑠. NORA10 is a downscaling of the global reanalysis ERA-
40 [31] from 1958 to 2002. The downscaling is performed over the Northern Atlantic with the HIgh 
Resolution Limited Area Model (HIRLAM) version 6.4.2 [32] set up on a rotated grid with 
approximately 0.1 degree resolution (approximately 10 km grid spacing) [33]. The WAve Model 
(WAM) [34] is forced from HIRLAM on the same grid. After the year 2002, the operational analyses 
from the European Centre for Medium-Range Weather Forecasts Integrated Forecasting System 
(ECMWF IFS) are applied initially and at the boundary of HIRLAM. In this study, the period, for 
which 3-hourly NORA10 data are extracted, is from 1 January 1980 to 31 December 2012, which 
constitutes more than 96,000 sets of input data for estimation of icing rate using the MINCOG model 
for such a period. 
2.2. Scope of the Study and Grid Preparation 
Figure 2 illustrates the scope of the study that mainly covers the Arctic Norwegian sea areas. 
The area is bounded to the latitudes 69° N to 78° N divided into 18 meridians each of which is 0.5 
degrees; and, to the longitudes 8° E to 36° E divided into 28 parallels, each of which is 1 degree. This 
divides the whole area into 441 grid cells excluding the grids covering the land. Five different offshore 
locations, denoted by A (72.49° N, 20.37° E), B (77.18° N, 8.61° E), C (69.26° N, 35.50° E), D (74.07° N, 
35.81° E), and E (75.80° N, 27.60° E), as illustrated in Figure 2, are selected based on their potential 
interest from either industrial or meteorological perspectives for a more detailed analysis of temporal 
variability of meteorological and oceanographic parameters and, thus, icing events and icing rates. 
 
Figure 2. Study scope and five locations selected in the Norwegian Arctic sea areas. 
Location A (72.49° N, 20.37° E) corresponds to 7220/8-1 discovery wellbore in the Skrugard 
structure of Johan Castberg O&G field in the southwest of the Barents Sea, discovered in 2011. The 
planned development concept includes a production, storage, and offloading vessel [35]. As 
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illustrated in Figure 3, the water system in location A is a mixture of coastal waters and warm Atlantic 
waters flowing towards the northeast. Activities related to drilling, field development, and 
production, in addition to the introduction of some passive safety barriers such as deployment of 
vessels and facilities for oil spill containment and removal, as well as search and rescue vessels, 
highlight the necessity of acquiring detailed information on the possibility of icing events and icing 
rates throughout the year at this location. Location B (77.18° N, 8.61° E) is west of Spitsbergen island 
in the Svalbard archipelago, where the main water stream is the continuation of warm Atlantic waters 
flowing towards the northwest of Svalbard (see Figure 3). Location C (69.26° N, 35.50° E) is at the 
Russian coast in the Barents Sea, north of Murmansk, which is important for offshore vessel 
operations and supporting activities that are involved with the development and production of 
Russian gas fields located further north in the east of the Norwegian-Russian sea border, like 
Shtokman, Ledovoye, and Ludlovskoye [36]. The main water system at this location is the coastal 
water flowing towards the east. Location D (74.07° N, 35.81° E) is where the discovery wellbore 
7435/12-1 was drilled in 2017 in the Norwegian part of the Barents Sea [37]. It is located approximately 
500 km east of Bjørnøya (see Figure 3). This grid cell is in the northeast of the area, which is currently 
open for petroleum activity in the Norwegian Barents Sea (delineated below the latitude 74.5° N). 
Location E (75.80° N, 27.60° E) is in the southwest of Hopen Island, near the sea ice edge, where cold 
Arctic waters meet warm Atlantic waters (see Figure 3). Although this area is not open for petroleum 
activities, it had been licensed for conducting seismic surveys [37]. 
 
Figure 3. Main water currents of the Barents Sea [38]. 
3. Results and Discussion  
3.1. Icing Events and Their Rates in Some Regions of Interest 
According to Samuelsen [16], only three atmospheric or oceanographic parameters contribute to 
the icing rate significantly, namely wind speed, air temperature, and significant wave height. Figure 
4 shows the daily variation of wind speed in m s-1, significant wave height in m, and air temperature 
in °C, in locations A to E (see Figure 2). Each plot shows the 2.5th percentile (blue), the median (black), 
and the 97.5th percentile (red) of the corresponding variable. Such values are obtained by collecting 
the data corresponding to each day over the course of 33 years from 01.01.1980 to 31.12.2012, and 
then computing the required statistics for each day. The values of -1 referring to significant wave 
heights in locations D and E represent the cases where the sea surface was covered by ice and thus 
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no wave heights were recorded. It is trivial that, on such occasions, no spray icing occurs either. 
Compared to the other locations, location A has relatively higher air temperature throughout the year 
with a median approximately above zero, which is due to the flow of relatively warmer Atlantic 
waters (see Figure 2). The air temperature difference between summer and winter in location A is 
also smaller than that of the other locations. Locations B, D, and E, which are near the ice edge and 
located further away from the Atlantic water current, have lower temperatures in general, specifically 
during winter with a relatively larger difference between summer and winter air temperatures. The 
temporal temperature profile of location C shows relatively warmer summer seasons and colder 
winter seasons than those of A, a clear signature of point C being closer to the land areas compared 
to the open ocean point A. Hence, C is more affected by the temperature onshore during both summer 
and winter. Location C has also relatively weaker wind speeds and lower wave heights than A, 
particularly in winter. One interpretation of the weaker wind speed in C relative to A might be that 
the cyclones could be a more attenuated when they pass the land areas of Northern Scandinavia, and 
therefore they would produce weaker winds in C. However, it might also be due to the fact that point 
C is so close to the land points in the model with higher roughness compared to point A, which is 
only surrounded by ocean points. The lower waves in C compared to A might be a result of the 
weaker winds in C but may also stem from the fact that there is clear fetch limitation even in strong 
wind conditions when the wind is blowing from the land in C, i.e., the waves are not building up so 
close to the shore. As stated earlier, sea surfaces in locations D and E are sometimes frozen in winter, 
thus the lower 2.5th percentile of wave height in those regions is represented by −1. It is also 
interesting to note that the air-temperature median in A is mostly above zero degrees throughout the 
year, while in the other four locations the median is below zero degrees from October/November to 
April/May. 
The first row of Figure 5 illustrates the icing-rate distribution in cm h−1 for each month in 
locations A to E. Icing rates are obtained by collecting the icing rate values corresponding to each day 
of the year over the course of 33 years from 1 January 1980 to 31 December 2012. In other words, for 
each specific day of the year there are 33 icing rate values, for which the corresponding 2.5th 
percentile (blue), the median (black), and the 97.5th percentile (red) are estimated. In addition, it is 
also useful to have an estimate of the probability of the occurrence of an icing event on each day 
throughout the year, or an average in each month. To this aim, for each calendar year (i.e., 1980 to 
2012) the number of icing events during each month is divided by the total number of time intervals 
(each day includes eight equal time intervals) in order to compute the 3-hourly frequency of icing 
events in each month of each year. For example, an icing frequency of 37.5% for January means that 
93 icing events occurred during that month, which are divided into 248 (31 times 8) 3-hour time 
intervals. This will result in 33 different values of a 3-hourly icing event frequency corresponding to 
each month. Such values are further used to estimate the 2.5th percentile, the median, and the 97.5th 
percentile for that month, which are illustrated in the boxplots shown in the second row of Figure 5. 
Higher air temperatures throughout the year lead to a smaller ice accretion rate in location A 
compared to other locations, while, in location C, such a relatively lower ice accretion rate is mainly 
due to the lower wave height and, thus, smaller water flux compared to the other locations. Locations 
B, D, and E experience higher accretion rates compared to the other locations. Since the wave height 
and wind speed climatology in B, D, and E are quite similar to those of A (Figure 4), such higher 
accretion rates are then due to lower air temperatures in those regions. In winter and spring 
(December to May), locations D and E experience a large variation of icing frequency (the second row 
of Figure 5), which could be related to the fact that the sea surface is frozen throughout the month in 
some years, providing no icing, while in some other years there are only certain days with sea ice 
during these months. Location A, in the southwestern Barents Sea, has a relatively lower icing 
frequency compared to the other locations (the second row of Figure 5), which is mainly associated 
with higher air temperatures in A. On the other hand, the frequency of icing events in location C is 
considerably higher than that of A. 
Moreover, as illustrated in the second row of Figure 5, in all these locations no icing events are 
recorded in August. In locations A and C, this icing-free period includes June, July, and September; 
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and, in location B, the only ice-free months are July and August. Such trends are also confirmed by 
notably above-zero air temperatures in those months as shown in Figure 4. It is also apparent from 
the second row of Figure 5 that, in location A, the minimum icing frequency for all the months is zero. 
In other words, there has been at least a year over the whole period of 33 years that no icing event 
has happened in either of the months in location A. Similarly, the first few months of the year in 
locations D and E have also a minimum icing frequency equal to zero, which is related to either 
occasional positive air temperatures or frozen sea surface. On the other hand, in locations B and C, 
there are no icing-free winter months, i.e., for each of these winter months, there have always been 
some icing events over the whole period of 33 years.  
While the second row of Figure 5 reports the 2.5th, 50th, and 97.5th percentiles of icing frequency 
regardless of its severity level, Figure 6 distinguishes the icing frequency of each location 
corresponding to three different severity levels, namely light (L) (the first row), moderate (M) (the 
second row), and severe (S) (the third row). The data for constructing the boxplots in Figure 6 are 
restructured in the same way as the data applied for Figure 5. Samuelsen [16] divides icing events 
into light, moderate, and severe classes according to the frequency distribution of observed icing rates 
combined with reported severity of severe icing events from the Norwegian Coast Guard. Moderate 
class represents the icing rates above the 50th percentile of observed icing rates in Samuelsen [16], 
while severe icing class includes those events with rates above the 90th percentile, both assuming 
that the icing rates are following a log-normal distribution [16]. The applied thresholds represent the 











Moderate           0.5 ≤ 𝑑𝑑ℎ
𝑑𝑑𝑑𝑑
< 1.34
Severe                             1.34 ≤ 𝑑𝑑ℎ
𝑑𝑑𝑑𝑑
, (1) 
Note that, as presented by Equation (1), icing rates smaller than 0.05 cm h−1 are assumed zero by 
following the categorization procedure of Samuelsen [16] in order to avoid unrealistically small rates 
in the light icing class. 
As shown in Figure 6, while most of the icing events occurred in locations A and C are 
categorized as light, the frequency of moderate icing events in locations B, D, and E are considerable, 
particularly during winter months. In addition, as shown in the last row of Figure 6, no severe icing 
is recorded for locations A and C, while some winter months in locations B, D, and E have 
experienced severe icing events, although with lower frequencies compared to moderate and light 
icing events in such locations. 
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Figure 4. The 2.5th percentile (blue line), median (black line), and the 97.5th percentile (red line) of the daily variation of air temperature in °C, wind speed in m s−1, and 
significant wave height in ‘m’ in offshore locations A, B, C, D, and E. 
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Figure 5. First row: 2.5th percentile, median, and 97.5th percentile of icing rate (all classes) for each day throughout the year. Second row: Box plot (minimum, 2.5th, 50th, and 
97.5th percentiles, and maximum) of 3-hourly icing frequency (all classes) for each location in each month. 
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Figure 6. Box plot (minimum, 2.5th, 50th, and 97.5th percentiles, and maximum) of 3-hourly icing frequency for each location in each month corresponding to light icing (first 
row), moderate icing (second row), and severe icing (third row).
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3.2. Spatial-Temporal Variation of Icing Rate and Frequency over the Arctic Norwegian Sea Areas 
Figure 7 illustrates the maximum icing rate in cm h−1 for the sea areas between Northern Norway 
and Svalbard during each month over a period of 33 years, starting from 1 January 1980 using more 
than 96,000 sets of meteorological and atmospheric data. The reasoning behind reporting the 
maximum icing rate is related to the design and operational concerns. The proposed engineering 
solutions for design facilities and their operations in the Arctic offshore should be able to withstand 
at least such icing events. This information can be used for the implementation of anti- and de-icing 
techniques. Although these icing rates correspond to a period of 33 years in the past, one can also 
account for temporal variation of maximum icing rates and their frequency over this period in order 
to obtain some predictions of extreme values (e.g., 100-year or 10,000-year return period) for 
maximum icing rates. The thresholds for moderate/severe icing rates are specified by solid black lines 
in the plots and legend. 
Figure 8 shows the 3-hourly frequency of icing events, including all icing classes, i.e., light, 
moderate, and severe (Equation (1)) in each month. Frequencies are obtained by dividing the total 
number of icing events occurring in each month during the period 1980 to 2012 by the total number 
of time intervals. For instance, for January, the total number of time intervals is 8 × 31 × 33 = 8184, 
and the number of icing events is the number of times that estimated icing rate is greater than or 
equal to 0.05 cm h−1. This ratio is calculated and reported as the 3-hourly frequency of icing events. 
The solid black contour line in the plots and solid black line in the color bar legend show the 50% 
frequency.  
Alternatively, for each grid cell, one can obtain an icing rate distribution for each month or day. 
One might be also interested in the distribution or percentiles of the distribution of icing frequency 
for a specific location for each day or month. An example of such results is shown in Figures 5 and 6 
for five selected locations in the Norwegian Arctic sea areas (see Figure 2).  
Sometimes decision-makers are interested in moderate/severe icing events in order to adapt 
specific anti-icing and de-icing measures that would not be necessary for light icing events. In Figure 
9, the 3-hourly frequency of the combined class moderate and severe icing in each month is 
visualized. The solid black contour lines specify the 10% and 20% frequencies. The approach followed 
for estimating such frequencies is the same as the one used for constructing Figure 8. However, this 
case excludes the icing events with a rate smaller than 0.5 cm h−1 (i.e., excluding light icing events), 
and thus just represents the 3-hourly frequency of moderate and severe icing events. 
Figures 7 and 8 indicate that icing has occurred in all months in the northernmost part of the 
region, while Figure 9 visualizes that moderate or severe icing has never occurred in the summer 
months of June to August. The most severe events have occurred in January to March north of 74° N 
(Figure 7), and mainly east of Spitsbergen. On the other hand, the highest icing frequency is west of 
Spitsbergen and near the coast of Russia, corroborating the results from points B and C in the second 
row of Figure 5. It is clearly noticeable in Figure 8 that the the icing frequency is lower in the 
northeastern part of the region, where sea ice normally occurs from November to April compared to 
the region further south and west with the highest icing frequencies. This highlights the complexity 
of the spray-icing problem, which is needed when considering both the spray available for freezing 
and the heat fluxes capable of freezing the brine water. 
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Figure 7. Maximum icing rate (all icing) in each month. The black lines illustrate the thresholds between light and moderate, and moderate and severe icing. 
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Figure 8. Three-hourly icing frequency (all icing classes) in each month. The black line represents the 50% frequency isoline. 
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Figure 9. Three-hourly frequency of moderate and severe icing in each month. The 10% and 20% frequency isolines are represented as black lines. 
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3.3. Historical Trend of Icing Rates and Frequencies over the Arctic Norwegian Sea Areas 
Although the Arctic has always experienced cooling and warming cycles, the current meltdown, 
which is dramatic and directly correlated with industrial emissions of greenhouse gases, defies any 
historical comparison [39]. In general, the effects of global warming in the Arctic are far more 
dramatic than elsewhere, which is a fact that has led to the retreat of sea ice over recent decades. Since 
1995, at least 41% of multiyear ice has vanished from the Arctic Ocean [40]. This is also evident in the 
Norwegian Meteorological Institute’s data confirming that the area of the Arctic Ocean, with at least 
15% sea ice concentration, has decreased considerably over the last three decades (1979–2010), with 
a relatively sharper decreasing trend during summer and autumn. From 1981 to 2010, the ice extent 
in summer has diminished by 30%, while it has reduced by 10% during winter, with the lowest record 
occurring at end of summer 2012 since 1979. Similar to other Arctic seas, the Barents Sea has also 
experienced a reduction in ice extent. According to the data provided by the Norwegian 
Meteorological Institute on the sea-ice extent with at least 15% ice concentration from 1980 to 2015 in 
April, there is a clear decreasing trend from about 880 km2 in 1980 to about 607 km2 in 2017 (about 
30%) with the lowest record of about 458 km2 in 2016. 
Such a decreasing trend of sea-ice area can also be interpreted in terms of the retreat of sea-ice 
edge. Figure 10A and 10B show the frequency of sea ice extent with at least 40% ice concentration 
over the period October 1980 to May 1981 and October 2011 to May 2012, respectively, over the central 
and western Barents Sea. As shown in these figures, the position of the ice edge in the Barents Sea 
with at least 40% ice concentration has changed considerably during the period 1980 to 2012. For 
instance, while in the winter of 1980 the areas northeast of Svalbard had always been covered by sea 
ice with a concentration of at least 40%, the frequency of the sea surface being covered with such an 
ice concentration varies between 40% to 100% in the winter of 2011. Central parts of the Barents Sea, 
areas west of Svalbard and north of Bjørnøya, show a considerable retreat of ice edge. 
 
Figure 10. Frequency of 40% sea ice concentration in the western and central Barents Sea. (A) October 
1980 to May 1981; and (B) October 2011 to May 2012. 
The loss of sea ice significantly raises the absorbed surface solar radiation and the heat loss from 
the ocean surface through turbulent heat fluxes between the ocean and atmosphere and outgoing 
longwave radiation from the ocean surface. A combination of these factors, together with the lateral 
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heat transport into the Barents Sea, determine the changes in sea surface temperature [41]. In general, 
both observations and simulations suggest a clear increasing trend in surface temperature of the 
Barents Sea over recent decades, although there are some inter-annual and decadal variations [41,42]. 
In addition to the sea surface temperature, the Barents Sea air temperature has also increased during 
recent decades. In addition to its effects on sea surface temperature and air temperature, the loss of 
sea ice and the retreat of the sea ice edge contribute to changes in significant wave heights, 
particularly in areas close to the ice edge, where sea ice normally occurred during certain months of 
the year in the past. 
Such complex long-term changes in meteorological and oceanographic parameters of the 
Barents Sea affect the occurrence of spray icing and icing rate in the long term. Thus, regarding the 
planning for design and operations of industrial facilities and activities in the Norwegian Arctic sea 
areas in general and the Barents Sea in particular, one should definitely account for annual and 
decadal changes in spray icing frequency and rates. In order to illustrate this issue, an arbitrary 
position in the east of Hopen Island is selected, as shown in Figure 10, denoted by X (77.2° N, 32.5° 
E). Figure 11 shows the annual variation of the median of significant wave height and mean air 
temperature in this location for months January to May and October to December from 1980 to 2012. 
The values of −1 referring to significant wave heights represent the cases where the sea surface was 
covered by ice and thus no wave heights were recorded. In the period October 1980 to May 1981, 
location X has experienced a sea ice concentration of at least 40% with a frequency of approximately 
60%–70%. However, such a frequency reduces to zero percent in the period October 2011 to May 
2012. As depicted in Figure 11, the retreat of sea ice then becomes associated with the increase in 
significant wave height, especially in January, November, and December in recent years. In addition, 
for the same period, Figure 12 shows yearly variations in estimated 3-hourly icing frequency and the 
97.5th percentile of icing rates in this location. The increase in icing frequencies, particularly in 
November, December, and to some extent, in January, is the most noticeable signature in these 
figures, a clear result of decreasing sea ice and retreat of sea ice edge. Since the temperature is still 
below freezing, in combination with high enough waves and strong enough winds, icing will still 
occur, although the air temperature experiences a rising trend. 
 
Figure 11. Yearly profile of the median of significant wave height and mean of air temperature from 
January to May and October to December for location X specified in Figure 10. 
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Figure 12. Yearly profile of icing rate and icing frequency from January to May and October to 
December for location X specified in Figure 10. 
As indicated by Figures 11 and 12, it is of particular importance for the industries to have clearer 
information and knowledge about long-term changes of spray icing occurrence frequency and rate. 
To this aim, Figures 13–15 show the 3-hourly frequency of all icing classes in each month over the 
whole region. The first, second, and third row of the figures compare icing frequencies during the 
periods 1980–1989, 1990–1999, and 2000–2009, respectively. Similarly, in Figures 16–18, the 3-hourly 
frequencies of severe and moderate icing events in each month over the whole region are presented. 
The first, second, and third row of these figures compare severe and moderate icing frequencies 
during the periods 1980–1989, 1990–1999, and 2000–2009, respectively. 
Investigation of the plots in Figures 13–18 reveals several interesting results. Firstly, the 
southwestern corner seems to have a reduction or little trend in icing frequency when comparing the 
1980s, 1990s, and 2000s for each month. For the northwestern corner, there also seems to be a 
decreasing trend in some of the months, particularly November, December, and January. However, 
considering all icing classes, in February, and particularly March, the icing frequency in the 2000s is 
almost equal or even higher than in the 1980s. The month of March in the 2000s actually seems to 
have the highest icing frequency in this area among all months during these three decades. This may 
be related to more cold air outbreaks from the ice, i.e., events with strong winds, high waves, and 
low temperatures in combination, in this month in the 2000s compared to the other months. When 
investigating the frequency of the combined moderate and severe icing for the month of March, the 
same signature is apparent, i.e., the 2000s have the highest icing frequency and the 1990s have the 
lowest (Figure 16). Additionally in April, there is no apparent decreasing trend in icing frequencies 
in the northwestern corner among the three decades; and, regarding the frequency of moderate and 
severe events, the highest value is associated with the 2000s. However, a clear decreasing trend is 
apparent in moderate/severe icing frequency in this region in February from the 1980s to the 2000s. 
In the northeastern corner, south of the ice edge, a similar pattern in March and April is apparent. 
In addition, it is noticeable that, in November and December, there is a clear increasing trend in icing 
frequencies in the northeastern corner, where the sea surface was usually covered by sea ice during 
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the 1980s and the 1990s, and not in the 2000s. In fact, this illustrates that the effect of global warming 
on icing frequency is more complex and sophisticated than one may initially anticipate, namely that 
it is not necessarily a decreasing trend of icing frequency in all months, even though the Arctic is 
getting warmer. Thus, the stream pattern affecting the temperature, wind, and wave conditions in 
certain areas plays a crucial role. There has, for instance, been pinpointed that one effect of global 
warming and the Arctic amplification might be the wavier jet streams [43], with more consistent 
northerlies or southerlies during longer periods of a month in the future. Hence, months with more 
consistent northerlies combined with sub-freezing conditions may result in higher frequencies of 
icing also in the future. However, at some point the atmosphere may become too warm in the winter 
season for icing to occur at all. 
A further interpretation of the results in Figures 13–15 might be that the seasons in these areas 
have been extended and shifted. In other words, the extension of the autumn season into November 
and December in some years, due to longer periods of warm-air advection, may result in an extension 
of the most intense winter season into March due to processes and teleconnections in the atmosphere 
that are not fully understood. Furthermore, some icing events have occurred during summer in later 
decades, which are not apparent in the 1980s. However, the number of events is very small, 
suggesting that they might also be a result of random decadal variation.  
 
Atmosphere 2019, 10, 197 20 of 29 
 
Figure 13. Three-hourly frequency of icing events (all classes) in each region during the 1980s, 1990s, and 2000s (Jan, Feb, Mar, Apr). 
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Figure 14. Three-hourly frequency of icing events (all classes) in each region during the 1980s, 1990s, and 2000s (May, Jun, Jul, Aug). 
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Figure 15. Three-hourly frequency of icing events (all classes) in each region during the 1980s, 1990s, and 2000s (Sep, Oct, Nov, Dec). 
Atmosphere 2019, 10, 197 23 of 29 
 
Figure 16. Three-hourly frequency of moderate and severe icing events in each region during the 1980s, 1990s, and 2000s (Jan, Feb, Mar, Apr). 
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Figure 17. Three-hourly frequency of moderate and severe icing events in each region during the 1980s, 1990s, and 2000s (May, Jun, Jul, Aug). 
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Figure 18. Three-hourly frequency of moderate and severe icing events in each region during the 1980s, 1990s, and 2000s (Sep, Oct, Nov, Dec). 
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4. Application in Risk-Based Decision-Making  
One of the applications of the results of this study is providing decision-makers with inputs 
regarding spray icing frequencies and rates that will be used in risk analyses and making informed 
decisions on different aspects of Arctic offshore industrial activities, including scheduling and 
routing of offshore supply vessels, sailing of fishing vessels, conducting offshore search and rescue 
operations, and offshore oil spill clean-up operations. For the short-term and real-time decision-
making tasks, weather data are usually available with an acceptable level of uncertainty. Such data 
can be used in the MINCOG model for estimation of icing rates in the period of interest in the short 
term and/or real time.  
However, the design and operation of Arctic offshore facilities and industrial activities require 
knowledge on long-term associated risks, in general, and spray icing risk in particular. As spray icing 
poses risks to industrial activities, some risk reducing measures should be implemented to reduce 
the risks below an acceptable level. This can be achieved in different ways such as implementing 
design modifications (e.g., vessel winterization), or developing some internal regulations and 
practices (e.g., warnings for icing) for operators and decision makers. However, the main purpose of 
this study is to provide decision makers with inputs during operation phase and also during planning 
an activity (e.g., routing and scheduling a fleet of offshore supply vessel). In this regard, a statistical 
representation of icing rates and frequency can play a very useful role for risk-informed decisions. 
Thus, the statistics of icing rates and frequency, which are presented in this study (i.e., the 95% 
confidence bound, median, and mean) can be used as inputs for comparing the risks against some 
acceptable levels, and thus for identifying the most dangerous situations, to which a combination of 
different technical and organizational risk reducing measures should be in place to avoid 
catastrophes. 
There are, in principle, two approaches for the estimation of icing rates and prediction of icing 
events. In the first approach, the key variables of the MINCOG model, including wind speed, air 
temperature, relative humidity, mean-sea level pressure, significant wave height, and significant 
wave period, are simulated at junctures of interest in future. Such a simulation is conducted from 
distribution functions obtained from available meteorological and atmospheric data, which in this 
study are 3-hourly hind-cast data from 1 January 1980 to 31 December 2012. Once input parameters 
are simulated, they can be plugged in the MINCOG model for icing rate estimation for corresponding 
junctures. After repeating such a simulation process for a sufficiently large number of times, the 
statistics of the associated risks, fuel consumption for winterization purposes, and possible delays 
due to heavy icing events can be obtained. 
Alternatively, estimated values of icing rates for the period 1 January 1980 to 31 December 2012 
can be used to simulate icing rates at future junctures. To this aim, a non-sequential Monte Carlo 
simulation [44] can be used to randomly simulate icing rates for any region of interest at any juncture. 
In this regard, a two-step sampling approach can be used [45]. In this first step, the occurrence or 
non-occurrence of an icing event is simulated using 3-hourly icing frequencies. If an icing event 
occurs, the icing rate will then be simulated using corresponding icing rate distribution functions. An 
example of this approach is illustrated by Naseri and Samuelsen [45], where the icing rate and 
equivalent amount of heat loss due to implementation of anti-icing measures are estimated for a sea 
voyage in the Barents Sea for a given period. A similar approach is also used by Teigen et al. [24] 
where historical icing rates and a corresponding mass of accreted ice on floating O&G installations 
are fitted to a parametric distribution function in order to estimate the required extreme values such 
as 100-year and 10,000-year return periods.  
Moreover, some of the O&G projects and activities are usually planned to last for the following 
couple of decades (e.g., an oil spill clean-up plan for a production platform that is designed to 
produce for the next 20 years). Due to climate change, sea-ice cover trend and sea-ice edge position 
are expected to change in future as suggested by their historical trend over recent decades. This issue, 
which is discussed in detail in this study, therefore calls for employing more advanced sampling 
techniques such as sequential Monte Carlo simulation [44], for simulation of icing events and icing 
rates at future junctures in order to account for long-term spray icing risks. 
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5. Conclusions and Recommendations  
This paper adapts a newly developed ship-icing model known as MINCOG. By using 3-hourly 
NORA10 data, icing rates are estimated for some Arctic sea areas for the period 1 January 1980 to 31 
December 2012, which were further used to study the climatology of spray icing in such Arctic 
offshore regions. Spray icing maps showing the maximum icing rates and 3-hourly frequencies are 
developed for the areas of interest corresponding to three different icing categories, namely severe, 
moderate, and light. In addition, spray icing and its relation to wind speed, significant wave height, 
and air temperature are discussed in detail for five different locations selected in the Norwegian 
Arctic sea areas. 
The presence of sea ice, and its following limitation of spray water, is of great importance; a fact 
that is strongly highlighted through the figures in this study. The presented changes and trends in 
icing frequencies throughout three decades is also of great interest and has not been highlighted 
earlier. Although many studies have been focused on the possibilities for increased marine activity 
and oil and gas operations in Arctic sea waters when the sea ice is retreating [46,47], this study 
highlights that spray icing is not necessarily retreating in the same manner. In fact, an increase in 
icing frequency is apparent in March and April in the latest decade that is considered, compared to 
earlier decades. 
The results of this study indicate the spatial-temporal variations of icing rates, severity, and 
frequency over the selected Arctic sea areas. The results of this study can be used for Arctic offshore 
risk analyses and making risk-informed decisions. Further research should be revolved around 
developing approaches for simulation of meteorological and atmospheric parameters, while taking 
into account their long-term trends in order to develop a framework for long-term simulation of icing 
events in a specific area. 
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