The ACM SIGSPATIAL Cup 2012 is about map matching, a problem of correctly matching a sequence of GPS sampling points to the roads on a digital map. This paper describes one of the winning submissions of the competition. The approach applies multi-threading technology to map matching in order to reduce running time and we propose an improvement to the Hidden Markov Model (HMM) map matching algorithm.
INTRODUCTION
Map matching is a problem of correctly matching a sequence of GPS sampling points to the roads on a digital map [5] . Specifically, a road network is defined as a graph , . Each note ∈ is described by a latitude -longitude pair and each ∈ is a road segment described by a polyline. Let , , … , denote a trajectory with GPS sampling points, and stands for the th sampling point of the trajectory. The goal is to find a sequence of road segments , , … , where is the matching result of sampling point .
Map matching is important for an in-vehicle navigation system to determine which road a vehicle is on and an essential step for many other applications and researches, including traffic flow analysis and the study of behaviors of drivers.
The ACM SIGSPATIAL Cup 2012 is about map matching. A set of vehicle trips represented by GPS trajectories at about one second sampling rate and their correct mapping to road segments were given. The competing programs were evaluated on a set of vehicle trips and road networks unknown to the participants and ranked quantitatively on mapping accuracy and speed.
We quickly realized that several existing map matching algorithms, such as Hidden Markov Model (HMM) map matching [1] [2] [3], Interactive Voting-based Map Matching (IVMM) [4] and STMatching [6] , have already reached high matching accuracy. So we consider it a sensible strategy to put more emphasis on reducing running time.
This paper makes two contributions to the research of map matching. First, it combines map matching with multi-threading technology to reduce running time, which takes full advantage of multi-core CPU resources. Road segments can be indexed in parallel by different threads during the indexing stage. Similarly, during the matching stage, several trajectories can also be matched in parallel. Second, we propose an improvement to the HMM algorithm [3] . Due to the inevitable measurement errors of GPS devices, a trajectory segment may be closer to a side road even though a vehicle actually moves on a main road. So speed limit information is added into HMM algorithm to correct the special mismatching cases we found.
The rest of this paper is organized as follows: Our approach to the parallel building of a grid index and to the parallel matching of trajectories will be described in Section 2. In Section 3, the improvement in the HMM algorithm will be discussed in details. The performance of our program in running time and matching accuracy will be shown in Section 4 and we will conclude the paper in Section 5.
MATCHING QUICKLY
Multi-threading technology can be applied to both indexing and matching stages of our program. Retrieving road segments close to a GPS sampling point quickly is important in map matching. The cost of brute force search of millions of road segments in a large digital road network is prohibitive. We use a simple grid-based index to map road segments to grid cells. The non-hierarchical structure guarantees the independence of cells and allows for parallel index building and query. The sampling points in different trajectories are independent from each other so several trajectories can be matched at the same time by different threads.
Grid Index on Earth Surface
During the matching process, we need to decide which road a GPS sampling point can be matched to. According to statistical analysis, the average GPS error is about 15 meters. That is to say, a GPS point is almost impossible to be on a road segment hundreds of meters away. In our algorithm, a GPS point can be matched to the road segments less than 50 meters away. This greatly reduces the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ACM SIGSPATIAL GIS '12, November 6-9, 2012. Redondo Beach, CA, USA Copyright (c) 2012 ACM ISBN 978-1-4503-1691-0/12/11...$15.00" number of candidate road segments for each sampling point to match, and experiments show that this reduction of candidate road segments has no influence on matching accuracy. In order to get roads near a point efficiently, we build a grid index on the Earth's surface. We partition the given digital map by latitude and longitude. The partition makes the grid cells not less than 50 meters in both dimensions. Because the Earth is approximately a sphere, the southern cells are wider than the northern ones. This is shown in Figure 1. A part of the road network and the associated grid index are illustrated by Figure 2 . There are 8 road segments, named to , and 12 cells, named to , in the view. Each road segment in the road network is inserted into the cell(s) it crosses, or rather each cell stores a set of road segments that cross the cell itself. For example, in Figure 2 , the road will be inserted into the cell A, E and I because crosses these 3 cells on the map. Road , and are stored in cell for all of them cross the cell.
Building Index in Parallel
Each road segment can be inserted into one or more grid cells in parallel without obstructing others. Here multi-threading technology can be used to reduce the running time. Let denote the number of threads used to build the grid index. All roads on a map are divided into groups and each thread handles one group. Every road segment in each group is inserted into the grid cell(s) that it crosses.
Algorithm 1 describes the grid index building algorithm.
Step in line 1 can be done through trivially dividing the array indice to the road segments into equal sized groups. Codes from line 3 to line 7 runs in parallel.
Algorithm 1 Grid Index Building
Input: road network , thread number Output: grid index , where stands for the set of road segments that cross the th grid cell 1: Divide the road segments in into sets, let denote the th set of the segments; 2: for each 3:
new thread( ) 4:
for each road segment in 5:
for each grid cell in GetCrossCells 6:
' ← ' ∪ * +; 7: end thread; 8: return ;
Here GetCrossCells is a function which returns the grid cells that road crosses. This can be realized by analytic geometry algorithms easily. The details of indexing performance will be shown in Section 4 ( Figure 5 ).
Querying Index Efficiently
Given a sampling point, the grid cell in which the point is located can be calculated directly by the geographic coordinates of the point. This grid cell and the eight grid cells around are going to be checked. If the distance between the sampling point and the grid cell is less than 50 meters, then the road segments stored in the cell will be checked. Each road segment in these cells that is less than 50 meters from the sampling point becomes a candidate road to which the sampling point may be matched. For example, there is a GPS sampling point in Figure 2 . The highlighted circle in Figure 2 shows a region around the GPS sampling point, and road segments that cross this circle is the candidate road segments of this GPS sampling point. The sampling point is in cell G, and eight cells around are all less than 50 meters from the sampling point. So the road segments stored in the cell G and in the cells B, ,, -, ., /, 0, 1 and (i.e. the road , , , 2 , 3 and ), are going to be checked. Finally, 2 and 3 are the candidates for the distances between the point and both 2 and 3 are less than 50 meters. Algorithm 2 shows how to get the candidate roads nearby a sampling point efficiently. 
Matching in Parallel
A GPS trajectory consists of a series of GPS sampling points. Since any two points from two different GPS trajectories have no relationship with each other, multi-threading technology can be applied to the matching stage of the program as well. Let denote the number of threads the program uses and E denote the number of trajectories to be matched. All trajectories to be matched are divided into groups and each thread matches the trajectories in one group. Figure 3 illustrates the multi-threading map matching where > 4 and E > 8. Rectangle labelled H represents the th trajectory. The width of a rectangle indicates the number of sampling points in the corresponding trajectory. Generally, a trajectory containing more sampling points takes more time to finish matching. So the width of a rectangle also indicates the matching time of the corresponding trajectory.
When only one thread is used, the eight trajectories form a long queue. It takes time I to finish matching all trajectories. When 4 threads are used, each queue has only 2 trajectories and the matching time is greatly reduced to I . The reduction of matching time in our experiment is shown in Section 4 ( Figure 6 ).
Algorithm 3 describes the parallel matching algorithm. The Hidden Markov Model (HMM) based matching algorithm on line 5 is based on previous work in [3] , and our improvements to this algorithm is emphasized in Section 3. 
Algorithm 3 Parallel Matching

IMPROVEMENT ON HMM MAP MATCHING
Paul Newson and John Krumm present a map matching algorithm based on HMM [3] which achieves very good matching accuracy in their experiments. However, when we used their original HMM map matching algorithm on the training data and synthetic data, some special mismatching cases were found.
Let U V | be the measurement probability [3] of matching a sampling point x t to a road segment r i . When calculating U V | , the original HMM map matching algorithm only considers the spatial distance between V and . Due to the inevitable GPS measurement errors, a vehicle traveling on the main road may log a sequence of GPS sampling points that are closer to the side road. In this situation, the original algorithm may mismatch these points to the side road, as illustrated in Figure 4 . Here is the main road, while is a parallel side road, maybe linked to another road (the verticle road in Figure 4 ). This kind of flyover is common in authentic network, some of the examples are shown in Section 4 (Figure 8 ).
Intuitively, a vehicle is more likely to travel on a main road with higher speed constraints, rather than a side road. Based on this observation, we consider the speed limits of road segments when calculating the measurement probability. Let E OUXXY denote the speed limit of , we re-formulate the measurement probability as
(1) Figure 8 illustrates one of the experiments we did to verify our improvement, and the matching results show that our algorithm can handle the side road cases correctly.
In addition, when a route becomes circuitous, for any two sampling points V and V\ on this route, the shortest path distance between V and V\ may be much larger than the Euclidean distance between them. In this case, the transition probability corresponding to that route will become very small, which triggers HMM breaks [3] . The more frequently that HMM breaks occur, the less efficient the matching algorithm will be. An alternative to lower the break occurs is to enlarge the parameter ], which measures the tolerance of non-direct routes [3] . An appropriately amplification of ] can effectually reduce the break cases, with inappreciable influence on the matching accuracy. We did experiments and found the optimal values of ] in different sampling period, which is shown in Table 1 .
EXPERIMENT PERFORMANCE
We ran our program on the training data of ACM SIGSPATIAL Cup 2012 on a 2.40GHz -Intel® Core™ i5 CPU. The sampling period of all original data is 1 second. We processed the data and generated low-sampling-rate test files in order to test our algorithm in the same situation.
The accuracy of our algorithm at different sampling periods is shown in Figure 5 . It achieved satisfactory matching accuracy at both high and low sampling rates. The mismatching percentage for a certain sampling rate equals to the number of mismatching points divided by the number of all points at this sampling rate. As shown in Figure 6 , index building time decreases greatly when multi-thread technology is applied to our program. The road network of Washington State, USA is used in the test. There are 1,283,539 road segments in this road network. It takes the program 0.37s to build the grid index when 4 threads are used.
The reduction of matching time using multi-core CPUs is quite similar to the indexing. Test files are divided into several groups and each thread deals with one of these groups. If the matching time using one thread is set to 100%, 2-thread matching time is 65% and 4-thread matching time is 43%.
Our program reaches its best performance when all cores in the CPU are fully used, as shown in Figure 7 . We obtain the optimal values of β from training data by considering both matching accuracy and efficiency for different sampling rates. With the value of β in Table 1 , our algorithm handles the HMM break discussed in Section 3 both correctly and efficiently.
The special mismatching cases discussed in Section 3 can often be found in an authentic road network. Figure 8 shows some examples of this situation. The original HMM map matching algorithm matches the a series of GPS sampling points to the side road (marked with green line), while our improvement to the original HMM map matching algorithm rectified these mismatching cases.
SUMMARY
Map matching can benefit from multi-threading technology because the processing of road segments can be separated from each other during indexing and each sample trajectory is independent during matching. In this paper, our algorithm is designed to run on a multicore CPU. Multi-thread technology is applied in order to greatly shorten the running time. We improved the Hidden Markov Model map matching algorithm. When special cases of road network are considered, our improvement makes the matching result more accurate.
In order to evaluate the performance of our program, several experiments are conducted. The results show that our modification to the original Hidden Markov Model map matching algorithm does correct some special mismatch cases. And a dramatic reduction in running time is achieved when resources of a multi-core CPU are fully used.
To the best of our knowledge, our work is the first map matching solution that has put much emphasis on running time. We would like to extend our work in a few directions. First, multi-thread technology does reduce the indexing time greatly. However we believe the design of the indexing algorithm can be improved to reduce running time further. Second, a digital map, such as a OpenStreet map produced by crowd sourcing and used in this competition, has many errors (for example, wrong linking relationship between two different roads). These errors on digital road network often cause a long sequence of mismatching in current map matching algorithms. We plan to do research on more robust map matching algorithms to survive these defective digital maps. Our future work will explore further in these circumstances. 
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