Abstract. Using a kind of summability procedure we give, within this survey, a new proof of a result by Sundberg and Wolff on large perturbations of thin interpolating sequences and present a detailed proof of the statement of Dyakonov and Nicolau that asymptotic interpolation problems in H ∞ can be solved by thin Blaschke products.
Let D = {z ∈ C : |z| < 1} be the unit disk. A sequence (a n ) of points in D is called thin if lim k→∞ n:n =k a n − a k 1 − a n a k = 1.
(0.1)
Examples include the sequence (1 − 1 n! ) and every radial sequence (z n ) satisfying (1 − |z n+1 |)/(1 − |z n |) → 0 as n → ∞ (see [6] ).
Thin sequences play an important role in function theory on the unit disk. Their first occurrence seems to be in Kenneth Hoffman's seminal paper [12] on the structure of the Gleason parts in the spectrum of H ∞ , where they were the base of the construction of parts homeomorphic to D. Here H ∞ is the algebra of all bounded analytic functions in D.
Thin sequences appear quite naturally in a number of interpolation problems. To demonstrate this feature, let A be either H ∞ or the space QA of functions in H ∞ that have boundary values of vanishing mean oscillation (see the monograph [5] by J.B. Garnett).
A sequence (z n ) of points in D is said to be a (universal) interpolating sequence for A if for any sequence (w n ) ∈ ∞ there exists f ∈ A such that f (z n ) = w n for all n.
Fifty years ago Carleson [1] showed that the sequence (z n ) is interpolating for H ∞ if and only if (z n ) satisfies condition (C):
In 1983 Vinogradov, Gorin and Khrushchev [16] . Thin sequences satisfying condition (C), are now exactly the (universal) interpolating sequences for the algebra QA mentioned above. This was shown by T.H. Wolff [18] in his thesis. Recall also that the space QA may be represented in the following way:
where C(T) is the set of all complex valued continuous functions on the circle T = {z ∈ C : |z| = 1} and C(T) is the set of harmonic conjugates of functions in C(T) (in the sense of Fourier analysis).
Quite recently, Gorkin and the author of this survey [6] showed the following theorem.
Theorem 0.1 (Gorkin, Mortini) . A sequence (a n ) in D is thin if and only if it is an asymptotic interpolating sequence of type 1; this means that for every (w n ) ∈ ∞ with sup n |w n | ≤ 1 there exists a function f ∈ H ∞ of norm one such that |f (a n ) − w n | → 0.
Later on, Dyakonov and Nicolau [3] proved the next result Theorem 0.2 (Dyakonov, Nicolau) . Given an H ∞ -interpolating sequence (z n ) in D, the following are equivalent:
There exists a sequence of points m n ∈ ]0, 1[ with lim n m n = 1 such that every (Nevanlinna-Pick) interpolation problem
has a solution F ∈ H ∞ with ||F || ∞ ≤ 1; 3. There exists a sequence (ε n ) in ]0, 1[ such that every interpolation problem f (z n ) = w n with ε n ≤ |w n | ≤ 1, n ∈ N has a solution f ∈ H ∞ that does not vanish anywhere in D.
They used this to give another proof of the fact mentioned above that thin sequences are asymptotic interpolating sequences of type one.
Associated with H ∞ -interpolating sequences, (a n ), are the corresponding Blaschke products
|a n | a n a n − z 1 − a n z .
These functions are called interpolating Blaschke products. If (a n ) is thin, then the associated Blaschke product B is said to be a thin Blaschke product. Note that B is thin if and only if lim
a condition that is just another way to write (0.1).
In an entirely different context, thin sequences (λ n ) (with associated Blaschke product B) appeared in the characterization of those Blaschke sequences for which the normalized reproducing kernels, (h λn ), for the Hardy space H 2 form a complete AOB (= asymptotically orthonormal basic sequence) for the model spaces K B = H
2

BH
2 (see [17] and [2] ).
Thin sequences also play a role in the theory of universal functions. In [9] e.g. they were used to show that for every sequence (τ n ) in D converging to the boundary, there exists a Blaschke product B for which the set of non-Euclidean translates
of B is locally uniformly dense in the unit ball of H ∞ . These functions are called universal Blaschke products.
Having a thin sequence, it is natural to ask how far can one perturb these sequences so that the new ones still stay thin. In [14, p. 215] , for example, it was shown that if C is a positive constant, as close to one as we want, such that ρ(z n , a n ) ≤ C < 1, then the thinness of (z n ) implies that of (a n ) (here ρ(z, w) = z−w 1−wz is the pseudohyperbolic distance). This contrasts the situation for sequences merely satisfying the Carleson condition (C), where it is known that only small perturbations are allowed in order to stay interpolating (see [5, p. 310] ). In their paper [15, Lemma 5.4 ], Sundberg and Wolff showed that (controlled) large perturbations (a n ) of thin interpolating sequences are thin again; that is one may assume that ρ(z n , a n ) ≤ C n → 1 for certain C n , whenever (z n ) is thin. They had to use that information in order to describe the interpolating sequences for the algebras QA D , a kind of spaces that naturally appear in connection with Douglas algebras D; the smallest one being QA. Due to the importance of that result, we will give a new proof of the SundbergWolff Lemma in the case where QA D = QA (see section 2).
Earl's interpolation theorem [4] states that for (w n ) in the unit ball of ∞ , the interpolation problem f (z n ) = w n , f ∈ H ∞ , can be solved by a multiple M · B of an interpolating Blaschke product B, whenever (z n ) is an H ∞ -interpolating sequence. In general, this solution has norm strictly bigger than one, that is |M | > 1. Conditions involving thin sequences and yielding solutions where M = 1 were given by Nicolau in [14] . The main goal of this survey is to show in Theorem 3.3 that every asymptotic interpolation problem |f (a n ) − w n | → 0, sup n |w n | ≤ 1, can be solved by a thin Blaschke product itself whenever (a n ) is thin. That result will follow from the Sundberg-Wolff Lemma mentioned above combined with several statements in [3] . The result was known to Dyakonov and Nicolau; though they don't present the details in [3] , since this was not the goal of their paper. In Section 3 we will provide those details. We proceed according to their suggestions in [3] that the solution F in Theorem 0.2 above can be chosen to be thin.
Finally, let us mention that in [13] thin sequences (a n ) and the associated Gleason parts, P (m), of their cluster points m in the spectrum of H ∞ were used together with Theorem 3.3 to solve interpolation problems of the form B(x) = f n (x) for every x ∈ P (x n ) and n ∈ N, where (f n ) is an arbitrary sequence of functions in the unit ball of H ∞ , B is a Blaschke product and (x n ) is a discrete sequence of cluster points of (a n ). As a corollary, we could deduce a result of Gallardo and Gorkin that a Blaschke product B admits (within the Sarason algebra H ∞ +C(T)) a universal Blaschke factor if and only if B is not a finite product of interpolating Blaschke products.
We will begin with a kind of summability lemma, interesting in its own right, that will be the cornerstone for our new proof of the Sundberg-Wolff Lemma.
1. On a kind of summability
is decreasing on R + and lim x→1 C(x) = 1.
Proof. The assertion on the limit follows from de l'Hopital's rule. Now
The proof of the following lemma has been shown to me by K.-G. Grosse-Erdmann.
Proof. We first claim that there exist n 0 = 1 < n 1 < n 2 < . . .
Indeed, by our hypothesis we can first choose k 1 > 1 such that (1.1) holds for ν = 1, and then n 1 ≥ k 1 such that (1.2) holds for ν = 1. We then proceed inductively. We now define
To see that the s j have the desired properties, we fix ν ≥ 1, and we consider an integer k with k ν ≤ k < k ν+1 . By (1.2) we have that
Since s j = 2 µ for n µ ≤ j < n µ+1 , we deduce that
and therefore
On the other hand, by (1.1),
By the definition of the s j we have that s j ≤ 2 ν for j < n ν+1 . Hence
Combining (1.3) and (1.4) we obtain that
Finally, since k < k ν+1 implies that k < n ν+1 and hence s k ≤ 2 ν , we find that for
This shows that (s j ) has the desired properties.
converges for all k and lim k→∞ j a Nj j,k = 1.
Proof. First we note that by Lemma 1.1 and our hypothesis
By Theorem 1.2 the integer N j = [s j ] 1 can be chosen so that the series S(k) -and hence the product j a Nj j,k -converges for all k and that S(k) → 0 as k → ∞. Finally, by [7, p. 420 
Controlled large perturbations of thin sequences are thin
It is well known that small perturbations of interpolating sequences are interpolating sequences again see [5, p. 310 ]. Sundberg and Wolff [15] showed that (controlled) large perturbations of thin interpolating sequences are thin again. We present in the following a direct proof of that result.
Recall that ρ(a, b) = a − b 1 − ab denotes the pseudohyperbolic distance of two points a, b ∈ D. The (closed) pseudohyperbolic disk of center a and radius r is defined as
The following pseudohyperbolic triangle inequalities will be used frequently (see [5, p. 4 
It well known that every interpolating sequence is ρ-separated (see [5] ).
Lemma 2.1. A ρ-separated sequence (a n ) in D is thin if and only if
Proof. Here we use that for 1 ≥ x ≥ δ > 0 we have, by Lemma 1.1,
With x = ρ(a k , a n ) ≥ δ > 0, this gives the desired assertion:
Lemma 2.2. Let (z n ) be a thin interpolating sequence; that is
Suppose further that δ, ε, ε j ∈ ]0, 1[ are such that
Proof. First we note that for any j = n we have
Suppose now that for some j = n, D ρ (z j , ε j ) ∩ D ρ (z n , ε n ) = ∅. Then there exists ξ ∈ D such that ρ(ξ, z j ) ≤ ε j and ρ(ξ, z n ) ≤ ε n . Hence, by assuming that ε n < ε j , 
This contradicts (2.2). Thus
Since (z n ) is thin, lim j→∞ δ j = 1. Choose δ, ε, ε j ∈ ]0, 1[ so that
By Lemma 2.2, ε j → 1, the disks D ρ (z j , ε j ) are pairwise disjoint, and D ρ (z j , ε) ⊂ D ρ (z j , ε j ), the inclusion being strict. Now suppose that ρ(z k , ξ k ) ≤ τ k , the τ j being chosen later. Then
(The interested reader could compare these estimates with those in [5, p. 310]). Hence
Our later choice of (τ j ) will guarantee that σ := inf j =k R(j, k) > 0. Assuming this for the moment, we can proceed as follows.
several times, we obtain
Note that by Lemma 2.1, j:
Hence, whenever τ j ∈ [ε, ε j ] converges to 1 sufficiently slowly, we are able to conclude that for all k the series j:j =k P (j, k) converges and that j:j =k P (j, k) → 0 as k → ∞. Therefore, for all k
and
In view of Lemma 2.1, our proof will be done, if we can choose τ j so that σ = inf j =k R(j, k) > 0 and that the sequence (ξ j ) is ρ-separated.
To this end, we will first show that inf R(j, k) > 0, where the infimum is taken over all j, k, j = k and j, k ≥ n 0 for some n 0 . In fact, since j P (j, k) converges for all k and since lim k j:j =k P (j, k) = 0, there exists k 0 such that P (j, k) ≤ n:n =k P (n, k) ≤ 1/4 for all k > k 0 and all j = k.
(2.7)
Moreover, from the convergence of j P (j, k), we may conclude that P (j, k) ≤ 1/4 for all j ≥ j 0 and k = 1, · · · , k 0 . Thus
This shows that R(j, k) 2 ≥ 1 − P (j, k) ≥ 3/4 for these (j, k).
Next we will prove that R(j, k) > 0 for j, k, j = k. To show that, it suffices to prove that 1 − τ 2 ≥ 1 − ρ 2 (z j , z k ) for these indices. Or equivalently:
But we know that P (j, k) ≤ 1/4 whenever max{j, k} ≥ max{j 0 , k 0 } := n 0 and
is true whenever max{j, k} ≥ max{j 0 , k 0 }. Thus, in the end, R(j, k) > 0 for these indices and so inf j =k max{j,k}≥n 0
For j ≤ n 0 we choose the radius τ j to be our constant ε above; that is 2ε
. Thus, using the lower bound (2.9), we see that σ = inf j =k R(j, k) > 0.
Finally, we show that the sequence (ξ j ) is ρ-separated. Using the estimate
above, we also conclude from (2.8) that
for all (j, k) ∈ N 2 , j = k, with max{j, k} ≥ max{j 0 , k 0 }. For the remaining finite number of cases, we note that the (closed) disks
Moreover, by (2.1)
Hence with γ k := exp − 1 2 C(δ 2 ) j:j =k P (j, k) , we obtain that
and so (ξ j ) is a thin sequence again.
We note that in the very last step we could have argued as follows:
This would have given us an explicit value γ k for the lower bound in (2.10) that is smaller than γ k . Another way to perturb thin sequences is to look at Frostman shifts of thin Blaschke products B. It is known that if B is a thin Blaschke product, then 
The interpolation problem revisited
Using the Sundberg-Wolff Lemma 2.3 on large perturbations of thin sequences, and an extension of Earl's interpolation method, we are able to show that every asymptotic interpolation problem |f (a n ) − w n | → 0 can be solved by a thin Blaschke product whenever (a n ) is thin and sup |w n | ≤ 1, thus extending the Gorkin-Mortini Theorem 0.1. As mentioned in the introduction, such a result was essentially forseen by Dyakonov and Nicolau and is implicitly contained in [3, p. 4453] .
The proof suggested by Dyakonov and Nicolau is based on their adaption of a key Lemma of J.P. Earl.
Lemma 3.1 ([4], [3]).
Let n ∈ N and z 1 , . . . , z n ∈ D. Suppose that for some numbers
and let w j ∈ D satisfy
Then there exists a unique ξ (n) = (ξ
is a convergent series and that lim n a j,n = a j for all j and that
Proof. First we note that our hypotheses imply that for every
Moreover, by [7, p. 420 
where we have majorated |a j,n − a j | by |a j,n − 1| + |1 − a j |. Since
we obtain that | n j=1 a j,n − ∞ j=1 a j | < ε whenever n ≥ N for N large. We note that most parts of the proof of the following theorem are the same as those given in [3] by Dyakonov and Nicolau. They were merely interested in a norm one solution, that is not necessarily a thin Blaschke product. To obtain a thin Blaschke product as a solution (a fact they claimed without giving details), we need an additional reasoning. Theorem 3.3. Let (z n ) be a thin sequence. Then for any sequence (w n ) ∈ ∞ with sup n |w n | ≤ 1 there exists a thin Blaschke product B such that
Additionally, if τ n → 1 are the parameters from Theorem 2.3, and if τ n ≤ τ n satisfy τ n → 1, then the zeros of B can be chosen to be contained in the disks {z ∈ D : ρ(z, z n ) ≤ τ n }.
Proof. In order to get Blaschke product solutions that are normalized (that is Blaschke products that are positive at the origin), we may assume without loss of generality that z 1 = 0 and w 1 > 0. Choose r n ∈ ]0, 1[ so that r n → 1 , r n ≤ τ n ≤ τ n , and so that the disks D n := D ρ (z n , r n ) are pairwise disjoint (see Lemma 2.2). Moreover, (r n ) can be chosen so that
Let γ n be the parameters measuring the thinness of the ξ n ∈ D ρ (z n , τ n ) of Theorem 2.3. Let m j := r j γ j . Then 0 < m j < 1 and m j → 1. Also, let
Applying Theorem 2.3 to the special sequence
j , (j = 1, . . . , n). Thus, by Lemma 3.1 there are Blaschke products B n of degree n such that B n (z j ) = v j for j = 1, . . . , n. Moreover, each disk D j , j = 1, · · · , n contains a unique zero, ξ (n) j , of B n . Since B n (z 1 ) = B n (0) = v 1 > 0, all the B n are normalized. Due to a normal families argument, there exists a subsequence n ν and a function f ∈ H ∞ of norm less than or equal to one such that B nν converges locally uniformly to f . It is clear that f solves the interpolation problem f (z j ) = v j for all j. Thus, by the definition of v j , |f (z j ) − w j | → 0. As already claimed in [3, p. 4453] , f is a thin Blaschke product. Here is the proof: Let f = BF be the Riesz-factorization of f , where B is the Blaschke product associated with the zeros of f and where F is zero free on D with ||F || ∞ ≤ 1. Since the set of zeros of each B nν is contained in ∞ j=1 D j , a union of pairwise disjoint closed disks, it is clear that f has no zeros outside this union (Hurwitz Lemma). Applying Rouché's theorem to slightly larger disks D j ⊇ D j , chosen so that f has no zeros on ∂D j , we see from |f − B nν | ≤ ε < |f | ≤ |f | + |B nν | on ∂D j , (ν large), that f has a unique zero, denoted by ξ j , inside each D j (note that each B nν has a unique zero within D j .) Hence it should be clear that for every j the sequences (ξ (nν ) j ) nν ≥j converge to ξ j . We will show that B nν (0) → B(0). Having done this, it follows that F (0) = 1; hence F ≡ 1 and so B = f . Now, due to normalization, B nν (0) = To sum up, we have shown that the limit function f is the Blaschke product B.
Since the zeros ξ j of B are contained in the disks D ρ (z j , r j ), and that r j < τ j , we obtain from Theorem 2.3 that the sequence (ξ j ) actually is thin. Thus we have found a thin Blaschke product B that solves the asymptotic interpolation problem |B(z n ) − w n | → 0.
