Abstract. This paper presents a framework for building and deploying protocols for migrating mobile agents over the Internet. The framework enables network protocols for agent migration to be naturally implemented within mobile agents and then dynamically deployed at remote hosts by migrating the agents that perform the protocols. It is built on a hierarchical mobile agent system, called MobileSpaces, and several protocols for migrating agents for managing cluster computing systems have been designed and implemented based on the framework. This paper describes the framework and its prototype implementation, which uses Java as both the implementation language and the protocol development language.
Introduction
Mobile agent technology can play an important role in the management of cluster computing. Mobile agents are autonomous programs that travel from computer to computer under their own control. Their abilities to cope with system heterogeneity and to deploy user-customized procedures at remote sites are well suited for cluster computing environments. By interacting with a remote host after migrating to it, an agent can perform complex operations on remote data without transferring them, because the agent can carry the application logic to where it is needed. A mobile agent for monitoring a cluster computing system can travel to multiple nodes in a network to observe the components locally. This emerging technology will make it much easier to manage and customize cluster computing systems. Although this technology has been expected to be used to manage cluster computing on the Internet, there have few attempts to apply it there. The reason for this is a lacking for the ability to customize network processing for migrating agents on the Internet as well as the problem of protecting against malicious agents and malicious hosts. That is, most existing mobile agent systems are essentially designed to be used within an intranet, instead of on the Internet; they are also often dependent on the network protocols such as Java RMI and HTTP. In almost all intranet situations, there is a firewall that prevents users from establishing a direct socket connection to/from an external node, except for certain ports, so some of the systems cannot migrate any mobile agents through the firewall. Moreover, several applications require application-specific network processing for migrating their agents over a network. For example, a mobile agent for electronic commerce needs to be transformed into an application-specific encrypted bit stream before transferring itself over a network, including the Internet. However, existing mobile agent systems cannot dynamically adapt their network processing to the requirements of each visiting agent because their network processing is statically embedded with them.
This paper describes a mechanism for dynamically configuring network processing for agent migration in cluster computing environments on the Internet. A framework is described for dynamically deploying and changing network protocols for agent migration according to the requirements of each visiting agent and the external environment. This framework introduces the notion of network processing of mobile agents, by mobile agents, for mobile agents. The notion enables network processing for migrating mobile agents to be implemented as a set of mobile agents. That is, mobile agentbased protocols transmit mobile agents as first-class objects to their destinations. Dynamic deployment of these protocols can be naturally and easily performed by the migration of the agents that support them. Therefore, this framework provides a useful infrastructure and testbed for implementing and evaluating different types of network processing for migrating agents. Moreover, it enables network processing for mobile agents to be adapted to the requirements of visiting agents and to changes in the environment. This paper is organized as follows. Section 2 explains our framework of customizable network processing for migrating agents for managing cluster computing environments. Section 3 briefly reviews our mobile agent system, MobileSpaces, and section 4 presents several mobile agent-based protocols. Section 5 illustrates an application to cluster computing to demonstrate the usability of the framework. Section 6 surveys related work, and section 7 provides a summary and mentions future issues.
Architecture
The framework presented in this paper provides a selfconfiguring infrastructure of network processing for mobile agents. 1 It can deploy and configure network protocols for agent migration according to the requirements of visiting agents and to changes in the network environment. This section outlines the overall architecture of the framework and describes the basic idea of adaptive protocols based on the framework.
Configurable network processing
The framework is built on a mobile agent system, called MobileSpaces [12] . The system is characterized by two novel concepts: agent hierarchy and inter-agent migration, which are illustrated in figure 1. The former means that one mobile agent can be contained within another mobile agent. That is, mobile agents are organized in a tree-like structure. The latter means that each mobile agent can migrate to other mobile agents along with all its inner agents. Each agent can freely move into any agent in the same agent hierarchy except into itself or its inner agents, as long as the destination agent accepts it. A container agent is responsible for automatically offering its own services and resources to its inner agents and can control its inner agents. Therefore, an agent can directly instruct its inner agents to move to another location.
Our mobile agents can transmit other mobile agents as first-class objects [4] , in the sense that mobile agents can be passed to and returned from other mobile agents as values by their container agents. Such container agents are still mobile and thus can transport their inner agents to other agents. As a result, our framework allows various operations for mobile agents, including network processing for agent migration, to be naturally constructed and performed by other mobile agents. That is, network protocols for agent migration are implemented within mobile agents. Accordingly, mobile agents are introduced as the only constituent of our network processing for mobile agents. Moreover, such protocols can be dynamically and easily changed by migrating agents that implement the protocols at destinations and intermediate nodes. Therefore, our framework offers a selfconfigurable infrastructure of network processing for mobile agents. Furthermore, the agents can be constructed and reused through a single programmable abstraction for composition and refinement of mobile agents. As a result, the framework greatly simplifies the development of active networks.
Agent migration protocols for the Internet
Current protocols for data transmission are often arranged in a hierarchy of layers. Each layer presents an interface to the layers above it and extends services provided by the layer below it. The hierarchical structure of mobile agents enables network protocols for agent migration to be organized hierarchically. That is, each agent hierarchy consisting of mobile agent-based protocols can be viewed as a protocol stack for agent migration, and agent migration in an agent hierarchy is introduced as a basic mechanism for accessing services provided by the underlying layers. Mobile agent-based protocols in the bottom layer correspond to data-link layer protocols. They are responsible for establishing point-to-point channels for agent migration between neighboring computers. The middle layer corresponds to routing protocols for agent migration and provides two mechanisms for transmitting mobile agents beyond the channels between directly connected nodes. The framework enables routing protocols for agent migration to be handled by mobile agents. The first mechanism allows a mobile agent to carry other mobile agents among nodes agents according to its own itinerary and the second allows a mobile agent to forward other mobile agents to nodes. Both mechanism are built on transmitter agents running on nodes.
MobileSpaces: a runtime system for hierarchical mobile agents
Here we briefly review the MobileSpaces system [12] , which provides an infrastructure for building and executing mobile agents for network processing in addition to mobile agent based-applications. It supports mobile agents that obey the notions of agent hierarchy and inter-agent migration presented in section 2. This mobile agent system can dynamically adapt itself to changes in the network environment because it is based on a micro-kernel architecture, like several operating systems. That is, the system consists of two parts: a core system and subcomponents. The former offers only minimal, common functions, independent of the underlying environment. It is thus independent of the network infrastructure. 2 The latter is a collection of subcomponents outside the core system that provide other functions, such as agent migration between computers and persistence of secondary storage, which may depend on the surrounding environment. These subcomponents, including network processing for agent migration, are implemented as mobile agents so that they can be dynamically added to and removed from the system by migrating and replacing the corresponding agents.
Core system
Each core system runs on a computer and is made as small as possible. It offers only three facilities: Agent Hierarchy Management: Each runtime system has an agent hierarchy, which is maintained as a tree-like structure in which each node contains a mobile agent and its attribute. The system itself corresponds to the root node of its own agent hierarchy. Agent migration in an agent hierarchy is performed simply as a transformation of the tree structure of the hierarchy. A container agent is introduced as a service provider for its inner agents. Each agent offers a collection of service methods that can be accessed by its inner agents. Each agent is active but subordinate to its container agent. That is, a container agent can instruct its inner agents to move to other agents or computers, and it can marshal and terminate them. Agent Execution Management: Each mobile agent can have more than one active thread under the control of the core system. The core system maintains the life-cycle state of mobile agents. When the life-cycle state of an agent is changed, for example, creation, termination, or migration, the core system issues events to invoke certain methods in the agent and its contained agents. The core system can explicitly limit the length of an agent's visit and the number of staying agents. When the time limit of a staying agent expires, it automatically terminates the agent. This limitation offers a mechanism for caching network protocols. Agent Verification Management: The current implementation of the system uses the Java object serialization package for marshaling the states of agents, so agents are transmitted based on the notion of weak mobility [5] . The core system checks whether or not a marshaled agent is valid to protect the system against invalid and malicious agents, by means of Java's security mechanism. Enriched security mechanisms for agents can be implemented by mobile agents outside the core system. Also, the core system provides a facility for marshaling agents into bit streams and unmarshaling them later.
Mobile agent program
The mobile agents introduced here are programmable entities like other mobile agents. As shown in figure 2 , each agent consists of three parts: a body program, context objects, and inner agents. The body program is an instance of a subclass of abstract class Agent. 3 The Agent class provides a command for agent migration in an agent hierarchy, written as go(AgentURL destination). When an agent performs the command, it migrates itself to the destination agent specified as the argument of the command. An inner agent cannot access any methods defined in its container agent. Instead, each container agent is equipped with a context object that offers service methods in a subclass of the Context class, like the AppletContext class of Java's Applets. These methods can be indirectly accessed by its inner agents to get information about and interact with the environment, such as with their container agent, their sibling agents, and the underlying computer system. Each inner agent can invoke the public methods defined in the context of its container agent via several built-in application programming interfaces. Each agent must be informed of lifecycle state changes so that it can release various resources, such as sockets and files, which are reserved by the agent. To hook events invoked by the core system, before or after the life-cycle of a mobile agent changes, the agent provides listener objects, which define callback methods invoked by the core system and its container agents at certain timings. Each agent is associated with a resource limit that functions as a generalized Time-To-Live field. This limit is carried with the agent and is decremented by nodes as resources are consumed when the agent arrives at a new place. Nodes can discard agents when their limit reaches zero. To restrict the total resource bounds, when one agent creates another inside the network, the resources allocated to each created agent must be less than those of the creating agent.
Agent migration protocols in the Internet
Since the MobileSpaces core system supports only functions independent of the underlying environment, other functions, including agent migration between different computers, must be provided by mobile agents outside the core system. The core system introduces each mobile agent as a service provider, because a mobile agent is designed to provide service to its inner agents. When a mobile agent is preparing to traverse over a network, the agent migrates itself into a mobile agent that provides appropriate network processing in the same agent hierarchy, and then the agent automatically transfers the visiting agent (or migrates itself) to its destination, or delegates the task to another mobile agents in the same agent hierarchy.
Point-to-point channels for agent migration
The framework introduced here enables point-to-point agent migration to be provided by mobile agents, called transmitters, instead of by the core system. Transmitter agents correspond to a data-link layer or a network layer and are responsible for establishing point-to-point channels for agent migration between the source host and destination host through a (single-hop or multiple-hops) data transmission infrastructure, such as TCP/IP, as shown in figure 3. They abstract away the variety in the underlying network infrastructure and exchange their inner agents with coexisting agents running at remote computers through their favorite communication protocols. Furthermore, transmitter agents are implemented as mobile agents so that they can be dynamically added to and removed from the system by migrating and replacing the corresponding agents, enabling them to keep up with changes in the network environment. After an agent arrives at a transmitter agent from the upper layer, the arriving agent indicates its final destination. The transmitter suspends the arriving agent (including its inner agents), then requests the core system to serialize the state and code of the arriving agent. Next, it sends the serialized agent to a coexisting transmitter agent located at the destination. The transmitter agent at the destination receives the data and then reconstructs the agent (including its inner agents) and migrates it to the destination or to specified agents for offering upper-layer protocols.
Since each runtime system can be equipped with more than one transmitter agent, upper-layer protocols can dynamically specify a suitable agent and migrate their inner agents to the selected transmitter agents. Several transmitter agents have already been implemented based on data communication protocols widely used in the Internet, such as TCP, HTTP, and SMTP. Authentication services normally available in secure communications infrastructure include this functionality. Therefore, our secure transmitter agents, which can exchange agents with each other, are implemented with secure socket layer (SSL), which is one of the most popular secure communication protocols in the Internet. A virtual class is provided in Java that can be specialized to create transmitter agents for various protocols. Therefore, point-to-point channels can easily be implemented based on other secure communication protocols for data transmission.
Example: authentication for agent migration
Before migrating an agent to its destination host, the moving agent, the source host, and the destination host should be authenticated. The current implementation provides a Kerberosbased authentication mechanism for agent migration. Kerberos [16] provides secure authentication services, provided the Kerberos server itself is trusted. It authenticates users without exposing their passwords on the network and generates secret encryption keys that can be selectively shared between mutually suspicious parties. It also enables roaming mobile agents to authenticate themselves in foreign domains where they are unknown, thus enhancing the scale of mobility. The methods used here have also been devised to use Kerberos for authorization control and accounting before establishing a TCP connection to transmit mobile agents from the source host to the destination host. This system consists of authentication servers and a ticket-granting server. Each authentication server verifies users during login, and the ticketgranting server issues proof of identifier tickets. Transmitter agents are assumed to be allocated at the source host and the destination host. A transmitter agent at the source host requests the authentication server and the ticket-granting server for a session key. After receiving the key from the ticketgranting server, the transmitter agent migrates its inner agents to the destination. The current implementation is susceptible to off-line password guessing attacks and to replay attacks for a limited time window.
Application-specific routing for agent migration
A mobile agent often must visit multiple nodes to perform its task, so it must make an application-specific and networkdependent itinerary. On the other hand, channels between transmitter agents support point-to-point agent migration. Therefore, mechanisms are needed to migrate an applicationspecific mobile agent among multiple nodes so it can perform its task. However, it is difficult to determine the itinerary at the time the agent is designed or instantiated. In addition, even if an agent were optimized for a particular network, it might not be reusable in another one. Therefore, we introduce two approaches for determining and managing the itinerary of agents. Both approaches are built on transmitter agents running on nodes:
• The first approach provides a function similar to that of routers. A service provider, called a forwarder agent, redi- rects moving agents to new destinations. Forwarder agent stays at nodes. When receiving agents, it redirects the agents to their destinations through point-to-point channels established among multiple nodes as shown in figure 4. Each forwarder agent has a table describing part of the network structure. It is built by using management rules based on existing routing algorithms for packets, including shortest path routing and distance vector routing. The forwarder agents are dynamically deployed at nodes and coordinate with each other to redirect moving agents to their destinations. However, if a destination is not reachable, they try to transfer the moving agents to other forwarder agents running on intermediate nodes as near the destinations as possible. Each forwarder agent will repeat the entire process in the same way until it arrives at the destination. The current implementation allows forwarder agents to negotiate with each other through data transmission protocols such as TCP/IP. • The second approach is similar to the notion of an active packet (also called a programmable capsule) in active network technology. Existing mobile agents can move from one node to another under their own control, just as active packets can define their own routing. A service provider, called a navigator, conveys inner agents over a network, as shown in figure 5 . Each navigator agent is a container of other agents and travels with them to a sequence of nodes statically or algorithmically determined, or dynamically based on the agent's previous computations and the current environment. That is, a navigator agent can migrate itself to the next node along with all its inner agents. Each navigator has a routing mechanism for managing a routing table consisting of nodes that the navigator agent needs to visit. It maintains a list of nodes to be visited and provides methods for dynamically adding and removing elements from this list.
The interaction between a forwarder agent or navigator agent and its inner agents is based on event-based communication. Upon receiving agents, a forwarder propagates certain events to its visiting agents instructing them to do something during a given time period. After the events have been processed by the inner agents, the forwarder agent transmits the agents another forwarder agent running at the next node. Upon arriving at a node, a navigator agent propagates certain events to its inner agents. After the events have been processed by the inner agents, the forwarder or navigator continues on its itinerary. Since the both approaches hide the description of an agent's itinerary from its behavior, mobile agents become independent of the network structure and the modularity and reusability of application-specific mobile agents are enhanced. Although forwarder agents must be deployed at many intermediate nodes, they do not seriously affect the performance of the whole system, including scalability, because they basically perform their tasks only when receiving agents.
The forwarder and navigator agents are useful in the authentication of mobile agents. This is because each forwarder agent can limit the forwarding range of its inner agents and receive only those agents moved by authorized forwarder agents. Therefore, each node can explicitly reject any agents from unauthorized nodes. Each navigator agent can define its own reachable nodes, and each node can accept only authorized navigator agents. That is, when an agent is moved by a navigator agent whose reachable nodes are limited, it can travel only among the reachable nodes of the navigator agent.
Example: locating mobile agents
When an agent wants to interact with another agent, it must know the current location of the target agent. Therefore, a mechanism is needed for tracking a moving agent. An extension of the forwarder agent offers such a mechanism as shown in figure 6 . Immediately before an agent moves into another agent, it creates and leaves a forwarder agent behind. The forwarder agent inherits the name of the moving agent and transfers visiting agent to the new location of the moving agent. Therefore, when an agent wants to migrate to another agent that has moved elsewhere, it can migrate into the forwarder agent instead of the target agent. The forwarder agent then automatically transfers it to the current location of the target agent. Each forwarder agent can record the identifiers of its moving agents that it receives so that it prevents circular forwarding of agents. Several schemes for efficiently locating mobile agents have been explored in the field of process/object migration in distributed operating systems. Such forwarder agents can easily support most of these schemes because they are programmable entities that can flexibly negotiate with each other. The current implementation provides forwarder agents for two efficient schemes: (1) each forwarder's registering the new location of every agent moved to a specified forwarder, which corresponds to a name server and (2) a specified forwarder querying other forwarders about the presence of every agent, as well as simply forwarding moving agents based on the trails left during an agent's migration.
Forwarder agents can be also used to handle network disconnection by using the notion of store-and-forward migration, which is similar to the process of transmitting electronic mail by using SMTP. When an agent requests such a forwarder agent at the source to migrate to its destination, the forwarder agent tries to transmit the moving agent to the destination through transmitter agents. If the destination is not reachable, the forwarder agent automatically stores the moving agent in its queue and then periodically tries to transmit the waiting agent to either the destination or another forwarder agent on a reachable intermediate node as close to the destination as possible. These relay agents repeat the process until the agent arrives at its destination.
Example: encrypting mobile agents
An agent should be encrypted before migrating itself over the Internet for security reasons. Since each navigator agent can treat its inner agents as first-class data, it can transform them before carrying them to their destinations. The current implementation provides a special navigator agent, called a safe agent, which can be viewed as a cash transport truck. It is a container of other agents and has a secret-key based cryptographic procedure inside it. When an agent visits a safe agent, the safe agent automatically serializes and encrypts the visiting agent under a secret key. Next, it migrates itself to the destination as a whole with all its inner agents and its cryptographic procedure except for its secret keys. After arriving at the destination, the safe agent keeps its inner agents inside it. If the destination provides its privacy to the visiting safe agent, the agent decrypts its inner agents. Safe agents can be implemented independently of cryptographic algorithms because the algorithms should be selected according to the requirements of the application. Each safe agent has an interface for hiding the differences between secret-key based cryptographic algorithms and can support any algorithms that satisfies the interface. A non-standardized cryptographic algorithm can be embedded into a safe agent without losing any interoperability, because the agent can carry the procedure for the algorithm and perform it at both the source node and destination node.
Protocol distribution and configuration
Given a dynamic network infrastructure, a mechanism is needed for propagating mobile agents that support protocols to where the agents are needed. The current implementation of this framework provides three mechanisms: (1) mobile agent-based protocols autonomously migrate to nodes at which the protocols may be needed and remain there in a decentralized manner; (2) mobile agent-based protocols are passively deployed at nodes that may require them by using forwarder agents prior to using the protocols as distributors of protocols; and (3) moving agents can carry mobile agentbased protocols inside themselves and deploy the protocols at nodes that the agents traverse. This last mechanism improves performance in the expected common case of agent migration, i.e., a sequence of agents that follow the same path and require the same processing. All the mechanisms are managed by mobile agents instead of by the runtime system and thus can be customized easily.
Since the purpose of our framework is to support mobile agent-based management for cluster computing systems rather than data transmission, it basically uses an on-demand approach: mobile agents can be downloaded on demand and cached for future use, as in several existing active networks. Mobile agent-based protocols identify their type and the protocol groups to which they belong as they travel. When a mobile agent arrives at a node, the cache of agents is checked. If the required protocol is not present, a request to fetch the missing protocol is sent to the node from which the agent arrived. The transmission of the arriving agent is suspended, awaiting the protocol, for a finite time. Transmitter agents are deployed by other transmitter agents. Furthermore, the framework supports a static scheme in which agents for processing network protocols are downloaded before they are needed, or simultaneously migrated with the agents that need to be processed by the protocols. For practical reasons, the current implementation provides a built-in transmitter agent that can deploy other agents to specified nodes through extended HTTP running on TCP/IP. It offers the bootstrapping capability needed to install other protocols.
Current status
The framework presented here and its mobile agent-based protocols were implemented on MobileSpaces in the Java language. The framework and protocols can be run on any computer with a JDK 1.2-compatible Java runtime system. The framework provides several useful libraries for constructing network protocols within mobile agents. Several mobile agent-based protocols were developed, in addition to the protocols presented in the next section. They include agents for establishing channels through TCP, HTTP, and SMTP, navigator for carrying other agents according to their own itineraries, and forwarder agents for migrating other agents among multiple computers according to their own static routing tables, and SNMP agents at each computer. The current implementation of this framework was not built for perfor- Table 1 shows the basic performance of agent migration over a network. The latency through two computers and the throughput of a single node in agents per second were measured. In both cases, we measured minimal agents, which consist only of the common callback methods invoked at the changes of their life-cycle states by the core system. 4 They correspond to a null RPC and have a data size of about 2.5 Kbytes (zip-compressed).
The first row in table 1 shows the cost of agent migration between two simple transmitter agents, the code of which is shown in the appendix. Transmitter agent running on nodes exchanges the code and state of their inner agents with each other through an application-level protocol for agent transmission over a TCP channel. A marshaled agent consists of its serialized state, its code, and its attributes, such as name and capability; it is packed and compressed into a bit-stream. The latency shows the total time of the marshaling, zip-based compression, TCP connection opening, transmission, security verifications, decompression, and unmarshaling. The cost of sequentially relaying a minimal agent from one forwarder agent to another forwarder agent was measured when running eight computers. The second low in table 1 shows the average cost of one-hop transmission based on forwarder agents. Each forwarder agent determined the computers that its inner agents was to visit at their next hops, according to its own routing tables maintained by periodically polling the routing table of the SNMP agent, and then delegated a transmitter agent to dispatch each inner agent. The third row in table 1 shows the cost of one-hop agent migration by using a simple navigator agent which has an itinerary list of eight computers. It migrates itself and its inner agents to the computers sequentially by using the transmitter agents described above. The code of the navigator agents is shown in the appendix.
The latency of agent migration in this framework is reasonable for a high-level prototype that uses adaptive protocols for agent migration instead of data communication. However, the latency costs can be reduced because the latencies in table 1 basically depend on the protocols rather than the MobileSpaces system and all the protocols used in these experiments were made as simple as possible without any optimization, since the intention of the current implementation was to estimate the basic costs of our framework. The measured throughputs are limited by the MobileSpaces system and the underlying operating system. 5 Also, when any of these approaches migrate more than one mobile agent, congestion at each computer is occasionally unbalanced between some computers, because the agent-based protocols are performed asynchronously.
The performance of our mobile agent-based protocols is inferior to that of conventional protocol implementations for data transmission, including TCP/IP. However, the goal of the framework is to provide an infrastructure for dynamically customizing network processing for agent migration and the latency and throughput of the current implementation are sufficient for the migration of application-specific agents, which are programmable entities rather than passive data. Comparison of the forwarder and the navigator agent approaches showed that the former is better because the latter needs to transfer two mobile agents to the destination. Although the former needs more agent migration in agent hierarchies than the latter, the overhead of agent migration in a hierarchy is less than a few milliseconds.
Application to cluster computing
To evaluate the effectiveness of this framework, we developed a network management system for a cluster computing environment consisting of three sub-networks and each subnetwork has from four to eight processor elements distributed geographically. 6 The management system dynamically deploys user customized procedures at remote nodes and monitors network and computational resources at the nodes.
The management system divides mobile agents into two types: task agents and routing agents. The former are application-specific agents that perform management tasks at each of the nodes it visits. They correspond to user customized procedures that should be dynamically installed and performed at remote nodes; they include application-specific software for cluster computing and management software for system monitoring. The routing agents are either forwarder agents or navigator agents. They do not have any applicationspecific tasks. Instead, they are designed for particular subnetworks and can forward or carry task agents in the subnetworks they cover. They allow task agents to efficiently migrate among multiple destinations in a sub-network, because they are statically optimized for the topology of their target sub-networks. For example, a task agent for dynamically installing application-specific procedures at remote nodes contains the procedures and is migrated from node to node by its navigators or forwarder agents. Whenever the task agent visits a remote node, it deploys the procedures at the node. A task agent for monitoring network traffic loads performs its task at each node that it visits as shown in figure 7 . Although the system itself is independent of any network management protocols, a task agent was constructed that can access SNMP data from a small stationary agent at each node visited. The stationary agent allows the visiting task agent to access the MIB of its node through interagent communication. Since the task agent contains code to perform both information retrieval and filtering, it can carry only relevant information. The system also has three other task agents for monitoring computational resources at processor nodes. They are designed to collect information on the use of CPU, memory, and disks by using performance monitoring systems at the nodes.
Each task agent selects a navigator or forwarder agent according to its requirement. The management system can deploy a repository database, called Agent Pool, of forwarder and navigator agents at a special node. The database records the capabilities of the navigator and forwarder agents at all the nodes on the system. Navigator agents carry more than one task agent and returns to the database node after completing their navigation tasks to wait for the next task. The database can be viewed as a pool for storing idle navigator agents. When a task agent arrives at a sub-network, if it knows the topology of the sub-network, it traverses over the sub-network according to its own itinerary. Otherwise it migrates itself to the database node of the sub-network to find a suitable routing agent. 7 The total size of a navigator agent containing one task agent is about 4 KB (zip-compressed), which is only 20% greater than the size of a self-contained task agent that controls its own itinerary. This is a small increase in size taking into account the amount of data such agents can collect from nodes. Although the cost of collecting information about computational resources at each of the nodes depends on the amount of information, it is less than a few ten milliseconds within this system.
Early experience with this system suggests that the framework presented here enables each task agent to be built independently of any sub-network and to move efficiently among multiple nodes by using navigator agents. That is, the task agents can be reused in other networks, and their programs are relatively simple because they contain no specific knowledge about sub-networks. This is important in the management of cluster computing because the topology of a cluster computing system changes often as computers are added to or removed from the system. On the other hand, it is difficult for a mobile agent to dynamically generate an efficient itinerary among multiple nodes, while a mobile agent optimized for particular networks can efficiently travel among nodes on its target networks but cannot be reused in other networks.
There have been several attempts to apply mobile agent technology to cluster computing. Most of them allow mobile agents for system and network management to travel among nodes on a cluster computing system as in the system described here. However, their mobile agents need to be transmitted by their runtime systems whose agent migration protocols are statically embedded into the systems. Therefore, they can customize their network processing to the network environment of the target cluster computing systems. On the other hand, our framework can easily and naturally configure agent migration protocols according to the requirements of the applications and the network environments, even while the agents are moving.
Related work
Many mobile agent systems have been developed over the last few years, for example, Aglets [8] , Telescript [19] , and Voyager [11] . To our knowledge, none of them can dynamically extend and adapt their network processing for agent migration to the characteristics of current networks and to the requirements of respective visiting agents, although mobile agents must be used in heterogeneous and dynamic network environments, for example, in personal mobile communication, wireless networks, and active networks. This is because their agent migration protocols are statically embedded in their systems.
The framework presented in this paper changes network processing by combining it with active network technology [18] . There have been many attempts to apply mobile agent technology to the development of active networks [2, 3] because mobile agents can be considered a special case in mobile code technology, which is the basis of existing active network technologies. For example, the Grasshopper system offers an active network platform consisting of stationary and mobile agents as service entities for telecommunication. In contrast, the framework presented in this paper applies active network technology to mobile agent technology.
Moreover, there have been many reported attempts to customize processing in the literature of meta-level and selfreflective architectures, instead of using mobile agent technology. However, their customization mechanisms are often so complex that it is difficult to construct them and make them accessible and secure. We need to construct a simple and natural approach to configuring and adapting network processing for agent migration. To satisfy this requirement, the approach presented in this paper uses agent migration as a mechanism for deploying and managing agent migration protocols, be-cause agent migration is a key mechanism in mobile agent computing. Several studies attempted to build smart mobile agents that can dynamically learn the topology of networks (see, for example [10] ). However, most of these studies explicitly and implicitly assume to be performed on only simulated networks. Even if the studies could be performed in a real system, the costs of generating efficient routes tend to be large.
There have been a few approaches for building configurable protocols for agent migration rather than for data transmission. A mobile agent, which visits multiple hosts to perform its task, must have an application specific itinerary. For example, a mobile agent may roam over more than one host without making any detours or may have to return to its home host after each hop instead of proceeding to another destination. Also, a network-dependent itinerary is often needed for a mobile agent to travel to multiple hosts efficiently. However, it is difficult to determine such an itinerary at the time the agent is designed or instantiated because the network topology cannot always be known. Also, even if the itinerary of a mobile agent were optimized for a particular network to travel to multiple hosts efficiently, it might not be reusable in another network. To overcome this problem, ADK [7] separates the travel itinerary of an agent from its behavior by building a mobile agent from a set of component categories: navigational components responsible for a travel itinerary and performer components responsible for executing one or more management tasks on each node. Aglets [8] introduces the notion of an itinerary pattern, which is similar to design patterns in software engineering, to shift the responsibility for navigation from an applicationspecific agent to a framework library [1] . Both approaches allow us to design the application-specific itinerary for an agent independent of the logical behavior of the agent, but the itinerary parts must be statically and manually embedded in the agent. Consequently, the agent cannot dynamically change its itinerary and cannot travel beyond its familiar networks, unlike our framework. Also, the approaches cannot configure the protocols that transmit mobile agents between two nodes, where our framework can dynamically customize such protocols by using our transmitter agents and forwarder agents.
A portable and extensible mobile agent system MobileSpaces [12] serves as the basis for the framework presented in this paper. It can dynamically adapt its functions and structures to changes in the environments. Also, we presented a architecture for building several agent migration protocols in [13, 14] . That architecture is hierarchically organized like a protocol stack in existing data transmission protocols, and serves as the basis for the framework presented in this paper. While the previous papers are to propose the architecture itself, this paper is to propose mobile agent-based protocols for agent migration over a network, including the Internet. This paper also describes refinement of several protocols, which are useful in the management of cluster computing.
Conclusion
We have presented a framework for building a self-configuring infrastructure for agent migration over the Internet, in particular cluster computing environments on the Internet. The framework provides a layered architecture for adaptive protocols for mobile agents. These network protocols for agent migration can be naturally implemented within mobile agents and thus can be dynamically added to and removed from the system by migrating the corresponding agents, according to the requirements of visiting agents and changes in the environment. We presented several mobile agent-based protocols based on standard protocols in the Internet. Our prototype implementation built on a Java-based mobile agent system, called MobileSpaces, allowed us to experiment with the construction and deployment of these protocols. This experience strongly suggests that the use of active network technologies in mobile agents holds considerable promise and that our framework can dynamically and flexibly customize network processing for agent migration, without any limitation on the reusability of application-specific agents.
Finally, we would like to mention further issues. Our early performance measurements indicate that the performance of the adaptive protocols is reasonable for a high-level prototype and fast enough for experimenting with application-specific protocols. However, the performance of the current implementation is not yet satisfactory. We plan to improve the performance. We are interested in developing various agent migration protocols for the Internet, in addition to the examples presented in this paper. Also, the adaptive protocols do not always depend on our framework and thus should be applicable to other active network infrastructure. mechanism is beyond the scope of this paper and described in the author's previous paper [15] .
