Abstract-Digital radio links with bandlimited pulses exhibit a severe performance degradation when the transmitter high power amplifier operates near saturation. To cope with the increase of nonlinear intersymbol interference due to the amplifier nonlinearities, a discrete-time Volterra system can be used to process the transmitted data.
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Giovanni Lazzarin, Silvano Pupolin, Senior Member, IEEE and August0 Sarti, Member, IEEE Abstract-Digital radio links with bandlimited pulses exhibit a severe performance degradation when the transmitter high power amplifier operates near saturation. To cope with the increase of nonlinear intersymbol interference due to the amplifier nonlinearities, a discrete-time Volterra system can be used to process the transmitted data. We present an efficient technique for implementing adaptive data predistorters with memory based on a discretetime Volterra system composed of digital linear filters and memoryless nonlinear devices working at the symbol rate. Third-and fifth-order structures are proposed and a system performance evaluation is presented for several realistic situations.
I. INTRODUCTION IN order to allow the maximum exploitation of the RF spectrum, the current trend in the design of digital radio systems is to increase the spectrum efficiency by using high capacity modulation formats such as multilevel quadrature amplitude modulation (&AM) with bandlimited pulses to reduce the adjacent channel interference (ACI). On the other hand, the need €or good power efficiency forces the drawing of the transmitter high power amplifier (HPA) to near saturation, where the nonlinear distortion, acting on a bandlimited pulse stream, gives rise to some unwanted effects, such as: i) the increase of the intersymbol interference (ISI) (the detector receives a warped constellation of clusters), and ii) the increase of the ACI due to a widening of the transmitted signal spectrum. The severity of both these effects increases as the size of the alphabet increases.
When the HPA nonlinearity becomes a significant source of impairment a number of questions arise. For instance: what special circuitry should be used to compensate for the nonlinearity? What is the best design for the filter shaping? What are the best constellations? In recent years many authors have given some partial solutions to these problems. The proposed methods may be divided into two main classes, those operating on the transmitter side (TX), and those operating on the receiver side (RX). The optimal solution among the RX-techniques is the maximum likelihood sequence estimation (MLSE) technique proposed by Mesiya, Mc Lane and Campbell [1] and also by Van Etten [4] , and the adaptive cancellation of the nonlinear ISI, due to Biglieri, Gersho, Gitlin and Lim [5] . The main limitation of these techniques, besides the fact that they cannot do anything to avoid spectrum widening, is their complexity.
The TX-techniques perform a transformation of the HPA input signal by using a nonlinear device in order to improve the linearity of the overall link. This operalion is very simple for a memoryless end-to-end link because, in this case, the compensator becomes a nonlinear digital mapper that warps the source constellation in order to reshape the detected constellation as desired. The pioneering paper by Saleh and Salz [6] , in which this technique was proposed for rectangular pulses, has been followed by others for bandlimited pulseshaping. However, with bandlimited pulses, the received signal exhibits a "clustering" effect, due to the nonlinear ISI, while a nonlinear mapper can only correct the average positions of the individual clusters without reducing their variance. Therefore, the performance improvement in the case of band-limited pulses is smaller than with time-limited pulses and worsens as the size of the alphabet increases. Another TX-technique able to cope with the increase of nonlinear IS1 consists of the insertion of an appropriate analog device (analog predistorter) [9, 10] before the amplifier that is to be linearized.
Recently proposed solutions involve processing of the data sequence using a nonlinear filter. The developed techniques are based on: i) discrete-time Volterra system, ii) nonlinear data interpolation and iii) appropriate coding of the data message. The first was addressed in its general theoretical solution by Biglieri et al. [ll] , and further by others [12-131. The second was proposed by Karam and Sari [14-151, while the last is, as of yet, a nearly unexplored technique.
In this paper we set up new efficient adaptive data predistortion structures based on a Volterra system. The results are attractive due to the simplicity of the proposed structures: they are composed only of digital filters and memoryless nonlinear devices working at the symbol rate.
The paper is organized as follows: the reference model of the nonlinear link and its Volterra representation is reported in Section I1 and the analysis of the proposed compensation techniques is introduced in Section 111, while Section IV shows some implementations. Section V is devoted to the adaptive technique proposed. The method for measuring the system performance is illustrated in Section VI, while in Section VI1 reports of simulation results and comparisons are given. Section VI11 gives concluding remarks and comments on the applicability of the system and further research.
11. SYSTEM MODEL The system we are considering is represented in Fig. 1 . The TX signal processing functions that are required to linearize the HPA are given, in this model, by the data predistorter and its adaptive parameter estimator, shown within the dashed box, while the analog predistorter box is included only for comparison. In Fig. 1 h(T) is the discrete time domain with symbol period T , IR is the continuous time domain and (a,} is a sequence of T-spaced complex symbols belonging to an L-&AM constellation so that both Re{a,} and Im{a,} take on values { f l , f3,. . . , &(a -1>}. (6,) is the sequence of T-spaced complex samples obtained by the nonlinear filtering of {an}. Driving the modulator with this sequence, the baseband equivalent signal driving the HPA is
is the pulse shape of the modulator. We assume that g ( t ) is a bandlimited function belonging to the class of the raised cosine rolloff function C(f; S), that is All the transformations that occur between the HPA and the detector, i.e. radio frequency filtering, radio channel and receive filter can be represented by a single baseband equivalent filter following the HPA in Fig. 1 , whose impulse response is h(t). We are assuming a fixed receive filter for which, in the absence of nonlinearity and selective fading, the overall link is a Nyquist channel. As a result, assuming Pmaz = 1, the receive filter must be designed so that G(f)H(f) = TC(f; 6) (4) where H ( f ) is the Fourier Transform of h(t). The line-of-sight radio channel is represented during normal conditions as a filter with flat frequency response. In the presence of frequency selective fading this filter is timevarying so that, to compensate for ISI, an adaptive digital equalizer is placed after the fixed receive filter. Finally, we assume that the carrier reference is ideal, that the sampling in each symbol period occurs at the peak of the pulse and that the detector is composed of a set of fixed thresholds which would be optimal for a linear system with additive gaussian noise. In other words, the in-phase (quadrature) thresholds of an L-&AM constellation are set to detect Re{a,} (Im{ctn}) at (0, &2] 4~4 , .
The discrete signal used to estimate the transmitted symbol sequence { a,} is t~, +qn ] where { q,} is a sequence of complex samples of noise.
NONLINEAR COMPENSATION

A . Analog Predistortion
To cope with the unwanted effects which stem from the nonlinear behavior of the HPA, we can insert an appropriate analog nonlinear device before the amplifier, as depicted in Fig. 1 . The choice of the 1 / 0 relationship I" of this analog compensator depends on the available information on the HPA characteristic r. If the exact shape of I' is known, then it is possible to implement the predistorter by selecting I" = r-' under appropriate constraints on the amplitude range of E, so that the cascade of the compensator and the amplifier behaves as linear (y = z).
We note that an analog predistorter could be implemented at baseband. To do this we must sample x ( t ) at a rate multiple of 1/T, process the samples with the I" characteristic and filter the output samples in order to drive the mixer with a continuous-time signal 2'. The oversampling factor must be chosen in order to avoid aliasing on the 2' signal, and must be at least equal to 2 for raised cosine pulse generation (comments of Appendix B will apply).
In practice we don't know exactly the HPA characteristic. On the other hand we can always implement a pthorder predistorter
The discrete-time Volterra system P is a pth-order ina) the first-order kernel of their cascade is a unit impulse b) the other kernels up to the order p are zero.
verse of Q if:
In other words:
whose aim is to delete up to the pth-order nonlinear terms of the power series expansion of I'.
In general, the correction capability of the pth-order analog predistorter is satisfactory for the AM-AM curve but is far from optimality as far as the AM-PM curve is concerned. We could compensate for the residual phase disthat the 1/0 relationship turns out to be:
In order to compute the kernels pz of the predistorter, we write czz+l as follows:
where ~2;') represents the component of the ( a i + l ) t horder kernel of the cascade of P and Q generated by the generality, that the linear part of Q (i.e. the filter characterized by the first-order kernel) is equalized at the receiver, that is
(5b) ( 2 j + l)th-order kernel of Q . We assume, without loss of
B. Data Predzstortion wzth Memory
The overall link that we have outlined in Section I1 is nonlinear with memory and may be represented by a discretetime Volterra system Q having only odd order terms [17] .
Its input-output relationship is given by:
Considering that c z z + l ( n l , . .
(1)
. , Q 1 + 1 )
where vn is the sequence of sampled data at the receiver, (6) the condition (loa) gives (14) 1 a1
while the use of ( l o b ) , (11) and (13) yields: and The Volterra kernels (7) are completely specified whenever the HPA parameters a~~+ 1 and the pulse shape g ( t ) are known. h(t) is obtained by applying (4) . A general approach to the design of a data predist,orter with memory is based on the inversion of the above Volterra system [ll] .
Let b, be the output of a discrete-time Volterra system P (with kernels p z ) , driven by the source symbols a,, and let {cz} be the kernels of the Volterra system given by the cascade of P and Q, namely:
After a tedious calculation, deferred to Appendix A, eq. (15) allows us to write the kernel pzz+l recursively in terms of the kernels q z k + l , k 5 i , of the Volterra system Q.
IV. PREDISTORTER STRUCTURE
A. Implementation of the Predzstorter
An efficient implementation of the pth-order predistorter with memory must avoid a direct implementation of the Volterra system, as the complexity of the Volterra systems rapidly makes the system infeasible. Hereafter we present new efficient structures for the lower order predistorters ( p = 3 and p = 5). We state the following theoiem to aid in this task. The proof is given in Appendix B.
Remark. Theorem 1 shows how to simply implement the kernel V&+l of the predistorter in digital form. We note, in fact, the remarkable reduction in the complexity with respect to the direct implementation of V22+l. The kernel c p ) equals the third-order kernel of the link 4 3 , apart from a scaling factor (see Appendix A). The resulting basic structure of the third-order predistorter is shown in Fig. 3 , where p1 = l / a l , ,& = -c Y~/ Q~ and the block V3 is the Volterra system characterized by the kernel q$, which depends only on the filters g(.) and h(.) and it is independent of the HPA characteristic.
2) Fifth-order structure: the structure of the fifth-order predistorter is characterized by the third-order kernel (16) and by the fifth-order kernel defined by (15) with i = 2: v, 3) Reduced fifth-order structure: the complexity of the basic scheme of the fifth-order predistorter can be reduced by expanding the nonlinear blocks V3 and V5 and redrawing the connections. We note that a digital interpolator g and a digital filter h can be shared by the branches of cf) and cf), and that, moreover, if the linear part of the thirdorder compensator picks-up and inserts the signal after the digital interpolators g , there is no alteration in the 1/0 relationship. These considerations lead to the scheme of Fig. 4(a) .
A much simpler solution, whose complexity is close to that of the third-order, is achievable at the cost of a noncomplete cancellation of the intermediate term c f ' . The simplification arises by considering the digital interpolator g, which appears in the dashed box of Fig. 4(a) , as composed by a digital interpolator with kernel G(lcTc) followed by a digital filter with taps g ( k T c ) and by shifting this filter before the decimator. When Tc = T / M with M 2 2, this has the same effect as neglecting the dashed box of Fig. 4(a) . Therefore we obtain the reduced scheme of Fig. 4(6) where:
A comparison between the system performance of the 1 2 1 , . . . , n 5 ) } . fifth-order predistorters will show the effectiveness of the 
By defining the two families of impulse responses:
we obtain which corresponds to the polyphase structure depicted in Fig. 5 . This structure can be used to implement both systems, V3 and Vs, in the scheme of Fig. 3 and can be easily extended to the systems sketched in Fig. 4 . In this way the (2i + l)th-order kernel is implemented by using M parallel filters working at symbol rate instead of just one filter working at M times the symbol rate.
B. Phase Compensataon
The behavior of the pth-order data predistorter with memory is similar to that of the analog predistorter. The compensated system, in particular, shows a considerable reduction of the nonlinear ISI, but it leaves a significant residual AM-PM distortion.
To cope with this problem we can insert before the predistorter with memory a zero-memory AM-PM predistorter (whose purpose is thus to compensate just for the AM-PM portion of the HPA distortion), or a polynomial AM-PM characteristic, as used in the analog predistorter.
v. ADAPTIVE ESTIMATION OF PREDISTORTER PARAMETERS
A. VoMerra Predistorter
One of the main advantages of the proposed schemes is that they require little information: only the shape of G(f) and the HPA parameters a l , a3 and a5 are needed. In fact, G(f) is a known design choice, while the HPA coefficients are the only items necessary to estimate because their values depend on the operating point of the HPA, as well as being subjected t o drift. A similar reasoning is valid for the AM-PM compensator.
HPA parameters. Considering that the coefficients to be estimated are slowly time-varying, without loss o f generality, we assume their values to be fixed. If the sequence of T-spaced samples x, and y , of the input x ( t ) and the output y(t) of the HPA are available, it is possible to know the estimation error:
where the measured output yn and its estimated value y i can be expressed as follows (24) (25) 
%(t) = C " 2 i + l E , l E n I 2%
The proof is reported in Appendix C.
A claSsic adaptive method for finding the optimum solution is! the "stochastic gradient" algorithm whose update equation is
The B E R is a decreasing monotonous function of the D N R and it assumes the value BERo when D N R = D N R o . F is thus given by:
where A is a constant whose value must be accurately se-
lected in order to find a trade-off between stability and convergence speed of the algorithm. The resulting estimator folldws a stochastic trajectory converging in a mean square sense t o the solution of (26).
B. Phase compensataon.
The maximum value of F , Fmax, can be achieved by considering the ideal case of linear HPA driven by rectangular pulses of duration T at the maximum power [8] . The relative flat fade margin is based on the measure of a pair of penalty factors which, multiplied together, give the amount by which F is lower than Fmax:
Compensation of the residual Phase distortion could be performed by using the memoryless predistortion algorithm propose$ by Saleh and Salz [6], or by using an MSE estimator of phase parameters 9% (see eq. ( 5 . b ) ) .
VI. PERFORMANCE EVALUATION
A . DeJihataons
The measure we consider for the system performance is the fiat fade margin F [7] , i.e. the signal reduction that cab be sustained on the radio path before the bit error rdte ( B E R ) reaches a given performance threshold BERo (for the sake of concreteness we choose the value BERo = lo-*). The flat fade margin is a function of the HPA working point, but it also depends on the operating conditions of the link. This is the reason we consider a relative measure of the flat fade margin FIFma,, where F m a x is the daximum theoretical value of F corresponding to a given cdnstellation, propagation path and maximum HPA power.
The HPA input backoff is defined as the reduction of the pe4k input power compared to the maximum value. Considering that the peak input power is where ym is the reference constellation, K is a scaling factor chosen for the HPA output to be maximum when Pi, = 1. The input backoff thus corresponds to lOlogPj,. The primary output of the analysis is a set of curves of F/Fmax versus $€PA input backoff, from which we obtain the value P, n of Pzn which maximizes the flat fade margin. Such a value represents the best trade-off between the need of more sibnal distance and less nonlinear distortion.
B. Performance Measure
We wsume that the in-phase and quadrature noise components in the rails of the detector input are additive, gaussian and uncorrelated with equal power C T~. We then define the distance-to-noise ratio:
where il is the half-distance between the decision boundaries of the detector.
The noise enhancement penalty PN is related to the compensation of the HPA input backoff at the receiver and the nonideal filtering:
where H e q ( f ) is the frequency response of the equalizer (if used). To evaluate the penalties (34) and (35), a Monte Carlo simulation program of the link of Fig. 1 has been carried out. The HPA has been modeled as a T W T amplifier according to the AM-AM and AM-PM characteristics described by Saleh [16] . The receiver thermal noise has been treated analytically for each sample at the input of the detector by computing the BER for specified CT& by using the complementary error function [IS] .
We have simulated the system in various operating conditions and for many values of the input back-off. For each value of Pan, a B E R versus D N R curve has been drawn in order to evaluate DNRo(Pin) and, by using eq. (35), the value of Pc. The corresponding frequency response of the adaptive equalizer has been used to compute the value of PN according to eq. (34).
VII. SIMULATION RESULTS
A . Comparasons of Compensation Techniques
The flat fade margin diagrams of the 64-QAM and 256-&AM systems are reported in Table I , where the performance gains with respect to the uncompensated case are reported as well. We note that the gain obtained by using the third-order predistorter, even with quadratic phase compensation, is quite small and lower than the gain due to a single memoryless predistorter. In fact, the main limit of a third-order predistorter is the residual warping of the constellation at the detector rather than the size of the clusters due to nonlinear ISI.
A full fifth order predistortion with quadratic phase compensation produced another 2.5dB improvement for 64-&AM and 3.3dB for 256-QAM. The reduced fifth order predistorter has a performance only 0.4dB worse than the full fifth order predistorter with a much lower complexity. We note that for 64-&AM the memoryless predistorter has a performance close to the one proposed. This is due to the fact that performance degradation is due more to the residual distortion rather than to nonlinear ISI. For the 256-&AM we note an improvement of over 2dB in performance for the proposed predistorter. This is mainly due to the reduction of nonlinear ISI.
The best results have been achieved using both full fifthorder predistorter and phase compensator. The relative flat fade margin for a 64-QAM system reaches the value Fp/Fm,, = -0.97dB and for a 256-&AM system we have -0.65d$ for a 64-QAM system and F,/F,,,
for a 25b-&AM system. A f u t h e r improvement is achievable by modifying the reference constellation in order to reach a higher d2/Pmat, which cpuses PN to decrease. For example, the modified 64-&AM (256-&AM) constellation shown in Fig. 7 causes a reducdion of PN of 0.77dB (1.56dB). We have verified by simulation that, apart from a few hundredths of dB, the use of 3 modified constellation does not affect the cluster penalty1 In other words, the reduction of the noise penalty gives riqe to an equal increase of the the flat fade margin. 
Complexaty Reductaon
A crucial aspect of the design of a predistorter is the minimization of its complexity without affecting its performance.
To find a good trade-off between complexity and effectiveness of the compensation strategy we have computed, through simulation, the flat fade margin diagrams corresponding to predistorter configurations which differ in their complexity. The complexity is measured in terms of the oversampling factor M , corresponding t o the number of branches of the parallel structure of Fig. 5 , and of the number of taps 2 N + 1 of each filter appearing in the same scheme. We found that the 64-&AM and 256-QAM systems behave differently when M and/or N are reduced. Fig. 8a shows the performance of a 64-&AM system with a full fifth-order predistorter and a phase compensator when hf and N fall below the thresholds M = 3 and N = 2. We notice that the flat fade margin curve which corresponds to the use of a fifth-order memoryless predistorter and a quadratic phase compensator ( M = 1, N = 0) is very close to the one corresponding to M = 3 and N = 2. This fact confirms that the clustering effect is not the main source of impairment for a 64-&AM system as a mere correction of the cluster positions improves the performance almost as much as a nonlinear predistorter with memory of the same order. On the other hand, the choice M = 1, N = 2 leads to a large reduction of the flat fade margin. Roughly speaking this means that "no memory" is better than a "bad memory".
In the case of a 256-&AM system the situation, shown in Fig. 8b , is quite different. The degradation that occurs when a fifth-order memoryless predistorter with phase compensation is used is heavy because the high number of levels increases the system sensitivity to the nonlinear ISI.
On the other hand, if the predistorter works with M = 2 and N = 2 (10 taps over Z(T/2)), then the performance degradation results as being very mild (about IdB), even if the conditions of the sampling theorem are not strictly met.
C. Fzlter Deszgn
The above discussions refer to a standard situation in which G ( f ) / T = C(f; represents the optimal pulse shaping for linear peak-powerlimited I-IPA. System performance for the former choice has been obtained for a 6PQAM system with a reduced fifth-order predistorter and a phase compensator. The results, reported in Table I1 for 51 = 0.5, 61 = 0.75 and 61 = 1, are notably worse than in the standard situation because of the increase of the noise penalty.
We have compared the latter strategy with the standard filter choice for both 64 and 256-&AM systems. Also 
'
System performance has been evaluated also in the presence of selective fading for both 64-&AM and 256-QAM systems. The filters G ( f ) and H ( f ) have been chosen to be equal to the standard case and the fading has been described with the Rummler's three-paths model [19] with a maximum fade of 14dB occuring exactly at the center of the band. The relative delay r/T has been chosen to be equal to the 0.147 for the 64-QAM, and equal to 0.110 for the 256-QAM, corresponding to a 140Mbitls digital system. In both cases the adaptive equalizer that we used to combat the fading effects has seven taps.
The simulation results, reported in Table 11 , show that the interaction between nonlinearity and fading gives rise to a performance degradation which is worse than that due to a flat attenuation of 14dB. This phenomenon is due to the presence of residual IS1 that the adaptive equalizer is unable to cancel when the selective fading occurs.
E. Transmatted Szgnal Spectrum
The spectrum of the transmitted signal has been computed in order to observe the spreading produced by the HPA considering the uncompensated as well as the compensated system (Fig. 9) . We notice that in correspondence to the optimum system performance the transmitted spectrum of both compensated and uncompensated systems is nearly the same. The motivation of this unexpected behavior is presently unknown. 
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that of the data predistorter proposed in this paper. However, we note that the data predistorter presented in this paper could be used in working systems by inserting it just before the PAM modulators, while the analog predistorter requires a re-design of the system to be placed in front of the IF mixers.
More attention has been recently devoted to the design of digital systems with a narrower bandwidth ( p = 0.2 -0.3). In this case the nonlinear IS1 plays a more relevant role in the system performance as the ratio between the transmitted signal peak and the transmitted pulse peak is higher than in the proposed case. This could change the conclusion about the best filter design choice given here.
Finally, further research should be done to find a T X predistortion strategy which is able to reduce the signal T I M we can implement g ( t ) as a digital filter (Fig. 2(b) ).
'
Finally, for the system of Fig. 2 From the assumptions (a) and (b), it follows that the summation on k is non-zero only for k = 0, thus the expressions (23.1) and (B.2) are equal. where E denotes "expectation" and "*'' denotes a complex 
