Introduction
Subcooled nucleate pool boiling exists when the bulk temperature in the liquid pool is less than the saturation temperature of the liquid at a given system pressure, and the temperature of the heating surface exceeds the nucleation temperature, which is higher than the saturation temperature. Under subcooled boiling conditions, the liquid may contain dissolved noncondensable gases. During phase change at the bubble-liquid interface, noncondensable gases will be injected into the bubble along with vapor. Due to heat transfer into subcooled liquid, vapor will condense in the upper regions of the bubble while noncondensables will continue to accumulate. The gradient of noncondensable gas concentration inside the bubble will determine the vapor partial pressure and, in turn, saturation temperature gradient around the bubble interface. The nonuniform saturation temperature will cause a difference in surface tension, which would give rise to thermocapillary convection in the vicinity of the interface. Study of the effect of thermocapillary convection during phase change under terrestrial conditions is rather difficult, as the thermocapillary force is overshadowed by the gravity force. Investigation of bubble growth under earth normal and microgravity conditions when noncondensables are present is the subject of this work.
Noncondensable gases are well known to degrade the rate of condensation heat transfer. It was Colburn and Hougen ͓1͔ who first noted in their design of condensers for mixture of vapor and noncondensing gases that the condensation of vapor depends on the diffusion of the vapor molecules through the gas mixture. Minkowycz and Sparrow ͓2͔ obtained self-similar boundary layer solutions to film condensation on a cooled vertical surface immersed in a large body of vapor containing a noncondensable gas. Galamba et al. ͓3͔ analytically and experimentally investigated simultaneous melting-condensation on a vertical wall with noncondensable gases in the vapor. These studies quantified the effect of noncondensables on condensation heat transfer.
The thermocapillary flow or Marangoni flow is caused by surface tension variation along the bubble interface. Surface tension variation is related to the bubble interface temperature. Many investigations on the Marangoni flow around both gas and vapor bubbles have been reported in the literature. McGrew et al. ͓4͔ believed that the Marangoni flow serves as a primary factor to yield the extensive liquid circulation near bubbles attached to heated surfaces and causes the high heat transfer rate, both for vapor bubbles and stable, nongrowing air bubbles. Larkin ͓5͔ carried out the first numerical study of the Marangoni effect around a stationary hemispherical inert gas bubble attached to a planer surface. During this study, zero gravity, adiabatic bubble interface boundary conditions and a force balance between the surface tension and viscous shear stress in the tangential direction along the interface were considered. His time-dependent solutions showed that the liquid from the pool was pulled toward the wall, then flowed around the interface, eventually projected outward as a jet. During an experimental investigation of an air bubble placed on a downward-facing heated surface, Hupik and Raithby ͓6͔ described that surface tension varying from the bubble base to its crown generated a strong jet of fluid, moving downward along the centerline of the bubble, and a driving fluid, moving inward toward the surface. Straub et al. ͓7͔ numerically evaluated the heat transfer by thermocapillary convection around a gas bubble fixed at a definite location, which was subjected to a temperature gradient. Interfacial conditions similar to those used by Larkin ͓5͔ were implemented in their study. Their computational results showed that the Marangoni convection can enhance the energy transport despite the insulating behavior of an enclosed gas volume. Oscillatory flow patterns were noted for high Marangoni numbers.
From the pool boiling experiments conducted under microgravity conditions with saturated and subcooled liquids, Straub ͓8͔ observed that, under subcooled boiling, a jet stream forms above the top of the bubbles that carries the hot liquid from the wall into the ambient liquid. This flow does not actually contribute to the enhancement in the overall heat transfer rate and is absent in saturated liquid. Those observations led the author to a hypothesis: Under subcooled boiling, noncondensable gases are carried along with the evaporating vapor into a bubble, while vapor condenses at the portion of the interface exposed to subcooled liquid. As a result, noncondensable gases accumulate at the top portion of the bubble and reduce the partial pressure of vapor at the interface and, in turn, lower the local saturation temperature. Thus, noncondensable gases can act as a source of thermocapillary flow in subcooled boiling. Marek and Straub ͓9͔ proposed that thermocapillary convection could enhance heat transfer across the bubble interface. By a combined analytical and numerical approach and under the assumption of a nondeformable, spherical bubble interface, the authors concluded that an intensified heat transfer in the liquid is necessary to maintain a steady-state mass flow through the bubble. Reynard et al. ͓10͔ conducted experiments around a single air bubble and a vapor bubble on a downward-facing heating element. By means of trace particles or shadowgraphy, they recorded the flow and temperature fields in two perpendicular directions ͑horizontal and vertical͒ and suggested that an axisymmetrical thermocapillary convection roll, followed by a 3D oscillatory mode, existed around the bubble. Meanwhile, the authors speculated that nondepleted air might be the reason of this oscillation of a FC-72 bubble. Henry et al. ͓11͔ performed experiments with 99.3% pure n-perfluorohexane under reduced gravity of 10 −2 g e . The boiling curves with the fluid degassed ͑3 ppm͒ and gas-saturated ͑3500 ppm͒ indicated that the boiling behavior is substantially different if the bulk liquid is subcooled. The authors argued that in nucleate boiling for the degassed case, thermocapillary flow around the primary bubble increased with increase in superheat. The size of the primary bubble decreased because of increased condensation. They also claimed that, in the case of gas-saturated boiling, the formed bubble is predominately a gas bubble and causes dryout over a larger portion of the heater surface, and consequently, heat transfer from the wall is reduced. The authors concluded that the cause for the thermocapillary motion remained unclear.
From the above, some contradictions are still in existence and many questions remain unanswered, such as: Is subcooled nucleate boiling a stable or oscillatory process under microgravity? Can observed bubble-top jet flow in experiments be attributed to thermocapillary flow? If so, what is the cause of this thermocapillary flow? What role can thermocapillary convection play in enhancing heat transfer? In the present work, a complete numerical simulation of bubble dynamics is carried out to find answers to these questions. Air is taken as the noncondensable gas, and a numerical procedure, which is capable of redistributing mesh size and sustain a highly dense node concentration around the interface as the bubble grows in pursuit of more accurate computation, is used to model thermocapillary during subcooled nucleate boiling in the presence of noncondensables. The current study extends the model proposed by Son et al. ͓12͔ in the absence of noncondensables.
2 Numerical Formulation 2.1 Model Description. In extending Son et al. ͓12͔ model, we consider a single bubble in nucleate boiling and divide the computational domain into two parts: a microregion and a macroregion, as shown in Fig. 1 . The microregion is a thin film that lies underneath the bubble, whereas the macroregion consists of the bubble and the liquid surrounding the bubble. For a given contact angle the computed shape of the interface in the microand macroregions is matched at the outer edge of the microlayer. In the numerical analysis for the macroregion, a level-set function described in Sec. 2.4 is used.
Assumptions.
The following assumptions are made in this study:
• The process is two-dimensional and axisymmetric.
• The flows are laminar.
• The wall temperature remains constant.
• Water at atmospheric pressure is used as the test fluid, and the properties associated with water are not effected by the dissolved air.
• The thermophysical properties of the individual phases are assumed to be insensitive to small changes in temperature and pressure except for the surface tension.
Thermal and Physical
Properties. All properties are evaluated for water at atmospheric pressure and saturation temperature of 100°C. Transactions of the ASME 
In the above equation, 0 is the solution of Eq. ͑1͒. The material properties are assumed to be constant in the individual phases, except at the interface and in a thin region around the interface. To describe such an interface we define the Heaviside function H as follows:
where h is equal to the grid spacing on a uniform grid, and H is 1 in the liquid phase and 0 in the vapor phase. However, the properties are smoothed over an interval of 3h, so that they change continuously at the interface. The properties are defined as follows:
where m is the density of the mixture inside bubble and it will be described later in this section, , , and k are the fluid density, fluid shear viscosity, and thermal conductivity, respectively. Also, Eq. ͑7͒ is consistent with the assumption that the vapor temperature remains almost constant at T sat . The interfacial curvature is expressed in terms of the level-set function as follows:
Next, we present the governing equations of continuity, momentum, energy, and species conservation for the macroregion
The fifth term on the right hand side of the momentum equation accounts for the surface tension variation along the interface. The vapor in the bubble was assumed to remain at the saturation temperature. As such, the energy equation in the vapor is not numerically solved; however, the saturation temperature variation caused by the variation in partial pressure of vapor is taken into account by applying the Clausius-Clapeyon equation. The mixture density m is determined by using the following procedure: The molar fraction x g is easily obtained from C g in the form of the mass fraction from the previous time, then local T sat is computed by solving Eq. ͑11͒. Next, a formula for the vapor density as a function of T sat by Wagner et al. ͓13͔ is applied to obtain v , and hence, m is known based on the definition of C g .
Additionally, is taken as a function of temperature ͓14͔ as
The mass conservation equation ͑Eq. ͑9͒͒ can be rewritten as
where C g,l is the mass fraction of the gas in the bulk liquid and V micro is the volume expansion attributed to the heat transfer from the microlayer, which is
where ⌬V micro is a vapor-side control volume near the microregion. Equations ͑14͒ and ͑10͒-͑12͒ are nondimensionalized using the characteristic length l 0 , velocity u 0 , and time scales t 0
͑18͒
The temperature is nondimensionalized such that the wall temperature is 1 and the subcooled liquid temperature is 0, i.e.,
The mass fraction of gas C g is computed in terms of C g,l in subcooled boiling cases. The governing equations ͑Eqs. ͑10͒-͑12͒ and ͑14͒͒ are solved throughout the domain to obtain the velocity, temperature, gas fraction, and pressure in each cell. The detailed computational framework is discussed in Sec. 3. Fig. 1 . Lay and Dhir ͓14͔ modeled and numerically solved for the shape of the microlayer underneath a bubble using the lubrication theory. In carrying out the analysis, ␦ is taken to be the thickness of the microlayer measured from the wall, and r is the radial coordinate. The mass conservation, momentum, and energy equations in the microlayer are given as follows:
Governing Equations in the Microregion. This region is illustrated in
where T w is the wall temperature and T v is the vapor temperature. The interface temperature T int is T w on the inner edge of the interface and it decreases to T v very rapidly as the film thickness increases. The vapor pressure is denoted by p v , and h ev is the evaporation heat transfer coefficient. Assuming that there is no gas in the vapor side, the evaporation heat transfer coefficient is obtained from the kinetic theory as
The pressures in the vapor and liquid phases satisfy the following relation ͓14͔:
where is a function of temperature and A is the dispersion constant in the disjoining pressure. In Eq. ͑24͒, the second term on the right hand side accounts for the capillary pressure, the third term for the disjoining pressure, and the last term for the recoil pressure. The curvature of the interface is defined as
The combination of the mass, momentum, and energy equations for the microlayer yields
where Ј denotes ‫ץ‬ / ‫ץ‬r.
The boundary conditions for the above equation are written as follows.
At r = R 0 ͑outer end of the dry region͒
where ␦ o is of the order of a few molecules and it can be obtained from Ref.
͓15͔ at the junction of the evaporating and nonevaporating regions. The third derivative is zero because no evaporation occurs there. At r = R 1 ͑outer radius of the wet region͒
where h / 2 is the vertical distance to the first computational node for the level-set function on uniform grids from the wall. For a given dispersion constant, the microlayer formulation ͑Eq. ͑26͒͒ and R 0 are solved with the five boundary conditions ͑Eqs. ͑27͒ and ͑28͒͒. In this work an apparent contact angle is defined as
The contact angle is measurable experimentally and is used as a boundary condition in the level-set function. Equation ͑26͒ is numerically integrated using a Runge-Kutta method. An expression for the rate at which vapor is produced from the microlayer is given by Eq. ͑15͒.
The Computational Framework
In the current study, a numerical procedure for computation of the level-set function in conjunction with the moving mesh method is applied to carry out the simulation. Contravariant velocity components in curvilinear coordinates ͑ , ͒ are taken as primary variables. For detailed information concerning moving mesh generation and related equations, the readers are referred to Ref. ͓16͔ . The resulting equations contain convection terms of the derivatives with respect to and , and diffusion terms of the second-order derivatives with respect to , , , and . Taking advantage of the bubble symmetry, an axisymmetric mesh is used. We use a staggered-grid finite difference scheme. The scalar parameters are defined at the centers of the cells, and velocity components are stored at the edges of the cells. To easily obtain the discretized forms of various quantities, both the Cartesian velocity components and contravariant ones are stored in memory. We use upwind differencing for advection terms and central differencing for diffusion terms. Projection method based on Ref.
͓17͔ is used to solve for the velocities and pressure. Because the pressure computation takes most of the computational time, we combine the multigrid and conjugate gradient methods so that the numerical solution for the pressure converges in less than ten iterations under most circumstances, resulting in significant computational savings.
In carrying out the numerical simulation, axisymmetry is assumed to exist, and the computational domain is chosen to be ͑R / l 0 , Y / l 0 ͒ = ͑1,2͒ to minimize the effects of the computational boundary and save computation time. Meanwhile, 128ϫ 256 grids are used throughout the calculations.
Overall we have the following computational framework.
1. Initialize by solving the mesh equations ͑Eqs. ͑43͒ and ͑44͒ from Ref. ͓16͔͒ to steady-state. Incorporate the level-set function into the mesh equation; the resulting mesh fits well with the initial conditions. It also should be noted that the variations in other variables can be easily taken into account in the mesh adaptation process. 2. Update the mesh. Using ⌬t in the mesh equations, solve for one time step to evolve the mesh in the forward direction. The time step is chosen to satisfy the Courant-FriedrichsLewy ͑CFL͒ condition due to the explicit treatment of the convection terms. Usually, dimensionless ⌬t is less than 2.0ϫ 10 −4 , which is more stringent than the CFL condition. For the initial thousands of time steps, an even smaller time step is adopted. 3. Solve for the level-set advection equation, reinitialize the level-set function, and determine the properties. The secondorder essentially nonoscillatory ͑ENO͒ scheme is applied to discretize and . A few iteration steps are used in the reinitialization procedure. We use a thickness of 3h for the interface to bridge the property difference through the interface. 4. Determine the saturation temperature corresponding to the partial pressure of the vapor inside the bubble. To determine the saturation temperature, the gas fraction distribution has to be known. Under most cases, the values of the mass fraction of gas from a previous time are applied first, and later on, the interpolation between the two values from previous iterations is used. 5. Solve for the energy equation. The upwind differencing is used for T and T . The diffusion terms of T and T are implicitly discretized, and T and T are continuously updated by the values from the previous iteration until convergence. 6. With known heat transfer rate at the bubble interface as boundary conditions, solve for the species conservation equation. The same differencing scheme as for temperature is adopted for the species conservation equation. 7. Check the gas fraction difference between the calculated and assumed values from step 4; if the difference is small, continue to the next step, otherwise go back to step 4, and iterate until a small value, say, less than 10 −4 of the maximum relative difference, is reached. 8. Solve for the momentum equation for the intermediate velocity using the pressure at the previous time step. 9. Solve for the Poisson equation for pressure. The governing equation for pressure contains V micro . Under the assumptions of constant wall temperature and constant contact angle, V micro is a function of the distance between the first computational node and the wall. V micro is obtained by using the separate microlayer code while varying the distance between the first node and the wall. During each time step, the average distance of several first computational nodes along the wall at the interface region is used to retrieve the corresponding microlayer heat transfer. 10. Correct the velocity corresponding to the updated pressure.
After this step, the continuity equation is ensured to be satisfied. 11. Go to step 2 for the next time step.
Boundary Conditions.
At the wall ͑y =0͒,
At the top of the computational domain ͑y = Y͒,
At the planes of symmetry ͑r =0,R͒,
At the bubble interface,
Further details for these conditions are given in the Appendix.
Initial Condition.
Initially, the fluid velocity is set to be zero. The temperature profile is taken to be linear in the natural convection thermal boundary layer, and its thickness ␦ T is given by Kays and Crawford ͓18͔
3.3 The Determination of the Gas Mass Fraction C g,l in the Liquid. To determine C g,l , the thermodynamic equilibrium state at the top of computational domain is assumed, and a mixture of air and vapor exists above the surface. The gas fraction in liquid C g,l is obtained as follows. For 5°C subcooling at a total pressure of 1.013ϫ 10 5 Pa, the partial pressures of the air and water vapors are 1.681ϫ 10 4 Pa and 8.452ϫ 10 4 Pa, respectively. The latter is the saturation pressure corresponding to 95°C liquid temperature. Therefore, the molar fraction of air in the mixture is 0.1659. This is divided by the Henry number of 107,500 from Ref.
͓19͔ to obtain the molar fraction of air ͑1.543ϫ 10 −6 ͒ dissolved in the liquid. Upon conversion to mass fraction, C g,l is found to be 2.486ϫ 10 −6 for 5°C subcooling at a system pressure of 1.013 ϫ 10 5 Pa.
Validation
To validate the moving mesh method coupled with the level-set function, we simulated a bubble rising in a quiescent liquid and compared the results to those given by Ryskin and Leal ͓20͔. A phase-change problem with an analytical solution was described in Ref. ͓21͔ and is used to test the capability of our method to include heat transfer. The numerical results for those two cases are reported in Ref. ͓16͔ . To further validate the approach, two additional test cases were investigated and are described next. This validation process lends support to the numerical results that are described in this work.
Case 1: Deforming Free Surface in a Cavity Driven by the Marangoni Convection.
A study of the Marangoni convection in a cavity with a curved and deforming free surface undergoing a temperature gradient is conducted to test the effect of surface tension variation. The numerical results are compared with those of Sasmal and Hochstein ͓22͔ with the identical dimensionless parameters, which are defined as follows: "temperature increment between isotherms is 2.57°C…
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The ratio of the average fluid height to the domain width is set equal to unity, and the dimensionless height of the domain is taken to be 1.2. Initially, a linear temperature profile is assumed to exist. The variation in the surface tension caused by different constant wall temperatures maintained at the left and right hand side walls initiates the liquid to flow from the hot side to the cold side. During this process, the adiabatic boundary conditions are imposed at the domain bottom and at the free surface. When no more changes in the displacement of the interface are found, the computation is stopped. Figure 2 shows the results of both Sasmal and Hochstein ͓22͔ and the current study under conditions of Nu= 0 ͑adiabatic conditions at the free surface͒, Re= Ma= 100, and Ca = 0.1 and 0.05, respectively. In general, the present results agree reasonably well with those two from Sasmal and Hochstein ͓22͔.
Case 2: Subcooled Nucleate Boiling
Under Microgravity. Vogel and Straub ͓23͔ reported experimental results of bubble growth of R-113 on a gold plated surface under microgravity conditions. Liquid was subcooled and the actual level of gravity was not reported for experiments performed in TEXUS 26. In this work, it is assumed that gravity level was 10 −4 g e . The contact angle between a Freon-113 drop and a gold film deposited on a silicon wafer was measured in this study. The wafer surface was thoroughly cleaned before the measurement and the contact angle on a dry surface was found to be 20 deg. This value was used as input to the numerical computation. In Fig. 3 the reported bubble growth data are compared with those calculated from numerical simulation for the R-113 bubble. Despite the limited time period over which data were taken, the agreement between the two is quite good. In the experiments, no data were taken after 13 s; however, numerical study predicts that the bubble would remain relatively constant in size after 13 s.
Results and Discussions
In this section, the numerical results for saturated and subcooled boiling of water without and with dissolved air under various gravity levels are presented. The saturated cases are regarded as limiting cases. All the numerical results correspond to the computations of bubble growth for the first cycle.
Earth Normal Gravity
Numerical simulations of single bubble dynamics during subcooled nucleate boiling for a wall superheat of 8°C, liquid subcooling of 5°C, contact angle of 38 deg, and system pressure of 1.013ϫ 10 5 Pa are performed with different initial mass fractions of air inside the bubble ͑i.e., C g,0 = 0, 0.2, and 0.4͒. The initial mass fraction of air inside the bubble with a radius of 0.125 mm is justified based on the fact that the bubble embryo can start with trapped air in the cavity. Figure 4͑a͒ shows the bubble growth rates for three different initial mass fractions of air inside the bubble. For example, at t = 0.3 s, the change in the bubble diameter due to noncondensable gas of C g,0 = 0.4 and C g,l = 2.486ϫ 10 −6 is 2.6 times the uniform grid spacing in comparison to the pure vapor bubble. The air inside the bubble affects the bubble size in the following ways: ͑1͒ lowers the saturation temperature ͑for instance, initial values of C g,0 = 0.2 and 0.4 would decrease the saturation temperature by 3.83°C and 8.34°C, respectively͒; thus, increases evaporation and decreases the condensation rates through the bubble interface; ͑2͒ adds another species ͑air͒ into the bubble; and ͑3͒ alters the mixture density inside the bubble. The bubble in all cases grows to a maximum size and then begins to shrink, and then stays on the wall for a long time. Figure 4͑a͒ shows that the higher noncondensable concentration yields a larger bubble. In addition, the effect of noncondensable gas on heat transfer from the wall to liquid in the form of the wall area averaged Nu is insignificant, as displayed in Fig. 4͑b͒ .
Time-dependent mass of air inside the bubble is shown in Fig.  5 for the two cases with air. It can be seen that the amount of air carried into the bubble with vapor during evaporation is not substantial in comparison to the initial amount of air assumed to be present in the bubble embryo.
The calculated flow field and isotherms for C g,0 = 0.4 are given in Fig. 6 , which is similar to other cases of C g,0 = 0 and 0.2. In this figure, the top isotherm represents a dimensionless temperature of 0.01 and the rest is divided by five equal increments. These isotherm scales are also applied to other cases in Sec. 5.2. From this figure, vapor flowing upward from the bubble base condenses over most of the interface. The liquid that has just condensed around the interface flows downward toward the wall and thins down the thermal layer near the base of the bubble. This, in turn, leads to saddle points in the isotherms. Figure 7 provides a snapshot of the air distribution inside the bubble at t = 0.01 s and 0.27 s. The neighboring contours from this mass fraction distribution represent a difference of one-tenth between the maximum and minimum values, which continue to change from time to time, where the maximum are 0.0053 for C g,0 = 0.2 and 0.0127 for C g,0 = 0.4 at 0.01 s, and 0.0014 for C g,0 = 0.2 and 0.0031 C g,0 = 0.4 at 0.27 s. The highest concentration of air occurs adjacent to the top of the bubble. Starting with a uniform value, as much more vapor than air is added into the bubble during the bubble growth, the gas concentration is diluted everywhere in the bubble. This is why all the values at t = 0.01 s are larger than those at 0.27 s for the same C g,0 , although the total mass of air continues to increase with time. Also, gas concentration is higher in the top portion of the bubble, because of preferential condensation of vapor and, in turn, accumulation of noncondensables. Figure 8͑a͒ delineates the growth rates of the bubble with two different initial mass fractions of air inside the bubble for a wall superheat of 8°C, liquid subcooling of 5°C, contact angle of 38 def, gravity level of g / g e =10 −2 , and system pressure of 1.013ϫ 10 5 Pa. After reaching a quasi-steady-state, the bubble with the presence of air inside has a diameter of 11.4 mm, while it has a diameter of 10.4 mm in the absence of air. Figure 8͑b͒ shows the predicted Nu based on the area ͑1963 mm 2 ͒ averaged heat transfer rate from the wall to the liquid during this process. From this figure, at later time periods the larger bubble yields a slightly higher Nu. In both cases, after the bubbles and their bases reach the maximum values, the bubbles start to shrink, and so do their bases. As the bubble base shrinks, liquid flows inward at the base of the bubbles and the isotherms are compressed there. Correspondingly Nu surges around 2 s.
Microgravity.
The profiles of the average tangential velocity across the interfacial distance of 3h are shown in Fig. 9 . The positive velocity on the right half side of interface denotes the fluid flowing in upward direction along the interface. At t = 0.7 s, the tangential velocity in the absence of air decreases from the bubble base with angular position and becomes negative at about 35 deg. However, the tangential velocity in the presence of air remains positive all along the interface, indicating the upward fluid movement created by the surface tension gradient. The higher velocity at 70 deg than that at 50 deg is reflective of the variation in the mass fraction gradient. At t = 9.9 s, profiles similar to the noncondensable case at t = 0.7 s are obtained for both with and without noncondensables. It appears that, at later stages, as the mass fraction of gas in the vapor space decreases, the effect of noncondensables on the surface tension gradient diminishes significantly.
Figures 10 and 11 show the flow field and isotherms during bubble growth, as obtained from numerical simulations for the cases with and without gas, respectively. In the absence of gas ͑Fig. 10͒, an upward flow of liquid from the bubble base occurs partway along the interface. There, the upward moving liquid merges with the colder liquid flowing downward from the upper portion of the bubble. Downward flow results from the condensation that takes place on the upper portion of the bubble. As a result of the upward flow of hotter liquid, the thermal layer adjacent to the lower portion of the interface becomes thicker. In the presence of gas ͑Fig. 11͒, at early times ͑0.7 s͒, because of the surface tension gradient, as noted earlier in connection with Fig. 9 , upward flow of liquid from the bubble base occurs all along the interface. As a result, warmer liquid from the wall region accumulates on the top of the bubble, leading to formation of a plume. This plume continues to persist at later times when the mass fraction of gas in the upper space decreases, and the flow of liquid in the upper region of the bubble is downward ͑t = 9.9 s in Fig. 9͒ and is similar to that for the bubble without noncondensables. To ensure that formation of a plume of hotter liquid was a result of t = 0.7 s the surface tension gradient and not just the saturation temperature gradient along the interface, one set of calculations was carried out when the surface tension was assumed to remain constant but temperature along the interface was allowed to vary. In this case, results were similar to those for the bubble without noncondensables and no plume of warmer liquid was observed to form on the top of the bubble. Formation of a plume at the top of the bubble observed by Abe and Iwasaki ͓24͔ during mixture boiling experiments at about 10 −2 g e is shown in Fig. 12 . Although quantitative differences exist in terms of variation in the surface tension along the interface in the experiments and present numerical simulations with noncondensables, the formation of plumes is qualitatively similar. Figure 13͑a͒ shows the bubble growth histories at g / g e =10 −4
for cases with and without gas. It is found that in quasi-static-state the bubble attains a diameter of 51.8 mm in the absence of air, and 55.6 mm in the presence of air ͑C g,0 = 0.2͒ inside the bubble for a wall superheat of 8°C, liquid subcooling of 5°C, contact angle of 38 deg, and system pressure of 1.013ϫ 10 5 Pa. In quasi-steadystate, the bubble sizes with initial air fractions of 0.05 and 0.10 vary between those two limiting sizes. A diameter of 7 mm is assumed for the initial bubble size in carrying out the calculation, and this size is necessitated by the grid size. Considering the rapid bubble growth in the early stage, this initial size will not alter in any significant way the course of the bubble growth. The effects of noncondensables on heat transfer are small, as can be seen in Fig. 13͑b͒ . Figures 14 and 15 , respectively, display the calculated flow field and isotherms for the initial air mass fraction C g,0 of 0 and 0.2. As noted earlier both time and length scales stretch as the level of gravity is reduced. In contrast to g / g e =10 −2 , now a blunt plume is formed at the top of the bubble even in the absence of noncondensables. This plume is reflective of some upward movement of warmer liquid near the top region of the bubble interface, where condensation occurs. The upward movement is facilitated by increased thickness of the thermal layer at longer times. The plume for the case with noncondensables ͑Fig. 15͒ is much more extensive. The thermocapillary force caused by the variation in the noncondensable concentration along the interface plays an important role in generating the long plume. The warmer liquid is pulled upward and reaches the top of the computational domain. The gravity force acting downward is too weak in comparison to the upward force created by the surface tension gradient. Qualitatively the predicted formation of a long plume in the presence of noncondensables is similar to the observation of Straub ͓8͔, as shown in Fig. 16 . Straub ͓8͔ attributed the formation of plume to the presence of noncondensables. Figure 17 represents the saturation temperature along the interface. The saturation temperature decreases nonlinearly along the interface. The saturation temperature difference at a given angular position at t = 9.9 s is much larger than that at t = 92.4 s. This is reflective of the decrease in the gas mass fraction from t = 9.9 s to t = 92.4 s as the bubble grows in size.
Conclusions
A numerical procedure coupling the level-set function with the moving mesh method has been employed to simulate nucleate boiling in the presence of noncondensables.
Increasing noncondensable concentration yields a larger bubble. This trend becomes more substantial as the gravity level decreases or the time period of interest increases. However, this size effect is minor compared with the bubble diameter.
At earth normal gravity, little effect of noncondensables on the "temperature increment between isotherms is 2.57°C…
At interface, the mass flux of vapor through the interface is 
At the interface, the mass flux of air through the interface is
The total mass flux is
The definition of diffusion flux is
Rearranging Eq. ͑28͒, we have
Applying Eq. ͑A9͒ into Eqs. ͑A5͒ and ͑A6͒, we obtain
for evaporation 
