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Abstract. We study a free boundary optimization problem in heat
conduction, ruled by the infinity–Laplace operator, with lower temper-
ature bound and a volume constraint. We obtain existence and regular-
ity results and derive geometric properties for the solution and the free
boundaries.
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1. Introduction
The goal of this paper is to establish existence, and derive geometric
properties, for an optimization problem in heat conduction. The problem
may be described in the following way: given a non-negative function ϕ (the
temperature profile), our goal is to keep the temperature in a room above ϕ,
by using heating sources inside the room and insulation material of a certain
volume outside the room, in a way that minimizes the energy. We consider
the energy driven by the infinity-Laplace operator
∆∞u :=
n∑
i,j=1
uxiuxjuxixj ,
which, despite being too degenerate to realistically represent a physical dif-
fusion process, has been previously used in the context of free boundary
problems, for example in [5], where a dead-core problem is considered. We
stress that one of the major difficulties when dealing with ∆∞ relies pre-
cisely on the fact that it diffuses only in the direction of the gradient, which
changes point-by-point and depends on the solution itself. It is striking that
genuine physical insights can be used to investigate an apparently nonphys-
ical problem with significant mathematical interest.
In mathematical terms, given a smooth bounded domain Ω ⊂ Rn, a
smooth non-negative function ϕ : Rn → R, compactly supported in Ω, and
a positive number γ > 0, we look for a function u : Rn → R that minimizes
Lip(u) in K∞, (P∞)
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where
K∞ =
{
u ∈W 1,∞(Rn) |u ≥ ϕ, |{u > 0} \ Ω| ≤ γ
}
,
and such that

∆∞u = 0 in {u > 0} \Ω (insulation),
∆∞u ≤ 0 in Ω (interior heating).
Here, Lip(u) is the Lipschitz constant of u
Lip(u) := sup
x,y
|u(x)− u(y)|
|x− y|
,
|E| is the n-dimensional Lebesgue measure of the set E, and the relations on
∆∞u are understood in the viscosity sense, according to the next definition.
Definition 1.1. A continuous function u is called a viscosity super-solution
(resp. sub-solution) of ∆∞u = 0 if for every C
2 function φ such that u− φ
has a local minimum at the point x0, with φ(x0) = u(x0), we have
∆∞φ(x0) ≤ 0. (resp. ≥)
A function u is called a viscosity solution if it is both a viscosity super-
solution and a viscosity sub-solution.
The problem arises in the study of best insulation devices but motivations
also come from plasma physics or flame propagation, for example. The study
of optimal configuration problems started decades ago (see [1, 3, 2]) and has
been developed in recent years to treat optimal design problems ruled by a
large class of divergence type operators (see [6, 12, 15, 16]). The case where,
instead of the infinity–Laplacian, one has the standard Laplace operator
was studied in [20]. Since the fractional Laplacian can be represented as a
”Dirichlet to Neumann” map, the techniques used to treat optimal design
problems for divergence type operators can be adapted to solve the problem
for the fractional Laplacian as well (see [17]). What makes the case of the
infinity–Laplacian different is that it does not have a divergence structure,
therefore standard tools used in the above mentioned references do not apply,
and a different approach is required.
Intuitively, solutions of the problem (P∞) may be approximated (in some
sense) by solutions of the corresponding problem driven by the p-Laplacian.
We thus study the problem (P∞) through the asymptotic limit as p → ∞
of minimizers of the problem
minimize J(u) :=
1
p
∫
|∇u|p dx in Kp, (Pp)
where
Kp =
{
u ∈W 1,p(Rn) |u ≥ ϕ, |{u > 0} \ Ω| ≤ γ
}
,
such that (the relations on ∆pu being now understood in the distributional
sense)
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

∆pu = 0 in {u > 0} \ Ω,
∆pu ≤ 0 in Ω.
The key to the study of problem (P∞) then lies in obtaining uniform
in p estimates for (Pp). The strategy is the following: first we study a
three parameter family of perturbed problems and prove uniform estimates,
and pass to the limit, in two of those parameters, which leads to another
perturbed problem - now with just one parameter. We get that any solution
of (Pp) is a minimizer for this one parameter limiting perturbed problem,
for small values of the parameter, and solves an obstacle type problem (with
the function ϕ acting as the obstacle). Combining the information on the
regularity of solutions of these two problems, we get the (optimal) Lipschitz
regularity of solutions of (Pp), as well as regularity results on the two free
boundaries (the exterior and the interior). Finally, we obtain uniform in p
estimates, which allow us to let p → ∞ in (Pp) and derive conclusions on
our original problem ruled by the infinity–Laplace operator.
The paper is organized as follows: in Section 2, we introduce a three-
parameter penalization functional to study problem (Pp) and obtain the
existence of minimizers (Proposition 2.1). In Section 3, we get C1,α esti-
mates for minimizers, uniform in one of the parameters, and pass to the
limit according to that parameter to arrive at the study of a two-parameter
penalization functional (Corollary 3.1). In Section 4, we establish the uni-
form Lipschitz regularity of minimizers (Theorem 4.1), which allows us to
pass to the limit in one of the remaining two parameters, reducing the prob-
lem to the study of the minimizers of a functional now depending on just one
parameter (Corollary 4.2). The minimizers of this functional, as well as the
regularity of the free boundaries, are studied in Section 5 (Theorems 5.2 and
5.3). The limiting free boundary problem as p → ∞ is studied in Section
6. We first see that, when the remaining parameter is small enough, the
minimizers of the one-parameter functional are in fact minimizers of (Pp)
(Theorem 6.1), hence there is no need to pass to the limit as the minimizers
of (Pp) carry all the properties proved for the minimizers of the param-
eterized functional (Lipschitz regularity, linear growth away from the free
boundary, non-degeneracy); this is the object of Lemma 6.1. Moreover, up
to a subsequence, solutions of (Pp) converge (in some sense) to a function
which is a solution of (P∞) (Theorem 6.2). We finally show that the free
boundaries converge in the Hausdorff metric (Theorem 6.3).
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2. Preliminaries
In order to study the problem (Pp), we introduce, for σ, δ, ε > 0, the
following three-parameter penalization functional
Jσ,δ,ε(v) :=
1
p
∫
|∇v|p dx+ gσ(v − ϕ) + fε
(∫
Ωc
hδ(v)
)
,
defined for v ∈W 1,p(Rn), where
• gσ : R → R is a non-negative decreasing convex function defined as
follows:
gσ(t) :=


− 1σ (t−
σ
2 ), for t < −σ,
smooth, for − σ ≤ t < 0,
0, for t ≥ 0;
• hδ : R→ R is a piecewise linear function which vanishes on (−∞, 0]
and is 1 in [δ,+∞);
• fε : R→ R is defined as follows:
fε(t) :=
{
1
ε (t− γ), for t ≥ γ,
ε(t− γ), for t ≤ γ.
In other words, gσ penalizes functions which do not lie above ϕ (as is usual
in the regularity theory of obstacle-type problems (see [13])); the purpose of
function hδ is the regularization of u 7→ |{u > 0} \ Ω| (as in [7]); finally, fε
is charging configurations which exceed the given volume of the positivity
set (as is done, for example, in [1, 6, 17]).
First, we check that the three-parameter perturbed functional has a min-
imizer.
Proposition 2.1. The functional Jσ,δ,ε has a minimizer. Moreover, if uσ,δ,ε
is such a minimizer, then
0 ≤ uσ,δ,ε ≤ ‖ϕ‖∞. (2.1)
Proof. Let v be the minimizer of the energy functional J(u) among the
functions that are in W 1,p0 (Ω) and lie above ϕ, i.e., v is the unique solution
of the obstacle problem for the p–Laplace operator with obstacle ϕ. We
have v ≥ ϕ and {v > 0} \Ω = ∅, and therefore v ∈ Kp. Since gσ(v − ϕ) = 0
and hδ(v) = 0 in Ω
c, then
Jσ,δ,ε(v) ≤
1
p
∫
|∇v|p dx =:M,
which shows that the functional Jσ,δ,ε is not always infinite and hence there
exists a minimizing sequence. This sequence is bounded in W 1,p(Rn) so it
has a weakly convergent subsequence and it is standard to check (see, for
example, [3, 6]) that the limit of this subsequence is a minimizer for Jσ,δ,ε.
For the proof of (2.1) we refer to [20]. 
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3. Passing to the limit as σ → 0
In this section we prove C1,α estimates, uniform in σ. Regularity theory
for elliptic equations provides the C1,α regularity of minimizers but we need
to establish estimates independently of the parameter σ in order to pass to
the limit.
Lemma 3.1. If uσ,δ,ε is a minimizer of Jσ,δ,ε, then
‖g′σ(uσ,δ,ε − ϕ)‖∞ ≤ ‖ϕ‖C1,1 +
1
εδ
. (3.1)
Proof. Note that if u = uσ,δ,ε is a minimizer of Jσ,δ,ε, then the Euler-
Lagrange equation of the perturbed energy functional takes the form
∆pu = g
′
σ(u− ϕ) + f
′
ε
(∫
Ωc
hδ(u)
)
h′δ(u)χΩc , (3.2)
where χ is the characteristic function of Ωc, the complement of Ω.
Define u˜ = u− ϕ. Then (3.2) in terms of u˜ reads
∆p(u˜+ ϕ) = g
′
σ(u˜) + f
′
ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc , (3.3)
since suppϕ ⊂ Ω, and thus u = u˜ in Ωc. For each fixed σ > 0, taking
[g′σ(u˜)]
k as a test function in (3.3), we get∫
|∇(u˜+ ϕ)|p−2∇(u˜+ ϕ) · ∇u˜ . k[g′σ(u˜)]
k−1g′′σ(u˜) + [g
′
σ(u˜)]
k+1
+f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc [g
′
σ(u˜)]
k = 0. (3.4)
If k is even, then k[g′σ(u˜)]
k−1g′′σ(u˜) ≤ 0 and [g
′
σ(u˜)]
k+1 ≤ 0, because gσ is a
decreasing convex function. Since
(|ξ|p−2ξ − |η|p−2η) · (ξ − η) ≥ 0, ξ, η ∈ Rn,
from (3.4) we get∫
|∇ϕ|p−2∇ϕ · ∇u˜ . k[g′σ(u˜)]
k−1g′′σ(u˜) + [g
′
σ(u˜)]
k+1
+f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc [g
′
σ(u˜)]
k ≥ 0
or
−[g′σ(u˜)]
k∆pϕ+ [g
′
σ(u˜)]
k+1 + f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc [g
′
σ(u˜)]
k ≥ 0,
which is equivalent to
− [g′σ(u˜)]
k+1 ≤ f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc [g
′
σ(u˜)]
k − [g′σ(u˜)]
k∆pϕ. (3.5)
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Since u ≥ ϕ, we have that g′σ(u˜) is supported in Ω. Then (3.5) leads to∫
Ω
|g′σ(u˜)|
k+1 ≤
∫
Ω
[
f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc [g
′
σ(u˜)]
k − [g′σ(u˜)]
k∆pϕ
]
≤
[ ∫
Ω
∣∣∣∣f ′ε
(∫
Ωc
hδ(u˜)
)
h′δ(u˜)χΩc +∆pϕ
∣∣∣∣
k] 1
k
[ ∫
Ω
|g′σ(u˜)|
k+1
] k
k+1
,
therefore
‖g′σ(u˜)‖Lk+1(Ω) ≤
(
‖ϕ‖C1,1 +
1
εδ
)
|Ω|
1
k .
Letting k → +∞, we get (3.1). 
Observe that Lemma 3.1 gives the boundedness of the right-hand side of
(3.2), independently of σ. This provides C1,α estimates, uniform in σ (see
[8] and [18]).
Theorem 3.1. If uσ,δ,ε is a minimizer of Jσ,δ,ε, then, for any compact set
K ∈ Rn and for any α ∈ (0, 1), there holds
‖uσ,δ,ε‖C1,α(K) ≤ C
(
‖ϕ‖C1,1 +
1
εδ
)
,
where C = C(K,α, n, p) is a positive constant.
Corollary 3.1. Up to a subsequence σ → 0, the function uσ,δ,ε converges
to a function uδ,ε, weakly in W
1,p(Rn) and locally uniformly in C1,α(Rn).
Moreover, uδ,ε ≥ ϕ.
Proof. The first part is a direct consequence of Theorem 3.1 and the Arzela`-
Ascoli theorem. To see that the limit uδ,ε lies above ϕ, let ǫ > 0 and K ⊂ R
n
be a compact set. Then, for small σ > 0, we have the inclusion
{uδ,ε − ϕ < −ǫ} ⊂ {uσ,δ,ε − ϕ < −ǫ/2} ∩K.
Hence
+∞ > M ≥
∫
gσ(uσ,δ,ε − ϕ) dx ≥
ǫ
2σ
|{uσ,δ,ε − ϕ < −ǫ/2} ∩K|,
and therefore |{uσ,δ,ε − ϕ < −ǫ/2} ∩ K| = 0, since otherwise we get a
contradiction if σ > 0 is small enough.

4. Uniform Lipschitz regularity
In the previous section, we were able to pass to the limit as σ → 0 to get
a function uδ,ε which still depends on the parameters δ and ε. One would
expect the limit uδ,ε from Corollary 3.1 to be a minimizer of the functional
1
p
∫
|∇v|p + fε
(∫
Ωc
hδ(v)
)
over functions which lie above ϕ. But this is not necessarily true since
u 7→ fε
( ∫
Ωc hδ(u)
)
is not convex. However, we are able to show the uniform
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(in δ) Lipschitz continuity of uδ,ε, which then allows one to let δ → 0. We
begin with an auxiliary lemma.
Lemma 4.1. For all v ∈W 1,p(Rn), with v ≥ ϕ, we have
∫
|∇v|p−2∇v · ∇(v − uδ,ε) + f
′
ε
(∫
Ωc
hδ(uδ,ε)
)∫
Ωc
h′δ(uδ,ε)(v − uδ,ε) ≥ 0.
Proof. Since uσ,δ,ε is a minimizer for Jσ,δ,ε, then the functional
F (t) := Jσ,δ,ε(uσ,δ,ε + t(v − uσ,δ,ε)),
with v ∈W 1,p(Rn) and t ≥ 0, takes a minimum at t = 0, which implies that
F ′(0) ≥ 0, i.e.,
∫
|∇uσ,δ,ε|
p−2∇uσ,δ,ε · ∇(v − uσ,δ,ε) + g
′
σ(uσ,δ,ε − ϕ)(v − uσ,δ,ε)
+ f ′ε
(∫
Ωc
hδ(uσ,δ,ε)
)∫
Ωc
h′δ(uσ,δ,ε)(v − uσ,δ,ε) ≥ 0. (4.1)
On the other hand, monotonicity of the p-Dirichlet energy and the function
g′σ gives ∫
(|∇v|p−2∇v − |∇uσ,δ,ε|
p−2∇uσ,δ,ε) · ∇(v − uσ,δ,ε)
+ (g′σ(v − ϕ)− g
′
σ(uσ,δ,ε − ϕ))(v − uσ,δ,ε) ≥ 0,
which, together with (4.1), provides
∫
|∇v|p−2∇v · ∇(v − uσ,δ,ε) + g
′
σ(v − ϕ)(v − uσ,δ,ε)
+ f ′ε
(∫
Ωc
hδ(uσ,δ,ε)
)∫
Ωc
h′δ(uσ,δ,ε)(v − uσ,δ,ε) ≥ 0, ∀v ∈W
1,p(Rn).
In particular, for v ≥ ϕ, we have
∫
|∇v|p−2∇v · ∇(v − uσ,δ,ε) (4.2)
+ f ′ε
(∫
Ωc
hδ(uσ,δ,ε)
)∫
Ωc
h′δ(uσ,δ,ε)(v − uσ,δ,ε) ≥ 0.
Our aim now is to show that we can pass to the limit in (4.2), as σ → 0, to
conclude the proof. Note that the weak convergence uσ,δ,ε ⇀ uδ,ε in W
1,p,
as σ → 0, allows one to pass to the limit in the first term of (4.2). Since fε
and hδ are smooth, we do not have any problems passing to the limit in the
first part of the second term of (4.2). As for the second part, the proof is
the same as in [20]. We bring it here for the sake of completeness. Observe
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that ∣∣∣∣
∫
Ωc
h′δ(uσ,δ,ε)(v − uσ,δ,ε)−
∫
Ωc
h′δ(uδ,ε)(v − uδ,ε)
∣∣∣∣
≤
∣∣∣∣
∫
Ωc
h′δ(uσ,δ,ε)(uσ,δ,ε − v)
∣∣∣∣+
∣∣∣∣
∫
Ωc
(h′δ(uσ,δ,ε)− h
′
δ(uδ,ε))(v − uδ,ε)
∣∣∣∣
≤ C(δ)‖uσ,δ,ε − uδ,ε‖L2 +
∣∣∣∣
∫
Ωc
(h′δ(uσ,δ,ε)− h
′
δ(uδ,ε))(v − uδ,ε)
∣∣∣∣
= o(1) +
∣∣∣∣
∫
Ωc
(h′δ(uσ,δ,ε)− h
′
δ(uδ,ε))(v − uδ,ε)
∣∣∣∣.
Hence, if ∣∣∣∣
∫
Ωc
(h′δ(uσ,δ,ε)− h
′
δ(uδ,ε))(v − uδ,ε)
∣∣∣∣→ 0, (4.3)
as σ → 0, then the proof will be finished. Note that (h′δ(uσ,δ,ε) − h
′
δ(uδ,ε))
is bounded, and (u − v) ∈ L2. Therefore, for a given ǫ > 0, there exists a
large enough r guaranteeing∣∣∣∣
∫
Ωc
(h′δ(uσ,δ,ε)−h
′
δ(uδ,ε))(v−uδ,ε)−
∫
Ωc∩Br
(h′δ(uσ,δ,ε)−h
′
δ(uδ,ε))(v−uδ,ε)
∣∣∣∣ ≤ ǫ,
where Br is the ball of radius r. Applying the dominated convergence the-
orem on the compact set Br, one concludes∫
Ωc∩Br
(h′δ(uσ,δ,ε)− h
′
δ(uδ,ε))(v − uδ,ε)→ 0.
Thus, (4.3) is true, which means that we can pass to the limit in (4.2) to
conclude the proof of the lemma. 
Corollary 4.1. The function uδ,ε satisfies
∆puδ,ε = f
′
ε
(∫
Ωc
hδ(uδ,ε)
)
h′δ(uδ,ε)χΩc in {uδ,ε > ϕ},
and
− ‖ϕ‖C1,1 −
1
εδ
≤ ∆puδ,ε ≤ f
′
ε
(∫
Ωc
hδ(uδ,ε)
)
h′δ(uδ,ε)χΩc in R
n. (4.4)
Proof. It remains to check the lower bound of (4.4), since the rest is a
consequence of Lemma 4.1. The weak convergence of uσ,δ,ε ⇀ uδ,ε in W
1,p
and the uniform bound on the right hand side of (3.2) give the lower bound
in (4.4). 
In order to pass to the limit as δ → 0, we need to prove estimates which
are uniform in δ. The proof of the following theorem is from [20], with small
adaptations.
A FREE BOUNDARY OPTIMIZATION PROBLEM FOR THE ∞-LAPLACIAN 9
Theorem 4.1 (Optimal regularity). There exists a constant C > 0, de-
pending only on n and p, such that
|∇uδ,ε| ≤ C(‖ϕ‖C1 + δ‖ϕ‖C1,1 +
1
ε
).
Proof. We divide the proof into three steps.
Step 1. Let x0 ∈ {uδ,ε ≤ δ} and let w(y) :=
1
δuδ,ε(x0 + δy). Then
w(0) ≤ 1 and, from (4.4), we also have
−δ‖ϕ‖C1,1 −
1
ε
≤ ∆pw ≤
1
ε
.
Thus, w is a non-negative function with bounded p-Laplacian and then
|w| ≤ C(n, p)(δ‖ϕ‖C1,1 +
1
ε
+ 1) in B1,
for a constant C(n, p) > 0. Hence, the bound holds for |∇w(0)| (see, for
example, [19]), and we conclude by noting that ∇w(0) = ∇uδ,ε(x0).
Step 2. Let x0 ∈ {uδ,ε = ϕ}. For w(y) :=
1
δ (uδ,ε(x0 + δy) − ϕ(x0 + δy))
one has w ≥ 0, w(0) = 0 and
−2δ‖ϕ‖C1,1 −
1
ε
≤ ∆pw ≤ δ‖ϕ‖C1,1 +
1
ε
.
Observe that ∇uδ,ε(x0) = ∇w(0) +∇ϕ(x0), and therefore, as in the Step 1,
the elliptic regularity theory provides
|∇uδ,ε(x0)| ≤ C(n, p)(‖ϕ‖C1 + δ‖ϕ‖C1,1 +
1
ε
+ 1).
Step 3. Let now x0 ∈ {uδ,ε > ϕ} ∩ {uδ,ε > δ}. Define
d = dist(x0, ∂({uδ,ε > ϕ} ∩ {uδ,ε > δ})),
and let y0 be the point where the distance is attained, i.e., |x0 − y0| = d. In
particular, one has uδ,ε(y0) = δ or uδ,ε(y0) = ϕ(y0).
In case uδ,ε(y0) = δ, the function w(y) :=
1
d(uδ,ε(x0 + dy) − δ) is a non-
negative p-harmonic function in B1, and, for a point y˜0 ∈ ∂B1 corresponding
to y0, one has w(y˜0) = 0. Hence, Step 1 can be applied to get
|∇w(y˜0)| ≤ C(n, p)(δ‖ϕ‖C1,1 +
1
ε
+ 1). (4.5)
On the other hand, for a constant c(n, p) > 0, the Harnack inequality pro-
vides the lower bound
w(y) ≥ c(n, p)w(0) in B1/2. (4.6)
Now let v be the function which is p-harmonic in the ring B1\B1/2, vanishes
on ∂B1 and equals c(n, p)w(0) along ∂B1/2. By the comparison principle,
one has v ≤ w in B1 \B1/2. But since w(y˜0) = v(y˜0),
∇w(y˜0) · ν(y˜0) ≥ ∇v(y˜0) · ν(y˜0),
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where ν is the inner normal vector to B1. Hence, combining this with (4.5)
and (4.6), we arrive at
w(y) ≤ C(n, p)(δ‖ϕ‖C1,1 +
1
ε
+ 1) in B1/2,
and again, as in the previous cases, the elliptic regularity theory gives
|∇uδ,ε(x0)| = |∇w(0)| ≤ C(n, p)(δ‖ϕ‖C1,1 +
1
ε
+ 1).
If uδ,ε(y0) = ϕ(y0), then w(y) :=
1
d(uδ,ε(x0 + dy) − ϕ(x0 + dy)) is a non-
negative p-harmonic function in B1 which vanishes at a point on ∂B1, where
one has the estimate from Step 2. Then, as above, a barrier argument can
be used to conclude the proof.
Since the gradient of uδ,ε has a jump along the free boundary ∂{uδ,ε > 0},
the Lipschitz regularity is optimal (see [3]). 
As a consequence of Theorem 4.1 and the Arzela`-Ascoli theorem we obtain
the next result. Observe that we can fix p > n, bound the W 1,p-norm by en-
ergy considerations and directly obtain the Ho¨lder continuity by embedding
(see [4, 10, 11]).
Corollary 4.2. If uσ,δ,ε is a minimizer of Jσ,δ,ε, then uσ,δ,ε converges weakly
(up to a subsequence as σ, δ → 0) in W 1,p to a function uε. This convergence
is locally uniform in Cα, for any α ∈ (0, 1). Moreover, there exists a constant
C = C(n, p) > 0 such that
|∇uε| ≤ C(‖ϕ‖C1 +
1
ε
).
5. Regularity of the free boundaries
In this section we see that the function uε from Corollary 4.2 is a minimizer
for a certain functional. This yields information on the regularity of the two
free boundaries of the problem, namely, the interior free boundary
∂ ({uε > ϕ} ∩ Ω)
and the exterior free boundary
∂ ({uε > 0}) .
Theorem 5.1. The function uε is a local minimizer of
Jε(u) :=
1
p
∫
|∇u|p + fε(|{u > 0} \ Ω|)
over the functions in W 1,p(Rn) which lie above ϕ.
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Proof. Suppose the assertion of the theorem fails. Then there is ǫ > 0 and
v ≥ ϕ, with v − uε supported in a ball Br(x0), such that∫
Br(x0)
|∇v|p
p
+ fε
(∫
Ωc∩Br(x0)
χ{v>0}
)
<
∫
Br(x0)
|∇uε|
p
p
+ fε
(∫
Ωc∩Br(x0)
χ{uε>0}
)
− ǫ. (5.1)
Since hδ(v)→ χ{v>0} as δ → 0, we have∫
Br(x0)
|∇v|p
p
+ fε
(∫
Ωc∩Br(x0)
χ{v>0}
)
= lim
δ→0
∫
Br(x0)
|∇v|p
p
+ fε
(∫
Ωc∩Br(x0)
hδ(v)
)
(5.2)
= lim
σ,δ→0
∫
Br(x0)
|∇v|p
p
+ gσ(v − ϕ) + fε
(∫
Ωc∩Br(x0)
hδ(v)
)
.
On the other hand, for a fixed small τ > 0, using Fatou’s lemma and the
fact that hδ(uδ) = χ{uδ>0} on {uε > τ} for δ small enough, we get∫
Br(x0)
|∇uε|
p
p
+ fε
(∫
Ωc∩Br(x0)
χ{uε>0}
)
− ǫ
≤
∫
Br(x0)
|∇uε|
p
p
+ fε
(∫
Ωc∩Br(x0)∩{uε≥τ}
χ{uε>0}
)
−
ǫ
2
≤ lim inf
δ→0
∫
Br(x0)
|∇uδ,ε|
p
p
+ fε
(∫
Ωc∩Br(x0)∩{uε≥τ}
χ{uδ,ε>0}
)
−
ǫ
2
≤ lim inf
δ→0
∫
Br(x0)
|∇uδ,ε|
p
p
+ fε
(∫
Ωc∩Br(x0)∩{uε≥τ}
hδ(uδ,ε)
)
−
ǫ
2
≤ lim inf
σ,δ→0
∫
Br(x0)
|∇uσ,δ,ε|
p
p
+ fε
(∫
Ωc∩Br(x0)∩{uε≥τ}
hδ(uσ,δ,ε)
)
−
ǫ
2
≤ lim inf
σ,δ→0
∫
Br(x0)
|∇uσ,δ,ε|
p
p
+ gσ(uσ,δ,ε − ϕ)
+ fε
(∫
Ωc∩Br(x0)
hδ(uσ,δ,ε)
)
−
ǫ
2
. (5.3)
Combining (5.1)-(5.3), we get that
Jσ,δ,ε(v) < Jσ,δ,ε(uσ,δ,ε)−
ǫ
4
,
which contradicts the minimality of uσ,δ,ε once σ, δ are small enough. 
The following proposition contains what can be interpreted as the Euler-
Lagrange equation satisfied by uε and is a direct consequence of (3.2).
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Proposition 5.1. The function uε satisfies

∆puε ≤ 0 in Ω,
∆puε = 0 in Ω ∩ {uε > ϕ},
∆puε ≥ 0 in Ω
c,
∆puε = 0 in {uε > 0} \ Ω.
It thus minimizes the p-Dirichlet energy over the set of functions in W 1,p(Ω)
which lie above ϕ, i.e., uε is a solution of the obstacle problem for the p-
Laplacian in Ω, with ϕ acting as the obstacle and having uε|∂Ω as boundary
data.
The regularity theory for the obstacle problem (see [13]) now yields the
regularity of the interior free boundary.
Theorem 5.2. If ∆pϕ is uniformly negative in {ϕ > 0}, then the interior
free boundary is smooth in the sense that Hn−1(∂({uε > ϕ} ∩ Ω)) < ∞,
where Hn−1 is the (n− 1)-dimensional Hausdorff measure of the set.
Observe that as long as we do not touch the interior contact set, all tools
from the theory of p-harmonic functions with linear growth are available,
and so we can use the corresponding result of [6] to obtain the following
representation theorem, which, in particular, gives information on the reg-
ularity of the exterior free boundary.
Theorem 5.3. For any compact set K we have
(1)
Hn−1(K ∩ ∂{uε > 0}) <∞;
(2) There exists a Borel measure quε such that
∆puε|(Ω∩{uε=ϕ})c = quεH
n−1|∂{uε>0};
(3) There exist positive constants c and C, depending only on n, ‖ϕ‖C1 ,
K and ε, such that, for x0 ∈ ∂{uε > 0} and Br(x0) ⊂ (Ω ∩ {uε =
ϕ})c, there holds
c ≤ quε(x0) ≤ C;
(4)
crn−1 ≤ Hn−1(Br(x0) ∩ ∂{uε > 0}) ≤ Cr
n−1;
(5) For Hn−1-almost every x0 ∈ {uε > 0}, one has
uε(x0 + x) = quε(x0)max{−x · ν(x0), 0} + o(|x|),
where ν(x0) is the outer normal vector to the reduced boundary of
{uε > 0} at x0;
(6) quε is constant H
n−1-almost everywhere on ∂{uε > 0};
(7) The exterior free boundary ∂{uε > 0} is smooth except on a H
n−1-
null set.
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6. The limiting problem as p→∞
In this section, we study the limit, as p→∞, of problem (Pp) and, for that
purpose, we need to find bounds for its solutions which are independent of
p. Observe that, from Theorem 4.1, we know that local minimizers of Jε(u)
are Lipschitz continuous, i.e.,
‖∇uε‖∞ ≤ C,
where C > 0 is a constant depending on p. The following lemma reveals the
nature of that dependence.
Lemma 6.1. There is a constant L > 0, independent of p, such that
‖∇uε‖∞ ≤ Lε
−1/p.
In addition, for a constant θ > 0, independent of p,
uε(x) > ε
1/p θ dist(x, ∂{uε > 0})
and the strong non-degeneracy property holds, i.e.,
sup
Br(x0)
uε ≥ ε
1/p θ r,
where x0 ∈ ∂{uε > 0}.
Proof. From Theorem 5.1, we know that uε is a local minimizer of Jε over the
set of functions which lie above ϕ. To prove the desired Lipschitz estimate
for such minimizers, we follow the approach of [3] (see also [14]). We may
assume that p is large because we are interested in the limiting problem.
Let h be the p-harmonic replacement of uε in the ball Br(x0), i.e., h is p-
harmonic in the ball and agrees with uε on the boundary of the ball. The
minimizer uε stays above ϕ, and thanks to the maximum principle, so does
h. Hence, h is an admissible function, and since uε is a local minimizer of
Jε, then over Br(x0) one has that Jε(uε) ≤ Jε(h). The latter implies
c0
∫
Br(x0)
|∇(uε − h)(x)|
p dx ≤
1
ε
|{uε = 0} ∩Br(x0)|, (6.1)
where c0 > 0 is a constant depending only on the dimension.
Next, for any direction ν, define
sν := min
{
s |
1
4
≤ s ≤ 1; uε(x0 + rsν) = 0
}
if such a set is nonempty; otherwise, assume sν = 1. Then
h(x0 + rsνν) =
∫ 1
sν
d
ds
(uε − h)(x0 + rsν) ds (6.2)
≤ r(1− sν)
1/p′
[ ∫ 1
sν
|∇(h− uε)(x0 + sν)|
p ds
]1/p
,
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where 1p +
1
p′ = 1. On the other hand, by the Harnack inequality, one has
that
inf
B2r/3(x0)
h ≥ c1h(x0),
with a constant c1 > 0 depending only on the dimension (see [9]).
In order to proceed, we construct a barrier function v such that

∆pv = 0 in B1(0) \B2/3(0),
v = 0 on ∂B1(0),
v = c1 in B2/3(0),
with the same constant c1 appearing in the Harnack inequality. By the
Hopf maximum principle, there exists a constant c2 > 0, depending only on
dimension, such that
v(x) ≥ c2(1 − |x|). (6.3)
Then the Harnack inequality, the maximum principle and (6.3) lead to
h(x0 + rx) ≥ h(x0)v(x) ≥ c2h(x0)(1− |x|),
which, together with (6.2), provides
rp
[ ∫ 1
sν
|∇(h− uε)(x0 + sν)|
p ds
]
≥ cp2h
p(x0)(1− sν).
Integrating the latter with respect to ν over Sn−1, we arrive at(
c2h(x)
r
)p ∫
Br(x)\Br/4(x)
χ{uε=0}∩Br(x0) dx ≤ c3
∫
Br(x)
|∇(h− uε)(x)|
p dx,
with a constant c3 > 0 independent of p. Therefore,(
c2h(x)
r
)p
|{uε = 0} ∩Br(x0)| ≤ c3
∫
Br(x)
|∇(h− uε)(x)|
p dx. (6.4)
Define ρ := dist(x, ∂{uε > 0}). For each ξ ∈ (0, 1), let hξ be the p-harmonic
replacement of uε in Bρ+ξ(x). Then (6.1) and (6.4), together with standard
elliptic estimates, lead to
uε(x) = hξ(x) + o(1) ≤ L
1
εp
(ρ+ ξ) + o(1),
with a constant L > 0 depending only on the dimension and γ. Letting
ξ → 0 in the last inequality, we get
uε(x) ≤ Lε
−1/pρ,
which implies that uε is Lipschitz continuous, with a Lipschitz constant not
exceeding Lε−1/p. The first part of the lemma is proved.
The proof of the (strong) non-degeneracy result is classical in variational
free boundary theory. It is based on cutting a small hole around the free
boundary point and comparing the result with the original optimal config-
uration while keeping track of the precise constants which appear on the
estimates. For the details, we refer the reader to Theorem 6.2 of [16]. 
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As is usual in this type of problems (see, for example, [1, 2, 3, 6, 12, 14,
16, 17]) it turns out that, for ε > 0 small enough, the function uε from
Corollary 4.2 reaches the desired volume, i.e., it becomes a solution of (Pp)
carrying all the properties proved above. This means that we do not need
to pass to the limit as ε→ 0.
Theorem 6.1. For ε > 0 small enough, the function uε solves the problem
(Pp).
Proof. From Theorem 5.1 we know that uε minimizes Jε. This implies that
when a fixed ε > 0 is small enough, we have |{uε > 0} \ Ω| = γ (Theorem
3.1 of [6]). Then fε(|{uε > 0} \ Ω|) = 0 and, recalling Proposition 5.1, one
concludes that uε ∈ Kp solves (Pp). 
From now on, ε ≪ 1 is fixed and, to emphasize the p dependence, we
denote with up a solution of problem (Pp).
Corollary 6.1. If up is a solution of (Pp), then there is a constant c > 0,
independent of p, such that
‖∇up‖∞ ≤ c.
Moreover, up grows linearly away from the free boundary, uniformly in p,
i.e., there is a constant θ > 0, independent of p, such that
up(x) > θ dist(x, ∂{up > 0}), ∀x ∈ {up > 0}.
Finally, up is strongly non-degenerate, that is, for any x0 ∈ ∂{up > 0}, one
has
sup
Br(x0)
up ≥ θ r,
with the constant θ > 0 being independent of p.
Proof. This is a direct consequence of Theorem 6.1 combined with Lemma
6.1. 
The next result is from [20] and reveals, as one may expect, that the
positivity set is well localized inside a bounded set. This means that the
optimization in Rn is actually in a large but bounded domain (Theorem 6.4
of [20]).
Lemma 6.2. If up is a minimizer of (Pp), then
diam({up > 0}) ≤ diam(Ω) + 1 + C(n)γ
‖ϕ‖C1 + 1/ε
ε
.
We are now ready to pass to the limit in (Pp) as p→∞.
Theorem 6.2. If up is a solution of (Pp) then, as p → ∞ and up to
a subsequence, up → u∞ uniformly in R
n and weakly in every W 1,q0 (R
n),
q ∈ (1,∞), where u∞ is a minimizer of (P∞). In addition, u∞ grows
linearly away from the free boundary, and is strongly non-degenerate, i.e.,
u∞(x) ≥ θ dist(x, ∂{u∞ > 0}), ∀x ∈ {u∞ > 0},
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and, for any x0 ∈ ∂{u∞ > 0}, one has
sup
Br(x0)
u∞ ≥ θ r.
Proof. Let v ∈ K∞. Since K∞ ⊂ Kp, for every p > 1, and up is a minimizer
of (Pp), then(∫
|∇up|
p
)1/p
≤
(∫
|∇v|p
)1/p
=
(∫
Ω
|∇v|p +
∫
{v>0}\Ω
|∇v|p
)1/p
≤ Lip(v)(|Ω| + γ)1/p
≤ C, (6.5)
where C > 0 is a constant independent of p. We now fix q ∈ (1,∞); dividing
the integral, estimating each term and using (6.5), we get
(∫
|∇up|
q
)1/q
=
(∫
Ω
|∇up|
q +
∫
{up>0}\Ω
|∇up|
q
)1/q
≤
([∫
Ω
|∇up|
p
]q/p[
|Ω|p/(p−q) + γp/(p−q)
])1/q
≤ Lip(v)(|Ω| + γ)1/p
(
|Ω|p/(p−q) + γp/(p−q)
)1/q
≤ C. (6.6)
Hence, up is uniformly bounded in W
1,q(Rn). Therefore, there is a weakly
convergent subsequence and its limit u∞ satisfies (thanks to (6.6))(∫
|∇u∞|
q
)1/q
≤ Lip(v)(|Ω| + γ)1/q ≤ C.
Now taking q →∞ and performing a diagonal argument, one gets a subse-
quence (still denoted by up), which for every q ∈ (1,∞) converges weakly in
W 1,q(Rn) to the function u∞ ∈W
1,∞(Rn), and
Lip(u∞) = ‖∇u∞‖L∞(Rn) ≤ Lip(v).
Clearly u∞ ≥ ϕ. As for estimating the Lebesgue measure of the positivity
set, note that, for a fixed ε > 0 and p large enough, using the uniform
convergence, one has
{u∞ > ε} ⊂ {up > 0}.
Therefore,
|{u∞ > 0} \ Ω| = lim
ε→0
|{u∞ > ε} \ Ω| ≤ γ.
Consequently, u∞ is a minimizer for (P∞).
It remains to check that the limit satisfies ∆∞u∞ = 0 in {u∞ > 0} \ Ω
and ∆∞u∞ ≤ 0 in Ω, in the viscosity sense. Let φ ∈ C
2(Rn) be such that
u∞−φ has a local minimum at x0 ∈ R
n and u∞(x0) = φ(x0). Since up → u∞
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uniformly, then up− φ has a minimum at some point xp ∈ R
n and xp → x0.
On the other hand, ∆pup ≤ 0 weakly, therefore (see [11] and [14])
(p− 2)|∇φ|p−4∆∞φ(xp) + |∇φ|
p−2∆φ(xp) ≤ 0. (6.7)
If ∇φ(x0) = 0 then ∆∞φ(x0) = 0. If ∇φ(x0) 6= 0, then ∇φ(xp) 6= 0 for large
p, hence (6.7) implies
∆∞φ(xp) ≤ −
1
p− 2
|∇φ|2∆φ(xp)→ 0 as p→∞.
That is, ∆∞φ(x0) ≤ 0, which means that ∆∞u∞ ≤ 0 in the viscosity sense.
When x0 ∈ {u∞ > 0} \ Ω, then for large p one has that xp is in the same
positivity set, and moreover, we have up > 0 in a neighborhood of x0 and
every up is p-harmonic there, therefore (once again, see [11] and [14]) one
has the equality in (6.7), which implies that ∆φ(x0) = 0. This means that
∆∞u∞ = 0 in {u∞ > 0} \ Ω in the viscosity sense.
The linear growth and strong non-degeneracy properties of u∞ follow
from the fact that lim p1/p = 1. Passing to the limit as p → ∞ in the
corresponding inequalities in Lemma 6.1, we get the desired results. 
The next theorem gives information about the free boundaries of the
limiting problem.
Theorem 6.3. If up is a solution of (Pp) and u∞ is a solution of (P∞)
then, as p→∞ and up to a subsequence,
∂{up > 0} −→ ∂{u∞ > 0}
and
∂ ({up > ϕ} ∩ Ω) −→ ∂ ({u∞ > ϕ} ∩ Ω)
in Hausdorff distance.
Proof. The proof is essentially the same as that of Theorem 5 in [14]. We
bring it here for the reader’s convenience. Let Γε(E) be the ε-neighborhood
of the set E ⊂ Rn, i.e.,
Γε(E) := {x ∈ R
n : dist(x,E) < ε}, ε > 0.
We need to show that, for a given ε > 0 and for p large enough (depending
on ε), one has
∂{up > 0} ⊂ Γε(∂{u∞ > 0})
and
∂{u∞ > 0} ⊂ Γε(∂{up > 0}).
It is enough to check the first inclusion, since the other one is proved simi-
larly. Suppose the inclusion does not hold. It means that there is a point z
such that z ∈ ∂{up > 0} but z /∈ Γε(∂{u∞ > 0}). The latter means that
dist(z, ∂{u∞ > 0}) ≥ ε.
If u∞(z) > 0 then, using Theorem 6.2, one has
u∞(z) ≥ θ dist(z, ∂{u∞ > 0}) ≥ θ ε.
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From the uniform convergence, we have up(z) ≥
2
3θ ε, for p large enough,
which contradicts the fact that z ∈ ∂{up > 0}. Hence u∞(z) = 0 and so
u∞ ≡ 0 in Bε(z), which leads to a contradiction since, from Corollary 6.1,
one has
sup
Bε/2(z)
up ≥ θ
ε
2
> 0.
The convergence for the interior free boundaries is proved similarly. 
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