It is suggested that elementary excitations in disordered systems obey the so-called parastatistics of a variable order. We show that in this case the ground state for excitations is expressed via a structural function N k (the order of the parastatistics) which depends on wave numbers k and represents a specific characteristic for such systems. We also show that N k defines the behavior of the spectrum of thermal fluctuations and provides a natural explanation to the observed 1/ω-noise in electronic devices.
The parastatistics was suggested by Green in Ref. [1] , though the first attempt to generalize Bose and Fermi statistics was made by Gentile [2] . Since then, the parastatistics has been studied in many papers (e.g., see Refs. [3] - [7] ). In particular, experimental observation of the fractional quantum Hall effect [8] stimulated the interest in various nontraditional statistics [9, 10, 11] and an attempt was made to relate the parastatistics to high temperature superconductivity [12] . However, the parastatistics is still considered as an exotic possibility and has not received an adequate attention (e.g., see Ref. [13] ).
Recently, the parastatistics has found its realization in the so-called Modified Field Theory (MOFT) in which the number of fundamental fields can vary (e.g., see Refs. [14, 15, 16] ). The number of identical fundamental fields characterizes the order of the parastatistics for respective particles and, therefore, in MOFT the order of the statistics is variable which was shown to depend on scales. In spite of the fact that the theoretical scheme of MOFT was suggested to explain large-scale properties of our Universe (dark matter, the observed fractal galaxy distribution, etc.) it turns out that the scope of MOFT (and that of the parastatistics) is not restricted to cosmological problems only. In the present paper we show that spectra of elementary excitations for a wide class of irregular (disordered) systems should be described within the framework of MOFT. By other words, elementary excitations in such systems obey the parastatistics of a variable order.
Indeed, consider as an example sound waves in a system of identical particles q whose distribution in space has, at low temperatures T → 0, an irregular (e.g., fractal) character ρ 0 (x). We note that the case of fermionic excitations can be considered in the same way. The sound waves represent oscillations in the density δρ(x, t) = ρ (x, t) − ρ 0 (x) and the velocity δu (x, t) = u (x, t) − u 0 (x) of particles (where ρ 0 (x), u 0 (x) are mean values which, in general, can depend on the scale of averaging out). In what follows we denote these functions as a field A (x, t) = (δρ (x, t) , δu (x, t)). This field can be expanded in modes
where V is the volume and e α (k) is the polarization vector (we assume that any additional normalization factor is included in e α (k)). The coefficients a + k,α and a k,α play the role of creation and annihilation operators for elementary excitations (phonons). In the linear approximation the Hamiltonian for free particles is given by
where ω k,α is the energy of an elementary excitation (of a phonon) and the operators a k,α and a
which means that phonons represent Bose particles. We note that in disordered (or irregular) systems oscillations have a more complex character than in homogeneous (or ordered) systems (e.g., like in ideal crystals or gases) and for an adequate description of oscillations the single field A (x, t) is not enough. Indeed, the most trivial example gives the case when the system of particles splits into a set of almost independent thin surfaces, so that excitations for every surface can be independently described by its own field A i (x, t) (where i numerates the surfaces). Now we can imagine that such surfaces are twisted and have a chaotic distribution in space but the interaction energy between the surfaces remains small. In this case the number of fields A i will remain the same, however, to distinguish them in space is not so trivial. In a more general situation we can only state that particles of a system can be divided in groups N i ( N i = N, where N is the total number of particles), so that every group is responsible for the formation of its own excitations. In general such a decomposition can depend on time, while its character and the distribution of the groups in space constitute particular properties of the system and, in general, should be determined from measurements (in simple cases only they can be found from thermodynamical considerations, e.g., see Ref. [16] ).
It is important that particles q are identical, and, therefore, the decomposition N = N i has a conditional character. In particular, the mean values ρ 0 and u 0 are determined by all groups, while perturbations acquire analogous decomposition A = A i . The identity of particles q results in the analogous identity of fields A i . In this manner, perturbations in such a system are determined by a variable set of identical fields {A J (x, t)} where J = 1, ..., N (x, t) (we point out that the number of fields can vary with the position in space and time) and this is exactly the situation MOFT works with [14, 15, 16] .
In what follows we, for the sake of simplicity, neglect the presence of the index α (which numerates different polarizations). In this manner, when the number of fields is variable, the set of creation /annihilation operators {a k , a + k } is replaced by the expanded set {a k (j) , a + k (j)}, where j ∈ [1, ...N k ], and N k is the total number of fields (groups) for a given wave number k. Then the energy for a free field can be written as
The fields are identical and are supposed to obey the same statistics as that of particles q. Thus, the eigenvalues of the Hamiltonian can be written straightforwardly
where N n,k is the number of field modes with the given wave number k and the number of phonons n. Then the total number of field modes for a given wave number k is given by
Physically, this operator characterizes the distribution for the number of groups of particles q in the momentum space, while N = k N k gives the total number of particles in the system. Consider a particular case when particles q obey the Fermi statistics, i.e., we should set N n,k = 0 or 1, and let N k be a constant N k = N. Then the number of phonons is described by
while the phonon represents a particle which obey the parastatistics of the order N (N gives the maximal number of phonons which can possess an antisymmetric wave function). In the most general case, however, the order of the parastatistics N k represents a certain function of the wave number k and which depends on the conditions the system was prepared in.
Thus, we assume that N k represents a structural function of the system which should remain constant (at least, for not very high temperatures). Then the thermodynamically equilibrium state will be characterized by mean values for occupation numbers of the type
where the sign ± depends on the statistics of the particles which constitute the system and the chemical potential µ k can be expressed via the structural function N k as
In the limit T → 0 the system reaches the ground state. From (8) we find that in the case of the Bose statistics the occupation numbers are
while the relation between the chemical potential
. In the case of the Fermi statistics the ground state is characterized by the occupation numbers
where θ (x) is the Heaviside step function. Thus, in the limit T → 0 we find that the chemical potential µ k is expressed via the structural function N k as
where [x] denotes the integral part of the number x. This expression allows to understand some general properties of the structural function N k . Indeed, there exists a region of wave numbers ω k > µ k in which N k = 1 and phonons behave as ordinary Bose particles. Thus, the wave number k * (at which ω * ∼ µ * ) characterizes the scale on which effects of the parastatistics start to show up. In this sense ordered systems can be considered as the systems in which this scale exceeds the maximal possible wavelength. Now we examine the problem how the structural function N k can be expressed via the correlation functions and hence how it can be directly measured. First, we recall that the fields A i are identical and, therefore, cannot be detected separately. What is really measured in experiments is the total perturbations A = A i . Those are given by the expression (1) in which, however, we should replace the creation/annihilation operators a k and a + k by sums
In the representation of occupation numbers N n,k these operators have the expression (e.g., see
Ref. [14] )
where C + n,k , C n,k are the creation/annihilation operators for field modes (e.g., N n,k = C + n,k C n,k ). Thus, from ( 1), ( 8) , and (14) we find that correlation functions have the structure
where
with
For small temperatures T → 0 we get n k → 0 and the correlation function Φ 2 (k) explicitly defines the structural function of the system N k .
From the formal standpoint the fact that phonons obey the parastatistics can be accounted for by the substitution (2n k + 1) = coth ω 2T → (2 n k + N k ) in all thermodynamical formulas and, in general, the structural function defines deviations of thermodynamical potentials and fluctuations from the standard thermodynamical laws. In particular, for phonons we get ω = ku, where u is the sound speed (in general u can depend on the polarization of phonons, but we neglect here this effect). Thus, for T ≫ ω we get n ω ≃ N ω (exp (ω/T ) − 1) −1 and, therefore,
Then specific properties of the structural function N ω (e.g., in the case when µ k ≃ const and particles q obey the Fermi statistics we, from (12) , find N ω ∼ 1/ω ) can provide the natural explanation to the origin of the so-called 1/ω -noise in electronic devices and systems [17] . In this manner, we have shown that in a wide class of systems (which demonstrate an anomalous behavior for thermodynamical potentials and fluctuations, presumably at low frequencies) elementary excitations obey the parastatistics of a variable order N k . The function N k represents a specific, for every given system, structural function which can be determined by means of direct measurements of fluctuations.
