Introduction {#sec1-1}
============

Since a couple of decades, Monte Carlo simulations for radiation transport have been extensively used in dosimetry and medical radiation physics as an alternative to the analytical calculations. Very accurate results are obtained with these techniques thanks to the powerful distributed grid computing resources.\[[@ref1][@ref2][@ref3][@ref4][@ref5][@ref6][@ref7][@ref8][@ref9]\]

In this paper, we present the simulation of the Elekta Synergy Platform medical linear accelerator treatment head using the release v6.2 of GATE (Geant4 Application for Tomographic Emission) Monte Carlo simulation platform.\[[@ref10][@ref11][@ref12][@ref13][@ref14][@ref15][@ref16][@ref17][@ref18][@ref19]\] The goal is to calculate the dose distributions in a water phantom keeping the accuracy of results within 2%.

GATE is advanced C++ open-source software developed by the international OpenGATE collaboration for nuclear medicine simulation.\[[@ref10]\] The initial focus (in 2004) was devoted to positron emission tomography and single photon emission tomography, but later on has been extended to cover the radiotherapy field. Built on the top of Geant4\[[@ref20][@ref21][@ref22][@ref23][@ref24][@ref25][@ref26]\] simulation toolkit, GATE inherits all the well-validated physics models and provides the users with a versatile integrated specific components to easily handle a complex geometry and sources, to extract and to treat the relevant information from the simulation.

All these features participated in the growing and fast evolving of GATE use for the wide medical physics applications. GATE in its recent versions plays now a key role in the design of new medical imaging devices in the optimization of acquisition protocols and in dose calculations for radiotherapy.

The rest of the paper is organized as follows: In section 2, we will focus on the modeling of the geometry of the Elekta Synergy Platform accelerator, where our simulation strategy is fully described. The next section covers the results and the comparison of simulated and measured dose profiles distributions. Finally, in section 4, conclusions are drawn.

Materials and Methods {#sec1-2}
=====================

 {#sec2-1}

### Reference data {#sec3-1}

All measurements were taken at our Regional Oncology Center, on Synergy Platform Elekta, Radiotherapy Unit. The lower energy photon beam (X-6 MV) was used with a reference dose rate of 400 MU/min. Data were obtained at a source-surface distance (SSD) of 100 cm using a cylindrical thimble ionization chamber, type 9732-2 having an active volume of 0.125 cm^3^, mounted over a motorized guide in an resistance temperature detectors 3D water phantom model 9750 made in Multidata Systems Germany (Model 9750).

### Accelerator geometry {#sec3-2}

Based on the vendor detailed information, we simulated the head of the linear accelerator, by the use of GATE. [Figure 1](#F1){ref-type="fig"} illustrates the global head structure of the linear accelerator and the water phantom considered in this study. Simulated components include:

![The schematic representation of Elekta medical linear accelerator and water phantom simulated in our study. The components are not to scale](JMP-40-136-g001){#F1}

X-ray target - creates bremsstrahlung X-rays with a thin tungsten and rhenium disk approximately 0.9 mm tick. Remaining primary electrons are absorbed in a graphite absorber inside the target.

Primary conical collimator - made of tungsten alloy, about 10.1 cm high, located just below the X-ray target used to collimate the X-ray in the direction of the treatment field and to reduce the leakage radiations from the X-ray sources.

X-ray beam flattening filter - made of stainless steel, having an accurately defined surface configuration, attached to the lower end of the primary collimator and providing uniform radiation intensity distribution across X-ray fields.

Transmission chambers - used for beam control and for the monitoring of photon and electron radiation beam output. A ceramic motherboard and a number of signal and polarizing Mylar films separated by spacers made of aluminum alloy or ceramic.

Backscatter plate - used to avoid the excessive backscattered radiations from the secondary collimators.

Thin Mylar mirror - placed on the beam central axis under the dose monitor to enable patient set-up and show the position of the radiation beam.

Multi-leaf collimator - used for precise delivery of treatment and for most accurate conformal beam shaping for treatments.

Asymmetric jaws - made of tungsten and used to set the overall size of the treatment field.

Water phantom - 50 cm × 50 cm × 50 cm cube is defined at 100 cm from the target with 1 cm plastic outer covering layer except in beam entrance plane.

[Table 1](#T1){ref-type="table"} shows the complete structural configuration of linac modeling along with the corresponding components used in GATE.

###### 

Complete structural configuration of linac modeling along with the corresponding GATE components

![](JMP-40-136-g002)

### Simulation strategy {#sec3-3}

The GATE simulations were performed in two steps as illustrated in [Figure 2](#F2){ref-type="fig"}. First, the patient-independent part of the accelerator that corresponds to the accelerator head above the secondary collimator was simulated. Second, a phase space was built. In actual, GATE offers the possibility to attach a phase space to any geometry in the simulation. Here, such phase space was considered as a cylinder of 20 cm diameter and 1 mm tick used to store all the cinematic and production properties of particles above the secondary collimator. Once achieved, inputs from the phase space were used to initiate the simulation of the patient-dependent part.

![The steps taken to simulate the linac. The gray line represent the electron phase space outputs, and all the simulation programs and CPU location used are given in italics](JMP-40-136-g003){#F2}

Phase space build-up is highly CPU time-consuming. To perform this step in a reasonable time scale, the corresponding task has been split into sub-tasks and run on the grid computing resources located at the IN2P3 computing center facility with 20,000 Cores equivalent to 208 866 HEPSpec06.\[[@ref27]\] A subset of phase space output files were compressed and transferred to our national grid site\[[@ref28]\] where the next step of the simulation is performed using our grid computing resources. The final step consists in exploring the events using ROOT\[[@ref29]\] data analysis platform.

GATE has been set up using the default parameters with an additional StepLimiter of 1 mm in water corresponding to the energy cuts of roughly 350 keV and 5 keV for both electrons and positrons, and for photons, respectively. As most of the particles that reach the phantom are bremsstrahlung gammas, the selective bremsstrahlung splitting,\[[@ref30]\] nonbiased variance reduction technique was used to accelerate the simulation process.

In our simulation, the bremsstrahlung splitting was performed with two criteria:

Energy threshold on primaries: Should be \>6.6 MeV to enable the splitAngle threshold on secondary: No photon with angle \>60° was generated.

Basically, secondary gammas particles generated by bremsstrahlung are splitted N times, so that each time a bremsstrahlung gamma is created, other N-1 gammas are generated at the same position, with weight 1/N, re-sampling the energy, and angle distribution. Variance technique has been used here with a splitting factor of 100 as described in Grevillot *et al*.\[[@ref6]\]

Furthermore, GATE KillActor was employed to reduce the CPU time of the accelerator simulation. The particles tracking are confined to regions where they are actually influential on the dosimetric parameters in the water phantom.

It has been shown that the choice of the mean energy of primary electron beam hitting the target affects considerably depth dose and dose profile curves. Furthermore, in contrast to depth dose curves, dose profile curves are also influenced by the radial intensity of initial electron beam for a large field size.\[[@ref31][@ref32]\]

To achieve reliable results in which Monte Carlo\'s predicted outputs match measured data, the critical parameters of the primary electron beam, including its mean energy and spatial distribution must be tuned very accurately. These parameters were adjusted very carefully according to the reference method described in Verhaegen and Seuntjens.\[[@ref1]\]

Standard 10 cm × 10 cm field size was used to adjust the electron source parameters. We considered a Gaussian distribution for both the energy spectrum and the spot size. The best mean energy parameter was found using several simulations performed to scan the mean energy interval (5.5 MeV, 7.5 MeV) around the firm reference value.

Similar approach was applied to the full width at half maximum (FWHM) electron spot interval of 0 mm, 5 mm to optimize the beam spot size.

In what follows, results are presented for several treatment field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm. Comparison to real data is made using both depth dose profiles (PDDs) and in-plane profiles at 5 cm, 10 cm, 20 cm, and 30 cm depths.

The GATE simulation performed on the grid lasted approximately 17 h. We simulated a total of three billion (3 × 10^9^) primary electrons used in the work presented here.

Dose distributions are calculated in water phantom, positioned at 100 cm SSD with dosel (dose scoring voxel) of 5 mm × 5 mm × 5 mm to mimic the thimble ionization chamber active volume.

In order to build a robust analysis of calculations against measurements, the simulations were assessed by the means of three tests. Each of them has its own advantages and limitations; they were considered together to complete each other.

First, our results were evaluated by calculating the standard mean point-to-point dose error, with equation:

![](JMP-40-136-g004.jpg)

Where *ε* is the mean point-to-point error, *i* corresponds to a curve point index, *N* is the number of points, *d~i~* is the dose computed at point *i* and *dref~i~* is the reference dose measured at point *i*.

The use of the point-to-point errors in low dose areas could lead to high overall errors, therefore, in the case of lateral profiles, agreement with measurements was also estimated by:

![](JMP-40-136-g005.jpg)

which normalizes errors to the maximum measured dose dref~max~ and counterweights the point to point errors according to the dose deposited.

This test is the most intuitive one and straightforward. However, a small ionization chamber alignment error could induce large dose differences, especially in the high dose gradient region.\[[@ref33][@ref34][@ref35]\]

More information was derived from a second comparison with the nonparametric Kolmogorov--Smirnov (K--S) test.\[[@ref36]\] We calculated the distance *d* = \|*d~m~* − *d~s~*\| between the experimental and simulated distributions and the probability of compatibility between the two compared distributions:

![](JMP-40-136-g006.jpg)

Where ![](JMP-40-136-g007.jpg).

The K--S test has an interesting advantage in which it does not require any assumptions about the data. Despite of its simplicity and advantages, the K--S test also has several important limitations. The most serious one is its tendency to be more sensitive near the center of the distribution than at the tails.

We found it interesting to perform a third test by calculating the gamma-index. Recently, this test became the gold standard for the comparison between measured and calculated dose distributions.\[[@ref37][@ref38][@ref39]\] Even though its interpretation is clinically less intuitive, the gamma index calculation complements the previous tests by its ability to produce a quantitative measure based on both dose and spatial criteria.

The gamma-index is defined for each measurement point *r~m~* as:

![](JMP-40-136-g008.jpg)

where ![](JMP-40-136-g009.jpg) and *r~c~* represents the spatial location of the calculated distribution relative to the measured one.

The main limitation of this last tool comes from its sensitivity to the dose grid resolution. Here, the number of points passing the very accurate quality assurance criteria of (*δr~m~* = 2*mm*/*δd~m~* = 2%) is considered, 100% of the points pass the 2%/2 mm comparison if *γ*(*r~m~*) \> 1 ∀{*r~m~*}

Due to the lack of primary event interactions in the tail of the penumbra, the uncertainty was larger, and these points were not considered. Therefore, to avoid a nonrepresentative increase of the statistical uncertainties, all points in this low dose area having a dose lower than 10% of the maximum dose was not considered.

Results and Discussion {#sec1-3}
======================

A mean electron beam energy of 6.7 MeV and a FWHM electron spot of 3 mm were found to be in a good agreement with the measurements. As recommended in literature, the FWHM energy was set to 3%.\[[@ref32]\]

The mean electron energy of 6.7 MeV found for this specific Elekta model is higher than those found in literature \[[Table 2](#T2){ref-type="table"}\]. However, this mean value is close to that of 6.5 MeV provided by the manufacturer together with their detailed specifications of the accelerator\'s head components.

###### 

Mean energy and FWHM of the incident electron beam distribution from the simulation of different Elekta models\[[@ref40][@ref41][@ref42][@ref43]\]

![](JMP-40-136-g010)

To validate the properly tuning of the beam, the quality index tissue phantom ratio in water at depths of 20 and 10 cm (TPR~20,\ 10~) for the 10 cm square field is reported and compared between experimental measurements and simulation as shown in [Table 3](#T3){ref-type="table"}. This parameter is relevant to express the quality of high photon beam according to international recommendations (IAEA TRS398).

###### 

Comparison of measured and simulated TPR~20,10~ value

![](JMP-40-136-g011)

Simulated TPR was obtained from the simple relation:\[[@ref44]\]

TPR~20/10~=1.2661×PDD~20/10~−0.0595

Where PDD~20/10~ is the ratio ionization for 10 cm × 10 cm field at depths of 20 cm and 10 cm, obtained from the simulated profile depth dose for the field size 10 cm × 10 cm.

Deviation between measurement and GATE data for TPR~20,10~ value is smaller than 1.2%. This shows that the primary source energy was tidily tuned.

The beam quality is also specified in terms of the output factors. They are known to depend in a fairly unpredictable way on the electron energy and the geometry of the jaws, applicator, and the final field defining cutout. The output factors are the ratio of the dose rate of a given field size to the dose rate of the reference field size, both at the depth of 10 cm (IAEA TRS398). [Table 4](#T4){ref-type="table"} shows the comparison of simulated and measured output factors for square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm. Output factors show a good agreement between simulation and measurements with a maximum discrepancy of 0.85%.

###### 

Comparison of simulated and measured output factors for square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm

![](JMP-40-136-g012)

Let us now examine the quality of the results we got for depth and lateral dose profiles.

In [Figure 3](#F3){ref-type="fig"}, simulated PDDs are compared to the experimental ones. Profiles were obtained with 6 MV photon beam at 100 cm of SSD in water phantom using square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm. Each distribution is normalized to their maximum value.

![Comparison of calculated and measured depth dose for 6 MV photon beam for field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm. Red circles refer to measured data and the blue solid lines refer to Gate Monte Carlo results](JMP-40-136-g013){#F3}

It can be concluded from the figure that the Monte Carlo model for 6 MV photon beam accurately matches the measured data.

We summarize the agreement between calculations and measurements according to the statistical tests considered in this study as shown in [Table 5](#T5){ref-type="table"}. Both the experimental data and the GATE simulation results were divided into two regions of interest, the build-up region in which the dose reaches its maximum value at a depth Z~max~ and the tail region beyond the Z~max~. The agreement between the two distributions within each of these two regions is reported. As for the calculation of the K--S probability and the gamma index, all depths for PDDs including build-up region were considered.

###### 

Comparison of the simulated PDDs with the measured ones for the square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm

![](JMP-40-136-g014)

PDDs from Monte Carlo simulations match the measured data within 0.02%, and it can be verified in any region considered that the K--S test points out a good agreement between experimental data and GATE simulations with a global *P* = 1 in any case. Furthermore, the percentage of points passing the gamma-index criteria of 2 mm/2% when comparing calculated and measured depth dose distributions are of 99% and therefore strengthens this agreement result.

The lateral dose profiles at 5, 10, 20, and 30 cm depths, for the 6 MV beam and SSD at 100 cm, in water phantom in the case of a square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm are shown in [Figure 4](#F4){ref-type="fig"}. Lateral profiles obtained with experimental measurements were normalized to the dose value on the beam axis while the ones obtained with GATE were normalized to the mean value in the flat zone.

![Lateral dose profiles at 50, 100, 200 mm, and 300 mm depths for the square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm, with a 6-MV beam. Red circles refer to measured data, and the blue solid lines refer to Monte Carlo results](JMP-40-136-g015){#F4}

The results of the statistical comparison of the simulated lateral profiles with the measured ones are gathered in [Table 6](#T6){ref-type="table"}.

###### 

Comparison of the simulated lateral dose profiles with the measured ones for the square field sizes ranging from 5 cm × 5 cm to 30 cm × 30 cm

![](JMP-40-136-g016)

Overall, one can see that lateral doses profiles are in good agreement with measurements. The largest statistical uncertainties occurred for the 5 cm × 5 cm radiation field at 5 cm depth with up to 5.93% of discrepancy for ε. As discussed above, for small fields, only few points are evaluated, errors in the high dose-gradient regions increase significantly the overall error. In such situation, one must refer instead to ε~*N*~ is more appropriate to evaluate the simulation. In this case, the largest statistical uncertainties occurred for the profiles reaches only 2.5%.

For all fields, the K--S test emphasizes a good agreement between experimental lateral dose profiles and GATE simulated ones with a maximum probability in any case. This result is enhanced once again by the gamma-index comparison, which shows excellent agreement for the simulations. All curves passed the comparison with a maximum score of 100%.

The purpose of this study is fulfilled. The GATE simulation excellently matches the measured data. All the comparisons state the absence of statistical difference between the experimental and Monte Carlo profiles. One can see that simulated PDDs agree with the measurements within 0.01%. The simulation fits also accurately the measured lateral dose profiles with no more than 1.8% of error uncertainties, except for the small filed at 5 cm and 30 cm depths, where 2.45% and 2.4% of errors were registered, respectively. But this is typically accepted as a satisfactory result for the Monte Carlo dosimetric control.

Good agreement is also obtained with the K--S comparison of the experimental distributions with the simulated ones. The percentage of points passing the gamma-index criteria of 2 mm/2% when comparing calculated and measured dose distributions is generally \>99% for the studied cases.

This complex simulation that would take more than a year on a normal processing unit was performed here in \<1 day. It is also interesting to note that the selective bremsstrahlung splitting used in our study has sped up about 6 times the accelerator head simulation without biasing the results. All this, confirms the goodness of our simulation and shows the efficiency of the strategy adopted in reducing CPU time without changing the reality of the problem.

Conclusion {#sec1-4}
==========

This paper presents GATE simulation model developed to perform an accurate simulation of dose profiles from a 6 MV Elketa Synergy Platform medical linac.

Given the flexibility of GATE, the key components of the accelerator head have been easily modeled based on the manufacturer\'s specifications. The results obtained with the simulation in terms of depth dose and lateral beam profiles for different therapeutic field sizes in a water phantom show an excellent agreement with the measured data found with an incident mean electron energies of 6.7 MeV and a FWHM electron spot of 3 mm.

This preliminary study demonstrates that GATE can be used for radiation therapy applications. It\'s simple macro file structure significantly facilitates the elaboration of Geant4 simulations. Furthermore, the presented results allow the applicability of the obtained phase space to more complex and clinically relevant situations.

Further validation will be performed with different energies, complex MLC fields and with dynamic IMRT irradiation fields.
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