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Abstract Breast cancer is one of the leading causes of female mortality in the world, and early detection
is an important means of reducing the mortality rate. The presence of microcalcification clusters has
been considered as a very important indicator of malignant types of breast cancer, and its detection
is important to prevent and treat the disease. This paper presents an effective approach, in order to
detect microcalcification clusters in digitized mammograms, based on the synergy of image processing
and partitional (hard and fuzzy) clustering techniques. Mathematical morphology has been used for
image processing, and is used in this work as a first step, with the purpose of enhancing the contrast
of microcalcifications. Image segmentation is an important task in the field of image processing, in order
to identify regions with the same features. In the second step, we use image segmentation, using three
partitional, hard and fuzzy clustering algorithms, such as k-Means, Fuzzy c-Means and Possibilistic Fuzzy
c-Means, in order to make a comparison of the advantages and drawbacks offered by these algorithms,
and which should help to improve the detection of microcalcification clusters in digitized mammograms.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Breast cancer is one of the most dangerous types of
cancer among women around the world. Currently, the most
effective method for early detection of breast cancers is
mammography. Microcalcifications (MCs) are tiny deposits of
calcium in breast tissue, which appear in a mammogram as
small clusters of a few pixels, with relatively high intensity and
closed contours comparedwith neighboring pixels. MC clusters
are primary signs of breast cancer, where early detection is
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Open access under CC BY-NC-ND license.important to prevent and treat the disease. However, achieving
detection of all MCs is not an easy task, as in mammograms
there is poor contrast between MCs and their surrounding
tissue. In previous published works, several methodologies
have been proposed to detect and/or classify MC cluster
digitized mammograms, based on Artificial Neural Networks
(ANN), Analysis Wavelet, Multifractal Analysis, Mathematical
Morphology (MM), Bayesian Image Analysis Models, Support
Vector Machines (SVM), Fuzzy Logic Systems, etc. Pandey
et al. [1] used a fuzzy set technique for decision making,
to determine if some particular pixel represents MC. They
have used a rule base derived from expert knowledge, which
is basically a set of statements or facts used for decision
making. They have used the original image without enhancing
or filtering prior to detection, and the decision to assign the
degree of membership value, where a pixel is the center of
the MC, is made at the final stage. Cheng et al. [2] detected
MCs based on fuzzy logic and scale space techniques. They
employed mainly fuzzy entropy and fuzzy set theory to fuzzify
the images and enhance them. For the detection of locations
and sizes of MCs, they used scale-space and Laplacian-of-
Gaussian filter techniques. Jiang et al. [3] proposed a contrast
enhancement algorithm that has two operational components.
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other to an operator for fuzzy enhancement; both arranged in
parallel to process the data of digital mammograms. The first
operator processes the digital mammograms and produces a
corresponding eigen-image to highlight the regions-of-interest,
while the second operator fuzzifies the mammogram using
the maximum fuzzy entropy principle. In their results, the
local fuzzy contrast is extracted and modified adaptively in
accordance with information provided by the eigen-image,
and those non-MC regions are suppressed, considering them
as noise. Bhattacharya and Das [4] proposed a method based
on the discrete wavelet transform, having the advantage
of multiresolution properties, and a morphological top-hat
algorithm applied for contrast enhancement of the calcification
clusters. Afterwards, the authors used the Fuzzy c-Means
clustering (FCM) algorithm for intensity-based segmentation.
Balafar et al. [5] proposed Fuzzy c-Means to segment medical
images. They obtained multi-scale images by smoothing the
input image in different scales, so the FCM is applied to
multi-scale images from high to low scales. In their method,
FCM is applied to images with the highest scale, then the
centers of clusters are used in a lower scale to determine the
initialization membership for the current scale. In the FCM,
neighborhood attractionwas used to further decrease the effect
of noise in clustering. Selvi and Malmathanraj [6] proposed
a combination of morphological spectral unsupervised image
segmentation, using the watershed transform, the anisotrophic
filtering technique, the band pass filtering scheme, gradient
synthesization and complex wavelet transform sub-band
extraction. Then the segmentation scheme was the random
walker segmentation technique.
In thiswork, we proposed a newmethodology for improving
the detection of MC clusters in digitized mammograms based
on image segmentation, using a combination of mathematical
morphology and partitional clustering algorithms. Ourmethod-
ology is based on two main stages including mathematical
morphology which has been used as a first step for image
processing, with the purpose of contrast enhancement of MC
clusters, using the Top Hat morphological transform. Image
segmentation is an important task in the field of image pro-
cessing and computer vision, in order to identify objects or
regions with the same features in an image, and image seg-
mentation techniques can be broadly categorized as hard or
fuzzy. The second stage consists of applying a clustering algo-
rithm in order to detect MC clusters. The clustering algorithms
used in this study (looking for the best results) were k-Means,
Fuzzy c-Means (FCM) and Possibilistic Fuzzy c-Means (PFCM).
The remaining sections of this paper are organized as follows:
Section 2 briefly discusses the background on the image en-
hancement technique and image segmentation by clustering al-
gorithms. Section 3 presents the details of the proposedmethod
and experimental results, while the discussion and conclusions
are presented in Sections 4 and 5, respectively.
2. Materials and methods
2.1. ROI selection
The mammograms used to test our method were extracted
from aminimammographic database provided by theMammo-
graphic Image Analysis Society (MIAS) [7]. Each mammogram
from the database is of 1024×1024 pixels, with a spatial resolu-
tion of 200µm/pixel. Thesemammograms have been reviewed
by an expert radiologist and all abnormalities have been identi-
fied and classified. The placewhere abnormalities are identified
is known as the Region of Interest (ROI). In this work, we use
ROIs with a size of 256× 256 pixels.2.2. Image enhancement
In past years, several methodologies have been developed
for the detection and/or classification of MCs. However,
interpretation ofMCs continues to be a difficult taskmainly due
to their fuzzy nature, low contrast and low distinguishability
from their surroundings [8,9]. The difficulty of detection of MCs
clusters depends on some factors, i.e. MCs are small and display
a broad range of variability of sizes, shapes and distributions,
with respect to their morphology, and are often located in a
non-homogeneous background due to their low contrast with
the background. Moreover, their intensity may be similar to
noise or other structures.
In the field of image processing, image enhancement
includes intensity and contrast manipulation, noise reduction,
background removal, edges sharpening, filtering, etc.
In this paper, the purpose behind using an image enhance-
ment technique is to increase contrast between the MCs clus-
ters and the background. In order to achieve this, we applied
Mathematical Morphology operations, such as the Top-Hat
morphological transform.
2.2.1. Mathematical morphology
Mathematical morphology is a discipline in the field of
image processing, which involves the analysis of structures.
The geometrical structure of images is determined by locally
comparing it with a predefined elementary set, called a
structuring element. Image processing, using morphological
transformations, is a process of information removal based
on size and shape. In this process, irrelevant image content
is eliminated selectively. Thus, the essential image features
can be enhanced. Morphological operations are based on the
relationships between two sets: the input image, I, and the
processing operator, that is the structuring element, SE, which
is usually much smaller than the input image. By selecting
the shape and size of the structuring element, different
results can be obtained in the output image. The fundamental
morphological operations are erosion and dilation [10].
Erosion generally decreases the size of the objects and
removes small anomalies by subtracting objects with a radius
smaller than the structuring element. With grayscale images,
erosion reduces the brightness (and therefore the size) of bright
objects on a dark background by taking the neighborhood
minimum when passing the structuring element over the
image. Erosion is denoted by:
IΘSE(x, y) = min[I(x+ i, y+ j)− SE(i, j)], (1)
where I(x, y) is a gray-scale image, and SE(i, j) is the structuring
element.
Contrary to erosion, dilation generally increases the size of
objects, filling in holes and discontinuous areas, and connecting
areas that are separated by smaller spaces than the size of the
structuring element. With grayscale images, dilation increases
the brightness of objects by taking the neighborhoodmaximum
when passing the structuring element over the image. Dilation
is denoted by:
I ⊕ SE(x, y) = max[I(x− i, y− j)+ SE(i, j)], (2)
where I(x, y) is a gray-scale image, and SE(i, j) is the structuring
element.
Morphological Enhancement . In the field of image processing,
image enhancement includes intensity and contrast manipula-
tion, noise reduction, background removal, edges sharpening,
filtering, etc.
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technique is to increase contrast betweenMC clusters and back-
ground particularlywe have appliedMathematicalMorphology
operations, such as the Top-Hat morphological transform.
The contrast is defined as the difference in intensity be-
tween an image structure and its background. By combining
morphological operations, several image processing tasks can
be performed. In this work, however, we only use morphologi-
cal operations to achieve contrast enhancement. In [9], the con-
trast enhancement technique, usingmathematicalmorphology,
is called morphological contrast enhancement. Morphological
contrast enhancement is based on morphological operations
known as top-hat and bottom-hat transforms, which were pro-
posed in [11].
A top-hat morphological transform is a residual filter which
preserves those features in an image that can fit inside the
structuring element, and removes those that cannot. In other
words, the top-hat transform is used to segment objects that
differ in brightness from the surrounding background in images
with uneven background intensity. The top-hat transform is
defined by the following equation:
IT = I − [(IΘSE)⊕ SE], (3)
where I represents the input image, IT is the transformed image,
SE is the structuring element, Θ is the morphological erosion
operation and ⊕ is the morphological dilation operation. The
transformmakes subtraction of [(IΘSE)⊕SE] from the original
image.
2.3. Image segmentation
In general, image analysis includes many different tasks,
such as segmentation, classification and interpretation. Image
segmentation is an important task in the field of image
processing and computer vision, and involves identifying
objects or regions that have the same features in an image.
Image classification assigns labels to individual pixels, which
is done by taking into account previous information about
the problem of interest. Image interpretation extracts some
meaning from the image as a whole.
The purpose of image segmentation is to divide an
image into non-overlapping constituent regions that are
homogeneous, with respect to some features, such as gray level
intensity or texture. The level towhich the subdivision is carried
depends on the problem being solved [10].
Depending on the specific application, different meth-
ods have been used for image segmentation, such as his-
togram thresholding, edge detection, region growing, stochastic
models, ANN and clustering techniques. In the field of medi-
cal imaging, segmentation plays an important role, because it
facilitates the delineation of anatomical structures and other
regions of interest. For a specific case, such as MC cluster detec-
tion in mammograms, several works, based on image segmen-
tation techniques, have been proposed. Segmentation based on
global and local thresholding is presented in [12,13]. In [14,15],
the authors involve segmentation based on edge detection.
Techniques based on region growing are proposed in [16,17],
whereas stochastic fractal models, ANN, and image segmenta-
tion by means of clustering techniques are described in [18,4,
19–21], respectively. In this work, we only use image segmen-
tation based on partitional clustering techniques.
2.3.1. Image segmentation by clustering algorithms
Digital image segmentation has been considered the most
important intermediate step in image processing to extract the
semantic meaning of the pixels. The objective of the clusteringprocess, in order for image segmentation, is to find groups
of pixels with similar gray level intensity or more or less
homogeneous groups. The similarity is evaluated according to
the distance measure between the pixels and the prototypes of
objects or regions, and each pixel is assigned to the group with
the nearest or most similar prototype. However, this process
distributes all data to different groups, even if some pixels are
not very representative of the group as a whole [19].
In this work, we use clustering techniques; hard and
fuzzy partition of the feature space. Partitional clustering
techniques have advantages in applications involving large
data sets. A problem accompanying the use of partitional
clustering algorithms is the choice of the number of desired
output clusters. One of the most important problems in
fuzzy clustering algorithms is how to design membership
functions; different choices include those based on similarity
decomposition and prototypes of clusters. We propose and
compare three clustering algorithms (k-Means, Fuzzy c-Means
and PFCM) in order to segment ROI images, trying to improve
the results of MC cluster detection.
2.3.2. k-means algorithm
k-Means [22] is one of the simplest unsupervised learning
algorithms. The procedure follows a simple and easy way to
classify a given data set, Z , in a d-dimensional space, through
a certain number of clusters (assume k clusters) fixed a priori.
The main idea is to define k prototypes, one for each cluster.
The next step is to take each point belonging to Z and associate
it to the cluster with the nearest prototype. When no point
is pending, the first step is completed and an early group is
done. At this point, we need to re-calculate the new values
for the k prototypes, in order that they remain the most
representative element of each cluster. Afterwards, a new
binding has to be accomplished between the same data-set
points and the nearest prototypes. An iterative process has been
generated. As a result, we may notice that the k prototypes
change their location step by step, until nomore changes occur.
This algorithm aims at minimizing the next objective function,
which is a squared error function. The objective function is as
follows:
J =
c−
j=1
n−
i=1
z(j)i − vj2 , (4)
where‖z(j)i −vj‖2 is the chosendistancemeasure between every
point, z(j)j , and the cluster, vj. The value of this function is an
indicator of the proximity of the n data points to their cluster
prototypes. The algorithm is composed of the following steps:
I. Select k points into the space represented by objects that
are being clustered. These points represent initial group
prototypes.
II. Assign each object to the group that has the closest
prototype.
III. When all objects have been assigned, recalculate the
positions of the k prototypes.
IV. Repeat second and third steps until the values of the
prototypes no longer change. The result is a separation of
objects into groups, fromwhich the metric to be minimized
can be calculated.
Although it can be proved that the procedure always
terminates, the k-Means algorithm does not necessarily find
the most optimal configuration corresponding to the global
minimum of the objective function. The algorithm is also
significantly sensitive to the initial selected cluster centers.
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multiple times.
2.3.3. Fuzzy c-means algorithm
Traditional clustering approaches generate partitions where
each pattern belongs to one, and only one, cluster. Hence,
the clusters in a hard partition are disjoints. Fuzzy clustering
extends this notion to associate each pattern to every cluster
using a membership function [23].
The Fuzzy c-Means clustering algorithm (FCM) was initially
developed by Dunn [24], and generalized later by Bezdek
in [25]. This algorithm is based on optimization of the objective
function, given by the following equation:
Jfcm(Z;U; V ) =
c−
i=1
N−
k=1
(µik)
m ‖zk − vi‖2 , (5)
where the membership matrix, U = [µik] ∈ Mfmc , is a fuzzy
partition of Z , V = [v1, v2, . . . , vc] is the vector of proto-
types of the clusters, which are calculated according to DikAi =
‖zk − vi‖2, a square inner-product distance norm, and m ∈
[1,∞] is aweighting exponent that determines the fuzziness of
resulting clusters. The optimal partition U∗ of Z for a FCM algo-
rithm is reached through the couple (U∗, V ∗), whichminimizes
(locally) the objective function Jfmc according to the Alternating
Optimization (AO) [25].
Theorem FCM. If DikAi = ‖zk − vi‖ > 0, for every i, k,m > 1,
and Z contains at least c different patterns, then (U, V ) ∈ Mfmc ×
ℜc×N and Jfmc can be minimized only if:
µik =

c−
j=1

DikAi
DjkAi
2/(m−1)−1
, 1 ≤ i ≤ c, 1 ≤ k ≤ n, (6)
vi =
N∑
k=1
µmikz
k
N∑
k=1
µmik
, 1 ≤ i ≤ c. (7)
Following the previous equations of the FCM algorithm, given
the data-set Z , choose the number of cluster, 1 ≤ c ≤ N , the
weighting exponent, m > 1, as well as the ending tolerance
δ > 0. The solution can be reached following the next steps:
I. Provide an initial value to each prototype, vi, i = 1, . . . , c.
These values are generally given in a random way.
II. Calculate the distance between the patterns, zk, and each
prototype, vi, using:
D2ikAi = (Zk − vi)TAi(zk − vi),
1 ≤ i ≤ c, 1 ≤ k ≤ N.
III. Calculate the membership degrees of the matrix, U = [µik],
if DikA > 0, using Eq. (6).
IV. Update the new values of the prototypes, vi, using Eq. (7).
V. Verify if the error is greater than δ. If this is true, go to the
second step. Else, Stop.
2.3.4. Possibilistic fuzzy c-means algorithm
Pal et al. [26] proposed to use membership values, as well as
typicality values, looking for a better clustering algorithm. They
called it Fuzzy Possibilistic c-Means (FPCM).
However, the sum equal to one of the typicality values
for each point was the origin of a problem, particularly forapplicationswith a lot of data. In order to avoid this problem, Pal
et al. [27] proposed to relax this constraint, and they developed
the Possibilistic Fuzzy c-Means (PFCM) clustering algorithm,
where the function to be optimized is given by the following
equation:
Jpfcm(Z;U, T , V ) =
c−
i=1
N−
k=1
(aµmik + btηik)
×‖zk − vi‖2 +
c−
i=1
ri
N−
k=1
(1− tik)η, (8)
subject to the constraints
∑c
i=1 µik = 1∀k; 0 ≤ µik, tik ≤ 1 and
the constants, a > 0, b > 0,m > 1 andη > 1. Theparameters, a
and b, define the relative importance between the membership
values and the typicality values. The parameter µik in Eq. (8)
has the samemeaning as in the FCM, and it defines the absolute
importance of themembership values. The same happens for tik
values,with respect to the PCMalgorithm, as it gives an absolute
importance to the typicality values.
Theorem PFCM. If DikA = ‖zk − vi‖ > 0, for every i, k, m > 1,
η > 1, and Z contains at least c distinct data points, then (U, T , V )
∈ Mfcm ×Mpcm ×ℜc×N may minimize Jpfcm, only if:
µik =

c−
j=1

DikAi
DjkAi
2/(m−1)−1
, 1 ≤ i ≤ c, 1 ≤ k ≤ N, (9)
tik = 1
1+

b
γi
D2ikAi
1/(η−1) , 1 ≤ i ≤ c, 1 ≤ k ≤ N, (10)
vi =
N−
k=1

aµmik + btηik

zk
 N−
k=1

aµmik + btηik

, 1 ≤ i ≤ c. (11)
The iterative process of this algorithm follows the next steps.
Given the data set Z , choose the number of clusters, 1 < c <
N , the weighting exponents, m > 1, η > 1, and the values of
the constants, a > 0, and b > 0.
I. Provide an initial value to each of the prototypes, vi, i =
1, . . . , c . These values are generally given in a random
way.
II. Run the FCM-AO-V algorithm, as described in Section 2.3.3.
III. With these results and Eq. (12), calculate the penalty
parameter, γi, for each cluster, i. Take K = 1:
γi = K
N∑
k=1
µmik
zk − vi2
N∑
k=1
µmik
. (12)
IV. Calculate the distance of zk to each prototype, vi, using:
D2ikAi = (zk − vi)TAi(zk − vi), 1 ≤ i ≤ c, 1 ≤ k ≤ N.
V. Calculate the membership values of the matrix, U = [µik],
if DikA > 0, using Eq. (9).
VI. Calculate the typicality values of the matrix, T = [tik], if
DikA > 0, using Eq. (10).
VII. Update the value of the prototypes, vi, using Eq. (11).
VIII. Verify if the error is equal to or lower than δ,
‖Vk+1 − Vk‖err ≤ δ,
if this is true, stop. Else, go to the sixth step.
Using both membership and typicality values, it is possible to
identify groups and their most or least representative data as
well.
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In this paper, let us consider applying our methodology;
each ROI individually, in order to show the obtained results by
means of a segmented image. We selected several ROI images
frommammogramswith dense tissue and the presence of MCs.
Next, the morphological top-hat transform is used in order to
enhance the ROI image, with the goal of detecting objects that
differ in brightness from the surrounding area; in this case, to
increase contrast between MC clusters and background. Then
we apply the same SE in different sizes. The SE considered
to perform the morphological top-hat transform is non-flat or
grayscale ‘‘ball-shaped’’. This type of SEwas used in [9] and the
results of image enhancement were better than those of other
methods proposed in the same work. The sizes of SE used were
3×3, 5×5, 7×7 and the same height, 20, respectively. Figure 1
shows an original ROI image processed by top-hat transform.
In our work, each image obtained after applying the image
enhancement process is considered as a feature to generate aset of patterns that represent the MCs and normal tissue. Each
pattern is constructed from a gray level intensity of pixels of
the obtained images after applying the Top Hat transform. Each
pattern generated is called a feature vector, where these feature
vectors represent a point in d-dimensional space.
For each of the images used in this work, we know a priori
that there are pixels belonging to MCs and to normal tissue.
Thus each analyzed pattern belongs to one of two possible
classes, i.e. there are patterns belonging to set Q1 (if MCs), and
patterns belonging to normal tissue are Q0.
Next, we build a Feature Vector (FV) for each ROI, where
these FV are formed for each obtained image from the image
enhancement process. The firstmapping is undertaken from the
gray level intensity of each pixel of each image enhanced (2-D)
to a 1-D vector, as follows:
SN IT (x, y)→ x(q)N =

x(q)N

q=1,...,l×r
, (13)
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image is decomposed, column by column, SN IT (x, y) is the gray
level of the qth pixel, N is the index that corresponds to each of
the SE used in image enhancement, (x, y) are the coordinates of
pixels in the image and Q is the set of all pixels (elements) of
the ROI.
If the size of ROI is l× r , then we obtain l× r vectors x(q) in
the Q set; in our work, the sizes of the images are 256 × 256.
Then the FV can be built as:
Zs =

x(qs) : qs = 1, . . . ,Qs

,
where x(qs) ∈ ℜd is a d-dimensional vector; in our work, the
dimension of the FV is d = 3, and Qs is the number of pixels in
the image where:
x(qs) =

x(qs)3×3, x
(qs)
5×5, x
(qs)
7×7

.
The FV sets are then clustered, using three different clustering
methods, and the corresponding labels for each class are
obtained.Zs are grouped in k-clusters where only one cluster
corresponds to MCs and the rest of the clusters correspond to
normal tissue. Finally, the obtained results of clustering are
represented as a segmented image in several regions, which
depends on the number of clusters. The final description of
our results is through a binary image where the class with the
value of one corresponds to the label of MC clusters, and the
class with zero values corresponds to the label of the union of
the remaining clusters, which we consider non-MC or normal
tissue. Next, we show the initial conditions and results for each
clustering method.
3.1. k-means
The initial conditions for this method were:
– Cluster number takes values c = 2 to c = 5;
– Prototypes were initialized as random values;
– Euclidean distance function;
– Maximum iteration number, 100.
In order to illustrate the results, Figure 2 shows the segmented
image and the binary image applying the k-Means.
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The initial conditions for this method were:
– Cluster number takes values c = 2 to c = 5;
– Prototypes were initialized as random values;
– Weighting exponentm = 2;
– Maximum number of iterations, 100;
– Minimum amount of improvement, 1e–3.
In order to illustrate the results, Figure 3 shows the segmented
image and the binary image applying the FCM.
3.3. PFCM
The initial conditions for this method were:
– Cluster number takes value c = 2;
– Prototypes were initialized as random values;
– The value of the parameters are m = 2, a = 1, b = 4 and
η = 2.
In order to illustrate the results, Figure 4 shows the segmented
image and the binary image applying the PFCM.4. Discussion
In our work, we use an image enhancement technique based
on mathematical morphology operations, such as the top-hat
morphological transform, in order to enhance potential MCs,
facilitating their identification.
From the obtained results at the first stage, enhancement of
ROIs, we can observe that there are differences in intensity of
gray levels between pixels belonging to potential MC clusters
and normal tissue. This ensures that there is minimal overlap
between the pixels that belong to each class. The partitional
clustering algorithms are a very good alternative for the
identification of potential microcalcifications, especially when
the features are extracted from mammogram images; it helps
to improve contrast between MCs and the background.
In partitional clustering algorithms, such as k-Means and
FCM, it is necessary to increase the number of clusters which
end when they detect the region or regions with MCs, and
which regularly is the cluster that contains fewer pixels and a
gray level with major intensity. Figures 2–4 show the obtained
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results are represented by means of segmented images. In the
first column, we have the original ROIs. In columns 2 to 5, we
can observe the obtained results when the FV is partitioned in
2 to 5 clusters. The last column shows the final images obtained
when the FV is partitioned in 5 clusters, by means of k-Means
and FCM, respectively. Figures 2(b), (h), (n), (t) and 3(b), (h),
(n), (t) show the results of the first partition as a segmented
image in two regions, that is to say, in the image there are pixels
belonging to each region and each pixel has a different label.
Each region has different prototype clusters, therefore, there
is a prototype that represents feature vectors belonging to
normal tissue and another that represents MCs. In this first
partition, the number of vectors that belong to the region of
potential MCs decreased significantly in each ROI. Thus, the
vectors labeled in Q1 have a high probability of being MCs.
Figures 2(c)–(e), (i)–(k), (o)–(q), (v), (w), (y), 3(c)–(e), (i)–(k),
(o)–(q) and (v)–(x) show the obtained results of the ROIssegmentation from the second to fourth partition of FV. The
images show the regions corresponding to each partition; 3, 4
and 5 regions, respectively, where regions that correspond to
normal tissue are at different levels of gray, and the region that
corresponds to MCs is white.
Figures 2(f), (l), (r), (y) and 3(f), (l), (r), (y), show the obtained
results of the ROIs segmentation of the last partition, enhancing
the regions with pixels detected as MC clusters. Although we
can continue clustering, we can observe some convergence
between the prototypes of the clusters, that is the values of the
obtained prototypes have aminimumof variation and therefore
this is considered to stop the partition.
When we used k-Means and FCM from three clusters, we
started to observe a little difference between the regions that
corresponds to MC clusters with other regions that correspond
to normal tissue.
In PFCM, we carried out a sub-segmentation where the
number of clusters in which FV is partitioned remains constant
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image through typicality matrix T, to identify atypical pixels
in each of the segmented regions. By decreasing the threshold
value, the most atypical pixels in the regions are identified and,
within these atypical pixels, MC clusters are presented.
Figure 4(b), (h), (n) and (t) show the resulting images of the
first partition of T; Figure 4(c)–(f), (i)–(l), (o)–(r) and (v)–(y)
show the resulting images of the first partition of T, but with
different threshold values.
Finally, the results of image segmentation using partitional
clustering algorithms are shown to be a good alternative to
improving the detection of MCs in digitized mammograms. On
the other hand, k-Means and FCMwere very helpful in carrying
out a previous stage, applying image enhancement using top-
hat morphological transform. In our previous work [19], we
used sub-segmentation by PFCM to detect MC clusters, using
only one feature, gray level intensity, andwe also obtained good
results. As the final conclusion to our work, we can say that
the results for k-Means and FCM depend on several factors,
such as the stage of image enhancement and the initial number
of partitions in the algorithms. For PFCM, the obtained results
depend only on the threshold value being themost appropriate,
since the parameters of this algorithm remain constant.
5. Conclusions
In this work, we used three partitional clustering algorithms
in order to detectMC clusters in digitizedmammograms.More-
over, we have applied a digital image processing technique, as
an image enhancement using mathematical morphology oper-
ations in order to improve the contrast between MC clusters
and the background in ROIs. Our methodology was tested in
different ROIs images, presenting different kinds of tissue and
different shapes of MC. Analysis of the results served as a com-
parison point with other methodologies used by other authors
mentioned in this work. On the other hand, in future work,
it could be convenient to improve the methodology proposed
in this work, or inclusive to implementing a new combination
of techniques that involve image analysis, artificial neural net-
works and pattern recognition for improving the detection of
MC stages. The obtained results show that the implemented
methodology was able to detect MC clusters satisfactorily, ful-
filling the goal of this work.
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