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Chapter 1
INTRODUCTION
About 40% of all known proteins contain metal ions as a part of their structures in a stable or
transitory way.1 Na+, K+, Mg2+, Ca2+, Zn2+, Cu1+/2+, and Fe2+/3+ are the metal ions most
frequently found in life.2 They have been selected over a long evolutionary time (3×109 years) on
the basis of their availability and physicochemical properties.3 Elucidating the molecular basis
of metal handling and use in proteins helps understand an enormous variety of their functions,
e.g., protein folding, stabilization of enzyme catalysis, signal transduction, photosynthesis, and
respiration.
Broadly speaking, metal ions may be steadily bound to proteins to perform structural or enzy-
matic functions,4 or may bind rather transiently, being transferred from one protein to another.5
It is now clear that the chemical environment around metal ions differs dramatically in the two
cases. For instance, in the case of Zn2+ and Cu+/2+ ions, most of the structurally characterized
proteins with steadily bounded metal ions have four His/Asp residues,4,6 while in trafficking
proteins they are bound to two/three Cys residues.5
Computational biology approaches, including bioinformatics and molecular simulations, can shed
light on structural and functional aspects of these two rather different situations. In this thesis,
we have applied a large number of such approaches to Zn- and Cu-based representative proteins,
which have been well characterized experimentally and are relevant from the perspective of
molecular medicine. These are (i) a Zn-based enzyme, secreted by B. anthracis, in which a Zn2+
ion is steadily bound to the active site and performs an enzymatic reaction and (ii) the Atx1-
Ccc2 copper transport system, a protein system that is used by Nature to deliver copper ions to
extracellular copper transport proteins and copper-enzymes.
1.1 A Zn based protein: Anthrax Lethal Factor
The well known7–11 lethal toxicity of the bacterium B. anthracis is caused by the release of three
proteins: the Protective Antigen (PA), the Edema Factor (EF), and the Lethal Factor (LF).
These proteins are involved in a complex cellular pathway (Fig. 1.1).
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Figure 1.1: Scheme of the cellular mechanism of action responsible for the well known cytotoxicity
of B. anthracis secreted proteins: (1) The Protective Antigen (PA) binds to the von Willebrand
factor A domain of a membrane receptor.12 (2) A furin-type enzyme cleaves PA,13 releasing a 20
kDa fragment of PA and leaving a 63 kDa fragment bonded to the receptor. (3) The cleaved 63
kDa PAs self-associate and form a ring shape heptamer.14 (4) Up to three molecules of Edema
Factor (EF) or Lethal Factor (LF) bind with high affinity to the heptamer.15 (5) The complex of
the heptamer and LF and/or EF is pulled into the cell by receptor mediated endocytosis.16 (6)
The low pH in the endosome provokes the translocation of EF/LF to the cytoplasm.17 (7) EF
is a Ca2+ and calmodulin dependent adenylate cyclase that greatly increases the levels of cAMP
perturbing the homeostasis of the cell.18 (8) LF is a Zn2+ dependent endoprotease that cleaves
the N-terminal of the Mitogen-Activated Protein Kinase Kinase (MAPKK) altering signaling
pathways and finally leading to apoptosis.19
One of the three proteins (LF) is a large metalloprotease (750 amino acids) formed by four do-
mains.20 In its catalytic domain, LF holds a Zn2+ ion coordinated by two histidines, a glutamate,
and a water molecule. The latter is probably the nucleophilic agent for the enzymatic catalysis
(Fig.1.2), namely the cleavage of a peptidic bond near the N-terminal segment of members of the
MAPKK family of proteins. Prompted by the high relevance of this protein for B. anthracis cy-
totoxic activity, we have performed a detailed computational study based on the available X-ray
structures of LF.20
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Figure 1.2: Anthrax LF active site. The residues important for the catalytic activity20–22 are
shown in licorice representation. The backbone of the substrate peptide (/VYPYPMEPT/)21 is
shown in purple.
Our calculations included Density Functional Theory (DFT), all-atom Molecular Dynamics (MD)
simulations, calculations based on Coarse-Grained (CG) models and bioinformatics approaches.
Based on these calculations, we predicted the H-bond pattern of the Zn active site of the protein
in aqueous solution. This is absolutely crucial to model the enzymatic reaction, which in turn
might help develop novel peptidomimetic inhibitors with therapeutical properties. In addition,
we predicted that some parts of LF’s structure may adopt a different conformation in solution
from that reported in X-ray crystallography20(i.e., in the solid state). Finally, our calculations
suggest that structure and energetics of the metal binding site may be tuned by specific interaction
between the metal ligands and the protein frame. This feature was already found by our group
several years ago for other Zn-based enzymes and could be a rather common feature of Zn-based
enzymes.23
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1.2 Cu: Atx1-Ccc2 transport system
The maintenance of adequate copper ion levels and the delivery of these ions to their target
proteins are crucial aspects of cell functioning. Fig. 1.3 shows a schematic representation of these
mechanisms in S. cerevisiae; here, these mechanisms have been well characterized experimen-
tally.24. Basically identical pathways exist for humans.
Figure 1.3: Main routes of copper metabolism in S. cerevisiae: (1) The Cu+ ions enter the cell
using either low affinity (Fet4)25 or high affinity (Ctr)26–28 copper transporters. Once inside the
cell, the ions can follow three main routes. In (2), the chaperone Atx1 transports the Cu+ ions
to the membrane associated Ccc2,29 that pumps the metal to the lumen of the Golgi apparatus;
here Cu+ is ultimately associated with Fet3, an iron uptake protein;30,31 this route is called the
copper secretory pathway, it has been studied in this thesis (Chapter 4). In (3), the chaperone
Cox17 delivers the Cu+ ions to Sco1 (or its homologue Sco2) in the internal membrane of the
mitochondria; in this route, Cu+ is finally incorporated to the respiratory enzyme cytochrome
c oxidase. In (4), the chaperone CCS inserts the Cu+ ions into the superoxide dismutase SOD1
that detoxifies superoxide radicals.32 The correspondent human routes are rather similar.
In chapter 4, we study one of the most characterized events in the cascade, the copper secretory
pathway (Pathway (2) in Fig.1.3). In this pathway, Cu+ ions are transported by the chaperone
protein Atx1 to a trans-Golgi associated Ccc2; then copper is inserted into copper enzymes
(e.g., Fet3, ceruloplasmin).30,31,33 S. cerevisiae Atx1-Ccc2 copper transport system might serve
as a model to understand the basic characteristics of Cu+ transport in this kind of pathway
in humans, which involve, instead of Ccc2, the multi domain proteins ATP7A and ATP7B.34
Several mutations of the latter are the causes of Menkes and Wilson diseases.
In reality, Ccc2 is a large intra-membrane protein that consist of a Cu-pump and a soluble
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domain. Atx1 interacts with Ccc2 soluble domain.1 Ccc2 and Atx1 have the same fold that is
called Heavy Metal Associated (HMA) domain. HMA is relatively small(∼ 70 amino acids)
consisting of a βαββαβ ferrodoxin-like fold35 (Fig. 1.4). The copper binding site features the
sequence MTCXXC with two conserved cysteines36 involved in transient metal binding (Fig.1.4).
Figure 1.4: Heavy Metal Associated (HMA) domain.37 It features the βαββαβ ferrodoxin-like
fold.35 Two cysteines, conserved across the family,36 bind to the copper ion in the metal binding
site. The figure illustrates the case of Atx1 from S. cerevisiae, in which the two cysteine residues
are Cys15 and Cys18.
Here we have provided qualitative insights on Cu+ transport between Atx1 and Ccc2 (Fig.1.5).
The direction of this reaction is only slightly favorable to the formation of Ccc2-Cu (∆G = −0.2
kcal/mol).38
Combined alanine mutation and NMR experiments have shown that the transfer occurs through
several intermediates.39 Based on a large number of biochemical,40–42 structural,38,43–45 and
thermodynamical data,38,46–50 here we have used Standard MD, Brownian Dynamics, Random
Expulsion MD, and electrostatic modeling to provide some insights into the copper transfer
process.
1For simplicity, in this thesis we use the term Ccc2 as an equivalent of the Ccc2 soluble domain.
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Figure 1.5: Scheme of the copper transfer reactions between Atx1 (red) and Ccc2 (blue). In this
figure, are also represented the conserved cysteines directly involved in Cu+ binding (yellow),
Cu+ (green) and hydrogens on the cysteines (white).
We focus mostly on the non-covalent association or dissociation between Atx1 and Ccc2. This
is the formation of the complex before formation or breaking of covalent bonds (see Fig.1.5).
We find that the association is faster when Cu+ is bonded to Atx1, whilst the dissociation is
faster when Cu+ is bonded to Ccc2. In addition, we identify the residues playing a key role for
protein-protein association during copper transfer from Atx1 to Ccc2 in Fig.1.5.
Chapter 2
METHODS
We describe here the basic methodological concepts of the computational techniques used in
this thesis: all-atom Molecular Dynamics simulations, multiscale methods, Poisson-Boltzmann
electrostatic calculations, Brownian dynamics, accelerated dynamics, standard bioinformatics
algorithms and techniques for the validation and analysis of Molecular Dynamics simulations.
2.1 All-atom Molecular Dynamics
All-atom Molecular Dynamics (MD) simulations are the result of the application of modern
computer technology to the Newton’s laws of motion.
In MD simulations, abstract models of atoms and molecules are allowed to interact for a period
of time following a predefined set of approximations of physics laws that are iterated numerically.
With MD simulations, it is possible to study properties of statistical ensembles of atoms neglecting
their internal structures and treating them at a classical (Newtonian) level. The theoretical
support for such simplification comes from the Born-Oppenheimer approximation.
2.1.1 Born-Oppenheimer approximation
To describe the electronic details of a molecular system, quantum mechanics is unavoidable. For a
system of N nuclei and M electrons, this would involve solving the Schro¨dinger equation for 3(N+
M) variables. The Born-Oppenheimer approximation51 allows us to reduce this mathematical
problem to 3M variables with 3N parameters. This is achieved through the separation of the
electronic and nuclear components of the Schro¨dinger equation:
Ψtotal = Ψelectronic ×Ψnuclear. (2.1)
The justification for this approach lies in the large difference between the masses of nuclei and
electrons; the motions of the heavier nuclei are neglected and the Schro¨dinger equation is solved
for the electrons using a fixed nuclear configuration. In any other method beyond the Born-
Oppenheimer approximation, the concept of nuclear positions and molecular geometry becomes
blurred. In the Born-Oppenheimer approximation, the nuclei move on a potential energy surface
(PES); the gradient field of a PES ultimately justifies the creation of a force field based on classical
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mechanics rules where the total force acting on the atoms is a function of the configuration of
the atoms in the system.
2.1.2 Force Field. General concepts
A force field is a parametrization of system’s electronic energy as a function of the nuclear coor-
dinates. The use of single coordinates to represent atoms is justified by the Born-Oppenheimer
approximation.51 The parameters of a force field are normally fitted to experimental data or to
high level (e.g., quantum) computational data. The main idea underlying a force field is that any
molecule is composed of roughly invariant “units” (e.g., a C-H bond has approximately the same
length and strength in any molecule). In the simpler cases, that will be referred here as “classi-
cal” force fields; the functional form is purely additive, quantifying separately the contributions
for bonds, angles, dihedrals, improper angles, and non-bonded van der Waals and electrostatic
interactions:
EFF =
∑
bonds
Kr(r − r0)2 +
∑
angles
Kθ(θ − θ0)2 +
∑
dihedrals
Kχ(1 + cos(nχ− δ))
+
∑
impropers
Kφ(φ− φ0)2 +
∑
non-bonded
{
ij
[(Rij0
rij
)12−(Rij0
rij
)6]
+
qiqj
′rij
}
,
(2.2)
where Kr, Kθ, Kχ, and Kφ are force constants; r, θ, χ, φ, and R are the values for the current
configuration; and the zero subscripts represent reference or equilibrium values. In spite of their
inaccuracy,52 the Lennard-Jones parameters for each pair of atoms are still obtained by the
simple Lorentz-Berthelodt combination rules; here, for atoms i and j :
Rij0 = (R
ii
0 +R
jj
0 )/2, (2.3)
ij =
√
iijj . (2.4)
Other schemes for the estimation of Lennard-Jones parameters53,54 provide better estimates, in
the case of Waldman and Hagler54 we have:
Rij0 =
6
√√√√((Rii0 )6 + (Rjj0 )6
2
)
, (2.5)
ij =
(
(Rii0 )
3(Rjj0 )
3
(Rii0 )
6 + (Rjj0 )
6
)√
2(iijj)2. (2.6)
As for the treatment of the electrostatic interactions in classical force fields, an usual practice
is to assign fixed partial charges for the atoms during the complete MD simulation run. Partial
charges can be assigned using a variety of methods;55,56 some of these methods are based on
empirical rules (e.g., assigning of Gasteiger charges57) but a more diffuse practice is to fit the
electrostatic potential calculated by electronic structure methods. Beyond this basic scheme, the
rest of the available force fields use a few more characteristics with varied degrees of sophistica-
tion. The resulting force fields are sometimes called generically “second generation” (or class II)
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force fields, although no strict classification exists in this respect. Among the additional features
we find the use of special potential functions (e.g., Morse potential for bonds58), explicit treat-
ment of hydrogen bonds,59 cross terms, and higher order terms60,61 implemented to capture the
vibrational modes of the molecules. After calculating the forces according to the described force
field, the equations of motion for the particles are integrated according to Newton’s laws using
more or less sophisticated algorithms (see section 2.1.6).
2.1.3 Force Field. Parametrization with a metal center in the protein
Force field parametrization for metal centers in proteins faces additional problems because the
metals are difficult to model in a classical force field. Particularly: (i) the bonding around
metals is more varied than for organic molecules, (ii) in general, for an given number of ligands
several geometrical arrangements are possible, (iii) the coordination bonds are normally ill-defined
and the energy cost of a geometrical distortion is usually smaller and more variable than for a
covalently bonded structure. These features give rise to an energy landscape with multiple
minima and low energy barrier for interconversion between configurations. From a practical
point of view, this makes unreliable the assigning of force constants in the force field; alternative
non-bonded parametrizations for metal interactions are possible, but often are unstable and
difficult to validate. Using more flexible functional forms (e.g., Morse potentials for bonds,58
Fourier expansion of the energy term for angle bending62) is an alternative to deal with these
problems.
2.1.4 Periodic Boundary Conditions (PBC)
Ideally, we would like to simulate molecular systems with a number of particles in the order of
magnitude of the Avogadro number (∼ 1023 atoms). In this way, a small fraction of the atoms
would be close to the boundary and we could be sure that the measured properties correspond
to the interior (i.e., “bulk”) atoms of our simulation cell. The largest MD systems that we
can simulate today (∼ 106 atoms) are still far from this objective, but if the system does not
have important electrostatic interactions (e.g., a Lennard-Jones system), good results can be
obtained even using a small simulation cell. When electric charges are involved, it would be
suitable to have a simulation cell at least as big as the Bjerrum length, λB (i.e., the distance at
which the electrostatic interactions between two elementary charges is comparable to the thermal
energy); for water at 298K, λB ' 0.7 nm. However, even if this condition is fulfilled, we cannot
always discard the influence of highly charged groups at greater distances. Additionally, at large
distances, direct electrostatic calculations of every single pair of interaction become unpractical;
the implementation of Periodic Boundary Conditions (PBC) alleviates this difficulty.
The introduction of PBC is equivalent to consider an infinite array of identical copies of the
simulation box. However, the use of this technique comes with a price: (i) fluctuations in the
system with a wavelength greater than the length of the periodic box (L) will not be properly
estimated and (ii) errors in the anisotropy of the radial distribution function g(r) are possible.63
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Figure 2.1: Schematic representation of the Periodic Boundary Conditions (PBC)
The error of calculating short range non-bonded interactions for a particle within a cutoff RC
can be made infinitely small by increasing this cutoff to infinity. However, for practical reasons,
this is never done, a normal assumption for a good cutoff is that for any r such as r > RC , the
intermolecular interaction should be zero. If this condition is not fulfilled, then a systematic error
is introduced when calculating the potential energy. A variety of shifting or switching functions
that modify the Coulomb potential by smoothly truncation have been proposed; however, even
when some of these approaches lead to stable dynamics,64 the relationship of these modified
potentials to basic electrostatics is not clear. A better treatment of long range electrostatics
taking into account PBC is therefore needed.
2.1.5 Long range interactions. Particle Mesh Ewald (PME)
In systems with long range interactions (e.g., Coulomb and dipolar potentials) with PBC, the
introduction of a truncation technique schemes is computationally less expensive, but serious
artifacts can be introduced.64 Therefore, it is desirable to improve MD simulations schemes with
long range algorithms up to the performance levels of short range cutoff schemes. A popular algo-
rithm to do this is the Particle Mesh Ewald (PME), based on the Ewald summation method.65
A brief and necessarily incomplete description of the Ewald method is given below.
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The total Coulomb energy of a system of N particles in a cubic box of size L and their infinite
replicas introduced by PBC, can be calculated according to:
U =
1
2
1∑
n
N∑
i=1
N∑
j=1
qiqj
rij,n
, (2.7)
where n is the cell coordinate vector, n = (n1, n2, n3) = n1Lx+n2Ly+n3Lz, with x, y, z being
the Cartesian coordinate unit vectors. The sum in equation (2.7) is conditionally convergent
(i.e., the results depend on the order of summation) and in any case the convergence is slow.
The Ewald summation method substitutes the poorly convergent sum in equation (2.7) by a sum
of two rapidly convergent series plus a constant-correcting term:
UEwald = Ur + Ui + U0, (2.8)
where:
Ur =
1
2
N ′∑
i,j
∑
n
qiqj
erfc(αrij,n)
rij,n
, (2.9)
Uim =
1
2piV
N∑
i,j
qiqj
∑
m=0
exp[−(pim/α)2 + 2piim(ri − rj)]
m2
, (2.10)
U0 =
−α√
pi
N∑
i=1
q2i . (2.11)
Therefore, the Ewald sum is composed of: (i) a sum of energy terms in the real (direct) space Ur,
(ii) a sum in reciprocal Fourier space Uim and, (iii) a constant self term, U0. In the equations,
V is the volume of the simulation box, m = (l, j, k) is a reciprocal space vector and erfc(x) =
1−erf(x) = 1−(2/√pi) ∫ x0 e−u2du is the complementary error function. The forces can be obtained
by integration of equations (2.9) and (2.10); the self term is a constant and therefore does not
have any contribution to the force during the simulation. Physically, the decomposition made in
the Ewald method (Fig. 2.2) can be interpreted as the interactions resulting from the assignment
to every point charge qi, a Gaussian charge distribution of equal magnitude and opposite sign,
ρ′i. This charge distribution screens the interactions between charges effectively rendering these
interactions short-ranged; the result is a fast convergence of the sum in real space. To balance the
effect caused by the introduction of ρ′i, a second Gaussian charge distribution ρ
′′
i with the same
sign and magnitude of the original charge is added to each qi. The sum of this second component
is performed in reciprocal space; as an additional feature, to speed up the calculations in the
reciprocal space, the Fast Fourier Transform (FFT) is used following a general procedure: (i)
using ρ′′i and an assignment function, charge is assign to a 3D grid (mesh) extended over the
simulation box; (ii) using FFT, the potentials and forces are calculated at the grid points; (iii)
forces are interpolated back to the particles positions and the coordinates of the particles can
then be updated in the next simulation step.
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Figure 2.2: Ewald sum components for a one-dimensional point-charge system. Charges and
Gaussian functions are normalized.
2.1.6 Integration methods
Newton’s equations of motions for a system of N particles can only be solved numerically; there-
fore, in MD simulations, efficient numerical integrations methods are required. Several numerical
methods to solve sets of differential equations can be found on general textbooks;66 however,
most of these methods are unpractical for MD simulations for several reasons: (i) some methods
(e.g., Runge-Kupta) involve more than one computationally demanding force evaluation on each
MD step; (ii) other methods (e.g., Euler’s) are simple, fast, but inaccurate. Two types of integra-
tion methods have been successfully used for MD simulations: predictor-corrector methods the
leapfrog methods; the latter are by far the most used ones; a brief description of them follows.
2.1.6.1 Leapfrog methods
Inspired by the first realistic MD simulation performed by Rahman67 and using the same system
of particles, Verlet68 introduced a technique 10 times faster than that of Rahman. Actually, the
method was already present in the Newton’s Principia;69 it was also known in astronomy as the
Sto¨rmer method70 and in the field of partial differential equations as the leapfrog method. The
“Newton- Sto¨rmer-Verlet-leapfrog” scheme is simply:
xn+1 = 2xn + xn−1f(xn), (2.12)
where n is the current step on MD and h is the size of the time step; the current time is therefore
t = nh. This algorithm contains no explicit velocities; if needed, velocities can be approximated
by:
vn = (xn+1 − xn−1)/2h. (2.13)
Beeman71 in an effort to combine the advantages of the method used by Rahman67 and Verlet,68
arrived to the following formulas:
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xn+1 = xn + hvn +
2
3
h2fn − 1
6
h2fn−1, (2.14)
vn+1 = vn +
1
3
hfn+1 +
5
6
hfn − 1
6
hfn−1, (2.15)
where fn = f(xn).
Similarly to what we saw in the leap-frog algorithm, Verlet formulas can be obtained from the
Beeman’s using simple substitutions; therefore, the accuracy of the calculated trajectory for both
methods is the same. Notably, Beeman’s scheme is less sensible to noise because it estimates
the velocity in a more precise way. However, another transformation of the Verlet (or leap-frog)
algorithm can decrease the error in the estimation of velocity while keeping the simplicity of the
formulations and occupying less memory in the computer. For these reasons, the Verlet scheme
is generally preferred for MD simulations.
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2.2 Thermodynamical ensembles
An isolated system is characterized by a time independent Hamiltonian. The integration of the
classical equations of motion for such a system leads, in the limit of infinite sampling, to a trajec-
tory mapping a microcanonical ensemble (NVE) of microstates. Assuming an infinite numerical
precision, the result of a MD simulation should provide us with this theoretical result. However,
numerical algorithms in MD simulation often create an energy drift (total energy is not kept
constant) caused mainly by artifacts in: (i) the numerical integration schemes, with problems
arising from the use of an unphysical finite time step ∆t and (ii) the evaluation of the energy
function, where problems arise from the use of simulation parameters that sacrifice accuracy for
computational speed (e.g., cutoff schemes for electrostatics calculations). The use of Particle
Mesh Ewald method (PME, section 2.1.5) partially solves this deficiency, but also introduces
other types of artifacts. It’s also unfortunate that the microcanonical ensemble coming out from
a standard MD simulation does not correspond to the conditions under which most experiments
are carried out. For comparison with experiments, the following ensembles are more useful:
Canonical ensemble (NVT): here the temperature has an average (macroscopic) value, while the
total energy of the system (i.e., the hamiltonian) is allowed to fluctuate.
Isothermal-isobaric (Gibbs) ensemble (NPT): here the pressure has an average (macroscopic)
value while the instantaneous volume of the system is allowed to fluctuate.
Grand-canonical ensemble (µVT): which has a constant volume and temperature (like the canoni-
cal ensemble) but is open to exchange particles with a surrounding bath. In this case the chemical
potential of the different species has a specific average, but the instantaneous value (N) of the
number of particles is allowed to fluctuate.
To perform MD simulations in any of the above ensembles we need to kept constant at least one
intensive quantity (e.g., temperature) during the simulation. This is where algorithms emulating
thermostats and barostats come into play.
2.2.1 Thermostat algorithms
An algorithm that modifies the Newtonian MD scheme to generate a thermodynamical ensemble
at constant temperature is called thermostat algorithm. A similar definition can be given for a
barostat algorithm. Although several valid motivations can be found to implement a thermostat
algorithm, an additional advantage is the possibility to fix the problem of the energy drift caused
by the numerical inaccuracies of the integration and force evaluation algorithms.
In principle, the temperature of an MD system can be maintained constant simply by rescaling,
i.e., multiplying the velocities of the particles every time step by λ =
√
T0
T (t) where T0 is the target
temperature and T (t) is the temperature at time t. However, this crude approximation can inhibit
proper equilibration of the system. More sophisticated strategies involve the coupling of the
system to a heat bath (e.g., section 2.2.4), changing some or all velocities of the particles according
to a Maxwell-Boltzmann distribution of T0 (e.g., section 2.2.2), or redefining the equations of
motion so that T (t) does not change (e.g., section 2.2.5).
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2.2.2 Stochastic thermostats: (i) Langevin thermostat; (ii) Andersen ther-
mostat
Temperature relaxation in MD simulations can be achieved by using Stochastic Dynamics (SD)
which relies on the integration of the Langevin equation of motion; for particle i this can be
written as:
ai(t) = m
−1
i Fi(t)− γi(t)vi(t) +m−1i Ri(t), (2.16)
where Ri is a stochastic force and γi is a friction coefficient.
When choosing friction coefficients for SD used as thermostat in implicit solvent simulations,
one has to consider that: (i) Small values of γi lead to poor temperature control and recovering
of the canonical ensemble at a very long simulation time with the consequent accumulation
of numerical errors and energy drift. In the limit, when γi = 0 ∀i, we recover MD in the
microcanonical ensemble (NVE) loosing the control of the temperature. (ii) Large values of γi
lead to a perturbation of the dynamics due to large stochastic and frictional forces. In the limit
of large γi, when ai(t) ≈ 0, we recover Brownian Dynamics (BD) with equation of motion:
vi(t) = γ
−1
i m
−1
i [Fi(t) + Ri(t)]. (2.17)
The Andersen thermostat (also known as stochastic coupling scheme) relies on the integration
of the Newton equations of motion; however, in each integration time step a group of atoms is
selected with probability p(τ)∆t = αe−ατ where α is the reassignment frequency and τ is the
time interval between two consecutive reassignments. The velocities of the selected atoms are
chosen according to a Maxwell-Boltzmann probability distribution. The equation of motion of
the Andersen thermostat can be written as:
ai(t) = m
−1
i Fi(t) +
∞∑
n=1
δ(t−
n∑
m=1
τi,m)[v
∗
i,n(t)− vi(t)], (2.18)
where τi,n with n = 1, 2, ... is the series of intervals without reassignment for particle i and v
∗
i,n
is the randomly-reassigned velocity after the nth interval.
Similarly to SD, care must be taken when choosing the collision frequency parameter α: (i) Small
values of α lead to poor temperature control recovering of the canonical ensemble at a very long
simulation time with the consequent accumulation of numerical errors and energy drift. In the
limit, for α = 0, we also recover MD in the microcanonical ensemble (NVE). (ii) Large values of
α cause perturbation of the dynamics due to excessive collisions and velocity reassignments.
2.2.3 Temperature constraining (strong coupling)
Temperature constraining algorithms (or strong coupling methods) impose a modification of the
Langevin dynamics equations by fixing the instantaneous temperature to a reference temperature
without permitting further fluctuations. The reference temperature can be stated explicitly in
the equations as in the Woodcock algorithm:72
ai(t) = m
−1
i Fi(t)− (gkBT0)−1
[
N∑
i=1
vi(t) · Fi(t)
]
vi(t), (2.19)
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or imposing the condition
dT
dt
= 0 as in the equivalent formulation of Hoover and Evans:73,74
ai(t) = m
−1
i Fi(t)−
[
NdfkBT (t)
]−1[ n∑
i=1
vi(t) · Fi(t)
]
vi(t). (2.20)
2.2.4 Berendsen thermostat (weak coupling)
In the Berendsen method,75 the Langevin equations of motion are modified to remove local
temperature coupling through stochastic collisions (random noise) and the temperature of the
system is corrected by taking into account the way in which the deviation from the target
temperature T0 decays exponentially with some constant τB:
dT
dt
= τ−1B [T0 − T (t)]. (2.21)
The resulting equation of motion for the Berendsen thermostat is:
ai(t) = m
−1
i Fi(t)−
1
2
τ−1B
[
g
Ndf
T9
T (t)
− 1
]
vi(t). (2.22)
In available MD algorithms, τB is tuned to modify the strength of the coupling between the system
and the thermostat: (i) When τB → 0 (strong coupling), we recover the Woodcock/Hoover-Evans
equations of motion. (ii) For large values of τB, we inactivate the thermostat and recover MD in
microcanonical ensemble (NVE).
2.2.5 Nose´-Hoover thermostat (extended system)
The Nose´-Hoover thermostat is one of the most commonly used algorithms to perform isothermal
MD. The method was initially introduced by Nose´ 76 and subsequently reformulated into simpler
equations by Hoover.77 The idea behind the Nose´-Hoover thermostat is to redefine (extend) the
equations of motion of the system for the purpose of including a new artificial dynamical variable
s that acts as a time-scale parameter while keeping the temperature constant. We briefly describe
bellow how this is done. First, let’s consider the Newton equations for a system of N particles in
the canonical form:
dri
dt
=
pi
mi
, (2.23)
dpi
dt
= Fi =
−∂Φ
∂ri
. (2.24)
We also know that the average kinetic energy is related to the temperature of the system:
〈Ek〉 =
〈
N∑
i=1
p2i
2mi
〉
=
3
2
NkT. (2.25)
The modified equations of motion in the Nose´-Hoover thermostat can be written as:
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dri
dt
=
pi
mi
, (2.26)
dpi
dt
= Fi =
−∂Φ
∂ri
− ζpi, (2.27)
where ζ is a new friction term related to the heat bath. The change in ζ is implemented as a
feedback mechanism that keeps the kinetic energy at a constant value:
Q
2
dζ
dt
=
N∑
i=1
p2i
2mi
− 3
2
NkT. (2.28)
If the kinetic energy is larger than the average (
∑N
i=1
p2i
2mi
> 32NkT ), then dζ > 0; in the
equations of motions this will have the effect of increasing frictional forces and consequently
decreasing the velocities of the particles. The inverse analysis can be done for the case when the
kinetic energy is smaller than the average. In this way, the kinetic energy fluctuates around an
average value and the temperature of the simulation will be controlled by T .
Introducing a new derived variable s defined as:
d(ln(s))
dt
= ζ, (2.29)
we get:
N∑
i=1
p2i
2mi
+ Φ(r) +
Q
2
ζ2 + 3NkT ln(s). (2.30)
This formula clearly shows the parts of the extended system in which the two first terms repre-
sent the physical subsystem under consideration and the two last terms represent the external
subsystem that mimics a heat bath. These two subsystems are coupled by the friction term ζ in
the equations of motion of the thermostat (equation 2.28).
2.2.6 Barostat algorithms
A barostat algorithm modifies the Newtonian MD scheme to generate a thermodynamical ensem-
ble at constant pressure. This is normally achieved by considering the volume of the simulation
box as a variable during the MD simulation. In an homogeneous system, only the dimensions
of the simulation box are varied while for inhomogeneous systems, it might be necessary to vary
also the shape of the simulation box.78,79
Most of the available barostat algorithms have debts with the Anderson barostat80 which is
analogous to the extended system thermostats described in the previous section.
For comparison, we consider the Lagrangian (kinetic minus potential energy) of a purely Newto-
nian MD system of N particles:
L =
N∑
i=1
1
2
miv
2
i − U(r1, ..., rN ), (2.31)
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with the Lagrangian proposed by Andersen:80
L =
N∑
i=1
1
2
miv
2
i − U(r1, ..., rN ) +
1
2
WV˙ 2(t)− PextV (t). (2.32)
We notice two new terms: the first (12WV˙
2) is related to the inertial properties of the system,
W could be associated with the “mass” of the piston, determining the decay time of volume
fluctuations, V is the volume of the simulation cell; the second term (pV (t)) is the “piston”
represented as the familiar quantity describing “work” in the thermodynamical sense, Pext is the
pressure that we want to impose on the system.
From this Lagrangian, we can write the equations of motion of the particles:
dri
dt
=
pi
mi
+
1
3V
dV
dt
ri, (2.33)
dpi
dt
= Fi − 1
3V
dV
dt
pi, (2.34)
d2V
dt
=
1
W
[P (t)− Pext], (2.35)
where P (t) is the instantaneous pressure. Similar equations can be written for the Berendsen
barostat:75
dri
dt
=
pi
mi
+
1
3V
dV
dt
ri, (2.36)
dpi
dt
= Fi, (2.37)
dV
dt
=
χ
τp
[P (t)− Pext]V, (2.38)
where χ is the isothermal compressibility and τp is the pressure coupling time, determining the
strength of the coupling to the external pressure.
For the Langevin piston algorithm81 the equations are:
dri
dt
=
pi
mi
+
1
3V
dV
dt
ri, (2.39)
dpi
dt
= Fi − 1
3V
dV
dt
pi, (2.40)
d2V
dt
=
1
W
[P (t)− Pext]− γ dV
dt
+R(t), (2.41)
where γ is the collision frequency and R(t) is a Gaussian random force with mean zero and
variance 2γkBTδ(t)/W in which kB is the Boltzmann constant. Notice that when λ = 0 , the
Langevin piston reduces to the Andersen thermostat.
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2.3 Multiscale simulations
In molecular dynamics simulations, multiscale methodologies are used to make a partition of a
system in regions that can be considered with different levels of resolution or accuracy. In this
sense, multiscale methods provide an advantage when we want to study phenomena occurring at
large time scales, or otherwise we need to save computer resources by treating a small region of the
system in a computational demanding level of calculation and a larger region of the system at a
computationally simpler level. In this thesis, we used two multiscale methodologies: (i) Coarse-
Grained/Molecular Mechanics (CG/MM) simulations and (ii) Quantum Mechanics/Molecular
Mechanics (QM/MM) simulations. In the next sections we will briefly describe both approaches.
2.3.1 Hybrid Coarse-Grained/Molecular Mechanics (CG/MM) simulations
In the Coarse-Grained/Molecular Mechanics (CG/MM) methodologies one part of the system
is simulated in a full atomistic detail (the MM part, which is treated with typical atomistic force
fields), while the rest of the system (the CG part) is simulated at a lower level of molecular
detail. Some CG/MM methodologies introduce an interface region between the CG and MM
parts bridging the large discontinuity between the full-atom and CG descriptions (Fig.2.3).
Figure 2.3: Schematic representation of the model for CG/MM simulations.
In this thesis, we used the CG/MM method developed by Neri et al.,82 in which the CG part
of a protein is represented by Cα centroids instead of amino acids. The interface and MM part
were treated with atomistic force fields (e.g., AMBER parm9883 and Gromos96 43a184), while
the CG region was treated with a Go simplified potential.85 The total potential energy for the
system can be represented by:
U = EMM + ECG + EI + EMM/I + ECG/I + ESD, (2.42)
including the terms for the MM, CG, and I regions and also the cross-terms representing the
interactions of the MM and CG regions with the interface; the final term represents the effect
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of the solvent considered as the sum of stochastic and frictional forces proportional to the mass
and velocities of the particles in the system. In the next equations, the coordinates of the atoms
will be represented by ri if the atom is in the MM region, Ri for a Cα centroid in the CG region,
and rIi for an atom in the interface region; the equation for the interactions in the MM region
then reads:
EMM = Ebond + EvdW +
∑
i>j
qiqj
ε|ri − rj | . (2.43)
The same functional form is used for EMM , EI , and EMM/I while for ECG we have:
ECG =
1
4
∑
i
Kb(|Ri −Ri+1|2 − b2ii+1)2 +
∑
i>j
V0(1− e−Bij(|Ri−Rj |−bij))2. (2.44)
The first sum represents the bonded interactions between consecutive Cα centroids and the second
sum represents the non-bonded Morse-like potential between Cα centroids. A similar expression
was used for the interactions between atoms in the interface and the CG region:
ECG =
1
4
∑
i
Kb(|Ri −Ri+1|2 − b2ii+1)2 +
1
2
∑
i∈[Cα,Cβ],j
V0(1− e−Bij(|rIi−Rj |−bij))2. (2.45)
The multiscale approach presented here is static in the sense that atoms belonging to a region
do not change their character (CG or MM) during the simulation. Sorting a series of technical
difficulties, Ensing et al.,86 presented a time and space fully dynamical CG/MM methodology
that includes switch functions acting on the interface region and modifying the character of the
atoms. However, this method was not available at the time we were doing our simulations and so
we used the static approach developed in our group82 that has been recently proven to be useful
to study a large membrane protease at the microsecond time scale.87
2.3.2 Hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) simula-
tions
Chemical reactions in enzymes, electron transfer in respiratory and photosynthetic pathways,
and electronic excitation in rhodopsin-dependent visual systems are good biological examples of
processes that occur in small spatial regions and can be properly described only through quan-
tum mechanics calculations. However, these processes are embedded in larger macromolecular
frameworks that can affect the purely quantum phenomena. As quantum methods can presently
be performed on ∼102 atoms and molecular mechanics methods to treat the large protein frame-
works can be performed on ∼105 atoms, the logical approach is to combine the two techniques:
QM methods for the chemically interesting region and MM methods for the outer regions. The
result of this combination has been called QM/MM methods and were first introduced by Warshel
and Levitt in 1976.88
The partition of a system into QM and MM regions is not straightforward; a common strategy is
to include hydrogen atoms (hydrogen capping) saturating the valences of the atoms that are at
the interface of the partition, these hydrogen atoms will be considered for the QM calculations.
In principle, a great number of probabilities are possible by combining QM and MM methods.
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A requirement for a QM method is its possibility to perform self-consistent-field treatment in
the presence of an external point charge field (the MM region); a popular choice is the use of
Density Functional Theory (DFT) as implemented in the program CPMD89 that provides an
MM interface with the GROMOS force field.
A critical aspect in the implementation of QM/MM approaches is the treatment of the electro-
static coupling between the QM and the MM regions. Various approaches are possible depending
on the extent of polarization implemented between the QM and MM regions. Table 2.1 resumes
the main characteristics of different types of electrostatic couplings. In this thesis, we used the
QM/MM algorithm as implemented in the Car-Parrinello molecular dynamics package (CPMD),
which makes a extensive use of density functional theory.89
Electrostatic Computational Fixed Fixed MM QM
coupling resources point point polarizes polarizes
charges in charges in QM? MM?
MM? QM?
Mechanical F X X - -
embedding
Electrostatic FF X - X -
embedding
Polarized I FFF - - - X
Polarized II FFFF - - X X
Table 2.1: Electrostatic coupling between QM and MM regions in QM/MM simulations.
2.3.3 Density Functional Theory (DFT)
Density Functional Theory (DFT) is based on the Hohenberg-Khon theorem90 which states
that in the ground state, the total energy of a system can be described as a functional of the
system electronic density ρ(r); any other electronic density ρ′(r) different from the true density
will necessarily lead to a higher energy. Therefore, while in conventional ab initio calculations
we need to work with 3N -dimensional wavefunction ψ to solve the Schro¨dinger equation:
Hψ = Eψ, (2.46)
in DFT we need only to work with a simple 3-dimensional electronic density function and mini-
mize the energy functional, E[ρ(r)]. The advantage of DFT cannot be underestimated: while the
complexity of the wavefunction increases exponentially with the number of electron, the electron
density has the same number of variables, independently of the system size. In spite of the great
simplification, this approach has one fundamental limitation: the exact nature of the energy
functional is unknown.
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2.3.4 DFT with the Kohn-Sham (KS) method
In 1965, Kohn and Sham offered a practical approach to perform DFT calculations.91 In their
approach, they made a partition of the unknown total energy functional E[ρ(r)] into electro-
static energy U [ρ(r)], kinetic energy T [ρ(r)], and an also unknown “exchange” energy functional
Exc[ρ(r)] for which, however, we can find fairly good approximations and is, in any case, a small
fraction of the total energy functional. Resuming the Kohn-Sham (KS) partition can be written
as:
E[ρ(r)] = U [ρ(r)] + T [ρ(r)] + Exc[ρ(r)]. (2.47)
The electrostatic energy is separated in the sum of the electron-nucleus attractions and electron-
electron repulsions:
U [ρ(r)] =
(∑
A
∫ −ZAρ(r)
|r−RA| dr
)
+
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′. (2.48)
In KS approach, the electronic density ρ(r) of an N -electron system (with Nα spin up and Nβ
spin down electrons) is expressed as the sum of the square moduli of singly occupied KS molecular
orbitals:
ρ(r) = ρα(r) + ρβ(r) =
Nα∑
i=1
∣∣∣∣ψαi (r)∣∣∣∣2 + Nβ∑
i=1
∣∣∣∣ψβi (r)∣∣∣∣2. (2.49)
Then we define the kinetic energy T [ρ(r)] as:
T [ρ(r)] =
∑
σ=α,β
Nσ∑
i
∫
ψσi (r)
−∇2
2
ψσi (r)dr. (2.50)
The exchange energy functional Exc[ρ(r)] is built in a way to account for the corrections in the
kinetic energy and non-classical part of the particle-particle interactions. Since the quality of
DFT is limited by the quality of the approximation used to calculate Exc[ρ(r)], a great deal of
research has been done in the development of sophisticated exchange energy functional forms.
The parameters in the mathematical forms of exchange functional can be made to fulfill a group
of properties92 and then they are sometimes called non-empirical methods (e.g., Local Density
Approximation (LDA),91 Generalized Gradient Approximations(GGA)93) or the parameters
can be fitted to experimental data, and these methods are called empirical or semi-empirical
although in practice a combination of these approaches is often used in the so called hybrid
methods (e.g., B3LYP).94 There is no recognized “best” functional for all the systems, the “best
choice” for a functional will depend on the system and properties that need to be simulated.
As we know that the total energy functional E[ρ(r)] is minimized in the density of the ground
state ρ(r) then E[ρ(r)] must be stationary with respect to any arbitrary variation in either of
the spin densities:
δE[ρ(r)]
δρα(r)
=
δE[ρ(r)]
δρβ(r)
= 0. (2.51)
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This condition leads to the one-electron KS equations:(
−∇2
2
−
(∑
A
ZA
|r−RA|
)
+
∫
ρ(r′)
|r− r′|dr′ +
δExc[ρ(r)]
δρσ(R)
)
ψσi (r) = iψ
σ
i (r), (2.52)
where σ = α, β.
Once the approximated energy exchange functional has been selected, we still need to solve the
KS equations; this can be done through an iterative process: we generate an initial guess for the
density (ρσ(r), σ = α, β in KS-equations) and use it to evaluate the KS-equations; the resulting
set of KS-spin orbitals {ψσi (r)}, is used to generate new guesses of the density. The process is
repeated until self-consistency is achieved.
2.3.5 Car-Parrinello Molecular Dynamics (CPMD)
Car-Parrinello Molecular Dynamics (CPMD)89 has come to light as a method capable of
performing MD simulations in which interatomic forces are calculated. The vast majority of
CPMD applications have been within DFT, specifically plane wave DFT.89 CPMD involves the
simulation and instantaneous evolution of both the electronic and nuclear degrees of freedom by
means of a fictitious Lagrangian:
L =
∑
I
1
2
MIR˙
2
I +
∑
i
1
2
µi〈ψ˙i|ψ˙i〉︸ ︷︷ ︸
Kinetic energy
− 〈Ψ0|H0|Ψ0〉︸ ︷︷ ︸
Potential energy
+ constraints︸ ︷︷ ︸
Orthonormality
. (2.53)
The associated Lagrange-Euler equations are:
d
dt
∂L
∂R˙I
=
∂L
∂RI
, (2.54)
d
dt
δL
δψ˙∗I
=
δL
δψ∗I
, (2.55)
from here the Car-Parrinello equations of motion are:
MIR¨I(t) = − ∂
∂RI
〈Ψ0|He|Ψ0〉+ ∂
∂RI
(constraints), (2.56)
Miψ¨i(t) = − ∂
∂ψ∗i
〈Ψ0|He|Ψ0〉+ ∂
∂ψ∗i
(constraints). (2.57)
Note that in these equations the two components of the system, formed by quantum (electrons)
and classical (nuclei) are mapped onto a purely classical system of two components with separated
energy scales. In the equations, µi are “fictitious masses” for electrons (or more correctly for the
orbitals). In this scheme we have two temperatures, an instantaneous physical temperature for
the nuclei (TN ) and a fictitious temperature for the electrons (Te) in a way that:
TN ∝
∑
I
MIR˙
2
i , (2.58)
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Te ∝
∑
i
µi〈ψ˙i|ψ˙i〉. (2.59)
By “cooling” the electrons (minimizing the electronic subsystem to be close to the Born-Oppenheimer
surface), we obtain a ground-state wave function for the initial configuration of nuclei that will
remain close to the ground state during the simulation as long as the temperature is kept low
enough. In practice, the nuclear and electronic motions have to be separated in a way that the
fast electronic system remains cold during the simulation and is at the same time able to “fol-
low” instantaneously the slower nuclear motions. This decoupling of the nuclear and electronic
subsystems is possible if their motions do not have a significant overlap in the frequency domain
so that the energy transferring from “hot nuclei” to ”cold electrons” is negligible at relevant
time-scales.
2.3.6 Wannier centers
Localized Molecular Orbitals (LMO), as readily deduce from the name, define spatially confined
molecular orbitals, and therefore display in a clear way which atoms are bonded or have similar
structural properties in different molecules; one approach to do this is the calculations of Wannier
centers,95 that can be estimated from a QM/MM calculation in CPMD.89 With this information,
the polarization of chemical bonds can be estimated by the use of the so called Bond Ionicity
(BI) indexes96 BIAB of a bond between two atoms A and B is defined as BIAB =
dA
dAB
where
dA is the distance between atom A and the Boys Orbitals along the AB bond, and dAB is the
length of the bond between A and B. A value of BI = 0.5 (the Boys orbilal is in the middle of
the bond) indicates absence of polarization; while values close to 0 or 1 indicate polarization.
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2.4.1 Validation of MD simulations
2.4.1.1 RMSF and Debye-Waller factors
Crystallographic Debye-Waller factors describe the fluctuations of atoms about their mean posi-
tions in a crystal structure. Since crystallographic studies are time-averaged, fluctuation ampli-
tudes include terms due to time dependent thermal motions and terms due to deviations from
atomic mean positions because of disorder in the crystal:
〈u2i 〉total =
3Bi
8pi2
= 〈u2i 〉thermal + 〈u2i 〉disorder, (2.60)
where Bi is the crystallographic B-factor. The disorder term is independent of temperature, while
the square of the thermal amplitude for harmonic vibrations varies linearly with the absolute
temperature.
2.4.1.2 Validation against NMR data: Order parameters (S2)
The order parameters (S2) are a measure of the degree of spatial restriction of the motion and can
be calculated from NMR experimental data97–99 and from MD simulations.100,101 Here we used
two approaches to calculate the order parameters; for the rest of the thesis, these approaches will
be called: (i) contact model and (ii) model free.
(i) Contact model
In this approach, we used an empirical formula that calculates the order parameter (S2i ) of the
N-H vector from residue i by considering the close contacts experienced by the H atom of this
vector and the carbonyl oxygen of the preceding residue i− 1 with the heavy atoms k :
S2i = tanh(0.8
∑
k
(e−r
O
i−1,k) + 0.8(e−r
H
i,k)) + b, (2.61)
Where:
(i) rOi−1,k is the distance between the carbonyl oxygen of residue i− 1 to heavy atom k.
(ii) rHi,k is the distance between amide proton H (from vector N-H) and heavy atom k.
(iii) k is the heavy atoms that do not belong to residues i or i− 1.
(iv) b = 0.1
All distances are expressed in angstrom (A˚).
We used this formula to calculate order parameters from experimental X-ray or NMR structures
and also from frames of MD trajectories.
(ii) Model free
A basic assumption of the “model free” formalism97,98 is that the internal motions and the global
tumbling of a molecule can be separated so that the correlation function can be factored as:
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C(t) = C0(t)CI(t), (2.62)
with the correlation function for global tumbling being equal to:
C0(t) = e
−t/tc . (2.63)
where tc is the correlation time for global tumbling. The internal correlation is approximately
equal to:
CI(t) ∼= S2 + (1 + S2)e−t/te . (2.64)
CI(t) is normalized CI(0) = 1 and decays with an effective correlation time te to a plateau value
S2.
Under the “model free” formalism, in a MD trajectory, global tumbling can be eliminated by
fitting the protein to a reference initial structure and the resulting N-H correlation function
extracted directly from the trajectory can be fitted to equation (2.64) to estimate the order
parameters.
2.4.1.3 Validation against NMR data: NMR relaxation data
In NMR experiments, the bulk magnetization of the sample is perturbed from it’s equilibrium
state, the emitted signal is measured as the sample returns to equilibrium; this transit from
non-equilibrium to equilibrium magnetization is called relaxation. For proteins, the relaxation
processes more frequently measured are those of the backbone NH bonds; in this context, it is
typical to obtain the 15N longitudinal relaxation rate (R1 = 1/T1) the
15N transverse relaxation
rate (R1 = 1/T1) and the heteronuclear Nuclear Overhauser Effect ({1H} − {15N} NOE) . To
extract this type of information from MD simulations, we follow a procedure described in detail
in102 that is briefly summarized bellow. We started from the fact that relaxation parameters can
be expressed in terms of the spectral density:103
J(ω) = 2
∫ ∞
0
C(t) cos(ωt)dt. (2.65)
Here we can use again the factorization of the model free approach (equation (2.62)). However,
the correlation time for global tumbling, tc, cannot be accurately estimated from MD trajectories.
It is necessary to take its experimental value or fit tc as an additional parameter.
To consider richer variations of the internal autocorrelation function, CI(t) data extracted from
the MD trajectories can be fitted to a normalized multi-exponential function:104
CI(t) = A0 +
5∑
k=1
Ake
−t/tk . (2.66)
With
∑
k
Ak = 1(k = 0, ..., 5), Ak ≥ 0 and 0 ≤ tk for all k. A0 is equivalent to S2 in equation
(2.64).
The best fit parameters and the experimental tc are used to calculate the spectral density function:
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J(ω) =
A02tc
1 + (ωt)2
+
5∑
k=1
Ak2t
′
1 + (ωt)2
, (2.67)
with t′ = tctk/(tc + tk).
From the spectral density functions, we can estimate the NMR observables R1, R2, and NOE in
a variety of ways. 105 In this work, we used the following equations102:
1
T1
= R1 = d00[3J(ωN ) + J(ωH−N ) + 6J(ωN+H)] + c00ω2NJ(ωN ), (2.68)
1
T2
= R2 =
1
2
d00[4J(0) + 3J(ωN ) + J(ωH−N ) + 6j(ωN ) + 6J(ωN )] + ...
...+
1
6
c00ω
2
N [4J(0) + 3J(ωN )],
(2.69)
NOE = 1 +
γH
γN
d00T1[6J(ωH+N − J(ωH−N ))], (2.70)
where d00 = (1/20)(µ0/4pi)
2(h/2pi)2γ2Nγ
2
H〈r−3NH〉2, c00 = (1/15)∆σ2, µ0 is the vacuum permeabil-
ity, h is the Planck’s constant, γN and γH are the gyromagnetic ratios of
15N and 1H respectively,
rNH = 1.02A˚ is the N −H bond length, and ∆σ = −160 ppm is the chemical shift anisotropy of
15N in an amide group. ωN , ωH , ωN+H and ωH−N are the Larmor frequencies as well as their
sum and difference in radians per second of 15N and 1H spins, respectively.
2.4.2 Analysis of MD simulations
2.4.2.1 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is one of the oldest techniques for multivariate statistical
analysis. Although the method was first introduced by Pearson in 1901,106 Hotelling107 inde-
pendently derived a method that is similar to those we use today. The aim of PCA is to reduce
the dimensionality of a data set in which there is a large number of interrelated variables. The
reduction is achieved by transforming the original N variables to a new set of N uncorrelated
(i.e., orthogonal, see Fig.2.4) variables which are ordered in a way that the first new M vari-
ables (i.e., the principal components) retain most of the information (i.e., variability) present in
the original set of variables. For a determined principal component PC(1), it is mathematically
equivalent to find a linear combination of the observed variables Xj , j = 1, 2, ..., p
PC(1) = w(1)1X1 + w(1)2X2 + ...+ w(1)pXp, (2.71)
where the weights w(1)1, w(1)2, ..., w(1)p have been chosen to maximize the ratio of the variance of
PC(1) to the total variation, subject to the constraint
∑p
j=1w
2
(1)j = 1. The second principal com-
ponent, PC(2), is the weighted linear combination of the observed variables which is uncorrelated
with the first linear combination and which accounts for the maximum amount of the remaining
total variation not already accounted for by PC(1). In general, the principal component is then
the weighted linear combination of the X’s,
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PC(m) = w(m)1X1 + w(m)2X2 + ...+ w(m)pXp, (2.72)
that has the largest variance of all linear combinations uncorrelated with all of the previously
extracted principal components.
Figure 2.4: Schematic representation of the projections of variables in orthogonal principal com-
ponents.
The last step in PCA is determining the number of “meaningful” components to retain. This
can be achieved by several methods. A common approach is to build a Scree plot108 which is a
plot of the eigenvalues associated with each component (Fig. 2.5).
Figure 2.5: (a) Scree plot with two breaks which renders arbitrary the selection of the principal
components. (b) Scree plot with no obvious break underlying the use of the Guttman-Kaiser
criterion.109–111
In a Scree plot, it is desirable to find a “break” between components with relatively large eigen-
values and components with relatively low eigenvalues. The components that appear before the
break are assumed to be meaningful and are retained; those appeared after the break are assumed
to be unimportant and are not retained. This method however is corrupted by subjective deci-
sions, besides, in some cases there can be several breaks in the data (Fig. 2.5(a)) and in other
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cases no obvious breaks can be found (Fig. 2.5(b)). A simple way to deal with this drawback is
to use the Guttman-Kaiser criterion.109–111 In this approach, any component with an eigenvalue
greater than 1 is considered to be meaningful and is therefore retained for further analysis (Fig.
2.5(b)). In some cases (e.g., data has to many variables with low communalities between them),
the use of the Guttman-Kaiser criterion can lead to retain a wrong (or difficult to analyze) num-
ber of components In these cases, it is sometimes useful to add some knowledge about the system
from which the data is extracted when deciding how many components to retain; this is called
the “interpretability” criterion. In this way, the researcher finds a compromise between a proper
number of principal components that retain the maximum variability of the original data; in this
way, for a “meaningful” component we also estimate the proportion of the variance that it can
explain as:
% of the PC(m) =
eigenvalue of the PC(m)
total eigenvalues of the correlation matrix
. (2.73)
In practice, we perform PCA by calculating the eigenvectors of the covariance matrix of Cα
fluctuations all-atom MD simulations. The PCA calculations were performed with the Dynatraj
program.112 For the selected PC(m) we made an assignment of residues to each rigid domain.
Rigid domains and the hinges formed between them were identified using the scheme developed
by Wriggers and Schulten.113
2.4.2.2 Normal Mode Analysis (NMA)
Normal Mode Analysis (NMA) is a well known technique for dimensionality reduction. It was
first used to study large-scale internal dynamics of proteins in the early 1980’s.114–116 In these
analysis, it is often assumed that the normal modes with lower frequencies and larger amplitudes
of motion (soft modes) are the ones that are functionally relevant. Although some experimental
justification has been found for this statement,117 this assumption cannot be considered to be
true in all cases. Another assumption of NMA is that, over the range of thermal fluctuations, the
conformational energy surface can be characterize by a harmonic approximation to a single energy
minimum, this assumption has also been challenged both by experiments118 and computational
studies.119 In spite of its limitations, NMA has proven to be useful and accurate in a variety of
situations.120
To effectively calculate normal modes we need, as input, a set of initial coordinates for the atoms
and a force field describing their interactions. Then three computational steps are required: (i)
energy minimization of the conformational potential energy as a function of the coordinates; (ii)
calculation of the Hessian matrix; (iii) diagonalization of the Hessian matrix.
At the minimum configuration, the potential energy can be expanded as a Taylor series in terms of
mass-weighted coordinates, qi =
√
mj∆Xj , qi+1 =
√
mj∆Yj , qi+2 =
√
mj∆Zj , where j represents
one of the N atoms and i represents one of the 3N Cartesian coordinates. The resulting Taylor
expansion would have the following form:
U =
1
2
3N∑
i,j=1
∂2U
∂qi∂qj
+ . . . . (2.74)
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In the expansion, the first term (energy at the minimum) as well as the linear terms and higher
order terms are neglected; the second derivatives calculated at the minimum are assumed to
characterize the energy surface even at fluctuations far from equilibrium. The symmetric matrix
F formed by these second derivatives is called the Hessian. The Lagrangian (kinetic energy minus
potential energy) can then be written as:
L = 1
2
3N∑
i=1
q˙i
2 − 1
2
3N∑
i,j=1
∂2U
∂qi∂qj
∣∣∣∣
0
qiqj , (2.75)
or in matrix form:
L = 1
2
q˙tq˙ − 1
2
qtFq, (2.76)
in which, the superscript t denotes the transpose.
As F is a symmetric matrix, eq. 2.76 can be diagonalized and considered as an eigenvalue
equation. Normal modes and their frequencies of oscillation are determined by the eigenvectors
and eigenvalues of F . Tirion121 made a significant simplification to this technique by eliminating
the need for minimization and replacing the Hessian by a matrix whose elements are zero for
any pair of atoms separated by a distance greater than a cutoff equal to the sum of their van
der Waals radii plus a distance parameter Rc. If the pair of atoms are within the cutoff then
the corresponding value in the matrix is calculated according to a Hookean pairwise potential
with the same force constant for all pair of atoms. The B-factors predicted by this method are
in good agreement with experiments.122
2.4.2.3 Correlated Motions
A broadly employed procedure to determine the internal correlated movements of a protein in MD
simulations is the calculation of the normalized covariance matrix of the atomic fluctuations,123
also known, for the one-dimensional case, as the Pearson coefficients.
A modification of this method that eliminates the inconsistencies of the Pearson coefficients was
recently proposed;124 the resulting generalized correlation coefficients can be defined as:
rMI [Xi, Xj ] = {1− e(−2I[Xi,Xj ]/d)}−1/2, (2.77)
where Xi is the positional fluctuation vector for atom i and I is the mutual information.
The value of rMI is in the interval [0,1] and like I, it vanishes for uncorrelated distributions.
2.4.2.4 Poisson-Boltzmann calculations
The electrostatic interaction between molecules in ionic solutions can be described by the use
of Poisson-Boltzmann calculations. A starting point for this calculation is the Poisson equation
that relates in a simple form the electrostatic potential φ, the charge distribution ρ, and the
dielectric constant ε:
∇[ε(r)∇φ(r)] = −4piρ(r). (2.78)
The Boltzmann distribution of ions in the solvent can be expressed as:
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q+ = qce
−qφ/kT , (2.79)
q− = −qce−qφ/kT . (2.80)
These factors imply that following the pattern dictated by the thermal fluctuations, the negative
ions will be located close to the areas where the potential is positive and vice versa. Including
these terms in equation (2.78), we obtain the Poisson-Boltzmann Equation (PBE):
∇[ε(r)∇φ(r)]− κ2
(
kT
q
)
sinh
(
qφ(r)
kT
)
= −4piρ(r), (2.81)
κ2 =
8piq2I
kT
, (2.82)
where I is the ionic strength in the solution.
In the general case, there is no exact solution for these equations; therefore they must be solved
numerically. To do this, we build a grid on the system and solve the PBE on every node of the
grid; the obtained values of the electrostatic potential per node can be mapped on the surface
of the solute, which might suggest ideas about how the solute can interact with other polar
molecules.
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2.5 Other simulation methods
2.5.1 Brownian dynamics (BD)
In this section, we focus on the methodological aspects of Brownian Dynamics (BD) applied
to the study of soft matter issues like the protein-protein interaction; especial interest will be
devoted to measure the association rate between proteins. The simulation method used in this
thesis to determine the rate constants had its origins in the group of McCammon in 1984,125 since
then several improvements has been incorporated into a program called MacroDox.126 The idea
behind the method is deceptively simple: the bimolecular rate association constant is inferred
from the fraction of trajectories in which the reactant species achieve a favorable geometry for
the association. In the next sections, we give the theoretical basis for this method.
2.5.1.1 Brownian dynamics algorithm
The original algorithm used in these studies was first developed by Ermack and McCammon,127
but has important precedents with the development of Fokker-Planck equations for two128 and
n-brownian particle systems.129
In the present algorithm, the equation of motion of molecule 1 with respect to a reference frame
of molecule 2 is given by:
r1 = r
0
1 +
2∆t
kBT
(D0a · F01 −D012 · F01) + R1 −R2, (2.83)
with D0a = (D
0
11 + D
0
22)/2; r
0
1 and r1 denote the position of molecule 1 before and after the
Brownian dynamics step; ∆t is the time step, Dij is the relative diffusion tensor between molecules
i and j and F1 is the force on molecule 1 due to molecule 2. Ri are vector Gaussian numbers with
mean, 〈Ri〉 = 0 and variance-covariance, 〈RiRj〉 = 2D0ij∆t representing stochastic displacements
due to solvent collisions. In this approach, hydrodynamic interactions are incorporated through
the diffusion tensors, which can be approximated by:
Dij = kBT
[
δij
4piηai
+ (1− δij)Tij
]
, (2.84)
where Tij is the Oseen tensor
130:
Tij =
1
8piηR
(
1 +
rijrij
r2ij
)
, (2.85)
R =
{
ai + aj , rij < ai + aj
rij , rij ≥ ai + aj . (2.86)
2.5.1.2 Rate constants from Brownian dynamics
An initial and simplified approach to calculate the diffusional bimolecular rate constant is to
measure the ensemble flux (e.g., from BD trajectories) through a “reaction surface” of Brownian
particles whose motions are governed by the steady state Smoluchoski equation:
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∇ ·D(r) · [∇− F(r)/kBT ]ρ(r) = 0, (2.87)
or
∇ · [−J(r)] = 0, (2.88)
where ρ(r) is the pair probability density at configuration r, F(r) is minus the gradient of the
intermolecular potential mean force U(r), and D(r) is the relative diffusion tensor. The total
integrated flux through the “reactive surface” is a scalar quantity J which is related to the
bimolecular rate constant k as:
J(b) = kρ0. (2.89)
For calculation purposes b is chosen in a way that for r > b the effect of charge asymmetry in
the interacting particles can be considered negligible (the interactions are therefore isotropic at
large distances, see Fig. 2.6). If a Brownian particle reaches a point r = q  b then the BD
trajectory is not monitored anymore and the particle is considered to be at an infinite distance
and therefore unlikely to interact again with its partner.
Figure 2.6: Schema for Brownian Dynamics diffusional approach to collision. The distance
between proteins is r; the anisotropic inner region is labeled b and the outer isotropic region is
the space b < r < q where q is the truncation distance (i.e., “infinite”) for the simulation.
The flux J(b) can be further decomposed into the conditional flux containing any particles achiev-
ing separation b for the first time multiplied by the probability p that a particle pair achieving
separation b will ultimately “react” rather than escape to infinite separation. The term “react” in
this section will be intended as the binding of the interacting pair of Brownian particles fulfilling
certain geometrical distance criteria in the protein-protein interaction surface.
For the flux decomposition we can then write:
k = kD(b)p. (2.90)
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A generalized result for kD(b) is
131:
kD(b) =
(∫ ∞
b
[
e[U(r)/kBT ]
4pir2D(r)
]
dr
)−1
. (2.91)
After this step, the complicated anisotropic inner part of the calculation is isolated in the prob-
ability term p. In order to separate the part of p that is purely diffusive in nature, a new
probability β∞ representing the likelihood that particles achieving a separation r = b will have
at least one collision with the reactive site rather than escape to infinite separation. Another
new probability α will define the likelihood of effective “reaction” upon a given collision at the
reactive site. Therefore in the simplest case for α = 1:
k = kD(b)β∞. (2.92)
For α < 1 and several possible events of re-collision (each with probability ∆∞), after unsuccessful
reaction attempts, we found that:
p =
β∞α
1− (1− α)∆∞ ; (2.93)
therefore,
k = kD(b)β∞α/[1− (1− α)∆∞]. (2.94)
The monitoring of particles until separation distance q instead of to infinity implies that the
fraction of successful trajectories subject to the truncation is no longer equal to β∞ but to a
slightly different quantity β, the relation between these quantities is given by:
β∞ =
β
1− (1− β)Ω , (2.95)
in which Ω is the diffusion probability that a particle at r = q will eventually return to r = b.
As before, since Ω involves diffusion only in the isotropic domain r > b we can write:
Ω = kD(b)
∫ ∞
q
[
e
[
U(r)/kBT
]
4pir2D(r)
]
dr. (2.96)
The truncation correction for ∆∞ is:
∆∞ = ∆ + β∞(1−∆). (2.97)
Combining equations (2.94), (2.95), and (2.97), we finally obtain the rate constant:
k =
kD(b)
[
β
1−(1−β)Ω
]
α
1− (1− α)
(
∆ +
[
β
1−(1−β)Ω
]
(1−∆)
) . (2.98)
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2.5.2 Random Expulsion Molecular Dynamics (REMD)
There are several methods that increase the probability of observing rare events in molecular
dynamics simulations; a complete mention of these strategies is not an objective of the present
thesis, the interested reader can refer to excellent reviews in the literature.132
The specific case of Random Expulsion Molecular Dynamics (REMD) was developed133 to
investigate the escape pathways of substrates from the active site. In REMD, the probability of
spontaneous substrate exit is enhanced by imposing an artificial random force on every atom of
the substrate in addition to the influences of the force field. The imposed force is defined as:
F = kr0, (2.99)
where k is the force constant (an adjustable parameter that remains constant during the entire
simulation); r0 is a unit vector in a random direction. A REMD simulation proceeds in a
following way: (i) Starting from a complex enzyme-substrate, a random vector is chosen, (ii)
a force calculated with equation (2.99) is applied to the substrate, (iii) if after n MD steps the
substrate has moved to a distance minor to rmin, then a new vector r0 is chosen and a force in the
new direction is applied; otherwise the direction of the force is maintained, (iv) if the separation
between the enzyme and substrate reaches the value rmax the REMD simulation is stopped.
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2.6 Bioinformatics methods
2.6.1 Protein structure prediction
The prediction of the 3D structure of a protein (tertiary structure) using as input its amino acid
sequence (primary structure) is called protein structure prediction and has been for many year
one of the fundamental goals of bioinformatics and theoretical chemistry. More sophisticated
predictions based on 3D comparative procedures (e.g., homology modeling134 ) or ab initio
predictions135 (based purely on physico-chemical principles without considering previously solved
structures) are not included in the restricted definition we used here. These approaches were not
used in this thesis and therefore they will not be discussed further.
A preliminary step in many protein structure prediction is secondary structure prediction, which
attempts to predict protein local features (e.g., helix, sheet) from the aminoacid sequence. As
secondary structure is in great extension defined by the pattern of formed hydrogen bonds, some
methods, such as the classic Dictionary of Protein Secondary Structure (DSSP) method136 pay
special attention to it. Other recent methods137 borrow some characteristics from DSSP and add
additional features.
2.6.2 Hot spot residues at the protein-protein interface: FastContact algo-
rithm
Protein-protein recognition plays an important role in a large number of biomolecular processes.
Even though the structural details of a growing quantity (>28300) of protein-protein complexes
has been published in the PDB database, the general rules to energetically describe these inter-
actions are still a matter of great debate. In this thesis, we estimate the binding energies with
the FastContact algorithm.138
FastContact (v. 2.0) screens protein binding interactions using a scoring function in which the
interaction between two proteins (∆Gbind) is decomposed in two terms: the standard intermolec-
ular Coulombic electrostatic potential (∆Eelect) and an empirical contact potential that captures
the most important characteristics of the desolvation free energy in proteins (∆Gdesolv):
∆Gbind = ∆Eelect + ∆Gdesolv, (2.100)
∆Gdesolv = g(r)
∑∑
eij , (2.101)
where eij is the atomic contact potential between atoms i in the receptor and atoms j in the
ligand, r is the distance between atoms. The double sum is taken over all atom pairs and g(r) = 0
if r > 7A˚, g(r) = 1 if r < 1A˚, and between these two limits g(r) is a smooth function.138
Chapter 3
ANTHRAX LF INVESTIGATED
BY MD SIMULATIONS
3.1 Introduction
The anthrax infection caused by the bacterium Bacillus anthracis is posing significant threat in
biological warfare and terrorism. If ingested or inhaled, the anthrax bacterial spores germinate,
resulting in a toxaemia that is usually fatal to the host.10,139–141 Unfortunately, the only way to
intervene against anthrax intoxication is to give a generic antibiotic treatment at the early stage of
the disease.142 Thus, there is presently a tremendous effort in investigating the molecular mecha-
nisms responsible for anthrax infection to develop new therapeutic agents. Most of anthrax toxic
effects are caused by the so-called lethal toxin, a complex consisting of the Protective Antigen
(PA) and Lethal Factor (LF) proteins.143 PA is the membrane-translocating component of the
complex; it binds to a host cell-surface receptor and translocates LF into the cytosol.11,144–146
LF is a cytoplasmatic zinc metalloprotease that cleaves the N-terminal region of selected mem-
bers of Mitogen-Activated-Protein-Kinase-Kinase (MAPKK) family;147 MAPKKs govern
the MAPK signaling pathway, controlling the genomic and physiological response of the cell
to its environment.148 LF alters different cell types, apparently, in an evolutionary conserved
manner.149–152
X-ray crystallographic studies provided the structural determinants of LF in the free state (PDB:
1J7N),20 with a segment of one of its substrates, MAPKK-2 (PDB: 1JKY),20 with an opti-
mized peptidic substrate (PDB: 1PWV, 1PWW)21 and with synthetic inhibitors (PDB: 1PWP,
1ZXV).153,154 Domain I of LF binds to PA, while domains II-IV create a long groove that holds
MAPKK-2 N-term20(Fig.3.1).
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Figure 3.1: (a) The structure of anthrax Lethal Factor (LF) in complex with its MAPKK-
2 substrate (red) obtained by X-ray crystallography (PDB: 1JKY),20 includes the following
domains: I (orange, residues 1-262) is the Protective Antigen (PA) binding domain; II (green,
residues 263-297, 385-550) is called the Vegetative Insecticidal Protein 2 (VIP2)-like domain
because of its similarity with the ADP-ribosyltransferase from Bacillus cereus toxin; III (blue,
residues 303-383), is the helix bundle domain; and IV (yellow, residues 552-776) is the catalytic
domain. (b) Snapshot from the all-atom MD trajectory featuring the active site (domain IV)
with the crucial residues for the catalytic activity20–22 (shown in licorice representation) and the
position of the optimized substrate21 (shown in purple) used in the simulations.
Domain IV performs the enzymatic catalysis; it features, in its active site, a zinc ion coordinated
by two histidines (His686 and His690) and a glutamate (Glu735). The tetrahedral coordination
for zinc is completed with a water molecule (or an hydroxide group), which is probably the nu-
cleophilic agent in the catalysis. Similar tetrahedral coordination spheres have also been found
in related metalloproteases from the carboxypeptidase and thermolysin families.4 Clearly, for
proteolytic reactions like the one catalyzed by LF, the nature and protonation state of the nucle-
ophilic agent is crucial. The zinc site may be stabilized by outer shells groups,20,155 as found in
other zinc-enzymes.156 For LF, these may include: (i) Glu687, which H-bonds the catalytic water
and is believed to play a key role acting as a general base during the reaction;20 this proposal
is consistent with the loss of activity of the LF mutant E687C;22,157 (ii) Tyr728, which H-bonds
Glu735 and whose conservative mutation to phenylalanine (Y728F) impairs the catalytic activ-
ity;155 (iii) Glu739, although no mutagenesis data are available for this residue, it may play a role
by interacting with the substrate or forming an H-bond with His686 (see PDB: 1JKY).20 A com-
plete structural description of the Michaelis complex may help to develop novel peptidomimetic
inhibitors with therapeutical properties. In this work we provide a structural model of such
complex in aqueous solution using several computational tools; e.g., Density Functional Theory
(DFT), all-atom Molecular Dynamics (MD) simulations, calculations based on Coarse-Grained
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(CG) models82,121,158 and bioinformatics approaches.137,159–161 Our calculations show that the
nucleophilic agent for the LF catalyzed hydrolysis is a water molecule (not an OH group). We
provide data indicating a correspondence between the substrate per residue interaction energies
(with LF) and LF substrate selectivity. On the other hand, the large scale motions of the enzyme
do not appear to play a fundamental role in the enzymatic reaction, as has been suggested for
other proteases.162 Finally, our results indicate that at least a part of helix α19 in domain III,
which is present in only one solid state structure of LF (PDB: 1JKY),20 assumes preferentially
a coiled conformation; this is consistent with the unusually large temperature factors reported
for this region in the X-ray structure.20
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3.2 Methods
3.2.1 Construction of the LF Michaelis complex
The determination of the protonation state of LF active site is non-trivial. Here, using the
same procedure as that of ref.156(b), we perform DFT calculations on a series of models (A-D,
Fig.3.2) based on the X-ray structure of the free enzyme (PDB: 1J7N).20
Figure 3.2: Protomers of LF active site considered in this work: model A and B (60 atoms);
models C and D (84 atoms). Model A (not shown) was highly unstable; during geometry
optimization it was rapidly transformed into model B bearing a protonated Glu687 (labeled
Glh687 in the figure) and OH1 instead of Wat1. Models C and D turned out to have the same
stability within the accuracy of DFT.
Models A and B (60 atoms) included: (i) the zinc atom and its ligands: His686 and His690,
Glu735 (all cut at Cβ atom, and saturated with hydrogen atoms), and either a water molecule
(Wat1, model A) or a hydroxide group (OH1, model B); (ii) Glu687, either in its ionized state
(model A) or protonated at Oε2 (model B); this residue, which forms an H-bond with the
nucleophile, was also cut at Cβ; (iii) the water molecule Wat2, detected in the X-ray structure,
which H-bonds to Wat1; (iv) the water molecule Wat3, which bridges Wat2 and Tyr728 (Fig.
3.2); (v) Tyr728 (modeled as methanol), which H-bonds to Glu735. Models C and D (84 atoms)
included the same groups as A and B respectively, as well as: (i) Glu739 (cut at the Cγ) which
H-bonds to His686; (ii) the crystallographic water molecules Wat4 and Wat5, which H-bond
to His690 and Glu687, respectively; (iii) the aromatic ring Tyr728 (cut at Cβ), which H-bonds
to Wat2 and Glu735. DFT calculations were performed using the program CPMD89 with
a plane waves basis set up to an energy cutoff of 70 Ry. The core/valence interactions were
described using norm conserving pseudopotentials of the Martins-Troullier type.163 Integration
of the nonlocal parts of the pseudopotential was obtained via the Kleinman-Bylander scheme164
for all of the atoms except zinc, for which a Gauss-Hermite numerical integration scheme was used.
The gradient corrected Becke exchange functional and the Lee-Yang-Parr correlation functional
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(BLYP) were used.165,166 Periodic boundary conditions were applied and we used orthorhombic
cells with edges a = 16.0A˚, b = 19.2A˚, and c = 12.8A˚ for models A, B and a = b = 17.0A˚, and
c = 14.5A˚ for models C, D. Isolated system conditions were applied.167 The Michaelis complex
was built by reproducing the protonation state resulting from DFT calculations, on the X-ray
structure of the LF mutant E687C (which is unable to perform catalysis)21 in complex with an
optimized substrate featuring the MAPKK consensus sequence /VYPYPMEPT/ around the
scissible bond (PDB: 1PWW).21 The wild type enzyme was constructed by replacing Cys687 with
a glutamic residue and by adding residues 346-367, missing in this X-ray structure, in the same
conformation (α-helix) as they were found in the only X-ray structure of LF which provides their
positions (PDB: 1JKY).20 The histidines located outside the LF active site were protonated in
Npi, with exception of His35, His91, His229, His277, His309, His588, that were protonated in Nτ .
The two protomers were neutralized by adding 22 potassium counterions immersed in a box of
128.47, 81.25, and 94.02A˚, containing ∼26,700 water molecules. The total size of the systems was
∼92,600 atoms. In the MAPKK consensus sequence /VYPYPMEPT/, the conserved reactive
proline (i.e., the one placed between two tyrosines) was labeled P1. Residues on the left side of
P1 were labeled P2, P3 to Pn, while residues on the right side were labeled P1’, P2’ to Pn’.21 The
structural characteristics of the Michaelis complex were studied using all-atom MD simulations,
coarse-grained methods82,121,158 and bioinformatics tools;137,159–161 special attention was given
to the stability of the reconstructed region α19 (residues 346-367). In addition, we investigated
the electrostatic properties of the complex using the Poisson-Boltzmann approach and DFT
calculations.
3.2.2 All-atom MD simulations
The AMBER parm9883 force field was adopted for the substrate, the potassium counterions and
the enzyme (LF) regions outside the active site. The parametrization of the Zn coordination
sphere in the active site followed the procedure of ref 168 (see Appendix A.4). The electrostatic
interactions were evaluated using the Particle Mesh Ewald (PME) method.169 A cutoff of 10A˚
was used for the van der Waals interactions and the real-space part of the electrostatics. The
bonds involving hydrogen atoms were kept fixed using the SHAKE algorithm.170 A time step of
2 fs was used. The initial structures were relaxed by short minimization runs of 2000 steps using
the conjugate gradient energy minimization algorithm. 100 ps of MD at constant volume were
then performed during which the system was gradually heated to 300 K. Constant temperature
(300 K) and pressure (1 atm) production runs were performed by coupling the systems to a
Berendsen thermostat and barostat.171 The NAMD simulation software was used.172 A trajec-
tory of 50 ns was computed and the following properties were calculated:
(a)RMSD/RMSF. Root Mean Squared Deviations (RMSD) and Root Mean Squared Fluctuations
(RMSF) of the Cα atoms were calculated from the all-atom MD trajectory. The structural sta-
bility of the complex during the simulations was monitored by using the RMSD; the normalized
RMSFs were compared with the normalized temperature factors (B-values) from the X-ray
structure (PDB: 1JKY).20
(b)Principal Component Analysis (PCA). Large scale motions were calculated as eigenvectors
of the covariance matrix of Cα fluctuations, constructed from PCA. The Dynatraj program
112
was used to perform PCA on the last 15 ns of the all-atom MD simulation. For the first three
principal components, rigid domains and hinges were identified using the scheme developed by
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Wriggers and Schulten.113 Details of these calculations are reported in Appendix A.6.
3.2.3 Hybrid Coarse-Grained/Molecular Mechanics (CG/MM) simulations
In this approach, helix α19 (residues 346-367) and protein or solvent atoms within 12.5A˚ from
α19 were treated with an all-atom force field (MM region); the rest of the protein was treated
with the Go simplified potential85 (CG region). The effect of the solvent outside the MM
region was considered as the sum of stochastic and frictional forces proportional to the mass and
velocities of the particles in the system.173 We used the same procedure as in Ref.82, which is
summarized in Appendix A.5. Two 60 ns CG/MM simulations using AMBER parm9883 and
Gromos96 43a184 force fields were performed; each of them started from a snapshot taken at
3 ns of the all-atom MD trajectory. These simulations were preceded by 1000 steps of energy
minimization (using the steepest descend algorithm) followed by a gentle heating from 0K to
300 K in 500 ps. Normalized RMSFs for the Cα atoms were estimated and compared with the
normalized temperature factors from the X-ray structure (PDB: 1JKY)20. Additional CG/MM
simulations, starting from different initial structures, were computed to ensure the reproducibility
of these results (see Appendix A.5).
3.2.4 Normal Mode Analysis (NMA)
NMA was performed with the NOMAD-ref server174 on the energy-minimized structure taken
from the last frame of the all-atom MD simulation. In this scheme,121,158 the protein was repre-
sented by a network of beads connected by harmonic springs; only the interactions between the
beads separated by a distance ≤ 3A˚ were considered.121 Normalized Cα RMSFs were estimated
and compared with the corresponding normalized temperature factors from the X-ray structure
(PDB: 1JKY).20 Additional NMA calculations, starting from different initial structures, were
performed in order to ensure the reproducibility of these results (for details see Appendix A.6).
3.2.5 Bioinformatics
We investigated the propensity for disorder of helix α19 by using several prediction programs:
e.g., PredictProtein,137 PSIPRED,159 SPRITZ,160 and HNN.161 (see Appendix A.7 for details)
3.2.6 Electrostatics
(a) Poisson-Boltzmann calculations. Electrostatic surface potentials for both, LF and sub-
strate, were calculated by solving the Poisson-Boltzmann equations with the APBS175 and
PDB2PQR176 programs; the results were visualized using a PYMOL interface.177 These cal-
culations were made on the energy minimized structure taken from the last frame of the all-atom
MD trajectory featuring model C in the active site (see section 3.2.1).
(b) Polarization of the active site. The polarization of selected chemical bonds in the active site
was investigated using the so called Bond Ionicity (BI) indexes96 that can be estimated from
DFT calculations. We considered active site models under different environments: in vacuo and
with the influence of the solvent and/or LF electric fields. To construct the models (represented
in Appendix A.2) we used 15 equally spaced frames from the last 15 ns of the all-atom MD
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trajectory. BIAB of a bond between two atoms A and B is defined as
BIAB =
dA
dAB
(3.1)
where dA is the distance between atom A and the Boys orbitals
96 along the AB bond, and dAB
is the length of the bond between A and B. A value of BI=0.5 (the Boys orbital is in the middle
of the bond) indicates absence of polarization; while values close to 1 or 0, indicate polarization.
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3.3 Results and Discussion
The main purpose of this work is to characterize the structural and electrostatic properties of
the Michaelis complex formed by LF and an optimized substrate that features the MAPKK
consensus sequence /VYPYPMEPT/.21 The first step to achieve our goal is determining the
correct protonation state in LF active site residues using DFT calculations.
3.3.1 Protonation state at the active site
As mentioned in the introduction of this chapter, a critical issue in Zn-based hydrolases is the
determination of the protonation states of residues in the active site (in particular that of the
nucleophile).156
In this work, we addressed this issue by performing DFT calculations on increasingly complex
models of the active site (Fig.3.2). The smallest models (A-B) include only the Zn site, whilst
the largest models (C-D) include additional second-shell ligands of established (e.g., Tyr728)155
or putative (e.g., Glu739)20 relevance for the enzymatic reaction (see section 3.2.1 for details).
The most likely protomers were defined as those associated with the lowest potential energy and
with the lowest RMSD relative to the reference X-ray structure (LF in the free state, PDB
code: 1J7N).20
In the smallest models, A featured Glu687 in the ionized state and Wat1 as nucleophile, whilst
B exhibited Glu687 in its neutral state and the nucleophile was an hydroxide group. During the
geometry optimization model A was unstable, as Wat1 transferred a proton to Oε2@Glu687,
resulting in model B (see Fig. 3.2). The latter was instead stable; it featured a slightly distorted
tetrahedral coordination geometry and establishing the H-bonds b(Hε2@Glu687, O@OH1) and
b(Hη@Tyr728, Oε2@Glu735), which are also putatively present in the X-ray structure (Table
3.1). The distances Zn-X (X=coordinating atom), decreased by ∼0.1-0.3A˚ relative to the X-ray
structure (Table 3.1); the RMSD between model B and the X-ray structure (which was sizeable:
∼0.55A˚) increased; both effects were possibly caused by the limited size of the model.
In the largest models, C featured Glu687 in the ionized state and Wat1 as nucleophile (like A),
whilst D exhibited Glu687 in its neutral state and the nucleophile was an hydroxide group (like
B). Both models (C and D) were stable and their differences in energetics and in structural
properties were not significant within the accuracy of DFT calculations. Some general trends in
models C and D with respect to model B could be identified: (i) the bonds b(Zn, Nτ@His686)
were shorter (∆d=-0.11 for C and ∆d = −0.10A˚ for D), (ii) one bond b(Zn, Nτ@His690) was
longer in D (∆d = +0.03A˚) and unaltered in C, (iii) the bonds b(Zn, O@[OH1,Wat1]) were larger
(∆d = +0.08A˚ for C and ∆d = +0.05A˚ for D), (iv) the hydrogen bonds between Glu687 and the
nucleophile b(Oε2@Glu687, H@[OH1,Wat1]) were longer (∆d = +0.14A˚ for C and ∆d = +0.02A˚
for D). On the other hand, the hydrogen bond between Wat4 and Glu687 (not included in the
smallest models) was different between models C and D (Table 3.1).
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X-ray B C D
Bond length (b(Ai,Bj); in A˚)
b(Zn,O@[OH1,Wat1]) 2.1 1.96 2.04 2.01
b(Zn,Nτ@His690) 2.1 2.04 2.04 2.07
b(Zn,Nτ@His686) 2.3 2.20 2.09 2.10
b(Zn,Oε2@Glu735) 2.3 2.00 2.01 2.03
b(Oε2@Glu687, H@[OH1,Wat1]) 3.6 1.50 1.64 1.52
(2.57) (2.66) (2.58)
b(Hη@Tyr728,Oε2@Glu735) 2.7 1.75 2.00 1.77
(2.79) (2.94) (2.75)
b(Hpi@His690,O@Wat4) 2.9 1.96 1.95
(2.97) (2.97)
b(Hpi@His686,Oε1@Glu739) 2.9 1.96 1.91
(2.93) (2.88)
b(Oε2@Glu687,H@Wat5) 2.9 1.86 2.00
(2.85) (2.98)
Angles (τ(Ai, Bj , Ck), in deg)
τ(Oε1@Glu735,Zn,O@[Wat1, OH1]) 96 121 116 113
τ(Nτ@His686,Zn,O@[Wat1,OH1]) 107 102 105 102
τ(Nτ@His690,Zn,O@[Wat1,OH1]) 128 110 105 105
RMSD (A˚)
0.55 0.36 0.58
Table 3.1: Comparison between calculated (DFT) and experimental (X-ray; PDB: 1J7N)20
structural parameters (bond lengths (A˚) and angles (deg)) for models of the free enzyme. The
distances in the parenthesis are those between heavy atoms in hydrogen bonds.
3.3.2 Molecular dynamics of LF Michaelis complexes
Next, we built two Michaelis complexes using protonation states C and D for the active site (see
section 3.2.1). We performed all-atom MD simulations on both Michaelis complexes.
3.3.2.1 MD of LF Michaelis complex in C protonation state
LF Michaelis complex with protonation state C was stable during the entire simulation (50 ns).
In particular, the bond lengths in the coordination sphere had small fluctuations around their
average positions during the dynamics (Table 3.2) and the substrate remained in its binding site
for the entire simulation time.
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Pairs of atoms Distance (A˚)
b(Zn,Oε2@Glu735) 2.22(0.07)
d(Zn,Oε2@Glu687) 4.8(0.2)
b(Zn,Nτ@His686) 2.05(0.05)
b(Zn,Nτ@His690) 2.15 (0.05)
b(Zn,O@Wat1) 1.98(0.06)
d(Cδ@Glu735,Cδ@Glu687) 6.9(0.2)
d(Nτ@His686,Nτ@His690) 2.9(0.1)
b(H@Wat1,Oε2@Glu687) 1.9(0.2)
b(O’@Tyr-P2,H@Wat1) 1.8(0.2)
b(Hη@Tyr728,O’@Pro-P1) 1.8(0.2)
b(Hpi@His686,Oε1@Glu739) 1.97(0.2)
Table 3.2: Distances between selected pairs of atoms in the LF active site, includ-
ing: (i) Zn-coordination bonds (e.g., b(Zn,Oε2@Glu735); (ii), hydrogen bonds (e.g.,
b(H@Wat1,Oε2@Glu687) and key geometrical features (e.g., d(Cδ@Glu735,Cδ@Glu687) of the
active site. The distances were measured during the last 15 ns of the all-atom MD simulation.
Standard deviations are given in parenthesis.
Besides the active site, the structure of the rest of the protein was also maintained except for
helix α19 (residues 346-367), which became partially unfolded within the first 25 ns of the MD
trajectory (Fig. 3.3). This unfolding was localized in the second part of α19 (residues 361-367)
and caused a sudden increase in the RMSD of the Cα atoms; the coil-like conformation of this
second part of α19 was then maintained until the end of the simulation.
Figure 3.3: RMSD of LF backbone atoms during the 50 ns all-atom MD simulation. Note the
increase in RMSD for helix α19 during the first 25 ns; after this time α19 gradually achieved
structural stability.
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To gain further insights into the instability of helix α19, we carried out calculations with two
types of Coarse-Grained methods and with disorder prediction servers:
(a)Hybrid Coarse-Grained/Molecular-Mechanics (CG/MM) simulations. Here, α19 and nearby
atoms were treated at the MM level, while the rest of the system was treated at CG level (see
section 3.2.3). Two 60 ns CG/MM simulations using AMBER parm9883 and Gromos96 43a184
force fields for the MM part were performed. In both CG/MM simulations, the helix α19 par-
tially unfolds within the first 25 ns (see Appendix A.5). The RMSF of the Cα atoms from the
two 60 ns trajectories (Fig.3.4) were larger for α19 than for the rest of the protein. To ensure the
reproducibility of these results, CG/MM simulations were performed using 15 equally spaced
frames from the last 15 ns of the all-atom MD simulation (see Appendix A.5).
(b)Normal Mode Analysis (NMA). Here a CG elastic network of Cα atoms was built based
on the energy minimized structure taken from the last frame of the all-atom MD trajectory. As
obtained before for CG/MM MD simulations, the calculated RMSF of Cα atoms estimated
from NMA for the α19 region were larger than those of the rest of the protein (Fig.3.4). To
ensure the reproducibility of these results, NMA calculations were also performed using 15
equally spaced frames from the last 15 ns of the all-atom MD simulation (see Appendix A.6).
The normalized B-values calculated from the all-atom MD, NMA and CG/MM simulations
(Fig.3.4) agreed with those reported in the X-ray structure (PDB: 1JKY),20 except for helix α19.
Residues 361-367 from α19 assumed a coiled conformation in aqueous solution and its calculated
normalized B-values were larger than those of the X-ray structure (Fig.3.4). This is consistent
with the apparent difficulty to determine the solid state structure of α19. In fact, the structure
of α19 has only been resolved in the X-ray structure used here as starting model for this part of
the protein (PDB: 1JKY).20
Figure 3.4: Calculated (RMSF) and experimental (X-ray; (PDB: 1JKY)20) normalized B-values
for LF. For the all-atom MD and CG/MM simulations, only the last 15 ns were considered.
3.3 Results and Discussion 50
(c)Disorder prediction. The structural predictors PredictProtein,137 PSIPRED,159 SPRITZ,160
and HNN,161 indicate that at a part of α19 is a disordered region. Particularly, the last segment
of this region (residues 361-367) is more likely to be a loop than an α-helix (see Appendix A.7).
We describe the structural and electrostatic features of the active site as found in the complex.
Only the last 15 ns of all-atom MD simulation were used for the analysis because α19 became
stable only at this simulation time.
At the active site, Glu735 acts as a monodentate ligand of Zn and H-bonds to the solvent, inter-
acting on average with ∼0.7 water molecules, as obtained by integrating the radial distribution
function of Oε2@Glu687 vs. O@water (see Appendix A.3). The Zn is bonded with two histidine
residues [b(Zn, Nτ@His686)=2.05 ± 0.05A˚ and b(Zn, Nτ@His690) = 2.15 ± 0.05A˚].
The catalytic water molecule, Wat1, H-bonds to Glu687, which is deprotonated; Glu687 is be-
lieved to act as a general base during catalysis (i.e., accepting an hydrogen ion from Wat1).20,178
Besides the H-bond to Wat1, Glu687 also interacts, on average, with ∼1 water molecule from
the solvent. On the other hand Wat1 also H-bonds to Tyr-P2 (Table 3.2); this interaction could
help to orient Wat1 in a proper position to perform the hydrolysis of the substrate.
Tyr728 forms an H-bond with the reactive carbonyl group of a proline residue in the substrate
(O’@Pro-P1, Table 3.2); this interaction was intermittent and was established for ∼35% of the
total simulation time. By forming this H-bond the substrate finds a proper orientation for the
nucleophilic attack, therefore this interaction might play a role for the catalysis, providing a
plausible, yet speculative explanation on why the Y728F mutant is not catalytically active.155
Also Tyr728 is exposed towards the solvent and it H-bonds, on average, to ∼2.0 water molecules.
O’@Pro-P1 is also water exposed, interacting, on average, with ∼1 water molecule.
The motions of Tyr728 in the enzyme and Tyr-P1’ in the substrate are correlated (see Appendix
A.1). The aromatic rings of these two residues lay at a distance smaller than 5A˚ for approximately
53% of the simulation time, being Tyr-P1’ accommodated in the hydrophobic pocket (S1’) of
the enzyme which is partially formed by Tyr728 (Fig. 3.5, panel (b)). Tyr-P1’ also forms an
hydrogen bond with the carbonyl group in the Val675 backbone (Hη@Tyr-P1’O’@Val675=1.8 ±
0.1A˚); this interaction was maintained for 80% of the simulation time.
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Figure 3.5: Electrostatic isosurfaces on the Michaelis complex. (a) Optimized MAPKK2-like
substrate. Note the complementarity of the bi-lobular negative patch (created by O’@Pro-P1
and O’@Tyr-P1’) around the Zn ion, while a larger negative patch (formed by Glu-P4’) is outside
the negative groove of LF. (b) LF active site groove. Note the tyrosine on the left side of the
Zn ion (Tyr-P1’) in the hydrophobic pocket (S1’) of the enzyme.
Poisson-Boltzmann calculations show that the substrate fits in the groove of the enzyme forming
complementary electrostatic interactions (Fig.3.5). Note in particular, the interaction between a
bi-lobular negative patch on the substrate (formed by O’@Pro-P1 and O’@Tyr-P1’) and the pos-
itive Zn ion. During the RMSD-stabilized dynamics (last 15 ns of the all-atom MD simulation),
the interactions between LF and the optimized substrate were similarly partitioned between elec-
trostatic (-68±25 kcal/mol) and van der Waals (-82±6 kcal/mol) interactions. The substrate per
residue interaction energies with LF were in good agreement with the experimental selectivity
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results obtained by Turk et al.21 (see Appendix A.8). Tyr-P1’ was the energetically dominant
residue for LF interaction, being electrostatic contributions (-23±4 kcal/mol) dominant over van
der Waals interactions (-18±2 kcal/mol), which agrees with the strong H-bond formed between
Tyr-P1’ and the LF backbone described in the previous paragraph.
The electrostatic polarization of the active site may play a role in the enzymatic catalysis.23 Here
we compare the polarization of the bonds involved in substrate cleavage of LF with homologous
reactive bonds of other two proteases: the aspartyl protease from Human Immunodeficiency
Virus of type 1 (HIV-1 PR),23,179 which is believed to use a water molecule for the hydroly-
sis;179 and the serine protease Furin,23 which uses the hydroxylic group from a serine residue
as nucleophile. As a measure of polarization we used the Bond Ionicity indexes96 (see section
3.2.6).
Furin HIV-1 PR Anthrax LF
d(Npep-BO
1)/d(Npep-Cpep) 0.33(0.02) 0.31(0.03) 0.37(0.02)
d(Npep-BO
2)/d(Npep-Cpep) 0.38(0.01) 0.38(0.02) 0.35(0.02)
d(Opep-BO
1
lone) 0.33(0.01) 0.34(0.01) 0.32(0.01)
d(Opep-BO
2
lone) 0.31(0.01) 0.32(0.01) 0.31(0.01)
d(Opep-BO
1
C=O)/d(Opep-Cpep) 0.37(0.01) 0.38(0.01) 0.39(0.01)
d(Opep-BO
2
C=O)/d(Opep-Cpep) 0.38(0.01) 0.39(0.01) 0.39(0.01)
d(OHyd-BO
1
lone) 0.31(0.01)
d(OHyd-BO
2
lone) 0.31(0.01)
d(OHyd-BOO−H)/d(OHyd-HHyd) 0.50(0.01)
d(OHyd-BOC−O)/d(OHyd-C) 0.39(0.01)
d(OWat-BO
1
lone) 0.32(0.01) 0.28(0.04)
d(OWat-BO
2
lone) 0.33(0.01) 0.43(0.06)
d(OWat-BOO−H1)/d(OWat-HWat) 0.47(0.02) 0.50(0.01)
d(OWat-BOO−H2)/d(OWat-HWat) 0.53(0.02) 0.51(0.01)
Table 3.3: Comparison between Bond Ionicity indexes (BIs)96 in the reactive bonds of three
prototypical proteases: Furin, HIV-1 PR and LF. The location of the Boys Orbitals (BOs) for
LF is given in Appendix A.2. In the table, for an atom type “X”, we refer as Xpep the atom from
the peptidic bond that undergoes nucleophilic attack, XWat refers to an atom of the nucleophilic
water molecule and XHyd refers to an atom from the nucleophilic hydroxylic group (i.e., in SER
side chain). The calculations were performed on 15 equally spaced frames taken from the last
(equilibrated) 15 ns of the all-atom MD trajectory. Standard deviations are given in parenthesis.
Based on the values of the BI’s of Cpep=Opep and Npep-Cpep bonds in the substrate (Table
3.3, see Appendix A.2 for details), we conclude that substrate’s reactive bonds in LF are less
polarized than those of HIV-1 PR and Furin. In addition, the water (Wat1) O-H bonds
were also less polarized in LF than in HIV-1 PR: (i) in LF, BIO−H1@Wat1(LF) = 0.50±0.01,
BIO−H2@Wat1(LF) = 0.51±0.01, (ii) in HIV-1 PR , BIO−H1@Wat1(HIV-1 PR) = 0.47±0.02
and BIO−H2@Wat1(HIV-1 PR) = 0.53±0.02. However, the lone pairs on the oxygen atom of the
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catalytic water (represented as d(OWat-BO
1[2]
lone) in Table 3.3) were more asymmetric in LF
than in HIV-1 PR simply due to the coordination of water to Zn. Our results also suggest that
small polarization effects are induced by the LF scaffold, while the presence of zinc has a more
critical role for the catalytic efficiency of LF (Tables 3.3 and 3.4).
Charged No Charge No Charge No Charge
in protein in solvent
d(Npep-BO
1)/d(Npep-Cpep) 0.37(0.02) 0.38(0.02) 0.37(0.02) 0.37(0.02)
d(Npep-BO
2)/d(Npep-Cpep) 0.35(0.02) 0.36(0.02) 0.35(0.02) 0.36(0.02)
d(Opep-BO
1
lone) 0.32(0.01) 0.31(0.01) 0.32(0.01) 0.32(0.01)
d(Opep-BO
2
lone) 0.31(0.01) 0.31(0.01) 0.30(0.01) 0.30(0.01)
d(Opep-BO
1
C=O)/d(Opep-Cpep) 0.39(0.01) 0.40(0.01) 0.40(0.01) 0.40(0.01)
d(Opep-BO
2
C=O)/d(Opep-Cpep) 0.39(0.01) 0.39(0.03) 0.40(0.01) 0.40(0.01)
d(OWat-BO
1
lone) 0.28(0.04) 0.28(0.05) 0.28(0.02) 0.27(0.02)
d(OWat-BO
2
lone) 0.43(0.06) 0.47(0.05) 0.43(0.04) 0.45(0.04)
d(OWat-BOO−H1)/d(OWat-HWat) 0.50(0.01) 0.49(0.01) 0.50(0.01) 0.49(0.01)
d(OWat-BOO−H2)/d(OWat-HWat) 0.51(0.01) 0.51(0.01) 0.51(0.01) 0.51(0.01)
Table 3.4: Comparison between Bond Ionicity indexes (BIs)96 in the reactive bonds of LF un-
der different electrostatic conditions showing the effect of the protein and solvent electrostatic
properties on the polarization of the active site. Four conditions were evaluated: (i)“Charged”,
calculation assigning charges to all atoms in the system; (ii)“No charge in protein”, calcula-
tion assigning charges equal to zero in all atoms of the protein; (iii)“No charge in solvent”,
calculation assigning charges equal to zero to the atoms of all the water molecules; (iv)“No
charge”, calculation assigning charges equal to zero to all atoms in the system. Atomic charges
were assigned using the AMBER parm98 force field.83 The calculations were performed on 15
equally spaced frames taken from the last (equilibrated) 15 ns of the all-atom MD trajectory.
Standard deviations are given in parenthesis.
The large scale motions may play a role for substrate recognition and/or for enzymatic cataly-
sis.23,162,179,180 We explore this issue by performing PCA112 on the last (equilibrated) 15 ns of
the all-atom MD trajectory. For the sake of simplicity, we included only the first three Principal
Components (PCs) that accounts for ∼54% of the overall motion (Fig.3.6).
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Figure 3.6: The first three Principal Components (PCs) as calculated with Dynatraj112 from
the last 15 ns of the all-atom MD simulation. Rigid domains, as calculated with the procedure
of Wriggers and Schulten,113 are depicted in different colors; details of these calculations can be
found in Appendix A.6. The arrows indicate the effective rotation axis between the two adjacent
rigid domains. The direction of the arrow represents the sense (e.g., clockwise) used to find the
rotations axis between two rigid domains and it is ultimately dependent of the choice of the
“reference” rigid domain (the one kept steady during the calculation of the rotational angle).
Note that PC3 was able to capture a movement in the α19 region (PC3, yellow), pointing to the
higher flexibility of this region (see Fig.3.4).
In the first three PCs, we identified the large motions involving domain III (i.e., the domain that
includes helix α19, see Fig.3.1). In particular, PC3 was able to capture a relatively independent
movement of α19 with respect to domain III (Fig.3.6). The observed large scale motions of LF
did not involve the active site (see Table3.2), similarly to what was found in another protease
studied with a similar computational setup, the serine protease Furin.23,179
3.3.2.2 MD of LF Michaelis complex in D protonation state
This protonation state turned out to be already unstable in the first 0.5 ns of the simulation: the
H-bond network was disrupted because of a rotation of Glu687 about the Cγ-Cδ bond, allowing
the entrance of additional water and the departure of the substrate from the active site. This
complex was therefore discarded.
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3.4 Conclusions
We characterize the structural properties of the Michaelis complex formed by anthrax LF and
an optimized substrate using several computational tools. Our findings can be summarized as
follows:
(i) The second shell ligands affect the energetics of Zn active site as has been observed in
other Zn-based enzymes.23,156,157 Our calculations confirm that second shell ligands have
an influence on the protonation state of the active site; stabilizing (by ∼3kcal/mol) the
hydrogen bond network around it.
(ii) The nucleophilic agent is a Zn-bound water molecule (not an OH group) which forms a
hydrogen bond with Glu687.
(iii) Per residue substrate selectivity of LF is in good agreement with interaction energies cal-
culated from the all-atom MD simulation (model C). Specifically, Tyr-P1’ had the greatest
interaction energies with LF, which were dominated by electrostatic contributions; fea-
tured mainly by a strong H-bond established inside the hydrophobic pocket of LF between
Hη@Tyr-P1’ and the backbone of the enzyme (O’@Val675). These results help to explain
the selectivity of LF for substrates with tyrosines in the vicinity of the reactive proline.21
(iv) The LF scaffold induces small polarization effects on the active site. A larger polarization
was observed for the lone pairs of the nucleophilic agent Wat1 (see (ii)); the obvious cause
for this effect is the Wat1 coordination to Zn.
(v) Large-scale motions do not affect the structure of the LF active site; it is therefore unlikely
that these motions could play a mechanical role during the first step of the catalysis.
(vi) Part of helix α19 (residues 361-367) assumes a coil-like conformation in aqueous solution.
Chapter 4
ATX1-CCC2 COPPER
TRANSPORT SYSTEM
4.1 Introduction
Intracellular copper ions (Cu+/2+) not bound to proteins are toxic.181 They may react with
oxygen reactive species to yield hydroxyl radicals which can damage proteins, lipids and nucleic
acids.182 Fortunately, intracellular copper ion concentrations are kept close to zero due to the
presence of a highly Cu–chelating environment in the cytosol.183 Copper transport inside the cell
is assisted by several proteins.40 One of the best characterized pathways is the copper secretory
pathway (see Chapter 1, Fig. 1.3). In this pathway, Cu+ ions are transferred from chaperon Atx1
to the membrane associated Ccc2 following the scheme in Fig. 4.1. The direction of the reaction
is only slightly favorable to the formation of Ccc2-Cu (∆G = −0.2 kcal/mol).38
In this chapter, we characterize some aspects of the copper transport between Atx1 and Ccc2
summarized in Fig. 4.1, by molecular simulations. We focus on the non-covalent association of
these proteins schematized in Fig. 4.2.
Figure 4.1: Scheme of the copper transfer reactions between Atx1 (red) and Ccc2 (blue). In this
figure, are also represented the conserved cysteines directly involved in Cu+ binding (yellow),
Cu+ (green), and hydrogens on the cysteines (white).
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Figure 4.2: Possible types of encounters between Atx1 and Ccc2 species that lead to Cu+ trans-
port.38,39 The break line indicates complex formation only through non-covalent interactions.
We provide qualitative insights into such reactions by investigating: (i) protein-protein non-
covalent association through Brownian Dynamics simulations (section 4.2.1), (ii) protein-protein
dissociation through Random Expulsion Molecular Dynamics (REMD)(section 4.2.2), (iii) the
correlation of motions of Atx1-[Apo,Cu], Ccc2-[Apo,Cu], and Atx1-Cu-Ccc2 (section 4.2.3), and
(iv) Poisson-Boltzmann electrostatic calculations of Atx1-[Apo,Cu], Ccc2-[Apo,Cu], and Atx1-
Cu-Ccc2 (section 4.2.4).
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4.2 Results
4.2.1 Kinetics of protein-protein non-covalent association:
Brownian Dynamics (BD) simulations
We estimate here the kinetics associated with the encounters of Atx1 and Ccc2 in their Apo and
Cu-bonded states by Brownian Dynamics (BD). To do this, we make the reasonable assumption
that the binding processes leading to Cu+ transport (Fig. 4.2) occurs first by the encounter Atx1
and Ccc2 forming a non-covalent complex (e.g., the final product of reaction (1)) in which the
cysteines in one partner (Ccc2) are protonated and the cysteines in the other partner (Atx1) are
deprotonated and establish bonds with Cu+. Subsequently, copper and proton transfers occur
until Cu+ passes completely from Atx1 to Ccc2. In a similar way, Cu+ transfer from Ccc2 to
Atx1 should start with the binding process represented in reaction (2) (Fig.4.2). Comparison is
made with events which cannot lead to Cu+ transport, namely, the encounters between the Apo
forms and between the Cu-bonded forms (reactions (3) and (4) in Fig.4.3).
Figure 4.3: Possible types of encounters between Atx1 and Ccc2. Besides the types of encounters
represented in Fig.4.2, in this section, we also investigated the associations between the Apo
forms (3) and the copper bonded forms (4). The break line indicates complex formation only
through non-covalent interactions.
The geometrical criterion used here to define the bound state for the complexes in Fig. 4.3 is
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a cutoff distance between atoms belonging to surface residues of Atx1 and Ccc2. The selected
atoms are: (i) the sulfur atoms of Cys15@Atx1 and Cys13@Ccc2, (ii) the ammonium nitrogen of
Lys59@Atx1, and the carboxylic carbon of Asp61@Ccc2 (Fig. 4.4). The first pair was selected
because these conserved Cysteines36 on each protein, participate directly in the copper trans-
fer reactions.39 The second pair consists of two key residues for protein-protein association, as
identified by the FastContact algorithm138 (see Appendix B.2 for details). BD simulations were
performed until both distances were lower than 3.5, 4.0, and 4.5 A˚ (Fig. 4.5).
Figure 4.4: Schematic representation of the amino acids at the Ccc2-Atx1 interface used to define
the geometrical distance criteria for Brownian dynamics simulations of the encounters between
Atx1 and Ccc2 each in the Apo and Cu-bonded states. The bound states were defined in base of
cutoff distances (see Text) between the sulfur atoms of Cys15@Atx1 and Cys13@Ccc2 as well as
that between the ammonium nitrogen at Lys59@Atx1 and the carboxylic carbon at Asp61@Ccc2.
Our calculated kinetic constants provide information about the relative association kinetics of the
processes represented in Fig. 4.3. For all three choices of the cutoff used here, it turns out that the
slowest process is related to the Atx1-Cu/Ccc2-Cu association (Fig. 4.5). This may be caused, at
least in part, by the Coulomb repulsion between the two sites containing copper. The productive
processes have intermediate rates, being slightly faster the association of Atx1-Cu with Ccc2-Apo;
this is in agreement with a favored transfer of Cu+ from Atx1 to Ccc2. The fastest process was
the association between Apo forms. Once the non-covalent complexes portrayed in Fig.4.2 are
formed, several chemical reactions are needed for a complete Cu+ transfer between these proteins
(Fig.4.1) Further investigations with methods like QM/MM88 are needed to address this issue.
It should also be noted that experimental data for these reactions is unfortunately lacking so far.
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Figure 4.5: Association rate constants for the encounters between Atx1 and Ccc2 in their Apo
and Cu-bonded states. Rate constants were calculated for three different distances between
the pairs of amino acids chosen to define the bound state (Fig.4.4) of the possible non-covalent
complexes (Fig. 4.3). The calculated rate constants are comparable to those reported in other
BD studies.184
4.2.2 Protein-protein dissociation:
Random Expulsion Molecular Dynamics (REMD)
We estimate here quantitatively the dissociation kinetics of the non-covalent complexes Atx1-
Cu/Ccc2-Apo and Atx1-Apo/Ccc2-Cu by Random Expulsion Molecular Dynamics (REMD). A
similar approach has been used to study qualitatively the kinetics of other biomolecular unbinding
processes.185 The complexes investigated in our study were obtained from the only available NMR
structure of a reaction intermediate.39
Kinetics is here estimated in terms of a probability density of calculated expulsion times (ET’s)
for the separation of the complexes, as done in ref.185 The ET is defined as the time employed
by REMD to separate the centers of mass of Atx1 and Ccc2 up to a certain cutoff (See sections
2.5.2 and 4.4.3 for details).
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Figure 4.6: Calculated probability density distribution of the REMD expulsion times for the
separation of Atx1-Cu/Ccc2-Apo and Atx1-Apo/Ccc2-Cu.
The calculated probability densities show that the complex Atx1-Cu/Ccc2-Apo separates more
slowly than Atx1-Apo/Ccc2-Cu (Fig.4.6). These results are consistent with the Brownian Dy-
namics simulations in the previous section. Note that, also in this case, these calculations cannot
account for the breaking and formation of chemical bonds which occur during Cu+ transport.
4.2.3 Correlation of motions of Atx1-[Apo,Cu], Ccc2-[Apo,Cu]
and Atx1-Cu-Ccc2
In the next two paragraphs, we show the correlations of Atx1 and Ccc2 proteins during Cu+
transfer (see reactions in Fig. 4.1). Particularly, we investigated the conformational fluctuations
of the Atx1-[Apo,Cu] and Ccc2-[Apo,Cu] species and the reaction intermediate Atx1-Cu-Ccc2.
For these systems, NMR structures are available.36,39,186
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The Cα Correlation Matrices (CM’s)
124 of Atx1-[Apo,Cu] and Ccc2-[Apo,Cu] as well as their
respective dimeric states in Atx1-Cu-Ccc2 were calculated from their MD simulations in explicit
water solution (Fig. 4.7, section 2.4.2.3 and 4.4.4 for details). The CM’s describe the correlation
motions between Cα atoms during the dynamics. A value of +1 for a pair of Cα atoms means
that the motions of the two atoms are fully correlated. A value of 0 indicates no correlation.
Fig. 4.7 suggests that the conformational fluctuations of the Apo species do not change dra-
matically to arrive at the dimeric state, as the CM’s of the single components and that of the
complex are not too dissimilar. On the other hand, the conformational fluctuations of the Cu-
bonded species differ from the dimeric state. At a speculative level, these differences might affect
the efficiency of the association process.
Figure 4.7: Correlation matrices (CM’s) of Atx1-[Apo,Cu], Ccc2-[Apo,Cu] and Atx1-Cu-Ccc2.
The overall difference between the mean values of the CM’s of the single proteins and those of
the complex are reported. In all circumstances, the standard deviations of the reported values
were equal to 0.1.
4.2.4 Poisson-Boltzmann electrostatic calculations of Atx1-[Apo,Cu]
and Ccc2-[Apo,Cu]
We calculate the electrostatic potential using the Poisson-Boltzmann Equations (PBE) for rep-
resentative MD structures of Atx1-[Apo,Cu] and Ccc2-[Apo,Cu] (Fig. 4.8, see section 2.4.2.4 for
details).
The electrostatic potential of Ccc2 changes dramatically upon Cu+ uptake whilst that of Atx1
is much less affected. Interestingly, the interacting surfaces of Atx1-Cu and Ccc2-Apo become
complementary upon Cu+ uptake and favor the association of the two proteins; specifically, Atx1-
Cu is positively charged and Ccc2-Apo is negatively charged. Instead, the interacting surfaces of
Atx1-Apo and Ccc2-Cu are not electrostatically complementary.
These results suggest that electrostatic interactions stabilize the Atx1-Cu/Ccc2-Apo complex
more than Atx1-Apo/Ccc2-Cu. These findings are consistent with the experimental fact that
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copper transfer occurs preferentially from Atx1 to Ccc2.38
Figure 4.8: Top: Electrostatic potential (kT/e) of the contact surface between Atx1 and Ccc2 in
their Apo and Cu-bonded states. Bottom: Change in solvent accessible surface area of hot spot
residues in Atx1 and Ccc2 on copper binding. The fact that the electrostatic potential of Atx1
does not change largely upon copper binding might be caused, at least in part, by a compensatory
mechanism: some positive residues hide and others get exposed on copper binding; while on Ccc2,
the change to a more positive potential is due to the hiding of negative residues from the protein
surface.
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Next, we identify the residues which may play a key role for Atx1-Cu/Ccc2-Apo binding (“hot
spots”). We used the FastContact algorithm138 which has proven to have high accuracy in
predicting hot spot residues for docking complexes during CAPRI experiments.187,188 Details of
our FastContact calculations can be found in Appendix B.2. The hot spots turn out to be the
following, [Lys24,Lys28,Lys59,Lys62]@Atx1 and [Glu60,Asp61,Asp65]@Ccc2.
All of these residues are charged, therefore they are expected to play a role for the electrostatic
potential. However, such role may be different in the Apo and Cu-bonded forms as their con-
formations may vary in these two states. This is the case of [Glu60,Asp61]@Ccc2, which are
solvent exposed in the Apo form and fully buried upon Cu+ binding (Fig. 4.8). Therefore, these
residues are likely to be important for the observed change in electrostatic potential.1 Instead,
Asp65@Ccc2 does not change significantly its solvent exposure (less than 5% of the total change
experienced by all of them, [Glu60,Asp61,Asp65]@Ccc2). These results suggest that the elec-
trostatic surface of Ccc2 becomes more positive upon Cu+ binding due, at least in part, to the
decreased exposure of Glu60 and Asp61.
Residues [Lys24,Lys28]@Atx1 pass from an exposed to a buried conformation upon Cu+ uptake,
whilst residues [Lys59,Lys62]@Atx1 pass from a buried to an exposed conformation (Fig. 4.8).
Thus, one possible reason, among others, of the much less pronounced electrostatic potential
change upon Cu+ uptake of Atx1 relative to Ccc2 might be some compensation effect of Atx1
hot spot residues.
4.3 Conclusions
Copper transport through the secretory pathway (Fig. 1.3) involves the transfer of Cu+ from the
chaperone Atx1 to Ccc2, a soluble domain of a Golgi associated Cu-pump.189
Based on our calculations, we suggest that:
(i) The non-covalent association of Atx1 and Ccc2 is faster when Cu+ binds to Atx1 (Fig. 4.5).
(ii) The non-covalent dissociation of Atx1 and Ccc2 is faster when Cu+ binds to Ccc2 (Fig. 4.6).
(iii) Changes in solvent-exposure of key residues at the proteins’ surfaces play an important role
for the experimentally observed larger thermodynamical stability of Ccc2-Cu relative to
Atx1-Cu (Fig. 4.8).
QM/MM calculations could now be performed to complement the investigation on the kinetics
of the process. They could be used to study the bond/forming and bond/breaking processes
associated with copper transfer.
1Electrostatic potential calculations of mutants in the 60 and 61 positions could help further address this issue.
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4.4 Methods
4.4.1 All-atom Molecular Dynamics
Systems: Seven systems were considered: Atx1-[Apo,Cu], Ccc2-[Apo,Cu], the reaction interme-
diate Atx1-Cu-Ccc2, and the non-covalent complexes Atx1-Cu/Ccc2-Apo and Atx1-Apo/Ccc2-
Cu. NMR structures for the first 5 systems are available,36,39,186 the non-covalent complexes
were built from the structure of the reaction intermediate Atx1-Cu-Ccc2. Ion concentration for
all systems was set to 0.1M, matching NMR experimental conditions.36,39,186 Monomeric systems
contained 15200 atoms and dimeric systems contained 37200 atoms.
Force fields: We used two force fields in our calculations:
(I) for Atx1-[Apo,Cu], Ccc2-[Apo,Cu], and the reaction intermediate Atx1-Cu-Apo, we adopted
the Charmm32b1 force field with the CMAP procedure.190 In the copper binding site, we
used a previously reported bonded parametrization.191
(II) for non-covalent complexes Atx1-Cu/Ccc2-Apo and Atx1-Apo/Ccc2-Cu, we adopted the
Amber94 force field.192 In the copper binding site, we used a previously reported bonded
parametrization.193
Conditions: The electrostatic interactions were evaluated using the Particle Mesh Ewald (PME)
method.169,194,195 A cutoff of 10A˚ was used for the van der Waals interactions and the real-space
part of the electrostatics. The bonds involving hydrogen atoms were kept fixed using SHAKE
algorithm.170 A time step of 1 fs was used. Constant temperature (298K) and pressure (1 atm)
simulations were achieved by coupling the systems to a Berendsen thermostat and barostat.171
Protocols: For each force field above mentioned, we used a different simulation protocol:
(I) Charmm32b1 force field. Initial configurations of the systems were relaxed by short mini-
mization runs of 2000 steps using conjugate gradient energy minimization. 100 ps of MD
at constant volume were then performed, during which the system was gradually heated
to 298K. After equilibration, production runs of 30 ns at constant temperature and pres-
sure were obtained. The NAMD software (v2.6) was used.172 Representative structures
from these simulations were used for Brownian Dynamics (BD) simulations and Poisson-
Boltzmann calculations; moreover, from the 30 ns trajectories, generalized correlations were
calculated. This protocol was validated by comparing calculated and experimental values
of the NMR order parameters (Appendix B.1). The comparison was fairly satisfactory.
(II) Amber94 force field. Initial configurations of the non-covalent complexes were relaxed during
100 steps using steepest descent minimization. After that we performed: 20 ps MD simu-
lation at constant pressure (1 atm) with restrains on the heavy atoms, 50 ps unrestrained
MD simulation at constant pressure (1 atm), 200 ps MD equilibration at constant volume
and 200 ps production runs. From the production runs, we took 4 equally spaced frames as
starting structures for Random Expulsion Molecular Dynamics (REMD). Backbone RMSD
of the initial structures for REMD were within 1.9A˚ of the representative structure of the
reaction intermediate, Atx1-Cu-Ccc2.
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4.4.2 Brownian Dynamics (BD)
These calculations were based on representative MD structures of Atx1-[Apo,Cu] and Ccc2-
[Apo,Cu]. Solvent ionic strength was set to 0.1 M and temperature was set to 298K in all sys-
tems, matching experimental conditions.36,39,186 Atomic charges were assigned using the Tanford-
Kirkwood method.196,197 Dielectric constants of the solvent and the solutes were 78 and 4 respec-
tively. The electrostatic potential was determined by numerically solving the Poisson-Boltzmann
Equations (PBE) using the Warwicker-Watson method;198 the solutions of PBE were mapped
on two kinds of grids: an inner grid of 0.5A˚ resolution for anisotropic interactions and an outer
grid of 1.0A˚ resolution for isotropic calculations. For the isotropic/anisotropic region definition
(see Fig. 2.6) we followed the following criteria: (i) if the proteins were closer than a distance
b=100A˚, then the interactions between the proteins were considered anisotropic; (ii) if the dis-
tance between the proteins arrived to q=200A˚, then the BD trajectory was stopped; (iii) if the
distance r between proteins fulfills the condition b < r < q, then the interactions between the
proteins were considered isotropic. Parameters b and q were selected to be larger than those
reported in the literature for similar studies.184
In all BD simulations, random orientation initial conditions were selected for both proteins,
Atx1 and Ccc2; they were also allowed to rotate freely around their centers of mass. In the
BD simulation of a diffusing pair of partners (e.g., Atx1-Cu vs. Ccc2-Apo), a total of 106 BD
trajectories were calculated using the Ermak-McCammon algorithm.127 BD simulations were run
until the geometrical distance criteria for the association (see Fig. 4.4) was fulfilled. For each
distance criterion we calculated the corresponding rate constants of association. The algorithm
for BD simulations used in this thesis is that of the software MacroDox.126
4.4.3 Random Expulsion Molecular Dynamics (REMD)
Initial structures for REMD of the non-covalent complexes Atx1-Cu/Ccc2-Apo and Atx1-Apo/Ccc2-
Cu were taken from short MD trajectories at 50, 100, 150, and 200 ps (see section 4.4.1). From
each initial structure, 50 REMD simulations were performed for a total of 400 REMD trajectories.
The seed for the random number generator used to choose the direction of the force unit vector
to be applied to one of the partners in the complex was varied for every simulation (see section
2.5.2); the force constant was k = 100 kJ mol−1 nm−1. Forces were applied for N = 10 consecu-
tive MD steps; if after this time the separation of the proteins was lower than rmin=0.01A˚, a new
random vector was generated. To create a minimal deformation of the protein’s 3D structures
under REMD, the values of k and rmin were selected to be slightly lower than what is usual in this
type of simulations.133 The expulsion time for a simulation was calculated as the time employed
to separate the centers of mass of the Atx1 and Ccc2 up to rmax=40A˚. The probability density
distributions of the expulsion times were estimated using a kernel non-parametric function of the
Gaussian type. REMD was implemented by their authors as a patch to Amber8.
4.4.4 Generalized Correlations
Cα full non-linear generalized Correlation Matrices (CM’s)
124 of Atx1-[Apo,Cu], Ccc2-[Apo,Cu]
and Atx1-Cu-Ccc2 were calculated from MD trajectories. Prior to the calculations, overall trans-
lations and rotations of the proteins inside the box were removed by least square fitting to a
reference structure. Raw CM’s were imported into the Matlab software for further processing.
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4.4.5 Poisson-Boltzmann calculations
Atomic charges for the representative structures of Atx1-[Apo,Cu] and Ccc2-[Apo,Cu] were cal-
culated using the program PDB2PQR.176 For the core calculations, a grid with a density of
20 points/A˚2 was built with the utility pzyse.py; temperature of the system was set to 298K and
ion concentration was set to 0.1M, matching experimental conditions. Dielectric constants for
the solvent and the solutes were 78 and 4 respectively. To define the solvent accessible surface,
a solvent molecule of radius 1.4A˚ (water) was selected. Electrostatic surfaces were smoothed
with cubic spline algorithm. Full nonlinear Poisson-Boltzmann Equations (PBE) were solved
and corresponding raw data files were saved for further analysis. All core Poisson-Boltzmann
calculations were performed with the APBS solver.175 Input data with initial conditions and final
visualization of the results were done with an APBS Pymol interface.177
Chapter 5
CONCLUDING REMARKS
Metal coordination in proteins differs dramatically depending on the biological function. In
zinc and copper enzymes, Zn and Cu ions steadily bound to proteins are predominantly tetra-
coordinated by His and Asp residues.4,6 In most of these proteins, the metal has structural
or catalytic functions.4 On the other hand, Zn and Cu ions transiently bound to proteins are
predominantly bi/tri-coordinated by Cys residues.5,6 Prototype proteins in the latter group are
those participating in intracellular Zn and Cu trafficking.5
Here, we have applied computational biology methods to two systems of interest for molecu-
lar medicine, a Zn-enzyme secreted by B. anthracis 10,139 and a pair of Cu-proteins of pivotal
importance for copper trafficking in the cell.29,40
The Zn-enzyme studied in this thesis is the anthrax Lethal Factor (LF), a protease playing a
key role in anthrax disease.147 In LF, the Zn2+ ion is tetra-coordinated by two histidines, a
glutamate, and a water molecule.20 We investigated the structure of its Michaelis complex with
an optimized MAPKK-like substrate21 using several computational methods including Density
Functional Theory (DFT), Molecular Dynamics (MD), and Coarse-Grained techniques. Our
calculations suggest that: (i) the presence of second-shell ligands is crucial for tuning the struc-
ture, energetics, and protonation state of the metal binding site, as found in other Zn-based
enzymes;156 (ii) the nucleophilic agent is a Zn-bound water molecule; (iii) substrate binding to
the active site groove is mainly stabilized by electrostatic interactions; (iv) the bonds most likely
involved in the substrate hydrolysis are only mildly polarized by the protein scaffold; and (v)
part of helix α19, which is present in one solid state structure of LF (PDB: 1JKY), assumes a
coiled conformation.
We hope that these findings may help develop novel peptidomimetic inhibitors with therapeutical
properties. Based on our calculations, one could now investigate the enzymatic reaction by
QM/MM methods.199
The Cu-based system is involved in a key pathway of copper trafficking.41 In this pathway, Cu+
ions hop from the chaperone protein Atx1 to the trans-Golgi associated Ccc2 in S. cerevisiae 29.
Both Atx1 and Ccc2 bind Cu+ transiently using two conserved Cys residues.36 The Atx1-Ccc2
copper transport system might help understand the Cu+ transport in humans.42 It may also
shed light on aberrant processes associated with it, such as Menkes and Wilson disease-linked
mutations.200
Using Brownian Dynamics (BD), Random Expulsion Molecular Dynamics (REMD), and Poisson-
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Boltzmann electrostatics calculations, we investigated qualitative aspects of association/dissociation
kinetics between the possible non-covalent species of these proteins. Our calculations point to
a preferential transfer of Cu+ from Atx1 to Ccc2 as experimentally observed.38 However, the
picture emerging from these studies is necessarily incomplete due to the limitations of study-
ing only non-covalent binding/unbinding processes, neglecting the chemical reactions involved.
In addition, these calculations showed that the residues [Lys24,Lys28,Lys59,Lys62]@Atx1 and
[Glu60,Asp61,Asp65]@Ccc2 play a key role for the formation of the Atx1-Cu-Ccc2 complex,
which is present in vitro.39 Also in this system, QM/MM calculations could provide further
insights by describing the covalent bond forming and breaking associated with copper transport.
Appendix A
Anthrax LF: additional calculations
A.1 Correlated Motions
Figure A.1: Model C: (a) Generalized correlation matrix124 for the complex formed by LF and
the MAPKK2-like substrate (see section 2.4.2.3 in Methods), calculated over the last 15 ns of
the all-atom MD simulation. Domains in LF were represented as in ref.20 (see Fig.3.1); where
domain I is the Protective Antigen (PA) binding domain, domain II is the Vegetative Insecticidal
Protein 2 (VIP2)-like domain (VIP2 PDB: 1Q2S), domain III is an α-helical bundle required for
LF activity and domain IV is the catalytic domain, MAPKK2 is an optimized substrate of the
enzyme. (b) Generalized correlation matrix124 for the active site residues, Wat1 water molecule
(See Fig. 3.2, model C ) and the MAPKK2-like substrate. The correlation between the motions
of Tyr728 in the enzyme and Tyr-P1’ in the substrate is indicated with circles.
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Figure A.2: Model C Boys Orbitals (BOs, see sections 2.3.6 and 3.2.6) from the peptidic bond
of the substrate that undergoes the nucleophilic attack as well as those of the nucleophilic water.
aaa
Figure A.3: Schematic representation of the BOs positions along reactive centers in Furin, HIV-1
PR and anthrax LF (see Table3.3, Chapter 3); (a) BOs from the carbonyl group of the substrates
(see Fig.A.2), (b) BOs of the nucleophilic agents (a water molecule (e.g., Wat1) for HIV-1 PR
and anthrax LF; a serine side chain hydroxide group in Furin).
aaa
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Figure A.4: Radial Distribution Functions (RDFs)of selected active site atoms that can form
hydrogen bonds with water, as calculated from the last 15 ns of the all-atom MD simulation
(LF Michaelis complex, model C). The atoms analyzed were: (a) Glu687 sidechain oxygens
([Oε1,Oε2]@Glu687), (b) the Npi of the Zn-coordinating histidines (Npi@[His686,His690], and
(c) the hydroxylic oxygen of Tyr728 (Oη@Tyr728).
A.4 Parametrization of the zinc center and its coordination sphere
The development of AMBER parm9883 force field parameters for the Zn-coordination sphere
follows the procedure described in refs.168 These parameters are reported here. The torsional
potential barriers for the Zn-ligand interactions were set to zero. The van der Waals (vdW)
parameters for Zn were taken from ref.201
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Glu735
RESP Charge
N N -0.516300
H H 0.293600
CA CT 0.103570
HA H1 0.174370
CB CT -0.064636
HB2 HC 0.009940
HB3 HC 0.009940
CG CT 0.091869
HG2 HC -0.021826
HG3 HC -0.021826
CD C 0.597668
OE1 O2 -0.667376
OE2 O2 -0.667376
C C 0.536600
O O -0.581900
Glu687
RESP Charge
N N -0.516300
H H 0.293600
CA CT 0.084952
HA H1 0.155752
CB CT 0.041258
HB2 HC -0.027296
HB3 HC -0.027296
CG CT 0.045003
HG2 HC -0.030588
HG3 HC -0.030588
CD C 0.613381
OE1 O2 -0.644953
OE2 O2 -0.671807
C C 0.536600
O O -0.581900
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His690
RESP Charge
N N -0.415700
H H 0.271900
CA CT 0.084984
HA H1 0.154283
CB CT -0.327246
HB2 HC 0.124867
HB3 HC 0.124867
CG CC 0.004411
ND1 NA 0.001490
HD1 H 0.244746
CE1 CR -0.047544
HE1 H5 0.173686
NX1 NX -0.434857
CD2 CV 0.001298
HD2 H4 0.152164
C C 0.597300
O O -0.567900
His686
RESP Charge
N N -0.415700
H H 0.271900
CA CT 0.051962
HA H1 0.121262
CB CT -0.134628
HB2 HC 0.058825
HB3 HC 0.058825
CG CC 0.042446
ND1 NA 0.018433
HD1 H 0.232455
CE1 CR -0.084193
HE1 H5 0.184349
NX1 NX -0.587521
CD2 CV 0.102181
HD2 H4 -0.014074
C C 0.597300
O O -0.567900
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Tyr728
RESP Charge
N N -0.415700
H H 0.271900
CA CT 0.023363
HA H1 0.112363
CB CT -0.044990
HB2 HC 0.021326
HB3 HC 0.021326
CG CA 0.072938
CD1 CA -0.238500
HD1 HA 0.099650
CE1 CA -0.033378
HE1 HA 0.072652
CZ C 0.206741
OH OH -0.613199
HH HO 0.451643
CE2 CA -0.253301
HE2 HA 0.237100
CD2 CA -0.091927
HD2 HA 0.110036
C C 0.597300
O O -0.567900
Wat1
RESP Charge
O OW -0.838585
H1 HW 0.429785
H2 HW 0.438797
Atomic weights
Zn 65.38 active site Zn
NX 14.01 N in His690
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Bonds
NB-Zn 121.0 2.110
NX-CV 410.0 1.394
NX-Zn 121.0 2.000
CR-NX 488.0 1.335
O2-Zn 180.0 2.020
Zn-OW 80.0 2.050
Angles
CV-NB-Zn 20.0 127.50
NB-Zn-NX 20.0 104.56
NB-Zn-O2 30.0 103.85
NB-Zn-OW 30.0 103.66
CR-NB-Zn 20.0 127.50
CV-NX-Zn 20.0 122.73
NX-CV-H4 35.0 120.10
NX-Zn-O2 30.0 124.83
NX-Zn-OW 30.0 112.08
H5-CR-NX 35.0 125.14
CR-NX-CV 70.0 117.00
CR-NX-Zn 20.0 126.92
NA-CR-NX 70.0 120.00
CC-CV-NX 70.0 120.00
C -O2-Zn 30.0 113.98
O2-Zn-OW 30.0 105.86
Zn-OW-HW 18.0 113.66
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Dihedrals
X-CR-NX-X 2 10.00 180.0 2.0
X-CV-NX-X 2 4.80 180.0 2.0
X-CR-NY-X 2 10.00 180.0 2.0
X-CV-NY-X 2 4.80 180.0 2.0
H4-CV-NB-Zn 1 0.00 0.0 1.0
CV-NB-Zn-NX 1 0.00 0.0 1.0
CV-NB-Zn-O2 1 0.00 0.0 1.0
CV-NB-Zn-OH 1 0.00 0.0 1.0
NB-Zn-NX-CV 1 0.00 0.0 1.0
NB-Zn-NX-CR 1 0.00 0.0 1.0
NB-Zn-O2-C 1 0.00 0.0 1.0
NB-Zn-OW-HW 1 0.00 0.0 1.0
H5-CR-NB-Zn 1 0.00 0.0 1.0
CR-NB-Zn-NX 1 0.00 0.0 1.0
CR-NB-Zn-O2 1 0.00 0.0 1.0
CR-NB-Zn-OW 1 0.00 0.0 1.0
NA-CR-NB-Zn 1 0.00 0.0 1.0
CC-CV-NB-Zn 1 0.00 0.0 1.0
H4-CV-NB-Zn 1 0.00 0.0 1.0
CV-NX-Zn-O2 1 0.00 0.0 1.0
CV-NX-Zn-OW 1 0.00 0.0 1.0
NX-Zn-O2-C 1 0.00 0.0 1.0
NX-Zn-OW-HW 1 0.00 0.0 1.0
H5-CR-NX-CV 1 0.00 0.0 1.0
H5-CR-NX-Zn 1 0.00 0.0 1.0
CR-NX-CV-H4 1 0.00 0.0 1.0
CR-NX-Zn-O2 1 0.00 0.0 1.0
CR-NX-Zn-OW 1 0.00 0.0 1.0
NA-CR-NX-CV 1 0.00 0.0 1.0
NA-CR-NX-Zn 1 0.00 0.0 1.0
CC-CV-NX-Zn 1 0.00 0.0 1.0
CC-CV-NX-CR 1 0.00 0.0 1.0
O2-C-O2-Zn 1 0.00 0.0 1.0
O2-Zn-OW-HW 1 0.00 0.0 1.0
C-O2-Zn-OW 1 0.00 0.0 1.0
CT-C-O2-Zn 1 0.00 0.0 1.0
CV-NB-Zn-OW 1 0.00 0.0 1.0
NB-Zn-OW-HW 1 0.00 0.0 1.0
CR-NB-Zn-OW 1 0.00 0.0 1.0
CV-NX-Zn-OW 1 0.00 0.0 1.0
NX-Zn-OW-HW 1 0.00 0.0 1.0
CR-NX-Zn-OW 1 0.00 0.0 1.0
Zn-OW-HW-HW 1 0.00 0.0 1.0
Zn-OW-HW-HW 1 0.00 0.0 1.0
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ulations
Helix α19 (residues 346-367) as well as the protein and solvent atoms within 12.5A˚ from it were
treated with either the AMBER parm9883 or the Gromos96 43a184 force field (MM region); the
rest of the protein was treated with the Go simplified potential85 (CG region). The effects of
the solvent outside the MM region were considered to be the sum of stochastic and frictional
forces proportional to the mass and velocities of the particles in the system.173 A cutoff of 14A˚
was selected for the vdW interactions and for the electrostatics. The bonds involving hydrogen
atoms were kept fixed with SHAKE algorithm.170,202 A time step of 2 fs was applied. Constant
temperature (300 K) and pressure (1 atm) simulations were performed by coupling the system to
a Berendsen thermostat and barostat.171 The simulations were preceded by 1000 steps of energy
minimization using the steepest descend algorithm and by a gentle heating of the system from 0K
to 300K in 500 ps. Helix α19 unfolded within the first 25 ns of CG/MM simulations (Fig.A.5),
confirming the results of all-atom MD simulations (Figs.3.3 and 3.4, Chapter 3).
Figure A.5: Root Mean Square Displacement (RMSD) of LF Cα atoms during the first 25 ns of
the CG/MM simulation using (a) AMBER parm9883 force field and (b) Gromos96 43a184 force
field. Note that helix α19 unfolds within the first 25 ns of the CG/MM simulations.
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Figure A.6: (a) Cα RMSDs and (b) Cα RMSF for 15 (2ns long) CG/MM simulations performed
with AMBER parm9883 force field and using as initial structures, equally spaced snapshots (from
36 ns to 50 ns) of the all-atom MD simulation. In (c), we observe a good overlap between each
pair of RMSF series (the correlation coefficients were always higher than 0.8). These RMSF
results are in good agreement with the calculations presented in Fig.3.4
A.6 Principal Component Analysis (PCA) and Normal Mode
Analysis (NMA)
A.6.1 PCA
PCA112 was performed on the last 15 ns of the all-atom MD simulation featuring the Michaelis
complex with protonation state C in the active site. The first three principal components (PC1-
PC3) accounted for ∼30%, 14% and 9% respectively; the others, which represent 6% or less of
the total motion, were not included in the analysis. The extreme conformations of PC1-PC3
were used as input to detect the motion hinges as in ref.113
A.6.2 NMA
NMA large scale motions were calculated starting from the energy minimized structure taken
from the last frame of the 50 ns all-atom MD simulation. These motions were represented into 20
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normal modes; of these, the first three of them, which represented respectively 9%, 8% and 9% of
the motions, were selected in order to compare them with their respective principal components.
The extreme conformations of these three normal modes were used as input to detect the motion’s
hinges as in ref.113
Figure A.7: (a) RMSF calculated from NMA on the same 15 structures used as starting points
for the CG/MM calculations (see section A.5) . (b) The correlation coefficients between each
pair of RMSF series was always higher than 0.84.
Figure A.8: Large scale motions as described by the first normal mode and the first principal
component of LF: rigid domains are depicted in different colors; the arrows indicate the effective
rotation axis (i.e., hinges, calculated as in ref113) between two adjacent rigid domains.
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NM1 NM2 NM3 PC1 PC2 PC3
Angle ∼23±1 ∼26±1 ∼19±1 ∼10±11 ∼5±23 ∼8±11
Hinge 0-1 RMSDer (A˚) 0.94 0.86 0.77 1.23 1.74 1.24
Error(∆ε) 0.56% 0.36% 0.23% 5.71% 20.66% 9.97%
Angle ∼17±2 ∼12±8 ∼8±6 ∼14±18 ∼13±20
Hinge 0-2 RMSDer (A˚) 0.65 0.96 0.78 2.68 2.34
Error(∆ε) 0.97% 15.84% 16.94% 14.99% 17.64% 100%
Table A.1: Hinge parameters for the first three normal modes NM1-NM3 and the first three
principal components PC1-PC3 of anthrax LF. For each hinge, the effective rotation angle, the
RMSD between the extreme conformations of the moving domain and the relative errors (∆ε)
are reported here.
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Figure A.9: Secondary structure predictions for α19 using: (a) Hierarchical Neural Network
(HNN),161 (b) PredictProtein137 server. For both, HNN and PredictProtein servers prediction
scores (for helix, strand, and loop segments) with respect to the residues number are shown;
PredictProtein provides also the reliability of the predictions, (c) SPRITZ160 gives a prediction
for secondary structure (Pred1) for each residue indicated by a letter (H and C for helix and coil ,
respectively) and a disorder measure (Pred2) symbolized by “O” and “D” for order and disorder,
respectively. (d) PSIPRED159 provides a prediction for secondary structure of each residue as in
SPRITZ and this comes along with the confidence of each prediction. All these servers provide
a consistent picture in which part of α19 is likely to be a random coil.
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Val Tyr Pro Tyr Pro Met Glu
P3 P2 P1 P1’ P2’ P3’ P4’
Selectivity 1.5 3.1 − 3.0 1.9 1.3 1.6
Total energy (−11± 2) (−19± 4) (−5± 5) (−42± 4) (−20± 2) (−18± 3) (0± 24)
(kcal/mol)
Elect (−1± 1) (−3± 3) (3± 5) (−23± 4) (−10± 2) (−4± 2) (7± 24)
(kcal/mol)
vdW (−9± 2) (−15± 1) (−8± 2) (−18± 2) (−9± 1) (−14± 2) (−7± 2)
(kcal/mol)
CorrCoef 0.3373 0.9324 0.9683 0.8424 0.8344 0.8059 0.9973
(Total vs. Elect)
CorrCoef 0.8255 0.3692 -0.1502 0.0718 0.5711 0.7734 -0.2887
(Total vs. vdW)
Table A.2: Per residue substrate selectivity of anthrax LF. Experimental selectivity values were
taken from Turk et al.,21 The interaction energies (Total, electrostatics (Elect.), van der Waals
(vdW)) between the substrate residues and LF were calculated during the last 15 ns of the all-
atom MD simulation featuring model C. The correlation coefficients between the time series of
the interaction energies were also calculated.
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Appendix B
Atx1-Ccc2 copper transport system:
additional calculations
B.1 Comparison between calculated and experimental NMR or-
der parameters (S2)
Figure B.1: Order parameters calculated from individual frames of molecular dynamics trajectory,
NMR and X-ray structures using the contact model and calculated from MD trajectories using the
Model free approach (see section 2.4.1.2). The systems under assessment were: Atx1-[Apo,Cu],
Ccc2-[Apo,Cu] and Atx1-Cu-Ccc2 (dimer). Note the general agreement of the order parameters
for the systems under study independently of the model used for the analysis.
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Atx1 and Ccc2 residues participating in protein-protein interactions during copper transfer were
identified by screening the binding interactions with an empirical scoring function using the pro-
gram FastContact138. As input for this algorithm we used 30 equally spaced frames from the last
30 ns of the Atx1-Cu-Ccc2 MD simulation. The identified residues were [Lys24,Lys28,Lys59,Lys62]@Atx1
and [Glu60,Asp61,Asp65]@Ccc2. Details can be seen in tables B.1 and B.2
Aminoacid ∆Gdesolv ∆Eelect ∆Gbind
Lys24 2.9± 0.7 −12± 2 −9± 2
Lys28 1.8± 0.4 −9± 2 −7± 2
Lys59 0.6± 0.4 −8± 4 −7± 4
Lys62 1.2± 0.9 −6± 4 −5± 3
Table B.1: FastContact138 identified hot spot residues on the interacting surface of Atx1. All
residues are positively charged lysines.
Aminoacid ∆Gdesolv ∆Eelect ∆Gbind
Asp61 2± 1 −15± 9 −13± 8
Asp65 0.9± 1 −7± 3 −6± 3
Glu60 1.5± 0.6 −6± 3 −5± 2
Table B.2: FastContact138 identified hot spot residues on the interacting surface of Ccc2. All
residues are charged negatively(aspartic and glutamic acid). It is therefore not surprising that
the contribution of electrostatic interactions (∆Eelect) with the positive charges on Atx1 have a
dominant effect over the desolvation free energy (∆Gdesolv).
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