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Abstract Using a kinetic Monte Carlo (KMC) approach with parameters derived from first-principles 
calculations, we modeled the steady-state of CO oxidation on Pd(111), a prototypical catalytic system with 
various practical applications, including the treatment of automotive gas exhausts. Focusing on the metallic 
phase of the catalyst, we studied how the rate of CO oxidation depends on temperature and pressure, at fixed 
gas phase composition. Comparing the results of our simulations with experimental data, we found that all 
the qualitative features of this catalytic system are correctly reproduced by our model. We show that, when 
raising the temperature, the system transitions from a CO-poisoned regime with high apparent activation 
energy to a regime where the rate is almost independent of the temperature. The almost zero apparent 
activation energy at high temperature stems from approximately equal and opposite values of the O2 
adsorption energy and dissociation barrier, as revealed by a simple microkinetic analysis. In the CO- 
poisoned regime, the precursor-mediated dissociative adsorption of oxygen plays a crucial role: we find that 
small changes (within DFT error) in the parameters controlling this elementary step have large effects on the 
kinetics of CO oxidation at low temperature. 
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1 Introduction 
CO oxidation on Pd is a key reaction taking place in automotive catalytic converters, as well as a 
prototypical heterogeneous catalytic reaction. Several studies have therefore been dedicated to understand in 
detail the mechanism of this reaction on Pd as well as on other transition metals like Pt, Rh and Ru. Since the 
early studies of Ertl and co-workers in the late 70s [1], the reaction on Pd has been shown to proceed through 
a Langmuir-Hinshelwood (LH) mechanism, whereby both reactants (CO and O) are adsorbed on the metal 
surface. Most of the works on single crystal Pd catalysts have focused on the (100) facet, where, depending 
on the conditions of temperature and pressure, the thermodynamically stable phase of catalyst can change 
from its metallic form to bulk oxide, and even surface oxides have been detected and found to be stable or 
metastable [2]. The formation of surface oxides on Pd(100) has been shown by Hendriksen et al. [3] to result 
in a change of mechanism, from LH to Mars-van Krevelen (MvK), where oxygen is provided by the oxide, 
which is continuously depleted and reformed. This transformation was argued to result in an increase of the 
catalytic activity, while other groups suggested that the most active phase is the metallic one, at conditions 
where the CO coverage is low, so as not to inhibit O2 adsorption and dissociation [4,5]. In a recent theoretical 
work, Hoffmann et al. [6] used kinetic Monte Carlo (KMC) simulations based on density functional theory 
(DFT) calculations to model CO oxidation on the (100) facet, investigating the mechanism of reduction of 
the surface oxide to a clean metal, with results in good agreement with experiments. 
Compared to the (100) facet, the (111) termination has received less attention. As in the case of the (100) 
facet, Gabasch et al. [7] found the metallic phase on the (111) facet to be the most active, compared to both 
the surface oxide and bulk oxide. In a recent theoretical work, Duan and Henkelman [8] suggested that while 
on the clean Pd(111) metal surface the reaction proceeds via a LH mechanism, the formation of a surface 
oxide might be accompanied by a change of mechanism (Eley-Rideal), where chemisorbed O reacts directly 
with gas-phase CO. Duan and Henkelman also investigated in detail the thermodynamic stability of various 
surface structures on the (111) facet, concluding that the conditions relevant to practical applications of CO 
oxidation (pressures of ∼ 1 atm, temperatures in the 300-600 K range) are close to those where the surface 
oxide and the clean metal surface coexist, i.e. where they have similar surface free energy. This finding is in 
line with what has been established on the (100) facet [9]. 
In experiments performed at fixed pressure, where the rate of CO2 formation is monitored as a function of 
temperature, several groups found an Arrhenius behavior at low temperature, with an apparent activation 
energy in the 1.0-1.3 eV range on the (100) facet [5,10] and 1.1 eV on the (111) facet [1] at around ambient 
pressure. As the temperature increases, though, the rate displays a plateau with almost no temperature 
dependence [7,10] or even a slightly negative apparent activation energy [5]. The temperature at which the 
transition between the two regimes takes place is pressure dependent, with higher pressures resulting in 
higher transition temperatures. The high-Eact regime has been characterized as being dominated by CO 
inhibition of the Pd surface. The low-Eact regime, at least at high pressure, has been argued to be dominated 
by mass transfer limitations, where the rate at which gas-phase reactants are supplied to the catalytic surface 
limits the overall rate of CO oxidation [5]. 
In this work, we employ kinetic Monte Carlo simulations to model CO oxidation on metallic Pd(111). All 
the parameters of our simulations are derived from first principles, through DFT calculations. We model O2 
adsorption and dissociation via a molecular precursor mechanism, consistently with experiment. We simulate 
the system at low pressure, under conditions where the metallic phase is the thermodynamically stable one, 
and we therefore do not address the role of surface oxides. We focus on the steady state of this catalytic 
reaction, monitoring the rate dependence as a function of temperature and pressure. Our results are in 
qualitative agreement with the experimental measurements, and in particular we clearly identify the two 
regimes (low-Eact and high-Eact) discussed in the experimental literature [5,10], characterized by vastly 
different apparent activation energy. We find large quantitative discrepancies in the apparent activation 
energy in the high-Eact regime, and we identify the adsorption and dissociation of oxygen to be crucial in the 
description of the CO-inhibited region. In particular, the kinetics of oxygen adsorption can be changed from 
linear to quadratic in the number of vacant sites upon small changes in the adsorption energy of the 
molecular oxygen precursor and in the activation energy for its dissociation. With the use of simple 
microkinetic models previously proposed in the literature, we analyze the effects of these changes on the 
overall kinetics of CO oxidation. 
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2 Methods 
 
2.1 Kinetic Monte Carlo 
In this work we use the Graph-Theoretical kinetic Monte Carlo (GT-KMC) framework as implemented in 
the software package Zacros [11]. This approach has been illustrated before in our previous works [12-15] 
and here we briefly summarize the main features. 
The energy of the lattice for a given configuration is computed using the cluster expansion approach. The 
Hamiltonian H of the system is given by: 
 ( ) ( )
1
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=
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  (1) 
where σ is a vector describing the microscopic configuration of the system (i.e. which sites are occupied by 
which adsorbates); NC is the number of figures/clusters specified in the energetic model; ECIk is the effective 
cluster interaction of figure k, namely the contribution of one such figure to the total energy; GMk is the 
graph-multiplicity of that figure, and NCEk is the number of occurrences of figure k in the current lattice 
configuration. GMk is equal to the number of permutations of lattice site indexes that will result in the 
detection of the same pattern, i.e. the number of times a distinct pattern is overcounted by the detection 
algorithm [13]. The ECIk terms are fitted against DFT calculations, as discussed below. 
For each of the possible lattice processes, the rate constant is calculated from an Arrhenius expression of 
the form: 
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where “fwd” denotes the forward step in a reversible event, or just an irreversible event; kfwd is the rate 
constant thereof; kB and h are Boltzmann’s and Planck’s constants, respectively; T is the temperature; Q‡ and 
QR are the quasi-partition functions of the transition state and the reactants, respectively. These quasi-
partition functions include the translational, rotational and vibrational degrees of freedom (where applicable) 
[12,16,17]. Finally, ( )‡ σfwdE  is the activation energy at that specific configuration denoted by σ. For a 
reversible event, the rate of the reverse reaction is: 
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where QP is the quasi-partition function of the products. 
The reaction energy ∆Erxn depends on the Hamiltonian of the system before and after the reaction, 
according to 
 ( ) ( ) ( )σ σ σ′∆ = − + ∆rxn gaσE H H E , (4) 
Where σ and σ' are the initial and final lattice configurations respectively. Note that σ' = σ + δσrxn, implying 
that the spectator species configuration does not change. The only change is between reactant and products 
of that particular reaction. ∆Egaσ the difference in the gas species energies between final and initial 
configurations. To ensure microscopic reversibility, the activation energies of the forward and reverse 
elementary steps must satisfy the following relation: 
 ( ) ( ) ( )‡ ‡σ σ σ ′∆ = −rxn fwd revE E E . (5) 
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The activation energies are given by: 
 ( ) ( ) ( )( )( ),0 ,0‡ ‡max 0, ,σ σ ω σ= ∆ + ⋅ ∆ − ∆fwd rxn fwd rxn rxnE E E E E , (6) 
 
 ( ) ( ) ( ) ( )( )( )‡ ‡ ,0 ,0max , 0, 1σ σ ω σ= −∆ − − ⋅ ∆ − ∆rev rxn rev rxn rxnE E E E E . (7) 
where ‡ ,0fwdE  and 
‡
,0revE  are the activation energies of the forward and reverse step at the zero coverage limit 
(i.e. when the surface is occupied only by the reacting species), ω is a parameter termed the “proximity 
factor” [18], which incorporates the linear dependence of the activation energies on the reaction energies, 
and ,0∆ rxnE  is the reaction energy at the zero coverage limit, satisfying: 
 ,0 ,0 ,0
‡ ‡= − ∆rev fwd rxnE E E . (8) 
The linear dependence of the activation energies on the reaction energy ∆Erxn (σ) is due to the Brønsted-
Evans-Polanyi (BEP) relationship [19-21]. 
2.2 DFT calculations 
To parameterize the aforementioned energetic and kinetic models, we carried out first-principles 
calculations using density functional theory (DFT). The DFT calculations presented in this work employ the 
Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) [22] for the exchange and 
correlation functional. We use a plane wave ultrasoft-pseudopotentials [23] approach as implemented in the 
Quantum ESPRESSO package [24]. Kinetic energy cutoffs used to represent the electron wave function and 
density are 27 Ry (367.3 eV) and 200 Ry (2721.1 eV), respectively. We adopt a slab geometry, with four 
metal layers where the bottom two layers are held fixed in bulk positions. A vacuum of around 12 Å ensures 
negligible coupling between periodic replicas of the slab. The Brillouin-zone integration is performed using 
equispaced points equivalent to a (12×12×1) regular mesh in the (1×1) surface unit cell, and the Fermi 
surface is broadened using a smearing parameter of 0.03 Ry (0.41 eV). All the structures are fully relaxed 
until the forces on all atoms are below 5×10−4 a.u. (0.026 eV/Å). The minimum energy paths and the 
transition states are calculated using the climbing-image nudged elastic band (CI-NEB) approach [25], with a 
convergence threshold on forces perpendicular to the path of 0.05 eV/Å. The normal mode analysis is 
performed at the initial and transition states using the finite displacements method, with a displacement of 
0.01 Å. 
3 Results and discussion 
 
3.1 Construction of the cluster expansion 
In our model for CO oxidation on Pd(111) we consider three kinds of adsorbates, CO, O2 and O, which 
can occupy two types of sites, the FCC and HCP hollow sites. In the cluster expansion, in addition to on-site 
adsorption energies, we consider 2-body and 3-body lateral interactions among O-O, O-CO and CO-CO 
adsorbates, while the interactions between O2 and all species are modeled using only 2-body terms. The 2-
body terms include 1st, 2nd and 3rd nearest-neighbor interactions, while 3-body terms include linear, 
triangular and bent figures [26,14]. The total number of figures included in our CE is 88, fitted against 105 
DFT calculations, with varying number of O and CO adsorbates in (2×2), (3×3) and (4×4) cells. The root 
mean square error between the DFT and CE estimate of the adsorption energy per adsorbate is 12.3 meV, in 
line with the 9.6 meV obtained in our previous work were O2 was not considered as an adsorbate [14]. 
Further validation of the CE is provided in the Supplementary Information (Section 5). 
3.2 NEB calculations 
The calculations to compute the activation energy for CO oxidation, O and CO diffusion, have been 
discussed in our earlier publication [14]. Here we focus on the elementary steps involving O2 diffusion and 
dissociation. Experimentally, it has been established that on the (111) facet of Pt-group metals [27-29], and 
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in particular on Pd(111) [30,31], oxygen dissociation takes place via a precursor mechanism. In our 
simulation the dissociation of O2 is therefore a two step process, involving first the adsorption of O2*, 
followed by the dissociation into two O* adsorbates. The same model has been considered in a variety of 
theoretical simulations, both on metal and oxide surfaces [32,33,8,34,35,21]. 
In agreement with what has been established in previous theoretical works for O2 adsorption on the (111) 
surface of Pt-group metals [36,37,33], we find that O2 can adsorb on Pd(111) in several configurations with 
similar adsorption energy. In particular we identified the Top-Bridge-Top (TBT), Top-HCP-Bridge (THB) 
and Top-FCC-Bridge (TFB) configurations with an adsorption energy of −0.67 eV, −0.72 eV and −0.77 eV, 
respectively (see Fig. 1). Here the adsorption energy is evaluated in a 3×3 supercell and is defined as: 
 2(g )2 OO /Pd(111) Pd(111)= − −adσE E E E , (9) 
where 2O /Pd(111)E  is the total energy of the adsorption system, Pd(111)E  is the total energy of the clean slab and 
2(g )OE  is the total energy of an isolated O2 molecule in gas phase. The differences between our computed 
adsorption energies and the ones reported by previous works [37] are of the order of 0.2 eV, and are likely 
due to the different unit cells adopted. 
Since the TBT configuration is the least favorable, we will not consider it as a possible adsorption 
configuration in our model. The dissociation paths we considered are (i) from the O2* in the TFB 
configuration two O* adsorbates on HCP sites and (ii) from the O2* in the THB configuration two O* 
adsorbates on FCC sites. The activation energy, evaluated in a (3×3) unit cell, for the first path is 0.79 eV, 
while for the second path it is 0.65 eV. The reaction energy for the first reaction is −0.95 eV and for the 
second reaction is −1.31 eV. In agreement with the BEP principle, we can see that lower barriers correspond 
to more exothermic reactions. 
To evaluate the proximity factor ω we focused on the * *2, 2→TFB HCPO O  reaction and considered the 
coadsorption of either one or two O* adsorbates, in different positions. We computed 6 different reaction 
paths and in Fig. 2 we show the linear fit of the activation energy as a function of the reaction energy, 
yielding a proximity factor of 0.43. In the following, we assume the same value for proximity factor also for 
the * *2, 2→THB FCCO O  reaction. 
We then considered the diffusion of O2* on the surface: * *2, 2,↔TFB THBO O , obtaining an activation energy of 
0.10 eV for the forward reaction. In this case, the proximity factor was set to 0.5, as in the case of diffusion 
of O* and CO*. 
We note that the theoretical modelling of O2 adsorption and dissociation on Pt-group metal surfaces has 
being thoroughly investigated in the recent past [38]. Pt(111), in particular, is the surface that has received 
most attention, and where a detailed comparison between theory and experiments has been made [39]. Tight-
 
Fig. 1 Adsorption configurations for O2 adsorption on Pd(111). Top-Bridge-Top (TBT), Top-HCP-Bridge (THB) and Top-FCC-
Bridge (TFB) configurations are shown. 
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binding molecular dynamics based on a DFT parameterization, in particular, led to satisfactory agreement 
between the simulated and the experimental sticking coefficient of O2. Nonetheless, it is worth recalling that 
the description of this system is strongly dependent on the exchange and correlation functional employed: for 
example, going from the PBE to RPBE functional the adsorption energy of O2 changes from −0.6 eV to −0.1 
eV [38]. 
3.3 KMC simulations 
The list of elementary events included in our model is presented in Table 1. Besides adsorption and 
desorption of CO and O2, we consider the dissociation of O2*, the diffusion of O*, CO* and O2* and the 
oxidation of CO* to CO2. The O2* adsorbate is considered as a monodentate species, with 2,O
∗
TFB  treated as an 
adsorbate on the FCC site and 2,O
∗
THB  as an adsorbate on the HCP site. 
The CO adsorption energy obtained using DFT-PBE severely overestimates the experimental value, while 
calculations based on the random-phase approximation (RPA) are in better agreement with experiments [40]. 
We therefore employed the RPA value (1.5 eV [40]) rather than the PBE value (1.9 eV), and tested the effect 
that a variation of the CO adsorption energy has on the kinetics of CO oxidation (see Section 3.3.2). 
For computational efficiency, we slow down quasi-equilibrated elementary steps that are considerably 
faster than the fastest non-quasi-equilibrated elementary step. We do so altering the prefactor for such fast 
events (like diffusions and adsorptions/desorptions), namely scaling the prefactor by a “stiffness coefficient”, 
ensuring that they are still quasi-equilibrated and at least 2 orders of magnitude faster than the slowest 
elementary events. As an example, at 400 K, ptot = 10–8 bar (CO:O2 = 2:1 molar fraction) we used a stiffness 
coefficient of 104 for CO and O2 adsorption, 106 for O* and O* diffusion, 1012 for CO* diffusion. We show in 
the Supplementary Information that the effect of the stiffness coefficients on the rate of CO oxidation is 
negligibly small. 
 
 
 
 
Fig. 2 Linear fit of the activation energy for O2* dissociation on Pd(111) as a function of the reaction energy. We consider the 
reaction * *2,TFB HCPO 2O→  and the reaction energy is defined as the energy difference between final and initial state. The structures 
differ in the number and position of O* adsorbates surrounding the dissociating O2* molecule. 
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Step Afwd (s−1) Afwd/Arev act
0E  (eV) ω 
*
( )CO * CO+ ↔g FCC FCC  5.69×10
–5 0.92×10−17 0 0 
*
( )CO * CO+ ↔g HCP HCP  5.69×10
–5 1.88×10−17 0 0 
* *CO * * CO+ ↔ +FCC HCP FCC HCP  5.37×10
–1 1.39 0.26 0.5 
*
2( ) 2,O * O+ ↔g FCC FCC  2.66×10
–5 1.88×10−17 0 0 
*
2( ) 2,O * O+ ↔g HCP HCP  2.66×10
–5 1.75×10−17 0 0 
* *
2, 2,O * * O+ ↔ +FCC HCP FCC HCP  2.03×10
6 0.93 0.10 0.50 
* *
2,O 2* 2 O *+ ↔ +FCC HCP HCP FCC  1.42×10
13 0.39 0.79 0.43 
* *
2,O 2* 2 O *+ ↔ +HCP FCC FCC HCP  1.53×10
13 0.23 0.65 0.43 
* *O * * O+ ↔ +FCC HCP FCC HCP  7.87×10
6 1.36 0.53 0.50 
* *
2(g)CO O CO+ ↔FCC FCC  3.13×10
13 - 1.13 0.33 
* *
2(g)CO O CO+ ↔HCPHCP  1.14×10
13 - 1.08 0.33 
Table 1 List of the elementary steps included in the KMC model, including the prefactor in the 
forward direction (Afwd) at 400 K and ptot = 10–8 bar; the ratio of the prefactors in the forward and 
backward directions; the activation energy in the zero-coverage limit ( 0
actE ); and the proximity factor 
(ω). 
3.3.1 Effectσ of temperature and preσσure 
In Fig. 3 we show the rate of CO oxidation (turnover frequency, TOF) as a function of temperature for 
three values of total pressure: 10−10, 10−8 and 10−6 bar, while keeping the CO:O2 mole ratio fixed at 2:1. 
Plotting the log of the TOF against inverse temperature we obtain at low temperature an Arrhenius behavior, 
with an  approximately linear drop of the TOF yielding an apparent activation energy of 1.66 ± 0.06 eV at 
10−10 bar, 1.69 ± 0.05 eV at 10−8 bar and 1.78 ± 0.04 eV at 10−6 bar. At higher temperature, on the other 
hand, the TOF saturates, resulting in very small apparent activation energies (0.12 ± 0.01 eV at 10−10 bar). 
The temperature at which such saturation occurs clearly moves towards higher temperatures as the pressure 
increases. 
To rationalize these results we first of all monitored the rates of all the elementary events considered in 
our simulations for two values of temperature, 400 K and 600 K, representative of the high- and low-Eact 
regimes, respectively, and two values of pressure, 10−6 and 10−10 bar (see Supplementary Information, 
Section 2.1). This analysis shows that at all conditions the CO oxidation reaction and the O* dissociation 
have a similar rate and in both cases the forward reaction dominates, making them essentially irreversible. 
Moreover, all the other elementary steps (i.e. CO*, O* and O2* diffusion, CO and O2 adsorption) are quasi-
equilibrated. 
We then computed the degree of rate control [41] XRC defined as 
 RC,n 0
log(TOF)∂
=
 −
∂ 
 
n
X
E
RT
, (10) 
through finite differences at 390 K, taking 0nE  to be: (i) the adsorption energy of O2
* on HCP sites; (ii) the 
activation energy for dissociation of O2* on HCP sites; (iii) the adsorption energy of CO* on FCC sites; (iv) 
activation energy for CO oxidation of adsorbates on FCC sites. We varied 0nE  by ± 0.05 eV and computed 
the corresponding TOF. For these four cases we obtained values for XRC of 0.75, 0.70, 0.90 and 0.02. We can 
therefore conclude that in the high-Eact regime the surface reaction of CO oxidation is not rate limiting, while 
O2* dissociation is. Moreover, the adsorption energy of the molecular oxygen precursor and CO* have large 
XRC values, showing that the stability of these intermediates is a key factor in the kinetics of the overall 
process. 
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Further insights are offered by monitoring the coverages of the adsorbates at various conditions of 
temperature and pressure. In Fig. 4 we show the coverage of O* and CO* (considering the sum of adsorbates 
on both FCC and HCP sites) as a function of temperature for three values of pressure, 10–6, 10–8 and 10–10 
bar. The coverage of O2* is not shown, since it is negligibly small in the range of temperatures and pressures 
examined here. The high-Eact regime is therefore characterized by a high CO* coverage (CO* inhibition, in 
agreement with experiment), while at high temperature the coverages of both adsorbates are small. As the 
pressure increases, Fig. 4 shows that the temperature at which the CO* coverage drops to zero moves to 
higher values, which explains why the transition from the low-Eact to the high-Eact regime happens at higher 
temperatures. All the qualitative features of our simulations reproduce well the experiments performed by 
Goodman and co-workers [5], who monitored the TOF of CO oxidation on Pd(100) in the CO pressure range 
10–8 - 8 Torr, using a 2:1 CO:O2 mole ratio as in our simulations. Unfortunately, an experimental dataset is 
not available for the (111) facet, but comparison of the TOF vs. temperature for the (111) and (100) facets at 
a fixed CO pressure of 10–6 Torr shows a remarkably similar behavior [5], in agreement with the fact that CO 
oxidation on Pt-group catalysts is known to be structure insensitive [42]. 
Comparing the absolute values for the TOF we have obtained in our simulations with those obtained 
 
Fig. 3 Arrhenius plot of the temperature dependence of the rate of CO oxidation, computed for three values of pressure while keeping 
the CO:O2 mole ratio fixed at 2:1. 
 
Fig. 4 Steady state coverages of CO* (left) and O* (right) as a function of temperature reported for three values of pressure, with 
Eb(CO) = 1.5 eV. Discontinuities on the coverage are due to statistical errors. 
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experimentally on the Pd(100) surface [5,10], our computed rates are about 3 orders of magnitude lower than 
the experimental values. This discrepancy could be due to errors in the activation energies and adsorption 
energies used in our simulations. As an example, an error of 0.2 eV in the activation energy of a rate 
determining step, an error compatible with the accuracy of DFT-GGA calculations, would lead to changes in 
the rate of that process at 400 K of the same order as the discrepancy mentioned above (e–0.2/kBT ≈ 3×10–3 at T 
= 400 K). 
More disconcerting, on the other hand, is the fairly large discrepancy between the apparent activation 
energy in the CO*-inhibited region measured experimentally, 0.64 eV at a total pressure of 10–10 bar [5], and 
the one extracted from our simulations, 1.66 - 1.78 eV. In the following, we explore two possible sources of 
this discrepancy, namely an inaccurate value of the adsorption energy of CO* and an unreliable model for the 
dissociation of O2*. 
3.3.2 Effectσ of CO adσorption energy  
In this Section we investigate the effect of the adsorption energy of CO* on the catalytic properties of the 
system. On the basis of the large degree of rate control XRC discussed earlier, we expect the stability of the 
CO* adsorbate to be crucial in the kinetics of the overall process. Experiments as well as DFT-RPA 
calculations [40] suggest a value of around –1.5 eV for the CO adsorption energy on Pd(111) hollow sites in 
the low coverage limit. We performed a series of simulations where we varied this quantity while leaving all 
the other parameters of the calculations unchanged. We show in Fig. 5 the effect of making the CO* 
adsorption on Pd(111) weaker than the experimental value, by comparing the results of the simulations 
described in the previous section (Eb(CO) = –1.5 eV) with those where Eb(CO) was set to –1.4 eV and –1.3 
eV (i.e. where we reduced the strength of the CO adsorption on both FCC and HCP sites by 0.1 and 0.2 eV). 
At high temperature, weakening the CO* interaction with the surface has the effect of reducing the TOF, as a 
result of the lower CO* coverage. At low temperature, in the CO-inhibited region, the apparent activation 
energy decreases substantially when CO* is bound less strongly. We obtain values for the apparent activation 
energy of 1.66 eV, 1.37 eV and 1.02 eV with values for Eb(CO) of –1.5 eV, –1.4 eV and –1.3 eV, 
respectively. In Fig. 6 we present a comparison of the steady state coverages for CO* and O* with values of 
Eb(CO) of –1.5, –1.4 and –1.3 eV. Not surprisingly, at fixed temperature, the CO* coverage decreases as the 
interaction of CO* is weakened, while the opposite happens for the coverage of O*. 
This analysis shows that increasing Eb(CO) has a large effect on the kinetics of this system in the CO-
inhibited region. Allowing for deviations of Eb(CO) 0.1-0.2 eV, however, is not enough to reconcile our 
KMC model with the experimental measurements of the apparent activation energy. To understand the 
 
Fig. 5 Arrhenius plot of the temperature dependence of the rate of CO oxidation, computed for three values of CO* adsorption 
energy. The total pressure is set to 10–10 bar and the CO:O2 mole ratio is 2:1. 
- 10 - 
relation between the adsorption energy of CO* and the apparent activation energy of CO oxidation, Xu and 
Goodman [43] developed a microkinetic model that consists of the following four elementary steps: 
 *g 1CO CO→ k  (11) 
 * g 2CO CO→ k  (12) 
 *2,g 3O 2O→ k  (13) 
 * * 2,g 4O CO CO 2+ → + ∗ k  (14) 
where ki is the rate constant of each elementary step. Assuming the rate of O2 adsorption to be linear in the 
number of empty sites, i.e. 
 *
2
O
3 O *2 θ
θ
=
d
k p
dt
, (15) 
Xu and Goodman [43] found that the apparent activation energy of the CO oxidation reaction in the CO-
inhibited region is equal to the adsorption energy of CO. Other microkinetic models proposed in the 
literature for CO oxidation on Pt-group catalysis, on the other hand, lead to different apparent activation 
energies. The model adopted by Falsig et al. [32] and by Duan and Henkelman [8] consists of the following 
four elementary steps: 
 *gCO CO↔  (16) 
 2,g 2O O
∗↔  (17) 
 *2O 2O
∗ →  (18) 
 * * 2,gO CO CO 2+ → + ∗  (19) 
Assuming the coverage of adsorbed atomic oxygen *Oθ  to be negligibly small (a good approximation in 
the CO-inhibited region), the CO and O2 adsorption/desorption reactions to be quasi-equilibrated and the O2* 
dissociation to be non-reversible (good approximations, as shown in the Supplementary Information Fig. 3), 
the steady state rate of CO oxidation has the following expression: 
 *2 2CO O *O 2 θ θ=
oxid diσσr k  (20) 
 O2,diss 2 2
2 2
/ O O
2
CO CO O O
2A
1
−
=
 + + 
act
B
adσ
E k Tfwd
adσ adσ
K p
e
K p K p
 (21) 
where K’s are the equilibrium constants and Afwd is the prefactor for the dissociation of O2*. If we take the 
 
Fig. 6 Steady state coverages of CO* (left) and O* (right) as a function of temperature reported for three values of Eb(CO). The total 
pressure is set to 10–10 bar and the CO:O2 mole ratio is 2:1. 
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high-temperature and low-temperature limits of this expression, we find: 
 
( ) ( ) ( )( )2,dissCO 2 O
dlim log O
d 1/
−
→∞
= = − +high T oxid actapp B bTE k r E ET
 (22) 
 
( ) ( ) ( ) ( )( )2,dissCO 2 O0
dlim log O 2 CO
d 1/
−
→
= = − + −low T oxid actapp B b bTE k r E E ET
 (23) 
From these two expressions it is clear why in Fig. 3 the apparent activation energy at high temperature is 
nearly zero, since in our KMC model we have 
2,dissO
actE = 0.65 eV and ( )2ObE  = –0.67 eV in the zero-coverage 
limit. At low temperature, on the other hand, this microkinetic model gives an apparent activation energy that 
is approximately equal to ( )2 CObE , at variance with the model of Xu and Goodman. The crucial difference 
in the two microkinetic models giving rise to this difference is how O2 adsorption and dissociation is treated. 
As shown in Eq. 15, Xu and Goodman assume that the adsorption rate of oxygen dθO*/dt is linear in the 
vacant sites θ *, while the model of Falsig et al. leads to a quadratic dependence. It is therefore crucial to 
examine which model is more appropriate and what kind of kinetics for O2 adsorption and dissociation we 
obtain in our KMC simulations. 
3.3.3 O2 adσorption and diσσociation: Effectσ of adσorption energy and diσσociation barrier 
A distinctive feature of O2 adsorption and dissociation on the (111) facet of Pt-group metals is the fact 
that this process occurs via a precursor [27-31], as discussed in Section 3.2. Xu and Goodman [43] suggested 
that the presence of a precursor implies that the rate of oxygen adsorption in linear in vacant surface sites. 
This was indeed shown by Yates et al., [28] who found that the adsorption rate for O2 on Rh(111) at 335 K is 
proportional to 1–Θ, while the authors expected a (1–Θ)2 dependence, since two O* adsorbates need to be 
accommodated (here Θ here indicates the O* coverage). 
Assuming a (1–Θ)2 dependence would lead to Θ/(1–Θ) being linear in the O2 exposure, while a (1–Θ) 
dependence would lead to –log(1–Θ) being linear in the O2 exposure. Following Yates et al. [28], in Fig. 7(a) 
we plot these two quantities against O2 exposure using the cluster expansion fitted against our DFT data as 
discussed in Section 3.1 and the activation energies for O2 dissociation discussed in Section 3.2. The red 
dashed line in Fig. 7(a) shows the quantity Θ/(1–Θ), while the black solid line shows –log(1–Θ). This 
simulation shows clearly that the red dashed line is approximately linear, while the solid black line is not, 
 
Fig. 7 Plot of the O* coverage Θ as a function of the O2 exposure (pO2[Torr]×time[s]×10
6). The red dashed line is a plot of the quantity 
Θ/(1–Θ) while the black solid line is the quantity –log(1–Θ). Panel (a) is obtained from a simulation with the original parameters for 
O2 adsorption and dissociation ( ( )2,dissO FCC 0.79eV=
actE , ( )
2,dissO
HCP 0.65eV=actE , ( )2O ,FCC 0.67eV= −bE , ( )2O ,HCP 0.52eV= −bE ), 
while in panel (b) we employed ( )
2,dissO
FCC 0.59eV=actE , ( )
2,dissO
HCP 0.45eV=actE , ( )2O ,FCC 0.97eV= −bE , ( )2O ,HCP 0.82eV= −bE . 
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implying that with our theoretical model adsorption of O2 is proportional to (1–Θ)2, at variance with the 
experimental findings. As discussed earlier, a quadratic dependence implies that the apparent activation 
energy in the CO-inhibited region is ~ 2Eb(CO), and this is the most likely cause for the high apparent 
activation energy in our KMC simulations. 
In an attempt to reproduce the linear O2 dissociation kinetics, we subsequently varied the on-site 
adsorption energy of O2* and the activation energy of the dissociation of O2*. We thus found that fairly small 
changes in these parameters can lead to different kinetics for the O2 adsorption, which is consistent with the 
large degree of rate control XRC of these two parameters. In particular, lowering the activation energy (of 
both the FCC and HCP paths) by 0.2 eV and increasing the strength of O2* adsorption (on both FCC and 
HCP sites) by 0.3 eV leads to the results shown in Fig. 7(b), which are indicative of adsorption kinetics linear 
in (1–Θ), in agreement with experiments. We stress that errors of the orders of 0.2-0.3 eV in adsorption 
energies and activation energies are compatible with typical error in DFT simulations based on GGA 
functionals. 
The impact that these changes on the on-site adsorption energy of O2* and the activation energy of the 
dissociation of O2* have on the kinetics of CO oxidation is displayed in Fig. 7. While qualitatively the overall 
shape of the TOF vs. 1/T curves are similar when comparing the original simulation in Fig. 3 with the one 
obtained with the modified values for O2* adsorption and dissociation, the effect is an overall shift of these 
curves towards lower temperatures and a sensible reduction of the activation energy in the CO-inhibited 
region, from 1.66 ± 0.06 eV to 0.92 ± 0.08 eV, now in better agreement with the experimental estimate of 
0.64 eV at a pressure of 10–10 bar [5]. On the basis of the microkinetic models described above, we can 
ascribe this reduction in apparent activation energy to a change in the kinetics of O2 adsorption and 
desorption, triggered by the small but relevant changes in the O2* adsorption energy and barrier for 
dissociation. 
We stress that we cannot expect quantitative agreement between the predictions of these microkinetic 
models and the full KMC simulations, as further discussed in the Supplementary Information. The reason is 
that they only consider one type of adsorbate, and completely neglect interactions among adsorbates as well 
as the effects of such interactions on the activation energies; these simplifications severely limit the ability of 
these models to achieve an accurate quantitative description of the kinetics of the system. Yet, as we saw, 
these microkinetic models were extremely important in rationalizing the behavior of the catalytic system. 
 
Fig. 8 Comparison of the TOF of CO oxidation obtained with two different sets of parameters for O2 adsorption and dissociation: 
Model 1 uses the original cluster expansion derived from DFT calculations described and the activation energy for O2 dissociation 
obtained from the NEB calculations (here we show only the results at ptot = 10–10 bar; Model 2 uses an adsorption energy for O2* 
lowered (i.e. more strongly bound) by 0.3 eV and an activation energy for O2 dissociation lowered by 0.2 eV. 
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4 Conclusions 
In this work, we modeled the steady-state of CO oxidation on Pd(111) using a kinetic Monte Carlo 
approach with parameters derived from first-principles calculations. We studied how the TOF depends on 
temperature and pressure, keeping the CO:O2 mole ratio set at 2:1 and focusing on conditions where the 
catalyst remains in its metallic phase. Comparing the results of our simulations with experimental data, most 
of which are available only for the (100) facet, we found that all the qualitative features of this catalytic 
system are faithfully reproduced by our model. In particular, we correctly identified two regimes, at low and 
high temperature, characterized by vastly different apparent activation energies. The dependence of the TOF 
on pressure as well as the dependence of the temperature at which the system transitions between the two 
regimes on pressure are also correctly captured. 
In agreement with experiments, we find that the high-Eact regime is characterized by CO-inhibition. The 
low-Eact regime, on the other hand, displays a plateau, as a result of the adsorption energy of O2 and the 
activation energy for O2 dissociation being approximately equal in magnitude and opposite in sign. Using our 
original parameter set, we found large quantitative discrepancies between our simulations and the 
experimental measurements, both in the absolute values of our TOFs as well as in the apparent activation 
energy in the low temperature regime. These discrepancies are likely due to errors in the DFT-derived 
parameters that enter our model. In particular we have shown that the O2 adsorption and dissociation 
predicted by our model is quadratic in the vacant sites, while experimental measurements show it is linear. 
Small changes in the adsorption energy and dissociation barrier of O2, within the expected DFT error, lead to 
correct linear regime, which results in substantially better quantitative agreement with experiments. We 
rationalized these changes on the basis of microkinetic models previously proposed for this system and found 
that an accurate description of O2 adsorption and dissociation is crucial to correctly model this catalytic 
system. 
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