Abstract. In this paper we consider the problem of simultaneously determining the time-dependent thermal diffusivity and the temperature distribution in one-dimensional heat equation in the case of nonlocal boundary and integral overdetermination conditions. We establish conditions for the existence and uniqueness of a classical solution of the problem under considerations. We present some results on the numerical solution with an example.
Introduction
Suppose that one need to determine the temperature distribution u(x, t) as well as thermal coefficient a(t) simultaneously satisfy the equation (0.1) u t = a(t)u xx + F (x, t), 0 < x < 1, 0 < t ≤ T, Various statements of inverse problems on determination of thermal coefficient in one-dimensional heat equation were studied in [4, 5, 6] . It is important to note that in the papers [4, 5] the time dependent thermal coefficient is determined by nonlocal overdetermination condition's data. Besides, in [1, 4] the coefficients of the heat equations are determined in the case of nonlocal boundary conditions.
In the present work, the existence and uniqueness of the classical solution of the problem (0.1)-(0.4) is reduced to fixed point principles by applying Fourier method. The boundary conditions (0.3) admit the expantions by the system of eigenfunctions and associated functions corresponding to the spectral problem.
The paper organized as follows:
In Chapter 1, the auxiliary spectral problem which can be obtained by applying Fourier method to the problem (0.1)-(0.3) is studied. In Chapter 2, the existence of the solution of inverse problem in Q T , and the uniqueness of the solution of the inverse problem in Q T0 (0 < T 0 ≤ T ) are shown. Then in Chapter 3, the continuous dependence upon the solution of the inverse problem is shown. Finally, in Chapter 4, the numerical solution for the inverse problem is presented with an example.
The auxiliary spectral problem
Consider the spectral problem
This problem is wellknown in [7] , as auxiliary spectral problem in solving a nonlocal boundary value problem for heat equation by Fourier method.
It is clear to show that, the problem (1.1) has eigenvalues
and the system of functions
Complete the system X k (x), k = 0, 1, 2, ... with the associated functions
of the problem (1.1). Denote the systems of functions (1.2) and (1.3) as follows:
The system of functions
The adjoint problem of (1.1) has the form
Analogously to the system (1.4), the system of eigenfunctions and associated functions of the problem (1.5) is denoted by
It is easy to calculate that the systems (1.4) and (1.6) form a biorthonormal system on interval [0, 1] , i.e.
Existence and Uniqueness of the solution of the inverse problem
We have the following assumptions on the data of the problem (0.1)-(0.4).
where
Remark 1.
There are functions ϕ, E and F satisfying the assumptions (
The main result is presented as follows. Proof. Any solution of the equation (0.1) can be given by
where the functions u k (t), k = 0, 1, 2, ... satisfy the following system of equations:
Substuting the solution of this system of equations and initial condition (0.2) in (2.1), we obtain the solution of the problem (0.1)-(0.3) in the following form
Under the conditions (1) of (A 2 ) and (1) of (A 3 ) the series (2.2) and ∞ k=1 ∂ ∂x are uniformly convergent in Q T since their majorizing sums are absolutely convergent. Therefore their sums u(x, t) and u x (x, t) are continuous in Q T . In addition, the
and this yields
It is easy to verify that
Using the representation (2.4), the following estimate is true:
Introduce the set M as:
It is easy to see that P : M → M. Show that the operator P is compact. Let M 1 ⊂ M be an arbitrary bounded set.
Using the estimate e −(2πk)
we obtain (2.7)
To this end, take an arbitrary ε > 0.
From (2.7) for |t 1 − t 2 | < δ, we obtain (2.9)
Substituting (2.8) and (2.9) in (2.6) we get 
The following estimate is true:
Using the estimates e −(2πk)
Let α ∈ (0, 1) be arbitrary fixed number. Fix a number T 0 , 0 < T 0 ≤ T, such that
Then from the equality (2.11) we obtain
which implies that a = b. By substituting a = b in (2.10), we have u = v.
Theorem has been proved.
3. Continuous Dependence of (a, u) upon the data Proof. Let Φ = {ϕ, F, E} and Φ = ϕ, F, E be two sets of the data, which satisfy the conditions (
Suppose that there exist positive constants M i , i = 1, 2, 3 such that
Let (a, u) and (a, u) be solutions of the inverse problem (0.1)-(0.4) corresponding to the data Φ and Φ, respectively. According to (2.4),
First let us estimate the difference a − a. It is easy to compute that
, where M k , k = 4, ..., 12, are some constants. If we consider these estimates in a − a, we obtain
.
The inequality M 11 < 1 holds for small T . Finally, we obtain a − a
From (2.2), the similar estimate is also obtained for the difference u − u as
Numerical method and an example
We consider an example of numerical solution of the inverse problem (0.1)-(0.4). We use the finite difference method with a predictor-corrector type approach, that is suggested in [2] . Apply this method to the problem (0.1)-(0.4).
We generate the fictitious point needed for dealing with the second boundary condition. We choose the Crank-Nicolson scheme, which is absolutely stable and has a second order accuracy in both h and τ . ( [9] ) The Crank-Nicolson scheme for (0.1)-(0.4) is as follows:
, where 1 ≤ i ≤ M and 0 ≤ j ≤ N are the indices for the spatial and time steps respectively, u 
.., M −1, j = 0, 1, ..., N. Now, let us construct the predicting-correcting mechanism. First, integrating the equation (0.1) respect to x from 0 to 1 and using (0.3),(0.4), we obtain
The finite difference approximation of (4.6) is
and the values of φ i provide us to start our computation. We denote the values of a j , u j i at the s-th iteration step a j(s) , u
, respectively. In numerical computation, since the time step is very small, we can take a j+1(0) = a j , u 1, 2, ....N, i = 1, 2, . .., M . At each (s + 1)-th iteration step we first determine a j+1(s+1) from the formula
Then from (4.1)-(4.3) we obtain It is easy to check that the exact solution is {a(t), u(x, t)} = 1 (2π) 2 + exp (4t) , (1 − x) sin 2πx exp(−t) .
We use the Crank-Nicolson scheme and the iteration which are explained above. In result, we obtain Table 1 and Table 2 for exact and approximate values of a(t) and u(x, t). The step sizes are h = 0.005 and τ = 
