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Abstract
The issue of holographic mapping between bulk and boundary in the plane-wave limit
of AdS/SYM correspondence is reexamined from the viewpoint of correlation functions.
We first study the limit of large angular momentum for the so-called GKP-W relation in
supergeravity approximation, connecting directly the effective action in the bulk and the
generating functional of correlation functions on the boundary. The spacetime tunneling
picture which has been proposed in our previous works naturally emerges. This gives not
only a justification of our previous proposal, with some important refinements, on the
mapping between bulk effective interaction and the CFT coefficients on the boundary in
the plane-wave limit, but also implies various insights on the interpretation of holography
in the plane-wave limit. Based on this result, we construct a new ‘holographic’ string field
theory. We confirm for several nontrivial examples that this gives the CFT coefficients
derived by perturbation theory on the gauge-theory side. Our results are useful for under-
standing how apparently different duality maps proposed from different standpoints are
consistent with each other and with our definite spacetime picture for the AdS holography
in the plane-wave limit.
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1. Introduction
An impressive amount of computations have been done following the BMN conjecture
[1] as to the identification of stringy operators in AdS/CFT correspondence. In spite
of all those important works of two years, however, it seems that the question of holo-
graphic correspondence of correlation functions for the BMN operators still has not been
appropriately understood. In the case of the original AdS5/SYM4 correspondence, the
relation between the bulk fields {φi(z, ~x)} and the gauge-invariant operators {Oi(~x)} of
4D Yang-Mills theory has been concretely formulated as the famous GKP-W relation [2]
Z[φ] ∼ 〈exp
[ ∫
d4x
∑
i
φi(~x)Oi(~x)
]
〉, (1.1)
which connects the boundary values limz→0 z∆i−4φi(z, ~x) = φi(~x) of the bulk fields to
the source fields coupled with {Oi(~x)} at the conformal boundary of AdS spacetime.
If one naively followed the Penrose limit in the bulk of AdS spacetime in obtaining a
plane-wave approximation, one would end up in a puzzling situation that the plane-wave
geometry corresponding to the large angular momentum along a direction of S5 cannot
be related to the conformal boundary, since the null trajectory adopted by the BMN
proposal never reaches the conformal boundary. Because of this difficulty, some different
ways of comparing both sides without relying directly upon the GKP-W relation have
been discussed in the literature [3]. However, lacking for more direct links to physical
observables, these proposals seem to be still regarded as phenomenological data towards a
better understanding of holography. It is very important to resolve the issue of holographic
correspondence from the viewpoint of correlation functions, since it would be a crucial
basis in addressing physically more relevant questions related to the duality between closed
string theories and gauge theories.
In previous works, we have presented basic ideas on a possible reconciliation of the
BMN proposal with the GKP-W relation. In ref. [4][5], we proposed to interpret the
GKP-W relation in the plane-wave limit as a consequence of the tunneling propagation
of the BMN states of closed strings from boundary to boundary. The motivation for our
proposal was puzzles which arises in connection of holography when we adopt seemingly
familiar premises in the literature, especially, the identification of the global AdS time
(or light-cone time) with the time of radial quantization on the CFT side.‡ We have
‡In our opinion, the origin of a puzzle discussed in [6] is also related to this identification. For a list
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argued that these puzzles are resolved, by considering the tunneling trajectory connecting
AdS boundary to AdS boundary. Since the role of time parameter is played by the
affine parameter along the tunneling trajectory which is orthogonal to the conformal
boundary, we cannot identify it with radial time directly, and consequently all the puzzles
are naturally resolved. In subsequent works [7], our ideas have been extended successfully
to a more general nonconformal case of Dp-brane backgrounds, by deriving the generalized
correspondence [8] obtained previously between nonconformal SYM theories and Dp-brane
backgrounds.
However, our original argument in [4] has not yet been completely satisfactory, since
it involves some ambiguities with respect to normalization and short-distance cutoff when
we discuss 3-point and higher correlation functions. One of the purposes of the present
work is to reexamine our basic ideas from an equivalent but a more systematic standpoint
by studying the plane-wave limit directly on the GKP-W relation, and to strengthen our
picture by presenting further supports and extensions. In our first work [4], we have not
started from the GKP-W relation. Instead, we have treated the bulk field equation in the
WKB approximation and then proposed a natural ansatz for relating correlation functions
and the Euclidean S-matrix in the same spirit as the GKP-W relation. In the present work,
we study the limit of large R-charge (J) for the GKP-W relation directly and confirm
that our original picture emerges automatically within the supergravity approximation.
Then, on the basis of the known relation [11] for chiral operators between supergravity
and SYM gauge theory, we establish a definite relation between 3-point correlators and
the bulk effective interactions which are consistent with our original picture, including
precise normalization and cutoff.
It turns out that the resultant supergravity effective theory in the plane-wave limit
cannot be obtained from any versions of previously known string field theories. Our result
can be adopted as a strong constraint in constructing a string field theory describing higher
stringy modes in accordance with our picture. We propose a new ‘holographic’ string field
theory, which reduces to the derived effective action when restricted in the supergravity
sector, and simultaneously gives the correct 3-point correlation functions on the SYM side
derived by perturbation theory, via our holographic mapping. As a byproduct, we also give
of other approaches on the plane-wave holography, we would like to refer the reader to several review
articles cited in [3].
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some clarifications on the relation of our picture with other approaches which have been
discussed in some of recent works for mapping the known versions of string field theories
to gauge theory. We believe that our results not only resolve holography in the plane-wave
limit, but also lay a foundation for understanding relation among different proposals and
for investigating further extensions, on the basis of holography for correlation functions.
In particular, we give a definite prediction for impurity non-preserving cases which have
not been treated in the literature before.
The present paper is organized as follows. In section 2, we analyze the large J-
limit directly on the usual diagrammatic rules (‘Witten diagrams’) for computing 3-point
functions from the viewpoint of bulk theory. We demonstrate how our tunneling picture
arises in the WKB approximation and establish the validity of this picture by comparing
with exact computations. In section 3, we derive directly the effective action in the plane-
wave limit from the bulk supergravity effective action given previously in ref. [11]. We then
formulate the holographic relation which should be valid for (non BPS) stringy operators.
In section 4, we construct the ‘holographic’ string field theory which is consistent with
our effective action for supergravity sector. In section 5, we clarify the relation of our
results with other approaches. In section 6, we confirm our general discussion by explicit
examples. We conclude the paper in section 7 by giving further remarks. Two appendices
A and B are devoted to some details of calculation and to a summary of the properties
of string-interaction vertices of string field theory, respectively.
2. The direct large J-limit of GKP-W relation
Let us start from briefly recalling the standard perturbative computation of correlation
functions from bulk supergravity theory. For simplicity, suppose that the bulk theory is
effectively described by scalar fields φi(x) in the AdS5 background with action,
Sφ =
∫
d5x
√
g [
3∑
i=1
1
2
(∂φi)
2 +
3∑
i=1
m2i
2
φ2i + gφ1φ2φ3], m
2
i = Ji(Ji + 4)/R
2. (2.1)
We assume the Euclidean AdS metric (R4 = 4πgsN(α
′)2),
ds2 =
R2
z2
(dz2 + d~x2) (2.2)
using the Poincare´ coordinate. According to the GKP-W dictionary, a 3-point correlation
function of three operators Oi(~xi) (conformal dimension = ∆i = Ji+ k˜i = ki) correspond-
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ing to the bulk fields φi is given, up to an overall normalization factor and to the lowest
order with respect to the coupling constant g, as
〈O1(~x1)O2(~x2)O3(~x3)〉 =
∫
d4~xdz
z5
K∆1(z, ~x; ~x1)K∆2(z, ~x; ~x2)K∆3(z, ~x; ~x3) (2.3)
where the bulk-to-boundary propagator
K∆(z, ~x; ~y) =
Γ(∆)
π2Γ(∆− 2)
( z
z2 + (~x− ~y)2
)∆
(2.4)
satisfies [
z5
∂
∂z
(
z−3
∂
∂z
)
+ z2
∂2
∂~x2
−m2
]
K∆(z, ~x; ~y) = 0, for z > 0 (2.5)
and
lim
z→0 z
∆−4K∆(z, ~x; ~y) = δ(~x− ~y). (2.6)
The PP-wave limit amounts to taking the limit where Ji, R → ∞ with Jiα′/R2 being
kept fixed and k˜i ∼ O(1). The angular momentum which comes from an SO(2) part of
the SO(6) R-symmetry must be assumed to be conserved, say, J1 = J2 + J3. Obviously,
since ∆i ∼ Ji →∞, the integral in the expression eq. (2.3) can be studied by saddle-point
methods.§ For our purpose it is useful to do a warm-up in the case of two-point functions.
In what follows until stated otherwise explicitly, it is convenient to adopt the unit such
that the AdS5 (S
5) radius to be one, R = 1, since R is the only length scale characterizing
this system in the supergravity limit α′ → 0 with fixed R.
2.1 Two-point functions
Consider a 2-point function of the following form
G2(~x1, ~x2) ≡
∫
d4~xdz
z5
K∆(z, ~x; ~x1)K∆(z, ~x; ~x2)z
ǫ, (2.7)
where ǫ→ 0+ is a parameter for regularization. The saddle-point equations are
∂
∂z
(
ln[
z
z2 + (~x− ~x1)2 ] + ln[
z
z2 + (~x− ~x2)2 ]
)
= 0, (2.8)
∂
∂~x
(
ln[
z
z2 + (~x− ~x1)2 ] + ln[
z
z2 + (~x− ~x2)2 ]
)
= 0. (2.9)
§A preliminary discussion on the approach of the present paper has been given by one of the present
authors in a talk at the Strings 2003 conference [12].
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The general solution is
~x0 =
1
2
(~x1 + ~x2)− 1
2
(~x1 − ~x2) tanh τ, z0 = |~x1 − ~x2|
2 cosh τ
(2.10)
with τ being an undermined integration constant. Thus the integral can be approximated
as a one dimensional integral over the ‘collective’ coordinate τ . In conformity with our
previous works, the solution describes a tunneling process from one boundary point ~x1 at
τ ∼ −∞ to another boundary point ~x2 at τ ∼ +∞. Thus we have naturally arrived at
the same picture for the PP-wave holography as we have proposed in previous works.
Following the standard method of semi-classical path-integrals, the integration mea-
sure in (2.3) is replaced by
dzd4~x
z5
⇒ dτdz˜d3~˜x⊥J(τ) (2.11)
for the collective coordinate τ and the fluctuating coordinates z˜, ~˜x, which are defined by
the following shift of the bulk coordinates,
z = z0(τ) + z˜, ~x = ~x0(τ) + ~˜x (2.12)
with the orthogonality constraint
dz0
dτ
δz˜ +
d~x0
dτ
· δ~˜x = 0. (2.13)
The effective metric for the fluctuations is found to be, to the lowest nontrivial order in
the fluctuations,
1
z2
(
(dz0 + dδz˜)
2 + (d~x0 + d ~δx˜)
2
)
⇒ (dτ)2 + 4 cosh
2 τ
|~x1 − ~x2|2
(
cosh2 τ(dδz˜)2 + (dδ~˜x⊥)2
)
(2.14)
where we have used the solution for the constraint (2.13),
δ~˜x = −~n sinh τδz˜ + δ~˜x⊥, ~n · δ~˜x⊥ = 0 (2.15)
with ~n being the unit vector along the direction of the vector ~x1−~x2, which connects two
points ~x1, ~x2 on the boundary. Thus, the Jacobian is given as
J(τ) =
√√√√( 4 cosh2 τ
|~x1 − ~x2|2
)4
cosh2 τ . (2.16)
On the other hand, the effective second-order action for the saddle-point integral is
S
(2)
eff =
4∆
|~x1 − ~x2|2
(
cosh4 τ z˜2 + cosh2 τ (~˜x⊥)
2
)
+ ǫ-dependent factor. (2.17)
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The classical part of the action gives only a factor which is independent of the collective
coordinate τ and has the correct dependence on the distance of boundary points, as can
be checked by using
K∆(z0(τ), ~x0(τ); ~x1,2) =
Γ(∆)
π2Γ(∆− 2) |~x1 − ~x2|
−∆e±∆τ (2.18)
where the sign on the exponentials depends on the points ~x1 or ~x2, respectively. It is
now evident that the Jacobian factor is canceled by the integrations over the fluctuating
coordinates, up to a ∆-dependent proportionality constant. Consequently, the two-point
function in the large ∆ limit is given simply by
G2(~x1, ~x2)⇒ ∆
2
π2
|~x1 − ~x2|−2(∆−ǫ)
∫ +∞
−∞
dτ (2 cosh τ)−ǫ, (2.19)
where the ǫ dependent contributions come from the factor zǫ in the defining expression
(2.7). Thus, in the limit ǫ→ 0+, we reproduce the correct behavior for two-point corre-
lators for conformal operators, up to the pole singularity∫ +∞
−∞
dτ (2 cosh τ)−ǫ ∼ 2
ǫ
. (2.20)
We can compare this result with that of exact integration:
G2(~x1, ~x2) =
( Γ(∆)
π2Γ(∆− 2)
)2 × π2
2
Γ(∆− 2)Γ(ǫ/2)2
Γ(∆)Γ(ǫ)
|~x1 − ~x2|−2(∆−ǫ) ∼ 2∆
2
π2
1
ǫ
|~x1 − ~x2|−2∆
(2.21)
Here we have used the general formula for this type of integral [9],∫ ∞
0
dz
∫
dD~x
za
(z2 + (~x− ~x1)2)b(z2 + (~x− ~x2)2)c = |~x1 − ~x2|
1+a+D−2b−2cI(a, b, c,D),
I(a, b, c,D) ≡ π
D/2
2
Γ(a
2
+ 1
2
)Γ(b+ c− D
2
− a
2
− 1
2
)Γ(1
2
+ a
2
+ D
2
− b)Γ(1
2
+ a
2
+ D
2
− c)
Γ(b)Γ(c)Γ(1 + a+D − b− c) .
(2.22)
In reality, for the effective theory described by (2.1), it is more appropriate to consider
∫
d4~xdz
z5−ǫ
[
gµν(z, ~x)∂µK∆(z, ~x; ~x1)∂νK∆(z, ~x; ~x2) +m
2K∆(z, ~x; ~x1)K∆(z, ~x; ~x2)
]
(2.23)
than (2.7). It is easy to repeat the above calculation for this case. Only difference of the
final result from the case of G2 is the multiplication of (m
2 −∆2)/m2 ∼ −4/∆.
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2.2 3-point functions
Armed by this exercise, we now go back to the 3-point function (2.3). The saddle-point
equations are
3∑
i=1
∆i
(1
z
− 2z
z2 + (~xi − ~x)2
)
= 0, (2.24)
3∑
i=1
∆i
~xi − ~x
z2 + (~xi − ~x)2 = 0. (2.25)
It is easy to convince oneself that, for generic configurations of three boundary points,
there is no solution to these equations. However, if we take a limit where two of the
boundary points, say, ~x2 and ~x3 approach sufficiently to one point ~xc = (~x2 + ~x3)/2, the
same trajectory connecting ~x1 and ~xc as we have discussed in the previous subsection can
be regarded as an approximate solution. Therefore, let us try to reduce the integral to
the one along the following trajectory,
~x0(τ) =
1
2
(~x1 + ~xc)− 1
2
(~x1 − ~xc) tanh τ, z0(τ) = |~x1 − ~xc|
2 cosh τ
(2.26)
with the fluctuations, ~˜x = ~x − ~x0 and z˜ = z − z0. For our purpose it is sufficient to
evaluate the integral to the leading order in the short-distance limit,
~δ ≡ ~x2 − ~xc = −~x3 + ~xc → 0.
In order to avoid unnecessary complications, we assume that all three points ~x1, ~x2, ~x3 are
along a single line on the boundary.
The effective action for this computation
Seff =
3∑
i=1
∆i ln
z2 + (~xi − ~x)2
z
(2.27)
is rewritten as
∆1 +∆2 +∆3
2
(
ln
z2 + (~x1 − ~x)2
z
+
z2 + (~xc − ~x)2
z
)
+
∆1 −∆2 −∆3
2
(
ln
z2 + (~x1 − ~x)2
z
− ln z
2 + (~xc − ~x)2
z
)
+∆2 ln
(
1 +
2~δ · (~xc − ~x) + ~δ2
z2 + (~xc − ~x)2
)
+∆3 ln
(
1 +
−2~δ · (~xc − ~x) + ~δ2
z2 + (~xc − ~x)2
)
. (2.28)
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The first line of (2.28) can be treated in exactly the same way as for the 2-point case, by
replacing ∆ by (∆1 +∆2 +∆3)/2 (∼ J1 →∞). Next, since
∆1 −∆2 −∆3 ∼ O(1), (2.29)
the second line can be approximated by its value on the classical trajectory
∆1 −∆2 −∆3
2
(
ln
z20 + (~x1 − ~x0)2
z0
− ln z
2
0 + (~x2 − ~x0)2
z0
)
= (∆1 −∆2 −∆3)τ (2.30)
The third line gives, to the zero-th order with respect to the fluctuations,
− 2(∆2 −∆3) δ|~x1 − ~xc| − (∆2 +∆3)
δ2
|~x1 − ~xc|2 + (∆2 +∆3)
δ2
|~x1 − ~xc|2 e
2τ +O(δ3). (2.31)
Here we have kept the third term which is of second order in δ → 0, since it shows that
for sufficiently large τ there is a natural cutoff for the range of the affine parameter for
arbitrary small δ = |~δ| ∼ 0. The other terms which are independent of τ can be ignored
in the limit δ → 0.
As for the contribution of fluctuating coordinates in the third line, it is easy to convince
ourselves that keeping only the first order term with respect both to the fluctuations and
to the short-distance cutoff δ is sufficient for our purpose. The relevant terms are arranged
as
−4(∆2 −∆3)
[~δ · (~xc − ~˜x)(z˜ · z0 − ~˜x · (~xc − ~x0))
(z20 + (~xc − ~x0)2)2
+
1
2
~δ · ~˜x
z20 + (~xc − ~x0)2
]
= z˜
4δ(∆2 −∆3)
|~x1 − ~xc|2 e
τ cosh2 τ, (2.32)
which involves only the z˜-fluctuation. Combining this with the relevant part of the Gaus-
sian factor coming from the first line, the integral with respect to z˜ is
∫
dz˜ [measure] exp
[
− z˜2 4J1 cosh
4 τ
|~x1 − ~x2|2 − z˜
4δ(∆2 −∆3)
|~x1 − ~xc|2 e
τ cosh2 τ
]
= exp
[δ2(∆2 −∆3)2e2τ
J1|~x1 − ~x2|2
]
×
∫
dz˜ [measure] exp
[
− z˜2 4J1 cosh
4 τ
|~x1 − ~x2|2
]
(2.33)
to the present order of approximation. The prefactor here implies that, together with
the contribution from the 3rd term of (2.31), the total factor which is responsible for the
cutoff at large τ region is
exp
[
−e2τ δ
2(∆2 +∆3)
|~x1 − ~x2|2 +e
2τ (∆2 −∆2)2
J1
δ2
|~x1 − ~x2|2
]
∼ exp
[
−4 δ
2
|~x1 − ~x2|2
J2J3
J1
e2τ
]
. (2.34)
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Putting all of these results together and remembering that the Jacobian and the
Gaussian integral cancel, the integral of the 3-point function now takes the form
π2
J21
|~x1 − ~xc|−(∆1+∆2+∆3)
∫ +∞
−∞
dτ e−(∆1−∆2−∆3)τ exp[−J2J3
J1
(2δ)2
|~x1 − ~xc|2 e
2τ ] (2.35)
in the limit of large Ji and small δ. This expression shows that the precise form of the
cutoff mentioned above is τ <∼ τc with
e−τc =
√
J2J3
J1
2δ
|~x1 − ~xc| . (2.36)
Thus, the 3-point integral can be expressed by a Gamma function and leads to
π2
J21
|~x1 − ~xc|−2∆1(2δ)−(∆2+∆3−∆1)
(J2J3
J1
)−(∆2+∆3−∆1)/2Γ(∆2+∆3−∆12 + 1)
−∆1 +∆2 +∆3 λ. (2.37)
After fixing the convention for normalization suitably, this give the correct short-distance
limit for the 3-point correlator, from which we can identify the CFT coefficient by equating
the expression with
lim
~δ→0
C123
|~x1 − ~x2|2α3 |~x2 − ~x3|2α1 |~x3 − ~x1|2α2 ∼
C123
|~x1 − ~xc|2∆1|2~δ|2α1
(2.38)
where α1 = (∆2+∆3−∆1)/2 etc. The precise normalization will be discussed in the next
section.
Let us compare this result with the exact computation. The same integral formula
cited before gives
∫
d4~xdz
z5
3∏
i=1
( z
z2 + (~x− ~xi)2
)∆i
=
c(∆1,∆2,∆3)
|~x1 − ~x2|∆1+∆2−∆3 |~x2 − ~x3|∆2+∆3−∆1 |~x3 − ~x1|∆3+∆1−∆2 ,
(2.39)
c(∆1,∆2,∆3) =
π2
2
Γ(1
2
(∆1 +∆2 −∆3))Γ(12(∆2 +∆3 −∆1))Γ(12(∆3 +∆1 −∆2))
Γ(∆1)Γ(∆2)Γ(∆3)
× Γ(1
2
(∆1 +∆2 +∆3 − 4)). (2.40)
By taking the large Ji limit using the Stirling formula limJ→∞ Γ(J + k˜) ∼
√
2π exp((J +
k˜ − 1
2
) ln J − J), we obtain
π2
J21
|~x1 − ~xc|−2∆1(2δ)−(∆2+∆3−∆1)
(J2J3
J1
)−(∆2+∆3−∆1)/2Γ(∆2+∆3−∆12 + 1)
−∆1 +∆2 +∆3 , (2.41)
which exactly matches (2.37).
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Thus we have confirmed that the 3-point correlators in the short distance limit ~δ → 0
can be computed effectively as a process in the bulk occurring along a single tunneling tra-
jectory connecting boundary to boundary, whose amplitude essentially takes the general
form,
ǫ∆1−∆2−∆3
−∆1 +∆2 +∆3 g˜, (2.42)
g˜ ∼ g
(J2J3
J1
)∆1−∆2−∆3
2 Γ(
−∆1 +∆2 +∆3
2
+ 1), ǫ = 2δ, (2.43)
with a suitable normalization convention, apart from the usual spacetime dependent factor
|~x1 − ~xc|−2∆1.
The form (2.42) is consistent with what we have proposed as the general structure
for 3-point correlators which is expected from the spacetime picture for holography in
the PP-wave limit. The parameter ǫ ∼ e−τc is the cutoff related to the distance of the
operators O2(~x2) and O3(~x3) at the boundary, as (2.36). In our first original discussion,
the emergence of this particular form is originated from the formal integral
∫
dτ exp[(∆1−
∆2 − ∆3)τ ] which appears in perturbation theory along the tunneling trajectory. This
is actually ill-defined as it stands. To justify the expression (2.42), we had to invoke a
wave-packet picture which is rather subtle in the Euclidean tunneling as is alluded to
in [4]. According to the present argument, the ill-defined integral must be replaced by
(2.35) which can be defined unambiguously by analytic continuation, due to the presence
of the natural cutoff for large τ region. Intuitively, the large τ cutoff corresponds to
the limitation of the picture using the single tunneling trajectory in discussing 3-point
correlators for small but nonzero δ. Note that if we take the limit δ → 0 naively inside
the integral, this factor would have simply disappeared. In fact, the additional factor(
J2J3
J1
)(∆1−∆2−∆3)/2
Γ(−∆1+∆2+∆3
2
+ 1) was missing in the previous discussions, owing to
this ambiguity.
It is known that the coupling constants of supergravity modes in the bulk vanish for the
so-called ‘extremal’ case with ∆1−∆2−∆3 = 0. However, as is well known, the extremal
correlation functions themselves do not vanish [10]. This remarkable fact corresponds
to the presence of the singular denominator in (2.42). We propose that the holographic
correspondence relating the bulk 3-point couplings and the CFT coefficients should obey
the above general relation. Of course, the computation of this section is restricted to the
supergravity approximation. Below, we will argue that this should generalize to non-BPS
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stringy modes too, with slight corrections. Actually, if we only consider a restricted set of
the correlators in which the numbers of ‘impurities’ are conserved, as has been assumed
in the literature, the correction factor can be ignored in the large µ limit to the leading
order in making comparison with perturbative computation on the Yang-Mills side, since
∆1 −∆2 −∆3 ∼ O(1/µ2) for such cases.
3. Effective action along the tunneling trajectory
Since we have established that the computation of correlation functions (or CFT coef-
ficients) can be reduced to the processes along a single tunneling trajectory connecting
AdS boundary to AdS boundary, we can now proceed to derive an effective action along
the trajectory directly from a more general effective action of supergravity in the bulk.
3.1 Bulk effective action and the CFT coefficients
We study the bulk effective action for general chiral primary operators consisting of the
SO(6) scalar fields φi(x)
OI = κCIi1i2···ikTr(φi1φi2 · · ·φik). (3.1)
Here, C is a totally symmetric traceless tensor whose contraction is normalized as
〈CI1CI2〉 = CI1i1i2···ikCI2, i1i2···ik = δI1I2, (3.2)
and κ = (2π)k/(g2YMN)
k/2
√
k is the normalization factor such that the 2-point functions
takes the form (~x12 = ~x1 − ~x2) ,
〈OI1(~x1)OI2(~x2)〉 = δ
I1I2
|~x12|2k . (3.3)
Since the BMN operators in the supergravity sector are essentially contained in this set
of local operators, it should be possible to derive the effective action along the tunneling
trajectory starting from an appropriate effective action for these operators. The BMN
supergravity modes are a subset of (3.1), expressed by using the complex basis for the
SO(2) directions i = 5, 6 with Z = 1√
2
(φ5 + iφ6):
OI = κ˜C˜Ii1i2···ik˜Tr(Z
Jφi1φi2 · · ·φik˜ + permutations), k = J + k˜, J →∞, (3.4)
where C˜Ii1i2···ik˜ are now completely symmetrized traceless SO(4) tensors with unit normal-
ization (similarly as (3.2)) under contraction. The normalization constant is related to
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that of the original set as
κ˜ = κ
(
k
J
)−1/2
. (3.5)
Note that in the large J-limit the operators with ‘vector’ excitations DiZ are regarded
essentially as the derivatives of (3.4), and hence are included in this set defined by (3.4)
if we suitably take into account the variation of the boundary coordinates ~x. In fact,
as we will argue later on we have to take a special care in the interpretation of vector
excitations.
The bulk effective action for the SO(6) operators has been derived in ref. [11]:
Sbulk =
4N2
(2π)5
∫
d5x
√
g
[∑
I
1
2
(∇φI)2+1
2
k(k−4)φ2I−
1
3
∑
I1,I2,I3
GI1I2I3√
AI1AI2AI3
φI1φI2φI3
]
(3.6)
where we used Euclidean metric and assumed a particular normalization for the scalar
fields:
AI = 2
6−kπ3
k(k − 1)
(k + 1)2
. (3.7)
This is the effective action in the sense that it reproduces correlation functions through
the Witten diagrams as studied in the previous section. Therefore, the freedom of field
redefinition on the bulk side and correspondingly the choice of the basis of chiral operators
on the boundary side are both fixed already. Remarkably, the set of bulk fields {φI}
corresponding to the set {OI} are effectively treated as scalar fields propagating in the
AdS5 background without derivative coupling. The derivative interactions are removed
by making a particular field redefinition in the derivation of this action.¶ Actually, the
effective action (3.6) was obtained from the equation of motion of IIB supergravity. It was
argued that the result must be correct including the normalization of the CFT coefficients
by relating them to the R-symmetry currents which have been known to be given exactly
by the free gauge theory. We refer the reader to [11] and the references therein for more
details on this effective action. Also for a summary on the non-renormalization properties
of 2-and 3-point functions of chiral operators, see e.g. [13] and the references therein.
The CFT coefficients CI1I2I3 of the above operators defined by
〈OI1(~x1)OI2(~x2)OI3(~x3)〉 = C
I1I2I3
|~x12|2α3 |~x23|2α1 |~x31|2α2 (3.8)
with
α1 =
∆2 +∆3 −∆1
2
, etc (3.9)
¶This does not mean that the interactions containing derivatives along the S5 directions are removed.
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is related to the 3-point interaction in the effective action (3.6) by
CI1I2I3 =
√
k1k2k3
N
〈CI1CI2CI3〉 (3.10)
〈CI1CI2CI3〉 = GI1I2I3
a(k1, k2, k3)
(k1 + 1)(k2 + 1)(k3 + 1)
27Σ((Σ/2)2 − 1)((Σ/2)2 − 4)α1α2α3 (3.11)
Σ = k1 + k2 + k3 (3.12)
a(k1, k2, k3) =
π3
(Σ
2
+ 2)!2(Σ−2)/2
k1!k2!k3!
α1!α2!α3!
(3.13)
The first expression in this list is nothing but the result of free field computation of
correlators on the Yang-Mills side, with 〈CI1CI2CI3〉 being all the possible contractions
among the SO(6) indices of C-tensors. The second expression is its representation in
terms of the bulk quantities, in which the factor a(k1, k2, k3) arises as the coefficient
relating 〈CI1CI2CI3〉 to the overlap integral of S5 harmonics Y I , which appears in reducing
10 D theory to 5D effective theory on AdS5 backgrounds, as∫
S5
Y I1Y I2Y I3 = a(k1, k2, k3)〈CI1CI2CI3〉 (3.14)
The definitions of the S5 harmonics and their integrals are summarized in the Appendix
A, to which we refer the reader for more details. The fact that the supergravity effective
action is exactly matched to the free-field results on the gauge-theory side is interpreted as
a consequence of non-renormalization properties of 3-point functions of chiral operators.
This is quite remarkable since the supergravity limit α′ → 0 is nothing but a strong-
coupling limit g2YMN = R
4/(α′)2 →∞ on the gauge-theory side.
Before going to our main task of this section, let us here check that the relation between
the above effective action and the CFT coefficients is consistent with the prediction of
previous section. Taking the limit J1(= J2 + J3), J2, J3 →∞, we find
CI1I2I3 =
1
N
2J1+
Σ˜
2
−9
π3
√
J1J2J3
J21
( J1
J2J3
)α1 α1!
α1
GI1I2I3 . (3.15)
Apart from the normalization factor which is independent of α1 = (∆2 +∆3 −∆1)/2 =
(k˜2 + k˜3 − k˜1)/2 ≡ α˜1, this indeed coincides with the result obtained in the previous
section, as it should. The difference of the normalization is owing to the fact that we have
not yet fixed the precise normalization of two-point functions in the previous section.
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The CFT coefficients can be expressed in terms of the SO(4) basis (3.4) of the BMN
operators, using the relation
〈CI1CI2CI3〉 = α1!
( J1
J2J3
)α˜1(J2
J1
)k˜2/2(J3
J1
)k˜3/2√k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1 C˜I2C˜I3〉, (3.16)
which is valid in the large Ji limit. For a derivation of this relation, see the Appendix A.
Thus the 3-point coupling coefficient in the above effective action is
GI1I2I3 = α1 π32−J1−
Σ˜
2
+9J21
(J2
J1
)k˜2/2(J3
J1
)k˜3/2√k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1 C˜I2C˜I3〉 (3.17)
in terms of the SO(4) contractions.
3.2 Effective 0 + 1 dimensional action
With these preparations, we are now in the position of deriving the effective action along
the tunneling trajectory starting from (3.6). Let us parametrize the coordinates near the
trajectory as in the previous section,
z = z0(τ) + z˜, ~x = ~x0(τ) + ~˜x (3.18)
with
~˜x = −~nz˜ sinh τ + ~˜x⊥. (3.19)
Since the fluctuations around the trajectory can be assumed to be of order 1/
√
J from
the discussion of the previous section, we derive the effective metric which is correct to
the second order in the fluctuations. The result is
ds2 = (1 + z˜2 + ~˜x
2
⊥)dτ
2 + dz˜2 + d~˜x
2
⊥ + higher order terms
after rescaling as
z˜ → |~x1 − ~xc|
2 cosh2 τ
z˜, ~˜x⊥ → |~x1 − ~xc|
2 cosh τ
~˜x⊥
and then making the shift of the time coordinate,
τ → τ + sinh τ
2 cosh τ
(z˜2 + ~˜x
2
⊥).
To avoid notational confusions, we denote the rescaled fluctuations (~˜x⊥, z˜) by a four
vector ~y = (y1, y2, y3, y4). Thus the original fluctuating four-vector ~˜x in the bulk is now
expressed as
(~˜x⊥, ~n · ~˜x) = |~x1 − ~xc|
2 cosh τ˜
(y1, y2, y3,− sinh τ˜
cosh τ˜
y4) (3.20)
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with the time parameter being redefined as
τ = τ˜ +
sinh τ˜
2 cosh τ˜
~y 2. (3.21)
The effective metric
ds2 = (1 + ~y 2)dτ˜ 2 + d~y 2 (3.22)
has an SO(4) symmetry with respect to the rotation of ~y. We also note that, since the
order of magnitude of ~y is supposed to be constant in τ on the basis of this τ -independent
metric, (3.20) implies that the original fluctuating coordinates ~˜x decrease as e−|τ |, when
we approach the boundary τ →∞.
Using this metric, the quadratic terms of the bulk effective action (3.6) are given, to
the accuracy of second order in ~y, as
4N2
(2π)5
∫
dτ˜d4~y
[
(1− 1
2
y2)∂τ˜φI∂τ˜φI + ∂yφI∂yφI + (1+
1
2
y2)(J + k˜)(J + k˜− 4)φIφI
]
(3.23)
Note that we have changed the SO(6) index to the complex SO(2)×SO(4) index.
The assumption that the magnitude of the fluctuating coordinates is of order 1/
√
J is
justified in the language of the effective action as follows. Redefine the fields by
φ(τ, ~y) = e−Jτ˜φ(J)0 (~y)ψ(τ), (3.24)
φ(τ, ~y) = e+Jτ˜φ
(J)
0 (~y)ψ(τ), (3.25)
with
φ
(J)
0 (~y) = (J/π)
2 exp[−1
2
J~y 2] (3.26)
being the ground state wave function for the kinetic operator for the fluctuating coordi-
nates,
h = −∂2y + J2~y 2. (3.27)
The hermiticity condition for our Euclidean field theory is [4]
φ(τ, ~y) = φ(−τ, ~y) (3.28)
which requires the choice of signs in the definition (3.25) on the exponential. Here and in
what follows, we rewrite τ˜ and z˜ by τ and z without tilde again for notational brevity.
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In terms of the reduced field ψ(τ), ψ(τ), the leading term of the free action is then of
order O(J), taking the familiar nonrelativistic form in 0+1 dimensions as
4N2
(2π)5
∫
dτ J
[
ψ∂τψ − ∂τψψ + 2k˜ψψ
]
. (3.29)
The order O(J2) terms of the form J2ψψ are canceled, and the zero-point energy of the
operator (3.27) is responsible for cancelling a part of the order O(J) term in the last term
in the lagrangian density. Note that the term |∂τ˜ψ|2 is of order one and hence can be
ignored in the large J-limit. Absorbing the normalization factor for the field, the free
Hamiltonian is seen to be k˜ which correctly reproduces the O(1) part of the ‘energy’
∆ = J + k˜.
By performing the above redefinition for the cubic interaction term and rescaling,
ψ → (2π)5/2
2N
1√
2J
ψ, to renormalize the quadratic terms in the standard form, the total
effective action is∫
dτ
∑
I
[1
2
(ψI∂τψI−∂τψIψI)+ k˜I ψIψI
]
+
1
2
∫
dτ
∑
I1,I2,I3
λI1,I2,I3(ψI1ψI2ψI3+h.c.), (3.30)
λI1,I2,I3 =
1
π3N
2−8+J1
2Σ˜/2
J21
√
J1J2J3 GI1,I2,I3, (3.31)
with J1 = J2 + J3. Comparing this result with the known relation (3.15) connecting
the CFT coefficients to the 3-point coupling constant, we confirm that the relation is
again precisely the one discussed in (2.42) and (2.43). This establishes that the effective
theory along the tunneling trajectory for the BMN operators with only scalar excitations
is (3.30).
Now it is very natural to extend this action by including the higher excited states
with respect to the Schro¨dinger operator (3.27). Since the fluctuating coordinates near
the boundary z0 → 0 (τ ∼ ±∞) are essentially the four vector ~x of the 4D base space up
to an exponential factor |~x1 − ~xc|e−|τ |, taking these excited states into account seems to
correspond to the inclusion of the vector excitations DiZ(Z) of the BPS-BMN operators.
Here we write down this extension and will give a precise discussion of this correspondence
in the next section. The decomposition (3.24) is generalized to the infinite expansion over
the complete set of excited states,
φI(τ, ~y) =
(2π)5/2
2N
1√
2J
e−Jτ
∑
n
φ(J)n (~y)ψn(τ), (3.32)
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φI(τ, ~y) =
(2π)5/2
2N
1√
2J
e+Jτ
∑
n
φ(J)n (~y)ψn(τ), (3.33)
where
φ(J)n (~y) =
4∏
i=1
(J
π
)1/4 2−ni/2√
ni!
Hni(
√
J~y)e−Jy
2/2 (3.34)
are the normalized eigenfunctions. The kinetic term is then extended to
∑
I,n
[1
2
(ψI,n∂τψI,n − ∂τψI,nψI,n) + (k˜I +
4∑
i=1
ni)ψI,nψI,n
]
(3.35)
and similarly for the interaction term
1
2
∑
I1,n(1),I2,n(2),I3,n(3)
1
π3N
2−8+J1
2Σ˜/2
J21
√
J1J2J3(Gn(1),n(2),n(3)I1,I2,I3 ψI1,n(1)ψI2,n(2)ψI3,n(3) + h.c.).
(3.36)
with
Gn(1),n(2),n(3)
I1,I2,I3
= GI1,I2,I3
πJ1
J2J3
∫
d4~y φ
(J1)
n(1)
(~y)φ
(J2)
n(2)
(~y)φ
(J3)
n(3)
(~y) (3.37)
3.3 Vector excitations
The form of the effective action (3.36) and (3.37) including higher excited states with
respect to the fluctuations ~y indicates that the vector excitations of BMN operators in
the bulk can be treated in the same manner as the scalar excitations. On the boundary,
BMN operators with vector excitations restricted to supergravity modes can be regarded
essentially as derivatives of those without vector excitations; for sufficiently large J ,
C˜Ii1i2···ik˜K
L
j1j2···jℓ∂j1∂j2 · · ·∂jℓTr(ZJφi1φi2 · · ·φik˜ + permutations)
∼ C˜Ii1i2···ik˜K
L
j1j2···jℓTr(Z
J−ℓDj1ZDj2Z · · ·DjℓZφi1φi2 · · ·φik˜ + permutations) (3.38)
where KLj1j2···jℓ is again a completely symmetric and traceless tensor
‖ along the base-space
directions on the 4D boundary, with the normalization condition of the same type as for
C˜I . The ‘permutation’ of the second line means a summation over all possibilities of dif-
ferent orderings of operators including DjZ. We expect that the excitations with respect
to yj components correspond to the action of ∂j on the boundary, as suggested in the
original BMN proposal. However, we encounter two puzzles with this naive expectation.
‖Strictly speaking, we should include the derivatives of the scalar impurity fields and also higher
derivatives appropriately in the right-hand side of (3.38). In the present section, we do not treat the
trace part for simplicity. They will be partly considered in section 5 after we construct the holographic
string field theory.
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Firstly, we have stressed in subsection 3.2 that the fluctuations with respect to the
original 4-coordinate ~x vanish exponentially e−|τ | as we approach the boundary. We then
naively expect that the higher excited states do not affect the boundary theory. However,
this is actually as it should be in accordance with our S-matrix picture [4] for the PP-wave
holography. When an asymptotic state is an excited state, we have to supply an additional
energy-factor eℓ|τ | to the wave function, by the definition of the S-matrix, which would
just cancel the decreasing exponential associated with ~y fluctuations. In the case of scalar
excitations discussed in section 2, the boundary condition (2.6) of the bulk-boundary
propagator already takes this into account, as is visible in the boundary condition (2.6).
Secondly, the effective 0+1 dimensional action clearly demands that the 2-point func-
tions must satisfy an orthogonality condition, since the quadratic terms are diagonalized.
To the contrary, the two-point functions obtained from the standard form 1|~x1−~x2|2∆ by
acting derivative do not satisfy othogonality: for instance,
∂1,j ln |~x1 − ~x2| = nj|~x1 − ~x2| , (3.39)
∂1,j1∂2,j2 ln |~x1 − ~x2| = −
1
|~x1 − ~x2|2
(
δj1j2 − 2nj1nj2
)
(3.40)
with nj = (x1−x2)j/|~x1−~x2|. The appearance of the tensor factor δj1j2−2nj1nj2 ≡ Cj1j2
is consistent with the relation (3.20) of fluctuating coordinates with the vector ~y, requiring
that the directions of ~y along ~n are actually opposite at two asymptotic regions τ → ∓∞,
corresponding to ~x1 and ~x2, respectively, at the boundary. The tensor Cij is usually
associated with the conformal inversion ~x → ~x/|x|2. In our case, this is an automatic
consequence of the bulk-boundary correspondence. However, (3.39) evidently leads to
an inconsistency with the orthogonality between scalar and vector excitations. In the
literature (see e.g. [14]), a particular way out of this difficulty has been discussed without
a definite physical picture for holography. The suggested procedure recovers orthogonality
only after taking the limit |~x1−~x2| → ∞. Since our picture for holography must be valid
for any finite |~x1 − ~x2|, it is not satisfactory from our standpoint.
From our viewpoint of a direct correspondence between bulk and boundary as clarified
up to this point, the origin of this apparent discrepancy lies in an important difference
with respect to the SO(4) symmetry on both sides. For the bulk, we use the metric
(3.22) which characterizes the geometry close to the tunneling trajectory traversing from
a fixed boundary point to another fixed boundary point. In particular, the trajectory
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is asymptotically orthogonal to the boundary spacetime, and the fluctuations near the
boundary have an SO(4) symmetry under global rotations of ~y. The SO(4) rotations
must be performed simultaneously at all points along the trajectory, and consequently
at both ends on the boundary. It is important to recognize that this SO(4) symmetry
cannot be identified with the SO(4) isometry of the AdS metric with respect to ~x, as is
indicated by the relation (3.20). Since the latter isometry should correspond to the SO(4)
symmetry of the boundary theory, the rotations of ~y cannot be directly related to the
usual SO(4) symmetry at the boundary.
For the boundary theory, we are using the flat Euclidean metric along the boundary
space. The change of a distance caused by a small variation of points in the flat Euclidean
metric is not of second order with respect to the variations of coordinates.
(~x1 + δ~x1 − ~x2 − δ~x2)2 = |~x1 − ~x2|2
[
1 + 2
(
n · δ~x1 − δ~x2|~x1 − ~x2|
)
+
( |δ~x1 − δ~x2|
|~x1 − ~x2|
)2]
. (3.41)
This is not SO(4) symmetric under the rotation of ~y. Note that the SO(4) transformations
of ~y must be done with fixed fiducial points, ~x1 and ~x2, in such a way that the vicinities
around them are simultaneously rotated. Obviously, such an SO(4) symmetry cannot
be identified with the usual global SO(4) isometry of the original AdS metric. One
might wonder that this is then a self-contradiction. But that is not so. As we have
emphasized, the magnitude of fluctuations around the trajectory vanishes exponentially
as we approach the boundary, and hence there is no contradiction. This is also consistent
with the fact that the tunneling trajectory is a classical solution under the restriction
that the fluctuations satisfy the Dirichlet boundary condition at z = 0. The Euclidean
S-matrix, however, requires us to ‘blow up’ the vanishing fluctuations near the boundary
at the vicinities of the fiducial points by multiplying the powers of e|τ | = eT →∞ in such
a way that the SO(4) symmetry with respect to ~y is kept. The process of blowing-up
amounts to introducing a particular UV cutoff for the boundary theory.
Therefore, the naive identification of the vector excitations in the bulk with the deriva-
tions DiZ on the boundary is not precise. We have to check from the bulk point of view
how the small variations near the boundary are treated by deriving two-point functions
for them following the approach of section 2. Suppose that external lines are general
vector states corresponding to the operators (3.38) with two traceless symmetric tensors
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KL1 and KL2 . This amounts to extracting the parts proportional to
KL1j1j2···jℓ1y
j1yj2 · · · yjℓ1 , KL2j′1j′2···j′ℓ2y
j′1yj
′
2 · · · yj′ℓ2
from the bulk-boundary propagators in the integrand (2.7),
( z
z2 + (~x+ δ~x− ~x1 − δ~x1)2
)J+k˜
,
( z
z2 + (~x+ δ~x− ~x2 − δ~x2)2
)J+k˜
,
respectively. They are given by
2ℓ1J ℓ1
xj1xj2 · · ·xjℓ1
zℓ1
( z
z2 + (~x− ~x1)2
)J+k˜+ℓ1
, (3.42)
2ℓ2J ℓ2
xj
′
1xj
′
2 · · ·xjℓ′2
zℓ2
( z
z2 + (~x− ~x2)2
)J+k˜+ℓ2
(3.43)
respectively, in the large Ji-limit, where
xi = (δij − 2ninj)xj . (3.44)
Note that the use of redefined xi is required by the change of sign in the relation (3.20)
between the fluctuating coordinates with ~y in the limit τ = ±T (T →∞). Although the
4-th components actually give the powers of | tanh τ | in converting from ~x/z (or ~x/z) to ~y,
they can be replaced by one in the leading singular part with respect to the regularization
ǫ. Then, the result of saddle-point integral is
δL1L2
J2
π2
(2J)ℓ1ℓ1!|~x1 − ~x2|−2(J+k˜+ℓ1)δL1L2 2
ǫ
. (3.45)
The Kronecker δL1L2 and the prefactor arises by the Gaussian integral
(2J)ℓ1+ℓ2KL1j1j2···jℓ1K
L2
j′1j
′
2···j′ℓ2
∫
dy4yj1yj2 · · · yjℓ1yj′1yj′2 · · · yj′ℓ2e−Jy2∫
dy4e−Jy2
= δL1L2ℓ1!(2J)
ℓ1 . (3.46)
In terms of derivatives with respect to (~x1, ~x2), this result is expressed as
KL1j1j2···jℓ1∂1,j1∂1,j2 · · ·∂1,jℓ1K
L2
j′1j
′
2···j′ℓ2
∂2,j′1∂2,j′2 · · ·∂2,j′ℓ2
1
|~x12|2(J+k˜)g
=
(2J)ℓℓ1!
|~x1 − ~x2|2(J+k˜+ℓ1)
δL1L2
(3.47)
with
∂i = (δij − 2ninj)∂j (3.48)
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being the derivatives with respect to xi. Here the subscript g for the distance |~x12|
indicates that the derivatives are computed by assuming that the small variations with
respect to the boundary positions are defined by
|~x12|2 → (~x1 − ~x2)2
(
1− 2 δ~x1 · δ~x2|~x1 − ~x2|2
)
(3.49)
instead of the naive expression (3.41). Apart from the terms δ~x21, δ~x
2
2 which do not con-
tribute owing to the traceless condition for the tensors KL1 and KL2 , this amounts to
dropping all terms which violates the SO(4) symmetry in (3.41). Strictly speaking, we
should have denoted the derivatives ∂i, ∂i by using different notations to indicate the sit-
uation. Effectively, our prescription is equivalent to dropping terms which violates the
SO(4) symmetry, and is consistent with the prescriptions adopted in other approaches.
Practically, the following rule is valid: First we consider only the directions orthogonal
to ~n to obtain SO(3) symmetric answer. Then, we extend the results formally to SO(4)
symmetric ones.
The variation indicated by (3.49) can be interpreted as the variation of the distances
measured using the Plane-wave metric (3.22). The minimal distance defined by the dis-
tance functional
ℓ(~y1, ~y2;T ) =
∫
dτ
√
1 + ~y2 +
(d~y
dτ
)2 ∼ ∫ dτ(1 + 1
2
(
~y2 +
(d~y
dτ
)2)
(3.50)
with the boundary condition
~y(T ) = y1, ~y(−T ) = y2 (3.51)
behaves as
ℓ(~y1, ~y2;T ) = 2T +
1
2
(~y21 + ~y
2
2) tanh 2T −
~y1 · ~y2
sinh 2T
∼ 2T + 1
2
(~y21 + ~y
2
2)− 2~y1 · ~y2e−2T +O(e−4T ) (3.52)
Thus the transition amplitude is
e−(J+k˜)ℓ(~y1,~y2;T ) ∼ e−2(J+k˜)T
(
1− 2 δ~x1 · δ~x2|~x1 − ~x2|2
)J+k˜
(3.53)
with
δ~x1 ∼ e
−T~y1
|~x1 − ~x2| , δ~x2 ∼
e−T~y2
|~x1 − ~x2| (3.54)
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which are required by the relation (3.20) for large |τ | → T . Note that we can ignore
the term 1
2
(~y21 + ~y
2
2) in (3.52), which corresponds to the redefinition (3.21) and does not
contribute owing to the traceless condition.
We can extend the above argument to 3-point correlators with vector excitations. By
an obvious simplification of notations, we are lead to the integral(
Π3i=1(2Ji)
ℓiKLi
)
∫
dy4e−J1y2
∫
dy4yj1yj2 · · · yjℓ1yj′1yj′2 · · · yj′ℓ2yj′′1 yj′′2 · · · yjℓ′′3 e−J1y2
×( scalar integral with ∆i → Ji + k˜i + ℓi)
= 2(ℓ1+ℓ2+ℓ3)/2Jβ32 J
β2
3
ℓ1!ℓ2!ℓ3!
β1!β2!β3!
(α1 + β1 − 1)!
(α1 − 1)! 〈K
L1KL2KL3〉
× C
I1I2I3
|~x1c|2(J1+k˜1+ℓ1)|2δ|2(α1+β1)
(3.55)
where
β1 = (ℓ2 + ℓ3 − ℓ1)/2, etc. (3.56)
Taking into account the normalization factor, this leads to the CFT coefficient
CI1I2I3,L1L2L3 =
( J1
J2J3
)β1(J2
J1
)ℓ2/2(J3
J1
)ℓ3/2
×
√
ℓ1!ℓ2!ℓ3!
β1!β2!β3!
(α1 + β1 − 1)!
(α1 − 1)! C
I1I2I3〈KL1KL2KL3〉 (3.57)
From the viewpoint of boundary, this result can again be formulated as the conse-
quence of the replacements,
|~x12|2 → (~x1 − ~x0)2
(
1− 2 δ~x1 · δ~x2|~x1 − ~x0|2
)
, |~x13|2 → (~x1 − ~x0)2
(
1− 2 δ~x1 · δ~x3|~x1 − ~x0|2
)
(3.58)
|2δ|2 → (2δ)2
(
1− 2δ~x2 · δ~x3|2δ|2
)
(3.59)
in acting the derivation
KL1j1j2···jℓ1∂1,j1∂1,j2 · · ·∂1,jℓ1K
L2
j′1j
′
2···j′ℓ2
∂2,j′1∂2,j′2 · · ·∂2,j′ℓ2K
L3
j1”j′2···j”ℓ3∂3,j1”∂3,j3” · · ·∂3,j”ℓ3
directly to the general form (3.8) of the 3-point correlator without vector excitations.
The prescriptions (3.58) are equivalent to (3.49) to the leading order in δ, while (3.59) is
necessary to be consistent with the SO(4) symmetry.
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Combining with the CFT coefficient of pure scalars, we obtain
CI1I2I3,L1L2L3 =
1
N
2J1+
Σ˜
2
−9
π3
√
J1J2J3
J21
( J1
J2J3
)α1+β1 (α1 + β1)!
α1 + β1
GI1I2I3
×
(J2
J1
)ℓ2/2(J3
J1
)ℓ3/2√ℓ1!ℓ2!ℓ3!
β1!β2!β3!
〈KL1KL2KL3〉 (3.60)
in terms of the pure-scalar 3-point coupling, or using the expression for the scalar vertex
(3.17)
CI1I2I3,L1L2L3 =
1
N
√
J1J2J3
J21
( J1
J2J3
)α1+β1
(α1 + β1)!
α1
α1 + β1
×
(J2
J1
)(k˜2+ℓ2)/2(J3
J1
)(k˜3+ℓ3)/2√k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1C˜I2 C˜I3〉
√
ℓ1!ℓ2!ℓ3!
β1!β2!β3!
〈KL1KL2KL3〉 (3.61)
in terms of the SO(4) tensors. On the other hand, the effective interaction (3.37) in-
cluding the vector excitations shows that the 3-point coupling for the external lines in
consideration is given by replacing the coefficient GI1I2I3 for purely scalar excitations as
GL1L2L3I1I2I3 = GI1I2I3
(J2
J1
)ℓ2/2(J3
J1
)ℓ3/2√ℓ1!ℓ2!ℓ3!
β1!β2!β3!
〈KL1KL2KL3〉. (3.62)
Comparing this with (3.60) taking account the normalization factor in the 3-point inter-
action term of the effective action, we can conclude that the general form, as derived in
section 2 for the holographic correspondence of scalar supergravity excitations, extends
to a more general case including the vector excitations,
CL1L2L3I1I2I3 =
λ˜L1L2L3I1I2I3
∆2 +∆3 −∆1 (3.63)
λ˜L1L2L3I1I2I3 =
(J2J3
J1
)(∆1−∆2−∆3)/2
Γ(
∆2 +∆3 −∆1
2
+ 1)λL1L2L3I1I2I3 (3.64)
with ∆i = ki + ℓi = Ji + k˜i + ℓi.
Supersymmetry demands that this should extend further to fermionic excitations.
Since we treat the full supersymmetric string field theory later, we do not discuss the
supersymmetrization of our arguments explicitly. We only mention that to discuss or-
thogonality including fermionic excitations, the spinor equivalent to the inversion tensor
δj1j2 − 2nj1nJ2 transforming spinor indices between two boundary points is the SO(4)
gamma matrix iγini. In computing correlation functions, we have to extract SO(4) in-
variant pieces in similar manner as for bosonic excitations by taking into account the
transformation of spinor indices between two boundary points. This is effectively equiv-
alent with the procedures adopted in other works.
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3.4 Operator representation and the α′ corrections
On the basis of our results, we are now prepared to proceed to the construction of a full
‘holographic’ string field theory. Before that, it is convenient to first rewrite the foregoing
results using oscillator representation. By substituting the expression for the general
3-point coupling, the effective action is written as
Seff = S2 + S3 (3.65)
S2 =
∑
I,L
∫
dτ
[1
2
(ψI,L∂τψI,L − ∂τψI,LψI,L) +
1
R
(k˜I + ℓL)ψI,LψI,L
]
, (3.66)
S3 =
1
NR
∫
dτ
∑
I1,I2,I3
α1
√
J1J2J3 ψI1,L1ψI2,L2ψI3,L3
(J2
J1
)(k˜2+ℓ2)/2(J3
J1
)(k˜3+ℓ3)/2
×
√
k˜1!k˜2!k˜3
α˜1!α˜2!α˜3!
√
ℓ1!ℓ2!ℓ3!
β1!β2!β3!
〈C˜I1 C˜I2 C˜I3〉〈KL1KL2KL3〉+ h.c., (3.67)
where we have recovered the length dimension. The integrals over the angular momentum
J should be understood implicitly. We introduce the bra-ket notation for the field by using
the 8 dimensional oscillator algebra of ai, a
†
i ; ai|0〉 = 0, [ai, a†j] = δij (i = 1, 2, . . . , 8) where
the first 4 directions correspond to the SO(4) indices of the vector directions ~y, and the
remaining 4 directions (i = 5, . . . , 8) represents the SO(4) indices of the scalar excitations.
{ψI(τ)} → |ψ(τ)〉 =
∑
I,L
ψI,L(τ)|I, L〉, (3.68)
|I, L〉 = C˜Ii1i2···ik˜K
L
j1j2···jℓ
1√
k˜!ℓ!
a†i1a
†
i2 · · · a†ik˜a
†
j1a
†
j2 · · · a†jℓ |0〉. (3.69)
The free term of the action is then
S2 =
∫
dτ
[1
2
(〈ψ|∂τ |ψ〉 − 1
2
(∂τ 〈ψ|)|ψ〉+ 〈ψ|hsv|ψ〉
]
(3.70)
with
hsv = hs + hv, hs =
1
R
4∑
i=1
a†iai, hv =
1
R
8∑
j=5
a†jaj . (3.71)
The parameters familiar in string field theory literature areR4/J21 (α
′)2 = λ′ = 1/(µp+α′)2 =
g2YMN/J
2
1 , g2 = J
2
1/N . In terms of the string-length parameter, α(r) = α
′p+r , µ|α(r)| =
α′Jr/R2. Note that µ ∼ 1/R since |p+r | ∼ Jr/R and also that α(1) < 0, α(2) > 0, α(3) > 0
in the present convention. The supergravity limit corresponds to the limit α′ → 0 with
fixed R = (g2YMN)
1/4α′.
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The interaction term is expressed in terms of the overlap state defined by
|v0〉 = exp[−1
2
3∑
r,s=1
( 4∑
i=1
a†i(r)n
rs
00a
†
i(s) +
8∑
j=5
a†j(r)n
rs
00a
†
j(s)
)
]|0〉 (3.72)
with the supergravity part of the familiar Neumann functions in the zero-slop limit α′ → 0.
nrs00 = δ
rs −
√
JrJs
J21
, nr100 = n
1r
00 = −
√
Jr
J1
for r, s = 2, 3 and n1100 = 0 (3.73)
The unusual minus sign on the exponent is owing to our phase convention for the creation-
annihilation operators. As is well known, the overlap state is the ground-state solution
for the continuity conditions satisfying
3∑
r=1
p(r)|v0〉 = 0, (x(3) − J2
J1
x(2) − J3
J1
x(3))|v0〉 = 0 (3.74)
where
x(r) =
R√
2Jr
(a(r) + a
†
(r)), p(r) = −i
√
Jr
2R2
(a(r) − a†(r)) (3.75)
for all 8 directions. The ‘ground state’ means that it also satisfy the locality condition of
the form
(x(1) − x(2))|v0〉 = (x(1) − x(3))|v0〉 = 0. (3.76)
We find that
(1)〈I1, L1|(2)〈I2, L2|(3)〈I3, L3||v0〉 =
(J2
J1
) (k˜2+ℓ2)
2
(J3
J1
) (k˜3+ℓ3)
2
×
√
k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1C˜I2C˜I3〉
√
ℓ1!ℓ2!ℓ3!
β1!β2!β3!
〈KL1KL2KL3〉. (3.77)
This shows that the 3-point interaction part of the effective action takes the following
simple form
S3 =
1
2N
∫
dτ (1)〈ψ|(2)〈ψ|(3)〈ψ|
√
J1J2J3(h
(2)
s + h
(3)
s − h(1)s )|v0〉+ h.c. . (3.78)
The integral with respect to the angular momentum under the conservation condition J1 =
J2+J3 should be understood implicitly as before. The most important characteristic of this
expression is that the so-called ‘prefactor’ involves only the energies of scalar excitations.
As we have stressed in previous works, the holographic relation of our type does not
necessarily demand that the prefactor itself is the difference of the free Hamiltonian h(2)sv +
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h(3)sv − h(1)sv . As a consequence of this remarkable property, the 3-point vertices vanish
whenever the scalar energies are preserved. This implies that, except for special cases
when the vector energies are simultaneously preserved, the 3-point correlators vanish, as
has been explicitly exhibited in the expression of the CFT coefficient (3.61). Since we have
constraints k˜1 ≤ k˜2+k˜3 and ℓ1 ≤ ℓ2+ℓ3, the conservation of both scalar and vector energies
is possible only when the total energies are conserved, namely, when ∆1 = ∆2+∆3. Note
that in this extremal cases we have finite results for the 3-point correlators, owing to the
vanishing denominator in our holographic relation.
Of course, the above action for supergravity modes is valid in the limit α′ → 0 with
fixed R. The limit α′ → 0 corresponds to the imposition of the locality conditions (3.76)
for the overlap state. However, when we consider a finite α′, the latter conditions cannot
be preserved, as it should be for general string states which have nonzero extension.
Then only the more general continuity conditions (3.74) are satisfied. Correspondingly,
the Neumann functions nrs00 for the zero modes must be replaced by N
rs
00 , defined by
N rs00 = fn
rs
00 = f(δ
rs −
√
JrJs
J21
), N r100 = n
r1
00 = −
√
Jr
J1
for r, s = 2, 3 and N1100 = 0
(3.79)
where f = 1 − 4µα(1)α(2)α(3)K is a nontrivial function of µα(r) (r = 1, 2, 3). For the
definition of the quantity K, we refer the reader to the Appendix B. In the supergravity
limit α′ → 0, keeping R and Ji fixed, we have f → 1. In the opposite large µ limit, it is
known that
f → |α(1)|
4πµα(2)α(3)
=
R2J1
4πα′J2J3
. (3.80)
We denote the overlap state with this modification for finite α′ by |V0〉.
|V0〉 = exp[−1
2
3∑
r,s=1
( 4∑
i=1
a†i(r)N
rs
00a
†
i(s) +
8∑
j=5
a†j(r)N
rs
00a
†
j(s)
)
]|0〉 (3.81)
The use of the α′-corrected 3-point vertex which is given by the same form as (3.78)
but |v0〉 being replaced by |V0〉 leads to a correction factor fα1 for the matrix elements,
multiplying the original local form.
On the other hand, the normalization of the CFT coefficients for the BPS operators
used in the foregoing subsections is believed to be exact to all orders in the gauge coupling
λ = g2YMN , because of the non-renormalization property of 3-point functions of chiral
operators. Indeed, as we stressed before, the CFT coefficients are nothing but the results
27
from the free field theory, which corresponds to the large µ limit. This implies that for
nonzero α′, the rule of mapping between the matrix elements of the bulk 3-point vertex
and the CFT coefficients must be extended as a natural ansatz to
CL1L2L3I1I2I3 =
λ˜L1L2L3I1I2I3
∆2 +∆3 −∆1 , (3.82)
λ˜L1L2L3I1I2I3 =
(
f
J2J3
J1
)−(∆2+∆3−∆1)/2
Γ(
∆2 +∆3 −∆1
2
+ 1)λL1L2L3I1I2I3 (3.83)
with
λL1L2L3I1I2I3 = (1)〈I1, L1|(2)〈I2, L2|(3)〈I3, L3|
√
J1J2J3
N
R(h(2)s + h
(3)
s − h(1)s )|V˜0〉, (3.84)
and the 3-point interaction term of the action is
S3 =
1
2
∫
dτ (1)〈ψ|(2)〈ψ|(3)〈ψ|
√
J1J2J3
N
(h(2)s + h
(3)
s − h(1)s )|V0〉+ h.c. . (3.85)
This is the main prediction of the present paper. By construction, this gives the same
CFT coefficients for the purely supergravity modes. But for higher stringy modes, the
correction factor would play an important role for impurity non-preserving processes.
The appearance of the factor f with non-trivial α′ dependence is not surprising if we
recall that the origin of the factor
(
J2J3
J1
)−(∆2+∆3−∆1)/2
is the relation between the length
δ and the cutoff with respect to the τ integration, as exhibited in the integral (2.35).
Our prediction indicates that the nonlocality of the vertex is essentially represented by
a rescaling δ → δ√f . Finally, we also mention that this interaction vertex is not SO(8)
symmetric, contrary to a possibility suggested in [4]. The origin of this phenomenon is the
asymmetric roles played by scalar and vector excitations from the viewpoint of boundary
theory, as we have analyzed in the previous subsection.
4. Holographic string field theory
In our first work [4] on the PP-wave holography, we have emphasized that string field
theory describing the plane-wave background cannot be constructed uniquely by the re-
quirement of supersymmetry alone. Our claim was that there should exist a unique
‘holographic’ string field theory which realizes our holographic relation. We now have a
more concrete constraint for the holographic string field that it should have the 3-point
vertex (3.85) when restricted to the bosonic supergravity sector.
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There are basically two different proposals for 3-point vertex, conforming to the re-
quirement of supersymmetry algebra {Qa, Q†a˙} = 2δaa˙H up to the first order with respect
to the string coupling. Let us first briefly review them. The most familiar is the one which
was first proposed in [16, 17] as a generalization of the light-cone string field theory in flat
spacetime, as constructed by Brink, Green, and Schwarz long time ago. This proposal
was corrected and established in subsequent works [18, 19, 20, 21]. We denote this vertex
by
|H3〉SV = PSV |E〉 (4.1)
where |E〉 is the overlap vertex including both bosonic and fermionic oscillators. The
explicit form of the prefactor PSV is given in the Appendix B, where all of the other
necessary definitions and formulas of string field theory are summarized, in order to make
the present paper reasonably self-contained. It has been shown that this vertex has a
nontrivial relation with the matrix of operator mixing which appears in the perturbative
computation of anomalous dimensions on the gauge-theory side. We will come back to
this point later.
Another version of the 3-point vertex, which was proposed [26] later in connection
with the duality relation of our type, takes the following form
|H3〉D = (H(2)2 +H(3)2 −H(1)2 )|E〉 (4.2)
where
H
(r)
2 =
1
|α(r)|
∞∑
n=−∞
ω(r)n (a
(r)†
n a
(r)
n + b
(r)†
n b
(r)
n ) with ω
(r)
n =
√
n2 + (µα(r))2 (4.3)
are the free Hamiltonian operators. Here the string-length parameters are chosen such
that α(1) + α(2) + α(3) = 0 with α(2), α(3) > 0 and α(1) < 0 to be consistent with our
conventions used in the foregoing analyses. Note that this Hamiltonian coincides with
the total free Hamiltonian hsv, (3.71), of the previous section when it is restricted to
supergravity modes with the identification µ = 1/R. The form (4.2) is the simplest
realization of the way which was discussed in our first work [4] to obtain susy-compatible
interaction vertices. In particular, it satisfies the SO(8) symmetry suggested there. The
authors of [26] has shown that this vertex gives nontrivial matrix elements in the leading
order of the 1/µ-expansion for impurity preserving processes, following the duality relation
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of our type
(∆2 +∆3 −∆1)C123 =
√
J1J2J3
N
1
µ
〈1, 2, 3|H3〉, (4.4)
when the mixing of gauge-theory operators is ignored. This duality relation itself for
impurity-preserving processes was first proposed in [29] from a viewpoint which is entirely
different from ours, and was actually abandoned later since it turned out that the relation
was not appropriate for the original purpose after correcting a sign error in some earlier
versions of works on PP-wave string field theory. This relation is in fact obtained from
our holographic relation in the limit of large µ for arbitrary 3-point processes when the
number of impurities is preserved. We stress that in the light of our works, the more
general relation summarized in (3.82)∼ (3.84) has a firm physical foundation from the
holographic principle. We should also recall that we are using the Euclidean picture of
the tunneling and hence this form of the interaction proportional to energy difference
must not be thrown away by a possible nonlinear unitary transformation: The ‘energies’
are not conserved for the Euclidean S-matrix. For a detailed discussion of our S-matrix
picture, we invite the reader to [4].
These two candidates for the 3-point vertex conform to different duality relations
connecting bulk and boundary. The first type |H3〉SV does not fit to our holographic
relation. The second type |H3〉D does not either, though motivated by (4.4), since for all
of our arguments from section 2 and 3, the gauge-theory operators have to be definite
conformal operators of which 2-point functions are diagonalized and 3-point correlators
take the standard conformal form (3.8). However, it is important here to recall that
the requirement of supersymmetry algebra to the first order in the string coupling puts
only a linear constraint. Hence, any linear combination of two possible vertices with
some global coefficients depending only on string length parameters and the curvature
parameter
√
α′µ ∼ √α′/R can be an allowed candidate for the 3-point vertex.
We can now study whether it is possible to obtain our effective action (3.85) for
supergravity modes from these vertices. Let us first examine how the above two vertices
behave when they are restricted to purely supergravity modes. For purely bosonic external
states, they take the following forms
|H3〉SV ⇒ 1
2
 8∑
i=5
((
X iI
)2 − (X iII)2)− 4∑
µ=1
(
(XµI )
2 − (XµII)2
] |Ea〉
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=
3∑
r=1
8∑
i=5
( ∞∑
m=0
ω(r)im
α(r)
a(r)i†m a
(r)i
m −
∞∑
m=1
ω(r)im
α(r)
a
(r)i†
−m a
(r)i
−m
)
|Ea〉
−
3∑
r=1
4∑
i=1
( ∞∑
m=0
ω(r)m
α(r)
a(r)i†m a
(r)i
m −
∞∑
m=1
ω(r)im
α(r)
a
(r)i†
−m a
(r)i
−m
)
|Ea〉, (4.5)
|H3〉D ⇒ 1
2
 8∑
i=5
((
X iI
)2
+
(
X iII
)2)
+
4∑
µ=1
(
(XµI )
2 + (XµII)
2
) |Ea〉
=
3∑
r=1
8∑
i=1
( ∞∑
m=0
ω(r)m
α(r)
a(r)i†m a
(r)i
m +
∞∑
m=1
ω(r)m
α(r)
a
(r)i†
−m a
(r)i
−m
)
|Ea〉. (4.6)
The state |Ea〉 is the bosonic part of the overlap state. The expression XI and XII, defined
in the Appendix B, contain the oscillators of only cos and sin modes, respectively, which
are represented by the creation-and-annihilation operator of positive (a(r)n ) and negative
(a
(r)
−n) indices, respectively. As briefly discussed there, the factorization formula for the
Neumann matrices [23, 18] allows us to derive the above simple expressions in terms of
world-sheet energies ωrm.
By restricting to the zero modes, we see that neither of them separately reduces to
the effective action of the previous section. However, it is now evident that if we combine
them with equal weights we can get the desired form
|H3〉h ≡ 1
2
(|H3〉SV + |H3〉D) ⇒
(
8∑
i=5
(X iI)
2 +
4∑
i=1
(X iII)
2
)
|Ea〉
=
3∑
r=1
(
8∑
i=5
∞∑
m=0
ω(r)m
α(r)
a(r)i†m a
(r)i
m +
4∑
i=1
∞∑
m=1
ω(r)m
α(r)
a
(r)i†
−m a
(r)i
−m
)
|Ea〉, (4.7)
which in the zero-mode sector reduces to the form (h(2)s + h
(3)
s − h(1)s )|V0〉, involving only
the scalar oscillators in the prefactor, as derived in the previous section. Apart from
the overall normalization fixed by comparing with (3.85), this combination is unique.
Therefore, we have arrived at the uniquely possible string field 3-point interaction term
which is consistent with the conclusion that we have reached by foregoing discussions.
We note that when restricted to the scalar modes the form (4.7) coincides with the
one suggested previously in [36] as the possible prefactor which is compatible with the
holographic relation (4.4). Namely, they have shown that this gives the correct CFT
coefficients after taking into account the operator mixing for scalar operators with two
impurities. The result (4.7) shows that the scalar prefactor indeed consists only of the
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cos modes as they have proposed, while actually the vector prefactor must consist only of
the sin modes, in order to be consistent with supersymmetry.
Thus the conclusion of this section is that the holographic string field theory is given
in the following form up to the first order in the string coupling
Sh = Sh,2 + Sh,3, (4.8)
Sh,2 =
∫
dτ
[1
2
(〈ψ|∂τ |ψ〉 − 1
2
(∂τ 〈ψ|)|ψ〉+ 〈ψ|H2|ψ〉
]
, (4.9)
Sh,3 =
1
2N
∫
dτ (1) 〈ψ|(2)〈ψ|(3)〈ψ|
√
J1J2J3|H3〉h + h.c. (4.10)
The integral over Ji under the condition J1 = J2 + J3 is implicit as before.
This action has no SO(8) symmetry, nor even the Z2 symmetry. We also note that
the holographic string field theory does not directly reduce to the familiar Green-Schwarz
form in the flat limit R → ∞. This was the case already in the supergravity sector.
Since the AdS/CFT correspondence between bulk gravity (closed string theory) and CFT
on the boundary is a concept which requires a global consideration of the whole AdS
spacetime, the fact that the flat limit is not direct is not surprising.
5. Relation with other possible duality maps
In the present section, we discuss the relation of our results to other proposals for duality
maps, especially the one advocated in refs. [32]. As we have already mentioned, it has
been shown that the 3-point vertex |H3〉SV of the first type has a close connection with
the matrix of operator mixing in the perturbative computation of anomalous dimensions.
It is indeed reasonable to assume that there exists a quantity in the bulk which plays the
role of the operator mixing. The operator mixing is necessarily associated with pertur-
bative renormalization procedure in higher orders with respect both to gauge coupling
and to genus expansion in our situation where there is a large degeneracy with respect to
conformal dimensions at the lowest order.
The first indication for the necessity of taking into account the operator mixing comes
from the behavior of 3-point functions at the first order in λ′ ≡ λ/J2. Take for instance
the simplest case of the 3-point function of operators with two different impurities (i 6= j),
〈O¯Jij,n(x1)OyJij,m(x2)O(1−y)Jvac (x3)〉 =
32
g2Cn;my[1− λ′
(
an;my log(x12Λ)
2 + bn;my log
(
x31x12Λ
x23
))
], (5.1)
where
OJij,n =
1√
JNJ+2
J∑
l=0
e
2πinl
J Tr
(
φiZ
lφjZ
J−l)
and OJvac is just the BMN operator corresponding to the ground state, with
an;my = m
2/y2, bn;my = n(n−m/y), and Cn;my =
√
1− y
yJ
sin2(πny)
π2(n− m
y
)2
. (5.2)
For notational brevity, in the present section, we suppress the classical part (namely, the
zero-th order in λ′) of spacetime dependence for gauge-theory correlation functions. Note
that an;my is noting but the anomalous dimension of O
yJ
m since it comes from Feynman di-
agrams where the interaction occurs only between OJn(x1) and O
yJ
m (x2), while bn;my comes
from graphs where the interaction occurs among all three operators OJn(x1), O
yJ
m (x2) and
O(1−y)Jvac (x3). This form, however, does not take the standard form of a 3-point correla-
tion function of conformal operators. In other words, to this first order in λ′, the BMN
operator OJij,n cannot be regarded as a conformal operator characterized by the standard
conformal transformation property.
As is well known now, this difficulty is resolved if we take into account the operator
mixing with multi-trace operators. Consider a 2×2 matrix of two-point functions of
operators,
OJij,n =
1√
JNJ+2
J∑
l=0
e
2πinl
J Tr
(
φiZ
lφjZ
J−l) and T J,yij,n =: Oy·Jij,nO(1−y)·Jvac : . (5.3)
With respect to the genus-expansion parameter g2 ≡ J2/N , the diagonal elements begin
from the zero-th order, while the off-diagonal elements, being interpreted as a 2-body to 1-
body (or 1-body to 2-body) process, starts from the first order. Therefore, we can express
the general structure of this matrix to the first order both in λ′ and g2 as [28, 29, 30, 31]
〈O¯A(0)OB(x)〉 ≡ GAB + λ′ΓAB log(xΛ)−2, (5.4)
with
GAB =
(
δmn 0
0 δmnδyz
)
+ g2
(
0 Cn;my
Cn;my 0
)
, (5.5)
ΓAB =
(
n2δnm 0
0 m
2
y2
δnmδyz
)
+ g2
(
0 (an;my + bn;my)Cn;my
(an;my + bn;my)Cn;my 0
)
. (5.6)
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Note hat the 2-point functions between a single-trace and a double-trace operator are
obtained by taking the limit x23 ∼ 1/Λ → 0, and also that 1/Λ is identified with the
short-distance cutoff parameter associated with loops in the sense of Feynman diagrams.
The specific ansatz proposed in [32] in order to relate this mixing matrix to string-field
theory vertex |H3〉SV is as follows. We first transform the basis for these operators by
O˜A = U˜ABOB such that
〈 ¯˜OA(0)O˜B(x)〉 = δAB +O(λ′). (5.7)
However, this requirement alone does not determine the basis completely. To restrict the
basis further the authors demand that the transformation should be symmetric and real.
Then, the transformation matrix U˜ can be fixed to the present order O(g2) as
U˜ = 1− g2
2
G(1), (5.8)
where G(1) is the O(g2) part of GAB. By this change of the basis, the matrix ΓAB is
transformed to
Γ′ = Γ(0) + g2Γ(1) − g2
2
{Γ(0), G(1)} (5.9)
to the present order of approximation. The observation of [32] is that the off-diagonal
part of this matrix coincides with the matrix elements of the interaction vertex of the first
type, namely, |H3〉SV . This has been confirmed in several cases, for instance, for scalar
impurities in [32, 33, 14], and for other cases including vectors and fermions in [14, 39].
For the supergravity chiral operators, the mixing matrix ΓAB vanishes. In connection
with this, we note that in this case the matrix GAB should not be interpreted as repre-
senting operator mixing, as we will touch briefly below. This is as it should be, since the
3-point functions of the chiral supergravity operators are not renormalized and hence take
the standard conformally-invariant form even after including the higher-order effects.
We now show that this ansatz can be understood as a consequence of our holographic
string field theory, given the observation of [26]. In other words, all existing duality
relations are actually compatible. Since our results are based on a clear spacetime picture
which is lacking unfortunately in other approaches, checking the consistency with more
formal correspondences seems to provide a useful guide for obtaining a unified viewpoint
on the holography in the plane-wave limit.
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Let us consider a general class of three general operators O1(x1), O2(x2) and O3(x3),
which have the classical conformal dimensions ∆〈0〉r satisfying the condition of degeneracy
∆
〈0〉
1 = ∆
〈0〉
2 +∆
〈0〉
3 . The number of impurities contained in O1 is thus equal to the sum of
those in O2 and O3. Here and in what follows, we use the subscript 〈0〉, 〈1〉, etc to denote
the order with respect to λ′. The coupling constant g2 with respect to which the order is
denoted by the usual subscript (0), (1), etc is factored out in order to make clear the order
of the quantities we are dealing with. The 3-point function takes the following general
form
〈O¯1(x1)O2(x2)O3(x3)〉
= g2C
〈0〉
123
[
1− λ′
{
∆
〈1〉
2 log(x12Λ)
2 +∆
〈1〉
3 log(x13Λ)
2 + b123 log
(
x31x12Λ
x23
)}]
, (5.10)
where C
〈0〉
123 denotes the 3-point coefficient of the free gauge theory and ∆
〈1〉
r is the anoma-
lous dimension of the operator Or(xr) to the first order in λ
′. As above, this expression in
general does not conform to the standard form of the 3-point correlation functions of con-
formal operators. However, we can easily check that this is the most general form which
would lead to the standard form ((5.16) below) after taking into account the operator mix-
ing. In the O(λ′) part on the right hand side of (5.10), the first term ∆〈1〉2 log(x12Λ)2 comes
from a class of Feynman diagrams in which the interaction occurs only between O2(x2) and
O1(x1). Similarly, the second term ∆
〈0〉
3 log(x13Λ)
2 comes from the ones where the inter-
action occurs only between O3(x3) and O1(x1), and the third term b123 log((x31x12Λ)/x23)
from the remaining ones, where the interaction occurs among all three operators. Suppos-
ing that the double-trace operator in consideration is obtained from the product of O2(x2)
and O3(x3) by taking the limit x23 ∼ 1/Λ, the matrices GAB and ΓAB in the subspace of
operators O1(0) and :O2(x)O3(x): takes the form
GAB =
(
1 0
0 1
)
+ g2
(
0 C
〈0〉
123
C
〈0〉
123 0
)
, (5.11)
ΓAB =
(
∆
〈1〉
1 0
0 ∆
〈1〉
2 +∆
〈1〉
3
)
+ g2
(
0 (∆
〈1〉
2 +∆
〈1〉
3 + b123)C
〈0〉
123
(∆
〈1〉
2 +∆
〈1〉
3 + b123)C
〈0〉
123 0
)
,
(5.12)
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where we have taken into account the fact that the O(g02) part of ΓAB gives the anomalous
dimensions of O1 and : O2O3 :. In the case of two different scalar impurities discussed
above, ∆
〈1〉
2 = m
2/y2, ∆
〈1〉
3 = 0, ∆
〈1〉
1 = n
2, b123 = bn;my = n(n−m/y), and C〈0〉123 = Cn;my.
Now, in order to extract the correct CFT coefficient with the operator mixing being
taken into account, we introduce the transformation matrix UAB which diagonalizes the
matrix 〈O¯A(0)OB(x)〉 as a whole. Namely, contrary to the previous U˜ , both of the matrices
GAB and ΓAB are simultaneously diagonalized. It takes the form
U =
(
1 0
0 1
)
+ g2
(
0 D123
E123 0
)
, (5.13)
where
D123 =
∆
〈1〉
2 +∆
〈1〉
3 −∆〈1〉1 + b123
∆
〈1〉
1 −∆〈1〉2 −∆〈1〉3
C
〈0〉
123, E123 = −
b123
∆
〈1〉
1 −∆〈1〉2 −∆〈1〉3
C
〈0〉
123. (5.14)
Then the 3-point function of the operators O′A = UABOB in the new basis is given by
〈O¯′1(x1)O′2(x2)O′3(x3)〉
= 〈O¯1(x1)O2(x2)O3(x3)〉+ g2D12′3′〈: O2′O3′ :(x1)O2(x2)O3(x3)〉+O(g22)
= g2(C
〈0〉
123 +D123)
−λ′g2
[{
2∆
〈1〉
2 (C
〈0〉
123 +D123) + b123C
〈0〉
123
}
log(x12Λ) (5.15)
+
{
2∆
〈1〉
3 (C
〈0〉
123 +D123) + b123C
〈0〉
123
}
log(x31Λ)− b123C〈0〉123 log(x23Λ)
]
.
Here, the mixing effect does not affect the third term log(x23Λ), since a correlation function
which contains a double trace operator at x2 or x3 gives a O(g2) contribution by itself.
Taking into account the definition ofD123, we then obtain the following result regardless of
the expression of b123, which is consistent with the canonical form of the 3-point function
for operators with (anomalous) conformal dimensions ∆
〈1〉
1 , ∆
〈1〉
2 , and ∆
〈1〉
3 , respectively:
〈O¯′1(x1)O′2(x2)O′3(x3)〉
= g2C123
[
1− λ′
{(
∆
〈1〉
1 +∆
〈1〉
2 −∆〈1〉3
)
log(x12Λ) (5.16)
+
(
∆
〈1〉
3 +∆
〈1〉
1 −∆〈1〉2
)
log(x31Λ) +
(
∆
〈1〉
2 +∆
〈1〉
3 −∆〈1〉1
)
log(x23Λ)
}]
,
where the true CFT coefficient C123 = C
〈0〉
123 +D123 is expressed in terms of C
〈0〉
123 and b123
as
C123 =
λ′b123C
〈0〉
123
∆1 −∆2 −∆3 . (5.17)
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Here, we have used the relation ∆1−∆2−∆3 = λ′(∆〈1〉1 −∆〈1〉2 −∆〈1〉3 ), which is valid for
impurity-preserving processes. Though we have taken into account the operator mixing
to higher order with respect to both g2 and λ
′, the correction to the CFT coefficients thus
starts from the lowest order, namely the same order as C
〈0〉
123.
Note that this argument can be applied for any kind of impurities, except for the case
of pure chiral operators where a123, b123 and ∆
〈0〉
i all vanish: The relation (5.17) holds
with different bn;my’s depending on impurities [14, 39]. Also, for the chiral operators of
supergravity, this procedure would lead to a nonsensical result C123 = 0, indicating that
for the supergravity BMN operators the matrix GAB cannot be regarded as the mixing
matrix.
By identifying the true CFT coefficient with the 3-point vertex |H3〉h in accordance
with our result for the holographic string field theory, we must have
√
J1J2J3
N
〈1, 2, 3|
(
1
2µ
|H3〉D + 1
2µ
|H3〉SV
)
= −g2λ′ b123C〈0〉123. (5.18)
On the other hand, the result of [26] indicates that
√
J1J2J3
N
1
µ
〈1, 2, 3|H3〉D = g2 (∆2 +∆3 −∆1)C〈0〉123. (5.19)
The off-diagonal matrix elements of the Γ-matrix in the particular basis which makes the
partial diagonalization are given in the form
λ′Γ′off =
1
2
(∆2 +∆3 −∆1)C〈0〉123 + λ′b123C〈0〉123. (5.20)
Using the equations (5.17), (5.18) and (5.19), we finally find
g2λ
′Γ′off = −
√
J1J2J3
N
1
2µ
〈1, 2, 3|H3〉SV . (5.21)
This is nothing but the claim made in [32, 33], except for the overall factor −1/2. This
factor can be understood from the difference of normalization. Our convention differs
just by this factor from the one adopted in the literature discussing this subject; see, for
example, (B.14) and (B.9) in [39].
It should be remarked that the above relation of the 3-point vertex |H3〉SV with the
operator mixing in perturbation theory at the boundary is intrinsically restricted to the
processes where the numbers of impurities are conserved. For this particular class of
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processes, our argument clarified why the correct interaction vertex of the holographic
string field theory must be the particular combination of the two types of string interaction
vertices: Roughly speaking, the part |H3〉D describes the ‘bare’ part of the interaction
of BMN operators, while the part |H3〉SV describes the mixing among them. Both are
necessary for describing the processes in the bulk, corresponding to a propagation of them
from boundary to boundary along the tunneling null geodesic. Note that the observation
of [26] that the string overlap vertex, the bare part of the interaction, in the large µ
limit precisely corresponds to the free-field contraction is also quite natural for impurity
preserving processes. Through the holographic string field theory, this natural property
is related to the specific ansatz relating |H3〉SV to the matrix of operator mixing, which
singles out the particular basis of the gauge-theory operators.
We warn the reader, however, that the above intuitive interpretation on the different
roles of |H3〉SV and |H3〉D does not apply to more general processes in which the numbers
of impurities are not conserved. It is difficult to extend the above argument directly to
such cases.
6. Explicit examples
The purpose of this section is to present some concrete computations in order to confirm
our general discussions. In the present work, for simplicity we restrict ourselves to the
cases of two (conserved) impurities, for which we can utilize many results by other authors
on the gauge theory side. It is sufficient to focus on the cases of vector, mixed scalar-
vector, and fermionic impurities, since as we have mentioned before the case of pure scalar
impurities has been practically treated in [36] and was shown to be consistent with our
holographic relation. We are planning to study more general cases, especially the cases
where the numbers of impurities are not conserved, in a forthcoming work. In the present
section, we denote the first 4-vector indices (i = 1, . . . , 4) by Greek letters (µ, ν) for a
clear discrimination between the vector and scalar directions.
6.1 Vector impurities
Let us begin from the BMN operators with two vector impurities. The CFT coefficients
on the gauge theory side have been already computed in ref.[14]. Non-trivial processes
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are listed bellow for (∆2 +∆3 −∆1)C123:
µmν−m + vac→ µnν−n : −λ′Cvac sin
2(πny)
yπ2
m/y
n−m/y (6.22)
νmµ−m + vac→ µnν−n : λ′Cvac sin
2(πny)
yπ2
m/y
n+m/y
(6.23)
µmµ−m + vac→ νnν−n : −λ
′
2
Cvac
sin2(πny)
yπ2
(6.24)
µmµ−m + vac→ µnµ−n : −λ
′
2
Cvac
sin(πny)
yπ2
n2 + 3m2/y2
n2 −m2/y2 , (6.25)
where the left hand side represents symbolically the processes with two vector impurities
with µ and ν supposed to denote different vector indices. We have already used the fact
that the difference of the conformal dimensions, ∆2+∆3−∆1, is given by λ′(m2/y2−n2)
with y ≡ J2/J1 at the leading order of small λ′ = 1/(µα(1))2. The mode numbers n and
m are supposed to satisfy n > 0 and m ≥ 0, respectively. The overall numerical constant
Cvac is the 3-point function for vacuum BMN operators, O
Ji
vac ≡ (JiNJi)−1/2Tr(ZJi) with
J2 + J3 = J1:
Cvac =
√
J1J2J3
N
= g2
√
y(1− y)√
J1
. (6.26)
Note that the normalization constant of the BMN operator has always been chosen such
that two-point functions take the form 〈O¯J(x)OJ(0)〉 = 1/|x|2J . This overall factor coin-
cides with the corresponding factor for the 3-point vertex of the holographic string field
theory, as determined in the previous section on the basis of the comparison with the
supergravity analysis.
The 3-point vertex on the string-theory side which should be compared with is the
one with the prefactor with only sin modes, since the scalar part X2I vanishes for these
cases,
X2II|E〉 = −
3∑
r,s=1
∞∑
m,n=1
ω(r)m
α(r)
(
N˜ rsmn − N˜ rsm−n
) (
α(r)†m α
(s)†
n + α
(r)†
−mα
(s)†
−n
)
|E〉
+
3∑
r,s=1
∞∑
m,n=1
(
ω(r)m
α(r)
+
ω(s)n
α(s)
) (
N˜ rsmn − N˜ rsm−n
)
α(r)†m α
(s)†
−n |E〉, (6.27)
where we have expressed the formula in terms of the exponential basis defined as
α0 = a0, αn =
1√
2
(an − ia−n), α−n = 1√
2
(an + ia−n), (6.28)
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which directly corresponds to the momentum basis of the BMN operators on the boundary.
For the first process (6.22), assuming m and n are non-zero, we obtain the following
matrix element
123〈v|α(1)µn α(1)ν−n α(2)µm α(2)ν−m
1
2µ
(
X2II
)
|E〉
=
1
2µ
(
ω(1)n
α(1)
(N˜12nm − N˜12n−m) +
ω(2)m
α(2)
(N˜21mn − N˜21m−n)
)
N˜12−n−m
+
1
2µ
(
ω(1)n
α(1)
(N˜12nm − N˜12n−m) +
ω(2)m
α(2)
(N˜21mn − N˜21m−n)
)
N˜12nm, (6.29)
where the second line comes form the case where the oscillators α(1)µn and α
(2)µ
m are con-
tracted through the prefactor X2II and the operators α
(1)ν
−n and α
(2)ν
−m through the overlap
|E〉, while the third line comes form the opposite case. The net results is
1
µ
(
ω(1)n
α(1)
+
ω(2)m
α(2)
)
(N˜12n−m − N˜12nm)N˜12nm. (6.30)
Using the explicit form of the Neumann coefficients in the large µ limit presented in
(B.60), we can confirm that this reduces in this limit to the gauge theory result (6.22),
after including the above overall factor. As for the special case m = 0, the absence of
zero-mode oscillators in the prefactor XII leads to the vanishing result, which matches the
gauge theory.
The second case (6.23) is related by a change m→ −m to the first one. On the string
theory side, the large µ behavior of Neumann functions N˜ rsmn satisfies the same relation
with respect to this sign change, as exhibited in (B.60). Thus the first case ensures the
correct matching in the second case.
For the third case (6.24) , we obtain for n 6= 0 and m 6= 0,
123〈v|α(1)µn α(1)µ−n α(2)νm α(2)ν−m
1
2µ
(
X2II
)
|E〉
= − ω
(1)
n
µα(1)
(N˜11nn − N˜11n−n)N˜22m−m −
ω(2)m
µα(1)
(N˜22mm − N˜22m−m)N˜11n−n, (6.31)
where the first term in the second line comes from the contraction of α(1)µn and α
(1)µ
−n
through the prefactor X2II and of α
(2)ν
m and α
(2)ν
−m through the overlap |E〉, while the second
term comes form the opposite case. Due to the property of the Neumann coefficients, the
second term vanishes, and the first term reduces to the field theory result. It is useful to
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notice here that the gauge theory result for vector impurities in the case (6.24) is equal
to the scalar correspondent (µ, ν → i, j) except for the overall sign, and to recall that the
scalar case matches the duality relation (4.4) by using the vertex (1/2)X2I |E〉. In addition
to this, we can easily check that the relation
123〈v|α(1)µn α(1)µ−n α(2)νm α(2)ν−m
(
X2I +X
2
II
)
|E〉 = O
(
1
µ2
)
(6.32)
is satisfied in the present ‘flavor-changing’ process. Thus, X2II|E〉 can be replaced with
−X2I |E〉 at the leading order in large µ limit, confirming the validity of the duality relation.
The same is true for the case of m = 0.
The last case (6.25) is the sum of the above three cases (6.22), (6.23) and (6.24) on the
gauge theory side. We can check that the same is true for the expressions on the string
side: Indeed,
123〈v|α(1)µn α(1)µ−n α(2)µm α(2)µ−m
1
2µ
(
X2II
)
|E〉, (6.33)
is given by summing all possible contractions of α(1)µn , α
(1)µ
−n , α(2)µm and α
(2)µ
−m through the
prefactor X2II or the vertex|E〉, which coincide with the sum of all the three amplitudes
considered above on the string side in terms of the Neumann functions.
6.2 Mixed impurities
Next, we consider the case with one vector and one scalar impurities, namely, imµ−m +
vac→ inµ−n. The gauge theory result for (∆2 +∆3 −∆1)C123 is [14]
λ′
2
Cvac
sin2(πny)
yπ2 (n2 −m2/y2)
(
n+
m
y
)2
. (6.34)
On the string theory side, both the XI and XII parts in the prefactor in |H3〉h contribute
as
123〈v|α(1)in α(1)µ−n α(2)im α(2)ν−m
1
2µ
 8∑
i=5
(X iI)
2 +
4∑
µ=1
(XµII)
2
 |E〉 (6.35)
=
1
2µ
(
ω(1)n
α(1)
+
ω(1)m
α(2)
)
(N˜12m−n + N˜
12
mn)N˜
12
mn −
1
2µ
(
ω(1)n
α(1)
+
ω(2)m
α(2)
)
(N˜12m−n − N˜12mn)N˜12mn,
where the first part in the second line is the contribution from (X iI)
2|E〉 and the second
form (XµII)
2|E〉, and the net result is
1
µ
(
ω(1)n
α(1)
+
ω(2)m
α(2)
)
N˜12mnN˜
12
mn. (6.36)
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We can easily confirm that in the large µ limit this precisely reduces to the field theory
result (6.34).
6.3 Fermionic impurities
We first explain the convention for representing spinor impurities. We essentially fol-
low the ref.[39]. Decompose the SU(4) R-symmetry group as SU(4) = SO(4)×U(1) =
SU(2)×SU(2)×U(1) with U(1) being the subgroup corresponding to large orbital angular
momentum J :
4→ (2, 1)+ + (1, 2)−,
where the subscript ± represents the U(1) charge. With this decomposition of the R-
charge index, the correspondence between the fermionic fields λAα and λ¯
A
α˙ , with A and α
being R-charge and Lorentz spinor indices, and the string theory creation operators b†α1α2
and b†α˙1α˙2 with SO(8) (= SO(4)× SO(4) = SU(2)× SU(2)× SU(2)× SU(2)) indices is
given by
λAα → (λrα,1/2, λr˙α,−1/2) ∼ (b†α1α2 , b†α˙1α2), (6.37)
λ¯Aα˙ → (λ¯rα˙,−1/2, λ¯r˙α˙,1/2) ∼ (b†α1α˙2 , b†α˙1α˙2). (6.38)
The original SU(4) index A of λAα is represented by the set (r, 1/2)+(r˙,−1/2) and similarly
of λ
A
α by its conjugate (r,−1/2) + (r˙, 1/2). Note that the range of indices are r = 3, 4,
r˙ = 1, 2, α1, α2 = 1, 2, and α˙1, α˙2 = 1, 2. On the right end of the above symbolic relation,
the fermion oscillators are represented by the indices (r ∼ α1, α ∼ α2) etc., with α being
originally the spinor indices of 4D target space on the boundary. We call the sector
with the U(1) charge J = 1/2 a BMN fermion while the one with J = −1/2 an anti-
BMN fermion, and we will focus on the former. The SU(2) indices are contracted in the
standard way by the ǫ symbol ǫαβ and ǫ
αβ ≡ ǫ−1αβ .
As for two fermionic impurities, it is sufficient to consider the four types listed bellow,
accompanied with the corresponding gauge theory results for (∆2 +∆3 −∆1)C123 which
can be extracted from the work [39]:
λ31mλ32−m + vac→ λ31nλ32−n : −λ′Cvac sin
2(πny)
yπ2
n
n−m/y , (6.39)
λ31mλ31−m + vac→ λ31nλ31−n : −λ′Cvac sin
2(πny)
yπ2
2nm/y
n2 −m2/y2 , (6.40)
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λ31mλ42−m + vac→ λ31nλ42−n : −λ
′
2
Cvac
sin2(πny)
yπ2
n +m/y
n−m/y , (6.41)
λ31mλ41−m + vac→ λ31nλ41−n : −λ′Cvac sin
2(πny)
yπ2
m/y
n−m/y . (6.42)
On the string theory side, the contribution from the |H3〉SV part in the interaction
vertex is already calculated in [39] as
µ−1〈v|β(1)12−n β(1)11n β(2)11,mβ(2)12,−m|H3〉SV = −CN
sin2(πny)
(µα(1))2π2y
, (6.43)
µ−1〈v|β(1)11−n β(1)11n β(2)11,mβ(2)11,−m|H3〉SV = 0, (6.44)
µ−1〈v|β(1)22−n β(1)11n β(2)11,mβ(2)22,−m|H3〉SV = 0, (6.45)
µ−1〈v|β(1)21−n β(1)11n β(2)11,mβ(2)21,−m|H3〉SV = CN
sin2(πny)
(µα(1))2π2y
, (6.46)
where βn is the exponential basis of each string defined in a similar manner as αn:
β0 = b0, βn =
1√
2
(bn − ib−n), β−n = 1√
2
(bn + ib−n). (6.47)
For these cases of pure fermionic external states with undotted indices, the prefactor
reduces to
PSV =
µ
3
Y 4, (6.48)
where Y 4 is defined as Y 4 ≡ Y 2α1β2Y 2α1β2 = 12Y11Y12Y21Y22 with Y 2α1β1 = Yα1γ2Y γ2β1 . See
the Appendix B for the definitions of these quantities. Using the explicit form of Y 4, we
can easily confirm that the amplitudes on the string side vanish in both case of (6.44)
and (6.45), and that (6.46) is equal to the minus of (6.43). With the definition of Y α1α2
in (B.44), the string-matrix element (6.43) is given by −(G(1)n G(2)m )2, which reduces in the
large µ limit to the right hand side of (6.43) using the asymptotic form for G
(r)
given in
(B.65).
Next turning to the contribution from the |H3〉D part, we first find
µ−1〈v|β(1)11−n β(1)11n β(2)11,mβ(2)11,−m|H3〉D =
(
2ω(1)n
µα(1)
+
2ω(2)m
µα(2)
)
×(
−1
4
(Q12nm +Q
21
mn)
2 +
1
4
(Q12nm −Q21mn)2
)
= −CN sin
2(πny)
(µα(1))2yπ2
4nm/y
n2 −m2/y2 , (6.49)
where we have used the relation Q12nm = −N12nm, Q21mn = −N21−m−n in the large µ limit,
which can be easily shown by the definition of Qrsnm, (B.26), and the asymptotic form of
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U (r), (B.65), given in the Appendix B. For other three cases (6.39), (6.41) and (6.42), we
find that the |H3〉D contribution gives one and the same expression(
2ω(1)n
α(1)
+
2ω(2)m
α(2)
)
1
4
(
Q21mn −Q12nm
)2
= −CN sin
2(πny)
(µα(1))2yπ2
n+m/y
n−m/y . (6.50)
Combining these two types of contributions in each case, we obtain the matrix elements
which precisely coincide with the gauge theory results (6.39)-(6.42).
7. Concluding remarks
Finally, we remark on some relevant problems left in the present paper and on possible
future directions. First of all, we have to emphasize again that our main predictions
are not restricted to the impurity-preserving processes which almost all of other works
have been limited to. In the supergravity sector, our holographic relation summarized
in (3.82) ∼ (3.84) is valid by its construction for general processes. The extremal cases
of the supergravity sector where conformal dimensions are preserved ∆1 = ∆2 + ∆3
are generalized by lifting the degeneracy, owing to the higher-order effects in λ′, to the
impurity preserving processes including string excitation modes. In the last two sections,
we have confirmed that our relation is indeed valid in this case with nontrivial stringy
effects. It is quite plausible that the relation should then be naturally extended to impurity
non-preserving sectors. We can note, for example, that the α′-correction factor f in the
holographic relation is consistent with the fact that the CFT coefficients for such cases
start from 0-th order in 1/µ just as the impurity-preserving processes, while the 3-point
string vertices for such cases in general start at most from the first order in 1/µ, because
of the large µ behavior of the Neumann functions. In fact, it is easy to confirm that
our ansatz gives the correct results for a few simple cases. However, a systematic check
of more general classes of impurity non-preserving processes is beyond the scope of the
present paper and is left to a forthcoming work.
There are many possible directions following the present work: For instance, in con-
nection with the question of impurity nonpreserving processes, we should investigate the
string-loop corrections. In most of the existing literature, impurity nonpreserving con-
tributions have been ignored often without appropriate justification. It would also be
interesting to extend the discussions of section 2 and 3 to higher-point correlation func-
tions, from both standpoints of supergravity limit and full string theory, and to see to
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what extent the structure suggested in our first work [4] is realized in higher orders. An-
other important problem is to derive the holographic string-field theory in conjunction
with our prescription of the holographic duality directly from the gauge-theory side. For
such an attempt, the collective-field approach discussed in [40] seems to be suggestive.
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A Reduction to SO(4) basis
First we summarize the definitions of overlap integrals of SO(6) harmonics,
Y I = CIi1···ikxi1 · · ·xik (A.1)
following the convention of ref. [11]. Using the formula for the integration over the
5-dimensional unit sphere S5 (ω = π3 = the area of a unit 5-sphere),
1
ω5
∫
S5
xi1 · · ·xi2m = 2
1−m
(m+ 2)!
× (All possiblle contractions), (A.2)
we derive ∫
S5
Y I1Y I2 = CI1i1···ikCI2j1···jk
∫
S5
xi1 · · ·xikxj1 · · ·xjk
= π3
21−k
(k + 2)!
k!〈CI1CI2〉 = π3 δ
I1I2
2k−1(k + 1)(k + 2)
, (A.3)
and ∫
S5
Y I1Y I2Y I3 = π3
2−(Σ−2)/2
(Σ
2
+ 2)!
k1!k2!k3!
α1!α2!α3!
〈CI1CI2CI3〉 ≡ a(k1, k2, k3)〈CI1CI2CI3〉, (A.4)
since in this case m = Σ/2 and k1!k2!k3!
α1!α2!α3!
is equal to the number of same contractions occur,
due to the total symmetry of the tensors CI .
Now we convert these integrals on S5 into a Gaussian average for the SO(4) directions
by taking the large J limit. Such a calculation has previously done in ref. [6] for some
special cases. First by expressing the S5 harmonics in terms the S3 harmonics Y˜ I1,
Y I = 2−J/2
√√√√(J + k˜)!
J !k˜!
eiJψ cosJ θ sink˜1 θ Y˜ I1 (A.5)
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Y I = 2−J/2
√√√√(J + k˜)!
J !k˜!
e−iJψ cosJ θ sink˜1 θ Y˜ I (A.6)
Let us first check this formula by confirming the normalization integral.∫
S5
Y IY I = 2−J
(J + k˜)!
J !k˜!
∫ 2π
0
dψ
∫ π/2
−π/2
dθ cos θ| sin θ|3 cos2J θ sin2k˜ θ
∫
S3
Y˜ I Y˜ I (A.7)
In the limit J →∞, this can be evaluated by making a change of integration variables from
θ and the Cartesian coordinates xi on S3 (
∑3
i=1(x
i)2 = 1) to a 4-vector y0 = θ, yi = θxi as
lim
J→∞
∫
S5
Y IY I = lim
J→∞
2−J
(J + k˜)!
J !k˜!
2π
∫
d4y e−Jy
2 |yk˜Y˜ I |2 (A.8)
= 2−J
(J + k˜)!
J !k˜!
2π
π2
(J + 1
2
)2
k˜!
(2(J + 1
2
))k˜
〈C˜I C˜I〉 = π
3
2J+k˜−1J2
(A.9)
which coincides with the (A.3).
Similarly, the 3-point integral is found to be∫
S5
Y I1Y I2Y I3 = 2−J1
[(J1 + k˜1)!(J2 + k˜2)!(J3 + k˜3)!
J1!k˜1!J2!k˜2!J3!k˜3!
]1/2
×2π
∫
dθ cos θ| sin θ|3 cosJ1 θ sink˜1 θ cosJ2 θ sink˜2 θ cosJ3 θ sink˜3 θ
→ π3 1
2−1+
Σ
2 J21
(J2
J1
)k˜2/2(J3
J1
)k˜3/2√k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1 C˜I2C˜I3〉. (A.10)
Equating this result with the large J1 limit of (A.4) which is equal to
π3
1
2−1+
Σ
2 J21
1
α˜1!
(J2J3
J1
)α˜1〈CI1CI2CI3〉, (A.11)
we find the relation between the SO(6) and SO(4) contractions (α˜1 = α1 = (k˜2 + k˜3 −
k˜1)/2),
〈CI1CI2CI3〉 = α1!
( J1
J2J3
)α˜1(J2
J1
)k˜2/2(J3
J1
)k˜3/2√k˜1!k˜2!k˜3!
α˜1!α˜2!α˜3!
〈C˜I1 C˜I2C˜I3〉. (A.12)
This is used in section 3 in order to express the 3-point coupling in terms of the SO(4)
variables explicitly.
B Explicit form of string-field vertices
In this appendix, we summarize various formulas which are necessary for our arguments
in sections 5 and 6. We hope that this is useful to make the expositions of the present
paper self-contained.
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B.1 Preliminaries
First, the Fourier mode expansions in terms of sin/cos basis of bosonic coordinate x(r)(σr)
and bosonic momentum p(r)(σr), as well as the fermionic ones λ
(r)(σr) and θ
(r)(σr), are
given by
x(r)(σr) = x
(r)
0 +
√
2
∞∑
n=1
(
x(r)n cos
nσr
|α(r)| + x
(r)
−n sin
nσr
|α(r)|
)
, (B.1)
p(r)(σr) =
1
2π|α(r)|
[
p
(r)
0 +
√
2
∞∑
n=1
(
p(r)n cos
nσr
|α(r)| + p
(r)
−n sin
nσr
|α(r)|
)]
, (B.2)
θ(r)(σr) = θ
(r)
0 +
√
2
∞∑
n=1
(
θ(r)n cos
nσr
|α(r)| + θ
(r)
−n sin
nσr
|α(r)|
)
, (B.3)
λ(r)(σr) =
1
2π|α(r)|
[
λ
(r)
0 +
√
2
∞∑
n=1
(
λ(r)n cos
nσr
|α(r)| + λ
(r)
−n sin
nσr
|α(r)|
)]
, (B.4)
where∗∗
x(r)n =
√
α′
2ω
(r)
n
(
a(r)n + a
(r)†
n
)
, p(r)n = −i
√√√√ω(r)n
2α′
(
a(r)n − a(r)†n
)
, (B.5)
θ
(r)
0 =
√
α′
2
√
|α(r)|
[
1 + Π
2
{
(1 + e(α(r)))b
(r)
0 − (1− e(α(r))b(r)†0 )
}
+
1− Π
2
{
(1− e(α(r)))b(r)0 + (1 + e(α(r))b(r)†0 )
}]
, (B.6)
θ(r)n =
√
α′√
2|α(r)|
√
n
ω
(r)
n
[
1 + Π
2
{
U
−1/2
(r)n b
(r)
n + e(α(r)n)U
1/2
(r)nb
(r)†
−n )
}
+
1− Π
2
{
U
1/2
(r)nb
(r)
n + e(α(r)n)U
−1/2
(r)n b
(r)†
−n )
}]
(n 6= 0), (B.7)
λ(r)n =
|α(r)|
α′
θ(r)†n , (B.8)
with the ordinal (anti-)commutation relations
[a(r)im , a
(s)j†
n ] = δ
rsδijδmn, {b(r)am , b(s)bn } = δrsδabδmn. (B.9)
Here, e(x) ≡ x/|x|, ω(r)n ≡
√
n2 + µ2α2(r), U(r)n ≡ (ω(r)n − µα(r))/|n|, and Π ≡ γ1γ2γ3γ4,
with γi being SO(8) gamma matrices. With these Fock space basis, the free string Hamil-
tonian for r-th string
H(r) =
1
2
∫ 2π|α(r)|
0
dσ
[
2πα′p(r)2 +
1
2πα′
(∂σx
(r))2 +
1
2πα′
µ2x(r)2)
]
(B.10)
∗∗The definition of the oscillators a
(r)
±n is different from the usual one in the literature by a factor −i.
We use this definition since it is the appropriate one in the supergravity limit as we have discussed in
section 3.
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+
1
2
∫ 2π|α(r)|
0
dσ
[
−2πα′λ(r)∂σλ(r) + 1
2πα′
θ(r)∂σθ
(r) + 2µλ(r)Πθ(r)
]
reduces to
H =
∞∑
n=−∞
ω(r)n
|α(r)|
(
a(r)†n a
(r)
n + b
(r)†
n b
(r)
n
)
. (B.11)
B.2 Overlap vertex
The overlap vertex takes the form
|E〉 = |Ea〉|Eb〉 δ
(
3∑
r=1
α(r)
)
, (B.12)
where |Ea〉 and |Eb〉 are the bosonic and fermionic overlap vertices which satisfy
3∑
r=1
p˜(r)(σ)|Ea〉 = 0,
3∑
r=1
e(α(r))x˜
(r)(σ)|Ea〉 = 0, (B.13)
3∑
r=1
λ˜(r)(σ)|Eb〉 = 0,
3∑
r=1
e(α(r))θ˜
(r)(σ)|Eb〉 = 0. (B.14)
Here, p˜(r)(σ) (|σ| ≤ |α(1)|) is defined as p˜(r)(σ) ≡ Θr(σ)p(r)(σr) with Θ2(σ) = θ(πα(2)−|σ|),
Θ3(σ) = θ(|σ| − πα(2)), and Θ1 = 1. The parameter σr is defined as
σ2 = σ − πα(2) ≤ σ ≤ πα(2) (B.15)
σ3 =
{
σ − πα(2) πα(2) ≤ σ ≤ π(α(2) + α(3))
σ + πα(2) − π(α(2) + α(3)) ≤ σ ≤ −πα(2) (B.16)
σ1 = −σ − π(α(2) + α(3)) ≤ σ ≤ π(α(2) + α(3)). (B.17)
The definitions of x˜(r)(σ), λ˜(r)(σ) and θ˜(r)(σ) are given in the same way. We always assume
α(r)(≡ α′p+(r)) satisfies the relation α(2), α(3) > 0, α(1) < 0.
The explicit form of the overlap vertex is
|Ea〉 = exp
−1
2
3∑
r,s=1
a(r)†m N
rs
mna
(s)†
n
 |va〉123, (B.18)
|Eb〉 = exp
 3∑
r,s=1
∞∑
m,n=0
(
b
(r)α1α2†
−m Q
rs
mnb
(s)†
nα1α2 + b
(r)α˙1α˙2†
m Q
rs
mnb
(s)†
−nα˙1α˙2
) |vb〉123. (B.19)
This overlap vertex is based on the ground states |va〉123 and |vb〉123 which are defined
by a(r)n |va〉123 = 0 and b(r)n |vb〉123 = 0 for n ∈ Z. Note that |Eb〉 is constructed on the
Fock vacuum |vb〉 [34, 35], not on the SO(8) vacuum |0〉, defined as a(r)n |0〉 = 0 (n ∈ Z),
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b(r)n |0〉 = 0 (n 6= 0) and θ(r)0 |0〉 = 0, on which the original fermionic interaction vertex
[17, 18, 19] was constructed. As for the fermionic sector, the SO(8) spinor indices have
been decomposed as SO(8) = SO(4)×SO(4) = SU(2)×SU(2)×SU(2)×SU(2), according
to the works [20, 21].
The bosonic Neumann coefficients N rsmn, N
r
m and the fermionic Neumann coefficients
Qrsmn, Q
r
m are given by
N r
′s′
00 = (1− 4µαK)
(
δr
′s′ +
√
α(r′)α(s′)
α(1)
)
, (B.20)
N r
′1
00 = δ
r′1 −
√
−α(r′)
α(1)
, (B.21)
N rs
′
m0 = −
√
2µα(s′)ǫs′t′α(t′)(C
1/2
(r) N
r)m, (B.22)
N rm = −(C−1/2A(r)TΓ−1B)m, (B.23)
N rsmn = δ
rsδmn − 2(C1/2(r) C−1/2A(r)TΓ−1A(s)C−1/2C1/2(s) )mn, (B.24)
N rs−m−n = −(U(r)N rsU(s))mn, (B.25)
Qrsmn = e(α(r))
√√√√ |α(s)|
|α(r)|
(
U
1/2
(r) C
1/2N rsC−1/2U1/2(s)
)
mn
, (B.26)
Qrr
′
m0 = −ǫr′t′√α(r′)α(t′)
e(α(r))√
|α(r)|
(
U
1/2
(r) C
1/2
(r) C
1/2N r
)
m
, (B.27)
Q1r
′
00 = −Qr
′1
00 =
1
2
√
−α(r′)
α(1)
, (B.28)
Otherwise = 0, (B.29)
where n,m > 0, r′, s′ ∈ {2, 3}, r, s ∈ {1, 2, 3}, α ≡ α(1)α(2)α(3), and
Cmn = mδmn, C(r)mn = ωm(r)δmn, U(r) = C
−1(C(r) − µα(r)), (B.30)
K = −1
4
BTΓ−1B, Γ =
3∑
r=1
A(r)U(r)A
(r)T, (B.31)
A(2)mn =
2
√
mn
π
y(−1)n+1
n2 − y2m2 sin(πmy), A
(3)
mn =
2
√
mn
π
(1− y)
n2 − (1− y)2m2 sin πmy, (B.32)
A(1)mn = δmn, Bm =
2
πy(1− y)α(1)m
−3/2 sin(πmy), (B.33)
with y = −α(2)/α(1) and 1− y = −α(3)/α(1).
When we compare string amplitudes on the both sides of bulk and boundary in the
plane-wave limit, the appropriate Fock basis is the one spanned by the oscillators defined
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with the exponential Fourier mode basis which corresponds directly to BMN operators:
α0 = a0, αn =
1√
2
(an − ia−n), α−n = 1√
2
(an + ia−n). (B.34)
The Neumann coefficients in terms of the exponential oscillator basis, N˜ rsmn, is
∞∑
m,n=−∞
a(r)†m N
rs
mna
(s)†
n =
∞∑
m,n=−∞
α(r)†m N˜
rs
mnα
(s)†
n , (B.35)
where
N˜ rs00 = N
rs
00 , N˜
rs
0m = N˜
rs
m0 = N˜
rs
0−m = N˜
rs
−m0 =
1√
2
N rs0m, (B.36)
N˜ rsmn = N˜
rs
−m−n =
1
2
(N rsmn −N rs−m−n), N˜ rsm−n = N˜ rs−mn =
1
2
(N rsmn +N
rs
−m−n). (B.37)
We present the large µ behavior of N˜ rsmn’s below in the Appendix B.4.
B.3 Prefactors
The prefactor which was first constructed for the overlap vertex based on the SO(8)
vacuum |0〉 [16, 17, 18, 19] can be reformulated for the overlap vertex |E〉 which is based
on the genuine Fock vacuum [20, 21]. The form of this prefactor is††
|H3〉SV = PSV |E〉, (B.38)
PSV =
1
2
[(
KiK˜j + µδij
)
Vij −
(
KµK˜ν + µδµν
)
Vµν
−K α˙1α1K˜ α˙2α2Sα1α2(Y )S∗α˙1α˙2(Z)− K˜ α˙1α1K α˙2α2S∗α1α2(Y )Sα˙1α˙2(Z)
]
(B.39)
where KI , K˜I (I = i, µ) and Y α1α2 , Z α˙1α˙2 are bosonic and fermionic constituents of the
prefactor defined as
KJ = XJI +X
J
II, K˜
J = XJI −XJII, (B.40)
XI = i
√
−α
′
α
(1− 4µαK)1/2
3∑
r=1
∞∑
n=0
F (r)n a
(r)†
n , (B.41)
XII = −
√
−α
′
α
(1− 4µαK)1/2
3∑
r=1
∞∑
n=1
Un(r)F
(r)
n a
(r)†
−n , (B.42)
Y α1α2 =
√
−α
′
α
(1− 4µαK)1/2
3∑
r=1
∞∑
n=0
G(r)n b
(r)α1α2†
n , (B.43)
Z α˙1α˙2 =
√
−α
′
α
(1− 4µαK)1/2
3∑
r=1
∞∑
n=0
G(r)n b
(r)α˙1α˙2†
−n , (B.44)
††This definition differs form the one in (3.28) of [20] by a factor −2α/α′. Note also the difference of
the total factor of Ki between here and there.
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with
F
(2)
0 = −
√
2
α′
√
µα(2)α(3), F
(3)
0 =
√
2
α′
√
µα(3)α(2), F
(1)
0 = 0, (B.45)
F (r)n = −
α√
α′
1
1− 4µαK
1
α(r)
(U−1(r)C
1/2
(r) CN
r)n (n > 0), (B.46)
G
(2)
0 = −
√
1
α′
√
α(2)α(3), G
(3)
0 =
√
1
α′
√
α(3)α(2), G
(1)
0 = 0, (B.47)
G(r)n = −
α√
α′
1
1− 4µαK
e(α(r))√
|α(r)|
(U
−1/2
(r) C
1/2
(r) C
1/2N r)n (n > 0). (B.48)
The other quantities in the prefactor is defined as
Vij ≡ δij
[
1 +
1
12
(Y 4 + Z4) +
1
144
Y 4Z4
]
− i
2
[
Y 2ij(1 + Z
4)− Z2ij(1 +
1
12
Y 4)
]
+
1
4
(Y 2Z2)ij , (B.49)
Vµν ≡ δµν
[
1− 1
12
(Y 4 + Z4) +
1
144
Y 4Z4
]
− i
2
[
Y 2µν(1− Z4)− Z2µν(1−
1
12
Y 4)
]
+
1
4
(Y 2Z2)µν , (B.50)
S(Y ) ≡ Y + i
3
Y 3, (B.51)
with
K α˙rβr ≡ Kiσα˙rβri , K˜ α˙rβr ≡ Kiσα˙rβri , (r = 1, 2) (B.52)
Y 2α1β1 ≡ Yα1α2Y α2β1 , Y 2α2β2 ≡ Yα1α2Y α1β2, (B.53)
Y 3α1β2 ≡ Y 2α1β1Y β1β2, Y 4 ≡ Y 2α1β1Y 2α1β1 , (B.54)
Y 2ij ≡ Y 2α1β1σijα1β1 , Z2ij ≡ Z2α˙1β˙1σijα˙1β˙1 , (Y
2Z2)ij ≡ Y 2k(iZ2j)k, (B.55)
We refer the reader to the ref.[20] for more details.
On the other hand, the interaction vertex presented in [26], which is of the form
|H3〉D =
3∑
r=1
∞∑
m=−∞
ω(r)m
α(r)
(
8∑
I=1
a(r)I†m a
(r)I
m +
8∑
a=1
b(r)a†m b
(r)a
m
)
|E〉 (B.56)
can be, using the factorization formula, written as
|H3〉D = PD|E〉, (B.57)
PD =
1
4
(
K2 + K˜2
)
− Y α1α2 Y˜α1α2 − Z α˙1α˙2Z˜α˙1α˙2 , (B.58)
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where
Y˜ α1α2 =
3∑
r=1
n
α(r)
G(r)n b
(r)α1α2†
n , Z˜
α˙1α˙2 =
3∑
r=1
n
α(r)
G(r)n b
(r)α1α2†
−n . (B.59)
For the derivation of (B.57), see the Appendix B.5 below.
B.4 Large µ behavior [25]
The large µ behavior of N˜ rsmn is given, for (m,n) 6= (0, 0), by
N˜22mn =
(−1)m+n
4πµ|α(1)|y , N˜
23
mn =
(−1)m+1
4πµ|α(1)|
√
y(1− y)
(B.60)
N˜33mn =
1
4πµ|α(1)|(1− y) , N˜
11
mn =
(−1)m+n+1 sin(πmy) sin(πny)
πµ|α(1)| (B.61)
N˜21mn =
(−1)m+n+1 sin(πny)
π
√
y(n−m/y) , N˜
31
mn =
(−1)n sin(πny)
π
√
1− y(n−m/(1− y)) (B.62)
and, for m = n = 0, by
N˜1100 = 0, N˜
12
00 = −
√
y, N˜1300 = −
√
1− y, (B.63)
N˜2300 = −
1
4πµ|α(1)|
√
y(1− y)
, N˜2200 =
1
4πµ|α(1)|y , N˜
33
00 =
1
4πµ|α(1)|(1− y) (B.64)
When we compute string amplitudes for fermions, the large µ behavior of F (r)n , G
(r)
n ,
U (r)m and 1− 4µαK are also useful‡‡:
F (2)n = (−1)n+1
2|α(1)|√
α′
√
µ|α(1)|y (1− y), F (3)n =
2|α(1)|√
α′
√
µ|α(1)|(1− y) y,
F (1)n = (−1)n+1
2|α(1)|√
α′
y(1− y)√
µ|α(1)|
n sin(πny),
G
(2)
n =
(−1)n+1√
2πµ|α(1)|y
, G
(3)
n =
1√
2πµ|α(1)|(1− y)
, G
(1)
n =
(−1)n+1√2 sin(πny)√
πµ|α(1)|
(B.65)
U (2)n =
n
2µ|α(1)|y , U
(3)
n =
n
2µ|α(1)|(1− y) , U
(1)
n =
2µ|α(1)|
n
,
1− 4µαK = 1
4πµ|α(1)|y(1− y) ,
where we have defined
G
(r)
n =
√
−α
′
α
(1− 4µαK)1/2G(r)n . (B.66)
‡‡Note that the definition of the Neumann vector N rn here, with which F
(r)
n and G
(r)
n are defined, differs
by C
−1/2
(r) Ur from that of the ref.[25].
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B.5 Factorization formula
We first prove the formula
3∑
r=1
∞∑
n=0
ω(r)n
α(r)
a(r)†n a
(r)
n |E〉 =
1
2
X2I |E〉, (B.67)
using the factorization formula obtained in [23, 18]. Operating the annihilation operator
an on the vertex |E〉, the left hand side of (B.67) can be written as
3∑
r=1
∞∑
n=0
ω(r)n
α(r)
a(r)†n a
(r)
n |E〉 = −
3∑
r,s=1
ω(r)0
α(r)
N rs00a
(r)†
0 a
(s)†
0 +
∞∑
n=1
ω
(r)
0
α(r)
N rs0na
(r)†
0 a
(s)†
n
+
∞∑
n=1
ω(r)n
α(r)
N rsn0a
(r)†
n a
(s)†
0 +
∞∑
n,m=1
ω(r)m
α(r)
N rsmna
(r)†
m a
(s)†
n
 |E〉. (B.68)
By the definition of Neumann matrices, the first term in the right hand side becomes
3∑
r,s=1
ω
(r)
0
α(r)
N rs00a
(r)†
0 a
(s)†
0 =
1
2
X20 , (B.69)
and the sum of the second and the third terms reduces to
3∑
r,s=1
∞∑
n=1
ω
(r)
0
α(r)
N rs0na
(r)†
0 a
(s)†
n +
3∑
r,s=1
∞∑
n=1
ω(r)n
α(r)
N rsn0a
(r)†
n a
(s)†
0 = X0X+, (B.70)
where X0 and X+ is defined as zero-mode and positive-mode parts of XI, such as
XI = i
√
−α
′
α
(1− 4µαK)1/2
(
3∑
r=1
F
(r)
0 a
(r)†
0 +
3∑
r=1
∞∑
n=1
F (r)n a
(r)†
n
)
≡ X0 +X+. (B.71)
Using the property of the Neumann matrix, N rsnm = N
sr
mn, and the factorization formula
[23, 18],
N rsnm = −
α
1 − 4µαK
1
α(r)ω
(s)
m + α(s)ω
(r)
n
(U−1(r)C
1/2
(r) CN
r)n(U
−1
(r)C
1/2
(s) CN
s)m, (B.72)
the fourth term can be written as
3∑
r,s=1
∞∑
n,m=1
ω(r)n
α(r)
N rsnma
(r)†
n a
(s)†
m =
1
2
3∑
r,s=1
∞∑
n,m=1
(
ω(r)n
α(r)
N rsnm +N
rs
nm
ω(s)m
α(s)
)
a(r)†n a
(s)†
m
=
1
2
X2+ . (B.73)
Combining all the results above, we obtain the formula (B.67).
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Noticing that the Neumann coefficient with negative Fourier modes is given by
N rs−m−n = −(U(r)N rsU(s))mn, (m,n > 0) (B.74)
and the definition of XII, which has the extra iU(r) factor compared with XI, we can easily
see that the similar formula for negative modes,
3∑
r=1
∞∑
n=1
ω(r)n
α(r)
a
(r)†
−n a
(r)
−n|E〉 = 1
2
X2II|E〉, (B.75)
can also hold.
With the definition of the fermionic Neumann coefficient Qrsmn, it is not difficult to
prove the formula
3∑
r=1
∑
n∈Z
ω(r)n
α(r)
(
b(r)†nα1α2b
(r)α1α2
n + b
(r)†
nα˙1α˙2b
(r)α˙1α˙2
n
)
|Eb〉
= −
(
Yα1α2 Y˜
α1α2 + Zα˙1α˙2Z˜
α˙1α˙2
)
|Eb〉 (B.76)
in the same manner as the bosonic case.
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