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Bloch oscillations appear when an electric field is superimposed on a quantum particle that evolves
on a lattice with a tight-binding Hamiltonian (TBH), i.e., evolves via what we will call an electric
TBH ; this phenomenon will be referred to as TBH Bloch oscillations. A similar phenomenon is
known to show up in so-called electric discrete-time quantum walks (DQWs) [1]; this phenomenon
will be referred to as DQW Bloch oscillations. This similarity is particularly salient when the electric
field of the DQW is weak. For a wide, i.e., spatially extended initial condition, one numerically
observes semi-classical oscillations, i.e., oscillations of a localized particle, both for the electric TBH
and the electric DQW. More precisely: The numerical simulations strongly suggest that the semi-
classical DQW Bloch oscillations correspond to two counter-propagating semi-classical TBH Bloch
oscillations. In this work it is shown that, under certain assumptions, the solution of the electric
DQW for a weak electric field and a wide initial condition is well approximated by the superposition
of two continuous-time expressions, which are counter-propagating solutions of an electric TBH
whose hopping amplitude is the cosine of the arbitrary coin-operator mixing angle. In contrast, if
one wishes the continuous-time approximation to hold for spatially localized initial conditions, one
needs at least the DQW to be lazy, as suggested by numerical simulations and by the fact that this
has been proven in the case of a vanishing electric field [2].
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I. INTRODUCTION
Quantum walks can be understood as quantum ana-
logues of classical random walks. In the present work,
we focus on their discrete-time version, namely, discrete-
time quantum walks (DQWs); These have become very
popular in recent years since they were found to have
numerous applications. One of their most relevant appli-
cations is quantum algorithmics [3, 4], see in Ref. [5] for a
compact historical review with references to key works in
this field. Their other most relevant application, to which
the present work belongs to, is the quantum simulation of
physical equations and phenomena. Indeed, DQWs can,
most notably, quantum simulate the Dirac equation and,
more generally, a quantum particle on a lattice in var-
ious regimes, subject to external electric and magnetic
fields [1, 6–12], and/or to an external relativistic gravi-
tational field [7, 13–15]; A variety of high-energy-physics
phenomena and situations such as neutrino oscillations
[16] and the presence of extra dimensions [17], have also
been reproduced with DQWs.
In the present work, we focus on so-called electric
DQWs on a one-dimensional (1D) lattice [1, 5, 7]. These
DQWs are called “electric” because they arise, for exam-
ple and as in the present work, by implementing, at each
time step, an extra, position-dependent phase, which can
be interpreted, via various related aspects [1, 5, 7, 11], as
an external electric potential generating an electric field.
The introduction of this phase is not necessarily due to
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the action of a true external electric field – which is why
one speaks of “artificial”, or “synthetic” gauge field –, but
it produces effects either identical or similar to the latter,
depending on the considered regime. One can show that
such electric, and, in higher dimensions, electromagnetic
DQWs, are invariant under a certain gauge transforma-
tion on the spacetime lattice, in relation to standard lat-
tice gauge theories; This lattice system and gauge invari-
ance tend, when the appropriate limit to zero in the lat-
tice spacing and time step is taken, to the Dirac equation
coupled to an external electromagnetic field, with the
well-known electromagnetic gauge invariance [7, 11, 18–
20].
The dynamics arising from these electric DQWs has
been considered by many authors, see the previous refer-
ences. We will focus on the case of a constant and uni-
form external electric field, which can be implemented
by choosing the above-mentioned phase to depend lin-
early on the position. One of the observed features is
the appearance of oscillations having the usual Bloch pe-
riod, inversely proportional to the electric field, that we
will refer to as DQW Bloch oscillations [1, 11, 21, 22].
These DQW Bloch oscillations have been proposed as
a means for the direct measurement of topological in-
variants [23]. The standard, well-known Bloch oscilla-
tions appear when an electric field is superimposed on a
quantum particle that evolves on a lattice with a tight-
binding Hamiltonian (TBH) [24–27]; We will speak of
electric TBHs and TBH Bloch oscillations. Even if DQW
Bloch oscillations have already been discussed in the lit-
erature, their relationship to TBH Bloch oscillations has
not been analyzed in detail. More precisely, we wish here
to investigate the case where the oscillations appear in a
semi-classical manner, i.e., show up as oscillations of a
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2localized particle. For electric TBHs, it is known that an
initial condition which superposes only a few lattice sites
will produce, not semi-classical oscillations, but so-called
“breathing modes”, and we will see that, in this situa-
tion, similar breathing modes appear also in the electric
DQW when the electric field is chosen weak, i.e., small
with respect to its maximum value pi. In order to ob-
tain semi-classical oscillations in the electric TBH, one
needs a combination of many sites, such as a wide Gaus-
sian state [24]. The question that arises is whether the
same requirement holds for the DQW: One can read-
ily see numerically that yes, and that these semi-classical
DQW Bloch oscillations seem to correspond to the super-
position of two counter-propagating semi-classical TBH
Bloch oscillations.
Now, the main achievement of the present article is
to provide an analytical expression supporting these nu-
merical observations. To the best of our knowledge, this
has not been achieved before. As we will show, if both
(i) the electric field is chosen weak, and (ii) the initial
condition is wide, i.e., large with respect to the lattice
spacing, one can in the end approximate the probability
distribution of the electric DQW with a continuous-time
analytical expression. This expression is, both in quasi-
momentum and in real space, the superposition of two
counter-propagating solutions of an electric TBH whose
hopping amplitude is the cosine of the arbitrary coin-
operator mixing angle. The continuous-time differential
equation we derive along the way under certain assump-
tions, can be written in terms of a certain Hamiltonian,
which takes the form of the free part of the electric TBH
just mentioned. The possibility to establish such a sim-
ple connection between the electric DQW and the electric
TBH, ultimately sheds light into the nature and behavior
of DQW Bloch oscillations when the electric field is weak.
The power of the result is that we do not require the free
part of the electric DQW to be lazy as in Strauch’s work
[2], a situation which would be directly describable by
a continuous-time quantum walk (CQW) whose Hamil-
tonian is simply an electric TBH. The description here
is more involved, as we will see. The price to pay for
the arbitrariness of the coin-operator mixing angle in the
continuous-time approximation, is that the initial condi-
tion must be wide.
The article is organized as follows. In Sec. II, we first
introduce the electric DQW and some of its basic prop-
erties, and then discuss the condition under which semi-
classical both TBH Bloch oscillations and DQW Bloch
oscillations appear, that is, requiring the initial condition
to be wide, i.e., wide with respect to the lattice spacing.
In Sec. III, we define a two-step dynamics from the evo-
lution of the electric DQW, and derive, when the electric
field is weak, a continuous-time differential equation from
it, which can be used to approximate the DQW evolution
if the initial condition is wide. This continuous-time dif-
ferential equation can be solved, which gives continuous-
time formulae that for wide initial conditions are ex-
pected to be good approximations of, and can simply
be compared with the exact dynamics of the DQW, ob-
tained by numerical simulation. Sec. IV is devoted to
quantifying the agreement between the exact probabil-
ity distribution and its continuous-time approximation.
Our main conclusions are presented in Sec. V. Certain en-
lightening or secondary calculations have been relegated
to the appendices.
II. ELECTRIC DISCRETE-TIME QUANTUM
WALK ON THE LINE
A. Definition and basic properties
The Hilbert space of the particle walking on the 1D
lattice is H = Hspatial⊗Hcoin, where Hspatial is the posi-
tion Hilbert space, spanned by the lattice position states,
{|xn = na〉 /n ∈ Z}, with a > 0 the lattice spacing, and
whereHcoin is the Hilbert space of an internal state of the
walker which is called coin, or chirality state (see below
why this term is used), that must be introduced. Indeed,
the minimum dimension for Hcoin is 2 if we want the evo-
lution operator of the walker evolving on the spacetime
lattice to be local, unitary, and translationally invariant
[28]. We work with this minimum dimension for Hcoin
and introduce a basis of the latter, {|R〉 , |L〉}, where “R”
and “L” correspond to “right’ and “left”, respectively, see
below why. We will work with the following identifica-
tion, |R〉 = (1, 0)>, |L〉 = (0, 1)>, where > denotes the
transposition.
The state of the particle at the discrete time j ∈ N is
described by the vector |Ψj〉 ∈ H, and is updated via
|Ψj+1〉 = Wφ(xˆ, kˆ) |Ψj〉 , (1)
under the action of the unitary operator
Wφ(xˆ, kˆ) ≡ (eixˆφ ⊗ Icoin)W0(kˆ) , (2)
where
W0(kˆ) ≡ S(kˆ)(Iˆspatial ⊗ C) . (3)
We use hats for operators acting on the position Hilbert
space, but not for those acting on the coin Hilbert space.
The operators xˆ and kˆ are, respectively, the position
and quasimomentum operators. The operator eixˆφ im-
plements, on the free1 walk operator W0(kˆ), this special
electric field φ ∈ R that we have talked about in the in-
troduction, Sec. I, which is upper bounded by 2pi/a [1].
The free walk operator is the combination of (i) an oper-
ation acting solely on the coin state, implemented by the
so-called coin operator C, which at this stage is an arbi-
trary 2 × 2 unitary matrix, and of (ii) a coin-dependent
1 The word “free” is used as usual in physics, i.e., it refers to a
translationally invariant dynamics.
3shift operator S(kˆ), which can be written, in the coin
basis, as
S(kˆ) ≡ e−iσ3kˆa =
[
e−ikˆa 0
0 eikˆa
]
, (4)
where σ3 = diag(1,−1) is the third Pauli matrix. Notice
that S(kˆ) shifts by one lattice site to the right the up coin
component of the state, and the same but to the left for
the down one, these coin components being, respectively,
∣∣ψRj 〉 ≡ 〈R|Ψj〉 (5a)∣∣ψLj 〉 ≡ 〈L|Ψj〉 . (5b)
Finally, Icoin = 12, the 2×2 identity matrix, and Iˆspatial,
are respectively the identity operators acting on Hcoin
and Hspatial, which we will often omit from now on to
lighten the writing. In what follows, we take the lattice
spacing as the length unit, a = 1.
Let us examine the dynamics induced by Wφ(xˆ, kˆ) in
quasimomentum space, i.e., on the quasimomentum basis
of Hspatial, namely, {|k〉 / k ∈ [−pi, pi[}, satisfying
|k〉 =
∑
n
eikxn |xn〉 . (6)
We make use of the fact that eixˆφ induces translations
in quasimomentum space, eixˆφ |k〉 = |k + φ〉, whereas
W0(kˆ) is diagonal in this basis, described by a 2× 2 ma-
trix W0(k). Acting with 〈k| on the left of Eq. (1), one
arrives to
Ψ˜j+1(k) = W0(k − φ)Ψ˜j(k − φ) , (7)
where we have defined the two-component wavefunction
Ψ˜j(k) ≡ 〈k|Ψj〉 . (8)
Eq. (7) shows that the dynamics of the electric DQW
defined in Eq. (2) can be described as the composition of
two effects: The displacement in quasimomentum space,
followed by the action of the free walk operator. This
dynamics has been examined both in quasimomentum
space and in the original position space, and shows a
rich behavior, depending on whether the ratio φ/(2pi) is
a rational or an irrational number [1, 6, 8, 29].
B. Bloch oscillations
1. Breathing modes
For a quantum particle with no internal degree of free-
dom moving on a lattice via a TBH, Bloch oscillations
can be described as a consequence of the displacement in
quasimomentum space due to the presence of an exter-
nal constant and uniform force field, e.g., that induced
Figure 1. Time evolution of the probability density Pj,n,
where n ∈ Z is the lattice site and j ∈ N the time instant.
The initial state of the walker is a product sate initially lo-
calized at the origin in position space, and with coin state
1√
2
(1, 1)>, although almost the same plot is reproduced with
the coin state 1√
2
(1,−1)> used in next plots. The coin oper-
ator is the Hadamard one, θ = pi/4, and the electric field is
φ = 2pi/60 ' 0.1.
j
Figure 2. Time evolution of the standard deviation σj , where
j ∈ N is the time instant, for the same conditions as in Fig.
1.
by a constant and uniform electric field E, and they man-
ifest as an oscillation of the probability distribution with
a characteristic period TBloch(E) = 2pi/E, the so-called
Bloch period, which is inversely proportional to the field
E. For a review, see Refs. [24, 25]. A similar phenomenon
has been observed in DQWs [11, 29], the Bloch period be-
ing in this case TBloch(φ) = 2pi/φ. We give in the present
section additional details in order to progressively moti-
vate the main result of this work.
We choose, for the following numerical simulations, the
4coin operator to be
C =
(
cos θ sin θ
sin θ − cos θ
)
. (9)
Notice that the extensively used Hadamard gate corre-
sponds to θ = pi/4. Numerical simulations of DQWs
often use a state localized in position space as the initial
condition. To see the effect of the electric field in this
case, we run a numerical simulation of Eq. (1) with an
initial state localized at the origin. Fig. 1 shows the time
evolution of the probability density Pj,n, defined by
Pj,n ≡ 〈Ψj |xn〉 〈xn|Ψj〉 , (10)
and, for the sake of completeness, we show in Fig. 2 the
standard deviation σj , defined by
σj =
√
〈n2〉j − (〈n〉j)2, (11)
where
〈n〉j =
∑
n
nPj,n , (12)
and
〈n2〉j =
∑
n
n2Pj,n , (13)
are, respectively, the average position and average
squared position at time j.
For the time scale we choose, we observe oscillations
around the origin with a period given by the Bloch period
TBloch(φ), as announced. Now, these oscillations corre-
spond to a splitting of the initial state into two compo-
nents, that tend to meet after a time TBloch(φ). A simi-
lar phenomenon also appears with electric TBHs [24, 25]
when the initial state is localized in position space, and
is referred to as “breathing modes”.
Let us mention the differences between DQW Bloch
oscillations and TBH Bloch oscillations. First of all: In
DQWs, the recombination (usually called “revival” [1]) at
the origin at multiples of TBloch(φ) is not perfect; This
translates, in particular, into a non-vanishing standard
deviation (not visible on Fig. 2). More importantly: Af-
ter some time, the walker eventually moves away from the
origin ballistically, i.e., asymptotically one finds σj ∝ j.
These features, i.e., the revivals and then the ballistic ex-
cursion, actually only occur for rational values of φ/2pi
[1], while Anderson localization occurs for almost all ir-
rational values [29]. For a discussion, we refer the reader
to Refs. [1, 6, 8].
2. Semi-classical Bloch oscillations in position space
The situation described in Sec. II B 1 both for TBHs
and DQWs, is that observed for an initially localized
j
Figure 3. Contour plots corresponding to the probability den-
sity Pj,n, as a function of the lattice site n and the time instant
j. The upper panel is obtained with φ = 2pi/20, and the lower
one with φ = 2pi/60. In the simulations, β = 0.05, see Eq.
(15). The initial coin state is |s〉 = 1√
2
(1,−1).
walker. Now, in TBHs, the situation changes when one
considers extended initial conditions, since in this case
one obtains a wavepacket which oscillates around the
starting position, which is the semi-classical prediction.
The question that arises is whether this kind of behavior
has a parallelism in DQWs. To investigate this question,
we have first performed numerical simulations consider-
ing an initial product state with Gaussian spatial part,
Ψ0,n ≡ 〈xn|Ψ0〉 = cn |s〉 , (14)
where |s〉 is the initial coin state, and where
cn =
e−βn
2√
ϑ3 (0, e−2β)
, (15)
describes a Gaussian, which, because it is defined on
a discrete space, must be normalized, in order to get
5j
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Figure 4. Average position 〈n〉j (upper panel) and standard
deviation σj (lower panel) for initial Gaussian states, see Eq.
(15), as a function of the time instant j, for different field
strenghts: φ = 2pi/20 (blue, dotted line), φ = 2pi/30 (black,
dashed line), and φ = 2pi/40, (red, solid line). The rest of the
initial condition is as in Fig. 3.
∑
n |cn|2 = 1, via
ϑ3 (u, q) = 1 +
∞∑
n=1
qn
2
cos(2nu) , (16)
the third Jacobi theta function.
For "high" values of φ, i.e., of the order of 2pi, there
is a rich phenomenology. However, as φ is lowered, the
contour plots of the probability distribution tend to con-
verge towards a simple pattern, namely, oscillations of a
localized particle with the Bloch period TBloch(φ). This
tendency is illustrated in Fig. 3, where we present Pj,n
for a strong and a weak φ. As can be seen from the plots,
the oscillations become smoother as φ decreases – and of
course the Bloch period increases. Similar observations
can be extracted from Fig. 4, by observing the curves
that show the average position 〈n〉j which are obtained
by lowering φ.
An important message is obtained by observing the
lower panel in this Figure, which plots the standard de-
viation σj as a function of the timestep j for the same val-
ues φ = 2pi/20, φ = 2pi/30, and φ = 2pi/40. Since φ/2pi
is a rational number in these plots, one should observe
0 50 100 150
j
1
2
3
4
5
σj(min)
Figure 5. The dots represent the values of the standard de-
viation σj corresponding to the minima in the lower panel of
Fig. 4, using the same conventions for colors for the different
values of φ.
a long-term ballistic behavior with (imperfect) revivals,
as proven in [1] for all kind of initial states (including
the initial Gaussian states considered here). This effect
is apparent for φ = 2pi/20, but becomes less visible for
lower values of φ.
Fig. 5 plots the minima of σj , as obtained from the
curves represented in the lower panel of Fig. 4. As can be
seen from this figure, this magnitude increases with j (in
this sense, the revivals become more imperfect as the time
step increases). However, this tendency becomes quickly
unobservable as φ is decreased for the same number of
time steps. In fact, for φ = 2pi/60 (not shown) the min-
ima, during the same total duration, are constant within
the machine precision.
These observations indicate a convergence of the dy-
namics for weak fields, and encourages us to derive an
analytical expression in the regime we are interested in:
small φ and wide initial conditions. This is the goal of
the next Section.
III. CONTINUOUS-TIME APPROXIMATION
FOR WEAK ELECTRIC FIELDS AND WIDE
INITIAL CONDITIONS
A. Introduction: the two branches arising from the
two-step dynamics
We start by rewriting Eq. (7) as
Ψ˜j+1(k + φ) = W0(k)Ψ˜j(k) . (17)
Since W0(k) is unitary, one also has
Ψ˜j−1(k − φ) = W †0 (k − φ)Ψ˜j(k) , (18)
with W †0 (k) the Hermitian conjugate of W0(k). By com-
bining the above two equations, we arrive to
Ψ˜j+1(k + φ)− Ψ˜j−1(k − φ) = ∆φ(k)Ψ˜j(k) , (19)
6where we have defined
∆φ(k) ≡W0(k)−W †0 (k − φ) . (20)
Equation (19) involves two time steps, from j − 1 to
j + 1, so that we will call it two-step dynamics, at vari-
ance with the original dynamics Eq. (1), which involves a
single time step, so that we will call it one-step dynamics.
The two-step dynamics takes as input, not one, but two
initial conditions. It is easy to show by induction that
the two-step and the one-step dynamics are equivalent
provided that we choose, for the two-step dynamics, the
second initial condition given by the one-step dynamics,
|Ψ1〉 = W0(kˆ) |Ψ0〉 , (21)
which we will assume in what follows.
This two-step dynamics has already been considered in
Ref. [30] (see also Ref. [31]) for the free DQW, and in Ref.
[6] for the electric DQW, although only in physical space,
and using the temporal gauge for the electric field [7]. Let
us make use of the findings of these works: We assume
that one can find two auxiliary partial states A±j (k) such
that
Ψ˜j(k) = A
+
j (k) + (−1)jA−j (k) , (22)
with A±j (k) satisfying
A±j+1(k + φ)−A±j−1(k − φ) = ±∆φ(k)A±j (k) . (23)
B. Continuous-time approximation for weak
electric fields and wide initial conditions
1. Introduction
Without electric field, it is known since Strauch’s work
[2] that spacetime-uniform DQWs are well approximated
via spacetime-uniform CQWs – which, if their graph is a
lattice, are nothing but TBHs –, if the DQW is chosen
lazy, i.e., if the coin operator is almost a coin flip. One
can see with analytical arguments or simply with numeri-
cal checks that, if the electric field of the electric DQW is
chosen weak, then the above-mentioned continuous-time
approximation will hold at least for some time and certain
initial conditions, and, this time, the Hamiltonian of the
CQW will be an electric TBH, i.e., a standard TBH with
an additional superimposed electric field. Notice that,
from its definition, Eq. (2), one can see a periodicity of
2pi in the variable φ, which can therefore be restricted
to the interval [−pi, pi[. According to this, a field will be
called "weak" if it satisfies |φ|  pi. Now, as we have
seen in Sec. II B, DQW Bloch oscillations actually hold
even if the DQW is not chosen lazy, i.e., for arbitrary coin
operators, and a continuous-time approximation is sug-
gested by the smoothness of these oscillations when the
initial condition is wide, see Fig. 3. One can analytically
readily see, without electric field, that a continuous-time
approximation will hold at least for some time, even if
the DQW is not chosen lazy, provided the initial con-
dition is wide; We give details on this in Appendix A.
Here, we are going to assume that the continuous-time
approximation holds for wide-enough initial conditions,
which will enable us to derive a formula that we will di-
rectly compare to numerical simulations of the original,
discrete-time dynamics.
We introduce a continuous time variable t and a time
step τ > 0, and assume that Ψ˜j(k) coincides with a con-
tinuous function of time, Ψ˜(·, k) : t 7→ Ψ˜(t, k), at instants
tj ≡ jτ , i.e., Ψ˜j(k) = Ψ˜(t, k). We assume Ψ˜(t, k) to be
twice differentiable in t. Taylor expanding now the left-
hand side of Eq. (23) at first order in both τ (continuous
time) and φ (weak electric field), we arrive to
i
(
τ
φ
∂tA
±(t, k) + ∂kA±(t, k)
)
= ± i
2φ
∆φ(k)A
±(t, k) ,
(24)
which is a partial differential equation in both t and
k, where we have included the imaginary unit for
convenience, and where the notations in the assumed
continuous-time approximation should be clear from the
context.
2. Characteristic curve and two-step Hamiltonian
The left-hand side of Eq. (24) possesses the character-
istic curve kt ≡ k − φt/τ : Indeed, by introducing the
new functions
A˘±(k, kt) ≡ A±(t, k) , (25)
one obtains
i∂kA˘
±(k, kt) = ± i
2φ
∆φ(k)A˘
±(k, kt) , (26)
which is an ordinary differential equation in k, i.e., time
has been removed from the original equation, Eq. (24).
Let us examine Eq. (26) in more detail. It takes the
form of a Schrödinger equation in which k plays the role
of time, up to the fact that ∆φ(k), see Eq. (20), is not
Hermitian. Let us show that this lack of Hermiticity
is actually only due to the fact that we have not yet
performed the small-field approximation on ∆φ(k), which
is needed for the consistency of the expansion. If we
expand ∆φ(k) in φ and only keep the lowest contribution
in φ, Eq. (26) becomes
i∂kA˘
±(k, kt) = ± 1
φ
H2(k)A˘
±(k, kt) , (27)
where we have introduced an operator that we call two-
step Hamiltonian,
H2(k) ≡ i
2
[
W0(k)−W †0 (k)
]
, (28)
which is Hermitian.
7This two-step Hamiltonian differs from the so-called
effective Hamiltonian H1(k) that can be defined from
W0(k) via
W0(k) ≡ e−iτH1(k) . (29)
Now, we show in Appendix B that H1(k) and H2(k) are
actually proportional,
H1(k) =
ω(k)
τ sinω(k)
H2(k) , (30)
where e±iω(k) are the eigenvalues of the matrix W0(k),
assumed in SU(2). Eq. (30) is a useful result for the free
DQW, since the direct calculation of H1(k) via Eq. (29)
is quite involved (see, e.g., Mallick’s work [32]), while the
calculation of H2(k) defined by Eq. (28) is a trivial task.
3. Explicit solutions in quasimomentum space, for an
arbitrary coin operator
The solution of Eq. (27) can be written, formally, as
A±(t, k) ≡ A˘±(k, kt) = V ±φ (k)S±(kt) , (31)
where S±(k) is a state that can be obtained from the
initial conditions (see below), and where we have defined
the unitary operators
V ±φ (k) = T exp
[
∓ i
φ
∫ k
0
dpH2(p)
]
. (32)
We have to introduce the p-ordering T because in general
H2(p) and H2(p′) do not commute for p 6= p′. Equation
(32) determines, together with the knowledge ofA±(0, k),
the state S±(k) as
S±(k) ≡ [V ±φ (k)]†A±(0, k) . (33)
Putting everything together, i.e., plugging Eq. (33) into
Eq. (31), and the resulting expression in Eq. (22), we
arrive to
Ψ˜(t, k) =
∑
α=+,−
αt/τV αφ (k)[V
α
φ (kt)]
†Aα(0, kt) . (34)
Let us now show that we can express the initial condi-
tion A±(0, k) via Ψ˜(0, k). Equation (22) taken for j = 0
and j = 1 yields, respectively,
Ψ˜(0, k) = A+(0, k) +A−(0, k) (35)
Ψ˜(τ, k) = A+(τ, k)−A−(τ, k) (36)
= A+(0, k)−A−(0, k) +O(τ) , (37)
so that, dropping the O(τ), i.e., at lowest order in
τ (continuous-time approximation), and recalling that
Ψ˜(τ, k) = W0(k)Ψ˜(0, k) (equivalence condition between
the one-step dynamics and the two-step one, see around
Eq. (21)), we obtain
A±(0, k) =
1
2
[1±W0(k)] Ψ˜(0, k) . (38)
Recall that if we insist on the possibility to have arbitrary
angles θ, the continuous-time approximation only holds
in the long-wavelength approximation, and this comes
from the structure of mere free walk, as explained in Ap-
pendix A and as already noticed in Ref. [30]. Choosing,
furthermore, a weak electric field, is necessary for this
approximation to hold in the present case.
4. Choice of a wide, i.e., spatially extended initial
condition, and associated simplifications
In what follows, we will consider a product initial state,
with the external-degree-of-freedom part defined in Eq.
(14). In quasimomentum space, it translates into
Ψ˜(0, k) = g(k) |s〉 , (39)
where
g(k) =
∑
n
cne
−ikn =
√
pi
β
e−
k2
4β
ϑ3
(
ikpi
2β , e
−pi2β
)
ϑ3(0, e−2β)
, (40)
is a quasimomentum amplitude distribution, which veri-
fies
∫ pi
−pi
dk
2pi |g(k)|2 = 1.
Assuming g(k) peaked around k = 0, i.e., the initial
distribution to be spatially extended, allows for a further
simplification in Eq. (38), namely,
A±(0, k) = g(k)Λ± |s〉 , (41)
where
Λ± ≡ 1
2
[1±W0(0)] = 1
2
[1± C] , (42)
are the projectors on the eigenspaces of W0(0) = C, and
thus as projectors verify Λ+Λ+ = Λ+, Λ−Λ− = Λ−,
Λ+Λ− = Λ−Λ+ = 0, and Λ+ + Λ− = 1. Using the above
expressions, one can recast Eq. (34) as
Ψ˜(t, k) = U(t, k)Ψ˜(0, kt) , (43)
having defined
U(t, k) ≡
∑
α=+,−
αt/τV αφ (k)[V
α
φ (kt)]
†Λα . (44)
One can easily check that U(t, k) is a unitary operator,
and this holds because the Λ± are projectors, which is
guaranteed if the initial condition is wide.
85. Connection with a certain tight-binding Hamiltonian
With our choice for the coin operator, Eq. (9), one
obtains
H2(k) = cos θ sin k 12, (45)
with 12 the 2 × 2 identity matrix. This result allows to
establish a remarkably simple connection with TBHs.
Indeed, consider the following lattice Hamiltonian,
H(kˆ) ≡ iJ(Tˆ − Tˆ †) , (46)
where Tˆ ≡ e−ikˆ = ∑n |n+ 1〉〈n| is the hopping operator
to the right, J ∈ R is a constant, and recall that we
have taken the lattice spacing a = 1. In quasimomentum
space, one obtains
H(k) = 2J sin k, (47)
which corresponds to the factor multiplying 12 in Eq.
(45), provided we make the following correspondence,
cos θ ↔ 2J . (48)
6. Explicit solutions in quasimomentum space
Since H2(k) in Eq. (45) is proportional to 12, we can
omit this trivial factor in what follows, and then imme-
diately get
V ±φ (k) = exp
[
∓ i
φ
f(k)
]
, (49)
where
f(k) ≡ cos θ(1− cos k) . (50)
We also have
Λ± =
(
cos2 θ2 ± 12 sin θ
± 12 sin θ sin2 θ2
)
. (51)
Making use of Eqs. (44), (39), and (49), we can finally
write
Ψ˜(t, k) =
[
F+(t, k) Λ+ + (−1)tF−(t, k) Λ−] |s〉 , (52)
where
F±(t, k) ≡ g(kt)e∓ iφ [f(k)−f(kt)] , (53)
and where we have taken τ = 1 as the unit time step.
Using some trigonometric identities one can write
f(k)− f(kt) = −2 cos(θ) sin(k − φt/2) sin(φt/2) . (54)
7. Explicit solutions in position space
We know the following relationship,
Ψn(t) ≡ 〈xn|Ψ(t)〉 = 1
2pi
∫ pi
−pi
dk eiknΨ˜(t, k) , (55)
so that taking the inverse Fourier transform of Eq. (52)
yields
Ψn(t) =
[
F+n (t) Λ
+ + (−1)tF−n (t) Λ−
] |s〉 , (56)
where
F±n (t) ≡
1
2pi
∫ pi
−pi
dk eiknF±(t, k) . (57)
Making use of Eq. (40) we arrive, after some tedious
but straightforward algebra, to the final expressions
F+n (t) =
∑
l
cl e
i(n+l)φt/2 Jn−l
(
2γ sin φt
2
)
(58)
F−n (t) =
∑
l
cl e
i(n+l)φt/2 J−(n−l)
(
2γ sin φt
2
)
, (59)
with the cls the initial coefficients of the “wavefunction”,
see Eq. (14), having introduced
γ ≡ cos θ
φ
, (60)
and where we have made use of the property
(−1)pJp(X) = J−p(X) holding for p ∈ Z, the Jps being
Bessel functions of the first kind [33]. Notice that these
expressions with Bessel functions are exactly those that
appear in TBH models, if we make the correspondance
cos θ ↔ 2J . More precisely, the probability density reads
Pn(t) ≡ Ψ†n(t)Ψn(t)
= |F+n (t)|2 〈s|Λ+|s〉+ |F−n (t)|2 〈s|Λ−|s〉 , (61)
so that one clearly sees that the solution is simply the
probability sum of two counter-propagating solutions of
the previously mentioned TBH (see Eq. (18) in Ref. [24]),
weighted by the probabilities of going in one or the other
direction given the initial coin state |s〉. Notice that the
fact that there are no interference terms between the two
branches in the probability density is because the Λ± are
projectors.
8. First comparison between the DQW and its
continuous-time approximation
Fig. 6 is a contour plot obtained with the same condi-
tions as in Fig. 3, but using the approximated analytical
result, Eq. (56). As can be immediately seen, both plots
agree visually very well.
In order to evaluate with more accuracy the agreement
observed in comparing both contour plots, we show in
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Figure 6. Contour plots corresponding to the probability den-
sity Pn(t), as a function of the lattice site n and the time
instant t, as obtained from Eq. (56). The initial conditions
are the same as in the lower panel of Fig. 3.
Fig. (7) three different snapshots of the probability Pn(t),
as obtained from our approximated expression, Eq. (56),
in comparison with the exact numerical simulation. As
can be appreciated from this figure, the degree of agree-
ment can be different, depending on the exact time step,
although it is generally good.
This figure also shows that the initial Gaussian exhibits
a second small peak. The presence of this secondary peak
arises from the combination of the two terms in Eq. (56),
and is also visible both in Figs. 3 and 6. In fact, by
choosing the initial coin state |s〉 to be one of the eigen-
states of the coin operator C, then either Λ+ |s〉 = 0 or
Λ− |s〉 = 0, so that the probability would not show such
a secondary peak.
Another important result that can be obtained from
the above approximated expressions is an analytical for-
mula for both 〈n〉t and 〈n2〉t. Both calculations are per-
formed in Appendix C, and show and oscillatory result,
with a period dictated by TBloch(φ). As a consequence,
our formulae predict that the DQW remains localized for
any weak enough value of φ and a wide initial condition.
We would like to conclude this section with an impor-
tant observation. We notice that some expressions like
the operator V ±φ (k) show a singular behavior at φ = 0
(see Eq. (49)). Such a singular limit already appears
in tight-binding models with an external electric field,
where the Wannier-Stark eigenstates present this singu-
larity [24]. However, observable magnitudes as, for ex-
ample, 〈n〉t or 〈n2〉t, do possess a well defined limit as
φ→ 0, which can be obtained from Eqs. (C7) and (C10),
giving (i)
〈n〉t −→
φ→0
κ e−β/2t sin θ , (62)
which depends on the initial coin state via κ defined in
n
Figure 7. Different snapshots of the probability Pn(t), as
obtained from Eq. (56) (black solid line), with the same pa-
rameters as in Fig. 6, in comparison with the exact simulation
that gives Pj,n (blue dotted line). The different panels corre-
spond, from top to bottom, to t = 15, t = 30 and t = 60. In
this and similar plots, the points corresponding to different
values of n have been joined for a better visualization.
Eq. (C5), and (ii)
〈n2〉t −→
φ→0
1
4β
+ t2 cos2θ , (63)
which does not depend on the initial coin state. These
two formula are consistent with the ballistic propagation
observed in the free DQW.
IV. MEASURE OF PROBABILITY
AGREEMENT
As we have observed in the previous section, we have
obtained a good agreement between the calculated prob-
ability distribution Pn(t), see Eq. (61), that comes from
the approximated result of Eq. (56), and the exact simu-
lation. In this section, we would like to quantify this de-
gree of agreement and, more importantly, to study how
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Figure 8. Hellinger distance dHj between the exact and the
approximated probability distributions, as a function of the
time instant j ∈ N. We have used the same parameters as in
Fig. 6 for the top plot, i.e., in particular, β = 0.05, and also
for the bottom plot except for the choice β = 0.01.
it changes with time. This question becomes very impor-
tant if one wants to extract some conclusions about the
long-term behavior of the DQW in the considered regime
(weak electric field and wide initial condition).
In order to compare both probability distributions, we
need some distance measure. There are, in fact, several
measures available which are specially suited to compare
two probability distributions, such as the Hellinger dis-
tance, the total variation distance and the Kolmogorov-
Smirnov distance (see Dobson [34] for a definition of these
terms). All of them give extremely similar plots, so we
have concentrated on the Hellinger distance, which we
write, for a given time instant j, as
dHj =
√
1−
∑
n
√
P exj,nP
apr
n (tj) , (64)
where P exj,n is the exact probability distribution, whereas
P aprn (tj) is obtained from Eq. (56) and evaluated at time
tj = jτ , with τ = 1. This distance will be bounded as
0 ≤ dHj ≤ 1 ∀t.
In the top plot of Fig. 8 is shown dHj for the same con-
ditions used in previous figures. Several comments can
be made about this figure. Within a numerical preci-
sion of the order 10−8, it is a periodic function of pe-
riod TBloch(φ), as expected from the results observed in
the previous section. It reaches a minimum value (nu-
merically compatible with zero) at values of the time
instant which are multiples of TBloch(φ) (compare with
the last panel in Fig. 7). The maxima in dHj appear at
time instants j ' TBloch(φ)/4 (modulo TBloch(φ)), with
a constant value (considering the announced precision).
It is important to mention that changing φ to an arbi-
trary close value does not change significantly the above
plot, except for the fact that multiples or submultiples of
TBloch(φ) may not correspond to integer time instants j,
a fact that introduces some small changes in the appear-
ance of the figure. For this reason, we restrict ourselves
to choices of φ giving an integer TBloch(φ). Another im-
portant point to be made, is that the above observations
have been extracted from calculations which involve only
a small number of Bloch periods. As discussed in Sect.
II, as the value of φ is lowered, one quickly approaches a
regime where the qualitative features of the probability
distribution do not depend on φ, and one has to consider
much longer times (which would require a large amount
of computational resources) to observe the differences.
We have explored different values of the field and of the
initial conditions. Changing the intensity φ does not im-
ply a significant modification of the top plot of Fig. 8 (of
course, the period will be changed). A similar statement
can be said about a modification of the initial coin state.
Obviously, these statements only refer to the observed
distance between both probability distributions, not to
the overall evolution of the probability, which can be tai-
lored by modifying the initial parameters, as discussed
in Sec. III. The width of the initial Gaussian, however,
has an important impact on the above figure. This can
be appreciated on the bottom plot of Fig. 8, which has
been obtained with β = 0.01, which implies a wider ini-
tial Gaussian. As it can be seen, this introduces a better
agreement between the exact and the approximated dis-
tributions.
V. CONCLUSIONS
In this work is presented a semi-analytical study of the
well-known electric DQW on the line [1], Eq. (2), in the
case where (i) the electric field φ is small: |φ|  pi, and
(ii) the initial condition is spatially extended. It is shown
that, in such a regime, the dynamics of the electric DQW
corresponds to semi-classical oscillations which are well
approximated by an analytical, continuous-time formula
that is the sum of two counter-propagating solutions of
a certain electric TBH, that is, well-known semi-classical
Bloch oscillations of a localized particle [24, 25]. The
hopping amplitude of this TBH is the cosine cos θ of
the arbitrary coin-operator mixing angle θ. The result
is semi-analytical in the sense that the quality of the an-
alytical approximation is evaluated numerically, via an
appropiated distance measure. The price to pay for the
arbitrariness of θ is that the initial condition must be
wide. If one wishes the continuous-time approximation
to hold for spatially localized initial conditions, one needs
at least the DQW to be lazy, as suggested by numerical
11
simulations and by the fact that this has been analyti-
cally proven in the case of a vanishing electric field [2].
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Appendix A: Simple conditions to approximate a
DQW by a CQW
We will derive these conditions for the free walk,
W0(kˆ), defined in Eq. (3), which we write W in the posi-
tion representation, for the coin operator, defined in Eq.
(9). We have, in the position representation
Ψj+1,n = (WΨj)n (A1a)
Ψj−1,n = (W†Ψj)n , (A1b)
which yields,
Ψj+1,p −Ψj−1,p =
(
S
(
c ψRj + sψ
L
j
sψRj − c ψLj
))
n
− C
(
ψRj,n+1
ψLj,n−1
)
,
(A2)
with the coin components as defined in Eq. (5), where
S is the position representation of S(kˆ), and where we
have used the notations
cos θ = c (A3a)
sin θ = s . (A3b)
Equation (A2) further results in
Ψj+1,n −Ψj−1,n =
(
c ψRj,n−1 + sψ
L
j,n−1 − c ψRj,n+1 − sψLj,n−1
sψRj,n+1 − c ψLj,n+1 − sψRj,n+1 + c ψLj,n−1
)
,
(A4)
which simplifies into the two following (decoupled2)
equations
ψRj+1,n − ψRj−1,n = c
(
ψRj,n−1 − ψRj,n+1
)
(A5a)
ψLj+1,n − ψLj−1,n = −c
(
ψLj,n+1 − ψLj,n−1
)
. (A5b)
We want this discrete-time dynamics to be approximable
by a continuous-time one, i.e., we want, for u = L,R,
|ψuj+1,n − ψuj−1,n| = |c||ψuj,n−1 − ψuj,n+1|  |ψuj−1,n| .
(A6)
2 The decoupling arises here because the coin operator C is Her-
mitian.
As Eq. (A6) suggests, a first possibility for this to be sat-
isfied at least for some time, even if the initial condition
is not wide in space, is, as shown in Ref. [2] (we will not
give additional information here but refer the reader to
that reference), to choose c small enough, i.e., C to be al-
most a coin flip: If one starts with a Dirac delta at n = 0
initially, one ends up after two steps with almost the
same Dirac delta at n = 0, the amplitude being dimin-
ished by a small amount only, so that the continuous-time
approximation is good. As Eq. (A6) suggests, a second
possibility for the continuous-time approximation to hold
at least for some time whatever angle θ we choose, is to
take an initial condition which is wide in space, as al-
ready considered for the free walk in Ref. [30], and for
the electric walk in the temporal gauge in Ref. [6] (in the
present work, we chose the spatial gauge because it is
simpler in quasimomentum space). Notice that quality
of the continuous-time approximation depends on joint
effect of these two conditions; It is only in the two re-
spective limits (θ → pi/2, or infinite-wavelength limit)
that one can forget about the other condition.
Appendix B: Relationship between the two-step
Hamiltonian H2(k) and the effective Hamiltonian
H1(k)
In this Appendix, we prove Eq. (30), holding when
the free walk W0(k) is special unitary, i.e., belonging to
SU(2), so that its eigenvalues can be written e±iω(k). No-
tice that this condition of special unitarity is not satisfied
with the coin operator of Eq. (9). One can write
W0(k) = U(k)
(
e−iω(k) 0
0 eiω(k)
)
U†(k), (B1)
where U(k) is a unitary matrix containing the eigenvec-
tors of W0(k).
Now, on the one hand, from the definition of H1(k)
in Eq. (29), and assuming the principal branch for the
logarithm, one arrives to
H1(k) =
ω(k)
τ
U(k)σzU†(k) . (B2)
On the other hand, from Eq. (28) one easily obtains
H2(k) = sinω(k)U(k)σzU†(k) . (B3)
By combining both expressions, Eq. (30) immediately fol-
lows.
Appendix C: Average position and standard
deviation
The average position defined in Eq. (12) can be more
easily calculated in quasimomentum space as
〈n〉t = 1
2pi
∫ pi
−pi
dk Ψ˜†(t, k) i∂kΨ˜(t, k) , (C1)
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where Ψ˜†(t, k) is obtained by transposition and complex
conjugation from Ψ˜(t, k). Using the expression of Ψ˜(t, k)
given by Eq. (52), and making use of the properties of
the projectors Λ±, one can write
〈n〉t = i
2pi
∫ pi
−pi
dk
[
F+
∗
(t, k) ∂kF
+(t, k) 〈s|Λ+|s〉 (C2)
+ F−
∗
(t, k) ∂kF
−(t, k) 〈s|Λ+|s〉
]
.
Writing the coin state as
|s〉 ≡
(
a
b
)
, (C3)
with the condition that |a|2 + |b|2 = 1, Eq. (C2) yields
〈n〉t = 1
2piφ
∫ pi
−pi
dk g(kt)
[
φg′(kt)
− 2iκ cos(θ)g(kt) sin
(
φt
2
)
cos
(
k − φt2
) ]
, (C4)
where
κ ≡ 〈s|C|s〉 = b∗(a sin θ − b cos θ) + a∗(a cos θ + b sin θ) ,
(C5)
is the mean value of the coin operator C in the initial
state |s〉, which is here a real number because C is Her-
mitian. The exact computation of this integral yields an
unpractical result because the expression of g(k), see Eq.
(40), is too complicated. However, since we only consider
the long-wavelength limit, we can replace the summation
in the definition of g(k) by an integral, which amounts
to regard this function as the Fourier transform of the
continuous function c(n) ≡ cn, where cn is defined by
Eq. (15). In this way, we approximate
g(k) ' (2piβ)1/4e− k
2
4β . (C6)
Since we are interested in low values of β, the integration
limits in Eq. (C4) become ±∞. With these approxima-
tions, the above integral can be performed, resulting in
〈n〉t = κ e−β/2 sin(θ) sin(φt)
φ
. (C7)
A similar procedure can be followed to obtain 〈n2〉t.
Similarly to Eq. (C2), one has
〈n2〉t = − 1
2pi
∫ pi
−pi
dk
[
F+
∗
(t, k) ∂2kF
+(t, k) 〈s|Λ+|s〉 (C8)
+ F−
∗
(t, k) ∂2kF
−(t, k) 〈s|Λ−|s〉
]
.
By performing the same approximations as done in the
calculation of 〈n〉t, we finally obtain the expression
〈n2〉t = 1
4β
+ 2 cos2(θ)
sin2
(
φt
2
)
φ2
(
1 + e−2β cos(φt)
)
.
(C9)
Using the fact that the initial Gaussian, see Eq. (15), is
wide, i.e., that β is small, so that e−2β ' 1, the previous
result, Eq. (C9), can be further approximated by
〈n2〉t ' 1
4β
+ cos2(θ)
sin2(φt)
φ2
. (C10)
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