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2
1 Introduction
In this paper we introduce a new notion – a path complex that can be regarded as a generalization
of the notion of a simplicial complex. In short, a path complex P on a finite set V is a collection
of paths (=sequences of points) on V such that if a path v belongs to P then a truncated path
that is obtained from v by removing either the first or the last point, is also in P . Given a
path complex P , all the paths in P are called allowed, while the paths outside P are called
non-allowed.
Any simplicial complex S determines naturally a path complex by associating with any
simplex from S the sequence of its vertices (see Section 3.1 for details).
However, the main motivation for considering path complexes comes from directed graphs
(digraphs). A digraph G is a pair (V,E) where V is a set as above and E is a binary relation
on V that is, E is a subset of V × V . If (a, b) ∈ E then the pair (a, b) is called a directed edge;
this fact is also denoted by a → b. Any digraph naturally gives rise to a path complex where
allowed paths go along the arrows of the digraph.
One of our key observations is that any path complex P gives rise to a chain complex with
an appropriate boundary operator ∂ that leads to the notion of homology groups of P . We refer
to this notion as a path homology.
In the case when P arises from a simplicial complex S, the path homology of P coincides
with the simplicial homology of S. If P arises from a digraph G then we obtain a new notion:
the path homology of a digraph. The path complexes of digraphs are the central objects of this
paper. Although most of the results are presented for arbitrary path complexes, we always have
in mind applications for digraphs. On the other hand, the notion of a path complex provides an
alternative approach to the classical results about simplicial complexes.
There has been a number of attempts to define the notions of homology and cohomology for
graphs. At a trivial level, any graph can be regarded as an one-dimensional simplicial complex,
so that its simplicial homologies are defined. However, all homology groups of order 2 and higher
are trivial, which makes this approach uninteresting.
Another way to make a graph into a simplicial complex is to consider all its cliques (=com-
plete subgraphs) as simplexes of the corresponding dimensions (cf. [2], [10]). Then higher
dimensional homologies may be non-trivial, but in this approach the notion of graph looses its
identity and becomes a particular case of the notion of a simplicial complex. Besides, some
desirable functorial properties of homologies fail, for example, the Ku¨nneth formula is not true
for Cartesian product of graphs.
Yet another approach to homologies of digraphs can be realized via Hochschild homology.
Indeed, allowed paths on a digraph have a natural operation of product, which allows to define
the notion of a path algebra of a digraph. The Hochschild homology of the path algebra is a
natural object to consider. However, it was shown in [9] that Hochschild homologies of order
≥ 2 are trivial, which makes this approach not so attractive.
The path homologies of digraphs that we introduce in this paper have many advantages in
comparison with the previously studied notions of graph homologies.
Firstly, the homologies of all dimensions could be non-trivial. Also, the chain complex associ-
ated with a path complex has a richer structure that simplicial chain complexes. It contains not
only cliques but also binary hypercubes and many other subgraphs. By the way, the dimensions
of the chain spaces are themselves non-trivial invariants of the digraphs.
Secondly, this notion is well linked to graph-theoretical operations. For example, the Ku¨nneth
formula is true for join of two digraphs as well as for Cartesian product of two digraphs.
Thirdly, there is a dual cohomology theory with the coboundary operator d that arises
3
independently and naturally as an exterior derivative on the algebra of functions on the vertex
set of the graph. The latter approach to the cohomology of digraphs, that is based on the
classification of exterior derivations on algebras (cf. [1, III, §10.2]), was developed by Dimakis
and Mu¨ller-Hoissen in [3] and [4]. In the present paper we introduce the notion of cohomology
of path complexes independently, using the duality with homologies. The reader is referred to
[8] where the equivalence of the two approaches is explained.
We feel that the notion of path homology of digraphs has a rich mathematical content
and hope that it will become a useful tool in various areas of pure and applied mathematics.
For example, this notion was employed in [7] to give a new elementary proof of a theorem of
Gerstenhaber and Schack [5] that represents simplicial homology as a Hochschild homology.
A link between path homologies of digraphs and cubical homologies was revealed in [6]. On
the other hand, it is conceivable that the notion of path homology can be used in practical
applications such as hole detection in graphs or coverage verification in sensor networks (cf.
[12]).
Let us briefly describe the structure of the paper and the main results. In Section 2, we
define the notions of p-paths and p-forms on a finite set V , as well as the dual operators ∂ and
d. We also define the notions of join of paths and concatenation of forms and prove that they
satisfy the product rule.
In Section 3 we define the notions of a path complex, a ∂-invariant path (element of a chain
space), and a path homology. Then we define also the dual notions of d-invariant form and path
cohomology.
In Section 4 we apply the aforementioned notions to digraphs and give numerous examples of
∂-invariant paths on digraphs. We prove some basic results about path homologies of digraphs.
For example, we describe chain spaces and homologies of digraphs without squares (Theorem
4.3) and prove the Poincare´ lemma for star-shaped digraphs (Theorem 4.6).
In Section in 5 we prove some relations between path homologies of a digraph and its sub-
graphs (Theorems 5.1, 5.4, and 5.7).
In Section 6 we introduce the operation join of two path complexes and prove the Ku¨nneth
formula for homologies of join (Theorem 6.5). Particular cases of join are operation of cone and
suspension of a digraph that behave homologically in the same way as those in the classical
algebraic topology.
In Section 7 we introduce the notions of cross product of paths and Cartesian product of
path complexes. The latter matches the notion of Cartesian product of digraph. The main
result of this section is the Ku¨nneth formula for Cartesian product (Theorem 7.6 that is based
on Theorem 7.15).
In Section 8 we sketch an approach to hole detection on digraphs. In Section 9 (Appendix)
we revise for the convenience of the reader some elementary results of homological algebra that
are used in the main body of the paper.
2 Paths and forms a finite set
2.1 Space of paths and the boundary operator
Let V be an arbitrary non-empty finite set whose elements are called vertices. Fix a field K
whose elements are called scalars.
Definition 2.1 For any non-negative integer p, an elementary p-path on a set V is any sequence
{ik}
p
k=0 of p+ 1 vertices of V (a priori the vertices in the path do not have to be distinct). For
p = −1, an elementary p-path is the empty set ∅.
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The p-path {ik}
p
k=0 will also be denoted simply by i0...ip, without delimiters between the
vertices.
Denote by Λp = Λp (V,K) the K-linear space that consists of all formal linear combinations
of all elementary p-paths with the coefficients from K.
Definition 2.2 The elements of Λp are called p-paths on V .
An elementary p-path i0...ip as an element of Λp will be denoted by ei0...ip . The empty set
as an element of Λ−1 will be denoted by e.
By definition, the family
{
ei0...ip : i0, ..., ip ∈ V
}
is a basis in Λp. Each p-path v has a unique
representation in the form
v =
∑
i0,...,ip∈V
vi0...ipei0...ip, (2.1)
where vi0...ip ∈ K. For example, the space Λ0 consists of all linear combinations of the elements
ei that are just the vertices of V , the space Λ1 consists of all linear combinations of the elements
eij that are pairs of vertices, etc. Note that Λ−1 consists of all multiples of e, so that Λ−1 ∼= K.
Definition 2.3 For any p ≥ 0, the boundary operator ∂ : Λp → Λp−1 is a linear operator that
is defined on the elementary paths by
∂ei0...ip =
p∑
q=0
(−1)q ei0...îq...ip, (2.2)
where the hat îq means omission of the index iq.
For example, we have
∂ei = e, ∂eij = ej − ei, ∂eijk = ejk − eik + eij . (2.3)
For an arbitrary p-path (2.1) with p ≥ 0, we have
∂v =
∑
i0,...,ip
vi0...ip∂ei0...ip =
∑
i0,...,ip
p∑
q=0
(−1)q vi0...ipei0...îq...ip
whence
(∂v)j0...jp−1 =
∑
i0,...,ip
p∑
q=0
(−1)q vi0...ip (ei0...îq...ip)
j0...jp−1
=
∑
k∈V
p∑
q=0
(−1)q vj0...jq−1k jq...jp−1 (2.4)
where the index k is inserted in the path j0...jp−1 between jq−1 and jq if 1 ≤ q < p, before j0 if
q = 0, and after jp−1 if q = p.
For example, or any v ∈ Λ0, we have
∂v =
∑
k∈V
vk, (2.5)
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for v ∈ Λ1 we have
(∂v)i =
∑
k
(
vki − vik
)
and for v ∈ Λ2 we have
(∂v)ij =
∑
k
(
vkij − vikj + vijk
)
.
Set also Λ−2 = {0} and define ∂ : Λ−1 → Λ−2 to be zero.
Lemma 2.4 We have ∂2 = 0.
Proof. The operator ∂2 acts from Λp to Λp−2, so that the identity ∂
2 = 0 makes sense for
all p ≥ 0. In the case p = 0 the identity ∂2 = 0 is trivial. For p ≥ 1, we have by (2.2)
∂2ei0...ip =
p∑
q=0
(−1)q ∂ei0...îq...ip
=
p∑
q=0
(−1)q
q−1∑
r=0
(−1)r ei0...îr...îq...ip +
p∑
r=q+1
(−1)r−1 ei0...îq...îr...ip

=
∑
0≤r<q≤p
(−1)q+r ei0...îr...îq...ip −
∑
0≤q<r≤p
(−1)q+r ei0...îq...îr...ip.
After switching q and r in the last sum we see that the two sums cancel out, whence ∂2ei0...ip = 0.
This implies ∂2v = 0 for all v ∈ Λp.
Consequently, we have the following chain complex of the set V :
0← K← Λ0 ← ...← Λp−1 ← Λp ← ... (2.6)
where the arrows are given by the operator ∂.
2.2 Join of paths
Definition 2.5 For all p, q ≥ −1 and for any two paths u ∈ Λp and v ∈ Λq define their join
uv ∈ Λp+q+1 as follows:
(uv)i0...ipj0...jq = ui0...ipvj0...jq . (2.7)
Clearly, join of paths is a bilinear operation that satisfies the associative law (but is not
commutative). For u = ei0...ip and v = ej0...jq , we obtain from (2.7)
ei0...ipej0...jq = ei0...ipj0...jq . (2.8)
If p = −2 and q ≥ −1 then set uv = 0 ∈ Λq−1. A similar rule applies if q = −2 and p ≥ −1.
Now we can state and prove the product rule for the operation of joining the paths.
Lemma 2.6 (Product rule) For all p, q ≥ −1 and u ∈ Λp, v ∈ Λq we have
∂ (uv) = (∂u)v + (−1)p+1 u∂v. (2.9)
Proof. It suffices to prove (2.9) for u = ei0...ip and v = ej0...jq . We have
∂ (uv) = ∂ei0...ipj0...jq = ei1...ipj0...jq − ei0i2...ipj0...jq + ...
+(−1)p+1
(
ei0...ipj1...jq − ei0...ipj0j2...jq + ...
)
=
(
∂ei0...ip
)
ej0...jq + (−1)
p+1 ei0...ip∂ej0...jq ,
whence (2.9) follows.
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2.3 Regular paths
Definition 2.7 We say that an elementary path i0...ip is non-regular if ik−1 = ik for some
k = 1, ..., p, and regular otherwise.
For example, a 1-path ii is non-regular, while a 2-path iji is regular provided i 6= j.
For any p ≥ −1, consider the following subspace of Λp spanned by the regular elementary
paths:
Rp = Rp (V ) := span
{
ei0...ip : i0...ip is regular
}
.
Note that Rp = Λp for p ≤ 0, but Rp is strictly smaller than Λp for p ≥ 1. Similarly, consider
the subspace of Λp spanned by non-regular elementary paths:
Ip = Ip (V ) = span
{
ei0...ip : i0...ip is non-regular
}
.
For example, we have I0 = {0} and I1 = span {eii}.
For p = −2 we set R−2 = I−2 = {0}. Then we have Λp = Rp
⊕
Ip for all p ≥ −2, which
implies that the quotient space
R˜p = R˜p (V ) := Λp/Ip
is isomorphic to Rp.
In what follows, the elements of a quotient space U/W will be denoted by umodW where
u ∈ U. Also, we write u1 = u2modW if u1 − u2 ∈W.
Definition 2.8 The elements of Rp are called regular p-paths. The elements of R˜p, that is, the
equivalence classes vmod Ip (where v ∈ Λp), are called regularized p-paths.
Obviously, any regularized p-path has exactly one representative in regular p-paths.
We would like to consider the operator ∂ on the spaces Rp. However, ∂ is not invariant on
spaces of regular paths. For example, eiji ∈ R2 for i 6= j while its boundary ∂eiji = eji−eii+eij
is not in R1 as it has a non-regular component eii. The same applies to the notion of join of
paths: the join of two regular path does not have to be regular, for example, eiei = eii.
Below we will modify the definitions of ∂ and join to make them invariant on the spaces Rp.
The basic idea is that when applying ∂ or join on regular paths, one should drop from the result
all the non-regular components, so that it becomes regular. Technically it is easier (and cleaner)
to define ∂ and join first on the quotient spaces R˜p, and then pass to Rp by isomorphism.
Lemma 2.9 Let p, q ≥ −1.
(a) If v1, v2 ∈ Λp and v1 = v2mod Ip then ∂v1 = ∂v2mod Ip−1.
(b) Let u1, u2 ∈ Λp, v1, v2 ∈ Λq. If u1 = u2mod Ip and v1 = v2mod Iq then u1v1 =
u2v2mod Ip+q+1.
Proof. (a) If p ≤ 0 there is nothing to prove since Ip = {0}. In the case p ≥ 1, it suffices to
prove that if v = 0mod Ip then ∂v = 0mod Ip−1. Since v is a linear combination of elementary
non-regular paths ei0...ip , it suffices to prove that if ei0...ip is non-regular then ∂ei0...ip is non-
regular, too. Indeed, for a non-regular path i0...ip there exists an index k such that ik = ik+1.
Then we have
∂ei0...ip = ei1...ip − ei0i2...ip + ...
+(−1)k ei0...ik−1ik+1ik+2...ip + (−1)
k+1 ei0...ik−1ikik+2...ip (2.10)
+...+ (−1)p ei0...ip−1.
7
By ik = ik+1 the two terms in the middle line of (2.10) cancel out, whereas all other terms are
non-regular, whence ∂ei0...ip ∈ Ip−1.
(b) Let us first verify that if u = 0mod Ip or v = 0mod Iq then uv = 0mod Ip+q+1 . Let, for
example, u = 0mod Ip. If p ≤ 0 then this implies u = 0, and the claim is trivially satisfied. If
p ≥ 1 then u is a linear combination of non-regular paths ei0...ip. Since the join of an non-regular
path with any path is obviously non-regular, we obtain that uv is non-regular, which proves the
claim.
Since
u1v1 − u2v2 = (u1 − u2) v1 + u2 (v1 − v2)
and by hypothesis
u1 − u2 = 0mod Ip, v1 − v2 = 0mod Iq,
we conclude that
u1v1 = u2v2mod Ip+q+1.
Lemma 2.9 shows that the boundary operator ∂ and the join are well-defined on the quotient
spaces Λp/Ip = R˜p through the operations with the representatives of the classes. In particular,
the identity ∂2 = 0 and the product rule are satisfied in the spaces R˜p.
Now we define the operations ∂ and join on the spaces Rp simply as pullbacks from R˜p using
the natural linear isomorphism Rp → R˜p .
Definition 2.10 The operator ∂ on Rp will be called a regular boundary operator, and the join
on the spaces Rp will be called a regular join. To distinguish them from the operations ∂ and
join on the spaces Λp, the latter operations will be referred to as non-regular.
When applying the formulas for the regular boundary operator ∂ and join, one should make
the following adjustments:
(I) all the components vi0...ip of v ∈ Rp for non-regular paths i0...ip are equal to 0 by definition;
(II) all non-regular paths ei0...ip, should they arise as a result of an operation, are treated as
zeros (because after applying the operation on representatives, we should pass in the end
to a regular representative).
Thus, the formula (2.4) for the component (∂v)j0...jp−1 is valid only for regular paths j0...jp−1,
while for non-regular j0...jp−1 we have by definition (∂v)
j0...jp−1 = 0. Similarly, the formula (2.7)
for (uv)i0...ipj0...jq is valid only for regular paths i0...ipj0...jq.
On the other hand, the formula (2.2) for ∂ei0...ip and the formula (2.8) for ei0...ipej0...jq remain
valid for all sequences of indices as it follows from Lemma 2.9, provided one applies adjustment
(II).
For example, we have for the non-regular operator ∂
∂eiji = eji − eii + eij ,
whereas for the regular operator ∂
∂eiji = eji + eij
since eii is non-regular and, hence, is replaced by 0. For non-regular join we have
eijeji = eijji
8
whereas for the regular join eijeji = 0 since eijji is non-regular.
Consequently, we obtain the regular chain complex of the set V :
0← K← R0 ← ...←Rp−1 ←Rp ← ... (2.11)
where all the arrows are given by regular operator ∂.
Let V ′ be a subset of V . Clearly, every elementary regular p-path ei0...ip on V
′ is also a
regular p-path on V , so that we have a natural inclusion
Rp
(
V ′
)
⊂ Rp (V ) . (2.12)
By (2.2), ∂ei0...ip has the same expression in the both spaces Rp (V
′), Rp (V ) so that ∂ commutes
with the inclusion (2.12).
2.4 Form and exterior differential
For any integer p ≥ −1, denote by Λp = Λp (V ) the linear space of all K-valued functions on
V p+1 = V × ...× V︸ ︷︷ ︸
p+1 terms
. In particular, Λ0 is the linear space of all K-valued functions on V , and
Λ−1 is the space of all K-values functions on V 0 := {0}, that is, Λ−1 can (and will) be identified
with K. Set also Λ−2 = {0} .
Definition 2.11 The elements of Λp are called p-forms on V .
The value of a p-form ω at a point (i0, i1, ..., ip) ∈ V
p+1 will be denoted by ωi0i1...ip. In
particular, the value of a function ω ∈ Λ0 (V ) at i ∈ V will be denoted by ωi. Each element
ω ∈ Λ−1 is determined by its value at 0 that will be denoted by the same letter ω.
Denote by ej0...jp a p-form that takes value 1K at the point (j0, j1, ..., jp) and 0 at all other
points. For example, ej is a function on V that is equal to 1 at j and 0 away from j. Also, e
stands for the function on {0} taking value 1K. Let us refer to e
j0...jp as an elementary p-form.
Clearly, the family
{
ej0...jp
}
of all elementary p-forms is a basis in the linear space Λp and, for
any ω ∈ Λp,
ω =
∑
j0,...,jp∈V
ωj0...jpe
j0...jp.
We have a natural pairing of p-forms and p-paths as follows:
(ω, v) :=
∑
i0,...,ip∈V
ωi0...ipv
i0...ip (2.13)
for all ω ∈ Λp and v ∈ Λp. Obviously, the spaces Λ
p and Λp are dual with respect to this pairing.
Definition 2.12 Define the exterior differential d : Λp → Λp+1 by
(dω)i0...ip+1 =
p+1∑
q=0
(−1)q ωi0...îq...ip+1, (2.14)
for any ω ∈ Λp.
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For example, for any ω ∈ Λ−1 we have
(dω)i = ω,
for any function ω ∈ Λ0 we have
(dω)ij = ωj − ωi,
for a 1-form ω
(dω)ijk = ωjk − ωik + ωij.
It follows from (2.14) that
dei0...ip =
∑
k∈V
p+1∑
q=0
(−1)q ei0...iq−1kiq...ip (2.15)
(cf. (2.4)). For example, we have
de =
∑
k
ek = 1
where 1 stands for the function on V with constant value 1K. Also, we have
dei =
∑
k
(
eki − eik
)
and
deij =
∑
k
(
ekij − eikj + eijk
)
.
Lemma 2.13 Let p ≥ −2. For any p-form ω and any (p+ 1)-path v the following identity holds
(dω, v) = (ω, ∂v) .
Consequently, the operators d : Λp → Λp+1 and ∂ : Λp+1 → Λp are dual.
Proof. For p = −2 the both sides are 0. For p ≥ −1 it suffices to prove this identity for
v = ei0...ip+1 . Using (2.14) and (2.2), we obtain
(dω, v) = (dω)i0...ip+1 =
p+1∑
q=0
(−1)q ωi0...îq...ip+1
and
(ω, ∂v) =
ω, p+1∑
q=0
(−1)q ei0...îq...ip+1
 = p+1∑
q=0
(−1)q ωi0...îq...ip+1,
whence the required identity follows.
Corollary 2.14 We have d2 = 0.
Hence, we obtain a cochain complex
0→ K→ Λ0 → ...→ Λp → Λp+1 → ... (2.16)
where all arrows are given by d, and this cochain complex is dual to the chain complex (2.6).
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2.5 Concatenation of forms
Definition 2.15 For p, q ≥ 0 and for any two forms ϕ ∈ Λp and ψ ∈ Λq, define their concate-
nation ϕψ ∈ Λp+q by
(ϕψ)i0...ip+q = ϕi0...ipψipip+1...ip+q . (2.17)
Clearly, concatenation is a bilinear operation that satisfies the associative law. It is obviously
non-commutative. For example, if ϕ is a function, that is, p = 0, then ϕψ ∈ Λq and
(ϕψ)i0...iq = ϕi0ψi0...iq ,
while
(ψϕ)i0...iq = ψi0...iqϕiq .
For the elementary forms ei0...ip and ej0...jq we have
ei0...ipej0...jq =
{
0, ip 6= j0,
ei0...ipj1...iq , ip = j0.
(2.18)
The operation of concatenation is reminiscent of the operation of cup product in algebraic
topology. Let us emphasize that concatenation of forms is essentially different from join of
paths, which can be seen from comparison of (2.7) and (2.17): in the former the index ip is used
twice in the right hand side whereas in the latter – only once. Consequently, concatenation acts
from Λp × Λq to Λp+q, whereas join acts from Λp × Λq to Λp+q+1. Despite the differences, the
both operations do satisfy the product rules with respect to the operators d and ∂, respectively.
Lemma 2.16 For all p, q ≥ 0 and ϕ ∈ Λp, ψ ∈ Λq, we have
d (ϕψ) = (dϕ)ψ + (−1)p ϕdψ. (2.19)
Proof. Denoting ω = ϕψ, we have
(dω)i0...ip+q+1 =
p+q+1∑
r=0
(−1)r ωi0...îr...ip+q+1
=
p∑
r=0
(−1)r ωi0...îr...ip+1...ip+q+1 +
p+q+1∑
r=p+1
(−1)r ωi0...ip...îr...ip+q+1
=
p∑
r=0
(−1)r ϕi0...îr...ip+1ψip+1...ip+q+1 +
p+q+1∑
r=p+1
(−1)r ϕi0...ipψip...îr...ip+q+1.
Noticing that
(dϕ)i0...ip+1 =
p+1∑
r=0
(−1)r ϕi0...îr...ip+1
and
(dψ)ip...ip+q+1 =
p+q+1∑
r=p
(−1)r−p ψip...îr...ip+q+1,
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we obtain
(dω)i0...ip+q+1 =
[
(dϕ)i0...ip+1 − (−1)
p+1 ϕi0...ip
]
ψip+1...ip+q+1
+(−1)p ϕi0...ip
[
(dψ)ip...ip+q+1 − ψip+1...ip+q+1
]
= ((dϕ)ψ)i0...ip+q+1 + (−1)
p (ϕdψ)i0...ip+q+1
which was to be proved.
Remark 2.17 The direct sum of vector spaces
Λ =
⊕
p≥0
Λp
with the additional operation concatenation is a graded algebra over field K. It is easy to see
that the constant function 1 on V is a unity of this algebra. As it follows from Lemma 2.16, the
couple (Λ, d) is a differential graded algebra.
Note that (Λ, d) does not satisfy the minimality condition. The latter condition says that
the minimal left Λ0-module generated by dΛp must coincide with Λp+1, which is not the case
here. Indeed, each element of the left Λ0-module generated by dΛ0 is a finite some of the terms
like fdg where f, g ∈ Λ0. For each i ∈ V , we have
(fdg)ii = fi (dg)ii = fi (gi − gi) = 0.
Hence, the sum of such terms cannot be equal to eii ∈ Λ1. In Section 2.6 we will consider the
spaces of regularized forms that do satisfy the minimality condition.
2.6 Regular forms
For any integer p ≥ −2, consider the following subspace of Λp:
Rp = Rp (V ) = span
{
ei0...ip : i0...ip is regular
}
=
{
ω ∈ Λp : ωi0...ip = 0 if i0...ip is non-regular
}
.
Definition 2.18 The elements of Rp are called regular p-forms.
For example, a 1-form ω belongs to R1 if ωii ≡ 0, and a 2-form ω belongs to R
2 if ωiij ≡
ωjii ≡ 0. For p ≤ 0 the condition f ∈ R
p has no additional restriction so that Rp = Λp.
The next lemma shows that the operations of exterior differentiation, concatenation and
pairing can be restricted to regular forms.
Lemma 2.19 (a) If ω ∈ Rp then dω ∈ Rp+1.
(b) If ϕ ∈ Rp and ψ ∈ Rq then ϕψ ∈ Rp+q, assuming that p, q ≥ 0.
(c) If ω ∈ Rp, v1, v2 ∈ Λp and v1 = v2mod Ip then (ω, v1) = (ω, v2).
Proof. (a) To prove that dω ∈ Rp+1, we must show that
(dω)i0...ip+1 = 0 (2.20)
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whenever i0...ip+1 is non-regular, say ik = ik+1. We have by (2.14)
(dω)i0...ip+1 =
p+1∑
q=0
(−1)q ωi0...îq...ip+1.
If q 6= k, k + 1 then both ik, ik+1 are present in ωi0...îq...ip+1 which makes this term equal to 0
since ω is regular. In the remaining two cases q = k and q = k+ 1 the term ωi0...îq...ip+1 has the
same values (because the sequences i0...îq ...ip+1 are the same) but the signs (−1)
q are opposite.
Hence, they cancel out, which proves (2.20).
(b) By (2.17), we have
(ϕψ)i0...ip+q = ϕi0...ipψip...ip+q .
If the sequence i0...ip+q is non-regular, say ik = ik+1 then the both indices ik, ik+1 are present
either in the sequence i0...ip or in ip...ip+q, which implies that one of the terms ϕi0...ip, ψip...ip+q
vanishes. It follows that (ϕψ)i0...ip+q = 0 and, hence, ϕψ ∈ R
p+q.
(c) Indeed, v1−v2 ∈ Ip is a linear combination of non-regular paths ei0...ip. Since
(
ω, ei0...ip
)
=
0 for non-regular paths, it follows that (ω, v1 − v2) = 0 and (ω, v1) = (ω, v2) .
It follows from 2.19(c) that the pairing (ω, v) is well defined for ω ∈ Rp and v ∈ R˜p. In
particular, the spaces Rp and R˜p are dual. It follows from Lemmas 2.9 and 2.13 that, for all
ω ∈ Rp and v ∈ R˜p+1,
(dω, v) = (ω, ∂v) . (2.21)
In particular, the operators d : Rp → Rp+1 and ∂ : R˜p+1 → R˜p are dual. Replacing the
regularized paths by their regular representatives, we obtain that the spaces Rp and Rp are dual
(which is obvious directly from their definitions, though) and that the operator d : Rp → Rp+1
is dual to the regular operator ∂ : Rp+1 → Rp. In particular, we obtain the regular cochain
complex of V
0→ K→ R0 → ...→Rp →Rp+1 → ...
that is dual to the regular chain complex (2.11).
Remark 2.20 Similarly to Remark 2.17, the direct sum of vector spaces
R =
⊕
p≥0
Rp
with the operations d and concatenation is a graded differential algebra over K. This algebra
does satisfy the minimality condition: the minimal left R0-module generated by dRp coincides
with Rp+1; that is, any element of Rp+1 is a finite sum of the terms like fdω with f ∈ R0 and
ω ∈ Rp.
Recall that there is a standard procedure of construction of the universal differential graded
algebra starting with any associative unital algebra. If one starts with the algebra of all K-valued
functions on V (that is R0), then one obtains in this way exactly (R, d) . The universality of
(R, d) means that any minimal differential graded algebra over R0 is a certain quotient of (R, d).
The details can be found in [4] and [8].
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3 Path complexes
3.1 Path complexes, simplicial complexes, digraphs
Definition 3.1 A path complex over a set V is a non-empty collection P of elementary paths
on V with the following property: for any n ≥ 0,
if i0...in ∈ P then also the truncated paths i0...in−1 and i1...in belong to P. (3.1)
The set of n-paths from P is denoted by Pn. Then a path complex P can be regarded as a
collection {Pn}
∞
n=−1 satisfying (3.1). When a path complex P is fixed, all the paths from P are
called allowed, whereas all the elementary paths that are not in P are called non-allowed.
The set P−1 consists of a single empty path e. The elements of P0 (that is, allowed 0-paths)
are called the vertices of P . Clearly, P0 is a subset of V . By the property (3.1), if i0...in ∈ P
then all ik are vertices. Hence, we can (and will) remove from the set V all non-vertices so that
V = P0. The elements of P1 (that is, allowed 1-paths) are called (directed) edges of P . By (3.1),
if i0...in ∈ P then all 1-paths ik−1ik are edges.
Example 3.2 By definition, an abstract finite simplicial complex S is a collection of subsets of
a finite vertex set V that satisfies the following property:
if σ ∈ S then any subset of σ is also in S.
Let us enumerate the elements of V by distinct reals and identify any subset s of V with the
elementary path that consists of the elements of s put in the (strictly) increasing order. Hence,
we can regard S as a collection of elementary paths on V . Then the defining property of a
simplex can be restated the following:
if an elementary path belongs to S then its any subsequence also belongs to S. (3.2)
Consequently, the family S satisfies the property (3.1) so that S is a path complex. The allowed
n-paths in S are exactly the n-simplexes.
For example, a simplicial complex on Fig. 1 has the following allowed paths (=simplexes):
0-paths: 0, ..., 8
1-paths: 01, 02, 03, 04, 05, 06, 07, 08, 12, 34, 35, 45, 67, 68, 78
2-paths: 012, 678, 034, 035, 045, 678
3-paths: 0345
Example 3.3 Let G = (V,E) be a finite digraph, where V is a finite set of vertices and E is
the set of directed edges, that is, E ⊂ V × V . Equivalently, one can say that a digraph is a set
V endowed with a binary relation E. The fact that (i, j) ∈ E will also be denoted by i→ j.
An elementary n-path i0...in on V is called allowed if ik−1 → ik for any k = 1, ..., n. Denote
by Pn = Pn (G) the set of all allowed n-paths. In particular, we have P0 = V and P1 = E.
Clearly, the family {Pn} of all allowed paths satisfies the condition (3.1) so that {Pn} is a path
complex. This path complex is naturally associated with the digraph G and will be denoted by
P (G).
For example, a digraph on Fig. 2 has the following path complex:
14
 0 
2 1 
3 4 
5 
6 
7 
8 
Figure 1: A simplicial complex
0-paths: 0, ..., 8
1-paths: 01, 02, 03, 04, 05, 06, 07, 08, 12, 34, 35, 45, 67, 68, 78
2-paths: 012, 678, 034, 035, 045, 067, 068, 678
3-paths: 0345, 0678
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Figure 2: A digraph
The path complexes of digraphs are the central objects of this paper. Although most of the
results are proved for arbitrary path complexes, we always have in mind possible applications
to digraphs. On the other hand, the notion of a path complex provides an alternative approach
to the classical results about simplicial complexes.
It is easy to see that a path complex arises from a digraph if and only if it satisfies the
following additional condition: if in a path i0...in all pairs ik−1ik are allowed then the whole
path i0...in is allowed.
Let us describe explicitly those path complexes that arise from simplicial complexes.
Definition 3.4 We say that a path complex P is perfect, if any subsequence of any allowed
elementary path of P is also an allowed path.
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Definition 3.5 We say that a path complex P is monotone, if there is an injective real-valued
function on the vertex set of P that is strictly monotone increasing along any path from P .
Proposition 3.6 A path complex P is the path complex of a simplicial complex if and only if
it is perfect and monotone.
Proof. The path complex of a simplicial complex is both perfect and monotone by definition.
Let us prove the converse. By the monotonicity condition, the vertices in any path i0...in ∈ P
are all distinct. Hence, with any path i0...in ∈ P we can associate a simplex [i0, ..., in]; denote
by S the collection of all such simplexes. Then the perfectness of P implies that S is a simplicial
complex. Ordering the vertex set of S using the monotone function from the monotonicity
condition, we see that each simplex from S gives back a path from P .
Observe that the path complex of a digraph G = (V,E) is perfect if and only if the edge
relation → is transitive, that is, if
i→ j → k ⇒ i→ k. (3.3)
In particular, this condition holds for posets (=partially ordered sets). Indeed, by definition a
poset is a digraph G where the edge relation is reflexive, antisymmetric and transitive. Hence,
the path complex of a poset is perfect, but satisfies also the following additional properties: all
1-paths ii are allowed, while 2-paths iji with i 6= j are non-allowed.
It is easy to see that the path complex of a digraph G is monotone if there is a function
Φ : V → R such that
i→ j ⇒ Φ (i) < Φ (j) .
For example, the path complex of the digraph on Fig. 2 is both monotone and perfect.
The path complex of a poset is not monotone as it has allowed 1-paths ii. However, if we
reduce the set of edges on a poset by removing all loops i → i, then the resulting digraph is
perfect and monotone.
3.2 Allowed paths
Given an arbitrary path complex P = {Pn}
∞
n=0 with a finite vertex set V , consider for any
integer n ≥ −1 the K-linear space An that is spanned by all the elementary n-paths from P ,
that is
An = An (P ) =
 ∑
i0,...,in∈V
vi0...inei0...in : i0...in ∈ Pn, v
i0...in ∈ K
 .
By construction, An is a subspace of the space Λn defined in Section 2.1. For example, A0 is
spanned by all vertexes of P so that A0 = Λ0. The space A1 is spanned by all edges of P and
can be smaller than Λ1. It is clear that A−1 ∼= K. Set also A−2 = {0} .
Definition 3.7 The elements of An are called allowed n-paths.
We would like to restrict the boundary operator ∂ on the spaces Λn to the spaces An. For
some path complexes it can happen that
∂An ⊂ An−1, (3.4)
so that the restriction is straightforward. If it is not the case then an additional construction
is needed as will be explained below. Let us describe first the setting when the inclusion (3.4)
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takes place. Namely, let us show that for a perfect path complex the inclusion (3.4) takes places.
For n ≤ 1 this is obvious as An−1 = Λn−1. Assuming n ≥ 2, let us show that if ei0...in is allowed
then ∂ei0...in is also allowed. Indeed, we have by (2.2)
∂ei0...in =
n∑
q=0
(−1)q ei0...îq...in , (3.5)
where all the terms ei0...îq...in in the right hand side are allowed because of the perfectness.
Hence, (3.4) follows. Consequently, we obtain a chain complex
0← K← A0 ← ...← An−1 ← An ← ... (3.6)
Its homology groups are denoted by H˜• (P ) are referred to as the reduced path homologies of P .
Consider also the truncated complex
0← A0 ← ...← An−1 ← An ← ... (3.7)
whose homology groups are denoted by H• (P ) and are referred to as the path homologies of P
(in the latter case the operator ∂ on A0 is set to be zero).
If P is the path complex of a simplicial complex S, then the boundary operator (3.5) matches
the classical boundary operator on simplexes:
∂ [i0, ..., in] =
n∑
q=0
(−1)q [i0, ..., îq , ...in].
In this case, (3.7) coincides with the classical chain complex of a simplicial complex, and the
path homologies H• (P ) are identical to the simplicial homologies H• (S).
If P is a path complex of a digraph G, satisfying the transitivity condition (3.3) then P is
perfect and, hence, its homology groups are defined as above. In this case we denote them also
by H• (G) .
Example 3.8 Let S be a finite simplicial complex. Consider the digraph G whose set of vertices
is S, while the edges are defined as follows: if s, t are simplexes from S, then
s→ t⇔ s ⊃ t and s 6= t.
Clearly, the graph G satisfies the transitivity condition (3.3) so that the path complex P = P (G)
of the digraph G is perfect. Let us prove that Hn (G) ∼= Hn (S) for all n ≥ 0.
Let us first show that the path complex P is monotone. For that, enumerate the vertices
of S by numbers 1, 2, 22, 23, ... and assign to each simplicial complex s ∈ S (that is, to a vertex
of G) the sum of the numbers of all its vertices. The resulting function on G is injective and
strictly monotone decreasing along each edge and, hence, along any allowed path. By Lemma
3.6 the path complex P arises from a simplicial complex.
It is easy to see that the latter simplicial complex is nothing else but the barycentric subdi-
vision B (S) of S (cf. Fig. 3).
Indeed, any allowed path s0...sn on the digraph G consists of a sequence of simplexes from
S such that sk is a face of sk−1. If each simplex sk in this path is replaced by its barycenter
b (sk) (assuming that the simplicial complex S is geometrically realized in a higher dimensional
space RN ) then the sequence {b (sk)}
n
k=0 forms a n-simplex of the barycentric subdivision B (S)
of S. Converse is obviously also true. Hence, the path complex P of the digraph G coincides
with the path complex of the simplicial complex B (S) . It follows that
H• (G) = H• (P ) = H• (B (S)) .
The proof is finished by citing a classical result that H• (B (S)) ∼= H• (S) .
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 (a)  simplicial complex S  (b) digraph G based on B(S) 
Figure 3: Simplicial complex S and the digraph G
3.3 ∂-invariant paths
Now consider a general case when ∂An does not have to be a subspace of An−1. Consider first
a simple example.
Example 3.9 Consider the digraph G = (V,E) as on the diagram
ր
1
•
ց
0 • •2
that is V = {0, 1, 2} and E = {01, 12} . Then the 2-path e012 is allowed, while
∂e012 = e12 − e02 + e01
is non-allowed because e02 is non-allowed.
For any n ≥ −1 consider the following subspaces of An:
Ωn = Ωn (P ) = {v ∈ An : ∂v ∈ An−1} . (3.8)
For example, we have:
• Ω−1 = A−1 = K;
• Ω0 = A0 is the space of linear combinations of all the vertices of P ;
• Ω1 = A1 is the space of linear combinations of all the edges of P (indeed, ∂eij = ej − ei is
always in A0).
The spaces Ωn with n ≥ 2 can actually be smaller than An as will be seen from many
examples in the subsequent sections. We claim that always
∂Ωn ⊂ Ωn−1.
Indeed, if v ∈ Ωn then ∂v ∈ An−1 and ∂ (∂v) = 0 ∈ An−2 whence it follows that ∂v ∈ Ωn−1,
which was to be proved.
Definition 3.10 The elements of Ωn are called ∂-invariant n-paths.
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Thus, we obtain the chain complex of ∂-invariant paths:
0← K← Ω0 ← ...← Ωn−1 ← Ωn ← Ωn+1 ← ... (3.9)
where all arrows are given by ∂. We consider also its truncated version
0← Ω0 ← ...← Ωn−1 ← Ωn ← Ωn+1 ← ... (3.10)
where the definition of the boundary operator ∂ on Ω0 is modified by setting ∂ ≡ 0. We refer to
this modification of ∂ as a truncated boundary operator. Note that this modification does not
affect ∂ on Ωn with n ≥ 1.
There is a different kind of modification of the above procedure as follows.
Definition 3.11 A path complex P is called regular if it contains no 1-path of the form ii.
Equivalently, P is regular if all the paths i0...in ∈ P are regular
1. For example, the path
complex of a simplicial complex is always regular as all the vertices in any allowed elementary
path are distinct. The path complex of a digraph is regular if and only if the digraph is loopless,
that is, if the 1-paths ii are not edges.
For a regular path complex the above construction of the spaces Ωn allows the following
variation. As the space An of allowed n-path is in this case a subspace of the space Rn of
regular n-paths, we can replace in (3.8) a non-regular boundary operator ∂ on Λn by a regular
boundary operator on Rn as described in Section 2.3. The resulting space Ωn will be referred
to as a regular space of ∂-invariant paths. Hence, if the path complex P is regular then we can
consider also regular versions of the chain complexes (3.9) and (3.10).
The both chain complexes (3.9) and (3.10) (regular and non-regular versions) are denoted
shortly by Ω• (P ) and are referred to as the chain complex of the path complex P . In order not
to overload the notation, we do not reflect the variations in definition in the notation Ω• (P ).
However, whenever using it, one should specify which of four possible versions (regular versus
non-regular and truncated versus full) is being considered.
Definition 3.12 The homology groups of the truncated complex (3.10) are referred to as the
path homology groups of the path complex P and are denoted by Hn (P ) , n ≥ 0. The homology
groups of the complex (3.9) are called the reduced path homology groups of P and are denoted
by H˜n (P ) , n ≥ −1.
Note that for a regular path complex P the both homologies H• (P ) and H˜• (P ) admit
regular and non-regular versions.
Hence, by definition we have for any n ≥ 0
Hn (P ) = Hn (Ω• (P )) = ker ∂|Ωn
/
Im ∂|Ωn+1 , (3.11)
so that Hn (P ) are linear spaces over K. Recall that the paths of ker ∂|Ωn are called closed, and
the paths from Im ∂|Ωn+1 – exact.
The reduced homologies H˜n (P ) are defined similarly for all n ≥ −1. We clearly have
H˜n (P ) = Hn (P ) for all n ≥ 1
1Recall that a path i0...in is called regular if ik−1 6= ik for all k = 1, ..., n.
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and H˜−1 (P ) = {0}. To describe H˜0 (P ) observe that the pairing (1, v) between 0-form 1
(=the constant function on V that is equal to 1K at all vertices) and 0-path v is extended
to (1, h) for any homology class h ∈ H0 (P ) because for any exact path v = ∂u we have
(1, v) = (1, ∂u) = (d1, u) = 0. Then we have
H˜0 (P ) = {h ∈ H0 (P ) : (1, h) = 0} (3.12)
and, in particular,
dim H˜0 (P ) = dimH0 (P )− 1.
If the path complex P is perfect then we obtain Ωn (P ) = An (P ) for all n (in this case there
is no difference between regular and non-regular versions). Hence, in this case the chain complex
(3.9) is identical to (3.6), and (3.10) is identical to (3.7).
If P (G) is the path complex of a digraph G then we use the notation
Ωn (G) := Ωn (P (G)) .
The corresponding homology groups will be denoted by Hn (G) , H˜ (G) and are referred to as
the path homologies of the digraph G.
Since the chain complex (3.10) is finite dimensional, the following identity always takes
places:
dimHn = dimΩn − dim∂Ωn − dim ∂Ωn+1 (3.13)
as it follows from (3.11) and the rank-nullity theorem (a similar identity holds also for reduced
homologies). The Euler characteristic of the path complex is defined by
χ (P ) =
n∑
p=0
(−1)p dimHp (P ) (3.14)
provided n is so big that
dimHp (P ) = 0 for all p > n. (3.15)
There are examples showing that the condition (3.15) is not always fulfilled. In the latter case
χ (P ) is not defined. For a regular path complex P there is a regular and non-regular versions
of χ (P ) that do not have to match.
If dimΩp = 0 for p > n, then it follows from (3.13) that
χ (P ) =
n∑
p=0
(−1)p dimΩp (P ) . (3.16)
The definition (3.14) has an advantage that it may work even when dimΩp > 0 for all p.
Sometimes it is useful to be able to determine the homology groups Hn directly via the
spaces An, without Ωn, as in the next statement.
Proposition 3.13 We have
Hn = ker ∂|An/ (An ∩ ∂An+1) (3.17)
and
dimHn = dimAn − dim ∂An − dim (An ∩ ∂An+1) . (3.18)
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Proof. Observe first that
ker ∂|An = ker ∂|Ωn
because v ∈ An and ∂v = 0 imply v ∈ Ωn. Next, it follows from the definition of Ωn+1 that
u ∈ ∂Ωn+1 ⇔ u ∈ An and u = ∂v for some v ∈ An+1,
which is equivalent to
∂Ωn+1 = An ∩ ∂An+1.
Then (3.17) follows from (3.11). Finally, (3.18) follows from (3.17) and the rank-nullity theorem.
Let us present a simple example showing a distinction between regular and non-regular
versions of Ω• (P ) and H• (P ) . For the rest of this section we use the superscript
reg to refer to
all regular notions. For example, ∂reg will denote the regular boundary operator on the spaces
Rn, and Ω
reg
n will denote the space of regular ∂-invariant paths, that is,
Ωregn = {v ∈ An : ∂
regv ∈ An−1} .
Example 3.14 Consider the digraph 0• ←→ •1 with V = {0, 1} and E = {01, 10} , and let P
be its path complex, that is,
P = {0, 1, 01, 10, 010, 101, ...} . (3.19)
Clearly, P is regular. The spaces {An} of allowed paths are as follows:
A0 = span {e0, e1}
A1 = span {e01, e10}
A2 = span {e010, e101}
A3 = span {e0101, e1010}
etc. Then we have Ω0 = A0, Ω1 = A1 whereas all non-regular spaces Ωn with n ≥ 2 are trivial.
Indeed, consider, for example,
Ω2 = {v ∈ A2 : ∂v ∈ A1} .
We have
∂e010 = e10 − e00 + e01 ,
∂e101 = e01 − e11 + e10 .
(3.20)
Since e00 and e11 are non-allowed, the only allowed linear combination of e010 and e101 is zero.
Hence, Ω2 = {0} . In the same way also Ωn = {0} for all n ≥ 2.
It is easy to see that
∂Ω1 = span {e1 − e0} ,
while ∂Ωn = {0} for all n 6= 1. Hence, we obtain by (3.13)
dimH0 = dimΩ0 − dim∂Ω0 − dim∂Ω1 = 2− 0− 1 = 1
dimH1 = dimΩ1 − dim∂Ω1 − dim∂Ω2 = 2− 1− 0 = 1
and dimHn = 0 for all n ≥ 2. Note that dimHn can also be computed using (3.18). One can
also show that
H0 ∼= span {e0 + e1} and H1 ∼= span {e01 + e10} .
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The spanning 1-path e01 + e10 of H1 can be regarded as a kind of “hole” in the digraph. The
non-regular Euler characteristic is
χ = dimH0 − dimH1 = 0.
Consider now regular spaces Ωregn . The spaces Ω
reg
0 and Ω
reg
1 are the same as Ω0 and Ω1,
respectively. However, the formulas (3.20) for the case of the regular operator ∂reg should be
modified as follows:
∂rege010 = e10 + e01
∂rege101 = e01 + e10
where we have replaced the non-regular 1-paths e00 and e11 by 0. It follows that both ∂e010 and
∂e101 belong to A1 whence both e010 and e101 belong to Ω
reg
2 . Hence, in this case Ω
reg
2 = A2.
Similarly, one can verify that Ωregn = An for all n ≥ 2.
It is easy to see that ∂Ωreg1 = ∂Ω1, while
∂Ωreg2 = span {e01 + e10}
∂Ωreg3 = span {e010 − e101}
etc. We obtain dimHreg0 = 1 as in non-regular case, while
dimHreg1 = dimΩ
reg
1 − dim ∂Ω
reg
1 − dim ∂Ω
reg
2 = 2− 1− 1 = 0
and in the same way dimHregn = 0 for all n ≥ 1. Hence, the regular homologies do not see the
“hole” e01 + e10. The regular Euler characteristic is χ
reg = 1.
Of course, it is a matter of convention whether a two-way path e01 + e10 should qualify
as a “hole”. We are inclined to think that it should not. For this and for other reasons, in
the subsequent sections of this paper we deal mostly with regular homologies unless otherwise
mentioned.
To finish the discussion “regular versus non-regular”, let us provide a condition ensuring the
identity Ωn = Ω
reg
n .
Definition 3.15 We say that a path complex P is strictly regular if it is regular and contains
no path of the form iji.
Note that the path complex of a simplicial complex is always strictly regular because the
sequences of indices in allowed paths are strictly increasing. The path complex of a digraph is
strictly regular if and only if the digraph is loopless (that is, ii is never an edge) and contains
no two-way edges (that is, i→ j implies j 6→ i). Clearly, the path complex (3.19) is regular but
not strictly regular.
Proposition 3.16 Let P be a regular path complex.
(a) For all n ≥ −1 we have Ωn ⊂ Ω
reg
n .
(b) If P is strictly regular then Ωn = Ω
reg
n for all n ≥ −1.
(c) If Ω2 = Ω
reg
2 then P is strictly regular.
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Proof. (a) By (3.8) if v ∈ Ωn then v ∈ An and ∂v ∈ An−1. Recall that ∂
regv is obtained from
∂v by removing all the components ei0...in−1 with non-regular i0...in−1. However, if ∂v ∈ An−1
then ∂v is allowed and, hence, has no non-regular component. Therefore, ∂regv = ∂v whence
v ∈ Ωregn , which proves the inclusion Ωn ⊂ Ω
reg
n .
(b) Let us prove the opposite inclusion for the case of strictly regular P . It suffices to show
that if v ∈ Ωregn then ∂regv = ∂v. Suppose this is not the case, that is, ∂v contains a non-regular
component. All the components of ∂v comes from differentiating of the components of v. If
ei0...in is one of the components of v then ∂ei0...in consists of the terms of the form ei0...îk...in with
an omitted index ik. Since i0...in is allowed and, hence, regular, the only way ei0...îk...in can be
non-regular if ik−1 = ik+1. However, the path ik−1ikik+1 is allowed, and by the strict regularity
the identity ik−1 = ik+1 is not possible. Hence, ∂v cannot contain non-regular terms, which
proves that ∂v = ∂regv and, hence, Ωn = Ω
reg
n .
(c) Assume from the contrary that P is not strictly regular, that is, P contains a path iji
for some i, j ∈ V . Since
∂eiji = eji − eii + eij
∂regeiji = eji + eij
we see that ∂regeiji ∈ A2 whereas ∂eiji /∈ A2. It follows that eiji ∈ Ω
reg
2 \ Ω2, which contradict
the hypothesis.
3.4 d-invariant forms
Given a (regular or non-regular) chain complex Ω• of a path complex P , we define here the dual
cochain complex Ω• of forms and the exterior differential d on forms.
Denote by N n the subspace of Λn, spanned by the non-allowed elementary n-forms, that is,
N n = span
{
ei0...in : i0...in is non-allowed
}
= {ω ∈ Λn : ωi0...in = 0 for all allowed i0...in} .
The elements of N n are referred to as non-allowed n-forms. Then set
J n = N n + dN n−1, (3.21)
and
Ωn = Ωn (P ) = Λn /J n . (3.22)
Denoting by An the subspace of Λn spanned by allowed elementary n-forms and noticing that
Λn = An ⊕N n, we obtain that
Ωn ∼= An /(An ∩ J n) . (3.23)
Lemma 3.17 (a) If ω ∈ J n then dω ∈ J n+1. Consequently, d is well defined on spaces Ωn.
(b) If ω ∈ J n then (ω, v) = 0 for all v ∈ Ωn.
Proof. (a) Since d2 = 0, it follows from (3.21) that
dJ n ⊂ dN n + d2N n−1 = dN n ⊂ J n+1.
Hence, if ω1 = ω2modJ
n then dω1 = dω2modJ
n so that d is well-defined on the cosets
ωmodJ n that are the elements of the quotient space Λn /J n = Ωn.
23
Proof. (b) By (3.21) ω = ϕ + dψ where ϕ ∈ N n and ψ ∈ N n−1. Note that ϕ ∈ N n and
v ∈ An imply that
(ϕ, v) =
∑
ϕi0...inv
i0...in = 0
because if i0...in is allowed then ϕi0...in = 0 while for non-allowed i0...in we have v
i0...in = 0.
Next, we have
(dψ, v) = (ψ, dv) = 0
because ψ ∈ N n−1 and ∂v ∈ An−1. Hence, combining these two lines, we conclude (ω, v) = 0.
Definition 3.18 The elements of the dual space Ωn are called d-invariant n-forms of the path
complex P , and the operator d : Ωn → Ωn+1 is called the exterior differential.
By Lemma 3.17(b), any element ωmodJ n of Ωn determines a linear functional on Ωn by
(ωmodJn, v) = (ω, v) .
Hence, we obtain a mapping
Ωn → (Ωn)
′ (3.24)
where (Ωn)
′ is the dual space to Ωn.
Lemma 3.19 The mapping (3.24) is a linear isomorphism, that is, Ωn can be identified as a
dual space of Ωn.
Proof. Every linear functions on Ωn can be extended to that on Λn and, hence, is given by
v 7→ (ω, v) for some ω ∈ Λn. Therefore, it is determined also by ωmod Jn ∈ Ωn, which means
that the mapping (3.24) is surjective. To prove the injectivity of (3.24) is suffices to show that
dimΩn = dimΩn. For that, let us first show that
Ωn = (J
n)⊥ , (3.25)
where (J n)⊥ denotes the annihilator in Λn of J
n as a subspace of Λn. Indeed, for v ∈ Λn the
condition v ∈ (J n)⊥ means that
v⊥N n and v⊥dN n−1.
The first condition here is equivalent to v ∈ (N n)⊥ = An while the second condition is equivalent
to
(dω, v) = 0 ∀ω ∈ N n−1 ⇔ (ω, ∂v) = 0 ∀ω ∈ N n−1 ⇔ ∂v⊥N n−1 ⇔ ∂v ∈
(
N n−1
)⊥
,
that is, to ∂v ∈ An−1. We are left to recall that v ∈ An and ∂v ∈ An−1 is equivalent to v ∈ Ωn,
which proves (3.25).
Finally, we obtain
dimΩn = dim (J
n)⊥ = dimΛn − dimJ n = dimΛn /J n = dimΩn,
which finishes the proof.
It follows that the operators ∂ : Ωn+1 → Ωn and d : Ω
n → Ωn+1 are dual, that is, for any
v ∈ Ωn+1 and ω ∈ Ω
n
(dω, v) = (ω, ∂v) .
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because this identity is true for any representative of ω in Λn.
We obtain a cochain complex Ω• (P ) of P , that is,
0→ K→ Ω0 → · · · → Ωn → Ωn+1 → . . . (3.26)
where all arrows are given by d. Its cohomologies are referred to as reduced path cohomologies
of P and are denoted by H˜• (P ) , that is
H˜n (P ) = Hn (Ω• (P )) = ker d|Ωn /Im d|Ωn−1 ,
for any n ≥ −1. It follows from the construction that H˜n (P ) and H˜
n (P ) are dual vector spaces
over K, in particular, their dimensions are the same.
The cohomologies of the truncated cochain complex
0→ Ω0 → · · · → Ωn → Ωn+1 → . . . (3.27)
are called path cohomologies of P and are defined by Hn (P ), n ≥ 0. Clearly, Hn (P ) is a dual
space to Hn (P ) . Similarly to (3.13), we have
dimHn = dimΩn − dim dΩn − dim dΩn−1,
and an analogous identity holds for reduced cohomologies H˜n.
Let now P be a regular path complex. Then a similar construction works using the regular
spaces Ωn that are subspaces of Rn. Setting
N n = span
{
ei0...in : i0...in is regular and non-allowed
}
= {ω ∈ Rn : ωi0...in = 0 for all allowed i0...in}
and defining J n as before by (3.21), we set
Ωn = Rn /J n (3.28)
and show as above that d is well-defined on Ωn, that Ωn can be identified with (Ωn)
′ and that
operators d and ∂ are dual. Since Rn = An ⊕N n, the formula (3.23) holds in the regular case,
too.
Let us prove that the concatenation is well-defined on the (regular and non-regular) spaces
Ωn.
Lemma 3.20 Let ϕ be a p-form and ψ be a q-form. If ϕ ∈ J p or ψ ∈ J q then ϕψ ∈ J p+q,
that is, {J p} is a graded ideal for the concatenation. Consequently, the concatenation of two
forms is well-defined on the spaces J p as well as on Ωp, and it satisfies the product rule (2.19).
Proof. Observe first that if ϕ ∈ N p then ϕψ ∈ N p+q. Indeed, it suffices to prove this for
elementary forms ϕ = ei0...ip and ψ = ej0...jq where the claim is obvious: if the p-path i0...ip
is non-allowed then so is the concatenated (p+ q)-path i0...ipj1...jq, by the definition of a path
complex (in the regular case we use in addition the fact that concatenation of regular paths is
regular).
If ϕ ∈ J p then ϕ = ϕ0 + dϕ1 where ϕ0 ∈ N
p and ϕ1 ∈ N
p−1. Then we have
ϕψ = ϕ0ψ + (dϕ1)ψ
= ϕ0ψ + d (ϕ1ψ)− (−1)
p−1 ϕ1dψ.
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By the above observation, all the forms ϕ0ψ, ϕ1ψ, ϕ1dψ are inN
•. It follows that d (ϕ1ψ) ∈ J
p+q
and, hence, ϕψ ∈ J p+q. In the same way one handles the case ψ ∈ J q.
To prove that concatenation is well defined on Ωp, we need to verify that if ϕ = ϕ′modJ p
and ψ = ψ′modJ q then ϕψ = ϕψmodJ p+q. Indeed, we have
ϕψ − ϕ′ψ′ = ϕ
(
ψ − ψ′
)
+
(
ϕ− ϕ′
)
ψ′,
and each of the terms in the right hand side belong to Jp+q by the first part. Finally, the product
rule for equivalence classes follows from that for their representatives.
Lemma 3.20 and the product rule allow to extend concatenation to an operation of homology
classes.
Proposition 3.21 If ϕ ∈ Ωp and ψ ∈ Ωq are closed forms and one of the forms ϕ,ψ is exact
then ϕψ is also exact. Consequently, concatenation is well defined as an operation from Hp×Hq
to Hp+q.
Proof. If ϕ = dω then
d (ωψ) = (dω)ψ + (−1)p ωdψ = ϕψ,
so that ϕψ is exact. Hence, if ϕ1, ϕ2 and ψ1, ψ2 are closed forms such that ϕ1 = ϕ2mod Im d
and ψ1 = ψ2mod Im d then
ϕ1ψ1 − ϕ2ψ2 = ϕ1 (ψ1 − ψ2) + (ϕ1 − ϕ2)ψ2 = 0mod Im d,
that is, ϕ1ψ1 and ϕ2ψ2 represent the same homology class, which was to be proved.
Hence, concatenation is analogous to operations of cup product for simplicial complexes and
wedge product for differential forms on manifolds.
Remark 3.22 We see that the direct sum
Ω =
⊕
n≥0
Ωn
with the operations d and concatenation is a graded differential algebra. Note that Ω0 coincides
with the space R0 of all K-valued functions on V . As it was mentioned in Remark 2.20, all
minimal graded differential algebras over R0 are the quotients of R. In particular, in the case
of a regular path complex, Ω is explicitly given by (3.28) as a quotient of R.
3.5 A condition for dimΩp = 0
Let us consider the following equivalence relation. For two n-forms ϕ,ψ (from Λn or Rn) we
write
ϕ ≃ ψ if ϕ = ψmodJ n,
where J n is defined by (3.21). Then we already know that
ϕ ≃ 0⇒ dϕ ≃ 0,
and
ϕ ≃ 0 or ψ ≃ 0⇒ ϕψ ≃ 0
(cf. 3.20). By (3.22) or (3.28), the equivalence classes of ≃ can be identified with the elements
of Ωn.
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Proposition 3.23 (a) If dimΩn = 0 then dimΩp = 0 for all p > n.
(b) If the spaces Ω• are regular then dimΩn ≤ 1 implies that dimΩp = 0 for all p > n.
Proof. In the both cases, we need to show that, for any p-path i0...ip with p > n,
ei0...ip ≃ 0.
(a) By hypothesis Ωn = {0} we have ei0...in ≃ 0. Since
ei0...ip = ei0...inein...ip,
it follows by Lemma 3.20 that also ei0...ip ≃ 0.
(b) It suffices to treat the case dimΩn = 1. Since for a non-allowed path i0...ip the relation
ei0...ip ≃ 0 holds by definition, we can assume that i0...ip is allowed. We have
ei0...ip = ei0...inein...ip = ei0i1ei1...in+1ein+1...ip (3.29)
If
either ei0...in ≃ 0 or ei1...in+1 ≃ 0, (3.30)
then we obtain ei0...ip ≃ 0. If (3.30) fails then the both forms ei0...in and ei1...in+1 represent non-
zero elements of Ωn. Since the latter space has dimension 1, it follows that for some constant
α ∈ K,
ei1...in+1 ≃ αei0...in .
Substituting into (3.29), we obtain
ei0...ip ≃ αei0i1ei0...inein+1...ip .
Since the path i0...ip is allowed and the path complex in question is regular, this path is regular
and, hence, i0 6= i1. It follows that e
i0i1ei0...in = 0, whence ei0...ip ≃ 0, which finishes the proof.
3.6 Connected components and H0
Given a path complex P with a vertex set V , by a connected component of P we mean any
minimal2 subset U of V that if i ∈ U then U contains any vertex j ∈ V such that ij or ji is
an allowed 1-path. Clearly, any two connected components are either disjoint or identical, and
the vertex set V is a disjoint union of the connected components. If V itself is a connected
component then the path complex P is called connected.
For example, if P is the path complex of a digraph then the connected components of P
coincide with those of the underlying undirected graph.
Proposition 3.24 For any path complex P we have
dimH0 (P ) = C, (3.31)
where C is the number of connected components of P . In particular, if P is connected then
dimH0 (P ) = 1 and, hence, dim H˜0 (P ) = 0.
2The minimality of U means that no proper subset of U satisfies the same property.
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Proof. By definition, we have
H0 (Ω) = ker d|Ω0 =
{
f ∈ Ω0 : df ≃ 0
}
.
The condition df ≃ 0 means that df ∈ J 0 = N 0, that is, (df)ij = 0 for all allowed 1-paths
ij. Therefore, we have fi = fj for all allowed 1-paths ij. The latter is equivalent to the fact
that f = const on any connected component of P . Hence, the dimension of the space of such
functions is equal to C.
3.7 Disjoint union and connected sum
For any two path complexes P ′ and P ′′ with the vertex sets V ′ and V ′′, respectively, their union
P ′ ∪ P ′′ is obviously also a path complex with the vertex set V ′ ∪ V ′′. We say that P ′ and P ′′
are disjoint if their vertex sets are disjoint.
Proposition 3.25 If P ′ and P ′′ are disjoint path complexes then, for their union P = P ′ ∪ P ′′
we have
Ωn (P ) = Ωn
(
P ′
)
⊕ Ωn
(
P ′′
)
and, hence,
Hn (P ) ∼= Hn
(
P ′
)
⊕Hn
(
P ′′
)
for all n ≥ 0.
Proof. This follows from the obvious identities
Sn (P ) = Sn
(
P ′
)
⊕ Sn
(
P ′′
)
for each space S = Λ,R,N ,J , and the fact that d on Λn (P ) splits into the direct sum of the
operators d on Λn (P ′) and Λn (P ′′).
4 ∂-invariant paths on digraphs
In this section, we fix a digraph G = (V,E) without loops. Then its path complex P (G) is
regular. We study here the regular spaces Ωn (G) = Ωn (P (G)) of ∂-invariant paths and the
associated homology groups Hn (G) = Hn (P (G)) and H˜n (G) = H˜n (P (G)) .
4.1 Semi-edges and ∂-invariant paths
Let us describe more explicitly the notion of ∂-invariant paths on a digraph G. Let us say that
a pair ij of vertices is a semi-edge if it is not an edge but there is a vertex k (not necessarily
unique) such that ik and kj are edges. The 2-path ikj is called a bridge of the semi-edge ij.
The semi-edge ij will be denoted by i ⇀ j as on the diagram:
ր
k
•
ց
i• ⇀ •j
Let us say that an elementary path i0...ip is semi-allowed if among the pairs iq−1iq, q =
1, ..., p, there is exactly one semi-edge, while all others are edges, as on the diagram:
k
•
· · · → • →iq−1 •
ր
⇀
ց
•iq → • → · · ·
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A path i0...iq−1kiq...ip that is obtained by replacing in i0...iq−1iq...ip the semi-edge iq−1iq by the
bridge iq−1kiq, is obviously allowed and will be called an allowed extension of i0...ip.
Let us use the following notation: if i0...ip is semi-allowed with the semi-edge iq−1iq then,
for any p-path v, define its deficiency [v]i0...ip along the path i0...ip by
[v]i0...ip :=
∑
k∈V
vi0...iq−1kiq...ip. (4.1)
Clearly, it suffices to restrict the summation to those k forming a bridge iq−1kiq. Alternatively,
one can say that the summation in (4.1) is performed across all allowed extensions of the path
i0...ip.
Lemma 4.1 Let p ≥ 1. A path v ∈ Ap+1 belongs to Ωp+1 if and only if for all semi-allowed
paths i0...ip,
[v]i0...ip = 0.
Proof. The condition v ∈ Ωp+1 is equivalent to ∂v ∈ Ap, while the latter is equivalent to
(∂v)i0...ip = 0 (4.2)
for all non-allowed regular paths i0...ip−1. By (2.4) we have
(∂v)i0...ip =
p+1∑
q=0
∑
k
(−1)q vi0...iq−1kiq...ip. (4.3)
If i0...ip is not semi-allowed then all the paths i0...iq−1kiq...ip are not allowed, because by insert-
ing k one can eliminate only one non-edge. Hence, for such i0...ip the condition (4.2) is satisfied
automatically, so that (4.2) is non-void only for semi-allowed paths. If the only semi-edge in
i0...ip is iq−1iq then (4.2) amounts to∑
k
vi0...iq−1kiq...ip = 0,
which was to be proved.
4.2 Triangles, squares and dimΩp
Recall that dimΩ0 = dimA0 = |V | and dimΩ1 = dimA1 = |E|. Here we give an explicit formula
for dimΩ2 using the set P2 of allowed 2-paths and the set S of semi-edges of the digraph G (see
Section 4.1 for the definition of a semi-edge).
Proposition 4.2 We have
dimΩ2 = dimA2 − |S| = |P2| − |S| . (4.4)
Proof. Recall that
A2 = span {eabc : abc is allowed} , dimA2 = |P2| ,
and
Ω2 = {v ∈ A2 : ∂v ∈ A1} = {v ∈ A2 : ∂v = 0modA1} .
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If abc is allowed then ab and bc are edges, whence
∂eabc = ebc − eac + eab = −eacmodA1.
If ac is an edge then eac = 0modA1. If ac is not an edge then ac is a semi-edge, and in this case
∂eabc 6= 0 modA1.
For any v ∈ Ω2, we have
v =
∑
{abc is allowed}
vabceabc
hence it follows that
∂v = −
∑
{abc: ac is semi-edge}
vabceac modA1.
The condition ∂v = 0modA1 is equivalent to∑
{abc: ac is semi-edge}
vabceac = 0modA1,
which is equivalent to
∑
b v
abc = 0 for all semi-edges ac. The number of these conditions is exactly
|S|, and they all are independent for different semi-edges, because a triple abc determines at most
one semi-edge. Hence, Ω2 is obtained from A2 by imposing |S| linearly independent conditions,
which implies (4.4).
Let us call by a triangle a sequence of three distinct vertices a, b, c ∈ V such that a→ b, b→
c, a→ c:
b
•
a•
ր
→
ց
•c
Note that a triangle determines a 2-path eabc ∈ Ω2 as eabc ∈ A2 and
∂eabc = ebc − eac + eab ∈ A1.
Let us called by a square a sequence of four distinct vertices a, b, b′, c ∈ V such that a →
b, b→ c, a→ b′, b′ → c:
b• −→ •c
↑ ↑
a• −→ •b′
Note that a square determines a 2-path v := eabc − eab′c ∈ Ω2 as v ∈ A2 and
∂v = (ebc − eac + eab)− (eb′c − eac + eab′)
= eab + ebc − eab′ − eb′c ∈ A1.
Theorem 4.3 Assume that a digraph G = (V,E) contains no squares (as subgraphs). Then
dimΩ2 (G) is equal to the number of distinct triangles in G, and dimΩp (G) = 0 for all p > 2.
In particular, if G contains neither triangle nor square then dimΩp (G) = 0 for all p ≥ 2.
Consequently, dimHp (G) = 0 for all p ≥ 2.
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Proof. Let us split the family P2 of allowed 2-paths into two subsets: an allowed path abc
is of the first kind if ac is an edge and of the second kind otherwise:
1st kind:
b
•
a•
ր
→
ց
•c
, 2nd kind:
b
•
a•
ր ց
•c
Clearly, the paths of the first kind are in one-to-one correspondence with triangles. Each path
abc of the second kind determines a semi-edge ac. The mapping of abc 7→ ac from the paths of
second kind to semi-edges is also one-to-one: if abc 7→ ac and ab′c 7→ ac then we obtain a square
a, b, b′, c which contradicts the hypotheses. Hence, the number of the path of the second kind is
equal to |S| , which implies that the number of the paths of the first kind is equal to |P2| − |S|,
and so is the number of triangles. Comparing with (4.4) we obtain that dimΩ2 is equal to the
number of triangles.
Let us prove that Ω3 = {0} , that is, any v ∈ Ω3 is identical 0. It suffices to prove that
vijkl = 0 for any allowed path ijkl on G. Fix an allowed path ijkl and assume first jl is a
semi-edge. Then ijl is semi-allowed, and by Lemma 4.1 we obtain [v]ijl = 0, that is,∑
k′
vijk
′l = 0.
However, the only allowed path of the form ijk′l is ijkl because of the absence of squares:
k
•
i• →j •
ր
ց ⇀
ց
ր•l
•
k′
We conclude that vijkl = 0, provided jl is a semi-edge. In the same way vijkl = 0 provided ik is
a semi-edge.
Now we claim that, for any allowed path ijkl, either ik or jl is a semi-edge. Indeed, if neither
of them is a semi-edge then both ik and jl must be edges, which implies that the sequence i, j, k, l
forms a square:
k
•
i•րց ↑
ց
ր•l
•
j
,
which contradicts the hypothesis. It follows that vijkl = 0 for any allowed path ijkl, which
proves that Ω3 = {0} . By Proposition 3.23 we conclude that Ωp = {0} for all p ≥ 3.
In the presence of squares one cannot relate directly dimΩ2 to the number of squares and
triangles since there may be a linear dependence between them as in the next example.
Example 4.4 In the following digraph
1
•
0
ր
• →
ց
2
•
ց
→ •
ր
4
•
3
there are three squares 0, 1, 2, 4, 0, 1, 3, 4, and 0, 2, 3, 4, which determine three ∂-invariant paths
e014 − e024, e024 − e034, e034 − e014.
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These paths are linearly dependent as their sum is equal to 0. It is easy to see that dimΩ2 = 2
as |P2| = 3 and |S| = 1 as S = {04}. For this digraph all homologies are trivial.
Also, in the presence of squares one may have non-trivial Ωp for arbitrary p as one can see
from numerous examples in the subsequent sections.
4.3 Snakes and simplexes
A snake of length p is a digraph with p + 1 vertices, say 0, 1, ..., p, and with the edges i (i+ 1)
and i (i+ 2) (see Fig. 4). In particular, any triple i (i+ 1) (i+ 2) is a triangle.
 
i-1 
i 
i+1 
i+2 
i+3 
Figure 4: A snake
A snake of length p contains a ∂-invariant p-path v = e01...p. Indeed, this path is obviously
allowed, its boundary
∂v =
p∑
k=0
(−1)k e
0...k̂...p
is also allowed (because (k − 1) (k + 1) is an edge), whence v ∈ Ωp.
Let us define for any n ≥ 0 a simplex-digraph Smn as follows: its set of vertices is {0, 1, ..., n}
and the edges are i→ j for all i < j. For example, we have
Sm1 =
0• → •1, Sm2 = ր
2
•
տ
0• → •1
,
and Sm3 is shown on Fig. 5.
 
0 
2 
1 
3 
Figure 5: A 3-simplex digraph Sm3
Since a simplex contains a snake as a subgraph, the n-path v = e01...n is ∂-invariant on Smn .
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4.4 Star-shaped digraphs and Poincare´ lemma
Definition 4.5 We say that a digraph G is star-shaped if there is a vertex a (called a star
center) such that a → b for all b 6= a. Similarly, a digraph G is called inverse star-shaped if if
there is a vertex a (called a star center) such that b→ a for all b 6= a
For example, a digraph ր
1
•
ց
0• ⇆ •2
is star-shaped with the star center 0.
Theorem 4.6 (A Poincare´ lemma) If G is a (inverse) star-shaped digraph, then all reduced
homologies H˜n (G) are trivial.
Proof. To prove that H˜n (G) = {0}, we need to show that if v ∈ Ωn and ∂v = 0 then v = ∂u
for some u ∈ Ωn+1. Set u = eav. We claim that u ∈ An+1. Since v is a linear combination of
allowed paths ei0...in, it suffices to show that eai0...in ∈ An+1 for any allowed path ei0...in. Indeed,
if i0 = a then eai0...in = 0 ∈ An+1. If i0 6= a then eai0...in is allowed by the star condition. Hence,
we have u ∈ An+1.
By the product rule (2.9) we have
∂u = ∂ (eav) = v − ea∂v = v,
where we have used ∂v = 0. It follows that ∂u ∈ An and, hence, u ∈ Ωn+1, which finishes the
proof.
In a similar manner one handles the inverse star-shaped graphs.
For example, the simplex-digraph Smn is star-shaped (and inverse star-shaped), we obtain
by Theorem 4.6 that all reduced homologies of Smn are trivial.
4.5 Cycle-graphs
We say that a digraph G = (V,E) is a cycle-graph if it is connected (as an undirected graph)
and every vertex had the degree 2 (see Fig. 6).
  
Figure 6: A cycle-graph (directions of edges are not shown)
For a cycle-graph we have dimH0 (G) = 1 and
dimΩ0 (G) = |V | = |E| = dimΩ1 (G) . (4.5)
Proposition 4.7 Let G be a cycle-graph. Then
dimΩp (G) = 0 for all p ≥ 3
dimHp (G) = 0 for all p ≥ 2.
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If G is a triangle or a square then
dimΩ2 (G) = 1, dimH1 (G) = 0, χ = 1
whereas otherwise
dimΩ2 (G) = 0, dimH1 (G) = 1, χ = 0.
Proof. Observe first that dimΩ2 ≤ 1 will imply dimΩp = 0 for all p ≥ 3 by Proposition
3.23, whence dimHp = 0 for p ≥ 3. Hence, we need only to handle the cases p = 1, 2.
Using two equivalent definition of the Euler characteristic, we have
χ = dimH0 − dimH1 + dimH2
= dimΩ0 − dimΩ1 + dimΩ2
whence
χ = dimΩ2 = 1− dimH1 + dimH2. (4.6)
Assume first that G is neither triangle nor square. Then G contains neither triangle nor
square. By Theorem 4.3 dimΩ2 = 0 whence dimH2 = 0 and by (4.6) χ = 0 and dimH1 = 1.
Let us construct an 1-path spanning H1. For that let us identify G with ZN where N = |V |
so that in the undirected graph based on G the edges are i (i+ 1). Hence, in the digraph G
either i (i+ 1) or (i+ 1) i is an edge. Consider an allowed 1-path σ with components
σi(i+1) =
{
1, if i (i+ 1) is an edge
−1, if (i+ 1) i is an edge,
(4.7)
and all other components of σ vanish (see Fig. 7).
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+1 
Figure 7: The 1-path σ = −e01 − e12 + e23 + e34 − e45 + e50 spans H1.
Since σ 6= 0, σ is not in Im ∂|Ω2 . However, σ ∈ ker ∂Ω1 because by construction σ
i(i+1) −
σ(i+1)i ≡ 1 whence for any i
(∂σ)i =
∑
j∈V
(
σji − σij
)
= σ(i−1)i + σ(i+1)i − σi(i−1) − σi(i+1) = 1− 1 = 0.
Let G be a triangle
b
•
a•
ր
→
ց
•c
Then dimA2 = 1, S = ∅ whence dimΩ2 = 1 and χ = 1. Clearly, we have Ω2 = span {eabc}.
Since ∂eabc 6= 0, we see that ker ∂|Ω2 = 0 and, hence, dimH2 = 0. Then by (4.6) dimH1 = 0.
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Let G be a square, say a, b, b′, c:
b• −→ •c
↑ ↑
a• −→ •b′
Then
A2 = span {eabc, eab′c} , S = {ac}
whence dimΩ2 = 2− 1 = 1 and χ = 1. Note that in this case
Ω2 = span {eabc − eab′c} .
As in the case of a triangle, we obtain ker ∂|Ω2 = 0, dimH2 = 0 and dimH1 = 0.
4.6 An example of direct computation of dimHp
Consider the digraph G = (V,E) with V = {0, 1, 2, 3, 5} and E = {01, 02, 13, 14, 23, 24, 53, 54} ,
see Fig. 8.
 
4 3 
0 
2 1 
5 
Figure 8: A digraph with 6 vertices and 8 edges
Let us compute the (regular) spaces Ωp and their homologies Hp. We have
Ω0 = A0 = span {e0, e1, e2, e3, e4, e5} , dimΩ0 = 6
Ω1 = A1 = span {e01, e02, e13, e14, e23, e24, e53, e54} , dimΩ1 = 8
A2 = span {e013, e014, e023, e024} , dimA2 = 4.
The set of semi-edges is S = {e03, e04} so that dimΩ2 = dimA2 − |S| = 2. The basis in Ω2 can
be easily spotted as each of two squares 0, 1, 2, 3 and 0, 1, 2, 4 determine a ∂-invariant 2-paths,
whence
Ω2 = span {e013 − e023, e014 − e024} .
Since there are no allowed 3-paths, we see that A3 = Ω3 = {0} . It follows that
χ = dimΩ0 − dimΩ1 + dimΩ2 = 6− 8 + 2 = 0.
By (3.13) we obtain
dimH2 = dimΩ2 − dim ∂Ω2 − dim ∂Ω3 = 2− dim ∂Ω2.
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The image ∂Ω2 is spanned by two 1-paths
∂ (e013 − e023) = e13 − e03 + e01 − (e23 − e03 + e02) = e13 + e01 − e23 − e02
∂ (e014 − e024) = e14 − e04 + e01 − (e24 − e04 + e02) = e14 + e01 − e24 − e02
that are clearly linearly independent. Hence, dim∂Ω2 = 2 whence dimH2 = 0. The dimension
of H1 can be computed similarly, but we can do easier using the Euler characteristic: since
dimH0 − dimH1 + dimH2 = χ = 0,
it follows that dimH1 = 1.
In fact, H1 is spanned by 1-path
v = e13 − e14 − e53 + e54.
Indeed, by a direct computation ∂v = 0, so that v ∈ ker ∂|Ω1 , while v /∈ Im∂|Ω2 because any
element of Im ∂|Ω2 is a linear combination of ∂ (e013 − e023) and ∂ (e014 − e024) that does not
contain the term e54.
4.7 Triangulation as a closed path
Given a closed oriented n-dimensional manifoldM , let T be its triangulation, that is, a partition
into n-dimensional simplexes. Denote by V the set of all vertices of the simplexes from T and
by E – the set of all edges, so that (V,E) is a graph embedded on M . We would like to make
(V,E) into a digraph and define on that digraph a closed n-path as a certain alternating sum
of elementary n-paths arising from the simplexes from T.
Let us enumerate the set of vertices V by distinct integers. For any simplex from T with the
vertices i0...in define the quantity σ
i0...in to be equal to 1 if the orientation of the simplex i0...in
matches the orientation of the manifold M , and −1 otherwise. Note that each simplex gives rise
to n! different ordered sequences of its vertices, each of them defining the quantity σi0...in.
Let us introduce the orientation on the set of edges E by choosing on each edge the direction
from the vertex with a smaller number to the vertex with a larger number. Then each simplex
from T becomes a simplex-digraph as defined in Section 4.3. Denote by
−→
T the set of all digraph
simplexes constructed in this way. That is, i0...in ∈
−→
T if i0...in is a monotone increasing sequence
that determines a simplex from T .
Then consider the following n-path on the digraph G = (V,E):
σ =
∑
i0...in∈
−→
T
σi0...inei0...in . (4.8)
This path is allowed on G by the definition of the orientation of the edges.
We claim that the path σ is closed, that is, ∂σ = 0, which, in particular, implies that σ
is ∂-invariant. Observe that ∂σ is the a linear combination with coefficients ±1 of the terms
ej0...jn−1 where the sequence j0, ..., jn−1 is monotone increasing and forms an (n− 1)-dimensional
face of one of the n-simplexes from T . In fact, every (n− 1)-face arises from two n-simplexes,
say A = j0...jk−1ajk...jn−1 and B = j0...jl−1bjl...jn−1 (cf. Fig. 9).
We have by (2.2)
∂ej0...jk−1ajk...jn−1 = ...+ (−1)
k ej0...jk−1jk...jn−1 + ... .
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Figure 9: Two n-simplexes A,B having a common (n− 1)-dimensional face j0...jn−1
Since interchanging the order of two neighboring vertices in an n-simplex changes its orientation,
we have
σj0...jk−1ajk...jn−1 = (−1)k σaj0...jk−1jk...jn−1 .
Multiplying the above lines, we obtain
∂
(
σAeA
)
= ...+ σaj0...jn−1ej0...jn−1 + ... ,
and in the same way
∂
(
σBeB
)
= ...+ σbj0...jn−1ej0...jn−1 + ...
However, the vertices a and b are located on the opposite sides of the face j0...jn−1, which implies
that the simplexes aj0...jn−1 and bj0...jn−1 have the opposite orientations relative to that of M .
Hence,
σaj0...jn−1 + σbj0...jn−1 = 0,
which means that the term ej0...jn−1 cancels out in the sum ∂
(
σAeA + σ
BeB
)
and, hence, in ∂σ.
This proves that ∂σ = 0.
The closed paths σ defined by (4.8) is called a surface path of M (or T ).
There is a number of triangulations when a surface path σ happens to be exact, that is,
σ = ∂v for some (n+ 1)-path v. If this is the case then v is called a solid path as in this case v
represents a “solid” shape whose boundary is given by M (or T ).
Example 4.8 If M = S1 then T is a cycle graph, and a surface path σ in this case was
constructed in the proof of Proposition 4.7. We have seen there that σ is exact if the digraph G
is a triangle or square, and non-exact otherwise. In the former case a solid paths v represents a
triangle or a square, respectively, in the latter case a solid path does not exist.
Example 4.9 Let M = Sn and let the faces of a triangulation T of M form a (n+ 1)-simplex,
so that the digraph G is a (n+ 1)-simplex digraph. Denoting the vertices by 0, 1, ..., n + 1, we
obtain ∂e0...n+1 = σ so that ei0...in+1 is a solid path representing a solid (n+ 1)-simplex.
There are also higher dimensional examples when a surface path is not exact, see Example
6.17 below. Further examples of surface and solid paths will be given in Section 7.
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4.8 Lemma of Sperner revisited
Consider a triangle ABC on the plane R2 and its triangulation T . The set of vertices of T is
colored with three colors 1, 2, 3 in such a way that
• the vertices A,B,C are colored with 1, 2, 3 respectively;
• each vertex on any edge of ABC is colored with one of the two colors of the endpoints of
the edge (see Fig. 10).
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Figure 10: A Sperner coloring
The classical lemma of Sperner says that then there exists in T a 3-color triangle, that is,
a triangle, whose vertices are colored with the three different colors. Moreover, the number of
such triangles is odd.
We give here a new proof using the boundary operator ∂ for 1-paths. Although this proof
is no shorter that the classical proof based on a double counting argument, it still provides a
new insight into the subject, that 3-color triangles appear as sources and sinks of some “vector
field” on a digraph.
Let us first do some reduction. Firstly, let us modify the triangulation T so that there are
no vertices on the edges AB,AC,BC except for A,B,C. Indeed, if X is a vertex on AB then we
move X a bit inside the triangle ABC. This gives rise to a new triangle in the triangulation T
that is formed by X and its former neighbors, say Y and Z, on the edge AB (while keeping all
old triangles). However, since all X,Y,Z are colored with two colors, no 3-color triangle emerges
after that move. By induction, we remove all the vertices from the edges of ABC.
Secondly, we project the triangle ABC and the triangulation T onto the sphere S2 and
add to the set T the triangle ABC itself from the other side of the sphere. Then we obtain
a triangulation of S2, denote it again by T , and we need to prove that the number of 3-color
triangles is even. Indeed, since we know that one of the triangles, namely, ABC is 3-color, this
would imply that the number of 3-color triangles in the original triangulation is odd.
Let us regard T as a graph on S2 and construct a dual graph V . Chose at each face of T
a point and regard them as vertices of the dual graph V . The vertices in V are connected if
the corresponding triangles in T have a common edge (see Fig. 11). Then the faces of V are in
one-to-one correspondence to the vertices of T.
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1 2 
3 
Figure 11: Construction of a dual graph
Hence, given a graph V on S2 such that each vertex has degree 3 and each face is colored
with one of the colors 1, 2, 3, we need to prove that the number of 3-color vertices (that is, the
vertices, whose adjacent faces have all three colors) is even.
Let us make V into a digraph as follows. Each edge ξ in V has two adjacent faces. Choose
the orientation on ξ so that the color from the left hand side and that from the right hand side
of ξ form one of the following pairs: (1, 2) , (2, 3) , (3, 1) (see Fig. 12), while if the colors are the
same then allow both orientations of ξ.
  
1 2 2 3 3 1 
Figure 12: The orientation of an edge depends on the colors of adjacent faces
Examples of such orientations are shown on Fig. 13.
  
1 2 
3 
1 2 
1 
Figure 13: Oriented edges in the dual graph (V,E)
Denote by E the set of the oriented edges and set v =
∑
{ab∈E} eab. We have for any a ∈ V
(∂v)a =
∑
b
vba −
∑
c
vac = #{incoming edges} −#{outcoming edges},
where #A denotes the number of elements in the set A. If a is 3-color, then either all three
edges at a are incoming or all are outcoming, whence (∂v)a = 3 or −3, respectively. If a is not
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3-color then (∂v)a = 0 (cf. Fig. 13). Denoting by n1 the number of 3-color edges with incoming
orientation and by n2 that with outcoming orientation, we obtain that (∂v, 1) = 3 (n1 − n2).
On the other hand, (∂v, 1) = (v, d1) = 0 whence we conclude that n1 = n2. In particular, the
total number of 3-color vertices is 2n1, that is, even, which was to be proved. In fact, we have
proved a bit more: in a triangulation of a sphere, the numbers of 3-color triangles of the opposite
orientations are the same.
5 Homologies of subgraphs
5.1 Chain complex of a subgraph
Let G′ = (V ′, E′) and G = (V,E) be two digraph. We say that G′ is a subgraph of G if V ′ ⊂ V
and E′ ⊂ E. Let us mark by the dash ”′” all the notation related to the graph G′ rather than
to G, for example, R′p ≡ Rp (G
′) while Rp ≡ Rp (G) .
As it was already observed (cf. (2.12)), R′p ⊂ Rp and ∂ commutes with this inclusion. It is
also obvious that if ei0...ip is an allowed path in G
′ then it is also allowed in G, whence A′p ⊂ Ap.
Moreover, this argument shows that
A′p = Ap ∩R
′
p. (5.1)
By the definition (3.8) of Ωp, we obtain that Ω
′
p ⊂ Ωp and ∂ commutes with this inclusion.
Consequently, the chain complex
0 ← Ω′0
∂
← Ω′1
∂
← Ω′2
∂
← Ω′3
∂
← . . .
is a sub-complex of
0 ← Ω0
∂
← Ω1
∂
← Ω2
∂
← Ω3
∂
← . . .
By Proposition 9.7 (cf. (9.22)) we obtain that the following long sequence is exact:
0← H0(Ω/Ω
′)← H0(Ω)← H0(Ω
′)← · · · ← Hp(Ω/Ω
′)← Hp(Ω)← Hp(Ω
′)← Hp+1(Ω/Ω
′)← . . . (5.2)
It is also worth mentioning that
Ω′p = Ωp ∩A
′
p = Ωp ∩R
′
p. (5.3)
Indeed, the inclusions Ω′p ⊂ Ωp ∩ A
′
p ⊂ Ωp ∩ R
′
p are obvious. To prove the opposite inclusions,
observe that v ∈ Ωp ∩R
′
p implies by (3.8) and (5.1)
v ∈ Ap ∩R
′
p = A
′
p and ∂v ∈ Ap−1 ∩R
′
p−1 = A
′
p−1,
whence v ∈ Ω′p.
5.2 Removing a vertex of degree 1
Theorem 5.1 Suppose that a graph G has a vertex a such that there is only one outcoming edge
a → b from a and no incoming edges to a. Let G′ = (V ′, E′) be the digraph with V ′ = V \ {a}
and E′ = E \ {ab}.
a • −→ • b G′ G
Then Hp (G) ∼= Hp(G
′) for all p ≥ 0.
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Remark 5.2 The same is true if the vertex a has one incoming edge b→ a and no outcoming
edges.
Theorem 5.1 is a particular case of a more general Theorem 5.4 from the next section. We
give here an independent proof based on the identity (5.4) below that may be interesting on its
own right.
Proof. Let us first prove that
Ωp = Ω
′
p for all p ≥ 2, (5.4)
which will imply that, for all p ≥ 2,
dimHp
(
Ω′
)
= dimHp (Ω) . (5.5)
In the view of (5.3), to prove (5.4) it suffices to show that, for all p ≥ 2,
Ωp ⊂ A
′
p, (5.6)
that is
v ∈ Ap and ∂v ∈ Ap−1 ⇒ v ∈ A
′
p.
Every elementary allowed p-path on G either is allowed on G′ or starts with ab, which implies
that v can be represented in the form
v = eabu+ v
′,
where v′ ∈ A′p, while u ∈ A
′
p−2 is a linear combination of the paths ei0...ip−2 ∈ A
′
p−2 with i0 6= b.
It follows that
∂v = (eb − ea)u+ eab∂u+ ∂v
′. (5.7)
Note that eau is a linear combination of the elementary paths eai0...ip−2 where i0, ..., ip−2 ∈ V
′
and i0 6= b. Since ai0 is not an edge, those elementary paths are not allowed in G. No other terms
in the right hand side of (5.7) has eai0...ip−2-component. Since ∂v is allows in G, its eai0...ip−2-
component is 0, which is only possible if eau = 0, that is, u = 0. It follows that v = v
′ ∈ A′p,
which finishes the proof of (5.6).
Hence, we have the identity (5.5) for p ≥ 2. For p = 0 this identity also true as the number
of connected components of G and G′ is the same.
We are left to treat the case p = 1. Observe that
Ω0 = Ω
′
0 + span {ea} and Ω1 = Ω
′
1 + span {eab} . (5.8)
By (5.4) and (5.8) the cochain complex Ω/Ω′ has the form
0←− span {ea}
∂
←− span {eab} ←− 0 = Ω2/Ω
′
2.
Since
∂eab = eb − ea = −eamodΩ
′
0,
it follows that Im ∂|Ω1/Ω′1 = span {ea}, while ker ∂|Ω1/Ω′1 = 0, whence
dimH0
(
Ω/Ω′
)
= dimH1
(
Ω/Ω′
)
= 0.
By (5.2) we have a long exact sequence
H0
(
Ω/Ω′
)
= 0←− H1 (Ω)←− H1
(
Ω′
)
←− 0 = H1
(
Ω/Ω′
)
which implies that
dimH1 (Ω) = dimH1
(
Ω′
)
,
thus finishing the proof.
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Corollary 5.3 Let a digraph G be a tree (that is, the underlying undirected graph is a tree).
Then Hp (G) = 0 for all p ≥ 1.
Proof. Induction in the number of edges |E| . If |E| = 0 then the claim is obvious. If
|E| > 0 then there is a vertex a ∈ V of degree 1 (indeed, if this is not the case then moving
along undirected edges allows to produce a cycle). Removing this vertex and the adjacent edge,
we obtain a tree G′ with |E′| < |E|. By the inductive hypothesis Hp (G
′) = 0 for p ≥ 1, whence
by Theorem 5.1 also Hp (G) = 0.
That Hp (G) = 0 for p ≥ 2 follows also from Theorem 4.3.
5.3 Removing a vertex of degree n
Theorem 5.4 Suppose that a digraph G = (V,E) has a vertex a with n outcoming edges a →
b0, a→ b1, ..., a→ bn−1 and no incoming edges. Assume also that b0 → bi for all i ≥ 1:
a
ր
• →
ց
• b1
↑
•
↓
b0
• b2
· · · G′ G
Denote by G′ = (V ′, E′) the digraph that is obtained from G by removing a vertex a with all
adjacent edges, that is, V ′ = V \ {a} and E′ = E \ {abi}
n−1
i=0 . Then, for any p ≥ 0,
dimHp (G) = dimHp
(
G′
)
. (5.9)
Remark 5.5 The same is true if a vertex a has n incoming edges b0 → a, b1 → a, ..., bn−1 → a
and no outcoming edges, while bi → b0 for all i ≥ 1:
a
ւ
• ←
տ
• b1
↓
•
↑
b0
• b2
· · · G′ G
Theorem 5.4 can be regarded as a discrete analogous of the classical result of homotopy invariance
of homologies on manifolds.
Example 5.6 Consider a digraph G as shown in Fig. 14.
Each of the vertices ak satisfies the hypotheses of Theorem 5.4 with n = 2 (either with
incoming or outcoming edges). Removing successively the vertices ak, we see that all the ho-
mologies of G are the same as those of the remaining graph b• → •c. Since it is a star-shaped
graph, we obtain dimH0 = 1 and dimHp = 0 for all p ≥ 1. In particular, χ = 1.
Note that for this digraph
dimΩ0 = m+ n+ 2, dimΩ1 = 2m+ 2n+ 1.
Using Proposition 4.2 and observing that the number of semi-edges is mn, we obtain
dimΩ2 = m+ n+mn,
where the basis in Ω2 is given by the triangles ea−kbc, ebcal and squares ea−kbal − ea−kcal . Finally,
we have
dimΩ3 = dimA3 = mn
where the basis in Ω3 is determined by the snakes ea−kbcal , and dimΩp = 0 for all p > 3.
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Figure 14: A digraph with many triangles and squares
Proof of Theorem 5.4. Since the number of connected components of the graphs G and
G′ is obviously the same, the identity (5.9) for p = 0 follows from Proposition 3.24.
For p ≥ 1 consider the long exact sequence (5.2), that is,
...← Hp
(
Ω/Ω′
)
← Hp (Ω)← Hp
(
Ω′
)
← Hp+1
(
Ω/Ω′
)
← ...,
that implies the identity
dimHp (Ω) = dimHp
(
Ω′
)
for p ≥ 1,
if we prove that
dimHp
(
Ω/Ω′
)
= 0 for p ≥ 1. (5.10)
The condition (5.10) means that
ker ∂|Ωp/Ω′p ⊂ Im ∂|Ωp+1/Ω′p+1
that is, if
v ∈ Ωp and ∂v = 0modΩ
′
p−1 (5.11)
then there exists ω ∈ Ωp+1 such that
∂ω = vmodΩ′p. (5.12)
In fact, it suffices to prove the existence of ω ∈ Ap+1 such that
∂ω = vmodA′p. (5.13)
Indeed, (5.13) implies ∂ω ∈ Ap and, hence, ω ∈ Ωp+1. Since ∂ω − v ∈ A
′
p and
∂ (∂ω − v) = −∂v ∈ A′p−1,
it follows that ∂ω − v ∈ Ω′p which proves (5.12).
To prove the existence of ω as above, observe that v can be represented in the form
v = eau modA
′
p, (5.14)
where u ∈ A′p−1 and eau ∈ Ap. We have then
∂v = u− ea∂u modR
′
p−1.
Since ∂v, u ∈ A′p−1, it follows that
ea∂u = 0 modR
′
p−1. (5.15)
However, all components of the path ea∂u start with ea..., whereas the condition (5.15) means
that the path ea∂u has no such component. Hence, (5.15) is only possible if ∂u = 0.
Since eau ∈ Ap, any component of u has the form ebi..., which, together with the hypothesis
that b0bi is an edge, implies that eb0u ∈ A
′
p and eab0u ∈ Ap+1. Using ∂u = 0 and (5.14), we
obtain
∂ (eab0u) = (eb0 − ea)u+ eab0∂u = eb0u− eau = −v modA
′
p,
so that (5.13) holds with ω = −eab0u.
5.4 Removing a vertex of degree 1 + 1
Recall that a pair cb of distinct vertices on a graph is a semi-edge if cb is not an edge but there
is a vertex j such that cj and jb are edges:
•b
↿
•c
տ
ր • j
In the next theorem the field K has characteristic 0.
Theorem 5.7 Suppose that a graph G = (V,E) has a vertex a such that there is only one
outcoming edge a → b from a and only one incoming edge c → a, where b 6= c. Consider the
digraph G′ = (V ′, E′) where V ′ = V \ {a} and E′ = E \ {ab, ca}.
a •րտ
•b
...
•c
G′ G
Then the following is true.
(a) For any p ≥ 2,
dimHp (G) = dimHp(G
′). (5.16)
(b) If cb is an edge or a semi-edge in G′ then (5.16) is satisfied also for p = 0, 1, that is, for
all p ≥ 0.
(c) If cb is neither edge nor semi-edge in G′, but b, c belong to the same connected component
of G′ then
dimH1 (G) = dimH1(G
′) + 1
and dimH0 (G) = dimH0 (G
′) .
(d) If b, c belong to different connected components of G′ then
dimH1 (G) = dimH1(G
′)
and dimH0 (G) = dimH0(G
′)− 1.
44
Consequently, in the case (b) , χ (G) = χ (G′) , whereas in the cases (c) and (d) , χ (G) =
χ (G′)− 1.
Example 5.8 Consider the graphs
G =
b
•
a•րտ ↓
տ
ր•
d
•
c
and G′ =
b
•
↓ տր•
d
•
c
Since cb is semi-edge in G′ we have case (b) so that all homologies of G and G′ are the same.
Removing further vertex d we obtain a digraph
G′′ = b• → •c
It is a star-shaped graph whence dimHp (G
′′) = 0 for p ≥ 1. Since cb is neither edge nor
semi-edge in G′′, but the graph G′′ is connected, we conclude by case (c) that
dimH1
(
G′
)
= dimH1
(
G′′
)
+ 1 = 1.
and Hp (G
′) = Hp (G
′′) for p ≥ 2. It follows that dimHp (G) = 0 for p ≥ 2 and dimH1 (G) = 1.
Example 5.9 Consider a digraph as on Fig. 15 (a kind of anti-snake).
 
1 
2 
3 
4 
5 
6 
Figure 15: An anti-snake
We start building this graph with 1 → 2. Since 21 is neither edge nor semi-edge, adding a
path 2 → 3 → 1 increases dimH1 by 1 and preserves other homologies. Since 23 is an edge,
adding a path 2 → 4 → 3 preserves all homologies. Since 34 is neither edge nor semi-edge,
adding a path 3 → 5 → 4 increases dimH1 by 1 and preserves other homologies. Similarly,
adding a path 5→ 6→ 4 preserves all homologies.
One can repeat this pattern arbitrarily many times. By doing so we construct a digraph with
a prescribed positive value of dimH1 while keeping dimHp = 0 for all p ≥ 2. Consequently, the
Euler characteristic χ can take arbitrary negative values.
Example 5.10 Consider a digraph on Fig. 2. By Theorem 5.4, we can remove the vertices 5
and 8 (and their adjacent edges) without change of homologies. Then by the same theorem we
can remove 4 and 7. By Theorem 5.7 we can remove the vertex 1. The resulting graph with the
vertices 0, 2, 3, 6 is star-shaped, so that by Theorem 4.6 the homology groups Hp are trivial for
all p ≥ 1, while dimH0 = 1.
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Proof of Theorem 5.7. Proof of (a) . The identity (5.16) for p ≥ 2 will follow if if prove
that
dimHp
(
Ω/Ω′
)
= 0 for p ≥ 2. (5.17)
In order to prove (5.17) it suffices to show that
ker ∂|Ωp/Ω′p = 0,
which is equivalent to
v ∈ Ωp, ∂v = 0modΩ
′
p−1 ⇒ v = 0modΩ
′
p. (5.18)
By the definition (3.8) of Ωp, (5.18) is equivalent to
v ∈ Ap and ∂v ∈ A
′
p−1 ⇒ v ∈ A
′
p. (5.19)
Hence, let us prove (5.19) for all p ≥ 2.
Every elementary allowed p-path on G either contains one of the edges ab, ca or is allowed
in G′. Let us show that, for any v as in (5.19), its components v...ab... and v...ca... vanish, which
will imply that v ∈ A′p. Any such component can be written in the form v
αabβ or vγcaβ where
α, β, γ are some paths. Consider the following cases. For further applications, in the Cases 1,2
we assume only that v ∈ Ωp (whereas in the Case 3 v is as in (5.19)).
Case 1. Let us consider first the component vαabβ where β is non-empty. If αabβ is not
allowed in G then vαabβ = 0 by definition. Let αabβ be allowed in G. The path αaβ is not
allowed because the only outcoming edge from a is ab. Since ∂v ∈ Ap−1, we have
(∂v)αaβ = 0.
Let us show that
(∂v)αaβ = ±vαabβ , (5.20)
which will imply vαabβ = 0. Indeed, by (2.4) (∂v)αaβ is the sum of the terms ±vω where ω is a
p-path that is obtained from αaβ by inserting one vertex. Since there is no edge from a to β,
the only way ω can be allowed is when ω = αabβ. Since for any other ω we have vω = 0, we
obtain (5.20), which implies that vαabβ = 0.
Case 2. In the same way one proves that vγcaβ = 0 provided γ is non-empty, using the fact
that the only incoming edge in a is ca.
Case 3. Consider now an arbitrary component vαabβ . If β is non-empty then vαabβ = 0 by
Case 1. Let β be empty. Then α must have the form α = γc so that vαabβ = vγcab. If γ is
non-empty then vγcab = 0 by Case 2. Finally, let γ be also empty so that vαabβ = vcab (which is
only possible if p = 2). Since ∂v ∈ A′1, we have
(∂v)ab = 0.
On the other hand,
(∂v)ab =
∑
i∈V
viab − vaib + vabi.
Here all the terms of the form viab vanish, except possibly for vcab, because ia is not an edge
unless i = c. All the terms vaib vanish because ai is not an edge. All the terms vabi vanish by
Case 1. Hence, we obtain
(∂v)ab = vcab
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whence vcab = 0 follows, thus finishing the proof of the part (a) .
Proof of (b) , (c) , (d) . If b, c belong to the same connected component of G′ then the number
of connected components of G and that of G′ are the same, so that
dimH0 (Ω) = dimH0
(
Ω′
)
, (5.21)
whereas if b, c belong to different connected components of G′ then after joining them by a the
number of connected components reduces by 1, so that
dimH0 (Ω) = dimH0
(
Ω′
)
− 1. (5.22)
To handle H1 we use the long exact sequence (5.2) that by (5.17) has the form
0← H0
(
Ω/Ω′
)
← H0 (Ω)← H0
(
Ω′
)
← H1
(
Ω/Ω′
)
← H1 (Ω)← H1
(
Ω′
)
← 0. (5.23)
Since we know already the relation between H0 (Ω
′) and H0 (Ω), to obtain the relation between
H1 (Ω
′) and H1 (Ω) we need to compute dimH0 (Ω/Ω
′) and dimH1 (Ω/Ω
′) from the quotient
complex Ω/Ω′. Observe that
Ω0 = Ω
′
0 + span {ea} , Ω1 = Ω
′
1 + span {eab, eca} (5.24)
so that the quotient complex Ω/Ω′ has the form
0←− span {ea}
∂
←− span {eab, eca}
∂
←− Ω2/Ω
′
2
∂
←− ...
We need to determine Im ∂|Ω1/Ω′1 , ker ∂|Ω1/Ω′1 , Im ∂|Ω2/Ω′2 . Since
∂eab = eb − ea = −eamodΩ
′
0,
it follows that
Im ∂|Ω1/Ω′1 = Ω0/Ω
′
0,
whence
dimH0
(
Ω/Ω′
)
= 0. (5.25)
For any scalars k, l ∈ K, we have
∂(keab + leca) = (l − k)eamodΩ
′
0,
so that ∂(keab + leca) = 0 if and only if k = l, that is
ker ∂|Ω1/Ω′1 = span(eab + eca)modΩ
′
1. (5.26)
Let us now compute Im∂|Ω2/Ω′2 . For any v ∈ Ω2 we have by the above Cases 1,2 that
vabi = vjca = 0, which implies that v has the form
v = v′ + vcabecab, (5.27)
where v′ ∈ A′2. It follows that
∂v = ∂v′ + vcab (eab − ecb + eca) . (5.28)
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Since all 1-paths ∂v, eab and eca belong to A1, it follows that ∂v
′ − vcabecb ∈ A1 whence also
∂v′ − vcabecb ∈ A
′
1. Therefore,
∂v = vcab (eab + eca)modΩ
′
1. (5.29)
Next consider two cases.
(i) Let Ω2 contain an element v with v
cab 6= 0. Then by (5.29)
Im ∂|Ω2/Ω′2 = span (eab + eca)modΩ
′
1, (5.30)
which together with (5.26) implies
dimH1
(
Ω/Ω′
)
= 0. (5.31)
Substituting (5.25) and (5.31) into the exact sequence (5.23), we obtain that the identity
dimHp
(
Ω′
)
= dimHp (Ω)
holds for all p ≥ 0.
(ii) Assume that vcab = 0 for all v ∈ Ω2. Then by (5.29)
Im ∂|Ω2/Ω′2 = 0,
which together with (5.26) implies
dimH1
(
Ω/Ω′
)
= 1. (5.32)
Using again the exact sequence (5.23), that is,
0← H0 (Ω)← H0
(
Ω′
)
← H1
(
Ω/Ω′
)
← H1 (Ω)← H1
(
Ω′
)
← 0,
we obtain by (9.7) and (5.32)
dimH1
(
Ω′
)
− dimH1(Ω) + 1− dimH
0
(
Ω′
)
+ dimH0(Ω) = 0 (5.33)
Let us now specify when (i) or (ii) occur. Assume first that cb is an edge:
a •րտ
•b
↑
•c
G′ G
Then
∂ecab = eab − ecb + eca ∈ A1,
whence it follows that ecab ∈ Ω2. Hence, we have the case (i) with v = ecab.
Assume now that cb is not an edge. Denote by J the set of vertices j ∈ V ′ such that the
2-path cjb is allowed in G′:
a •րտ
•b
•c
տ
ր •j ... J
Assume first that J is non-empty, that is, cb is a semi-edge, and set
v = ecab −
1
|J |
∑
j∈J
ecjb,
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where |J | is the number of elements in J . It is clear that v ∈ A2. We have
∂v = (eab − ecb + eca)−
1
|J |
∑
j∈J
(ejb − ecb + ecj)
= (eab + eca)−
1
|J |
∑
j∈J
(ejb + ecj) , (5.34)
where the term ecb has cancelled out. It follows from (5.34) that ∂v ∈ A1 whence v ∈ Ω2, and
we obtain again the case (i). This finishes the proof of (b).
Let us show that if J = ∅ (that is, when cb is neither edge nor semi-edge) then we have the
case (ii) . Any 2-path v ∈ Ω2 has the form (5.27) and ∂v is given by (5.28). It follows that
(∂v)cb =
(
∂v′
)cb
− vcab.
Since ∂v ∈ A1 and cb is not an edge, we have (∂v)
cb = 0. We have by (2.4)(
∂v′
)cb
=
∑
j∈V ′
(
v′
)jcb
−
(
v′
)cjb
+
(
v′
)cbj
,
which implies that (∂v′)cb = 0 as no elementary 2-path of the form jcb, cjb, cbj is allowed in G′,
whereas v′ ∈ A′2. It follows that v
cab = 0 so that we have the case (ii).
If in addition b, c belong to the same connected component of G′ then we have (5.21), that
is,
dimH0 (Ω) = dimH0(Ω′).
Substituting into (5.33), we obtain
dimH1 (Ω) = dimH1(Ω
′) + 1.
which proves part (c).
If b, c belong to different components of G′ then we have by (5.22)
dimH0 (Ω) = dimH0(Ω′)− 1,
whence by (5.33)
dimH1 (Ω) = dimH1(Ω
′),
which finishes the proof of part (d) .
Finally, the identities for the Euler characteristic follow easily from the relations between
dimHp (Ω) and dimHp (Ω
′) .
6 Join of path complexes
In this and next sections we use slightly different way of denoting the path/form spaces associated
with a given path complex as we will have to consider path complexes on more than one set.
Given a finite set X, denote by P (X) a path complex on X. The space Ap (P (X)) of all allowed
p-paths (= finite K-linear combinations of elements from Pp (X)) will be denoted shortly by
Ap (X). Similarly, the space Ωp (P (X)) of all ∂-invariant p-paths will be denoted by Ωp (X).
Similar notation will apply to all other relevant notions including homologies Hp (X), etc.
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6.1 Definition and examples of a join
Definition 6.1 Given two disjoint finite sets X,Y and their path complexes P (X) , P (Y ), set
Z = X ⊔ Y and define a path complex P (Z) as follows: P (Z) consists of all paths of the form
uv where u ∈ P (X) and v ∈ P (Y ). The path complex P (Z) is called a join of P (X) , P (Y )
and is denoted by P (Z) = P (X) ∗ P (Z) .
An example of the path uv ∈ P (Z) is given on Fig. 16. Note that each of u, v can be empty
so that all allowed paths on X and Y will also be allowed on Z.
  
Y 
X u 
v 
Figure 16: A path uv
The operation ∗ on the path complexes is obviously non-commutative but associative.
Example 6.2 Let X,Y be digraphs and P (X) and P (Y ) with the path complexes arising from
their digraph structures. Consider the digraph Z whose the set of vertices is X ⊔ Y , while the
set of edges of Z consists of all the edges of X and Y , as well as of all the edges x → y for all
x ∈ X and y ∈ Y . The digraph Z is called a join of X and Y and is denoted by X ∗ Y.
An example of a join of two digraphs is shown on Fig. 17.
  
Y 
X 
0 
1 
2 
3 
4 
5 
6 
Figure 17: A digraph Z = X ∗ Y
Let P (Z) be the path complex arising from the digraph structure of Z. Then it is obvious
from the definition that P (Z) is the join of P (X) and P (Y ) so that
P (X ∗ Y ) = P (X) ∗ P (Y ) .
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Hence, the operation of joining of digraphs is a particular case of the operation of joining path
complexes.
If Y consists of a single vertex a then Z = X ∗ Y is called a cone over X, and if Y consists
of two vertices a, b and no edges then Z = X ∗ Y is called a suspension over X (see Sections 6.3
and 6.4 for more details).
Example 6.3 Let X and Y be the vertex sets of finite simplicial complexes S (X) and S (Y ) .
Let us construct a simplicial complex S (Z) with the vertex set Z = X ⊔Y as follows. Assuming
that |X| = n and |Y | = m, embed the set X (together with all simplexes from S (X)) into a
hyperplane hn−1 ⊂ Rn+m−1 and Y – into a hyperplane hm−1 ⊂ Rn+m−1, where the hyperplanes
hn−1, hm−1 are orthogonal and non-intersecting. For any two simplexes σ1 ∈ S (X) and σ2 ∈
S (Y ), define their join σ1 ∗ σ2 as the convex hull of σ1 and σ2 embedded in R
n+m−1 as above
(see Fig. 18).
R
n+m-1 h
m-1
h
n-1
R
n  1
 2
 1* 2
Figure 18: A join σ1 ∗ σ2 of two one-dimensional simplexes σ1, σ2 (case n = m = 2)
Due to a general position of σ1 and σ2, the join σ1 ∗ σ2 is also a simplex. Then S (Z) is a
collection of all simplexes σ1 ∗ σ2 with σ1 ∈ S (X) and σ2 ∈ S (Y ). We refer to S (Z) as a join
of simplicial complexes S (X) , S (Y ) and denote it by S (X) ∗ S (Y ).
Equivalently, one can define S (Z) in an abstract way without embedding into a Euclidean
space. Indeed, considering simplexes as sequences of vertices, we can say that S (Z) consists of
all simplexes of the form [x0, ..., xp, y0, ..., yq] where [x0, ..., xp] ∈ S (X) and [y0, ..., yq] ∈ S (Y ).
It is clear that S (Z) satisfies the defining property (3.2) of a simplicial complex, so that S (Z)
is a simplicial complex. It is also obvious that the path complexes P (X) , P (Y ) , P (Z) of the
simplicial complexes S (X) , S (Y ) , S (Z), respectively, satisfy P (Z) = P (X) ∗ P (Y ) . Hence,
the operation of joining of simplicial complexes is a particular case of the operation of joining
path complexes.
Alternatively one can see the latter using Proposition 3.6: if both path complexes P (X) and
P (Y ) arise from simplicial complexes, that is, if they are monotone and perfect, then the path
complex P (X) ∗P (Y ) is also monotone and perfect. Hence, it arises from a simplicial complex
with the vertex set Z.
Proposition 6.4 Let P (X) and P (Y ) be two path complexes and let P (Z) = P (X) ∗ P (Y ).
If u ∈ Ωp (X) and v ∈ Ωq (Y ) then uv ∈ Ωp+q+1 (Z) . Moreover, the operation u, v 7→ uv of join
extends to that for the homology classes u ∈ H˜p (X) and v ∈ H˜q (Y ) so that uv ∈ H˜p+q+1 (Z) .
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Proof. If u and v are allowed then uv is allowed on Z by definition. In particular, if
u ∈ Ωp (X) and v ∈ Ωq (Y ) then uv ∈ Ap+q+1 (Z) . Let us show that ∂ (uv) ∈ Ap+q (Z), which
would imply uv ∈ Ωp+q+1 (Z). Indeed, we have
∂ (uv) = (∂u) v + (−1)p+1 u (∂v) . (6.1)
Since ∂u and ∂v are also allowed, we obtain that the right hand side here is allowed, whence
the claim follows.
If u, v are representatives of homology classes, that is, closed paths, then by (6.1) the join uv
is also closed, so that uv represents a homology class of Z. We are left to verify that the class
of uv depends only on the classes of u and v. For that it suffices to prove that if either u or v
is exact then so is uv. Indeed, if u = dw then
∂ (wv) = (∂w) v + (−1)pw (∂v) = uv
so that uv is exact.
6.2 Chain complex of a join
Given a regular path complex P (X) on a finite set X, we consider as before the paths spaces
Rn (X) ,An (X) and Ωn (X), where n ≥ −1. If Wn (X) is one of these space then set
W ′n (X) ≡Wn−1 (X) .
The graded linear space W ′• and W• coincide as linear spaces but have slightly different graded
structure. Recall that R• (X), R
′
• (X), Ω• (X), Ω
′
• (X) carry in addition the structure of chain
complexes with respect to the regular boundary operator ∂.
In the next statement we use the notion of the tensor product of chain complexes (see Section
9.3 for definition).
Theorem 6.5 Let X,Y be two finite non-empty sets and P (X) and P (Y ) be regular path
complexes on X and Y respectively. Set Z = X ⊔ Y and consider the join path complex
P (Z) = P (X) ∗ P (Y ) .
We have the following isomorphism of the chain complexes:
Ω• (Z) ∼= Ω
′
• (X)⊗ Ω• (Y ) , (6.2)
where the mapping Ω′• (X)⊗ Ω• (Y )→ Ω• (Z) is given by u⊗ v 7→ uv.
In particular, for any r ≥ −1,
Ωr (Z) ∼=
⊕
{p,q≥−1:p+q=r−1}
(Ωp (X)⊗ Ωq (Y )) (6.3)
and, for any r ≥ 0,
H˜r (Z) ∼=
⊕
{p,q≥0:p+q=r−1}
(
H˜p (X)⊗ H˜q (Y )
)
(6.4)
(the Ku¨nneth formula for join).
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It follows from (6.4) that
dim H˜r (Z) =
∑
{p,q≥0:p+q=r−1}
dim H˜p (X) dim H˜q (Y ) . (6.5)
If the both path complexes P (X) and P (Y ) are connected then H˜0 = {0} for the both complexes
(cf. Proposition 3.24), and (6.4) can be restated as follows: for any r ≥ 1
Hr (Z) ∼=
⊕
{p,q≥1:p+q=r−1}
(Hp (X)⊗Hq (Y )) .
Proof. Let us first show how (6.3) and (6.4) follow from (6.2). By definition (6.2) means
that
Ωr (Z) ∼=
⊕
{p≥0,q≥−1:p+q=r}
(
Ω′p (X)⊗ Ωq (Y )
)
,
whence (6.3) follows by changing p − 1 to p. The isomorphism (6.2) of the chain complexes
Ω• (Z) and Ω
′
• (X) ⊗ Ω• (Y ) implies that their homologies are also isomorphic. On the other
hand, by the Ku¨nneth theorem (9.12), we have
H•
(
Ω′• (X)⊗ Ω• (Y )
)
∼= H•
(
Ω′• (X)
)
⊗H• (Ω• (Y ))
whence
H• (Ω• (Z)) ∼= H•
(
Ω′• (X)
)
⊗H• (Ω• (Y )) .
More explicitly this means that, for any r ≥ −1,
Hr (Ω• (Z)) ∼=
⊕
{p′≥0,q≥−1:p′+q=r}
(
Hp′
(
Ω′• (X)
)
⊗Hq (Ω• (Y ))
)
=
⊕
{p,q≥−1:p+q=r−1}
(Hp (Ω• (X))⊗Hq (Ω• (Y ))) .
Since the homology group H−1 (Ω•) is always trivial, the condition p, q ≥ −1 can be replaced
here by p, q ≥ 0. Finally, observing that Hp (Ω• (X)) = H˜p (X) and Hq (Ω• (Y )) = H˜q (Y ) are
the reduced homologies, we obtain (6.4).
Now we concentrate on the proof of (6.2). We will consider here the path spaces {Rp}, {Ap},
{Ωp} associated with the path complexes P (X) , P (Y ) and P (Z). If {Wp} is one of these families
then set
W• (X,Y ) =W
′
• (X)⊗W• (Y ) .
Then (6.2) can be restated as follows:
Ω• (Z) ∼= Ω• (X,Y ) .
To prove this, we will construct explicitly a mapping
Φ : Ωr (X,Y )→ Ωr (Z)
that will be isomorphism of linear spaces and will commute with the boundary operator ∂.
Consider first a larger the chain complex
R• (X,Y ) = R
′
• (X)⊗R• (Y )
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and define for any r ≥ −1 the linear mapping
Φ : Rr (X,Y )→Rr (Z)
as follows: for all u ∈ R′p (X) and v ∈ Rq (Y ) with p+ q = r, set
Φ (u⊗ v) = uv, (6.6)
where uv is the join of u and v on Z (note that X and Y are subsets of Z).
It follows from Lemma 2.6 that, for u, v as above,
∂ (uv) = (∂u) v + (−1)p u∂v. (6.7)
Here the operator ∂ is the boundary operator on R• (Z), but in the expressions ∂u and ∂v it
coincides with the boundary operators on R• (X) and R• (Y ), respectively. By (9.11) we have
for the operator ∂ on R• (X,Y )
∂ (u⊗ v) = (∂u)⊗ v + (−1)p u⊗ ∂v.
The comparison with (6.7) shows that the following diagram is commutative:
Rr−1 (X,Y )
∂
← Rr (X,Y )
↓Φ ↓Φ
Rr−1 (Z)
∂
← Rr (Z)
Hence, the mapping Φ is a homomorphism of chain complexes R• (X,Y ) and R• (Z).
Let us verify that Φ is in fact a monomorphism. Indeed, the basis in Rr (X,Y ) consists of all
elements of the form ex⊗ey where x ∈ Rp (X) , y ∈ Rq (Y ) with p+q = r. Since Φ (ex ⊗ ey) = exy
and all such paths exy are linearly independent in Rr (Z), we see that Φ is injective.
Next observe that
Φ (Ar (X,Y )) = Ar (Z) . (6.8)
Indeed, the basis in Ar (X,Y ) consists of all elements of the form ex⊗ ey where x ∈ Rp (X) , y ∈
Rq (Y ) with p+q = r, while the basis in Ar (Z) consists of the paths exy with the same set of x, y,
whence the claim follows. In particular, the linear spaces Ar (X,Y ) and Ar (Z) are isomorphic.
Now we aim at restricting Φ to Ω• (X,Y ). In fact, we will prove that
Φ (Ωr (X,Y )) = Ωr (Z) , (6.9)
for all r ≥ −1, which will finish the proof of (6.2). The inclusion
Φ (Ωr (X,Y )) ⊂ Ωr (Z) (6.10)
is trivial because by Proposition 6.4 u ∈ Ω′p (X) and v ∈ Ωq (Y ) with p+q = r imply uv ∈ Ωr (Z) .
Since Φ is injective, in order to prove the opposite inclusion in (6.10), it suffices to show that
dim (Ωr (X,Y )) ≥ dimΩr (Z) . (6.11)
To that end, we consider the dual spaces {Rp}, {Ap}, {Ωp} of forms on X,Y,Z. We use the
same notation as in the case of path spaces: W ′p =W p−1 and
W • (X,Y ) =W ′• (X)⊗W • (Y ) .
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In particular, Ωr (X,Y ) is dual to Ωr (X,Y ). We will prove that
dim (Ωr (X,Y )) ≥ dimΩr (Z) , (6.12)
which will settle (6.11) and, hence, (6.9).
Recall that
Ωr = Ar/Kr
where
Kr =
(
N r + dN r−1
)
∩ Ar.
Therefore, we have
Ωr (X,Y ) =
⊕
{p≥0,q≥−1:p+q=r}
Ω′p (X)⊗ Ωq (Y )
⊕
{p≥0,q≥−1:p+q=r}
(
A′p (X)
/
K′p (X)
)
⊗ (Aq (Y )/Kq (Y ))
∼=
⊕
{p≥0,q≥−1:p+q=r}
(
A′p (X)⊗Aq (Y )
)/ (
K′p (X)⊗Aq (Y ) +A′p (X)⊗Kq (Y )
)
,
which implies that
dimΩr (X,Y ) =
∑
{p≥0,q≥−1:p+q=r}
dim
(
A′p (X)⊗Aq (Y )
)
−
∑
{p≥0,q≥−1:p+q=r}
dim
(
K′p (X)⊗Aq (Y ) +A′p (X)⊗Kq (Y )
)
It follows from (6.8) that ∑
{p≥0,q≥−1:p+q=r}
dim
(
A′p (X)⊗Aq (Y )
)
= dimAr (Z) .
Since
dimΩr (Z) = dimAr (Z)− dimKr (Z) ,
the inequality (6.12) will follow if we prove that∑
{p≥0,q≥−1:p+q=r}
dim
(
K′p (X)⊗Aq (Y ) +A′p (X)⊗Kq (Y )
)
≤ dimKr (Z) . (6.13)
In the next part of the proof we need an operation of joining of the forms on X and Y . For
any forms ϕ ∈ A• (X) and ψ ∈ A• (Y ), define the form ϕ ∗ ψ ∈ A• (Z) first for the elementary
forms by
ei0...ip ∗ ej0...jq = ei0...ipj0...jq
(clearly, if the paths i0...ip and j0...jq are allowed on X and Y respectively, then their join path
is also allowed on Z), and then extend to all ϕ and ψ by bilinearity.
The operation ∗ allows us to define a linear mapping
Ψ : Ar (X,Y )→ Ar (Z)
by
Ψ (ϕ⊗ ψ) = ϕ ∗ ψ. (6.14)
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The mapping Ψ is obviously bijective as all allowed paths on Z are obtained by joining the
allowed paths on X and Y in a unique way.
Let us show that the operation ∗ satisfies the following version of the product rule: for all
ϕ ∈ Ap (X), ψ ∈ Aq (Y )
d (ϕ ∗ ψ) = (dϕ) ∗ ψ + (−1)p+1 ϕ ∗ dψ modN p+q+2 (Z) . (6.15)
It suffices to prove (6.15) for ϕ = ei0...ip and ψ = ej0...jq = eip+1...ip+q+1. We have by (2.15)
d (ϕ ∗ ψ) = dei0...ip+q+1 =
∑
k∈Z
p+q+2∑
r=0
(−1)r ei0...ir−1kir ..ip+q+1
=
∑
k∈Z
p∑
r=0
(−1)r ei0...ir−1kir...ipip+1...ip+q+1
+
∑
k∈X⊔Y
(−1)p+1 ei0...ipkip+1...ip+q+1
+
∑
k∈Z
p+q+2∑
r=p+2
(−1)r ei0...ipip+1...ir−1kir...ip+q+1.
Observe that the form e...ir−1kir...ip... in the first sum is non-allowed if k ∈ Y, so that the range
in the first sum can be restricted to k ∈ X. Similarly, the form e...ip+1...ir−1kir... in the third sum
is non-allowed if k ∈ X, so that its range can be restricted to k ∈ Y . Splitting the range of the
second sum into two parts k ∈ X and k ∈ Y and combining them with the first and third sums,
respectively, we obtain the following identity modN • (Z):
d (ϕ ∗ ψ) =
∑
k∈X
p+1∑
r=0
(−1)r ei0...ir−1kir...ip ∗ eip+1...ip+q+1
+
∑
k∈Y
p+q+2∑
r=p+1
(−1)r ei0...ip ∗ eip+1...ir−1kir...ip+q+1
= (dϕ) ∗ ψ + (−1)p+1 ϕ ∗ dψ,
which proves (6.15).
Let us now verify that
Ψ
(
K′p (X)⊗Aq (Y ) +A′p (X)⊗Kq (Y )
)
⊂ Kr (Z) , (6.16)
provided p+ q = r. We first prove that
Ψ
(
K′p (X)⊗Aq (Y )
)
⊂ Kr (Z) . (6.17)
For that we need to verify that
u ∈ K′p (X) and v ∈ Aq (Y ) ⇒ u ∗ v ∈ Kr (Z) .
Since u ∈ A′p (X), we have u ∗ v ∈ Ar (Z) . By definition of K′p (X), we have u = dϕ+ ψ where
ϕ ∈ N p−2 (X) and ψ ∈ N p−1 (X). Using (6.15), we obtain
u ∗ v = (dϕ+ ψ) ∗ v = d (ϕ ∗ v)− (−1)p−1 ϕ ∗ dv + ψ ∗ v modN • (Z) .
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Clearly, all terms starting with ϕ∗ and ψ∗ belong to N • (Z), which implies that the right hand
side belongs to dN • (Z) +N • (Z), whence
u ∗ v ∈ dN • (Z) +N • (Z) .
It follows that u ∗ v ∈ K• (Z) , which proves (6.17). In the same way one proves that
Ψ
(
A′p (X)⊗Kq (Y )
)
⊂ Kr (Z) ,
whence (6.16) follows.
 
Ψ 
A
r(X,Y) Ar(Z) 
A'  
p(X)   Aq(Y) 
K'  
p(X)    Aq(Y) + A'  p(X)     Kq(Y) Ψ(K'  p(X)    Aq(Y) + A'  p(X)    Kq(Y)) 
K
r(Z)  
   
  
Figure 19: The Ψ-images of the spaces K′p (X)⊗Aq (Y ) +A′p (X)⊗Kq (Y )
Observe that the spaces K′p (X)⊗Aq (Y )+A′p (X)⊗Kq (Y ) have trivial intersections across
different pairs p, q as they are subspaces of A′p (X) ⊗ Aq (Y ) (cf. Fig. 19). Since Ψ is a
monomorphism, the same applies to the Ψ-images of those spaces. Since by (6.16) all the
Ψ-images lie in Kr (Z), we obtain (6.13).
Remark 6.6 It follows from (6.9) that Ωr (Z) has a basis⊔
{p,q≥−1:p+q=r−1}
{
u
(p)
i v
(q)
j
}
, (6.18)
where
{
u
(p)
i
}
is a basis in Ωp (X) and
{
v
(q)
j
}
is a basis in Ωq (Y ). In the same way one expresses
a basis in H˜r (Z) via the basis in H˜p (X) and H˜q (Y ).
Example 6.7 Consider the graph Z = X ∗ Y as on Fig. 17. We have
Ω0 (X) = span {e0, e1, e2} Ω0 (Y ) = span {e3, e4, e5, e6}
Ω1 (X) = span {e01, e02, e12} Ω1 (Y ) = span {e34, e35, e46, e56}
Ω2 (X) = span {e012} Ω2 (Y ) = span {e346 − e356}
Ωp (X) = {0} for p ≥ 3 Ωq (Y ) = {0} for q ≥ 3.
Using Remark 6.6, we can obtain explicitly the basis in all Ωr (Z). For example,
dimΩ1 (Z) = 19
dimΩ2 (Z) = 25
dimΩ3 (Z) = 19
Ω4 (Z) = span {e01346 − e01356, e02346 − e02356, e12346 − e12356, e01234, e01235, e01246, e01256}
Ω5 (Z) = span {e012346 − e012356}
dimΩr (Z) = 0 for r ≥ 6.
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Since by Proposition 4.7 all homologies H˜p (X) and H˜q (Y ) are trivial, and so are H˜r (Z) .
Example 6.8 Consider a slight modification of the previous example – the digraph Z = X ∗ Y
as on Fig. 20
  
Y 
X 
0 
1 
2 
3 
4 
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6 
Figure 20: A digraph Z = X ∗ Y
In this case we have by Proposition 4.7 that all homologies H˜p (X) and H˜q (Y ) are trivial
except for
H1 (X) = span {e01 + e12 + e20} ,
H1 (Y ) = span {e35 − e65 + e64 − e34} .
Therefore, all H˜r (Z) are trivial except for H3 (Z) that is generated by a single element
e0135 − e0165 + e0164 − e0134 + e1235 − e1265 + e1264 − e1234 + e2035 − e2065 + e2064 − e2034.
6.3 Cones and simplexes
Definition 6.9 A cone over a digraph X is a digraph ConeX that is obtained from X by
adding one more vertex a and all the edges of the form b → a for all b ∈ X. The vertex a is
called the cone vertex.
Clearly, we have ConeX = X ∗ Y where Y consists of a single vertex a.
Proposition 6.10 For any digraph X, we have for any r ≥ 0
Ωr (ConeX) ∼= Ωr−1 (X) , (6.19)
where the isomorphism is given by the mapping u 7→ uea from Ωr−1 (X) to Ωr (ConeX) where
a is the cone vertex. Furthermore, all the reduced homologies of ConeX are trivial.
Proof. Since ConeX = X ∗ Y with Y = {a}, (6.19) follows from (6.3) and Ω0 (Y ) =
span {ea}. Since all the homologies H˜q (Y ) are trivial, it follows from (6.4) that all homologies
H˜r (Z) are also trivial. The latter follows from Theorem 4.6 since ConeX is inverse star-shaped.
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Example 6.11 Clearly, a simplex-digraph Smn can be regarded as a cone over Smn−1 (cf.
Section 4.3). Since Ω0 (Sm0) is spanned by a 0-path e0, we obtain by induction from (6.19) that
Ωn (Smn) is spanned by a path e01...n.
Example 6.12 Let G be a square digraph
1• −→ •3
↑ ↑
0• −→ •2
Then ConeG is a pyramid shown on Fig. 21. Ω2 (G) is spanned by a 2-path e013 − e023, we
 
0
3 
4 
2 
1
Figure 21: A pyramid graph
obtain that Ω3 (ConeG) is spanned by a 3-path e0134 − e0234.
6.4 Suspension and spheres
Definition 6.13 A suspension over a digraph X is a digraph SusX that is obtained from X
by adding two vertices a, b and all the edges c → a and c → b for all c ∈ X. The vertices a, b
are called the suspension vertices.
Clearly, we have SusX = X ∗ Y where Y is a digraph that consists of two vertices a, b and
no edges. An example of a suspension digraph is shown on Fig. 22.
  a 
b 
Figure 22: A suspension digraph
59
Proposition 6.14 For any digraph X we have, for any r ≥ 0,
Ωr (SusX) ∼= Ωr−1 (X)⊗ span {ea, eb} , (6.20)
where a, b are the suspension vertices and the isomorphism is given by the mappings u⊗ea 7→ uea
and u⊗ eb 7→ ueb. Furthermore, we have
H˜r (SusX) ∼= H˜r−1 (X) , (6.21)
where the isomorphism is given by the mapping u 7→ u (ea − eb).
Proof. Let Y as above. Since Ω0 (Y ) = span {ea, eb} and all other Ωq (Y ) are trivial, (6.20)
follows from (6.3). Since H˜q (Y ) = {0} for all q 6= 0 and H˜0 (Y ) = span {ea − eb}, (6.21) follows
from (6.4).
Corollary 6.15 We have χ (SusX) = 2− χ (X) .
Proof. Denoting Z = SusX we obtain
χ (Z) = 1 +
∑
p≥1
(−1)p dimHp (Z)
= 1 +
∑
p≥1
(−1)p dim H˜p−1 (X)
= 1−
∑
q≥0
(−1)q dim H˜q (X)
= 2−
∑
q≥0
(−1)q dimHq (X) = 2− χ (X) .
In particular, having examples of digraphsX with arbitrary negative values of χ (cf. Example
5.9), we obtain examples of digraphs SusX with arbitrary positive values of χ.
Example 6.16 Let S be any cycle-graph that is neither triangle nor square. We regards S as
an analog of a circle. Define Sn inductively by S1 = S and Sn+1 = SusSn. Then Sn can be
regarded as n-dimensional sphere-graph. An example of S2 is shown on Fig. 23.
  a 
b 
1 
2 
3 
Figure 23: A graph S2 based on a 3-vertex cycle S
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Since χ (S) = 0 by Proposition 4.7, it follows that χ (Sn) = 0 if n is odd and χ (Sn) = 2
if n is even. Proposition 6.14 also implies that dimHn (Sn) = dimH1 (S) = 1, which gives an
example of a non-trivial Hn with an arbitrary n.
Let v be an 1-path on S that spans H1 (S) (see Section 4.5). If Sn+1 is a suspension of Sn
on the vertices an, bn then we obtain by induction that the spanning element of Hn (Sn) is
v (ea1 − eb1) (ea2 − eb2) ...
(
ean−1 − ebn−1
)
.
For example, if S is a cycle-graph on Fig. 23 with V = {1, 2, 3} and E = {12, 23, 31}, then
v = e12 + e23 + e31, whence the spanning element of H2 (S2) is
v (ea − eb) = (e12a + e23a + e31a)− (e12b + e23b + e31b) .
Example 6.17 Another example of a 2-dimensional sphere-graph G is shown on Fig. 24.
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Figure 24: An octahedron G
Indeed, we have G = SusG′ where G′ is the subgraph with vertices {0, 1, 2, 3} that is a
cycle-graph. By Proposition 4.7 we have
dimH0
(
G′
)
= 1, dimH1
(
G′
)
= 1, dimHp
(
G′
)
= 0 for p ≥ 2.
The same follows from the fact that G′ = SusG′′ where G′′ is a subgraph with vertices {0, 1}.
By Proposition 6.14 we obtain
dimH0 (G) = 1, dimH1 (G) = 0, dimH2 (G) = 1, dimHp (G) = 0 for p ≥ 3. (6.22)
Consequently, χ (G) = 2.
In the digraph G we have
dimΩ0 = |V | = 6 and dimΩ1 = |E| = 12
and
A2 = span {e024, e025, e034, e035, e124, e125, e134, e135} .
The set of semi-edges is empty, whence by Proposition 4.2 dimΩ2 = dimA2 = 8 and, hence,
Ω2 = A2. Alternatively, one can see that because all the 2-paths spanning A2 are triangles and
there are no squares. Also, there are no allowed 3-paths, so that A3 = {0} whence dimΩp = 0
for all p ≥ 3.
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Let us determine a spanning element of H2 (G) . Clearly, H0 (G
′′) = span {e0, e1} whence by
(3.12)
H˜0
(
G′′
)
= span {e0 − e1} .
By the second claim of Proposition 6.14, we have
H1
(
G′
)
= span {τ (e0 − e1)} = span {(e0 − e1) (e2 − e3)}
= span {e02 − e03 − e12 + e13} .
Alternatively, the same spanning element can be obtained by (4.7).
Applying Proposition 6.14 again, we obtain
H2 (G) = span {τ (e02 − e03 − e12 + e13)}
= span {(e02 − e03 − e12 + e13) (e4 − e5)}
= span {e024 − e025 − e034 + e035 − e124 + e125 + e134 − e135} .
Note that the spanning element of H2 (G) is exactly a surface path of a triangulation of S
2 into
an octahedron (cf. Section 4.7). In this case the surface path is not exact so that there is no
solid path representing an octahedron.
7 Cartesian product of path complexes
Let us fix some notation to be used in this section. For a finite set V , denote by R (V ) the path
complex on V that consists of all regular elementary paths on V . Then Rp (V ) denotes the set
of all regular elementary p-paths on V , for any non-negative integer p.
As before, the spaceRp (V ) of regular p-paths is the set of all formal finite linear combinations
of paths from Rp (V ) with the coefficients from the field K.
In this Section all path complexes are regular and their chain complexes are always truncated
and regular. In particular, we set R−1 = {0}. Notation W• means here {Wn}n≥0 .
When considering more than one path complex we use the notation introduced in Section 6.
7.1 Cross product of regular paths
Given two finite sets X,Y , consider their Cartesian product
Z = X × Y = {(x, y) : x ∈ X and y ∈ Y } .
Let z = z0z1...zr be a regular elementary r-path on Z, where zk = (xk, yk) with xk ∈ X and
yk ∈ Y . We say that the path z is step-like if, for any k = 1, ..., r, either xk−1 = xk or yk−1 = yk
is satisfied (in fact, exactly one of these conditions holds as z is regular); in other words, any
couple zk−1zk of consecutive vertices is either vertical (when xk−1 = xk) or horizontal (when
yk−1 = yk):
vertical couple
zk
•
↑
zk−1
•
and horizontal couple
zk−1
• −→
zk
• .
Any step-like path z on Z determines regular elementary paths x on X and y on Y by
projection. More precisely, x is obtained from z by taking the sequence of all X-components of
the vertices of z and then by collapsing in it any subsequence of repeated vertices to one vertex.
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The same rule applies to y. By construction, the projections x and y are regular elementary
paths on X and Y , respectively. Let the projections of z be x = x0...xp and y = y0...yq. Then
p+q = r where r is the length of z, and every vertex zk of the path z has a form (xi, yj), whereas
the previous vertex zk−1 is either (xi, yj−1) or (xi−1, yj) as on the diagram:
zk=(xi,yj)
•
↑
zk−1=(xi,yj−1)
•
or
zk−1=(xi−1,yj)
• −→
zk=(xi,yj)
• .
An example of a step-like path z with its projections is shown on Fig. 25.
 
xp xi 
yj 
yq 
zk=(xi,yj) 
z0=(x0,y0) 
zr=(xp,yq) 
Figure 25: A step-like path z and its projections x and y
Every vertex (xi, yj) of a step-like path z can be represented as a point (i, j) of Z
2 so that
the whole path z is represented by a staircase S (z) in Z2 connecting the points (0, 0) and (p, q).
Define the elevation L (z) of the path z as the number of cells in Z2+ below the staircase S (z)
(the shaded area on Fig. 26).
 
(0,0) 
(p,q) 
(i,j) 
L(z) 
S(z) 
(p,0) 
(0,q) 
Figure 26: A staircase S (z) and its elevation L (z) . On this picture L (z) = 30.
With any step-like path z = z0...zr let us associate a sequence {dk}
r
k=1 where dk = 1 if the
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couple zk−1zk is vertical, and dk = 0 if this couple is horizontal. If the total number of horizontal
couples is p and of the vertical ones – q, then the sequence {dk} is a permutation of the sequence
{0, ..., 0︸ ︷︷ ︸
p
, 1, ..., 1︸ ︷︷ ︸
q
}. (7.1)
It is easy to see that L (z) is equal to the minimal number of transposition in {dk} that brings
it to the form (7.1). In the sequel we will need only the parity of the elevation L (z) that is
determined by the parity of the permutation {dk}.
Definition 7.1 Given paths u ∈ Rp (X) and v ∈ Rq (Y ) with some p, q ≥ 0, define a path u×v
on Z by the following rule: for any step-like elementary (p+ q)-path z on Z, the component
(u× v)z is defined by
(u× v)z = (−1)L(z) uxvy, (7.2)
where x and y are the projections of z onto X and Y , respectively, and ux and vy are the
corresponding components of u and v. For non-step-like paths z set (u× v)z = 0.
The path u × v is called the (Cartesian) cross product of u and v. It follows that u × v ∈
Rp+q (Z) .
Given a step-like (p+ q)-path z on Z, the projection of z onto X could be a p′-path x with
p′ 6= p; in this case we set by definition ux ≡ 0. The same rule applies to vy. In other words,
(u× v)z may be non-zero only when the projections of z onto X and Y are p-path x and q-path
y respectively, with non-zero ux and vy.
For given paths x ∈ Rp (X) and y ∈ Rq (Y ) with non-negative integers p, q, denote by Πx,y
the set of all step-like paths z on Z whose projections on X and Y are respectively x and y. It
follows from (7.2) that
ex × ey =
∑
z∈Πx,y
(−1)L(z) ez . (7.3)
It is not difficult to see that the cross product is associative.
Example 7.2 Let us denote the vertices of X by letters a, b, c etc and the vertices of Y by
integers 0, 1, 2, etc so that the vertices of Z can be denoted as the fields on the chessboard, for
example, a0, b1 etc. Then we have
ea × e01 = ea0a1
eab × e0 = ea0b0
eab × e01 = ea0b0b1 − ea0a1b1
eabc × e01 = ea0b0c0c1 − ea0b0b1c1 + ea0a1b1c1
eabc × e012 = ea0b0c0c1c2 − ea0b0b1c1c2 + ea0b0b1b2c2
+ea0a1b1c1c2 − ea0a1b1b2c2 + ea0a1a2b2c2
etc (cf. Fig. 27).
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a0 b0 c0 
a1 
a2 
c1 
c2 
b1 
b2 
Figure 27: The staircase a0b0b1c1c2 has elevation 1. Hence, ea0b0b1c1c2 enters the product eabc×
e012 with the negative sign.
7.2 The product rule
In this and next sections we use the regular truncated version of the boundary operator ∂.
Proposition 7.3 If u ∈ Rp (X) and v ∈ Rq (Y ) where p, q ≥ 0, then
∂ (u× v) = (∂u)× v + (−1)p u× (∂v) . (7.4)
Proof. It suffices to prove (7.4) for the case u = ex and v = ey where x and y are regular
elementary p-path on X and q-path on Y , respectively. Set r = p+ q so that ex × ey ∈ Rr (Z).
We have by (7.3) and (2.2)
∂ (ex × ey) =
∑
z∈Πx,y
(−1)L(z) ∂ez =
∑
z∈Πx,y
r∑
k=0
(−1)L(z)+k ez(k) , (7.5)
where we use a shortcut
z(k) = z0...ẑk...zr = z0...zk−1zk+1...zr.
Switching the order of the sums, rewrite (7.5) in the form
∂ (ex × ey) =
r∑
k=0
∑
z∈Πx,y
(−1)L(z)+k ez(k) . (7.6)
Given an index k = 0, ..., r and a path z ∈ Πx,y, consider the following four logically possible
cases how horizontal and vertical couples combine around zk:
(H) :
zk−1
• −→
zk
• −→
zk+1
•
zk+1
•
↑
(V ) :
zk
•
↑
zk−1
•
(R) :
zk+1
• (L) :
zk
• −→
zk+1
•
↑ ↑
zk−1
• −→
zk
•
zk−1
•
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Here (H) stands for a horizontal position, (V ) for vertical, (R) for right and (L) for left. If k = 0
or k = r then zk−1 or zk+1 should be ignored, so that one has only two distinct positions (H)
and (V ).
If z ∈ Πx,y and zk stands in (R) or (L) then consider a path z
′ ∈ Πx,y such that z
′
i = zi for all
i 6= k, whereas z′k stands in the opposite position (L) or (R), respectively, as on the diagrams:
z′
k
• −→
zk+1
•
↑ ↑
zk−1
• −→
zk
•
zk
• −→
zk+1
•
↑ ↑
zk−1
• −→
z′
k
•
Clearly, we have L (z′) = L (z) ± 1 which implies that the terms ez(k) and ez′(k) in (7.6) cancel
out.
Denote by Πkx,y the set of paths z ∈ Πx.y such that zk stands in position (V ) and by Π
k
x,y
the set of paths z ∈ Πx,y such that zk stands in position (H). By the above observation, we
can restrict the summation in (7.6) to those pairs k, z where zk is either in vertical or horizontal
position, that is,
∂ (ex × ey) =
r∑
k=0
∑
z∈Πkx,y⊔Π
k
x,y
(−1)L(z)+k ez(k) . (7.7)
Let us now compute the first term in the right hand side of (7.4):
(∂ex)× ey =
p∑
l=0
(−1)l ex × ey =
p∑
l=0
∑
w∈Πx(l) ,y
(−1)L(w)+l ew. (7.8)
Fix some l = 0, ..., p and w ∈ Πx(l),y. Since the projection of w on X is x(l) = x0...xl−1xl+1...xp,
there exists a unique index k such that wk−1 projects onto xl−1 and wk projects onto xl+1. Then
wk−1 and wk have a common projection onto Y , say ym.
 
xl-1 
zk=(xl,ym) 
xp 
yq 
 
xl xl+1 
ym 
wk-1=(xl-1,ym) wk=(xl+1,ym) 
x0 
y0 
Figure 28: Step-like paths w and z. The shaded area represents the difference L (z)− L (w).
Define a path z ∈ Π kx,y by setting
zi = wi for i ≤ k − 1,
zk = (xl, ym) for i = k,
zi = wi−1 for i ≥ k + 1
(7.9)
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By construction we have z(k) = w. It also follows from the construction that
L (z) = L (w) +m.
Since k = l +m, we obtain that
L (z) + k = L (w) + l + 2m.
We see that each pair l, w where l = 0, ..., p and w ∈ Πx(l),y gives rise to a pair k, z where
k = 0, ..., r , z ∈ Π kx,y , and
(−1)L(z)+k ez(k) = (−1)
L(w)+l ew.
By reversing this argument, we obtain that each such pair k, z gives back l, w so that this
correspondence between k, z and l, w is bijective. Hence, we conclude that
(∂ex)× ey =
p∑
l=0
∑
w∈Πx(l) ,y
(−1)L(w)+l ew =
r∑
k=0
∑
z∈Π kx,y
(−1)L(z)+k ez(k) . (7.10)
The second term in the right hand side of (7.4) is computed similarly:
(−1)p ex × ∂ey =
q∑
m=0
(−1)m+p ex × ey(m) =
q∑
m=0
∑
w∈Πx,y(m)
(−1)L(w)+m+p ew.
Each pair m,w here gives rise to a pair k, z where k = 0, ..., r and z ∈ Πkx,y in the following way:
choose k such that wk−1 projects onto ym−1 and wk projects onto ym+1. Then wk−1 and wk
have a common projection onto X, say xl.
 
zk=(xl,ym) 
xp 
yq 
 
xl 
ym+1 
wk-1=(xl,ym-1) 
wk=(xl,ym+1) 
x0 
y0 
ym 
ym-1 
Figure 29: Paths w and z. The shaded area represents L (z)− L (w).
Define the path z ∈ Πkx,y as in (7.9) (cf. Fig. 29). Then we have w = z(k) and
L (z) = L (w) + p− l.
Since k = l +m, we obtain
L (z) + k = L (w) + p+m
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and
(−1)p ex × ∂ey =
q∑
m=0
∑
w∈Πx,y(m)
(−1)L(w)+m+p ew =
r∑
k=0
∑
z∈Πkx,y
(−1)L(z)+k ez(k) .
Combining this with (7.7) and (7.10), we obtain (7.4).
7.3 ∂-invariant paths on Cartesian product
Definition 7.4 Given two finite sets X and Y with path complexes P (X) and P (Y ) respec-
tively, define on the set Z = X × Y a path complex P (Z) as follows: the elements of P (Z) are
step-like paths on Z whose projections on X and Y belong to P (X) and P (Y ), respectively.
The path complex P (Z) is called the Cartesian product of the path complexes P (X) and P (Y )
and is denoted by P (X)⊞ P (Y ) .
In particular, if x and y are elementary allowed paths on X and Y , respectively, then all the
paths z ∈ Πx,y are allowed on Z. It clearly follows from (7.3) that
u ∈ Ap (X) and v ∈ Aq (Y ) ⇒ u× v ∈ Ap+q (Z) .
Furthermore, the following is true.
Proposition 7.5 If u ∈ Ωp (X) and v ∈ Ωq (Y ) then u× v ∈ Ωp+q (Z) .
Proof. Indeed, ∂u and ∂v are allowed, whence also ∂u× v and u× ∂v are allowed, whence
∂ (u× v) is allowed by the product rule (7.4). It follows that u× v ∈ Ωp+q (Z) .
It follows easily from the product rule that the cross product of closed paths is closed, and
of exact and closed paths – exact.
The next theorem gives a complete description of ∂-invariant paths on Z.
Theorem 7.6 Let P (X) and P (Y ) be two regular path complexes. Then for their Cartesian
product P (Z) = P (X)⊞ P (Y ) the following isomorphism of chain complexes holds:
Ω• (Z) ∼= Ω• (X)⊗ Ω• (Y ) , (7.11)
where the mapping Ω• (X)⊗ Ω• (Y )→ Ω• (Z) is given by u⊗ v 7→ u× v.
Consequently we have
H• (Z) ∼= H• (X)⊗H• (Y ) (7.12)
(the Ku¨nneth formula for Cartesian product).
The relation (7.12) means that, for any r ≥ 0,
Hr (Z) ∼=
⊕
{p,q≥0:p+q=r}
(Hp (X)⊗Hq (Y )) . (7.13)
For example, if the path complex P (X) is connected and all homologies Hp (X), p ≥ 1, are
trivial then Hr (Z) ∼= Hr (Y ) .
The proof of Theorem 7.6 will be given in Section 7.6 after a necessary preparation. Here
we consider some examples of Cartesian products.
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Let (X,EX) and (Y,EY ) be two digraphs. Their Cartesian product is the digraph (Z,EZ)
where Z = X × Y and the set EZ of edges is defined as follows: (x, y) → (x
′, y′) if and only if
either x→ x′ and y = y′ (a horizontal edge) and y → y′ and x = x′ (a vertical edge):
y′• . . .
(x,y′)
• −→
(x′,y′)
• . . .
↑ ↑ ↑
y• . . .
(x,y)
• −→
(x′,y)
• . . .
Y upslope X . . . •
x
−→ •
x′
. . .
Clearly, any allowed path on (Z,EZ) is step-like, and its projections onto X and Y are also
allowed. Hence, the path complex of the digraph (Z,EZ) is the Cartesian product of the path
complexes of the digraphs (X,EX ) and (Y,EY ).
Let us give some explicit examples of product digraphs and ∂-invariant paths there.
Example 7.7 Consider the Cartesian product Z = X ⊞ Y of the digraphs
X = a•⇆ •b and Y = 0•⇆ •1
that is shown on Fig. 30. paths eaba and e010 are ∂-invariant, so that their cross product
  
a0 b0 
a1 b1 
Figure 30: Cartesian product of a•⇆ •b and 0•⇆ •1
ea0b0a0a1a0 − ea0b0b1a1a0 + ea0b0b1b0a0 + ea0a1b1a1a0 − ea0a1b1b0a0 + ea0a1a0b0a0
is ∂-invariant on Z. The paths eab + eba and e01 + e10 are exact, so that their cross product
ea0b0b1 − ea0a1b1 + ea1b1b0 − ea1a0b0 + eb0a0a1 − eb0b1a1 + eb1a1a0 − eb1b0a0
is an exact path on Z.
Example 7.8 Let Z = X ⊞ Y where
X = ր
b
•
ց
a• → •c
and Y = 0•⇆ •1
(see Fig. 31). paths eabc is ∂-invariant on X and e01 + e10 is ∂-invariant on Y . Hence, their
cross product
ea0b0c0c1 − ea0b0b1c1 + ea0a1b1c1 + ea1b1c1c0 − ea1b1b0c0 + ea1a0b0c0
is ∂-invariant on Z.
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a0 
b0 
a1 
b1 
c0 
c1 
Figure 31: Cartesian product of a triangle and and 0•⇆ •1
Example 7.9 Let Z = X ⊞ Y where
X = ր
b
•
ց
a• → •c
and Y =
2• −→ •3
↑ ↑
0• −→ •1
.
(see Fig. 32). the cross product of ∂-invariant paths eabc and e013−e023, we obtain the following
 
a0 
b0 
c0 
a2 
b2 
c2 
a3 
b3 
c3 
a1 
b1 
c1 
Figure 32: Cartesian product of a triangle and a square
∂-invariant path on Z:
ea0b0c0c1c3 − ea0b0b1c1c3 + ea0b0b1b3c3
+ea0a1b1c1c3 − ea0a1b1b3c3 + ea0a1a3b3c3
−ea0b0c0c2c3 + ea0b0b2c2c3 − ea0b0b2b3c3
−ea0a2b2c2c3 + ea0a2b2b3c3 − ea0a2a3b3c3
7.4 Cylinders and hypercubes
For any digraph X, the cylinder over X is the digraph
CylX := X ⊞ 0• → •1.
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Assuming that the vertices of X are enumerated by 0, 1, ..., n−1, we can enumerate the vertices
of CylX by 0, 1, ..., 2n − 1 using the following rule: (x, 0) is assigned the number x, while (x, 1)
is assigned x+ n.
Define the operation of lifting paths from X to CylX as follows: for any regular path v on
X, the lifted path is denoted by v̂ and is defined by
v̂ = v × e01.
Since e01 is ∂-invariant on Y , we obtain that if v ∈ Ap (X) then v̂ ∈ Ap+1 (CylX), and if
v ∈ Ωp (X) then v̂ ∈ Ωp+1 (CylX).
For example, if v = ei0...ip then
v̂ = ei0...ip × e01 =
p∑
k=0
(−1)p−k ei0...ik(ik+n)...(ip+n), (7.14)
since the path i0...ik (ik + n) ... (ip + n) has the elevation p− k as can be seen on the diagram:
· · ·
ik+n
• −→
ik+1+n
• −→ · · · −→
ip+n
•
↑ ↑
i0
• −→ · · · −→
ik
• −→
ik+1
• · · ·
,
Example 7.10 The cylinder over a triangle X = ր
1
•
ց
0• → •2
is shown on Fig. 33.
 
0 2 
1 
4 
5 3 
Figure 33: A cylinder over a triangle
Since 2-path e012 is ∂-invariant on X, lifting it to the cylinder, we obtain the following
∂-invariant 3-path on CylX:
e0345 − e0145 + e0125.
Example 7.11 The cylinder over the graph X = 0• → •1 is a square:
2• −→ •3
↑ ↑
0• −→ •1
Lifting a ∂-invariant 1-path e01 on X we obtain the following ∂-invariant 2-path on the square:
e013 − e023.
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 0 1 
3 2 
4 5 
7 6 
Figure 34: A 3-cube
The cylinder over a square is a 3-cube that is shown in Fig. 34.
Lifting the 2-path e013 − e023 we obtain the following ∂-invariant 3-path on the 3-cube:
e0457 − e0157 + e0137 − e0467 + e0267 − e0237.
Defining further n-cube for any positive integer n by
Cuben = CylCuben−1,
we see that Cuben determines a ∂-invariant n-path that is a lifting of a ∂-invariant (n− 1)-path
from Cuben−1 and that is an alternating sum of n! elementary terms. It is easy to show that
these terms correspond to partitioning of a solid n-cube into n! simplexes.
By (7.13) all homology groups of Cuben are trivial except for H0.
7.5 Representation of ∂-invariant paths on product
As in Section 7.3, we work with two paths complexes P (X), P (Y ) and their Cartesian product
P (Z) = P (X) ⊞ P (Y ) where Z = X × Y . The following statement is a partial converse of
Proposition 7.5.
Proposition 7.12 Any path w ∈ Ω• (Z) admits a representation
w =
∑
x∈P (X), y∈P (Y )
cxy (ex × ey) (7.15)
with some scalar coefficients cxy (only finitely many coefficients are non-vanishing). Further-
more, the coefficients cxy are uniquely determined by w.
Proof. Let us first show the uniqueness of cxy, which is equivalent to the linear independence
of the family {ex × ey} across all x ∈ P (X) and y ∈ P (Y ). Indeed, assume that, for some scalars
cxy, ∑
x∈P (X),y∈P (Y )
cxyex × ey = 0,
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and prove that cxy = 0 for any couple x, y as in the summation. Fix such a couple x, y and
choose one z ∈ Πx,y. Then by (7.2)(
ex′ × ey′
)z
=
{
(−1)L(z) , x′ = x and y′ = y,
0, otherwise,
which implies that  ∑
x′∈P (X),y′∈P (Y )
cx
′y′ex′ × ey′
z = (−1)L(z) cxy
and, hence, cxy = 0.
Let us show existence of the representation (7.15) for any w ∈ Ωr (Z) and any r ≥ 0. As
before, for any elementary r-path z on Z, wz denotes the ez-coordinate of w. If z is an elementary
r′-path with r′ 6= r then set wz = 0. For any x ∈ P (X) and y ∈ P (Y ) choose some z ∈ Πx,y
and set
cxy = (−1)L(z) wz. (7.16)
Let us first show that the value of cxy in (7.16) is independent of the choice of z ∈ Πx,y. Set
z = i0...ir. Let k be an index such that one of the couples ik−1ik, ikik+1 is vertical and the other
is horizontal. If ik−1 = (a, b) and ik+1 = (a
′, b′) where a, a′ ∈ X and b, b′ ∈ Y , then ik is either
(a′, b) or (a, b′). Denote the other of these two vertices by i′k, as, for example, on the diagram:
...
...
b′•
i′
k
• −→
ik+1
• . . .
↑ ↑ ↑
b• . . .
ik−1
• −→
ik
•
...
...
||
y
x= . . . •
a
−→ •
a′
. . .
Replacing in the path z = i0...ir the vertex ik by i
′
k, we obtain the path z
′ = i0...ik−1i
′
kik+1...ir
that clearly belongs to Πx,y and, hence, is allowed. Since the (r − 1)-path i0...ik−1ik+1...ir is
regular but non-allowed (as it is not step-like), while ∂w is allowed, we have
(∂w)i0...ik−1ik+1...ir = 0. (7.17)
On the other hand, we have by (2.4)
(∂w)i0...ik−1ik+1...ir =
∑
j∈Z
(
k−1∑
m=0
(−1)m wi0...im−1jim...ik−1ik+1...ir (7.18)
+ (−1)k wi0...ik−1jik+1...ir (7.19)
+
r+1∑
m=k+2
(−1)m−1 wi0...ik−1ik+1...im−1jim...ir
)
. (7.20)
All the components of w in the sums (7.18) and (7.20) vanish since they correspond to non-
allowed paths, while w is allowed. The path i0...ik−1jik+1...ir in the term (7.19) is also non-
allowed the unless j = ik or j = i
′
k (note that ik and i
′
k are uniquely determined by ik−1
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and ik+1). Hence, the only non-zero terms in (7.18)-(7.20) are w
i0...ik−1ikik+1...ir = wz and
wi0...ik−1i
′
k
ik+1...ir = wz
′
. Combining (7.17) and (7.18)-(7.20), we obtain
0 = wz + wz
′
.
Since L (z′) = L (z)± 1, it follows that
(−1)L(z
′) wz
′
= (−1)L(z)wz . (7.21)
The transformation z 7→ z′ described above, allows us to obtain from a given z ∈ Πx,y in a
finite number of steps any other path in Πx,y. Since the quantity (−1)
L(z)wz does not change
under this transformation, it follows that it does not depend on a particular choice of z ∈ Πx,y,
which was claimed. Hence, the coefficients cxy are well-defined by (7.16).
Finally, let us show that the identity (7.15) holds with the coefficients cxy from (7.16). By
(7.3) we have
ex × ey =
∑
z∈Πx,y
(−1)L(z) ez .
Using (7.16) we obtain∑
x∈P (X), y∈P (Y )
cxy (ex × ey) =
∑
x∈P (X), y∈P (Y )
cxy
∑
z∈Πx,y
(−1)L(z) ez
=
∑
x∈P (X), y∈P (Y )
∑
z∈Πx,y
wzez
=
∑
z∈P (Z)
wzez = w,
which finishes the proof.
Corollary 7.13 Any path w ∈ Ω• (Z) admits representations
w =
∑
x∈P (X)
ex × u
x =
∑
y∈P (Y )
vy × ey (7.22)
where ux ∈ Ω• (X) and v
y ∈ Ω• (Y ) are uniquely determined.
Proof. It follows from (7.15) that
w =
∑
x∈P (X)
ex × u
x
where
ux =
∑
y∈P (Y )
cxyey ∈ A• (X) .
It is obvious that ux are uniquely determined as so are the coefficients cxy. Let us show that, in
fact, ux ∈ Ω• (X) . Let us define the coefficients δ
x
x′ ∈ {0, 1,−1} by
∂ex =
∑
x′∈R(X)
δx
′
x ex′ .
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We have by the product rule
∂w =
∑
x∈P (X)
∂ex × u
x +
∑
x∈P (X)
ex × ∂u
x
=
∑
x∈P (X)
∑
x′∈R(X)
δx
′
x ex′ × u
x +
∑
x∈P (X)
ex × ∂u
x
=
∑
x∈R(X)
∑
x′∈P (X)
δxx′ex × u
x′ +
∑
x∈P (X)
ex × ∂u
x
=
∑
x∈P (X)
ex ×
 ∑
x′∈P (X)
δxx′u
x′ + ∂ux

+
∑
x∈R(X)\P (X)
ex ×
 ∑
x′∈P (X)
δxx′u
x′
 .
Since ∂w is allowed on Z, it follows that
∑
x∈R(X)\P (X)
ex ×
 ∑
x′∈P (X)
δxx′u
x′
 = 0.
On the other hand, since ∂w ∈ Ω• (Z), we have a representation
∂w =
∑
x∈P (X)
ex × u˜
x
where u˜x ∈ A• (X). Comparison with the previous computation of ∂w yields
u˜x =
∑
x′∈P (X)
δxx′u
x′ + ∂ux.
Since ux
′
∈ A• (X), it follows that ∂u
x ∈ A• (X), which proves that u
x ∈ Ω• (X). The second
identity in (7.22) is proved similarly.
Let us introduce in Ap (X) the K-scalar product as follows: for all u, v ∈ Ap (X)
[u, v] :=
∑
x∈P (X)
uxvx.
If K = R then this is a proper scalar product, but for a general field K there is no positivity
property (in fact, it can happen that [u, u] = 0). Set also
Ω⊥p (X) = {u ∈ Ap (X) : [u, v] = 0 for all v ∈ Ωp (X)} .
If K = R then Ω⊥p is a proper orthogonal complement of Ωp in Ap and Ap = Ωp ⊕ Ω
⊥
p . For a
general K, this is not true, as Ωp and Ω
⊥
p may have a non-trivial intersection, but for any field
K it is still true that
dimΩp + dimΩ
⊥
p = dimAp.
Lemma 7.14 If u ∈ Ω⊥p (X) and v ∈ Aq (Y ) then u × v ∈ Ω
⊥
r (Z) where r = p + q. Also, if
u ∈ Ap (X) and v ∈ Ω
⊥
q (Y ) then u× v ∈ Ω
⊥
r (Z) .
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Proof. We need to prove that, for any w ∈ Ωr (Z),
[u× v,w] = 0, (7.23)
assuming that u ∈ Ω⊥p (X) (the second claim is proved similarly). We have
[u× v,w] =
∑
z∈Pr(Z)
(u× v)z wz
=
∑
z∈Pr(Z)
(−1)L(z) uxvywz (x, y are projections of z)
=
∑
x∈Pp(X)
∑
u∈Pq(Y )
∑
z∈Πx,y
(−1)L(z) uxvywz.
By Corollary 7.13, w is a sum of the terms ϕ× ψ where ϕ ∈ Ω• (X) and ψ ∈ A• (Y ), so that it
suffices to prove (7.23) for w = ϕ× ψ. Let ϕ ∈ Ωp (X) and, hence, ψ ∈ Aq (Y ). Then we have
wz = (−1)L(z) ϕxψy
and
[u× v,w] =
∑
x∈Pp(X)
∑
y∈Pq(Y )
∑
z∈Πx,y
uxϕxvyψy.
Since ∑
x∈Pp(X)
uxϕx = [u, ϕ] = 0,
we obtain (7.23). If ϕ ∈ Ωp′ with p
′ 6= p, then wz = 0 for any z ∈ Πx,y with x ∈ Pp (X), and
(7.23) is trivially satisfied.
7.6 Proof of Ku¨nneth formula
The main part of the proof of Theorem 7.6 is contained in the following theorem.
Theorem 7.15 Let P (X) and P (Y ) be two regular path complexes and let P (Z) = P (X) ⊞
P (Y ) be their Cartesian product. Then any ∂-invariant path w on Z admits a representation
in the form
w =
k∑
i=1
ui × vi (7.24)
for some finite k, where ui and vi are ∂-invariant paths on X and Y , respectively.
Proof. The representation (7.24) is simple in a special case when the path complexes P (X)
and P (Y ) are perfect, that is, when all allowed paths are ∂-invariant. Indeed, by Proposition
7.12, any w ∈ Ωr (Z) admits a representation in the form (7.15), where ex and ey are allowed
paths on X and Y respectively. By the assumption of the perfectness of P (X) and P (Y ), the
paths ex and ey are ∂-invariant, so that (7.15) implies (7.24).
For arbitrary path complexes P (X) and P (Y ), the previous argument does not work since
ex × ey does not have to be ∂-invariant. Hence, we need a more elaborated strategy. Given
two subspaces U ⊂ Ap (X) and V ⊂ Aq (Y ), denote by U × V the subspace of Ar (Z) that is
spanned by all products u× v with u ∈ U and v ∈ V . For any r ≥ 0 set
Ω˜r (Z) =
∑
p+q=r
Ωp (X)× Ωq (Y ) ,
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that is, Ω˜r (Z) is the space of paths on Z that is spanned by all paths of the form u× v where
u ∈ Ωp (X) and v ∈ Ωq (Y ) with some p, q ≥ 0 such that p+ q = r. By Proposition 7.5, we have
u× v ∈ Ωr (Z) whence it follows that
Ω˜r (Z) ⊂ Ωr (Z) .
The existence of the representation (7.24) is equivalent to the opposite inclusion, that is, to the
identity
Ω˜r (Z) = Ωr (Z) .
In fact, it suffices to show that
dimΩr (Z) ≤ dim Ω˜r (Z) . (7.25)
Consider also the space
A˜r (Z) =
∑
p+q=r
Ap (X)×Aq (Y ) .
By definition of the cross product, all paths in A˜r (Z) are allowed, that is,
A˜r (Z) ⊂ Ar (Z) .
By Proposition 7.12, any path from Ωr (Z) is a linear combination of paths ex× ey with allowed
x, y, which means that
Ωr (Z) ⊂ A˜r (Z) .
In particular, we have also
Ω˜r (Z) ⊂ A˜r (Z) .
Fix some triple p, q, r with p+ q = r and consider the spaces (cf. Section 7.5):
• Ω⊥p (X) – an orthogonal complement of Ωp (X) in Ap (X);
• Ω⊥q (Y ) – an orthogonal complement of Ωq (Y ) in Aq (Y );
• Ω⊥r (Z) – an orthogonal complement of Ωr (Z) in A˜r (Z) .
Consider first the case when the field K is R or Q. In this case, a linear space with a K-scalar
product is represented as a direct sum of a subspace with its orthogonal complement. For each
u ∈ Ap (X) consider a decomposition
u = uΩ + u⊥ (7.26)
where uΩ ∈ Ωp (X) and u⊥ ∈ Ω
⊥
p (X), and a similar decomposition v = vΩ+ v⊥ for v ∈ Aq (Y ) .
Then we have
u× v = uΩ × vΩ + uΩ × v⊥ + uΩ × v⊥ + u⊥ × v⊥.
Here we have uΩ × vΩ ∈ Ω˜r (Z), while by Lemma 7.14 all other terms in the right hand side
belong to Ω⊥r (Z), whence it follows that
u× v ∈ Ω˜r (Z) + Ω
⊥
r (Z) .
Since A˜r (Z) is spanned by the products u× v where u, v are allowed, we obtain that
A˜r (Z) = Ω˜r (Z) + Ω
⊥
r (Z) .
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Comparing with the decomposition
A˜r (Z) = Ωr (Z)⊕ Ω
⊥
r (Z) ,
we obtain (7.25).
Consider now the most general case of an arbitrary field K. Let us introduce the following
notation:
ap = dimAp (X) , aq = dimAq (Y ) , ar = dim A˜r (Z) ,
ωp = dimΩp (X) , ωq = dimΩq (Y ) , ωr = dimΩr (Z) ,
and observe that
dimΩ⊥p (X) = ap − ωp, dimΩ
⊥
q (Y ) = aq − ωq, dimΩ
⊥
r (Z) = ar − ωr.
Let us prove that
ar =
∑
p+q=r
apaq. (7.27)
Indeed, Ap (X) is spanned by all elementary paths ex with x ∈ Pp (X) and Aq (Y ) is spanned by
all elementary paths ey with y ∈ Pq (Y ). Therefore, A˜r (Z) is spanned by all products ex × ey
for x, y as above over all possible p, q such that p+ q = r. The number of such products ex × ey
is equal to the right hand side of (7.27), so that the identity (7.27) follows from the linear
independence of the family {ex × ey} (cf. Proposition 7.12).
It follows from the above argument that
dim (Ap (X)×Aq (Y )) = apaq (7.28)
and that
A˜r (Z) =
⊕
p+q=r
(Ap (X)×Aq (Y )) . (7.29)
Let us show that, for any subspaces U ⊂ Ap (X) and V ⊂ Aq (Y ),
dim (U × V ) = dimU dimV. (7.30)
Indeed, let u1, u2, ..uk be a basis in U and v1, ...vl be a basis in V . Then U × V is spanned by
all products ui × vj, so that
dim (U × V ) ≤ kl. (7.31)
Let us complement the basis {ui} to a basis in Ap (X) by adding additional paths u
′
1, ..., u
′
k′ ,
and the similarly complement {vj} to a basis in Aq (Y ) by adding v
′
1, ..., v
′
l′ . Set U
′ = span {u′i}
and V ′ = span
{
v′j
}
. Then
Ap (X)×Aq (Y ) =
(
U + U ′
)
×
(
V + V ′
)
= U × V + U × V ′ + U ′ × V + U ′ × V ′
whence by (7.28) and (7.31)
apaq ≤ dim (U × V ) + dim
(
U × V ′
)
+ dim
(
U ′ × V
)
+ dim
(
U ′ × V ′
)
(7.32)
≤ kl + kl′ + k′l + k′l′.
However, the right hand side here is equal to (k + k′) (l + l′) = apaq, which implies that we must
have the equality case in (7.32), in particular, dim (U × V ) = kl, which proves (7.30).
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By Lemma 7.14, we have
Ω⊥p (X)×Aq (Y ) ⊂ Ω
⊥
r (Z)
and
Ap (X)× Ω
⊥
q (Y ) ⊂ Ω
⊥
r (Z)
so that ∑
p+q=r
((
Ω⊥p (X)×Aq (Y )
)
+
(
Ap (X)× Ω
⊥
q (Y )
))
⊂ Ω⊥r (Z) . (7.33)
It follows from (7.29) and (7.33) that∑
p+q=r
dim
((
Ω⊥p (X)×Aq (Y )
)
+
(
Ap (X)× Ω
⊥
q (Y )
))
≤ dimΩ⊥r (Z) .
Note that the subspaces Ω⊥p (X)×Aq (Y ) andAp (X)×Ω
⊥
q (Y ) have intersection Ω
⊥
p (X)×Ω
⊥
q (Y ),
which implies that
dim
((
Ω⊥p (X)×Aq (Y )
)
+
(
Ap (X)× Ω
⊥
q (Y )
))
= dim
(
Ω⊥p (X)×Aq (Y )
)
+ dim
(
Ap (X)× Ω
⊥
q (Y )
)
− dim
(
Ω⊥p (X)× Ω
⊥
q (Y )
)
= (ap − ωp) aq + ap (aq − ωq)− (ap − ωp) (aq − ωq)
= apaq − ωpωq.
Hence, ∑
p+q=r
(apaq − ωpωq) ≤ ar − ωr.
Combining with (7.27) we obtain
ωr ≤
∑
p+q=r
ωpωq.
Finally, we are left to observe that ∑
p+q=r
ωpωq = dim Ω˜r (Z) ,
whence (7.25) follows.
Proof of Theorem 7.6. The isomorphism (7.12) follows from (7.11) and the Ku¨nneth
theorem (9.12), so we only need to prove (7.11). Define the tensor product of graded linear
spaces
A• (X,Y ) = A• (X)⊗A• (Y )
and a linear mapping
Φ : Ar (X,Y )→ Ar (Z)
that is defined by
Φ (ex ⊗ ey) = ex × ey
for all x ∈ Pp (X) and y ∈ Pq (Y ) with p+ q = r. In fact, we have
Φ (Ar (X,Y )) = A˜r (Z)
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where A˜r (Z) is defined by (7.29). It follows from the argument in the proof of Theorem 7.15
that the mapping Φ is injective.
Consider now the tensor product of the chain complexes
Ω• (X,Y ) = Ω• (X)⊗ Ω• (Y )
and observe that
Φ (Ωr (X,Y )) = Ω˜r (Z) .
Since by Theorem 7.15
Ω˜r (Z) = Ωr (Z) , (7.34)
we obtain that the mapping Φ provides a linear isomorphism of the spaces Ω• (X,Y ) and Ω• (Z).
Moreover, since Φ commutes with ∂ by (9.11) and the product rule of Proposition 7.3, Φ provides
an isomorphism of the chain complexes Ω• (X,Y ) and Ω• (Z), which finishes the proof.
8 Minimal paths and hole detection
The elements of Hp (G) can be regarded as p-dimensional holes in the digraph G. To make this
notion more geometric, we can work with representatives of the homologies classes, that are
closed p-paths. Recall that two closed p-paths u and v are homological, that is, represent the
same homology class, if u− v is exact. We write in this case u ∼ v.
For any p-path v define its length by
ℓ (v) =
∑
i0,...,ip∈V
∣∣vi0...ip∣∣ .
Given a closed p-paths v0, consider the minimization problem
ℓ (v) 7→ min for v ∼ v0. (8.1)
This problem has always a solution, although not necessarily unique. Any solution of (8.1) is
called a minimal p-path. It is hoped that minimal p-paths (in a given homology class) match our
geometric intuition of what holes in a graph should be. In this section we give some examples
of minimal paths to support this claim.
Example 8.1 Consider the digraph G = (V,E) as on Fig. 35.
By Theorem 5.4, we can remove successively the vertices 9, B,C,A,D (and their adjacent
edges) without changing the homologies. Then by Theorem 5.7 we can remove the vertices
7, 6, 8 equally without changing the homologies. We are left with the graph G′ = (V ′, E′)
where V ′ = {0, 1, 2, 3, 4, 5} and E′ = {01, 12, 23, 34, 45, 50}. By Proposition 4.7 we obtain
dimH1 (G) = 1, while Hp (G) = {0} for all p ≥ 2.
The following closed 1-path is a minimal path in the non-trivial homology class of H1 (G):
v = e01 + e12 + e23 + e34 + e45 + e50,
that is obviously associated with a hexagonal hole on Fig. 35.
Example 8.2 Consider a digraph G = (V,E) on Fig. 36.
Removing successively the vertices A,B, 8, 9, 6, 7 by Theorem 5.4, we obtain a digraph G′ =
(V ′, E′) with V ′ = {0, 1, 2, 3, 4, 5} and E′ = {02, 03, 04, 05, 12, 13, 14, 15, 24, 25, 34, 35} that has
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Figure 35: A digraph with 14 vertices and 23 edges
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Figure 36: A digraph G with 12 vertices and 32 edges.
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Figure 37: Two representations of the digraph G′
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the same homologies as G. The digraph G′ is shown in two ways on Fig. 37. Clearly, the second
representation of this graph is reminiscent of an octahedron.
The digraph G′ is the same as the 2-dimensional sphere-graph of Example 6.17 (cf. Fig. 24).
Hence, we obtain by (6.22) that dimH2 (G) = 1 while Hp (G) = {0} for p = 1 and p > 2.
The following closed 2-path is a minimal path in the non-trivial homology class of H2 (G):
v = e024 − e025 − e034 + e035 − e124 + e125 + e134 − e135,
that is a 2-path that determines a 2-dimensional hole in G given by the octahedron. Note that
on Fig. 36 this octahedron is hardy visible, but it can be computed purely algebraically as
shown above.
9 Appendix: Elements of homological algebra
9.1 Cochain complexes
A cochain complex X is a sequence
0 → X0
d
→ X1
d
→ . . .
d
→ Xp−1
d
→ Xp
d
→ . . . (9.1)
of vector spaces {Xp}∞p=0 over a field K and linear mappings d : X
p → Xp+1 with the property
that d2 = 0 at each level. To distinguish the operators d on different spaces, we will denote by
d|Xp the operator d : X
p → Xp+1. The condition d2 = 0 means that
Im d|Xp−1 ⊂ ker d|Xp .
This allows to define the de Rham cohomologies of the complex X by
Hp (X) = ker d|Xp /Im d|Xp−1
where X−1 := {0}. The sequence (9.1) is called exact if Hp (X) = {0} for all p ≥ 0.
We always assume that the spaces Xp are finitely dimensional.
Lemma 9.1 We have for any p ≥ 0
dimHp (X) = dimXp − dim dXp − dim dXp−1 (9.2)
= dimker d|Xp + dimker d|Xp−1 − dimX
p−1. (9.3)
Proof. By definition, we have
dimHp (X) = dimker d|Xp − dim Im d|Xp−1 . (9.4)
Applying the nullity-rank theorem to the mapping d : Xp → Xp+1, we obtain
dimker d|Xp = dimX
p − dim Im d|Xp .
Substituting into (9.4), we obtain (9.2).
In the same way, substituting into (9.4) the identity
dim Im d|Xp−1 = dimX
p−1 − dimker d|Xp−1 ,
we obtain (9.3).
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Lemma 9.2 For a finite cochain complex
0 → X0
d
→ X1
d
→ . . .
d
→ Xn−1
d
→ Xn
d
→ 0 , (9.5)
the following identity is satisfied
n∑
k=0
(−1)k dimHk (X) =
n∑
k=0
(−1)k dimXk. (9.6)
In particular, if the sequence (9.5) is exact, then
n∑
k=0
(−1)k dimXk = 0. (9.7)
Proof. We have by (9.2)
n∑
k=0
(−1)k dimHk (X) =
n∑
k=0
(−1)k dimXk −
n∑
k=0
(−1)k dim dXk −
n∑
k=0
(−1)k dim dXk−1
=
n∑
k=0
(−1)k dimXk −
n−1∑
k=0
(−1)k dim dXk −
n−1∑
j=0
(−1)j+1 dim dXj
=
n∑
k=0
(−1)k dimXk,
whence (9.6) follows. If in addition the sequence (9.5) is exact then the left hand side of (9.6)
vanishes, whence (9.7) follows.
For any finite cochain complex (9.5), define its Euler characteristic by
χ (X) =
n∑
p=0
(−1)p dimXp.
Then (9.6) implies
χ (X) =
n∑
k=0
(−1)k dimHk (X) .
9.2 Chain complexes
Given a cochain complex (9.1) with finite-dimensional spaces Xp, denote by Xp the dual space
to Xp and by ∂ the dual operator to d. Then we obtain a chain complex
0 ← X0
∂
← X1
∂
← . . .
∂
← Xp−1
∂
← Xp
∂
← . . . (9.8)
Denoting by (·, ·) the natural pairing of dual spaces.
For ω ∈ Xp and v ∈ Xp we write ω⊥v if (ω, v) = 0. If S is a subset of X
p then S⊥ denotes
the annihilator in the dual space Xp, that is,
S⊥ = {v ∈ Xp : ω⊥v ∀ω ∈ S} .
Clearly, S⊥ is a linear subspace of Xp. In the same way one defines the annihilator of subsets
of Xp.
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By definition we have
(dω, v) = (ω, ∂v)
for all ω ∈ Xp and v ∈ Xp+1. Since d
2 = 0, it follows that also ∂2 = 0. Hence, one can define
the homologies of the chain complex (9.8) by
Hp (X) = ker ∂|Xp
/
Im∂|Xp+1 .
By duality we have
ker ∂|Xp = (Im d|Xp−1)
⊥ , ker d|Xp =
(
Im∂|Xp+1
)⊥
. (9.9)
Lemma 9.3 The spaces Hp (X) and Hp (X) are dual. In particular, dimH
p (X) = dimHp (X) .
Proof. Let ω ∈ Xp be a representative of an element of Hp (X) and v ∈ Xp be a represen-
tative of an element of H (Xp). Let us show that the pairing (ω, v) of ω and v in the dual spaces
Xp and Xp is also well-defined for the elements of H
p (X) and Hp (X). Indeed, v is defined
mod Im ∂|Xp+1 , that is, v and v + ∂u represent the same element of Hp (X) for any u ∈ Xp+1.
Since ω ∈ ker d|Xp , we obtain
(ω, v) = (ω, v + ∂u) = (ω, v) + (dω, u) = (ω, v) .
In the same way, (ω, v) does not change when adding dϕ to ω.
If (ω, v) = 0 for all v ∈ ker ∂|Xp then ω⊥ ker ∂|Xp whence by (9.9) ω ∈ Im d|Xp−1 , that is, ω
represent the zero element of Hp (X). In the same way, if (ω, v) = 0 for all ω ∈ ker d|Xp then v
represents the zero element of Hp (X). Hence, (ω, v) is a pairing between H
p (X) and Hp (X),
whence the duality of these spaces follows.
Lemma 9.4 We have for any p ≥ 0
dimHp (X) = dimXp − dim ∂Xp − dim ∂Xp+1 (9.10)
= dimker ∂|Xp + dimker ∂|Xp+1 − dimXp+1.
The proof is similar to Lemma 9.1.
9.3 Tensor product of chain complexes
Let {An} be a sequence of finite dimensional linear spaces over K enumerated by an integer
parameter n. We denote usually by A• the whole sequence. Now it will be convenient to denote
by A• the direct sum of all An, that is
A• =
⊕
n
An
so that A• is a graded linear space. If {An} is a chain complex with the boundary operator ∂A
then ∂A extends linearly to an operator in A• that respect a graded structure. In this case we
will denote the chain complex also by A•. The homologies Hn (A•) of the chain complex A•
form also a graded linear space H• (A•) .
Given two graded linear spaces A• and B• as above, define their tensor product by
A• ⊗B• =
⊕
p,q
(Ap ⊗Bq) ,
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where Ap ⊗ Bq is the tensor product over K of the linear spaces Ap and Bq. In other words,
A• ⊗B• = C• where
Cr =
⊕
{p,q:p+q=r}
(Ap ⊗Bq) .
If A• and B• are chain complexes with the boundary operators ∂A and ∂B , respectively, then
define the boundary operator ∂C in C• by by
∂C (u⊗ v) = (∂Au)⊗ v + (−1)
p u⊗ (∂Bv) , (9.11)
for all u ∈ Ap and v ∈ Bq. It is well-known that ∂
2
C = 0 so that C• with ∂C is a chain complex.
Furthermore, by a theorem of Ku¨nneth, we have the following identity for homologies:
H• (C•) ∼= H• (A•)⊗H• (B•) (9.12)
that is,
Hr (C•) ∼=
⊕
{p,q:p+q=r}
Hp (A•)⊗Hq (B•)
(see [11]).
Let An be a dual space to An. Then the graded linear space
A• =
⊕
n
An
is dual to A•. Indeed, it follows from the following definition of the pairing (ω, v) between
elements ω ∈ A• and v ∈ A•. If ω ∈ A
n and v ∈ Am then in the case n = m then (ω, v) coincides
the pairing between An and An, whereas in the case n 6= m set (ω, v) = 0. Then extend this
definition by bilinearity to all ω ∈ A• and v ∈ A•.
Finally, observe that if A• and B• are two graded linear spaces then A
• ⊗ B• is dual to
A• ⊗B• using the following pairing:
(ϕ⊗ ψ, u⊗ v) = (ϕ, u) (ψ, v)
for ϕ ∈ A•, ψ ∈ B•, u ∈ A•, v ∈ B•.
9.4 Sub-complexes and quotient complexes
Let X be a cochain complex as in (9.1), and assume that each Xp has a subspace Jp so that d
is invariant on {Jp}, that is, dJp ⊂ Jp+1. Then we have a cochain sub-complex J as follows:
0 → J0
d
→ J1
d
→ . . .
d
→ Jp−1
d
→ Jp
d
→ . . . (9.13)
Since the operator d is well defined also on the quotient spaces Xp/Jp, we obtain also a cochain
quotient complex X/J :
0 → X0/J0
d
→ X1/J1
d
→ . . .
d
→ Xp−1/Jp−1
d
→ Xp/Jp
d
→ . . . (9.14)
Consider the annihilator of Jp, that is the space
(Jp)⊥ = {v ∈ Xp : v⊥J
p} .
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Lemma 9.5 The dual operator ∂ of d is invariant on
{
(Jp)⊥
}
, and the chain sub-complex
0 ←
(
J0
)⊥ ∂
←
(
J1
)⊥ ∂
← . . .
∂
←
(
Jp−1
)⊥ ∂
← (Jp)⊥
∂
← . . . (9.15)
is dual to the cochain quotient complex (9.14).
Proof. If v ∈ (Jp)⊥ then, for any ω ∈ Jp−1, we have dω ∈ Jp and, hence,
(ω, ∂v) = (dω, v) = 0,
which implies ∂v ∈
(
Jp−1
)⊥
. Hence, ∂ maps (Jp)⊥ to
(
Jp−1
)⊥
, so that the complex (9.15) is
well-defined.
To prove the duality of (9.14) and (9.15), observe that (Jp)⊥ is naturally isomorphic to the
dual space (Xp/Jp)′ . Indeed, each v ∈ (Jp)⊥ defines a linear functional on Xp/Jp simply by
ω 7→ (ω, v) where ω ∈ Xp is a representative of an element of Xp/Jp. If ω1 = ω2 mod J
p
then ω1 − ω2 ∈ J
p whence (ω1 − ω2, v) = 0 and (ω1, v) = (ω2, v). Clearly, the mapping
(Jp)⊥ → (Xp/Jp)′ is injective and, hence, surjective because of the identity of the dimensions
of the two spaces. Finally, the duality of the operators d and ∂ on the complexes (9.14) and
(9.15) is a trivial consequence of their duality on the complexes X• and X•.
Let us describe a specific method of constructing of d-invariant subspaces.
Lemma 9.6 Given any subspace Np of Xp, set
Jp = Np + dNp−1. (9.16)
Then d is invariant on {Jp}. Besides, we have the following identity
(Jp)⊥ =
{
v ∈ (Np)⊥ : ∂v ∈
(
Np−1
)⊥}
. (9.17)
Proof. The first claim follows from d2 = 0 since
dJp ⊂ dNp + d2Np−1 = dNp ⊂ Jp+1.
The condition v ∈ (Jp)⊥ means that
v⊥Np and v⊥dNp−1. (9.18)
Clearly, the first condition here is equivalent to v ∈ (Np)⊥, while the second condition is equiv-
alent to
(dω, v) = 0 ∀ω ∈ Np−1 ⇔ (ω, ∂v) = 0 ∀ω ∈ Np−1 ⇔ ∂v⊥Np−1 ⇔ ∂v ∈
(
Np−1
)⊥
,
which proves (9.17).
9.5 Zigzag Lemma
Consider now three cochain complexes X,Y,Z connected by vertical linear mappings as on the
diagram:
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0 0 0
↓ ↓ ↓
0 → Y 0
d
→ Y 1
d
→ Y 2 → . . .
↓α ↓α ↓α
0 → X0
d
→ X1
d
→ X2 → . . .
↓α ↓α ↓α
0 → Z0
d
→ Z1
d
→ Z2 → . . .
↓ ↓ ↓
0 0 0
(9.19)
Each horizontal mapping is denoted by d and each vertical mapping is denoted by α. We
assume that the diagram is commutative. Let us also assume that each column in (9.19) is an
exact sequence, that is, the mapping α : Y p → Xp is an injection, and α : Xp → Zp a surjection
with the kernel Y p. In this case we can identify Y p with a subspace of Xp and Zp with the
quotient Xp/Y p.
Proposition 9.7 (Zigzag Lemma) Under the above conditions the sequence
0→ H0 (Y )→ H0 (X)→ H0 (Z)→ · · · → Hp (Y )→ Hp (X)→ Hp (Z)→ Hp+1 (Y )→ . . .
(9.20)
is exact.
The sequence (9.20) is called a long exact sequence in cohomology. A similar result holds for
homologies of chain complexes.
The meaning of the statement is that the mappings denoted in (9.20) by arrows, can be
defined so that this sequence is exact. For example, the mappings
Hp (Y )→ Hp (X)→ Hp (Z)
are obvious extensions of the mapping α in (9.19), whereas the mapping Hp (Z)→ Hp+1 (Y ) is
defined in a more tricky way. The details of the proof can be found in [11].
One normally applies Proposition 9.7 in the following form: if X is a cochain complex (9.1)
and J is its sub-complex (9.13), then the following long sequence is exact:
0→ · · · → Hp(J)→ Hp(X)→ Hp(X/J)→ Hp+1(J)→ . . . (9.21)
Similarly, if X is a chain complex (9.8) and J its sub-complex, then the following long sequence
is exact:
0← · · · ← Hp(X/J)← Hp(X)← Hp(J)← Hp+1(X/J)← . . . (9.22)
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