This document presents a primal-dual interior point algorithm for the solution of large multicommodity network flow problems with or without side constraints. The method exploits the structure of the problem and uses a preconditioned conjugate gradient solver. The algorithm has been implemented for the case of pure multicommodity problems (without side constraints), and some computational results are presented, comparing the performance of the code developed with alternative ones.
INTRODUCTION
Multicommodity network flows (Kennington and Helgasson (1980) ) are used as a modelling tool in many applications in routing, telecommunication networks, allocation and transportation problems and in electrical power systems. It is thus important to have efficient tools to optimize this kind of problems. Interior point methods have recently gained wide recognition as an optimization procedure for applications with general linear constraints and both their general primal-dual and dual-affine-scaling formulations have been extended to the linear multicommodity network flow problem (Choi and Goldfarb (1990) , Kamath et al. (1993) ).
In the work described here the primal-dual interior point algorithm has been specialized for solving multicommodity network flow problems, considering additional side constraints. The method is heavily based on the use of a preconditioned conjugate gradient algorithm for solving repeatedly a part of the systems of the type ASA t dy =b, ASA t being symmetric and positive definite. Two specialized multicommodity network flow codes (Kennington (1979) , Castro and Nabona (1995) ), both based on the primal partitioning algorithm (Kennington and Helgasson (1980) ), have been run on the same test problems solved with the interior point code in order to compare the performance of the interior point solution with that of the specialized network codes. The performance of the multicommodity primal-dual interior point code developed is also compared with that of a general primal-dual interior point code (Vanderbei (1993) ) so that it is possible to appreciate the computational advantages of using multicommodity specialization within the interior point scheme. Randomly generated multicommodity test problems of sizes ranging from 100 to 10000 arcs and numbers of commodities ranging from 1 to 200 were solved and their results are reported.
OUTLINE OF THE PRIMAL-DUAL INTERIOR POINT FOR UPPER-BOUNDED LINEAR PROGRAMMING
Let us consider the following minimization problem with upper bounds in some variables min c
where
and A ∈ IR m×n . Considering an appropriate partitioning of c and A, equations (1) and (2) can be rewritten as:
The dual of the minimization problem stated can be cast as:
Considering a logarithmic barrier function (µ being its penalty term) for the nonnegativity constraints of the variables, and adding slacks f ∈ IR n u for the upper bounds (x u + f = x u ), the Kuhn-Tucker optimality conditions for both the dual and the primal can be written as:
e l being the l-dimensional vector of 1's, and where matrices
It is clear than when n u = 0 (n = n l ) only equations (7, 10 and 11) hold, thus having the optimality conditions of the standard primal-dual algorithm with no upper bounds. When using Newton's method to find a point satisfying (7-12), linear systems of the type J i d i = −f i must be solved at each iteration i. These solutions amount to finding dy and then computing dx, dw, dz u , dz l , in:
and
(where S u and S l can be directly computed, since they are made of products and sums of diagonal matrices). A justification of this process can be found in Castro (1995a) .
It is quite clear that the main computational burden in solving system (7-12) is the repeated solution of the linear system (13).
FORMULATION OF THE LINEAR MULTICOMMODITY NET-WORK FLOWS WITH SIDE CONSTRAINTS
The multicommodity network flow problem corresponds to the minimization problem (1-4). Let us consider a network with m * nodes, n * arcs (where the last one is a rooted arc added to avoid the singularity of the network matrix A * ∈ IR m * ×n * ) and k commodities. Adding slacks to the mutual capacity constraints (s mc ∈ IR n * ) and the side constraints (s sc ∈ IR t , t ≥ 0), and denoting by 
subj. to
In this case the total number of variables and constraints is given by n = (k+1)n * +t and m = km * +n * +t, and the partitioning of the variables
In the multicommodity problem, matrix S defined in (19) can be partitioned as:
Applying equations (13-17) to the multicommodity problem, one can take advantage of the special structure of matrix A, especially when solving (ASA t )dy = b 3 + ASr. In this case, and considering (21) and (25), the structure of matrix ASA t is as follows:
4 NUMERICAL SOLUTION SCHEME
Because of the structure of A * S i A * t and that of A * S i , when a solution for system (13) is attempted directly using the Cholesky decomposition, submatrix D 1 become completely dense. Since the dimension of D 1 is n * this would mean having to store and process n * (n * + 1)/2 values. For large networks this amount of memory can become prohibitive. This is stated in Choi and Goldfarb (1990) , but no procedure is given there to circumvent this difficulty. The algorithm developed considers the solution of the linear system (13) (ASA t dy =b) taking into account the partition indicated in (26); thus the system to be solved can be written as:
whose solution is directly obtained by block multiplication: 
and any solution having B as the system matrix can be decomposed in k systems of equations (thus the process could be parallelized). The minimum order degree algorithm was used to reorder the nodes of the network to avoid fill-in when making the Cholesky A better choice is to use a preconditioned conjugate gradient (PCG) algorithm to obtain dy 2 , and then to compute dy 1 directly. In the PCG algorithm the only operation directly made with the system matrix is a product of it by a vector v. But we have: C 1 (both positive definite), it can be proved (Castro (1995b) ) that:
The preconditioner M −1 to be used will be an approximation of D
The higher φ is, the better the preconditioning, and the fewer iterations of the PCG will be required. However, it must be noted that the product of Q by a vector r implies the solution of B −1 (C 1 r), and this should be performed at each iteration of the PCG algorithm, increasing the execution time considerably. Thus φ must be chosen in order to balance both objectives: to decrease the PCG iterations and to improve the time per PCG iteration. Various tests have shown than, in general, the best results are obtained with φ = 1. In this case M D 1 is a diagonal matrix) .
COMPUTATIONAL RESULTS
The multicommodity primal-dual interior point algorithm outlined in the above sections was implemented for the case of problems without side constraints, using the preconditioning previously stated. The code was written in ansi-c, and to test its performance four types of problems, obtained from different network generators, were used: Rmfgen, Grid-on-torus, Gridgraph and Gridgen (Dimacs (1991) ). These generators do not consider the case of multicommodity flows, and the output networks had to be converted to a multicommodity one. The conversion algorithm is described in Castro (1995b) . Five particular instances were created with each of these generators. The first two are problems with few commodities and medium-sized networks, whereas the last three correspond to small-sized networks with many commodities. Each problem will be denoted ,. . . ,4, j=1,. . . ,5 , i denoting the generator employed (1 for Rmfgen, 2 for Grid-on-torus, 3 for Gridgraph and 4 for Gridgen). Table 1 presents the characteristics of each problem, showing for each test problem the number of commodities, nodes and arcs of the network, and the total number of constraints and variables of the linear program to be solved (columns Rows A and Columns A).
The interior point multicommodity code developed (denoted by IPM) was compared with MINOS 5.3 (Murtagh and Saunders (1983) ), a general-purpose package, PPRN (Castro and Nabona (1995) ) and MCNF85 (Kennington (1979) ), two specialized multicommodity network flow codes, and LoQo (Vanderbei (1993) ), a state-of-the-art primaldual interior point code. Table 2 shows the CPU seconds required by each code. The fastest execution for each test is marked with an asterisk ( * ). All runs were carried out on a SunSparc 10/41 (one CPU), with a 40MHz clock, ≈100Mips and ≈20Mflops CPU, and 64Mbytes of main memory. From Table 2 it can be concluded that the performance of IPM increases with the size of the problem, this code thus being a good choice for large multicommodity network flow problems, especially for the case of small-sized networks with many commodities. 
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