Educational research has established that learning can be defined as an enduring change in behaviour, which results from practice or other forms of experience. In introductory programming courses, proficiency is typically approximated through relatively small but frequent assignments and tests. Scaling these assessments to track significant behavioural change is challenging due to the subtle and complex metrics that must be collected from large student populations.
INTRODUCTION
In recent years, there has been a spike in enrollment in computer science programs [22] , but failure rates are still high [18] . As class sizes increase, it is extremely difficult for instructors to identify and support struggling students. In Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CS1 courses, lecture content typically builds upon material covered in previous weeks, making it difficult for students who fall behind early to catch up on their own [2, 14] .
Previous work on predictors of success in CS1 suggest that low-performing students, who tend not to recover, can be identified within the first few weeks of the semester [1, 5] . Studies on debugging proficiency [8, 11, 12, 20] and study behaviour [4, 6, 16] have also shown how patterns in log data can be used to accurately predict student performance.
Learning can be defined as an enduring change in behaviour, which results from practice or other forms of experience [15] . We build on the results of previous studies by investigating whether the inaccuracies found in early predictors of student performance can be reduced through an analysis of log data that measures changes in programming behaviour over time. If patterns associated with effective learning can be automatically classified in log data early in the semester, it may be possible to better guide students atrisk of failure towards more productive learning behaviour before it is too late. This motivates the key research question behind this study: Can analysis of patterns in interaction data help us understand how to detect and measure learning in CS1? To answer our key question, our analysis considers the following intermediate research questions: RQ1: How accurately do early predictors of performance identify students who are unsuccessful in the course? RQ2: How can early predictors be enhanced by a trajectory metric to classify behavioural change over time? RQ3: How well can the trajectory metric be extended to evaluate differences in proficiency across topics?
This paper presents the results of a four-semester study on interaction data collected from 514 students who voluntarily used a programming practice tool. This study was designed to evaluate student learning by detecting changes in programming behaviour over time. The main contributions are (1) the introduction of metrics necessary to quantify learning through analysis of behavioural change; (2) insight into the issues associated with early at-risk student identification; and (3) a repository containing the tool and data used in this study to enable future reproduction studies [7] .
Section 2 provides an overview of related work and background context. Section 3 presents our methodology, and then Section 4 overviews the results. In Section 5, we derive our analysis of the data and provide a discussion of our study in general. Finally, Section 6 concludes the paper and discusses critical paths for future work.
BACKGROUND AND RELATED WORK
Our work builds upon a number of computer science education research domains, including educational data mining, interactive learning environments, and predictors of success.
Large-scale studies analyzing compilation and debugging behaviour [3, 8, 9, 11, 12] provide evidence that log data can be used to accurately rank student debugging proficiency. Spacco et al. [16] use log data to identify "flailing" students, defined as those who are unlikely to solve a problem given an infinite amount of time. Yakymova et al. [21] classify learning strategies in CS1 as either surface-level or deep learning. Piech et al. [13] use a model to illustrate student progress through homework, with several "sink" states, where students exhibited a serious functional problem and were very unlikely to transition out of the state over multiple code updates. Edwards et al. [4] filter out students who consistently achieved high or low grades to focus on why students were successful in some activities, but not in others. Watson et al. [19] compare traditional and dynamic predictors of programming success, and warn against using metrics that fail to reflect changes in a student's learning progress over time. Our work builds upon these previous findings; our further contribution is a four-semester study where early predictors are combined with a metric used to identify behavioural change in the context of practice programming sessions using a learning tool.
Keuning et al. [10] provide a comprehensive review of available tools and the types of feedback they offer. VanLehn [17] compares electronic tutoring with human tutoring, and found the two to be equally effective for increasing learning in STEM topics. The learning tool used in our study provides students with hints to progressively lead them to a solution of each problem. The tool collects interaction data, which we analyze as a post-process to better understand how learning aligns with changes in programming behaviour.
METHODOLOGY
In a recent ITiCSE Working Group, Ihantola et al. [7] identified the critical need for validation and replication studies, to better understand contributing factors and reasons for results. From the taxonomy for replicating studies they propose, we begin with an 'extended analysis (A)' type of verification study, as it extends prior work by looking at a previously analyzed data set, but adds new analysis methods. To enable other researchers to do other types of reproduction studies, we provide a repository 1 containing the open-source learning tool used for this study, the interaction data collected over the past 2 years, and a number of interactive visualizations based on our analysis.
Data collection
The data for this study was collected over four semesters from a 13-week CS1 course taught in Java. Topics covered include variables, control flow, methods, conditionals, loops, I/O, arrays, searching and sorting algorithms, and objects.
Interaction data was collected from a programming practice tool. Tool use was completely voluntary, and did not affect student grades in any way. Students used an embedded editor to work through exercises in a web-browser. The tool was introduced as a supplemental practice resource offering exercises similar to those presented during weekly labs. The 1 www.github.com/aestey/phd tool provided automatic feedback to students on submission correctness. Buttons to compile code, run code, submit a solution, get a hint, and ask a question were all instrumented to collect student interaction patterns. As an optional feature, students could use a series of hints that progressively lead them through each question, and the final hint provided a full sample solution. Our previous work [5] provides more detailed information about the features present in the learning tool, including the types of hints and exercises provided.
Data was collected from the 514 students who opted to take part in this study, out of the 718 enrolled in our course over the past four semesters. Log data was linked to final exam scores, which were standardized to account for potential changes in difficulty between semesters.
Early predictors
Our previous work found that, on average, high-performing students had higher compile rates and lower hint usage than students who failed [5] . In this study, we first examine how effective these metrics are as early predictors for identifying individual students who are at-risk of failing. This analysis considers data collected three weeks into the semester.
Trajectory metrics
We extend the early analysis to further explore whether early predictors can be refined by comparing changes between subsequent programming sessions. To detect students who struggle early in the semester, and continue to struggle over time, we introduce two metrics:
Baseline: the metric calculated to provide an initial measure of proficiency on each question attempted. Trajectory: the metric calculated to quantify changes in programming behavior over subsequent attempts.
As students work through practice exercises, they are given a score between 0.0 and 1.0 based on their compile and hint usage. A score of 0.0 on a question denotes that only hints were used, and no code was compiled. A 0.25 means hints were used before any code compilations. A 0.5 value represents a comparable split between unassisted progress and hint usage. If progress was made with minimal support a 0.75 is awarded, and a score of 1.0 signifies that a student worked through the question correctly without using any hints. The value of the baseline metric ranges between 0.0 and 1.0, and is calculated by averaging the individual question scores for each student's first attempt on each question. Table 1 shows sample data for two students, and their associated baseline metric values. The trajectory score measures changes in programming behaviour across programming sessions. Sessions are determined by time stamps, and are delineated by periods of time when a student does not interact with the learning tool for more than two hours. Whereas the baseline metric represents the average question score during each student's first attempt, the trajectory score represents the changes in scores between attempts. The trajectory score considers only data from exercises revisited when a correct solution was not submitted in previous attempts. When comparing individual scores between subsequent attempts, a value above 0.5 represents a change in behaviour towards unassisted progress, whereas below 0.5 signifies that hints were requested earlier or more often.
Unsuccessful students may not show signs of struggle until later in the semester, or may only struggle to progress through certain course material. We also apply our trajectory metrics to interaction data separated by topic, to identify at-risk behaviour related to a specific topic.
The metric calculations are not yet a feature included in the tool, and were completed as a post-process using interaction data collected by the tool.
RESULTS
First, we explore how well early predictors can be used to identify students in need of assistance. We then explore whether the accuracy of early predictors can be improved by measuring changes in learning behaviour over time with our trajectory metrics. Our results are presented through screen captures of the interactive parallel coordinates graphs found in our data repository, and are best viewed in colour. Figures 1 and 2 show standardized compilation attempts, hint usage, and final exam scores for our student population. The graphs are colored based on exam performance, green representing passing grades and red failure. Figure 1a illustrates the variation across student data sets collected for the study. Our goal was to examine how well compile rates and hint usage can be used to identify students struggling early in the semester. Figure 1b 
Early predictors (RQ1)
Figures 1b and 1c suggest that, in general, high compile rates and low hint usage correlate with success. Hint and compile rate scores for each student positively and significantly correlate with midterm exam grades (p < 0.01), and also final exam grades (p < 0.01). This does not mean, however, that these early predictors can be used to accurately identify only students who are genuinely at-risk of failing the final exam. At this point in the semester, it is very difficult to distinguish between the 257 students identified as at-risk; Figure 1c illustrates the wide range of final exam grades for these students. Table 4 .1 shows that 181 of the 257 students appeared to be struggling early, but managed to succeed on the final exam without intervention. These 181 students make up 43% of all students who succeed in the course, a relatively high false positive rate. 
Trajectory over time (RQ2)
The trajectory metric considers data from exercises revisited when a correct solution was not submitted in previous attempts. Negative trajectory scores represent instances where students are actively struggling to complete an exercise over multiple subsequent sessions. Figure 2a differs from Figure 1c in that an additional axis is added representing trajectory scores. Figure 2a shows the wide range of final exam outcomes achieved by the 257 students considered in the trajectory metric analysis. Applying the trajectory metric filters out 134 false-positives, reducing the number from 181 (43%) to 47 (11%), while true positives dropped from 76 (81%) to 63 (70%). The students who would be filtered out through trajectory analysis are shown in Figure 2b . Overall, using the trajectory identifies 70% of the students who failed, while 11% are mis-classified as at-risk. Table 3 summarizes overall trajectory results.
Applying the trajectory metrics demonstrated precisely how the accuracy of the early results can be improved by considering changes in behaviour across programming sessions. The trajectory metric analysed the population of students identified by early analysis as potentially at-risk, and was used to more accurately identify students who were genuinely at-risk. Among this group, the trajectory score positively and significantly correlates with midterm exam grades (p = 0.02), and final exam grades (p < 0.01).
The trajectory metric results reveal that many students exhibit quantifiable changes in behaviour over time. However, it is entirely possible that students we claim to be mis-classified were identified accurately based on their behaviour at the time of the analysis. As there were a limited number of topics available in the programming tool at this point in the semester, the next step in the study explores if unsuccessful students who were still mis-classified could be properly identified based on their interaction data collected from later topics. 
Trajectory on a topic basis (RQ3)
To measure changes in programming behaviour across topics, an analysis was performed on data collected at the end of the sixth week of the course. At this point, loops and arrays were two of the available topics in the tool. For the 223 students who completed and revisited exercises on both topics, Figures 3 and 4 show final exam grades along with scores generated by our trajectory metric applied within each topic. Figure 3a shows the entire population of participants in this part of the study, whereas Figure 3b selects only students with positive trajectory scores on loop exercises. Of the students who ended up passing the course, 172 (95%) of them have positive trajectory scores on loops exercises compared to 31 (78%) of students who failed the course. Figure 3c selects students with positive trajectory scores on array exercises. At this point in the course, 125 (69%) students who passed the course exhibit this behaviour, compared to only 9 (23%) students who failed the course. Table 4.3 summarizes these results. Figure 4b and Figure 4c illustrate how productivity levels may be different between topics. Figure 4b selects students with positive trajectory scores on both loops and arrays. Among students who pass, 122 (67%) exhibit this behaviour, compared to only 8 (20%) failing students. Figure 4c selects students with positive trajectory scores on loop exercises, and negative scores on arrays. Figure 4c illustrates how 25 (63%) of the students who ended up failing the course transition from a positive trajectory score on loop exercises to a negative productivity score on array exercises.
The results illustrate distinguishable changes in behaviour across topics, especially among the students who eventually fail the course. Among this group, the percentage of students identified as at-risk grows by 57% when comparing interaction data collected on loop exercises to data collected on array exercises. This illustrates that, in addition to applying trajectory metrics to measure changes in behaviour over Figure 4 : (a) The full data set without any filters applied. (b) Selects students with positive trajectory scores on both loop and array exercises. c) Selects students with positive loop scores and negative array scores. Of the 40 students who failed the course in this data set, 63% students exhibit these changes in behaviour between topic areas introduced two weeks apart.
time within a single topic, measuring behavioural changes across multiple topics may also reveal students struggling in very specific areas of the course. 
ANALYSIS AND DISCUSSION
In this work, we explored whether behaviour patterns can be found in interaction data that allow for dynamic classification of learning in CS1. Our results support the findings of previous studies that suggest that a large number of atrisk students can be identified early in the semester. On the other hand, our new approach using the trajectory metric highlights the fact that many students struggle at different times, and in different topics, throughout the semester.
It is important that we continue to improve the efficacy of early predictors in CS1; struggling students need to be identified and supported as early as possible in the semester. It is also important to acknowledge that there may not be a single metric that can accurately predict the outcome of every student at one particular time, simply because learning takes place over time. Although our early predictor correlates with final exam performance, the correlation strength was increased by a relatively large group of students who were able to consistently work through practice exercises without assistance and also achieve very high exam grades. Previous work suggests that many of these students may have entered the course with previous programming experience, which may have contributed to the fact that we did not measure significant behavioural changes for them. This motivates our key research question: can analysis of patterns in interaction data help us understand how to detect and measure learning in CS1?
There was significantly more noise, variation, and change over time found in the data collected from the remaining students included in the study. The variation made it very difficult to distinguish between the large number of students initially identified as at-risk. This illustrates why a static predictor that correlates with course performance does not necessarily mean it can accurately detect at-risk students. We incorporated a trajectory metric into our analysis because the students we want to identify and support are not necessarily the students who enter the course without strong programming ability, but those who remain unable to demonstrate progress without assistance.
Our results reported on how the trajectory metric was used to increase the accuracy of early predictors in identifying at-risk students, but we made no mention about how our metrics could be used to identify learning. In our study, early predictors classified 257 students as at-risk based on their programming behaviour over the first three weeks of the semester. Among this group, the trajectory metric identified 134 students who showed productive changes in programming behaviour over time. If learning can be defined as an enduring change in behaviour, it can be argued that our analysis reveals that these 134 students demonstrated learning. These 134 students make up 52% of the 257 students identified by our early predictor analysis as at-risk. If we can better understand the reasons why these students transition from at-risk behaviour to behaviour associated with success, it may serve as a model from which to base intervention efforts aimed at supporting struggling students.
Our study differs from previous works that analysed early predictors in CS1 because we incorporate metrics that measure behavioural change over time. In our study, these metrics were used to improve the accuracy of early predictors, but measuring learning is not limited to our specific metrics. Although in our study we created metrics to detect highlevel changes in programming behaviour, the same general metrics can be applied to similar studies focusing on other factors that contribute to success in CS1, assuming the data collected allows for the following:
-Data points to generate a quantifiable measure. -Capability to identify each student individually.
-Time stamps to evaluate change over time.
-Data recorded on the same or very similar exercises to compare between students and analyze progress.
These provide a guideline for what we found was necessary to measure behaviour in CS1, but our metrics can be extended and improved in future work. It is important to recognize the limitations and threats to validity of our study. Students enter our course with a wide range of previous experience, and the factors that may contribute to student success outside of programming behaviour are not considered in this study. Interaction data would be affected for students who studied in groups. Also, the analysis includes only the data from students who both chose to use the practice tool and also consented to take part in the study.
Our analysis metrics penalize hint usage, but students may not view hints only when struggling to solve an exercise. A student may exhibit different behaviour when learning a new concept or preparing for an exam, but we did not incorporate any session-specific behaviours into our metrics. The analysis metrics also do not take question difficulty into account. For the baseline metric, if a student was to skip through easy questions in a topic, and was then unable to progress through a difficult exercise without hints, this behaviour would result in a lower score than successfully completing trivial exercises without assistance. Similarly, for the trajectory metric, it may be important to know if a student is revisiting and struggling to complete an introductory question or a question designed to be challenging.
Despite these limitations, the results of this preliminary study using trajectory metrics are encouraging, and it is our hope that our findings measuring changes in behaviour might inspire other researchers to incorporate metrics that consider behavioural change into their own analysis.
CONCLUSIONS AND FUTURE WORK
This study presents an analysis of interaction data collected from 514 students working on exercises in a programming practice tool, to help us understand how to detect and measure learning in CS1. We first explore early predictors of at-risk behaviour, after which we propose two metrics, baseline and trajectory, that we use to quantify changes in student behaviour over time and in different course topics. We show that these metrics are better at differentiating between sustained versus transient struggling.
We identify and describe several issues that arise when trying to identify struggling students. In future work, we plan to investigate whether interaction data can help us apply a difficulty rating to each exercise. Then, we can eval-uate whether our analysis metrics can be improved by factoring question difficulty into the analysis. We also suggest collecting information on the objectives of the students during each session, as this information may provide additional context allowing educators to better understand the factors contributing to measured outcomes in their analysis.
We are also interested in further analysing the interaction data of students who did not show productive changes in behaviour. Our assumption is that students who are actively working through ungraded practice exercises are highly invested in learning. Unfortunately, 63 students in our study exhibited patterns associated with sustained struggle. Further analysis may reveal patterns among these students that can be generalized as impediments to success in CS1.
In our following work, we plan to further explore the interaction data of the students initially identified as at risk in our study. Further analysis using different metrics that compares the interaction data of students who show changes in behaviour with those who do not may reveal interesting patterns related to the learning process. Once we better understand the factors contributing to behavioural change, we can begin providing supportive intervention aimed at guiding struggling students towards productive behaviour.
