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Abstract 
This paper presents a flow-sensitive interprocedural method for type propagation in 
an object-oriented language. The primary goal of this method is to obtain a precise call 
graph in the presence of late binding for function names. Thus, it can be viewed as a 
preliminary step to interprocedural constant propagation and/or procedure integration 
in an object-oriented language. It uses a new efficient form of symbolic interpretation 
in order to limit the amount of intraprocedural analysis required to a single pre-pass 
over each function. The cost of both this pre-pass and the interprocedural propagation 
itself is linear in the program size. Furthermore, the output of symbolic interpretation 
lends itself to efficient incremental computation and can be reused for other tasks, such 
as constant propagation or code motion. 
1. Introduction 
1.1. Motivation 
Late binding of function names is a crucial feature of object-oriented lan- 
guages. It consists in binding a function name to an implementation at call time 
based on the type of a distinguished argument called the receiver. The set of 
functions whose name is thus overloaded is called a method. An ordering over 
types is specified by the programmer, and the type specified for a variable in 
the program text (its static type) is an upper bound on its actual (or dynamic) 
type. When only the static type t of the receiver is known at a call site for a 
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c+ r t, : T1 1 I 13 : T1-T1 I 12 :T,-t+T2 1 body fi[Tl](r) : TI -+ Tl { i /* code leaving r untouched */ return f*(r) ; T,-T, 1 
&) ) p;:;;%;? ,,3:T30TI, 
Fig. 1. Example type hierarchy and function bodies. 
method m, any implementation of ~2 attached to t or one of its subtypes must 
be considered equally likely to be called. Therefore, unless dynamic types are 
somehow inferred before building the call graph of a program, late binding will 
induce imprecision in interprocedural analysis and unduly inhibit procedure 
integration (i.e. in-lining). Furthermore, when the dynamic type of a receiver 
can be determined statically, a method call can be replaced by an ordinary 
function call, which can be considerably more efficient. 
This paper proposes an efficient method for interprocedural object-oriented 
type propagation which supports recursion, side-effects and aliasing. It is based 
on the solution of standard bit-vector data flow problems and a novel form of 
symbolic interpretation. 
While this method was designed with optimization in mind, it can be used, 
with minor variations (Section 6), for type-checking a language with optional 
variable declarations, or even with no declarations at all, like Smalltalk. 
1.2. Example 
To illustrate motivations and desirable characteristics for object-oriented type 
propagation, consider the fragment of a type hierarchy and the two functions 
in C-like code in Fig. 1. 
The diagram in Fig. 1 represents for each type the functions attached to it 
and their declared types. For example, there is a method named f3 which has 
three implementations, attached respectively to TI, T2 and T3. This means that 
when the single argument passed in a call to &which is the receiver-has 
dynamic type TZ for example, then the implementation attached to T2 will be 
executed. We will denote by f [T] the implementation of method f which is 
executed when the type of the receiver is T. Method fi, on the contrary, has 
one implementation, f, [ TI 1, which is inherited by T2 and Ts, meaning that 
fiLT21 = fiLT11 and AiT = fi[T~l. 
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Now consider in Fig. 1 the implementation of fs that is attached to TI, 
i.e. the function f3 [T, 1, and suppose we want to determine possible dynamic 
types for y. The primitive new creates and initializes an object of the type 
passed as its first argument. So, after the assignment to x, the dynamic type 
of x can be inferred to be T2, from which it follows (somewhat trivially) 
that the implementation of fi called at the next instruction is fi [ Tl ] (through 
inheritance). Then, considering the type declared for fi [ T, 1, namely T, + Tl , 
we can infer that an upper bound on the set of possible types for fs (ft (x ) ), 
and therefore for y after the assignment, is T,, because the type of fj [ TI ] is 
T, + T,. Obviously, we would have reached the same result simply by looking 
at the type declared for y. However, the precision of the type inference can 
be improved if, while analyzing fs [T, 1, we use information on the bodies of 
the functions that are called, and in particular on the body of fi [T, 1. Thus, 
integration (in-lining) of fi [T, ] would reveal that an upper bound for the type 
of fr (x) is T3 rather than T,. Indeed, after in-lining the body of ft [T, 1, the 
expression fs (ft (x) ) becomes f~ (f2 (x) ), with fi [ Tz] of type Tz -+ TJ and 
fG31 oftme 5 ---t T3. 
In fact, the method proposed in this paper does not rely on procedure 
integration, but on a form of symbolic analysis that provides more precise in- 
formation on the effects of method calls while keeping the analysis of individual 
functions mostly separate and avoiding any commitment to particular program 
transformations during the analysis phase. In this particular case, our method 
will discover that the type of y is T3, but it is also capable of using informa- 
tion about potential callees at sites where procedure integration is not possible 
because any of several method implementations may be called at run time. 
The example just given illustrates typical opportunities for gaining precision 
over user-declared types through type propagation. On the one hand, the 
declaration of ft [T, ] announces an upper bound of Tl on the return type, 
although the actual bound is T,. Such discrepancies do make sense in so far 
as declared types are self-documentary features which reflect intended, but not 
necessary minimal, bounds. On the other hand, there is no specific declaration 
for ft [ Tz], whose implementation and type declaration are inherited from 
TI; therefore, only through type inference can one determine that there are 
different bounds on the return types of h [ Tl ] and fi [ T2 1. 
1.3. Algorithm outline 
The following description uses the term symbolic value. This term denotes a 
value that is statically assigned to a variable occurrence in order to represent 
run-time properties of this occurrence (such as its possible values, or its 
possible dynamic types). The discussion also involves functions over symbolic 
values, which are termed symbolic functions, and expressions built from such 
functions, which are termed symbolic expressions. 
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The algorithm to be described involves propagating upper bounds to the dy- 
namic types of variables. As explained in Section 6.2, this does not necessarily 
involve any significant precision loss compared with the propagation of type 
sets. This algorithm consists of the following steps: 
Step 1. Build for each function an expression for the value returned in terms 
of argument values and constant values irrespective of the execution path taken 
inside the function (i.e. compute a symbolic expression). 
For example, the symbolic expression for the value returned by fi [T, ] 
(Fig. 1 ), denoted by f; [ Tl ] (a), where a is the receiver’s value, equals f; (a). 
The notation f refers to the mapping over symbolic values associated with 
a function f. In the context of type propagation, the symbolic values we are 
interested in are types. Thus, _$ [ Tl ] = A a.j^2 (a), which we will call a type 
function, maps an input type to the result type of ft [ Tl 1. 
Note that f; is the symbolic mapping associated with method -52 rather than 
any particular implementation of it. This means that the graph of & (i.e. the 
set of pairs (argument, result) for f;) is a disjoint union of function graphs, 
namely graph (_& [ Tl ] ) u graph (f; [ T, ] ) . We will call _& a type method, so as to 
distinguish it from its constituent type functions h [ Tl ] and & [ T2 1. 
Step 2. Compute the graph of each type method by solving fixed-point 
equations. 
In the example given, the type function _& [ Tl ] can be defined as iz CX.& (a), 
i.e. in terms of the type method f2, which itself is necessarily defined in terms 
of type functions (its graph being a disjoint union of type function graphs). 
Because of this circular dependency, it is desirable to build for a type function 
a representation which does not involve any type methods. Now, the graph of 
a type function is such a representation and, since an object-oriented program 
will involve a finite, and comparatively small, set of types, such graphs can be 
computed at reasonable space and time cost. 
Graphs for type methods are initialized using function declarations, and 
iteratively refined using a worklist algorithm (Section 3). The point of using 
fixed-point iteration is its capacity to handle recursion. 
Step 3. Compute symbolic expressions for receivers at call sites, i.e. represent 
receiver types as expressions involving type constants and type methods, and 
use the method graphs built in Step 2 to evaluate these expressions. Then infer 
sets of possible function calls so as to obtain a precise call graph. 
Part of the output of Step 1 can be used to build the symbolic expressions 
needed. These expressions are used in lieu of more conventional intraprocedural 
propagation techniques. 
The analysis of the interprocedural propagation algorithm is carried out 
respectively in Section 2, on symbolic interpretation, and Section 3, on fixed- 
point computation of graphs for type methods. Section 4 is devoted to the 
computation of receiver types at call sites. Further sections discuss side-effects 
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and aliasing, applicability to type-checking, complexity, application of the 
symbolic application scheme to other optimization and data flow analysis 
problems, and comparison with related works. 
2. Symbolic interpretation 
2.1. Preliminary definitions 
2.1.1. Data flow framework 
Solving a global (or intraprocedural) data flow analysis problem consists in 
decorating nodes of a control flow graph, which is essentially a flow chart, with 
information on a program’s behavior. Nodes in the flow graph are basic blocks, 
i.e. single-entry single-exit sequences of statements. The information associated 
with a basic block represents assertions which hold on entry to the block. This 
information is modeled as a semilattice, usually a meet semilattice, but this 
paper uses a join semilattice for conformity with the subtype ordering. If a join 
semilattice is used, information on entry to a block B located at the confluence 
of several paths is the result of applying the join operator V among information 
items coming from each path. This operator is accordingly called the CoYlJTUence 
operator of the framework. Information on entry to a block B is mapped to 
information on entry to each successor S of B by a transfer function, which 
can be associated either with block B or with each edge (B,S). A monotone 
framework (L, V, F) is made up of a join semilattice L with join operator V, and 
a set 3 of monotone transfer functions. Monotonicity is important to prove 
the termination of most data flow analysis algorithms. Beside monotonicity, a 
useful property of F is closure under join and composition, which makes it 
possible to extend the definition of transfer functions from edges to paths in 
the natural way. 
2.1.2. k-bounded frameworks 
The concept of k-boundedness was introduced by Tarjan in [23] to express 
a bound on the length of useful execution paths in the presence of loops. 
Let F be a monotone function in a join semilattice 1 and F[‘] be defined as 
follows: 
FE’1 = Fj. v 
j=O 
If transfer functions are associated not only with edges, but also with paths, 
and the ascending chain {F[‘]} has an upper bound F* = VT=, Fj, this upper 
’ The original definition involved a meet semilattice; but switching between the two perspectives 
might be confusing. 
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bound can safely be used as a transfer function for a loop whose body has 
transfer function F. Intuitively, F”, the reflexive transitive closure of F, merges 
the effect of going zero time, once, twice, etc. through the loop; so it takes 
into account all possible paths, and will therefore yield a safe solution. Tarjan 
[23] further proves that using such closures leads to acceptable solutions, i.e. 
solutions lying between the join-over-all-paths solution (which is optimally 
precise) and the minimum fixed-point solution. This is the motivation for the 
concept of k-boundedness, which can be defined as follows: 
Definition 2.1. A monotone function space 7 is k-bounded if and only if, for 
any F in 3, the ascending chain {F ci]} admits an upper bound F rk-ll. 
We observe that, any transfer function F being monotone, we know Frk-‘l 
is an upper bound on { F[‘l} whenever we can prove the following necessary 
and sufficient condition: 
F[kl = F[k-‘1 
Problems mapping variable occurrences to values in a semilattice, like constant 
propagation or type propagation, are necessarily k-bounded if the semilattice 
has the descending chain property. Let h be the height of the semilattice, (V] 
the number of variables in the program; monotonicity implies that the symbolic 
value assigned to each variable can change only h - 1 times as information is 
propagated through a loop, so that the problem is (] VI x (h - 1) + 1 )-bounded. 
In the context of our method for symbolic interpretation, we do not need to 
compute a specific bound on the function space of the problem to solve, as long 
as we know that such a bound exists. Therefore, the output of the algorithm is 
reusable by different k-bounded problems, without any constraint on the value 
ofk. 
The main point to keep in mind for the sequel can be stated as follows. 
Observation. Type propagation is k-bounded. 
2.1.3. Use-definition edges, SSA edges 
A use-delinition edge, or ud-edge for short, for variable occurrence x2 is a 
pair (x2, t), where t is a possible definition site for x2. 
SSA edges are essentially information edges (use-definition or detinition- 
use edges) for a program in Single Static Assignment form, or more commonly 
SSA form. A program is in SSA form if variables are renamed so that there 
is only one assignment to each variable in the program text. At a join point, 
a statement of the form Vi + 4 (Vi, vk ) is inserted for each variable ‘u with 
different renamings in the branches that are being joined. The 4 function 
returns the value of ‘Uj or vk according as control comes from the branch 
where v, or vk is defined. One advantage of using SSA edges is that the effect 
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of two confluent SSA edges like (‘ui, vj) and (vi, ok) can be predicated on the 
value of a branching condition (by associating a predicate with the instruction 
vi c 4 (vj, Q) at construction time). On the contrary, when several &edges 
exist for a variable occurrence, the corresponding definitions can only be 
related through the confluence operator of the framework, which may lead to 
more pessimistic results. 
2.2. General principle 
The general idea consists in (i) building a set of use-definition edges (or 
&edges for short) for each function, (ii) representing these ud-edges as 
reduction rules (ud-reductions) that replace a variable occurrence by the join 
of its reaching defmitions, and (iii) removing circularities from the resulting 
ud-reduction system, so that a symbolic expression for any variable occurrence 
can be obtained by deriving a normal form in a finite number of steps. 
Many advantages accrue from this approach 
( 1) Other problems, like constant propagation, can reuse ud-edges [ lo]. In 
addition, for the purposes of our algorithm, ud-edges can indifferently 
be replaced by SSA edges, which are necessary for propagating constants 
efficiently and accurately [25]. Other problems, like the detection of 
loop invariants and common subexpressions, can be solved easily using 
the very same ud-reduction systems built for type propagation (Sec- 
tion 7.2). Furthermore, some steps involved in the process of putting a 
program into SSA form can be reused by our algorithm for removing 
circularities from ud-reduction systems (Section 7.2.3). 
(2) Use-definition edges can be built by solving the Reaching Definition 
problem, which can be solved independently for each variable of the 
program and is therefore amenable to a form of incremental analysis 
particularly well suited to the requirements of a Language-Based Editor 
~271. 
(3) No exhaustive intraprocedural type analysis is needed at all, for ud- 
reduction systems enable one to solve the intraprocedural problem for 
selected statements. So intraprocedural analysis and flow-sensitive in- 
ter-procedural analysis can be combined without any redundant compu- 
tations. 
This section entirely ignores aliasing and side-effects, which are discussed in 
Section 5. 
2.3. Representing ud-edges as reduction rules 
To illustrate the process, we will consider the program in Fig. 2. 
We construct a set of rules in which X, represents the symbolic value assigned 
to the use of x at site s. When several definitions reach a given use, as at 
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1: x+X0; 
do 
2: x + f(x); 
3: x + g(x); 
while P; 
4: return x ; 
Fig. 2. Program with cyclical use-definition dependencies 
site 2 in the example, the representation merges the corresponding expressions 
through the confluence operator (V in our framework). 2 So, the ud-edges for 
the example will be represented by the following set of ud-reductions: 
x4 --f k(x3) 
x3 *f&J 
x*--,i(x3) vxo 
(rl) 
(r2) 
(r3) 
The system is self-embedding, meaning that it produces derivations like 
x3 * f(g(x3) V X0) or x2 * g(f(x2)) V X0. 
In other words, when trying to reduce exhaustively the symbolic value x3, 
for example, the same reduction will be used cyclically over and over, so that 
no normal form can be computed for x3. 
We will say that reduction ri depends on reduction r, if and only if the 
left-hand side of rj appears in the right-hand side of ri. In the example, we 
have the following set of dependencies {(rl, r2), (r2, r3), (r3, r2)). We can see 
that these dependencies form a cyclical graph. This is equivalent to saying that 
the system is self-embedding; so analysis of the dependency graph provides a 
way of detecting and remedying the self-embedding problem. 
In order to see how to exploit the structure of the dependency graph, we 
propose to detect cycles and process them inside out. 
2.4. Eliminating innermost dependency cycles 
Let us first examine how innermost cycles (i.e. cycles not containing other 
cycles) can be dealt with. 
(1) Let C be an innermost cycle in the reduction system. The first step 
consists in finding a handle h to the cycle C, i.e. a reduction of the form 
X3 + Ei, V Eout, where Ei, is an expression to which reductions in C can 
2 If SSA edges are used, then explicit conditions rather than joins can be used in ud-reductions, 
as illustrated in Section 7.2. 
(2) 
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apply and E,,, is an expression which cannot be reduced by elements 
of c.3 
The next step consists in applying all the reductions of the cycle C 
just once starting at h. This will produce a derivation of the form 
x, * E (xs 1 v &,t. The expression E (xS) is the result of propagating 
the symbolic value x, round a cyclic control flow path. In other words, 
if the cycle is not taken at all, x, will equal Eout, and if it is taken y1 
times, x, will equal En ( Eout ) . More formally, the function Iv. E (v ) is the 
restriction to variable x of the transferfunction corresponding to one pass 
through the control flow cycle which induces the circular dependency. 
Knowing this transfer function and the initial assignment for x,, namely 
E out > we can translate the circularity into the reflexive closure of a 
transfer function, and obtain x, + let @ = Av.E (v ) in @* (E,,,). (The 
naming of the transfer function is just for legibility.) Then, we can 
substitute the output of this derivation for the right-hand side of the 
handle h, thus eliminating cycle C. The circularity being translated into 
a closure, exhaustive derivations can be computed in a finite number 
of steps if the problem to solve is k-bounded. 
If this approach is applied to the present example, we find that there is 
a dependency cycle { (~2, r3), (r3, r2)}, and that a handle to the cycle is r3. 
By applying in succession r3 (the handle) and r2 (the rest of the cycle), we 
obtain the derivation x2 + &fx2 v X0, from which we can build the following 
noncircular ud-reduction system. 
x4 + ‘i(x3) 
x3 -+f(X2) 
x2 -+ let @ = Av.gf(v) in CD* (X0) 
2.5. Eliminating families of nested cycles 
(rl) 
(r2) 
(r3) 
Let us now consider the case in which a dependency cycle is nested in 
another dependency cycle. Then, after the innermost cycle has been translated 
into a closure and eliminated, we will still have a dependency cycle involving 
the transformed handle. The following two reductions typify this situation. 
xi -+ let @ = AV.E(V,yj) in 0*(K) (rl) 
yj+E’(xi) VK’ (r2) 
3 If we take care to initialize every single variable with an error value in a pre-header to the 
program, a handle will always be found, even if some execution paths use variables before defining 
them. 
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Using r2 as the handle, we obtain the derivation 
yj + E’(let CD = lv.E(v,Yj) in CD*(K)) VK’. 
From this point on, everything proceeds as for an innermost cycle, except that 
bound variables may have to be renamed in nested A-forms. 
xi + let @ = AU.E(U,yj) in Q*(K) (rl) 
yj+let 0’ = k’.(E’(let @ = A.v.E(v,v’) in o*(K))) in @‘*(K’) (r2) 
A possible situation, however, is when the reduction containing the closure is 
the only handle to the outer cycle. Then, the strategy is not essentially different. 
If one substitutes CD *(K ) V K for 0 * (K), then a reduction containing a closure 
will look like a regular handle, and the same procedure can be applied. 
2.4. Computing reflexive transitive closures for a k-bounded problem 
In a k-bounded framework, a symbolic expression of the form 
let @ = h~.E(v) in Q*(K) 
can be evaluated using Algorithm 2.6. 
Algorithm 1 (Algorithm for evaluating let @ = h.E(v) in O*(K) ). 
u + K; 
do 
vtv; 
‘u t TTvE(7J); 
while v # V; 
return 21 : 
This algorithm finds an upper bound on the ascending chain {@ lil} using 
condition ( 1)) and so it is limited to k iterations in a k-bounded framework. 
If the subexpression E (‘u ) contains a reflexive transitive closure in which v 
figures as a free variable, then this nested closure will have to be computed 
once at each iteration, for the value of v changes at each iteration except the 
last. Therefore, the cost of evaluating nested closures is bounded by O(k" ), 
where y1 is the maximum number of dependency cycles whose intersection 
is nonempty. This number is a complexity factor asymptotically unrelated 
to program size. Furthermore, it seems possible to conjecture its bound to 
be statistically constant and comparatively low, much like the depth of a flow 
graph, found to lie characteristically between 2 and 3 in Knuth’s famous survey 
[121. 
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Tl 
A 
T2 T3 
T4 
Fig. 3. Example type hierarchy for the flow graph in Fig. 2. 
2.7. Application to type propagation: an example 
Suppose that, in the example of Fig. 2 (given at the beginning of Section 2.3 ), 
X0 symbolizes the initial value of an argument to the function being analyzed, 
and we want to map the values of x4 as a function of X0. First, we will derive a 
normal form for x4 using the reduction system in its noncircular form (shown 
at the end of Section 2.4). 
x4 3 g(f(let CD = /lv.gf(v) in @*(X0)) 
We will further suppose that the subtype hierarchy is as in Fig. 3 and that the 
graphs of the type methods _? and g are as follows. 
graph(f) = {(Tl, Tlj, (T2, Tl), (T3, T2), (T4, T3)) 
graph(g) = {(Tl, T2), (T2, T2), (T3, T3), (T4, T3)) 
When computing the closure appearing in the normal form, we can see that, in 
the most unfavorable case, namely X0 = T4, three joins and three applications 
of @ (i.e. g o f ) are necessary in order to reach a stable solution and ascertain 
that it is stable. This tallies with the fact that the depth of the type hierarchy 
is 3, which bounds to 3 the restriction to one variable of every transfer function 
of the framework. 
T4v&(T4)vgof(gof(T4)) 
= T4v~of(T4)v~of(~of(T4))v,@of(~of(~of(T4))) 
= Tl 
By applying the normal form of x4 to each possible value for X0, we obtain a 
complete mapping for x4. Supposing that the function being analyzed is h [ Tl ] 
and that it is inherited by T2, T3 and T4, we will obtain the following graph 
for the type method A: 
graph(h) = {(Tl, Tl), (T2, Tl), (T3, Tl), (T4, Tl)} 
The fact that the result obtained is uninformative (T 1 is the worst bound we 
could expect to find) is correlated with the fact that more than two applications 
of the restriction to x of the transfer function for the loop body are necessary 
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x +--x0; 
y +-- YO; 
z + zo; 
while P do 
1: x + f(z); 
2: Y + g(x,z); 
3: z + f(y); 
od; 
4: return v: 
Fig. 4. Program illustrating nested dependencies. 
in order to compute a closure. Indeed, this necessarily means that the effect 
of the transfer function for the loop goes in the same direction as the effect 
of the join operation, that is to say that the effect of the transfer function is 
to yield a type greater than the input type. Knowing this, one could adopt 
a heuristic which gives up the computation of a function graph whenever a 
closure costs more than two applications, because the new value for the graph 
cannot generally be expected to be better than the current one. 
2.8. Nested dependency cycles: a complex example 
For a fairly complex example involving nested dependency cycles, consider 
the program in Fig. 4. The initial ud-reduction system is as follows. 
z, -f(y3) vzo (rl) 
%-‘fh) tr2) 
Q-tf(Y3) vzo (r3) 
y3+i(x2,z2) (r4) 
Y4+li(x2,z2)vyo (r5) 
The dependency graph for this system contains three cycles: two innermost 
cycles, (r4, r2, r l} and (r4, r3}, whose union is also a cycle. 
After eliminating the two innermost cycles, the reduction system stands as 
follows. 
z1 -let @ = Lv.f(g(f(v),z2)) in @*(ZO) 
x2+fh) 
z2+let @’ = Av’.f(g(x2,‘~‘)) in @‘*(ZO) 
Y3+ li(x2,z2) 
Y4+ii(x2,z2)vyo 
(rl) 
(f-2) 
(r3) 
(r4) 
(r5) 
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In the transformed system, the outermost cycle is of course still present, it 
contains the nodes rl, r3, and r2 (in this order). 
Using rl as the handle, we obtain the derivation 
zl *let @ = Jv.f(g(f(v), . . 
(let @’ = ku’.f(~(f(zl),v’)) in @‘*(ZO)) )) 
in @*(ZO) 
from which the following noncircular system results. 
z1 -let W’ = ;Iv”.(let @ = iv.f(g(f(v), (rl) 
(let @’ = k’.f(Qr(f(v”),v’)) 
in @‘*(ZO)) )) 
in @*(ZO)) 
in @“* (ZO) 
x* +fh) 
zz-+let @’ = ku’.f(i(X2,‘~‘)) in @‘*(ZO) 
Y3++2,z2) 
Y4-‘&2,-72) v yo 
(r2) 
WI 
(r4) 
O-5) 
3. Computing fixed-point graphs for type methods 
Once a reduction system has been built for each function, chaotic (i.e. 
worklist-based) fixed-point iteration can be used to compute graphs of type 
methods as shown in Algorithm 2. 
Algorithm 2 (Fixed-point iteration for graphs of type methods). 
initialize the graphs of symbolic functions and methods 
to the types declared ; 
place all symbolic functions on the worklist ; 
until the worklist is empty do 
remove an arbitrary symbolic function f [ T] from the worklist ; 
compute graph ( f [ T] ) using the symbolic expression 
for f [ T] and the types found so far ; 
if this value has changed then 
update the corresponding method graph graph(f) ; 
insert all symbolic functions 
whose definition involves f into the worklist ; 
fi; 
od : 
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The step summed up as “update the corresponding method graph graph (f )” 
ensures that the following two conditions are met by constituent function 
graphs graph(f [ T]): (i) the result type for f [T] is the join of the result 
types of all f [T’], T’ d T, and (ii) the graph for f [T] is extended to types 
inheriting an implementation of f from T. 
Dependence relations between symbolic functions are determined using a 
“raw” call graph, in which all possible calls implied by declared types are 
considered. 
Chaotic iteration is preferable to regular iteration because an optimal visit 
order is given straightforwardly by the call graph, whereas regular iteration 
would additionally require finding a topological order of the call graph so as 
to keep down the number of iterations [2,8]. Section 7.1 shows that the time 
bound for this step is on the average proportional to the number of functions 
in a program. 
4. Computing receiver types 
Once a normalized reduction system has been obtained for each function and 
the graphs of type methods are available, computing the type of the receiver at 
a call site is immediate. A symbolic expression is derived from the reduction 
system, and the effect of method calls in this expression is interpreted using 
the graphs of type methods. 
For example, suppose that, in function f3 [T, 1, which is here repeated from 
Fig. 1, we want to find a bound on the type of the receiver at site S. 
body h[Tll(r) : Tl + TI 1 
x, Y : 7’1 ;
x t new(TZ,...) ; 
s:y +- f3(“fl(x)) ; 
Using the normal form for x,, which is immediately inferred from the 
reduction rule x, + T2, and supposing that the fixed-point graph for type 
method ft equals { ( Tl, Tz), (Tz, T3), (T3, TJ)}, 4 a normal form for the receiver 
of f3 will be found to be _?t (T,) = T3, and this shows fs [ Ts] to be the only 
implementation of f3 that can be called at site S. 
4 This is the fixed point we will obtain if the interprocedural step does not improve on the types 
declared for the implementations of jj in Fig. 1. 
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5. Dealing with side-effects and aliasing 
271 
5.1. Incorporating aliasing information into reduction systems 
A strong point of the algorithm presented here is that the only intraprocedural 
problem that has to be solved is a bit-vector problem (typically Reaching 
Definitions), in order to build ud-edges. If some form of flow-sensitive alias 
analysis was factored into the construction of ud-edges, this feature would be 
lost, and the interprocedural problem might become intractable [ 16 1. 
On the other hand, there exist a number of algorithms for collecting the side- 
effects of procedures in a flow-insensitive way (for example [ 71). Therefore, 
a simple idea consists in using the MOD information obtained through such 
an algorithm to determine if reduction rules for a variable v occurring in a 
function f are to be built using ud-edges or a pessimistic estimate, namely 
the declared type. More precisely, given MOD information for each function, 
i.e. a set MOD(f) of global variables and reference parameters which may 
be modified by a function f, we compute in a flow-insensitive way for each 
function f the set SMOD(f ) of all variables-both local and global-which 
may be modified by side-effect at call sites in f. Then, a reduction rule of the 
form 
x2 + E 
will take the form x2 + if x E SMOD then d&(x) else E, where decl(x ) is 
the type declared for x and SMOD is the SMOD information for the function 
being analyzed. 
This means that a normal form will contain conditionals, and so does 
not need to be updated when the SMOD information changes. A similar 
solution is described in [ 51 for a representation of “jump functions” supporting 
incremental changes (see Section 7.3). 
The form of aliasing taken into account by algorithms computing MOD 
information for procedures is aliasing through reference parameters. Another 
form of aliasing is aliasing through pointers. An elegant treatment of their 
incidence on interprocedural analysis can be found in [ 261. It is based on 
closures, inversions, and compositions of copy and alias relations throughout 
a program. Applied to the problem at hand, it could be used to compute 
a set ALIAS of aliasing relations induced by pointers (and taking reference 
passing into account). Such a set being computed for the whole program rather 
than a particular function, its use will lead to more pessimistic assumptions 
than the use of MOD information. Improvements are certainly possible but lie 
outside the scope of this paper. 5 A simple, but pessimistic, approach consists 
5 Possible improvements to Weihl’s approach in the context of an object-oriented language are 
described in [ 14, Section 9.2.61. 
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in assigning its declaration type to any variable participating in the ALIAS 
relation using the same mechanism as for the SMOD sets. 
Solutions yielding more accurate (partly flow-sensitive) analysis of side- 
effects and aliasing are considered in the following sections. These solutions 
involve the whole interprocedural algorithm rather than just symbolic inter- 
pretation. 
5.2. Accurate side-effect analysis 
If a function returns values not only through its result, but also through side- 
effects to global variables and value-return parameters, this is readily amenable 
to the kind of symbolic analysis performed for function results, provided there 
is no aliasing. Note by the way that value-return as well as reference passing 
do not fare well with object-oriented languages, as these can only be performed 
in a semantically safe way if the static types of actual and formal parameters 
match exactly, which runs counter to the philosophy of subtype polymorphism. 
This is one of the reasons why we will consider here only global variables, 
the other reason being that they illustrate all the problems which may arise in 
dealing with alias-free side-effects. 
The idea consists in replacing a method call x + f (. . .) by a series of 
assignments of the form 
211 + fv, (. . .>; 
212 + j&L..); 
vn + fv” (. . .I; 
x +-- fp(...); 
The Vi’s denote the variables global to the program portion under analysis. 
Note that the assignment to x must come last, because x might be a global 
variable. The function denoted by fVi is a function which makes no side-effect 
(a “pure” function) and returns the value of Vi as updated by f. The function 
fp is a pure version of the original function. Of course, these functions do not 
have to be built, and the substitution is performed only for the sake of symbolic 
interpretation. The symbolic function associated with each of the functions fV, 
is derived by adding a dummy use of vi to the exit block off before ud-edges 
are built, and then computing a normal form for this occurrence. 
Note that by adding one assignment per global variable Ui and equating if 
needed fV, to the identity function, we avoid having to modify all call sites 
when a variable becomes affected or unaffected by a given function. 
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5.3. Feedback possibilities 
The algorithm described in this paper could fit into a scheme like the 
following: 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
Carry out flow-insensitive alias and side-effect analysis. 
Put the program into SSA form and build SSA edges. 
Build noncircular ud-reduction systems for functions. Reduction rules 
should contain conditionals rather than join operations (as in the ex- 
amples given in Section 7.2). 
Build graphs for type methods and compute receiver types so as to 
improve the call graph. 
Perform conditional constant propagation, as in [25]. Improve the call 
graph as dead code is eliminated. 
Use constant propagation interprocedurally, as described in [25], to 
provide flow-sensitive feedback to alias analysis. 
If the call graph has been improved, iterate, skipping redundant com- 
putations. 
Considerable precision could be derived from such a scheme, but opportu- 
nities for incremental processing are diminished if feedback is used between 
the different steps. Note that the bound on the maximum number of iterations 
can be made arbitrarily constant, so that the introduction of feedback does not 
necessarily increase the complexity of the algorithm. 
6. Increased precision and application to type-checking 
The present scheme can be applied to a declaration-free language. Note 
however that, in the absence of function declarations, object-oriented type- 
checking in the presence of recursion is undecidable, as shown in [ 11. From a 
practical point of view, type inference schemes can hope to detect some, but 
not all type errors; on the other hand, some correct statements can be flagged 
as erroneous. 6 
In a language like Smalltalk, which strictly speaking has no declarations, all 
we know about function types is given by procedural attachment and subtyping 
information, which specify the classes to which a given method implementation 
is attached and the classes which can inherit it. In our terminology, class 
information specifies bounds on the types of receivers. As far as the type of 
other arguments and return types are concerned, we have to start from the 
lattice T, i.e. from minimal information. 
This section discusses two enhancements which can be brought to the basic 
algorithm in order to improve its precision: (i) inference of the types of 
6 Examples can be found in [ 181. 
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message receivers, and (ii) propagation of type sets rather than type bounds 
in crucial cases. The first of these specifically aims at compensating the lack 
of information from declarations. The other is more general in scope, but is 
almost mandatory in the context of type-checking, owing to the scarcity of 
initial information. 
6.1. Inferring the types of message receivers 
When the program to analyze does not contain complete declarations and 
so cannot be constrained to type-check before type propagation is run, it is 
important to infer from each method call that the type of the receiver is 
restricted to those types which can inherit the method. In the context of 
assignment-based propagation, this can be achieved by inserting after each 
method call a statement whose effect is to assign to the receiver the closest 
common subtype between its current type assignment and the maximal type 
for a receiver of the given method. The assignment inserted is fictitious, and 
affects only the symbolic value (type bound) of the receiver variable. This 
device presupposes two conditions: on the one hand, temporary variables are 
introduced in the intermediate language, so that a method receiver is always a 
variable; on the other hand, the semilattice must be complete in the sense that it 
must contain a bottom element I; the intuitive meaning of this element is “type 
error”. Note that we suppose that there is no overloading of method names 
across unrelated classes. Information on method attachment and subtyping is 
enough to check this constraint. 
6.2. Propagating singleton sets of types 
If symbolic expressions involve only upper bounds on dynamic types, we 
may loose a significant amount of precision, as will appear in Fig. 5, a slightly 
modified version of Fig. 1. 
For example, at site t, we cannot statically solve the call to ft knowing that 
an upper bound on the receiver type is T,, since fi [ Tl ] and ft [ T3 ] are then 
equally likely to be called. However, if we used a special notation to denote sets 
of dynamic types rather than upper bounds, say for example {T}, as opposed 
to T, which is an upper bound, we would have the reduction rule 
from which the symbolic expression {T2} follows immediately, allowing the 
call to be solved statically. 
On the other hand, if we consider the receiver as an ordinary argument 
when computing the graph for fi [ Tl 1, i.e. consider that an upper bound on the 
initial type of r is T1 or T2, we will miss the fact that the receiver can never be 
of type T3 (or else fi [ Ts] would have been called instead), and therefore fail 
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body fi[T~](r) : TI + TI { 
i /” code leaving r untouched ‘/ 
if P then 
s: 2 + A(r) ; 
1 . 
body ~~[TI](T) : TI + TI { 
5, Y : TI; 
I e new(Tz,. . .) ; 
t: y + h(fi(5)) ; 
Fig. 5. Call sites requiring precise knowledge of dynamic types. 
to solve statically the recursive call at site s. Therefore, we introduce a special 
symbol for the initial type of the receiver in a function body, for example (~0). 
Of course, when the symbols (~0) and {T} appear as arguments to symbolic 
methods, they have to be interpreted as upper bounds, due to the semantics 
built into the graphs of symbolic methods. 
7. Concluding remarks 
7.1. cost 
7.1.1. Fixed-point computation of graphs for symbolic methods 
In the iterative determination of type method graphs, the number of visits 
for a given type function is 1 plus the number of times a predecessor in the 
call graph changes. Therefore, if F is the dependence factor, i.e. the average 
number of predecessors in the dependence graph for each type function, and 
H is the height of the subtype semilattice, the cost is 0 (F x N x (H - 1) ). If 
we assume that F in practice does not depend on the size of a program, we 
can write this cost 0 (N x (H - 1) ) _ If on the other hand, H can be expected to 
grow very slowly with the size of a program and be asymptotically constant, we 
find a cost essentially proportional to the number of functions, which in turn 
can be estimated proportional to the size of a program for a given language. 
7.1.2. Symbolic interpretation 
Symbolic interpretation involves the following operations: 
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(1) Computation of ud-edges or SSA edges: Almost linear algorithms exist 
for both. In addition, the output of this computation is eminently 
reusable. 
(2) Representation of these edges as a system of ud-reductions connected 
by dependency edges: An assignment statement (definition) and its 
outgoing ud-edges can be viewed as a ud-reduction rule. Therefore, 
this representation does not need to involve any physical operation. In 
practice, if complementary information is to be added to each definition 
in order to speed up further processing, this information can be added 
either while building ud-edges or in a single traversal of the control flow 
graph. 
(3) Detection and elimination of cycles: Innermost cycles and handles to 
these cycles can be detected in linear time by marking nodes adequately 
during a traversal of the dependency graph. However, several successive 
passes of cycle detection and elimination will be necessary in case of 
cycle nesting. If we accept the hypothesis that nesting depth cannot be 
systematically correlated to program size and has a statically constant 
bound for the great majority of programs found in practice, then this 
cost turns out to be proportional to the number of reductions. 
(4) Derivation of normal forms: The maximum number of method applica- 
tions and joins necessary to compute a normal form is a characteristic 
of the program to analyze which, here again, does not have a system- 
atic correlation with the size of this program, and can be expected to 
be asymptotically constant as this size increases. Therefore the cost of 
normal form derivation for one given occurrence can be considered 
bounded by a constant. Note furthermore that, each time the normal 
form for the symbolic value of an occurrence is computed, this normal 
form can be substituted for the right-hand side of the reduction defining 
this value, which means that each normal form has to be computed only 
once, and that the cumulative effect of this incremental expansion of 
the reduction system is to decrease the amount of dependence between 
reductions, thus diminishing the number of reductions necessary for the 
computation of normal forms. 
If the average number of variable occurrences in a function and the number of 
functions are considered proportional to program size, then the cost of symbolic 
interpretation, like that of interprocedural propagation, can be expected to be 
linearly related to program size. 
7.2. Other applications of normalized reduction systems 
7.2.1. Interprocedural constant propagation 
In order to compute autonomous representations of symbolic functions, we 
use method graphs, exploiting the finiteness of the type propagation semilattice. 
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1: pl + 2; 
2: x1+3; 
3: ylc5; 
4: ifpl = 2 then 
5: x2+- 5; 
6: y2+ 3; 
7: “,; + [if pl = 2 then x2 else xl]; 
8: y3 + [if pl = 2 then y2 else y 11; 
9: zl +x3+y3; 
Fig. 6. Example program for constant propagation. 
In the constant propagation framework, this solution is obviously not available. 
One way in which symbolic functions could be used, however, is by performing 
P-reductions, i.e. expanding calls to symbolic methods for those parts of the 
call graph which are not recursive. Note that the expansion of a method may 
be the join of several expressions. The symbolic representations obtained after 
the expansion process can be used to determine if the value returned by a 
function being passed constant parameters is constant. Wegman and Zadeck 
[25] note that the passing of constant parameters occurs very frequently, so 
the profitability of such an approach could be fairly high. 
7.2.2. Intraprocedural constant propagation 
Simple constant propagation using normalized reduction systems is imme- 
diate: a variable occurrence whose normal form is a constant expression is 
constant. Furthermore, if the program is in SSA form and predicates are asso- 
ciated with &functions, as suggested in Section 2.1.3, solutions more precise 
than the maximal fixed point (in a meet semilattice) can be attained. Consider 
for example the program in Fig. 6, in which &functions have been replaced 
by their associated conditional expressions (within [[I to distinguish them from 
expressions to be evaluated dynamically). 
The reduction system for this program is the following. 
pl+2 
x.2+ 5 
x1+3 
y2 * 3 
yl-5 
x3 -+ if ~‘1 = 2 then x2 else xl 
i3 + if p’l = 2 then y’2 else y’l 
(rl) 
(r2) 
(r3) 
(r4) 
b-5) 
(r6) 
(r7) 
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Here, the symbolic value of an occurrence vs is denoted by ii. The site iden- 
tifier does not have to be specified, because a given variable name corresponds 
to a unique definition and therefore a unique reduction rule. 
Symbolic interpretation can be seen to perform conditional constant propa- 
gation if one observes that the normal form of the expression assigned to zl 
at site 9, namely 
(if 2 = 2 then 5 else 3) + (if 2 = 2 then 3 else 5), 
evaluates to a constant value. In this respect, the present method yields results 
analogous to the results presented in [25]. However, one can further notice that, 
even if the normal form for p 1 was nonconstant (i.e. contained a confluence 
operator with nonequal operands) or undefined (i.e. contained an occurrence 
defined outside the program under analysis), it would still be possible in this 
case to factor out the predicate in the expression assigned to zl, thus obtaining 
the expression 
if p 1 = 2 then 5 + 3 else 3 + 5 
and finding out that this expression is constant. The only other method de- 
scribed in the literature which seems likely to reach this degree of precision is 
Reifs and Lewis’ symbolic interpretation (see Section 7.3). 
7.2.3. Two-phase approach to optimization 
As a precise exploration tool, normalized reduction systems can reveal prop- 
erties of a program which otherwise could be brought out only through program 
transformation. Thus, they open the possibility of a two-phase approach to pro- 
gram optimization consisting of (i) analysis and transformation planning, and 
(ii) fulfillment of the transformation plan. This is to be opposed to the alter- 
nation of transformation and analysis phases which is common in optimizing 
compilers. Though the design of a good planning approach to optimization is 
still a subject for research, it seems to offer potential advantages both in terms 
of optimizer speed and optimization thoroughness. 
As an example, consider the program fragment outlined in Fig. 7. 
Omitting the (trivial) reductions corresponding to the pre-loop definitions, 
the initial &reduction system for this outline is as follows. 
y3 + y’o v y’2 (rl) 
yI +x0 + 1 (r2) 
zl -+;l *6 (r3) 
~‘2 --+ if iI then y’l else y.3 (r4) 
ql-y2*7 (r5) 
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cl0 + eo; 
x0+x0; 
yo + YO; 
zo + zo; 
while P do 
y3 t q+(yO,y2) ; /* no associated predicate */ 
if LI then 
yl +x0+ 1; 
zl tyl*6; 
fi; 
y2 t [if LZ then yl else y3] ; 
ql ty2*7; 
od; 
Fig. 7. Example program for the detection of loop invariants. 
We note that the definition y3 + 4(yO, y2), introduced as part of building 
the SSA form, materializes the handle to a cycle of &-reductions. This shows 
that these cycles and their handles have to be identified in order to put 
a program into SSA form. Consequently, the step consisting in identifying 
dependency cycles and handles to these cycles does not have to be performed 
if SSA edges are used. A noncircular version of the reduction system is the 
following. 
y3+let @ = ilv.(if iZ then y’l else v) in @*(yb) (rl) 
y1 +x0 + 1 (r2) 
Zl -4*6 (r3) 
i2 + if LZ then y’l else i3 (r4) 
;l+j2*7 (r5) 
Now, assuming LI to stand for some loop-invariant expression, consider the 
problem of determining whether ql is a loop invariant. Normally, this fact 
will not appear until the flow graph is transformed in such a way that the 
loop invariant predicate LI is hoisted out of the loop, which results in the if 
statement dominating two versions of the loop. Then, data flow information 
has to be recomputed, or incrementally updated, in order to discover that the 
definition of ql can also be hoisted out. However, if we compute the normal 
form of 41, which is 
(if LI then 
x0+ 1 
else (let@ =Av.ifilthen~O+ 1 elsevin@*(fO))*7 
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we will discover that the symbolic value of q 1 exclusively depends on the loop 
invariants LZ, X0 and YO. 
This information could be used in assessing the usefulness of hoisting the 
condition statement out of the loop as part of building a global optimization 
plan. 
7.3. Comparison with related works 
Interprocedural type propagation is performed in the Self optimizer [ 61, 
where type analysis relies on procedure integration and code duplication. The 
method described here, on the contrary, allows to keep the analysis phase 
separate from the transformation phase, which results in more flexibility, more 
modularity, and therefore more potential for incrementality. 
Suzuki [22] describes a very powerful method for interprocedural type 
propagation which combines intraprocedural data flow analysis and inequality 
propagation through transitive closure and unification. The emphasis of this 
approach is on type-checking, so the scheme described is not intended to fit in 
the global context of an optimizer. A main drawback of the algorithm described 
is that intraprocedural analysis has to be carried out exhaustively each time a 
function is visited during interprocedural propagation. 
Palsberg and Schwartzbach [ 17,181 take a similar approach, but propose a 
number of devices to avoid redundant computations. Only the interprocedural 
part of the algorithm is concerned by these improvements, however, for the 
authors do not attempt any flow-sensitive intraprocedural type propagation. 
Borning and Ingalls [ 31 describe a very practical scheme for flow-insensitive 
type determination inside a procedure for a version of Smalltalk with func- 
tion declarations and optional variable declarations. It does not include any 
interprocedural type propagation. 
Callahan, Cooper, Kennedy, and Torczon [ 5 ] describe a scheme for inter- 
procedural constant propagation. This scheme involves symbolic interpretation 
to compute “jump functions” (symbolic expressions for actual parameters) and 
“return jump functions” (“symbolic functions” in our terminology). Most of 
the paper, however, is devoted to the use of jump functions, and the properties 
of return jump functions are only given cursory, if insightful, consideration. 
Wegman and Zadeck [ 251 describe an algorithm for constant propagation 
which shares many objectives with the present paper: this algorithm propagates 
constants to branching conditionals, so as to eliminate superfluous flow graph 
edges, just as the present scheme propagates types to eliminate superfluous call 
graph edges; it uses sparse representations (SSA edges) for the sake of efficiency 
(which is an improvement over [24] ), just as we use such representations to 
avoid redundant computations (which is an improvement over [ 221). 
Reif and Lewis [20] describe a linear-time algorithm for symbolic interpre- 
tation. It is not equivalent in effect to the method used here, however. The 
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symbolic value of an expression is expressed in terms of functions and partic- 
ular variable occurrences. A set of symbolic values for all variable occurrences 
is called a cover of the program. A minimal cover relates the value of each 
occurrence to its earliest definition points in the program. Reif and Lewis 
show that finding a minimal cover is generally undecidable, and accordingly 
propose an algorithm to find the best possible cover in linear time. However, 
expressing, as we do, the type of a returned expression in terms of values on 
entry to the function involves computing a minimal cover for the function. 
Thus, at the cost of restricting the validity of the cover found to k-bounded 
problems, our approach makes it possible to compute a minimal cover in linear 
time. In other words, the originality of the approach presented in this paper 
consists in trading off generality for expressive power. 
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