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ABSTRACT
The School of Graduate Studies
The University of Alabama in Huntsville
Degree_________Doctor of Philosophy_____College/Dept.__Engineering/Mechanical
and Aerospace Engineering_____
Name of Candidate_______Kevin Schillo______________________________________
Title_Three-Dimensional Modeling of Fusion Yield in Plasma Jet-Driven MagnetoInertial Fusion

Controlled nuclear fusion in a laboratory is a challenging problem. After more than
half a century of research, no fusion reactor has been developed that is capable of
generating more energy than what is required to operate the reactor. Creating accurate
simulations of the fusion plasma conditions at peak compression is crucial to guide the
development of future fusion experiments and ultimately determine what is necessary to
create a viable fusion reactor.
This dissertation presents an investigation into three-dimensional simulations of
neutron and alpha particle yield of deuterium-tritium fusion. An overview of the physics
of nuclear fusion presents the attractive features of the deuterium-tritium reaction. This is
followed by an overview of fusion confinement methods, with magneto-inertial fusion
shown to offer a wide parameter space. The exploration of this parameter space has led to
many concepts, with one being plasma jet-driven magneto fusion (PJMIF), the focus of
this dissertation. A power balance study and Lindl-Widner diagrams were constructed to
determine what conditions are necessary to achieve breakeven in an unmagnetized and
magnetized deuterium-tritium target. This analysis was then used to determine what
conditions to simulate in the three-dimensional smooth particle hydrodynamic code
SPFMax. Among the cases simulated in SPFMax were an unmagnetized target, a
iv

magnetized target, a target with a cold afterburner, and a target with predefined surface
non-uniformities superimposed by spherical harmonics. The yield and gain are presented
for each of these cases, with an examination of what factors enhance and degrade the yield.
Finally, concluding remarks and suggestions for future areas of research are presented.
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To my grandfather Richard Schillo, on whose deathbed I promised that I would become
the next Dr. Schillo.

“It is difficult to say what is impossible, for the dream of yesterday is the hope of today
and the reality of tomorrow.”
—Robert Hutchings Goddard

CHAPTER 1

INTRODUCTION

This dissertation presents the results from a three-dimensional numerical modeling
technique to simulate energy and neutron yield in a fusion plasma. Generating controlled
fusion reactions in a laboratory is a challenging problem, and accurately simulating the
plasma is vital in order to guide the development of future experiments. To orient the
reader, the first chapter of this dissertation presents the fundamental physics behind nuclear
fusion and different engineering concepts that have been or are being explored to develop
a viable fusion reactor.
Nuclear fusion is the process by which multiple like-charged atomic nuclei are
joined together to form a heavier nucleus. In order for a fusion reaction to occur, two
positively charged nuclei must overcome the Coulomb barrier, an energy barrier that results
from the electrostatic repulsion of the positively charged nuclei. This barrier can be
overcome if the nuclei have sufficiently high temperature and kinetic energy. Quantum
tunneling also enables fusion reactions to occur with energies lower than the height of the
Coulomb barrier.

1

Many fusion reactions exist in nature, but only several may be used in reactors.
Among the reasons for this limitation is that the fusion fuel isotopes must have large cross
sections in order to generate a sufficient reaction rate as given by
𝑑𝑁𝑓𝑢𝑠
= 𝑛1 𝑛2 〈𝜎𝑣〉𝑉
𝑑𝑡

(1.1)

with the cross section given by 𝜎 being a measure of the number of reactions per target
nucleus per unit time when the target is hit by a unit flux of particles. The reactivity 〈𝜎𝑣〉
is the probability of a fusion reaction per unit time per unit density of target material. Target
nuclei move, so the relative velocity is different for each pair, and so the averaged reactivity
is needed, which is given by
∞

〈𝜎𝑣〉 = ∫ 𝜎(𝑣)𝑣𝑓(𝑣) 𝑑𝑣

(1.2)

0

Isotope reactions that may be used in reactors include deuterium-tritium,
deuterium-deuterium, deuterium-helium-3, and p-boron-11. The products for each of these
reactions are given by
𝐷 + 𝑇 → 4𝐻𝑒(3.5 𝑀𝑒𝑉) + 𝑛(14.1 𝑀𝑒𝑉)

(1.3)

𝐷 + 𝐷 → 𝑇(1.01 𝑀𝑒𝑉) + 𝑝(3.02 𝑀𝑒𝑉) 50%
𝐷 + 𝐷 → 3𝐻𝑒(0.82 𝑀𝑒𝑉) + 𝑛(2.45 𝑀𝑒𝑉) 50%

(1.4)

𝐷 + 3𝐻𝑒 → 4𝐻𝑒(3.6 𝑀𝑒𝑉) + 𝑝(14.7 𝑀𝑒𝑉)

(1.5)

𝑝 + 11𝐵 → 3 4𝐻𝑒 + 8.7 𝑀𝑒𝑉

(1.6)

The reactivity for these reactions are shown in Figure 1.1
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Figure 1.1. Reactivity of controlled fusion reactions.

From this figure, it can be seen that the deuterium-tritium reaction has the highest
reactivity at the lowest temperature. This has a major effect on the viability of a fusion
reactor design, as will be shown in the following section. For a more complete discussion
on advanced fuels, see [1-3].
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1.1 Fusion Criteria

Criteria are needed in order to determine the viability of a reactor design based on
whether it will be able to achieve thermonuclear ignition and what conditions are required
to achieve ignition. Two of these criteria are the Lawson criterion and the triple product,
which are discussed in the following subsections for each of the different controlled fusion
reactions.

1.1.1 Lawson Criterion

When a fusion reaction occurs, the energy release per unit time per unit volume is
given by [4]
𝑃𝐹 = 𝑛1 𝑛2 〈𝜎𝜈〉𝐸𝐹

(1.7)

Power losses act against this and impair the viability of a fusion reactor. The
Lawson criterion, derived by Lawson in 1955, has often been used to determine what
conditions must be met in order for thermonuclear fusion ignition to occur in a reactor.
Fusion ignition is a plasma condition in which the fusion products are able to provide
sufficient heating to the plasma to maintain fusion conditions against power losses [5].
Sources of power losses include radiation, conduction, and transport across magnetic field
lines. For a magnetically confined plasma, the energy confinement time is defined as the
time at which the diffusive energy loss equals the total energy content of the plasma, with
the total thermal energy of the plasma given by

4

𝐸𝑡ℎ =

3
(𝑛 + 𝑛𝑒 )𝑘𝐵 𝑇𝑉
2 𝑖

(1.8)

For a plasma in which 𝑛 = 𝑛𝑖 = 𝑛𝑒 , the diffusion power loss is
𝑃𝑑𝑖𝑓 =

3𝑘𝐵 𝑇𝑉
𝜏𝐸

(1.9)

Another major source of power loss is radiation emission from Bremsstrahlung,
which results from charged particles being deflected by another charged particle’s electric
field. This radiation can be calculated by first finding the cross section for the emission of
photons with energy ℎ𝑣 by electrons with incident energy 𝑣𝑒 and is given by
𝑑𝜎 32𝜋 2 𝑍𝑖2 𝑞 6
=
𝑑𝜈
3√3 𝑚𝑒2 𝑐 3 𝑣𝑒2 ℎ𝜈

(1.10)

To obtain the spectral emission for a plasma with a Maxwell distribution of free
electrons, the velocities are integrated from the lowest velocity sufficient to produce a
photon with energy ℎ𝑣, which is obtained from

𝑣𝑚𝑖𝑛 = √

2ℎ𝜈
𝑚𝑒

(1.11)

The spectral energy emission per mass is then given by
∞

ℎ𝜈
𝑑𝜎
𝜂𝜈 =
∫ 𝑑𝑣 𝑓(𝑣) 𝑣
4𝜋𝐴𝑚𝑝
𝑑𝜈

(1.12)

𝑣𝑚𝑖𝑛

Which can be integrated to give
𝜂𝜈 =

16𝜋𝑞 6

𝑍𝑖2 𝑛𝑒

3√6𝜋𝑚𝑒2 𝑐 3 𝑘𝐵 𝑇𝑒
√
𝑚𝑒 𝐴𝑚𝑝

exp (−

ℎ𝜈
)
𝑘𝐵 𝑇𝑒

(1.13)

The total specific power of Bremsstrahlung radiation per unit mass is then given by
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∞

(1.14)

𝑃𝐵 = 4𝜋 ∫ 𝜂𝜈 𝑑𝑣
0

This can be integrated to give

𝑃𝐵 =

𝑞6
𝑘𝐵 𝑇𝑒 𝑍𝑖3 𝜌
√
3√6𝜋 𝑚𝑒 ħ𝑐 2 𝑚𝑒 𝑐 2 (𝐴𝑚 )2
32𝜋

(1.15)

𝑝

When a magnetic field is used in magnetic or magneto-inertial confinement fusion,
cyclotron radiation is emitted when charged particles are accelerated by the Lorentz force.
This is given by [6, 7]
𝑃𝐶 =

4𝑞 2 𝑘𝐵 𝑇𝑒 2
𝜔 𝑛
3𝑐 3 𝑚𝑒 𝑐 𝑒

(1.16)

𝑞𝐵
𝑚𝑒 𝑐

(1.17)

in which
𝜔𝐶 =

Electrons dominate thermal conduction due to their mobility. The electron thermal
conductivity perpendicular to a magnetic field is given by
5/2

𝑘⊥,𝑒

9.6958 × 103 𝑇𝑒
=
𝑍 ln 𝛬

𝑓𝛾1 𝑥 2 + 𝑓𝛾0
(
)
𝛥

(1.18)

in which the Hall parameter is given by
5/2

5.5127 × 10−8 𝐵𝑇𝑒
𝑥=
𝑛𝑒 𝑍 2 ln 𝛬 𝑚𝑒

(1.19)

𝛥 = 𝑥 4 + 𝑓𝛿1 𝑥 2 + 𝑓𝛿0

(1.20)

the coefficient 𝛥 is given by

the four f coefficients are defined as
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𝑓𝛾0 = 11.92 (0.10067 +

0.58456
)
−0.35 + 𝑍1.1

(1.21)

0.30317
)
𝑍

(1.22)

𝑓𝛾1 = 4.664 (0.69683 +
𝑓𝛿0 = 3.7703 (0.025489 +
𝑓𝛿1 = 14.79 (0.50588 +

0.63343
)
−0.35 + 𝑍 3/2

(1.23)

0.40765
)
−0.175 + 𝑍

(1.24)

The average volumetric thermal conduction power can be modeled as
𝑃𝐸 = −

𝑘𝑒 ∇𝑇𝑒 𝑆
𝑉

(1.25)

For a spherical geometry, this can be approximated as
7/2

2.91 × 104 𝑇𝑒
𝑃𝐸 = −
𝑍 ln 𝛬 𝑅ℎ2

𝑓𝛾1 𝑥 2 + 𝑓𝛾0
(
)
𝛥

(1.26)

The Lawson criterion requires for the fusion heating to be greater than all of the
losses, expressed by
1 2
3𝑛𝑘𝐵 𝑇
𝑛 〈𝜎𝜈〉𝐸𝐹 ≥
4
𝜏𝐸

(1.27)

This can be rearranged as
𝑛𝜏𝐸 ≥

12𝑘𝐵 𝑇
𝐸𝐹 〈𝜎𝜐〉

(1.28)

The Lawson criterion for each of the four examined fusion reactions is shown in
Figure 1.2
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Figure 1.2. Lawson criterion of controlled fusion reactions.

The deuterium-tritium reaction can be seen to achieve a minimization of the
Lawson criterion at the lowest temperature due to the high cross section shown in
Figure 1.1. This, coupled with the triple product described in the following subsection,
makes the deuterium-tritium reaction particularly attractive for fusion research.
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1.1.2 Triple Product

The product of a fusion plasma’s density, confinement time, and temperature is
another useful figure of merit for the design of fusion reactors. The triple product inequality
is given by
𝑛𝜏𝐸 𝑇 ≥

12𝑘𝐵 𝑇 2
𝐸𝐹 〈𝜎𝜐〉

(1.29)

If a fusion reactor has a triple product greater than the value on the right side of the
inequality, then the fusion energy generated by the reactor will be greater than the energy
needed to generate and confine the fusion plasma. This achievement has not yet been made
in any fusion reactor.
The triple product for each of the four examined fusion reactions is shown in
Figure 1.3
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Figure 1.3. Triple product of controlled fusion reactions.

This figure shows that the deuterium-tritium reaction has the lowest triple product
at the lowest temperature, which occurs at 14 keV, with this temperature being equivalent
to 162.47 million Kelvin. The low triple product of the D-T reaction makes this reaction
particularly attractive for reactor design. However, for completeness, some of the
challenges associated with the D-T reaction should be discussed. As shown in Equation
1.3, the D-T reaction produces a 3.5 MeV alpha particle and a 14.1 MeV neutron. As will
be shown in Chapter 6, neutrons deposit very little energy in fusion plasmas, and so alpha
particles are the main source of self-heating.
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In addition, tritium has a half-life of 12.32 years and must be produced by neutron
activation of lithium-6 in nuclear reactors in the reaction
6

𝐿𝑖 + 𝑛 → 4𝐻𝑒 + 𝑇 + 4.86 𝑀𝑒𝑉

(1.30)

Alternatively, tritium may be produced from the interaction of high-energy
neutrons with lithium-7 in the endothermic reaction
7

𝐿𝑖 + 𝑛 → 4𝐻𝑒 + 𝑇 + 𝑛 − 2.87 𝑀𝑒𝑉

(1.31)

Another difficulty with the D-T reaction is that the neutrons produced can cause
neutron activation and damage to reactor materials.
Despite these obstacles, the D-T reaction remains attractive to researchers due to
its high reactivity and low triple product. It is for this reason that the focus of this
dissertation is on simulating fusion in a deuterium-tritium plasma.

1.2 Fusion Confinement Methods

Decades of research have led to many different concepts for confining plasma and
bringing it to conditions necessary to initiate nuclear fusion. These include inertial
electrostatic confinement, inertial confinement, magnetic confinement, magneto-inertial
confinement, and fission-fusion hybrids.

1.2.1 Inertial Electrostatic Confinement

In inertial electrostatic confinement (IEC), a spherical electrostatic field is used to
create a potential well to confine fusion fuel ions [8]. The high voltage accelerates the ions
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toward the center of the field, where they collide and undergo fusion reactions [9]. Many
IEC devices are of low enough cost and complexity that many universities and hobbyists
are able to assemble and operate them. However, the IEC method has thus far proven
unable to bring fusion fuel to thermonuclear conditions, and so the plasma within IEC
apparatuses has non-thermal energy distributions. This causes many power losses as the
ions that are hot enough to undergo fusion collide with other, colder ions that will be unable
to undergo fusion reactions. This major obstacle has proven difficult for IEC researchers
to overcome [10].

Figure 1.4. IEC chamber [11].
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1.2.2 Fission-Fusion Hybrids

A fission-fusion hybrid consists of fusion fuel plasma surrounded by a liner that
may consist of thorium, natural uranium, or depleted uranium. A mechanism such as a laser
or particle beam initiates fusion reactions in the plasma. High-energy neutrons generated
by the fusion reactions then initiate fission reactions in the surrounding liner, causing the
liner to implode on the plasma. This increases the plasma’s density and temperature, which
releases more fusion neutrons that further amplify the fission reaction rates in the liner.
This continues until a detonation wave propagates through the system [12, 13]. Research
on using fission-fusion hybrids for power generation or propulsion has been restricted due
to their weapons applications.

1.2.3 Magnetic Confinement Fusion

Magnetic confinement fusion (MCF) uses strong magnetic fields to confine lowdensity plasmas in a large volume reactor. For MCF, the ion density of the plasma is on
the order of ~1015 cm-3, the plasma may occupy a volume in the range hundreds of cubic
meters, and the reactor has continuous steady-state operation over long time frames. The
magnetic fields keep the ions from touching the material of the walls, which reduces
thermal losses. The International Thermonuclear Experimental Reactor (ITER) is one of
the most ambitious MCF projects ever pursued and seeks to produce 500 MW of fusion
power in a tokamak reactor with a fusion gain of about 10 with operating times of 300-500
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seconds [14]. Other magnetic fusion energy (MFE) concepts include dynamic mirrors,
spherical toruses, spheromaks, and field reversed configurations (FRC) [15].

Figure 1.5. ITER concept [16].

1.2.4 Inertial Confinement Fusion

Inertial confinement fusion (ICF) uses a spherically symmetric distribution of highenergy laser pulses or heavy ion beams to compress a target of fusion fuel. The implosion
of the target has five stages, which consist of ablation, implosion, stagnation, ignition, and
burn. Laser energy is deposited into the outer layer of the target during the first phase. This
ablates the outermost layer of the target and causes the remaining material to implode.
Shock waves then form, and once these shock waves reach the inner layer of the target, the
14

power of the laser is increased. The pressure then peaks, at which point the majority of the
target’s plastic layer has been removed. The inner material then reaches the center of the
target, and a hot spot is created that has a pressure and temperature great enough for fusion
reactions to occur. These conditions last for tens of piocseconds, during which ignition
occurs, and a burn wave is generated that flows outward and consumes the surrounding
fuel layer of the target [4, 15]. One of the most ambitious ICF projects is the National
Ignition Facility (NIF) operated by the Lawrence Livermore National Laboratory. NIF is
the largest and most energetic laser facility ever built and seeks to achieve fusion ignition
with deuterium-tritium fuel [17, 18].

Figure 1.6. National Ignition Facility [19].
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1.2.5 Magneto-Inertial Fusion

In magneto-inertial fusion (MIF), a strong magnetic field is used to implode a liner
onto a fusion fuel target until fusion reactions occur [20, 21]. There are four stages of target
compression in MIF. In the first stage, a seed magnetic field is generated inside the fusion
target. This magnetic field provides the fusion fuel with thermal insulation from the plasma
liner. As the magnetic field is compressed, the plasma pressure is also increased, which
provides heating of the fuel. The strength of the magnetic field is increased as the
temperature and pressure of the fuel increase [22]. There are limits for the maximum
convergence ratio of the compression, and this makes it necessary for the seed magnetic
fields to be large enough such that a field strength in the mega-gauss range will reached
upon compression [23].
The plasma conditions in which magneto-inertial fusion operates exist in the
density and energy parameter space between MCF and ICF, with MIF requiring lower
densities than what is required for ICF and lower plasma energies than MCF requires. This
is illustrated in Figure 1.7, with the line plots representing the scaling of a reactor needed
for a 10 keV deuterium-tritium plasma to overcome thermal conduction and radiation
power losses from electron transport of energy [15]
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Figure 1.7. Parameter space for MCF, MIF, and ICF [15].

The parameter space that MIF exists within offers several advantages over MCF
and ICF methods. Compared to MCF, MIF operates at much higher fuel densities. Fusion
reactivity scales as a function of the fuel density squared, allowing for the reactivity rate of
MIF to be much higher than that of MCF. An increase in the fuel density also corresponds
to a decrease in the characteristic scale-lengths of the fusion plasma, which allows for the
reacting volume of an MIF reactor to be much smaller than that needed for an MCF reactor.
The magnetic field embedded within the target plasma is greatly enhanced when the target
is compressed. This reduces thermal conduction losses and allows the target to be
compressed slower than what is required for ICF.
This has a major effect on the size of the fusion reactor, which must be scaled to
generate sufficient power from fusion reactions to exceed power losses [15]. MIF enhances
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alpha particle self-heating of the fuel while also reducing thermal losses. This helps to
reduce the areal density threshold needed for fusion ignition to occur. This in turn allows
for lower implosion velocities to be used for the liner, or allowing for higher gain to be
achieved for given implosion velocity [24]. This raises the possibility that further
development of magneto-inertial concepts could result in much smaller reactor sizes and
enable near term development of terrestrial power and spacecraft propulsion systems.
In order for this concept to be feasible, the liner must be sufficiently energetic to
compress the target until ignition occurs while also conserving the magnetic flux in a stable
manner and confining the target long enough for the fusion yield to exceed the liner driver
and target generation energies. The powerful lasers or ion beams needed for ICF require
large capacitor banks that would be prohibitively massive for a spacecraft propulsion
system. MIF utilizes embedded magnetic fields that lower the amount of power that the
drivers must deliver to the fusion target, which in turn can require smaller capacitor banks
than what is needed for ICF.
Fusion ignition occurs when the fusion energy released in the form of energetic
products such as neutrons and alpha particles is at least partially deposited in the fusion
plasma as the particles pass through it. It is not necessary for all fusion concepts, but is
necessary for ICF in order for it to be viable. For ignition to occur, the areal density must
exceed 0.3 g/cm2 [25].
In MIF, a critical value required for ignition is the product from the magnetic field
strength multiplied by the radius. The magnetic field enhances energy deposition from
charged particles and allows for ignition to occur in plasmas with much lower densities
than what is required for ICF systems. Because MIF targets are larger and can be imploded
18

slower than what is required for ICF targets, the power and intensity needed for achieving
fusion ignition are orders of magnitude lower than that for ICF. However, for the same
mass of fusion fuel, the energy required to achieve ignition is about the same. Ignition of a
fusion target requires that the fusion driver simultaneously supply sufficient energy, power,
and intensity [15].
Another attractive feature of MIF is that the reduced power and intensity
requirements needed for the targets allow pulsed-power machines to be used as drivers for
the system. Pulsed power devices are not viable contenders for ICF targets due to their
inability to supply the necessary power and intensity needed for ignition to occur in ICF.
Pulsed power devices are capable of meeting the requirements for MIF and are more
efficient than laser or other beam drivers. This allows lower gain targets to be a viable
option for MIF [25].
The primary objective of this dissertation is to present fusion yield in a threedimensional numerical code and the effect that three-dimensional non-uniformities have
on fusion yield. Previous studies that have incorporated burn physics have been limited to
one-dimensional codes, making the results of this dissertation paramount to the study of
the plasma jet magneto-inertial fusion (PJMIF) concept.
The rest of this dissertation is organized as follows. Chapter 2 reviews different
magneto-inertial fusion reactor concepts and applications. Chapter 3 reviews studies of the
PJMIF concept, which will be shown to have attractive features for both spacecraft
propulsion and terrestrial power. Chapter 4 outlines the governing equations for the fusion
plasma and smoothed particle hydrodynamic (SPH) method used to discretize the
equations. The specific code utilized in the simulations which implements the SPH method
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is Smooth Particle Fluid with Maxwell equation solver (SPFMax) and is described in
Chapter 4 as well. Chapter 5 covers a code verification analysis to verify the capability of
using SPFMax to accurately simulate test cases that incorporate the physics of radiation
cooling, thermal conduction, viscosity, shock capturing, stopping power, and fusion yield.
Chapter 6 covers power balance diagrams that were necessary to guide the development of
fusion target simulations in the SPFMax code. The results of the SPFMax fusion
simulations are then presented in Chapter 7. Additional fusion simulations with nonuniformities on the target surface are also presented in Chapter 7. Finally, conclusions and
recommended future research are outlined in Chapter 8.
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CHAPTER 2

MAGNETO-INERTIAL FUSION

2.1 Introduction

Many different MIF concepts have been studied, each with their own advantages
and disadvantages. These include Z-pinches, inverse Z-pinches, and magnetized target
fusion that use macron liners, liquid liners, and plasma liners. The applications for MIF
consist primarily of terrestrial power production and spacecraft propulsion. As shown in
Chapter 1, the plasma density and energy parameter space for MIF offer favorable scaling
for a reactor. This is crucial for the development of a propulsion system, as shown in the
next section.

2.2 Fusion Propulsion

In a fusion propulsion system, the plasma exhaust from fusion reactions can be
converted directly to thrust, eliminating the need to generate electricity that would be
needed for an electric propulsion system. A fusion system would be capable of sending a
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spacecraft to the furthest reaches of the solar system and possibly beyond far more rapidly
than any other propulsion system that can be expected to be developed.
Studies by Cassibry et al [15], Miernik et al [26], and Adams et al [27] have shown
that fusion propulsion rapidly reduces interplanetary trip times when compared to other
propulsion systems for spacecraft. This can be seen in the following figure, which
compares the initial spacecraft mass in low Earth orbit and the corresponding transit times
required for a roundtrip Mars mission for different propulsion systems. It is extremely
difficult for a chemical propulsion system to be used for a human piloted mission due to
the corresponding long transit times. Nuclear thermal and nuclear electric propulsion
systems could allow for two-year manned Mars mission. A fusion propulsion system with
specific powers of 1-10 kW/kg could enable roundtrip Mars missions lasting less than a
year.
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Figure 2.1. Comparison of initial spacecraft mass and transit times for roundtrip Mars
mission [15].

The model used to obtain this figure was derived from work by Moeckel, which
assumes gravity-free trajectories to examine the relationship between distance traveled and
transit times based on propulsion system parameters [28, 29]. An attractive feature of
Moeckel’s approach is that it provides analytical models for propulsion systems that use
continuous and impulsive burns. For impulsive burns, the burn time is small compared to
the transit time while for continuous burns, the burn time is comparable to the transit time.
Chemical and nuclear thermal propulsion are among the systems that use impulsive burns
while nuclear electric and fusion propulsion systems use continuous burns.
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Compared to other propulsion systems, fusion offers significant payload mass and
short transit times. Fusion propulsion also been identified as an attractive candidate for
making interstellar missions possible [30-32].
One of the earliest nuclear propulsion concepts explored by engineers was Project
Orion, in which a spacecraft carries a large number of nuclear explosives. The explosives
are ejected one at a time and detonated at a certain distance from the vehicle. Plasma from
the explosion impinges upon a pusher plate at the spacecraft’s rear and propels the vehicle
forward [33-35]. A vehicle design concept of the Orion is shown in Figure 2.2

Figure 2.2. Orion vehicle concept [34].

Many pulsed nuclear propulsion concepts followed Project Orion, with several
using pulsed lasers to induce fusion microexplosions in fuel pellets, which have been
investigated by Los Alamos National Laboratory [36], Lawrence Livermore National
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Laboratory [37, 38], Hyde [39]. Winterberg, the British Interplanetary Society, and the
U.S. Naval Academy have also investigated electron beams for use in initializing fusion
microexplosions to propel interplanetary and interstellar spacecraft [40-42].
Project Icarus is an engineering design study that seeks to build upon the work of
Project Daedalus to design an unmanned interstellar probe capable of reaching the nearest
stars using pulsed fusion propulsion. An illustration of the Icarus interstellar probe concept
is shown in Figure 2.3

Figure 2.3. Icarus interstellar probe concept [43].

The FIREBALL (Fusion Ignition Rocket Engine with Ballistic Ablative Lithium
Liner) concept explored at Marshall Space Flight Center consists of an Orion-like
spacecraft that uses a pusher-plate, shock absorbers, and a magazine of pulse-units. For
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propulsion, a lithium liner and a dense field reversed configuration (FRC) plasmoid of
deuterium and tritium are ejected from the main spacecraft. The liner slows the FRC,
compressing and heating it until fusion reactions occur [44]. This is illustrated in
Figure 2.4

Figure 2.4. Collision of FRC plasmoid with lithium liner in FIREBALL concept [44].

Similar to the Orion, plasma resulting from the nuclear reactions upon a pusher
plate and imparts propulsive momentum onto the vehicle.
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2.3 Solid Liner

Many experiments have imploded solid liners onto plasmas. Among these are the
Russian MAGO experiments. One of the systems investigated in the MAGO experiments
consisted of a thermonuclear target displaced in the center of a compression vessel with
one or several cylindrical or spherical liners to compress the target. The target was heated
by accelerating a plasma with a magnetic field and then heating, followed by deceleration
that results in a shock wave. Calculations suggest that an energy source with a range of 500
to 1,000 MJ with a characteristic operation time of 5-10 μs would be required in order to
ignite the target [45]. The compressed plasma parameters needed to achieve ignition were
determined to include a number density of ~2020 cm-3, a characteristic size of 1-2 cm, a
confinement time of ~1 μs, 10-20 MJ of total energy in the compressed plasma volume,
and a temperature of 10-15 keV. Preheating the plasma would result in a decrease of
requirements for the compression velocity of the liner [45].
Ryutov and Thio explored an MTF concept consisting of a spherical blanket of
lithium hydride. The MTF system is installed inside the LiH sphere and then the entire
assembly is placed inside a reaction chamber. Once the target reaches the center of the
reaction chamber, plasma electrodes are used to connect the target with the terminals
situated in the walls of the reaction chamber [46].
The field reversed configuration liner experiment (FRX-L) at LANL seeks to form
and translate an FRC into a metallic liner and then compress the liner and plasma to fusion
conditions. The experiment aims to form the FRC using the field-reversed theta pinch
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method, with the plasma having a density on the order of 1017 cm-3 and a peak magnetic
field of 5 T [47].

Figure 2.5. LANL FRX-L [48].

The design of the FRX-L was guided mainly be existing hardware at LANL and
plans for future experiments that could be conducted with compressions of the metallic
liner and FRC.

2.3.1 Z-Pinch

Z-pinch fusion is an MIF concept that consists of running current in the MA range
through a plasma over microsecond timescales. The current generates a strong magnetic
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field due to the Loretnz force, which compresses the plasma until fusion reactions occur
[25, 49].
The MagLIF concept explored by Sandia National Laboratory uses a pulsed-power
machine to implode a cylindrical liner onto a fusion fuel [50]. Slutz et al conducted onedimensional simulations of MagLIF and found that magnetizing and preheating the fusion
fuel is necessary for achieving significant fusion yield. Two-dimensional simulations
found that a liner with a thickness 10-20% of the radius is needed to mitigate the magnetoRayleigh-Taylor instabilities [51]. The 2D simulations also found that a hot spot with a
sufficiently high areal density was needed for a burn wave to propagate radially through
the fusion fuel. A liner aspect ratio of 6 was found to be effective in preventing RayleighTaylor instabilities. The fusion gain was found to exceed 100 for a current of 60 MA and
1,000 for a current of 70 MA [21]. Experiments conducted by Gomez et al. involved a
target of deuterium gas pre-magnetized with a 10 T field that was heated by a 2.5 kJ, 1 TW
laser and imploded by a 19 MA current. The experiment resulted in deuterium-deuterium
and secondary deuterium-tritium fusion reactions. These experiments verified the
capability of MagLIF to achieve fusion conditions with laser heating and magnetization,
as well as compressing a seed magnetic field [52].
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Figure 2.6. MagLIF concept [52].

Slutz et al. investigated magnetizing fusion fuel within a liner with external field
coils and then using a pulsed laser to implode the fuel and the liner. The magnetic field
strength increases as the fuel is compressed to inhibit energy losses that would otherwise
result from electron thermal conduction and the escape of alpha particles. The liner is
imploded on a timescale of ~100 ns. The short implosion time is needed due to the
preheating of the fuel scaling unfavorably with longer implosion times. In addition, larger
liners are more difficult to implode due to larger inductances and require more complicated
magnetic field lines [51].
The Laboratory Directed Research and Development (LDRD) project at Los
Alamos National Laboratory (LANL) performed experiments with the High Density Zeta
Pinch (HDZP), Marx bank pulsed-power machine. In these experiments, a discharge
through cryogenic deuterium fibers created a strong pinch and produced a neutron
generating plasma. The goal of this project was to create a very fast Z-pinch that would be
able to reach a stable condition inside the plasma before instabilities could develop. If this
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state could be achieved, then it might also have allowed for fusion gain to be achieved.
Unfortunately, it proved to be impossible to do this with the HDZP machine [25].
While the HDZP direct Z-pinch approach was unsuccessful, it demonstrated a
technology that could create a very hot, magnetized plasma. Even though instabilities did
develop in the plasma, they did not disturb the pinch, but rather allowed the magnetic field
to diffuse into the plasma as it expanded. The wall limited the expansion of the plasma,
causing it to evolve into a one-dimensional configuration and adjusted to what appeared to
be a Kadomtsev stable profile. The combined average values for temperature, density, and
magnetic field profiles exceed what was calculated to be the minimum that would be
needed for an MTF target plasma [25].
The ZaP Flow Z-pinch experiments at the University of Washington produce
hydrogen Z-pinch plasma columns 100 cm long and 1 cm in radius with flow velocities on
the order of 100-200 km/s. The experiments explore the possibility of stabilizing plasma
formed from a Z-pinch using sheared axial flows and have produced plasmas that are stable
for much longer than classical instability times [53, 54].
The Pulsed Fission-Fusion (PUFF) is a spacecraft propulsion system concept being
researched at Marshall Space Flight Center that utilizes a Z-pinch to compress a cylindrical
target of lithium deuteride that is surrounded by a layer of fissionable material such as
uranium, which is in turn surrounded by another layer of lithium deuteride. This is
illustrated in Figure 2.7
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Figure 2.7. PUFF target compression [55].

As the target compresses, uranium atoms begin to fission. These neutrons turn some
of the lithium-6 atoms to tritium. As the target continues to compress, deuterium and
tritium atoms begin to fuse together, increasing the temperature and pressure while
generating more neutrons, which initiate more fission reactions. This sustains the energy
release and further compresses the fusion fuel. This fortuitous cycle continues until a
detonation wave propagates through the target, and allows for a more complete burnup of
both the fissionable and fusion materials. The high power pulses will be delivered with
linear transform drivers, inductive transformers with a primary inductor consisting of a
fast-switch, low inductance cavities to induce a current. A stack of cavities can produce
extremely high voltages with pulse widths of less than 100 ns [55].
An illustration of a PUFF spacecraft propulsion system is shown in Figure 2.8 with
a vehicle configuration shown in Figure 2.9
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Figure 2.8. PUFF system [56].

Figure 2.9. Z-pinch vehicle configuration [57].
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One of the most crucial pieces of hardware for the PUFF project is the Charger-1,
which is shown in Figure 2.10

Figure 2.10. Charger-1 pulsed power machine [58].

The Charger-1 is a 550 kJ, 3 TW pulsed power machine located at the Aerophysics
Research Center on Redstone Arsenal. Once operational, the Charger-1 will discharge a
powerful electrical current to compress PUFF targets in a Z-pinch [58].
Miernik et al. investigated another Z-pinch fusion propulsion system. In this
concept, a Z-pinch is formed using an annular nozzle. Deuterium-tritium is injected
through the inner nozzle and lithium-six is injected through the outer nozzle. The lithiumsix is focused in a conical manner so that it will mix with the D-T at a point, with this point
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acting as a cathode. The lithium-six acts as the current return path while also reacting with
neutrons generated by D-T fusion reactions. This results in more tritium being produced,
thus creating high-energy products that boost the engine’s energy output, allowing for very
high exhaust velocities [26].

Figure 2.11. Z-pinch fusion propulsion concept [26].

A magnetic nozzle is needed to convert the resulting fusion energy into a propulsive
impulse. This magnetic nozzle consists of current-carrying rings arranged in a parabola
focused on the location where fusion reactions occur. Once the Z-pinch initiates fusion
reactions, the resulting hot plasma expands rapidly and compresses the magnetic flux. As
this occurs, the magnetic field strength and magnetic pressure increase until the magnetic
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pressure is equivalent to the dynamic pressure of the plasma. The magnetic field lines then
rebound to their original configuration, ejecting the plasma and imparting propulsive
momentum onto the space vehicle [26]. An illustration of this process is shown in
Figure 2.12

Figure 2.12. Pulsed magnetic nozzle [15].

Currents are also induced in the coils during the plasma’s expansion phase. This
electrical power can then be used to recharge the system and repeat the cycle [59]. Pulsed
magnetic nozzles have been investigated in several fusion propulsion concepts [60-64].

2.3.2 Inverse Z-Pinch

In an inverse Z-pinch, a cylindrical conductor is surrounded by a liner, with the
space between the conductor and liner filled with fusion fuel plasma that contains magnetic
flux trapped in place by an azimuthal magnetic field. The magnetic flux is generated by an
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electrical current that moves in the axial direction through the conductor [65]. Another
current is then driven through the liner by a pulsed power device. An electric connection
outside of the liner is needed in order to provide a return path for the current [66]. This is
illustrated in the following figure

Figure 2.13. Inverse Z-pinch [66].
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Joule and compressional heating have a major effect on the outer surface of a liner
in a Z-pinch. For an inverse Z-pinch, the inner and outer surfaces of the liners will be
affected by compressional heating. This would also cause spatial profiles of the material
strength of a solid liner, which in turn would affect the critical wavelength and amplitude
of the liner.

2.4 Liquid Liner

General Fusion is investigating an acoustically driven MTF system that uses a
sphere filled with molten lead-lithium pumped to form a vortex. Magnetically-confined
plasma is injected into the vortex. An array of pistons is used to compress the liquid metal
and drive a pressure wave into the plasma and bring it to fusion conditions [67-69].

Figure 2.14. General Fusion’s acoustically driven MTF concept [70].
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The liquid metal absorbs energy from the fusion reactions that can then be used to
drive turbines and generate electricity. The liquid metal also protects the outer wall of the
reactor from damage by the fusion plasma and breeds tritium from the lithium.
The stabilized liner compressor (SLC) is another fusion reactor concept uses pistons
to compress a liquid metal liner concept, although only two pistons are used in this design.
The pistons implode the liquid metal liner onto a magnetized target plasma, with adiabatic
compression initiating fusion reactions in the target [71].

Figure 2.15. SLC fusion reactor concept [71].

Like the General Fusion reactor concept, the liquid metal provides shielding from
the high-energy fusion neutrons and allows for the breeding of tritium.
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2.5 Macron Liner

Kirtley and Slough investigated a concept that uses a macroparticle (macron)
formed liner to compress an FRC plasma [72]. In this concept, two FRCs are injected into
the reactor chamber and merge at the center to form a single FRC that acts as the fusion
target. The decay time of this larger FRC must be long compared to the time needed to
assemble and compress the FRC. The liner formation time must in turn be longer than the
FRC decay time.
A cluster of metallic masses are also injected into the reactor, which form a metallic
liner. This allows the compression energy for the FRC to be delivered on a smaller
timescale than what is required to actually compress the FRC.

Figure 2.16. Macron former liner reactor concept [72].
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The size, mass, and number of macrons selected are based on the need to form a
liner that will be able to compress the FRC sufficiently enough to reach fusion conditions.
Kirtley and Slough expected for the macrons to have a mass of four grams and accelerated
to 3 km/s by the launchers. This would give the macrons a kinetic energy on the order of
20 kJ. If the macrons have a radius of one centimeter, they will begin to merge at a radius
of 10 centimeters.
The macron liner has several advantages over solid liners. Compression efficiency
is enhanced by the axial compression of the FRC. The concept does not require electrical
contacts, which simplifies the overall system. A specified rotation rate can also be imparted
on the macrons. This rotation can help to prevent instabilities from emerging during
compression.
The accuracy and timing of the macron injection must be capable of achieving the
desired behavior in the liner. Electromagnetic and gas dynamic schemes can be
implemented to accelerate the macrons to their required velocities. The axial gradient in
the force that is imparted on the macrons by the propagating field allows for self-correction
of the macrons’ response to different sizes and masses.

2.6 Plasma Jet-Driven Magneto-Inertial Fusion

A major disadvantage of solid liners is that they are not reusable, with a new liner
having to be manufactured and then injected into the reaction chamber for each shot that is
made. Debris may also be deposited on the interior wall of the reaction chamber when solid
liners are used, damaging the system. In order for the fusion system to be reusable, the
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reactor chamber wall and the hardware used to inject the liner into the reactor chamber
must be located far enough away from the fusion target in order for the system to be
reusable.
To address these issues, Thio developed the concept of plasma jet magneto-inertial
fusion (PJMIF) [73], which is the focus of the next chapter.
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CHAPTER 3

PJMIF STUDIES

3.1 Introduction

In the PJMIF concept, a series of plasma jets is used to form a cylindrical or
spherical liner, which then implodes on a magnetized fusion fuel target and brings it to
fusion conditions [74]. This is illustrated in Figure 3.1

Figure 3.1. Plasma jet induced magneto inertial fusion concept [75].
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Once the plasma liner has been formed and reaches the boundary of the target, the
target and shock boundaries go through five stages. In the first stage, the plasma liner forms
and begins to implode to the target. Then a radially inward shock is launched at the
interface of the target and liner. In order for this to be done, the liner velocity exceeds the
local target sound speed. A layer of shocked target material forms behind the shock and
begins to move inward. The liner compression continues and is a primarily isentropic
process.
The shock then reaches the origin, at which point the target has been entirely heated
by the compressing shock. Immediately after shock collapse, a reflected shock begins to
propagate radially outward. The material in the target that is behind the reflected shock will
reach its peak temperature and pressure during this process. Once the reflected shock
reaches the boundary of the target and liner, it will either continue propagating outward or
be reflected inward. The reflected shocks become progressively weaker until the pressure
of the inner target is equivalent to the dynamic pressure of the liner, at which point a
stagnation shock will begin to propagate outward through the liner. The existence and
number of secondary converging or reflected shocks that may occur at this point will
depend on the strength of the mismatch between the dynamic pressure of the liner and the
static pressure of the target.
After this point, the liner has completely stagnated. A rarefaction wave will then
travel radially inward, disassembling the stagnated system of the liner and target, with the
target no longer being confined once the wave reaches the origin. The dwell time can be
approximated as the time it takes for the outgoing shock to propagate through the target
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and liner plus the time of the rarefaction wave [24]. These stages are illustrated in
Figure 3.2

Figure 3.2. Stages of target and liner compression [24].

During confinement, there are four characteristic velocities of interest. These are
the expansion speed of the target, the rate of propagation of the outgoing shock wave
through the liner, the incoming liner velocity, and the rarefaction velocity.
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Because the expansion speed of the target is relatively small, the compressed target
does not expand significantly until after the rarefaction wave reaches the target. The dwell
time can then be approximated as the duration from peak compression to the outgoing
shock reaching the outer liner boundary plus the rarefaction time. Dwell times are expected
to approach 1 μs [24].
The PJMIF concept does not have many of the problems associated with solid
liners. The driver hardware can be far away from the fusion target so that it is not damaged
or destroyed with each shot. This would avoid the high cost associated with destroying the
materials in solid liners and transmission lines. The standoff driver of a plasma driver
would also have higher repetition rates than the driver for a solid liner. The standoff
distance and reusability offered by plasma liners may be opening a path that could lead to
a viable reactor concept.

3.2 PJMIF Propulsion Systems

Several studies have researched using PJMIF as a spacecraft propulsion system
[76]. Among these is the HOPE study, which was a conceptual design for a crewed vehicle
to the outer solar system investigated by Adams et al [27, 77]. An illustration of the HOPE
vehicle concept is shown in Figure 3.3.
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Figure 3.3. HOPE conceptual vehicle design [27].

The propulsion system for the HOPE vehicle has the target plasma located at the
focus of the magnetic nozzle. A pair of conical theta pinches are positioned at diametrically
opposite locations on each side of the nozzle’s focus. These theta pinches launch a pair of
spheromak plasmoids at the focus of the nozzle. The toroidal magnetic fields of the
spheromak plasmoids are oriented in opposite directions, which allows for the two
spheromaks to merge with each other upon collision, forming a field reverse configuration
(FRC) plasmoid. Once the FRC plasmoid has been formed, the plasma guns are fired, and
the liner compresses the plasmoid.
The plasma gun used in this system consists of two concentric electrodes connected
to a capacitor. Plasma enters through the gap between the electrodes, after which a switch
is closed, which allows for the formation of a high potential gradient between the inner and
outer electrodes. This causes the gas to ionize, completing the circuit and discharging the
47

capacitor. The plasma gun has a converging two-barrel arrangement with internal
contouring so that the plasma jet can be focused. A PJMIF propulsion system has also been
investigated for use on an interstellar probe as part of Project Icarus for unmanned
interstellar missions [30].

3.3 PJMIF Modeling Studies

Simulations of the PJMIF concept have been conducted since the 1990s, with
different studies focusing on different physics regimes pertinent to this fusion concept [74].
One of the early modeling studies focused on the drivers for the plasma jets, with one
option being coaxial plasma guns. These devices consist of a pair of coaxial cylindrical
electrodes, with an electrical current passing through a plasma that is located between the
gaps in the electrodes. The current flow generates a magnetic field, which produces a
Lorentz force that accelerates the plasma to a high velocity. Two-dimensional
magnetohydrodynamics simulations of coaxial plasma guns have been conducted to
advance the technology needed for plasma liner experiments. The merging and implosion
of twelve plasma jets of deuterium have been simulated using the MACH2 code by
Cassibry. In Cassibry’s study, each jet has an initial radially inward velocity of 200 km/s
and a mass of 500 μg. The simulations assumed that the flow was inviscid, with artificial
viscosity used to dissipate pressure oscillations behind the shock waves formed by the liner
implosion. The liner was found to form at 350 ns, with the leading edge having a
hypocycloid shape. When a magnetized fusion fuel target was included in the simulations,
the magnetic field gradient drove a current along the surface of the target. Ohmic heating
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further raised the temperature at the surface of the target. A rarefaction wave then
propagates through the target. When the plasma liner begins to compress the target, the
magnetic flux is compressed. This causes magnetic field gradients in the center of the
target, which induces further currents and provides additional heating [77].
Knapp and Kirkpatrick investigated the effect that the plasma liner implosion
velocity has on the fusion energy gain of PJMIF. Their test cases consisted of onedimensional implosions of several shells of xenon plasma, with each of these shells having
a different density but the same inward velocity. The liner implodes on a shell of deuterium
and tritium, and within this shell is a spherical target of deuterium-tritium. The inner D-T
target is warmer and less dense than the outer shell of D-T. It was found that reducing the
number of layers of xenon gas in the liner reduced the amount of input energy more than
it reduced the fusion energy yield. Different cases were run that had no electron heat
conduction, full electron heat conduction, and electron heat conduction that was suppressed
by a B-theta field [78]. Front tracking features were used to prevent diffusion across
material interfaces. The gain was found to increase as the implosion velocity increased up
until about 100 km/s. The reason for this is because the initial kinetic energy increases with
the implosion velocity, but the fusion energy yield is eventually unable to keep up. Gains
greater than 30 were also attained in the simulations. This is the gain range in which PJMIF
becomes a viable energy concept. When full electron heat conduction was included in the
simulations, higher gains were achieved. Gains were about the same for cases that had no
electron heat conduction and full electron heat conduction that was suppressed by a B-theta
magnetic field. For a liner of xenon plasma that has an implosion velocity greater than 60
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km/s, a magnetic field reduces energy loss by electron thermal heat conduction sufficiently
enough for fusion ignition to occur [78].
Cassibry et al. investigated a scaling relationship of the peak pressure for an
imploding plasma liner as a function of the plasma jet velocity, number of plasma jets,
mass of the plasma, jet Mach number, radius of the reaction chamber, initial jet diameter,
initial jet length, initial arrangement of the jets, the weight of the jet species, and the
specific heat ratio [79]. Identifying this scaling relation aids in determining what the peak
stagnation conditions will be for the liner. Deviations from this scaling relation allow for
the determination of what variables most directly affect the peak pressure of the imploding
liner. Simulations for this study were conducted using SPHC, a three-dimensional
Lagrangian code that used an ideal gas equation of state and ignores effects from radiation
and thermal conduction losses. Some simulations included adiabatic gas targets. Other
cases included random perturbations for the jets’ initial radial positions in order to mimic
jittering that would result from plasma guns being fired in a real experiment. The jet Mach
number had values that ranged between 1 and 100. The initial jet velocity ranged from 50
km/s to 200 km/s, while the initial jet temperature ranged from 0.032 eV to 796 eV. The
simulations used 12, 18, 34, 30, 36, and 60 plasma jets. The number density of jets ranged
from 9.13×1021/m3 to 8×1024/m3. The ratio of specific heats ranged from 1.1 to 1.67. The
peak pressure was approximated as the ram pressure of the imploding plasma liner. The
greatest value for the peak pressure occurs at the origin right when the liner implodes on
the void. An average value for the pressure was obtained at a fixed radius over a solid angle
in order to generate radial profiles at different times in the simulation. When the jets merge,
the radial pressure profile has a sharp leading edge that peaks and decreases. The void was
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found to fully collapse at about 17.5 μs. The profile of the pressure was found to be flat at
around 17.9 μs, which was followed by an increase in the pressure at the center and a peak
value occurring at 19.2 μs. The center of the hot spot had a single symmetric peak and a
region surrounding this peak that has a lower pressure and sharp gradients. After maximum
pressure occurred, a smoother pressure profile formed. The study found a dimensionless
scaling relation for pressure, which showed that for a given Mach number, the peak
pressure increases linearly with the density and the number of jets, increases quadratically
with the radius and initial velocity of the jets, and has an inverse relationship with the
square of the wall radius. With a larger chamber wall radius, the jets have a larger merging
radius, which in turn requires a greater amount of compression. This in turn necessitates a
higher temperature and a lower Mach number for the liner. Having fewer jets caused the
jets to have a wider angular separation. This causes stronger shocks to develop when the
jets merge, which in turn causes the temperature of the liner to increase and the Mach
number to decrease. Some cases were observed to deviate from this scaling relation due to
an increase in the initial Mach number of the jets. Larger deviations were observed when
perturbations were included in the timing of the jets [80].
Santarius used the BUCKY code to simulate fusion burns with different geometric
configurations [81]. The BUCKY code is a one-dimensional Lagrangian hydrodynamics
code that solves the fluid equations by incorporating the effect on pressure caused by
electrons, fast particles, ions, and radiation. The simulations were assumed to have an
initial magnetic field strength of 1 T. The fusion reaction rates for the fuel and the peak
pressure were found to occur at about the same time and peaked in value for tenths of a
microsecond. The code predicted a peak interface ram pressure of about 14 Mbar. The
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same simulation was then performed with a two-temperature model, which showed greater
compression and dwell time. Differences between the single and two-temperature physics
models indicate that simulations are very sensitive to the timing of the plasma jets and the
parameters defining the thermodynamic state and motion. The code incorporates
Braginskii perpendicular thermal conductivities that are enhanced by magnetic fields for
both the ions and the electrons. The burn time was enhanced by extending the compression
phase through the utilization of the liner inertia. One case investigated a liner with an initial
thickness of 15 centimeters and examined the convergence and expansion for both the
plasma liner and the target in both the initial zones occupied by the target and the plasma
jets as well as the edge of the plasma [81]. The results showed a large radial compression
of the target. The plasma reached a peak temperature within the center of the target and
climbed to a value of about 8.8 keV, while the average temperature of the target was on
the order of 2.3 keV. The simulation found the target remained compressed for about 2 μs
and then expanded to twice of this compressed radius after an additional 2.15 μs. The code
also found a minimum radius about 0.62 centimeters and a peak interface ram pressure of
about 14 Mbar. Another simulation was done that examined a liner that was five
centimeters in thickness. The results of this simulation indicated that it only took 0.7 μs for
the minimum radius to double in value and 0.15 μs for the maximum pressure to decrease
by half. However, the thinner liner was also found to produce a higher fusion yield [81].
Kim et al. studied cases for PLX using the FronTier code, a Lagrangian-Eulerian
code that tracks Lagrangian meshes that move through an Eulerian grid [82]. The code is
able to resolve and obtain time evolutions of material topological changes in two and three
dimensions. A drawback with using the FronTier code is that the front tracking method has
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lower accuracy than untracked methods when resolving discontinuities across material
interfaces. Simulations conducted in this study ignored radiation transport and heat
conduction in order to show the impact that atomic processes had on the behavior of the
plasma liner. Simulations that used argon and deuterium for the liner material incorporated
atomic physics. Before the liner interacts with the target, the ionization energy is very
small. When the target was compressed by the liner, the front edge of the liner was ionized
significantly enough to overcome the effects of dissociation. The liner had an initial
temperature of 2.8 eV and an initial average ionization level of 2.25. During the liner
implosion, the ionization level increased slowly, reaching a level of 7.2 in the center of the
reactor chamber. Within the chamber, the density was observed to increase by a factor of
6.5, the stagnation pressure doubled, and the temperature was reduced by a factor of 2.3.
The Mach number was also 1.5 times larger when the polytropic model was used compared
to simulations that used the plasma EOS model. Nearly 95% of nuclear fusion reactions
that occurred within the target were completed between the time when maximum
compression occurred and when the pressure decreased by a factor of two. The stagnation
time was found to increase as the thickness of the liner increased, which provides a
characteristic time for the high energy density region around the collapsed liner. The mass,
thickness, temperature, and velocity of the liner were kept constant in order to investigate
the effect that a realistic longitudinal density profile would have on the final pressure of
the liner [82]. Another case investigated by Kim et al. involved an imploding deuterium
liner that had a total amount of 164 MJ in stored energy [82]. The mean dissociation
fraction in the liner reached a value of 0.02 during the end of the implosion process, and
the ionization fraction was negligible at this point. The temperature of the liner was found
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to be three times smaller than the value that was obtained for a simulation that used the
polytropic equation of state for the same problem. The Mach number was also found to be
larger by a factor of two. This contributed to the target being compressed more. The fusion
energy gain was also found to be 1.5 times greater when the atomic processes were included
in the simulation [82].
Kim et al. investigated three-dimensional simulations of a plasma liner formed from
30 argon jets. The results were compared to a one-dimensional simulation that had the same
liner mass, pressure, and density. The reduction in the Mach number was found to occur
faster for the three-dimensional simulation than the one-dimensional simulation. The
implosion pressure for the three-dimensional liner reached a value of 6.4 kbar, which was
ten times smaller than what was obtained for the one-dimensional simulation. This is due
to the energy sinks that result from ionization occurring and the mitigation of residual
vacuum gas compression caused by the application of the plasma equation of state in the
vacuum region. In post-shock regions, pressure and density for three jet interactions are
about ten times greater than what is seen in jet main bodies. The results for the shocks
formed by the jet merging were in good agreement with theoretical results for oblique
shock formation. The merging of jets is affected by secondary shock formation, the
spreading of jets in transverse and longitudinal directions, an increase in the ionization
fraction, and adiabatic compression heating. Large variations were observed in the density
and pressure of the liner along surfaces where the liner edge would likely interact with the
fusion target [83].
Samulyak et al studied a concept involving a 15 cm thick liner of deuterium that
implodes and compresses a target of plasma [75]. The liner has an initial radius of 60 cm,
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an initial density of 3.8×10-5 g/cm3, a temperature of 415.4 K, a pressure of 0.65 bar, a
velocity of 100 km/s, a Mach number of 60, and total stored energy of 164 MJ. The plasma
target has an initial radius of 5 cm, an initial density of 8.3×10-6 g/cm3, a temperature of
100 eV, and a pressure of 640.3 bar. A magnetic field was included in the simulation, which
acts to suppress the electron and ion heat conduction during the compression of the target.
During implosion, the density of the liner increases proportionally to r-2 [75]. When the
liner impacts the target, it is compressed until it reaches stagnation at 6 μs. The compressed
target had a radius of 0.73 cm, giving it a compression ratio of 6.8. This was much greater
than the compressed radius of 0.5 cm that was predicted in the theoretical model. This can
be attributed to the pressure increasing proportionally to the fifth power of the compression
ratio while the target is being compressed. This resulted in the target having a lower
stagnation pressure than what the theoretical model predicted. When the target begins to
expand, it has an initial expansion velocity of about 0.58 cm/μs [75]. The theoretical value
of the deconfinement time was calculated to be 100 ns, whereas the code used in this paper
found the deconfinement time to be about 220 ns. The fusion fuel burnup fraction was
found to be 6.67×10-4. This is much lower than the theoretical prediction of 0.011. The
fusion gain was calculated to be 0.012, which was 10.8 times lower than the predicted
value. This difference can be attributed to the liner failing to compress the target to the
radius of 0.5 cm that was predicted in the theoretical model [75].
Awe et al. investigated using a one-dimensional radiation hydrodynamic simulation
to study the scaling of the stagnation pressure after a plasma has undergone a shock and
the useful lifetime of a plasma liner [84]. This model assumes that a spherically symmetric
imploding liner exists at the merging radius, ignoring the merging of the plasma jets and
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compression of the fusion target. The initial conditions of the simulation consist of a
spherical liner plasma that initially has a uniform density, temperature, and implodes
toward the origin with a uniform velocity. The edge of the liner is initially sharp due to the
transition across a single cell from the plasma to a vacuum. The collision frequency is
greater than the electron and ion gyro-frequency for dense and cool plasma jets that have
an initial embedded magnetic field that is less than 1 kG. Because of this low magnetic
field, the study ignored magnetohydrodynamics effects. Simulations consisted of plasmas
that have an initial temperature of 2.8 eV, initial velocities of 50 km/s and 100 km/s, and
merging radii of 32.9 cm and 24.1 cm. The simulation codes use RAVEN and HELIOS
with SESAME and PROPACEOS table lookups. Increasing the resolution of the grid
increased the expansion at the leading edge of the liner, as well as the time averaged
stagnated pressure of the plasma close to the origin. Simulations were conducted with and
without radiation and thermal conduction. When there was no energy transport, the leading
edge of the liner had a large effect on the stagnation pressure. Stagnation pressure was
found to increase as a function of both the initial velocity and the initial density for high
Mach number plasma liners. Increasing the thickness of the plasma liner was found to
increase the stagnation time, reduce the stagnation pressure, and leave the maximum
pressure almost unaffected. A correlation between the initial Mach number and the
stagnation pressure was also observed [84].
Davis et al. added a more detailed ESO model to the Awe study and investigated
the effect of ionization on liner implosion by reducing compression [85]. Argon jets were
used for all of the simulations, with the jets having a merging radius of 24.1 centimeters
and form a liner that is spherically symmetric with a uniform mass density, a temperature
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of 1 eV, and a uniform implosion velocity. This study used HELIOS-CR, a onedimensional Lagrangian radiation-hydrodynamic code that used LTE and non-LTE
equation of state tables that are obtained from PROPACEOS. Energy and pressure were
obtained using an isolated atom model that utilized Boltzmann statistics and either the Saha
equation or a collisional radiative model to determine the number of atoms that should be
present. Photoionization and photoexcitation effects were ignored for the collisionalradiative model when the temperature and density were calculated. A radiation transport
model was used to calculate different radiation frequency groups. The pressure was found
to increase as the initial implosion velocity increases. A shock was also found to propagate
outward for the simulations. Simulations that used LTE and non-LTE yielded results that
were nearly indistinguishable from each other over the range of pressure, temperature,
density, and time that were investigated. A comparison was also made between simulations
that used tabular and polytropic equations of state. When the polytropic equation of state
was used, radiative losses were responsible for differences between the initial kinetic
energy and the thermal energy of the liner after stagnation. When the tabular equation of
state was used, about half of the liner’s initial kinetic energy went into ionization of the
liner gas. The mean charge reached a maximum value of approximately seven, causing a
dramatic reduction in the compression and stagnation pressure of the liner. Different liner
species were simulated that had the same initial density and implosion velocity. The
pressure was found to increase with atomic number. The thermal and ionization energies
were dependent on the type and quantity of heavy element species that were present. There
was a larger amount of lighter elements than heavier elements, causing the peak mean
charge of the heavy elements to vary between five and ten. The heavier species can be used
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to fully strip ions from the liner and eliminate further losses that may result from ionization
effects [85].
Cassibry et al. performed three-dimensional simulations of plasma jets using the
smooth particle hydrodynamic code (SPHC) [86]. The objective of this study was to
investigate the process of plasma liner formation, vacuum implosion, and expansion. The
simulations consisted of thirty plasma jets that had parameters anticipated to be used in
PLX. These include a total mass of 300 mg, a kinetic energy of 376 kJ, and an initial Mach
number of 25. Simulations were run for a case that had a uniform liner and another case
that had thirty discrete jets, with the different cases having the same total mass and thermal
energy. For the discrete jet case, pressure spikes occurred between jet pairs at the beginning
of the liner formation as a result of oblique shock formation. The uniform liner was
observed to be thicker than the liner formed by the discrete jets due to the thermal energy
expansion only occurring in the radial direction for the uniform liner. The pressure gradient
was observed to become less steep for after peak pressure occurred, and then rising sharply
toward the stagnated region of the plasma. The uniform liner was found to expand more
rapidly than the thirty-jet case after stagnation occurred. Compressional heating was
ubiquitous for the uniform liner during the beginning of the implosion process. For the
thirty discrete jets, the compressional heating occurred primarily between the leading edge
of the jets and the merging radius. This results in the uniform liner having both a higher
mean temperature at stagnation and faster rarefaction waves. The regions where jet
merging occurred and the origin at liner collapse were found to be prone to the development
of Rayleigh-Taylor instabilities. These simulations did not account for ionization, thermal
conduction, radiative transfer, or magnetic fields [86].
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Parks examined a spherically symmetric, one-dimensional model of an imploding
liner of deuterium-tritium plasma. Heating of the liner was done by deposition of energy
from alpha particles that escape from the hot spot of the compressed target. Adiabatic
compressional heating causes the Mach number to decrease in converging supersonic
flows, with a lower Mach number also causing expansion in the jets. Radiative cooling in
the liner can help prevent jet Mach numbers from decreasing too much. The model assumed
that the plasma jets would only expand in the transverse direction. Jet collisions cause
oblique shocks to occur, with the resulting heat causing a loss in the performance of the
plasma liner as an effective pusher. Finite backpressure on the target was also neglected
until stagnation occurred. The model required the liner to remain supersonic at the
stagnation radius in order for a self-consistent flow solution to be possible for the modeling
of the liner as it continues to implode upon the target. The model found that deuteriumtritium plasma jets with Mach numbers on the order of 60 and implosion velocities on the
order of 100 km/s are needed in order to compress the fusion target fuel to a pressure on
the order of 60 Mbar and achieve ignition [87].

3.4 PJMIF Experiments

One of the experiments intended to further the advancement of the PJMIF concept
is the PLX project, a collaborative effort among several institutions led by Los Alamos
National Laboratory. The objective of the PLX project is to explore the feasibility of
forming a spherically imploding plasma liner by merging 30 plasma jets fired from plasma
guns. Future experiments may use series of jets to form a D-T target at the center of a
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fusion reaction chamber, followed by another set of jets firing an afterburner layer of D-T
along with the liner gas [88]. The plasma jets may consist of argon, krypton, or xenon.
Another approach is to fire jets that contain all the required target and liner materials
simultaneously.
Using a heavier element provides higher mass for a limited number density while
providing the necessary kinetic energy at a lower velocity. A heavier element also enhances
the Mach number of the jets, which helps achieve higher stagnation pressures. The heavier
gas has many bound electrons that provide atomic line radiation and cooling that help to
keep the liner cool and compressible. The heavy gas in the liner also traps radiation from
the burning fusion fuel, which helps to enhance confinement time. Higher jet masses and
velocities require a larger amount of gun current, which in turn requires more charge
voltage and energy stored in capacitors [89].
Many factors influence the number of jets that are to be used. When the jet merging
radius is large, a large number of jets is favored. This offers better symmetry and uniformity
of the liner, minimizes the merging angle and resulting shock heating between adjacent
jets, and helps to reduce the size, energy, and mass required for each jet. A smaller number
of jets is favored if the merging radius is small. Fewer jets also have less demanding
engineering and maintenance requirements. Adiabatic expansion and radiation cooling
causes the temperature of the jets to and the Mach number to rise. An ionized plasma jet
that has a modest Mach number may be formed and accelerated such that the Mach number
doubles once the jet reaches the merging radius. When the jets begin to merge, it is possible
that oblique shocks may form. However, the ion collisional mean free path of the jets is on
the order of the jet radius. This could cause interpenetration of the ions in the jets, and it
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possible that a shock may not form at all. As the liner implodes on the target, nonuniformity will evolve and may reduce peak pressure and exacerbate instabilities in the
plasma [89].
Merritt et al. conducted experiments with merging two supersonic plasma jets at
Los Alamos and found oblique shocks formed, measuring the time evolution of the oblique
shock formation as well as the formation of a stagnation layer [90, 91]. These experiments
illustrate the importance of accurate shock capturing when simulating liner formation. This
is another physics realm that SPFMax has been shown to offer accuracy [92, 93].
Hsu et al. have designed experiments for the PLX project to form a spherically
imploding plasma liner from six supersonic plasma jets [94]. SPFMax simulations were
shown to yield density variations consistent with experimental data [93].

3.5 Summary of PJMIF Modeling Studies

Table 3.1 summarizes the studies that focused on simulating the PJMIF concept
outlined in Section 3.3, listing the number of dimensions, transport physics, and equations
of state that were used in each study, as well as whether or not burn physics were
incorporated.
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Table 3.1. Summary of PJMIF modeling studies.
Reference

Number of
Dimensions
1

Burn
Physics
Yes

Cassibry et al.
[86]
Santarius [81]

3

No

1

Yes

Samulyak et al.
[75]
Kim et al. [82]
Kim et al. [83]
Awe et al. [84]

1

Yes

1
3
1

No
No
No

Davis et al. [85]

1

No

Parks [87]

1

No

Knapp et al. [78]

Transport

EOS

Radiation
Electron and ion
thermal
conduction
Two-temperature
Thermal
convection
Radiation
Electron and ion
thermal
conduction
Two-temperature
No heat transport

Tabular

Heat conduction
Heat conduction
Radiation
Electron and ion
thermal
conduction
Two-temperature
Radiation
Heat conduction
Two-temperature
Heat conduction
Radiation

Ideal gas
Tabular

Ideal gas
Tabular
Tabular
Ideal gas and
tabular

Tabular

Ideal gas

From this table, it can be seen that the majority of PJMIF studies used onedimensional simulations, with all of the studies that incorporated burn physics being onedimensional. The studies that used three-dimensional simulations used fewer transport
physics compared to the one-dimensional studies. This illustrates the contribution that this
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dissertation makes to the field of fusion research by simulating the PJMIF concept in three
dimensions while incorporating pertinent transport physics and burn physics, which no
previous study in the open literature has done.
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CHAPTER 4

NUMERICAL MODEL

4.1 Introduction

Many future experiments must be conducted in order to develop a viable option for
fusion and spacecraft propulsion. Due to the high cost of building experimental fusion
devices, it is crucial that thorough mathematical models of fusion concepts are developed
before an experimental apparatus is built.
The University of Alabama in Huntsville is developing a smoothed particle
hydrodynamics code (SPH) entitled Smooth Particle Fluid with Maxwell equation solver
(SPFMax) [95, 96] with the goal of simulating magneto-inertial fusion applications. The
code has been benchmarked and found to accurately simulate radiation cooling, heat
transfer, oblique shock capturing, angular momentum conservation, and viscous effects,
and the accuracy was found to be consistent with what has been reported in other SPH
studies [93, 97]. This code has been used to simulate both solid-state and magnetic nozzles
for pulsed fusion propulsion applications [98, 99], as well as electrode erosion for Z-pinch
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fusion systems [95]. The equations of motion and implementation of the smooth particle
hydrodynamic method are described in the following sections.

4.2 Equations of Motion

In a typical Lagrangian code, conservation of mass is given by [100]
𝑑𝜌
+ 𝜌𝛻 ∙ 𝒖 = 0
𝑑𝑡

(4.1)

𝑑

where 𝑑𝑡 indicates the material derivative.
SPFMax solves conservation of mass exactly by obtaining density from the particle mass
divided by the particle volume, with particle mass being a constant property. Particle
positions are updated with a time integration of the velocity vector,
𝑑𝒓
=𝒖
𝑑𝑡

(4.2)

Particle acceleration is computed with the single fluid momentum equation [100],
𝑑𝒖
1
1
= − 𝛻𝑝 + 𝛻 ⋅ 𝝉
𝑑𝑡
𝜌
𝜌

(4.3)

where the viscous stress tensor is given by
𝜏𝑥𝑥
𝜏
𝝉 = [ 𝑦𝑥
𝜏𝑧𝑥

𝜏𝑥𝑦
𝜏𝑦𝑦
𝜏𝑧𝑦

𝜏𝑥𝑧
𝜏𝑦𝑧 ]
𝜏𝑧𝑧

The momentum equation expands into three vector components, and for an 𝑥, 𝑦, 𝑧
coordinate system expands to [100]
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(4.4)

𝑑𝑢 1
𝜕𝑝 𝜕𝜏𝑥𝑥 𝜕𝜏𝑦𝑥 𝜕𝜏𝑧𝑥
= (−
+
+
+
)
𝑑𝑡 𝜌
𝜕𝑥
𝜕𝑥
𝜕𝑦
𝜕𝑧

(4.5)

𝑑𝑣 1
𝜕𝑝 𝜕𝜏𝑥𝑦 𝜕𝜏𝑦𝑦 𝜕𝜏𝑧𝑦
= (−
+
+
+
)
𝑑𝑡 𝜌
𝜕𝑦
𝜕𝑥
𝜕𝑦
𝜕𝑧

(4.6)

𝑑𝑤 1
𝜕𝑝 𝜕𝜏𝑥𝑧 𝜕𝜏𝑦𝑧 𝜕𝜏𝑧𝑧
= (−
+
+
+
)
𝑑𝑡
𝜌
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧

(4.7)

For a Newtonian fluid, the sheer stress terms are given by
𝜕𝑣 𝜕𝑢
+ )
𝜕𝑥 𝜕𝑦

(4.8)

𝜕𝑤 𝜕𝑣
+ )
𝜕𝑦 𝜕𝑧

(4.9)

𝜕𝑢 𝜕𝑤
+
)
𝜕𝑧 𝜕𝑥

(4.10)

𝜏𝑥𝑦 = 𝜏𝑦𝑥 = 𝜇 (

𝜏𝑦𝑧 = 𝜏𝑧𝑦 = 𝜇 (

𝜏𝑧𝑥 = 𝜏𝑥𝑧 = 𝜇 (

𝜏𝑥𝑥 = 𝜆(𝛻 ∙ 𝒖) + 2𝜇

𝜕𝑢
𝜕𝑥

(4.11)

𝜏𝑦𝑦 = 𝜆(𝛻 ∙ 𝒖) + 2𝜇

𝜕𝑣
𝜕𝑦

(4.12)

𝜏𝑧𝑧 = 𝜆(𝛻 ∙ 𝒖) + 2𝜇

𝜕𝑤
𝜕𝑧

(4.13)

The Stokes hypothesis gives the bulk viscosity coefficient as
2
𝜆=− 𝜇
3

(4.14)

The governing equations in SPFMax are based on the Lagrangian form of the single
fluid, two-temperature equations, with one energy equation for ions and neutral particles
and one energy equation for the electrons. This similar to the approach found in [101, 102].
The energy equation for the ions and the neutral particles is given by
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𝑑𝑒𝑖 1
𝜕(𝑢𝜏𝑥𝑥 ) 𝜕(𝑢𝜏𝑦𝑥 ) 𝜕(𝑢𝜏𝑧𝑥 ) 𝜕(𝑣𝜏𝑥𝑦 ) 𝜕(𝑣𝜏𝑦𝑦 )
= (−𝑝𝑖 𝛻 ⋅ 𝒖 +
+
+
+
+
𝑑𝑡
𝜌
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕(𝑣𝜏𝑧𝑦 ) 𝜕(𝑤𝜏𝑥𝑧 ) 𝜕(𝑤𝜏𝑦𝑧 ) 𝜕(𝑤𝜏𝑧𝑧 )
+
+
+
+ 𝛻 ⋅ (𝑘𝑖 𝛻𝑇𝑖 )) + 𝑄𝑒𝑖 + 𝑄𝑖
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧

(4.15)

The energy equation for the electrons is given by
𝑑𝑒𝑒
𝑝𝑒
1
= − 𝛻 ⋅ 𝒖 + 𝛻 ⋅ (𝑘𝑒 𝛻𝑇𝑒 ) − 4𝜎𝑇𝑒4 𝜒𝑃𝑙𝑎𝑛𝑐𝑘 − 𝑄𝑒𝑖 + 𝑄𝑒
𝑑𝑡
𝜌
𝜌

(4.16)

where 𝑄𝑒𝑖 is the electron/ion equilibration term and is given by [103]
𝑄𝑒𝑖 =

3𝑚𝑒 𝑍𝑘𝐵 (𝑇𝑒 − 𝑇𝑖 )
𝜏𝑒
𝑚𝑖2

(4.17)

the electron collision time is given by [103]
𝜏𝑒 =

3√𝑚𝑒 (𝑘𝐵 𝑇𝑒 )3⁄2
4√2𝜋 ln 𝛬 𝑞 4

(4.18)

The calculation of the ion and electron heating from fusion reactions (𝑄𝑖 and 𝑄𝑒 ) are
provided in Section 4.4.
The equations of motion are closed with various equations of state. In this
dissertation, tabular equations of state were generated using PROPACEOS [104]. The
numerical output from PROPACEOS gives tables of pressure, ionization state,
temperature, radiation opacities, ion viscosity, and thermal conductivities as a function of
density and specific internal energy.
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4.3 Stopping Power

The fuel density and burn wave propagation are crucial for achieving ignition in
fusion fuel targets. A fusion plasma burns when charged particles deposit their energy into
the plasma and initiate further fusion reactions, with the newly formed charged particles
providing further heating of the plasma through electron thermal conduction and the
plasma’s stopping power. Charged particles deposit their energy into the plasma through
small angle collisions with plasma background species and large angle collisions through
binary particle interactions.
Stopping power models have been developed by Brown et al [105], Li et al [106],
Long et al [107], and Harris et al [108]. The stopping power model used in SPFMax was
developed by Grabowski et al and has been shown to be accurate over a large parameter
space for nonrelativistic molecular dynamics [109]. For completeness, the equations used
in this model are given below, but for a discussion see [110, 111].
𝑑𝐸 𝑑𝐸̃ 𝑍 2 𝑞𝑒2 /𝜆2𝐷
=
𝑑𝑥 𝑑𝑥 (1 + 𝑔)2/3

(4.19)

𝑑𝐸̃
𝛼 + 𝑤2
1/2
≈ −𝑅(𝑤) [𝐺(𝑤) ln (𝑒 +
) + 𝐻(𝑤)]
𝑑𝑥
𝑔0

(4.20)

[𝑀1 + 𝑏𝑀2 (𝑤)𝑤 2 ](𝑔)2/3
𝑅(𝑤) =
𝑤 2 (1 + 𝑏𝑤 2 )

(4.21)

𝑀1 =

𝑠 ln(1 + 𝛼𝑒 1/2 /[𝑔(1 + 𝑎𝑍 2 𝑔)])
ln(1 + 𝛼𝑒 1/2 /𝑔0 )

𝑀2 (𝑤) =

1 ln(1 + 𝑠 3 𝑤 3 /𝑔)
𝑠 2 ln(1 + 𝑤 3 /𝑔0 )
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(4.22)

(4.23)

𝑤
2
2
𝐺(𝑤) = 𝑒𝑟𝑓 ( ) − √ 𝑤𝑒 −𝑤 /2
𝜋
√2

(4.24)

𝑤 4 ln 𝑤
𝑤 3 −𝑤2 /2
𝐻(𝑤) =
−
𝑒
12 + 𝑤 4 3√2𝜋

(4.25)

𝑍𝑒 2
𝜆𝐷 𝑘𝐵 𝑇

(4.26)

𝛼 = 4𝑒 −2𝛾

(4.27)

𝑠 = 𝑑(1 + 𝑐𝑔)1/3

(4.28)

𝑔=

𝑤=

𝑣
𝑣𝑡ℎ 𝑠

(4.29)

𝑎 = 1.04102 × 10−5

(4.30)

𝑏 = 0.183260

(4.31)

𝑐 = 0.116053

(4.32)

𝑑 = 0.824982

(4.33)

𝑔0 = 2.03301 × 10−3

(4.34)

This model has been successfully implemented in SPFMax and shown to accurately
characterize the stopping power for different fusion plasmas across a wide range of
densities and temperatures [110, 111].

4.4 Nonlocal Radiation Transport in SPFMax

Ideally, radiation of a fusion fuel target would be modeled in SPFMax with each
particle being a source of radiation emitting isotropically across a continuous radiation
frequency or fission/fusion product energy and reabsorbed, scattered, refracted and/or
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transmitted in accordance with the local radiation matter interaction physics. However, this
would be far too computationally intensive to implement in three dimensions. Therefore,
the algorithm for modeling nonlocal deposition of energy is a compromise between
accuracy and computer memory.
The algorithm specifies a ray geometry that acts as a 4π isotopic source of radiation
in which matter and radiation interact, with the radiation intensity decreasing as a function
of 1/r2 [111]. This is illustrated in Figure 4.1

a)

b)

Figure 4.1. Rays shown in a computational domain for a) a spherical MIF target and liner
with b) 4π ray.

In Figure 4.1 a), the blue and yellow particles represent a typical spherical MIF
plasma target and liner, respectively. The smaller red spheres are shown as representative
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of the 4π rays, which are evenly distributed throughout the domain to approximate the
radiation matter interactions. In Figure 4.1 b), one of the rays is shown for illustrative
purposes. The centerline of the ray branches are the assumed trajectories of the radiation,
and each branch is subdivided so that spatial variations in attenuation can be modeled. Each
radiating SPH particle will contribute its power to the closes ray segment.
The reactivity for a reaction of species 𝑖 with species 𝑗 is given by
𝑑𝑁 𝑛𝑋𝑖 𝑛𝑋𝑗
=
< σ𝑣 >𝑖𝑗 𝑉
𝑑𝑡 1 + δ𝑖𝑗

(4.35)

in which
δ𝑖𝑗 = {

1 𝑖=𝑗
0 𝑖≠𝑗

(4.36)

The power per unit mass delivered by a particular fusion product species 𝑘 is given
by
(

𝑛𝑋𝑖 𝑛𝑋𝑗
𝑑𝑒
) =
<𝜎𝑣>𝑖𝑗 𝐸𝑘
𝑑𝑡 𝑘 𝜌(1 + 𝛿𝑖𝑗 )

(4.37)

The total power of the system is
𝑁

𝑃𝑓𝑢𝑠,𝑘 = ∑
𝑎=1

𝑛𝑎,𝑋𝑖 𝑛𝑎,𝑋𝑗
(1 + 𝛿𝑖𝑗 )

<𝜎𝑣>𝑎,𝑖𝑗 𝐸𝑘 𝑉𝑎

(4.38)

The fraction of fusion power deposited in a segment of ray 𝑟 is given by
𝑓𝑟 =

𝛺
4𝜋

(4.39)

The work done by a fusion ion moving through segment 𝑖 of the ray is
𝑑𝐸
𝛿𝑊𝑖𝑟 = ( ) 𝛥𝑟𝑖𝑟
𝑑𝑟 𝑖𝑟
The ion and electron power deposited in a given ray segment is [111]
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(4.40)

𝑛𝑋𝑖 𝑛𝑋𝑗
𝛺 ∂𝐸
〈𝜎𝑣〉𝑖𝑗 𝑉
(𝑄𝑖,𝑒 )𝑖𝑟 = (
( ) 𝛥𝑟)
1 + 𝛿𝑖𝑗
4𝜋 ∂𝑟 𝑖𝑟

(4.41)

𝑑𝐸

in which ( 𝑑𝑟 ) is the function calculating the deceleration force acting on the fast particles,
𝑖𝑟

which is a function of ion species, electron density, and temperature.
The local stopping power itself is a function of the kinetic energy of the fast ions
moving through the ray segment. It is assumed that the stopping power is constant through
a given ray segment. Therefore, the change in kinetic energy of an ion moving through the
specific ray segment is given by
1
1
2
2
𝑚𝑘 𝑣𝑘,𝑖𝑟
− 𝑚𝑘 𝑣𝑘,𝑖(𝑟−1)
= −𝛿𝑊𝑖𝑟
2
2

(4.42)

The ion velocity is then found from
2
𝑣𝑘,𝑖𝑟 = 𝑚𝑎𝑥 [(𝑣𝑘,𝑖(𝑟−1)
−

2𝛿𝑊𝑖𝑟
) , 0]
𝑚𝑘

(4.43)

The ion power is given by
1
1
2
2
𝑚𝑘 𝑣𝑘,𝑖𝑟
− 𝑚𝑘 𝑣𝑘,𝑖(𝑟−1)
= −𝛿𝑊𝑖𝑟
2
2

(4.44)

The ion power is then distributed to the particles in the ray segment based on the
compact support size of each particle. The actual power per unit mass deposited in an
SPH particle ‘𝑎’ is then
number of rays

(𝑄𝑖,𝑒 )𝑎 =

∑
𝑖𝑟=1

ℎ𝑎 𝑛𝑋𝑖 𝑛𝑋𝑗
𝛺𝑟
𝑑𝐸
〈𝜎𝑣〉𝑖𝑗 𝑉) ( ) ( ) ]
[
(
𝑚𝑎 1 + 𝛿𝑖𝑗
4𝜋 𝑎 𝑑𝑟 𝑖𝑟
𝑖𝑟
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(4.45)

4.5 Smoothed Particle Hydrodynamics

SPH is a meshless Lagrangian method that simulates fluid flows by dividing a fluid
into a set of particles and using a summation interpolant function to calculate the properties
and gradients for each of these particles. A kernel function is then used to calculate the
properties for each of the particles by adding up the properties of the particles that lie within
the kernel. The properties assigned to a specific particle are determined based on the
density and proximity of other nearby particles [112-114].
There are three common methods used to compute density from an arbitrary
distribution of point mass particles in SPH. One approach is to construct a mesh and divide
the mass in each cell by the volume. A limitation of this approach is that a fixed mesh can
under sample or over-sample regions with spare or dense mass distributions. This approach
must also interpolate both to and from the particles, which can cause a loss of accuracy,
speed, and consistency [115].
Another approach is to have no mesh at all, and instead calculate the density based
on a local sampling of the mass distribution. This can be accomplished by dividing the total
mass by the volume of the sample. Clustered and sparse regions can be dealt with by
adjusting the size of the sampling volume according to the local number density of
sampling points. A drawback of this approach is that it may lead to a noisy estimate because
the estimation of the density will be very sensitive to whether or not a distant particle on
the edge of the volume is used when finding the estimate. This requires smoothing
distances in the SPH algorithm so that distant particles have smaller influence when
calculating local estimates [115].
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The third approach is to calculate the density using a weighted summation over
nearby particles [115]. These three methods are illustrated in Figure 4.2

Figure 4.2. The three methods used for calculating density in SPH [43].

SPFMax uses the third technique, with the density computed from
(4.46)

𝜌𝑎 = ∑ 𝑚𝑏 𝑊𝑏
𝑏

For the kernel approximation, an integral interpolant can be used to obtain the value
for any property in a fluid, and is defined as [116]
𝐴(𝒓) = ∫ 𝐴(𝒓′ )𝛿(𝒓 − 𝑟 ′ )𝑑𝑟 ′

(4.47)

The delta function is given by
1
𝛿(𝒓 − 𝒓′ ) = {
0

𝒓 = 𝒓′
𝒓 ≠ 𝒓′

(4.48)

By replacing the delta function with a smoothing function, the kernel
approximation can be expressed as
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𝐴(𝒓) = ∫ 𝐴(𝒓′ )𝑊(𝒓 − 𝒓′ , ℎ)𝑑𝒓′

(4.49)

The smoothing function is required to meet several conditions. The first is the
normalization condition, which can be expressed as
∫ 𝑊(𝒓 − 𝒓′ , ℎ)𝑑𝒓′ (𝒓) = 1

(4.50)

The second condition that must be met is the Delta function property, which is given by
𝑙𝑖𝑚 𝑊(𝒓 − 𝒓′ , ℎ) = 𝛿(𝒓 − 𝒓′ )
ℎ→0

(4.51)

The third condition is the compact condition and is given by
𝑊(𝒓 − 𝒓′ , ℎ) = 0 𝑤ℎ𝑒𝑛 |𝒓 − 𝒓′ | > 𝜅ℎ

(4.52)

After the kernel function has been applied, the particle approximation is utilized. In
the particle approximation, the system is represented by a finite number of particles
characterized by a specific mass and location. The continuous integral representations in
the kernel approximation are converted to discretized forms of summation over all of the
particles that lie within the support domain. This allows the integral interpolant to be
approximated with a summation interpolant given by
𝐴(𝒓) = ∑ 𝑚𝑏
𝑏

𝐴𝑏
𝑊(𝒓 − 𝒓𝑏 , ℎ)
𝜌𝑏
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(4.53)

Figure 4.3. SPH particle approximations in a two-dimensional problem domain Ω with a
surface S [117].

The spatial gradient for this quantity can be computed using the equation
summation
𝛻𝐴(𝒓) = ∑ 𝑚𝑏
𝑏

𝐴𝑏
𝛻𝑊(𝒓 − 𝒓𝑏 , ℎ)
𝜌𝑏

(4.54)

Many kernel functions may be used in SPH [118, 119]. A Gaussian kernel was used
by Gingold and Monahan to simulate non-spherical stars, and this kernel was found to be
sufficiently smooth for high order derivatives and offer both stability and accuracy.
However, this kernel function is not very compact and is computationally expensive due
to it taking a long distance for the kernel to approach zero, which in turn requires a large
support domain with a large number of particles [112, 117]. One of the most frequently
used kernels is the cubic spline kernel, which is given by
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1
4𝜋ℎ𝑎𝑏
1

𝑊𝑎𝑏 =

3

[(2 − 𝑞)3 − 4(1 − 𝑞)3 ] 𝑓𝑜𝑟 0 ≤ 𝑞 ≤ 1

3

(2 − 𝑞)3 ,

4𝜋ℎ𝑎𝑏
{0

𝑓𝑜𝑟 1 ≤ 𝑞 ≤ 2

(4.55)

𝑓𝑜𝑟 𝑞 > 2

The cubic spline closely resembles a Gaussian function while requiring a more
narrow compact support. Higher order kernels have been studied and offer high accuracy
for particles that are equally spaced. However, when the particles are disorganized, higher
order kernels require a cancellation of positive and negative contributions, which is not
likely when there is disorganization in the particles. The changing of gradient signs for
higher order kernels also causes a loss in desirable features of SPH, such as positive definite
dissipation terms [114].
The actual degree of accuracy depends strongly on the particle distribution within
the kernel radius and the properties of the kernel within a set of neighboring particles. The
ratio of smoothing length to particle spacing also has a major influence on accuracy [115].
SPH has been used to model many problems in fluid dynamics, such as star formation,
oceonagraphy, and lava flows [120, 121].
4.5.1 First and Second Order Derivatives

Several numerical schemes have been evaluated to calculate first and second
derivatives in SPH, each having their own advantages and disadvantages. The scheme
developed by Monaghan to calculate first derivatives is given by [122, 123]

𝛻𝐴𝑖 = ∑ 𝜔𝑗 𝐴𝑗 𝛻𝑊𝑖𝑗
𝑗
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(4.56)

A second scheme for calculating first derivatives is given by [123]
(4.57)

𝛻𝐴𝑖 = ∑ 𝜔𝑗 (𝐴𝑗 − 𝐴𝑖 )𝛻𝑊𝑖𝑗
𝑗

This scheme is able to obtain a first derivative that is exactly zero for a constant
function, a capability that the first scheme lacks.A third scheme is given by [123]
(4.58)

𝛻𝐴𝑖 = ∑ 𝜔𝑗 (𝐴𝑗 + 𝐴𝑖 )𝛻𝑊𝑖𝑗
𝑗

This form does not have zeroth order consistency. However, it can provide local
momentum conservation when it is used to discretize forces in Euler and Navier-Stokes
equations.
A fourth scheme used by Randles and Libersky, Bonet and Lok, and Vila is given
by [123-126]
𝛻𝑢𝑖 = ∑ 𝜔𝑗 (𝐴𝑗 − 𝐴𝑖 )𝑩𝑖 ∙ 𝛻𝑊𝑖𝑗

(4.59)

𝑗

In which the renormalization tensor is given by
−1

𝑩𝑖 = − [∑ 𝜔𝑗 (𝒓𝑖 − 𝒓𝑗 )𝛻𝑊𝑖𝑗 ]

(4.60)

𝑗

This method is first-order consistent. However, it is not symmetric, and so it is not
always able to preserve conservation of momentum and energy.
Second derivatives can be obtained for each of the schemes used to obtain first
derivatives. These are given by the following three equations
𝛻 ∙ 𝛻𝐴𝑖 = ∑ 𝜔𝑗 𝛻𝐴𝑗 ∙ 𝛻𝑊𝑖𝑗
𝑗
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(4.61)

(4.62)

𝛻 ∙ 𝛻𝐴𝑖 = ∑ 𝜔𝑗 (𝛻𝐴𝑗 − 𝛻𝐴𝑖 ) ∙ 𝛻𝑊𝑖𝑗
𝑗

(4.63)

𝛻 ∙ 𝛻𝐴𝑖 = ∑ 𝜔𝑗 (𝛻𝐴𝑗 + 𝛻𝐴𝑖 ) ∙ 𝛻𝑊𝑖𝑗
𝑗

Another option is to determine the second derivative for the kernel function.
Applying this to each of the first derivative schemes yields the following three equations
(4.64)

𝛻 ∙ 𝛻𝐴𝑖 = ∑ 𝜔𝑗 𝐴𝑗 𝛻 ∙ 𝛻𝑊𝑖𝑗
𝑗

(4.65)

𝛻 ∙ 𝛻𝐴𝑖 = ∑(𝐴𝑗 − 𝐴𝑖 )𝛻 ∙ 𝛻𝑊𝑖𝑗
𝑗

(4.66)

𝛻 ∙ 𝛻𝐴𝑖 = ∑ 𝜔𝑗 (𝐴𝑗 + 𝐴𝑖 )𝛻 ∙ 𝛻𝑊𝑖𝑗
𝑗

A third scheme was developed by Brookshaw, and incorporates a form for the first
derivative similar to a finite difference and an SPH summation for the second derivative.
This

is

given

by

[123,

127]
𝛻 ∙ 𝛻𝐴𝑖 = ∑ 2𝜔𝑗
𝑗

𝐴𝑖 − 𝐴𝑗
𝒆𝑖𝑗 ∙ 𝛻𝑊𝑖𝑗
𝑟𝑖𝑗

(4.67)

in which
𝑟𝑖𝑗 = |𝒓𝑖𝑗 |

(4.68)

and
𝒆𝑖𝑗 =

𝒓𝑖𝑗
𝑟𝑖𝑗

(4.69)

This is among the most accurate schemes for calculating second derivatives in SPH
[123, 128].
79

In SPFMax, it was decided to use the method given in Equation 4.56 to calculate
first derivatives and the method given in Equation 4.61 to calculate second derivatives.
Among the values this calculates in simulations are the scalar temperature in the heat
conduction equation and the spatial derivatives of velocity vectors [125, 129, 130]. This
approach was found to offer both satisfactory speed and accuracy for simulating physics
problems pertinent to PJMIF. The first example of this implementation was with thermal
conduction in the study of electrode erosion [95].

4.5.2 Shock Capturing

SPFMax uses artificial viscosity based on work done by Monaghan while also
utilizing a Balsara switch to turn off artificial viscosity in regions of excessive shear stress.
The artificial viscosity term 𝛱 is added to the pressure terms in the momentum equation to
give
𝑑𝑢 1
𝜕𝑝 𝜕𝜏𝑥𝑥 𝜕𝜏𝑦𝑥 𝜕𝜏𝑧𝑥
𝜕𝛱
= (−
+
+
+
)+
𝑑𝑡 𝜌
𝜕𝑥
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥

(4.70)

𝑑𝑣 1
𝜕𝑝 𝜕𝜏𝑥𝑦 𝜕𝜏𝑦𝑦 𝜕𝜏𝑧𝑦
𝜕𝛱
= (−
+
+
+
)+
𝑑𝑡 𝜌
𝜕𝑦
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑦

(4.71)

𝑑𝑤 1
𝜕𝑝 𝜕𝜏𝑥𝑧 𝜕𝜏𝑦𝑧 𝜕𝜏𝑧𝑧
𝜕𝛱
= (−
+
+
+
)+
𝑑𝑡
𝜌
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑧

(4.72)

The artificial viscosity is added to the ion energy equation to give
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𝑑𝑒𝑖 1
𝜕(𝑢𝜏𝑥𝑥 ) 𝜕(𝑢𝜏𝑦𝑥 ) 𝜕(𝑢𝜏𝑧𝑥 ) 𝜕(𝑣𝜏𝑥𝑦 ) 𝜕(𝑣𝜏𝑦𝑦 )
= (−𝑝𝑖 𝛻 ⋅ 𝒖 +
+
+
+
+
𝑑𝑡
𝜌
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕(𝑣𝜏𝑧𝑦 ) 𝜕(𝑤𝜏𝑥𝑧 ) 𝜕(𝑤𝜏𝑦𝑧 ) 𝜕(𝑤𝜏𝑧𝑧 )
+
+
+
+ 𝛻 ⋅ (𝑘𝑖 𝛻𝑇𝑖 )) + 𝛱𝛻 ⋅ 𝒖 +
𝜕𝑧
𝜕𝑥
𝜕𝑦
𝜕𝑧
𝑄𝑒 + 𝑄𝑖

(4.73)

Since the artificial viscosity is computed between a particle and its neighbors, the
model presented below uses the subscripts ‘𝑎’ for the particle and ‘𝑏’ for the set of
neighbors to the particle. This scheme is given by [131]

𝛱𝑎𝑏

2
−𝛼𝑐𝜇̃𝑎𝑏 + 𝛽𝛱 𝜇̃𝑎𝑏
={
𝜌̅𝑎𝑏
0

𝒗𝑎𝑏 ∙ 𝒓𝑎𝑏 < 0

(4.74)

𝒗𝑎𝑏 ∙ 𝒙𝑎𝑏 ≥ 0

In which
𝜇̃𝑎𝑏 =

ℎ𝒗𝑎𝑏 ∙ 𝒓𝑎𝑏
+ 0.01ℎ2

𝒓2𝑎𝑏

(4.75)

And
𝛽 = min (𝛽𝑚𝑎𝑥 , 1 +

𝑑𝐵
)
𝑑𝑎

(4.76)

And
𝛽𝑚𝑎𝑥 ≈ 1.5

(4.77)

Artificial viscosity is especially useful in saving numerical computational power
when calculating flow conditions before and after shock formation occurs [132].

81

CHAPTER 5

CODE VERIFICATION

5.1 Introduction

A sequence of simulations converges to a value of 𝜉 with order 𝑝 if it meets the
following criteria
|𝐴 − 𝜉| < 𝐶𝑛−𝑝

(5.1)

in which 𝐶 is a constant and n is the number of grid points. For code verification, 𝜉 is equal
to zero, since the error should approach zero as the resolution increases.
The L2 norm is a popular norm in the fields of science and engineering that can be
used to measure a numerical code’s accuracy. Using density as an example, the L2 norm
can be calculated using the following equation
(𝜌 − 𝜌𝑒𝑥𝑎𝑐𝑡 )2
𝐿2𝜌 = √
𝑛

(5.2)

The L2 norm provides a global average error. This method can be used to measure
the error for density, temperature, pressure, and other properties at different resolutions. A
higher resolution generates more particles, which in turn should provide a more accurate
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solution. To perform an L2 analysis, it is necessary to perform simulations of problems in
SPH that have analytical solutions.
During the development of SPFMax, physical viscosity, oblique shock capturing,
radiative cooling, and heat conduction were incorporated into the code. This was followed
by performing verification tests against problems relevant to plasma liner formation for the
PJMIF concept. Each of the test cases required an analytical solution in order to assess the
accuracy of code in simulating these different physics. Descriptions for these problems and
an analysis of the code’s numerical accuracy are provided in the following six sections.
The simulated problems consisted of optically thin radiation cooling, thermal conduction,
Couette flow, the Gresho vortex, oblique shock, and the Taylor-Green vortex. The
descriptions and results for each of these studied are provided in the following sections.
The results of these test cases were recently published in the Journal of Nuclear
Engineering and Radiation Science [93]. For the sake of completeness, the results and
discussion are duplicated here.

5.2 Optically Thin Radiation Cooling

The cooling rate for single group radiation in the optically thin limit is given by
(see Planck’s law in Ref. [133] for example, on pp 318-319)
𝑑𝑒
= 4σ𝑇𝑒4 χ𝑃𝑙𝑎𝑛𝑐𝑘
𝑑𝑡

(5.3)

If it is assumed that the electron and ion temperatures are equal (𝑇𝑒 = 𝑇𝑖 ≡ 𝑇), then the
specific internal energy for the system is 𝑒 = 𝐶𝑣 𝑇. The value for 𝐶𝑣 is then given by
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𝐶𝑣 =

𝑅̅ (1 + 𝑍)
𝐴𝑊(γ − 1)

(5.4)

Thus, in terms of temperature for a calorically perfect gas, the rate of change in
temperature becomes
𝑑𝑇
𝐴𝑊(γ − 1)
( )
= 4σ𝑇 4 χ𝑃𝑙𝑎𝑛𝑐𝑘
𝑑𝑡 𝑟𝑎𝑑
𝑅̅ (1 + 𝑍)

(5.5)

The problem examined consists of a region of argon plasma with a constant ion
number density of 1022 m-3 and an initial temperature of 2 eV. Two simulations were run,
with one using Equation 5.3 in which the opacity, specific heat ratio, and charge state were
fixed to be consistent with the specified temperature and ion density. The other simulation
used Equation 5.5, with the parameters of the plasma being interpolated from an equation
of state table during the numerical integration as a function of e and ρ.
Temperature is plotted versus time in Figure 5.1 for both the ideal case of constant
opacity and calorically perfect gas and the tabular case in which all properties are a function
of ρ and e. In both simulations, cooling occurs rapidly in the first 2 microseconds, followed
by a more gradual cooling in the remaining 18 microseconds. The solutions were
determined by integration using ODE45, a Matlab algorithm that utilizes a Runge-Kutta
numerical integration scheme [134]. The results from the SPH plot are shown for the same
two cases as points that fall on top of the exact results, indicating that the radiation model
is implemented properly and that the table lookup in the SPH model is performing
consistently with the exact solution.
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Figure 5.1. Plasma temperature as a function of time. Solid lines indicate exact numerical
solution and data points are SPFMax results.

5.3 Thermal Conduction

As the plasma jets merge, shock heating and compressional work heat the exterior
of the jets and then thermal transport will contribute to heating the interior of the jets. To
verify that SPFMax can capture heat transfer, the heat conduction problem is solved using
cylindrical symmetry, where the outer radial boundary is set to a constant temperature that
is higher than the interior temperature.

85

A model for this problem can be derived from the form of the heat equation as given
by
ρ𝐶𝑣

𝜕𝑇
= 𝛻 ⋅ (𝑘𝛻𝑇)
𝜕𝑡

(5.6)

This partial differential equation can be solved exactly under the assumption of
constant coefficients for various boundary conditions in planar, cylindrical, and spherical
geometries in one, two, or three dimensions. This is accomplished by using separation of
variables on a non-dimensionalized form of the equation assuming periodic boundary
conditions, and infinite boundary condition solutions can be found as well. While solutions
can be found in numerous textbooks, the authors found the report by Vansant particularly
useful [135]. For constant, uniform temperature 𝑇0 at 𝑟0 and initially uniform temperature
𝑇𝑖 , the solution gives
∞

𝑇(𝑟, 𝑡) = 𝑇0 + 2(𝑇𝑖 − 𝑇0 ) ∑
𝑛=1

The test case is illustrated in Figure 5.2
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1 −λ 𝐹 (𝑡) 𝐽0 (λ𝑛 𝑅)
𝑒 𝑛𝑜
λ𝑛
𝐽1 (λ𝑛 )

(5.7)

Figure 5.2. Initial conditions for heat conduction problem with cylindrical symmetry.

The problem investigated consists of a cylinder of argon plasma with constant ion
density of 1022 m-3 and an initial temperature of 1 eV. The boundary is set to 10 eV with
an initial radius of 2.5 cm. The equation of state and transport properties are found using
the PROPACEOS [136] tabular equation of state at an intermediate temperature of 3 eV,
with k = 8.6609 W/m-K, AW = 39.948 kg/kmol, Z = 2.5587, and γ = 1.1166. The series
solution is truncated with the first 100,000 terms, evaluated at each point in the spatial
direction from r = 0 to 2.5 cm and at times ranging from t = 0 to 100 μs.
Figure 5.3 shows a plot of the temperature versus the radius of the cylinder at fixed
times for the exact and numerical solutions. The SPH results were obtained using a line
slice through the cylinder located at z = 5, y = 0, and x = -2.5:2.5 cm.
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Figure 5.3. Temperature profile at different times for heat conduction problem with
cylindrical symmetry. Solid lines indicate exact numerical solution and dotted lines are
SPFMax results.

Temperature increases with radius, with a minimum value located at r=0 cm, and a
maximum value of 10 eV at the boundary. The temperature profiles change as time
progresses to the Fourier time as given by [135]
𝑡 = 𝐹0

𝜌𝐶𝑣 𝑟02
𝑘

(5.8)

For this problem, the Fourier time is on the order of ~64 microseconds. After this
time, the temperature curve becomes constant at 10 eV, as seen by the exact numerical
solution in Figure 5.3.
The SPH results can be seen to be in general agreement with the analytical solution,
with the difference between the SPH results approaching the analytical solution as time
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progresses. This can be further seen in Figure 5.4, which provides an L2 norm for the
temperature versus the number of particles at three fixed times during the simulation run.

Figure 5.4. Temperature L2 norm for heat conduction problem in cylindrical symmetry.

The convergence rates can also be seen to improve as the simulation time
progresses. The convergence rate for the results at 10, 30, and 100 microseconds are N-0.17,
N-0.28, and N-0.47, respectively. This is somewhat lower than convergence rates reported by
other SPH studies [137]. The relatively high inaccuracies (20% to 30%) are found at early
times when the temperature gradients are most severe. However, for sufficiently high
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particle resolution and equilibration times, the numerical accuracy improves to well within
10%.
As the spherical liner converges and stagnates, a hot spot is formed in which heat
conduction transfers energy radially outward. Because of this, it was desired to conduct an
additional thermal conduction test case for a spherical geometry.
For a sphere with a steady surface temperature of 𝑇0 and uniform initial temperature
of 𝑇𝑖 , the transient solution for temperature in the sphere as a function of time and radius
is given by [135]
∞

{1 −

𝑇(𝑡, 𝑟) = (𝑇𝑖 − 𝑇0 ) ∗

1
2𝑛 − 1 − (𝑟⁄𝑟0 )
2𝑛 − 1 + (𝑟⁄𝑟0 )
∑ [𝑒𝑟𝑓𝑐 (
) − 𝑒𝑟𝑓𝑐 (
)]} + 𝑇0
(𝑟⁄𝑟0 )
2√𝐹𝑜 (𝑡)
2√𝐹𝑜 (𝑡)

(5.9)

𝑛=1

where the Fourier number is given by
𝐹𝑜 (𝑡) =

α𝑡
𝑟02

(5.10)

The diffusivity is given by
𝛼=

𝑘
𝜌𝐶𝑣

(5.11)

Figure 5.5 shows a cutaway of the initial thermal condition for the SPH simulation
using spherical geometry. This figure illustrates the lower uniform temperature along the
surface of the sphere and the higher initial temperature throughout the entire inner volume
of the sphere.
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Figure 5.5. Initial condition for heat conduction problem in spherical geometry.

A comparison of the SPH solution with the exact solution for the spherical
geometry as a function of time is shown in Figure 5.6. The figure shows the temperature
profile at five different points in time. The solid lines are the values for the analytical
solution and the dotted lines are the values obtained in SPFMax. In general, the code
provides more accurate results closer to the center of the geometry. The accuracy of the
SPFMax results is also seen to improve as the simulation progresses in time.
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Figure 5.6. Temperature slice comparison of SPH solution with exact numerical solution
for heat conduction problem with spherical symmetry. Solid lines indicate exact
numerical solution and dotted lines are SPFMax results.

An L2 analysis for the temperature is given in Figure 5.7. This shows the L2 norm
for temperature converging at a nearly constant linear slope as time progresses. The error
is ~6% for most of the simulation.
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Figure 5.7. L2 norm at different times for heat conduction problem with spherical
symmetry.

The decrease in the L2 norm can be attributed to the temperature profile becoming
more uniform during the simulation.

5.4 Couette Flow

Couette flow consists of a viscous fluid that is contained between two infinite
parallel plates. The plates are separated by a constant distance, and the upper plate moves
at constant velocity relative to the bottom plate. The flow is incompressible, and the
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thermal conduction and dynamic viscosity of the fluid are assumed to be constant. When
the no-slip condition is applied to this problem, there is no relative motion between the
fluid and the plate [138]. The exact solution for the fluid flow velocity between the plates
can then be written as
𝑢(𝑦) = 𝑢𝑒

𝑦
𝐷

(5.12)

Figure 5.8 illustrates the velocity profile for Couette flow

Figure 5.8. Incompressible Couette flow velocity profile.

The SPFMax simulation was two-dimensional and used geometry that was one
particle thick in the y direction. The Couette flow problem assumes an infinitely long
geometry, making it difficult to simulate in SPH. To address this, periodic boundary
conditions were implemented by using an algorithm that transfers particles that move
beyond the maximum geometry position in the x direction to the minimum position in the
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x direction, and vice versa. This enables a finite geometry to be used in the simulation of
Couette flow.
Numerous simulations with different particle numbers were run in order to conduct
an L2 norm analysis. The results for this analysis are presented in Figure 5.9. The
convergence rate is on the order of N-0.38. This shows that SPFMax is able to incorporate
viscous effects in the Navier-Stokes equations with a reasonable level of accuracy and is
consistent with the order of accuracy reported in other SPH studies [97]. More importantly,
with only 104 particles, 10% accuracy is achieved.

Figure 5.9. L2 norm for Couette flow velocity.
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5.5 Gresho Vortex

The Gresho vortex is an inviscid, time-independent, incompressible problem that
consists of a rotating vortex. The azimuthal velocity is dependent only on the radius, and
the centrifugal force is balanced by the pressure gradient [139]. The Gresho vortex allows
for the testing of a numerical code’s preservation of symmetry and conservation of angular
momentum as a function of time.
The azimuthal velocity of the vortex is given by
5𝑟,
𝑢𝜙 (𝑟) = {2 − 5𝑟,
0,

0 ≤ 𝑟 ≤ 0.2
0.2 ≤ 𝑟 ≤ 0.4
0.4 ≤ 𝑟

(5.13)

The pressure is given by Equation 5.14 and is illustrated as a contour plot in Figure
5.10. As shown, the pressure is lowest in the center of the vortex where the azimuthal
momentum is relatively high, which is balanced by the higher pressure surrounding the
vortex.
5+
𝑝(𝑟) =

25 2
𝑟 ,
2

9 − 4 ln 0.2 +
{ 3 + 4 ln 2 ,

0 ≤ 𝑟 ≤ 0.2
25 2
𝑟 − 20𝑟 + 4 ln 𝑟 ,
2

0.2 ≤ 𝑟 ≤ 0.4
0.4 ≤ 𝑟
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(5.14)

Figure 5.10. Gresho vortex pressure contour.

Figure 5.11 shows contours for the azimuthal velocity of this specific Gresho
vortex. This figure shows that the azimuthal velocity is 0 at the center of the vortex, and
increases linearly until it reaches a maximum value at r = 0.2. The azimuthal velocity then
decreases linearly to 0 once r = 0.4.
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Figure 5.11. Gresho vortex azimuthal velocity contour.

Numerous simulations of this vortex were conducted with SPFMax, each one with
a different number of particles. While the Gresho vortex is a time-independent solution,
simulations of the vortex inevitably degrade from the analytical solution as time progresses
due to factors such as numerical diffusion [97]. Ways to mitigate this include using a
Balsara switch [140] to suppress artificial viscosity in the presence of shear to permit
inviscid rotational structures in the fluid.
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Figure 5.12. SPFMax Gresho vortex simulation, with vectors indicating direction of flow.

A total simulation time of 1.25664 seconds was used for these test cases. This time
was selected to allow the fastest rotating fluid in the vortex to undergo one complete
rotation. The pressure and angular velocity for each of these simulations were then
compared to the profiles given by Equations 5.13 and 5.14, allowing for an L2 norm to be
obtained for both of these parameters. The results for the L2 norm are presented in the
following two figures.
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Figure 5.13. L2 norm for Gresho vortex pressure.
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Figure 5.14. L2 norm for Gresho vortex azimuthal velocity.

The convergence rate of the Gresho vortex pressure is on the order of N-0.13 and the
convergence rate for the azimuthal velocity is on the order of N-0.1. This is somewhat lower
than convergence rates that has been reported in other SPH studies [137]. However, it
should be noted that most SPH simulations of the Gresho vortex have only evolved the
vortex to a time of t=1 s, which is less than one complete rotation of the fastest moving gas
particles in the vortex [137]. In comparison, this study simulated one complete rotation of
the fastest moving gas particles, which causes further degradation from the analytical
solution.
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It should also be noted that many SPH codes have been reported to have extreme
difficulty in accurately simulating the Gresho vortex. This is due to particle shear motion
requiring constant recalculation of the effective particle volume. The changing of the
particle volume leads to noise in the volumetric and velocity fields. Artificial viscosity can
be used to dampen the velocity noise at the expense of diffusing the vortex [97]. The
viscous dissipation resulting from particle motion can also be misinterpreted by the code
as the presence of shocks. Better shock capturing methods may improve the accuracy of
simulating problems like the Gresho vortex and will be the subject of future work. For this
particular problem, MIF flows involving strong mixing, such as late time beyond the onset
of Rayleigh-Taylor or Richtmyer-Meshkov instabilities.

5.6 Oblique Shock

In the plasma liner experiment, supersonic plasma jets will merge with half angles
between jets of 10 to 20 degrees, and it is anticipated that this will produce oblique shocks
since the jets will be deflected in the direction of the jet to jet interfacial plane. Experiments
on oblique merging of two supersonic jets were conducted by Merritt et al. for PLX at Los
Alamos National Laboratory. These experiments measured the stagnation layer formed by
the two obliquely merging supersonic jets and characterized the time evolution of the
oblique shock merging [90, 91].
The solution to the so-called jump conditions across a shock can be found in
numerous compressible flow textbooks [141]. In the ideal case of a stationary ramp, the
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shock angle β, merging half angle θ, and the incoming jet Mach number are related by the
so-called θ-β-M relation
𝑀12 sin2 β − 1
tanθ = 2cotβ [ 2
]
𝑀1 (γ + cos2β) + 2

(5.15)

The jump conditions across the oblique shock are identical in form to those of a
normal shock, with the Mach number replaced with the normal component of the Mach
number orthogonal to the shock. The normal component of the Mach number is
𝑀𝑛1 = 𝑀1 sin𝛽

(5.16)

The shock relations for density and pressure are
2
(𝛾 + 1)𝑀𝑛1
𝜌2
=
2
𝜌1 (𝛾 − 1)𝑀𝑛1
+2

(5.17)

𝑝2
2𝛾
(𝑀2 − 1)
= 1+
𝑝1
𝛾 + 1 𝑛1

(5.18)

The normal component of the Mach number downstream from the shock
is

2
𝑀𝑛2
=

2
2
𝑀𝑛1
+ [𝛾 − 1]
2𝛾
2
[𝛾 − 1] 𝑀𝑛1
−1

(5.19)

The actual Mach number downstream of the shock is determined with
𝑀𝑛2 = 𝑀2 sin(𝛽 − 𝜃)

(5.20)

Using the ideal gas law, the temperature is calculated with
𝑇2 𝑝2 𝜌1
=
𝑇1 𝑝1 𝜌2

(5.21)

A test case is chosen with initial conditions of two argon jets with conditions
comparable to anticipated PLX jet parameters, with a velocity of 40 km/s, a 10 degree
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merging half angle, γ = 1.3, an initial mass density of 1.33×10-3 kg/m3, and an initial
temperature of 16,247 K (1.4 eV), which corresponds to an initial Mach number of 19.1.
Using the oblique shock relations, the exact solution for a stationary ramp gives a shock
angle of 12.28 degrees. This implies that the merge layer between the jets should grow at
the jet interface with a 2 degree shape (~12 degree shock angle minus 10 degree half angle),
a post-shock density of 7.24×10-3 kg/m3, a post shock Mach number of 10.13, and a postshock temperature of 55,054 K (4.74 eV). It should be noted that the exact solution is not
a perfect representation of the merging of two discrete jets, as the leading and trailing edges
of the jets provide a two-dimensional relieving effect, which is difficult to quantify. A
scatter plot is presented in Figure 5.15 showing the jets at 0, 5, and 10 μs with the particle
color scaled to temperature in Kelvin. The shock is shown to form at 5 μs at the interface
between the jets and is well defined at 10 μs. Thermal expansion at the edges of the jets are
visible at 10 μs. The simulation is performed in the x-z plane with motion in the y-direction
prohibited to allow comparison with the exact solution to the oblique shock, which is a
two-dimensional solution.
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Figure 5.15. Scatter plot of jet temperature for the oblique shock test at 0, 5, and 10 μs.
The jets intersect with a merging half angle of 10 degrees, with the shock visible at the
jet-jet interface.

In Table 5.1, results are given for the post-shock density, temperature, shock angle,
and Mach number for three different particle resolutions. To obtain numerical results, line
slices were taken through the numerical output. The shock angle was obtained by
generating line slices through the output at three different x s and zs locations in the post-
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shock region. The zs positions were examined at a simulation time of 7.5 μs, with the zs
values set to -0.15, -0.185, and -0.22 m.

Table 5.1. Summary of oblique shock test cases with particle numbers varying from
1,386 to 33,728 particles per jet. The exact solution for a stationary ramp gives 12.23
degrees shock angle, and post shock density, temperature, and Mach number of 7.24×10-3
kg/m3, 55,054 K, and 10.13, respectively.

Case

Number of
particles per jet

zs
(m)

ρs (kg/m3)

xs
(m)

Ts
(K)

β
(degrees)

Ms

1

1386

-0.15

0.005259

0.0924

41,070

--

11.82

1

1386

-0.185 0.0069323

0.0933

40,100

8.53

11.97

1

1386

-0.22

0.008321

0.093

39,620

10.49

12.02

2

9471

-0.15

0.007807

0.0961

46,720

--

11.04

2

9471

-0.185

0.01049

0.0959

45,960

10.33

11.11

2

9471

-0.22

0.01165

0.0949

45,880

11.64

11.09

3

33728

-0.15

0.01052

0.0959

47,040

--

10.92

3

33728

-0.185

0.01114

0.0957

49,740

10.30

10.77

3

33728

-0.22

0.008237

0.0940

50,880

12.67

10.56

An L2 norm analysis was done for these results in order to find the convergence of
the post-shock solutions. The convergence rates for the post-shock density, temperature,
and shock angle are N-0.46, N-0.9, and N-0.98, respectively. At low resolution, the shock
temperature is ~27% less than the exact solution, while in the shock layer, the density
spread is from -27% to +15% of the exact solution. The shock angle is as much as 30%
lower than the exact solution. Improvement for the temperature is seen as the particle
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number increases to 33,728, in which all of the temperature measurements were within
10% of the exact solution. Density was found to be consistently higher in all cases, ranging
from as high as 53% to as low as 14% of the exact solution. The Mach number was within
10% at all measurements. The variation in density is consistent with variation in line
integrated interferometry comparisons with experimental data in early six jet conical
simulations [94], whereas Mach number from simulations has been found to fall within the
scatter of the data [92]. The discrepancy in density and slight underprediction in
temperature for the high-resolution case suggests that the artificial viscosity is not
decelerating the particles sufficiently and needs to be explored further. As with the Gresho
vortex test case, a Balsara switch or other means of screening shear while properly
decelerating particles to prevent interpenetration beyond the interparticle spacing ℎ is a
challenge to be explored in future work.

5.7 Taylor-Green Vortex

The Taylor-Green vortex is an incompressible, viscous, time-dependent decaying
vortex that has an exact closed-form solution. The problem consists of a cubical volume of
fluid with an initially smooth vorticity distribution. As time progresses, the vortices interact
until they break down into turbulence, which dissipates the energy in the fluid and
eventually brings it to rest. This problem has been used to study energy dissipation, vortex
dynamics, and turbulent decay [142, 143]. The problem has been used in the development
of other SPH codes that have incorporated viscosity to assess the accuracy of simulating
viscous effects [144, 145].
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The velocity field of the Taylor-Green vortex is given by
𝑣𝑥 = sin 𝑥 cos 𝑦 𝐹(𝑡)

(5.22)

𝑣𝑦 = −cos 𝑥 sin 𝑦 𝐹(𝑡)

(5.23)

𝐹(𝑡) = 𝑒 −2𝜈𝑡

(5.24)

in
which

The pressure is given by
𝑝=

𝜌
(cos(2𝑥) + cos(2𝑦))𝐹 2 (𝑡)
4

(5.25)

An example problem that was investigated for this study had a dynamic viscosity
of 2 Pa-s, a density of 50 kg/m3, and was simulated for a total of five seconds. Figure 5.16
shows the velocity vectors of this vortex at 0 s and 5 s. The pressure contour at both 0 s
and 5 s are shown in Figure 5.17. In this figure, it can be seen that after five seconds have
passed, the velocity of the vortex has decayed dramatically and lead to a significant
decrease in the vortex pressure.
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a)
b)
Figure 5.16. Taylor-Green Vortex velocity vectors at a) 0 s and b) 5 s.

a)
b)
Figure 5.17. Taylor-Green Vortex pressure contour at a) 0 s and b) 5 s.

After a sufficient number of simulations were conducted, an L2 norm analysis of
the temperature and x/y velocity components was performed, with the results shown in
Figure 5.18a and b. The convergence rates for the Taylor-Green temperature, 𝑣𝑥 , and 𝑣𝑦
are N-0.1, N-0.15, and N-0.11, respectively. This again is consistent with the order of
consistency reported by other SPH codes in the literature [97], and as can be seen the results
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are well within 10% accuracy for temperature and 𝑣𝑥 , while 𝑣𝑦 are within 12% of the exact
solution.

a)
b)
2
Figure 5.18. L norm for Taylor-Green a) temperature and b) velocity.

5.8 Fusion Yield

The final test case simulated a static spherical target of deuterium-tritium with a
constant temperature. The spherical geometry was created using an algorithm that regularly
places points such that their distance in two orthogonal directions is always the same
locally. This regular distribution is achieved by using circles of latitude at constant intervals
and setting points at these intervals such that the product of the interval and the point
distance is equal to the average area per point [146]. The spherical geometry generated in
SPFMax is shown in Figure 5.19
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Figure 5.19. Initial fusion target configuration.

The sphere is simulated to be a 50/50 mixture of deuterium-tritium with a density
of 1 g/cm3 and a temperature of 14 keV, conditions necessary for fusion ignition. The
SPFMax results were compared to differential equations for fusion yield, given by
Equations 5.26 and 5.27.
The fusion reaction rate is given by
𝑑𝑁𝑓𝑢𝑠
= 〈𝜎𝑣〉𝐷𝑇 𝑛𝐷 𝑛𝑇 𝑉
𝑑𝑡

(5.26)

The change in the number of deuterium and tritium atoms is given by
𝑑𝑛𝐷 𝑑𝑛𝑇
=
= −〈𝜎𝑣〉𝐷𝑇 𝑛𝐷 𝑛𝑇
𝑑𝑡
𝑑𝑡
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(5.27)

These equations are solved using the MATLAB ode45 function. A comparison
between the fusion energy and neutron yield provided by SPFMax and the ode45 solver
are shown in Figure 5.20 and Figure 5.21, respectively

Figure 5.20. Fusion energy yield of SPFMax and ode45.
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Figure 5.21. Neutron yield of SPFMax and ode45.

The results are in very close agreement and verify the code’s accuracy in simulating
fusion yield and burnup. This capability enables one to use SPFMax for problems in which
fusion yield and fractional burnup are significant.
It was necessary to conduct a self-convergence test in order to verify that SPFMax
can provide sufficient resolution to simulate problems pertinent to PJMIF. Increasing the
number of particles in the simulation results in different yield values, which converge to
the correct solution as resolution increases. The relative norm in the resulting fusion yield
can be defined as
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𝑦𝑛 =

|𝑦𝑖 − 𝑦𝑓 |
𝑦𝑓

(5.28)

with yf being the fusion yield for the case that has the highest particle resolution.
Simulations were run with particle numbers ranging from 1,000 to 36,000. The
corresponding relative norm is shown in Figure 5.22

Figure 5.22. Loglog plot of fusion yield self-convergence.

This figure shows the relative norm decreasing by about an order of magnitude with
a corresponding increase in particle number. The simulation that uses 4,000 particles
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provides a fusion yield that is only 10% different from a simulation that uses 36,000
particles.
The first step in conducting additional simulations was to determine what parameter
space offers ignition conditions for PJMIF through constructing Lindl-Widner diagrams.
This procedure is detailed in the following chapter.
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CHAPTER 6

FUSION POWER BALANCE

6.1 Introduction

Lindl-Widner diagrams are simplified implosion and yield models that were
developed to study the parameter space for plasma density and temperature over which fuel
capsules may ignite in inertial confinement fusion [147]. This was later modified to
examine the parameter space for areal density and temperature [20, 148].
Much of the research with Lindl-Widner diagrams has been conducted for inertial
confinement fusion. However, studies have been conducted to construct Lindl-Widner
diagrams that incorporate magnetic fields, making it possible to explore the parameter
space of PJMIF [149].
The power balance used to produce these diagrams is given by
𝑑𝐸
𝑑𝑉
=𝑃
+ 𝑃𝐹 − 𝑃𝐵 − 𝑃𝐶 − 𝐴𝜅𝛻𝑇
𝑑𝑡
𝑑𝑡

(6.1)

The fusion power is given by
𝑃𝐹 =

𝑑𝑁𝑓𝑢𝑠
(𝐸𝛼 𝑓𝛼 + 𝐸𝑛 𝑓𝑛 )
𝑑𝑡
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(6.2)

6.2 Alpha Particle Energy Deposition

The model used to construct the Lindl-Widner diagrams utilizes approximate
expressions to characterize the slowing of alpha particles and neutrons in a fusion fuel
plasma. The slowing of alpha particles is caused primarily by small-angle collisions with
electrons. The decrease in the velocity of the alpha particles is given by
𝑑𝑣𝛼
𝑣𝛼
=−
𝑑𝑡
2𝑡𝛼𝑒

(6.3)

The characteristic time in picoseconds for the alpha particle energy deposition is
given by
3/2

𝑡𝛼𝑒 ≃

42𝑇𝑒
𝜌 ln 𝛬𝛼𝑒

(6.4)

The collision time between ions and electrons is given by
𝜏𝑒 =

3√𝑚𝑒 (𝑘𝐵 𝑇𝑒 )3/2
4√2𝜋𝑛𝑖 𝑍𝑖2 𝑞 4 ln 𝛬𝑒

(6.5)

The collision time between ions is given by
𝜏𝑖 =

3√𝑚𝑖 (𝑘𝐵 𝑇𝑖 )3/2
4√2𝜋𝑛𝑖 𝑍𝑖2 𝑞 4 ln 𝛬𝑖

(6.6)

The timescale needed for energy exchange to occur between the ions and electrons
takes longer than the timescales needed for the electrons and ions to approach thermal
equilibrium within their subsystems. On average, an electron must collide with ions
𝑚𝑖 /(2𝑚𝑒 ) times before the electron’s energy is transferred a single time [4]. The
equilibration time is then given by
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3/2

𝑚𝑖
𝐴𝑇𝑒
𝜏𝑒𝑖 =
𝜏𝑒 = 9.9 × 10−9
2𝑚𝑒
𝑛𝑖 𝑍𝑖2 ln 𝛬𝑒

(6.7)

The alpha particle energy deposition time and the equilibration time are very similar
to each other and are smaller than the time needed for ignition to occur in fusion targets
[4]. Therefore, to construct the Lindl-Widner diagrams, it is assumed that the ions and
electrons have the same temperature and that the alpha particles transfer their energy
instantaneously to the electrons.
The range of a 3.5 MeV alpha particle produced in a D-T reaction can be obtained
as [4]
∞

𝑙𝛼 = ∫ 𝑣𝛼 𝑑𝑡 = 2𝑣𝛼0 𝑡𝛼𝑒

(6.8)

0

The fraction of the alpha particle energy that is deposited in the hot spot is given
by [4]
3
4
𝜏𝛼 − 𝜏𝛼2 ,
𝜏𝛼 ≤ 1/2
2
5
𝑓𝛼 =
1
1
1−
+
, 𝜏𝛼 ≥ 1/2
4𝜏𝛼 160𝜏𝛼3
{

(6.9)

in which
𝜏𝛼 =

𝑟
𝑟
(1 + )
𝑙𝛼
𝑟𝐿

(6.10)

If the hot spot is surrounded by a layer of colder fusion fuel, alpha particles created
within the hot spot can be slowed dramatically, heating the colder fuel and drive the
propagation of a fusion burn wave. A strong magnetic field embedded within the target
significantly increases the alpha particle energy deposition fraction, as will be shown in the
following sections.
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6.3 Neutron Energy Deposition

Neutrons generated in fusion reactions deposit their energy to the plasma primarily
through elastic collisions with nuclei. The average fraction of the neutron’s energy lost
from collision with a nucleus that has a mass number of 𝐴 is given by [4]
𝑓𝑒𝑛 =

2𝐴
(𝐴 + 1)2

(6.11)

The average mean free path of the neutron is
𝑙𝑛 =

1
𝜎𝑛

(6.12)

The value of 𝜌𝑙𝑛 is significantly greater than the areal density of the plasma’s hot
spot field. In addition, neutrons are unaffected by a magnetic field that may be embedded
within the target. For these reasons, neutrons deposit very little of their energy into the hot
spot. However, 𝜌𝑙𝑛 is comparable to the areal density of the entire plasma. Consequently,
the neutrons do deposit a fraction of their energy into the plasma, which is given by
𝑓𝑛 =

𝜌𝑅
𝜌𝑅 + 𝐻𝑛

(6.13)

in which 𝐻𝑛 =20 g/cm2.
The neutron fractional power deposition is much smaller than the alpha particle
fractional deposition. Consequently, the alpha particles are primarily responsible for the
heating of the fusion fuel and burn wave propagation.
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6.4 Lindl-Widner Diagrams

The primary objective of creating Lindl-Widner diagrams was to provide a
guideline for fusion target conditions to use in SPFMax simulations. In the first set of cases
examined, the fusion fuel target has a radius ranging from 10 cm to 1 mm, a number density
ranging from 1023 to 1036 m-3, no magnetic field, and no implosion velocity. The LindlWidner diagram for these cases is presented in Figure 6.1. The implosion velocity was
excluded because during the compression phase of PJMIF, the compressional work
dominates the power balance given in Equation 6.1. Furthermore, the objective of
conducting simulations with SPFMax is to study fusion yield once ignition conditions have
been reached in the target. This would occur at peak compression when no kinetic energy
remains in the target or the liner.
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Figure 6.1. Lindl-Widner diagram for varying radii and no magnetic field.

In this diagram, the region to the right of the curves represents the paramater space
for the areal density and temperature in which fusion power exceeds power losses, while
the region to the left of the curve represents the parameter space in which power losses
exceed fusion power and the target quenches. Increasing the target radius corresponds to a
small increase in the area for fusion ignition due to an increase in the mass of the fusion
fuel. But in order to dramatically increase the region for fusion ignition, a magnetic field
must be embedded in the target, as is shown in Figure 6.2. This figure presents a LindlWidner diagram for a target with a 1 mm radius and varying magnetic field intensities.
121

Figure 6.2. Lindl-Widner diagram for 1 mm radius target and varying magnetic fields.

Larger magnetic fields are seen to dramatically increase the ignition region for this
target by enhancing the alpha particle energy deposition fraction. However, a magnetic
field also leads to cyclotron radiation, and this radiation becomes the dominant energy loss
mechanism at low densities and temperatures. This is due to the fact that alpha particle
energy deposition is limited for cold, low density plasmas. In addition, cyclotron radiation
scales linearly with density and temperature while also scaling as a function of the square
of the magnetic field.
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A stronger magnetic field reduces the gyroradius of the alpha particle, which
increases the dwell time of the alpha particle inside of the target. The ratio of the target
radius to the ion gyroradius must be much greater than 1 in order to significantly enhance
the dwell time. The ion gyroradius and the ratio of the target radius to the ion gyroradius
are shown in Figure 6.3 and Figure 6.4, respectively.

Figure 6.3. Ion gyroradius for 1 mm target for different magnetic field intensities and
plasma temperatures.

In Figure 6.4, it can be seen that the ratio of the target radius to the ion gyroradius
is greatest when a 1,000 T magnetic field is present. A Lindl-Widner diagram was then
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constructed for each of the previously examined target radii with a 1,000 T magnetic field
embedded in the targets. The results of this are shown in Figure 6.5.

Figure 6.4. Ratio of target radius to ion gyroradius for 1 mm target for different magnetic
field intensities and plasma temperatures.
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Figure 6.5. Lindl-Widner diagram for varying radii and 1,000 T magnetic field.

At high areal densities, the lower bounds of the contours for the different targets
are nearly identical. At lower areal densities, differences are seen in the contours’ lower
bounds. This is due to Bremsstrahlung radiation scaling with the square of the plasma
density while cyclotron radiation scales linearly with density, causing cyclotron radiation
to dominate at low areal densities and Bremsstrahlung radiation dominating at high areal
densities. Cyclotron radiation also scales linearly with temperature while Bremsstrahlung
radiation scales with the square root of temperature.
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With these results as a baseline, it was then possible to conduct simulations of
fusion fuel targets in SPFMax, which is the subject of the next chapter.
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CHAPTER 7

THREE-DIMENSIONAL FUSION SIMULATIONS

7.1 Introduction

The SPFMax simulations begin with a fully compressed and static target of
deuterium-tritium. Several simulations were conducted with the target by itself and
additional simulations were conducted with the target surrounded by an afterburner, which
consists of a layer of colder fusion fuel that surrounds the hot fusion target. Threedimensional simulations allow for the examination of the effect that non-uniformities on
the surface of the target have on the fusion yield. Several simulations were conducted with
different non-uniformities and are presented later in this chapter. Demonstrating the
capability to simulate these effects is crucial for the investigation of PJMIF in order to
determine the viability of this fusion concept. Future studies may investigate nonuniformities and instabilities that arise during the implosion process rather than predefined
non-uniformities.

127

The initial conditions of the target and afterburner for each of the cases are
presented in Table 7.1. The baseline case consists of an unmagnetized target of deuteriumtritium. This case is further described in Section 7.2, with subsequent sections grouped
according to the parameter that was varied. A magnetized target was then simulated to
determine what effect an embedded magnetic field has on the fusion yield. Following this,
a case was run with a cold afterburner surrounding the target. The afterburner was
simulated with and without a magnetic field in order to assess how the fusion yield is
affected by a magnetized afterburner. A high-density afterburner was also simulated.
Finally, a number of simulations were conducted with non-uniform targets in which
spherical harmonics were used to impose predefined degrees, orders, and amplitudes on
the surface of the target. The corresponding change in the fusion yield presented for these
non-uniform cases is presented in Section 7.4. The trends observed are compared with
related results in the open literature.

Table 7.1. Initial conditions of fusion simulations.

Target
Case rt
ρt
Tt
Bt
(mm) (kg/m3) (keV) (T)
1
1
1,000
14
0
2
1
1,000
14
1
3
1
1,000
14
0
4
1
1,000
14
0
5
1
1,000
14
1,000
6
1
1,000
14
1,000
7
1
1,000
14
1,000
8
1
1,000
14
1,000
9
1
1,000
14
1,000

l

m

a

N/A
N/A
N/A
N/A
N/A
2
14
12
2

N/A
N/A
N/A
N/A
N/A
1
8
7
2
128

N/A
N/A
N/A
N/A
N/A
0.5
0.5
0.5
0.5

tha
(mm)
N/A
N/A
0.4
0.4
0.4
N/
N/A
N/A
N/A

Afterburner
ρa
Ta
Ba
(kg/m3) (keV) (T)
N/A
N/A N/A
N/A
N/A N/A
3,000
0.5
0
2,000
0.5
0
2,000
0.5 1,000
N/A
N/A N/A
N/A
N/A N/A
N/A
N/A N/A
N/A
N/A N/A

10
11
12
13
14
15
16

1
1
1
1.33
1.3
1.3
1.33

1,000
1,000
1,000
1,000
1,000
1,000
1,000

14
14
14
14
14
14
14

1,000
1,000
1,000
1,000
1,000
1,000
1,000

8
10
0
2
10
12
14

5
6
0
1
6
7
8

0.5
0.5
0
0.5
0.5
0.5
0.5

N/A
N/A
0.4
0.545
0.565
0.385
0.565

N/A
N/A
2,000
2,000
2,000
2,000
2,000

N/A
N/A
0.5
0.5
0.5
0.5
0.5

N/A
N/A
1,000
1,000
1,000
1,000
1,000

7.2 Baseline Target Case

The baseline case consists of a target of deuterium-tritium with a radius of 1 mm,
an initial temperature of 14 keV, and a density of 1 g/cm3. The 14 keV temperature was
selected because, as shown in Chapter 1, this is the temperature that results in the lowest
triple product for the D-T fusion reaction. The radius and density values were obtained
from peak compression conditions that were reported in a recent study from Knapp and
Kirkpatrick that was discussed in Chapter 3. This study investigated one-dimensional
simulations of a xenon liner compression a D-T afterburner and target, and reported
significant energy gain [78].
A sequence of 3D scatter plots are shown at times 0, 0.5, 1, and 2 ns are shown in
Figure 7.1. The plots are colored with RGB values scaled against mass density and
temperature.

129

a)

b)

c)
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d)
Figure 7.1. Baseline target case temperature (left) and mass density (right) at a) t=0 ns, b)
t=0.5 ns, c) t=1 ns, and d) t=2 ns.

By 0.5 ns, the target has expanded to a radius of 1.16 mm with an expansion speed
of 350 km/s, which is consistent for a D-T plasma with an initial sound speed of 1,371
km/s. Plots taken at 1 ns and 2 ns show the continued thermal expansion of the target at a
rate of 350 km/s, with the temperature and the mass density seen to steadily decrease during
the expansion process.
Plots of the fusion power production and power losses resulting from gas expansion
and Bremsstrahlung radiation are shown in Figure 7.2. The majority of the power losses
are due to the expansion of the target.
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Figure 7.2. Fusion power production and power losses from expansion and
Bremsstrahlung radiation.

Plots of the total fusion energy and neutron yield versus time are provided in
Figure 7.3. By 2 nanoseconds, the yield has peaked. The fusion energy yield peaks at 4.48
MJ and the neutron yield peaks at 8×1018 neutrons, resulting in an energy gain of 0.53.

132

a)
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b)
Figure 7.3. a) Total fusion energy yield and b) total neutron yield for baseline target case.

Figure 7.4 shows 2D slices of temperature and mass density at 0.5 ns, 1 ns, and
2 ns. At 0.5 ns, the temperature and density of the target have begun to decrease as the
target expands, corresponding to a drop in the yield rate.
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a)

b)

c)
Figure 7.4. 2D slice of temperature (left) and mass density (right) at a) t=0 ns, b) t=0.5 ns,
c) t=1 ns, and d) t=2 ns.

135

At 1 ns and 2 ns, there is a continued decrease in both the temperature and density
throughout the target as a result of the expansion process, with a corresponding decrease
in the fusion yield. At 2 ns, the target has expanded to nearly twice its original radius, with
both the temperature and density having fallen dramatically and effectively ending fusion
reactions.
Line slices of both the temperature and density taken throughout the target at 0, 0.5,
1, and 2 ns are shown in Figure 7.5 and Figure 7.6, respectively. These show a drop in both
temperature and density at the outer edges of the target and a reduction in the average
temperature and density as the target expands.

Figure 7.5. Temperature line slices through target taken at 0, 0.5, 1, and 2 ns.
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Figure 7.6. Density line slices through target taken at 0, 0.5, 1, and 2 ns.

The initial conditions and fusion yield for this case are summarized in Table 7.2.
As shown in Chapter 6, an unmagnetized target with a radius of 1 mm and a temperature
of 14 keV must have an areal-density of at least 0.7 g/cm2 for net power generation. Since
the ρ-R for this case is only 0.1 g/cm2, the thermal conduction and Bremsstrahlung
radiation quench the target, allowing only for batch burn to occur with a gain less than
unity.
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Table 7.2. Initial conditions and fusion yield for baseline case.

r (mm)
1

ρ
(kg/m3)
1,000

T
(keV)
14

B
(T)
0

Eth
(MJ)
8.52

Neutron
Yield (#)
8.01×1018

Fusion Energy
Yield (MJ)
4.5

Gain
0.526

7.2.1 Magnetized Target

As discussed in Chapter 6, greater stopping power of the alpha particles can be
achieved if a magnetic field is embedded in the target. To investigate this with SPFMax,
the baseline target was simulated again, this time with an embedded 1,000 T magnetic field.
This corresponds to a Hall parameter of 0.21 and increases the stopping power by a factor
of 27. The model conserves magnetic flux. This study also did not examine different
magnetic field topologies, which may cause end losses or non-uniform fusion particle
transport.
The fusion and neutron yield for this case are shown in Figure 7.7 and Figure 7.8,
respectively. The embedded magnetic field is seen to provide only a small increase in the
yield, with the energy peaking at 4.65 MJ and the neutron yield peaking at 8.3×1018
neutrons. This minor improvement in yield prompted the investigation of cases that
incorporate a cold afterburner layer of fusion fuel that surrounds the target. These cases are
presented in the following subsections.
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Figure 7.7. Total fusion energy yield for magnetized and unmagnetized target cases.

139

Figure 7.8. Total neutron yield for magnetized and unmagnetized target cases.

7.3 Target and Afterburner Cases

When the hot target is surrounded by a cold afterburner, the target raises the
temperature of the afterburner to induce further fusion in the afterburner, causing a
dramatic increase in the fusion yield and offer gains greater than unity. It is anticipated that
confinement time will be improved with the afterburner because the target will not lose a
large amount of thermal energy due to radiation. Rather, the target’s thermal energy will
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heat the colder fusion fuel in the afterburner and enhance yield if the afterburner is able to
ignite.

7.3.1 Magnetized Target and Afterburner

The initial conditions for this case are provided in Table 7.1. Figure 7.9 is a 3D
scatter plot of the initial temperature and mass density of this case. A sequence of 3D scatter
plots at times 5 ns and 13 ns are shown in Figure 7.13 and Figure 7.15, respectively.

a)
b)
Figure 7.9. Magnetized target and afterburner case initial a) temperature and b) mass
density.

Figure 7.10 shows a 2D slice of the initial temperature and density of the target
and afterburner. The contrast between the temperature and density for the two domains
can clearly be seen in this figure.
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a)
b)
Figure 7.10. 2D slice for magnetized target and afterburner case initial a) temperature and
b) mass density.

Figure 7.11 shows the continued expansion of the target and the afterburner at 2 ns,
at which point the outer radius has expanded to 2.2 mm with an expansion speed of
350 km/s. At this point, the target has heated much of the afterburner to the point that fusion
reactions have begun in this additional layer of deuterium-tritium fuel.

142

a)
b)
Figure 7.11. Magnetized target and afterburner case a) temperature s and b) mass density
at t=2 ns.

A 2D slice at 2 ns in Figure 7.12 shows that at this time in the simulation, much of
the afterburner has been heated by the target, inducing fusion reactions in the afterburner
and enhancing the fusion yield. Subsequent slices at 5 ns and 13 ns in Figure 7.14 and
Figure 7.16 show a decrease in the temperature and density of the target and the afterburner
as the plasma expands, ultimately limiting the fusion yield.
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a)
b)
Figure 7.12. 2D slice for magnetized target and afterburner case a) temperature and b)
mass density at t=2 ns.

Figure 7.13 shows the expansion of the target and afterburner at t=5 ns. As was
shown in section 7.2, the fusion yield for the baseline case peaks at about 2 ns, whereas for
this case, the fusion reactions continue for a longer amount of time, as will be shown later
in this subsection.
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a)
b)
Figure 7.13. Magnetized target and afterburner case a) temperature s and b) mass density
at t=5 ns.

A 2D slice of temperature and density at this time shows that the outer layers of the
afterburner have begun to cool as the fusion fuel continues to expand. The density has also
begun to decrease, and this will be shown to negatively affect the fusion yield.

a)
b)
Figure 7.14. 2D slice for magnetized target and afterburner case a) temperature and b)
mass density at t=5 ns.
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Figure 7.15 shows a scatter plot of the target and afterburner at 13 ns. At this point,
the outer radius has expanded to 6 mm, with both the temperature and density having fallen
dramatically.

a)
b)
Figure 7.15. Magnetized target and afterburner case a) temperature s and b) mass density
at t=13 ns.

A 2D slice of temperature and density is shown in Figure 7.16. At this point, both
the temperature and density having fallen dramatically due to the expansion process, and
effectively brought an end to the fusion reactions.
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a)
b)
Figure 7.16. 2D slice for magnetized target and afterburner case a) temperature and b)
mass density at t=13 ns.

Line slices of both the temperature and density taken throughout the target at 0, 2,
5, and 13 ns are shown in Figure 7.17 and Figure 7.18, respectively. Initially, there is an
increase in temperature at the center of the target, and the temperature at the outer edges of
the slices are seen to increase as the target heats the afterburner and fusion reactions begin
to occur in this outer layer of D-T. During this time, the density in both the target and the
afterburner decrease due to expansion.
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Figure 7.17. Temperature line slices through magnetized target and afterburner taken at 0,
2, 5, and 13 ns.
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Figure 7.18. Density line slices through magnetized target and afterburner taken at 0, 2, 5,
and 13 ns.

Plots of the fusion power production and power losses are shown in Figure 7.19.
Due to the presence of the 1,000 T magnetic field, power losses from cyclotron radiation
occur in this simulation. But as with the baseline case, the majority of the power losses are
due to the expansion of the target. The power losses from Bremsstrahlung are seen to be
nearly an order of magnitude lower than losses from expansion, while the cyclotron
radiation losses are nearly three orders of magnitude lower.
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Figure 7.19. Fusion power production and power losses from expansion, Bremsstrahlung,
and cyclotron radiation.

Plots of the total fusion energy and neutron yield versus time for both the baseline
case and the magnetized target and afterburner case are provided in Figure 7.20 and Figure
7.21, respectively. Comparing these results shows that the fusion burn time is significantly
greater when both an afterburner and an embedded magnetic are included, with the burn
time increasing from three nanoseconds for the baseline case to thirteen nanoseconds when
the afterburner and magnetic field are included.
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Figure 7.20. Total fusion energy yield for magnetized target/afterburner and
unmagnetized target cases.
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Figure 7.21. Total neutron yield for magnetized target/afterburner and unmagnetized
target cases.

Compared to the unmagnetized target, both the fusion energy and neutron yield
increase by nearly two orders of magnitude, and provides an energy gain of 25.12, as shown
in Table 7.3.
An additional simulation was run with no magnetic field and an afterburner with a
density of 3 g/cm3. This resulted in a fusion energy yield of 611 MJ and an energy gain of
42.17.
Line slices of the temperature and density for the unmagnetized target, magnetized
target, unmagnetized target and afterburner, and magnetized target and afterburner cases
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are shown in Figure 7.22 and Figure 7.23, respectively. The magnetized target can be seen
to have slightly higher temperature and density than the unmangetized target as time
progresses, which can be attributed to the enhanced stopping power provided by the
embedded magnetic field. When the afterburner is included, the temperature and density at
the center of the target can be seen to increase, which can be attributed to the increased
mass confinement time provided by the afterburner. Once a magnetic field is included in
both the target and afterburner, the enhanced stopping power allows for the center of the
target to reach even higher temperatures and densities, the larger number of fusion
reactions allows for more of the afterburner to continue burning for a longer amount of
time. This allows for the temperature of both the target and afterburner to remain higher
for a longer simulation time.
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a)

b)

c)
d)
Figure 7.22. Temperature line slices for a) unmagnetized target, b) magnetized target, c)
unmagnetized target and afterburner, and d) magnetized target and afterburner.
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a)

b)

c)
d)
Figure 7.23. Density line slices for a) unmagnetized target, b) magnetized target, c)
unmagnetized target and afterburner, and d) magnetized target and afterburner.

Table 7.3. Simulation results for baseline target and afterburner cases.

Case
1
2
3
4
5

Neutron Yield (#)
8.01×1018
8.32×1018
1.09×1021
8.48×1019
5.57×1020

Fusion Energy Yield (MJ)
4.5
4.66
611
47.47
312.3
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Gain
0.53
0.55
42.17
3.82
25.12

Cases 1 and 2 show that there is a marginal improvement in yield when an
embedded magnetic field is introduced. Introducing a cold afterburner in Case 4 results in
a substantial improvement in yield and an energy gain greater than unity. The yield and
gain are further enhanced by nearly an order of magnitude once an embedded magnetic
field is used in the target and afterburner for Case 5. Even further yield improvement is
seen in Case 3 when the density of the afterburner is increased to 3 g/cm3.

7.4 Non-Uniform Cases

All of the simulations presented thus far have been for a spherically uniform target
and afterburner. However, it may be difficult to achieve such conditions in a laboratory. A
target and afterburner formed in an actual PJMIF experiment are likely to have nonuniformities. This is a phenomenon that requires three-dimensional simulations in order to
be studied. To conduct such simulations, it is first necessary to present the mathematics of
spherical harmonics, which is discussed in the following subsection.

7.4.1 Spherical Harmonics

A function F on a spherical surface can be represented by an infinite series of
spherical harmonics given by [150, 151]
∞

𝑙

𝐹(𝜃, 𝜙) = ∑ ∑ 𝑓𝑙𝑚 𝑌𝑙𝑚 (𝜃, 𝜙)
𝑙=0 𝑚=−𝑙

The harmonic 𝑌𝑙𝑚 (𝜃, 𝜙) is an eigenfunction given by
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(7.1)

2𝑙 + 1 (𝑙 − 𝑚)! 𝑚
𝑌𝑙𝑚 (𝜃, 𝜙) = √
𝑃 cos 𝜃 𝑒 𝑖𝑚𝜙
4𝜋 (𝑙 + 𝑚)! 𝑙

(7.2)

in which 𝑃𝑙𝑚 is the Legendre polynomial function given by
(−1)𝑚
𝑑 𝑙+𝑚 2
(𝑥 − 1)𝑙
(2𝑙 !)(1 − 𝑥 2 )𝑚/2 𝑑𝑥 𝑙+𝑚
(1 − 𝑚)! 𝑚
𝑃𝑙−𝑚 (𝑥) = (−1)𝑚
𝑃 (𝑥)
(1 + 𝑚)! 𝑙

𝑃𝑙𝑚 (𝑥) =

0≤𝑚≤𝑙
(7.3)
1≤𝑚≤𝑙

The coefficients are obtained from
𝑌𝑓𝑙𝑚 = ∫ 𝑑 2 𝑠̂ 𝑓(𝑠̂ )𝑌𝑙𝑚 (𝑠̂ )

(7.4)

𝑆

in which 𝑠̂ is a unit vector in the direction towards the surface element
𝑑 2 (𝑠̂ ) = sin 𝜃 𝑑𝜃𝑑𝜙

(7.5)

over which 𝑓 is evaluated.
By using the maximum degree, the number of harmonics can be determined as
𝑁ℎ = (𝑙𝑚𝑎𝑥 + 1)2

(7.6)

For a matrix of normalized harmonics of size 𝑁𝑝 × 𝑁ℎ and a column vector of
coefficient 𝑓ℎ , the function F can be approximated at 𝑁𝑝 points on a spherical surface as a
function of 𝜃 and 𝜙 by
𝐹𝑝 ≈ 𝑌𝑝ℎ × 𝑓ℎ
𝑌𝑝ℎ is a set of normalized tesseral spherical with elements given by
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(7.7)

𝑌𝑙𝑚 =

(2𝑙 + 1)(𝑙 − |𝑚|)! 𝑚
𝑃𝑙 cos 𝜃 sin(|𝑚|𝜙)
√2√
4𝜋(𝑙 − |𝑚|)!

𝑖𝑓 𝑚 < 0

2𝑙 + 1 0
√
𝑃 cos 𝜃
4𝜋 𝑙

𝑖𝑓 𝑚 = 0

√2√
{

(2𝑙 + 1)(𝑙 − |𝑚|)! 𝑚
𝑃𝑙 cos 𝜃 cos(𝑚𝜙)
4𝜋(𝑙 − |𝑚|)!

(7.8)

𝑖𝑓 𝑚 > 0

A visual representation of the first several spherical harmonics is shown in
Figure 7.24

Figure 7.24. Visual representation of spherical harmonics taken from [151].

To determine the coefficients to scale the spherical harmonics, a linear system of
𝑁𝑝 equations is solved for the vector of the spherical harmonic coefficients given by
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𝑇
𝑇
[𝑌𝑝ℎ
× 𝑑𝑖𝑎𝑔(𝑊𝑝 ) × 𝑌𝑝ℎ ]𝑓ℎ = [𝑌𝑝ℎ
× 𝑑𝑖𝑎𝑔(𝑊𝑝 ) × 𝐹𝑝 ]

(7.9)

in which the weights are the solid angles of each point on the surface, 𝛥𝜃𝛥𝜃 sin 𝜃
The wavelength of the spherical harmonic can be approximated as
2𝜋
𝑙 + 1/2

(7.10)

√𝑙(𝑙 + 1)
2𝜋

(7.11)

𝜆=
The wave number is given by
𝑘=

With this mathematical framework, it is possible to simulate fusion targets in
SPFMax that have a predefined degree, mode, and amplitude.

7.4.2 Non-uniform Unmagnetized Target

Six different simulations of the unmagnetized baseline target were simulated, each
with an amplitude of 0.5 and varying degrees and orders. The initial density, temperature,
and mass were set to be the same as the uniform baseline case. The initial temperature and
density for a non-uniform target with an amplitude of 0.5, a degree of 2, and an order of 1
is shown in Figure 7.25
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a)
b)
Figure 7.25. Non-uniform unmagnetized target with l=2, m=1, and amplitude=0.5 initial
a) temperature s and b) mass density.

Figure 7.26 shows a 2D slice of the temperature and density of the non-uniform
target. The lower temperature and density values seen at the boundary of the slice are
interpolated values obtained from the lumps of the non-uniform target and the vacuum
between the lumps.

160

a)
b)
Figure 7.26. 2D slice for perturbed unmagnetized target case with l=2, m=1, and
amplitude=0.5 initial a) temperature s and b) mass density.

Figure 7.27 shows the continued expansion of the non-uniform target. At 1 ns, the
target has expanded to a maximum radius of 1.1 mm. The temperature and density in the
target’s lumps can be seen to be lower than what is present toward the center of the target.

161

a)
b)
Figure 7.27. Non-uniform unmagnetized target with l=2, m=1, and amplitude=0.5 initial
a) temperature s and b) mass density at t=1 ns.

This can be seen in a planar slice of the target, shown in Figure 7.28. Here, the nonuniform shape can clearly be seen closer to the center of the target, with the lower
temperatures and pressures located along the lumps.

a)
b)
Figure 7.28. 2D slice for perturbed unmagnetized target case with l=2, m=1, and
amplitude=0.5 initial a) temperature s and b) mass density at t=1 ns.
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Similar to the uniform target, the temperature and density continuously decrease as
the non-uniform target expands, as can be seen in the temperature and density scatter plots
taken at 2 ns and 3 ns. These plots are shown in Figure 7.29 and Figure 7.30, respectively.

a)
b)
Figure 7.29. Non-uniform unmagnetized target with l=2, m=1, and amplitude=0.5 initial
a) temperature s and b) mass density at t=2 ns.

a)
b)
Figure 7.30. Non-uniform unmagnetized target with l=2, m=1, and amplitude=0.5 initial
a) temperature s and b) mass density at t=3 ns.
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2D slices taken at 2 ns and 3 ns show the continued decrease in both the temperature
and density throughout the target during the expansion process and a corresponding
decrease in the fusion yield. This is similar to the time at which the fusion rate peaked for
the uniform target case in section 7.2.

a)
b)
Figure 7.31. 2D slice for non-uniform unmagnetized target case with l=2, m=1, and
amplitude=0.5 initial a) temperature s and b) mass density at t=2 ns.
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a)
b)
Figure 7.32. 2D slice for non-uniform unmagnetized target case with l=2, m=1, and
amplitude=0.5 initial a) temperature s and b) mass density at t=3 ns

The fusion and neutron yield for this case are shown in Figure 7.33 and Figure 7.34,
respectively. The yield has peaked at about 2 ns, around the same time that peak yield
occurred for the uniform case. The overall trend for both the yields and burn time are very
similar to the uniform baseline case. This applies to the other non-uniform cases that were
examined, as can be seen in the summarized simulation results in Table 7.4
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Figure 7.33. Fusion energy yield for non-uniform target with l=2, m=1, and
amplitude=0.5.
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Figure 7.34. Neutron yield for non-uniform target with l=2, m=1, and amplitude=0.5

Table 7.4. Simulation results for non-uniform unmagnetized target.

Case
1
2
3
4
5
6
7

ρ
(kg/m3)
1,000
1,000
1,000
1,000
1,000
1,000
1,000

T
(keV)
14
14
14
14
14
14
14

l

m

a

0
2
14
12
2
8
10

0
1
8
7
2
5
6

0
0.5
0.5
0.5
0.5
0.5
0.5
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Neutron
Yield (#)
8.01×1018
7.849×1018
8.615×1018
8.64×1018
7.86×1018
7.9×1018
8.35×1018

Fusion Energy
Yield (MJ)
4.5
4.4
4.82
4.85
4.39
4.43
4.68

Gain
0.526
0.514
0.5711
0.567
0.512
0.519
0.545

These results indicate that surface non-uniformities do not have a major effect on
the yield of an unmagnetized target. However, as was shown in Section 7.3, an embedded
magnetic field and cold afterburner are necessary in order to generate large yields and
energy gains in the PJMIF concept. Therefore, it is necessary to determine if these same
non-uniformities have an effect on the yield when both an embedded magnetic field and
afterburner are included.

7.4.3 Non-uniform Magnetized Target and Afterburner

In these cases, the afterburner has the same initial mass, density, and temperature
that were used in the uniform simulation discussed in Section 7.3. Figure 7.35 shows a
scatter plot of the initial conditions of the uniform afterburner along with the non-uniform
target.

a)
b)
Figure 7.35. Magnetized target with l=2, m=1, and amplitude=0.5 and uniform
afterburner initial a) temperature and b) mass density.
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In this case, only the lumps of the non-uniform target are in contact with the surface
of the afterburner, with a significant volume occupied by vacuum due to the valleys in the
non-uniform target. This can be seen more clearly with a planar slice through the target
and afterburner at the initial conditions, shown in Figure 7.36

a)
b)
Figure 7.36. 2D slice of non-uniform magnetized target with l=2, m=1, and
amplitude=0.5 and uniform afterburner initial a) temperature and b) mass density.

The limited amount of contact between the target and afterburner limits the amount
of thermal energy transferred from the target to the afterburner. This can be seen as the
simulation progresses.
Figure 7.37 shows the temperature and density at 5 ns. Similar to the uniform target,
much of the afterburner has been heated by the target at this point, allowing for a burn
wave to be ignited.
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Subsequent slices at 5 ns and 13 ns in Figure 7.37 and Figure 7.39 show a decrease
in the temperature and density of the target and the afterburner as the plasma expands,
ultimately limiting the fusion yield.

a)
b)
Figure 7.37. Magnetized target with l=2, m=1, and amplitude=0.5 and uniform
afterburner a) temperature and b) mass density at t=5 ns.

A 2D planar slice is shown in Figure 7.38. Superficially, this slice looks similar to
what was obtained at the same point in time for the uniform target and afterburner case.
However, it will be shown that the non-uniform surface area of the target in contact with
the afterburner reduces the fusion yield by a considerable amount.
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a)
b)
Figure 7.38. 2D slice of non-uniform magnetized target with l=2, m=1, and
amplitude=0.5 and uniform afterburner a) temperature and b) mass density at t=5 ns.

Figure 7.39 shows the target and afterburner have expanded to a radius of 6 mm by
13 ns, the same radius as the uniform target case for this point in time. Both temperature
and density have fallen dramatically at this point due to the expansion process.

a)
b)
Figure 7.39. Magnetized target with l=2, m=1, and amplitude=0.5 and uniform
afterburner a) temperature and b) mass density at t=13 ns.
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A 2D slice of temperature and density is shown in Figure 7.40. As with the uniform
case, both the temperature and density having fallen dramatically and effectively brought
an end to fusion reactions.

a)
b)
Figure 7.40. 2D slice of non-uniform magnetized target with l=2, m=1, and
amplitude=0.5 and uniform afterburner a) temperature and b) mass density at t=13 ns.

Plots of the total fusion energy and neutron yield vs time for the magnetized nonuniform target and afterburner are provided in Figure 7.41 and Figure 7.42, respectively.
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Figure 7.41. Total fusion energy yield for non-uniform target and uniform afterburner.
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Figure 7.42. Total neutron yield for non-uniform target and uniform afterburner.

The non-uniformities are seen to have a significant effect on the yield compared to
the uniform case, with the fusion energy yield and energy gain dropping to 222.6 MJ and
17.64, respectively. The initial conditions and summarized results for these cases are
presented in Table 7.5 and Table 7.6, respectively. Therefore, high fusion gain is still
possible with non-uniformities on the surface of the target, but the heat flux is lower due
to a lower surface area for the target/afterburner boundary. An important aspect not studied
here is the effect that these non-uniformities may have on achieving ignition conditions. It
is known that instabilities during implosion limit peak compression and target heating, so
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future research must investigate which instability modes dominate and how these modes
affect compression.

Table 7.5. Initial conditions for non-uniform magnetized target and uniform afterburner
cases.

Case
1
2
3
4
5

rt
(mm)
1
1.33
1.3
1.3
1.33

ρt
(kg/m3)
1,000
1,000
1,000
1,000
1,000

Target
Tt
Bt (T)
(keV)
14
1,000
14
1,000
14
1,000
14
1,000
14
1,000

l

m

a

0
2
10
12
14

0
1
6
7
8

0
0.5
0.5
0.5
0.5

tha
(mm)
0.4
0.545
0.565
0.385
0.565

Liner
ρa
Ta
3
(kg/m ) (keV)
2,000
0.5
2,000
0.5
2,000
0.5
2,000
0.5
2,000
0.5

Ba
(T)
1,000
1,000
1,000
1,000
1,000

Table 7.6. Simulation results for non-uniform magnetized target and uniform afterburner
cases.

Case
1
2
3
4
5

Neutron Yield (#)
5.57×1020
3.98×1020
4.36×1020
4.59×1020
4.72×1020

Fusion Energy Yield (MJ)
312.3
222.6
243.9
257.3
264.4

Gain
25.12
17.64
19.65
20.56
21.44

The results of the magnetized uniform liner and afterburner case are consistent with
results from Knapp and Kirkpatrick, who reported a fusion energy yield of 272.6 MJ and a
gain of 12.56 for a deuterium-tritium target and afterburner with a xenon liner that had an
implosion velocity of 60 km/s. Knapp and Kirkpatrick also reported a maximum fusion
175

energy gain of 32.13 with a yield of 1,937.9 MJ for a plasma liner with an implosion
velocity of 100 km/s. The differences in the yield can be attributed to several factors,
including the fact that the Knapp and Kirkpatrick simulation had electron heat conduction
turned off to approximate the effect of a strong magnetic field. The one-dimensional nature
of their code also could not account for three-dimensional effects that emerge during the
expansion process, which also will have lowered the yield and gain. This is consistent with
research done at the National Ignition Facility, which has found non-uniformities on fuel
capsules to degrade fuel implosion and fusion gain [152-154].
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CHAPTER 8

CONCLUSIONS

This dissertation explored alpha particle and neutron yield for deuterium-tritium
fusion in a study of three-dimensional physics in plasma jet-driven magneto-inertial fusion.
Simulations were conducted for fusion fuel targets at peak compression conditions that are
desirable to achieve for the PJMIF concept. These simulations compared the yield and gain
obtained from unmagnetized and magnetized fusion fuel targets, as well as the
enhancement in yield that can be obtained if a cold afterburner of fusion fuel surrounds the
target and can be ignited. Non-uniformities on the surface of the target were found to
degrade the yield by limiting the surface interface and heat flux between the target and the
afterburner.
SPFMax, a three-dimensional smooth particle hydrodynamic code, was used to
study these problems. Prior to conducting the fusion simulations, code verification was
performed to verify the capability of using SPFMax to simulate test cases that incorporate
the physics of radiation cooling, thermal conduction, viscosity, shock capturing, stopping
power, and fusion yield with an accuracy comparable with what has been reported in other
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SPH studies. Once this capability was demonstrated, a fusion power balance analysis was
conducted in order to construct Lindl-Widner diagrams to determine the parameter space
for a fusion fuel target at peak compression over which the PJMIF concept may be viable.
These Lindl-Widner diagrams lead to the selection of a deuterium-tritium target with a
density of 1 g/cm3, a radius of 1 mm, and an initial temperature of 14 keV. This target was
then simulated in SPFMax, with the results presented in Chapter 7.
An unmagnetized target was first simulated and was found to result in a low fusion
yield and energy gain significantly below breakeven. Embedding a 1,000 T magnetic field
within the target was seen to offer only marginal improvement in the fusion yield, with the
gain still significantly below unity. Surrounding the unmagnetized target with a cold
afterburner was found to greatly enhance the yield due to the target igniting the afterburner.
Embedding a magnetic field in both the target and the afterburner resulted in the yield
increasing by nearly two orders of magnitude compared to the unmagnetized target. An
even greater yield was obtained by increasing the density of the afterburner from 2 g/cm3
to 3 g/cm3.
Simulations were then conducted with non-uniformities on the surface of the target.
In cases without an embedded magnetic field or afterburner, the yield of the non-uniform
target was found to be nearly the same as the uniform target. However, when an embedded
magnetic field and afterburner are incorporated, the target surface non-uniformities were
found to degrade the fusion yield and energy gain compared what was achieved with a
uniform target. This yield degradation can be attributed to the non-uniformities reducing
the surface interface and resulting heat flux between the target and the afterburner, which
in turn reduces the number of fusion reactions that occur in the afterburner.
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Conducting these three-dimensional simulations allows for much further
investigation of the PJMIF concept. Of particular importance is the compression phase.
While the simulations in this study were for a target and afterburner at peak compression,
it is vital to simulate what must be done in order to achieve these conditions in a laboratory
experiment. Future studies should investigate how to produce the spherical target at the
center of a fusion reaction chamber and the subsequent formation of an afterburner to
implode and compress the target to fusion conditions. In addition, a xenon plasma liner
should also be investigated for compressing both the target and the afterburner, as a heavy
noble gas will likely be vital for the PJMIF concept to be viable.
Simulating the liner formation and compression phases should also reveal what
instabilities and non-uniformities are likely to emerge during these phases of the PJMIF
process. The surface non-uniformities that were examined in this dissertation were
predefined and are unlikely to actually occur in an experiment. Nonetheless, these
simulations demonstrate the negative effect that a non-uniform target has on fusion yield.
More complex non-uniformities and instabilities are likely to develop from the formation
of the target, afterburner, and plasma liner. It is crucial for future studies to investigate how
these non-uniformities will affect the viability of the PJMIF concept, and if any measures
may be taken to mitigate or prevent these non-uniformities from forming.
Future studies may also investigate different magnetic field topologies that may
enhance alpha particle energy deposition, as well as the intensity that the field should have
once the target is initially magnetized. A wider parameter space for the initial conditions
of the target, afterburner, and plasma liner should also be investigated. Much research must
be conducted in order to determine what conditions can actually be achieved in laboratory
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experiments. Finally, future studies may also investigate so-called advanced fuels such as
pure deuterium, deuterium/helium-three mixtures, or p-boron-11 rather than the present
deuterium-tritium study.
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