It is proposed to implement a synchronised routing table at the transport layer, referred to as an Association Routing Table ( ART), to improve the performance of multi-homed transport protocols. An algorithm is described that ensures that the routing tables can be synchronised, which is then used to implement a handover mechanism. The ART is implemented within SCTP. It is shown that by using a synchronised ART, it is possible to implement failover in cases where standard SCTP cannot, configurations are more resilient to network errors, and it is possible to perform a handover without any network support.
manual manipulation of the routing tables as a solution. SCTP failover performance and how it might be tuned are discussed in [5] , where the impact of various SCTP parameters on failover time is discussed.
The implementation of a transport-layer mobility scheme, and handover in particular, is discussed in this paper. Although mobility management schemes implemented at the network-layer based on Mobile-IP [6] are widely viewed as the standard solution to IP mobility, there is also significant interest in transport-layer schemes. Different mobility management options are reviewed in [7] , while a review of transport-layer mobility schemes is presented in [8] . Stream Control Transmission Protocol (SCTP) has already been proposed as a possible mobile transport protocol by a number of authors [9] , [10] , [11] . In [9] , source address selection is managed by using multiple IP addresses at each physical interface, one per remote source address, although routing table configuration is still manual. In [10] , the architectural features of SCTP-enabled handovers, and their performance is discussed, without expanding on routing issues as done here. In [11] , a prototype mobile SCTP is implemented, although routing table configuration and source address selection is not discussed, and the handover is triggered by an interface failure. The algorithm presented here automates configuring the routing tables and source address selection, and builds on earlier work [12] , where a handover was implemented in simulations but with emphasis on the handover trigger.
The simulations presented here were performed with the SCTP module of NS-2 [13] , with modifications to implement the ART.
Multi-homed Associations
Two association configurations are studied, the first between a single-homed node and a dual-homed node as shown in Figure 1 and referred to here as a 1×2 association. This scenario might be typical of a mobile node communicating with a fixed server, or two mobile nodes communicating where one has access to only one network. There are three different locations where communication might fail, labelled 'a' to 'c' in Figure 1 . While a failure to link 'a' will clearly cause the association to fail, failures to link 'b' or link 'c' should not. It will be shown that using synchronised ARTs, the association can survive a failure to either of these two links, while using standard routing, as used by SCTP, a failure to link 'b' or link 'c' can cause the association to fail. It should be noted that the network failures discussed represent the effect of the failure, and not necessarily a physical failure that might be detected by lower layers.
A 2×2 association (where both nodes have two POAs) is shown in Figure 2 . As both end-points have two addresses, there are now potentially two separate paths between the end-points, and the association should be able to survive any single failure (of 'a' to 'h') in the network. It will again be shown that standard SCTP does not provide this level of resilience, and that for many of the possible routing configurations used by SCTP, the association may fail because of one failure. Using the synchronised ART, a 2×2 association will not fail due only to one error.
Standard (SCTP) Routing for Multi-homed Associations
Routing between single-homed nodes was not considered an issue for the transport layer. Each node had a single POA to the network, and therefore, there was no choice about the source and destination address.
Routing was performed by the network layer, and involved locating the access router, and distinguishing between local traffic and traffic that should be forwarded to the access router. Multi-homed nodes today take a similar approach. A network routing table is established, which generally consists of special routes for local networks, perhaps some additional manual entries for particular networks, and a default firsthop router. When a packet is transmitted to a particular destination, the routing table is checked to find the appropriate source address, which will normally be the default POA (i.e. physical interface, network address and access router) unless there is a specific manual entry or the address is local.
Standard SCTP considers each destination address to be a separate network path. In the 1×2 association, the single-homed node (Node-S in Figure 1 ) has two paths to the dual-homed node and so it is possible Node-S to redirect its traffic between the two destinations. The dual-homed node cannot change its destination address nor its routing table, and so all packets transmitted from Node-R to Node-S use the same source POA, and if a failure isolates this POA (e.g. failure 'b' isolates POA-X), then the association fails despite there being a working path through the network.
When both nodes are dual-homed, as per Figure 2 , the situation is different. Both nodes can now transmit to either destination, and so both can redirect their traffic in the case of network failures.
However, successful transmission also requires that the received data can be acknowledged, which is done with Selective Acknowledgements (SACKs). The destination address of each SACK is the source address of the packet that it acknowledges; the source address is again selected from the network routing table.
A problem occurs if, having avoided the network failure with the data packet, the SACK is transmitted on a failed path. In this case, the 2×2 association can fail due to only one network error.
To analyse the effect of routing tables on a 2×2 association, simulations were performed for each of the eight different possible failures ('a' to 'h' in Figure 2) . The results are shown in Table- Node-S Node-R Connections Impact of Link Failure on Association Config Source Dest. Source Dest.
S Table 1  Routing Table Combinations When building ARTs at both end-points, the objective should be to finish at routing configuration 1, since this is the only one that is resilient to all link failures. This routing configuration is characterised by two features: first, each of the destination addresses has a different source address; second, both endpoints associated the same two addresses to form symmetric paths. Routing configuration-2, for example, fulfills the first requirement, but not the second, actually providing the least protection against network failures. In order to synchronise routing tables, both end-points must exchange routing information. This is performed on an association basis, and necessitates the movement of the routing table management to the transport layer.
Two specific improvements over standard SCTP routing are provided by using synchronised ARTs.
Firstly, it allows the 1×2 association to failover successfully, which is not possible with standard SCTP.
Secondly, it avoids routing configurations in 2×2 associations that cause the association to fail unnecessarily. Two additional advantages are the ability to perform a handover due to application requirements, and a reduced failover time in some situations.
Operation of ARTs
From the analysis of the routing behaviour of the above associations, it is possible to define the appropriate behaviour of an ART. This behaviour is that:
• As far as possible, destination and source addresses should be paired-off, and not reused.
• The routing tables at both end-points should be consistent.
• Either peer should be able to change the routing table: the remote peer should then make the same change.
Creating and Initial Synchronisation of ARTs
An algorithm for ensuring the above behaviour is now described. When an association is formed, both end-points exchange their list of addresses, and each creates a routing table that lists all valid combinations of source and destination addresses, from which a subset of routes that will be used is selected. One of the end-points, probably the client, initially defines its routing table. This is done by selecting a primary destination address -where data is transmitted to by default -and then assigning a source address to this destination. A possible way of selecting these addresses is to select the primary destination as SCTP does, and then select the primary source address from the network routing table, thereby using the same path as standard SCTP for the primary path. Each remaining destination is then assigned a different source address until all the destination addresses are paired off. (If there are not enough source addresses, some are re-used. Like SCTP, the number of paths is set by the number of destinations, and so if there are a fewer number of destination addresses, some source addresses are left unused). In the associations studied, 1×2 and 2×2, it is only necessary to define the primary path, as the alternate path is defined by what addresses remain; the scheme described, however, could be easily extended to cover any M×N association.
The node which formed the routing table must now communicate its choice to the peer node. It does this by sending a 'Handover-Message', which contains sufficient information for the peer to construct its routing table. This is shown in Figure 3 , where Node-S transmits a Handover-Message, indicating that path B-Y is to be the primary path. (The procedure for initially synchronising the association and performing a handover is similar, and the diagram is reused). Upon receipt of this message, Node-R updates its routing tables as appropriate, and transmits a 'Handover-Acknowledgement', completing the initial synchronisation.
Handover using ART
A handover can be implemented using the ART by performing the synchronisation process described above with the new primary path. Either end-point can initialise a handover at any time by sending a Handover-Message, containing its new choice for the primary path. The Handover-Message and corresponding Handover-Acknowledgement also contain the Transmission Sequence Number (TSN) of the next data packet that will be transmitted by that node, allowing both nodes define a handover-mode, during which time packets and SACKs may arrive using either the old or new path. Many protocols assume that the network will mostly deliver messages in the order they were sent and with a regular delay, but during a handover, this assumption does not hold. An end-point remains in handover mode until all the data transmitted before the handover is received or acknowledged. While in handover mode, SACKs are transmitted on the new primary path, round-trip measurements are not made, and packet ordering is not considered when deciding if packets are to be retransmitted or not. In Figure 3 , TSN-10 is transmitted before the handover but arrives after the handover message. Node-R remains in handover mode until it receives all TSNs up to 10; Node-S until all TSNs up to 10 are acknowledged.
It is possible that both end-points decide to initiate a handover simultaneously, which is resolved as follows. If an end-point receives a Handover-Message while waiting for a Handover-Acknowledgement, it realises that both end-points are attempting to initiate a handover simultaneously. It compares the two proposed primary paths, and if both paths are the same, responds with a Handover-Acknowledgement. If the two suggested paths are different, a compromise path is selected, and a new Handover-Message with the compromise path is transmitted. Both end-points have agreed a mechanism to select the compromise path, thereby resolving the conflict. The compromise path used here is that each node's local address (or source POA) is selected, based on the idea that the node is in the best position to decide on its local interfaces. However, other schemes, such as the client or server always deciding, could be used.
Fail-over Using ART
Using the ART, a failover is replaced by a handover mechanism. Standard SCTP detects that an address cannot be reached by counting consecutive failed attempts to communicate with it. The same mechanism is used here to trigger a handover. In order to remain compatible with SCTP, the proactive handover is initiated before a failover would occur, when the primary destination's error-count exceeds four, or the association's error-count exceeds three. This reduces the time to failover in comparison to standard SCTP, which normally waits for five time-outs.
In order to perform a handover, a new primary route must be selected. As with SCTP, the first step is to change the destination address. The ART has ensured that, if available, a different source address is associated with each destination address, so both source and destination POA are changed. If an alternate destination address is not available, the routing table is modified so that an alternate source address is used. This allows a 1×2 association failover. The handover message then ensures that the remote peer also uses the same network path.
A 1×2 association failover is shown for standard SCTP in Figure-4(a) . At 100-seconds, link 'c' fails, and the SACKs from Node-R to Node-S are lost: the association fails. In Figure 4 (b), Node-S, which is sending data, initiates a handover when the association error count exceeds three. The ART of Node-R changes, and both the data and SACK packets avoid the network failure. By replacing the failover with a handover, a 1×2 association can survive a failure in the access network at Node-R.
A standard SCTP 2×2 association is capable of performing a failover, as shown in Figure 5 . This is partly due to the smaller number of time-outs required to trigger a handover, as discussed earlier, but is also due to the ability of Node-S to trigger a handover in Node-R. This represents an improvement to performance due solely to ART synchronisation.
Handover
A second type of handover occurs when both paths are still active, and one node decides that its needs are better served by changing network. A possible reason is that an application, which had been sending short messages containing financial information, now requests a file transfer. This might cause a handover from a UMTS network to a WLAN network. Alternatively, as discussed in [12] , some performance metric might trigger the handover. Figure 6 (a) and (b) shows handover between a simulated WLAN and 3G network. Such a handover allows a user take to advantage of the higher performance of WLAN networks, or move to the more ubiquitous 3G network if the application prefers reliability and does not require the performance of a WLAN. In both of these cases, the handover was performed smoothly and with no retransmissions, as shown by the magnified insets in both figures.
Conclusions
This paper has demonstrated an improved failover scheme, leading to a transport-layer handover, based on synchronising routing tables maintained at the transport layer. This automates the configuration of multi-homed associations, and allows services to benefit from transport-layer redundancy. In particular, it is possible to now perform a failover where one end-point is single-homed, and for associations where both nodes are dual-homed, the possibility of a single point-of-failure causing the association to fail is removed. The algorithm presented can also be extended to the M×N case.
Handover was also demonstrated between a simulated WLAN and 3G network. This demonstrated both the feasibility of a transport layer handover, and that performance of such a scheme was likely to be good, as in both of the tested handovers were smooth. Also, by performing the handover at the transport-layer, adaptations such as freezing the round-trip time measurements were also possible. 
