Abstract. An application of fragility functions to the assessment of potential damage due to an accidental action is analysed. The assessment is carried out as an estimation of the probability of a foreseeable damage event (damage probability). This probability is expressed as a mean value of a fragility function developed for the damage event under study. A Bayesian prior (posterior) distribution specified for this mean value is used as an estimate of the damage probability. The prior distribution is derived by transforming prior knowledge through the fragility function and "mapping" this knowledge on the scale of probability values. The technique of Bayesian bootstrap resampling is applied to update the prior distribution. The new information used for the updating consists of a relatively small number of experimental observations of the accidental action. To facilitate the updating, these observations are transformed into a fictitious statistical sample of fragility function values. The updating is first carried out with a fragility function which expresses aleatory uncertainty only. Then it is proposed how to perform the updating with the fragility function which quantifies both aleatory and epistemic uncertainty. This is done by discretising continuous distributions of the epistemic uncertainty related to values (parameters) of the fragility function. The proposed approach allows to utilise different sources of information for the damage assessment. A potential field of application of this approach is risk studies of hazardous industrial facilities.
Introduction
The need to design structures which can withstand environmental and man-made hazards arises in many areas of structural engineering. An occurrence of hazard is called the accidental situation, that is, a situation, in which the structure can be damaged by accidental actions (ENV 1998 , ISO 1998 . The design for an accidental action may face uncertainties related to both characteristics of this action and response of structure to it. These uncertainties can be handled by means of a quantitative risk assessment (QRA). QRA can be seen as a methodology for systematic and consistent quantification and propagation of uncertainties related to rare and hazardous phenomena. QRA distinguishes between aleatory (stochastic) and epistemic (state-of-knowledge) uncertainties (e.g. Aven, Pörn 1998) .
The design of structures for accidental actions includes the concept of fragility (Casciati, Faravelli 1991) . Fragility is expressed quantitatively as a probability of structural failure (damage) conditional on a specific intensity of accidental action. A result of fragility analysis is a fragility function. Such a function is used mainly for earthquake risk assessment (e.g. Ellingwood 1998 Ellingwood , 2001 Park et al. 1998) . However, the concept of fragility function can also be adapted to predicting damage due to accidental actions of any kind.
In its simplest form, a fragility function quantifies the aleatory uncertainty. However, the incomplete knowledge of the behaviour of the structure subjected to a specific accidental action can cause that this function will be uncertain in the epistemic sense. An assessment of potential damage due to accidental action may require to handle aleatory and epistemic uncertainties related to both action and fragility function. These uncertainties can be quantified in line with the classical Bayesian approach to QRA (Aven, Pörn 1998; Vaidogas 2006 Vaidogas , 2007b .
In this paper, the assessment of damage is understood as an estimation of probability of foreseeable damage event (briefly, damage probability). It is shown that an estimate of this probability can be expressed in the form of Bayesian prior (posterior) distribution. Two types of fragility function are used to specify the prior distribution: the function which expresses aleatory uncertainty only (crisp fragility function) and a function, the values of which are uncertain in the epistemic sense (uncertain fragility function).
The paper considers the case where the new data used for the updating of the prior distribution has the form of a small-size statistical sample. Elements of this sample are observations of potential accidental action recorded in experiment. They must be highly relevant to the specific situation of exposure to the action (briefly, exposure situation). The key idea of the paper is to transform the new data into values of a fragility function developed for the damage event under study. This transformation allows to estimate the damage probability with the small-size sample. The estimation is expressed as a problem of Bayesian statistical inference about a mean value of a fictitious population consisting of fragility function values.
2. Fragility functions in damage assessment 2.1. Damage probability as a mean of fragility Possible damage due an accidental action can be represented by a finite set of n d random events D i (i = 1, 2, … , n d ), each standing for a foreseeable and specific damage phenomenon (structural failure). Probabilities (frequencies) of D i s can be grouped into a risk profile related to a particular accidental action and a specific exposure situation (Vaidogas 2005a (Vaidogas , 2007 Jankovski, Atkočiūnas 2008; Vaidogas, Juocevičius 2008a; Zavadskas, Vaidogas 2008) .
The probability of D i can be expressed in the form of a mean value:
where AA is the random event of occurrence of an accidental action; Y is the random vector of action characteristics; y and F Y (y) are the value of Y and its joint distribution function, respectively; P(D i | y) is the fragility function relating y to the probability of D i . Arguments of the fragility function, y, are called the demand variables (e.g. Der Kiureghian 1999; Sasani et al. 2002; Vaidogas, Juocevičius 2008b ). The fragility function P(D i | y) can be expressed as some function p i (⋅) which takes on probability values:
This function allows to introduce a random variable
A mean value of P , subsequently denoted by µ, is equal to the damage probability:
The main problem of an estimation of µ lies in the difficulty of selecting the distribution function F Y (y). Information on many accidental actions can be scarce; direct experimental data on a specific action can be unavailable at all. Further problem encumbering the estimation of µ can be uncertainties related to values of the fragility function
Crisp and uncertain fragility functions
The simplest fragility function ) | ( y i D P expresses the aleatory uncertainty related to the event of interest (e.g. Fabbrocino et al. 2005 , Lee, Rosowski 2006 Li, Ellingwood 2007) . Such a function does not contain subjectively assigned information in the form of epistemic uncertainty measures (is purely objective). Most authors, however, use fragility functions containing subjective (judgmental) elements which can be treated as measures of epistemic uncertainty (Ellingwood 1998 (Ellingwood , 2001 Ghoicel et al. 1998; Liel et al. 2008; Ravindra 1995) .
Der Kiureghian (1999) and Sasani et al. (2002) proposed to develop a fragility function by means of Bayesian limit state models. Such a function can be developed for D i if it is backed by one or several limit state functions g i (z, y | θ), where z is the vector of variables describing the capacity of structural member and θ denotes the vector of model parameters. With a fixed (crisp) θ, the fragility function expresses aleatory uncertainty only and is defined as
where Z is the random vector quantifying aleatory uncertainty in z. A possible epistemic uncertainty in θ can be modelled by a random vector Θ with a joint probability density function (or, briefly, density) π(θ). This density is treated as a prior distribution and can be updated using the standard expression
where L(data | θ) is the likelihood function.
With the random Θ, the fragility function P(D i | y) becomes a random variable. Such a function will be called the uncertain fragility function and denoted by
The following consideration seeks to answer the question, how to estimate the damage probability
with the crisp and uncertain fragility functions, namely, with P(D i | y) and P(D i | y,Θ).
3. Bayesian estimation of damage probability with crisp fragility function 3.1. Fragility function & prior knowledge Eqs (3) and (4) imply that the damage probability
is an uncertain distribution parameter µ amenable to Bayesian inference. A prior density π(µ) of µ can be specified by utilizing the knowledge which is more or less relevant to the exposure situation under investigation. Such knowledge is often available to the engineer.
The prior knowledge, which is specific to a particular accidental action, may be expressed in the form of a mathematical model ϕ(⋅). This model relates characteristics of exposure situation to characteristics of accidental action:
where x is the vector describing characteristics of the exposure situation, in which an accidental action can occur; ξ is the vector of parameters of ϕ(⋅). Examples of ϕ(⋅) are models used for predicting the pressure signal of an explosion in a given exposure situation (e.g. Casal 2008 ).
Components of ξ may be uncertain in the epistemic sense. The exposure situation represented by x may be uncertain in the aleatory sense. This uncertainty can be modelled by a random vector X with an aleatory distribution function F X (x).
A part of the prior knowledge should be represented by the fragility function p i (y). Thus p i (⋅) together with the model ϕ(⋅) form the main part of the prior knowledge (Blocks 1 and 2, Fig. 1 ).
New information on accidental action
The need to apply Bayesian inference to the estimation of the damage probability ) | ( AA D P i may stem mainly from a partial irrelevance of the prior knowledge to a particular exposure situation. The configuration of a structure exposed to an accidental action as well as the accident capable of inducing this action may be unique by a large margin. They may fit in the prior knowledge only partially. The source of the partial irrelevance may lie in the structure of the model ϕ(⋅) and/or data used to fit the distribution function F X (x) and estimate the parameters ξ of ϕ(⋅).
The partial irrelevance of the prior knowledge expressed by ϕ(⋅) may require to combine this knowledge with the new data which is highly relevant to the exposure situation under analysis (Block 3, Fig. 1 ). In line with the Bayesian approach, the new data must be represented by the sample } ,
This sample can be recorded in a series of n experiments. Each of them should imitate a potential accident and differ from remaining ones in the sense of random sampling (e.g. Barnet 1991). The sample y′ should posses the property called by statisticians the "representativeness". In theory, the size n of y′ can be such that the model ϕ(⋅) will no longer be needed. With the large n, the action model F Y (y) can be fitted to y′ and the probability )
calculated by means of Eq (1). In practice, however, the cost of the experiments can cause that the size n of y′ will be too small to apply the classical statistical approach to the selection of F Y (y). In the opposite case where the model ϕ(⋅) is sufficiently accurate and relevant to exposure situation, F Y (y) can be selected by a simulation-based propagation of aleatory and epistemic uncertainties through ϕ(⋅) (Vaidogas 2005b (Vaidogas , 2007a . In the latter case, the estimation of
will be possible without the sample y′ . Thus the estimation of
by applying both ϕ(⋅) and y′ can be seen as an intermediate problem located between two extreme problems: estimation solely by means of a large-size sample y′ and estimation based mainly on the application of ϕ(⋅).
The experiments producing the sample y′ may be unique and carried only once. Therefore it is probable that the Bayesian updating with y′ will be a single act, rather than a more or less constant process.
Given y′ and the crisp fragility function P(
by introducing the following fictitious sample (Block 4, Fig. 1 ):
The jth element of p is calculated by
A simple, one-dimensional visualization of the samples y′ and p is shown in Fig. 2 . The introduction of p turns the initial estimation of
with the multi-dimensional sample y′ into a one-dimensional problem of statistical inference. Elements of p can be treated as realisations of the random variable P , the mean value of which, µ, is equal to (3) and (4)). Consequently, p can be applied as new information to the updating of a prior density π(µ). 
Specifying the prior density with crisp fragility function
Epistemic uncertainties related to the parameters of the model ϕ(x | ξ) can be expressed by introducing a random vector Ξ with a distribution function F Ξ (ξ). Then a replacement of the random vector Y by the random function ϕ(X | Ξ) will yield an epistemic random variable
A value of M is the damage probability at given ξ,
. A density of M can be used as the prior density π(µ) quantifying the epistemic uncertainty in the damage probability ) | ( AA D P i (Block 5, Fig. 1 ).
Updating the prior density of damage probability
The standard Bayesian posterior density has the form
where "data" is represented by the samples p or y′ (Fig. 2) . The usual Bayesian posterior π(µ | data) can be replaced by the estimated posterior (Vaidogas 2007b) :
where
is an estimate of the likelihood function (Block 6, Fig. 1 ). This estimate is based on a bootstrap estimation of the density of the pivotal quantity M n− µ , where n μ is the mean value of the sample p. A possibility to replace
was first suggested by Boos and Monahan (1986) .
The estimate
where B is the number of random bootstrap samples of the size n generated from the empirical distribution function n F of the data p; b n µ′ is the mean value of the bth bootstrap sample; κ(⋅) is the kernel function (e.g., density of standard normal distribution); w is a bandwidth (window width, smoothing parameter).
The resulting estimate of the posterior density of
is calculated by the following expression (Block 7, Fig. 1 ):
where ) ( n C μ is the normalizing constant. Practical implementation of the bootstrap-based updating procedure is relatively simple, as the estimates
can be computed almost automatically (details are given by Davison, Hinkley 1998 , Davison et al. 1992 , and Shao, Tu 1995 .
4. Estimation of damage probability with uncertain fragility function
Problem
Now the estimation of the damage probability ) | ( AA D P i will be extended to the case of the uncertain fragility function F i (y | Θ) (Eq (7)). The epistemic uncertainty quantified by F i (y | Θ) can be averaged out or discretised by calculating the so-called bounds on fragility (Der Kiureghian 1999) . However, such handling of the epistemic uncertainty leads to a partial loss of information expressed by F i (y | Θ). It makes sense to estimate )
by utilizing as much of this information as possible. This pertains to both specifying the prior density π(µ) and calculating the posterior density ) | ( n µ µ πˆ.
Specifying the prior density with uncertain fragility function
The prior of µ can be specified as described in Sec 3.3. Let us introduce an epistemic random variable Fig. 2 . One-dimensional visualization of the damage probability estimation with the crisp fragility function P(D i | y) (y′ (j) is the jth element of the ordered sample)
A value of M ′ is the damage probability corresponding to given values ξ and θ of Ξ and Θ, namely,
. A density of M ′ serves naturally as the prior density π(µ) of the damage probability ) | ( AA D P i (Block 5, Fig. 1 ).
Creating the sample of new data
In case of the uncertain fragility function F i (y | Θ), an incorporation of the new data y′ into the updating of π(µ) becomes non-trivial. The sample y′ cannot be transformed into the sample p by means of the relation (11). For the jth element j y′ of y′ this relation yields an epistemic random variable
This variable can be considered an imprecise observation (datum) (Fig. 3) . Hence the uncertain fragility function F i (y | Θ) requires to update π(µ) using a set of n imprecise "observations" j p .
Density of imprecise datum Fig. 3 . One-dimensional visualization of an imprecise value of the fragility function F i (y|Θ) related to the observation j y′ The problem of the Bayesian updating with imprecise data is known in the Bayesian statistical theory and related fields. Some authors model imprecise data with fuzzy numbers (Hryniewicz 2003; Huang et al. 2006; Viertl 2006) . This approach it is not directly applicable to the case where data is represented as a set of epistemic random variables
An alternative approach, which matches the representation of data by p , is a quantification of uncertainty in individual data points using probability distributions (Siu, Kelly 1998 and references therein). However, this approach is based on averaging out the measures of epistemic uncertainty related to data points. Thus such an approach does not fit into the objective to utilize as much as possible of the information on epistemic uncertainty.
A well-elaborated theoretical basis and ready-to-use practical recipes for the updating of π(µ) with p seem not to be available. Therefore one can start with a heuristic procedure which can provide some practical solution of the updating problem. The basic idea of the procedure is a discretisation of the uncertain fragility function F i (y | Θ). It can be represented as a family of fragility functions F i (y | Θ = θ k ) with equal epistemic weights w k , namely,
where w k = 1/m for each k.
An introduction of Φ allows to transform the new observation j y′ into a set of m observations ) ,
An one-dimensional visualization of the transformation (21) is shown in Fig. 4 . After this transformation is carried out for all n elements of y′ , a new sample consisting of n×m elements is obtained (Block 8, Fig. 1 ):
As the same family Φ is applied to transform each j y′ , all elements of p′ will have equal epistemic weights 1/m. This will assure that none of the elements will be preferred to others. The sample p′ can be applied to the updating of π(µ) in place of the sample p obtained with the crisp fragility function (Eq (11)). The procedure of Bayesian bootstrap resampling can be used for this updating (Sec 3.4).
The larger is the number m of members in the family Φ the closer is Φ to the continuous fragility function F i (y | Θ). In other words, the larger is m the lesser amount of information related to the epistemic uncertainty in F i (y|⋅) is lost.
Discretisation of uncertain fragility functions
Function F i (y | Θ) can be transformed into Φ directly (at the level of its values related to specific y) and indirectly (at the level of the parameters Θ). The choice of the discretisation method depends on the dimensionality of y and Θ. Fig. 4 . Visualization of the data generated by the one-dimensional observation j y′
Discretisation at the level of uncertain parameters
Where the vector Θ has a relatively small number of components, it makes sense to discretise the continuous prior/posterior density π(θ) of Θ rather than the fragility function F i (y | Θ) itself. The principle of such a discretisation is illustrated in Fig. 5 . For a one-dimensional Θ, the values θ k can be calculated by 1)) /( (
is the inverse distribution function of Θ. To satisfy the condition ∑ = k k w 1 , the epistemic weights w k should be calculated by distributing the upper tail area 1 -F Θ (θ m ), which is lost due to the discretisation, over all θ k s, namely,
In case where all components of Θ are independent random variables (are updated independently), the expression (23) can be generalized to a multi-dimensional case with relative ease. If, for example,
where k 1 ≤ m 1 and k 2 ≤ m 2 . The equal epistemic weights w k , which can be assigned to θ k s, are equal to 1/(m 1 ×m 2 ). When components of Θ = (Θ 1 , Θ 2 )
T are normally distributed, correlated random variables with the density π(θ 1 , θ 2 | µ 1 , µ 2 , σ 1 , σ 2 , ρ), the discretisation can be carried out in two stages. Firstly, one can discretise a marginal distribution of Θ 1 . This will yield a set of the values (26) with the equal epistemic weights 1/m, where ) , | (
is the inverse distribution function of a normal distribution with µ 1 and σ 2 . With the values θ 1k , the conditional distribution of Θ 2 given Θ 1 = θ 1k will be normal with the mean
and the variance
Let us introduce conditional random variables Θ 2k~N (µ 2k , σ 2k ) with the distribution functions ) , | (
. With Θ 1k s, the continuous fragility function F i (y | Θ) can be replaced by a set of functions
Each of them will have one uncertain parameter Θ 2k which can be discretised in the second stage into m values by adopting the expression (23), namely,
Thus the two-stage discretisation by means of Eqs (26) and (29) yields a total of m 2 pairs (θ 1k , θ 2l ) and so a set of fragility functions F i (y | θ 1k , θ 2l ), each element of which has the epistemic weight of 1/ m 2 .
Direct discretisation
In many cases F i (y | Θ) is a univariate function (y has only one component), whereas the dimensionality of the parameter vector Θ is relatively large. An example of such a function was developed by Sasani et al. (2002) for a seismic fragility analysis of RC walls. This function has the form F i (y | Θ), where y is the significant peak ground acceleration and Θ has nine components.
The direct discretisation of the univariate function F i (y | Θ) can start from segmenting its argument y. One can introduce a number n y of values y 1 , y 2 , … , y l , … , 
with some distribution function ) ( p F l P , where p ∈ [0, 1]. The continuous distribution of P l can be discretised using the expression (23):
is the inverse distribution function of l P . The values p lk can be grouped together into the sets
All components of Π k are related to the same quantile level k/(m + 1). Hence the epistemic weight of each Π k is 1/m. The family Φ can be developed by fitting a univariate fragility function F i (y | θ k ) to the individual sets Π k . The weight of each F i (y | θ k ) will still be 1/m.
6. Illustrative example
Exposure situation & prior knowledge
An accidental explosion may occur inside a 30×50 m 2 zone within a plant running hazardous technology (Fig. 6) . A cylindrical containment structure built of steel outside the zone and used for storage of flammable material can be damaged by this explosion. The damage D i is a loss of containment due to a failure of the containment structure. The explosion is a distant one with respect to the exposed structure (Bulson 1997; Kala 2008) . The fundamental natural period of the structure is assumed to be relatively small, as compared to the positive duration of the blast wave reflected by the structure. Thus the structure will respond to the positive overpressure only.
The prior knowledge is expressed by the model 
where y is the peak positive overpressure of the wave reflected by the exposed structure; r(x 2 , x 3 ) is the standoff of the explosion (Fig. 6) ; ) (⋅ ′ ϕ is the deterministic function used to transform the incident peak overpressure into the reflected one (see Кotlerovski 1995 for details); ξ is the dimensionless factor used to adjust a standard TNT model to the explosive which can cause the accident under analysis.
The aleatory uncertainty related to ϕ(x | ξ) is expressed by the random vector X = (X 1 , X 2 , X 3 ) T , the components of which are the mass of explosive X 1~N (250 kg, 30 kg) and the coordinates of explosion centre X 2~U (0 m, 30 m) and X 3~U (0 m, 50 m) ("N" and "U" denote the normal distribution and the uniform distribution, respectively). The uniform distribution of X 2 and X 3 implies that the explosion can occur with the same probability in each point of the 30×50 m 2 zone. The epistemic uncertainty is introduced into the prior knowledge by assuming that the adjustment factor ξ is uncertain in the epistemic sense. This uncertainty is modelled by the random variable Ξ ~ L(0.17975; 0.11957) (lognormal distribution with the mode of 1,18 and the coefficient of variation of 0.12).
Further part of the prior knowledge is represented by the fragility function p i (⋅) which relates the overpressure y to the probability of D i . In this example, a hypothetical fragility function p i (⋅) is used. It is expressed by a normal distribution function F i (y | Θ 1 , Θ 2 ) with uncertain mean Θ 1 and uncertain variance Θ 2 . They are assumed to be independent and distributed as indicated in Table 1 . (scale) * According to recommendations of Congdon (2001: 19) 6.2. Prior density of damage probability
The prior density π(µ) can be specified by fitting it to the sample {µ 1 , µ 2 , … , µ l , … , l n µ }, in which µ l is an estimate of the mean
To generate the sample of µ l s, the values ξ l were sampled by means of Monte Carlo simulation from L(0.17975; 0.11957) . The values θ l were sampled from the prior distributions given in Table 1 . The sample size n l was chosen to be equal to 1000. A normal density π(µ | 0.4232; 0.1082 2 ) was fitted to the sample of µ l s as the prior density π(µ) (Fig. 7) . 
New information used for updating
The model ϕ(x | ξ) is only partially relevant to the exposure situation shown in Fig. 6 . It is valid for a distant free-field explosion on the ground which forms a horizontal plane. However, the ground between the zone and the exposed structure is sloping, the distance to the explosion centre is relatively small, and obstacles around the explosion centre created by process equipment can disturb the blast wave. Therefore, ϕ(x | ξ) is suitable to specify the prior density π(µ); however, this density should be updated with new data.
The new data are expressed by a hypothetical sample with seven elements measured in kPa: {18,38; 13,89; 12,49; 18,12; 20,72; 17,16; 18,52}. (34) If the fragility function p i (⋅) were a crisp one, y′ could be transformed into the fictitious sample p and used for the updating of π(µ) (Sec 3.4). However, this example deals with the uncertain fragility function F i (y | Θ 1 , Θ 2 ). To facilitate the Bayesian updating, this function will be replaced by a family of functions F i (y | Θ = θ k ) (k = 1, 2, … , m), each having equal epistemic weight 1/m (Sec 4.3). This will allow to create the new sample p′ defined by Eqs (21) and (22). and Θ 2 (m 1 = m 2 = 10) Table 2 . These values, together with the elements of the initial sample y′ , yield the new data sample p′ consisting of the 700 values ) , ( 
Posterior density of damage probability
The estimate of the likelihood function, ) | ( 700 µ μ L , was obtained by applying the Gaussian kernel function κ(.) (Davison, Hinkley 1998: 79) . The number of bootstrap replications, B, necessary to generate the sample { 1 n µ′ , 2 n µ′ , … , B n µ′ }, was taken to be equal to 1000. The choice of B was based on the rules of thumb suggested by Efron and Tibshirani (1993: 52) . The approximation of the posterior density, ) | ( 700 µ µ πˆ, computed at the bandwidth w = 0.05 is shown in Fig. 9 . This value of w was chosen intuitively and the influence of w on the estimates of the damage probability ) | ( AA D P i remains to be investigated. is less inaccurate than the prior density π(µ). The degree of "inaccuracy" can be expressed by the ranges of non-conservative and conservative percentiles given in Table 3 . The experimental records of the blast wave represented by the sample y′ decreased the inaccuracy of the prior density π(µ) more than two times. One can anticipate that the conservative percentiles derived from ) | ( 700 µ µ πˆ will be better understandable for the decision maker that the density ) | ( 700 µ µ πˆ itself. Thus the decision concerning the potential damage event D i (failure of structure to contain hazardous material) can be made by applying these percentiles. 
Conclusions
An application of fragility functions to assessment of potential damage due to an accidental action has been considered. The result of this assessment was a probability of foreseeable damage event (damage probability). This probability was expressed and estimated as a mean value of a fragility function developed for the damage event under study. Bayesian prior and posterior distributions specified for this mean value were used as estimates of the damage probability. They were treated as measures of epistemic uncertainty related to this probability. The technique of Bayesian bootstrap resampling was used for updating the prior distribution. The main emphasis was on an application of fragility functions within the scheme of Bayesian reasoning. These functions were used for utilising the prior knowledge about the accidental action and transforming this knowledge into the prior distribution. The new information applied to the updating of the prior distribution was expressed as a small-size sample consisting of experimental observations of the accidental action. The key idea of the paper was not to use these observations directly but to transform them into values of fragility function (new fictitious data). These values can be applied to the Bayesian updating.
The paper considered two cases of the updating: the case where the fragility function quantifies aleatory uncertainty only and the case where this function expresses both aleatory and epistemic uncertainty. A heuristic procedure was proposed to deal with the latter case. It was based on a discretisation of the continuous distributions which model epistemic uncertainty in fragility function parameters.
The approach proposed in the paper allows to utilise different sources of information to the assessment of damage due to accidental actions. An important feature of this approach is that the assessment can be carried out with a small-size sample of accidental action values recorded in the experiment. Such a sample can be not amenable to the classical statistical analysis. However, this sample can be used for damage assessing within the scheme of Bayesian reasoning. A potential field of application of the proposed approach are risk studies of hazardous industrial facilities like the ones described by Fabbrocino et al. (2005) and Na and Shinozuka (2008) .
