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Abstract
We show that a multiple commutation relation of the Yang-Baxter algebra of inte-
grable lattice models derived by Shigechi and Uchiyama can be used to connect two
types of Grothendieck classes by the K-theoretic pushforward from the Grothendieck
group of Grassmann bundles to the Grothendieck group of a nonsingular variety. Using
the commutation relation, we show that two types of partition functions of an integrable
five-vertex model, which can be explicitly described using skew Grothendieck polynomi-
als, and can be viewed as Grothendieck classes, are directly connected by the K-theoretic
pushforward. We show that special cases of the pushforward formula which correspond
to the nonskew version are also special cases of the formulas derived by Buch.
1 Introduction
Recently, various connections between quantum integrable models [1, 2, 3] and K-theoretic
objects in algebraic geometry have been explored [4, 5, 6, 7, 8, 9, 10]. A typical object which
appears in both areas is the Grothendieck polynomials [11, 12, 13, 14, 15, 16, 17] which
are polynomial representatives for K-theoretic Schubert classes in algebraic geometry. They
appear in integrable models as explicit representations for partition functions in statistical
physics. The study of partition functions of integrable lattice models based on the quantum
inverse scattering method [3, 18, 19] was initiated by Korepin [20] and Izergin [21]. See [22,
23, 24, 25, 26, 27] for examples on the developments of the method. The partition functions
are found to be connected with famous symmetric functions and their generalizations, and
based on the correspondence between partition functions and symmetric functions, various
algebraic identities have been found. See the aforementioned papers as well as [28, 29, 30, 31,
32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46] for examples on the developments on
this subject. As for the Grothendieck polynomials, the connection with quantum integrable
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models gave new perspectives on algebraic identities and also on the Littlewood-Richardson
coefficients, Gromov-Witten invariants and so on [4, 5, 7, 8].
In this paper, we discuss another aspect of the connection between integrable models
and algebraic geometry. We investigate the K-theoretic pushforward from the Grothendieck
group of Grassmann bundles to the Grothendieck group of a nonsingular variety from the
perspective of quantum integrability.
Let us first recall the algebraic geometry side. See [13, 14, 47, 48] for examples for more
details. Let X be a smooth projective complex variety and K(X) the Grothendieck ring
of isomorphism classes of algebraic vector bundles over X. For a subvariety Y of X, the
Grothendieck class of the structure sheaf of Y is denoted [OY ], or [Y ] for short. Let A→ X
be a rank n vector bundle, and π : Grk(A) → X the Grassmann bundle of k-planes in A
with universal tautological exact sequence 0 → S → π∗A → Q → 0 of vector bundles over
Grk(A). Let σ = {σ1, . . . , σk} and ω = {ω1, . . . , ωn−k} be the set of Grothendieck roots for
the subbundle S and the quotient bundle Q respectively, i.e., defined by the exterior powers
of S and Q by the relation [
∧i S] = ei(σ) and [∧j Q] = ej(ω), where ei(σ) and ej(ω) are the
ith and jth elementary symmetric functions with the set of variables σ and ω, respectively.
Let f(σ;ω) be a Laurent polynomial in K(X)[σ±i ;ω
±
j ] which are symmetric in σ variables
and also symmetric in ω variables, which makes it possible for the polynomial to be viewed
as a certain Grothendieck class in K(Grk(A)).
We consider the following K-theoretic pushforward π∗ : K(Grk(A)) → K(X) induced
from π. The following localization formula holds for π∗(f) [47, 48, 49, 50, 51, 52, 53, 54, 55, 56]:
Proposition 1.1. Let Snk be a k-subset of [n] = {1, 2, . . . , n} and denote the set of k-subsets
of n as
([n]
k
)
, and Snk = {1, 2, . . . , n}\S
n
k . Let {α1, . . . , αn} be the Grothendieck roots for A
and αJ = {αj1 , . . . , αjr} for any subset J = {j1, . . . , jr} of [n]. For a Grothendieck class
f(σ;ω) ∈ K(Grk(A)), we have
π∗(f(σ;ω)) =
∑
Sn
k
∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− αi/αj
f(αSn
k
;αSn
k
). (1.1)
The explicit computations of the pushforward have been explored through various ways.
One of the approaches which have been studied extensively in recent years is to reexpress
the right hand side of (1.1) as iterated residues and find various pushforward formulas for
polynomials which can be viewed as generalized cohomology classes [47, 48, 57, 58, 59, 60,
61, 62, 63, 64, 65, 66, 67, 68, 69].
In this paper, we study the map π∗ of Grothendieck classes from the point of view of
quantum integrability. On the integrable model side, the key observation is that the following
commutation relation between the monodromy matrix elements of certain integrable models
n∏
j=k+1
D(uj)
k∏
j=1
B(uj) =
∑
S∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− ui/uj
∏
i∈Sn
k
B(ui)
∏
j∈Sn
k
D(uj), (1.2)
whose details of the notations will be explained later, resembles the K-theoretic pushforward
(1.1). This type of commutation relation is one of the commutation relations derived essen-
tially by Shigechi and Uchiyama [31] when they investigated the integrable boson model [30].
One can observe that the the expressions in the right hand side of (1.1) and (1.2) resemble.
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However, in (1.2), what appears are the so-called B-operators and D-operators which are
noncommutative objects. Noncommutative objects do not appear in the K-theoretic push-
forward formula (1.1). To go from the noncommutative world to the commutative world, we
consider partition functions of an integrable five-vertex model, which are fundamental objects
in statistical physics. We introduce two classes of partition functions which can be regarded
as some Grothendieck classes of the Grassmann bundle Grk(A) and a nonsingular variety X.
Using the Shigechi-Uchiyama commutation relation, we show that they are directly connected
by the K-theoretic pushforward π∗. We also show that the partition functions introduced in
this paper can be explicitly described using the skew Grothendieck polynomials, i.e., we show
that two polynomials described by the skew Grothendieck polynomials are connected by the
K-theoretic pushforward. It is also shown that special cases of the formula which correspond
to the nonskew version are also special cases of the formulas derived by Buch [13].
This paper is organized as follows. In the next section, we introduce an integrable five-
vertex model and the Yang-Baxter algebra associated with the model, and review a com-
mutation relation by Shigechi and Uchiyama. In section 3, we introduce partition functions
constructed from the R-matrix of the integrable five-vertex model, and write their explicit
forms using skew Grothendieck polynomials. In section 4, we prove a correspondence formula
between two types of Grothendieck classes of the Grassmann bundle Grk(A) and a nonsin-
gular variety X by the K-theoretic pushforward. The proof is given by using the partition
function represenations of the Grothendieck classes and the Shigechi-Uchiyama commutation
relation. We show in section 5 that special cases of the formula are also special cases of the
formulas derived by Buch. Section 6 is devoted to the conclusion of this paper.
2 Integrable five-vertex model
In this section, we introduce an integrable five-vertex model and the Yang-Baxter algebra
associated with the model.
The R-matrix of the integrable five-vertex model (Figure 1)
Rab(u,w) =

1 0 0 0
0 0 1 0
0 w/u 1− w/u 0
0 0 0 1
 , (2.1)
acts on on the tensor productWa⊗Wb of the complex two-dimensional spaceWa. We denote
the dual space of Wa as W
∗
a . The R-matrix (2.1) can be regarded as a certain limit of the
Uq(ŝl2) R-matrix [70, 71, 72] for the six-vertex model.
The R-matrix (2.1) satisifies the Yang-Baxter relation (Figure 2)
Rab(u, v)Rac(u,w)Rbc(v,w) = Rbc(v,w)Rac(u,w)Rab(u, v), (2.2)
which acts on Wa ⊗Wb ⊗Wc.
We introduce the orthonormal basis of Wa and its dual {|0〉a, |1〉a} and {a〈0|, a〈1|}, and
the following Pauli spin operators σ+ and σ− as operators acting on the (dual) orthonomal
3
Figure 1: A graphical description of the R-matrix Rab(u,w) of the integrable five-vertex
model (2.1).
basis as
σ+|1〉 = |0〉, σ+|0〉 = 0, 〈0|σ+ = 〈1|, 〈1|σ+ = 0, (2.3)
σ−|0〉 = |1〉, σ−|1〉 = 0, 〈1|σ− = 〈0|, 〈0|σ− = 0. (2.4)
From the R-matrix (2.1), we construct the monodromy matrix Ta(u)
Ta(u) = Ra,m(u, 1) · · ·Ra1(u, 1)
=
(
A(u) B(u)
C(u) D(u)
)
a
, (2.5)
which acts onWa⊗W1⊗· · ·⊗Wm. The matrix elements of the monodromy matrix Ta(u) with
respect to the auxiliary space Wa are called as the A- B- C- and D-operators. In this paper,
we focus on commutation relations and partition functions constructed from the B-operator
B(u) = a〈0|Ta(u)|1〉a, (2.6)
and the D-operator
D(u) = a〈1|Ta(u)|1〉a, (2.7)
acting on W1 ⊗ · · · ⊗Wm (Figure 3).
The ABCD-operators satisfy commutation relations which can be obtained from the
intertwining relation
Rab(u1, u2)Ta(u1)Tb(u2) = Tb(u2)Ta(u1)Rab(u1, u2), (2.8)
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Figure 2: The Yang-Baxter relation (2.2). The left and right figure represents
Rab(u, v)Rac(u,w)Rbc(v,w) and Rbc(v,w)Rac(u,w)Rab(u, v) respectively.
which follows as a consequence of the Yang-Baxter relation (2.2). Some of the matrix elements
of (2.8) used in this paper are given by
D(u1)B(u2) =
1
1− u2/u1
B(u2)D(u1) +
1
1− u1/u2
B(u1)D(u2), (2.9)
D(u1)B(u2) = D(u2)B(u1), (2.10)
B(u1)B(u2) = B(u2)B(u1), (2.11)
D(u1)D(u2) = D(u2)D(u1). (2.12)
Now recall the following notations for the sets given in the introduction. Snk is a k-subset of
[n] = {1, 2, . . . , n}, the set of k-subsets of n is denoted as
([n]
k
)
, and Snk = {1, 2, . . . , n}\S
n
k .
The following commutation relation between the multiple operators∏n
j=k+1D(uj) and
∏k
j=1B(uj)
n∏
j=k+1
D(uj)
k∏
j=1
B(uj) =
∑
S∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− ui/uj
∏
i∈Sn
k
B(ui)
∏
j∈Sn
k
D(uj), (2.13)
is one of the commutation relations between multiple operators essentially derived by Shigechi
and Uchiyama [31] in their study of integrable models whose L-operators satsify the RLL
Yang-Baxter relation with (a gauge transformed version of) the five-vertex model R-matrix
(2.1) intertwining the L-operators. Multiple commutation relations including this type were
investigated in [31] for the purpose of studying generalized scalar products. One can also
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Figure 3: The B-operator (2.6) (top) and the D-operator (2.7) (bottom).
use this commutation relation to give another proof [73] for an identity for the factorial
Grothendieck polynomials [74], which is an extension of the one for the Schur polynomials
[75].
We record the argument given in [31] (which appears in Proof of Theorem 6.1) for com-
pleteness. First, using (2.9), (2.11) and (2.12) to move all the B-operators to the left of all
the D-operators, one notes the operator part of all the terms which appear can be expressed
as ∏
i∈Sn
k
B(ui)
∏
j∈Sn
k
D(uj), (2.14)
for Snk ∈
(
[n]
k
)
. To extract the coefficient of (2.14) for a fixed Snk , one uses (2.10) repeatedly
to rewrite the left hand side of (2.13) as∏
j∈Sn
k
D(uj)
∏
i∈Sn
k
B(ui). (2.15)
Finally, we only use (2.9) repeatedly to move all the B-operators to the left of all the D-
operators. We only need to concentrate on the first term of the right hand side of (2.9) when
commuting the B- and D-operators to extract the coefficient of∏
i∈Sn
k
B(ui)
∏
j∈Sn
k
D(uj), (2.16)
since if we once use the second term of the left hand side of (2.9), we get other operators.
Noting this, one finds the coefficient of the operator is given by
∏
i∈Sn
k
,j∈Sn
k
1
1− ui/uj
, and
hence the commutation relation (2.13) follows.
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3 Partition functions
In this section, we introduce several types of partition functions which are used in this paper,
and give their explicit representations using skew Grothendieck polynomials.
Figure 4: The partition functions Zm,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+n) constructed from
the B-operators (3.3). The figure represents the case m = 11, n = 5, ℓ = 3, (x1, x2, x3) =
(2, 5, 7), (y1, y2, y3, y4, y5, y6, y7, y8) = (2, 3, 4, 6, 7, 8, 9, 11).
Let us define the (dual) vacuum state as |Ω〉m := |0〉1 ⊗ · · · ⊗ |0〉m ∈ W1 ⊗ · · · ⊗Wm (
m〈Ω| := 1〈0| ⊗ · · · ⊗ m〈0| ∈W
∗
1 ⊗ · · · ⊗W
∗
m) and two configuration vectors
|x1 · · · xℓ〉m =
ℓ∏
j=1
σ−xj |Ω〉m ∈W1 ⊗ · · · ⊗Wm, (3.1)
and
m〈x1 · · · xℓ| = m〈Ω|
ℓ∏
j=1
σ+xj ∈W
∗
1 ⊗ · · · ⊗W
∗
m, (3.2)
for 1 ≤ x1 < x2 < · · · < xℓ ≤ m.
By using the B-operators, we introduce the first type of partition functions
Zm,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+n) for two increasing sequences of integers 1 ≤ x1 <
x2 < · · · < xℓ ≤ m and 1 ≤ y1 < y2 < · · · < yℓ+n ≤ m as (Figure 4)
Zm,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+n) = m〈y1 · · · yℓ+n|B(u1) · · ·B(un)|x1 · · · xℓ〉m. (3.3)
The case ℓ = 0 of the partition functions (3.3)
Wm,n(u1, . . . , un|y1, . . . , yn) := Zm,n(u1, . . . , un||y1, . . . , yn), (3.4)
is the off-shell Bethe wavefunctions of the five-vertex model.
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Figure 5: The partition functions Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) constructed fom the
D-operators (3.13). The figure represents the case m = 11, n = 5, ℓ = 4, (x1, x2, x3, x4) =
(2, 5, 7, 9), (y1, y2, y3, y4) = (3, 6, 9, 11).
The off-shell Bethe wavefunctions of the five-vertex model can be expressed using the
Grassmannian Grothendieck polynomials [11, 13, 14, 15, 76], whose determinant representa-
tion is given by [14, 17, 77, 78]
Gλ(z1, . . . , zn) =
detn(z
λj+n−j
i (1− zi)
j−1)∏
1≤i<j≤n(zi − zj)
, (3.5)
where {z1, . . . , zn} is a set of symmetric variables and λ = (λ1, λ2, . . . , λn) is a partition, i.e.
a nonincreasing sequence of nonnegative integers whose graphical representation is naturally
given by the Young diagram.
The off-shell Bethe wavefunctions of the integrable five-vertex model is a partition function
representation of the Grothendieck polynomials [4, 5, 7, 8]
Wm,n(u1, . . . , un|y1, . . . , yn) = Gλ(1− u
−1
1 , . . . , 1− u
−1
n ), (3.6)
where λ and y1, . . . , yn are related by λj = yn−j+1 − n+ j − 1 (j = 1, . . . , n).
From the correspondence (3.6), it is natural to introduce the skew Grothendieck polyno-
mials with a single variable as the matrix elements of a single B-operator:
Gλ/µ(1− u
−1) = m〈y1 · · · yℓ+1|B(u)|x1 · · · xℓ〉m, (3.7)
where λj = yℓ−j+2 − ℓ+ j − 2 (j = 1, . . . , ℓ+ 1) and µj = xℓ−j+1 − ℓ+ j − 1 (j = 1, . . . , ℓ).
One can compute the matrix elements of a single B-operator m〈y1 · · · yℓ+1|B(u)|x1 · · · xℓ〉m
explicitly [5], and through the identification (3.7), the skew Grothendieck polynomialsGλ/µ(1−
u−1) is explicitly given by
Gλ/µ(1− u
−1) =
(
1−
1
u
)∑ℓ+1
j=1 λj−
∑ℓ
j=1 µj ℓ∏
j=1
{
1
u
+ δλj+1,µj
(
1−
1
u
)}
, (3.8)
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Figure 6: The partition functions Zm+n,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ,m + 1, . . . ,m + n)
(3.14). One can see that the R-matrices of the rightmost n columns are frozen, and the un-
frozen part constructed from the remaining m columns is nothing but the partition functions
Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ).
when λ and µ satisfy the interlacing condition
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ µℓ ≥ λℓ+1, (3.9)
and 0 otherwise. We denote the interlacing condition (3.9) as λ ≻ µ.
We introduce the skew Grothendieck polynomials with multi variables by composing skew
Grothendieck polynomials of a single variable as
Gλ/µ(1− u
−1
1 , . . . , 1− u
−1
n ) =
∑
λ=λ(0)≻λ(1)≻···≻λ(n)=µ
n∏
j=1
Gλ(j−1)/λ(j)(1− u
−1
j ). (3.10)
The partition functions Zm,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+n) (3.3) are constructed by
taking matrix elements of multiple B-operators. By inserting the completeness relation
Id =
∑
1≤z1<···<zj≤m
|z1, . . . , zj〉mm〈z1, . . . , zj |, (3.11)
between the B-operators and using (3.7), the partition functions can be rewritten as the right
hand side of (3.10), hence the following correspondence holds:
Zm,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+n) = Gλ/µ(1− u
−1
1 , . . . , 1− u
−1
n ), (3.12)
where λj = yℓ−j+n+1−ℓ+j−n−1 (j = 1, . . . , ℓ+n) and µj = xℓ−j+1−ℓ+j−1 (j = 1, . . . , ℓ).
Next, we introduce the second type of partition functions constucted from theD-operators.
Define Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) for two increasing sequences of integers 1 ≤ x1 <
x2 < · · · < xℓ ≤ m and 1 ≤ y1 < y2 < · · · < yℓ ≤ m as (Figure 5)
Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) = m〈y1 · · · yℓ|D(u1) · · ·D(un)|x1 · · · xℓ〉m. (3.13)
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The partition functions (3.13) introduced as matrix elements of multiple D-operators, can
be connected with partition functions of the first type which are constructed from the B-
operators, and hence with the skew Grothendieck polynomials as follows. Consider the fol-
lowing partition functions constructed from the B-operators (Figure 6)
Zm+n,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ,m+ 1, . . . ,m+ n)
=m+n〈y1 · · · yℓ,m+ 1, . . . ,m+ n|B
(m+n)(u1) · · ·B
(m+n)(un)|x1 · · · xℓ〉m+n, (3.14)
where
B(m+n)(u) = a〈0|Ra,m+n(u) · · ·Ra1(u)|1〉a ∈ End(W1 ⊗ · · · ⊗Wm+n). (3.15)
From the graphical description of Zm+n,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ,m+ 1, . . . ,m+
n), one finds that the R-matrices of the rightmost n columns are frozen and all the ma-
trix elements of the frozen part are 1. The unfrozen part constructed from the remain-
ing m columns is nothing but the partition functions which uses only the D-operators
Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) (3.13), and we get
Zm+n,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ,m+ 1, . . . ,m+ n)
=Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ). (3.16)
Applying the correspondence (3.12) to Zm+n,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ,m+1, . . . ,m+
n) and combining with (3.16), one finds that the partition functions of D-operators
Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) are explicitly given by the skew Grothendieck polyno-
mials as
Um,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ) = G((m−ℓ)n,λ)/µ(1− u
−1
1 , . . . , 1− u
−1
n ), (3.17)
where λj = yℓ−j+1 − ℓ+ j − 1 (j = 1, . . . , ℓ) and µj = xℓ−j+1 − ℓ+ j − 1 (j = 1, . . . , ℓ).
In this section, we also introduce two types of partition functions which are constructed
from both the B-operators and the D-operators, and describe their explicit forms using skew
Grothendieck polynoimals.
The first type of mixed partition functions is (Figure 7)
ZBDm,n,k(u1, . . . , uk|uk+1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k)
=m〈y1 · · · yℓ+k|B(u1) · · ·B(uk)D(uk+1) · · ·D(un)|x1 · · · xℓ〉m. (3.18)
By inserting the completeness relation
Id =
∑
1≤z1<···<zℓ≤m
|z1, . . . , zℓ〉mm〈z1, . . . , zℓ|, (3.19)
between B(uk) and D(uk+1) and using the correspondences (3.12) and (3.17), (3.18) can be
described as a sum of products of the skew Grothendieck polynomials as
ZBDm,n,k(u1, . . . , uk|uk+1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k)
=
∑
ν⊆(m−ℓ)ℓ
Gλ/ν(1− u
−1
1 , . . . , 1− u
−1
k )G((m−ℓ)n−k ,ν)/µ(1− u
−1
k+1, . . . , 1 − u
−1
n ), (3.20)
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Figure 7: The mixed partition functions ZBDm,n,k(u1, . . . , uk|uk+1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k)
constructed from both the B- and D-operators (3.18). The figure represents the case m = 11,
n = 5, ℓ = 4, k = 2 (x1, x2, x3, x4) = (2, 4, 5, 7), (y1, y2, y3, y4, y5, y6) = (2, 4, 7, 8, 9, 11).
where λj = yℓ−j+k+1− ℓ+ j − k− 1 (j = 1, . . . , ℓ+ k), µj = xℓ−j+1 − ℓ+ j − 1 (j = 1, . . . , ℓ)
and νj = zℓ−j+1 − ℓ+ j − 1 (j = 1, . . . , ℓ).
The second type of mixed partition functions we use in this paper is (Figure 8)
ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k)
=m〈y1 · · · yℓ+k|D(un) · · ·D(uk+1)B(uk) · · ·B(u1)|x1 · · · xℓ〉m, (3.21)
where the order of the layers of the B-operators and those of the D-operators is reversed from
the first type of mixed partition functions (3.18). One can write the explicit form of (3.21)
exactly as the skew Grothendieck polynomials in the following way. Consider the following
partition functions constructed only from the B-operators (3.3) (Figure 9)
Zm+n−k,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k,m+ 1, . . . ,m+ n− k)
=m〈y1 · · · yℓ+k,m+ 1 · · ·m+ n− k|B
(m+n−k)(u1) · · ·B
(m+n−k)(un)|x1 · · · xℓ〉m, (3.22)
where
B(m+n−k)(u) = a〈0|Ra,m+n−k(u) · · ·Ra1(u)|1〉a ∈ End(W1 ⊗ · · · ⊗Wm+n−k). (3.23)
One can see from the graphical description of (3.22) that the R-matrices at the rightmost
n−k columns are all frozen, and the corresponding matrix elements at the frozen part are all
1. The unfrozen part constructed from the remaining m columns is nothing but the mixed
partition functions ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k) (3.21)
Zm+n−k,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k,m+ 1, . . . ,m+ n− k)
=ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k). (3.24)
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Figure 8: The mixed partition functions ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k)
constructed from both the B- and D-operators (3.21). Note the order of the layers
of the B-operators and those of the D-operators is reversed from (3.18). The fig-
ure represents the case m = 11, n = 5, ℓ = 4, k = 2 (x1, x2, x3, x4) = (2, 4, 5, 7),
(y1, y2, y3, y4, y5, y6) = (2, 4, 7, 8, 9, 11).
Applying the correspondence (3.12) to the partition functions
Zm+n−k,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k,m+1, . . . ,m+n−k) and combining with (3.24),
we get
ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k)
=G((m−ℓ−k)n−k ,λ)/µ(1− u
−1
1 , . . . , 1− u
−1
n ) (3.25)
where λj = yℓ−j+k+1−ℓ+j−k−1 (j = 1, . . . , ℓ+k) and µj = xℓ−j+1−ℓ+j−1 (j = 1, . . . , ℓ).
4 Grothendieck classes and K-theoretic pushforward
In this section, we use two types of partition functions of the integrable five-vertex model
introduced in the last section and the Shigechi-Uchiyama commutation relation to show that
two Grothendieck classes are directly connected via the K-theoretic pushforward. Let us first
recall the algebraic geometry side [13, 14, 47, 48] again.
Let X be a smooth projective complex variety and K(X) the Grothendieck ring of isomor-
phism classes of algebraic vector bundles over X. For a subvariety Y of X, the Grothendieck
class of the structure sheaf of Y is denoted [OY ], or [Y ] for short. Let A → X be a rank n
vector bundle, and π : Grk(A) → X the Grassmann bundle of k-planes in A with universal
tautological exact sequence 0 → S → π∗A → Q → 0 of vector bundles over Grk(A). Let
σ = {σ1, . . . , σk} and ω = {ω1, . . . , ωn−k} be the set of Grothendieck roots for the subbundle
S and the quotient bundle Q respectively, i.e., defined by the exterior powers of S and Q by
the relation [
∧i S] = ei(σ) and [∧j Q] = ej(ω), where ei(σ) and ej(ω) are the ith and jth
elementary symmetric functions with the set of variables σ and ω, respectively.
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Figure 9: The partition functions Zm+n−k,n(u1, . . . , un|x1, . . . , xℓ|y1, . . . , yℓ+k,m+1, . . . ,m+
n− k) (3.22). One can see that the R-matrices at the rightmost n− k columns are all frozen,
and the unfrozen part constructed from the remaining m columns is nothing but the mixed
partition functions ZDBm,n,k(uk+1, . . . , un|u1, . . . , uk|x1, . . . , xℓ|y1, . . . , yℓ+k).
Let f(σ;ω) be a Laurent polynomial in K(X)[σ±i ;ω
±
j ] which are symmetric in σ variables
and also symmetric in ω variables, which makes it possible for the polynomial to be viewed as a
certain Grothendieck class in K(Grk(A)). We consider the following K-theoretic pushforward
π∗ : K(Grk(A))→ K(X) induced from π. By using quantum integrability, we show that the
following holds for the K-theoretic pushforward:
Theorem 4.1. Let A be a vector bundle on X of rank n, and π : Grk(A)→ X the Grassmann
bundle of k-planes in A with universal tautological exact sequence 0→ S → π∗A → Q → 0 of
vector bundles over Grk(A). Let α = {α1, . . . , αn}, σ = {σ1, . . . , σk} and ω = {ω1, . . . , ωn−k}
be the sets of Grothendieck roots for bundles A, S and Q respectively. Then we have
π∗
( ∑
ν⊆(m−ℓ)ℓ
Gλ/ν(1− σ
−1
1 , . . . , 1 − σ
−1
k )G((m−ℓ)n−k ,ν)/µ(1− ω
−1
1 , . . . , 1− ω
−1
n−k)
)
=G((m−ℓ−k)n−k ,λ)/µ(1− α
−1
1 , . . . , 1− α
−1
n ), (4.1)
where ℓ is an integer satsfying 0 ≤ ℓ ≤ m − k and λ, µ and ν are partitions with λ ⊆
(m− k − ℓ)k.
Proof. The following sum of products of the skew Grothendieck polynomials
g(σ;ω) =
∑
ν⊆(m−ℓ)ℓ
Gλ/ν(1− σ
−1
1 , . . . , 1− σ
−1
k )G((m−ℓ)n−k ,ν)/µ(1− ω
−1
1 , . . . , 1− ω
−1
n−k), (4.2)
is the right hand side of (3.20) under the following renaming of variables uj = σj , (j =
1, . . . , k), uj = ωj−k, (j = k+1, . . . , n). By (3.20), we get the partition function representation
13
of g(σ;ω)
g(σ;ω) =ZBDm,n,k(σ1, . . . , σk|ω1, . . . , ωn−k|x1, . . . , xℓ|y1, . . . , yℓ+k)
=m〈y1 · · · yℓ+k|B(σ1) · · ·B(σk)D(ωk+1) · · ·D(ωn)|x1 · · · xℓ〉m, (4.3)
where λj = yℓ−j+k+1−ℓ+j−k−1 (j = 1, . . . , ℓ+k) and µj = xℓ−j+1−ℓ+j−1 (j = 1, . . . , ℓ).
From the partition function representation (4.3), one can see for example that from the
commutativity relation (2.11) and (2.12), g(σ;ω) is symmetric in σ variables and also in
ω variables and hence, σ and ω can be regarded as the sets of Grothendieck roots for the
subbundle S and Q respectively. We also note from the expressions of the matrix elements
of the R-matrix for the integrable five-vertex model (2.1) that if one expands the partition
function representation of g(σ;ω) in the σ and ω variables, the coefficient of each term is
some integer which can be viewed as 1 = Gφ ∈ K(X) multiplied by the integer, hence g(σ;ω)
is a Laurent polynomial in K(X)[σ±i ;ω
±
j ] which are symmetric in σ and in ω, hence can be
viewed as a certain Grothendieck class in K(Grk(A)).
To prove (4.1), one first applies the formula (1.1) for the K-theoretic pushforward to
g(σ;ω) and then use the partition function representation of g(σ;ω) (4.3) to get
π∗(g(σ;ω))
=
∑
Sn
k
∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− αi/αj
g(αSn
k
;αSn
k
)
=
∑
Sn
k
∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− αi/αj
m〈y1 · · · yℓ+k|
∏
i∈Sn
k
B(αi)
∏
j∈Sn
k
D(αj)|x1 · · · xℓ〉m
= m〈y1 · · · yℓ+k|
∑
Sn
k
∈([n]k )
∏
i∈Sn
k
,j∈Sn
k
1
1− αi/αj
∏
i∈Sn
k
B(αi)
∏
j∈Sn
k
D(αj)|x1 · · · xℓ〉m. (4.4)
Recall that Snk is a k-subset of [n] = {1, 2, . . . , n}, the set of k-subsets of n is denoted as
([n]
k
)
,
and Snk = {1, 2, . . . , n}\S
n
k . Next, we use the commutation relation (2.13) to (4.4). Note that
|x1 · · · xℓ〉m and m〈y1 · · · yℓ+k| which are vectors on the tensor product of (dual) quantum
spaces W1⊗ · · · ⊗Wm (W
∗
1 ⊗ · · · ⊗W
∗
m) do not disturb one to use the commutation relation.
Applying the commutation relation (2.13) to (4.4), we get
π∗(g(σ;ω)) = m〈y1 · · · yℓ+k|
n∏
j=k+1
D(αj)
k∏
j=1
B(αj)|x1 · · · xℓ〉m. (4.5)
The right hand side of (4.5) is nothing but the second type of the mixed partition functions
ZDBm,n,k(αk+1, . . . , αn|α1, . . . , αk|x1, . . . , xℓ|y1, . . . , yℓ+k). Combining (4.5) with the corre-
spondence formula (3.25), we find the pushforward of the Grothendieck class g(σ;ω) is given
by the skew Grothendieck polynomials
π∗(g(σ;ω)) = G((m−ℓ−k)n−k ,λ)/µ(1− α
−1
1 , . . . , 1− α
−1
n ). (4.6)
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5 Special cases
Let us see in this section that certain special cases of Theorem 4.1 reproduce special cases of
the formula derived by Buch [13].
Let us consider ℓ = 0, µ = φ of (4.1) in Theorem 4.1. In this case, only the summand
correseponding to ν = φ in g(σ;ω) (4.2) survives, and g(σ;ω) becomes the following product
of two Grothendieck polynomials
g(σ;ω) = Gλ(1− σ
−1
1 , . . . , 1− σ
−1
k )G(m)n−k (1− ω
−1
1 , . . . , 1− ω
−1
n−k), (5.1)
where λ satisfies λ ⊆ (m − k)k. Specializing the pushforward formula (4.1) to this case, we
get the following result:
π∗(Gλ(1− σ
−1
1 , . . . , 1− σ
−1
k )G(m)n−k (1− ω
−1
1 , . . . , 1− ω
−1
n−k))
= G((m−k)n−k ,λ)(1− α
−1
1 , . . . , 1− α
−1
n ). (5.2)
This is also special cases of the following K-theoretic pushforward formulas by Buch [13],
Lemma 7.1 and Theorem 7.3 (see also [79, 80] for cohomological versions).
Lemma 5.1. (Buch [13], Lemma 7.1) Let A be a vector bundle of rank n over a variety X.
Let π : P∗(A) → X be the dual projective bundle of A and Q be the tautological quotient of
π∗A. Then we have
π∗(Gm(Q)) = Gm−n+1(A), (5.3)
for any integer m.
Theorem 5.2. (Buch [13], Theorem 7.3) Let A and B be vector bundles on X of rank n and
ℓ respectively. Let π : Grk(A) → X the Grassmann bundle of k-planes in A with universal
tautological exact sequence 0 → S → π∗A → Q → 0 of vector bundles over Grk(A). Let
α = {α1, . . . , αn}, β = {β1, . . . , βℓ}, σ = {σ1, . . . , σk} and ω = {ω1, . . . , ωn−k} be the sets
of Grothendieck roots for bundles A, B, S and Q respectively. Let I = (I1, . . . , In−k) and
J = (J1, J2, . . . ) be sequences of integers satisfying Ij ≥ ℓ for all j. Then we have
π∗(GI(Q− B)GJ(S − B)) = GI−(k)n−k ,J(A−B). (5.4)
Here, GI(A−B) in (5.3), (5.4) are certain Grothendieck classes of K(X) extended to se-
quences of integers [13] from the the case when I are partitions I = λ = (λ1, . . . , λi) satisfying
n ≥ i, in which case Gλ(A− B) are the Grassmannian double Grothendieck polynomials
Gλ(A− B) = Gλ(1− α
−1
1 , . . . , 1− α
−1
n |1− β1, . . . , 1 − βℓ). (5.5)
The Grassmannian double Grothendieck polynomials [11, 12, 13, 14, 15, 77] has the following
determinant form
Gλ(z1, . . . , zn|v1, . . . , vℓ) =
detn([zi|v]
λj+n−j(1− zi)
j−1)∏
1≤i<j≤n(zi − zj)
. (5.6)
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where λ = (λ1, λ2, . . . , λn) is a partition, {z1, . . . , zn} and v = {v1, v2, . . . , vm} are sets of
variables and
[zi|v]
j = (zi ⊕ v1)(zi ⊕ v2) · · · (zi ⊕ vj), (5.7)
where z ⊕ v := z + v − zv.
The case λ = φ, k = n− 1 of (5.2)
π∗(Gm(1− ω
−1
1 )) = Gm−n+1(1− α
−1
1 , . . . , 1− α
−1
n ), (5.8)
which corresponds to the case when the rank of the quotient bundle Q is 1, is nothing but
(5.3) in Lemma 5.1 (Buch [13], Lemma 7.1) when m is positive.
We can also see that (5.2) is the special case ℓ = 0, I = (m)n−k, J = λ of (5.4) in Theorem
5.2 (Buch [13], Theorem 7.3), which is explicitly
π∗(G(m)n−k (Q)Gλ(S)) = G(m)n−k−(k)n−k ,λ(A) = G((m−k)n−k ,λ)(A). (5.9)
6 Conclusion
In this paper, we investigated an aspect of theK-theoretic pushforward from the Grothendieck
classes in Grassmann bundles to those in a nonsingular variety, which gives another connection
between quantum integrable models and algebraic geometry. The key was the observation
that a commutation relation derived by Shigechi and Uchiyama [31] in the field of quantum
integrable models resembles the localization type formula of the K-theoretic pushforward.
The commutation relation can be viewed as a sort of a noncommutative version of the local-
ization type formula, and the idea was to consider certain types of partition functions to go
from the noncommutative to the commutative world. We showed that two types of partition
functions of an integrable five-vertex model, which can be explicitly described using skew
Grothendieck polynomials, and can be viewed as Grothendieck classes in the Grassmann
bundles and a nonsingular variety respectively, are directly connected by the K-theoretic
pushforward. We also showed that special cases of the formula which correspond to the
nonskew version are also special cases of the formula derived by Buch [13]. It would be
interesting to investigate other kinds of maps which appear in algebraic geometry from the
point of view of quantum integrability by observing similarities between formulas appearing
in both areas.
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