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J-Stability of immediately expanding polynomial
maps in p-adic dynamics
LEE, Junghun ∗
Abstract
Given a family {fλ}λ∈Λ of polynomial maps of degree d where Λ is the set of
parameters, a polynomial map fλ0 is called J-stable in Λ if there exists a neigh-
borhood of λ0 in Λ such that for any element λ in the neighborhood, there exists
a conjugacy between the dynamics on the Julia sets of fλ and fλ0 . The aim of this
paper is to show that a polynomial map fλ0 over the field Cp of p-adic complex
numbers is J-stable in the family of polynomial maps over Cp if fλ0 is immediately
expanding.
1 Introduction
In the theory of complex dynamical systems, we consider the iterations {fn}n∈N of a
rational map f : Cˆ → Cˆ over the field C of complex numbers where Cˆ is the Riemann
sphere and fn denotes the n th iteration of f . The theory of complex dynamical systems
was established by P. Fatou and G. Julia in the early 20th century and they considered
the Fatou set F(f) of f , which is defined as the largest open set on which the family
{fn}n∈N of iterated rational maps is equicontinuous, and the Julia set J (f) of f , which
is a compact set defined as the complement of F(f). These two notions, the Fatou set
F(f) and the Julia set J (f), are essential in the theory of complex dynamical systems
because the Fatou set F(f) and the Julia set J (f) are the stable region and the chaotic
locus of dynamics, respectively, and both of them are completely invariant under f . See
[Miln06] for more details on the theory of complex dynamical systems.
In the theory of p-adic dynamical systems, we consider the iterations {fn}n∈N of a
rational map f : Cˆp → Cˆp over the field Cp of p-adic complex numbers where Cˆp is
the projective line over Cp. As we do in the theory of complex dynamical systems, we
also define the Fatou set F(f) of f and the Julia set J (f) of f with equicontinuity.
We also obtain the invariance of F(f) and J (f) under f . See [Hs00] or [Silv07] for
more details. Unlike the Riemann sphere Cˆ, the projective line Cˆp over Cp has different
topological properties such as non-compactness and disconnectedness. These also effect
on the dynamics. For example, the Julia set of a polynomial map might be non-compact.
The theory of p-adic dynamical systems is relatively new, and mostly developed in
this century. For example, L-C. Hsia proved a p-adic analogue of Montel’s theorem in
[Hs00]. R. Benedetto proved an analogue of Sullivan’s no wandering domain theorem
in [Ben00]. He also found a polynomial map over Cp which has a wandering domain in
[Ben02]. Moreover, J. Rivera-Letelier developed the theory of p-adic hyperbolic space in
[Riv03a] and [Riv03b].
There is a natural question in the theory of dynamical systems: are there any relations
of the Julia sets of two maps if those two maps are close enough? In the theory of complex
dynamical systems, Mane˜-Sad-Sullivan proposed an answer to this question in [MSS83].
We will see their theorem and its applications in subsection 1.1 as a motivation of this
paper. However, in the theory of p-adic dynamical systems, there was no analogue of
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Mane˜-Sad-Sullivan’s. Our aim of this paper is to give an analogue of Mane˜-Sad-Sullivan’s
theorem in p-adic dynamics (Theorem 1.1). Moreover, we will apply it to the family
{zd + c}c∈Cp of polynomial maps of degree d over Cp in p-adic dynamics (Theorem 1.3)
when d is not divided by p.
1.1 Motivations from the theory of complex dynamical systems
In the theory of complex dynamical systems, Mane˜-Sad-Sullivan established the notion of
J-stability and proved the following theorem in [MSS83]. We shall denote the Riemann
sphere by Cˆ := C ∪ {∞} where ∞ is a symbol which is not contained in C.
Theorem A (Mane˜-Sad-Sullivan). Let f : Cˆ → Cˆ be a rational map of degree d ≥ 2
over C. Suppose that there exists a connected open neighborhood U of f in the family
of rational maps of degree d over C such that for any element g in U , the number of
attracting cycles of g is equal to the number of attracting cycles of f . Then for any g in
U , there exists a homeomorphism h : J (f) → J (g) such that h ◦ f = g ◦ h on the Julia
set J (f) of f .
We say such a rational map f : Cˆ→ Cˆ is J-stable in the family of rational maps.
The following theorem is an application of Theorem A to hyperbolic polynomial maps.
Recall that a polynomial map f : Cˆ → Cˆ over C is hyperbolic if there exist a λ > 1 and
a c > 0 such that |(fn)′(z)| ≥ c · λn for any z in the Julia set J (f) of f and n in N.
Theorem B. Let f : Cˆ → Cˆ be a polynomial map of degree d ≥ 2 over C. If f is
hyperbolic, then there exists a connected open neighborhood U of f in the family of poly-
nomial maps of degree d over C such that for any g in U , there exists a homeomorphism
h : J (f)→ J (g) such that h ◦ f = g ◦ h on the Julia set J (f) of f .
We say such a polynomial map f : Cˆ → Cˆ is J-stable in the family of polynomial
maps. Let us see an application of Theorem A to the family {zd + c}c∈C of polynomial
maps of degree d ≥ 2 over C.
Theorem C. Let d be a natural number with d ≥ 2 and consider the polynomial maps
fc(z) :=
{
zd + c (z ∈ C),
∞ (z =∞).
where c in C. Suppose that the parameters c and c′ satisfy
lim
k→∞
|fkc (0)| = lim
k→∞
|fkc′(0)| =∞.
Then there exists a homeomorphism h : J (fc)→ J (fc′) such that h ◦ fc = fc′ ◦ h on the
Julia set J (fc) of fc.
Since the set {c ∈ C | limk→∞ |f
k
c (0)| = ∞} where fc : Cˆ → Cˆ is the polynomial
map defined in Theorem C is open and connected in C and every fc whose parameter is
in {c ∈ C | limk→∞ |f
k
c (0)| = ∞} has only one attracting cycle at infinity, the proof of
Theorem C follows immediately from Theorem A.
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1.2 The main theorems
Let us begin with the definition of J-stability in the family of polynomial maps of p-
adic dynamics, which is an analogue of J-stability in the family of polynomial maps of
complex dynamics. We shall use Cp, | · |p, and Polyd(Cp) to denote the field of p-adic
complex numbers, the p-adic norm on Cp, and the family of polynomial maps of degree
d ≥ 1, respectively. In particular, we consider Polyd(Cp) as a topological space with the
topology of C×p ×C
d
p. We shall also denote the projective line over Cp by Cˆp := Cp∪{∞}
where ∞ is a symbol which is not contained in Cp. See section 2 for more details.
Definition. Let p be a prime number, f : Cˆp → Cˆp be a polynomial map of degree d ≥ 2
over Cp, and A be a set in Cp.
1. We say that f is J-stable in Polyd(Cp) if there exists a neighborhood U of f in
Polyd(Cp) such that for any g in U , there exists a homeomorphism h : J (f)→ J (g)
such that
h ◦ f = g ◦ h
on the Julia set J (f) of f .
2. We say that f is immediately expanding on A if there exists a λ > 1 such that for
any z in A, |f ′(z)|p ≥ λ. In particular, we say that f is immediately expanding if
the Julia set J (f) of f is non-empty and f is immediately expanding on J (f).
The aim of this paper is to prove the following theorem that is an analogue of Theorem
B in p-adic dynamics.
Theorem 1.1. Let p be a prime number and f : Cˆp → Cˆp be a polynomial map of
degree d ≥ 2 over Cp. Suppose that f is immediately expanding. Then f is J-stable in
Polyd(Cp).
We will also show the following theorem to prove Theorem 1.1. We shall use Dr(a)
to denote the set {z ∈ Cp | |z − a|p ≤ r} for an a ∈ Cp and an r > 0.
Theorem 1.2. Let p be a prime number and f : Cˆp → Cˆp be a polynomial map of degree
d ≥ 2 over Cp. Suppose that the Julia set J (f) of f is non-empty and there exists a
non-empty set B in Cp satisfying the following conditions.
1. The polynomial map f is immediately expanding on B.
2. The set B is backward invariant under f , that is, f−1(B) ⊂ B.
3. There exists a positive real number M such that B ⊂ DM(0).
4. There exists a positive real number δ such that Dδ(z) ⊂ B for any z ∈ B.
Then, f is J-stable in Polyd(Cp).
As a corollary of Theorem 1.1, we also have the following theorem which is an analogue
of Theorem C in p-adic dynamics.
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Theorem 1.3. Let p be a prime number, d be a natural number with d ≥ 2, and consider
the polynomial maps
fc(z) :=
{
zd + c (z ∈ Cp),
∞ (z =∞).
where c in Cp. Suppose that d is not divided by p and the parameters c and c
′ satisfy
lim
k→∞
|fkc (0)|p = lim
k→∞
|fkc′(0)|p =∞ and |c− c
′|p ≤ |c|
1/d
p .
Then there exists a homeomorphism h : J (fc)→ J (fc′) such that h ◦ fc = fc′ ◦ h on the
Julia set J (fc) of fc.
One of the differences between Theorem 1.3 and Theorem C is the condition that
two parameters must be close enough. In fact, this condition can be ignored in the
theory of complex dynamical systems because the set {c ∈ C | limk→∞ |f
k
c (0)| = ∞}
where fc is the polynomial map over C defined in Theorem C is path connected. See
[Beard00, Theorem 9.10.2]. However, in the theory of p-adic dynamical systems, the set
{c ∈ Cp | limk→∞ |f
k
c (0)|p = ∞} where fc is the polynomial maps over Cp defined in
Theorem 1.3 is totally disconnected.
Contents of this paper
In the second section, we will define some notations and recall a primer on a construction
of the field of p-adic complex numbers (subsection 2.1), the theory of p-adic dynamical
systems (subsections 2.2 and 2.3), and p-adic analysis (subsection 2.4).
In the third section, we will see a key lemma and its proof (subsection 3.1). Moreover,
we will prove Theorem 1.1 (subsection 3.2), Theorem 1.2 (subsection 3.3), and Theorem
1.3 (subsections 3.4).
In the last section, we recall the symbolic dynamical system (subsection 4.1) and con-
sider the correspondence between dynamics of some polynomial maps and the symbolic
dynamical system as an application of the main theorems (subsection 4.2).
2 A primer on p-adic dynamical systems
In this section, we will see a construction of the field of p-adic complex numbers, and the
projective line over it with the chordal metric to consider p-adic dynamics. We also see
some facts of p-adic analysis.
2.1 The field of p-adic complex numbers
Definition 2.1. Let p be a prime number. We define the p-adic norm on Q by
∣∣∣m
n
∣∣∣
p
:=
{
0 (m = 0),
p−k (m 6= 0)
where k is the natural number satisfying
m
n
= pk
m′
n′
and p ∤ m′, n′.
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Considering the completion of the algebraic closure of the completion ofQ with respect
to the p-adic norm | · |p, we obtain an algebraically closed, complete field of characteristic
zero. Let us denote it by Cp and call Cp the field of p-adic complex numbers. Moreover,
the p-adic norm on Q is uniquely extended to Cp. We denote the extended norm on Cp
by | · |p and call it the p-adic norm on Cp.
One of the most important properties of the p-adic norm on Cp is as follows.
Proposition 2.2. Let p be a prime number. For any z and w in Cp, we have the
inequality |z ± w|p ≤ max{|z|p, |w|p}. Moreover, if z and w satisfy |z|p 6= |w|p, then
|z ± w|p = max{|z|p, |w|p}.
We refer [Rob00] to the readers for more details on the p-adic norm on Cp.
2.2 The projective line over Cp and the chordal metric
Definition 2.3. Let p be a prime number and ∞ be a symbol called infinity. We define
the projective line over Cp by
Cˆp := Cp ∪ {∞}.
Moreover, we define the chordal metric on Cˆp by
ρp(z, w) :=


|z − w|p
max{|z|p, 1} ·max{|w|p, 1}
(z, w ∈ Cp),
1
max{|z|p, 1}
(z ∈ Cp, w =∞),
0 (z = w =∞).
One can check that the chordal metric ρp satisfies the axioms of metric. See [Silv07,
Proposition2.4] for more details.
Let us fix a prime number p and use the following notations throughout this paper.
| · | = | · |p, ρ = ρp,
Dr(a) = {z ∈ Cp | |z − a|p < r},
Dr(a) = {z ∈ Cp | |z − a|p ≤ r},
C×p = Cp\{0},
|C×p | = {|z|p ∈ R | z ∈ C
×
p }.
In particular, we call a set A in Cp a closed (resp. open) disk of Cp if there exist an
a ∈ Cp and an r > 0 such that A = Dr(a) (resp. Dr(a)). Let us recall some properties
of disks of Cp: The first property is that the closed unit disk D1(0) is open, closed,
and non-compact in Cp. In particular, this implies that Cˆp is totally disconnected and
non-compact. The second property is that if two distinct disks in Cp have a non-empty
intersection, one of the disks must be contained in the other. In particular, this implies
that the intersection of two disks in Cp is also a disk in Cp. The third property is that
every bounded sets in Cp is closed with respect to | · | if and only if it is closed with
respect to ρ.
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2.3 The Fatou set and the Julia set
Given a polynomial map f : Cˆp → Cˆp with f(∞) = ∞ over Cp, we define the Fatou
set F(f) of f by the largest open subset of Cˆp on which the family {f
n}n∈N of iterated
polynomial maps is equicontinuous. Moreover, we call the complement of F(f) the Julia
set J (f) of f . Note that the Fatou set of a polynomial map contains ∞ so the Julia set
must be bounded. We refer [Silv07] to readers for a general definition of the Fatou set
and the Julia set in p-adic dynamical systems. It is well-known that F(f) and J (f) are
totally invariant under f , that is,
f(F(f)) = f−1(F(f)) = F(f) and f(J (f)) = f−1(J (f)) = J (f).
Moreover, one can show that
F(f) = F(fk) and J (f) = J (fk)
for any k ∈ N. See [Silv07, Proposition 5.18] for the proof.
Unlike the theory of complex dynamical systems, we can easily find an example of
a polynomial map whose Julia set is empty. For example, one can show that J (zd) is
empty where d is a natural number.
In the theory of complex dynamical systems, Montel’s theorem is well known as one
of the most useful theorem to determine equicontinuity of a given family of rational maps
over C. See [Miln06, Theorem 3.7]. By applying Montel’s theorem, one can obtain some
properties of the Julia sets of rational maps such as the facts that Julia set is uncountable
and has no isolated points.
In the theory of p-adic dynamical systems, L-C. Hsia proved an analogue of Montel’s
theorem for families of rational maps over Cp. See [Silv07, Theorem 5.27]. We do not
directly use Montel’s theorem to prove our main theorem but we will use the following
properties of the Julia sets that can be shown by Montel’s theorem.
Theorem 2.4. Let f : Cˆp → Cˆp be a polynomial map of degree d ≥ 2 over Cp. Then for
any P in the Julia set J (f) of f , we have
J (f) =
⋃
k≥0
f−k(P ).
Moreover, if a non-empty and closed subset B of Cp satisfies f
−1(B) ⊂ B, then J (f) is
contained in B.
Note that if f has a point Q in Cp satisfying f
−1({Q}) = {Q}, then f has no Julia
set. We refer [Hs00] and [Silv07, Proposition 5.30 and Corollary 5.32] to readers.
2.4 p-adic analysis
In the field of p-adic complex numbers, it is easier to find zeros of polynomial maps than
in the field of complex number. See [Rob00] or [Silv07, Theorem 5.11] for proofs of the
following theorem.
Theorem 2.5. Let f : Cˆp → Cˆp be a polynomial map of degree d ≥ 1 over Cp with the
expansion
f(z) = c0 + c1(z − z0) + · · ·+ cd(z − z0)
d
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where {ck}
d
k=0 in Cp with cd 6= 0 and z0 in Cp. Let r be a positive real number and set
l = max{l′ ∈ {0, 1, · · · , d} | |cl′| · r
l′ ≥ |ck| · r
k for all k ∈ {0, 1, · · · , d}}.
Then there exist l elements α1, α2, · · · , αl in Dr(z0) and a polynomial map g : Cˆp → Cˆp
over Cp such that g has no zeros in Dr(z0) and
f(z) = g(z) ·
l∏
k=1
(z − αk).
In particular, if l = 0, f has no zeros in Dr(z0).
Proposition 2.6. Let f : Cˆp → Cˆp be a polynomial map of degree d ≥ 1 over Cp.
1. The polynomial map f is continuous and open on Cˆp.
2. If f has no zeros in Dr(z0), then
|f(z)| = |f(z0)| > 0
for all z in Dr(z0).
See [Silv07, Corollary 5.17 and Theorem 5.13] for the proof. The following corollary
was proven by R. Benedetto in [Ben02] and it will be helpful to determine whether a
given polynomial map is bijective or not.
Corollary 2.7. Let f : Cˆp → Cˆp be a polynomial map of degree d ≥ 1 over Cp, α be an
element in Cp, and r be a positive real number. The polynomial map f is bijective from
Dr(α) to Ds(f(α)) if and only if
|f(z)− f(w)| =
s
r
· |z − w|
for any z and w in Dr(α).
3 A key lemma and proofs of main theorems
In this section, we will introduce a key lemma and prove it. We also prove Theorem 1.1,
Theorem 1.2, and Theorem 1.3.
3.1 A key lemma
Lemma 3.1. Let f : Cˆp → Cˆp be a polynomial map of degree d ≥ 2 over Cp. Suppose
that there exists a non-empty set B in Cp satisfying the following conditions.
1. The polynomial map f is immediately expanding on B.
2. The set B has no critical values of f , that is,
B ∩ f({z ∈ Cp | f
′(z) = 0}) = ∅.
3. The set B is closed with respect to the choral metric.
7
Then for any w ∈ B, there exist d distinct elements z1, z2, · · · , zd in Cp such that for
each k in {1, 2, · · · , d}, f(zk) = w. Moreover, there exists a positive real number µ such
that for any w ∈ B and r ∈ [0, µ] ∩ |C×p |,
f |DRk(zk)→ Dr(w)
is a homeomorphism for each k in {1, 2, · · · , d} and
f−1(Dr(w)) =
d⊔
k=1
DRk(zk)
where Rk := r/|f
′(zk)| < r.
Proof of Lemma 3.1. Let us fix an arbitrary element w in B. Since the degree of f is d
and Cp is algebraically closed, there exist d elements z1, z2, · · · , zd in Cp, counted with
multiplicity, such that f(zk) = w for each k in {1, 2, · · · , d}. Since the set B has no
critical values of f , it is clear that the elements z1, z2, · · · , zd must be distinct.
Let us construct a positive real number µ, which is independent of w, as follows. First,
we can find a positive real number δ satisfying⋃
z: critical point
Dδ(z) ∩ f
−1(B) = ∅,
since the number of critical points of f in Cp is finite and the critical points of f are in
Cp\f
−1(B) which is an open set with respect to | · |. Next we set another positive real
number
µ := min{|l|1/(l−1) | l ∈ {2, 3, · · · , d}} · δ > 0.
Note that for all integers m, we have |m| ≤ 1. Now let us show the following proposition.
Proposition 3.2. For any z0 in f
−1(B) and l in {2, 3, · · · , d}, we have
|l| ·
∣∣∣∣f (l)(z0)l!
∣∣∣∣ · δl−1 < |f ′(z0)|
where f (l) is the l th derivative of f .
Proof of Proposition 3.2. Considering the expansions of f and f ′ around z0, we have
f(z) = f(z0) + f
′(z0)(z − z0) + · · ·+
f (d)(z0)
d!
(z − z0)
d,
f ′(z) = f ′(z0) + 2 ·
f (2)(z0)
2!
(z − z0) + · · ·+ d ·
f (d)(z0)
d!
(z − z0)
d−1.
Moreover, it follows immediately from the construction of δ that f has no critical points
in Dδ(z0). Hence, by Theorem 2.5, for any l in {2, 3, · · · , d}, we have
|l| ·
∣∣∣∣f (l)(z0)l!
∣∣∣∣ · δl−1 < |f ′(z0)|.
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In particular, this implies that
rl ·
∣∣∣∣f (l)(z0)l!
∣∣∣∣ ≤ r ·
∣∣∣∣f (l)(z0)l!
∣∣∣∣ · µl−1 ≤ r ·
∣∣∣∣f (l)(z0)l!
∣∣∣∣ · |l| · δl−1 < r · |f ′(z0)|
for any l ∈ {2, 3, · · · , d} and r ∈ [0, µ] ∩ |C×p |.
As a result, we have the following proposition.
Proposition 3.3. Suppose that k ∈ {1, 2, · · · , d} and r ∈ [0, µ] ∩ |C×p |. Then for any x
and y in Dr(zk), we have
|f(x)− f(y)| = |f ′(zk)| · |x− y|.
Proof of Proposition 3.3. For any k in {1, 2, · · · , d} and any r in [0, µ] ∩ |C×p |, it follows
from Proposition 2.2 and Proposition 3.2 that
|f(x)− f(y)| =|x− y| ·max{|f ′(zk)|,
∣∣∣∣f (2)(zk)2!
∣∣∣∣ · |x− zk + y − zk|, · · · ,∣∣∣∣f (d)(zk)d!
∣∣∣∣ · |(x− zk)d−1 + (x− zk)d−2(y − zk)
+ · · ·+ (y − zk)
d−1|} = |f ′(zk)| · |x− y|.
In particular, setting
Rk := r/|f
′(zk)|,
we have
Rk ≤ r and |f(x)− f(y)| =
r
Rk
· |x− y|
for any k in {1, 2, · · · , d}, any r in [0, µ]∩|C×p |, and any x and y in DRk(zk). By Corollary
2.7, we have that
f |DRk(zk)→ Dr(w)
is bijective for any k in {1, 2, · · · , d}. Moreover, by Proposition 2.6, the restriction map
is homeomorphic for each k in {1, 2, · · · , d}.
3.2 Proof of Theorem 1.1
In this subsection, we prove Theorem 1.1 assuming Theorem 1.2, which will be proved in
the next subsection.
Proof of Theorem 1.1. Let f : Cˆp → Cˆp be a polynomial map of degree d over Cp with
J (f) 6= ∅. Suppose that there exists a λ > 1 such that |f ′(z)| > λ for any z in J (f).
We will construct a set B in Cp satisfying all conditions of Theorem1.2 as follows.
Since J (f) has no critical points of f , all critical points of f must be in F(f). In
particular, this implies that the critical values of f are also in the Fatou set F(f) because
F(f) is forward invariant under f . Moreover, since F(f) is open, we have a positive real
number δ such that ⋃
c∈C(f)
Dδ(c) ∩ J (f) = ∅
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where C(f) is the set of critical points and critical values of f . Without loss of generality,
we may assume that the positive real number δ is in |C×p |. Let us define B by
B =
⋃
z∈J (f)
Dµ(z)
where µ := min{|k|1/(k−1) | k ∈ {2, 3, · · · , d}} · δ > 0. Note that f has no critical points
and critical values in B because µ is less than or equal to δ. It is clear that B is bounded
and contains J (f) since J (f) is bounded. Moreover, it is not hard to check that Dµ(z)
is contained in B for any z in B.
To complete this proof, let us check the other conditions stated in Theorem 1.2.
Proposition 3.4. For any z in B, |f ′(z)| ≥ λ.
Proof of Proposition 3.4. For any z in B, there exists a z0 in J (f) such that z ∈ Dµ(z0).
Since there is no zeros of f ′ in Dµ(z0), it follows from Proposition 2.6 that |f
′(z)| =
|f ′(z0)| ≥ λ.
To check the second condition, let us use the following proposition.
Proposition 3.5. The set B is backward invariant under f , that is, f−1(B) ⊂ B.
Proof of Proposition 3.5. It follows from the construction of B that for any w ∈ B, there
exists a w0 ∈ J (f) such that w ∈ Dµ(w0). By Lemma 3.1, there exist exactly d elements
z1, z2, · · · , zd in J (f) such that
f−1(Dµ(w0)) =
d⊔
k=1
DRk(zk) and f(z1) = f(z2) = · · · = f(zd) = w0
where Rk = µ/|f
′(zk)| < µ for any k in {1, 2, · · · , d}. This implies that
f−1({w}) ⊂ f−1(Dµ(w0)) =
d⊔
k=1
DRk(zk) ⊂
d⊔
k=1
Dµ(zk) ⊂ B.
Hence, Theorem 1.2 can be applied.
3.3 Proof of Theorem 1.2
Now let us prove Theorem 1.2.
Proof of Theorem 1.2. Let f : Cˆp → Cˆp be a polynomial map of the degree d ≥ 2 over
Cp and B be a set in Cp and λ > 1 be a real number satisfying |f
′(z)| ≥ λ for any z ∈ B.
Let M and a δ be positive real numbers satisfying
B ⊂ DM(0) and Dδ(z) ⊂ B
for any z in B. Without loss of generality, we may assume that M ≥ 1 and 0 < δ ≤ 1.
Let us define the i th perturbation Ti,ǫ : Polyd(Cp)→ Polyd(Cp) of f for ǫ ∈ Cp by
Ti,ǫ(f)(z) := f(z) + ǫ · z
i
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with Ti,ǫ(f)(∞) =∞ where 0 ≤ i ≤ d.
Moreover, we define the set of polynomial maps preserving λ and B by
S := S(d, λ, B) := {g ∈ Polyd(Cp) | |g
′(z)| ≥ λ(∀z ∈ B) and g−1(B) ⊂ B}.
Note that it is clear that S contains f so it is non-empty. We will complete this proof in
three steps.
Step 1. In this step, we will show that for any i ∈ {d, d − 1, · · · , 0}, there exists a
positive real number τ(i) such that if g is in S and ǫ ∈ Cp satisfies |ǫ| < τ(i), then Ti,ǫ(g)
is also in S.
Let us fix an arbitrary i in {d, d − 1, · · · , 0} and set a positive real number τ(i) :=
τ := min{η1, η2} for
η1 := η1(i) := λ/M
i−1 > 0 and η2 := η2(i) := µ/M
i > 0
where µ = min{|k|1/(k−1) | k ∈ {2, 3, · · · , d}} · δ > 0.
Proposition 3.6. For any g ∈ S, z ∈ B, and ǫ ∈ Cp with |ǫ| < τ , we have
|Ti,ǫ(g)
′(z)| = |g′(z)|.
Proof of Proposition 3.6. since ǫ ∈ Cp satisfies |ǫ| < τ ≤ η1, it is straightforward that
|i · ǫ · zi−1| ≤ |ǫ| · |z|i−1 <
λ
M i−1
·M i−1 = λ
for any z in B. Thus, it follows from Proposition 2.2 that
|Ti,ǫ(g)
′(z)| = |g′(z) + i · ǫ · zi−1| = max{|g′(z)|, |i · ǫ · zi−1|} = |g′(z)|
for any z in B.
Next, we prove the following proposition.
Proposition 3.7. For any g ∈ S and ǫ ∈ Cp with |ǫ| < τ , we have
Ti,ǫ(g)
−1(B) ⊂ B.
Proof of Proposition 3.7. Let w be an element in B. Then there exist exactly d elements
z1, z2, · · · , zd in B such that
g(z1) = g(z2) = · · · = g(zd) = w
since B has no critical values of g. Indeed, if B has a critical value of g, then B has a
critical point of g because g−1(B) ⊂ B. However, it is a contradiction to the assumption
that g is immediately expanding on B.
We will show that for each k in {1, 2, · · · , d}, there exists exactly one element z˜k :=
z˜k(ǫ) in DRk(zk) such that Ti,ǫ(g)(z˜k) = w where Rk := µ/|g
′(zk)|. To ease notation, we
shall use gǫ to denote Ti,ǫ(g).
Fixing k in {1, 2, · · · , d} and considering the expansion gǫ around zk, we have
gǫ(z) = gǫ(zk) + g
′
ǫ(zk)(z − zk) + · · ·+
g
(d)
ǫ (zk)
d!
(z − zk)
d.
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This implies that
gǫ(z)− w = gǫ(g)(zk)− w + g
′
ǫ(zk)(z − zk) + · · ·+
g
(d)
ǫ (zk)
d!
(z − zk)
d
= ǫ · zik + g
′
ǫ(zk)(z − zk) + · · ·+
g
(d)
ǫ (zk)
d!
(z − zk)
d.
Let us see the following lemmas.
Lemma 3.8. For any ǫ in Cp with |ǫ| < τ , we have
|ǫ| · |zk|
i < |g′ǫ(zk)| · Rk.
Proof of Lemma 3.8. It follows from Proposition 3.6 that
|ǫ| · |zk|
i <
µ
M i
·M i = µ = |g′(zk)| · Rk = |g
′
ǫ(zk)| · Rk.
Lemma 3.9. For any ǫ in Cp with |ǫ| < τ and any l in {2, 3, · · · , d}, we have∣∣∣∣∣g
(l)
ǫ (zk)
l!
∣∣∣∣∣ · Rlk < |g′ǫ(zk)| · Rk.
Proof of Lemma 3.9. Considering the expansion of g′ǫ around zk, we obtain that
g′ǫ(z) = g
′
ǫ(zk) + 2 ·
g
(2)
ǫ (zk)
2!
(z − zk) + · · ·+ d ·
g
(d)
ǫ (zk)
d!
(z − zk)
d−1.
It follows from Proposition 3.6 that g′ǫ has no zeros in Dδ(zk). Moreover, it follows from
Theorem 2.5 that ∣∣∣∣∣g
(l)
ǫ (zk)
l!
· l
∣∣∣∣∣ · δl−1 < |g′ǫ(zk)|
for each l in {2, 3, · · · , d}. Finally, we obtain that∣∣∣∣∣g
(l)
ǫ (zk)
l!
∣∣∣∣∣ · Rlk = Rk ·
∣∣∣∣∣g
(l)
ǫ (zk)
l!
∣∣∣∣∣ ·Rl−1k < Rk ·
∣∣∣∣∣g
(l)
ǫ (zk)
l!
∣∣∣∣∣ · µl−1
≤ Rk ·
∣∣∣∣∣g
(l)
ǫ (zk)
l!
∣∣∣∣∣ · |l| · δl−1 < |g′ǫ(zk)| ·Rk.
Hence, by Theorem 2.5, the polynomial map gǫ(z)−w has a unique zero in DRk(zk).
Moreover, it is easy to check that each disk DRk(zk) is disjoint. Let us denote the unique
zero of gǫ(z)− w in DRk(zk) by z˜k for each k in {1, 2, · · · , d}. In particular, this implies
z˜k in B since
z˜k ∈ DRk(zk) ⊂ Dµ(zk) ⊂ Dδ(zk) ⊂ B
for each k in {1, 2, · · · , d}.
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By Proposition 3.6 and 3.7, Ti,ǫ(S) ⊂ S for any ǫ ∈ Cp satisfying |ǫ| < τ(i). In
particular, this implies that
T0,ǫ0 ◦ T1,ǫ1 ◦ · · · ◦ Td,ǫd(S) ⊂ S
if a sequence {ǫk}
d
k=0 ⊂ Cp satisfies max{|ǫ0|, |ǫ1|, · · · , |ǫd|} ≤ min{τ(0), τ(1), · · · , τ(d)}.
Let us close this step with the following proposition.
Proposition 3.10. Let g be a element in S and i be a natural number in {d, d−1, · · · , 0}.
If ǫ ∈ Cp satisfies |ǫ| < τ(i), then we have
|Ti,ǫ(g)(z)− g(z)| ≤ µ
for any z ∈ B. In particular, if {ǫk}
d
k=0 ⊂ Cp satisfies max{|ǫ0|, |ǫ1|, · · · , |ǫd|} ≤
min{τ(0), τ(1), · · · , τ(d)}, then
|Td,ǫd ◦ Td−1,ǫd−1 ◦ · · · ◦ T0,ǫ0(f)(z)− f(z)| ≤ µ
for any z ∈ B.
Proof of Proposition 3.10. It is straightforward that
|Ti,ǫ(g)(z)− g(z)| = |g(z) + ǫ · z
i − g(z)| = |ǫ| · |z|i ≤ τ(i) ·M i ≤
µ
M i
·M i = µ
for any z ∈ B. Moreover, for any {ǫk}
d
k=0 ⊂ Cp satisfying max{|ǫ0|, |ǫ1|, · · · , |ǫd|} ≤
min{τ(0), τ(1), · · · , τ(d)}, we have
|fd(z)− f(z)| = |fd(z)− fd−1(z) + fd−1(z)− fd−2(z) + · · · − f0(z) + f(z)|
≤ max{|fd(z)− fd−1(z)|, |fd−1(z)− fd−2(z)|, · · · , |f0(z)− f(z)|} ≤ µ
for any z ∈ B where fk(z) := Tk,ǫk◦Tk−1,ǫk−1◦T0,ǫ0(f)(z) for each k ∈ {d, d−1, · · · , 0}.
Step 2. In this step, we will construct a conjugacy between the dynamics J (f) and
J (g) if g ∈ S satisfies |g(z) − f(z)| ≤ µ for any z ∈ B where µ := min{|l|1/(l−1) | l ∈
{2, 3, · · · , d}} · δ. Let us begin with a construction of sets.
• The construction of a family {Ωk(g)}k≥0 of sets in Cp. For any g ∈ S, we define
a family {Ωk(g)}k≥0 of sets in Cp by
Ω0(g) := B, Ω1(g) := g
−1(Ω0(g)), · · · , Ωk+1(g) := g
−1(Ωk(g)), · · ·
for each k ≥ 0.
Moreover, we define the limit set of {Ωk(g)}k≥0 by
Ω∞(g) :=
∞⋂
k=0
Ωk(g).
Since B is backward invariant under g, it is clear that
Ω∞(g) ⊂ · · · ⊂ Ωk+1(g) ⊂ Ωk(g) ⊂ · · · ⊂ Ω0(g) = B
for each k ≥ 0.
To ease notation, we denote the sets Ωk(f) by Ωk for each k ≥ 0 and k = ∞. Then
it is clear that
J (f) ⊂ Ω∞ ⊂ · · · ⊂ Ωk+1 ⊂ Ωk ⊂ · · · ⊂ Ω0.
In particular, this implies that the limit set Ω∞ is non-empty.
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• The construction of a family {hk : Ωk → Ωk(g)}k≥0 of homeomorphisms. Let
us fix g ∈ S satisfying |f(z)− g(z)| ≤ µ for any z ∈ B and define h0 as the identity map
on B. It is clear that h0 : Ω0 → Ω0(g) is a homeomorphism. We will construct a family
of homeomorphism {hk : Ωk → Ωk(g)}k≥1 of homeomorphisms, inductively.
To define the map h1 : Ω1 → Ω1(g), let us prove the following proposition.
Proposition 3.11. Let g ∈ S be an element satisfying |g(z)− f(z)| ≤ µ for any z ∈ B.
Then for any z in Ω1, there exists a unique w := w(z) in g
−1({h0 ◦ f(z)}) such that
|w − z| ≤ µ/λ.
Proof of Proposition 3.11. Let z be an element in Ω1. To ease notation, we shall denote
g−1({h0 ◦ g(z)}) := {z1, z2, · · · , zd} and g
−1({h0 ◦ f(z)}) := {w1, w2, · · · , wd}.
It follows from |f(z)− g(z)| ≤ µ that h0 ◦ f(z) = f(z) ∈ Dµ(g(z)) ⊂ B.
Let us set
R1 = µ/|g
′(z1)|, R2 = µ/|g
′(z2)|, · · · , Rd = µ/|g
′(zd)|.
Then it follows from Lemma 3.1 that
g−1(Dµ(g(z))) =
d⊔
k=1
DRk(zk)
and g | DRk(zk)→ Dµ(g(z)) is a homeomorphism for each k in {1, 2, · · · , d}.
Therefore, we obtain that
{w1, w2, · · · , wd} = g
−1({h0 ◦ f(z)}) ⊂ g
−1(Dµ(g(z))) =
d⊔
k=1
DRk(zk).
This implies that there exists a unique wk ∈ DRk(zk) ⊂ Dµ/λ(zk) for each k in {1, 2, · · · , d}.
Indeed, if there exist two distinct elements wi and wj ∈ DRk(zk) for some k in {1, 2, · · · , d},
we have that g(wi) = g(wj) = f(z) ∈ Dµ(g(z)). However, it is a contradiction to the fact
that g | DRk(zk)→ Dµ(g(z)) is injective. See Lemma 3.1.
Let us define a map h1 : Ω1 → Ω1(g) by w := w(z) determined in Proposition 3.11. It
follows from the construction of h1 : Ω1 → Ω1(g) that h1 : Ω1 → Ω1(g) is continuous and
open on Ω1. Moreover, it satisfies h0 ◦ f = g ◦ h1 on Ω1. Furthermore, one can construct
the inverse map of h1 : Ω1 → Ω1(g), similarly. This implies that h1 : Ω1 → Ω1(g) is a
homeomorphism.
Let us assume that we have constructed a family {hm : Ωm → Ωm(g)}
n
m=0 of homeo-
morphisms such that
|hm+1(z)− hm(z)| < µ/λ
m+1
and hm ◦f = g ◦hm+1 on Ωm+1 for each m in {0, 1, · · · , n−1} where n ≥ 1. Now we have
the following claim. The proof is similar to the proof of Proposition 3.11 so we omit it.
Proposition 3.12. For each z ∈ Ωn+1, there exists a unique w := w(z) ∈ g
−1({hn◦f(z)})
such that
|w − hn(z)| ≤ µ/λ
n+1.
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Let us define hl+1 : Ωl+1 → Ωl+1(g) by w := w(z) determined in Proposition 3.12.
By the construction of hl+1 : Ωl+1 → Ωl+1(g), it is clear that hl+1 : Ωl+1 → Ωl+1(g) is
continuous and open on Ωl+1. Moreover, it satisfies hl◦f = g◦hl+1 on Ωl+1. Furthermore,
one can construct the inverse map of hl+1 : Ωl+1 → Ωl+1(g) so hl+1 : Ωl+1 → Ωl+1(g) is a
homeomorphism.
Therefore, we can get a family {hk : Ωk → Ωk(g)}k≥0 of homeomorphisms satisfying
|hk+1(z)− hk(z)| < µ/λ
k+1 and hk ◦ f = g ◦ hk+1
on each Ωk+1.
• The construction of the limit maps h∞ : Ω∞ → Ω∞(g). We define the limit map
h∞ of a family {hk : Ωk → Ωk(g)}k≥0 of the homomorphisms by
h∞ : Ω∞ → Ω∞(g)
z 7→ lim
k→∞
hk(z).
Then we have the following proposition.
Proposition 3.13. The limit map h∞ : Ω∞ → Ω∞(g) is well-defined. Moreover, it is a
homeomorphism. Furthermore, it satisfies h∞◦f = g◦h∞ on Ω∞ and h∞(J (f)) = J (g).
Proof of Proposition 3.13. The sequence {hk : Ωk → Ωk(g)}k≥0 of homeomorphisms is
convergent since it is Cauchy. Moreover, the limit h∞ : Ω∞ → Ω∞(g) must be a homeo-
morphism since Ω∞ and Ω∞(g) are closed subsets in Cp.
Since every polynomial maps over Cp is continuous, we obtain that
h∞ ◦ f(z) = lim
k→∞
hk ◦ f(z) = lim
k→∞
g ◦ hk(z)
= g ◦ lim
k→∞
hk(z) = g ◦ h∞(z).
Finally, let us check that h∞(J (f)) = J (g). To show that we use the notion of
repelling periodic point. We call a point P in Cp a repelling periodic point of f if there
exists a m ∈ N such that fm(P ) = P and |(fm)′(P )| > 1. It is well known that every
repelling periodic point is in the Julia set. See [Silv07, Proposition 5.20 (2)].
Let us begin with the existence of a repelling periodic point of f .
Lemma 3.14. There exists a repelling periodic point P of f in B.
Proof of Lemma 3.14. It is well-known that the Julia set J (f) of f is contained in the
closure of the set of periodic points of f with respect to the chordal metric. See [Hs00,
Theorem 3.1] or [Silv07, Theorem 5.37]. Since B is bounded, we have that J (f) is
contained in the closure of the set of periodic points of f with respect to | · |. In particular,
for any z ∈ J (f), there exists a periodic point P of f in Dδ(z) ⊂ B. Let us denote the
minimal period of P by m and show that the set {P, f(P ), · · · , fm−1(P )} is invariant
under f . Indeed, since B is backward invariant under f and fk(fm−k(P )) = fm(P ) = P ,
we have fm−k(P ) ∈ f−k({P}) ⊂ B for each k in {1, 2, · · · , m−1}. Since f is immediately
expanding on B, we have |(fm)′(P )| ≥ λm > 1.
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Let P be a repelling periodic point of f in B so P is contained in the Julia set J (f) of
f . Thus, we obtain that P is in Ω∞. Moreover, we have that g
m(h∞(P )) = h∞(f
m(P )) =
h∞(P ) where m is the minimal period of P . In particular, this implies that h∞(P ) is a
periodic point of g. Since h∞(P ) is an element of B and g is immediately expanding on
B, we have h∞(P ) is a repelling periodic point of g so J (g) is non-empty.
Moreover, by Proposition 2.4, we see that
h∞(J (f)) = h∞(J (f˜)) = h∞(
⋃
k≥0
f˜−k({P}))
=
⋃
k≥0
h∞ ◦ f˜−k({P}) =
⋃
k≥0
g˜−k({h∞(P )})
= J (g˜) = J (g)
where f˜ := fm and g˜ := gm.
Step 3. In this step, we will summarise our discussion and conclude that f is J-stable.
Let U be the set of polynomial maps bd · z
d+ bd−1 · z
d−1 + · · ·+ b0 in Polyd(Cp) satisfying
max
k∈{0,1,··· ,d}
{|ak − bk|} < min
k′∈{d,d−1,··· ,0}
{τ(k′)}
where f(z) = ad · z
d + ad−1 · z
d−1 + · · ·+ a0 and we consider U as a neighborhood of f
in Polyd(Cp). Note that if g be an element in U then there exists a {ǫ0, ǫ1, · · · , ǫd} ⊂ Cp
such that
g(z) = Td,ǫd ◦ Td−1,ǫd−1 ◦ · · · ◦ T0,ǫ0(f)(z).
By Proposition 3.10, we have
|g(z)− f(z)| = |Td,ǫd ◦ Td−1,ǫd−1 ◦ · · · ◦ T0,ǫ0(f)(z)− f(z)| ≤ µ
for any z ∈ B. Therefore, by Step 2, there exists a homeomorphism
h∞ : J (f)→ J (g)
such that h∞ ◦ f = g ◦ h∞ on J (f).
3.4 Proof of Theorem 1.3
Finally, we prove Theorem 1.3.
Proof of Theorem 1.3. Let us fix c in Cp with |c| > 1. The following lemma is essential
in this proof.
Lemma 3.15. The Julia set J (fc) of fc is non-empty. Moreover, it is contained in
{z ∈ Cp | |z| = |c|
1/d}. In particular, this implies that fc is immediately expanding.
Proof of Lemma 3.15. To ease notation, we shall use U to denote the set {z ∈ Cp | |z| =
|c|1/d}. It is trivial that U is non-empty, bounded, and closed. Moreover, one can easily
check that f−1c (U) ⊂ U . As an application of Montel’s theorem, see [Silv07, Theorem
5.27], one can check that U contains J (fc). Now let us find a fixed point of f in U .
Considering the polynomial map g(z) := fc(z) − z = z
d − z + c, we obtain that there
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exists d zeros in Cp, counted with multiplicity. Let us choose an arbitrary zero of g and
we denote it by w. Let us show that |w| must be equal to |c|1/d. Indeed, if we assume
that |w| < |c|1/d, it follows from Proposition 2.2 that
0 = |g(w)| = |wd − w + c| = |c| 6= 0.
On the other hand, if we assume that |w| > |c|1/d, it also follows from Proposition 2.2
that
0 = |g(w)| = |wd − w + c| = |w|d > |c| 6= 0.
Both of them implies a contradiction so |w| must be equal to |c|1/d. Moreover, it is clear
that for any z in U , we have |f ′c(z)| = |d · z
d−1| = |c|(d−1)/d > 1. This implies w is a
repelling fixed point so J (fc) is non-empty. See [Silv07, Proposition 5.20 (2)].
Lemma 3.15 implies that it satisfies the condition of Theorem 1.2.
4 An application of the main theorems
In this section, we will see an application of Theorem 1.3. We first recall the symbolic
dynamical system. After then, we will see the Julia sets of some polynomial maps corre-
sponding to the symbolic dynamical system.
4.1 The symbolic dynamical system
We define the sequence space Σ by
{(s0s1 · · · ) | ∀i ≥ 0, si = 0 or 1},
and the shift map σ on Σ by
σ(s0s1 · · · ) = (s1s2 · · · ).
We consider
d(s, t) =
∞∑
k=0
|sk − tk|
2k
for any elements s = (s0s1 · · · ) and t = (t0t1 · · · ) as a metric on Σ. One can easily check
the that the symbolic space Σ is disconnected and compact with respect to the metric d.
Moreover, the shift map σ is continuous with respect to d.
4.2 Julia sets with symbolic dynamics
Proposition 4.1. Let p be an odd prime number and F be a polynomial map over Cp
defined by
F (z) :=
z(z − 1)
p
.
Then, the Julia set J (F ) of F is non-empty. Moreover, there exists a homeomorphism
h : J (F )→ Σ such that
h ◦ F = σ ◦ h
on J (F ). In particular, J (F ) is compact.
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We refer [Silv07, Corollary 5.25] to readers.
Corollary 4.2. Let p be a prime number and consider a family of polynomial maps
fc(z) = z
2 + c
where c ∈ Cp. If a parameter c ∈ Cp satisfies that
|c− γ| < p
where γ := −1/(2p) − 1/(4p2), then there exists a homeomorphism h : J (fc) → Σ such
that
h ◦ fc = σ ◦ h
on the Julia set J (fc) of fc. In particular, J (fc) is compact.
Proof of Corollary 4.2. By Theorem 1.3, if c satisfies |γ − c| < |γ|1/2 = p, there exists a
homeomorphism h1 : J (fc)→ J (fγ) such that h1 ◦ fc = fγ ◦ h1 on J (fc).
Moreover, considering a map
h2(z) := p · z + 1/2,
we have that h2 : J (fγ) → J (F ) is a homeomorphism and satisfies h2 ◦ fγ = F ◦ h2 on
J (fγ) where F is the polynomial map defined in Proposition 4.1.
On the other hand, by Proposition 4.1, there exists a homeomorphism h3 : J (F )→ Σ
such that h3 ◦ F = σ ◦ h3 on J (F ). That is, the following commutative diagrams are
obtained.
J (fc)
h1−−−→ J (fγ)
h2−−−→ J (F )
h3−−−→ Σ
fc
y yfγ yF yσ
J (fc)
h1−−−→ J (fγ)
h2−−−→ J (F )
h3−−−→ Σ.
Setting h := h3◦h2◦h1 : J (fc)→ Σ, we obtain a homeomorphism satisfying h◦fc = σ◦h
on J (fc).
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