ABSTRACT Selecting the number of assents to obtain the maximized expected return under the possible lowest risk is the main concern of portfolio optimization problems. Optimization algorithms -multi/manyobjective-are evaluated to find the desired/possible level of investment. Converging to the best possible asset set and -if possible-distribution of the many possible solution sets for an efficient frontier is expected as the result of the multi/many-objective optimization algorithms. Obtaining an accurate and well-distributed set of solutions is the main motivation. Hence, in this paper, two initialization approaches are proposed for multi/many-objective optimization algorithms to obtain a better convergence and distribution solution set for the portfolio optimization problem. The initial population set is composed of the assets with the largest income and binary combinations of the assets where their sum returns the maximum income. These proposed approaches are integrated with eight different optimization algorithms and the performance of the algorithms is compared with respect to the convergence and diversity metrics.
I. INTRODUCTION
Portfolio optimization (PO) is a problem of selecting the number of assets to invest where the expected return is maximized and the variance (risk) is minimized at the same time by using a portfolio model that was proposed in 1952, the mean-variance model proposed by Markowitz [1] as modern portfolio theory (MPT). The assets are selected as the portions of these investments and are called portfolio weights, which are decision variables of the optimization algorithm. The portfolio objectives are i) income; the expected return and ii) risk variance. It is desirable to maximize the portfolio return and minimize the portfolio risk. Since two aims must be satisfied, multi-objective methodologies can be considered more suitable for this problem [2] , [3] . However, from the surveys that catalog PO problems and solutions, it is observed that approximately 12% of the studies between 2006 and 2017 [2] use the preferred multi-objective methodology.
After the introduction of MPT in the 1950s, the mathematical and programming approaches were applied to obtain accurate and fast results for the -efficient frontier-in the PO problem. Initially, classic programming approaches, such
The associate editor coordinating the review of this manuscript and approving it for publication was Xiangtao Li. as quadratic programming [4] , local search with quadratic programming [5] , and mixed integer linear programming [6] , were applied to the problem. Even these methodologies have an impact on the number of objectives and the resulting accuracy; more powerful tools are needed to obtain an accurate performance. Then, as the impact of the evolutionary and nature inspired optimization algorithms increased, the intelligent methodologies were applied to the PO problem. One of the results that directed the algorithms to the heuristic optimization algorithms was to apply the algorithms such as hill climbing [7] and steepest descent hill climbing [8] algorithms with the genetic algorithm (GA). The results demonstrated the efficiency of the GA algorithm on intelligent search algorithms.
For the PO problem, the quadratic programing algorithms could not be applied, therefore applying multi-objective evolutionary algorithms is essential [9] . From the acceptable but not sufficient performance of the previous studies and the beginning of the evaluation of the multi-objective optimization algorithms and problems, at first single objective optimization algorithms were preferred to solve the multiobjective-natured PO problems with the aid of scalarizationmerging multi-objective problems to form a single objective problem-approaches. The objectives -return and risk-were weighted with two constants so that the sum of these constant was always one. Then, for a different set of constants, the single objective optimization algorithm evaluated and results were collected. The single objective algorithms are simulated annealing (SA) [10] , tabu search [11] , particle swarm optimization (PSO) [12] , GA [13] , ant colony optimization (ACO), and greedy search [14] . Next, algorithms were joined together to form better algorithms, named hybrid algorithms, which are [15] preferred to solve the problem.
The PO algorithm has a bi-objective nature so that it is desirable to obtain a solution with respect to return and risk. Since PO is a multi-objective problem, it is much easier and efficient to apply multi/many-objective optimization approaches to obtain the approximate efficient frontier. The multi-objective optimization algorithms are suitable for PO, and approximately 12% of the studies between 2006 and 2017 [2] were multi-objective-based studies. Among them non-dominated sorting genetic algorithm-2 (NSGA-2) [16] is one of the most frequently preferred algorithms for PO. Another derivative of the algorithm was proposed in [9] , called the 2-phase NSGA II algorithm. This algorithm was divided into two phases; the first phase is similar to NSGA-II, and in the second phase, the quality of the initial Pareto solutions elicited from the first phase is improved. The algorithm is compared with the NSGA-II algorithm [9] .
Also, some studies based on multi-objective optimization algorithms, differential evolution-based NSGA-2 algorithm,s and differential evolution for multi-objective portfolio optimization (DEMPO) [17] are preferred, and thus, instead of GA operators, DE operators are evaluated in the algorithm [17] . The results from the multi-objective optimization algorithms indicated that the performance of NSGA-2 and the multi-objective version of single objective algorithms present better performance with respect to accuracy and distribution. In addition to these single-objective and multi-objective optimization studies, hybrid methods are also recommended [18] . These methods have algorithms that change the size of the assets set. In the study of Qi and Yen [18] , a hybrid bi-objective algorithm combining a local search algorithm with a pre-selection strategy algorithm was proposed and the pre-selection strategy was the main contribution of the study. With the help of the subroutinepre-selection-that works within the algorithm, the size of the asset set is reduced by deleting the insignificant assets from the entire set. Thus, the solutions are close to the Pareto front [18] . Similarly, in our study, a preliminary selection will be made on the units initially distributed.
In order to evaluate the performance and robustness of the Pareto optimal portfolios, different bi-objective models (mean-variance (MV), mean absolute deviation, conditional value-at-risk (CVaR)), as well as multi-objective models, were implemented for the PO problems [19] . The results in the paper [19] showed that the mean-variance model provides quite robust results compared to other bi-objective optimization models -conditional value-at-risk (CVaR)-. The multiobjective -bi-objective-conditional value-at-risk (CVaR) model finds the Pareto front -efficient frontier-by using a proposed hybrid method [20] . This hybrid method was proposed to find the Kalai-Smorodinsky solution which is the intersection between the Pareto front and the line passing through the utopia-point that is based on the normal boundary intersection approach (NBI) [20] . For the same cardinality constrained mean-variance model, a hybridized artificial bee colony algorithm with the operator inspired by genetic algorithms (GI-ABC) was proposed in [21] . In [22] , a new bi-objective model called the risk-sensitive and robust learning to rank (LTR) approach -R2Rank-was introduced. This model was based on maximizing the average effectiveness and minimizing the loss of effectiveness, and it was compared with three LTR approaches, called RankBoost, AdaRank, and LambdaMART [22] . The multi-objective simulated annealing algorithm was applied to this new model [22] . The multi-objective model, which is known as mean-variance cardinality constrained portfolio optimization (MVCCPO) was considered in [23] . Two multiobjective optimization algorithms were proposed to solve the MVCCPO model; these were the e-new local search based multi-objective optimization algorithm (e-NSLS) and multiobjective covariance based artificial bee colony (M-CABC) algorithm [23] .
Almost all multi-objective PO studies are designed to obtain the Pareto front -efficient frontier-, Pareto set, but only one solution from the set must be selected. In [24] the investor's behavior was modeled on the basis of interval theory and the outranking method to find the most satisfactory portfolio from the investor's perspective, where risk and returns were represented by means of probabilistic confidence intervals. In the study, the portfolios were evaluated with respect to the financial indicators as fuzzy logic [24] . This model was solved through a widely accepted decomposition-based evolutionary algorithm, MOEA/D as the next study of the same authors [25] . Also this MOEA/D was modified with respect to the chromosomes and fitness values described as interval numbers, and the algorithm's solution diversity increased [25] . Since the multi-objective evolutionary algorithm framework with decomposition method (MOEA/D) is a popular algorithm for similar problems, the improved version, called circle partition MOEA/D, where a new weight vector from parting a reference point centered circle sequentially with a fixed angle, was proposed [26] . Also, as an interesting application area of PO, the PO problem has been implemented as part of the rainwater management problem to be evaluated by stakeholders before the portfolio selection process [27] . The PO problem was applied to the management problem by using a manyobjective optimization approach with the aid of visualization techniques [27] .
The novel initialization approaches have been proposed to increased the performance of the multi/many-objective optimization algorithms. The proposed approaches are based on expected return. In summary, the initial selection of assets and their rates is based on the expected return. First, an empty 57780 VOLUME 7, 2019 set is formed. Then, the index of the asset with the maximum expected annual return is determined and a zero vector (e 0 ) is formed so that only this index value is one. This vector is added to the set. Then, for all binary combinations of the assets, the geometric mean of the returns are recorded and the maximum value is selected such as the first vector. If the size of this set is smaller than the population size, then the remaining vectors are formed i) randomly and ii) by adding the sum of four assets and searching for the maximum return. Finally, this set becomes the initial data for the algorithms. For this purpose, eight different multi /many-objective optimization algorithms are implemented and compared by using three different metrics. In addition to comparing the algorithms with respect to the metrics, a well-known and preferred dataset is needed for a fair comparison. Therefore, in this study the results are obtained from an accepted library called the OR-library [28] . This library is composed of many problems and 33% of the studies between 2006-2017 [2] preferred this dataset, which collected the data from March 1992 to September 1997 in Hang Seng (Hong Kong), DAX 100 (Germany), FTSE 100 (UK), S&P 100 (USA) and Nikkei 225 (Japan)). Additionally, two objectives are preferred, which are the portfolio's expected return and variance as a risk, called the mean-variance method. Though many models are suggested in the literature, 72.4% of the two objective problems are among multi-objective based studies [3] and 84% of them evaluated the mean-variance model of PO problem. In conclusion, in this study, multi-objective optimization algorithms are applied to the OR-library database by using the meanvariance model and evaluated with metrics. This paper is organized as follows: Section 2 gives the relationship between the efficient frontier and the Pareto front. Section 3 explains the optimization algorithms. Section 4 introduces the proposed approaches and their implementation. The last section presents the conclusions of this research.
II. PARETO FRONT OR EFFICIENT FRONTIER
The dataset preferred in this study is obtained from the OR-library [28] . Five different sets of data were collected from different countries from March 1992 to September 1997. Table 1 gives the names, countries, and number of assets for each dataset, and figure 1 gives the positions of the assets for the PO1 problem as an example. In total, 528 assets are considered in five sub-datasets in this study. These five different datasets are evaluated one by one. Each optimization algorithm is applied separately to these datasets.
At PO, it is desirable to spread the capital to maximize the return under different risks. Hence, it is not possible to mention a single -unique-solution. Instead, a set of solutions can be obtained with respect to the return and the risk. This solution set is called the efficient frontier in portfolio optimization (it also called the Pareto front in multi-objective optimization), where the return and risk cannot be improved without increasing risk and return, respectively. Hence, in the PO problem it is expected to increase (maximize) the return and decrease (minimize) the risk. Obtaining the results with respect to maximizing return and minimizing the risk is equal to obtaining the approximate efficient frontier. In contrast, it is possible to re-organize the objective functions to obtain the approximate Pareto front.
The components of the well-known Markowitz meanvariance portfolio model problem which are objectives of the PO problem are defined as;
where σ i,j is the covariance between assets i and j, N is the number of assets, R is the mean of the asset, w is the decision variable and σ is the value for the portfolio risk. These two equations are objectives of the portfolio optimization algorithm. In addition to these objectives there are also some constraints that must be defined. The constraints are based on the total number of portions that are considered budget constrained. It is expected that the total portion of the investment must remain one (or 100%).
Hence, two equations, eq.1 and eq.2 are our objective functions. However, the first objective must be maximized to obtain higher income from the capital where the second objective must be minimized to obtain a smaller -if possiblerisk. If the best possible solutions are identified in the objective space, the obtained shape is called the efficient frontier of the corresponding problem. In this study, the efficient frontier shape is converted to a Pareto front by taking the inverse of only the first objective.
where is a very small number, which is defined not to fall to a zero division problem. Figure 1 gives the efficient frontier and Pareto front. Among this research, the Pareto front is evaluated and used as a metric.
III. OPTIMIZATION ALGORITHMS
The PO problem is solved with eight different multi/manyobjective optimization algorithms. The important aspects related to each algorithm is explained in the corresponding sub-sections. However, in general, the algorithms are proposed to increase the convergence and diversity of previously proposed algorithms, especially when attempting to solve the many-objective optimization problems. Generally, all these algorithms use a non-dominated sorting methodology and evolutionary computational operators. However, some changes/improvements were proposed to obtain better performances. The performances of these algorithms are compared on the PO1-PO5 problem.
1) NON-DOMINATED SORTING GENETIC ALGORITHM II:
The non-dominated sorting genetic algorithm II (NSGA-II) was proposed by Deb et al. [16] , and it is currently one of the fundamental multi-objective optimization algorithms that is used to compare new proposal algorithms and approaches. Currently, the performance of the NSGA-II algorithm is the reference point for studies. The nature of NSGA-II is dependent on almost the same evolutionary algorithms; a population (P) begins and is applied to crossover and mutation to form a new population (Q). The selection operator has the main impact on the algorithm. After two vectors of solution candidates are obtained, these two sets are joined and applied to the operator, named the non-dominated sorting algorithm. The purpose of this algorithm is to divide the overall populations (P and Q) into sub-fronts by assigning a rank to each member. The first front is the members that are distributed closest to the Pareto front, and this continues until all the members are assigned to a front. Then, all of these members are sorted based on their rank value. Beginning at the lowest front, the members at the corresponding front survives to the next generation. At some point, the size of the next front will be larger than the population size. At this point, an operator, called the crowding distance, is evaluated for each member. This crowding distance operator is designed to obtain more distributed -diverse-solutions. The NSGA-II algorithm is applied to the PO problem. In this study, this algorithm is the basis of the comparison with other algorithms explained in this section. Thus, the results obtained from this study can direct the researchers in comparing the evaluation of their problems.
2) MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM BASED ON ENHANCED INVERTED GENERATIONAL DISTANCE METRIC:
The algorithm is based on proposing an indicator-like selection operator at the evolutionary algorithms; it is named MOEA\IGD-NS [29] . IGD-NS is a metric for evaluating the obtained solutions, which is also preferred as the selection operator indicator in the algorithm. The selection operatorenvironmental selection-is similar to the NSGA-II algorithm where the joint populations are sorted by using the non-dominated sorting algorithm. Each solution candidate is divided into ranks. The lower ranks survive to the next generation. At the rank such that the size of the population is larger than the size of the surviving population, the members at the next rank are evaluated one by one. Unlike the crowding distance operator, the IGD-NS operator is calculated, and the members with the smallest value are selected as the survives for the next generation. The proposed operator IGD-NS is an improved version of the conventional inverted generational distance (IGD) operator. A new summation is added to the IGD formulation, and is the calculation for the noncontributing solution (NS). An additional value is added to the IGD metric with respect to the distance between the set of reference points -uniformly sampled on the Pareto Front-. Hence, NSs are the solutions that are far away from the reference points. If a solution candidate is NS, then it has a larger metric value. Therefore, the IGD metric is sensible to locate the reference points, and it is named as the IGD-NS metric.
Initially, the proposed algorithm was compared with the well-known algorithms; NSGA-II, MOEA/D [32] , HypE [33] , IBEA [34] . The result showed that, with respect to the convergence of the solution on the Pareto front to solve ZDT and DTLZ problems, MOEA\IGD-NS gives the best results among these algorithms [29] . However, for the hypervolume metric, the results are similar to the results of NSGA-II, -not the best result-. Additionally, in the paper [29] , it indicated that the algorithm may not work well on many-objective problems, even for the three objective problems. In our study, the MOEA\IGD-NS algorithm is applied to a real-life PO problem and its performance against other multi-many-objective optimization algorithms are compared and evaluated.
3) REFERENCE POINT-BASED EVOLUTIONARY ALGORITHM:
The reference point-based algorithms are one solution for the optimization algorithms to deal with the many-objective optimization problems. As one of the proposals, Liu et al. proposed a method named the reference point-based evolutionary algorithm (RPEA) [30] . The algorithm is mostly based on NSGA-II and the evolutionary computational framework. Like similar algorithms, the proposed methodology begins with the generation of an offspring set from crossover and mutation. These methods differ in two main aspects i) definition of the reference points, and ii) the selection operator. Like NSGA-II, the algorithm collects the initial population (P) and offspring (Q). Then, these two sets are merged to select the best candidates surviving to the next generation. At that point, the proposed algorithm generates reference points based on the non-dominated members at every t number of generations. These reference points are actually the local ideal points of the joint set. At the reference point generation case, such as NSGA-II the non-dominated sorting and crowding distance operators are used. Then, solution candidates with the largest crowding distance are selected, and reference points are generated with respect to a defined formulation. After the reference points are generated, as the last operator, the members are chosen to survive to the next generation. For this case, instead of Euclidean distance, the Chebyshev distance is calculated for each solution candidate. Then, the best members reach the next generation.
The performance of RPEA is evaluated by comparing the other reference point-based algorithm for manyobjective problems with six, eight, and fifteen objectives by using the IGD metric. Though it is not possible to comment that RPEA [30] gives the best performance against −MOEA [31] , MOEA/D [32] , HypE [33] , NSGA-III [35] ; acceptable performance is still obtained from this algorithm. In our research, RPEA is applied to the bi-objective PO problem. Thus, not only is the performance of the algorithm on real-life problems demonstrated but also the performance of the algorithm on two objective problems is presented.
4) STRENGTH pARETO EVOLUTIONARY ALGORITHM BASED ON REFERENCE DIRECTION:
The algorithm -strength Pareto evolutionary algorithm based on reference direction (SPEA/R)-is based on an evolutionary computation that is designed to handle many-objective problems [36] . Like other algorithms, it is based on generating the offspring set with the evolutionary operators. Unlike other algorithms, four new approaches are integrated; i) reference point/direction, ii) association of the solution candidates, iii) fitness assignment, and iv) selection. The algorithm begins with defining the reference points, defining the population, and by using the operators, an offspring set is formed and joined with the population. This joint set is the basis of the evolutionary-based algorithms. First, the objective values of this joint set are normalized. The aim is to collect all the results at the same axis values with respect to the reference points. The reference points are formed, such as a triangular form on the objective space, and the borders are restricted in [0, 1] as any other reference point-based optimization algorithms. The association process is to divide the solution candidates with respect to the reference points. For this purpose, the vectors originating from the reference points become the borders of the division process. The angle calculations are preferred for dividing these solutions such that the angle is calculated between the solution candidates on the objective space and the origin. If this angle is between any two reference directions, then this solution candidate associates with the corresponding reference point -categorization-. For each categorized member, with respect to its category, the number of non-dominated solutions and angle density at that region are summed to obtain the fitness value. As the final stage selection is evaluated by each of the categories, for each category beginning with the first category, the best member is selected and survives to the next generation with respect to its fitness value, and it is repeated until the size of the population is reached.
The algorithm is compared with the MOEA/D algorithm for two and three objective problems. The results showed that the two objective performances of the problem were better than reference-point-based two optimization algorithms. Then, it is evaluated on many-objective problems and compared with HypE [33] , PICEA-g [37] , MOEA/D [32] , NSGA-III [35] , SPEA2+SDE [38] . The results showed that, for many-objective problems, SPEA/R gives the best performance against the other algorithms. For our PO problem, the two objective performance of the SPEA/R algorithm is a reason to select the algorithm. For the bi-objective PO problem, the SPEA/R algorithm is compared with the other algorithms to demonstrate the performance of the algorithm on real-life problems.
5) BI-GOAL EVOLUTION ALGORITHM
The bi-goal evolutionary-based many-objective optimization algorithm is designed to project the solution candidates on the many-objective space into two-dimensional space, called the bi-goal space, -BiGE- [39] . The aim of the algorithm is to present better performance against many-objective optimization problems with a definition of i) proximity estimation, ii) crowding degree calculation, and iii) selection. The nature of this algorithm is to scale the many-objective spaces into a two objective space by calculating the proximity and crowding. The algorithm begins with a population, and the objective values of each member are calculated and normalized in [0, 1]. Then, as the proximity calculates the normalized VOLUME 7, 2019 objective values of each solution candidate are summed, this value is called proximity, that also becomes one axis in the bi-goal space. Next, for every solution, the neighborhood solutions are determined with a predefined radius that is based on the number of populations and the objective space dimension. The density -niche-of each member with respect to its neighborhood is calculated, and that valuecrowding-is the second dimension of the bi-goal space. Finally, the solution candidates at the many-objective space is projected into the bi-objective space. Then, the evolutionary operators are applied to obtain another solution set. Then, these two solutions are joined to select the best member. Since all these solutions are defined in the two-dimensional space, then a well-known non-dominated sorting algorithm is used to select the best members that survive to the next generation.
In [39] , the Bi-GE algorithm was evaluated on manyobjective optimization problems and the performance of Bi-Ge was compared with MOEA/D [32] , NSGA-III [35] , HypE [33] , FD-NSGA-II [40] , and AGE-II [41] to demonstrate the effectiveness of the algorithm. The results showed the performance of the proposed algorithm on manyobjective problems. However, the performance of Bi-Ge for the two-objective space problem is not reported on the paper [39] . Therefore, in our study, the performance of Bi-GE is evaluated on a two-dimensional PO problem and compared with the optimization algorithms that are briefly discussed in this section.
6) ENSEMBLE FITNESS RANKING WITH RANKING RESTRICTION
This algorithm is a multi/many-objective optimization algorithm based on the decomposition principle, such as MOEA/D, that includes i) the aggregation function, ii) the distance measurement, and iii) an improved convergence and diversity mechanism called ensemble fitness ranking with ranking restriction -EFR-RR- [42] . The algorithm is based on the nature of MOEA/D such that the many-objective optimization problem is divided into many single-objective optimization problems. Hence, each solution candidate has M number of fitness function values corresponding to the decomposed single-objective problems. Unlike the MOEA/D algorithm, the Tchebycheff function [43] is improved with a variable that distributes the solutions more uniformly. The nature of this algorithm is based on the evolutionary computation. As a result, a new set of solutions from evolutionary operators are formed and joined with the initial population. First, the objective values for each solution candidate are calculated with respect to the number of decomposed single-objective problems but not the number of objectives. Then, the EFR-RR approach is applied to the solutions. For only the EFR approach, the solution candidates are ranked with respect to their fitness values. Hence, the number of ranks is the same as the number of decomposed problems. Then, among these ranks the maximum rank is selected, and solutions are sorted based on this rank value. However, with the improved EFR-RR approach, instead of all decomposed problems, only the ranks are calculated for the closest k decomposed problems, and the distance is calculated as the perpendicular, similarly to the NSGA-II algorithm. Finally, the minimum ranked members survive to the next generation.
The proposed algorithm is tested on multi/many-objective optimization problems, and compared with the MOEA/ D-based algorithms, GrEA [44] and SPEA2+SDE [38] . Though it is not possible to distinguish the performance of EFR-RR against other algorithms, it obtains good/acceptable results among them. In our study, this algorithm is applied to the PO problem and compared with other algorithms.
7) KNEE POINT DRIVEN EVOLUTIONARY ALGORITHM
The knee point is the closest point on the Pareto front that has the minimum distance to the utopia point so that this point has an effect on the hypervolume, the convergence, and divergence of the solutions. Therefore, the knee point is a good indicator for pre-knowledge about the performance of the algorithm. Hence, it is possible to integrate this idea into an optimization algorithm to obtain better performance. As a result, the knee point-based evolutionary algorithm for many-objective optimization problems is proposed, and called KnEA [45] . The nature of this algorithm is greatly depends on the NSGA-II algorithm. The algorithm begins with the population and a new population is formed from the genetic operators. Next, these two populations are joined. Then, the non-dominated sorting algorithm is applied to obtain different fronts from the joined set. Unlike the crowding distance operator of NSGA-II algorithm, an adaptive strategy is applied to obtain the knee points at each front. For every front obtained from the non-dominated sorting algorithm, the members with the maximum and minimum objective values are determined and a hyperplane -plane, lineis drawing between these members. Then, for each of the solution candidates at the determined neighborhood, the perpendicular distance to the hyperplane is calculated. The largest distance member at the knee region -neighborhoodbecomes the knee points. These knee points are selected similar to the NSGA-II algorithm except for the crowding distance operator. The crowding values become the knee points.
The proposed algorithm is compared with multi/manyobjective optimization problems and compared with HypE, MOEA/D, GrEA, NSGA-III algorithms with respect to the IGD and hypervolume metrics. The results show that for more than two objectives, the KnEA gives the best performance for many problems. However, for two objective problems, it only gives sufficient performance. For this purpose, in our problem, the performance of this algorithm is evaluated and compared on two objective real-life PO problems to obtain a more generalized idea about the performance of the algorithm. 57784 VOLUME 7, 2019
8) MANY-OBJECTIVE EVOLUTIONARY ALGORITHM BASED ON DIRECTIONAL DIVERSITY AND FAVORABLE CONVERGENCE
The non-dominated sorting algorithm is a reference methodology especially for multi-objective optimization algorithms. However, only the non-dominated sorting algorithm is not sufficient when the dimensions of the objective space increases. Therefore, some approaches are needed to increase the performance with respect to convergence and diversity. As a possible suggestion, the change/improvement mating operation at the evolutionary computation has an effect on the solution quality for the many-objective optimization problems. The many-objective evolutionary algorithm with an enhanced mating methodology and selection operator, called MaOEA-DDFC, was proposed where DD corresponds to directional diversity, and FC is the favorable convergence [46] . Two main operators in the evolutionary computation were altered i) mating scheme -FC-, and ii) selection -DD-. Like other population-based algorithms, this algorithm also begins with a population. A proposal for a new mating scheme is applied to obtain a new set of solution candidates. The favorable convergence method is applied as a mating scheme to obtain a promising convergence performance. The solutions are selected for mating based on their FC value so that this is the maximum weighted difference between ideal points. The weight value is calculated using the Tchebycheff function [43] . After the mating operator, a new set of solutions is obtained and joined to the current population. As the last step of the selection operator, similar to the NSGA-II algorithm, the solutions are sorted based on the nondominated sorting algorithm and fronts are obtained from this algorithm. From the beginning of the initial front, the best members survive to the next generation. For the first remaining front, the members are selected based on their diversity value, called the directional diversity. This mechanism works similar to the crowding distance operator. The projection of the solution candidates on the hyperplane is recorded. Then, by using the k-nearest neighbor, the calculation diversity of the members is obtained. For a smaller value corresponding to the sparse direction, the smallest valued solutions are moved to the next generation.
The performance of the MaOEA-DDFC algorithm for many-objective problems is evaluated by using the IGD metrics and compared with MSOPS, −MOEA, MOEAD, HypE, PICEA-g, NSGA-II. However, it is not possible to obtain a clear performance improvement from the algorithm. In our study, we discuss the performance of this algorithm for a two objective PO problem.
IV. IMPLEMENTATION
The proposed initialization approaches and the implementation are the main topics of this section. First, the proposed approaches are explained with the aid of graphical representations and the algorithmic background. Then, the metrics, constraint handling approach, experimental setting and implementation results are presented and discussed. 
A. PROPOSED INITIALIZATION APPROACHES
The research is based on the proposal of two mechanismsinitializations-specially oriented for the PO problem. These approaches can be easily adapted to and used for all of the algorithms in this paper. Additionally, it is possible to apply this method to other population-based algorithms to solve the PO problem. In this research two related mechanisms are proposed as an initialization process; instead of randomly assigning the population, two systematic approaches are proposed. The motivation for these proposals was inspired from novel many-objective optimization algorithms in which the motivation is to increase the diversity and/or convergence. Therefore, two proposed approaches are designed to increase the diversity and/or convergence of the algorithms where the proposed initialization approaches are applied only once instead of using the randomly-generated initialization phase. The purpose is to begin the search operation on the objective space from a better position than randomly assigned points.
In general the definition of the solution -portfolio-candidate is represented as a vector with N number of entries in which each entry corresponds to an asset. Therefor N is the number of assets where, in Fig. 2 , the corresponding encoding scheme is given at the a) part of the figure. In the optimization algorithms, the initial population is formed with the size of TxN where T is the number of members of the population. Every entry of the solution w i , where i = 1, 2, ..., N , is selected in [0, 1]. Then the vector is normalized as explained in the constraint handling sub-section.
In the proposed initialization methods, the value of the entries are assigned with a systematic structure, and the obtained vectors are joined to form a set P.
where G is the constant based on the approach -equal to 0.5 for first approach and 0.25 for the second approach-, and e i is the standard unit vector so that every member of this vector is equal to zero except the ith member, which is equal to one. The main step of the proposed initialization approaches are dependent on this set P. The proposed approaches begin by determining the asset with the maximum expected return. The proposed approaches are based on only the return of the assets. Then, maximum expected return location (k) is stored in the initial population by using the standard unit vectors and is recorded as e k . In Fig. 2 part b , the first vector shows this member in the encoding scheme. Next, for every asset except for the kth member, the sum of two assets are recorded and their corresponding vectors are stored in set D. The obtained set D and its members' corresponding return values are graphically demonstrated in Figure 3 , and numerically given in Fig. 2 part b, where D = P − P (1) . Then, the maximum valued members of the matrix corresponding to the asset (i ) and summed asset (j ) are determined, and the corresponding vector (e i + e j )/2 is recorded in set P. At this point if the number of assets is smaller than the population size, then two different proposals are made to fill the initial population.
The first proposal is very basic; it is only a random selection of the remaining population. The remaining members of the population are randomly selected values in [0, 1], then this vector is normalized to ensure that the sum of all entries is 1. The second proposal is a repetition of the algorithm such that the remaining set is filled by looking at the summation of the four assets instead of two assets, as given in Fig. 2 part c. Hence, at the beginning of the second proposal, the sum of four assets are also recorded to the set and the assets that give the maximum expected return are included and the population is filled with these vectors. Figure 4 shows the example of the distribution of the initial solutions in the objective space by using both first and second approaches. For both figures the population size is larger than the number of assets -PO1 is selected where the number of assets is 31 and the population size is 100-; therefore, at the first method, the remaining solutions are assigned randomly. The performance of this initialization depends on the randomly obtained solutions. For the second method, the initial population is more diversely distributed to the objective space. This diverse structure can help the algorithm to converge to the efficient frontier -Pareto front-. The performance of these two approaches are evaluated on Algorithm 1 Algorithm for Initialization Input: N size of the population, M number of assets in Output: P initial population out 1: P = ∅ 2: Find the index k of the asset with the maximum expected return 3: P = P ∪ e k 4: for i = l to M − 1 do 5: if (i = k) then 6: Calculate the average expected return for two assets among all assets except k 7: for j = i + 1 to M do 8:
end for 10: end if 11: end for 12: for i = l to M − 1 do 13: Find the maximum D and corresponding asset's index i and j
14:
P = P ∪ 0.5(e i + e j ) 15 : end for 16 : if (|P| < N ) then 17: First Approach: Randomly assign remaining members 18: Second Approach: Calculate the average expected return of four assets among all assets except for k. P = P ∪ 0.25(e i + e j + e l + e n ) 19 : end if 20: return P optimization algorithms and the results are compared with respect to the metric values.
B. EVALUATION -METRICS
The correct evaluation of the results obtained from the optimization algorithms is very critical to a valid discussion [47] . Therefore, in this study, three different metrics are preferred: inverted generalized distance (IGD), hypervolume (Hy), and the spread metric. In general, these three metrics are preferred to verify the obtained results on the objective space with respect to the Pareto front -in general-. It is possible to categorize these metrics for i) convergence, ii) diversity, and ii) convergence and diversity metrics.
1) INVERTED GENERALIZED DISTANCE
The methodology for convergence of the solutions is solved by the definition of generalized distance (GD). This metric calculates the average Euclidean distance between the obtained solution and the solutions on the Pareto front. However, this metric gives acceptable results if the solution set has a sufficiently large number of solutions. Therefore, instead of GD, an inverse version of this GD metric is proposed [48] , and initially called the convergence metric (CM). Since it is the inverse of GD, it is called the IGD metric. The metric is based on the average of the minimum distance between the solutions at the Pareto front and the obtained solution set.
where M is the size of the Pareto set, and d i is the minimal Euclidean distance from the Pareto set to the obtained solutions. For a converged solution, the IGD value is smaller.
2) HYPERVOLUME
The solution set obtained from the optimization algorithm can be represented graphically in the objective space. For the minimization problem, it is expected to obtain solutions close to the Pareto front. If the solutions -points-are considered as the boarders -knee regions-of a shape, then the volume of this shape can be calculated. This volume becomes the metrics that represent both convergence and diversity [49] . The hypervolume is calculated as the sum of the subregions. The volume of non-intersecting sub-regions is calculated and summed. The calculation of Hy becomes harder as the dimensions of the objective space increases. However, it is not suggested to calculate more than 2 objective space dimensions. The main reason is not only the computational cost but also a change on the objective value of a solution has a very small impact on the Hy value. Also, this impact decreases as the number of objectives increases. For a two objective PO problem, Hy is a good indicator for a general idea about distribution and convergence of the solutions. It is expected that a larger Hy value will obtain a better solution.
3) SPREAD
Spread metric --is an improved version of the spacing metric [50] such that the extreme points and boundary solutions are added to the metric value [51] . Thus, the extreme points of the solution set have an impact on the metric value.
where d f and d b are the Euclidean distances between the extreme solutions and the boundary solutions, d is the average Euclidean distance.
C. EXPERIMENTAL SETTINGS
For a fair comparison, the recommended parameters are preferred on optimization algorithms, and the parameter effect on the algorithm performance is discussed. Each algorithm is run independently 100 times, and their statistical results, mean and standard deviation of the metric values, are recorded. The algorithms are terminated after 5e4 function evaluations at each independent run. In addition to statistical results, also statistical significance, Wilcoxon signed-rank test, is conducted on the metric values at a 5% significance level and are labeled; the sign + indicates that the result is significantly better, − significantly worst, and ≈ statistically similar. All multi-objective evolutionary algorithms (MOEA) VOLUME 7, 2019 in this study use I, the SBX crossover operator with probability 1.0 and distribution index 20, ii, the polynomial mutation operator with probability 1/n (n is the number of decision variables) and the distribution index 20. These parameters are valid for all optimization algorithms implemented in this study. In addition to these parameters, additional parameters of the optimization algorithms EFRRR, KnEA, MaOEA-DDFC, and RPEA are investigating with respect to sensitivity. The change in their parameters are discussed with implementations. A set of different parameters for EFRRR, KnEA, MaOEA-DDFC, and RPEA are compared with each other to show the parameter dependency and their performance against PO problems. These algorithms are implemented with different parameter settings. For each parameter set, the algorithm requires a numerical icon (for example in EFRRR3 for k = 10, and EFRRR5 for k = 20). In EFRRR, k ∈ [1, 20] is the major parameter for balancing the convergence and diversity of the solutions −k = {1, 5, 10, 15, 20, 2}. For the KnEA algorithm, T ∈ (0, 1) is given with respect to the problems, where a smaller T helps the algorithm to escape from local Pareto fronts −T = {0.6, 0.4, 0.3, 0.5}. MaOEA-DDFC has two parameters L and K , which influence the information convergence and estimate the directional density, respectively; −[K , L] = { [10, 3] , [20, 3] , [5, 20] , [10, 20] , [20, 20] , [5, 3] } −. RPEA has two additional parameters; δ ∈ (0, 1) is given for decreasing the generated reference points between maximum and minimum values of the objective function, and α ∈ (0. 
D. CONSTRAINT HANDLING MECHANISM
In this research, the Markowitz mean-variance model for PO is considered as the main model to find the solution set of assets. The model is strengthened with the constraint that the summation of all assets in a portfolio must equal one, and the sum of all percentages of all stocks should be 100%.
There are many methods that have been proposed to handle the constraints in MOEA problems. Among these methodologies -such as the penalty function (which is planned for an in depth future study)-the repair method is applied to the PO problem [52] . In this study, a set of rule-based procedures is preferred to handle the constraint by using the proposed encoding scheme.
In the algorithm each weight for a portfolio candidate is selected in [0, 1]. Therefore, before the function evaluation, the vector is normalized between 0 and 1 by summing and dividing the vector to this summation w = +
It is possible to obtain a zero weight vector. In this case, the weight vector obtains the maximum return that contains the calculated asset pair ( e i,j 2 , where e i is the unit vector in which only the ith entry is one and the others are zero) and this vector is summed with a randomly selected vector (u) in which the sum of the entries is equal to one. Finally this new vector is normalized in [0, 1].
E. RESULTS
The implementations are discussed in five phases:
Step-1) the unmodified algorithms -with a random initialization-are applied to PO problems, Step-2) first proposal initialization,
Step-3) second proposal initialization, Step-4) impact of the parameter change to the performance of the algorithms, and
Step-5) discussion of the impact of the proposals on the algorithms with respect to the PO problems.
As the first step, the algorithms are implemented for the PO problems and they compared with each other where each algorithm begins with the uniformly distributed random population. The results are presented in Tables 2, 3, 4 for Hypervolume, IGD, and the spread metric, respectively. However, all of these algorithms without any modification could not obtain a solution for the defined parameters for PO5 problem. Therefore, the results are presented only for the problems PO1-PO4. However, the proposals greatly improved the performance of the algorithms and the results for PO5 are presented. The metric IGD presents the convergence of the 57788 VOLUME 7, 2019 solutions. The NSGA-II algorithm gives the best-converged solution set for the PO1-PO3 problems. For the PO4 problems, SPEA/R gives the most convergent set of solutions. The diversity of MOEAIGDNS distributes better than the other algorithms, but SPEAR gives the best result for PO4. As a result, the NSGA-II algorithm gives the best performance for PO1-PO4 problems repeating modern many-objective optimization problems.
Step-2: The results obtained for the first proposal are presented in Tables 5 -7 . The metric IGD presents the convergence of the solutions. The NSGA-II algorithm gives the best-converged solution set for all problems. For diversity, MOEAIGDNS distributes better than the other algorithms. Similarly, for the hypervolume metric, the joint performance results can be observed from the hypervolume metric such that the performances of NSGA-II algorithm gives the best result except the PO1 problem that MOEAIGDNS gives slightly better performance than NSGA-II algorithm.
Step-3: The results obtained for the second proposal are presented in Tables 8 -10 . The NSGA-II algorithm gives the best-converged solution set for all problems with respect to the IGD metric. For diversity, MOEAIGDNS distributes better than all of the other algorithms. This result is very close to the NSGA-II and MOEAIGDNS performances. Similarly, the NSGA-II performance can be observed from the hypervolume metric so that for only the PO1 problem -MOEAIGDNS and NSGA-II present the best performance. Step-4: The sensitivity of the optimization algorithm used in this research compared with the optimization algorithm parameters are discussed. The Wilcoxon rank sum test gives the similarity of the independent tests (the selected parameter result for each algorithm are given in the last column of the tables) The parameter sets are selected as follows: EFRRR algorithm EFRRR1=1, EFRRR2=5, EFRRR3=10, EFRRR4=15, EFRRR5=20, EFRRR6=2; for the KnEA algorithm KnEA1=0.6, KnEA2=0. of all EFRRR algorithms with different parameters obtain similar performance with small differences.
For the KnEA algorithm, the implementations are repeated for four different parameter sets. Unlike the EFRRR algorithm, KnEA is more sensitive to the parameters for the corresponding PO problems. The parameter change affects the IGD metric so that the worst performance is obtained from KnEA1. From the results, it is observed that the parameter has an impact on the distribution of the solutions. Therefore, the spread and hypervolume metric values differ from each other. The best performance is obtained from the KnEA algorithm. However the performance of KnEA does not affect the obtained results in Tables 2-10. For the MaOEA-DDFC algorithm, the parameter set has an influence on both the convergence and diversity of the solutions, unlike the KnEA algorithm's parameter sensitivity.
The algorithm is almost insensitive to the parameters with respect to the diversity, which is reported in Table 19 . However, the convergence is affected by the parameters, which is shown in the IGD and hypervolume metrics. All parameter sets given in this research do not affect the solutions that are obtained from the explained optimization algorithms.
The RPEA algorithm is more sensitive to the parameters than the other algorithms in this research. The IGD, hypervolume, and spread metrics are reported in Tables 20, 21 , and 22, respectively. Additionally, the effect of the parameter change also depends on the PO problem. From the results in the tables, RPEA1 improves hypervolume and IGD, although RPEA3 gives better results for the spread metric. However, the performance with respect to the parameter change do not affect the overall comparisons among the algorithms in this paper.
In this research the initialization approaches are proposed for PO problems so that from the results it is clear that the performance of the algorithms improves from both approaches and the results are obtained for PO5 problem. Regarding the divergence of the solutions, the performance of the second proposal for the MOEAIGDNS algorithm gives the best performance; however, for PO1, the original algorithm gives the best result but MOEAIGDNS also presents acceptable performance. Similarly, for PO5 MaOEA-DDFC presents a better performance for the second approach. Also for the second approach the performance of MOEAIGDNS is better than the unmodified algorithm and the first approach. For the convergence of the solutions, the best performance is obtained from the NSGA-2 algorithm without the selected approaches. However, both the first and second approaches present better performances than the unmodified algorithm. An overall comparison can be made by using the hypervolume metric so that two algorithms NSGA-II and MOEAIGDNS give the best performance for the first and second approaches.
Among all implementations, only two algorithms dominate the solutions which are the NSGA-II and MOEAIGDNS algorithms. The main difference between NSGA-II and MOEAIGDNS are i) archive/ update archive and ii) selection operator. The archive is a set that contains non-dominated solutions. The archive has non-dominated solutions and the extreme solutions that are the maximum valued members at each objective. Therefore, the border vectors remain in the next generation. Since the spread metric --is calculated by using the border points, the MOEAIGDNS provides this [10, 3] , MaOEADDFC2= [20, 3] , MaOEADDFC3= [5, 20] , MaOEADDFC4= [10, 20] , MaOEADDFC5= [20, 20] , MaOEADDFC6= [5, 3] with Wilcoxon rank sum test W is +/ − / ≈; (+ statistically better), (− statistically worst), (≈ statistically similar). [10, 3] , MaOEADDFC2= [20, 3] , MaOEADDFC3= [5, 20] , MaOEADDFC4= [10, 20] , MaOEADDFC5= [20, 20] , MaOEADDFC6= [5, 3] with Wilcoxon rank sum test W is +/ − / ≈; (+ statistically better), (− statistically worst), (≈ statistically similar). [10, 3] , MaOEADDFC2= [20, 3] , MaOEADDFC3= [5, 20] , MaOEADDFC4= [10, 20] , MaOEADDFC5= [20, 20] , MaOEADDFC6= [5, 3] with Wilcoxon rank sum test W is +/ − / ≈; (+ statistically better), (− statistically worst), (≈ statistically similar). points from the archive. This is the main reason the obtains the best diversity from MOEAIGDNS algorithm. The selection operator also differs in the algorithm. This selection operator is the same as the NSGA-II algorithm except that, instead of the crowding operator, the IGD-NS methodology is preferred, where IGD the inverted generalized distance, and NS corresponds to a noncontributing solution. The smaller of this metric provides good convergence as well as diversity [29] .
The sensitivity of algorithms EFRRR, KnEA, MaOEA-DDFC and RPEA are investigated with the implementation for different parameters by using the second approach. The parameter change for all these algorithms did not change the discussion related to the other algorithms. In other words, the parameter change did not dramatically increase the algorithm performance. For the PO problems in this paper, the parameters of EFRRR did not change the performance of algorithm, and was almost insensitive to the parameters. The parameters of KnEA and MaOEA-DDFC mostly change the diversity, and the parameters of RPEA mostly change the convergence of the solutions.
V. CONCLUSION
The portfolio optimization PO problem is based on maximizing income, which is based on a maximized return with the minimum possible risk. The graphical representation of the best possible solution set on the objective space for this problem is called the efficient front. By changing the maximization return objective into a minimization, this became the Pareto front. Next, this problem attempts to solve the t multi/many-objective optimization algorithms. For this implementation, five sets of assets from different countries with different sizes of assets are selected as the benchmark problems. Another reason to select these sets is that their efficient frontier is defined. Thus, it is possible to compare different optimization algorithms. As a novel methodology, the PO problems are defined in this research. Two related approaches are proposed and compared with each other and the original algorithm. The proposed approaches are based on the initialization of the population-based algorithms. Therefore, it is possible to apply these approaches to other possible algorithms. The discussions in this research i) compare the algorithms with the PO problems and ii) compare the algorithms with and without the proposed approaches.
The algorithms are compared using the first four PO problems. It is observed that, in general, NSGA-II gives the best performance among the algorithms due to the specifically non-dominated sorting algorithm with the crowding distance. However, the more complex algorithms present the worst performances. The reason is that these algorithms are originally defined for many-objective optimization problems. However, their performance for a two objective problem is not acceptable. Therefore, it can be concluded that the manyobjective optimization algorithms should also be designed for multi-objective problems, and if possible, a methodology should be proposed for single objective optimization problems. Then, the approaches are proposed and compared with each other. From the results, it is observed that the proposed approaches improves both the diverge and converge properties of the algorithm performance. However, it is not possible to comment on which approaches present the better performance. For future study, the initialization approaches will be improved to a pre-optimization process by including both objectives. Also, the models in MPT will be converted to objectives of the optimization algorithms; a layer-based optimization will be investigated.
