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SUMMARY
Electromagnetic induction (EMI) sensors are widely used for buried target detection
and classification. One important application is their use in the humanitarian demining of
landmines. It is estimated that there are around 50 to 100 million anti-personnel landmines
in more than 80 countries around the world, and that these mines kill or injure a person
every 20 minutes [1].
These sensors function by transmitting a time-varying magnetic field into the ground
and measuring the induced response from metallic objects due to the field. EMI sensors
are able to detect shrapnel, nails, mines, and other small pieces of metallic clutter. Con-
sequently, it is important to be able to discriminate between clutter and actual targets of
interest. Fortunately, there are many target-dependent parameters that can be estimated
from EMI measurements and used for target classification. These include the target tensors
and the associated relaxation frequencies, equivalent to decay rates in the time domain. The
ability to estimate these target parameters, along with its location, is critical for accurately
identifying and mitigating buried landmines, which is why the estimation of these unknown
parameters continues to be of high interest to the EMI community [2, 3, 4, 5, 6, 7, 8, 9, 10,
11].
The objective of this research is to derive and analyze the theoretical performance
bounds for the variance of any unbiased estimator (i.e. Cramer-Rao lower bounds) of these
target parameters given a set of EMI measurements of a target. The goal is to provide a
framework for assessing the performance of current and future EMI systems and to gen-
erate a benchmark for current estimation techniques of these parameters. The framework
and corresponding analysis will provide a better understanding of the factors that influ-






Electromagnetic induction (EMI) sensors are widely used for buried target detection and
classification. One important application is their use in the humanitarian demining of land-
mines. It is estimated that there are around 50 to 100 million anti-personnel landmines in
more than 80 countries around the world, and that these mines kill or injure a person every
20 minutes [1].
These sensors function by transmitting a time-varying magnetic field into the ground
which excites currents in nearby conducting media. These currents induce a secondary
magnetic field that can be measured using a receive sensor. This operating principle of






Figure 1.1: The operating principle of an EMI sensor. Illuminating a conductor with a
time-varying magnetic field, Hinc, causes eddy currents, Jsca, to flow in conducting me-
dia. According to Lenz’s law, these eddy currents induce a scattered magnetic field, Hsca,
that opposes the magnetic excitation, and are characterized by exponential decay in time.
Graphic and caption from [12], used with permission.
There are two classes of electromagnetic induction sensors: time-domain and frequency-
domain. Time-domain sensors operate by exciting eddy currents in conducting media using
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a high power step response and measuring the secondary magnetic field over time as the
eddy currents discharge. On the other hand, frequency-domain sensors operate by exciting
eddy currents in conducting media using a periodic, time-varying magnetic field at a chosen
frequency or set of frequencies and measuring the induced response at each frequency.
In addition to the two different classes of sensors, EMI systems can differ in sensor con-
figuration. For example, the Georgia Tech experimental handheld EMI system uses a single
transmit-receive coil pair that is scanned across an area of interest [13]. Another Georgia
Tech system uses a single transmit sensor with multiple receive sensors (i.e., receive array)
to survey an area [14]. Alternatively, the Time-Domain Electro-Magnetic Multi-sensor
Towed Array Detection system (TEMTADS) uses a multistatic configuration of 25 trans-
mit sensors and 25 receive sensors, where each transmit coil transmits in succession, and
all receive sensors receive for each transmission [15]. These sensors are shown in Figure
1.2.
Regardless of the sensing modality or configuration, these systems ultimately use tem-
poral/frequency and spatial degrees of freedom (i.e., multiple measurement positions) to
detect, localize, and classify buried targets. As pointed out in [16], the most difficult task in
humanitarian demining is typically discriminating between clutter and actual targets of in-
terest. Fortunately, there are many target-dependent parameters that can be estimated from
EMI measurements and used for target classification. These include the target tensors and
the associated relaxation frequencies, equivalent to decay rates in the time-domain. The
ability to estimate these target parameters, along with its location, is critical for accurately
identifying and mitigating buried landmines, which is why the estimation of these unknown
parameters has been and continues to be of high interest to the EMI community[2, 3, 4, 6,
7, 8, 9, 10, 11, 17, 18].
Despite the abundance of research on developing algorithms for parameter estimation
and target classification, there is comparatively little research attempting to quantify theo-
retical performance bounds for estimators of these parameters. This is especially true for
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(a) Experimental GT frequency-domain sys-
tem with a single transmit and a single re-
ceive channel.
(b) Experimental GT frequency-domain sys-
tem with a single transmit channel and three
receive channels.
(c) TEMTADS, a 5 × 5 array time-domain system with 25 transmit and 25 receive channels.
Figure 1.2: Three example EMI systems.
frequency-domain EMI systems, where to the author’s knowledge there have been no pub-
lished studies on the topic at the time of this thesis. For time-domain systems, there are
a few research papers that focus on Cramer-Rao bounds for estimating target decay rates
[5][19].
As such, the objective of this research is to derive and analyze the theoretical perfor-
mance bounds for the variance of any unbiased estimator (i.e. Cramer-Rao bounds) of
these target parameters given a set of EMI measurements, with an emphasis on frequency-
domain EMI systems. The goal is to provide a framework for assessing the performance of
current and future EMI systems and to generate a benchmark for current estimators of these
parameters. The framework and corresponding analysis will provide a better understanding
3
of the factors that influence these bounds, giving researchers additional insight and tools to
develop better signal processing algorithms, sensors, and EMI systems.
1.2 Thesis Organization
This thesis is organized into nine chapters. Chapter 1 motivates the research topic and
describes the organization of the thesis. In Chapter 2 we describe the necessary back-
ground material including the Cramer-Rao lower bound, maximum likelihood estimation,
and two equivalent but distinct forms of the signal model for describing electromagnetic
induction measurements of a target made with a frequency-domain EMI system. The two
signal model forms are the sum of dipoles (SoD) form and the sum of tensors (SoT) form.
In Chapter 3 we derive and validate the Cramer-Rao lower bounds for the unknown target
parameters under the SoD form of the signal model. The bounds derived in this chap-
ter directly correspond to physical target parameters, but are not immediately related to
current processing algorithms for EMI data because these algorithms take advantage of a
more efficient representation of the target (i.e., the SoT form) which requires either the
same or fewer unknowns to model the same target. In Chapter 4, we derive the Cramer-
Rao lower bounds for the unknown target parameters associated with the SoT form of the
signal model for rank-one targets — a special class of targets that can be described using
a single independent tensor. The signal model for a rank-one target allows for a simpler
treatment of the derivation and a direct connection with the signal processing techniques
used for processing EMI data. In Chapter 5, we describe a signal processing technique that
uses the SVD to factor EMI measurements into separate frequency and spatial responses.
We illustrate how this factorization relates to the SoT form of the signal model, and then
compare the maximum likelihood estimator performance of the unknown parameters in the
factored response to the CRBs under the SoT model from Chapter 4 for different example
targets. In Chapter 6, we use the connection between the factored models from Chapter
5 and the Cramer-Rao bounds from Chapter 4 to derive approximate Cramer-Rao lower
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bound expressions that are simpler and more insightful than the CRB expressions in Chap-
ter 5. In Chapter 7, we perform different analyses using the approximate Cramer-Rao
lower bound expressions from Chapter 6. These analyses provide a variety of insights into
the factors that impact the bounds of the unknown parameters. In Chapter 8, we extend
the derivation of Chapter 6 from rank-one targets to targets of arbitrary rank, removing any
restriction on the number of independent tensors required to model the target. In Chapter




In this chapter, we provide the background material for this thesis. The background material
begins with an overview of the Cramer-Rao lower bound (CRB) and maximum likelihood
estimation. The discussion of the CRB motivates the need to introduce and to develop
the physics-based signal model for frequency-domain electromagnetic induction measure-
ments of a target. We develop two forms of the signal model: the sum of dipoles (SoD)
form, which directly connects to the physical target parameters we are interested in esti-
mating, as well as the sum of tensors (SoT) form, which better connects to how EMI data
is processed. To provide context and to develop a more concrete understanding of the two
different forms of the signal model, we exercise the signal models for three different tar-
gets as examples. Lastly, we discuss the unknown target parameters we are interested in
estimating in the context of classification.
2.1 Cramer-Rao Lower Bound
In this thesis, it is of interest to quantify how well (in the variance sense) the unknown target
parameters can be estimated given a set of EMI measurements of the target. The unknown
target parameters, which are fully introduced in Section 2.3.1, are the target tensors tp, the
target location lt , and the relaxation frequencies ζp.
A widely accepted lower bound on the variance of unbiased estimators is the Cramer-
Rao lower bound (CRB) [20], which is the performance measure that we focus on in this
thesis. The CRB is useful because it provides a benchmark for comparison for any unbiased
estimator, and it allows us to determine if an estimator exists that achieves the bound. The
CRB is also the easiest of the variance bounds in the literature to compute [20].
For a vector parameter of unknowns θ, as is the case for EMI targets, the CRB for a
6







where I−1(θ) is the inverse of the Fisher information matrix (FIM). The expression in (2.1)
is then related to any unbiased estimator of θ̂i as Var(θ̂i) ≥ CRB(θi).
Thus, in order to calculate the CRBs, we need to calculate the entries in FIM. The i j
entry of the FIM is defined as
[I (θ)]ij = −E
[




where p(m; θ) is the probability density function (PDF) (i.e., likelihood function) of the
measured data m. This PDF is a function of the noise model used to describe the measured
data as well the signal model r (θ) describing how the signal model r changes as a function
of the unknown parameters θ.
When a zero-mean independent, identically distributed complex white Gaussian noise









[m − r (θ)]H [m − r (θ)]
}
(2.3)
where N is the dimensionality of the signal model and measurement, and σ2n is the noise
variance. In other words, m ∈ CN×1 and r ∈ CN×1. When the likelihood function is of the
form in (2.3), a general expression for the FIM can be written as shown in (2.4).















In summary, once the signal model is defined, computing the CRBs for a vector pa-
rameter of unknowns in the zero-mean i.i.d. Gaussian noise case involves taking partial
derivatives of the signal model with respect to the unknown parameters to compute the en-
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tries of the FIM, and then inverting this FIM. The CRB can be calculated as a function of
the different model parameters, measurement parameters, as well as signal-to-noise ratio,
as examples.
2.2 Maximum Likelihood Estimation
A closely related topic to the CRB is maximum likelihood estimation. A maximum like-
lihood estimate is defined as the estimate of the unknown parameters θ̂ that maximizes
the likelihood function p(m; θ). Maximum likelihood estimators (MLEs) are closely con-
nected to CRBs because they have the asymptotic properties of being unbiased, achieving
the CRB, and having a Gaussian PDF, and as such are described as asymptotically optimal









where I−1(θ) is the inverse of the FIM and a∼ indicates the asymptotic distribution.
These properties of the MLE can be numerically captured using Monte Carlo simula-
tions, allowing one to validate the CRB derivations and the subsequent results via simu-
lation. As such, it is important to understand the mathematical form of the MLE in the
Gaussian noise case. As mentioned previously, the MLE is the value of θ that maximizes
the likelihood function p(m; θ). Maximizing the likelihood function is equivalent to min-
imizing the argument of the exponential in (2.3), which can be written as a cost function
C (θ), shown in multiple forms in (2.6).
C (θ) = (m − r (θ))H (m − r (θ)) = ‖m − r (θ)‖22 (2.6)
A variety of optimization techniques exist for solving (2.6). The most common include
grid searches over the possible values of θ as well as iterative methods like gradient descent.
In this thesis, we often make use of the built-in MATLAB function fminsearch(·) which
8
uses the Nelder-Mead simplex method [21].
In this thesis, we use Monte Carlo analysis to estimate the asymptotic distribution of
the MLE in (2.5). The general procedure behind the Monte Carlo analysis is to generate
many measurement realizations and estimate the unknown parameters using the MLE in
(2.6). If enough realizations are generated, the sample covariance matrix generated from
the maximum likelihood estimates will be nearly equal to the analytic calculation of I−1(θ),
thus allowing one to validate the derived CRBs.
2.3 Frequency-Domain EMI Signal Models
In this section, we introduce the signal models used to describe the physical interaction
between frequency-domain EMI sensors and metallic objects. The chapter begins by de-
scribing the target response of a metallic object subjected to a magnetic field at a single
transmit frequency and a single spatial position. This response serves as the building block
for the mathematical framework that is subsequently developed to describe the response of
a metallic target subjected to a magnetic field at multiple transmit frequencies and multiple
spatial positions, which is how many frequency-domain EMI systems operate. We first
present the sum of dipoles form of the signal model, and then show how it relates to the
sum of tensors form.
2.3.1 Sum of Dipoles Form of the Signal Model
EMI sensors for target detection and identification operate by transmitting a time-varying
magnetic field into the ground. When a target is subjected to this field, a magnetic dipole
moment is generated on the target due to both eddy currents and the bulk magnetic perme-
ability of the target. The magnetic dipole moment induces a secondary magnetic field that
can then be measured by a receive coil. This interaction can be modeled using reciprocity
[22].
Assuming a point target where a sum of dipoles model can be used to model the
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magnetic polarizability of the target, the complex response r of the system for a single
transmitter-receiver (T-R) position relative to the target location, lT − lt and lR − lt , and at
one transmit frequency ω can be written as
r (ω, lT , lR, lt ) = h
T
R(lR − lt )T (ω)hT (lT − lt ) (2.7)
The vectors hR, hT ∈ R3×1 contain the Cartesian components of the received and trans-
mitted magnetic fields, respectively, that are computed using the Biot-Savart law from the
geometry of the coils used in the sensor. In (2.7), multiple real constants have been folded
into hR.
The symmetric matrix T (ω) ∈ C3×3 is the magnetic polarizability of the target which
can be expanded as






where ζp ∈ R is the pth relaxation frequency corresponding to the pth tensor Tp ∈ R3×3,
which represents the strength and direction of the p-th magnetic dipole. The tensors Tp are
positive semi-definite, frequency independent, and due to the eddy currents induced on the
target [23]. The tensor T0 ∈ R3×3 is positive semi-definite, frequency independent, and is a
result of the bulk magnetic permeability of the target1 [23]. We can form a more compact
expression of T (ω) by moving T0 inside the summation and defining a new quantity gp(ω)





where g0(ω) = 1 and gp(ω) = −
jω/ζp
1 + jω/ζp
for p ≥ 1. The summation in (2.9) can be
1Here it is assumed that the magnetic susceptibility of the target is positive, linear, and frequency inde-
pendent. This is generally true for practical applications.
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substituted into (2.7) to yield
r (ω, lT , lR, lt ) =
∑
p
gp(ω) hTR(lR − lt )TphT (lT − lt )︸                          ︷︷                          ︸
bilinear product
(2.10)
The bilinear product hTR(lR − lt )TphT (lT − lt ) can be written as a linear inner product h
T tp


















ht x hr x
htyhry
ht zhr z
ht x hry + htyhr x
ht x hr z + ht zhr x











This reformulation allows us to write (2.10) as




where h = h((lT , lR )− lt ) ∈ R
6×1 is independent of frequency, and depends only on relative
positions.
A typical frequency-domain EMI sensor takes measurements at a finite set of M fre-
quencies, so that measurements at one T-R position (lTR )i = (lT , lR )i yield a vector ri ∈
CM×1. The measurements are also taken at a variety of T-R positions. Assuming NR re-
ceivers for each of NT transmit locations, the total number of positional measurements is
N = NRNT . All N spatial measurements can be concatenated into the columns of a matrix
R(ω, lTR ) ∈ C
M×N where the ordering of the columns depends on how the transmit and
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receive pairs are enumerated.





Hs (lt ) tp
]T
(2.13)
In this expression, gp(ω) =
[
gp(ω1), gp(ω2), ... , gp(ωM )
]T
∈ CM×1 is the sampled fre-
quency response associated with the p-th tensor. The magnetic scene matrix Hs (lt ) ∈ R
N×6
has rows containing hT vectors, one for each T-R combination. The subscript s is used to
denote that Hs is the magnetic scene for a specific set of measurement positions, and the
dependence of that matrix on lTR is implied through s. We also emphasize that for a given
measurement frequency, gp(ω) is the only complex term and also the only frequency-
dependent term. The magnetic scene Hs depends only on position and sensor geometry,
and the tensors tp are a function of the target orientation and strength.
The model in (2.13) can also be written in vector form
r (ω, lTR ) =
∑
p
Hs (lt ) tp ⊗ gp(ω) (2.14)
where ⊗ is the Kronecker product. The vector r ∈ CM N×1 can be thought of as a vector
where the frequency measurements at each spatial position have been stacked on top of
each other. The expressions in (2.13) and (2.14) are the sum of dipoles form of the signal
model.
2.3.2 Sum of Tensors Form of the Signal Model
We can also express the signal model in what we refer to in this thesis as the sum of tensors
(SoT) form of the signal model based on the low-rank model perspective in [25]. This
model perspective enables a direct connection between the model and the signal processing
used to estimate the target parameters from EMI data [26]. Additionally, this model allows
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for a more efficient representation2 of the target than the the SoD form when the number
of relaxation frequencies is larger than the number of basis tensors. When the number of
relaxations is equal to the number of basis tensors, the SoD and SoT forms of the model
are equivalent. This is discussed later in this section and shown for some example targets
in Section 2.4.
To put the model in the SoT form, we start with the expression in (2.8). We can express





where K ≤ P is the number of independent basis tensors required to model the target
(we refer to this quantity as the rank of the target), and αpk is the amplitude of the p-
th relaxation frequency and the k-th basis tensor. The choice of basis and normalization
between the amplitudes and basis tensors in (2.15) is arbitrary.34
































2By more efficient, we mean that we can model the same target using the same or fewer unknown param-
eters.
3However, it can’t be arbitrary in the context of the CRB because all of the parameters need to be identi-
fiable. This is discussed further in the first section of Chapter 4.
4We note that when the number of relaxation frequencies is equivalent to the number of basis tensors,
each Tp corresponds to a unique T̃k . Thus, the basis tensors can be made equivalent to the corresponding Tp
terms by forcing αpk = 1 for all p and k. As such, for targets where P = K , the SoT and SoD forms of the
model end up being the same.
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We define the continuous frequency response of the k-th basis tensor to be














T̃k f k (ω) (2.19)
We note that f k (ω) is related to gp(ω) through f k (ω) =
∑
p αpkgp(ω). This can be seen by























f k (ω)T̃k (2.20d)
Because (2.19) and (2.9) are similar in form, the procedure to go from (2.10) to (2.13) and
(2.14) can be followed for the sum of tensors form of the polarizability tensor. Using this
procedure, the SoT form of the signal model is shown in matrix form in (2.21) and in vector
form in (2.22).





Hs (lt ) t̃k
]T (2.21)
r (ω, lTR ) =
∑
k
Hs (lt ) t̃k ⊗ fk (ω) (2.22)
We note that in these expressions, fk (ω) =
[
f k (ω1), f k (ω2), ... , f k (ωM )
]T
∈ CM×1 is the
sampled frequency response associated with the k-th basis tensor, and the quantity Hs (lt )
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is the same as in (2.13). The form of the expressions in (2.21) and (2.22) highlights how
the target response can be thought of as a sum of K co-located rank-one targets, each with
a distinct relaxation frequency response.
The matrix and the vector expressions of both forms of the signal model are used in this
thesis. The matrix form is used to describe how frequency-domain EMI data is processed,
while both vector forms are used in deriving the CRBs.
2.4 Example Targets
In this section, we illustrate the SoD and SoT forms of the signal model for some canonical
targets with different symmetries to help develop a better understanding of the different
models and their numerous unknown parameters. The chosen target examples also facilitate
the discussion of the various target unknowns in the subsequent section, and why each
unknown is important for classification.
2.4.1 Wire Loop Target
A loop of conductive, non-magnetic wire is a rank-one, non-magnetic target with a single
relaxation frequency.5 For this example, we assume the axis of the loop is oriented along
the z-axis.
SoD Form of the Model
The target is non-magnetic, so t0 and g0(ω) are not part of the model. Additionally, because
there is one relaxation frequency, P = 1, and there is only one tensor t1 = [0, 0, α1, 0, 0, 0]T .





5A simple idealized model for a loop of wire only has a single relaxation frequency [23]. This is a good
model when the diameter of the wire is much smaller than the diameter of the loop. The relaxation frequencies
and tensors are more complex when the wire diameter is larger [27].
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and the dipole form of the full signal model is
r (ω, lTR ) = Hs (lt ) t1 ⊗ g1(ω) (2.24)
SoT Form of the Model
The target is non-magnetic and rank-one, α0 is not a part of the model and there is only one
basis tensor t̃1 = [0, 0, 1, 0, 0, 0]T . The relaxation frequency response (2.18) corresponding





The full signal model for this target is
r (ω, lTR ) = Hs (lt ) t̃1 ⊗ f1(ω) (2.26)
2.4.2 Two Orthogonal Wire Loops with Different Relaxation Frequencies
The target described in this subsection consists of two non-magnetic co-located loops of
wire, with one loop oriented along the x-axis and the other oriented along the z-axis.
SoD Form of the Model
The target is non-magnetic, so t0 and g0(ω) are not part of the model. The target has
two relaxation frequencies and two tensors. The expressions for the tensors are t1 =
[α1, 0, 0, 0, 0, 0]T and t2 = [0, 0, α2, 0, 0, 0]T , where t1 describes the strength and orienta-
tion of the x-oriented loop and t2 describes the strength and orientation of the z-oriented
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The dipole form of the full signal model is
r (ω, lTR ) =
2∑
p=1
Hs (lt ) tp ⊗ gp(ω) (2.28)
SoT Form of the Model
This target is a rank-two non-magnetic target with 2 relaxation frequencies. The tensors
for this target are expressed as t̃1 = [1, 0, 0, 0, 0, 0]T and t̃2 = [0, 0, 1, 0, 0, 0]T , where t̃1
describes the x-oriented loop and t̃2 describes the z-oriented loop. The relaxation frequency









The rank form of the full signal model for this target is
r (ω, lTR ) =
2∑
k=1
Hs (lt ) t̃k ⊗ fk (ω) (2.30)
2.4.3 Two Co-Axial, Non-Magnetic Wire Loops with Different Relaxation Frequencies
The target described in this subsection consists of two conductive, non-magnetic wire loops
oriented along the same axis (the x-axis in this case) with different relaxation frequencies.
This target highlights how the SoT form of the signal model can represent targets with
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fewer unknowns than the SoD form.
SoD Form of the Model
The target has two distinct relaxation frequencies and two tensors. The tensors are modeled










The dipole form of the full signal model is
r (ω, lTR ) =
2∑
p=1
Hs (lt ) tp ⊗ gp(ω) (2.32)
SoT Form of the Model
This target is a rank-one target with two relaxation frequencies. The rank of the target can
be observed by noting that t1 and t2 are scalar multiples of each other. As such, the basis
tensor for this target can be defined as t̃1 = [1, 0, 0, 0, 0, 0]T , and the frequency response








The rank form of the full signal model is
r (ω, lTR ) = Hs (lt ) t̃1 ⊗ f1(ω) (2.34)
18
2.5 Discussion of Target Parameters
The purpose of this subsection is to discuss the target-dependent parameters which we are
interested in estimating. These parameters include the tensors tp, the relaxation frequen-
cies, ζp, and the target location lt . From the SoT perspective, we are interested in estimating
the basis tensors t̃k , the relaxation frequencies, ζp, their corresponding amplitudes, αpk , and
the target location lt .
2.5.1 Target Tensors
The tensors in the dipole form of the signal model contain information about the strength
and orientation of the magnetic dipoles used to model the target. Quantities that can be
derived from these parameters such as the strength of each dipole, the relative orientation
of the dipoles, and the number of independent basis tensors required to model the target are
all useful quantities for classification.
To demonstrate the utility of the tensors for classification, we consider the notional
problem of distinguishing between the Orthogonal Wire Loops Target in Section 2.4.2 and
the Co-Axial Wire Loops Target in Section 2.4.3. If the two targets have the same relaxation
frequencies, they differ in only the form of the tensors, which can be used to differentiate
them.
The utility of the tensors for classification is complicated by the fact that they are a
function of the orientation of the target. The orientation dependence can be illustrated by
considering the wire loop target in the Section 2.4.1. If the loop were rotated such that
the loop axis was along the x-axis rather than the z-axis, the tensor would be expressed as
t1 = [α1, 0, 0, 0, 0, 0]T . Because of this dependence on orientation, using the tensors directly
for classifying targets may result in classifying the same target at two different rotations as
different targets. This issue also motivates the SoT form of the model. When the wire
loop target is rotated, the form of the tensor changes, but α1 remains the same. In the SoT
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perspective, α1 describes the strength of a relaxation frequency, and t̃1 captures the dipole
orientation separately. As such, the αpk terms are candidates for classification as they are
independent of orientation. Additionally, the number of basis tensors required to model the
target is a candidate for classification as this quantity is independent of orientation as well.
The tensor dependence on rotation is accounted for in the literature by augmenting (2.7)
to include rotation matrices around the polarizability tensor [4] [28].
r (ω, lT , lR, lt ) = h
T
R(lR − lt )R
T (α, β, γ)Λ(ω)R(α, β, γ)hT (lT − lt ) (2.35)
Compared to (2.7), we have made the following substitution T (ω) = RTΛ(ω)R in (2.35),
where R is a unitary rotation matrix consisting of the following angles: the yaw angle,
α, which describes the rotation about the z-axis, the pitch angle, β, which describes the
rotation about the y-axis, and the roll angle, γ, which describes the rotation about the x-
axis. These rotation axes are shown graphically in Figure 2.1, while the rotation matrix R
is mathematically described by the expression in (2.36).
R(α, β, γ) =

cos α cos β cos α sin β sin γ − sin α cos γ cos α sin β cos γ + sin α sin γ
sin α cos β sin α sin β sin γ + cos α cos γ sin α sin β cos γ − cos α sin γ
− sin β cos β sin γ cos β cos γ

(2.36)
The quantity Λ(ω) is the magnetic polarizability tensor in some reference orientation in
the Cartesian coordinate system, and the rotations are defined relative to this reference
orientation.
The rotation matrices can be extended from the magnetic polarizability tensor to the
basis tensors by combining (2.15) with (2.36) and moving the rotation matrices inside the
summation.6
T (ω) = RTΛ(ω)R =
∑
k
f k (ω)RT Λ̃kR (2.37)
6This can be accomplished in the same manner for the tensors in the sum of dipoles model.
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Figure 2.1: Illustration of the target rotation axes corresponding to (2.36). α, β, γ are the
yaw, pitch, and roll angles, respectively.
The bilinear form of the rotation matrix in (2.37) can be written in a linear form to accom-
modate the form of the model in (2.12).
t (ω) = Qλ(ω) =
∑
k
f k (ω)Qλ̃k (2.38)
where Q(α, β, γ) is the linear form of the rotation.
An important concept closely related to the rotation matrices is the idea of the target
coordinate system (TCS). The target coordinate system is defined as the three dimensional
coordinate system in which the reference orientation of the target results in all of the target’s
tensors being diagonal, and they are all diagonalized by the same rotation matrix. In other
words, the target coordinate system is the coordinate system in which the target’s dipoles
are aligned with the coordinate axes. We can express an arbitrary rotation of a target in
the target coordinate system using (2.39). Many man-made targets (like landmines) can be
represented in this form due to their intrinsic symmetry about an XYZ coordinate system.
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In fact, for applicable man-made targets, a target whose tensors are diagonal is akin to










In general, targets are not measured in the target coordinate system and we are interested




where we have made use of the fact that because R is unitary, R−1 = RT and (RT )−1 = R.
Without being explicitly stated, the TCS was introduced in Section 2.4. By aligning the
various wire loops with the XYZ coordinate axes, we are aligning the TCS with the XYZ
coordinate system. In this thesis, we align these two coordinate systems whenever possible
as the TCS is a convenient coordinate system for analysis.
2.5.2 Relaxation Frequencies and Amplitudes
In addition to the target tensors, the relaxation frequencies and their corresponding ampli-
tudes (from the SoT perspective) are useful for target classification. This can be illustrated
by considering the wire loop target from Section 2.4.1, where one is trying to differentiate
between two loops with the same tensor but different relaxation frequencies. While the
tensors of these two targets are indistinguishable, the relaxation frequency responses differ
in frequency and possibly amplitude, allowing them to be distinguished.
The relaxation frequencies are a function of the target’s physical attributes including its
geometry and the types of metals that compose it. In the EMI literature, researchers have
suggested that the relaxation frequencies (or decay rates in the time-domain) are effective
7We relate the linear form of the tensors tp to the diagonal entries of Λp in Appendix A.
22
parameters for classification because they are “intrinsic to the target and are not a function
of the target/sensor orientation” [29].
2.5.3 Location
Target location is not directly useful for classification but is necessary for the mitigation
of landmines once they are detected and identified. Additionally, this information is useful
for fusion/correlation with other systems like ground penetrating radar (GPR) to refine
estimates and to potentially mitigate false alarms.
2.6 Georgia Tech Frequency-Domain EMI System
In performing Monte Carlo analysis in this thesis, we typically simulate measurements
from the Georgia Tech (GT) frequency-domain EMI system [30] because there is an abun-
dance of laboratory and field data that already exists for this sensor, which allows for an
easier translation of this thesis to available data. As such, this section is devoted to describ-
ing the system parameters for reference later in the thesis.
The sensor for this system has a single transmit coil and an array of three receive coils.
To approximate a handheld EMI sensor, we only use the center receive coil in simulating
measurements. The center receive coil and transmit coil are shown in Figure 2.2. This
configuration is referred to as a dipole-quadrupole sensor, where the transmit coil is a dipole
and the receive coil is a quadrupole. The two disregarded receive coils account for the gaps
above and below the center receive coil.
In this thesis, we assume that the sensor is scanned in a grid, where measurements are
taken every 0.5 cm in the x-dimension between −50 and +50 cm and every 10 cm between
−30 and +30 cm in the y-dimension. There are 201 measurement positions in x for each
of the 7 positions in y yielding 1407 total measurement positions. A visualization of the
measurement scan over a notional target located at a depth of 5 cm in the center of the
measurement scan is shown in Figure 2.3.
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Figure 2.2: Georgia Tech frequency-domain sensor geometry with one transmit coil (outer
loop) and one receive coil (inner loop).
At each spatial position, the system takes measurements at 21 discrete frequencies log-
arithmically spaced between 330 and 90.03 kHz. As such, the measurement matrix for this
system is M ∈ C21×1407.
In certain sections of this thesis, we generate measurements using the ”optimal dipole-
quadrupole sensor” from [31] in conjunction with the scan pattern in Figure 2.3. This































Figure 2.3: Measurement scan positions used with GT frequency-domain EMI system over
notional target.
Figure 2.4: An alternative dipole-quadrupole sensor used to simulate measurements in this
thesis. Sensor design is from [31]. The dipole transmit coil is shown as the dashed blue
line, and the quadrupole receive coil is shown as the solid red line.
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CHAPTER 3
CRAMER-RAO LOWER BOUNDS FOR THE SUM OF DIPOLES MODEL
In this chapter, we derive the CRBs for the target tensors tp, their corresponding relaxation
frequencies ζp, and the target location lt under the sum of dipoles form of the signal model.
These bounds describe parameters that are directly related to the physical signal model,
and are completely general in that the derivation is valid for an arbitrary frequency-domain
EMI sensor, system, array architecture, frequency measurement scheme, and any target
satisfying the sum of dipoles assumption.
For the derivation, we assume that measurements of the target are made in the presence
of zero-mean complex white Gaussian noise (CWGN).
3.1 Derivation
We begin the derivation by considering the model for the measurement of a target de-
scribed by the signal model in (2.14) made in the presence of complex white Gaussian
noise (CWGN). The measurement model is
m(ω, lTR ) =
∑
p
Hs (lt ) tp ⊗ gp(ω)︸                     ︷︷                     ︸
r (θ)
+n (3.1)
where n ∼ CN(0, σ2nI ), and r (θ) ∈ CM N×1 is a compact form of the signal model parame-
terized by the unknowns in θ =
[
t0, t1, ... , tp, ζ, lt
]
rather than the measurement parameters
lTR and ω. The parameters in θ include P tensors, each of which is tp ∈ R
6×1, the target
location lt ∈ R
3×1, and a vector of the relaxation frequencies ζ = [ζ1, ζ2, ... , ζp]T ∈ RP×1.
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[m − r (θ)]H [m − r (θ)]
}
(3.2)
When the likelihood function is of the form in (3.2), the entries for the Fisher Information
Matrix (FIM) are well understood to be [20]















As can be seen from (3.3), determining the entries of the FIM amounts to calculating partial
derivatives of the signal model with respect to the unknown parameters in θ. The partial of

















( jω + ζp)2
(3.5)













N×6 is the derivative of the magnetic scene matrix with respect to the x-
coordinate of the target location. The partials of the model with respect to the target’s


















s,z (lt ) tp ⊗ gp(ω) (3.7b)
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= Hs (lt ) ⊗ gp(ω)
(3.8)
where the columns of Dtp ∈ C
M N×6 are the partial derivatives with respect to the 6 com-
ponents of the p-th tensor. Each column of Dtp is thus dti j,k ∈ C
M N×1. We can group
the other model derivatives in a similar fashion according to their associated parameter set.
Continuing the notation D[·] to indicate a matrix of partial derivatives of the model with
respect to a parameter, we define Dζ ∈ CM N×P to be
Dζ =
[
dζ1, dζ2, ... , dζp
]
(3.9)
Similarly, we define Dlt ∈ C
M N×3, and Dt ∈ CM N×6P to be
Dlt =
[

























1If the target is non-magnetic, then I (θ) ∈ R(6P+3)×(6P+3) and J (θ) ∈ RMN×(6P+3) .
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The CRB matrix CCR(θ), which is a lower bound on the covariance of any unbiased esti-
mator of these parameters, is written as
CCR(θ) = I−1(θ) =

CCR(ζ ) CCR(ζ, t) CCR(ζ, lt )
CCR(t, ζ ) CCR(t) CCR(t, lt )
CCR(lt, ζ ) CCR(lt, t) CCR(lt )

(3.15)
where the noise variance fraction has been included in the matrix entries. Each CCR(·)
matrix is the lower bound on the covariance of any unbiased estimator of the parameter(s)
in parentheses. For example, CCR(ζ ) is the lower bound on the covariance of any unbiased
estimator of the ζ terms. Similarly, CCR(lt, ζ ) is the lower bound on the covariance of any
unbiased estimator of lt and ζ . Lastly, the matrices along the diagonal in (3.15), CCR(ζ ),
CCR(t), and CCR(lt ), are of interest because their diagonal entries are the CRBs of the
unknown parameters.
3.2 Alternate Forms of the Parameters
In Section 2.5.1, we found that the tensors in their form tp or t̃k are dependent on the
orientation of the target being measured. For classification, it is desirable to estimate quan-
tities that are invariant to rotation, either directly from the measurement or derived from
estimated parameters. One possibility is some measure of the strength corresponding to a
particular magnetic dipole. As it relates to the tensors, this measure could be the spectral
norm, ‖Tp‖2, or the Frobenius norm, ‖Tp‖F , of each tensor.
In the next two sections, we show how to relate the CRBs of the tensors to the CRBs
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of the spectral norm and the Frobenius norm. Again, this is motivated by the desire to use
a rotationally-invariant quantity for classification, and naturally one would like to know
how well unbiased estimators can estimate these parameters in the variance sense. For















3.2.1 CRB for the Spectral Norm of a Tensor
We discuss in Section 2.5.1 that for man-made targets, it is possible to diagonalize all of
the target tensors using a single rotation matrix R. The diagonal form of the p-th tensor,














where R is the rotation matrix that diagonalizes Tp in a way such that λ1 ≥ λ2 ≥ λ3.
Because the tensors are symmetric positive semi-definite, the largest eigenvalue of Tp is
equal to the largest singular value of Tp which is equal to the spectral norm of Tp, λ1 =
σmax(Tp) = ‖Tp‖2.
It is of interest to calculate the lower bound on an unbiased estimator of λ1 = ‖Tp‖2
given an arbitrarily rotated tensor Tp, or more generally all of the diagonal terms, λ1, λ2,
and λ3. This can be accomplished by first considering the linear form of the tensor rotation2
2The expression for U is shown in Appendix A.
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λp = Utp (3.18)
where λp ∈ R3×1, U ∈ R3 times6, and tp ∈ R6×1 are the diagonal entires of the diagonal
tensor, the linear form of the rotation, and the linear form of the rotated tensor, respectively.
We can calculate the lower bound on the λp terms by noting that Var(Utp) = UVar(tp)UT .
Thus,
CCR(λp) = UCCR(tp)UT (3.19)
where the bounds on the diagonal terms of Λp are the diagonal entries of CCR(λp), and the
bound for the spectral norm of Tp is the first entry in CCR(λp).
3.2.2 CRB for the Frobenius Norm of a Tensor
The Frobenius norm of the matrix form of the tensor tp is




























where (3.21c) results from from the cyclic property of the trace [32]. We define the fol-
lowing scalar functional of the six tensor values g(tp) = ‖Tp‖F . Using the transformation
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property of the CRB [20], we can relate the CRB matrix of the tensors, CCR(tp), to the



















t1 t2 t3 2t4 2t5 2t6
]
(3.23)
To summarize, calculating the CRB of the Frobenius norm of tensorTp involves calculating
CCR(tp) from (3.15), calculating
∂g(tp )
∂ tp
from (3.23), and computing CRB(‖Tp‖F ) from
(3.22).
3.3 Validation
In this section, we perform Monte Carlo analysis to validate the derived bounds in Section
3.1. We consider two targets: a target consisting of a single dipole and a single relaxation
frequency, and a target consisting of three orthogonal loops with three relaxation frequen-
cies. These two targets are chosen for validation to exercise the CRBs for a simple target
(the single dipole target) as well as a more complicated target (the three dipole target).
3.3.1 Preliminaries
SNR Definition
For each target model, 200 measurement realizations are generated according to (3.1) at
three different target SNRs, denoted SNRT , and the unknown parameters are estimated
using a maximum likelihood estimator for each trial. The sample standard deviation is cal-
culated across all trials for each parameter at each SNRT . The sample standard deviations











Maximum Likelihood Estimator Description




‖m − r (θ)‖22 (3.25)
In solving (3.25), we use the MATLAB built-in function fminsearch(·) with the default
parameters, except for the following: TolFun = 3 · 10−3, TolX = 10−8, MaxIter = 105,
MaxFunEvals = 105.
Description of Measurement Parameters
We use the same measurement scheme as the Georgia Tech system described in Section
2.6. However, we use the dipole-quadrupole sensor in Figure 2.4 for these simulations.
The target is assumed to be located in the center of the grid at a depth of 7.5 cm (i.e.,
lt = (0, 0, 7.5) cm).
3.3.2 Single Dipole Target with One Relaxation Frequency
The signal model for the rotated single dipole target considered in this section is
r (ω, lTR ) = Hs (lt ) t1 ⊗ g1(ω) (3.26)
The relaxation frequency response is g1(ω) = −
jω/ζ1
1 + jω/ζ1
. The target in this section
has the following vector representation in the TCS: λ1 = [4, 1, 0, 0, 0, 0]T . We rotate this
target by 45 degrees in yaw and 45 degrees in pitch so that the resulting tensor is t1 =
[1.25, 2.50, 1.25,−1.06,−1.06, 1.25]T , which is the form of the tensor we consider in this
example to exercise the CRBs derived for the Frobenius and spectral norms. There are a
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total of 10 unknowns to be estimated: the 6 tensor components, 1 relaxation frequency, and
the 3 location coordinates. We use Monte Carlo analysis to validate the bounds for all of
the unknown parameters as well as the derived parameters. However, we only show the
bounds and Monte Carlo results for the Frobenius and spectral norms for this target. We
present figures for the other bounds (position, relaxations, and nonzero tensor components)
for the target consisting of three orthogonal wire loops in Section 3.3.3.
The comparisons of the normalized CRBs for the Frobenius and spectral norms to the
Monte Carlo results for this target are shown in Figure 3.1. We observe that the two nor-
malized norm bounds are similar for this target, and that for both cases, the Monte Carlo
results match the bounds, giving us confidence that the derived bounds are correct.
Figure 3.1: Comparison of normalized tensor norm bounds and the Monte Carlo results for
the single dipole target. The bounds are normalized by the true norm value.
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3.3.3 Three Orthogonal Wire Loops Target and Three Relaxation Frequencies
The signal model for the target with three orthogonal loops and three relaxation frequencies
considered in this section is
r (ω, lTR ) =
3∑
p=1
Hs (lt ) tp ⊗ gp(ω) (3.27)
The tensors for this target are t1 = [t1, 0, 0, 0, 0, 0]T , t2 = [0, 0, t2, 0, 0, 0]T , and t3 =
[0, t3, 0, 0, 0, 0]T where t1 = t2 = t3 = 1. The target is located at lt = (0, 0, 7.5) cm.













where ζ1 = 330 Hz , ζ2 = 5.451 kHz, and ζ3 = 90.03 kHz.
There are a total of 24 unknowns to be estimated: 6 ∗ 3 tensor components, 3 relaxation
frequencies, and the 3 location coordinates. To limit the number of plots, we show the
CRBs and the corresponding Monte Carlo results for the relaxation frequencies, the target’s
location coordinates, and only the nonzero components of the tensors in Figure 3.2, Figure
3.3, and Figure 3.4, respectively. The CRBs of the other parameters not shown also match
the Monte Carlo results.
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Figure 3.2: Comparison between the CRBs of the relaxation frequencies and the Monte
Carlo results for the three orthogonal wire loops target.
Figure 3.3: Comparison between the CRBs of the target’s location coordinates and the
Monte Carlo results for the three orthogonal wire loops target.
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Figure 3.4: Comparison between the CRBs of the nonzero tensor components and the
Monte Carlo results for the three orthogonal wire loops target. The Monte Carlo and an-
alytic results for t1,xx and t2,zz are essentially overlaid. Corresponding tensor bounds are
normalized by either t1, t2, or t3.
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CHAPTER 4
CRAMER-RAO LOWER BOUNDS FOR RANK-ONE TARGETS FOR THE SUM
OF TENSORS MODEL
In this chapter, we derive the CRBs for targets that can be represented using a single basis
tensor (i.e., rank-one targets) under the sum of tensors (SoT) form of the signal model.1 As
mentioned previously, this form of the model can represent targets using fewer unknowns
compared to the sum of dipoles form of the model, and these bounds are directly connected
to how the unknown target parameters are estimated in practice [25]. The bounds derived
in this section apply to the single-wire loop target in Section 2.4.1 as well as the co-axial
loops target in Section 2.4.3, which are just two examples of rank-one targets.
4.1 Model Preliminaries
As mentioned in Section 2.4.1, the choice of basis in the SoT form of the model in (2.15)
is arbitrary. However, in order to derive the CRBs, the choice of basis must be defined
such that the parameters are identifiable. If the parameters are not identifiable, the Fisher
information matrix will be singular and non-invertible. The need for a basis that makes all
the parameters identifiable can be illustrated for the signal model of the wire loop target
in Section 2.4.1. By examining the relaxation frequency response together with the basis
tensor in (2.26), one can see that the α1 parameter is redundant, as a new parameter t̃new =
α1 · t̃1 could equivalently be defined in the SoT model to reduce the number of unknowns
by 1.
This motivates the need for a basis that can expressTp using the fewest number of model
unknowns possible. In the rank-one case, which we are considering in this chapter, we can
do this by embedding one of the αp terms in T̃1, and defining the remaining amplitudes
1The derivations in this chapter are extended to targets of arbitrary rank in Chapter 8.
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relative to it. For this chapter, we choose the embedded amplitude to be the largest such
that the remaining αp ≤ 1.
To make this basis definition more clear, we apply it to the co-axial loops target in
Section 2.4.3 as an example. We define the basis tensor as t̃1 = [α1, 0, 0, 0, 0, 0]T , and thus












2 is related to α2 in Section 2.4.3 as α
′
2 = α2/α1. As can be seen from (4.1),
there is only a single unknown amplitude in f1(ω), as the other has been absorbed into t̃1.
We forgo the prime notation in this section for simplicity, such that it should be implicity
understood that the αp terms are relative quantities.
The choice of embedded amplitude changes the CRBs of t̃ and the other αp terms, but
this is inconsequential, as we are interested in tp = αp t̃, whose bounds are unaffected by
the choice of the embedded amplitude. This is illustrated in Section 4.6 for an example
target.
4.2 Derivation
Under the rank-one target assumption, we can concentrate on a single tensor and drop the k
dependence of the signal model. The measurement model, assuming a zero-mean complex
white Gaussian noise model, is
m(ω, lTR ) = Hs (lt ) t̃ ⊗ f (ω)︸              ︷︷              ︸
r (θ)
+n (4.2)
where n ∼ CN(0, σ2nI ), and r (θ) ∈ CM N×1 is a compact form of the signal model parame-
terized by the unknowns in θ =
[
α, ζ, t̃, lt
]
rather than the measurement parameters ω and
lTR . The unknown parameters that constitute θ include the relaxation frequency amplitudes
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α = [α0, α2, ... , αp]T ∈ RP×1, the relaxation frequencies ζ = [ζ1, ζ2, ... , ζp]T ∈ RP×1, the
tensor t̃ ∈ R6×1, and the target location lt ∈ R
3×1. We emphasize that we have assumed
α1 is the embedded amplitude, resulting in only P amplitudes to be estimated rather than
P + 1. This assumption does not impact the derivation. In total, there are 2P + 9 unknowns








[m − r (θ)]H [m − r (θ)]
}
(4.3)
When the likelihood function is in the form of (4.3), the entries for the Fisher Informa-
tion Matrix (FIM) are well understood to be [20]


























( jω + ζp)2
αp (4.6)








, ... , f ′ζP
]
(4.7)








where for p ≥ 1,




and when p = 0,
f ′α0 = 1M×1 (4.10)
We can concatenate all of the f ′αp terms into a matrix F
′
α−1, where the α − 1 subscript







, ... , f ′αP
]
(4.11)










N×6 is the derivative of the magnetic scene matrix with respect to the x-
coordinate of the target location. The partials of the model with respect to the target’s












s,z (lt ) t̃ ⊗ f (ω) (4.13b)
























= Hs (lt ) ⊗ f (ω)
(4.14)
where the columns of Dt ∈ CM N×6 are the partial derivatives with respect to the 6 compo-
2The derivative of the amplitude term embedded in T̃ is omitted from F ′
α−1. Additionally, if the target is




nents of the k-th tensor. Each column of D t̃ is thus dt̃i j ∈ C
M N×1. We can group the other
model derivatives in a similar fashion according to their associated parameter set. Contin-
uing the notation D[·] to indicate a matrix of partial derivatives of the model with respect to
a parameter, we define Dζ ∈ CM N×P to be
Dζ =
[
dζ1, dζ2, ... , dζp
]
= Hs (lt ) ⊗ F
′
ζ (4.15)
Similarly, we define Dα ∈ CM N×P, and Dlt ∈ C
M N×3 to be
Dα =
[
dα0, dα2, ... , dαP
]






dxt , dyt , dzt
]
(4.17)
If the M N × (2P + 9) matrix J (θ) is defined as
J (θ) =
[
Dζ Dα Dt Dlt
]
(4.18)






















































The CRB matrix CCR(θ), which is a lower bound on the covariance of any unbiased esti-
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mator of these parameters, is the inverse of I (θ) which can be written as
CCR(θ) = I−1(θ) =

CCR(ζ ) CCR(ζ, α) CCR(ζ, t) CCR(ζ, lt )
CCR(α, ζ ) CCR(α) CCR(α, t) CCR(α, lt )
CCR(t, ζ ) CCR(t, α) CCR(t) CCR(t, lt )
CCR(lt, ζ ) CCR(lt, α) CCR(lt, t) CCR(lt )

(4.21)
where the σ2n/2 term has been included in the matrix entries. Each CCR(·) matrix is the
lower bound on the covariance of any unbiased estimator of the parameter(s) in parentheses.
For example, CCR(ζ ) is the lower bound on the covariance of any unbiased estimator of
the ζ terms. Similarly, CCR(α, ζ ) is the lower bound on the covariance of any unbiased
estimator of α and ζ .
The matrices along the diagonal in (4.21), CCR(ζ ), CCR(α), CCR(t), and CCR(lt ) are
of interest because their diagonal entries are the CRBs of the unknown parameters. The
CRBs in (4.21) are referred to as the SoT CRBs for rank-one targets.
4.3 Summary of Procedure for Calculating the CRBs
The procedure for calculating the CRBs for the unknown parameters associated with the
measurement of a rank-one target in complex white Gaussian noise for this SoT model can
be summarized as follows:
• Calculate hi in (2.11) using the Biot-Savart law for all N transmit-receive positions
in the measurement.
• Form Hs (lt ) by stacking the N hTi vectors.
• Calculate f (ω) using (2.18).
• Calculate F′ζ by computing (4.6) for each ζ and then concatenate them as in (4.7).
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• Calculate F′
α−1 by computing (4.9) and/or (4.10) for all of the ζp parameters depend-
ing on the model, and then concatenate them as in (4.11).
• Calculate Dζ using (4.15), Dα using (4.16), and Dlt using (4.17).
• Form the FIM in (4.19) and then compute the inverse to arrive at (4.21).
Issues can arise during the computation of the inverse of the FIM when the relaxation
frequency values are much larger than their corresponding amplitudes. This disproportion-
ality can cause the FIM to be ill-conditioned which prevents an accurate inverse from being
computed. We find it necessary to normalize the relaxation and measurement frequencies
prior to computing and inverting the FIM. After the inverse is computed, we remove the
normalization to show the CRBs of the relaxation frequencies in hertz or radians. We find
the center frequency of the measurement band to be a convenient normalization factor,
though others certainly work just as well.
4.4 Relationship between SoT CRBs and SoD CRBs
In this section, we discuss how to compare the SoT CRBs to the SoD CRBs in Chapter 3.
The relationship between the location unknowns and relaxation frequency unknowns
is straightforward as those parameters are the same in both models so they are directly
comparable. In the SoT form of the model, however, we split the tensors tp from the SoD
model into relative strength terms (αpk) and basis tensor terms ( t̃k) which represent strength
and orientation information. This split is shown in (4.22) in the linear form for the rank-one
case.
tp = αp t̃ (4.22)
For the embedded amplitude in the SoT model, there is a straightforward relationship
between the basis tensor in the SoT model and the tensor in the SoD model, shown in
(4.23).
CRBSOT (t1) = CRB( t̃) (4.23)
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For the other tensors whose corresponding amplitudes are not embedded in the basis tensor,
we can use the parameter transformation property of the CRB to calculate CCR,SoT(tp),
which is the lower bound on the covariance of tp based on the SoT model. To use this




CCR( t̃, αp) CCR( t̃)

(4.24)
where CCR(αp) is the corresponding diagonal entry in CCR(α) from (4.21), CCR( t̃, αp) ∈
R6×1 is the column vector in CCR( t̃, α) describing the lower bound on the covariance of t̃
and αp. CCR( t̃) ∈ R6×6 is the same as in (4.21), and CCR(αp, t̃) ∈ R1×6 is the row vector
from the matrix CCR(α, t̃) in (4.21) describing the lower bound on the covariance of αp
and t̃. If we define g(θ) = g(αp, t̃) = αp t̃, we can write CCR,SoT(tp) as a function of















∈ R6×7 is the partial of the function g with respect to αp and t̃. The















The diagonal entries of CCR,SoT(tp) can be compared with the corresponding diagonal en-
tries of CCR(tp) from Chapter 3.
4.5 Validation
In this section, we validate the CRB derivation from Section 4.2 by performing Monte




For the simulation in this section, we use the sensor in Figure 2.4 in conjunction with the
scan pattern in Figure 2.3. We assume the same frequency measurement scheme discussed
in Section 2.6. We simulate 200 measurements per SNR3 according to the model in (4.2),
and estimate the unknown parameters using the MLE described in (3.25). We compute the
sample standard deviation across the Monte Carlo trials for each SNR for comparison with
the analytic CRBs. We assume the target is a wire loop aligned with the z-axis and located
at lt = (0, 0, 7.5) cm with a relaxation frequency of 3.18 kHz. The basis tensor is defined
as t̃ = [0, 0, 1, 0, 0, 0]T . The FIM for this target is I (θ) ∈ R10×10.
4.5.2 Simulation Results
We show the results for the Monte Carlo analysis along with the corresponding bounds for
the tensor components in Figure 4.1, and the location coordinates and relaxation frequency
in Figure 4.2. We observe excellent agreement between the analytic bounds and the Monte
Carlo results, giving us confidence that the bounds have been derived correctly.
4.6 Comparison of SoT CRBs to SoD CRBs
In this section, we compare the CRBs under the SoD model to the CRBs under the SoT
model for the same coaxial loops target in Section 2.4.3. We are ultimately interested in
making two comparisons. The first is comparing the bounds for both models to better
understand the relationship between them. The second is verifying that the relationship
between the SoT model and SoD model is not impacted by the amplitude we choose to
embed in the tensor as is discussed in Section 4.1. As such, we calculate the CRBs for the
SoD model as outlined in Chapter 3. Then, we calculate the CRBs for the SoT model for




two cases. We embed α1 in the tensor in the first case, and then embed α2 in the tensor in
the second case.
4.6.1 Simulation Description
The model parameters under the SoT form of the target model for the co-axial loops target
is α1 = 3, α2 = 2, t̃ = [1, 0, 0, 0, 0, 0]T, ζ1 = 20 kHz, ζ2 = 40 kHz, lt = (0, 0, 4) cm. In
computing the CRBs for the SoT model in the first case where we embed α1 in the tensor,
the amplitudes and resulting tensor are α1 = 1, α2 = 2/3, and t̃1 = [3, 0, 0, 0, 0, 0]T . In
the second case where we embed α2 in the tensor, the resulting amplitudes and tensor are
α1 = 3/2, α2 = 1, and t̃1 = [2, 0, 0, 0, 0, 0]T .
The tensors in the SoD form of the signal model are defined as t1 = [3, 0, 0, 0, 0, 0]T ,
t2 = [2, 0, 0, 0, 0, 0]T .
We compare the CRBs for the different models using the percentage change formula






We compare the location coordinate bounds and relaxation frequency bounds directly,
while we relate the tensor bounds for the SoT model to the SoD model using (4.23) for
the embedded amplitude and (4.25) for the unknown amplitude.
4.6.2 Simulation Results
The results of the simulation are shown in Figure 4.3. The percent changes under the SoT
model when α1 is the embedded amplitude is shown as the blue circle markers, and are
shown as red ”x” markers when α2 is the embedded amplitude. From this figure, we ob-
serve that the calculated percent change is the same regardless of whether we use α1 or α2
as the embedded amplitude, which we argue is true in Section 4.1. From Figure 4.3a and
Figure 4.3d, we observe that the CRBs of the relaxation frequencies and location parame-
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ters are essentially the same for the two models, indicated by the fact that percentage change
is essentially zero. For the tensors shown in Figure 4.3b and Figure 4.3c, we observe some
consistencies as well as some differences. In particular, the percent change corresponding
to the non-zero tensor components t1,xx and t2,xx are essentially the same for the two model
perspectives. However, for the non-zero components, we observe significant differences,
up to 100% change in the value depending on which model is being considered.
For the components that are different, the SoT model bounds have smaller (i.e., better)
CRBs compared to the SoD model bounds. We attribute this result to the fact that the SoT





CRB( t̃1) for Target 1: Rank-One Target with One Relaxation Frequency:
Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid red






CRB(lt ) for Target 1: Rank-One Target with One Relax-
ation Frequency: Comparison of Monte Carlo results (blue circle markers) to the analytic
CRBs (solid red line). Note the y-axis extent for the unknown relaxation frequency (upper
left) is different than the three location unknowns.
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(a) Percentage change for the relaxation frequen-
cies.
(b) Percentage change for t1.
(c) Percentage change for t2. (d) Percentage change for lt .
Figure 4.3: Percentage change between the CRBs derived under the SoT model and the
SoD model for a target consisting of two co-axial loops with two relaxation frequencies.
Blue circle markers correspond to the SoT model when α1 is the embedded amplitude, and
red ”x” markers correspond to SoT model when α2 is the embedded amplitude. They are
overlaid in all sub-figures.
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CHAPTER 5
MAXIMUM LIKELIHOOD ESTIMATION AND SIGNAL PROCESSING FOR
RANK-ONE TARGETS
In this chapter, we describe a recently published signal processing technique for EMI data
that uses the singular value decomposition (SVD) to factor the signal model into separate
frequency and spatial components [26]. While the approach presented in [26] does not re-
strict the number of target tensors, we focus on the application of this processing strategy
to rank-one targets (i.e., targets with only a single basis tensor). The relaxation frequen-
cies and a scaled version of their corresponding amplitudes are estimated from the factored
frequency model, while the target location and a scaled version of the basis tensor are es-
timated from the factored spatial model. Splitting the tensor into a basis tensor component
and an amplitude component directly reflects the perspective of the SoT form of the signal
model and thus the CRBs derived for rank-one targets in Chapter 4.
5.1 Factored Models and Parameter Estimation
This section illustrates how to derive the factored frequency and spatial responses from the
measurement matrix in (2.21) for a rank-one target.
5.1.1 Factored Models
The SVD is used to separate the frequency and spatial responses in order to make the
parameter estimation problem more tractable. Starting with (2.21), the real and imaginary








For the rank-one case, the measurement matrix (including noise) can be written as
M = f̄ (ω)
[






Re ( f (ω))
Im ( f (ω))

(5.3)
and E is a matrix of zero-mean i.i.d. Gaussian noise with variance σ2n/2. The SVD of the
measurement matrix is the product of three matrices, which can also be written as a sum of
outer products as






where we assume K < 2M < N , where K is the number of independent tensors required
to model the target and assumed to be one in this chapter. The outer product terms involve
the singular values σi and the left and right singular vectors, ui and vi, respectively. Each
outer product is a rank-one matrix which is important when getting the best low-rank ap-
proximation to M by taking the terms with the largest singular values [33]. When the target
is rank-one, only the first singular value and vectors are kept yielding
M ≈ σu1v
T
1 = f̄ (ω)
[
Hs (lt ) t̃
]T
+ E (5.5)
where E is a noise term. By comparing the left and right sides of (5.5), we see that u1
contains the frequency information about the target, while v1 contains the spatial infor-
mation. When the signal-to-noise ratio is high, implying that the signal singular value is
well-separated from the first noise singular value [34], a good first-order approximation to
σ1u1 is
σ1u1 = c f̄ (ω) + nu (5.6)
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Similarly, a good first-order approximation for σ1v1 is
σ1v1 = Hs (lt ) t f + nv (5.7)







. The expressions in (5.6) and (5.7) are the
factored frequency model and factored spatial model, respectively.
5.1.2 Parameter Estimation for Factored Frequency Model
We can recombine the real and imaginary parts of the left singular vector u1 to expand the
model in (5.6) as
y = σ1
[














, and j =
√
−1. The ap parameters in (5.8) are related
to the αp terms in (2.18) through ap ≈ cαp. The approximation comes from the fact that the
true value of c includes a bias term due to the noise perturbation of the first singular value.
The expected value of the bias is approximately equal to zero when the SNR is sufficiently
high [34].
While an unbiased estimator may not be feasible for this model because the number of
relaxation frequencies is unknown and is difficult to estimate, we use this type of estimator
to establish how close the variance of these estimates are to the CRBs derived in Chapter 3
and Chapter 4.





‖y − f (ζ, a)‖22 (5.9)
where ζ = [ζ1, ζ2, ... , ζp]T and a = [a0, a1, ... , ap]T . In solving this equation for the
results shown in this chapter, we use the MATLAB built-in function fminsearch(·) which
uses the Nelder-Mead simplex search method.2 Additionally, we initialize the minimization
function with the correct model parameters to avoid converging to a local minimum.
5.1.3 Parameter Estimation for Factored Spatial Model
The MLE for the factored spatial model in (5.7) is written as
min
lt,t f





The minimization expression in (5.10) is a separable linear least-squares problem that can
be solved in various ways [35]. For this thesis, we choose a gradient descent method where
we estimate the linear parameters t f first and then compute the gradient of the cost function
with respect to lt . We then step in the negative gradient direction by an amount α and repeat
the process until one of our stop conditions is met.3 Details are shown in Algorithm 1. The
MATLAB built-in function fminsearch(·) could also be used.
An alternative procedure for solving (5.10) is to evaluate the minimization function
over a grid of potential solutions and choosing the grid point that minimizes the function
as the solution. The grid search is computationally costly and therefore time consuming
because a Hs (lt ) matrix must be generated for each candidate location. This is exacerbated
by the fact that the grid spacing must be very fine in order to eliminate estimator bias that
can result from a grid that is discretized too coarsely. As such, in choosing the technique
1 f (ζ, a) is equivalent to c f (ω). The former is used here to make the dependence on ζ and a explicit in
the minimization expression.
2The default settings are used except for the following: MaxIter = 1e6, MaxFunEvals = 1e6, TolX = 1e-12,
TolFun = 1e-12.
3For Monte Carlo results shown later in this thesis, our stop conditions are gmin ≤ 10−5, dlt,min ≤ 10−4,
Nmax = 100.
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described by Algorithm 1, we mitigate the potential for convergence issues by initializing
the algorithm with the true target location, which all but guarantees that the first minimum
found will be the correct solution.
Algorithm 1 Location and Tensor Estimation Algorithm
Require: Target tensor and location estimation from measurement m
Input: Functional dictionary Hs (lt ) ∈ RNls×6, measurement vector m ∈ RNls×1, step size
α, and stopping conditions gmin, dlt,min, Nmax
Output: Estimated target location lt and tensor amplitudes t f
Initialization lt = l (0)t , i = 1
while i < Nmax, g ≥ gmin, dx ≥ dxmin do
Hs = Hs (lt )
t f = H
†
s m
g = ∇ y − Hs (lt ) t f

lt,new = lt − αg
g = ‖g‖
dlt = lt,new − lt
lt = lt,new
i = i + 1
end while
5.1.4 Tensor Estimation
We can use the estimates of the ap terms from the factored frequency model along with the
estimate of t f from the factored spatial model to form an estimate of the tensors tp. This
can be done by noting that ‖Hs (lt )‖‖ f (ω)‖ tp = ap t f , so that if we scale the quantity on





5.2 Factored Model MLE Performance vs. CRBs
In this section, we use Monte Carlo (MC) analysis to compare the variances of the MLEs
in (5.9) to the CRBs in (4.21) for three different target models: a non-magnetic target with
one relaxation frequency, a magnetic target with one relaxation frequency, and a magnetic
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target with two relaxation frequencies. Through these target models, we not only see how
close the MLE performance is to the CRBs, but also explore the behavior of the CRBs as a
function of signal-to-noise ratio (SNR) and relaxation frequency.
5.2.1 Preliminaries
Frequency-Domain EMI System Description
For the Monte Carlo analysis, we simulate measurements using the Georgia Tech system
and measurement parameters in Section 2.6.
Target Description
The assumed target for all of the simulations is a z-directed dipole target located in the
center of measurement grid. The basis tensor for this target is t̃ = [0, 0, 1, 0, 0, 0]T . The
target is located at lt = (0, 0, 7.5) cm.
Defining SNR
We show the CRBs for a particular relaxation frequency and amplitude as a function of the
SNR of that particular relaxation frequency. We define the energy of a particular relaxation
frequency as





and SNRζp = Eζp/σ
2






The near equivalence of (5.12) and (5.13) can be seen by substituting ap ≈ αp‖Hs t ‖ into
(5.13).
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Description of Monte Carlo Trials
For the MC trials, 500 independent measurement realizations are generated according to
(4.2) at each SNR or relaxation frequency, depending on the variable parameter in the
example. For each MC trial, the measurement is factored using the SVD as previously de-
scribed4 and the MLE in (5.9) is used to estimate the unknown parameters in the assumed
model. The sample standard deviations are calculated across all trials for all unknown
parameters for a given relaxation frequency or SNR and plotted as markers on the corre-
sponding figures.
5.2.2 Example 1: Target with a Single Relaxation Frequency
For this example, we consider a magnetic target where α0 = 1 and a non-magnetic target
where α0 = 0, assuming each has a single relaxation frequency. For each target, we calcu-
late CRB(ζ ) as a function of ζ over a slightly larger range than the measurement frequency
band [ω1, ω21] indicated by the vertical black lines in Figure 5.1. As we sweep the relax-
ation frequency, both α0 and α1 remain fixed. σ2n = 10
−2 also remains fixed. The intent is
to compare targets of equal amplitude but varying relaxation frequency. With these quanti-
ties fixed, SNRζp as defined decreases from 52 dB to 41 dB across the measurement band
as the relaxation frequency increases because ‖ f (ω)‖ decreases.
The CRB for the relaxation frequency for both target types is shown in the top half
of Figure 5.1 along with the MC results. We observe excellent agreement between the
MC results and the analytic bounds for both targets. This suggests that essentially no
information is lost about the relaxation frequency by factoring the model using the SVD,
suggesting that the SVD is a viable pre-processing step from an estimation perspective for
the relaxation frequencies.
For both target models, the CRB increases as ζ increases due to the fact that the actual
value of ζ is increasing and because the SNR is decreasing. The 1σ value across the
4Since (−U)Σ(−V )T = UΣVT , we ensure the sign after the SVD is consistent across Monte Carlo trials.
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measurement band varies between 3 rad and 1 krad, with best performance at the lower
end of the measurement band.
Comparing the two target models, we observe that the presence of α0 has a greater effect
on the lower frequencies than the higher frequencies, which intuitively makes sense as a
DC term would be more correlated with lower frequencies. However, the overall impact of
the α0 term in the model is not significant inside the measurement band.
An alternative representation for plotting this bound is to plot the CRB for log10(ζ ),
which is more akin to how the spectrum error is computed in [36]. Using the transformation














We show the bound in this form in the bottom half of Figure 5.1. As shown in (5.14),
this transformation effectively normalizes the CRB by ζ . As a result, we observe a flatter
response across the measurement band which suggests that the increasing value of ζ is
primarily responsible for the CRB trends one can observe in the top part of Figure 5.1. It
is also worth noting in the bottom half of Figure 5.1 that the 10 dB decrease in SNR as
relaxation frequency increases does not manifest as an order of magnitude difference in the
CRB between the lower and upper ends of the measurement band.
5.2.3 Example 2: Magnetic Target with Two Relaxation Frequencies
As another example, we consider a magnetic rank-one target with two relaxation frequen-
cies, ζ1 = 90 krad and ζ2 = 20 krad. We set α2 = 0.7559 so that the energy in each
relaxation frequency is the same (i.e. Eζ1 = Eζ2). Additionally, we set α0 = 0.5. We show
the CRBs for the relaxation frequencies along with the Monte Carlo results in Figure 5.2.
We observe that the CRBs for the relaxation frequencies have excellent agreement with the
Monte Carlo results. Additionally, we show the CRBs for α0 and α2 along with the Monte
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Carlo results in Figure 5.3. To generate the Monte Carlo results for this figure, we estimate
α̂p = âp/â1 for each trial and calculate the sample standard deviation of α̂p across all trials
for each SNR.5 We also observe that the αp terms are nearly normally distributed. This is
due to the invariance property of the MLE [20].
5.2.4 Example 3: Co-Axial Loops Target with Two Relaxation Frequencies
The target model is the co-axial loops target in Section 2.4.3, where for the model param-
eters we assume α1 = 1, α2 = 0.5, t̃ = [0, 0, 4, 0, 0, 0]T, ζ1 = 20 kHz, ζ2 = 40 kHz, lt =
(−1, 2, 6) cm. We simulate 200 measurements according to (4.2) at each of three different
SNR6 values, use the SVD to factor the measurement into the frequency and spatial re-
sponses for each measurement, and then estimate the unknown parameters in the factored
models using the MLEs in (5.9) and (5.10). We compute the CRBs of the tensors using the
SoD model as well as the SoT model, and compare the sample standard deviation from the
Monte Carlo trials for these estimates to these bounds. We show the results for t1, t2, lt ,
and ζ in Figure 5.4, Figure 5.5, Figure 5.6, and Figure 5.7.
From the figures, we observe the following interesting result: the Monte Carlo results
match the CRBs derived under the SoT model for all of the unknown parameters. This
result is interesting because it suggests that no information is lost about the unknown pa-
rameters by factoring the model into its spatial and frequency components, which bodes
well for the model recovery method presented in [25].
5Recall that based on the model definition, (a1) ≈ ‖Hs (lt ) t̃ ‖α1.






CRB(ζ ) (top) and
√
CRB(log10(ζ )) (bottom) for a magnetic (dashed
line) and non-magnetic (solid line) rank one target with a single relaxation frequency shown
along with Monte Carlo results for the magnetic target (diamond marker) and the non-
magnetic target (circle marker). Excellent agreement between the Monte Carlo results and




CRB(ζ ) in radians for a magnetic, rank-one target with two relax-
ation frequencies: ζ1 = 90 krad (top) and ζ2 = 20 krad (bottom). The solid line corresponds
to the CRB, and the circle markers correspond to the standard deviations calculated from
the Monte Carlo trials. Excellent agreement between the Monte Carlo analysis and the
CRBs is observed.
Figure 5.3: CRBs for the αp parameters (solid line) as a function of SNR along with the
sample standard deviations calculated from the Monte Carlo trials (circle markers). Excel-
lent agreement between the Monte Carlo results and the CRBs is observed.
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Figure 5.4: Comparison of normalized
√
CRB(t1) for SoD model (red line), SoT model
(dashed blue), and Monte Carlo results using MLE (blue circular markers).
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Figure 5.5: Comparison of normalized
√
CRB(t2) for SoD model (red line), SoT model
(dashed blue), and Monte Carlo results using MLE (blue circular markers).
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Figure 5.6: Comparison of
√
CRB(lt ) for SoD model (red line), SoT model (dashed blue),
and Monte Carlo results using MLE (blue circular markers).
Figure 5.7: Comparison of
√
CRB(ζ ) for SoD model (red line), SoT model (dashed blue),
and Monte Carlo results using MLE (blue circular markers).
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CHAPTER 6
APPROXIMATE CRAMER-RAO LOWER BOUNDS FOR RANK-ONE TARGETS
In Chapter 5, we show that the MLEs of the factored models achieve the CRBs based
on the SoT model. This suggests that an expression for the variance of the MLEs will
match the CRBs as well. As we mention in Section 2.2, the covariance matrix of the MLE
asymptotically converges to the inverse of the FIM for the model being considered. Thus,
calculating and inverting the FIMs of the unknown parameters based on the factored models
allows us to derive approximate CRBs (ACRBs) that are essentially the same as the CRBs
in the SoT model but will be a function of fewer parameters. Thus, the goal of this chapter
is to derive these ACRB expressions and then compare them to the CRBs for a few example
targets.
The ACRBs derived in this chapter for the target location and the relaxation frequen-
cies directly correspond to the CRBs of these same parameters under the SoT and SoD
models. However, as we discuss in Section 4.1, the CRBs for the αp terms and the t̃ term
change depending on how these parameters are defined, but the CRBs of the products of
these quantities t = αp t̃ do not. As such, when we derive the ACRBs for the ap terms and
t f terms which correspond to the amplitudes and the tensor in the factored models respec-
tively, they can be used separately for analysis, but to relate them back to the CRBs under
the SoT model, they must be combined. The relationships between the parameters in the
factored models and the parameters in the SoT model are discussed in Section 6.1.3 and
Section 6.2.3.
6.1 Approximate CRB Expressions for Frequency Parameters
In this section, we derive the approximate CRB expressions for the relaxation frequencies
ζp and a scaled version of their corresponding amplitudes, ap.
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6.1.1 Derivation
We start the derivation from the factored frequency model in (5.8) for a magnetic target,
repeated below in (6.1).











, and the quantity a1 = cα1 is unknown because c is unknown.
The model in (6.1) has P + 1 amplitude unknowns, compared to the SoT model which has
P amplitude unknowns for the same target. The derivatives with respect to ζp, ap for p ≥ 1
and a0 are related to the derivative quantities in Chapter 4 through the following equations:
∂y
∂ζp
= c f ′ζp (6.2a)
∂y
∂ap
= f ′αp (6.2b)
∂y
∂a0
= f ′α0 (6.2c)
The quantities f ′ζp , f
′
αp , and f
′
α0

































where F′ζ is the same as in (4.7). Making the substitution for c and using the block matrix
inverse on (6.4) yields
CACR(ζ ) =
σ2n

















































where a = [a1, a0, a2, ... , aP]T . This ordering of a is a result of the ordering of (6.3).
6.1.2 Discussion of ACRB Expressions
The form of CACR(ζ ) is particularly elegant because the impact of the spatial terms, Hs (lt )
and t̃ , collapses down to a simple scale factor of the relaxation frequency bounds. This
single scale factor captures how the sensor geometry, measurement positions, target loca-
tion, and target orientation impact the lower bound on the relaxation frequencies, which is
a tremendous simplification over the expression in (4.21).
Another benefit of the ACRBs is that they allow for the independent analysis of the
frequency and spatial unknowns and how each is impacted by the various measurement
parameters (i.e., frequency scheme and spatial positions). For example, a parametric anal-
ysis of the CRB(ζ ) of a non-magnetic target with a single relaxation frequency without the
ACRB expression requires the joint consideration of 10 unknowns, whereas the approxi-
mate expression reduces that number to 2. We can also use these expressions to analyze
the impact of the orientation of the basis tensor separately from the strength of each relax-
ation frequency. The impact of the orientation of the basis tensor on the ACRBs is captured
through the term ‖Hs (lt ) t̃ ‖
2, where we observe that the orientation that maximizes this
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quantity gives the best lower bounds. The impact of the strength of each relaxation fre-
quency is captured through the ap terms, allowing one, for example, to analyze how the
relative strengths of the relaxation frequencies impact the respective ACRBs.1
CACR(a) is a useful expression for understanding the factors that impact the lower
bounds on estimating the ap terms. While not directly related to any of the unknown
parameters in the SoT model, these parameters are important in their own right. As we
showed in Chapter 5, combining the MLEs of the a terms with the MLE of the t f term
allowed us to achieve the CRBs under the SoT model for the example we considered. Thus,
understanding what impacts the lower bounds on estimating these quantities is important.
Additionally, the ap parameters are indirectly related to the αp terms in the SoT model,
as well as the tp terms. We show how to compute CACR(α) from CACR(a) in Section 6.1.3,
and then show the relationship between (ap, t f ) and tp in Section 6.2.3.
6.1.3 Relating CACR(a) to CACR(α)
We can use the transformation property of the CRB to relate CACR(a) to CACR(α). If the
αp terms are defined relative to α1 as is discussed in Section 4.1, the ap terms are related
to the αp terms through α = g(a) = an/a1 where an = [a0, a2, a3, ... , ap]T . We can relate




























where IP×P is the identity matrix.
The expression is similar for the non-magnetic case, except a = [a1, a2, ... , ap]T , and
1This analysis is conducted in Section 7.1.1.
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an = [a2, a3, ... , ap]T to keep consistent with the expression in (6.8), and the dimensional-
ity of the identity matrix in (6.8) is different.
6.2 Approximate CRB Expressions for Spatial Parameters
In this section, we derive the ACRB expressions for the tensor t f in the factored model as
well as the target location. We then show how to relate ACRB matrix of t f to the ACRB
matrix of the tensors tp under the SoT model.
6.2.1 Derivation
We can derive the ACRBs for the spatial parameters in a similar fashion as the frequency
parameters. For the derivation, we start with the model in (5.7).
s = σ1v1 ≈ Hs (lt ) t f + nv (6.9)








. If we define the following quantities,
dxt = H
′
s,x (lt ) t̃ (6.10a)
dyt = H
′
s,y (lt ) t̃ (6.10b)
dzt = H
′
s,z (lt ) t̃, (6.10c)
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= qDlt . (6.12)
























= Hs (lt ),
(6.13)






















The ACRB matrix for the spatial parameters is then
CACR(t f , lt ) = I
−1(θ) =

CACR(t f ) CACR(t f , lt )




where the diagonal matrices contain the ACRBs for t f and lt . Block matrix inversion can
be used to generate explicit expressions for the ACRB matrices along the diagonal:






























In (6.17a) and (6.17b), we drop the argument of Hs (lt ) to simplify the notation and just use
Hs to represent the same quantity.
6.2.2 Discussion of ACRB Expressions
The form of CACR(lt ) is particularly elegant because the impact of the target’s relaxation
frequency response on the ACRB of the target position is captured by a single scale factor
‖ f (ω)‖2. This is a useful simplification over the expression in (4.21) because it allows
for the analysis of the ACRBs of the location parameters independent of the frequency
parameters. The expression also allows for a more intuitive understanding of the factors
that impact the ACRBs of the location coordinates.
The expression for CACR(t f ) is useful for understanding the factors that influence the
lower bounds on estimating the t f term. While not directly related to any of the unknown
parameters in the SoT parameters, this term is an important component of the target tensors.
As we showed in Chapter 5, combining the MLE of t f with the MLE of the a terms allowed
us to achieve the CRBs under the SoT model for the example we considered. Therefore,
understanding how well one can estimate this term and the factors that influence these
bounds is critical.2
2Analysis of the spatial parameters in the factored model can be found in Section 7.2.
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6.2.3 Relationship to SoT Model Parameters
We can relate the ACRB expressions for a and t f to ACRB(tp) following the same proce-
dure as in Section 4.4. We first define the relationship between these quantities as
tp = g(ap, t) =
1
‖ f (ω)‖‖Hs (lt ) t̃ ‖
ap t f (6.18)













CACR(ap; t f ) =

CACR(ap) 01×6




















The off-diagonal vectors of zeros in (6.20), 0[·], result from the fact that the covariance of
those parameters is zero because they are estimated separately and thus have no interde-
pendence.
6.3 Examples
In this section, we consider two example targets. The first example is a rank-one magnetic
target with two relaxation frequencies. The analysis corresponding to this target explores
how well the ACRB expressions match the CRBs from the SoT model for the relaxation
frequencies and their corresponding amplitudes. The second example is a rank-one target
with two relaxation frequencies. The analysis corresponding to this target explores how
well the ACRB expressions match the CRBs from the SoT model for the tensors and the
target location. Between the two examples, we cover all of the unknown parameters in the
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EMI model.
6.3.1 Example 1: Magnetic Target with Two Relaxation Frequencies
In this section, we consider the exact same magnetic target with two relaxation frequencies
from Section 5.2.3; however, we fix the SNRζp to be 50 dB for each relaxation frequency
and perform Monte Carlo analysis. For the Monte Carlo analysis, we simulate 10, 000
measurements directly using the model in (6.1) and estimate the unknown parameters for
each trial using the MLE in (5.9). We are interested in the distributions of the estimation
errors for ζ1 and ζ2, and verifying that they both are nearly normally distributed and that
the parameters of the distribution match what is expected from the CRB and ACRB.
To do this, we generate a scatter plot of the relaxation frequency errors and overlay the
expected error ellipses generated from the CRB matrix in (4.21) and the ACRB matrix in
(6.5). We also derive the data-driven error ellipse from the estimated covariance matrix.
This graphic is shown in the top part of Figure 6.1. The error ellipses generated using
the CRB matrix, ACRB matrix, and the data-driven error ellipse all overlay each other,
suggesting the ACRB matrix well describes the covariance of the MLE of the relaxation
frequencies, and is a good approximation for the lower bound on the covariance of the
relaxation frequencies based on the SoT model.
We also show histograms of the estimation errors for each relaxation frequency in the
bottom of Figure 6.1. Overlaid on each histogram is a fitted normal distribution based on
the underlying data. We observe reasonable agreement between the underlying data and
a normal distribution at this SNR, which gives us confidence that the MLE is normally
distributed. Additionally, the standard deviations of the fitted normal distributions match
the CRBs and ACRBs, which is also observable in Figure 5.2.
The equivalent plots for the αp terms are shown in the top and bottom halves of Figure
6.2. The amplitudes are estimated for each trial using α̂p = âp/â1.
We calculate the ACRB error ellipse based on the ACRB matrix for α from (6.7). We
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calculate the error ellipse based on the CRB matrix based on (4.21). We also calculate the
data-driven error ellispse from the estimated covariance matrix from the Monte Carlo trials.
In the top half of the figure, we observe good agreement between the error ellipse
generated from the CRB matrix, the ACRB matrix transformation, and the one derived
from the data, suggesting that the transformed ACRB matrix reasonably describes the data
and is a good approximation to the CRB matrix for the α parameters as well.
Histograms of the amplitude errors are shown in the bottom half of the figure, again
with a fitted normal distribution overlaid on each. The variance of the errors matches the
CRB, and the distribution is reasonably approximated by the normal distribution, which is
the expected result based on the invariance property of the MLE.
6.3.2 Example 2: Target with a Single Basis Tensor and Two Relaxation Frequencies
In this section, we compare the ACRBs derived in this section to the CRBs from the SoT
model for a target with a single basis tensor and two relaxation frequencies as a means of
validating the ACRB expressions.
We assume the single tensor is defined as t̃1 = [4, 0, 4, 0, 0, 0]T , and α2 = .5. The
target has two relaxation frequencies, ζ1 = 20 kHz, and ζ2 = 80 kHz. The target SNR is
approximately SNRT = 100 dB. We assume the target is measured over the scan pattern in
Figure 2.3 using the sensor in Figure 2.2. Additionally, we assume the target is measured
using the log-spaced frequency scheme in Section 2.6. Lastly, we assume the target is
located at lt = (0, 0, 4) cm.
For the Monte Carlo analysis, we simulate 1000 measurements according to the model
in (4.2). We use the SVD to factor the model into its spatial and frequency components
like in Chapter 5, and estimate the tensor and location using the MLE in (5.10), and the
ap terms and ζp terms from (5.9). For each trial, we estimate t1 and t2 using (5.11) which
combines the ap estimate with the t f estimate.
In Figure 6.3, we compare the estimated error ellipses from the Monte Carlo trials to
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the error ellipses derived from the ACRB matrices and the CRB matrices. We show the
error distributions of three pairs of parameters: (t1,xx, t1,zz), (t2,xx, t2,zz), and (xt, zt ). For
the (t1,xx, t1,zz) and (t2,xx, t2,zz) error distributions shown in Figure 6.3a and Figure 6.3b
respectively, the dashed red line corresponds to the error ellipse based on the transformed
CRB matrix in (4.25). The dot-dashed black line corresponds to the error ellipse based on
the transformed ACRB matrix in (6.19). The dotted magenta line corresponds to the error
ellipse based on the covariance matrix estimated from the data (i.e., the data-driven error
ellipse). We observe for both figures that the three error ellipses are essentially overlayed,
which allows us to draw the following conclusions: the ACRB matrix is a good approxima-
tion to the CRB matrix for the parameters considered for this example, and that the ACRB
expression in (6.17a) was derived correctly because the data-driven error ellipse matches
the one based on the ACRB matrix.
We make similar observations for the location parameters considered in Figure 6.3c.
The ACRB error ellipse (dot-dashed black line) based on (6.17b) matches the CRB error
ellipse (dashed red line) based on the entries in (4.21). Both of these error ellipses match
the data-driven error ellipse (dotted magenta line), which validates the ACRB expression
in (6.17b).
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Figure 6.1: (Top) Scatter plot of the estimation errors for ζ1 and ζ2 for 10,000 Monte Carlo
trials at 50 dB SNR. The 3σ error ellipses generated using the CRB matrix and ACRB
matrix are overlaid, along with the ellipse derived from the underlying Monte Carlo data.
(Bottom) Histograms of the estimation errors for both relaxation frequencies. A fitted
normal distribution is overlaid (solid) for each. The parameters of the normal distributions
match the expected distributions based on the CRB.
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Figure 6.2: (Top) Scatter plot of the estimation errors for α0 and α2 for 10,000 Monte Carlo
trials at 50 dB SNR. A 3σ error ellipse generated using the CRB matrix, ACRB matrix,
and an error ellipse derived from the underlying Monte Carlo data are overlaid. (Bottom)
Histograms of the estimation errors for estimated amplitudes. A fitted normal distribution
is overlaid (solid line) for each.
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(a) Scatter plot of (t1,xx, t1,zz ) estimation er-
rors with various error ellipses overlayed.
(b) Scatter plot of (t2,xx, t2,zz ) estimation er-
rors with various error ellipses overlayed.
(c) Scatter plot of (xt, zt ) estimation errors with various error ellipses overlayed.
Figure 6.3: Comparison of data-driven error ellipses of various parameters to error ellipses




In this chapter, we use the ACRB expressions derived for rank-one targets to carry out
different types of analyses for the frequency and spatial unknowns. For the analyses, we
assume the system parameters of the Georgia Tech frequency-domain EMI system in Sec-
tion 2.6, though some of conclusions drawn are applicable to other EMI systems. Through
these analyses, we develop a better understanding of how the lower bounds on the unknown
parameters change for different measurement scenarios and for different target models.
Additionally, we show how the Fisher information matrix can be used to diagnose system
deficiencies as they relate to estimating the unknown parameters.
Section 7.1 contains three sub-sections with each dedicated to a different type of anal-
ysis related to the frequency unknowns. Section 7.2 contains four sub-sections with each
dedicated to analyses of the spatial unknowns in the factored spatial model.
7.1 Frequency Parameter Analysis
This section contains three sub-sections with each dedicated to a different type of analysis
related to the frequency unknowns. In Section 7.1.1, we derive an alternate expression
for the ACRB of the relaxation frequencies for the two relaxation case. The alternate
expression shows that the ACRB for each relaxation is inversely proportional to the square
of the corresponding amplitude, and is independent of the strength of the other relaxation’s
amplitude. We then validate the expressions through simulation. In Section 7.1.2, we
explore the increase in the CRB of a relaxation due to the presence of a secondary relaxation
for a variety of different relaxation frequency spacings. We show that the closer the spacing
between the relaxation frequencies, the greater the increase in the CRB due to the presence
of the secondary relaxation. In fact, the two relaxations need to be spaced at least a decade
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apart to keep the increase in the CRB to a factor of 3 or less. In Section 7.1.3, we derive an
expression for the minimum-mean-square error of an unbiased estimator of the relaxation
frequencies. We explore this expression as a function of the number of modeled relaxation
frequencies and show that this quantity increases as the number of relaxations increases,
primarily because the spacing between the relaxation frequencies decreases.
7.1.1 Relaxation Frequency ACRBs vs. Relative Amplitudes
In this section, we derive an alternate expression for the ACRB of the relaxation frequen-
cies, derived in Chapter 4, for the two relaxation frequency case.
We begin with the original expression for the ACRB from (6.5):
CACR(ζ ) =
σ2n






















The objective is to isolate a term that depends only on the amplitudes from the four-term
expression in parentheses in (7.1). Since the derivative F′α does not depend on the ampli-
tudes, we concentrate on the terms involving F′ζ . We can factor the amplitudes out of any
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(7.3)
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Since A is real, we have AH = A, which also allows us to factor A out of the Re{·}









































































Since the inverse of a matrix product is the product of the inverses (in reverse order), sub-
stituting the expressions (7.4) and (7.6b) back into (7.1) and factoring out A−1 yields
CACR(ζ ) =
σ2n
























































where a, b, c and d are functions of the relaxations ζ , but not the amplitudes α. To be
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2‖Hs (lt ) t̃ ‖2

a(ζ )/α21 b(ζ )/α1α2
b(ζ )/α1α2 d(ζ )/α22

(7.9b)
By observing the diagonal terms, we note the following interesting result:
ACRB(ζ1) =
σ2n
2α21‖Hs (lt ) t̃ ‖
2
· a(ζ1, ζ2) (7.10a)
ACRB(ζ2) =
σ2n
2α22‖Hs (lt ) t̃ ‖
2
· d(ζ1, ζ2) (7.10b)
where a(ζ ) and d(ζ ) are different functions of ζ = [ζ1, ζ2] obtained from the inverse in
(7.8). In words, the ACRB for each relaxation frequency is a function of the two relaxation
frequencies, but they are independent of the other relaxation frequency’s amplitude. In fact,
The ACRB of each relaxation is inversely proportional to the square of its own amplitude.1
To verify the above claims, we generate the ACRBs of the relaxation frequencies for
the case of a non-magnetic z-directed dipole target located at lt = (0, 0, 7.5) cm with two
relaxation frequencies, ζ1 = 3.2 kHz and ζ2 = 14.3 kHz, as a function of α2 for a fixed
noise variance of σ2n = 10
−6 and a fixed value of α1 = 1. We also perform Monte Carlo
analysis to validate the bounds by generating 500 measurement realizations and estimating
the relaxation frequencies and amplitudes for each measurement realization. We use the
Georgia Tech handheld EMI sensor to generate the measurements. We repeat this process
for multiple values of α2. We calculate the sample standard deviation of the relaxation
1The “independence” conclusion and the foregoing derivation can be extended to more than two relax-
ations by augmenting the A matrix to include additional amplitude terms and augmenting the matrix in (7.8)




ACRB for two relaxation frequencies as a function of α2. The solid line
corresponds to ζ2 and the dashed line corresponds to ζ1. The dot-dash line corresponds
to 1/α2
√
ACRB(ζ2, α2 = 1). The Monte Carlo results are shown as circular markers. The
dot-dashed line agrees with
√
ACRB(ζ2) which validates the proportionality expression in
(7.10b). We also observe that
√
ACRB(ζ1) does not change as a function of α2 which
confirms that they are independent. Lastly, the Monte Carlo results match the analytic
bounds, giving us confidence that the derived quantities are correct.
frequencies at each value of α2 and compare these values to the analytic bounds.
The analytic bounds from (7.1) are shown along with the Monte Carlo results in Figure
7.1 for each relaxation frequency. Additionally, to validate the ACRB(ζ2) ∝ 1/α22 rela-
tionship, or equivalently
√
ACRB(ζ2) ∝ 1/α2, we plot a third quantity that corresponds to√
1
α22
ACRB(ζ2)α2=1. Since α2 is the only variable changing for this simulation, the curve
should match the analytic bound as well as the Monte Carlo results.
We observe from Figure 7.1 that ACRB(ζ1) is independent of α2, and that ACRB(ζ2)
is proportional to 1/α22, indicated by the fact that the dot-dash curve overlays the analytic
curve for ACRB(ζ2). We also observe that the Monte Carlo results for both relaxation
frequencies match the analytic bounds, giving us confidence that the derived relationships
are correct.
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7.1.2 CRBs for Two Relaxation Frequencies vs. Frequency Spacing
In Section 7.1.1, we show that for a rank-one target with two relaxation frequencies, the
ACRBs of the relaxation frequencies are independent of the other relaxation’s amplitude.
In this section, we explore the increase in the ACRB for the relaxation frequency ζ1 due to
the presence of another relaxation frequency ζ2. We define the increase in the CRB as the
ratio of the CRB of ζ1 when ζ2 is present (CRB(ζ1, ζ2)) to the CRB of ζ1 when ζ2 is not





We compute this ratio for multiple different fixed values of ζ1 while ζ2 is swept within the
measurement bandwidth of the Georgia-Tech EMI system. The ratio as a function of the
log-spacing between ζ1 and ζ2 is shown in Figure 7.2 for the different ζ1 values.
We observe from Figure 7.2 that ∆CRB is inversely proportional to the spacing between
the two frequencies. As the spacing between the two relaxations decreases, ∆CRB increases.
This makes intuitive sense because the correlation of the two relaxations increases as they
move closer together in frequency, making them more difficult to distinguish from an es-
timation perspective. Interestingly, the curves are quite similar for the different values of
ζ1, even though they’re in different parts of the measurement band. Additionally, based on
the figure, two relaxation frequencies need to be spaced approximately one decade apart
for ∆CRB to be three or less. When the relaxation frequencies are spaced less than half a
decade apart, the increase in the CRB due to the presence of ζ2 is more than a factor of 10
larger than when it is not present.
7.1.3 Minimum Root-Mean-Square Error in Log-Space vs. Number of Relaxation Frequencies
In this section, we explore the minimum-mean-square error (MSE) of an unbiased estimator
of the relaxation frequencies in log-space as a function of the number of relaxations for a
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Figure 7.2: The factor increase, ∆CRB, in CRB(ζ1) due to the presence of a second re-
laxation frequency ζ2 as a function of the spacing between the relaxation frequencies for
different, fixed values of ζ1.
given rank-one target. The MSE of this estimator in log-space, MSEζ̂ , is defined as
MSEζ̂ = E











where E(·) is the expectation operator. The lower bound on the MSE of an unbiased esti-









where Tr(·) is the trace operator. The expression in (7.13) results from the fact that E{(ζ̂p−
ζp)2} = Var(ζ̂p) for unbiased estimators of ζ , and by definition Varmin(ζ̂p) = CRB(ζp).
Instead of calculating CCR(log10(ζ )) directly, it is easier to calculate CCR(ζ ) and use
the transformation property of the CRB to compute CCR(log10(ζ )). The entries in CCR(log10(ζ ))
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where g(ζ ) = [log10(ζ1), log10(ζ2), ..., log10(ζP)]
T . ∂g(ζ )∂ζ ∈ R
P×P is diagonal matrix,
where the i j-th entry is the derivative of the i-th entry of g with respect to ζ j . The deriva-

























We note that an excellent approximation to MSEζ̂,min could also be calculated by using
CACR(ζ ) instead of CCR(ζ ) in (7.16), which is what we use for the subsequent Monte
Carlo analysis.
To validate the expression in (7.16), we perform Monte Carlo analysis. We simulate
rank-one targets with a varying number of relaxation frequencies between 2 and 7. We
force the relaxations for each frequency model to be evenly separated in log-space with
the maximum spacing between them. We also require that all the relaxations lie within
the system bandwidth, which is 2.4359 decades wide. For example, when two relaxation
frequencies are modeled, the two modeled relaxations are ζ1 = 330 Hz, and ζ2 = 90030
Hz, corresponding to the edges of the system bandwidth. When three relaxation frequencies
are modeled, the relaxations are ζ1 = 330 Hz, ζ2 = 5450 Hz, and ζ3 = 90030 Hz. In log-
space, these frequencies have the same 2.4359/2 = 1.2179 decade spacing between them.
Additionally, we ensure each relaxation has the same SNR as defined in (5.13).
For each frequency model, we simulate 1000 measurements at 60 dB SNRζp for each
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relaxation frequency according to the factored frequency model in (5.8) and estimate the
frequencies and amplitudes for each measurement using the MLE in (5.9). For each trial,
we convert the relaxation estimates to log-space and compute the sample variance across
the trials. We then sum the sample variances to arrive at MSEζ̂ for a given frequency
model and then divide by the number of relaxation frequencies in the model. This process
is repeated for each of the different frequency models. We show the root-mean-square error
(RMSE) per relaxation for each frequency model. We note that we use CACR(ζ ) for the
analytic calculations shown in Figure 7.3. We also show the results for multiple values of
SNRζp .
We observe excellent agreement between the Monte Carlo results and the analytic
bound corresponding to 60 dB SNRζp in Figure 7.3, which gives us confidence that the
expression in (7.16) is correct. Additionally, we observe minimal increase in the minimum
RMSE per relaxation frequency when the number of relaxation frequencies is increased
from two to three. When three relaxations are present, the spacing between them in log-
space is approximately 1.2 decades. We show in Section 7.1.2 that there is only a small
impact on the ACRBs of the relaxation frequencies when two relaxations are spaced greater
than a decade apart, which seems consistent with the three relaxation case as well. Beyond
three relaxation frequencies, we observe approximately one order of magnitude increase in
the RMSE per relaxation frequency for each additional two relaxation frequencies. This
increase is predominantly due to the decreasing separation between relaxation frequencies
as the number of modeled frequencies increases.
This curve can be extended to an arbitrary SNR, so long as the SNR for each relaxation
is the same. Changing the SNR shifts the curve up or down by a proportional amount, as can
be seen by comparing the three analytic curves. For example, we observe that decreasing




Figure 7.3: Comparison of RMSE per relaxation frequency calculated from (7.16) (solid
blue line) to Monte Carlo analysis (red circle markers) for the SNRζp = 60 dB case. Ana-
lytic bounds for SNRζp = 20 dB (dot-dash line) and SNRζp = 40 dB (dashed line) are also
shown.
7.2 Spatial Parameter Analysis
This section contains four sub-sections where each sub-section discusses a different type
of analysis related to the spatial unknowns. In Section 7.2.1, we explore the ACRBs of
the factored tensor and target position as a function of the target depth. As such, when we
refer to the tensor in this section, we are referring to t f in the factored spatial model. We
show that a loss in SNR as the target depth increases is the primary driver of worsening
performance in the ACRB sense. In Section 7.2.2, we explore the ACRB of the target
depth for a dipole target as a function of the dipole’s orientation. We show that the change
in the spatial response as the target rotates as well as the change in SNR both impact
the lower bound for estimating depth. In Section 7.2.3, we explore the ACRBs of the
spatial parameters for different model assumptions. We show that estimating target depth
is difficult because changes in the target depth look similar to changes in the tensor strength.
We also demonstrate for a notional example of a z-directed dipole that knowledge of the
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target’s location, which could be provided by a ground penetrating radar (GPR) in a fused
GPR-EMI system, improves the lower bound on the tzz component of the tensor by an order
of magnitude in the standard deviation sense. Lastly, in Section 7.2.4, we demonstrate how
the ACRBs can be calculated for a time-domain system for detecting and identifying buried
objects called TEMTADS.





7.2.1 ACRBs vs. Depth
In this section, we are interested in studying how the ACRBs change as a function of depth.
As an example, we compute the ACRBs of a z-directed dipole target for a fixed SNR of 40
dB and for a fixed noise variance as a function of depth. The SNR at the initial depth for
the fixed noise variance case is 40 dB and decreases as depth increases. The bounds are
shown in Figure 7.4.
The main observation from Figure 7.4 is that decreasing SNR is the primary driver
of the ACRBs as depth increases. This can be seen by comparing the fixed SNR case
(left column of Figure 7.4) to the fixed noise variance case (right column of Figure 7.4).
When noise variance is fixed, we observe that for all parameters the
√
ACRB increases by
at least 2 orders of magnitude in the best case, and 3 orders of magnitude in the worst
case. In the fixed SNR case, the
√
ACRB for all parameters changes by less than half
an order of magnitude, suggesting that the spatial response of the target across the sensor
measurements is relatively constant for the range of depths considered, compared to the
loss in SNR. In fact, the signal power falls off at a rate of approximately R6, where R
is the distance between the sensor and the target. This result is one of the reasons why
maximizing sensitivity is important to sensor designers, as it allows for better performance
against deeper targets.
The fixed SNR graphs in Figure 7.4 can also be used to quantify the lower bound on
the performance of unbiased estimators. For example, if an SNR of 40 dB can be achieved,
90
the target location can be estimated within 1 cm of the true value in each dimension most
of the time, and within 0.1 of the true value for each tensor component for depths greater
than 15 cm.









ACRB40(θi) corresponds to a point on the fixed SNR curves in Figure 7.4
for parameter θi. As an example, to convert the bound for yt at 25 cm to an SNR of 20 dB,
we compute the scale factor of 10 multiplied by the value of 1 cm from the curve in Figure
7.4c to arrive at a new bound of 10 cm.
7.2.2 ACRBs vs. Target Rotation
In this section, we explore ACRB(zt ) as a function of the target’s orientation for an x-
directed dipole target. The expression for the rotated tensor in matrix form, T̃rot , as a
function of the initial tensor t̃ = [1, 0, 0, 0, 0, 0]T is shown in (7.18).
T̃rot = R






R(α, β, γ) (7.18)
In (7.18), α, β, and γ are the yaw, pitch, and roll rotation angles, respectively, which are
the same definitions as in (2.35). The rotation axes are shown in Figure 2.1. In performing
the rotations, the yaw rotation is performed first, followed by pitch, and then roll.
By expressing the tensor components as a function of angle, the ACRB of the target
depth for a single dipole target can be visualized as a function of two rotation angles, rather
than the six explicit values of the tensor.




ACRB(t f ), fixed SNR. (b)
√
ACRB(t f ), fixed σ2n .
(c)
√
ACRB(lt ), fixed SNR. (d)
√





ACRB for location and tensor components for a fixed SNR (left column) and
a fixed noise variance (right column).
depth of 7 cm with an initial SNR of 32 dB. Because of the symmetry of this target, the
rotation space is completely described by the yaw and pitch rotation angles between 0◦ and
90◦. The
√
ACRB of the target depth and the corresponding SNR at each rotation angle are
shown as contours in Figure 7.5a and Figure 7.5b, respectively. In these figures, the lower
right corner rotation corresponds to a z-directed dipole and the entire upper x-axis rotation
corresponds to a y-directed dipole.
In examining Figure 7.5a, we observe two trends: the SNR increases as the target pitch
angle increases, and decreases as the yaw angle increases. This might lead one to suspect
that the ACRB should degrade as the target rotates in yaw and improve as the target rotates
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in pitch. However, this is only partially true. From Figure 7.5b, we observe that the ACRB
certainly worsens as the yaw angle increases. Rotating the target in yaw increases the
tyy component of the target, which the GT sensor is blind to, resulting in a significant
decrease in SNR. However, we observe the ACRB is minimally changed as the pitch angle
increases, despite the fact that the SNR increases. We attribute this to the fact that the
coupling between the tzz and zt components is stronger than the txx and zt components,
which increases the corresponding off-diagonal entry of the FIM. As the target rotates in
pitch, the tzz component increases and so does the coupling, which appears to nullify the
benefit of a higher SNR.
(a) SNR of an x-directed dipole target at var-
ious yaw and pitch rotations.
(b)
√
ACRB of zt parameter for an x-directed
dipole target at various yaw and pitch rota-
tions.
7.2.3 ACRBs vs. SNR for Different Model Assumptions
In this section, we explore how the FIM and ACRB change with different levels of a priori
information about a target. We consider four scenarios, each corresponding to a different
model assumption: Scenario 1: the target location is known, but the tensor is unknown;
Scenario 2: the tensor is known, but the location is unknown; Scenario 3: the target type
is known, but the amplitude of the target and location are unknown; Scenario 4: the case
where all parameters are unknown.
We begin this section by discussing the form of the FIM for each scenario. We consider
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two targets, an x-directed dipole and a z-directed dipole, to understand the relationship
between the target parameters and how they affect the FIMs. In generating the FIMs (and
later the ACRBs), we use the system and measurement parameters of the GT frequency-
domain EMI system in Section 2.6.
After the discussion of the FIMs, the ACRBs for the unknown parameters are shown for
the different scenarios, along with Monte Carlo results. For the Monte Carlo (MC) trials,
200 realizations are generated at each SNR, and estimates of the unknown target parameters
are computed using the maximum likelihood estimator in (5.10). When certain parameters
are known, they are dropped from the minimization statement and replaced with the true
value. We perform the MC analysis for only three of the scenarios: Scenario 1: the target
location is known, but the tensor is unknown; Scenario 2: the tensor is known, but the
location is unknown; Scenario 4: all parameters unknown.
Scenario 1 FIM Analysis: Known Location, Unknown Tensor





where Hs is the magnetic scene due to a target at the known location. For a given target lo-
cation, the ACRB depends only on the measurement scan and the sensor implicitly through
Hs; it is not a function of the target type or the tensor.
The sensitivity of EMI measurements to the unknown parameters can be explored
through an image visualization of the 6× 6 FIM. A grayscale image of the FIM for a target
located at a depth of 7 cm is shown in Figure 7.6. Darker entries indicate larger values, with
numerical values given for the actual values of each entry in the FIM. From the figure, we
observe that the Georgia Tech sensor is most sensitive to the tzz and txx tensor components.
However, this sensitivity is only partially indicative of our ability to estimate those param-
eters. As we show in Scenario 4, when all the parameters unknown, coupling between the
94
Figure 7.6: FIM when target location is known. The number in each box is the actual value
of the corresponding entry in the FIM. Darker boxes have larger values.
unknown parameters causes large off-diagonal terms in the FIM which negatively impact
the lower bound on estimation performance. We also observe that the structure of the FIM
in Figure 7.6 is nearly ideal in that it has large diagonal entries and relatively small cross-
term entries. The sensor is notably insensitive to the tyy tensor component, which is the
(2,2) entry. This is attributable to the orientation of the receive coil, which cannot sense
the y-component of the magnetic field very well. If the sensor were rotated 90 degrees, it
would be blind to the x-component of the magnetic field and consequently the txx tensor
component of the FIM would be small. One way to mitigate these blind magnetic field
components without changing the sensor design is to rotate the sensor while it is scanned –
a natural motion when scanning a handheld sensor back and forth. This would allow all
components of the magnetic field to be captured in a given scan.
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Scenario 2: Known Tensor, Unknown Location
In this case, we assume the target tensor is known and the target location is unknown, so
the FIM is





Image plots of the FIM for a txx = 1 and tzz = 1 target at a depth of 7 cm are shown
in Figure 7.7a and Figure 7.7b, respectively. Both figures show the strongest sensitivity
to depth, followed by the x-position and y-position of the target, respectively. This sug-
gests that the depth estimate is better than the x- and y-components, which is true for the
problem as defined. The reason for this is that the amplitude of the target is known which
when combined with the depth sensitivity of the sensor gives a very good depth estimate.
Unfortunately, the amplitude of the target is not usually known in practical applications.
The effects of an unknown amplitude are addressed in Scenario 3. Lastly, it is worth noting
that the structures of the FIMs are ideal in that the only nonzero terms are on the diagonal.
(a) FIM for x-directed dipole target. (b) FIM for z-directed dipole target.
Figure 7.7: 3 × 3 FIMs when only location is unknown. The (3,3) entry is the largest.
Scenario 3: Known Target Type, Unknown Amplitude and Location
In this scenario, we analyze the FIMs for the case where we know the target type but not
its amplitude or location. In other words, we know that the target is either a txx or a tzz
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target, but we do not know how strong the target is. This a priori condition allows us to
demonstrate the coupling between tensor component and target depth while maintaining a
tractable number of unknown parameters. For the two target types considered, there are
four unknown parameters – either txx or tzz, and the target location (xt, yt, zt ). The 4 × 4
FIM under these conditions is shown in (7.21), where ti is either txx or tzz.















Image plots of the FIMs for the txx and tzz targets at a depth of 7 cm are shown in Figure
7.8a and Figure 7.8b, respectively. We see from these images that the FIM is no longer
(a) FIM for x-directed dipole target. (b) FIM for z-directed dipole target.
Figure 7.8: FIMs for x-directed and z-directed dipole targets when the location and ampli-
tude are assumed unknown.
diagonal. There are large off-diagonal terms in the lower left and upper right corner of
the FIMs, indicating a strong coupling between the tensor component and depth. This
large off-diagonal term indicates that changes in depth and the tensor component cause
similar changes in the measurement response. The coupling between these two parameters
explains why it is difficult to differentiate a shallow, weak target from a strong, deep target.
97
Scenario 4: All Parameters Unknown
When all parameters are unknown, the FIM takes the form in (6.15). Since there are 9
unknowns, the FIM is 9 × 9. A visualization of the FIM for a txx = 1 target and a tzz = 1
target is shown in Figure 7.9a and Figure 7.9b, respectively. When the additional param-
eters are included in the FIM for a tzz target, we observe that there is a large txz - xt and
tzz - zt cross-term which degrades our ability to estimate their respective terms. The txx tar-
get has significant cross-terms for tzz - zt , txx - zt , and txz - xt . However, these cross-terms
are smaller because the GT EMI sensor is more sensitive to tzz targets than to txx targets.
(a) FIM for x-directed dipole target. (b) FIM for z-directed dipole target.
Figure 7.9: 9 × 9 FIMs for (a) x-directed dipole and (b) z-directed dipole when all param-
eters are unknown.
ACRBs vs. SNR for Location Parameters
In the previous four scenarios, we explored the different measurement models from the
perspective of the FIM. Now, we compute the ACRBs for the location parameters for the
different scenarios to understand how they change due to the different model assumptions.
We consider the measurement of a z-directed dipole target located at lt = (0, 0, 7) cm using
the previously described GT sensor and measurement scan. We show the ACRBs for the
different model assumptions (excluding Scenario 2 where location is known) along with
the corresponding Monte Carlo results for the xt , yt , and zt parameters vs. SNR in Figure
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7.10a, Figure 7.10b, and Figure 7.10c, respectively.
The bounds for the amplitude and location unknown case match the location unknown
case for the xt and yt , which suggests they are not impacted by not knowing the target
strength. This is because there is no cross-term between the tzz component of the tensor
and the xt and yt parameters which is shown in Figure 7.8. This implies that changes in xt
and yt position of the target are uniquely identifiable from changes in the target amplitude.
However, the
√
ACRB for target depth worsens by almost an order of magnitude when
the amplitude of the target is not known due to the coupling between depth and the tensor
component as is discussed in Section 7.2.3. When the entire target tensor is unknown, the
√
ACRB worsens by approximately half an order of magnitude for the xt and yt positions,
and less than half an order of magnitude for depth. Again, this is due to coupling between
the tensor components and each of the location parameters. Lastly, we observe that the
Monte Carlo results show good agreement with the derived ACRBs.
ACRBs vs. SNR for Nonzero Tensor Component
Like the previous section, we consider the measurement of a z-directed dipole target located
at lt = (0, 0, 7) cm using the previously described GT sensor and measurement scan. In this
section, however, we focus on the change in the ACRB of the nonzero tensor component
under the different model scenarios. We show the ACRB and the corresponding Monte
Carlo results for the tzz component of the tensor in Figure 7.11 for the different model
scenarios. We only show this tensor component to limit the number of figures and because
it exemplifies how the ACRBs for the tensor components change with different levels of a
priori information.
We observe that knowledge of the target location improves the
√
ACRB by approxi-
mately one order of magnitude for the tzz tensor component. This improvement in the
ACRB when the location is known bodes well for the fusion of ground penetrating radar




ACRB vs. SNR for xt coordinate. (b)
√
ACRB vs. SNR for yt coordinate.
(c)
√
ACRB vs. SNR for zt coordinate.
Figure 7.10:
√
ACRB for location parameters (xt, yt, zt ) for a z-directed dipole target com-
pared to Monte Carlo simulations. In 7.10a and 7.10b, the location only unknown line
(dashed green) and the amplitude and location unknown line (solid blue) are overlayed.
itself well to classification. We also see that when all of the parameters are unknown, there
is a further increase in the ACRB as more of the unknown parameters couple with the tzz
component of the tensor components as shown in Figure 7.9.
7.2.4 Application to Time-Domain EMI System
In this section, we compute the ACRBs of the unknown target parameters as a function of
depth for the TEMTADS array [15]. The TEMTADS array differs significantly from the
GT sensor in that it is a fixed array of sensors that operates in a multi-static configuration in
the time domain. It is designed to detect both shallow targets (≤ 30 cm) and deeply buried




ACRB/t0 for tzz component of tensor for a z-directed dipole target.
(≤ 30 cm).
The TEMTADS array consists of 25 co-located transmit and receive pairs arranged in a
fixed 5×5 grid configuration [15]. The 25 transmitters transmit one at a time in a sequence.
The received signal is measured on all 25 receive sensors for each transmission resulting
in 625 measurements. Each measurement has 123 time gates, and thus the measurement
matrix is M ∈ C123×625. When this array is used in practice, the operator attempts to center
the array on the initial detection. As such, we assume for this analysis that the target is
centered under the array.
We plot the ACRBs as a function of depth for a fixed SNR2 for the tensor and the target
location in Figure 7.12 for a z-directed dipole target. For both the tensor components and
the location parameters, the ACRB improves with depth up to depths of 50 cm, where the
trend reverses and the ACRBs begin to worsen as depths increase past 50 cm.
The relatively poor performance at shallow depths when SNR is fixed is due to the fact
that when the target is close to the array, the magnetic field is spatially concentrated under
2A variation of these figures appears in [37], where we define SNR in that paper as SNR = 1/σ2n ·
max
(
|Hs (lt )t |
)2.
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the receive sensor directly above the target, with very little magnetic energy reaching the
other receive sensors. As depth increases, the magnetic field spreads out over the entire
array which provides spatial diversity in the measurement and thus an improved ACRB. If
these ACRBs were plotted for a fixed noise variance as a function of depth, it is expected
that the estimation performance at shallower depths would be better due to higher SNR, as
is pointed out for the GT sensor in Figure 7.4. For this particular TEMTADS scenario, we
see from Figure 7.12b that at 40 dB SNR, the target must be at least 25 centimeters deep to
be able to estimate all the target location parameters within 2 cm the majority of the time.




ACRB for tensor components vs. depth.
Due to the symmetry of the sensor and array
configuration, the txx and tyy curves overlap,
as do the txz and tyz curves.
(b)
√
ACRB for target location vs. depth.
xt and yt curves overlap due to the symmetry
of the sensor and array configuration.
Figure 7.12:
√
ACRB of (a) six tensor components (scaled by t0) and (b) the x-y-z location
for TEMTADs array measurement of a z-directed dipole.
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CHAPTER 8
CRAMER-RAO LOWER BOUNDS FOR TARGETS OF ARBITRARY RANK
FOR THE SUM OF TENSORS MODEL
In this chapter, we derive the CRBs of the unknown parameters associated with measure-
ments of an arbitrary target in the presence of complex white Gaussian noise using the SoT
form of the signal model. We begin the chapter by discussing a few model preliminaries
necessary before deriving the CRBs. Subsequently, we work through the derivation of the
CRBs for the target tensors, relaxation frequencies, their corresponding amplitudes, as well
as the target location. We then validate the bounds for two example targets. This chapter is
an extension of the bounds derived in Chapter 4.
8.1 Preliminaries
As mentioned previously, the choice of basis in (2.15) is arbitrary when representing a tar-
get. However, it cannot be arbitrary in the context of the CRB because all of the unknown
parameters in the model must be identifiable; otherwise, the FIM is singular. This consid-
eration can be illustrated for the signal model of the wire loop target. By examining the
relaxation frequency response together with the tensor in (2.22), one can see that a new pa-
rameter t̃new = α1 · t̃1 could equivalently be defined in the SoT model to reduce the number
of unknowns by 1.
This motivates the need for a basis that can express Tp using the fewest number of
model unknowns possible. The basis we choose for this chapter that meets this requirement
is defined such that the largest αpk term for each k is embedded in the corresponding T̃k .
Under this definition, the magnitude of the αpk terms are all less than or equal to 1, and the
embedded amplitude is dropped from fk (ω). If the amplitudes are defined in this manner,
then each basis tensor T̃k represents both an orientation and an amplitude. Under this basis
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definition, the basis tensors T̃k are equivalent to the tensor amplitudes in [24].
A few examples are necessary to make this basis definition more clear. The tensor for
the copper loop target is t̃1 = [0, 0, α1, 0, 0, 0]T , and the α1 term is dropped from the relax-
ation frequency response. Subsequently, there are 10 unknown parameters in this model:
3 for the target location, 6 for the tensor, and 1 for the relaxation frequency. For a target
consisting of co-located orthogonal copper loops with different relaxation frequencies, the
tensors are t̃1 = [α1, 0, 0, 0, 0, 0]T and t̃1 = [0, 0, α2, 0, 0, 0]T . There are no α terms in the
relaxation frequency responses. In this model, there are 17 unknown parameters: 3 for the
target location, 12 for the tensors (6 for each), and 2 relaxation frequencies. As a final
example, we consider the co-axial loops target. Under this basis definition, the tensor is







There are a total of 12 unknowns in this model: 3 for target location, 2 for relaxation
frequency, 1 for the amplitude, and 6 for the tensor.
The choice of which amplitude is embedded will change the CRBs of the basis tensors
and the amplitudes. However, the parameters that we are really interested in which are the
products of these quantities, are unchanged by this choice.
8.2 Derivation
The measurement model for an arbitrary magnetic target is
m(ω, lTR ) =
∑
k
Hs (lt ) t̃k ⊗ fk (ω)︸                     ︷︷                     ︸
r (θ)
+n (8.1)
where it is assumed that n ∼ CN(0, σ2nI ), and r (θ) is a compact form of the signal model
parameterized by the unknowns in θ =
[
t̃1, t̃2, ... , t̃K, lt, ζ, α
]
rather than the measurement
parameters lTR and ω.
The parameters in θ include K tensors, each of which is t̃k ∈ R6×1, the target location
104
lt ∈ R
3×1, a vector of the relaxation frequencies ζ = [ζ1, ζ2, ... , ζp]T ∈ RP×1, and α ∈ RQ×1
is a real vector of the Q unknown, nonzero αpk terms.1








[m − r (θ)]H [m − r (θ)]
}
(8.2)
When the likelihood function is of the form in (8.2), the entries for the Fisher informa-
tion matrix (FIM) are well understood to be [20]















As can be seen from (8.3), determining the entries of the FIM amounts to calculating partial
derivatives of the signal model with respect to the unknown parameters in θ. The partial of


















( jω + ζp)2
αpk (8.5)








1A general expression for the dimensionality of the α vector as a function of P and K is not possible
to obtain because it is specific to the form of the relaxation frequency responses. If all of the K relaxation
frequency responses have unique relaxation frequencies (no repeated frequencies), then Q = P − K . If
multiple tensors share a common relaxation frequency, there will be more than Q > P − K amplitudes;
however, in this thesis, we typically analyze targets with unique relaxation frequencies for each tensor, so the




































N×6 is the derivative of the magnetic scene matrix with respect to the x-
coordinate of the target location. The partials of the model with respect to the target’s


















s,z (lt ) t̃k ⊗ fk (ω). (8.11b)
























= Hs (lt ) ⊗ fk (ω)
(8.12)
where the columns of D t̃k ∈ C
M N×6 are the partial derivatives with respect to the 6 com-
ponents of the k-th tensor. Each column of D t̃k is thus dt̃i j,k ∈ C
M N×1. We can group
the other model derivatives in a similar fashion according to their associated parameter set.
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Continuing the notation D[·] to indicate a matrix of partial derivatives of the model with
respect to a parameter, we define Dζ ∈ CM N×P to be
Dζ =
[
dζ1, dζ2, ... , dζp
]
(8.13)
Similarly, we define Dα ∈ CM N×Q, Dlt ∈ C
M N×3, and Dt ∈ CM N×6K to be
Dα =
[










D t̃1,D t̃2, ... ,D t̃K
]
(8.16)
We define J (θ) as
J (θ) =
[
Dζ Dα Dt Dlt
]
(8.17)






















































The CRB matrix CCR(θ), which is a lower bound on the covariance of any unbiased esti-
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mator of these parameters, is written as
CCR(θ) = I−1(θ) =

CCR(ζ ) CCR(ζ, α) CCR(ζ, t) CCR(ζ, lt )
CCR(α, ζ ) CCR(α) CCR(α, t) CCR(α, lt )
CCR(t, ζ ) CCR(t, α) CCR(t) CCR(t, lt )
CCR(lt, ζ ) CCR(lt, α) CCR(lt, t) CCR(lt )

(8.20)
where the noise variance fraction has been included in the matrix entries. Each CCR(·)
matrix is the lower bound on the covariance of any unbiased estimator of the parameter(s)
in parentheses. For example, CCR(ζ ) is the lower bound on the covariance of any unbiased
estimator of the ζ terms. Similarly, CCR(α, ζ ) is the lower bound on the covariance of any
unbiased estimator of α and ζ .
The matrices along the diagonal in (8.20), CCR(ζ ), CCR(α), CCR(t), and CCR(lt ), are
of interest because their diagonal entries are the CRBs of the unknown parameters. In other
words, [CCR(θ)]ii = CRB(θii). These quantities are referred to as the SoT CRBs.
8.3 Validation of Rank-K CRB Derivation
In this section, we validate the CRBs derived in Section 8.2. To validate the CRBs, we
perform Monte Carlo analysis for two rank-two targets. We show excellent agreement
between the bounds and the Monte Carlo results for both targets, giving us confidence that
the analytic bounds are correct.
8.3.1 Monte Carlo Description
This section describes the different aspects of the Monte Carlo analysis used to validate the
rank-K CRB derivation including the measurement system parameters and the details of
the Monte Carlo trials.
We consider measurements using the sensor in Figure 2.4 and the scan pattern in Figure
2.3. The measurement frequency scheme is the same as in Section 2.6.
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For each target model, 200 measurement realizations are generated at three different
target SNRs, denoted SNRT , and the unknown parameters are estimated using a maximum
likelihood estimator for each trial. The sample standard deviation is calculated across all
trials for each parameter at each SN RT . The sample standard deviations are shown as blue










The MLE used for the Monte Carlo analysis takes the form shown in (8.22), where r (θ) is
the same as in (8.1).
min
θ
‖m − r (θ)‖22 (8.22)
In solving (8.22), we use the MATLAB built-in function fminsearch(·) with the default pa-
rameters, except for the following: TolFun = 3e−3,TolX = 1e−9,MaxIter = 50e3,MaxFunEvals =
50e3.
8.3.2 Target Descriptions
Target 1: Rank-Two Target with Two Relaxation Frequencies
The first target we consider is the two orthogonal loops target with different relaxation
frequencies from Section 2.4.2. The signal model for this target is
r (ω, lTR ) =
2∑
k=1
Hs (lt ) t̃k ⊗ fk (ω) (8.23)
The tensors for this target are t̃1 = [t1, 0, 0, 0, 0, 0]T and t̃2 = [0, 0, t2, 0, 0, 0]T where t1 = 1
and t2 = 1. The target is located at lt = (0, 0, 7.5) cm. The relaxation frequency response
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In this model, there are 17 unknown parameters: 6 ∗ 2 tensor unknowns, 3 location un-
knowns, and 2 relaxation frequencies. Thus, the FIM is I (θ) ∈ R17×17.
Target 2: Rank-Two Target with Three Relaxation Frequencies
For the second target, we consider a rank-two target with three relaxation frequencies,
where the tensors are not aligned with the coordinate axes. The signal model for this target
is
r (ω, lTR ) =
2∑
k=1
Hs (lt ) t̃k ⊗ fk (ω) (8.26)
To generate the tensors for this target, we begin with t̃1 = [t1, 0, 0, 0, 0, 0]T and t̃2 =
[0, 0, t2, 0, 0, 0]T , where t1 = t2 = 1. We rotate each tensor by α = 30 degrees, β = 60
degrees, and γ = 0 degrees. The rotation matrix is








We convert the tensors to their matrix forms using the relationship in (2.11), apply the rota-
tion using (2.37), and convert back to the linear form using the relationship in (2.11) again.
The resulting tensors for this target are t̃1 = [0.1875, 0.2500, 0.5625,−0.2165,−0.3750, 0.3248]T
and t̃2 = [0.7500, 0, 0.2500, 0, 0,−0.4330]T . The target is located at lt = (0, 0, 7.5) cm. The












where ζ1 = 330 Hz , ζ2 = 90 kHz, ζ3 = 5.4 kHz, and α21 = 1. There are 19 unknowns in
this model: 2 ∗ 6 tensor unknowns, 3 relaxation frequencies, 1 amplitude unknown, and 3













































8.3.3 Comparison of Monte Carlo Analysis to Analytic CRBs
This section contains the comparisons of the Monte Carlo results with the analytic CRBs
for the two targets.
Target 1: Rank-Two Target with Two Relaxation Frequencies
The comparisons of the Monte Carlo results with the analytic CRBs computed for Target
1: Rank-Two Target with Two Relaxation Frequencies are shown in Figure 8.1 for t̃1,
Figure 8.2 for t̃2, Figure 8.3 for lt , and Figure 8.4 for ζ . Excellent agreement is observed
between the Monte Carlo results and the analytic CRBs for all of the parameters.
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Target 2: Rank-Two Target with Three Relaxation Frequencies
The comparisons of the Monte Carlo results to the analytic CRBs computed for Target 2:
Rank-Two Target with Three Relaxation Frequencies are shown in Figure 8.5 for t̃1,
Figure 8.6 for t̃2, Figure 8.7 for lt , and Figure 8.8 for ζ and α21. Excellent agreement is
observed between the Monte Carlo results and the analytic CRBs for all of the parameters.
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Figure 8.1: CRB( t̃1) for Target 1: Rank-Two Target with Two Relaxation Frequencies:
Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid red
line) for the six tensor components in t̃1. Excellent agreement is observed between the
Monte Carlo results and the analytic CRBs.
113
Figure 8.2: CRB( t̃2) for Target 1: Rank-Two Target with Two Relaxation Frequencies:
Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid red
line) for the six tensor components in t̃2. Excellent agreement is observed between the
Monte Carlo results and the analytic CRBs.
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Figure 8.3: CRB(lt ) for Target 1: Rank-Two Target with Two Relaxation Frequen-
cies: Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid
red line) for the three location components in lt . Results are shown in centimeters (cm).
Excellent agreement is observed between the Monte Carlo results and the analytic CRBs.
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Figure 8.4: CRB(ζ ) for Target 1: Rank-Two Target with Two Relaxation Frequen-
cies: Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid
red line) for the two relaxation frequencies. Results are shown in Hertz (Hz). Excellent
agreement is observed between the Monte Carlo results and the analytic CRBs.
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Figure 8.5: CRB( t̃1) for Target 2: Rank-Two Target with Three Relaxation Frequen-
cies: Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid
red line) for the six tensor components in t̃1. Excellent agreement is observed between the
Monte Carlo results and the analytic CRBs.
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Figure 8.6: CRB( t̃2) for Target 2: Rank-Two Target with Three Relaxation Frequen-
cies: Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid
red line) for the six tensor components in t̃2. Excellent agreement is observed between the
Monte Carlo results and the analytic CRBs.
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Figure 8.7: CRB(lt ) for Target 2: Rank-Two Target with Three Relaxation Frequen-
cies: Comparison of Monte Carlo results (circle blue markers) to the analytic CRBs (solid
red line) for the three location components in lt . Results are shown in centimeters (cm).
Excellent agreement is observed between the Monte Carlo results and the analytic CRBs.
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Figure 8.8: CRB(ζ ) and CRB(α21) for Target 2: Rank-Two Target with Three Relax-
ation Frequencies: Comparison of Monte Carlo results (blue circle markers) to the analytic
CRBs (solid red line). Excellent agreement is observed between the Monte Carlo results
and the analytic CRBs for the three unknown relaxation frequencies and the one unknown
amplitude. Note the y-axis extent for the unknown amplitude (lower right) is different than
the three relaxation frequencies.
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK
In this chapter, we summarize the contributions presented in this thesis, organized by chap-
ter, and identify a number of avenues for future work.
9.1 Summary of Contributions
The objective of this research is to derive and analyze the theoretical performance bounds
for the variance of any unbiased estimator (i.e., Cramer-Rao lower bounds) of these target
parameters given a set of EMI measurements. The goal is to provide a framework that is
independent of how the signals are processed for assessing the theoretical performance of
current and future EMI systems and to generate a benchmark for current estimation tech-
niques of these parameters. The framework and corresponding analysis will provide a bet-
ter understanding of the factors that influence these bounds, giving researchers additional
insight to develop better EMI systems and estimators.
The contributions towards the aforementioned goals are described below according to
the chapter in which they are discussed:
• Chapter 3 We derive the CRBs for the tensors, relaxation frequencies, and target loca-
tion for an arbitrary frequency-domain EMI system from the perspective of the sum
of dipoles form of the signal model. We use the transformation property of the CRB
to relate the CRBs of the tensors to actual parameters of interest for classification
including the Frobenius and spectral norms of the tensors.
• Chapter 4 We derive the CRBs for the unknown target parameters associated with the
sum of tensor form of the signal model for rank-one targets, which is a special
class of targets that can be modeled using a single independent basis tensor. This
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derivation enables a direct connection between recent signal processing techniques
for frequency-domain EMI data and the corresponding CRBs.
• Chapter 5 We illustrate how a recent signal processing technique for processing EMI
data factors the measurement into separate frequency and spatial responses, allowing
the relaxation frequencies and their corresponding amplitudes to be estimated sepa-
rately from the target location and the tensor [26]. We compare maximum likelihood
estimators of the unknown parameters using this factorization to the CRBs derived
in Chapter 4.
• Chapter 6 We derive approximate CRB expressions based on the factored frequency
and spatial models for targets that can be described by a single basis tensor. Although
they are approximate, these bounds are essentially the same as the previously derived
CRBs, and the expressions are a simplification over the CRBs derived in Chapter 3
and Chapter 4. These simplified expressions provide a means for developing intuition
for the different factors influencing the CRBs.
• Chapter 7 We use the approximate CRB expressions to carry out different types of anal-
yses for the frequency and spatial unknowns. For the frequency parameters, we ex-
plore the dependence of the CRBs on the spacing between relaxation frequencies,
their relative strength, and the number of relaxation frequencies for a given target
model. For the spatial parameters, we explore the dependence of the CRBs as a
function of the target depth, target rotation, and signal-to-noise ratio.
• Chapter 8 We derive the CRBs for the basis tensors, relaxation frequencies, their corre-
sponding amplitudes, and the target location for an arbitrary frequency-domain EMI
system for a target with an arbitrary number of basis tensors from the perspective of
the sum of tensors form of the signal model. This extension of Chapter 4 removes
the restriction that the targets only have a single independent basis tensor.
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9.2 Future Work
There is ample opportunity for future work related to this thesis. These opportunities can
be broadly assigned to two categories: derivations that extend the ideas in this thesis, and
ideas for using the results in this thesis to improve EMI systems. We have identified the
following derivations that extend the work in this thesis:
• Derivation of the CRBs to include measurements of targets in the presence of the soil
response as well as statistical noise. The problem of estimating the soil parameters
and target parameters is considered in [36], where the soil model is also discussed.
This can be accomplished by adding the soil parameters to the vector of unknowns
θ, and taking the appropriate derivatives.
• Derivation of the CRBs for measurements of targets in the presence of the ground
response, sensor self-response, and statistical noise. The sensor self-response man-
ifests as an additional DC term in the frequency response [13]. This model is also
discussed in [38]. These references are a reasonable starting point for model required
for the derivation.
• Derivation of the CRBs for measurements of targets in the presence of noise with
some covariance Σ. This is a straightforward extension of the results in this thesis,
and can be derived using the generic CRB expression which can be found on pg. 47,
Equation (3.31) in [20].
• Derivation of ACRB expressions for targets with more than one independent tensor.
This is an extension of the ACRB expressions derived in Chapter 6. A good starting
point for doing this might be the model perspective in [25].
• Derivation of the CRBs for multiple targets (not co-located) in the sensor scene.
Assuming the two targets are separated by enough distance so that they are non-
interacting, the CRB for this scenario could be derived by including additional lt
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terms for the different target locations in (3.1) and taking derivatives with respect to
each lt term.
We have identified the following ideas for improving EMI systems that are based on the
work in this thesis:
• One could use the CRB or a function of the CRB as a criteria for determining the
”optimal” frequency measurement scheme for frequency-domain EMI sensors. For
example, one might set up an optimization problem to minimize some function of
the CRB over the relaxation frequency bandwidth of interest.
• One could also explore the trade-off between power per frequency and number of
frequency measurements using the CRB or some function of the CRBs for the relax-
ation frequencies as a metric.
• One could also incorporate the CRBs of the unknown parameters as a metric for





RELATIONSHIP BETWEEN THE ROTATED TENSOR AND ITS DIAGONAL
TENSOR ENTRIES IN THE TARGET COORDINATE SYSTEM
In this section, we describe a matrix U which is used to relate a tensor tp to the diagonal
entries of the tensor in the target coordinate system. The need for the matrix U first arises
in this thesis in (2.39), and then later in (3.18).
We begin with (2.39), repeated below in (A.1).









R(α, β, γ) =

cos α cos β cos α sin β sin γ − sin α cos γ cos α sin β cos γ + sin α sin γ
sin α cos β sin α sin β sin γ + cos α cos γ sin α sin β cos γ − cos α sin γ











The diagonal components ofΛp, referred to as λp ∈ R3×1, are related to tp = [t1, t2, t3, t4, t5, t6]T ,
the linear form of Tp, through λp = Utp, where U (α, β, γ) ∈ R3×6 is the linear form of the
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3 are defined in (A.5).
uT1 =

cos2 α cos2 β
(cos α sin β sin γ − sin α cos γ)2
(cos α sin β cos γ + sin α sin γ)2
2(cos α cos β)(cos α sin β sin γ − sin α cos γ)
2(cos α sin β sin γ − sin α cos γ)(cos α sin β cos γ + sin α sin γ)




sin2 α cos2 β
(sin α sin β sin γ + cos α cos γ)2
(sin α sin β cos γ − cos α sin γ)2
2(sin α cos β)(sin α sin β sin γ + cos α cos γ)
2(sin α sin β sin γ + cos α cos γ)(sin α sin β cos γ − cos α sin γ)





cos2 β sin2 γ
cos2 β cos2 γ
2(− sin β)(cos β sin γ)
2(cos β cos γ)(cos β sin γ)
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