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Electricity generation accounts for nearly half of the total CO2 emissions in the
United States [1]. For this reason, the development and integration of renew-
able resources will play an essential role in achieving the societal objective of
mitigating climate change through reduction of greenhouse gas emissions. In
conjunction with the environmental benefits of renewable energy, the most com-
mon renewable sources, such as wind and solar, also increase the uncertainties
surrounding generation in power systems, which adds significant challenges
to the system operation and planning. The uncertainties and forecasting errors
surrounding renewable generation are normally addressed through the use of
reserves from traditional generators. At greater levels of renewable penetra-
tion, sufficient generator reserves may not be available or economically viable.
In contrast, the promise of demand-side resources in this arena lies in the spa-
tially widespread availability, rapid response potential, and lower cost of fea-
tures that already exist in the system. However, the challenge of responsive
demand arises from the need to understand, manage, and incentivize a very
large number of resources to participate effectively in efficient operation of the
complex power system. Since demand response comes from the distribution
system, microgrids as the basic building blocks of future distribution systems
will be a critical environment for the study of demand response. To support
integration of microgrids with flexible loads in future power systems, the op-
erational mode of power systems will need to evolve. Therefore, it is going to
be critical to have new and efficient co-optimization methods for coordination
of the various power market participants and the scheduling of resources in the
power systems of the future.
Motivated by the rapid increase in renewable penetration, the need for effec-
tive demand response programs, and a changing system structure, this disserta-
tion seeks to define a new strategy that supports co-optimization of various par-
ticipants in power systems with emphasis on high renewable penetration and
demand response. This strategy has three components; 1) an exploration of the
capabilities of different types of demand response programs in a microgrid, 2)
development and implementation of a bi-level framework for co-optimization
of the main grid with high renewable penetration and a microgrid with demand
response capabilities, and 3) expansion of the bi-level framework from a micro-
grid to a general distribution system to explore the advantages of the bi-level
co-optimization approach over the traditional optimization approach.
Conclusions of this work illustrate that the stochastic rolling horizon ap-
proach could effectively manage the operation of a microgrid with various de-
mand response programs. In addition, the bi-level approach is a promising co-
optimization framework for the transmission and distribution levels that could
increase system renewable penetration and reduce operation costs. Compared
to the traditional framework, the bi-level framework yields more equitable cost
sharing patterns among the market participants as well as better support for the
power system evolution.
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CHAPTER 1
INTRODUCTION
A power system consists essentially of three operations: generation, transmis-
sion, and distribution. Generation converts mechanical and/or thermal en-
ergy to provide power supply. Transmission moves power over larger regions
through high voltage networks of transmission lines, from generators to dis-
tribution systems at various nodes in the transmission networks. Distribution
moves power through a lower voltage system that distribute power to individ-
ual loads.
Power system operation can be roughly classified by timescale into long-
term planning, day-ahead Unit Commitment (UC), and hour-ahead to real-time
operation, In this work, we consider two of the key problems; the day-ahead UC
problem, and the hour-head problem. In UC problem, the commitment sched-
ule of the generators must be determined and fixed for the real-time operation
to account for startup, shutdown, and run-time constraints of the generators.
The generation schedules of the selected generators and the power flow in the
transmission network are determined according to the forecasted real-time load.
The second key problem is the hour-ahead to real-time economic dispatch (ED)
problem, which is often also called a recourse problem. As there are always
errors in the forecasted load, the day-ahead generation and power flow deci-
sions need to be adjusted in real-time to compensate for deviations from the
load forecasts. The resources used in such generation adjustments are called
recourse resources or generation reserves. The day-ahead UC and real-time ED
problems are optimized in a way that seeks to minimize the total system oper-
ation cost, achieve a balance between system supply and demand, and satisfy
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various physical constraints on the system.
1.1 Evolution in Power Systems
There are currently two major changes underway in power system operations.
The first is occurring in distribution systems. The popular term “smart grid“
is mainly used to describe the evolving distribution systems. Traditional dis-
tribution systems are largely passive, with little in the way of active devices
such as distributed generation. The network in most traditional distribution
systems are radial and limited to uni-directional power flow. As a result, opera-
tion of the distribution system is very simple in its current implementation, and
the distribution system is normally represented as a single load from the per-
spective of the transmission system. However, the distribution system of the
future is envisioned as a very dynamic and active system with various types
of distributed generation (DG) and energy storage devices. In addition, it is
possible that the power flow will change from uni-directional to bi-directional.
To cater the above changes, the network will transform from a radial network
to a meshed network, and the excess generation in the distribution system will
be able to be sold back to the transmission system. The current distribution
framework will no longer be suitable for accommodating such major changes
in power distribution.
To deal with the changing distribution system, the concept of a microgrid
(MG) has emerged. MGs are localized grids that can disconnect from the tradi-
tional grid and operate autonomously. A comprehensive MG typically includes
fossil-fuel based generation, renewable generation, energy storage units, and
2
flexible loads. During normal operation, most MGs maintains a connection to
the main grid, including exchanging energy. In case of a grid disturbance, the
MG can disconnect from the grid and operate in an independent ”islanded”
mode to maintain the supply reliability for the microgrid consumers. In this
way, MGs may significantly improve the reliability and security of power sys-
tems. In addition, MGs serve as reasonable hosts for DG, as MGs and DG are
both intended to meet local power needs and they operate on the same scale.
Based on these desirable characteristics, MGs may become the distribution sys-
tem of the future, as the basic building blocks of the future grid. However, a
microgrid is more complex than a traditional distribution system with diverse
components and similar functionalities as the main grid, requiring an adequate
optimization framework for scheduling of its resources, as well as an ability to
cooperate with the main grid.
The second revolution in power systems is the increasing generation of elec-
tricity by variable renewable sources of energy such as wind and solar. Cur-
rently, 29 of the 50 U.S. states have developed renewable portfolio standards
which mandate that a minimum percentage of electricity be generated from re-
newable sources by some year in the near future [3]. For example, in New York
State, the goal is to increase the renewable penetration level from 28% in 2017
to 70% by 2030 [4]. As utilization of renewable resources continues to increase,
power systems will require methods for dealing with the uncertainties inherent
in the generation of electricity via renewables and methods for leveraging any
available flexibility to support operation of the system in an efficient and reli-
able manner. The current level of generation by renewables in the U.S. power
system is low enough that the uncertainties introduced by renewable sources of
energy can be managed via ramping and by utilization of reserves provided by
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other existing generators within the system. If the penetration by renewables
gets significantly higher, these reserves may not be sufficient or could become
prohibitively expensive. To address this, the electric power industry is actively
investigating alternative strategies to ensure reliability and sustainability. The
most daunting challenges in the transformation of power systems arise from
the timescale for implementation and the prohibitive cost of solutions such as
fast-ramping generation or grid-scale storage.
As renewable generation introduces increased variability in the system, an
attractive and sustainable alternative to using fossil-based generation for man-
aging variability is to leverage load flexibility through demand response (DR)
programs that adapt the load pattern to accommodate uncertainties and fore-
casting errors. Responsive loads can be roughly categorized as price-based de-
mand response, in which users respond to price signals, and incentive-based
demand response, an approach that’s typically managed by aggregators or load-
serving entities. Demand response programs are not new; for example, incen-
tive programs designed to reduce load consumption can be traced back to 1970
in the U.S.. Previous research has shown several potential benefits of DR, in-
cluding peak-load reduction, mitigation of outage risk, market-clearing price
reduction, and improvements in social welfare and environmental outcomes
[5, 6, 7, 8, 9, 10, 11]. The flexibility provided by DR offers attractive opportu-
nities for dealing with fluctuations in renewable generation. For example, the
study presented in [12] shows that price-based DR can mitigate the cost effects
of wind generation in UC decision processes, and the simulation analysis per-
formed in [13] illustrates the effects of price-based DR in UC decisions for power
systems with wind and solar photovoltaic power. As microgrids will be impor-
tant building blocks of the power system of the future, it is crucial to examine
4
the optimal MG framework in the context of assorted DR programs.
Inspired by the aforementioned power system trends and needs, the goal
of this dissertation is to develop an appropriate framework for the dynamic
distribution system of the future, and a co-optimization framework for the dis-
tribution and main grid with sufficient support for high renewable penetration
and demand response programs. It is hoped that this work will provide some
ideas and insight to support the future smart and sustainable grid.
1.2 Organization of the Dissertation
The rest of this dissertation is organized as follows:
Chapter 2: In this chapter, the potential of DR to reduce system operation cost,
while supporting renewable integration is investigated in the context of a micro-
grid. Three types of DR programs, targeting thermostatically controlled loads
(TCL), deferrable loads (DL), and elastic loads (EL), are explored in the con-
text of various system conditions. Since systems with significant renewables
and DG are subject to high levels of uncertainty that evolves through time, a
stochastic rolling-horizon framework is proposed for optimization of microgrid
operation, which incorporates updates of the renewable generation forecast and
the energy market real-time prices (RTP).
Chapter 3: Using the proposed optimization method for operation of the mi-
crogrid with different DR programs, co-operation of the transmission and mi-
crogrid systems is analyzed under a bi-level optimization framework. First,
the formulation and solution methodology of this bi-level problem is described,
and then its performance on the basis of system performance and renewable in-
5
tegration is analyzed and compared under various system configurations.
Chapter 4: As a microgrid is a particular form of distribution system, it is im-
portant to test the co-optimization strategy presented in the previous chapter on
a more general distribution system. This chapter applies bi-level optimization
to co-optimize the transmission system and distribution system in a way that
meets the needs of the distribution system of the future and takes advantage of
DR to address the stochasticity of wind power. The proposed bi-level approach
is compared to the traditional centralized optimization approach in terms of the
system cost, renewable penetration integration, system expansion, and environ-
mental impact.
Chapter 5: In this chapter, the conclusion of all three studies conducted is pre-
sented.
6
CHAPTER 2
OPTIMAL OPERATION OF MICROGRIDS WITH
LOAD-DIFFERENTIATED DEMAND RESPONSE AND RENEWABLE
RESOURCES
As the level of renewable and distributed energy resources (DER) increases
in power systems, there is a coincident effort to ensure ongoing reliability. The
development of microgrids is likely to play a central role in this development
globally. However, a counterpoint is the high cost of microgrid operations, and
there exists a need to develop efficient tools to operate microgrids optimally
and economically. In this chapter, the potential of demand response (DR) to
reduce microgrid operation cost while supporting renewable integration, is in-
vestigated. Three types of DR, namely thermostatically controlled load (TCL),
deferrable load (DL) and elastic load (EL), are explored in the context of various
system conditions. Since systems with significant renewables and DER are sub-
ject to high levels of uncertainty, the investigation is conducted under a stochas-
tic rolling horizon optimization framework that leverages the update of renew-
able generation forecast and the energy market real-time prices (RTP). A case
study illustrates that certain system conditions, such as price peaks and mod-
erate temperatures, facilitate best demand response performance. Conversely,
inaccurate price forecast information can lead to ineffectual operation of micro-
grids and result in higher cost. The insights provided by the study of various
types of DR are helpful for microgrid design with consumers’ preferences taken
into consideration.
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2.1 Introduction
Microgrids, defined by the U.S. Department of Energy as ‘localized grids that
can disconnect from the traditional grid to operate autonomously’ [14], have
been receiving increasing attention in recent years. The autonomous operation
of microgrids adds the potential to support resilience and reliability of nation’s
electrical power grid in dealing with disturbances or natural disasters [15]. In
addition, microgrids could also alleviate transmission congestion, reduce trans-
mission losses, and provide demand response (DR) capabilities [16]. These char-
acteristics make microgrids a basic building block of a decentralized and robust
future grid. The future distribution network could be comprised of many micro-
grids, which would require the network to operate differently in various ways.
One key difference will be the effective and widespread use of DR in response
to system signals. Recently, aggregation services that leverage consumers in the
distribution network to provide DR to the system have being developed. In the
future, the role of DR aggregator could be assumed by microgrids that can pro-
vide a range of DR programs for its customers for the purpose of optimizing the
microgrid as well as providing services to the broader system.
In pursuit of this future, the optimization of microgrid operations with DR
has emerged as an important research area for sustainable power systems. It is
generally presumed that a sustainable future grid typically includes renewable
generation in conjunction with microgrids, and as a result there is a recent body
of work considering the use of microgrid optimization, specifically for the man-
agement of renewable uncertainty. These efforts have considered a range of ap-
proaches that can be roughly classified as deterministic-equivalent methods or
scenario-based stochastic programming. Specifically, authors in [17, 18, 19, 20]
8
incorporate uncertainty via a deterministic optimization framework with a sin-
gle expected forecast for the uncertain inputs. Subsequently, deterministic rolling
horizon approaches have been implemented to take advantage of updated in-
formation as the model moves through the operation time-frame, still in a
deterministic formulation [21, 22, 23, 24, 25]. However, recent work such as
[26, 27, 28, 29], has addressed the issue that a single forecast is unlikely sufficient
to characterize the uncertain generation, and develop a stochastic optimization
approach. Stochastic programming models use a range of input scenarios that
better characterize uncertainty, though none consider the revealing of informa-
tion over the operating periods. In [30], the authors analyzed the economic and
environmental impact of a microgrid with a stochastic model predictive control
approach, which makes use of the revealing of information over the operating
periods. The approach uses a stochastic programming style formulation that
solves for a single policy for all the scenarios and minimizes the expected cost
to compensate the deviation between the solution and all the scenarios based
on an exogenously defined deviation cost. However, a single policy for all fu-
ture scenarios put unnecessary restrictions to the flexibility of the solution, and
characterize the cost and resource allocation for the future scenarios in a vague
way, which might influence the optimality of the current period solution. It
is our assertion that since future microgrids will likely incorporate uncertain
renewable energy sources, a stochastic optimization approach is suitable to en-
sure appropriate management of uncertainty. In addition, real-time pricing is a
necessary condition for many DR programs and the real-time market clears on
a rolling basis, therefore a rolling horizon approach is a natural framework to
replicate the constantly updated renewable and pricing information. The com-
bination of these requirements leads naturally to the use of a stochastic rolling
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horizon framework to ensure practicality for real microgrid use. The stochastic
rolling horizon approach in this paper solves for a solution for each scenario as
it evolves through time, which provides a more detailed and accurate picture of
cost characterization and resource allocation for each scenario. Only the current
period decision, which is the same for all the scenarios, is implemented in each
iteration.
DR has been acknowledged as an effective way to reshape the load profile
and reduce the system costs [31]. There are two broad classes of DR: price-based
DR and incentive-based DR [31]. The former induces DR effect on elastic load
under dynamic prices [21, 26, 27, 29, 19, 23], whereas the latter uses structured
incentives to achieve the same effect mainly on shiftable loads [21, 22, 28, 25, 32].
Price-based DR has also been applied to the specific case of DR from thermo-
statically controlled loads in [33, 24]. Despite the recent interest in the impact
of DR including on system operations, it seems that none of the previous work
has considered the potential of leveraging the three types of DR (i.e., thermo-
statically controlled load (TCL), deferrable load (DL) and elastic load (EL)) to-
gether in a MG. To address this question, the work described here considers
three classes of loads within a microgrid, with distinct DR programs for each,
as explained in detail in Section 2.2.
To explore the potential of an active microgrid in this context, the system
considered here includes a generator, a storage unit, a wind farm, aggregated
loads of various types, and the ability to exchange power with the main grid.
The aggregated loads provide three types of DR and are based on real load data
classifications including thermostatically controlled load, deferrable load and
elastic load. Since a microgrid typically covers a small local area with a power
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capacity of a few MWs [34] with very limited power in the setting of the market
price, it is assumed that the microgrid is a price taker in this context. Under
these conditions, a stochastic rolling horizon model is implemented to optimize
the operation of the microgrid, including use of the three types of DR available
and its interaction with the main network, to lower the microgrid operation
cost.
In contrast to previous work, this paper presents a new stochastic rolling
horizon approach for the operation of a comprehensive microgrid with renew-
ables, storage, and self-generation. This approach provides an ability to match
the characteristics of the real-time market and the uncertain nature of renewable
generation. Additionally, this analysis represents realistic DR classes based on
accepted classification of real load data to correctly represent flexibility. This
modeling framework is implemented in a case study using real historical data
from a utility in the United States to accurately reflect system conditions.
2.2 Demand Response
Four types of loads are analyzed in this study, characterized according to the
U.S. residential energy use data from Energy Information Administration[35],
including thermostatically controlled load (TCL), deferrable load (DL), elastic
load (EL) and inelastic load. The load classification is given in Table 2.1. The
‘Others’ category includes miscellaneous loads such as portable heaters and hair
dryers. It is assumed that half of the ‘other’ group of loads is elastic and half
is inelastic. With the exception of the inelastic load, all classes of loads are as-
sociated with their own demand response program. In some previous work
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relating to load modeling, many classes of load such as DL and TCL are mod-
eled with variations on cross-elastic components. In this work, DL is modeled
separately to more accurately characterize this class of load instead of using a
cross-elasticity coefficient to represent it. Similarly, TCL is considered as a sepa-
rate class of loads, and use the more accurate method of representing the aggre-
gated TCLs based on the work of [36]. For the strictly elastic loads, we use an
elasticity coefficient based on the reference [37], to characterize their behavior,
as modeling them more concretely would not be an easy task.
Category End Use Share
TCL
Space cooling 13%
Space heating 9%
DL
Dishwashers 2%
Clothes dryers 4%
Clothes washers 1%
EL
Lighting 11%
Televisions and related equipment 6%
Inelastic
Load
Refrigeration 8%
Furnace fans and circulation pumps 4%
Computers and related equipment 1%
Cooking and water heating 11%
Freezers 2%
Others 28%
Table 2.1: Load Classification
2.2.1 Thermostatically Controlled Load
There are many thermostatically controlled loads in homes including; heating,
cooling, hot water heaters, and refrigerators. In this work, we consider only
heating and air conditioning load to be controllable TCLs, because in the cen-
tral north region studied in this work, 70% of the heating is by gas according to
[38]. In order not to overestimate the contribution of water heating appliances to
flexibility, water heaters are excluded. Refrigerators are also excluded, because
1) refrigeration load is much smaller than HVAC, 2) food quality is very sen-
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sitive to temperature change, and the temperature inside the refrigerator could
change very quickly due to the opening and closing of the doors and/or changes
in contents in a small volume, and 3) consumers may not feel comfortable risk-
ing food quality for small savings in energy costs. The flexibility of TCL comes
from the fact that there is a narrow range of temperature that is considered com-
fortable [39]. This range (e.g. 21◦C ∼ 23◦ C) provides TCL with the flexibility
to consume more or less power in response to the changing energy prices to
reduce the energy cost. TCL demand response is similar to an energy storage
unit in terms of modeling, as they have similar operating characteristics. Specif-
ically, TCL has energy and power bounds due to the comfortable temperature
range. The calculations of those bounds and the data for different temperatures
are given in [36]. Here it is assumed that the lower bounds of the power capac-
ity and energy capacity are zero. The TCL model is a model of the aggregated
power of a population of TCLs, and different TCLs may have different thermal
insulation environments, which introduces differences in the TCL characteris-
tics. Therefore, there is some inherent error in this aggregation, as there is in
any model. A single TCL model assuming average TCL characteristics is used
in this work, which are determined from [36]. The constraints associated with
TCL are listed below:
0 ≤ S t ≤ S¯ t(T ), 0 ≤ Pct ≤ P¯ct (T ),∀t (2.1)
S t+1 = S t + δt(Pct − Pcbt (T )),∀t (2.2)
Equation (2.1) restricts the energy and power level of TCL to be within their
energy and power bounds respectively. Equation (2.2) is the evolution process
of the energy state, wherein the energy state of the TCL in the current period is
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the sum of the state in the previous period and any TCL deviation from the TCL
baseline in a time step δt for temperature T . The TCL charges when the real
power consumption is higher, and vice versa. The power and energy capacity
profiles from [40] are used for our study. With bidirectional communication
capability between the microgrid control center and the TCL controller, TCL
DR is often realized through direct load control [41]. It is assumed that the
microgrid controller has the household information and centralized control for
this type of resource.
2.2.2 Deferrable Load
The second category of loads are deferrable loads (DL), and are those that can
be delayed until later in the day, such as washing machines and dish washers
[42]. The timing for serving this type of load has some, though not infinite, flexi-
bility. Dishwasher cycles can be delayed within a few hours to run during lower
price periods, for example. However, there may be restrictions on the delay of
DL, related to consumer needs or convenience, which necessitates specification
of a deadline for completion of the job. Any inconvenience to the user caused
by the delay could be specified and penalized in the objective function. For
simplicity, the waiting penalty is neglected in this work, though the deferrable
loads are constrained to be served within a specified time period. In addition to
the energy cost savings, DLs could also benefit from certain incentive programs
for load shifting. Specifically, in order to alleviate the stress on the power sys-
tem during peak hours, some programs are created to encourage load shifting
by providing financial incentives to the customers. This is often referred to as
the voluntary demand response in industry, such as the Emergency Demand
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Response Program (EDRP) in NYISO [43]. Given a baseline consumption for
the loads without the DR program, the utility could incent load reduction from
that baseline during periods of system stress. For example, EDRP compensates
load reduction at the maximum of $500/MWh or the RTP [44]. In this work,
the RTP is used as the load reduction incentive. It is assumed that in future
smart homes, the deferrable appliances could be equipped with communica-
tion capability that could send information to the microgrid central controller.
Given information about the user’s preferences and incentives, the microgrid
controller schedules the DL in a way that not only satisfies the user’s require-
ments, but also minimizes the cost of DL. The constraints associated with DL
are:
∑
t∈T
Ldt =
∑
t∈T
Ldbt ,∀s, t (2.3)
tb∑
t=ta
Ldt ≤
tb∑
t=ta
Ldbt ,∀tb ≥ ta (2.4)
Ldt ≥ 0,∀t (2.5)
Equation (2.3) ensures that the total DL within the operation horizon is the same
as the sum of the base DL in the horizon. By requiring the total DL from a
starting period ta to a later period tb not to be greater than that of the base DL,
equation (2.4) ensures that the DL could only be deferred to a later period, rather
than moved to an earlier period. The DL constraints apply to the same scenario
trajectory across different time periods. This DL model in based on the model
in [45]
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2.2.3 Elastic Load
In addition to TCL and DL, the last type of responsive load is defined as elas-
tic load, including portable heaters and portable air conditioners, which lack
the price responsive controllers to act as TCLs. Entertainment devices, such as
televisions are considered price responsive in this case study. The consumption
of this type of load is due to the consumer awareness of pricing information
and their corresponding actions [46]. If the price for a certain time step is sig-
nificantly higher than the reference price, the user might use less, which corre-
sponds to a negative price elasticity. Formally, the elasticity of load is defined as
the percentage change in load (∆q) due to the percentage change in price (∆p)
as shown below [47]:
ε =
∆q
∆p
The change in price/load is relative to some reference price/load; the reference
price is the fixed electricity price and the reference load is the load under the
fixed price. The actual price is the microgrid import cost. The change of load
consumption due to the change of price in the same time step is called self-
elasticity (ε). The elastic load profile under dynamic prices is as follows:
Let = max
(
Lebt
(
1 + εt
pt − p f
p f
)
, 0
)
,∀t (2.6)
where Lebt is the base elastic load in period t, pt is the real-time price for period t
and p f is the flat-rate price across all periods, which is calculated as the average
monthly real-time price. The second term in the parenthesis is the contribution
of self-elasticity. Equation (2.6) shows that the elastic load is based on the in-
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elastic load plus the contribution of load elasticity, and it is non-negative. This
EL model is based on the model in [47].
2.2.4 Inelastic Load
The last category of load is inelastic load which has very limited flexibility and
thus does not respond to dynamic prices, and the load profile of this type of load
is fixed. Electric cooking load is an example of this type of load, which cannot
provide demand response. Similarly computer use is assumed to support work
and is not elastic. In the optimization problem, inelastic load is modeled as a
fixed load.
2.3 Optimization Model
For clarity, the rolling horizon approach is first described in a deterministic con-
text. The stochastic version used in this work is then described using scenario
trees for the uncertain parameters, followed by a summary of the overall imple-
mentation of the modeling framework.
2.3.1 Deterministic Rolling Horizon Optimization
A rolling horizon approach is commonly used for the operation planning with
constantly updating forecast information in many industries [48]. As illustrated
in Fig. 2.1, the main feature of this approach is the incorporation of updated
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information, including past decisions, into the optimization model, as they be-
come available. Only the current decisions are implemented, while the future
decisions are preliminary and will be updated in future iterations with updated
forecasts. This process repeats until all the periods in the planning horizon reach
implementable decisions. In this way, all available information is incorporated,
and the operation of the current period is scheduled anticipating future system
conditions. Please refer to [48] for a detailed treatment of rolling horizon op-
timization. The objective function of the problem is to minimize the operation
1 2 3 4 5 6
2
3
1
: past decision : current decision : future decision
3rd Stage Problem
2nd Stage Problem
1st Stage Problem
Planning Horizon
Time
Figure 2.1: Rolling Horizon Framework with Deterministic Forecasts
cost of the microgrid over a planning horizon of T periods starting from pe-
riod k. The operational cost is associated with the microgrid’s generation fuel
cost (PgtCg), storage cost (BtCb) for maintaining its energy level, power exchange
net cost (i.e., energy import cost (Pimt Cimt ) - energy export revenue (Pext Cext )) with
the main grid, a penalty for deferring DL (Cdl(Ldt )) and an incentive for the DL
((Ldt − Ldbt )Pinct ):
ob j =
k+T−1∑
t=k
(
PgtC
g + BtCb + Pimt C
im
t − Pext Cext +Cdl(Ldt ) − (Ldt − Ldbt )Pinct
)
(2.7)
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2.3.2 Stochastic Rolling Horizon Optimization
Though very simple to implement, a deterministic approach may not be realis-
tic in practice, as it does not account for potential deviations from the forecasts.
Hence, a stochastic approach is more suitable. Therefore, scenario trees are used
to account for different wind scenarios as shown in Fig. 2.2. This structure sug-
gests a stochastic programming approach within the rolling horizon framework.
The scenario-based stochastic programming technique presented in [49, 50] has
been used in this work. The uncertain parameters in this work are wind gen-
1 2 3 4 5 6
2
3
1
: past decision : current decision : future decision
Scenario Tree 3rd Stage Problem
Scenario Tree 2nd Stage Problem
Scenario Tree 1st Stage Problem
Planning Horizon
Time
Figure 2.2: Rolling Horizon Framework with Scenarios
eration and the energy price. Realizations of wind generation and prices are
rolled out in an hourly fashion. For a modeling timeframe of T periods starting
from period k, the wind generation and the microgrid real-time power exchange
price are realized for period k. The model uses the realized uncertain variables
to reach a single solution for the current period, and future wind scenarios and
the day-ahead prices (DAP) to reach a set of solutions for the future. Only the
decisions for the current period, which are the same for all the scenarios, are
implemented, and the future decision sets are used to guide the decisions tak-
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ing into account possible future conditions. This is especially important for the
scheduling of the microgrid storage, as optimal charging and discharging deci-
sions are required for the storage using future wind and DAP forecasts.
The optimization model decides the optimal microgrid operation for the fol-
lowing decision variables:
xt,s = [Pct,s, S t,s, Bt,s,W
c
t,s, P
w
t,s, L
d
t,s, P
ex
t,s, P
g
t,s, P
im
t,s, P
b
t,s]
The interpretation of the cost terms in the multi-scenario objective function is
the same as that in the deterministic problem objective function in Eq. 2.7. In
contrast to the deterministic framework, now the decision variables are also
indexed by a subscript s to account for the variation of the scenarios. The objec-
tive function and constraints for the microgrid operation are given below. For
the starting period k of T periods, the cardinality of the scenario set S k is one as
the uncertainty is realized for that period.
Multi-scenario Objective function:
F(xt,s) =
k+T−1∑
t=k
∑
s∈S t
pit,s
(
Pgt,sC
g + Bt,sCb + Pimt,sC
im
t − Pext,sCext
+Cdl(Ldt,s) − (Ldt,s − Ldbt,s)Pinct
)
• Generation constraints:
R ≤ Pgt,s − Pgt−1,s ≤ R¯,∀s ∈ S t, t ∈ k, ..., k + T − 1 (2.8)
P ≤ Pgt,s ≤ P¯,∀s, t (2.9)
Pgt,s ≥ 0,∀s, t (2.10)
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The generator’s ramping constraint is described in Eq. (2.8). Equation
(2.9) limits the generator’s output to an upper and lower bound.
• Storage constraints:
Pb ≤ Pbt,s ≤ P¯b, B ≤ Bt,s ≤ B¯,∀s, t (2.11)
Bt,s = αBt−1,s + βPbt−1,s,∀s, t (2.12)
Bt,s ≥ 0, Pbt,s ∈ IR,∀s, t (2.13)
Equation (3.23) restrict the storage’s output power and the energy state
to their upper and lower bounds. Equation (2.12) shows the transition of
the storage energy state from one hour to the next considering the energy
storage standing loss coefficient α and charging/discharging efficiency β.
A positive/negative Pbt,s value corresponds to charging/discharging (note:
βPbt−1,s in Eq. (2.12) becomes
Pbt−1,s
β
in the case of discharging). This energy
storage model is based on [28].
• Point of common coupling constraints:
Pext,s ≤ PCC, Pimt,s ≤ PCC,∀s, t (2.14)
Pext,s, P
im
t,s ≥ 0,∀s, t (2.15)
At the coupling point of the microgrid with the main network, there is a
limit on the amount of power that can be exchanged as characterized by
Eq. (2.14).
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• Wind curtailment constraint:
Wct,s ≤ Pwt,s ≤ P
w
t,s,∀s, t (2.16)
Pwt,s,W
c
t,s ≥ 0,∀s, t (2.17)
Wind curtailment may be necessary if the microgrid cannot absorb all the
wind generation, and it is not possible to sell excess power back to the
bulk system due to the power limits at the point of common coupling.
Equation (2.16) constrains the wind curtailment amount to be less than
the total wind generation.
• Power balance constraint:
Pgt,s + P
w
t,s − Pbt,s −Wct,s − Lit − Pct,s1Pc − Let,s1Le − Ldt,s1Ld
= Pext,s − Pimt,s,∀s, t (2.18)
Pct,s, L
e
t,s, L
d
t,s ≥ 0,∀s, t (2.19)
where 1 j = {1 if the DR type j is enabled, 0 otherwise} is the indicator
function for a type of DR. The user could specify what DRs to include in
the optimization with the indicator function according to the presence of
DRs. Equation (2.18) requires the microgrid load to be met with different
power sources.
• Demand response constraint:
The DR constraints in Eqs. (2.1) - (2.6) need to be considered in this prob-
lem for each scenario.
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Finally, the optimal microgrid dispatch problem reads:
min
xt,s
∑
s∈S t
k+T−1∑
t=k
pit,s
(
Pgt,sC
g + Bt,sCb + Pimt,sC
im
t − Pext,sCext +Cdl(Ldt,s) − (Ldt,s − Ldbt,s)Pinct
)
(2.20a)
s.t.: S t+1 = S t + δt(Pct − Pcbt (T )),∀t (2.20b)
0 ≤ S t ≤ S¯ t(T ) (2.20c)
0 ≤ Pct ≤ P¯ct (T ),∀t (2.20d)∑
t∈T
Ldt =
∑
t∈T
Ldbt ,∀s, t (2.20e)
tb∑
t=ta
Ldt ≤
tb∑
t=ta
Ldbt ,∀tb ≥ ta (2.20f)
Ldt ≥ 0,∀t (2.20g)
Let = max (L
eb
t (1 + εt
pt − p f
p f
), 0),∀t (2.20h)
R ≤ Pgt,s − Pgt−1,s ≤ R¯,∀s ∈ S t, t ∈ k, ..., k + T − 1 (2.20i)
P ≤ Pgt,s ≤ P¯,∀s, t (2.20j)
Pgt,s ≥ 0,∀s, t (2.20k)
Pb ≤ Pbt,s ≤ P¯b (2.20l)
B ≤ Bt,s ≤ B¯,∀s, t (2.20m)
Bt,s = αBt−1,s + βPbt−1,s,∀s, t (2.20n)
Bt,s ≥ 0,∀s, t (2.20o)
Pext,s ≤ PCC (2.20p)
Pimt,s ≤ PCC,∀s, t (2.20q)
Pext,s, P
im
t,s ≥ 0,∀s, t (2.20r)
Wct,s ≤ Pwt,s,∀s, t (2.20s)
Pwt,s,W
c
t,s ≥ 0,∀s, t (2.20t)
Pgt,s + P
w
t,s − Pbt,s −Wct,s − Lit − Pct,s1Pc − Let,s1Le − Ldt,s1Ld = Pext,s − Pimt,s,∀s, t
(2.20u)
Pct,s, L
e
t,s, L
d
t,s ≥ 0,∀s, t (2.20v)
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The above stochastic program, written in extensive form, is linear since the
objective function and the constraints are linear functions of the decision vari-
ables. Therefore, the problem has a global optimal solution. In addition, the
problem is of modest size, as a result, it can be solved easily with any com-
mercial linear programming (LP) solver such as CPLEX, Gurobi and MOSEK,
or open-source LP software such as COIN-OR Linear Programming (CL), GNU
Linear Programming Kit (GLPK) and Modular In-core Nonlinear Optimization
System (MINOS), using using widely accepted algorithms such as interior point
method. Fig. 2.3 provides a typical solution procedure for the problem.
Inputs: wind power scenarios and 
pricing information
Solve a stochastic optimization 
problem for a planning horizon of 
T periods from t = k to t = k+T-1
Set the initial conditions for t = 0,
set k = 1
Implement the decisions for t = k
Stop
Use decisions at t=k as the initial 
conditions, k = k+1
k = T
Yes
No
Figure 2.3: Flowchart of Stochastic Rolling Horizon Optimization Algorithm
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2.4 Wind Scenario Generation and Reduction
The uncertainty associated with the power generated from wind resources is a
critical aspect of this model, and is represented by wind speed scenarios, which
are then converted to wind power scenarios through the use of a piece-wise
linear power curve, as described in [50]. In the literature, ARMA class models
are popular choices for wind speed scenario generation [50, 49]. In this work,
an autoregressive model is applied on wind speed time series data to generate
scenarios. The detailed steps are given in Algorithm 1:
Algorithm 1: Wind Scenario Generation
1: Create a stationary wind speed wst time series by subtracting the original wind speed time
series wt by the daily wind speed mean µt and divide by the daily wind speed standard
deviation σt.
wst =
wt − µt
σt
2: Fit the stationary wind speed data to an empirical distribution function Fe.
W st = Fe(w
s
t )
3: Do an inverse normal distribution cumulative distribution function (CDF) N−1 on the
empirical CDF W st to get a Gaussian stationary time series w
ns.
wnst = N
−1(W st )
4: Estimate the AR model parameters including the autoregressive coefficient φi and the noise
term t using the Yule-Walker equations.
wnst+1 =
p∑
i=1
φiwnst + t
5: Sample error terms from a Gaussian distribution in each period to create multiple scenarios.
6: Do the inverse process of step (3)-(1) to get untransformed wind speed scenarios.
7: Map the wind speed scenarios into wind power scenarios using the wind power-speed
curve.
The wind power scenario generation step results in a large set of scenarios,
which are then reduced by k-means clustering to determine a representative
set. This is necessary to reduce the computational burden inherent to solving
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the stochastic problem. Since wind scenario generation and reduction is not the
focus of this work, interested readers are referred to [50] for details.
2.5 Numerical Results
The case study considered here uses historical hourly data from the ComED
historical database. Load data is the scaled aggregated load in the ComEd ser-
vice region[51]. The disaggregation of the ComEd load is assumed to have the
same profile as that of the national load shown in Table 2.1. The day-ahead
price and real-time price (RTP) data for the corresponding load are also from
ComEd[52], and cannot be influenced by the microgrid. In addition, the tem-
perature and wind speed data are measured at Chicago O’Hare airport within
the ComEd region[53]. The microgrid used in the case study has a capacity of
15 MW. It is assumed that there are 300 households and TCLs in this microgrid.
The cost parameters are based on references [54, 55]. Other parameters used
in the study are given in Table 2.2. For each test case, simulations are run in
Matlab and solved by Gurobi as they are linear programs for a winter month
(February, 2016), a summer month (August, 2016) and a mid-year month (May,
2016) for different system conditions. The operational principles of the DRs are
invariant with seasons, but the summer season provides the most varied system
conditions for the model to navigate. Therefore results from summer season are
provided as illustration of the proposed framework.
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Parameters Cb Cg R R PCC Pb P
b
P
Values $1/MWh $30/MWh 1.5 MW -1.5 MW 15 MW -7.5 MW 7.5MW 5 MW
Parameters P Cw B B T α β Load P
w
t,s
Values 0 MW $500/MWh 0 MWh 15 MWh 24 0.99 0.99 2.5-8 MW 1.5 MW
Table 2.2: MG parameter values
First, the results when the three types of DRs are in effect are presented. Then
for each type of DR, the daily operation cost of the microgrid is first compared
to a base case without DR. Subsequently, typical days are presented to illustrate
the various conditions, and the resulting performance of DR resources under
each. The results are presented below, for each of the DR types.
2.5.1 Conjunction of All Types of Demand Response
The first result considered for this case study is the cost savings impact of im-
plementing all three DR programs simultaneously; TCL, DL and EL. The cost
saving of the microgrid with all three types of DR compared to the microgrid
without DR for August is illustrated in Fig. 2.4. While it is clear that there is
significant cost savings from these DR programs, it is difficult to identify the
contribution of various types of DR to microgrid performance. Therefore the
following sections explain the impact of TCL, DL, and EL individually.
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Figure 2.4: Microgrid cost saving from TCL, DL and EL in August
2.5.2 Thermostatically-Controlled Loads (TCL)
TCLs have a wide range of impacts on the operational cost of the microgrid.
For example, Fig. 2.5 shows the daily benefits to the microgrid, in terms of cost
reduction, over the month of August. The range of benefit is from a minimum
approximately 10$/day to a maximum of 300$/day on day 26. The specifics that
contribute to these savings are detailed in Fig. 2.6. Fig. 2.6 shows the response of
the TCLs relative to baseline TCL load on day 26. Specifically, the TCLs respond
to the high price signal in the afternoon hours, to reduce microgrid load, leading
to a significant cost reduction. As a counter-point, Fig. 2.7 shows the same
details for day 11, which also exhibits high prices. However the temperatures
observed on day 11 are sufficiently high that AC units need to maintain fairly
continuous operations to maintain comfort constraints. As a result, significant
TCL load reduction is not possible, even during the peak pricing hours of the
day and very little costs savings are observed.
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It is hard to generalize the relationship between the TCL cost reduction and
the RTP variability and TCL adjustment flexibility separately. Because RTP vari-
ability is more impactful only when there is the ability to adjust TCLs, generally
associated with moderate ambient temperatures, as previously described. To
illustrate this interactive effect, we create a new variable that incorporates in-
teractions by taking the product of the daily RTP variance and the TCL adjust-
ment(ie:
∑24
t=1 |(Pct,s − Pcbt,s(T ))|). As shown in Fig. 2.8, this interactive variable has
a significant influence on cost savings in the microgrid.
The legend notes correlations for each season type, indicating that spring
and summer months may provide better DR opportunities from TCLs, but in
order for cost savings to occur, both an increase in RTP and available TCL ad-
justment are necessary conditions. Note that the relatively small correlation
(0.66) for August is due to a single outlier at the top of the figure, without which
the correlation increases to 0.73.
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Figure 2.5: Microgrid cost saving from TCL in August
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Figure 2.6: Microgrid operation details for day 26 with high cost reduction from TCL
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Figure 2.7: Microgrid operation details for day 11 with low cost reduction from TCL
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Figure 2.8: TCL Cost Reduction VS RTP Variation × TCL Adjustment Magnitude. In or-
der for cost savings to occur, the variation in RTP and available TCL adjust-
ment are needed at the same time.
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2.5.3 Deferrable Loads (DL)
For DL, periods with very high energy import cost are set to be eligible for load
reduction incentives. The deferrable load program in this case study is struc-
tured such that loads will be considered for deferral during daytime hours (6am
to 9pm) when the system price exceeds a specific threshold. Deferred loads
must be served before 9 pm on the same day. In the results presented here,
a price threshold is set at 55$/MWh, to represent a fairly high daytime price.
Day-ahead prices are based on the forecast of the real-time load, renewable and
other system conditions. Therefore day-head prices are used as forecasts for the
real-time prices. From Fig. 2.9, it can be seen that this type of DR does not al-
ways reduce operational cost. For example, the operation details for day 9 are
displayed in Fig. 2.10, showing a cost increase due to the inaccurate day-ahead
price forecast. Specifically, the day-ahead price forecast induces a shift in DL to
later in the day, when prices are expected to decline. However, in reality, the
DLs were shifted to the latest possible hour, which also coincides with a price
spike. This phenomenon is also observed on days 10 and 30 in this case study.
As a counter-example, Fig. 2.11 presents the case with considerable DL cost re-
duction, which is due to appropriate deferral of DL from price peak hours in
the afternoon to the low price hour 19. Hence, avoiding price peaks and high
quality price forecasts significantly contribute to the operational cost reduction
from DL.
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Figure 2.9: Microgrid cost saving from DL in August
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Figure 2.10: Microgrid operation details for day 9 with increased cost from DL
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Figure 2.11: Microgrid operation details for day 26 with high cost reduction from DL
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Fig.2.12, illustrates a positive correlation between the max daily RTP and the
cost reduction from DL, which corroborates the assertion that avoiding the price
peaks has a major contribution to the high DL cost reduction.
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Figure 2.12: DL Cost Reduction VS Max RTP
2.5.4 Elastic Load (EL)
It is assumed that ELs are only in effect between 6am and 9pm as people will
not manipulate load consumption during nighttime hours. The residential elec-
tricity elasticity is -0.24 at the national level [37], and in this case, a value of -0.2
is assumed to provide conservative results. The reference price is 30.8 $/MWh,
which is the average annual RTP, and the base load profile is with respect to this
fixed price. Similar to DL, EL does not always produce cost savings, due to the
fact that the total daily EL consumption is not fixed. As shown in Fig. 2.13, the
EL consumption could be either higher or lower than the baseline consumption.
Specifically, the total daily EL consumption does not need to be the same as the
total daily EL baseline consumption, as these loads are reduced if the RTP is
higher than the reference price and vice versa, not deferred to later. Note that
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there is a net negative bias in Fig. 2.13, due to the timing of elastic load use, and
the dynamic prices over the course of the day. Specifically, it is assumed elastic
loads are only in effect between 6am and 9pm, as people will be far less likely to
manipulate load consumption during nighttime hours. Since the periods when
elastic load is available, tends to have higher prices than the reference prices,
the price elasticity leads to a net negative bias in the energy consumption. The
daily microgrid operation cost with EL DR is given in Fig. 2.14. Comparison of
Fig. 2.13 and Fig. 2.14 illustrates that the operation costs increase for most of
the days, which have higher consumption compared to the baseline. Neverthe-
less, more EL consumption does not result in cost reduction for day 5 and day
20. That is because EL DR encourages consumption during low price hours and
results in a lower average electricity price, with a net effect of reduced cost for
more consumption. Fig. 2.15 illustrates the cause behind significant cost saving
for day 25, due to the reduced EL consumption during the high price hours 14-
18. The minimal real EL consumption deviation from the EL baseline accounts
for the small cost saving on day 6 as shown in Fig. 2.16. The deviation is small
as the real-time price is not significantly different from the reference price on
day 9.
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Figure 2.13: Microgrid EL consumption - EL consumption baseline
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Figure 2.14: Microgrid cost saving from EL in August
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Figure 2.15: Microgrid operation details for day 25 with high cost reduction from DL
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Figure 2.16: Microgrid operation details for day 7 with little cost saving from DL
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In Fig. 2.17, the scatter plot illustrates the positive correlation between the
maximum daily RTP and the cost reduction from EL to varying degrees across
all seasons. It advocates the idea that high price is the main driver for the cost
reduction from EL, as high price leads to load response.
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Figure 2.17: EL Cost Reduction VS Max RTP
2.5.5 Demand Response Benefit Comparison: Microgrids and
Distribution Systems
Here we differentiate between a grid-connected microgrid and a traditional dis-
tribution system which we define as one which does not have any independent
types of power generation. If the microgrid generators and renewables are re-
moved, the microgrid essentially becomes a distribution system, to which the
DR models described here also apply. However, the contribution of the DR in
a microgrid is more significant than that in a distribution system primarily due
to the additional flexibility offered by the microgrid generators that could be
utilized by the DR in the microgrid. Table. 2.3 displays TCL and DL saving in
a microgrid and a distribution network. TCL and DL have more cost benefit in
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a microgrid than in a distribution system. Specifically, the generation from the
microgrid is sometimes less expensive than the generation from the main grid,
which enables the microgrid to arbitrage by using less expensive generation to
meet its needs. Since EL is only affected by the energy import price, which is
the same in the microgrid and the distribution system, the behavior of EL DR is
consistent for both cases.
TCL DL
Microgrid 1% 6%
Distribution Network 0.63% 4%
Table 2.3: DR saving in a microgrid and a distribution system
2.6 Concluding Remarks
This paper presents an analysis of a grid-connected microgrid with DR and dis-
tributed generation. A stochastic rolling horizon model is used to simulate the
decision process of a microgrid energy management system to manage loads,
generation, and purchases from the main grid. The rolling horizon scheme al-
lows exploitation of the forecast updates for the prices and renewables in the
real-time market. Therefore this load categorization and the corresponding DR
designs enable the best utilization of the DR potential. Insights from the analysis
of different DR provides microgrid operators and designers with the knowledge
to incorporate the various types of DR that are suitable for the given system con-
ditions. In general, TCL achieves fine performance based on provision of load
reduction during peak price periods. Accurate deferral of loads to off-peak pe-
riods, in conjunction with good price forecasts is the basis for cost savings from
DL. In contrast, EL accomplishes energy saving primarily from energy conser-
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vation under high price periods. However, lower operational cost is possible
for an increased consumption as a result of the reduced average energy price.
Lastly, it is shown that DR in a microgrid has the potential to provide more cost
savings than in a distribution network, since a microgrid provides more flexi-
bility for DR to arbitrage.
An important future direction is to model the microgrid interconnection
with the transmission network and explore how DR in the microgrid benefits
the main system. Such a study will likely reveal new benefits of the microgrid
DR programs. One crucial area is to investigate the DR’s ability to shape the
load profile at the connecting bus, which could impact the congestion likeli-
hood in the main system, assist in the management of variability, and reduce
locational marginal prices. In addition, incorporating more detailed physical
constraints such as voltage magnitude and power losses is also a promising di-
rection.
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CHAPTER 3
BI-LEVEL OPTIMIZATION OF MICROGRID AND TRANSMISSION
SYSTEMS FOR CO-OPERATION AND RENEWABLE INTEGRATION
The growth in distributed energy resources (DER), both generation and con-
sumption, challenges the traditional centralized control framework of electric
power systems. Microgrids (MG) are one emerging framework for coordinat-
ing DER and distribution system operations, both within the distribution sys-
tem itself and for interactions with the bulk power system. This growing influ-
ence of DER on bulk power system operations could evolve to the point that
the low- and high- voltage systems play equal roles in maintaining system sta-
bility and reliability, as well as in market operations. Such evolution will re-
quire co-operative system operations. The co-operation of the N-1 security con-
strained integrated systems is analyzed in a bi-level optimization framework
developed in this chapter. This chapter first describes the formulation and solu-
tion methodology to this bi-level problem, and then compares performance on
the basis of system economics and renewable integration under different sys-
tem configurations. The results with the bi-level framework show that inte-
grated microgrids could provide improvement to system cost and feasible wind
penetration. The framework which independently optimizes the systems with-
out interaction, is shown to be inadequate to fully reveal the benefits that are
demonstrated by the bi-level co-optimization framework. The analysis in this
paper provides insights for future integrated co-operation to enable a more sus-
tainable power system and boost the system operation efficiency.
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Nomenclature
Paremeters
T length of the planning horizon
G total number of generators in the transmission system
Rg/Rg upper/lower ramp rate limit of transmission system generator g
Pg/Pg generation upper/lower bound of transmission system generator g
L transmission system line limit
C1g/C2g linear/quadratic cost coefficient ($/MW) of transmission system generator
Ccg commitment cost coefficient ($/MW) of transmission system generator g
Crg reserve cost coefficient ($/MW) of transmission system generator g
GS F generation shift factor matrix for transmission system
GSFconi generation shift factor matrix when transmission line l trips
W ft transmission forecasted wind power in period t
Wupt /W
dn
t
upward/downward deviation from the forecast wind power in period t in
the transmission system
Nb number of buses in the transmission system
Lt transmission system load power vector in period t
Ldt /L
d
t lower/upper bound for microgrid aggregated dispatchable load in period t
Lit microgrid inelastic load in period t
B/B max/min level of microgrid storage energy state
Cb microgrid storage energy maintenance cost coefficient ($/MW)
Cm1/Cm2 microgrid generation linear/quadratic cost coefficient ($/MW)
Cd microgrid utility for consuming dispatchable load
Cdr1/Cdr2 microgrid linear/quadratic demand response cost coefficient
P
m
/Pm upper/lower bound on microgrid generation
Pb/P
b
microgrid storage discharging/charging limit
Rcong,t contingency reserve requirement for transmission system generator g in period t
Variables
rupg,t/r
dn
g,t upward/downward reserve of transmission system generator g in period t
pdrt microgrid demand response price in period t ($/MW)
pg,t generation of transmission system generator g in period t
pmt microgrid generation in period t
bt microgrid storage energy state at the beginning of period t
pext /p
im
t microgrid exported/imported power in period t
cext /c
im
t price of microgrid exported/imported power in period t
pbt microgrid storage power (charging/discharging) output in period t
ldt microgrid aggregated dispatchable load in period t
drupt /dr
dn
t upward/downward demand response of microgrid dispatchable load in period t
pin jt transmission bus power injection vector in period t
wg,t transmission system generator commitment variable for generator g in period t
rcong,t contingency reserve for transmission system generator g in period t
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3.1 Introduction
Future power systems are envisioned to move toward a green and decentral-
ized system with high penetration of renewable energy and distributed genera-
tion [56]. Microgrids will play a critical role in this evolution, as they feature
protocols that allow grid coordination and islanded operation, and facilitate
increased flexibility and resilience for the evolving power systems. With the
possibility of many microgrids connected to and exchanging power with the
main grid, the power system operation will also need to evolve. Each microgrid
could become an independent entity with its own operation objective, which
could conflict with that of the transmission system’s. Strategies to co-optimize
the two levels within the power systems will become crucial for the efficient
operation of the integrated system.
The co-optimization of the transmission system and microgrid operation is
a relatively new area. In [57], a framework in which microgrids embedded in
a distribution network could transact with the transmission network and max-
imize each system’s benefit is proposed. The process of information exchange
between the systems is discussed. The work in [58] models the interaction be-
tween a central production unit and an energy service provider consisting of
several microgrids in a bi-level framework. The benefit of this operation is
compared with operation under central control of both parties. The optimal
scheduling of microgrid operation with demand response is discussed in [59].
The author of [60] presents a control scheme with microgrid demand response
and energy storage to provide tie-line smoothing service with the transmission
system. A microgrid expansion problem is formulated as a two-stage stochas-
tic co-optimization problem that considers the influence of the generation and
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transmission companies in [61]. It is shown that integration of traditional en-
ergy resources could boost the system reliability and reduce the operation cost.
A method for generation and transmission expansion planning based on mi-
crogrid co-optimization is explored in [62]. The effectiveness of the proposed
method is demonstrated and compared to the traditional generation and trans-
mission upgrade approach. The transmission system in [57, 58, 59, 60] is mod-
eled as a single node which connects to the microgrid and exchanges energy at
fixed prices. Neglecting the transmission system characteristics reduces model
realism, as nodal energy exchange and price information rely upon the network
characteristics of transmission and can change over time. Consequently, opti-
mization of a microgrid in those models becomes less realistic and the effect of
the microgrid on the transmission system is not adequately represented. This
is particularly important as the aggregate capacity of microgrids increases. The
microgrids in [61, 62] are modeled at a very high level (i.e., distributed gener-
ation with aggregated load). However, microgrids increasingly include energy
storage units and provide demand response, which benefit from a separate en-
ergy management system for the microgrid. Neglecting to model both a variety
of DER technologies in the microgrid and networked transmission lines at the
high voltage level fails to capture the true impact of microgrids on the transmis-
sion system.
The upper- and lower- level hierarchy of bi-level optimization is suitable
for the study of various aspects of the power systems including the interaction
of the transmission and microgrid interaction. For example, in [63], a bi-level
framework is applied in a microgrid to minimize the system operation cost in
the upper level problem and power fluctuations induced by renewable forecast
errors in the lower level problem. The planning of and investment in power
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system elements such as energy storage units and distributed generation using
a bi-level optimization framework is investigated in [64, 65]. In [66, 67], the
bidding strategies of generation companys (GENCO) are studied. Specifically,
the GENCO’s payoff optimization is formulated as the upper-level problem and
the independent system operator (ISO)’s dispatch problem is formulated as the
lower-level problem. Bi-level optimization is applied in [68, 69, 70] to examine
power system vulnerability issues and minimize the system loss under terrorist
attacks on transmission lines or generators.
As renewable resources are of increasing importance in modern power sys-
tems, there has been extensive study of different ways to manage increased
renewable penetration in the transmission system. In addition to the com-
mon method of using reserves to accommodate transmission level renewables
[71, 72, 73], demand response is an effective resource for support of renewable
integration [74, 75]. The role of energy storage in promoting renewable pene-
tration in the transmission system is investigated in [76, 77]. Moreover, electric
vehicles could also support the penetration of renewables [78, 79].
What this study adds to the literature is an analysis of the impact of flex-
ible microgrid operations on the transmission system operation through co-
optimization with a decoupled DC power flow model for both systems. This
allows the analysis of the technologies inside the transmission and microgrid
systems on the operation of each other in the future power systems. With a
bi-level framework for the transmission system and microgrid, the factors that
affect the transmission system renewable penetration level and the system op-
eration cost are analyzed. The highlights of this work are summarized below:
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(1) Co-optimization of the N-1 security constrained transmission system with
a responsive microgrid is implemented in a bi-level framework, allowing
modeling of each system with sufficient detail.
(2) A concise single-level reformulation scheme is developed, which enables
more efficient solution of the bi-level optimization problem.
(3) Factors that affect the system wind penetration level and operation cost
are identified and analyzed.
(4) The impact on system cost is examined with an increasing number of mi-
crogrids.
(5) Demand response is located and modeled at the low-voltage level where
the micro-grid resides, to realistically reflect the anticipated expansion of
DR at this level.
The paper is structured as follows: The problem under analysis is described in
Section 3.2. Section 3.3 delineates the bi-level optimization formulation, with a
reformulation of the bi-level problem to an easily solvable format in Section 4.3.
Numerical results are reported in Section 4.4. Concluding remarks follow in
Section 4.5.
3.2 Problem Description
The transmission system model solves a unit commitment problem. The micro-
grid model implements an optimal power dispatch problem. Those two prob-
lems and the co-operation of the systems are the focus of this study and are
described below.
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3.2.1 Transmission System Day-Ahead Unit Commitment
Problem
The transmission system is modeled as a network of transmission lines and
buses. Traditional and renewable generation units, loads, and microgrids are
connected to buses in the network. The transmission system solves a day-ahead
unit commitment problem, which involves the energy and ancillary services
markets. The objective of this problem is to find cost-effective operation sched-
ules for the energy resources to meet the load considering renewable generation
uncertainty. Specifically, for the energy market, the transmission system aims to
minimize the cost of meeting the system demand with its own generation or
energy imported from microgrids. For the ancillary services market, the goal is
to minimize the cost of providing reserves to account for the renewable forecast
uncertainty. The reserve resource is procured from a combination of the trans-
mission system generators’ reserve and the microgrid’s DR. The energy and an-
cillary services market decisions are determined together. The interested reader
is referred to [80] for a detailed treatment of the unit commitment problem.
3.2.2 Microgrid Optimal Dispatch Problem
The size of a microgrid could vary from a few kW to hundreds of MW [81].
The microgrid may be part of the distribution system or the entire distribution
system and so directly connects to the transmission system through the sub-
station. The case of direct connection to the transmission system is considered
in this work. The microgrid has an aggregated dispatchable load and a non-
dispatchable load, an energy storage unit, and a distributed generator. This
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model provides sufficient detail to capture microgrid interaction with the bulk
transmission system. In the day-ahead market, the microgrid solves an optimal
dispatch problem. The dispatchable load is scheduled at a level between its up-
per and lower bounds. The difference between the upper/lower bound and its
preset load level could be used to provide upward/downward DR. The objec-
tive of the microgrid is to minimize the cost of meeting its demand either via
its distributed generation or energy import from the transmission system, and
to maximize the revenue from providing DR and optional energy export. For a
detailed description of the microgrid optimal dispatch problem, see [82].
3.2.3 Transmission System and Microgrid Operation Modes
The integrated system, including the transmission system and the microgrid,
may operate in two modes. The first one of these is the standalone mode, in
which the systems are disconnected and can neither exchange energy, nor al-
low the microgrid to provide DR to the transmission system. In the second
(co-operative) mode, the two systems have the capability to transact. Specifi-
cally, the transmission system determines the price of microgrid energy import
and export as well as the price for the microgrid DR purchases, and the micro-
grid responds to the prices by determining the amount of energy exchange and
provision of DR to the transmission system.
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3.3 Bi-level Optimization Model
Bi-level optimization is a common game-theoretic approach to analyze the inter-
active behavior between market entities [83]. It has a two-level problem struc-
ture, as shown in the following general formulation:
Upper-Level Problem: x∈XF (x, y)
s.t.: Gi (x, y) ≤ 0, i ∈ {1, 2, ..., I}
Hk (x, y) = 0, k ∈ {1, 2, ...,K}
Lower-Level Problem: y∈Y f (x, y)
s.t.: g j(x, y) ≤ 0, j ∈ {1, 2, ..., J}
hm(x, y) = 0, m ∈ {1, 2, ...,M}
(3.1)
In (4.1), the variable set of the upper/lower-level problem is X/y, F(x, y)/ f (x, y)
is the objective function, and (Gi,Hk)/(g j, hm) are the constraints. In this work, bi-
level optimization is a natural approach to co-optimize the transmission system
and microgrid in the power markets. The co-operative behavior between the
two systems, described in Section 2.3, is illustrated in a bi-level optimization
structure in Fig. 4.2.
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Figure 3.1: Illustration of a bi-level optimization framework. The upper-level transmis-
sion system decides the energy and demand response price signals, and the
lower-level microgrid problem responds by deciding the quantity of energy
exchanged and the demand response.
The specifics of the bi-level optimization model in this study are given below.
3.3.1 Upper-Level Problem: Transmission System Day-Ahead
Unit Commitment Problem
The upper-level day-ahead unit commitment problem seeks operation schedule
that minimizes the cost of operation of the transmission system i.e., the genera-
tor commitment status wg,t, generation output pg,t, the generator’s upward and
downward reserve rupg,t , rdng,t, the microgrid DR price pdrt , and the prices of the mi-
crogrid’s imported and exported energy cimt , cext . The optimization variables are
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denoted by the vector xt:
xt = [wg,t, pg,t, r
up
g,t , r
dn
g,t, p
dr
t , c
im
t , c
ex
t ]
The objective of the upper-level optimization problem is to minimize the trans-
mission system operation cost including transmission generation, the reserve,
energy exchange with the microgrid, and microgrid DR cost. The objective func-
tion is
F({xt}Tt=1) =
∑T
t=1
∑G
g=1(C
c
gwg,t +C
1
gpg,t +C
2
g(pg,t)
2 +Crg(r
up
g,t + r
dn
g,t)
− cimt pimt + cext pext + pdrt (drupt + drdnt ))
(3.2)
and is minimized under the following constraints:
• Power Flow:
− L ≤ GSF × pin jt ≤ L, t ∈ {1, ...,T } (3.3)
− L ≤ GSF × pin j∗t ≤ L, t ∈ {1, ...,T } (3.4)
where pin jt is the nodal net power injection vector accounting for tradi-
tional generation, wind generation, and demand for all the buses in period
t. pin j∗t incorporates the error in the forecasted wind power, generator re-
serves and microgrid DR into the base pin jt. Eqs. (3.3) and (4.4) bound the
power flows through the transmission lines.
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• Generation Capacity:
Pg × wg,t ≤ pg,t ≤ Pg × wg,t, t ∈ {1, . . . ,T }, g ∈ {1, . . . ,G} (3.5)
(pg,t + r
up
g,t) − (pg,t−1 − rdng,t−1) ≤ Rg, t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (3.6)
Rg ≤ (pg,t − rdng,t) − (pg,t−1 + rupg,t−1), t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (3.7)
Eq. (4.5) restricts the generators’ outputs to lie within their capacities. The
generator ramping limits are represented in Eqs. (4.6) and (4.7). The ramp
limit is in MW/hour as the the dispatch and wind estimation are carried
out in an hourly frequency.
• Power Balance:
G∑
g=1
pg,t − (11·Nb · Lt) + W ft = pimt − pext , t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (3.8)
where 11×Nb is an Nb -dimentional vector filled of 1’s. The dot product
11×Nb · Lt gives the total load in the system. Eq. (4.8) balances the system’s
power supply and demand.
• Contingencies:
rcong,t ≥ Rcong,t , t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (3.9)
− L ≤ GSFconl × pin jt ≤ L, t ∈ {1, ...,T }, l ∈ {1, . . . , L} (3.10)
− L ≤ GSFconl × pin j∗t ≤ L, t ∈ {1, ...,T }, l ∈ {1, . . . , L} (3.11)
A robust N-1 security criteria is implemented which considers generator
and transmission line contingencies based on the method in [84]. Eq. (3.9)
ensures that each generator has enough contingency reserves rcong,t for any
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generator outage. Please refer to [84] for the calculation of the generator
contingency reserve requirement Rcong,t . Eqs. (3.10) and (3.11) ensure feasi-
bility for any transmission line outage.
• Wind Power Forecast Uncertainty:
For the wind generation forecast and a set of possible wind genera-
tion scenarios, the upward/downward wind power deviation Wupt /Wdnt
from the forecast is calculated by taking the difference between the
maximum/minimum generation scenario and the forecast for period
t. The downward/upward transmission generation reserve rdng,t/r
up
g,t and
upward/downward microgrid DR drupt /drdnt are used to offset the up-
ward/downward wind power deviation from the forecast. drupt /drdnt indi-
cates the amount of increase/decrease in the microgrid dispatchable load
consumption relative to its baseline ldt . This is essentially a robust ap-
proach under the bi-level framework as the reserve allocation is optimized
to handle the worst wind scenarios.
Wupt ≤ drupt +
G∑
g=1
rdng,t, t ∈ {1, ...,T } (3.12)
Wdnt ≤ drdnt +
G∑
g=1
rupg,t , t ∈ {1, ...,T } (3.13)
Eqs. (4.9) and (3.13) ensure that there is enough generator reserve and mi-
crogrid DR to compensate for wind forecast deviation. Finally, the trans-
mission system unit commitment problem can be expressed as follows:
min{xt}Tt=1F
(
{xt}Tt=1
)
s.t. (3.3) − (3.13)
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3.3.2 Lower-Level Problem: Microgrid Operation Optimiza-
tion
The microgrid modeled in this work is designed to exchange power with the
main grid, and consists of distributed generation (DG) with traditional re-
sources, an energy storage unit, an aggregated dispatchable load, and a non-
dispatchable load.
The objective of the microgrid dispatch problem is to determine the gener-
ation schedule pmt , the energy storage power output pbt (i.e., the energy stor-
age charging and discharging decision), the microgrid energy import sched-
ule pimt and export schedule pext , the dispatchable load profile ldt , the up-
ward/downward demand response drupt /drdnt provided by the dispatchable
load, and the energy storage energy state bt. The lower-level optimization vari-
ables are collected in the vector yt:
yt = [pmt , p
b
t , p
im
t , p
ex
t , dr
up
t , dr
dn
t , l
d
t , bt]
In this problem, the cost of operation of the microgrid, consisting of genera-
tion, energy storage, energy exchange with the transmission system, and DR, is
minimized. The dispatchable load consumption utility, energy export, and DR
revenue, which are negative costs, are maximized. The objective function to be
minimized is given by:
f ({yt}Tt=1) =
∑T
t=1(C
m1pmt +C
m2(pmt )
2 +Cbbt + cimt p
im
t − cext pext
+ Cdr1(drupg,t + drdng,t) +C
dr2((drupt )2 + (drdnt )
2)
− Cdldt − pdrt (drupt + drdnt ))
(3.15)
52
Similar to the transmission system problem, the microgrid problem is subject to
constraints, as described below. For clarity, the dual variables corresponding to
the inequality constraints are denoted by λ and those for the equality constraints
are denoted by µ.
• Generation Limits:
Pm ≤ pmt ≤ P
m
, λ1,t, λ2,t, t ∈ {1, ...,T } (3.16)
Eq. (3.16) limits the microgrid’s generation to lie between the upper and
lower bounds.
• Dispatchable Load Capacity:
Ldt ≤ ldt ≤ L
d
t , λ3,t, λ4,t, t ∈ {1, ...,T } (3.17)
The dispatchable loads are constrained within predefined bounds shown
in Eq. (4.15).
• Demand Response:
ldt + dr
up
t ≤ L
d
t , λ5,t, t ∈ {1, ...,T } (3.18)
ldt − drdnt ≥ Ldt , λ6,t, t ∈ {1, ...,T } (3.19)
0 ≤ drupt ≤ Wupt , λ7,t λ8,t, t ∈ {1, ...,T } (3.20)
0 ≤ drdnt ≤ Wdnt , λ9,t λ10,t, t ∈ {1, ...,T } (3.21)
Eqs. (3.18) and (3.19) limit the DR of the dispatchable load to lie between
the upper and lower bounds on the dispatchable load. Additionally, the
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DR cannot exceed the wind power deviation from the forecast, as specified
in Eqs. (4.16) and (4.17).
• Energy Storage Dynamics:
Pb ≤ pbt ≤ P
b
, λ11,t, λ12,t, t ∈ {1, ...,T } (3.22)
B ≤ bt ≤ B, λ13,t, λ14,t, t ∈ {1, ...,T } (3.23)
bt = bt−1 + pbt−1, µ1,t, t ∈ {1, ...,T } (3.24)
Eqs. (3.22) and (3.23) update the energy storage’s output power and the
energy state and limit them within their admissible bounds. The en-
ergy storage state transition dynamics is described in Eq. (3.24). A pos-
itive/negative pbt−1 value corresponds to charging/discharging of the en-
ergy storage.
• Import and Export Limits:
0 ≤ pimt , λ15,t, t ∈ {1, ...,T } (3.25)
0 ≤ pext , λ16,t, t ∈ {1, ...,T } (3.26)
Inequalities (3.25) and (3.26) are non-negativity constraints for microgrid
import and export power respectively.
• Power Balance:
pmt − pbt − Lit − ldt = pext − pimt , µ2,t, t ∈ {1, ...,T } (3.27)
Eq. (3.27) ensures that the power is balanced within the microgrid system.
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Thus the microgrid dispatch problem can be formulated as follows:
min{yt}Tt=1 f
(
{yt}Tt=1
)
s.t. (3.16) − (3.27)
As a result, the bi-level optimization of the transmission system and microgrid
reads:
min{xt}Tt=1F
(
{xt}Tt=1
)
s.t. (3.3) − (3.13)
min{yt}Tt=1 f
(
{yt}Tt=1
)
s.t. (3.16) − (3.27)
3.4 Single-Level Reformulation of the Bi-level Problem
Two types of strategies are usually used to tackle bi-level optimization prob-
lems. The first employs classical methods, including single-level reduction
[85], descent method [86], penalty functions [87], and trust-region methods
[88]. Those methods generally exploit mathematical properties of the problems
such as convexity, continuous differentiability, and lower semi-continuity. The
second category employs evolutionary techniques such as genetic algorithms
[89], particle swarm optimization [90], differential evolution [91], and meta-
modeling based methods [92]; those methods entail considerable computational
effort and are not guaranteed to converge to a global solution [83]. For further
accounts of various bi-level optimization techniques, see [83, 93].
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Single-level reduction is commonly applied when the lower-level problem
is convex and satisfies Slater’s constraints qualifications [94]. The reformulation
replaces the lower-level problem with its corresponding Karush-Kuhn-Tucker
(KKT) conditions. Therefore, though easier to solve, the resulting single-level
problem is equivalent to the original one. As the lower-level problem in this
study meets the above requirements, its associated KKT conditions, i.e., station-
arity, dual feasibility and complementary slackness, are used to reformulate the
transmission system and microgrid co-operation problem into a single-level op-
timization problem, as follow:
• Stationarity
The Lagrangian function associated with the microgrid problem is:
L(x, y, λ, µ) = f (x, y) + λ1,t(Pm − pmt ) + λ2,t(pmt − P
m
) + λ3,t(ldt − L
d
t )
+ λ4,t(Ldt − ldt ) + λ5,t(drupt + ldt − L
d
t ) + λ6,t(dr
dn
t − ldt + Ldt )
+ λ7,t(−drupt ) + λ8,t(drupt −Wupt ) + λ9,t(−drdnt ) + λ10,t(drdnt −Wdnt )
+ λ11,t(pbt − P
b
) + λ12,t(Pbt − pb) + λ13,t(bt − B)
+ λ14,t(B − bt) + λ15,t(−pimt ) + λ16,t(−pext ) + µ1,t(bt − bt−1 − pbt−1)
+ µ2,t(pmt − pbt − Lit − ldt − pext + pimt )
Stationarity describes a set of first-order optimality conditions, i.e., the
first derivative of the Lagrangian function with respect to each decision
variable is 0. Thus, the following conditions associated with the decision
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variables (pmt , ldt , bt, pimt , pext , pbt , dr
up
t , dr
dn
t ) are enforced:
Cm1 + 2Cm2pmt + λ2,t − λ1,t + µ2,t = 0, t ∈ {1, ...,T } (3.30)
−Cdt − λ4,t + λ3,t − λ6,t + λ5,t − µ2,t = 0, t ∈ {1, ...,T } (3.31)
Cb + λ13,t − λ14,t + µ1,t = 0, t ∈ {1, ...,T } (3.32)
cimt − λ15,t + µ2,t = 0, t ∈ {1, ...,T } (3.33)
− cext − λ16,t − µ2,t = 0, t ∈ {1, ...,T } (3.34)
λ11,t − λ12,t − µ1,t+1 − µ2,t = 0, t ∈ {1, ...,T − 1} (3.35)
− pdrt + λ8,t − λ7,t + λ5,t = 0, t ∈ {1, ...,T } (3.36)
− pdrt + λ10,t − λ9,t + λ6,t = 0, t ∈ {1, ...,T } (3.37)
• Dual feasibility:
Non-negativity constraints are imposed on the dual variables associated
with the inequality constraints:
λi,t ≥ 0, i ∈ {1, ..., 16}, t ∈ {1, ...,T } (3.38)
• Complementary slackness:
The complementary slackness conditions require the product of each in-
equality and the corresponding variable to be 0. Indeed, it is known from
linear programming theory that a dual price is 0 if the corresponding in-
equality is not saturated, and non-zero otherwise. Therefore, the comple-
mentary slackness conditions associated with the constraints (3.16)-(3.23),
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(3.25) and (3.26) are:
λ1,t(Pm − pmt ) = 0, t ∈ {1, ...,T }
λ2,t(pmt − P
m
) = 0, t ∈ {1, ...,T }
λ3,t(ldt − L
d
t ) = 0, t ∈ {1, ...,T }
λ4,t(Ldt − ldt ) = 0, t ∈ {1, ...,T }
λ5,t(dr
up
t + l
d
t − L
d
t ) = 0, t ∈ {1, ...,T }
λ6,t(drdnt − ldt + Ldt ) = 0, t ∈ {1, ...,T }
λ7,t(−drupt ) = 0, t ∈ {1, ...,T }
λ8,t(dr
up
t −Wupt ) = 0, t ∈ {1, ...,T }
λ9,t(−drdnt ) = 0, t ∈ {1, ...,T }
λ10,t(drdnt −Wdnt ) = 0, t ∈ {1, ...,T }
λ11,t(pbt − P
b
) = 0, t ∈ {1, ...,T }
λ12,t(Pb − pbt ) = 0, t ∈ {1, ...,T }
λ13,t(bt − B) = 0, t ∈ {1, ...,T }
λ14,t(B − bt) = 0, t ∈ {1, ...,T }
λ15,t(−pimt ) = 0, t ∈ {1, ...,T }
λ16,t(−pext ) = 0, t ∈ {1, ...,T }
Observe that the complementary slackness conditions involve bilinear
terms. Using the fact that either the dual variable or the primal constraint
has to be 0 for their product to be 0, each complementary slackness con-
straint can be linearized by introducing sufficiently large constants Mi and
binary variables φi. This technique is commonly referred as the big-M
method. The interested reader is referred to [95] for details. For each pe-
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riod t, the complementary conditions can be replaced by the following
equivalent constraints:
pmt − Pm ≤ (1 − φ1) × M1, t ∈ {1, ...,T } (3.39)
P
m − pmt ≤ (1 − φ2) × M2, t ∈ {1, ...,T } (3.40)
− ldt + L
d
t ≤ (1 − φ3) × M3, t ∈ {1, ...,T } (3.41)
ldt − Ldt ≤ (1 − φ4) × M4, t ∈ {1, ...,T } (3.42)
− drupt − ldt + L
d
t ≤ (1 − φ5) × M5, t ∈ {1, ...,T } (3.43)
− drdnt + ldt − Ldt ≤ (1 − φ6) × M6, t ∈ {1, ...,T } (3.44)
drupt ≤ (1 − φ7) × M7, t ∈ {1, ...,T } (3.45)
− drupt + Wupt ≤ (1 − φ8) × M8, t ∈ {1, ...,T } (3.46)
drdnt ≤ (1 − φ9) × M9, t ∈ {1, ...,T } (3.47)
− drdnt + Wdnt ≤ (1 − φ10) × M10, t ∈ {1, ...,T } (3.48)
− pbt + P
b ≤ (1 − φ11) × M11, t ∈ {1, ...,T } (3.49)
pbt − Pb ≤ (1 − φ12) × M12, t ∈ {1, ...,T } (3.50)
− bt + B ≤ (1 − φ13) × M13, t ∈ {1, ...,T } (3.51)
bt − B ≤ (1 − φ14) × M14, t ∈ {1, ...,T } (3.52)
pimt ≤ (1 − φ15) × M15, t ∈ {1, ...,T } (3.53)
pext ≤ (1 − φ16) × M16, t ∈ {1, ...,T } (3.54)
λi,t ≤ φi × Mi, i ∈ {1, ..., 16}, t ∈ {1, ...,T } (3.55)
In addition, due to the bilinear terms −cimt pimt +cext pext +pdrt (drupt +drdnt ) in the upper-
level objective function (Eq. (3.2)), the resulting problem still remains non-linear.
This can be circumvented by observing that the same bilinear terms also appear
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in the lower-level objective function (Eq. (3.15)). The objective function of the
dual of the lower-level problem is
D({λt, µt}Tt=1) =
∑T
t=1(−Cdr2(drdnt )2 −Cdr2(drupt )2 −Cm2(pmt )2
− µ2,tLit + λ1,tPm − λ2,tP
m − λ3,tLdt + λ4,tLdt − λ5,tL
d
t + λ6,tL
d
t
− λ8,tWupt − λ10,tWdnt − λ11,tP
b
+ λ12,tPb − λ13,tB + λ14,tB)
(3.56)
Interested readers are referred to [96] for the derivation of the dual problem as-
sociated with a primal quadratic program. By strong duality, (3.15) and (3.56)
have the same value. Hence, the expression −pimt cimt + pext cext + pdrt (drupt + drdnt ) in
the upper-level objective function in Eq. (3.2) is equal to the following expres-
sion which, after cancellation of pairs of terms that are of equal magnitude and
opposite sign, is linear:
T∑
t=1
(Cm1pmt +C
m2(pmt )
2 +Cbbt +Cdr1(dr
up
t + dr
dn
t )+
+Cdr2((drupt )
2 + (drdnt )
2) −Cdt ldt − D({λt, µt}Tt=1)
As a result, the upper-level objective function Eq. (3.2) can be reformulated as
F′
(
{xt, yt, λt, µt}Tt=1
)
=
∑T
t=1
∑G
g=1(C
c
gwg,t +C
1
gpg,t +C
2
g(pg,t)
2 +Crg(r
up
g,t + r
dn
g,t))
+
∑T
t=1(C
m1pmt +C
m2(pmt )
2 +Cbbt +Cdr1(dr
up
t + dr
dn
t )+
+ Cdr2((drupt )2 + (drdnt )
2) −Cdt ldt − D({λt, µt}Tt=1)
The reformulated single-level problem can then be expressed as follows:
min{xt ,yt ,λt ,µt}Tt=1F
′ ({xt, yt, λt, µt}Tt=1)
st: (3.3) − (3.13), (3.16) − (3.27), (4.3) − (3.55)
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After removing the nonlinearity in the complementary slackness and upper-
level objective function, the bi-level problem now becomes a single-level mixed-
integer linear problem which can be solved with a wide range of commercial
solvers such as CPLEX.
3.5 Numerical Experiments
In this section, the performance of system operation is analyzed under the bi-
level optimization mode and standalone mode. Specifically, the impact of wind
penetration in the transmission system is analyzed, considering a range of mi-
crogrid sizes, locations, and dispatchable load levels. The second metric under
consideration is the system cost, including the impact of co-operative decision
making on the costs of both the transmission and microgrid systems, under in-
creasing wind penetration levels, different microgrid sizes, dispatchable load
levels and multiple microgrids.
The transmission model described in Section 3.3 is applied to the IEEE 30-
bus system shown in Fig. 4.4(a). The total generation capacity of the system is
335 MW. For consistency with realistic market conditions, it is assumed that the
energy buy-back price in the wholesale market is slightly lower than the energy
sale price. As a result, the microgrid export cost cext is defined as 0.9 × cimt . A
25 MW microgrid, with parameters provided in Table 4.2, is used to demon-
strate system operations under the bi-level framework. The intention of this
case study is to analyze this approach under a possible future configuration of
the energy system, including relatively high penetrations of microgrids within
a transmission system. The microgrid comprises a generator, a storage unit, an
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aggregated dispatchable load, and non-dispatchable load, and is able to operate
in islanded and grid-connected modes.
Parameters Ldt L
d
t L
i
t B B C
b Cm1t C
m2
t
Values 6.6 MW 12 MW 12 MW 10 MW 0 MW $0.1/MW $4/MW $0.07/MW
Parameters Cdr1 Cdr2 Cdt P
d
t P
m
Pm Pb P
b
Values $0.4/MW $0.3/MW $6/MW $1/MW 25 MW 0 MW -5 MW 5 MW
Table 3.1: MG parameter values
Figure 3.2: IEEE 30-bus system. The interested reader is referred to [2] for details of the
parameters of this transmission system.
The renewable generation in this study is wind generation from wind farms
at different transmission system buses. The wind data are selected from the
NREL-Eastern Wind Integration Study dataset [97]. Using three years of data,
24-hour trajectories are grouped to identify a set of 54 trajectories with a com-
mon initial condition. The set of trajectories is used to represent the realizations
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that could arise from a similar forecast. The central trajectory of the group is
selected as the wind power forecast, and the remaining trajectories are used to
estimate the distribution of forecast errors. Based on the forecast error distribu-
tion, 10000 scenarios are generated to represent an uncertainty set of wind real-
izations, each of which would introduce error with respect to the base case wind
forecast. Those error scenarios are then added to the forecast to create wind gen-
eration scenarios. See [98] for details of this scenario generation method.
In the figures in this section, SA stands for standalone mode, COOP for co-
optimization mode, MG for microgrid, and TS for transmission system.
3.5.1 Impact of Co-optimization on Wind Penetration
This work uses the European Wind Energy Association’s definition of wind pen-
etration, i.e., the ratio of the installed wind capacity to the peak system load [96].
The objective of this section is to consider the impact of co-optimization on the
use of wind resources in a future system with microgrids and renewables.
Location of Wind Resources
For benchmarking purposes, the maximum wind penetration is recorded with
wind farms positioned at different buses in the transmission system with no mi-
crogrid. Results for some representative buses, and the reasons why no further
wind power could be incorporated are given in Table 3.2.
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Wind Bus Max Wind Penetration Limitation
5 38% Generator reserve
8 21% Transmission capacity
15 35% Transmission capacity
30 17% Transmission capacity
8 and 30 38% Generator reserve
Table 3.2: Wind penetration at different buses
Buses have different capacities for renewable injection due to different trans-
mission line capacities connected to them. Table 3.2 shows that bus 8, 15 and
30 permit a lower level of wind penetration compared to bus 5, as buses 8, 15
and 30 connect to transmission lines with a smaller capacity. For bus 5, the
connected line capacity is large enough to absorb all the generator reserve and
reach a maximal level of wind penetration. When there are wind farms at buses
8 and 30, all the generator reserve could be used to account for the wind power
deviation from the forecast, as the combined line capacity at those two buses is
sufficiently large to accommodate the power flow of the reserve resource. The
results suggest that wind farms should be placed at locations with generous
transmission capacity and possibly at multiple locations to achieve maximum
wind penetration.
Impact of a Microgrid
To illustrate the effects of a microgrid on wind penetration, a 25 MW micro-
grid with 50% dispatchable load is connected to the wind buses in the previ-
ous section, and system operation is simulated with the bi-level optimization
framework presented above. A high percentage of dispachable load is chosen
to explore the effect of high levels of dispachable load in the future and ensure
system reliability as flexible load increases. Here the dispatchable load fraction
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is defined as the ratio of the dispatchable load to the sum of the dispatchable
and non-dispatchable loads. The results for feasible wind penetration at differ-
ent buses with and without the microgrid is shown in Fig. 3.3.
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Figure 3.3: Wind penetration at different buses with and without the microgrid
Fig. 3.3 illustrates that feasible wind penetration increases with the addition
of the microgrid since the DR provided by the microgrid can act as reserve and
locally offset the error in the forecasted wind power at the wind bus. The in-
crease in wind penetration for bus 8 is more than that of bus 5, 15 and 30 as the
microgrid and transmission system energy exchange at bus 8 frees some line
capacity for the generator reserves. This case shows that the microgrid could
alleviate transmission congestion under the current energy exchange pricing
scheme.
The microgrid and wind farm are located at the same bus in the previous
analysis. Table 3.3 shows the maximum wind penetration when the microgrid is
placed at a bus other than the wind farm bus. Comparison of Table 3.3 and Fig.
3.3 shows that the wind penetration level when the wind farm and microgrid
are at different buses is upper bounded by the penetration level when they are at
the same bus, as the transmission constraints could be bypassed and the errors
in the forecasted wind power could be locally offset in the latter case.
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Wind Bus Microgrid Bus Max Wind Penetration
5 8 44%
5 15 44%
5 30 44%
8 5 21%
8 15 21%
8 30 21%
Table 3.3: Wind penetration with the wind farm and microgrid at different buses
Increasing Microgrid Size and Dispatchable Load Level
As the amount of reserve is proportional to the size of the microgrid and the
amount of dispatchable load in the microgrid, the effects of these two factors on
wind are analyzed here. The microgrid is scaled by a constant factor to simulate
varying sizes. The wind farm and microgrid are both located at bus 5 to guar-
antee enough line capacity and thus eliminate the effects of line constraints. Fig.
3.4 shows the wind penetration for different sizes of a microgrid with 50% dis-
patchable loads, and Fig. 3.5 the wind penetration for a 25 MW microgrid with
different dispatchable load levels. It can be seen from the two figures that the
wind penetration is linearly proportional to the microgrid size and dispatchable
load level, as a larger microgrid and more dispatchable load provide more DR
resources to offset forecasted wind power error.
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Figure 3.4: Wind penetration for different microgrid sizes
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Figure 3.5: Wind penetration for different dispatchable load levels
3.5.2 System Cost Impact
In addition to increasing flexibility to improve integration of renewables, the
cost impact of co-optimization is of significant interest. In this section, the cost
implications of the two systems are explored in the COOP mode and in the SA
mode. In addition, the impact of multiple MGs on the system cost is examined.
It is expected that the COOP mode will provide additional flexibility to opera-
tions, as the microgrid is able to exchange energy with the transmission system
and provide DR as reserve to mitigate the effects of wind power uncertainty. In
the SA mode, the microgrid is separated from the transmission system and thus
cannot exchange energy with it, nor can the microgrid provide any DR.
Cost Impact of Wind Penetration
As wind penetration is a key concern for the grid of the future, and also a focus
of this study, the wind penetration is varied to appraise the impact on transmis-
sion system and microgrid costs. A wind farm and a 25 MW microgrid with
a 50% dispatchable load are connected to bus 5 for the case study. Results are
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summarized in Fig. 3.6(a).
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Figure 3.6: Transmission system and microgrid costs and savings breakdown for different
wind penetration levels
As shown in Fig. 3.6(a), the operation costs of the two systems are smaller
in the COOP mode because of the mutual benefits from the energy exchange
and DR. In the SA mode, the microgrid cost is not affected by wind penetra-
tion levels, as the microgrid configuration stays the same. Fig. 3.6(b) shows
the breakdown of the microgrid and transmission system savings in terms of
DR and energy exchange. When there is no wind power, the difference in the
operation cost for the two modes of operation originates from the energy ex-
change benefits. As wind penetration increases, DR savings for the microgrid
and transmission system increase, because more low cost DR from the micro-
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grid is engaged in the ancillary market. The energy exchange savings for the
two systems are almost the same across wind penetration levels because the en-
ergy exchange price and quantity do not differ significantly. With higher wind
penetration, the total savings in the COOP mode with a higher wind penetra-
tion is greater for both systems, as a higher wind penetration provides more
opportunity for the DR to reduce costs.
Impact of Microgrid Size on Cost
The transmission system is optimized with microgrids of different capacity con-
nected to bus 5. In all cases, the dispatchable load level in the microgrid is 50%.
The wind farm is connected to bus 5, and a fixed 10% wind penetration is used.
The operation cost for the two systems are shown in Fig. 3.7(a).
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Figure 3.7: Transmission system and microgrid cost and savings breakdown for different
microgrid sizes
Fig. 3.7(a) shows that the cost of the transmission system in the COOP mode
decreases with the increasing microgrid size. Cost savings are due to increasing
availability of the DR and energy exchange with a larger microgrid. In addition,
the individual systems’ costs are always lower in the COOP mode than in the
SA mode as the COOP mode provides both systems opportunities for arbitrage
in the energy exchange transactions in addition to the benefits from the reserve
provision. In the SA mode, the transmission system cost is the same for all three
microgrid sizes, as the transmission system configuration does not change. Fig.
3.7(b) shows the breakdown of the microgrid and transmission system savings
in terms of DR and energy exchange. As the microgrid size increases, the ben-
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efits from the energy exchange increases for both systems since the energy ex-
change volume increases with a larger microgrid. The DR benefits also increase
for both systems as a larger microgrid can provide more DR service. This case
study shows that the total savings in the COOP mode with a larger microgrid
are greater for both systems.
Cost Impact of Dispatchable Load Level
For the setting of a 25 MW microgrid and 10% wind penetration at bus 5, the
transmission system and microgrid operation costs at different levels of dis-
patchable load in the microgrid are shown in Fig. 3.8(a).
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Figure 3.8: Transmission system and microgrid cost and savings breakdown for different
microgrid dispatchable load levels
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It is shown in Fig. 3.8(a) that the transmission system cost declines with in-
creased dispatchable load level, as more wind forecast error is handled by the
lower cost DR from the microgrid dispatchable load. The microgrid cost also
decreases with an increasing dispatchable load level, as the microgrid has more
DR to sell and more load flexibility. Once again, the COOP framework enables
mutual benefits from the reserve service and energy exchange and thus reduces
the costs of both systems. The savings breakdown in Fig. 3.8(b) gives further
insight into the optimal co-operation. For the transmission system, the energy
exchange savings is virtually the same for different dispatchable load levels, as
the magnitude of the net energy exchange are nearly the same in those cases.
Although the energy exchange savings for the microgrid decrease with an in-
creasing dispatchable load level, the percentage cost savings increases. The DR
savings for both systems increase with an increasing dispatchable load level,
as a higher dispatchable load level provides more DR resources. However, the
DR savings for the transmission system do not increase significantly when the
dispatchable load level is increased from 40% to 60% because the marginal cost
benefit for that additional DR is very small. This case study shows that more
load flexibility enables lower operation costs for both systems especially for the
MG in the COOP mode.
Cost Impact of Multiple Microgrids
As MG integration increases in the power systems, it is crucial to examine the
cost effects of multiple MGs. In this section, three MGs with parameters as given
in Table 4.2 are positioned at buses 5, 8, and 15. The wind farm is connected
to bus 5, and a fixed 10% wind penetration is used. The three MGs have the
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same cost when connected to the transmission system due to the same topology
and parameters. In Table 3.4, the cost comparison of three cases is illustrated.
Each of the cases adds one more microgrid to the system; case 1 has a single
microgrid at bus 5, case 2 adds an additional MG at bus 8, and are 3 adds a third
to bus 15. It can be seen that the average MG cost increases while transmission
system cost decreases with additional MGs in the system because more MGs
in the system increases DR supply, which lowers DR price. Conversely, more
MGs increase the demand for energy import, which raises the energy import
price. The results here show that multiple MGs in the power systems under the
bi-level framework clearly follow the market economic rules, and the addition
of more MGs could increase operation efficiency of the transmission system.
Average MG Cost ($) TS Cost ($) Import Price ($/MWh) DR Price ($/MWh)
Case 1 1237 12759 5.61 3.10
Case 2 1302 12108 5.66 2.84
Case 3 1330 11505 5.72 2.68
Table 3.4: Case 1 has one MG at bus 5, case 2 has same MGs at bus 5 and 8, case 3 has same
MGs at bus 5, 8 and 15. The average MG cost increases while the transmission
system cost decreases with more MGs in the system.
3.6 Concluding Remarks
This paper presents a bi-level co-optimization framework to model the inter-
action of a transmission system and a microgrid. Both the energy and an-
cillary markets are optimized under this framework. By comparing the co-
optimization and standalone operation modes of the systems, it is shown that
co-optimization could reduce their operation cost for both systems because of
the additional flexibility and arbitrage opportunities. The transmission sys-
tem operation cost decreases with addition of more microgrids connected to
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it. Moreover, the microgrid could increase the wind penetration in the trans-
mission system, and the wind integration is most conveniently facilitated when
the microgrid and wind farm are at the same bus. The system analysis under
the bi-level framework in this paper will provide insight for future inter-system
co-operation and microgrid development, to enable a more sustainable power
system and boost operation efficiency. Those results also promote and support
massive future deployment of microgrids in power systems.
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CHAPTER 4
A CO-OPTIMIZATION FRAMEWORK FOR TRANSMISSION AND
DISTRIBUTION OPERATIONS UNDER UNCERTAINTY FROM
RENEWABLE GENERATION
With rapid growth of distributed energy resources (DER) in electric power
systems, the distribution system (DS) is becoming more similar to the bulk sys-
tem in terms of the functionality, which results in a growing need for updated
optimization framework and market simulator with more detailed represen-
tation of distribution operations for decision making in power systems. The
uncertainties added by the increasing penetration of renewable energy further
complicate power scheduling and operations. The traditional co-optimization
framework with a high level representation of distribution systems may not be
sufficient for the systems of the future. This chapter proposes an alternative sys-
tem optimization hierarchy, based on bi-level optimization, to co-optimize the
transmission system (TS) and distribution system in a way that caters the needs
of the evolving transmission and distribution systems, and takes advantage of
demand response (DR) to address the stochasticity of renewable energy sources.
The proposed bi-level framework is compared to a representative traditional
centralized optimization approach based on system cost, renewable resource
utilization, system expansion, and environmental impact. Computational stud-
ies show that bi-level optimization allocates the system costs in a more eco-
nomically intuitive way, puts more emphasis on the decentralized optimiza-
tion of the distribution system, and yields certain economic and environmental
benefits. This bi-level approach is also shown to effectively incorporate future
distribution characteristics such as distributed generation (DG) and energy ex-
port, which is not supported by the traditional approach. As an early work in
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power system optimal operation through bi-level optimization, the analysis in
this study offers a new point of view for future system co-optimization, and
provides a basis for more research on the decentralized system control frame-
works.
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Nomenclature
Sets and Indexes
T length of the planning horizon
G total number of generators in the transmission system
Ndb total number of buses in the distribution system
t ∈ {1, ...,T } a time interval from the beginning through the end of a period
g ∈ {1, ...,G} a transmission system network generator
i ∈ {1, ...,Ndb } a distribution system network bus
Parameters
Nb total number of buses in the transmission system
Rg/Rg upper/lower ramp rate limit of transmission system generator g
Pg/Pg generation upper/lower bound of transmission system generator g
L transmission system line limit
C1g/C
2
g linear/quadratic cost coefficient of transmission system generator g
Ccg commitment cost coefficient of transmission system generator g
Crg reserve cost coefficient of transmission system generator g
MGSF transmission system generation shift factor matrix
MGSFd distribution system generation shift factor matrix
W ft forecasted wind power in hour t
Wupt /W
dn
t upward/downward deviation from the forecast wind power in hour t
Lt transmission system load vector in hour t
L
d
i /L
d
i upper/lower bound of distribution system dispatchable load at bus i
Liei distribution system inelastic load at bus i
Pi/Pi upper/lower bound of distribution system power flow to bus i
Cd1i /C
d2
i linear/quadratic cost coefficient of distribution system DG at bus i
Cd distribution system utility for consuming dispatchable load
Cdr1/Cdr2 linear/quadratic cost coefficient of distribution system demand response
P
d
i /P
d
i upper/lower bound of distribution system DG generation at bus i
S dr DR scaling factor
Variables
rupg,t/r
dn
g,t upward/downward reserve of transmission system generator g in hour t
pdrt distribution system demand response price in hour t
pg,t generation of transmission system generator g in hour t
pimt distribution system imported power in hour t
ldi,t distribution system dispatchable load in hour t at bus i
pdi,t distribution system DG power in hour t at bus i
pi,t distribution system power flow to bus i in hour t
drupi,t /dr
dn
i,t upward/downward DR of distribution system in hour t at bus i
cimt distribution system energy import price in hour t
wg,t transmission system generator commitment variable in hour t for generator g
pin jt transmission bus power injection vector in hour t
pin jdt distribution bus power injection vector in hour t
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4.1 Introduction
With advances in smart grid technologies, the electricity market has been trans-
forming from a centralized structure to one that includes many decentralized re-
sources at the distribution level such as energy storage units, demand response
and distributed generation [99]. As distribution systems become more partic-
ipatory in the overall system operation, advanced market simulators and de-
cision frameworks will be required. The traditional optimization mechanisms
that treat a distribution system as a simple node with demand bid will not be
capable of leveraging the capabilities of future system structure. It is necessary
to adopt optimization models that better characterize the interactions between
transmission and distribution systems. If we consider distribution systems as
participants in the wholesale energy market, the power system problem faced
by the independent system operator (ISO) can be approached from a game-
theory perspective. Specifically, bi-level optimization originating from a Stack-
elberg game is one suitable approach, and is explored in this work to capture
the interaction between the transmission and distribution systems.
Figure. 4.1 summarizes past power system bi-level studies in four categories.
The long-term expansion planning problem of power systems is explored using
a bi-level optimization framework in [100, 101, 102, 64, 65]. The bidding strate-
gies of generation companys (GENCO), with the GENCO’s revenue optimiza-
tion as the upper-level problem and the ISO’s dispatch problem as the lower-
level problem is described in [103, 104, 105, 66, 67]. The bi-level optimization
approach is used to examine power system vulnerability and minimize loss un-
der terrorist attacks on transmission lines or generators in [106, 70, 107, 108, 109].
The bi-level optimization work with a focus on the interaction between trans-
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mission and distribution systems appears in [110, 111, 112]. It is worth noting
that in all of these previous references, the distribution system optimal dispatch
is the upper level problem, while the transmission system optimization is the
lower level problem. In [110], the author implements bi-level optimization for
the operational decision making of a distribution system in a competitive mar-
ket with multiple distribution systems, and a bi-level multi-period energy ac-
quisition model is proposed for a distribution system with DG and interruptible
load in [111]. The effect of DG and interruptible load on congestion alleviation
is also analyzed under that framework. Trading strategies of distribution sys-
tems with DG are examined in the day-ahead market and real time market in
[112]. It is worth noting that the previous work models the distribution sys-
tem problem as the upper level problem to help with the decision making for
distribution systems. It is unrealistic, however, to assume the upper level dis-
tribution system problem has access to the information on the lower level TS
problem. Formulating the problem with the ISO’s problem as the upper level
problem and the distribution system as the lower level problem may be more
suitable as the ISO receives information from the distribution systems at the top
level in the power system hierarchy.
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Figure 4.1: Summary of past studies on power system bi-level optimization.
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In this work, the transmission system day-ahead unit commitment of the ISO
is modeled as the upper level problem, and the distribution system optimal dis-
patch is formulated as the lower level problem. Under this structure, the upper
level problem determines the energy and DR prices of the distribution systems,
while the lower level problem responds to those price signals by deciding the
quantity of DR and energy import. The highlights of this work are summarized
as follows:
1. A bi-level optimization framework is presented for the transmission and
distribution system co-optimization with a logical system hierarchy.
2. A single-level optimization scheme is formulated from bi-level frame-
work, which enables more efficient solution of the bi-level optimization prob-
lem.
3. The bi-level optimization approach is compared with the traditional ap-
proach based on system cost for different renewable penetration and loading
scenarios, and environmental impact in terms of carbon emissions.
4. The bi-level optimization scheme is tested for a future distribution system
configuration with DG, meshed network and power export capability.
The structure of the paper is as follows: Section 4.2 delineates the bi-
level optimization formulation, with a reformulation of the bi-level problem
to a tractable model in Section 4.3. Numerical results are reported in Sec-
tion 4.4. Concluding remarks and recommendations for future work follow in
Section 4.5.
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4.2 Bi-level Optimization Model
The interactive behavior between market entities is commonly analyzed under
a game-theoretic approach known as bi-level optimization [83]. The following
general formulation illustrates the two-level problem structure under the bi-
level framework:
Upper-Level Problem: x∈XF (x, y)
s.t.: Gi (x, y) ≤ 0, i ∈ {1, 2, ..., I}
Hk (x, y) = 0, k ∈ {1, 2, ...,K}
Lower-Level Problem: y∈Y f (x, y)
s.t.: g j(x, y) ≤ 0, j ∈ {1, 2, ..., J},
hm(x, y) = 0, m ∈ {1, 2, ...,M}
(4.1)
The set of decision variables, objective function, and constraints of the up-
per/lower problem are denoted by X/y, F(x, y)/ f (x, y), and (Gi,Hk)/(g j, hm) re-
spectively in (4.1). The co-optimization of the transmission system and dis-
tribution system in the power market is naturally modeled under the bi-level
framework in this study. Specifically, as shown in Fig. 4.2, the energy and de-
mand response price signals are determined by the upper-level transmission
system, and the quantity of energy import and the demand response are de-
cided by the lower-level distribution system problem in response to the upper
level price signals.
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Figure 4.2: The upper-level transmission system determines the energy and demand re-
sponse price signals, and the lower-level distribution system problem re-
sponds by deciding the quantity of energy import and the demand response.
The specifics of the bi-level optimization model in this study are given below.
4.2.1 Upper-Level Problem: Transmission System Day-Ahead
Unit Commitment Problem
A transmission system consists of a network of transmission lines and buses,
which connect generation units, loads, and distribution systems. The optimal
operation schedules in the transmission system are solved from day-ahead unit
commitment problems for the energy and ancillary services markets. The en-
ergy market minimizes generation cost of meeting the system demand, while
the ancillary services market minimizes the cost of providing reserves to com-
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pensate short-term variability from renewables. The reserve resource is ob-
tained from a mix of the transmission system generators’ reserve and the distri-
bution system’s demand response.
As the upper-level problem, the day-ahead unit commitment problem min-
imizes the operational cost of the transmission system by making scheduling
decisions xt, including the generator commitment status wg,t, generation out-
put pg,t, the generator’s upward and downward reserve r
up
g,t , rdng,t, the distribution
system’s demand response price pdrt , and the prices of the distribution system’s
imported energy cimt :
xt = [wg,t, pg,t, r
up
g,t , r
dn
g,t, p
dr
t , c
im
t ].
The goal of the upper-level unit commitment problem is to minimize the op-
erational cost of the transmission system including the generation cost (Ccgwg,t +
C1gpg,t+C
2
g(pg,t)), the reserve cost (Crg(r
up
g,t +r
dn
g,t)), the revenue from energy export to
the distribution system (cimt pimt ), and the distribution system’s demand response
cost (pdrt (dr
up
t + dr
dn
t )). The objective function is given in (4.2), with relevant con-
straints in (4.3) - (4.10):
F({xt}Tt=1) =
∑T
t=1
∑G
g=1(C
c
gwg,t +C
1
gpg,t +C
2
g(pg,t)
2 +Crg(r
up
g,t + r
dn
g,t)
− cimt pimt + pdrt (drupt + drdnt ))
(4.2)
• Power flow capacity:
− L ≤ MGSF pin jt ≤ L, t ∈ {1, ...,T } (4.3)
− L ≤ MGSF pin j∗t ≤ L, t ∈ {1, ...,T } (4.4)
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The nodal net power injection vector pin jt accounts for the traditional gen-
eration, wind generation, and demand for all the buses in period t. The
error in the forecasted wind power, generator reserves and distribution
system’s demand response is incorporated into the base pin jt to give p
in j∗
t .
• Generation capacity:
Pgwg,t ≤ pg,t ≤ Pgwg,t, t ∈ {1, . . . ,T }, g ∈ {1, . . . ,G} (4.5)
(pg,t + r
up
g,t) − (pg,t−1 − rdng,t−1) ≤ Rg, t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (4.6)
Rg ≤ (pg,t − rdng,t) − (pg,t−1 + rupg,t−1), t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (4.7)
The generation outputs and hourly ramping are restricted within their
limits according to Eqs. (4.6) and (4.7).
• Power balance:
G∑
g=1
pg,t − (11×Nb · Lt) + W ft = pimt , t ∈ {2, . . . ,T }, g ∈ {1, . . . ,G} (4.8)
where 11×Nb is an Nb -dimentional vector filled of 1’s. The dot product
11×Nb · Lt gives the total load in the system.
• Wind forecast uncertainty:
Along with the environmental benefits, the increasing penetration of wind
power also brings the challenges of uncertainties to the system opera-
tional decisions. Here, the generation reserve at the transmission level,
and the distribution system’s demand response are used to offset the
wind power deviation from the forecast. Given the wind forecast as
well as a set of possible wind power realizations, the upward/downward
wind output deviation, Wupt /Wdnt , is calculated as the deviation between
the wind forecast and the maximum/minimum wind realization in pe-
riod t. The upward/downward wind output deviation is compensated
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by the downward/upward transmission generation reserve rdng,t/r
up
g,t and
upward/downward distribution system’s demand response drupi,t /dr
dn
i,t re-
spectively.
Wupt ≤
Ndb∑
i=1
drupi,t +
G∑
g=1
rdng,t, t ∈ {1, ...,T } (4.9)
Wdnt ≤
Ndb∑
i=1
drdni,t +
G∑
g=1
rupg,t , t ∈ {1, ...,T } (4.10)
Compiling these constraints, the upper level day-ahead unit commitment
problem of the transmission system is summarized as follows:
min{xt}Tt=1F
(
{xt}Tt=1
)
s.t. (4.3) − (4.10)
4.2.2 Lower Level Problem: Optimizing Distribution System
Operation Optimization
In this framework, optimal dispatch of the distribution systems is modeled as
the lower level optimization problem. The distribution system may have either
a radial or meshed network with the potential to provide demand response as
dispatchable load at each bus. The dispatchable load is scheduled between its
upper and lower limits. In the lower level problem, the optimal distribution
decisions yt include the energy import schedule pimt , nodal load consumption
pi, and the upward/downward demand response dr
up
t , drdnt provided by the
dispachable load:
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yt = [pi,t, pimt , l
d
i,t, dr
up
i,t , dr
dn
i,t ]
The goal of distribution system optimization is to seek the minimum distribu-
tion system operational cost including its energy import cost (pimt cimt ) and de-
mand response cost (Cdr1(drupi,t +dr
dn
i,t )+C
dr2((drupi,t )
2+(drdni,t )
2)), while maximizing the
dispatchable load utility (Cdldi,t) and demand response revenue (p
dr
t (dr
up
i,t + dr
dn
i,t )),
with its objective function expressed as follows:
f ({yt}Tt=1) =
T∑
t=1
Ndb∑
i=1
(pimt c
im
t +C
dr1(drupi,t + dr
dn
i,t ) +C
dr2((drupi,t )
2 + (drdni,t )
2)
−Cdldi,t − pdrt (drupi,t + drdni,t )) (4.12)
The constraints for the distribution system are formulated as shown below.
For clarity, the dual variables corresponding to the inequality constraints are
denoted by λ and those of the equality constraints are denoted by µ.
• Power flow:
The majority of existing distribution systems are radial [113, 114], as illus-
trated in Fig. 4.3. There are n buses in the network indexed by i = 1, ..., n.
Bus 1 is the coupling bus with the transmission system. A simplified ver-
sion of power flow that only considers active power based on the formula-
tion in [115] is used in this work. The power flow equation at node i could
be expressed as:
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Figure 4.3: Diagram of a radial distribution network
pi+1,t = pi,t − (Liei + ldi,t + drupi,t ), µ1,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb − 1 (4.13)
Pi ≤ pi,t ≤ Pi, λ1,i,t, λ2,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.14)
where Liei,t + l
d
i,t is the net load at bus i made up by the sum of inelastic load
Liei and dispatchable load l
d
i at bus i. Eq. (4.13) regulates the power flow
between the nodes in the distribution system. drupi,t is added to the net load
in Eq. (4.13) to ensure that the power flow accomodates the maximum
possible load. The power flow within the lines in the distribution system
are bounded in Eq. (4.14). Note that p1,t is the same as the distribution
system energy import pimt .
• Dispatchable load and demand response limit:
The dispatchable loads are restricted within predefined bounds shown in
Eq. (4.15). The available demand response is set to be within a certain per-
centage of the dispatchable load defined by the demand response scaling
factor S dr in Eq. (4.16) and (4.17).
Ldi ≤ ldi,t ≤ L
d
i , λ3,i,t, λ4,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.15)
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0 ≤ drupi,t ≤ S drldi,t, λ5,i,t, λ6,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.16)
0 ≤ drdni,t ≤ S drldi,t, λ7,i,t, λ8,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.17)
Overall, the lower level optimal dispatch problem of distribution system
is formulated as:
min
{yt}
T,Ndb
t=1,i=1
f
(
{yt}Tt=1
)
s.t. (4.10) − (4.17)
4.3 Single Level Reformulation of the Bi-level Problem
Bi-level optimization problems are commonly solved by one of two general
strategies. The first strategy applies classical methods such as single-level re-
duction [94, 85], descent methods [86, 116], penalty function [117, 87], and trust-
region methods [88, 118], which exploit the mathematical properties of opti-
mization problems such as convexity and regularity. The second strategy takes
advantage of some evolutionary methods such as particle swarm optimization
[90], genetic algorithms [89], metamodeling-based methods [92], and differen-
tial evolution [91]. The interested reader is referred to [83, 93] for a more detailed
survey of bi-level optimization techniques.
Using the first strategy, the bi-level optimization problem can be reformu-
lated as a single-level problem if the lower-level problem is convex, and the
Slater’s constraints qualifications are met, as described in [94]. In the single-
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level reformulation, the lower-level problem is substituted by its KKT condi-
tions which are combined with the upper-level problem. Here, the lower-level
optimal dispatch problem in the distribution system is convex and the Slater’s
constraints qualifications are satisfied. Thus, the lower-level problem is re-
placed by its KKT conditions, i.e. stationarity, dual feasibility and complemen-
tary slackness in the single-level reformulation of the system co-optimization
problem. Those KKT conditions are given below:
• Stationarity
The Lagrangian function associated with the distribution system problem
is:
L(x, y, λ, µ) = f (x, y) + λ1,i,t(Pi − pi,t) + λ2,i,t(pi,t − Pi) + λ3,i,t(Ldi,t − ldi,t)
+ λ4,i,t(ldi,t − L
d
i,t) − λ5,i,tdrupi,t + λ6,i,t(drupi,t − S drldi,t)
− λ7,i,tdrdni,t + λ8,i,t(drdni,t − S drldi,t) + µ1,i,t(pi+1,t − pi,t + Liei,t + ldi,t + drupi,t )
Stationarity represents a set of first-order optimality conditions, such that
the first derivative of the Lagrangian function with respect to each decision
variable is zero. Accordingly, the stationarity conditions of the lower-level
problem can be formulated as follows:
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µ1,i−1,t − µ1,i,t + λ2,i,t − λ1,i,t = 0, t ∈ 1, ...,T , i ∈ 2, ...,Ndb
(4.18)
cimt − µ1,1,t + λ2,1,t − λ1,1,t = 0, t ∈ 1, ...,T
(4.19)
2Cdld1,t − 2CdL
d
i,t + λ4,1,t − λ3,1,t − S drλ6,1,t
− S drλ8,1,t + µ1,i,t = 0, t ∈ 1, ...,T
(4.20)
2Cdr2i dr
up
i,t +C
dr1
i − pdrt + λ6,i,t − λ5,i,t + µ1,i,t = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
(4.21)
2Cdr2i dr
dn
i,t +C
dr1
i − pdrt + λ8,i,t − λ7,i,t = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
(4.22)
• Dual feasibility:
The condition of dual feasibility requires that all the dual variables associ-
ated with the inequality constraints must be non-negative.
λ j,i,t ≥ 0,i ∈ 1, ...,Ndb , t ∈ 1, ...,T , j ∈ 1, ..., 8 (4.23)
• Complementary slackness:
The complementary slackness conditions enforce the product of each in-
equality constraint and its corresponding dual variable to be zero. Hence,
the complementary slackness conditions of the lower-level problem for
Eqs. (4.14)-(4.17) are:
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λ1,i,t(Pi − pi,t) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ2,i,t(pi,t − Pi) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ3,i,t(Ldt − ldi,t) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ4,i,t(ldi,t − L
d
t ) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ5,i,t(−drupi,t ) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ6,i,t(dr
up
i,t − S drldi,t) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ7,i,t(−drdni,t ) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
λ8,i,t(drdni,t − S drldi,t) = 0, t ∈ 1, ...,T , i ∈ 1, ...,Ndb
However, the products of variables in the complementary slackness con-
straints resulted in nonlinearities in the formulation. The big-M method
is employed to linearize the complimentary slackness constraints by in-
troducing a sufficiently large constant M as well as binary variables φi,
with details regarding the big-M method in [95]. Using this approach, the
complementary slackness constraints are linearized and reformulated as
follows.
91
pi,t − Pi ≤ (1 − φ1)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.24)
Pi − pi,t ≤ (1 − φ2)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.25)
ldi,t − Ldt ≤ (1 − φ3)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.26)
L
d
t − ldi,t ≤ (1 − φ4)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.27)
drupi,t ≤ (1 − φ5)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.28)
− drupt + S drldi,t ≤ (1 − φ6)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.29)
drdni,t ≤ (1 − φ7)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.30)
− drdnt + S drldi,t ≤ (1 − φ8)M, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.31)
λ j,i,t ≤ φiM i ∈ 1, ..., 10, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.32)
An additional challenge results from the bilinear terms −cimt pimt + pdrt (drupt +
drdnt ) in the upper-level objective function Eq. (4.2). Since these bilinear terms
also exist in the lower-level objective function Eq. (4.12), this issue can be ad-
dressed by applying the strong duality theorem to the lower level problem. The
strong duality theorem states that the optimal value of the objective function
of the primal problem is equal to that of the corresponding dual problem. The
objective function of the dual of the lower-level problem is:
D({λi,t, µi,t}T,N
d
b
t=1,i=1) =
∑T
t=1
∑Ndb
i=1(−Cd(ldi,t)2 −Cdr2((drupi,t )2 + (drdni,t )2)
+ Liei,tµ1,i,t + λ1,i,tPi,t − λ2,i,tPi,t + λ3,i,tLdi,t − λ4,i,tL
d
i,t)
(4.33)
For the formulation of the dual problem associated with a quadratic primal
program, interested readers are referred to [119]. By equating the objective func-
tions in Eqs. (4.12) and Eq. (4.33), the following equations are obtained.
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−pimt cimt + pdrt (drupt + drdnt ) =
∑T
t=1
∑Ndb
i=1(C
dr1(drupi,t + dr
dn
i,t ) +C
dr2((drupi,t )
2 + (drdni,t )
2)
− Cdldi,t − D({λi,t, µi,t}
T,Ndb
t=1,i=1)
Based on the above representation, the upper-level objective function Eq. (4.2)
can be rewritten as
F′
(
{xt, yt, λt,i, µt,i}T,N
d
b
t=1,i=1
)
=
∑T
t=1
∑G
g=1(C
c
g,twg,t +Cg,tpg,t +C
2
g,tpg,tpg,t
+Crg(r
up
g,t + r
dn
g,t) − D({λi,t, µi,t}T,N
d
b
t=1,i=1)
As a result, the bi-level optimization problem is reformulated as the follow-
ing single-level mixed integer problem which can be solved with a wide range
of commercial solvers such as CPLEX and Gurobi.
min
{xt ,yt ,λi,t ,µi,t}
T,Ndb
t=1,i=1
F′
(
{xt, yt, λi,t, µi,t}T,N
d
b
t=1,i=1
)
st: (4.3) − (4.10), (4.13) − (4.17), (4.18) − (4.32)
4.4 Numerical Results
This work first compares the operational performance of the coordinated sys-
tem under the bi-level co-optimization framework with a framework represent-
ing the traditional practice. Subsequently, the bi-level framework is explored for
an envisioned future distribution system with more complexity and autonomy.
Two versions of the traditional optimization approach are used in this compar-
ison; one with and one without network constraints in the distribution system.
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While the DS network constraints are not currently included in transmission-
level operation, it is likely necessary to take them into consideration for increas-
ing distributed resources in future. Both versions of traditional optimization
framework solves a single-level optimization problem to maximize the overall
social welfare, ie; with an objective of minimizing the total cost and maximiz-
ing utility functions of all market participants. The mathematical formulation
of the traditional framework is provided in Appendix 4.7.1. Throughout this
paper, ”Bi-level”, ”Traditional with network” and ”Traditional w/o network”
are used to denote the three frameworks in tables and figures. In practice, many
ISOs use the locational marginal price resulting from this solution for the en-
ergy and DR prices under the traditional framework [120]. For a reasonable
comparison, the DR price and energy price are set to the same variable under
the bi-level optimization framework.
The transmission model described in Section 4.2.1 is applied to the IEEE 30-
bus system, shown in Fig. 4.4(a). Interested readers are referred to [2] for de-
tailed parameters of the transmission system. Three 6-bus distribution systems
named as DS1, DS2 and DS3 are connected to bus 5, 15 and 25 in the transmis-
sion system respectively, each with the structure illustrated in Fig. 4.4(b). The
parameters of the three distribution systems are provided in Appendix 4.7.2.
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(a) IEEE 30 Bus System (b) 6-bus Distribution System
Figure 4.4: Transmission and Distribution System Schematics.
A wind farm is hosted at bus 8 of the transmission system which represents
25% of installed generation capacity. The generation data for the wind farm are
obtained from the NREL-Eastern Wind Integration Study dataset [97], and a set
of ten thousand diurnal wind scenarios are generated to represent a diverse set
of possible realizations from a single forecast. The interested reader is referred
to [98] for details of this scenario generation method.
4.4.1 Base Case: Cost Comparison
For benchmarking purposes, the costs of each of the transmission system, three
distribution systems (denoted as DS1, DS2 and DS3), and the total system are
compared among the three optimization frameworks. In the bi-level frame-
work, the transmission and distribution costs are the objective function values
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of the upper and lower level problem respectively, and the total system cost
is the sum of the transmission and distribution costs. In the traditional frame-
works, the total system cost is the objective function given by Eq. (4.42), which
can be partitioned among transmission and distribution costs based on the deci-
sion variables. In this comparison, the transmission and distribution cost terms
in the traditional objective function are the same as the upper and lower level
objective functions in the bi-level optimization respectively.
The system cost and per unit energy cost information for the three optimiza-
tion frameworks is shown in Fig. 4.5. The bi-level framework yields the lowest
distribution system cost, as this is directly optimized in the lower level of the
bi-level framework. In the traditional framework, the operation costs of the dis-
tribution systems are not optimized individually, and are thus higher. Including
the distribution network constraints in the traditional framework results in the
highest distribution system costs, as the feasible region under this framework
is reduced by the network constraints. Conversely, the total system cost is the
highest under the bi-level framework, as it is not directly optimized under this
framework. Since the transmission system cost is calculated as the difference
between the total system cost and distribution system cost, the observations for
the transmission cost are the same as those for the total cost.
In Fig. 4.5(b) energy costs are normalized by the total load and compared on
the cost per unit of load served, which further highlights the savings available
to the distribution system under the bi-level structure.
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Figure 4.5: Cost comparison between bi-level, single-level and single-level with network
shows that bi-level framework results in the lowest costs for distribution sys-
tems, while the traditional framework favors transmission system savings.
4.4.2 Distribution System Cost Analysis
The realized costs for different wind scenarios may vary significantly, making
it worthwhile to analyze the scenario-specific system costs, including transmis-
sion, distribution and the total cost for all the possible wind scenario realiza-
tions. To facilitate the analysis, for each wind scenario s ∈ S , the day-ahead
energy market decisions are fixed, and the reserve and DR quantities are re-
calculated according to each scenario. Specifically, the realized generator re-
serve rdng,t,s and r
up
g,t,s and demand response dr
up
t,s and drdnt,s for each scenario s ∈ S
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can be computed based on equations (4.35)-(4.40), and is an estimate of the ad-
ditional resources required for system adequacy under each approach. To ap-
proximate the distribution of real-time operation cost, it is assumed that the real
time error of each wind scenario is allocated to the reserve and DR resources ac-
cording to their proportions in the day-ahead solution calculated in Equations
(4.37)-(4.40).
Scenario-wise reserve and DR calculation:
Wupt,s = dr
up
t,s +
G∑
g=1
rdng,t,s, t ∈ 1, ...,T , s ∈ 1, ..., S (4.35)
Wdnt,s = dr
dn
t,s +
G∑
g=1
rupg,t,s, t ∈ 1, ...,T , s ∈ 1, ..., S (4.36)
drupt,s/W
up
t,s = dr
up
t /W
up
t , t ∈ 1, ...,T , s ∈ 1, ..., S (4.37)
drdnt,s/W
dn
t,s = dr
dn
t /W
dn
t , t ∈ 1, ...,T , s ∈ 1, ..., S (4.38)
rdng,t,s/W
up
t,s = r
dn
g,t/W
up
t , g ∈ 1, ...,G, t ∈ 1, ...,T , s ∈ 1, ..., S (4.39)
rupg,t,s/W
dn
t,s = r
up
g,t/W
dn
t , g ∈ 1, ...,G, t ∈ 1, ...,T , s ∈ 1, ..., S (4.40)
With the realized generator reserve and demand response, the actual
scenario-wise transmission cost Fs({xt,s}Tt=1) and distribution cost fs({yt,s}Tt=1) are
obtained for each scenario s ∈ S with the following equations:
Fs({xt,s}Tt=1) =
∑T
t=1
∑G
g=1(C
c
g,twg,t +C
1
gpg,t +C
2
gpg,tpg,t
+ Crg(r
up
g,t,s + r
dn
g,t,s) − pimt cimt + pdrt (drupt,s + drdnt,s))
fs({yt,s}Tt=1) =
∑T
t=1
∑Ndb
i=1(p
im
t c
im
t
+ Cdr1(drupi,t,s + dr
dn
i,t,s) +C
dr2(drupi,t,sdr
up
i,t,s + dr
dn
i,t,sdr
dn
i,t,s)
− Cdldi,t − pdrt (drupi,t,s + drdni,t,s))
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The result, shown in Fig. 4.6(a)-4.6(c), is a histogram of the DS costs for all
scenarios for the three frameworks under wind uncertainty. The bi-level frame-
work leads to much lower costs for all the DSs, as shown earlier. This analysis
shows that the bi-level framework also yields the narrowest distribution among
the three frameworks, which is due to lowest consumption of DR resources.
The percentage of DR and generator reserve to compensate the wind fore-
cast errors are displayed in Fig. 4.7, suggesting that the traditional frameworks
mostly depend on DR for the task, whereas the bi-level framework leverages
more reserves. The heavier use of DR under the traditional framework is due to
its lack of consideration for the DR payment in its optimization process, which
makes the DR appear to be a more economic ancillary service option compared
to the reserve. The higher consumption and variability of DR used by tradi-
tional frameworks leads to more uncertainty in DS costs, whereas lower con-
sumption of DR under the bi-level framework yields a more concentrated dis-
tribution of operation cost, as a result, the bi-level optimization is shown to be
a more risk-averse optimization framework from the perspective of the DS. A
comparison of histograms of transmission and total system costs shows similar
distributions among the three frameworks, and are excluded for brevity.
99
(a) DS1 (b) DS2
(c) DS3
Figure 4.6: Histograms of Distribution Costs of DSs show that the bi-level framework
yields the narrowest distribution, implying that this approach is more risk-
averse.
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Figure 4.7: Proportion of DR and reserves used to compensate wind forecast error, shows
that the bi-level framework uses a more balanced portfolio of DR and reserves
to manage uncertainty.
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4.4.3 Environmental Impact
As environmental benefits are an important consideration in the future energy
system, the impact on CO2 emissions is also examined here. The environmental
impact, as tons of CO2 emitted, is approximated based on the national aver-
age emissions rate across generation sources [121]. The only major difference in
environmental impact between the bi-level and traditional frameworks lies in
the strategies of dealing with upward wind error Wup when the wind energy is
under-forecasted, with no perceivable difference when the wind power is over-
forecasted. The differences in DR and reserve provision among the frameworks
are due to the different DR payment characterizations as explained in the pre-
vious section. Recall that Wup is compensated either by downward reserve rdn
or upward demand response drup, and the use of rdn leads to reduction of CO2
emissions due to reduced generation. Table 4.1 shows the amount of drup and rdn
used to mitigate Wup, and the CO2 reduction from rdn for the three frameworks
for the same wind forecast errors. It can be seen that the reduction of CO2 emis-
sions is more significant under the bi-level framework as much more rdn is used
under the bi-level framework than the traditional framework, leading to the ob-
servation that the bi-level framework can be considered more environmentally
friendly.
Bi-level TraditionalNetwork No Network
DR (MW) 68 192 194
Reserves (MW) 130 6 4
CO2 Reduction (Tons) 13 0.6 0.4
Table 4.1: Comparison of CO2 emission for balancing wind forecast errors. Note that
more CO2 emissions are reduced under the bi-level approach.
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4.4.4 Implications for Increasing Wind Penetration
To analyze the performance of increasing wind utilization in the system, a sce-
nario is considered in which installed wind capacity is scaled up by 50%. The
significant wind utilization could increase the requirement for balancing re-
sources including reserves and DR. Fig. 4.8 compares the unit energy cost of
the three frameworks between the base case previously discussed, and the case
with more wind. Under this scenario, the costs to both the TS and DSs increase
under bi-level framework in Fig. 4.8 due to an increasing need for balancing
resources. Conversely, the traditional approaches, both with and without DS
network constraints, show a cost decrease for the DSs and a cost increase for
the TS. When the production cost increases in a buyer-seller market, that cost
increase is shared by both the buyer and seller according to fundamental eco-
nomic principles [122]. The bi-level framework reflects a more equitable sharing
of increased production costs between market participants since this framework
better represents market interactions.
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Figure 4.8: Unit cost comparison associated with increased wind penetration shows that
an increase in system operational cost is shared between the DSs and TS un-
der the bi-level framework, whereas under the traditional frameworks the
increase in system operational cost is borne solely by the TS.
4.4.5 Benefits to a Future Distribution System
As distribution systems evolve in the future, it is hoped that participation and
flexibility of loads will increase. To replicate that effect, the upper bounds on
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dispatchable load in the three DSs are scaled up by 20%. This increased flexibil-
ity is equivalent to increasing the feasible region of the DS optimization prob-
lem, which means the DS per unit energy cost will tend to decrease. Fig. 4.9
compares the impact of increased dispatchable load on unit costs of the distri-
bution, transmission, and the total system. The total system unit cost under
each of the three frameworks decreases with the increased flexibility in system
loads, though the unit cost decrease in the total system cost is attributed dif-
ferently among the distribution and transmission systems for the alternative
frameworks. Under the bi-level approach, there is a higher relative reduction in
the DS costs with marginally increase in transmission cost. The increased dis-
patchable load has less impact on both DS and TS in the traditional framework
as shown in Fig. 4.9(a), 4.9(b), because the DSs is not explicitly optimized in tra-
ditional framework and the increasing feasible regions do not necessarily result
in its objective improvement to the same level as the bi-level framework.
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Figure 4.9: Unit cost comparison under increased dispatchable load shows that the DSs
experience a higher relative reduction in the energy cost under the bi-level
framework, whereas the distribution unit cost does not necessarily decrease
under the traditional frameworks.
4.4.6 Incorporating Generation in the Distribution System
A high level of distributed generation (DG) penetration may feature in the fu-
ture energy system in order to enhance system sustainability, reliability and re-
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silience. Effective use of DG will require the power flow in the DS to change
from the current structure, which is commonly radial to bi-directional architec-
ture, enabling the DS to sell excess power to the TS under potential changes in
FERC policy and technology upgrades. Under this scenario, the DS will become
more autonomous, and require more sophisticated consideration in terms of the
modeling and optimization frameworks. The bi-level optimization framework
is a promising approach to accommodates such needs.
In this case study, each of the three DSs is equipped with DG, bi-directional
power flow and energy export capabilities. The DG is positioned at bus 2 of
each distribution network, and parameters of the DG are provided in Appendix
4.7.2, with additional and modified constraints related to the DG in Appendix
4.7.3. Fig. 4.10 compares the unit cost of the three DSs with and without DG. The
unit costs with DG for the distribution, transmission, and the total system are
consistently cheaper than those without DG, since the DG provides an alterna-
tive supply to meet demand, and is used whenever it is cheaper than the energy
import from the TS. The results here not only demonstrate the capability of the
bi-level framework for modeling the future distribution system, but also shows
system operation benefits of the future DS with DG under the bi-level frame-
work. Since such future DS cannot be effectively modeled under the traditional
frameworks, a comparison with this approach is not available here.
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Figure 4.10: Unit cost comparison with addition of DG under bi-level optimization shows
that all the market players experience a unit cost decrease.
4.5 Concluding Remarks
This paper presents a bi-level co-optimization framework for a transmission
system with multiple distribution systems. Both the energy and ancillary mar-
kets are optimized under this framework. The bi-level framework models the
transmission and distribution systems as separate optimization problems with
possibly conflicting objective functions, which is in contrast to the traditional
approach which models both systems as a single optimization problem neglect-
ing details of the distribution system. Results show that the proposed frame-
work provides a powerful and suitable way to represent future distribution
system decisions along with the transmission system. As distribution systems
become more active and responsive with DER, DG and bi-directional power
flow, such a framework will be important for effective energy system integra-
tion. In addition, the bi-level approach can yield more environmentally friendly
solutions in terms of ancillary resource provision, and make effective use of in-
creasing renewable penetration and flexible loads, which are likely components
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of future power system scenarios. In this future, DS and TS operators will re-
quire market simulators that incorporate their own decision making with that
of the other parties, and this approach is a natural framework to appropriately
incorporate multi-stakeholder and multi-level systems.
In the future, it will be worthwhile to analyze the impact of incorporating
distributed storage devices and renewable generation in the distribution sys-
tem as they are becoming increasingly common in the distribution system. The
impact of the bi-level approach in terms of handling transmission system con-
gestion is another promising direction.
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4.7 Appendix
4.7.1 Traditional UC Problem
The formulation of the traditional UC problem adopted by the ISOs is based on
the UC formulation in [123]. The optimization variables are given below:
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xt = [wg,t, pg,t, r
up
g,t , r
dn
g,t, pi,t, p
im
t , l
d
i,t, dr
up
i,t , dr
dn
i,t ]
The objective function is the sum of the upper level and lower level bi-level
optimization objective functions without the DR and energy import payment
terms.
Objective function:
F({xt}Tt=1) =
T∑
t=1
G∑
g=1
(Ccgwg,t +C
1
gpg,t +C
2
g(pg,t)
2 +Crg(r
up
g,t + r
dn
g,t)) (4.41)
+
T∑
t=1
Ndb∑
i=1
(Cdr1(drupi,t + dr
dn
i,t ) +C
dr2((drupi,t )
2 + (drdni,t )
2) −Cdldi,t) (4.42)
The constraints of the traditional approach with DS network constraints are
the same as the ones used in the upper- and lower- level problems. The formu-
lation is as below:
min{xt}Tt=1F
(
{xt}Tt=1
)
s.t.(4.3) − (4.10), (4.13) − (4.17)
If the DS power flow constraints namely Eqs. (4.13) & (4.14) are taken out of
the constraint set, the problem becomes the tradition UC without DS network
constraints version.
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4.7.2 Distribution System Parameters
The parameter values for DS1 are listed in the table below. DS2 and DS3 are de-
rived from DS1 with a 20% increase and 20% decrease in L
d
i and Pi respectively.
Parameters Bus 1 Bus 2 Bus 3 Bus 4 Bus 5 Bus 6
L
d
i (MW) 0 4 5 3 4 2
Ldi (MW) 0 0 0 0 0 0
Liei (MW) 0 0 0 0 0 0
Pi(MW) 11.2 6.6 3.6 5.2 3 0
Pi(MW) 0 0 0 0 0 0
Cd1i ($/MWh) 0 5 5 5 5 5
Cd2i ($/MWh) 0 0.02 0.02 0.02 0.02 0.02
P
d
i (MW) 0 0 0 0 0 10
Pdi (MW) 0 0 0 0 0 0
Parameters Values
Cdt $3/MWh
Cdr1t $1/MWh
Cdr2t $1/MWh
S drt $0.5/MWh
Table 4.2: DS parameter values
4.7.3 Additional Constraints with DG
There are three main changes to the distribution system with the proposed ad-
dition of DG in Section 4.4.6. The first one is the power flow which changes
from radial power flow to meshed power flow in distribution system. Specifi-
cally, the power flow equation in 4.13 should be replaced by similar power flow
equations as the transmission system’s as follow:
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− Pi ≤ MGSFdpin jdt ≤ Pi, t ∈ 1, ...,T (4.44)
− Pi ≤ MGSFdpin jd∗t ≤ Pi, t ∈ 1, ...,T (4.45)
where MGSFd is the generation shift factor matrix of the distribution system.
pin jdt is the nodal net power injection vector taking distributed generation de-
mand into account. pin jd∗t incorporates distribution system DR into the base p
in jd
t .
The second change is the addition of DG in the distribution system. The follow-
ing constraints capture the behavior of DG:
Pdi ≤ pdi,t ≤ P
d
i , λ5,i,t, λ6,i,t, t ∈ 1, ...,T , i ∈ 1, ...,Ndb (4.46)
Eqn. (4.46) limits the DG output with its upper and lower generation
bounds. In addition, a power balance equation is needed for the distribution
system as shown in Eq. 4.47:
Ndb∑
i=1
(Liei,t + l
d
i,t) = p
im
t + p
d
i,t, t ∈ 1, ...,T (4.47)
The thrid change is incorporating power export capability into the distribu-
tion system. The pimt in Eq. 4.47 could now be a negative number which repre-
sent power export.
The KKT conditions associated with those additional equations are not given
for simplicity. Readers could refer to [124] and follows the same rules as ex-
plained in 4.3 to derive them.
111
CHAPTER 5
CONCLUSION
This dissertation seeks to develop a new framework to support renewable re-
source integration and distributed resources. To this end, three projects are pre-
sented, each of which considers different aspects of the optimization of the fu-
ture power system. The first project explored three types of demand response
programs (i.e., TCL, DL, and EL) in a microgrid based on the categorization and
characteristics of real load. A stochastic rolling horizon approach is leveraged
to optimize the microgrid’s operational decisions. The second project coordi-
nates a microgrid with demand response, with the main grid under a bi-level
optimization framework, which enables appropriately detailed system model-
ing for each. Results show that the cooperative framework reduces system costs
and supports higher levels of renewable resources utilization. The final project
presented generalizes the bi-level co-optimization framework from a microgrid
to current distribution system structures. The bi-level framework is compared
with the traditional optimization framework in terms of the system operation
cost, environmental impact, risk-averseness of the solutions, and capabilities
to handle possible system expansion with renewable generation uncertainty.
Results indicate that bi-level co-optimization provides benefits under current
distribution system configurations, and provides potential for more significant
benefits under future architectures that include distributed generation and bi-
directional energy exchange capabilities with the main grid.
The results of these studies show that for the operation of a MG, a stochas-
tic rolling horizon optimization framework could effectively manage various
DR programs, reduce MG operation cost, and support renewable integration.
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For transmission and distribution level co-optimization, the bi-level framework
is shown to facilitate system renewable penetration, and generate cost savings
on top of the standalone mode. The comparison with the traditional frame-
work further highlights the benefits of the bi-level framework including more
equitable sharing of cost among the systems, better environmental impacts and
support for the DS evolution.
Overall, this dissertation centers around renewable energy integration in
the power systems and provide an inter-system and intra-system optimization
framework taking various demand response programs into consideration for
the future power system. The frameworks and methods established in this dis-
sertation will support developments toward more renewable generation in the
power system, while ensuring a robust and efficient future grid with desired
components and functionalities that are not currently supported. As the foun-
dation for a nation, an advanced grid infrastructure will greatly boost the de-
velopment of the society. It is hoped that the studies presented here serve to
accelerate the arrival of a more sustainable grid.
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