We prove a conjecture of Cuttler et al. (2011) on the monotonicity of normalized Schur functions under the usual (dominance) partialorder on partitions. We believe that our proof technique may be helpful in obtaining similar inequalities for other symmetric functions.
x = (x 1 , . . . , x n ) be a tuple of n real variables. Schur functions of x are indexed by integer partitions = ( 1 , . . . , n ), where 1 · · · n , and can be written as the following ratio of determinants [7, pg. 49] , [5, (3 
.1)]:
s (x) = s (x 1 , . . . , To each Schur function s (x) we can associate the normalized Schur function
Let , µ 2 R n be decreasingly ordered. We say is majorized by µ, denoted µ, if 
Our proof technique differs completely from [1] : instead of taking a direct algebraic approach, we invoke a well-known integral from random matrix theory. We believe that our approach might extend to yield inequalities for other symmetric polynomials such as Jack polynomials [4] or even Hall-Littlewood and Macdonald polynomials [5] .
Majorization inequality for Schur polynomials
Our main idea is to represent normalized Schur polynomials (0.2) using an integral compatible with the partial-order ' '. One such integral is the Harish-Chandra-Itzykson-Zuber (HCIZ) integral [2, 3] :
,
where dU is the Haar probability measure on the unitary group U(n); a and b are vectors of eigenvalues of the Hermitian matrices A and B; is the Vandermonde determinant (a) := Q 1i<jn (a j a i );
and c n is the constant
(1.
2)
The following observation [2] is of central importance to us. Assume without loss of generality that for each i, x i > 0 (for x i = 0, apply the usual continuity argument). Then, there exist reals a 1 , . . . , a n such that e a i = x i , whereby 
Proposition 3. Let A be a Hermitian matrix, an integer partition, and B the diagonal matrix
The elementary manipulations below show that inequality (1.7) holds. 
