We consider T-periodic solutions of singular Hamiltonian systems with weak force q + VV(q,t) = 0, where V(q, t) ~ -l/\q\a near q = 0 with a e (0, 2). In particular, we study some properties of generalized T-periodic solutions, which were introduced by Bahri and Rabinowitz.
Introduction
In this paper we study properties of the generalized solutions of singular Hamiltonian systems which were introduced in [BR] . We consider a Hamiltonian system (HS.l) q + vV(q,t) = 0 in R, (HS.2) q(t + T) = q(t) inR, where q = (qx, q2,... , q^) £ RN (N > 3), F > 0, and V(q, t) is a function such that (VI) V £ C2((RJV\{0}) x R, R) is F-periodic in t;
(VI) V(q, t) < 0 for all (q, t) and V(q, t), VV(q, i) -0 as \q\ -co uniformly in t ;
(V3) V(q, t) is of the form V(q,t) = -l/\q\a + U(q,t), where a £ (0, 2) and U(q, t) £ C2((RN\{0}) x R, R) is F-periodic in t and satisfies In this paper we deal with the case a £ (0, 2), that is, the so-called weak force case. The difficulty in proving the existence of periodic solutions of (HS. 1 )-(HS.2) comes from the lack of the Palais-Smale compactness condition for the corresponding functional rT -s> /(«)= UW-V(q,t) dt.
In [BR] Bahri and Rabinowitz proved the existence of generalized F-periodic solutions under weaker conditions (VF) V £ Cx((RN\{0}) x R, R) is F-periodic in t; (V3') V(q, t) -> -oo as q -► 0 uniformly in t ; and (V2). Here a generalized F-periodic solution means a function q(t) such that Io q(t) enters the singularity 0 on a set D of measure 0; 2° q(t) £ C2(R\D, RN), and q(t) is F-periodic; 3° q(t) satisfies (HS) on R\F> ; 4° q(t) £ Hx ([0, F], R") and I(q) < oo ; 5° if V(q, t) is independent of t, then \\q(t)\2 + V(q(t)) = const for t £ R\D.
They introduced a perturbation of the potential (essentially as in (0.1) below), applied a suitable minimax argument to the perturbed problems, and obtained a generalized F-periodic solution as a limit of classical F-periodic solutions of perturbed problems.
In [Tl] we estimated the number of collisions of a generalized solution v = #{t£(0,T];q(t) = 0} under the conditions (V1)-(V3) (with p = 0), and we proved (i) if a £ (1, 2), then v = 0 ; that is, the generalized solution is in fact a classical solution, (ii) if a £ (0, 1], then v < 1 ; that is, the generalized solution has at most one collision in its period. To obtain the above result, we introduced a perturbation of the potential
for e e (0, 1]. First, we obtain a classical solution qe(t) of (HS.l)e q + VVc(q,t) = 0 inR, (HS.2) q(t + T) = q(t) inR.
Second, we pass to the limit as e -> 0. As to the number of collisions of generalized solutions, we also refer to [B, C, ST, CS1, CS2, T2] . On the other hand, Beaulieu [B] studied the behavior of generalized solutions precisely and proved that if a generalized solution q(t) enters the singularity 0 at time t = in G (0, T], then the limit (0.2) a±= lim ^e^-1 t^t0±Q \q(t)\ exists under conditions (V1)-(V3).
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The main purpose of this paper is to study the generalized solutions obtained through (HS.1)£-(HS.2) more precisely; we study the angle between a+ and a-. Our main result is Theorem 0.1. Assume (Vl)-(V'3). Let qe(t) be a T-periodic solution of (HS.l)¿-(HS.2) that is obtained in [BR] . Assume qe(t) -* q(t) in L°° as e -> 0 (if necessary we extract a subsequence) and q(t) enters the singularity 0 at t = to ■ Set a±= lim ijleí"-1 /-<0±o \q(t)\ and ôe= min \qe(t)\>0, d = lira -^ £ [0, oo].
(If necessary, we extract a subsequence again so that the above limit exists.) Then (i) d < (2 -a)2 -1, and (ii) the angle between a+ and a_ equals 2n\/l + d/(2 -a) modulo n.
We will give a proof in §1. In §2 we assume a = 1, (V1)-(V3), and (V4) V(q,t) is independent of t and in a neighbourhood of 0 6 R", V(q, t) is a function of \q\, i.e., V(q, t) = <f>(\q\) for some <p(r): (0,oo)^R in a neighbourhood of 0 £ RN .
We prove that the generalized solution obtained in the above way is a collisionbrake orbit. More precisely, we prove Theorem 0.2. Assume (Vl)-(V 4) and a = 1. Let qe(t) be a solution of (HS.l) e-(HS.2) obtained through a minimax method in [BR] . Suppose q(t) = lim£^0 qe(t) enters the singularity 0 at t = to. Then g d = lim -=-= 0 and a+ = a_.
Moreover, q(t) is a collision-brake orbit; that is, Q(t + to) = q(-t + t0) for all t.
Remark 0.1. Theorem 0.2 is also obtained in [CS1] under a slightly different situation.
For the existence of collision-brake orbits, we refer to [CS2, R] . Remark 1.1. This functional is slightly different from the functional introduced in [Tl], but we can treat it in a similar way (cf. [T2] ). We remark that critical points q £ A of Ie(q) correspond to classical Tperiodic solutions of (1.1) q + VV(q,t) + 2eq/\q\4 = 0.
Let qe(t) be the critical point of IE(q) obtained in [BR] . In particular, it satisfies
where m, M > 0 are constants independent of e £ (0, 1] and indexI"(qe) is the Morse index at qe. As in [TI, T2] we define ôe = miate^0,T] l&WI > 0 and assume \qe(t)\ takes its minimum at t = te. We also assume Ss -► 0 as e -► 0. We introduce a rescaled function
We extract a subsequence e" -» 0-we still denote it by e-such that g d = lim -^-£ [0, oo] exists. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. The case d = 0 is proved in [Tl] . We can get the case d > 0 in a similar way. D Now we can prove the first statement of Theorem 0.1.
Proof of Theorem 0.1 (i). Comparing ( 1.2) and Proposition 1.1 (iv), we get i(a, d) < 1 ; that is, 2y/TTd/(2 -a)<2.
Therefore, we obtain d < (2 -a)2 -1. D
In what follows, we prove Proposition 1.2. a± = ex cosd±(a, d) + e2 sin d±(a, d).
We can easily get Theorem 0.1 (ii) from the above proposition. In what follows, we assume te -► in as e -► 0 and choose a constant ho > 0 such that tf(f) #0 for all t £ [t0 -ho, t0 + ho]\{t0}.
We study the behavior of qe(t) only in the interval (to-ho, to + ho). To prove Proposition 1.2, we first observe Lemma 1.3. (i) There is a constant Co > 0 independent of e £ (0, 1] such that (1.6) \\\qe(t)\2 -l/\qe(t)\a + U(qe(t), t) -e/\qe(t)2\ \ < C0
for all e and t.
(ii) There is an l0 > 0 such that \qe(t)\ < ¡o implieŝ lft(0l2>0; that is, if \qe(t)\ < h, then \qe(t)\ is increasing (resp. decreasing) for t > tE (resp. t < te).
Proof, (i) We can get (i) as in [Tl, Proposition 1.7].
(ii) From (1.1) and (i) we have !¿2. 12 _" "^",2 2 5/21*1 (*»*) + !* £ 7^7 -(VC/(fc ' 0 > ft) -2t/(ft ' ') -2Colie I Thus by (V3) we can choose /n such that (2 -a)/\q\° -(VU(q, t), q) -2U(q, t) -2C0 > 0 for \q\ < l0.
Thus we get (ii). D We may assume lft(0l < 'o for all t £ [to -h0, t0 + h0] for sufficiently small e.
Next we define ee(t) = (\qs\2\qe\2 -(ft, Qe)2)1'2 for t and e.
We remark that ee(t) = \qe(t) x qe(t)\ when N = 3. Using (1.1), straightforward computation gives us (1.7) \dee(t)/dt\<\qe\\VU(qe,t)\.
We set So we can assume that coE(t¡) < \ for e £ (0, ex]. We can also assume (qE(Te), ft(7J)) > 0. By Lemma 1.3(ii) we remark that |ft(r)| is increasing in t > tE as long as |ft(r)j < lx.
Arguing indirectly, we assume there is a t > TE such that (1.10) qe(t)£Bh and coE(t) = n.
Let 7 > 7¡ be the smallest t that satisfies (1.10). By (1.8) Proof of Theorem 0.2. Suppose q(t) is a generalized solution of (HS.l)-(HS.2) which enters the singularity 0 at t = t0. By (V4), q(t) is a planar motion and q(t) x q(t) is constant near the singularity 0 by the conservation of angular momentum. Since by (1.6) \q(t)xq(t)\<\q(t)\\q(t)\<C\q(t)\x-"l2, we can easily see q(t) x q(t) = 0 near t = to ; that is, q(t) runs on a line through 0 near t = t0 . Clearly such a solution is uniquely determined by the values a= lim Ä-, H = hq(t)\2 --}--+ U(q(t)).
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Since a = 1, we get from Theorem 0.1 d = 0 and lim M = lim *«) í-.<o+o |?(0| t^t0-o\q(t)\' Therefore, we have q(-t + t0) = q(t + t0) for t £ R. O
