Although the ATM Forum has proposed the Private Network-Network Interface (PNNI) Specification to facilitate routing in ATM networks, path selection or routing algorithms that guarantee a user's multiple Quality of Service (QoS) requirements remain an open issue since the PNNI protocol only provides a routing framework and does not standardize on a method of finding an appropriate path. In this paper, we propose a heuristic routing algorithm called the Backward Hierarchical Routing Algorithm (BHRA) for ATM networks which is compliant with the PNNI protocol. BHRA uses an adaptive and iterative path search approach and takes advantage of the PNNI hierarchical network structure. It consists of three components: (1) a path selection algorithm, (2) a rerouting mechanism, and (3) multi-class routing. The BHRA has been simulated using the BONeS network simulation tool and the simulation results show that call setup time is significantly reduced, and the computational overhead and call blocking probability are lower, compared to other PNNI routing algorithms. Network throughput is also improved by evenly distributing the traffic among several eligible paths. Multicast routing extensions to BHRA are also presented. Keywords: Quality of Service, Routing, ATM, PNNI
Introduction
Path selection in network routing has typically been formulated as a shortest path problem. There is also the problem of routing in a dynamic environment due to fluctuations in traffic load, link failures and topology changes. As B-ISDN standards and ATM networks emerge and become more widely deployed, such networks are expected to provide a wide range of services and guarantee various end-to-end quality of service (QoS) parameters.
Routing in ATM networks shares some common requirements with QoS-based routing in the Internet, in terms of: (1) support of heterogeneous services, resulting in a routing problem subjected to different combination of QoS parameters for different class of applications; (2) a need for adaptive routing in a dynamic environment due to fluctuations in traffic load, link failures, topology changes and so on, and (3) the complexity of the routing algorithm should preferably be comparable to traditional route computation methods.
Since ATM networks have been designed to provide a wide range of services and guarantee fine-grain end-to-end QoS, there are more challenges in ATM routing such as:
1) How exactly does the routing algorithm cooperate with various resource management functions such as resource reservation, traffic policing and admission control provided by ATM networks ?
2) How to select routing metrics ? The multiple QoS requirements and the complex trade-off among them make it difficult to define a single routing metric. The multiconstraint routing problem has been proven NP-complete (under the condition that more than 2 metrics are orthogonal), which is impossible to solve in polynomial time [16] . Furthermore, in case of multiple routing metrics, the selected metrics should be orthogonal to each other to avoid redundant information.
3) What about scalability of the routing algorithm ? ATM networks were initially expected to replace the current router-based Internet. Although this change did not happen, ATM switches are widely used as the core network and backbone technology. Hence, an ATM routing algorithm must be scalable to the size of today's and the future Internet.
In response to the challenges in ATM network routing, the ATM Forum has proposed the Private Network-Network Interface (PNNI) specification [1] , which consists of a routing protocol and a signaling protocol. The PNNI routing protocol defines the way topology state information is exchanged between switch nodes. The connection setup and release procedures are described in the signaling protocol.
However, path selection or routing algorithms that guarantee user's multiple QoS requirements remain an open issue since the PNNI protocol only provides a routing framework and does not standardize a method of finding appropriate paths accommodating the requested QoS.
The PNNI routing protocol is briefly introduced in the next section, together with an overview of existing PNNI routing algorithms. The proposed Backward Hierarchical
Routing Algorithm (BHRA) is presented in Section 3. QoS parameters and topology aggregation methods supported by BHRA are introduced first followed by a detailed description of BHRA. Subsequently, a comparison between BHRA and existing ATM routing algorithms is given. Section 4 presents simulation results: simulation results of a hierarchically configured PNNI network are presented first, before comparisons with the PNNI sample routing algorithm and other existing QoS-based routing algorithms are made. In Section 5, multicast routing extensions to BHRA are presented. In the last section, we conclude with a summary of the work in this paper and discuss possible extensions to this work.
PNNI Routing Protocol and Existing QoS-based Routing Algorithms

Review of the PNNI Routing Protocol
PNNI [1] is a hierarchical, state-of-the-art routing protocol. The functions of the PNNI routing protocol include: § discovery of neighbours and link status § synchronization of topology database § flooding of Protocol Topology State Elements (PTSEs) § election of Peer Group Leaders (PGLs) § summarization of topology state information, and § construction of the routing hierarchy.
The PNNI routing protocol has two important features [2] . The first is to support QoS-based routing by using a topology state routing protocol. Network topology state information, which contains link state and nodal state parameters as well as reachability information, are bundled in PNNI topology state packets (PTSP). They are exchanged among nodes periodically or triggered by particular events. Thus all nodes can synchronize their information databases about the available resources and reachability within the network. Based on this information database, a source node can choose the best path which supports the requested QoS.
There are two types of link parameters: one is attribute, which is considered individually when making routing decisions. A typical link attribute is available cell rate (ACR). The other is metric, whose effects are cumulative along a path such as cell delay (CTD), jitter (CDV) and cell loss ratio (CLR). From the user's point of view, these QoS metrics, along with the required bandwidth, have to be satisfied but need not to be optimized. On the other hand, from the network operator's point of view, network resource utilization should be maximized. Therefore, QoS-based routing algorithms should have the ability to meet both of these requirements.
The second feature is universal scalability. The key to this is a hierarchical network structure. Network nodes are organized into peer groups (PG). A PG is represented by a single logical group node (LGN) in its parent PG. The hierarchical structure is completed by creating ever higher levels of peer groups until the entire network is encompassed in a single highest level PG. An example of the PNNI hierarchy is shown in Figure 1 . in its parent group. It is simple to model an LGN as a single point when the traversal of the LGN does not significantly affect the end-to-end metrics and attributes of connections. Otherwise, a complex node model [22] , which is a collection of nodal state parameters that provide detailed state information associated with the child group being represented, is needed. Existing nodal aggregation methods include the star approach with exception configuration [1] and the full-mesh approach using a spanning tree [3] .
Existing QoS-based Routing Algorithms
Chen and Nahrstedt [4] proposed a heuristic algorithm for the multi-constrained routing problem which involves two or more additive weight functions. In the case of delay-cost routing, the algorithm first maps the costs to bounded integers and then uses an extended Dijkstra's algorithm to find a solution for the new problem. A feasible path of the new problem is shown to be also a feasible path of the original problem.
For services with delay guarantees, Ma and Steenkiste [5, 6] showed that when a broad class of WFQ-like scheduling algorithms are used, the bandwidth, delay, jitter and/or buffer space bounds are not independent. Finding a path that satisfies delay, jitter, and buffer space constraints is solvable in polynomial time only if the relationship between bandwidth, delay and jitter is taken into consideration.
Plotkin et al [7, 8] developed a framework for online throughput competitive routing. The algorithm combines routing and admission control into a single strategy. It assigns each link a length which is an exponential function of the current bandwidth utilization on the link. If no sufficiently short path exists, the request will be rejected. A competitive ratio is defined to compare the performance achieved by the online routing algorithm over the performance achieved by the optimum offline routing algorithm with all the input sequences, and the performance of the algorithm is measured in terms of a bandwidth-duration product, i.e. the throughput.
The Wang-Crowcroft algorithm [9, 10] finds a path for any given constraint on bottleneck bandwidth and propagation delay. First, any link with a bandwidth less than the requirement is eliminated so that any path in the resulting network topology graph satisfies the bandwidth constraint. Then the path with minimum length is computed using Dijkstra's algorithm to determine whether a feasible path exists. They also proposed two distributed algorithms for hop-by-hop routing.
Lee [11] proposed a call-by-call source routing strategy that makes use of rulebased fallbacks. This strategy provides a flexible platform on which routing can be done efficiently subject to performance, resource and priority constraints. The fallback routing algorithm sequentially computes paths based on a predetermined fallback sequence of routing instances, until an acceptable one is available or the call will be blocked. The proposed routing architecture uses hierarchical source routing with optional crankbacks. A variety of traffic-dependent QoS-related topology state parameters are advertised to support call-level QoS matching. Topology information at each hierarchical level is aggregated to trade-off fine-grain QoS matching for scalability in very large networks. A large portion of the routing architecture designed in this paper has been integrated into the PNNI specification [1] .
The ATM Forum PNNI working group has specified a sample algorithm as an appendix to the formal specification [1] . the blocked node or link is returned to the source node, the first step is repeated.
3.
Backward Hierarchical Routing Algorithm (BHRA)
Design Objectives
Simplicity -From the user's point of view, QoS metrics such as CDV and maxCLR have to be satisfied but need not be optimized. Therefore, BHRA can simply pick acceptable paths rather than try to find the optimal path, or all optimal paths, so as to reduce the time required for path computation. However, a simple algorithm may not necessarily be an efficient one from the network operator's point of view, because routing constraints should include not only QoS requirements, but also network resource utilization considerations.
Efficiency -As stated above, network resource utilization constraints such as load distribution and call blocking ratio should also be optimized by the routing algorithm.
BHRA takes these factors into account and ensures that network resource utilization is maximized where possible. Due to the NP-complete nature, there is always a trade-off between the computation time and the connection-success rate. The goal is to achieve simplicity with an acceptable success rate.
Scalability -Source routing based on the complete global state is not scalable because of the communication, storage and computation overheads. Hierarchical routing provides a reasonable solution to the scalability problem. Hence a hierarchical model and topology aggregation is desired in the routing algorithm design. BHRA takes advantage of the PNNI hierarchical structure to achieve its scalability.
Rerouting -A rerouting capability is useful in case the network resource state changes after the routing algorithm has selected a feasible path according to an earlier network state, or in case link failures or topology changes affect an ongoing session.
Rerouting is indispensable when route pre-emption is supported in a network. A new route with higher priority may preempt existing routes with lower priority. The preempted routes have to be rerouted instead of being thrown out of the network.
Rerouting is also important for providing fast recovery to the routing topology in connection-oriented networks.
Inter-class resource sharing [13] -In an integrated services network, resources are shared by multiple traffic classes. QoS-based routing algorithms should allow dynamic sharing of link resources among multiple traffic classes so that high priority QoS traffic will not cause the congestion or resource starvation of the lower priority traffic, especially best-effort traffic. Some simple inter-class resource sharing rules have been designed as part of BHRA.
Backward Hierarchical Routing
Here, we present details of our QoS-based routing algorithm referred to as the
Backward Hierarchical Routing Algorithm (BHRA). It is a heuristic routing algorithm
that uses an adaptive and iterative path search approach to take advantage of the PNNI hierarchical network structure. BHRA consists of three components:
1. Path selection algorithm, which is compliant with the PNNI protocol and the design objectives listed in the previous subsection. This algorithm is called a backward routing algorithm since it calculates paths starting from the destination node at higher level back to the source at the lowest level. It is also a hierarchical routing algorithm since it takes full advantage of a hierarchical PNNI configured network topology. The path selection algorithm is divided into three steps. First, paths are pre-calculated inside each peer group at each hierarchical level. In order to prevent looping p aths, a loop-free path generation algorithm is needed: the path-tree algorithm (PTA) has been designed for this. A check on the number of hops in a path is also performed to improve network throughput. When a connection setup request is received, candidate paths are selected in each relevant peer group, beginning from the logical group which is an ancestor of both the source and destination nodes, all the way down the hierarchy to the lowest level peer group.
Link parameters of the candidate paths are examined against the QoS requirements.
At the end of this step, a set of candidate paths would have been prepared for the routing decision to be made. The last step involves building a hierarchically complete source route that will meet the QoS requirements from the set of available paths.
2.
Rerouting mechanism, which is needed to provide fast recovery in the source routing algorithm. Since ATM networks are connection-oriented, an effective rerouting algorithm is crucial to the fault tolerance of our routing algorithm.
Rerouting methods under different circumstances have been designed into BHRA.
3. Multi-class routing, which spreads best effort traffic evenly in the network to allow dynamic sharing of the link bandwidth among multiple traffic classes. A multi-class routing method is proposed as the last part of BHRA.
Network Model
We represent a peer group at the lowest level, i.e. 
Path Computation
The proposed path selection algorithm for CBR and VBR traffic in BHRA can be summarized in the flowchart shown in Figure 2 . It is composed of two phases: precalculation phase and on-demand calculation phase. During the pre-calculation phase, QoS parameters computed for each path only include bandwidth, delay and PNNI administrative weight (AW), whereas all requested QoS parameters need to be considered in the on-demand calculation phase.
The first phase pre-calculation is performed in the background when the network is initialized. It keeps the computation results in memory. When a connection request arrives, on-demand calculation is invoked. The on-demand path selection starts from the lowest common level that c ontains ancestor nodes of both the source and destination. Paths that satisfy the QoS requirements are picked at each level down to the original peer group to form complete routes. If multiple paths are available, the one with the least load or least cost is chosen depending on the system's configuration. If there is no feasible path, the connection setup request will be blocked.
Once a path is chosen, the source node will forward the connection request to the next node on the path through a PNNI Designated Transit List (DTL) packet. If the connection request is turned down by some intermediate nodes, the rerouting mechanism tries to find an alternative path for the connection. A retry counter can be maintained by the routing algorithm to restrict the maximum number of rerouting attempts.
Phase 1 − Pre-calculating Paths in Each Peer Group
With the aid of the adjacency matrix, all simple paths between each pair of nodes in a peer group can be computed using the path-tree algorithm (PTA) which will be described in this subsection. This algorithm can also determine all the QoS-guaranteed paths between any given source-destination pair if the link state matrix is applied. Paths are ensured to be loop-free since an 'anti-loop' check is performed when setting up the path-tree. The path-tree consists of a root-node on top, leaf-nodes at the bottom and branch-nodes between them. Each tree-node takes the value of the same node ID in the corresponding peer group. For simplicity, a node ID starting from 1 is assigned to each node in the peer group. Therefore, the row or column index in the link state matrix is equal to the node ID. In the case where the adjacency matrix is used, the PTA is made up of the following steps:
1. Set the source node src as the root of the tree. 4. Find all appropriate children for each of the leaves in the tree. This can be done by setting i c as the root, and repeating steps 2 and 3. An appropriate child is one whose node ID is not equal to any of its ancestors. This is an important step to prevent looping paths since a path consisting of a series of unique node IDs is certainly loop-free.
5. Repeat step 4 until it reaches the destination node, or ends up with some other leaf node that has no descendants.
6. Those branches which are terminated with leaf-node values not equal to the destination node ID in the peer group are pruned.
7. All loop-free paths can be obtained by traversing the tree.
8. Since the maximum number of hops in a path will not exceed the total number of nodes in a peer group, a parameter h (1 ≤ h ≤ N) can be used to set a predefined limit to the number of hops in a path. The value of h is chosen according to the level of the peer group, and should be smaller as the level increases. An outline of the path-tree algorithm is shown in Figure 3 . Take peer group D in Figure 1 as an example. Its topology and link state matrix are shown in Figure 4 . A single-digit ID number from 1 to 6 is assigned to each node. Assume that paths from source node 1 to destination node 6 are to be computed using the path-tree algorithm. The QoS parameters of all the available paths should also be updated accordingly. This periodic update ensures that the available paths we keep are up-to-date and QoSguaranteed. When a connection setup request arrives, it is the responsibility of the source node to choose a path that is most likely able to support the required QoS. The source node makes a routing decision based on its local knowledge of the network topology.
As a result of the PNNI configuration, the knowledge base of a node contains full information about its own peer group, aggregated information about its parent group, more aggregated information about its grandparent group, and so forth. Therefore, source routing to a destination node outside the peer group of the source node is actually to find a path up the hierarchy to the level that source and destination nodes are in the same logical group.
Assume that a connection from the source node S to the destination node D is to be setup. The parent logical node of the source node S and the destination node D at level i in the hierarchy is denoted as S i and D i . Let us consider the case where two QoS parameters need to be satisfied: bandwidth BW and end-to-end delay DY, which stand for the attribute and metric parameter types respectively. The source routing decisions can be made in the following steps:
1. In the network hierarchy, find the lowest level i at which a logical group PG i (x)
contains the ancestors of both the source and destination nodes. 5. Build all hierarchically complete source paths from paths at each level and put them in set P.
6. If there is no path in P, connection setup is refused. Otherwise, the path with the least load, i.e. minimum bandwidth utilization, is adopted [15] .
For example, in the network shown in Figure 1 , assume that station 1 attached to node A.1 is trying to set up a connection with Station 2 attached to node C.2. From the viewpoint of the source node A.1, only its own peer group A and its parent group X are visible. The network is redrawn in Figure 7 from the viewpoint of node A.1.
Since the logical nodes A and C are the parent nodes of A.1 and C.2 respectively, a hierarchically complete source path from A.1 to C is to be routed for the connection request. Assume that the connection from station 1 to station 2 requires a bandwidth of 10Mbps and end-to-end delay of 5ms. These requested QoS parameters can be written as (10Mbps, 5ms).
Figure 7. PNNI Hierarchical Routing Behaviour
Backward hierarchical routing starts from the logical group PG 2 (x) which contains the parent logical nodes of both the source and destination nodes. The source and destination in PG 2 (x) at level 2 are A and C respectively.
The topology state parameters at higher levels are aggregated from lower level peer groups. The methods for link and node aggregation were mentioned in Section 2.1 and are generally beyond the scope of this paper -more details can be found in [1] . Let us assume that the state parameters of PG(X) is computed using the star approach with exception configuration -the result is shown in Figure 8 . The first parameter within the brackets is the available bandwidth of the logical links or logical nodes, and the second is the link delay or the aggregated delay needed to traverse the lower level peer group if the parameter is associated with a logical node (the units of the parameters are Mbps and ms respectively).
There are four paths available from A to C in PG(X) from pre-calculation in phase 1: As defined in step 8 of the PTA algorithm described in Section 3.4.1, each logical level has a predefined maximum number of hops h. It is not necessary for h to hold the same value for different levels -in fact, it is better to have smaller h at the higher logical levels. We will elaborate further on this issue in Section 4.3. If we assume that the limit on the number of hops When we descend to the child group of source node A at the lowest level 1, we can see that for p 21 , the path(s) from node A.1 to A.3 in peer group A must be taken in order to go on the first link in p 21 . So S 1 = A.1 and D 1 = A.3. Assume that the QoS parameters of PG(A) are as shown in Figure 9 . Taking the only possible path between this source and destination pair:
we can build the hierarchically complete path from source node A.1 to the destination C:
For the second path 22 p in PG(X), since node A.1 itself is the border node connecting to the logical node D, no extra path is needed to go inside peer group A. So the second complete path available for the connection is:
Both 1 p and 2 p support the required QoS, and according to step 6 of the ondemand path selection algorithm, p 1 is selected because it is less loaded.
Rerouting Method
The rerouting mechanism is to provide fast recovery in the cases of link failures or topology changes that affect an ongoing session. Since ATM is a connectionoriented technology, a new connection should be setup between the source and the destination if the current connection is broken. Link or node failures may occur in different places:
• at level i, at which a logical group PG i (x) contains the ancestors of both the source and destination nodes. Rerouting is started from the very beginning in this case. • In the peer group which contains the source node at level 1.
• At the levels between level 1 and level i.
Wherever the node or link failure occurs, the rerouting starts from that particular level. The dead node or link is pruned from the set of pre-calculated paths. After that, phase 2 on-demand routing is performed again from the level at which this failure occured down to level 1.
For example, in the network shown in Figure 7 , assume that link ( B.1 -C.1 ) is broken during data transmission. Soon after the topology state information exchange triggered by the event, source node A.1 gets to know of the change in network topology. It prunes the pre-calculated paths which contain this broken link, that is paths ( A → B → C ) and ( A → D → B →C ). Then, the steps in the phase 2 on-demand routing are followed, with the result that the path p 2 can be selected as an alternative path for this session.
Inter-Class Routing Method
The path selection algorithms, i.e. PTA and BHRA, presented in Sections 3.4.1 and 3.4.2 applies to CBR and VBR services that have multiple QoS requirements. For ABR and UBR traffic, the path selection algorithm is relatively simple because fewer QoS parameters need to be considered. On the other hand, load balancing is particularly important in when making routing decisions for UBR and ABR connections given that the actual bandwidth of these connections are unknown, and bursts are generally sent at the peak cell rate of the link media. Moreover, UBR represents the majority of today's calls in ATM networks since both Classical IP and LAN Emulation are using it. Therefore, the path selection algorithm should be able to spread these connections evenly throughout the network.
The routing algorithm for ABR and UBR traffic classes are quite similar:
• For ABR with MCR > 0, we use the MCR as the bandwidth requirement to find available paths. If multiple paths exist, the one with lowest AW cost will be chosen.
• For ABR with MCR = 0 or UBR, we always choose the least-loaded path. If multiple paths exist, the one with minimum AW is picked.
Performance Evaluation
A sample network with topology similar to the one shown in Figure 1 was simulated using the BONeS [23] simulation tool. The simulation model with nodes in several peer groups is shown in Figure 10 . The simulation parameters are listed in the following tables, with each simulation lasting 2.0s unless otherwise indicated. Several routing schemes were implemented in the 2-level PNNI sample network shown above and their simulation results will be shown and compared in the next section. There are several criteria commonly used to evaluate QoS-based routing algorithms: (1) connection setup time, (2) call blocking probability, and (3) network throughput. We shall show below that the proposed BHRA outperforms other routing algorithms such as the PNNI sample routing algorithm and Iwata's algorithm [12] in terms of all these three criteria.
Connection Setup Time
The connection setup time refers to the elapsed time between the instant when a connection setup request is received and the instant when an appropriate path (or no available path) is found. We have measured the connection setup time of several routing algorithms in the pre-calculation and on-demand path selection phases. We also compare the setup time using backward routing versus forward routing.
In order to compare the computational complexity between the corresponding routing phases in different routing schemes, let us assume that the ATM PNNI network contains:
• M nodes at the physical level, i.e. lowest level or level 1. This is also the total number of physical nodes in the network.
• an average number of m nodes in each peer group or logical peer group
• L levels in the hierarchy. 
The Pre-calculation Phase
As introduced in Section 2.2, both the PNNI sample algorithm and Iwata's algorithm consist of two phases. The first phase is pre-calculation which generates route(s) from a certain source node to all possible destinations for a single service type.
According to the PNNI sample algorithm code described in [1] , the number of next-hop were simulated to examine the search times in the pre-calculation phase. Figure 11 shows the simulation results of the next-hop searching times in phase 1. It can be seen that the search times of BHRA are much shorter than those of the PNNI sample algorithm and Iwata's routing algorithm. The simulation results shown in Figure 12 demonstrate the inter-level path search times using backward search and forward search, in different network topologies with In Figure 13 , we compare the number of iterations needed for on-demand routing by PNNI and Iwata's algorithms and BHRA where 5 , 4 , 3 = m and 6, and 4 and 3 = L .
The BHRA needs significantly fewer iterations than the Dijkstra shortest path method. This is because in the PNNI sample routing algorithm, the on-demand phase computes paths from the very beginning. There is no pre-calculated path available for it to base on. However, the job of the on-demand calculation phase in BHRA is just to construct a hierarchically complete source route based on the available paths in each peer group. 
Call Blocking Ratio
One of the important metrics to evaluate a QoS-based routing algorithm is the call blocking ratio. It is defined as the fraction of sessions being rejected by the network over the total number of arriving connection setup calls:
Call Blocking Ratio = calls setup connection arriving of Number calls setup connection rejected of Number The network system in Figure 10 has been simulated under various traffic load conditions. The call blocking ratio for both CBR and data traffic of the PNNI routing algorithm, Iwata's algorithm and of BHRA are shown in Figure 14 . For the QoS sessions with CBR traffic, the performance of BHRA under light or medium traffic load is better than that of Iwata's algorithm. This is achieved by distributing the QoS and data traffic evenly in the network. However, if the network is heavily loaded, there is no more capacity for BHRA to try to balance the load. The call blocking ratios for the different algorithms are almost the same when the total traffic load is 200 Mbps.
The call blocking ratios for data traffic are also compared in Figure 14 . The BHRA outperforms the other algorithms due to its multi-class routing function. It reduces the impact of the QoS traffic on data traffic.
Figure 15. Call Blocking Ratio under Different Maximum Rerouting Attempts
Another factor that affects the call blocking ratio is the maximum number of rerouting attempts set by the routing algorithm. A call setup request can only be rejected if no path with sufficient resources can be found. There are also cases when the resources available on the selected path change after the routing decision had been made. Therefore, by raising the maximum number of rerouting attempts, we can actually reduce the call blocking ratio. As shown in Figure 15 , as the maximum number of rerouting attempts increases, the call blocking ratio decreases. Figure 10 using BHRA and Iwata's algorithm under the same network load scenario. We can see that traffic loads are distributed more evenly to these links when BHRA is used.
Therefore, the average network throughput is higher in BHRA than in Iwata's algorithm.
Routing Recovery
The rerouting mechanism in BHRA is designed to provide fast recovery in case of link failures or topology changes that affect an ongoing session. Wherever a node or link failure occurs, the rerouting starts from that particular level. The dead node or link is pruned from the set of pre-calculated paths. Phase 2 on-demand routing is performed again from the level where the failure occurred down to level 1. This simulation of the relative routing recovery times shows that BHRA recovers from link or node failures much faster than other routing algorithms when the number of network hierarchical levels is less than 4. However, the difference of recovery time is small if more than 4 hierarchical levels exist. The comparison of the routing recovery times is shown in Figure 18 . 
Summary
From the performance analysis and simulation results in the previous subsections, the conclusion that can be drawn is that the proposed BHRA performs better than other routing algorithms such as the PNNI sample routing algorithm and Iwata's algorithm for hierarchically configured ATM networks, in terms of connection setup time, call blocking probability, network throughput and routing recovery time.
Connection Setup Time  It is well known that computing general routes with multiple constraints is an NP-hard problem [16] . However, approximation algorithms are often good enough since we only need to find feasible paths and not optimal ones. BHRA is a heuristic routing algorithm that uses adaptive and iterative path search approaches. Therefore, the call setup time is inherently shorter than those of optimal routing algorithms. BHRA also adopts another approach to reduce the call setup time:
separate phases of pre-calculation and on-demand path computing. Based on the precalculated paths from phase 1, it is more convenient and efficient for the phase 2 algorithm to make the routing decision. Finally, the call setup time of BHRA is shorter than those of the PNNI sample routing algorithm and Iwata's algorithm due to the fact that backward routing is used instead of forward routing. Call Blocking Probability  The call blocking probability in BHRA is relatively lower than that of the PNNI sample algorithm due to the rerouting mechanism. When connection setup is unsuccessful, the rerouting function will start immediately from the point that caused the failure to compute an alternative path for the connection. Simulation results have shown that rerouting is an effective way to reduce call blocking probability.
Computational and Storage Overhead
There is always a trade-off between QoS support and call blocking probability.
Sometimes, it is necessary to handle the QoS parameters more flexibly in order to prevent the network from mass call blocking. Link and nodal state information can be advertised more aggressively or conservatively in a PNNI hierarchy to adjust the flexibility.
Network Throughput  Another advantage of the BHRA lies in the improvement of network utilization. This is achieved by two means: First, a limit h on the number of hops is defined in each peer group when pre-calculating all the paths. It is especially important for peer groups at the higher levels that the number of hops in a path never exceeds this limit since logical links represent the links connecting lower level peer groups. Second, when more than one eligible path can meet the QoS requirements, the one with the least load is selected so as to distribute network traffic evenly among as many links as possible. Therefore, network throughput will be better in BHRA than in the cases of the PNNI sample routing algorithm and Iwata's algorithm.
In addition, the routing algorithm can also be configured to use the least cost route if so desired. This gives the network administrator the ability to tune the path selection algorithm according to network design constraints. The least cost path is favored when the network contains critical restraints such as links and switches that tend to become bottlenecks. However, the drawback is its inability to do load balancing.
5.
BHRA Multicast Extensions
The BHRA algorithm described in the previous sections is designed primarily for unicast routing under the PNNI protocol. However, PNNI 1.0 together with UNI 3.1 [18] also support point-to-multipoint (p2m) multicast signaling. Subsequently, in the PNNI 2.0 draft [20] and UNI 4.0 [19] , leaf-initiated joining with p2m signaling has been added to enhance the multicast capability of ATM networks. An efficient multicast routing algorithm is the key to multicast applications, such as video-ondemand and video/audio conferencing over ATM networks. It has already attracted a lot of attention and research efforts, and an interesting proposal can be found in [21] .
Given that PNNI+UNI support point-to-multipoint signaling and homogeneous receivers' QoS only, we can develop a source-initiated p2m multicast routing algorithm on the basis of the path-tree and backward hierarchical routing ideas in BHRA. We describe the extended BHRA multicast routing algorithm in the following example.
A source-initiated p2m multicast routing example  In the example PNNI network shown in Figure 19 , assume that an end system B. In order to set up a multicast routing tree from the source member to all the destinations, a peer group leader has to act as a multicast service leader (MSL) for its peer group, besides its original PG leader functions. The MSL in each group exchanges detailed multicast group membership information with other nodes in its peer group, aggregates and summarizes the membership information, and exchanges the aggregated information with other MSLs in its parent logical group at higher levels. As a result, each node in the network keeps the original PNNI hierarchical network topology database as well as a new hierarchical multicast group membership database. A complete hierarchical multicast routing tree can be computed using the information in these databases. While at the higher level 62, the source member is B and leaves are C and D. When BHRA is used, routing starts from the top common logical group. In this case, it is PG(X) at level 62. From Table 3 Note that this proposed multicast routing algorithm supports only homogeneous receivers' QoS since the constructed multicast routing tree has to guarantee the most stringent QoS requirement among all the receivers. Even though members may request different QoS, the service they receive are of the same quality, which is either equal to their requested levels or higher.
Conclusion
In this paper, a new QoS-based routing algorithm called the Backward Hierarchical Routing Algorithm (BHRA) has been proposed. The algorithm is compliant with the PNNI protocol and supports multiple QoS requirements, using an adaptive and iterative path search approach that takes advantage of the PNNI hierarchical structure to reduce path computation complexity and maximize network throughput. Simulation results of BHRA show that call setup time is significantly reduced, and the computational overhead and call blocking probability are lower, compared to other PNNI routing algorithms. Network throughput is also improved by evenly distributing the traffic among several eligible paths. Multicast routing extensions to BHRA have also been presented.
In future work, we plan to consider topology state aggregation approaches other than the star approach with exception configuration considered in this paper, such as the full-mesh approach using a spanning tree [3] , and compare their performance.
Furthermore, the BHRA presented in this paper relies on the availability of precise state information. We will enhance BHRA to handle the imprecise information normally found in a real distributed network environment.
