In this paper the shunting inhibitory cellular neural networks (SICNNs) with time-varying delays are considered. Without assuming the global Lipschitz and bounded conditions of activation functions, sufficient conditions for the existence of the almost periodic solutions are established by using a fixed point theorem. The results of this paper are new and complement previously known results.
Introduction
Consider the shunting inhibitory cellular neural networks (SICNNs) with time-varying delays as follows:
where C i j denotes the cell at the (i, j ) position of the lattice; the r -neighborhood N r (i, j ) of C i j is
x i j is the activity of the cell C i j , L i j (t) is the external input to C i j , the constants a i j > 0 represent the passive decay rate of the cell activity, C kl i j ≥ 0 is the connection or coupling strength of postsynaptic activity of the cell transmitted to the cell C i j , the activity function f (x kl ) is a continuous function representing the output or firing rate of the cell C kl , and τ (t) ≥ 0 corresponds to the transmission delay.
Since Bouzerdoum and Pinter in [1] [2] [3] described SICNNs as new cellular neural networks (CNNs), SICNNs have been extensively applied in psychophysics, speech, perception, robotics, adaptive pattern recognition, vision, and image processing. Hence, they have been the object of intensive analysis by numerous authors in recent years. In particular, there have been extensive results on the problem of the existence and stability of periodic and almost periodic solutions of SICNNs (1.1) in the literature. We refer the reader to [4] [5] [6] and the references cited therein. Moreover, in the above-mentioned literature, we observe that the following assumption (T 0 ) assume that there exist nonnegative constants L f and M f such that
has been considered as fundamental for the considered existence and stability of periodic and almost periodic solutions of SICNNs (1.1). However, to the best of our knowledge, few authors have considered SICNNs (1.1) without the assumptions (T 0 ). Thus, it is worthwhile to continue to investigate the existence of almost periodic solutions of SICNNs (1.1).
The main purpose of this paper is to obtain some sufficient conditions for the existence of the almost periodic solutions for system (1.1). By applying a fixed point theorem, we derive some new sufficient conditions ensuring the existence of the almost periodic solution, which are new and they complement previously known results. In particular, we do not need the assumption (T 0 ). Moreover, an example is also provided to illustrate the effectiveness of the new results.
Throughout this paper, it will be assumed that τ (t) : R −→ R is an almost periodic function, and 0 ≤ τ (t) ≤τ , whereτ ≥ 0 is a constant.
Set
where ϕ is an almost periodic function on R. For ∀ϕ ∈ B, if we define the induced modulus ϕ B = sup t ∈R ϕ(t) , then B is a Banach space. The initial conditions associated with system (1.1) are of the form
We also assume that the following conditions (T 1 ), (T 2 ) and (T 3 ) hold.
and nonnegative constants L g , L h such that the following conditions are satisfied.
(
Definition 1 (See [7, 8] ). Let u(t) : R −→ R n be continuous in t. u(t) is said to be almost periodic on R if, for any ε > 0, the set T (u, ε) = {δ : |u(t + δ) − u(t)| < ε, ∀t ∈ R} is relatively dense, i.e., for ∀ε > 0, it is possible to find a real number l = l(ε) > 0, for any interval with length l(ε), there exists a number δ = δ(ε) in this interval such that
The remaining part of this paper is organized as follows. In Section 2, we shall derive new sufficient conditions for checking the existence of almost periodic solutions. In Section 3, we shall give an example to illustrate our results obtained in previous sections. 
Existence of almost periodic solutions
Proof. For ∀ϕ ∈ B, we consider the almost periodic solution x ϕ (t) of the nonlinear almost periodic differential equation 
Now, we define a mapping T : B → B by setting
T (ϕ)(t) = x ϕ (t), ∀ϕ ∈ B.
Since
is easy to see that B * is a closed convex subset of B. According to the definition of the norm of the Banach space B, we get
Therefore, for ∀ϕ ∈ B * , we have
In view of (T 2 ), we have
Now, we prove that the mapping T is a self-mapping from B * to B * . In fact, for ∀ϕ ∈ B * , together with (2.4) and (2.5) and
, which implies that T (ϕ)(t) ∈ B * . So, the mapping T is a self-mapping from B * to B * . Next, we prove that the mapping T is a contraction mapping of the B * . In fact, for ∀ϕ, ψ ∈ B * , we have
In view of the condition (T 2 ), (2.4) and (2.5) and the above inequality, we have
i.e.
Noting that q = 3δ
, it is clear that the mapping T is a contraction. Therefore the mapping T possesses a unique fixed point ϕ * ∈ B * , T ϕ * = ϕ * . By (2.1), ϕ * satisfies (1.1). So ϕ * is an almost periodic solution of system (1.1) in B * . The proof of Theorem 2.1 is now complete.
An example
In this section, we give an example to demonstrate the results obtained in previous sections. Example 3.1. Consider the following SICNNs with delays: By Theorem 2.1, the system (3.1) exhibits a unique almost periodic solution in the region ϕ − ϕ 0 B ≤ 0.08128.
Remark 3.1. System (3.1) is a very simple form of SICNNs. One can observe that system (3.1) does not satisfy the condition (T 0 ). Therefore, all the results in [4] [5] [6] and the references therein are not applicable to system (3.1). This implies that the results of this paper are essentially new.
