Introduction
Stroke represents a huge health and economic problem: it ranks second in fatal diseases worldwide 1 and first in disability-causing diseases, entailing a total cost of $240 billion in 2010 in the USA, which is expected to double between 2012 and 2030 because of the aging population. 2 Stroke consists of a sudden loss of some brain functions, usually including right or left limbs paralysis (also called hemiplegia) due to either a cerebral haemorrhage or a cerebral infarction, the latter being much more common (85% of strokes). Cerebral infarction is caused by a thrombus that obstructs the blood flow in a cerebral artery and deprives brain cells of oxygen and glucose, which leads to cell death, and the subject will most likely suffer permanent sequelae unless the thrombus is timely dissolved by infusion of a specific drug. 3 If successful, cerebral tissue will recover and so will function, but that depends on how soon the treatment is given: in the first one and a half ''golden hours'', one out of three patients treated will completely recover. An estimate of 1.9 million neurons are lost 4 every minute the treatment is delayed, which means that four and a half hours after stroke onset there is no benefit left from receiving the treatment and it can even be harmful. 5 Given these facts, the question is why only about 5% of people suffering a stroke receive this treatment. The answer is quite simple: they arrive too late at the hospital, even after informative public campaigns and in-hospital patient circuit optimization have been implemented in order to reduce the stroke onset-totreatment interval as much as possible. All too often, the patient does not recognize the symptoms or, being asleep or alone, the paralysis does not allow him/her to seek help. The usefulness and supportive aid of a potential device able to raise an alarm in such situations is of clear and significant importance.
Hand paralysis is part of 2/3 of strokes at onset, 6 and unlike the leg, partial recovery of which frequently allows walking, hand function is not so often regained. 7 Detecting an abnormal absence of hand movement could identify 530,000 of the 795,000 strokes that happen each year in the USA. 6 In this study, we consider hand paralysis as a surrogate marker of hemiplegic strokes and thus develop a new movement detection device for stroke detection, integrating hand activity recognition and stroke onset discovery models. Unlike a simple Actigraph able to detect movement or its absence, the proposed device can discriminate normal resting from stroke-related paralysis. The new movement-detecting device consists of two modules, each mounted on one wrist of the subject, which can measure quantitative and time-related characteristics alongside the movement of each wrist, as well as the asymmetries between them. Both combined can differentiate normal hand rest from paralysis due to stroke. These two modular components should be easy to wear and cheap to produce and they have therefore been designed as small devices to be mounted in light bracelets.
The main normal hand movements and resting patterns for the different daily activities need to be included and labelled as normal in the proposed device. If unilateral absence of hand movement, significantly different from the normal pattern, is detected, an alert of a possible stroke is sent and immediate transportation to the nearest hospital for urgent treatment is implemented.
The underlying model for the development of the proposed stroke-detection device is depicted in Fig. 1 . 8 The process is divided into two main steps as follows: a Human Activity Recognition (HAR) stage and a Stroke Onset Detection stage. The former is responsible for determining the current Human Activity (cHA) and detailing this topic represents the main aim of this study. The latter is devoted to evaluating the abnormality of the current movements once the cHA is known, and it is not analysed in this work. This study addresses the HAR stage needed and a valid solution is described which is technically sound and can be embedded in wearable devices in order to be deployed.
Analysing the current literature concerning HAR leads to the conclusion that the HAR methods are quite specific and that the required computational resources make the majority of proposals unfeasible. Furthermore, the high number of transformations from the raw acceleration values introduces a new complexity to the problem since the best subset should be found.
In this research, the well-known Genetic Fuzzy Finite State Machine (GFFSM) method 9, 10 is engaged in the HAR stage due to its easy-to-embed quality. The GFFSM method is extended to further learn the whole rule set in addition to learning the fuzzy partitions and rule antecedents. [11] [12] [13] [14] Furthermore, a complete method for choosing the best feature subset based on a voting scheme together with Principal Component Analysis (PCA) [15] [16] [17] is presented. The current experimentation can be considered preliminary because no exhaustive test with high-risk population has been done yet, but the remarkable results encourage us to continue with this line of research. The organization of this study is as follows. Section 2 deals with the basic knowledge for HAR and in Sect. 1 The solution's block scheme. Two tri-axial accelerometers are placed, one on each wrist. The data gathered from the sensors is used for i) detecting the cHA, ii) perform a specific pattern analysis for the cHA, and iii) generation and submitting the corresponding alarms. Both ii) and iii) are part of the Stroke Onset Discovery step.
is included in Sect. 5. Finally, the main conclusions of this research are drawn.
Human activity recognition review
Nowadays, the main research in HAR is concerned with the use of tri-axial accelerometers. After several years of study, a wide range of features calculated as transformations from the raw acceleration data have been proposed. Each HAR method chooses its own set of features according to different criteria. Furthermore, each HAR method has its own characteristics, like the number of sensors, the transformations that are used and the recognition techniques. Consequently, one of the very first steps is to choose the best feature space among the available transformations and consider the technique to be used. Thus, this section starts by describing the main features in the literature and, afterwards, a review of the literature concerned with HAR methods is presented.
From the acceleration data to the input feature space
The measurements from tri-axial accelerometers, known as raw data (RD, for the sake of brevity), can be decomposed into gravity acceleration (G) -due to each gravity,
-and body acceleration (BA) -which is due to the human movement,
The capacity of the BA for discriminating among different human gestures is documented. 15 Nevertheless, the literature includes the use of a wide variety of transformations. Besides, all these features can potentially be computed on each of the possible signals (RD, BA, G and, in some cases, on their components), leading to a feature space with more than 190 features, which is a very challenging task indeed. In many of the solutions, sliding windows with or without shifting are proposed; the typical window size converges to the samples within a period of 2 seconds. Features are typically normalized to 0-mean 1-standard deviation and/or scaled to the interval [0, 1] before further pre-processing.
In order to include as much information as possible for the interested reader, an exhaustive list of the most common transformations and their mathematical expressions are included in Table 1 , where w stands for the sliding window size -when needed-, and subscripts
stand for the number of the sample and the axis, respectively. Each feature will hereinafter be referred to with its name or with its corresponding transformation reference Tx.
Using frequency-derived features employing FFT or similar over long time-windows has been found to be more suitable for long duration, quasi-periodic signals like walking, cycling or brushing teeth. Otherwise, when classifying shorter duration and non-periodic activities, transitions or a short sequence of steps, the time-domain representation has been found to be better. 19 It is interesting to mention the wide spread of transformations that have been used for specific HAR methods. Each specific case includes a number of sensors applied on different places on the body. However, there is no reason to disregard any of them because the concept they have introduced may be useful for the current HAR task. Therefore, a feature selection step must be used so that the most interesting features for the specific problem can be chosen.
A brief review of the HAR literature
The characterization of human movement, especially in walking, is well documented in the literature. 20 Nevertheless, stroke has a strong influence on the way patients move, 21 and particularly the patient's gait is affected. Due to this, and also because walking is one of the most sensitive parameters in human dependence, the gait and the patient's kinematics have been studied. 21, 22 Most of the studies are based on the analysis of video-images of the patient's gait or movements through well-known mechanical methods, 22-26 though there are also studies using the distributed home automation sensors. 27 These studies are mainly focused on the rehabilitation of the patient and for developing new therapeutic training techniques, providing interesting conclusions and determining the relevant variables for characterizing the gait pattern.
Since the appearance of low cost and high performance accelerometers in the market, the recognition of human activity has gained focus. Plenty of studies have analysed the performance of this type of device for stroke rehabilitation evaluation 28 One of those studies presented a combination of accelerometers and pressure gauges within shoes for discriminating between sitting, standing and walking of stroke patients. 32 In this study, Support Vector Machines were proposed for classification of the activity, and results of 99% of recall and 76.9% of precision were achieved. Though the classification is relatively good, it is worth noting that this approach can only discriminate between normal and abnormal walking, as the rest of the activities are mainly perceived in the upper limbs. There are also several studies concerning the use of accelerometers as the only source of information for HAR. One of the very first studies in HAR using accelerometers is available in Ref. 33 , in which several feature extraction methods were applied before modelling the classifiers of the different activities. Three different classifiers were learned: for the raw accelerometer data from the two accelerometers -one on each hip-, for the PCA feature subset and for the Independent Component Analysis.
In each case, the most relevant feature subset was normalized to 0 mean and 1 standard deviation; a sliding window of 256 samples with a 64-sample shift was used. Afterwards, wavelet transformations were carried out over the windowed data. A Multi-Layered Perceptron with back propagation was learned for the classification task of 4 classes: Stop, Walking, Walking Upstairs, Walking Downstairs. The classification error was used for evaluating each model, and the back propagation weight updating was based on the momentum.
A well-known contribution in HAR was proposed in Ref. 40 . In this study, the authors used the "divide and conquer" strategy, detecting first static postures from dynamic activities. Specific decision trees were generated for each case, either static or dynamic. The framework was structured around a binary decision tree in which movements were divided into classes and subclasses at different hierarchical levels: general distinctions between movements were applied in the top levels, and successively more detailed subclassifications were made in the lower levels of the tree.
This framework was used to develop a classifier to identify basic movements from the signals obtained from a single, waist-mounted tri-axial accelerometer. 
Still, the main drawback of these methods is the complexity of the calculations, which cannot be carried out in embedded devices. An extension of the former study was presented in Ref. 41 , where a sensor in the hip was used for HAR. The movements were first divided into activity (dynamic activities) and rest (static activities) using the T4 transformation. According to the postural orientation, the current activity and orientation were then decided. Despite the results obtained from this approach and the low complexity, the main drawback of this study is that, apart from falling, no other abnormal behaviour can be detected using the sensor in the hip.
In Ref. 21 a rule and heuristic based decision system is proposed for discrimination between the states of lying, standing and walking, as well as with the transitions between states. The transitions rules are learned through a Gaussian mixture model. This work is quite interesting in the sense that the system can keep track of the current state; that is, the cHA. Nevertheless, as long as the system uses only one sensor in the hip, this is not valid for the problem faced in this study. Also, the tilt of the body and its orientation are designed for user-centred sensors, which is not the scenario for the current study. Furthermore, the complexity of the solution makes it unfeasible to transfer this to embedded systems.
Hidden Markov Models have also been proposed for automatic segmentation and classification of HAR. 42 The underlying idea is to determine the conditions that, given the number of states and the segmented data sets, fire the set of finite state machines, making change from one state (activity) to another.
To show the benefits of this approach, the results were based on up to 5 sensors, 4 tri-axial accelerometers and one gyroscope, which were distributed among the chest, upper arms, ankle and thigh, respectively. However, this relatively high number of sensors is the main drawback of this approach.
The GFFSM method was proposed for HAR using a sensor placed in the central part of the body. 9, 10 Briefly, the GFFSM is a fuzzy finite state machine that drives the classification of cHA. The fuzzy partitions and the memberships involved in each of the transition rules are learnt in a Pittsburg style for the current subject; this learning gives the method the generalization capability. This study was found to be extremely suitable and will be further explained in the next subsection. One of the main advantages of this solution is that it can easily be transferred to embedded devices; however, the drawbacks are that the solution must be modified to manage the sensors on the wrists and that a previous training stage is needed to adapt it to the current subject. A very interesting idea is shown in Ref. 43 , where a sparse representation of the input feature domain is proposed. Briefly, this representation makes use of TS windows as a set of relevant motifs for each activity; each motif is the input features with the information from the TS window.
Whenever a new TS window is to be classified, the most suitable set of motifs is determined and thus the corresponding activity is proposed. Although this approach is conceptually quite novel and interesting, its main drawback is the computational cost, which makes it unfeasible if it is to be introduced in embedded devices.
The use of tri-axial accelerometers on the wrist has been previously documented. 15, 36 In Ref. 36 , up to 24 features were analysed using dynamic linear discriminant analysis; the best ranked features in each step drive the function basis classifier update in an iterative process that ends when a suitable error value is obtained. Interestingly, this approach allows the evolution of the activity set to be detected. The study presented in Ref. 15 details the general procedure for obtaining the set of features and, in this case, the neural classifier. Furthermore, this study proposed the Common PCA for choosing the best feature subset, although they proposed feature extraction instead of feature selection.
Currently, there is a trend to introduce HAR as an add-on to smartphones as long as the deployment cost is significantly reduced. 34, 39, 44 In Ref. 39 three sensors were placed in the dominant wrist, hip and ankle; up to six different activities were studied: resting, typing, gesticulating, walking, running, and cycling. To classify the activity two well-known methods were analysed: C4.5 and feed-forward neural network, although only the latter was found to be useful. Similarly, but with a different feature subset, 34 the time between peaks and a discretization of the sliding window to feed the J48 decision tree was proposed. Finally, the benefits of using the data from sensors included in smartphones were discussed in Ref. 44 .
A novel approach to HAR in embedded devices
As stated before, hand paralysis is part of 2/3 of strokes at onset; 6 therefore, for this study the sensors have been placed on the wrists. The idea is to learn the way the subject moves to determine the cHA. This proposal is focused on generating a valid HAR solution that can be embedded in cheap electronic devices, which is a preliminary step before developing the whole solution described in the introduction section. Besides, it is known that the older the subject the smaller the arm characteristic movements, thus, further study will be needed in order to validate this approach with a group of subjects from the focus population.
To this end, the device placed on each wrist should be responsible for HAR. Clearly, the HAR method should be as light as possible if we consider current embedded devices' computational resources for reduced power consumption.
Additionally, taking into account the focus population, the activities to be identified are bound to a greatly reduced set. In this study we have considered only three activities -WALKING, RESTING and STANDING-, which represent the main set of activities carried out by the subjects with high stroke risk.
Considering these restrictions and constraints, we have chosen what seems to be the most promising technique. In this sense, one of the valid techniques, if we consider the computational limitations, is the GFFSM. This technique might not be valid for a medium-high size set of activities, but it has been found valid for the considered problem. 8 This approach has made use of only one sensor placed on the back of the subject, so adaptation of the method is required: this is the most interesting feature set for using the GFFSM when the sensors are placed on the wrists. Furthermore, the GFFSM requires a learning stage for adapting the model to the current subject. In preliminary studies, the GFFSM technique was adapted to the problem. 37 Furthermore, a feature selection (FS) based on filtering according to the Information Correlation Coefficient measurement and then a wrapper method has allowed us to optimize the adapted GFFSM. 45 However, in this latter study it was concluded that further analysis was needed with methods like the PCA. Besides, it was also found that the learning method of the GFFSM would be enhanced with a Michigan approach. 46 Consequently, the current study is concerned with two main issues:
• A two-stage FS devoted to a) evaluating and filtering the set of features using a novel voting approach based on PCA, and b) using the wrapper FS presented in Refs. 45 and 47 with the best ranked features from step a).
• Developing a Michigan approach for the GFFSM that makes use of a boosting meta-heuristic in order to obtain the most suitable set of rules to drive the HAR.
The remaining contents of the section are organized as follows. In subsection 3.1 the FS method is explained and detailed, including the voting scheme proposed based on the PCA transformation. Subsection 3.2 is devoted to the description of the original GFFSM method, its adaptation and enhancements, together with the novel Michigan approach using boosting. It is interesting to highlight that the whole approach is a complex solution based on the memetic computing principles of design. 
A two-step Feature Selection method
The FS includes two stages: first filtering using a voting scheme based on PCA ranking and a second stage using a GFFSM wrapper FS with the most interesting feature subset found in the filtering FS.
The reason for this hybridization comes from the experience in the preliminary studies with the different runs of the experiments for the same subject. It was found that running the same experiment for the same subject and performing the same filtering strategyincluding PCA-could lead to different feature subsets. And if all the data sets for the same subject are joined and PCA is performed, another different feature subset is also obtained.
The question that arises is which of the feature subsets is the best one. The answer to this question can be found by introducing a second wrapper type FS stage that considers the conjunction of all the feature subsets found.
Introducing this second stage is a good solution found in the literature so far. But the problem is that the conjunction of the feature subsets increases the dimensionality of the feature space for the second FS stage, which eventually decreases the performance of the FS and even introduces high computational costs.
Consequently, there is a need for a method that joins the results from all the PCA analysis over each of the folds and over the sequencing of all the data sets. The filtering stage that is proposed in the next subsection tackles this problem, while the wrapper FS stage is detailed in subsection 3.1.2.
The filtering FS stage
The underlying idea is to take advantage of carrying out several runs of the same rehabilitation test for a subject; 25 each test generates a TS of accelerations and its transformations that are segmented as stated in Ref.
10. This study proposes a feature filtering method as follows (see Fig. 2 ). Two main ballots are managed: the first one considers each of the TS independently, performing a poll to obtain a feature subset and then merging the results from all the TS; the second one considers all the TS in a single TS. Finally, the results from both ballots are merged and the output feature subset is obtained.
The same voting scheme is performed for all the polls. This voting scheme will be used for transferring the PCA rankings to the original feature space. The voting scheme is defined by the following rules, introducing a weighted Approval Voting scheme: 49 • The TS is normalized using the mean and standard deviation of the sample.
• PCA chooses the transformations to reach 95% of representation. Let M be the number of transformations at that representation level.
• The transformations are ranked in ascending percentage of representation, that is, the best ranked transformation is assigned with the rank M/M, the second best with the (M-1)/M, etc.
All the values are in the interval (0, 1].
• Each transformation votes for as many features as are involved in its computation.
• Voting means assigning the rank to each of the candidate features.
• Features from the original space accumulate the ranked votes.
• The higher the sum of ranked votes, the higher the relevance of the feature. As mentioned before, a ballot is carried out to poll for a feature subset from each TS. For each poll, the PCA ranking is transferred using the voting scheme described above. In order to accumulate the results from each poll, the mean rank of each feature is calculated; the voted features are sorted according to this mean value. This rank is the outcome of the first ballot.
The second ballot considers the samples from all the TS, joining them in one data set. After applying PCA to this data set, the ranking is transferred to the original feature space using the same voting scheme. The outcome of this second ballot is the rank of the features in the original space.
Finally, we merge the results from each ballot using a 50/50% weighted voting. Sorting the features in the original space according to the descending order of votes allows the input feature domain to be filtered.
The selection of the weight for the final rank (50/50%) has been chosen as a compromise since there is no certain knowledge of which of the approaches may be better. Perhaps further analysis is required, but as far as the research team envisages, the results will be rather problem-specific and no general proposal of weights will eventually be found.
The wrapper FS stage
A second FS stage is needed in order to choose the best three features for the GFFSM. In this study, the wellknown Steady State Genetic Algorithm FS method 50 stated in Ref. 47 , is adapted and applied to the problem as in Ref. 45 . In short, this wrapper FS selects a subset of features of a given certain dimension by means of a genetic algorithm (GA). 51 Each individual represents a subset of features from the input domain and includes a model. This model is learnt during the individual's fitness evaluation, and the error measurement obtained is assigned to optimize the individual fitness. Thus, this FS method not only selects the feature subset but also generates the desired model. Consequently, the computational cost of this method is relatively high. For this approach, the feature subset is set to a size of 3. To evaluate an individual, a GFFSM model is learnt for the individual's feature subset and the classification error generated from the GFFSM's validation is set as the individual's fitness.
A 5x2 cross-validation scheme is used for training and testing the GFFSMs: from the collections of 10 TS gathered for the subject, a random half are used for training and the remainder is used for validation. A relaxed set of parameters must be used to decrease the computational cost of the GFFSMs training.
The outcome of this stage is the reduced feature subset of the most promising three features for the HAR method. However, as a relaxed set of parameters was used within the wrapper, the obtained GFFSM model can still be improved, so a complete learning stage should come after the FS.
The HAR method
This subsection is devoted to the thorough explanation of the GFFSM, from the original proposal to current developments. Thus, it will deal with the following aspects: i) the original GFFSM contribution, ii) the adaptation and enhancements found so far, iii) a brief on a boosting method for learning fuzzy rule sets, and iv) the novel boosting meta-heuristic to learn the Michigan approach GFFSM.
The original GFFSM
The GFFSM was detailed in Ref. 10 : a GA evolves the Fuzzy Finite State Machine for HAR. The GFFSM is defined as the tuple {Q,U,f,Y,g}, where Q is the state of the system, U is the input vector, f is the transition function which calculates the state of the system, Y is the output vector and g is the output function which calculates the output vector. 1] and the sum of the activation levels is always 1. The transitions are the fuzzy rules that are allowed, which are defined a priori, as depicted in Fig. 3 .
A change in the state is considered if any of the rules has a firing strength higher than 0. The output of the system is the set of new state activation levels, which induces the new state.
Three input variables are used: the dorsoventral acceleration z i a , the amount of movement (T6) and the tilt of the body (T13), each of them considered linguistic variables with 3 labels each. Ruspini trapezoid membership functions are used, so we need to learn up to 4 parameters for each input variable. A GA evolves the partitions and the rules in a Michigan style: up to 72 binary genes coding the rules and 12 real-coded genes for the membership function parameters.
The fitness function is the Mean Absolute Error (MAE), which is calculated using Eq. (1). In this equation, T is the number of examples in the data set, and s i [t] and s i * [t] are the degree of activation and the expected degree of activation, respectively, of state q i at time step t=j.
The GA is completely defined with a binary tournament, generational replacement with elitism, twopoint crossover for the rule base and BLX-α crossover for the real-coded genes applied twice for obtaining two new pairs of chromosomes and a classical bitwise mutation for the rule base and uniform mutation for the real-coded part. Termination occurs whenever one of the following conditions applies: MAE reaches 0 value, or the expected number of generations is reached or there are a number of generations without MAE changes.
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Upright& Walking& Fig. 3 The original GFFSM a priori defined states and transitions.
Previous works for adapting the GFFSM
As in this study the sensors are placed on the wrists, this approach cannot be directly applied: when the tilt of the body, though easy to compute, loses its meaning, the dorsoventral acceleration is no longer available. In Ref. 37 a different set of variables was chosen as the most conceptually similar to the original ones: the signal-magnitude area (T4) and the sensor vibration (T10) have been used instead, while the amount of movement (T6) was retained. Furthermore, the genetic parameters were slightly modified to 100 individuals and 200 generations. This model will henceforward be denoted by aGFFSM. 37 Moreover, a higher resource consuming method was proposed and evaluated (hereinafter, gGFFSM) with 300 generations, 100 individuals and considering the crossover operator as being able to combine genes from more than one rule antecedent.
The Information Correlation Coefficient measurement has been used for filtering the feature domain together with the wrapper FS stage detailed in the previous subsection; 38 the 20 most suitable features were chosen from the filtering stage; then the wrapper FS was carried out. The most representative features found were the a x , g y and T15(a y ,10) for the right hand and T13(a x ,a z ), T6 and T15(a z ,10) for the left hand. The GFFSM model trained using this feature subset is denoted by wGFFSM, using the same parameter setting as gGFFSM. Actually, gGFFSM and wGFFSM triggered similar results while both were found to outperform the adapted aGFFSM when using 10-fold cross-validation, and the two approaches were comparable (see Fig. 4 ). The wGFFSM performed with less deviation and a slightly higher median MAE value of the best individual found in each run during the cross-validation process.
However, some repetitive errors have provided evidence that perhaps the current rule set could be optimized, so a change in the learning paradigm was required. The next two subsections deal with the new GFFSM proposal.
Learning fuzzy rules through boosting
Fuzzy classifiers can be learnt using boosting, that is, by learning an incremental rule set that best suits the training data. In this study we made use of the proposal for learning fuzzy classifiers through boosting by means of the single-winner inference. 52 Thus, the current subsection only gives an outline of the algorithm; readers interested in further details should refer to the original contribution. Let p be the number of classes in the data set of size m samples, n the number of features and N the number of rules. A fuzzy rule set is represented as the relationship Ax{1,…,p}, with A={Aj} j=1,…,N being the antecedent of a fuzzy rule. Typically, the antecedents are expressed as Cartesian products of fuzzy sets.
A fuzzy classifier is that model that infers a class k to an example x by means of arg max k ∨ j A j (x)∧s k j , with s k j being the membership degree of rule j to class k.
The single-winner boosting fuzzy rule learning algorithm provides a rule for each iteration based on the number of explained samples. The algorithm firstly finds a feasible rule antecedent A j and then estimates the rule-class memberships.
The full algorithm is outlined in Fig. 6 and Fig. 5 . The former includes a GA algorithm for finding valid fuzzy rule antecedents, while the latter deals with the evaluation of each individual within the population and the single winner inference.
A boosting extension to the GFFSM
It is proposed to use the Michigan style to tackle the learning of the fuzzy rule base of the GFFSM, instead of pre-defining it. Hereinafter, this model is referred to as boosting GFFSM (bGFFSM). The Michigan learning style represents each rule as an individual of the population, and the final fuzzy rule set is obtained as the set of the best individuals found up to that point in the evolution. However, the method for learning the fuzzy rules plays an important role in the final model. In this study we have chosen to learn fuzzy rules using boosting and single-winner inference, as proposed in Ref. 51 , although some adaptations were needed. For the sake of simplicity, this section only highlights the main idea of the chosen algorithm, referring interested readers to the original contribution for further details. The required adaptations will be detailed afterwards.
As explained in Ref. 52 , each rule added to the rule base increases the number of explained examples in the data set (see the algorithm in Fig. 6 ). The point is that while Adaboost makes use of the max operator as tconorm, boosting makes use of the sum operator: the candidate to be added to the rule set is the one that maximizes the updated number of explained samples. Thus, instead of having the capacity of a fuzzy state variable as in the original GFFSM contribution, using boosting ends up choosing one single label as a consequence, with its corresponding weight.
Moreover, the authors proposed an algorithm AddOneRule that makes use of a GA to find a rule that maximizes the number of explained examples (see algorithm depicted in Fig. 5) . Consequently, the computational cost of this learning scheme is higher than that of the Pittsburg approach.
Some adaptations to the method are needed in order to learn GFFSM. Firstly, the rules should reflect the Fuzzy Finite State Machine with a single state as a consequence. This means that, although some other linguistic labels can be learned for each rule candidate, only the label that maximizes the number of explained samples receives the award: no feedback concerning the rest of the state labels is generated. It is therefore better to include more than one single label as the possible outcome of a rule.
The linguistic labels are provided with three uniformly distributed trapezoidal membership functions; thus 4 real parameters should be learnt for each fuzzy variable and 12 real parameters should be learnt for the partitions. To do so, it is proposed to learn the partitions with the original GFFSM Pittsburg approach; once the partition is learnt, then the boosting learning takes place.
The antecedents of all the rules in the classifier have been defined according to the boosting method (see algorithms in Fig. 6 and Fig. 5 ):
52 A={A f j }, with f=1…n referring to variables, j=1…M referring to rules, n is the number of input variables (in this case, n=3) and M is the number of rules to learn, which is given as a parameter. As with the original GFFSM contribution, the rules include any label combinations of the three antecedent linguistic variables (Low, Medium and High), so A f j can be any combination of these labels.
The rule part of the antecedent is composed of one 
S=α·S+(1-α)·S' while ||S-S'||<ε return S and fitness=||Z-S·F|| initial state label plus 9 linguistic terms (3 per input variable) for a total of 10 binary-coded genes.
T is the number of examples in the data set, and S k j is the matrix of sample explanations used to determine which of the samples are explained or not and which is the rule that best explains each sample. Each candidate's rule is given a rank according to the number of samples it explains: the state that best ranks a candidate rule is the one chosen as its consequence.
For computing the antecedent of the firing strength of a rule, the min and max operators are used as the tnorm and the t-conorm, respectively.
Finally, only rules that introduce a change between the initial and final states are learnt; otherwise, the boosting method can get stuck. To do so, the candidates with different initial and consequent states are awarded.
Experiments and discussion of the results
The different tests carried out aim to validate each of the hypotheses of this study, regarding i) the performance of the boosting-based GFFSM, ii) the feature selection step outcome endorsement, and iii) the final experimentation with the best results found so far. This section deals with each of these steps as follows: the next subsection gives details concerning data gathering; subsection 4.2 focuses on the pre-processing and the cross-validation, while the last subsections are devoted to testing and discussing the above-mentioned points.
It is important to point out that the experimentation to be included is not a medical study of patients from the focus population, but proof-of-concept experiments designed from the computer science perspective to obtain a valid tool that can henceforward be tested in a medical study: we do expect to carry out a medical study once the whole approach is finished. Consequently, readers should not expect to find here a detailed protocol or an exhaustive description of the subjects under study.
Materials and methods
For this study, a pair of data-logging bracelets with a sampling frequency 16 Hz, to be worn on the wrists, has been developed (see Fig. 7 ). Each bracelet, which is identified for the left or right hand, includes a tri-axial accelerometer with a predefined range up to 3G and a USB port. These bracelets are able to store data from several experiments lasting up to 40 minutes. The batteries last about 10 days, so there should not be any problems with their autonomy.
In order to systematically evaluate the proposal, a test should be defined. To do so, several test beds were analysed from the literature of rehabilitation studies. 53 The different studies establish patterns to be carried out by the subject, i.e., making the subject walk 10 meters discarding 2 meters at each end. 54 The question is which of the tests would allow us to validate the HAR proposal and the answer needs to consider the current problem with the set of activities to detect it. After analysis of the different approaches, the stroke rehabilitation test 25 was finally selected as the test to be carried out by the subjects, though small variations were introduced. In the original test, the subject starts from sitting for T1 seconds, then stands up and stays still for T2 seconds. Afterwards, the subject has to walk a distance of 3 meters, turning 45º and walking a further 3 meters; then the subject retraces the path to the original position, and there stands still for T2 seconds. Finally, the subject sits and stays in that position for another T1 seconds. Some small modifications were introduced. Firstly, the 45º turn, which was introduced to test the stroke patients' ability to change direction, was not included. The walking distance was extended to 10 meters in order to include enough walking cycles. Finally, the periods T1 and T2 were set at 10 and 5 seconds, respectively. This modified rehabilitation test is Fig. 7 The developed bracelets, each one with the mark for the left (Izda.) and right (Dcha.) hands.
hereinafter referred to as SRTEST.
To test the approach proposed in this paper to determine its validity, one male and two female members of the research team were chosen as test subjects. All these subjects were in a good health condition, and a normal fit state. The age of the subjects varied from 28 to 46 years old, which is clearly outside the focus population. However, as long as the current problem is actually to evaluate if the proposal is suitable for HAR purposes, this is considered adequate for a proof-of-concept experiment.
For the purpose of this experiment, each subject carried out 12 runs of the SRTEST and the first two were discarded: they were done simply to get used to the test, and to avoid moving differently from usual when sitting, standing or walking. In addition, these repetitions of the test would allow us to obtain statistical data from the experiments.
Data pre-processing and cross-validation
All the data is manually segmented and classified according to the activity that the subject has to do, in the same way as proposed for the original GFFSM work. 10 For computing the features, a sliding window of 10 samples wide and one sample shift are used. In this way, known states are classified with complete certainty, while transitions between actions are assigned with imprecise data, e.g., 0.7/SEATED+0.3/STANDING. So up to 10 TS are gathered and segmented for one subject.
Finally, the segmented data for each run is considered a data set, which means that up to 10 different data sets are available for training and testing. Furthermore, one more data set has been generated containing the segmented data from all the runs.
Typically, HAR studies in the literature make use of 10-fold cross-validation. The cross-validation scheme used in this study is a kind of 5x2 cv in which 5 random TS data sets are chosen for training and the 5 remaining sets are kept for testing. This is not the usual way of working with TS, but by using this scheme a better resemblance of the real deployment of the device and models is obtained, as many completely unknown TS are given to the model. However, higher classification errors than those that can be obtained for the usual 10-fold cross-validation schemes in different related studies are also expected.
Comparison of GFFSM HAR methods
Four different GFFSM approaches are to be compared within this subsection: the aGFFSM, gGFFSM and wGFFSM presented in subsection 3.2.1 and the The parameters for learning each of the methods are shown in Table 2 . Both the number of generations and the convergence stop condition for the bGFFSM vary according to the rules that have been added.
Results are shown in Table 3 and Table 4 for the right and left hand, respectively. The data shown comes from the best individual in each run with the crossvalidation method. For the bGFFSM, two columns are reported. When learning the model with 6 rules with the Boosting approach, we need to learn the model with 5 rules first, so results with 5 and 6 rules are included.
As can be seen, there is a totally different scenario with regard to that presented in Ref. 45 : the performance of the different methods is completely different as a consequence of the different crossvalidation methods.
This study, with bigger validation data sets, benefits from the cross-validation method representing a more general solution. However, as these methods were learnt with smaller data sets, they perform with a slightly higher error measurement and the results could perhaps still be enhanced if more TS were available for training and testing.
Furthermore, the boxplots of the results for the results shown above are depicted in Fig. 8 and Fig. 9 for the right and the left hand, respectively. Both methods wGFFSM and bGFFSM are found to be the most suitable methods, although the gGFFSM's behaviour changes remarkably with the hand that is considered.
In addition, it is remarkable that the bGFFSM got worse with 6 rules than with 5 rules. This might be due to different factors; for instance, the reduced number of samples for learning the sixth rule may induce rules that introduce noise instead of enhancing the model. Besides, it might also be due to the different number of samples in the data sets for each class. 
Evaluation of the FS method
In this stage, the results from the PCA sorting and filtering on the original feature space are presented. As stated in subsection 3.1.1, the most remarkable PCA transformations are used for the voting and ranking of the features.
Afterwards, the 20 features with the highest ranks will be chosen for a second FS stage, the wrapper FS. The exhaustive lists of the best features according to the PCA voting scheme for each hand are presented in Table 5 .
The wrapper FS gathers these reduced feature subsets and learns wGFFSM models with the relaxed set of parameters. Two sets of parameters are needed: those related with the GA for evolving the feature subset and those related with the wGFFSM's learning GA.
The parameters for the GA devoted to FS are 30 generations with 26 individuals, using the one point crossover operator with a probability of 0.8. The mutation operator is also flipping one of the threeselected features among the available candidates; the mutation probability is set to 0.02. The fitness of each of the individuals is calculated as the MAE of the GFFSM model learnt from the feature subset the individual has chosen.
Learning the GFFSM within the wrapper is bound by the computational costs: in this case, the GA runs 50 generations with 76 individuals, and the α-crossover operator probability is set to 0.8 for an α value of 0.3. The mutation operator is the classical bitwise mutation for the rule base and the uniform mutation for the real coded part; the mutation probability is set to 0.02.
The following GA early stop conditions are defined by: i) the convergence measured as 25 generations without changes in the MAE of the best individual, and ii) reaching an MAE fitness lower than 0.02 at any generation.
Finally, the best subset of features found for each hand were {g x , T15(a x ,1), T15(a x ,10)} for the left hand and {a x , g x , T15(a z ,10)} for the right hand. The most interesting issue from these feature subsets is that the chosen features are basic transformations or even the raw data. 
The final GFFSM modelling
Once the most relevant features have been chosen, we can evaluate the best models found so far with the complete set of parameters -those which were shown in Table 2 : the wGFFSM and the bGFFSM. Table 6 and Table 7 include the results obtained from each hand. It is worth noting that the wGFFSM has been really enhanced while the bGFFSM has not: this is totally the opposite of what was expected. The boxplots can potentially help us to understand what is happening in this process. Fig. 10 and Fig. 11 depict the boxplots for the left and right hand, respectively. As mentioned before, the bGFFSM got worse for both cases of 5 and 6 rules. This fact can be easily explained if we observe the aggregated confusion matrix (see Table 8 ) for all the folds. In fact, the number of samples labelled with WALKING is significantly higher than the sum of the rest of the classes.
Consequently, PCA may have driven the feature selection to those features that better reflect the most common class. Therefore, the results for the class STANDING were worse, which in turn affects the overall results in a negative way. One of the main Table 7 Left hand MAE classification error test results obtained from the best model of each fold using the best feature subset after the PCA voting FS. conclusions that is drawn from this experimentation is that the SRTEST should be more carefully designed, considering an increase of the times T1 and T2.
Discussion of the results
Some comments can be drawn from the experience detailed above. Firstly, the hybrid FS method including the PCA might represent a good compromise when dealing with TS. In general, the deviation of the results is greatly reduced, although in some cases the model performs worse than when carrying out the filtering FS with the Information Correlation Coefficient and the same wrapper FS. It is clear that the experiments should be very carefully designed, but there is no doubt either that the results obtained have improved. The latter leads to our second point: the SRTEST in its current formulation is not completely valid and the different scheduled states should last about the same time.
Besides, the GFFSM models perform satisfactorily and the results are reasonable. Moreover, this model can be easily deployed in embedded systems. Only the fuzzy characteristics concerning the membership functions and the table for looking up the rules need updating from one subject to other. The results for all the subjects were quite similar, so the models are robust among the testing population. However, the tests were run on a population that is different from the target users in the overall research. This experimentation was aimed at finding suitable models to use and to test if their outcome was accurate or not. To validate this HAR model in stroke patients, a specific study in this population should be undertaken.
One interesting question is what would happen if it were found that more than the presented activities are required. This model was developed with the premise that only three states were required and that the GFFSM will perform well with them, but the performance will certainly decrease with the number of activities.
From this, two main possibilities arise. The first one is to expand this model to 5 activities or introduce the "divide and conquer" principle to group the activities, including a classifier for each group: this would eventually require more computation in the bracelet, which might increase its cost. The second one includes evaluating alternative solutions that might be easily transferred to embedded devices. In this case, for instance, totally different approaches will be analysed, because, as indicated in the state-of-the-art, most solutions are too complex to be embedded. Furthermore, the same approach for HAR can be used for different topics, for instance, trying to detect the onset of epilepsy. This is also a very interesting topic in which the cHA is needed, and good discrimination between some types of activities and the onset characteristics that might resemble a similar response in the accelerometers is required.
Conclusions
This study is devoted to HAR in the context of stroke alarm generation. A proposal for stroke alarm generation is given and the HAR block has been fully analysed, while stroke onset detection is left as future work. In this scenario, the focus population must perform the activities considered: only three main activities were to be detected.
In order to develop an embedded solution, the GFFSM model has been adapted and extended with new algorithms, including the use of a boosting heuristic for learning the fuzzy system. Furthermore, a novel voting feature selection method based on rolling back the PCA rankings has enhanced the performance of the method.
The step for HAR included in our solution for developing a stroke onset alarm generation can be considered solved, as the MAE results are really impressive. Both the wGFFSM and the bGFFSM approach seem to be good options, although the latter is preferable due to the reduced number of rules required: this reduction makes its integration in embedded solutions easier.
However, the SRTEST test has been found to lack class balance so a better design would be needed. When testing the solution with subjects within the focus population, the balance of the classes within the data sets obtained from the SRTEST should be guaranteed.
