Practical implications -The paper includes implications for the development of humanoid robots and human-robot interaction.
lntroduction
interpreted by a dialogue manager. It interprets given information in context and reacts by responding or executing specific actions. In this paper we present o6 Ji"iogr" manager Tapas which enables a robot to communicate with humans using multimodal information. it allows humans to talk to the robot, command the robot, u"na jiu" orders for task execution. It furthermore enables the robot to acquire new information such as introducing unknown objects or persons.
Tapas is a dialogue tools collection implemented in lava. It provides algorithms for dialogue processing, including natural language understanding, discouise and context modelling and dialogue strategies, for development, evaluation and runtime systems.
The dialogue system presented here has been implemented over the past few'yearswithin the German collaborative research center SFB-5BB on "Humanoid RobotsLearning and Cooperating Multimodal Robots" -with the goal to discover requirements for such a system, and to provide a tool to improve human-robot communication.
Research within this project is based on the robot Armar 3 which is developeA in Karlsruhe within SFB 588. A picture of the robot in the kitchen environment can be seen in figure 1' For a detailed description of the ARMAR platform, we refer to (Asfour et al. 2006 ). Most traditional dialogue management approaches consider speech-only interactions.
Dialogue management for a humanoid robot is a fairly complex task and r"quir", interplay of many components. Many robots use commandibased speech input or simple dialog control. Some dialogue systems for robots are based on finite-state automata e.g. the robots HERMES and BIRON (Bischoff and Graefe 2002, Toptsis et al. 2004) . In many scenarios this is sufficient. The assumption is that in complex environments these models are not adequate, e.g, to deal with speech recognition errors, process multimodal information, and handle the manifold contextual states, More advanced approaches are implemented e.g. for the robot pearl (Montemerlo et al. 2oo2), which uses a probabilistic approach to cope with recognition eirors, or in the dialogue system WITAS for unmanned vehicle control (Lemon et al. 2001) "initialize the right arm", or be collected over multiple uttlrances. If parameters are missing, they are requested by the system, e.g. "which arm do you want me to initialize?".
The confirmation parameter represents the confidence of the system in executing the right action, and is used by the strategy to prompt for explicit confirmation before executing an action that might be dangerous for the environment or harmful for the system itself. The implementation of the robot control metaphor is not alwaystrivial. Interaction with the system often is error-prone because of insufficient capabilities of the robot but also because of the human due to limited understanding of the robot's capabilities (Gieselmann and Stenneken 2006) . Error sensitivJstrategies significanly improve dialogue performance (Gieselmann and Ostendorf ZOOT).
Multimodal Fusion
A multimodal command in its classic form follows Bolt's scheme of "put that there" (Bolt 1980 In (Holzapfel et al, 2oo4) we present robust multimodal fusionior speech and 3D pointing (deictic) gestures. It extends (Johnston 1998) and provides a fusion which is robust against false detections and exploits n-best listi of pointing references.
Deictic gestures can be used to point at an object (nonverbal inteiaction) and thus giving either redundant information which helps the system to improve its recognition accuracy or delivers additional information not given by speech. One example is "5ring me the blue cup (over there)". For correct understanding, the system needs to recolnize the spoken utterance, recognize the gesture, resolve the object the person poinfs to and merge the information with information from speech recognition. If there is more than one blue cup, the object can be identified from gesture iniormation. Speech and deixis can be considered to be more or less synchronous or are at least tightly coupled with the speech signal. Fusion of these two modalities can thus be handled 5s input fusion in the dialogue manager, i.e, before discourse updates are performed. The fusion algorithm operates on a pool of input events and checks for matching events by applying a set of constrained-based fusion rules with n-best list processing. N-best resolution is crucial in our approach since the pointing gesture is often not sp-ecific enough to resolve the object correctly only by pointing. Events remain in the pool if they aren't covered by fusion rules. After a predefined timeout they are abandoned. Figure 3 illustrates the fusion process and shows an example for merging information from one speech and one gesture event.
In contrast to related work referenced above, the presented approach is robust against false detections of gestures. In our setup 
Barkeeper Scenario
The barkeeper scenario originates from a task which a household robot fulfils, namely to bring a selected object to a human. To do so, the system needs to clarify which objects the user refers to, which is done in a dialogue with the user. We simulate this task in a setup where both the robot and the user can look at a table, which contains a number of objects. The user can now tell the robot which object he would like to get using speech and pointing gestures. The task of the robot isio find the right object and use speech and pointing himself to confirm his current belief, The problem that needs to be solved by the dialogue manger is to find an optimal strategy to confirm recognized user input, correct (repair) informition and confirm the object selection with as few turns as possible. In the future we plan to extend this scenario with detection and learning of unknown objects. To develop a dialogue strategy for this scenario For strategy training we have created a user simulation from the Wizard-of-Oz data using bigram-statistics of specialized speech act types plus a stochastic error model based on word-Error-Rates for speech and pointing accuracy for gestures. The 6-step process of training the dialogue strategy is illustrated in figure 4 and described in the following. After the wizard-of-oz experiment (step tt the user simulation and error models are trained (step 2) from collected data. Then the reinforcement learning setup is defined which includes a reward function and the Markov Decision Process (MDP) which models the state transition and observations of the learner (step 3). Different training runs can then be started with different reinforcement learning configurations (step 4). The best strategy is then deployed to the runtime system and evaluated with real users (step 5). During runtime of the system new data is collected, from which the data corpus and models are updated (step'O;. figrre 5 illustrates operation of the reinforcement learning agent in the simulation environment, which corresponds to step 4. It shows that the actions of the agent influence the user model and that the agent receives only reward and state information (impliciily Including user actions) from the environment. In order to empirically validate the benefit of our overall approach, we compared the performance of the handcrafted baseline strategy with our learned strategy within the simulation and real user experiment (Prommer et al. 2006 ). In the real user experiment 18 subjects were engaged and a total number of 94 dialogs (576 utterances) was collected in sequential runs of four to six dialogs for eachlesi sublect. Hereby, in order to fairly balance a potential learning effect of the user, we evenly switched be[ween use of the two strategies. It shows a significant improvement for the reinforcement strategy with a task success of 86.90lo versus 80.4o/o in the real user experiment and 91.3olo versus 83.3olo in simulation and an average dialogue length of 4.9 utterances versus 5.9 utterances in the real user experiment and 5.0 utterances versus 5.9 utterances in The superiority of the reinforcement learning strategy is due to its higher number of features and more fine gralned rules than could be iieated with hand"craftint. Figure 6 shows snapshots from the robot,s camera taken during the experiment. To obtain clean results, the subjects hadn't been instructed how to behave beforehand, and they didn't know that the robot was operated by a human. Team members and the wizard were hidden in rooms and didn't interfere with the scene physically. Observation and recording for later analysis was possible through two cameras in the scene. The Wizard-of-Oz experiment was conducted on three ionsecutive days with tO peisons, where each person had to do one interaction per day and went through an interview after each interaction. The data, close and distant speech input, robot visiJn and system logging, were recorded for a data corpus. The technologies required in this scenario are to engage in a dialogue and attracting attention when the person arrives, rearning new name!, learning plrson ids and optimizing dialogues. Prestudies were conducted with experiments to initiate a conversation and for person identification and ID learning (Holzapfel et al. 2007 ). The receptionist scenario led to longer, more complex dialogues than the barkeeper scenario. Here, several subtasks had to be conducted sequentially. using a modular dialogue design and sequentially processing dialogue goals (greeting, receptionist task, person registration, etc.) provided the basis for successful [raining of diaiogue strategies using reinforcement learning (Holzapfel and waibel 2008 Figure 6: Snapshots from the robot's camera with corridor view in a robot receptionist experiment. The subject's nametag was helpful for video annotation, it is obfuscated here.
