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GENERALIZED HELMHOLTZ CONDITIONS FOR NON-CONSERVATIVE
LAGRANGIAN SYSTEMS
IOAN BUCATARU AND OANA CONSTANTINESCU
Abstract. In this paper we provide generalized Helmholtz conditions, in terms of a semi-basic
1-form, which characterize when a given system of second order ordinary differential equations is
equivalent to the Lagrange equations, for some given arbitrary non-conservative forces. For the
particular cases of dissipative or gyroscopic forces, these conditions, when expressed in terms of
a multiplier matrix, reduce to those obtained in [18]. When the involved geometric structures
are homogeneous with respect to the fibre coordinates, we show how one can further simplify
the generalized Helmholtz conditions. We provide examples where the proposed generalized
Helmholtz conditions, expressed in terms of a semi-basic 1-form, can be integrated and the
corresponding Lagrangian and Lagrange equations can be found.
1. Introduction
The classic inverse problem of Lagrangian mechanics requires to find the necessary and sufficient
conditions, which are called Helmholtz conditions, such that a given system of second order ordi-
nary differential equations (SODE) is equivalent to the Euler-Lagrange equations of some regular
Lagrangian function. The problem has a long history and the literature about the subject is vast.
There are various approaches to this problem, using different techniques and mathematical tools,
[1, 3, 7, 9, 12, 17, 19, 24].
In this work we discuss the inverse problem of Lagrangian systems with non-conservative forces.
Locally, the problem can be formulated as follows. We consider a SODE in normal form
d2xi
dt2
+ 2Gi (x, x˙) = 0(1.1)
and an arbitrary covariant force field σi(x, x˙)dx
i. We provide necessary and sufficient conditions,
which we call generalized Helmholtz conditions, for the existence of a Lagrangian L, such that the
system (1.1) is equivalent to the Lagrange equations
d
dt
(
∂L
∂x˙i
)
−
∂L
∂xi
= σi(x, x˙).(1.2)
When the covariant forces are of dissipative or gyroscopic type, the problem has been studied
recently in [11, 18]. In these two papers the authors provide generalized Helmholtz conditions,
in terms of a multiplier matrix, for a SODE (1.1) to represent Lagrange equations with non-
conservative forces of dissipative or gyroscopic type.
The structure of the paper is as follows. In Section 2 we use the Fro¨licher-Nijenhuis formalism
[13, 15] to provide a geometric framework associated to a given system (1.1). This framework
includes: a nonlinear connection, dynamical covariant derivative and curvature type tensors. In
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Section 3 we use this geometric setting to reformulate the inverse problem of Lagrangian systems
with non-conservative forces. The main contribution of this paper is to provide, in Theorem
3.2, generalized Helmholtz conditions in terms of semi-basic 1-forms for the most general case
of the problem. Such semi-basic 1-form will represent the Poincare´-Cartan 1-form of the sought
after Lagrangian. In the particular case when the covariant force field σ is zero, the generalized
Helmholtz conditions (GH1) − (GH3) of Theorem 3.2 reduce to, and simplify, the Helmholtz
obtained in [3, Theorem 4.1].
In the next two sections we show that the proposed generalized Helmholtz conditions (GH1)−
(GH3), of Theorem 3.2, reduce to those obtained in [11, 18], which were expressed in terms of a
multiplier matrix, for the particular case of dissipative or gyroscopic forces. Theorem 4.2 provides
three equivalent sets of conditions, in terms of semi-basic 1-forms, for a SODE to be of dissipative
type. One advantage of formulating the generalized Helmholtz conditions in terms of forms is
discussed in Proposition 4.3, where we study the formal integrability of such conditions. An
important consequence of Proposition 4.3 is that any SODE on a 2-dimensional manifold is of
dissipative type. Theorem 5.2 provides two equivalent sets of generalized Helmholtz conditions, in
terms of semi-basic 1-forms, which characterize Lagrangian systems of gyroscopic type.
In section 6 we discuss the inverse problem of Lagrangian systems with non-conservative forces,
when all the involved geometric objects are homogeneous with respect to the velocity coordi-
nates. Within this context, in Theorem 6.3, we prove that one generalized Helmholtz condition
is a consequence of the other two. When the covariant force field is zero, depending on the de-
gree of homogeneity, the problem reduces to the Finsler metrizability problem or the projective
metrizability problem.
In the last section we show how the techniques developed throughout the paper can be used to
discuss various examples. For these examples, the generalized Helmholtz conditions, expressed in
terms of a semi-basic 1-form, can be integrated and therefore we can find the corresponding La-
grangian and Lagrange equations. The examples we analyse consist of non-variational projectively
metrizable sprays that are of dissipative type and a class of gyroscopic semisprays. For each of
the two examples, the techniques used in the proof of Theorems 4.2 and 5.2 are very useful for
integrating the corresponding generalized Helmholtz conditions.
2. The geometric framework
2.1. A geometric setting for semisprays. In this section, we use the Fro¨licher-Nijenhuis for-
malism [13] to associate a geometric setting to a given system of second order ordinary differential
equations, [2, 3, 14, 15].
For an n-dimensional smooth manifold M , denote by TM its tangent bundle. Local coordinates
(xi) onM induce local coordinates (xi, yi) on TM . The set smooth functions onM will be denoted
by C∞(M), while the set of smooth vector fields on M will be denoted by X(M).
Consider C ∈ X(TM) the Liouville (dilation) vector field and J the tangent structure (vertical
endomorphism). Throughout this paper we use the summation convention over covariant and
contravariant repeated indices. With this convention, the Liouville vector field and the tangent
structure are locally given by:
C = yi
∂
∂yi
, J =
∂
∂yi
⊗ dxi.
We consider the regular n-dimensional vertical distribution, V TM : u ∈ TM → VuTM =
Ker dupi ⊂ TuTM . The forms dual to the vertical vector fields will play an important role in
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this work. These are semi-basic (vector valued) forms on TM , with respect to the canonical
projection pi.
In order to develop a geometric setting, we will make use of the Fro¨licher-Nijenhuis formalism.
Within this formalism one can identify derivations to vector valued forms on TM , [13, 15].
For a vector valued p-form P on TM , we denote by iP : Λ
k(TM)→ Λk+p−1(TM) the derivation
of degree (p− 1), given by
iPα(X1, ..., Xk+p−1) =
1
p!(k − 1)!
∑
σ∈Sk+p−1
sign(σ)α
(
P (Xσ(1), ..., Xσ(p)), Xσ(p+1), ..., Xσ(k+p−1)
)
,
where Sk+p−1 is the permutation group of {1, .., k + p − 1}. We denote by dP : Λ
k(TM) →
Λk+p(TM) the derivation of degree p, given by
dP = [iP , d] = iP ◦ d− (−1)
p−1d ◦ iP .
For two vector valued forms K and P on TM , of degrees k and p, we consider the Fro¨licher-
Nijenhuis bracket [K,P ], which is the vector valued (k + p)-form, uniquely determined by
d[K,P ] = [dK , dP ] = dk ◦ dP − (−1)
kpdP ◦ dK .(2.1)
For various commutation formulae, within the Fro¨licher-Nijenhuis formalism, we will use the Ap-
pendix A of the book [15]. We will use some vector valued forms on TM to associate a differential
calculus on TM . Directly from the definition of the tangent structure J it follows that [J, J ] = 0
and according to formula (2.1) it follow that d2J = 0. Therefore, any dJ -exact form is dJ -closed and
according to a Poincare´-type Lemma [26], any dJ -closed form is locally dJ -exact. The derivation
dJ corresponds to the operator d˙ used in [16].
A semispray, or a second order vector field, is a globally defined vector field on TM , S ∈ X(TM),
that satisfies JS = C. Locally, it can be expressed as:
S = yi
∂
∂xi
− 2Gi(x, y)
∂
∂yi
.(2.2)
A curve c : t ∈ I ⊂ R → c(t) = (xi(t)) ∈ M is a geodesic of the semispray S if c′ : t ∈ I ⊂ R →
c′(t) = (xi(t), dxi/dt) ∈ TM , is an integral curve of S, which means that it satisfies (1.1).
A semispray S induces a horizontal and a vertical projector, h and v that are given by, [14],
h =
1
2
(Id−[S, J ]) , v =
1
2
(Id+[S, J ]) .
Locally, the two projectors h and v can be expressed as
h =
δ
δxi
⊗ dxi, v =
∂
∂yi
⊗ δyi,
δ
δxi
=
∂
∂xi
−N ji
∂
∂yj
, δyi = dyi +N ijdx
j , N ij =
∂Gi
∂yj
.
The Fro¨licher-Nijenhuis bracket [S, h] induces two geometric structures. One is the almost
complex structure, F, and the other one is the Jacobi endomorphism, Φ,
F = h ◦ [S, h]− J, Φ = v ◦ [S, h].(2.3)
Locally, the almost complex structure can be expressed as follows
F =
δ
δxi
⊗ δyi −
∂
∂yi
⊗ dxi.
The Jacobi endomorphism has the following local expression
Φ = Rij
∂
∂yi
⊗ dxj , Rij = 2
∂Gi
∂xj
− S(N ij)−N
i
rN
r
j .(2.4)
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The horizontal distribution induced by a semispray is, in general, non-integrable. The obstruction
to its integrability is given by the curvature tensor
R =
1
2
[h, h] =
1
2
Rijk
∂
∂yi
⊗ dxj ∧ dxk, Rijk =
δN ij
δxk
−
δN ik
δxj
.(2.5)
The Jacobi endomorphism Φ and the curvature tensor R are closely related by
3R = [J,Φ], 3Rijk =
∂Rij
∂yk
−
∂Rik
∂yj
.(2.6)
From the above first formula and (2.1) it follows the commutation formula
[dJ , dΦ] = 3dR.(2.7)
We introduce now the dynamical covariant derivative, ∇, associated to a semispray, following
the approach from [2, 3]. For f ∈ C∞(TM) and X ∈ X(TM), we define
∇f = Sf, ∇X = h[S, hX ] + v[S, vX ].(2.8)
Using the formulae (2.3), we can write the action of ∇ on vector fields as
∇ = h ◦ LS ◦ h+ v ◦ LS ◦ v = LS + F+ J − Φ.(2.9)
Therefore, the action of ∇ on the exterior algebra of TM is given by
∇ = LS − iF+J−Φ.(2.10)
The following commutation formula can be shown using items iii) and iv) of [3, Theorem 3.5]
[dJ ,∇] = dh + 2iR.(2.11)
For more properties of the dynamical covariant derivative and some commutation formulae with
other geometric structures, we refer to [3, Section 3.2].
2.2. Lagrange systems and non-conservative covariant forces. Consider L : TM → R a
Lagrangian, which is a smooth function on TM whose Hessian with respect to the fibre coordinates
gij =
∂2L
∂yi∂yj
(2.12)
is nontrivial. We say that L is a regular Lagrangian if the Poincare´-Cartan 2-form ddJL is a
symplectic form on TM . Locally, the regularity condition of a Lagrangian L is equivalent to the
fact that the Hessian (2.12) of L has maximal rank n on TM .
For an arbitrary semispray S and a Lagrangian L, the following 1-form (called the Euler-
Lagrange 1-form, or the Lagrange differential in [25]) is a semi-basic 1-form:
δSL = LSdJL− dL = dJLSL− 2dhL = ∇dJL− dhL(2.13)
=
{
S
(
∂L
∂yi
)
−
∂L
∂xi
}
dxi =
{
∂S(L)
∂yi
− 2
δL
δxi
}
dxi =
{
∇
(
∂L
∂yi
)
−
δL
δxi
}
dxi.
The inverse problem of Lagrangian mechanics requires, for a given semispray S, to decide wether
or not there exists a Lagrangian L with vanishing Lagrange differential, which means δSL = 0.
In this case we will say that the semispray S is Lagrangian. Locally it means that the solutions
of the system (1.1) are among the solutions of the Euler-Lagrange equations of some Lagrangian
L. Necessary and sufficient conditions for the existence of such Lagrangian are called Helmholtz
conditions and were expressed in terms of a multiplier matrix [10, 12, 17, 24], a semi-basic 1-form
[3, 10], or a 2-form [1, 9, 16, 19].
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In this work we study the more general problem, when for a given semispray S and a semi-basic
1-form σ, we ask for the existence of a Lagrangian L, whose Lagrange differential is σ.
Definition 2.1. Consider S a semispray and σ ∈ Λ1(TM) a semi-basic 1 form. We say that S
is of Lagrangian type with covariant force field σ if there exists a (locally defined) Lagrangian L
such that δSL = σ.
The above definition expresses the fact that the solutions of the system (1.1) are among the
solutions of the Lagrange equations (1.2). If the Lagrangian L, which we search for, is regular,
then the two systems (1.1) and (1.2) are equivalent.
There is an important aspect of Definition 2.1 that we want to emphasize, if we do not make
any requirement about the covariant force field σ. For an arbitrary semispray S there is always a
Lagrangian L and a semi-basic 1-form σ such that δSL = σ. This case corresponds to the semi-
variational equations studied in [23, Section 2]. In our analysis, we start with a given semispray S
and a given semi-basic 1-form σ on TM and search for a Lagrangian L such that δSL = σ. More
exactly, for a given semispray S and a semi-basic 1-form σ, we provide necessary and sufficient
conditions, which we will call generalized Helmholtz conditions, for the existence of a semi-basic
1-form θ that represents the Poincare´-Cartan 1-form of a Lagrangian L such that δSL = σ.
3. Generalized Helmholtz conditions
In this section we provide necessary and sufficient conditions for a given semispray S to be of
Lagrangian type with a given covariant force field σ. These conditions, which we will refer to
as generalized Helmholtz conditions, will be expressed in terms of a semi-basic 1-form. We will
prove that for some particular cases of the covariant force field (dissipative and gyroscopic) the
generalized Helmholtz conditions reduce to those obtained in [18] in terms of a multiplier matrix.
Throughout this work, we make the following assumption about the semi-basic 1-form θ that
will be involved in expressing the generalized Helmholtz conditions. We say that a semi-basic
1-form θ = θi(x, y)dx
i is non-trivial if the matrix gij = ∂θi/∂y
j is non-trivial. If θ = dJL is the
Poincare´-Cartan 1-form of some function L, then θ is non-trivial if and only if L is a Lagrangian.
Theorem 3.1. Consider S a semispray and σ ∈ Λ1(TM) a semi-basic 1-form. The semispray S is
of Lagrangian type with covariant force field σ if and only if there exists a non-trivial, semi-basic
1-form θ ∈ Λ1(TM) such that LSθ − σ is a closed 1-form on TM .
Proof. For the direct implication, from Definition 2.1, it follows that there exists a Lagrangian L
such that LSdJL − dL = σ. We take θ = dJL, the Poincare´-Cartan 1-form of L. It follows that
LSθ − σ = dL, which is exact and hence it is a closed 1-form. Since L is a Lagrangian, we have
that the semi-basic 1-form θ is non-trivial.
For the converse implication, we assume that there exists θ ∈ Λ1(TM) a non-trivial, semi-basic
1-form, such that LSθ − σ is a closed 1-form on TM . Therefore, there exists a (locally defined)
function L on TM such that
LSθ − σ = dL.(3.1)
We apply iJ to both sides of this formula. In the right hand side we have iJdL = dJL. We evaluate
now the left hand side. Since θ and σ are semi-basic 1-forms, it follows that iJθ = iJσ = 0. For a
vector valued 1-form K on TM , we use the commutation formula, see [15, A.1, page 205],
iKLS = LSiK + i[K,S].(3.2)
If K = J , the tangent structure, we use above formula and [J, S] = h − v. It follows that
iJLSθ = i[J,S]θ = ihθ = θ and hence θ = dJL. Therefore, the non-trivial, semi-basic 1 form θ is
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the Poincare´-Cartan 1-form of L, and hence L is a Lagrangian function. We replace this in formula
(3.1) and obtain that the semispray S is of Lagrangian type with the covariant force field σ. 
In Theorem 3.1, if we search for a regular Lagrangian L, then the corresponding semi-basic
1-form θ has to be regular as well, in the following sense. A semi-basic 1-form θ ∈ Λ1(TM) is
said to be regular if dθ is a symplectic 2-form. If θ = dJL is the Poincare´-Cartan 1-form of some
function L, then the regularity condition of θ is equivalent to the regularity of the Lagrangian L.
Next theorem provides necessary and sufficient conditions for the existence of the semi-basic
1-form, which was discussed in Theorem 3.1, using the differential operators associated to a given
semispray.
Theorem 3.2. A semispray S is of Lagrangian type with covariant force field σ if and only
if there exists a non-trivial, semi-basic 1-form θ ∈ Λ1(TM) such that the following generalized
Helmholtz conditions are satisfied:
(GH1) dJθ = 0;
(GH2) dΦθ =
1
2∇dJσ − dhσ;
(GH3) ∇dvθ = dvσ −
1
2 iF+JdJσ.
Proof. We fix a semispray S and a semi-basic 1-form σ ∈ Λ1(TM). According to Theorem 3.1
we have that S is of Lagrangian type with covariant force field σ if and only if there exists a
non-trivial, semi-basic 1-form θ ∈ Λ1(TM) such that
LSdθ = dσ.(3.3)
We will prove now that formula (3.3) is equivalent to the three generalized Helmholtz conditions
(GH1)− (GH3).
For the direct implication, we consider θ a non-trivial, semi-basic 1-form on TM that satisfies
formula (3.3). We apply to both sides of this formula the derivation iJ . Using commutation
formula (3.2) for K = J and the fact that i[J,S]dθ = ih−vdθ = i2h−Iddθ = 2ihdθ − 2dθ = 2dhθ, we
obtain
LSdJθ + 2dhθ = dJσ.(3.4)
We apply again the derivation iJ to both sides of the above formula and we use that dhθ and dJσ
are semi-basic 2-forms, which implies that iJdhθ = 0 and iJdJσ = 0. Using again the commutation
formula for iJ and LS , it follows that i[J,S]dJθ = 0. Since i[J,S]dJθ = ih−vdJθ = 2dJθ we obtain
that dJθ = 0, which is the first generalized Helmholtz condition (GH1). We replace this in formula
(3.4) and obtain the formula
dhθ =
1
2
dJσ.(3.5)
Since θ is a semi-basic 1-form, it follows that ihθ = θ and ivθ = 0. Therefore we have
dθ = 2dθ − dθ = iIddθ − dθ = ihdθ + ivdθ − dθ = dhθ + dvθ.
The condition dJθ = 0 reads dJθ(X,Y ) = dθ(JX, Y ) + dθ(X, JY ) = 0, for all X,Y ∈ X(TM).
Hence, for any two vertical vector fields V,W on TM , we have dθ(V,W ) = 0.
In order to show that the next two generalized Helmholtz conditions are satisfied, we will prove
first that
iF+Jdvθ = 0.(3.6)
Consider X1, Y1 ∈ X(TM). There exist X2, Y2 ∈ X(TM) such that (F + J)(X1) = hX2 and
(F + J)(Y1) = hY2. Moreover, if we compose to the left these two equalities with the tangent
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structure J and use the fact that J ◦ F = v and J ◦ h = J , we obtain vX1 = JX2 and vY1 = JY2.
Using these equalities we have
(iF+Jdvθ) (X1, Y1) = dθ ((F+ J)(X1), vY1) + dθ (vX1, (F+ J)(Y1))
= dθ (hX2, JY2) + dθ (JX2, hY2) = dJθ(X2, Y2) = 0.
We apply the derivation ih to both sides of formula (3.3) and use the commutation rule (3.2) for
K = h, which gives
LSihdθ + i[h,S]dθ = ihdσ.
We use the fact that θ and σ are semi-basic forms, which implies that ihdθ = dhθ − dθ and
ihdσ = dhσ − dσ, and formula (3.3) again to obtain
LSdhθ + i[h,S]dθ = dhσ.(3.7)
From the two formulae (2.3) we have [h, S] = −F − J − Φ. Now using formula (3.6) we obtain
i[h,S]dθ = −iF+Jdθ − iΦdθ = −iF+Jdhθ − dΦθ. With this formula we go back to (3.7), where we
use the fact that LSdhθ − iF+Jdhθ = ∇dhθ and hence
∇dhθ − dΦθ = dhσ.(3.8)
If we make use of formula (3.5) to substitute dhθ, we obtain that the second generalized Helmholtz
condition (GH2) is true as well. Using formula (2.10) we obtain
LSdθ = ∇dθ + iF+Jdθ − iΦdθ.
If we replace this in (3.3), we obtain
∇dhθ +∇dvθ + iF+Jdhθ − dΦθ = dhσ + dvσ.
In the above formula we use (3.8) and formula (3.5) and obtain that the last generalized Helmholtz
condition (GH3) is true as well.
We will prove now the converse, which means that the three generalized Helmholtz conditions
(GH1) − (GH3) imply the condition (3.3). We will prove first that the existence of a non-trivial,
semi-basic 1-form θ that satisfies the three conditions (GH1) − (GH3) implies the existence of a
non-trivial, semi-basic 1-form θ˜ that satisfies (GH1)− (GH3) and (3.5) as well.
Consider θ a non-trivial, semi-basic 1-form that satisfies the generalized Helmholtz conditions
(GH1)− (GH3). We apply the derivation dJ to both sides of formula (GH2) to obtain
dJdΦθ =
1
2
dJ∇dJσ − dJdhσ.(3.9)
We evaluate first each of the two sides of the above formula. For the left hand side, using the
commutation formula (2.7), as well as the fact that dJθ = 0, we have
dJdΦθ = d[J,Φ]θ = 3dRθ = 3dhdhθ.
Using the commutation formula (2.11), the fact that d2J = 0 and the fact that iRdJσ = 0, we can
express the first term of the right hand side of formula (3.9) as
dJ∇dJσ = dhdJσ.
Since [J, h] = 0 it follows that dhdJ + dJdh = 0. Now, if we replace everything in both sides of
formula (3.9) we obtain 3dhdhθ = 3dhdJσ/2, which can be further written as
dh
(
dhθ −
1
2
dJσ
)
= 0.(3.10)
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If we apply the derivation dJ to both sides of formula (GH3) we obtain
dJ∇dvθ = dJdvσ −
1
2
dJ iF+JdJσ.(3.11)
To evaluate the left hand side of formula (3.11) we use the commutation formula (2.11)
dJ∇dvθ = ∇dJdvθ + dhdvθ + 2iRdvθ.
We use the fact that [J, v] = 0, which implies that dJdvθ + dvdJθ = 0, to obtain that dJdvθ = 0.
Since 2R = [h, h] = [h, Id− v] = −[h, v] it follows that
dhdvθ + dvdhθ = d[h,v] = −2dRθ = −2iRdvθ.
We use all these calculations to write the left hand side of formula (3.11) as
dJ∇dvθ = −dvdhθ.
Finally, we have to evaluate the right hand side of formula (3.11). For its second term, we will use
the following commutation formula, [15, A.1, page 205], for two vector valued 1-forms K and P
iKdP = dP iK + dP◦K − i[K,P ].(3.12)
For P = J and K = F+ J we have
iF+JdJdJσ = dJ iF+JdJσ + dJ◦(F+J)dJσ − i[F+J,J]dJσ.
Since J ◦ (F+ J) = v, [F+ J, J ] = [F, J ] = −R and i[F+J,J]dJσ = −iRdJσ = 0 we obtain
dJ iF+JdJσ = −dvdJσ.
Using these calculations, we can write the right hand side of formula (3.11) as
dJdvσ −
1
2
dJ iF+JdJσ = −dvdJσ +
1
2
dvdJσ = −
1
2
dvdJσ
It follows that one can write formula (3.11) as
dv
(
dhθ −
1
2
dJσ
)
= 0.(3.13)
From the two formulae (3.10) and (3.13), we obtain
d
(
dhθ −
1
2
dJσ
)
= 0.(3.14)
Using the above formula, there exists a locally defined basic 1-form β such that
dhθ −
1
2
dJσ = dβ.(3.15)
The semi-basic 1-form θ˜ = θ−β satisfies all three generalized Helmholtz condition (GH1)− (GH3)
and formula (3.5) as well. Since β is a basic 1-form, we have that the semi-basic 1-form θ˜ is
non-trivial if and only if the semi-basic 1-form θ is non-trivial.
For this non-trivial, semi-basic 1-form θ˜, we will prove that formula (3.3) is true. Formula (3.6),
which we proved in the first part of our proof, is still true for θ˜ since for this we only need that θ˜
is a semi-basic 1-form that satisfies dJ θ˜ = 0. Using formula (2.10) we obtain
LSdθ˜ = ∇dhθ˜ +∇dv θ˜ + iF+Jdhθ˜ − dΦθ˜.(3.16)
In the right hand side of formula (3.16) we replace dhθ˜, ∇dv θ˜ and dΦθ˜ in terms of σ, from (3.5)
and the conditions (GH2)− (GH3). It follows that formula (3.3) is true. 
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In the absence of the exterior force, which means that σ = 0, the generalized Helmholtz condi-
tions of Theorem 3.2 reduce to the Helmholtz conditions in [3, Theorem 4.1].
Corollary 3.3. A semispray S is Lagrangian if and only if there exists a non-trivial, semi-basic
1-form θ that satisfies the following Helmholtz conditions
(H1) dJθ = 0;
(H2) dΦθ = 0;
(H3) ∇dvθ = 0.
In [3, Theorem 4.1] there is an extra condition dhθ = 0 that has been used. As we have seen in
the proof of the second part of Theorem 3.2, it can be shown that the three Helmholtz conditions
(H1) − (H3) imply that dhθ = dβ, for a basic 1-form β. Therefore, the new semi-basic 1-form
θ˜ = θ − β satisfies the three Helmholtz conditions (H1) − (H3) as well as the fourth condition
dhθ˜ = 0, which was used in [3, Theorem 4.1].
We will provide now a local description of the three generalized Helmholtz conditions (GH1)−
(GH3). Consider S a semispray, locally given by formula (2.2), and let θ = θidx
i, σ = σidx
i be
two semi-basic 1-forms on TM . We have
dvθ = gijδy
j ∧ dxi, gij :=
∂θi
∂yj
.
dJθ =
1
2
(gij − gji) dx
j ∧ dxi, dΦθ =
1
2
(
gikR
k
j − gjkR
k
i
)
dxj ∧ dxi.
The generalized Helmholtz conditions (GH1)− (GH3) can be expressed locally as follows
(LGH1) gij = gji. Due to the above definition for gij , we also have
∂gij
∂yk
=
∂gik
∂yj
.
(LGH2) gikR
k
j − gjkR
k
i =
1
2
∇
(
∂σi
∂yj
−
∂σj
∂yi
)
−
(
δσi
δxj
−
δσj
δxi
)
.
(LGH3) ∇gij =
1
2
(
∂σi
∂yj
+
∂σj
∂yi
)
.
Condition (LGH3) and the local expression of dhθ = 0 appear also in [4, Theorem 3.1], as conditions
that uniquely fix the nonlinear connection of a Lagrange space and a non-conservative force. If
σ = 0, the conditions (LGH1)− (LGH3) represent the classic Helmholtz conditions in terms of the
multiplier matrix gij .
4. The dissipative case
In this section we restrict our results from the previous section to the particular case when the
covariant force field is a dJ -closed, semi-basic 1-form σ. Such systems were studied in [22], with
special attention on a subclass that admits a Lagrangian description.
Definition 4.1. A semispray S is said to be of dissipative type if there exists a Lagrangian L and
a dJ -closed semi-basic 1-form σ on TM such that δSL = σ.
This definition includes the classic dissipation of Rayleigh type, where σ = dJD, for D a negative
definite, quadratic function in the velocities.
Next theorem provides three sets of equivalent conditions that characterize dissipative systems
in terms of semi-basic 1-forms, and it corresponds to the multiplier matrix characterisations from
[18, Corollary 1, Theorem 1, Theorem 3]. The techniques we employ in the proof of Theorem 4.2
can be used to integrate the corresponding generalized Helmholtz conditions, as it will be shown
in the example of Subsection 7.1.
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Two of the three equivalent sets of conditions of Theorem 4.2, (D1) and (D3), do not involve
the dissipative force field σ, while the other set, (D2), does. The proof of the theorem shows how
to recover the covariant force field σ, when it is not given.
Theorem 4.2. A semispray S is of dissipative type if and only if there exist a non-trivial, semi-
basic 1-form θ and a dJ -closed semi-basic 1-form σ on TM that satisfy one of the following equiv-
alent sets of conditions
(D1) dJθ = 0, dhθ = 0;
(D2) dJθ = 0, dΦθ = −dhσ, ∇dvθ = dvσ;
(D3) dJθ = 0, dRθ = 0, dhdvθ = 0.
Proof. We will prove the following implications: (D1) =⇒ S is dissipative =⇒ (D2) =⇒ (D3) =⇒
(D1).
For the first implication, we assume that there exists a non-trivial, semi-basic 1-form θ such
that dJθ = 0 and dhθ = 0. From the first condition (D1), it follows that there exists a Lagrangian
L, locally defined on TM , such that θ = dJL. Now, the second condition (D1) reads 0 = dhdJL =
−dJdhL. This means that the semi-basic 1-form dhL is dJ -closed and hence it is locally dJ -exact.
Therefore, there exists a function f , locally defined on TM , such that dhL = dJf . Consider now
the function D = S(L)−2f . It follows that dJS(L)−2dhL = dJD. In view of the second expression
(2.13) of δSL, it follows that δSL = dJD, which shows that the semispray S is of dissipative type,
with the dJ -exact (and hence dJ -closed) semi-basic 1-form σ = dJD.
For the second implication, we assume that the semispray S is of dissipative type. By definition,
it follows that there exist a Lagrangian L and a dJ -closed semi-basic 1-form σ on TM such that
δSL = σ. Last condition implies that formula (3.3) is true, where θ = dJL and dJσ = 0. Therefore
the three generalized Helmholtz conditions (GH1)− (GH3) of Theorem 3.2 are satisfied. If we use
the fact that dJσ = 0, we have that the conditions (GH1)− (GH3) imply the conditions (D2).
For the third implication, we consider θ a non-trivial, semi-basic 1-form and σ a dJ -closed
semi-basic 1-form on TM such that the three conditions (D2) are satisfied.
Using formulae (2.1) and (2.6), as well as the first two conditions (D2), it follows
3dRθ = d[J,Φ]θ = dJdΦθ + dΦdJθ = −dJdhσ = dhdJσ = 0.(4.1)
We apply the derivation dJ to both sides of the last condition (D2). Since [J, v] = 0, using formula
(2.1), it follows that dJdvσ = −dvdJσ = 0. Using the commutation formula (2.11), we have
0 = dJdvσ = dJ∇dvθ = ∇dJdvθ + dhdvθ + 2iRdvθ.
In the above formula we use that iRdvθ = iRdθ = dRθ = 0 and dJdvθ = 0. It follows that
dhdvθ = 0.
For the last implication, we show first that dhθ is a closed, basic 2-form. The second condition
(D3), dRθ = 0, is equivalent to dhdhθ = 0. Using (2.1), we have dhdvθ + dvdhθ = d[h,v]θ =
−2dRθ = 0. In this last formula we use the last condition (D3) and obtain dvdhθ = 0. Since dhθ
is a semi-basic 2-form it follows that
ddhθ = dhdhθ + dvdhθ = 0.(4.2)
Above formula implies that dhθ is a closed, basic 2-form and hence it is locally exact. Therefore,
there exists a basic 1-form η such that dhθ = dη. We consider now the semi-basic 1-form
θ˜ = θ − η.(4.3)
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Since η is a basic 1-form, we have that the semi-basic 1-forms θ˜ and θ are simultaneously non-
trivial. We have that dJ θ˜ = dJθ = 0 and dhθ˜ = 0, which means that the non-trivial, semi-basic
1-form θ˜ satisfies the two conditions (D1). 
The three conditions (D2) are equivalent to the four conditions of [18, Theorem 1]. The cor-
respondence between the semi-basic 1-form θ = θidx
i and the (0, 2)-type tensor g = (gij) is
gij = ∂θi/∂y
j. The three conditions (D3) are equivalent to the four conditions of [18, Theorem 3].
Locally, the three equivalent sets of conditions (D1), (D2) and (D3) can be expressed as follows
(LD1)
∂θi
∂yj
=
∂θj
∂yi
,
δθi
δxj
=
δθj
δxi
.
(LD2) gij = gji,
∂gij
∂yk
=
∂gik
∂yj
, gikR
k
j − gjkR
k
i =
δ
δxi
(
∂D
∂yj
)
−
δ
δxj
(
∂D
∂yi
)
, ∇gij =
∂2D
∂yi∂yj
.
(LD3) gij = gji,
∂gij
∂yk
=
∂gik
∂yj
, gilR
l
jk + gklR
l
ij + gjlR
l
ki = 0, gij|k − gik|j = 0.
In the last set of conditions (LD3), gij|k = δgij/δx
k − gilΓ
l
jk − gljΓ
l
ik, where Γ
i
jk = ∂N
i
j/∂y
k, is
the h-covariant derivative of the tensor g with respect to the Berwald connection. The conditions
(LD3) represent conditions (45)-(46) in [18], while (LD2) represent conditions (30)-(32) in [18].
For the formal integrability of the system (D1): dJθ = 0 and dhθ = 0, we can follow the results
of [5, 8], where the formal integrability of very similar systems was investigated. Using a very
similar proof as the one of Theorems 4.2 and 4.3 in [5] and Theorems 3 and 4 in [8], we can state
the following result.
Proposition 4.3. The system (D1) is formally integrable if the following obstruction is satisfied
for all semi-basic 1-forms θ
dRθ = 0.(4.4)
An important consequence of the previous proposition appears in dimension 2. In this case,
the obstruction dRθ = 0 is automatically satisfied, being a semi-basic 3-form on a 2-dimensional
manifold. Therefore, we obtain the following corollary.
Corollary 4.4. Any semispray on a 2-dimensional manifold is of dissipative type.
The first example of Section 5 in [18], as well as the example (7.2) that we discuss in Section 7
agree with the conclusion of the above corollary.
5. The gyroscopic case
In this section, we restrict the general results obtained in Section 3 to the particular case when
the exterior covariant force field σ is of the type iSω, for ω a basic 2-form. This corresponds to
the gyroscopic case, studied in [18].
Definition 5.1. A semispray S is said to be of gyroscopic type if there exists a Lagrangian L and
a basic 2-form ω on TM such that δSL = iSω.
Next theorem provides two characterisations of gyroscopic systems in terms of a semi-basic 1-
form, and it corresponds to the multiplier matrix characterisations from [18, Theorem 2, Theorem4].
The techniques we employ in the proof of Theorem 5.2 can be used when studying the integrability
of the corresponding generalized Helmholtz conditions, as we exemplify it in Subsection 7.2.
The set of conditions (G2), of Theorem 5.2, does not involve the gyroscopic 2-form ω, while the
other set (G1) does. The proof of the theorem shows how to recover this gyroscopic 2-form ω.
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Theorem 5.2. A semispray S is of gyroscopic type if and only if there exist a non-trivial, semi-
basic 1-form θ and a basic 2-form ω on TM that satisfy one of the following equivalent sets of
conditions
(G1) dJθ = 0, dΦθ = iSdω, ∇dvθ = 0;
(G2) dJθ = 0, dΦθ = iSdRθ, ∇dvθ = 0.
Proof. We will prove the following implications: S is gyroscopic =⇒ (G1) =⇒ (G2) =⇒ S is
gyroscopic.
For the first implication, we assume that S is of gyroscopic type and therefore there exists a
Lagrangian L and a basic 2-form ω such that δSL = iSω. Using third form of δSL in formula
(2.13), we can write the condition that S is of gyroscopic type as follows
∇dJL− dhL = iSω.
If we apply the derivation dJ to the both sides of the above formula, use the commutation formula
(2.11), as well as the commutation dhdJ = −dJdh, we obtain
2dhdJL+ 2iRdJL = dJ iSω.(5.1)
We evaluate the right hand side of (5.1) by using the commutation formula, [15, A.1, page 205],
iXdK = −dKiX + LKX + i[K,X].(5.2)
For K = J and X = S, this commutation formula reads
dJ iSω = −iSdJω + LCω + i[J,S]ω = 2ω.(5.3)
We consider the non-trivial, semi-basic 1-form θ = dJL, and use the fact that iRdJL = 0. Then,
from formula (5.1) it follows dhθ = ω and hence LSdhθ = LSω. The condition δSL = iSω implies
LSdθ = diSω, which can be further written as
LSdhθ + LSdvθ = LSω − iSdω ⇐⇒ LSdvθ = −iSdω.
In the last formula above, we use (2.10), (3.6) and iΦdvθ = dΦθ to obtain
∇dvθ − dΦθ = −iSdω.
In both sides of this formula we separate the semi-basic 2-forms and obtain dΦθ = iSdω, and what
remains is ∇dvθ = 0. Therefore, we have shown that all three conditions (G1) are satisfied.
For the second implication, we apply the derivation dJ to both sides of the second condition
(G1). Using the commutation formulae (2.7) and (5.2) it follows
3dRθ = d[J,Φ]θ = dJdΦθ = dJ iSdω = i[J,S]dω = 3dω.
This implies dRθ = dω and hence the second condition (G2) is satisfied.
For the last implication, we assume now that there is a non-trivial, semi-basic 1-form θ that
satisfies the set of conditions (G2). We apply the derivation dJ to both sides of the last condition
(G2) and use the commutation formula (2.11), which implies
0 = dJ∇dvθ = dhdvθ + 2iRdvθ = dvdhθ.
Last formula expresses the fact that dhθ is a basic 2-form. We denote it dhθ = ω and have that
dω = ddhθ = d
2
hθ = dRθ.
GENERALIZED HELMHOLTZ CONDITIONS 13
From the first condition (G2), and the fact that the semi-basic 1-form θ is non-trivial, it follows
that there exists a locally defined Lagrangian L such that θ = dJL. We have now dhdJL = ω.
Since ω is a basic 2-form, it follows that 2ω = dJ iSω and hence we obtain
−dJdhL =
1
2
dJ iSω ⇐⇒ dJ (2dhL+ iSω) = 0.
From the last formula it follows that there is a locally defined function f on TM such that 2dhL+
iSω = dJf . We consider now the function g = S(L)− f and obtain
δSL = dJS(L)− 2dhL = iSω + dJg.(5.4)
From formula (5.4) it follows
LSdθ = diSdhθ + ddJg,(5.5)
which can be written further as
LSdhθ + LSdvθ = LSdhθ − iSdRθ + ddJg.
Using the last two conditions of the set (G2) and the above formula, it follows that ddJg = 0. We
use this in formula (5.5) and obtain LSdθ = diSω, which in view of Theorem 3.1 gives δSL = iSω.
Last formula shows that the spray S is of gyroscopic type. 
The three conditions (G1), in terms of a semi-basic 1-form, are equivalent to the four conditions
of [18, Theorem 2], expressed in terms of a multiplier matrix. The three conditions (G2) are
equivalent to the four conditions of [18, Theorem 4].
Locally, the two sets of equivalent conditions (G1) and (G2) can be written as follows.
(LG1) gij = gji,
∂gij
∂yk
=
∂gik
∂yj
, gikR
k
j − gjkR
k
i =
(
∂ωij
∂xk
+
∂ωjk
∂xi
+
∂ωki
∂xj
)
yk, ∇gij = 0,
(LG2) gij = gji,
∂gij
∂yk
=
∂gik
∂yi
, gikR
k
j − gjkR
k
i =
(
gilR
l
jk + gklR
l
ij + gjlR
l
ki
)
yk, ∇gij = 0.
Last two conditions (LG1) represent conditions [18, (38)-(39)], while second condition (LG2) rep-
resents condition [18, (49)].
6. The homogeneous case
In this section we study the case when all the involved geometric objects are homogeneous with
respect to the fibre coordinates. Consequently, we will restrict all our geometric structures to the
slit tangent bundle T0M = TM \ {0}.
A semispray S ∈ X(T0M) is called a spray if it is 2-homogeneous, which means that [C, S] =
S. The coefficients Gi(x, y), in formula (2.2), which are locally defined functions on T0M , are
homogeneous of order 2 in the fibre coordinates.
Definition 6.1. Consider S a spray and σ ∈ Λ1(T0M) a semi-basic 1-form, homogeneous of order
p ∈ N∗. We say that the spray S is of Finslerian type with covariant force field σ if there exists a
Lagrangian L ∈ C∞(T0M), homogeneous of order p, such that δSL = σ.
We will discuss now some particular cases of Definition 6.1 in the Finslerian context. For this,
we recall the notion of a Finsler function, Finsler metrizability and projective metrizability.
Definition 6.2. A positive function F : TM → R is called a Finsler function if it satisfies
i) F is smooth on T0M and continuous on the null section;
ii) F is positively homogeneous with respect to the fibre coordinates: F (x, λy) = λF (x, y),
∀λ ≥ 0;
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iii) F 2 is a regular Lagrangian on T0M .
When σ = 0, depending on the values of p, we obtain two important particular cases of the
inverse problem of Lagrangian mechanics. The case σ = 0, p = 1, and L = F , for a Finsler
function F , is known as the projective metrizability problem [5, 6, 15, 16]. The case σ = 0, p = 2,
and L = F 2, for a Finsler function F , is known as the Finsler metrizability problem [20]. For the
general case, when σ 6= 0, we will see that we also have to make distinction between the two cases
p = 1 and p > 1.
6.1. The case p > 1. Next theorem shows that, in the homogeneous context, the generalized
Helmholtz condition (GH2) is a consequence of the other two generalized Helmholtz conditions
(GH1) and (GH3) of Theorem 3.2.
Theorem 6.3. Consider S a spray and σ ∈ Λ1(T0M) a semi-basic 1-form, homogeneous of order
p > 1. The spray S is of Finslerian type with covariant force field σ if and only if there exists
a non-trivial, semi-basic form θ ∈ Λ1(T0M), homogeneous of order (p − 1) that satisfies the two
generalized Helmholtz conditions (GH1) and (GH3) of Theorem 3.2.
Proof. Consider θ a non-trivial, semi-basic 1-form, homogeneous of order (p− 1) that satisfies the
conditions (GH1) and (GH3) of Theorem 3.2. We will prove that δS(iSθ/p) = σ. In this case, the
Lagrangian is given by L = iSθ/p and it is homogeneous of order p.
For θ, satisfying the condition (GH1), we use [3, Proposition 4.2]. It follows that
L =
1
p
iSθ(6.1)
is the only p-homogeneous Lagrangian that satisfies dJL = θ.
We use the same argument that we used in the proof of Theorem 3.2, from formula (3.11) to
formula (3.14). It follows that the condition (GH3) implies that the 2-form dhθ− dJσ/2 is a basic
form and hence it is homogeneous of order 0. Since θ is homogeneous of order (p − 1), and σ
is homogeneous of order p > 1, it follows that dhθ − dJσ/2 is homogeneous of order p − 1 6= 0.
Consequently, we obtain that this 2-form has to vanish and therefore we have
dhθ =
1
2
dJσ.(6.2)
In formula (6.2) we apply to the left the interior product iS and use the commutation formula
(5.2) to evaluate iSdhθ and iSdJσ. We have
−dhiSθ + LSθ + i[h,S]θ =
1
2
(
−dJ iSσ + LCσ + i[J,S]σ
)
.
Using the fact that dJL = θ it follows that i[h,S]θ = iJ◦[h,S]dL = −dvL. Now, we use the p-
homogeneity of σ and i[J,S]σ = ih−vσ = σ and hence we obtain
−pdhL+ LSdJL− dvL = −
1
2
dJ iSσ +
p+ 1
2
σ.
From the above formula we can express the Lagrange differential as follows
δSL = (p− 1)dhL−
1
2
dJ iSσ +
p+ 1
2
σ.(6.3)
We will evaluate now the two 2-forms in both sides of formula (GH3) on the pair of vectors (C, S).
First we have iCdvθ = iCdθ = LCθ = (p− 1)θ. From this formula and using also (6.1) we have
iSiCdvθ = (p− 1)iSθ = p(p− 1)L.
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According to [3, Proposition 3.6], in the homogeneous case, the dynamical covariant derivative ∇
commutes with the inner products iS and iC. From the above formula, it follows that the value of
the 2-form ∇dvθ on the pair of vectors (C, S) is given by
iSiC∇dvθ = p(p− 1)S(L).(6.4)
Since (F + J)(C) = S, it follows that (iF+JdJσ) (C, S) = dJσ(S, S) = 0. Using the fact that σ is
semi-basic and p-homogeneous, we have iCdvσ = iCdσ = LCσ = pσ. It follows that the value of
the 2-form from the right hand side of (GH3) on the pair of vectors (C, S) is given by
iSiC
(
dvσ −
1
2
iF+JdJσ
)
= piSσ.(6.5)
From the two formulae (6.4) and (6.5) it follows that
(p− 1)S(L) = iSσ.(6.6)
If we use now the commutation formula (2.1) for J and S we obtain d[J,S]L = dJS(L)− LSdJL.
In this formula, we replace S(L) from (6.6) and use the fact that [J, S] = h− v. It follows
dhL− dvL =
1
p− 1
dJ iSσ − LSdJL.
From the above formula we can express the Lagrange differential as follows
δSL =
1
p− 1
dJ iSσ − 2dhL.(6.7)
From the two formulae (6.3) and (6.7) it follows that δSL = σ and hence the spray S is of Finslerian
type with covariant force field σ. 
When σ = 0, Theorem 6.3 reduces to [21, Lemma 3.4] and [23, Theorem 3.4], where it has been
shown that the Helmholtz condition which involves the Jacobi endomorphism is a consequence of
the other Helmholtz conditions.
From Theorem 6.3, in the particular case when σ = 0, we obtain the following corollary
that provides a characterization of the Finsler metrizability problem in terms of a semi-basic,
1-homogeneous, 1-form.
Corollary 6.4. A spray S is Finsler metrizable if and only if there exists a semi-basic 1-form
θ ∈ Λ1(T0M) that satisfies the following sets of conditions
(FMA) dθ is a symplectic form, iSθ > 0;
(FMD) dJθ = 0, ∇dvθ = 0, LCθ = θ.
The first two differential conditions, (FMD), for Finsler metrizability, represent the two Helmholtz
conditions (H1) and (H3) of Corollary 3.3.
6.2. The case p = 1. Next theorem gives a reformulation of the generalised Helmholtz conditions
in the presence of a covariant force field σ, homogeneous of order 1. In this case, the semi-basic
1-form σ has to satisfy the condition iSσ = 0, due to the following argument. Consider a spray S
and a 1-homogeneous, semi-basic 1-form σ. We assume that there is a 1-homogeneous Lagrangian
L such that δSL = σ. If we apply iS to both sides of this formula we obtain S (C(L)− L) = iSσ
and hence we necessarily should have iSσ = 0.
Theorem 6.5. Consider S a spray and a semi-basic 1-form σ ∈ Λ1(T0M), homogeneous of order
1 that satisfies the condition iSσ = 0. The spray S is of Finslerian type with covariant force field
σ if and only if there exists a non-trivial, 0-homogeneous semi-basic 1-form θ ∈ Λ1(T0M) that
satisfies one of the following two equivalent sets of conditions
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i) dJθ = 0, dhθ =
1
2
dJσ;
ii) (GH1), (GH2), (GH3).
Proof. In view of Theorem 3.2, it remains to prove the equivalence of the two sets of conditions.
First we assume that there exists a non-trivial, 0-homogenous, semi-basic 1-form θ that satisfies
i). Since dJθ = 0, using [3, Proposition 4.2] it follows that L = iSθ is the only 1-homogeneous
Lagrangian such that θ = dJL. The second condition i) can be written as dJ (2dhL+ σ) = 0, which
implies that there exists a locally defined 2-homogeneous function f such that 2dhL+ σ = −dJf .
We consider now the 2-homogeneous function g = f − S(L). It follows δSL = σ + dJg. We apply
iS to both sides of the last formula and obtain 0 = C(g) = 2g. Therefore δSL = σ, which in view
of Theorem 3.2 implies that the conditions ii) are satisfied.
For the converse, assume that there exists a non-trivial, 0-homogenous, semi-basic 1-form θ
that satisfies the three condition (GH1) − (GH3). As we have seen in the proof of Theorem 3.2,
the two conditions (GH2) and (GH3) imply that there exists a basic 1-form β such that formula
(3.15) is satisfied. The 0-homogenous, semi-basic 1-form θ˜ = θ − β is non-trivial, satisfies the set
of conditions i) and this completes the proof. 
When σ = 0, the two conditions i) were used to characterize the projective metrizability of a
spray in [5, Theorem 3.8]. Again, when σ = 0, the three conditions ii) were expressed in terms
of the angular metric of some Finsler function as classic Helmholtz conditions in [10] and their
equivalence with the set of conditions i) was proven in [10, Theorem 4].
In the particular case when the covariant force field σ is of gyroscopic type, we obtain, using
Theorem 6.5, the following characterization for Finslerian gyroscopic sprays.
Corollary 6.6. A spray S is of Finslerian gyroscopic type if and only if there exists a non-trivial,
semi-basic 1-form θ ∈ Λ1(T0M) that satisfies the following conditions
LCθ = 0, dJθ = 0, dhθ = ω,(6.8)
for ω a basic 2-form.
Proof. If ω is a basic 2-form, using formula (5.3), it follows that dJ iSω = 2ω. Therefore, the last
condition i) of Theorem 6.5 is equivalent to the last condition (6.8). 
As we have seen in the proof of Theorem 5.2, the last two conditions (6.8) are necessary condi-
tions for an arbitrary semispray to be of gyroscopic type. Above Corollary 6.6 states that in the
homogeneous case, these two conditions are also sufficient.
In the particular case when ω = 0, the equations (6.8) coincide with the differential equations
[5, (3.8)], which together with some algebraic equations, provide a characterization of projectively
metrizable sprays.
7. Examples
7.1. Non-variational, projectively metrizable sprays that are dissipative. In this subsec-
tion we will provide examples of projectively metrizable sprays, which are not Finsler metrizable,
and hence not variational but are of dissipative type.
A spray S is projectively metrizable if there exists a Finsler function F such that δSF = 0. We
underline the fact that F is a Finsler function and it is not a regular Lagrangian. However, for a
Finsler function F , we have that L = F 2 is a regular Lagrangian. A spray S is Finsler metrizable
if there exists a Finsler function F such that δSF
2 = 0. In this case, we say that S is the geodesic
spray of the Finsler function F .
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In [6] it has been shown that for a given geodesic spray, its projective class contains infinitely
many sprays that are not Finsler metrizable. More exactly, in [6, Theorem 5.1] it has been shown
that if SF is the geodesic spray of a Finsler function F , then there are infinitely many values of
λ ∈ R such that the projectively related sprays S = SF − 2λFC are not Finsler metrizable. We
consider such a spray S, which is projectively metrizable and hence satisfies δSF = 0, and we will
prove that the spray S is of dissipative type. Using the fact that SF is the geodesic spray of F we
have that SF (F ) = 0 and hence S(F ) = SF (F )− 2λFC(F ) = −2λF
2. Therefore
δSF
2 = 2S(F )dJF + 2FδSF = 2S(F )dJF = −4λF
2dJF.(7.1)
The semi-basic 1-form σ = −4λF 2dJF is dJ -closed and from formula (7.1) it follows that the spray
S is of dissipative type.
Within the class of sprays that we have discussed above, we will consider now a concrete example
in dimension 2. We consider the spray S ∈ X(R2 × R2), given by
S = y1
∂
∂x1
+ y2
∂
∂x2
−
(
(y1)2 + (y2)2
) ∂
∂y1
− 4y1y2
∂
∂y2
.(7.2)
In [1, Example 7.2] it has been shown that the system of second order ordinary differential equations
corresponding to this spray is not variational. Since it is a 2-dimensional spray, it follows that S
is projectively metrizable. According to Corollary 4.4, it follows that the sprays S is of dissipative
type. We will show here directly, that the spray S is of dissipative type by using the characterization
(D1) of Theorem 4.2. We will prove that there exists a semi-basic 1-form θ = θ1(x, y)dx
1 +
θ2(x, y)dx
2 that satisfies the two conditions (D1), which can be written as follows
∂θ1
∂y2
=
∂θ2
∂y1
,
δθ1
δx2
=
δθ2
δx1
.(7.3)
For the given spray (7.2), the coefficients of the canonical nonlinear connection are given by
N11 = y
1, N12 = y
2, N21 = 2y
2, N22 = 2y
1.
Using first condition (7.3), the second condition (7.3) can be written as follows
∂θ1
∂x2
−
∂θ2
∂x1
= y2
(
∂θ1
∂y1
− 2
∂θ2
∂y2
)
+ y1
∂θ1
∂y2
.(7.4)
It is easy to see that the PDE system (7.4) has solutions. For example θ1(x
1, y1)dx1+θ2(x
2, y2)dx2
is a solution to the system (7.4) if and only if ∂θ1/∂y
1 = 2∂θ2/∂y
2. A Riemannian solution to
this system is provided by ∂θ1/∂y
1 = 2∂θ2/∂y
2 = 2. Such a semi-basic 1-form θ, which is also
homogeneous of order 1, is given by θ = 2y1dx1 + y2dx2. Using formula (6.1), from the proof of
Theorem 6.3, it follows that the corresponding Lagrangian can be obtained as L = iSθ,
L =
1
2
(
2(y1)2 + (y2)2
)
.(7.5)
We know that system (7.2) is dissipative since we found a semi-basic 1-form θ that satisfies the
conditions (D1) of Theorem 5.2. Using the calculations we did in the proof of Theorem 5.2 (first
implication), we obtain that the dissipative function is given by
D = −
2
3
(y1)3 − 2y1(y2)2.(7.6)
One can also check directly that for the spray S, given by formula (7.2), the Lagrangian L, given
by formula (7.5), and the dissipative function D, given by formula (7.6), we have δSL = dJD,
which means that S is of dissipative type.
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7.2. A class of gyroscopic semisprays. Historically, gyroscopic systems are systems of second
order ordinary differential equations in Rn, of the form
d2xi
dt2
= Aij
dxj
dt
+Bijx
j ,(7.7)
where Aij is a constant, skew symmetric matrix and B
i
j is a constant, symmetric matrix.
We will consider now a generalization of the above system, on some open domain Ω ⊂ Rn,
d2xi
dt2
+ 2N ij(x)
dxj
dt
+ V i(x) = 0.(7.8)
Consider gij a scalar product in R
n. Using the conditions (G1) of the Theorem 5.2, we will prove
that the system (7.8) is of gyroscopic type, with the Lagrangian function L(x, y) = gijy
iyj/2, if
and only if the functions N ij(x) and V
i(x) satisfy the following conditions
gikN
k
j + gjkN
k
i = 0, gik
∂V k
∂xj
− gjk
∂V k
∂xi
= 0.(7.9)
In the particular case when gij = δij is the Euclidean metric, the functions N
i
j are constant and
V i(x) are linear functions, the conditions (7.9) assure that (7.7) is a gyroscopic system.
We will use the local version (LG1) of the set of conditions (G1) of Theorem 5.2 to test when
the system (7.8) is of gyroscopic type. For L = gijy
iyj/2, its Poincare´-Cartan 1-form is θ = dJL =
gijy
jdxi. Therefore, we want to find the necessary and sufficient conditions for the existence of a
basic 2-form ω ∈ Λ2(Ω) that satisfies the conditions (G1) of Theorem 5.2. As we have seen in the
proof of Theorem 5.2, the basic 2-form ω is necessarily given by dhθ = ω. Locally, the components
ωij of the 2-form ω are given by
ωij = N
k
i gkj −N
k
j gki.(7.10)
We pay attention now to the second condition (LG1), which reads ∇gij = 0 and implies
Nki gkj +N
k
j gki = 0,(7.11)
which is first condition (7.9). From the two formulae (7.10) and (7.11) it follows
N ij(x) =
1
2
gikωjk(x).(7.12)
We use formula (2.4) to compute the local components Rij of the Jacobi endomorphism,
Rkj = 2
∂Nkl
∂xj
yl +
∂V k
∂xj
−
∂Nkj
∂xl
yl −Nkl N
l
j.
From this formula, and using formula (7.12), it follows
gikR
k
j − gkjR
k
i =
(
∂ωij
∂xl
+
∂ωli
∂xj
+
∂ωjl
∂xi
)
yl + gik
∂V k
∂xj
− gjk
∂V k
∂xi
.(7.13)
Therefore, last condition (LG1) is satisfied if and only if the second condition (7.9) is satisfied. It
follows that the system (7.8) is gyroscopic if and only if the two conditions (7.9) are satisfied.
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