Abstract. This paper initiates the study by analytic methods of the generalized principal series Maass forms on GLp3q. These forms occur as an infinite sequence of one-parameter families in the two-parameter spectrum of GLp3q Maass forms, analogous to the relationship between the holomorphic modular forms and the spherical Maass cusp forms on GLp2q. We develop a Kuznetsov trace formula attached to these forms at each weight and use it to prove an arithmetically-weighted Weyl law, demonstrating the existence of forms which are not self-dual. Previously, the only such forms that were known to exist were the self-dual forms arising from symmetric-squares of GLp2q forms. The Kuznetsov formula developed here should take the place of the GLp2q Petersson trace formula for theorems "in the weight aspect". As before, the construction involves evaluating the Archimedian local zeta integral for the Rankin-Selberg convolution and proving a form of Kontorovich-Lebedev inversion.
Introduction
The non-principal, generalized principal series forms for GLp3q are forms of minimal Ktype attached to the p2d`1q-dimensional Wigner-D matrix D d with d ě 2 and spectral parameters µ " µprq :"`d´1 2`r ,´d´1 2`r ,´2r˘. These generate strict subrepresentations of principal series representations which are induced from representations on the 2, 1 Levi subgroup. As a one parameter family of Maass forms, one might compare them to the spherical Maass cusp forms on GLp2q, but as a lowerdimensional subspace of the full GLp3q spectrum, one might also compare them to the point spectrum, i.e. holomorphic modular forms, on GLp2q. The purpose of this paper is to initiate the analytic aspects of their study. This is the last of the three spectral Kuznetsov formulae on GLp3q (for full level over Q), the others were constructed in [2] and [5] . From the adelic perspective, we are handling the case of ramification at the place at infinity and this would be largely unaffected by considering quotients by congruence subgroups.
The structure of this paper is similar to the previous one, with the chain of constructions
Stade's formula ñ Kontorovich-Lebedev inversion ñ Kuznetsov's formula ñ Weyl law, but the technical details of producing an infinite sequence of formulae are much more involved. In particular, the proof of Stade's formula becomes quite difficult. On the other hand, the proof of the Weyl law becomes even easier since the Mellin-Barnes integrals for the Kuznetsov kernel functions are much simplified over the principal series case.
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Let S d3 be a basis of vector-valued minimal-weight cusp forms attached to the p2d`1q-dimensional representation of SOp3, Rq. Denote the spectral parameter of such a Maass form ϕ by r ϕ P C and notice the unitaricity condition that µpr ϕ q is a permutation of´µpr ϕ q trivially implies Ramanujan-Selberg conjecture r ϕ P iR for these forms. Theorem 1. Take a bounded set Ω Ă iR whose boundary has Minkowski dimension 0. Also let r 1 P iR and d ě 2, T ą M ą 1 such that d`T Ñ 8. pd´1q`d´1 2´3 r˘`d´1 2`3 r˘.
The main terms in these Weyl laws are -dT pd`T q 2 and -dMpd`T q 2 , respectively, and we expect that the error terms are best-possible, up to the epsilon in the exponent. We use the Minkowski dimension [6] assumption here as it is exactly the correct hypothesis for the proof, but essentially we are just asking that the boundary not be a fractal.
From the Weyl law, we see that the generalized principal series forms are fewer in number than the principal series forms of the previous papers. However, in every case, the size of the spectral measure is -ś iăj |µ i´µj |, and a sum of generalized principal series forms over d -T restores equality between the two types. This should not be too surprising, as the number of holomorphic modular forms of weight k -T is also of similar size to the number of spherical GLp2q Maass cusp forms of spectral parameter |µ| -T .
This group of forms is too small to be detected by Müller's theorem [10] , and the symmetric squares of GLp2q holomorphic modular forms of weight k occur at d " 2k´1 with r " 0, so when d is even or r ‰ 0, these forms are new.
Results
Throughout we assume d ě 2 is an integer. Suppose r P iR and y " diagpy 1 y 2 , y 1 , 1q in Y`-pR`q 2 , the space of positive diagonal matrices as in [3, sect. 2.1]. Then for |m 1 | ď d, we write m 1 " εm with ε "˘1 and 0 ď m ď d, and define We start by generalizing Stade's formula to the Rankin-Selberg convolution of two generalized principal series forms.
with dy :"
In the previous paper, we essentially followed Stade's original proof [12] , but that fails here for technical reasons, and the proof of this result is dramatically more complicated.
Define the spectral weights 1
We apply Stade's formula to generalize Kontorovich-Lebedev inversion to our choice of Whittaker functions, using the method of Goldfeld and Kontorovich [7] .
pyqW d˚p y, rq T dy, and for F : iR Ñ C, define
If F prq is holomorphic and Schwartz-class on a vertical strip tr | |Reprq| ă δu for some δ ą 0, then pF 5 q 7 prq " F prq.
Once again, we are making no claim as to the image of F Þ Ñ F 5 beyond the necessary convergence.
Now from Stade's formula and Kontorovich-Lebedev inversion follows the Kuznetsov formula. We follow the notation of [3] [4] [5] for the Weyl group and Kloosterman sums. The Kuznetsov kernel functions are defined from the power-series solutions (36), (37) as the linear combinations
These functions are the kernels for the integral transforms
Let S d3 be a basis of SLp3, Zq cusp forms of minimal weight d and S d2 a basis of SLp2, Zq cusp forms of minimal weight d (i.e. those coming from holomorphic modular forms of weight d). Note that S d2 is empty for odd d and the symmetric-squares of holomorphic modular forms only occur for odd d, but we will see there are forms in S d3 with r ‰ 0 for all d. The particular normalization of the Fourier-Whittaker coefficients ρφpmq of ϕ P S d3 and ρφpm; rq of the maximal parabolic Eisenstein series attached to φ P S d2 is given in (33). We are now ready to state the Kuznetsov formula for this class of forms. 
F prq ρφpm; rqρφpn; rq cos d prq dr,
It will be useful to compare the current kernel functions to those for the other minimal K-types. Using the K˘w l functions of [5, sect. 3.6] and [2] , we havé
On the other hand, we can provide a much more compact statement of the Mellin-Barnes integrals at µ " µprq; define
And of course, the K d w 4 integral is new once again:
The author would like to point out that this is essentially the only possibility for a MellinBarnes integral (on a vertical contour) for any linear combination of the J w 4 (which is a 0 F 2 hypergeometric function), which lends some credence to the hope that we have not missed any v-matrix along the way. Our first application of the Kuznetsov formula is a technical version of the Weyl law with both analytic and arithmetic weights:
Theorem 5. Let F prq and δ be as in Theorem 4, then we have
where
p|F prq|`|F p´rq|q dpd`|r|q´1 2`ǫ |dr| , and we assume 0 ă η ă δ satisfies η " Opǫq.
By a careful choice of test function, we will remove the analytic weights:
Corollary 6. For Ω, r 1 and T and M as in Theorem 1,
We have made no attempt to optimize the error terms in Theorem 5, as this will be sufficient for what is likely the best-possible error term in the corollary due to the sharp cut-off.
A Rankin-Selberg argument using Stade's formula gives the Kuznetsov formula on Hecke eigenvalues.
Theorem 7.
When the bases of Theorem 4 are taken to be Hecke eigenfunctions, the lefthand side may be written as
where λ ϕ pmq and λ φ pm, rq as in [3, (90) ] are the Hecke eigenvalues of the associated forms.
The main theorem now follows. 
where 
and W d pg, µ, ψq is the incomplete Whittaker function [3, (36) ]. This corrects the gamma factors listed in [4, thm. 6] .
Note that the arXiv version of [3, prop. 4] should have ψ 1,1 in place of ψ n . In particular, we need to understand the interaction between the functional equations and the characters. From [3, (20) 
and so also
and in general,
We can simplify the expression for Γ 
the spectral expansion of [3, 4] takes the form
where S d3 is a basis of SLp3, Zq cusp forms of minimal weight d and S d2 is a basis of SLp2, Zq cusp forms of minimal weight d. Note that there are no SLp2, Zq cusp forms and hence no Eisenstein series when d is odd. We have dropped all terms whose spectral parameters are not of the form µprq by the usual orthogonality argument:
whenever g is an eigenfunction of the Casimir operators. The extra 2 in the coefficient of the maximal parabolic Eisenstein series comes from the equality
The cusp forms ϕ P S d3 are normalized by ϕ, ϕ " 1, in place of [4, (78) ].
3.3. Integrals of gamma functions and hypergeometric identities. We require a number of identities of Mellin-Barnes integrals, and we collect them here for ease of disposition. Let C denote any contour from´i8 to i8 which obeys the Barnes integral convention (no gamma function in the numerator should have its argument pass through the negative real axis) and allow C to vary from line to line. The parameters a, b, c, d P C and arguments x, y P R, z P C may be any values such that corresponding integrals and hypergeometric series converge absolutely and avoid the relevant branch cuts. We will not need to worry about the branch cuts, but more precise statements can be found in the references. The hypergeometric functions in general have the integral description [11, 7.2.3.12-13]
for q ď p`1.
By Mellin inversion and the definition of the beta function, ż
From (16) and Thomae's theorem [11, 7.4 
The Euler integral representations
Bpu, vq "
and [11, 7. The proof of Theorem 2 is quite complicated and involves a number of seemingly random manipulations for which the author has no intuition beyond their simple effectiveness. To assist the reader, we give a brief summary: The proof proceeds by the usual application of Parseval's formula for the Mellin transform in (1) followed by expanding the beta functions using Euler's integral (19), at which point we can evaluate all of the sums and inverse Mellin transforms to produce a single, elementary, two-dimensional integral (27) for Ψ d . The elementary transformation (28) splits the integral into two, simpler integrals and Mellinexpanding the resulting hypergeometric integrals gives Ψ d as a sum of two, three-dimensional Mellin-Barnes integrals at 1 in (29). Applying Thomae's theorem allows us to evaluate one of the three one-dimensional integrals, at which point the hypergeometric identities (21) and (26) recombine the sum of two, two-dimensional integrals into one, one-dimensional integral, which can be evaluated by Barnes' first lemma.
It seems that the hypergeometric manipulations would be better realized as substitutions on the elementary integral; in particular, splitting the integral into two pieces only to later recombine them suggests we missed an elementary substitution which kept the two pieces together in the first place. Of course, even knowing such a thing should exist doesn't necessarily make it easy to find.
We denote the contour for an n-dimensional Mellin-Barnes integral as C n , continuing on from section 3.3 for simplicity of notation. Now to the proof: Starting from the definition of Ψ d , we apply the definition of the completed Whittaker function (1), and Parseval's formula for the Mellin transform so that
after collecting the sums of beta functions. Now we apply the Euler integral (19) for each beta function, and evaluate the sums, using the binomial theorem in the forms
And so F is given by the two-dimensional integral
Returning to Ψ d , we have
Γ`d´1 2`s 2`r˘Γ`d´1 2`t´s 2`r 1˘d s 2 2πi dx.
Next we apply (24) to achieve the elementary integral description,
Now split the integral at x 1 " x 2 , and perform the substitutions
We have
Notice the three-summand d-th power in (27) has factored due to the substitutions. Temporarily assuming 0 ă t ă 2 3 , we apply (17) to the factor p1´x 1 x 2 q 1´3 t 2 , so that we may apply (20) and (16) twice to produce
29)ˆΓ
pt`r`r 1 q ż Now applying Thomae's theorem in the form (18) to the s 1 integral using
we may evaluate the s 3 integral using (25). The s 1 integral becomes a 2 F 1 at
by (16), and after a Pfaff transformation (21), we have 
In the second term, we send s 2 Þ Ñ d´1`3 t 2´s 2 , which allows us to use (26), so that
.
The theorem now follows from Barnes' first lemma (22).
Kontorovich-Lebedev Inversion
If F prq is holomorphic in a neighborhood |Reprq| ă δ ă 1 10 , then we can argue that the Y`integral of pF 5 q 7 converges absolutely (via contour shifting in r 1 and the Mellin-Barnes integral) and define
where we assume η :" 
Asymptotics and Functional Equations of the Whittaker Functions
As in the previous papers, we will require certain first-term asymptotics of the Whittaker function. Define p2d`1q-dimensional row vectors v 
for µ " µprq, in the sense that W d˚p y, rq is a sum of (vector multiples of ) three power series with the given leading terms. Lemma 9. Assume r ‰ 0, then as y 1 Ñ 0, we have
for µ " µprq, in the sense that W d˚p y, rq is a sum of (vector multiples of ) two power series with the given leading terms.
The functional equation takes the form
Lemma 10.
We will use Lemma 8 in the proof of Lemma 10, which in turn is used in the proof of Lemma 9.
6.1. Double asymptotics of the Whittaker Function. We now prove Lemma 8. Assume r ‰ 0. We know that W dm 1 py, rq is a linear combination of power series with leading terms p ρ`µ w pyq and it is clear that the terms with w P tw 2 , w 5 , w l u do not occur since W dm 1 py, rq ! |y 1 y 2 | for Reprq " 0. We need to find the coefficients of the remaining first terms; these occur as poles of the integrand in the Mellin-Barnes integral. As in the definition of the completed Whittaker function, we write m 1 " εm with ε "˘1 and m ě 0. The residue at s 1 "´d´1 2`r , s 2 " 2r is
By [4, (23) - (25)], we have
The residue at s 1 "´2r, s 2 "´d´1 2´r is
The residue at s 1 "´d´1 2`r , s 2 "´d´1 2´r is
The terms with ℓ ı m pmod 2q are zero, and the sum of the remaining terms may be evaluated by converting to a 2 F 1 at 1 and applying (23):
Using (30), [3, (20) ], and the definition of T d pw 2 , µq [3, above prop. 4], we may write this as
Then in a formal sense, we have
6.2. The dual Whittaker function. We must briefly resort to the differential operators Y a of [4] . As in [4, sect. 6.3] , if we take the dual q f pgq :" f pv´´g ι w l q of the function f pgq :" W d˚p g,´rq, then the action of the lowering operators is 
p´y 2 u 2 q du, as y 1 Ñ 0. The integrals may then be expressed in terms of the W d function as in [3, (22) ]:
From the functional equation of Lemma 10, for Reprq highly negative, we have
as y 1 Ñ 0. We then insert the computed value [3, (45) ]:
As with the y Ñ 0 asymptotic, we know that the term y 3´d 2´r 1 does not occur. Applying (13), (11) and
completes the lemma, keeping in mind that D d pv`´w 2 q " R d piq commutes with diagonal matrices such as T d pw 2 , µq.
Kuznetsov's Formula
We consider a Fourier coefficient of a Poincaré series of the form
Define the Fourier-Whittaker coefficients of a Maass form ξ with Langlands parameters µpr ξ q by ż
and define the integral transform r H w pF ; y, gq " 1 suitable manner) , and integrating in y with Stade's formula gives the theorem. There is a small technical point that the pre-Kuznetsov formula (35) is an equality of vectors and we wish to apply Stade's formula, which involves a dot product, inside the µ-integral; this may be accomplished, e.g., by taking the central entry of (35), replacing F prq with the central entry of the previous display, and integrating over k.
7.1.
Power series for the Kuznetsov kernel functions. The functions K d w py, rq are solutions to the differential equations ∆ i K w pg, rq " λ i pµprqqK w pg, rq, K w pugpwu 1 w´1q, rq " ψ 1,1 puu 1 qK w pg, rq, where g P G, w P W , u P UpRq, u 1 P U w pRq and λ 1 pµq " 1´µ These were solved in the paper [2] , under the assumption that µ i´µj R Z, i ‰ j, but of course that fails for µ " µprq.
When w " w l , the original power-series solutions are J w l py, µq "ˇˇ4π 2 y 1ˇ1´µ 3ˇ4 π 2 y 2ˇ1`µ 1 ÿ n 1 ,n 2 ě0
Γ pn 1`n2`µ1´µ3`1 q p4π 2 y 1 q n 1 p4π 2 y 2 q n 2 ś 3 i"1 Γ pn 1`µi´µ3`1 q Γ pn 2`µ1´µi`1 q .
Let x˚y˚k˚" wxg and replace y Þ Ñ v ε 1 ,ε 2 y with y P Y`, then formally 
