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THE LERCH ZETA FUNCTION I. ZETA INTEGRALS
JEFFREY C. LAGARIAS AND WEN-CHING WINNIE LI
Abstract. This is the first of four papers that study algebraic and analytic structures
associated to the Lerch zeta function. This paper studies ”zeta integrals” associated
to the Lerch zeta function using test functions, and obtains functional equations for
them. Special cases include a pair of symmetrized four-term functional equations for
combinations of Lerch zeta functions, found by A. Weil, for real parameters (a, c) with
0 < a, c < 1. It extends these functions to real a, and c, and studies limiting cases of
these functions where at least one of a and c take the values 0 or 1. A main feature is
that as a function of three variables (s, a, c) with a, c being real variables, the Lerch
zeta function has discontinuities at integer values of a and c. For fixed s, the function
ζ(s, a, c) is discontinuous on part of the boundary of the closed unit square in the
(a, c)-variables, and the location and nature of these discontinuities depend on the real
part ℜ(s) of s. Analysis of this behavior is used to determine membership of these
functions in Lp([0, 1]2, da dc) for 1 ≤ p < ∞, as a function of ℜ(s). The paper also
defines generalized Lerch zeta functions associated to the oscillator representation, and
gives analogous four-term functional equations for them.
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1. Introduction
The Lerch zeta function
ζ(s, a, c) :=
∞∑
n=0
e2πina(n+ c)−s (1.1)
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was introduced by Lipschitz [31] in 1857, for real a and c with c > 0, see also Lipschitz
[32]. It is named after Lerch [30], who showed in 1887 that for ℑ(a) > 0 and 0 < c < 1
it satisfies the three-term functional equation
ζ(1− s, a, c) = (2π)−sΓ(s)
{
e
piis
2 e−2πiacζ(s,−c, a) + e−piis2 e2πic(1−a)ζ(s, c, 1− a)
}
,
(1.2)
a result which is called Lerch’s transformation formula. cf. Erdelyi [13, p. 29]. Special
cases of this function are the case a = 0 which gives the Hurwitz zeta function
ζ(s, c) :=
∞∑
n=0
1
(n + c)s
(1.3)
studied by Hurwitz [18], and the case c = 1 which gives e−2πiaF (a, s), with
F (a, s) :=
∞∑
n=1
e2πina
ns
(1.4)
being the periodic zeta function studied in Apostol [2, p. 257]. The Riemann zeta
function ζ(s) occurs as the intersection of these two special cases, i.e. when a = 0 and
c = 1.
The Lerch zeta function has been extensively studied, see the books of Laurencˇikas
and Garunksˇtis [29], Srivastava and Choi [41, Chap. 2] and Kanemitsu and Terada [19,
Chaps. 3-5] for many analytic results. There have been many proofs given of Lerch’s
transformation formula and of equivalent functional equations, see for example Apostol
[1], Oberhettinger [36], Mikolas [33], Berndt [3] and Weil [43].
This is the first in a series of four papers that studies algebraic and geometric structures
attached to Lerch zeta functions. We begin with a brief summary of results in this series
of papers, and give a more detailed description of the main results of this paper in §2.
1.1. Overview of papers. In Part I our starting point is a pair of symmetric functional
equations for the Lerch zeta function, viewing a and c as real variables, first given by A.
Weil [43] in 1976. These involve the two functions
L±(s, a, c) = ζ(s, a, c)± e−2πiaζ(s, 1− a, 1− c).
and relate the values of these functions at parameter values (s, a, c) to values of the same
function at (1− s, 1− c, a). We derive functional equations for general zeta integrals of
Lerch type incorporating a test function, first for values (a, c) on the unit square and
then extended to all real values of (a, c). We then deduce results for L±(s, a, c) and
the Lerch zeta function on the extended domain by expressing them in terms of zeta
integrals. We then determine that the Lerch zeta function has discontinuities at integer
values of a and c, and that the nature of these discontinuities depends on the real part
of s. These discontinuities appear to be an important aspect of the behavior of this
function.
In Part II ([26]) we analytically continue the Lerch zeta function ζ(s, a, c) in three
complex variables to a maximal domain of holomorphy. We show it analytically continues
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to a multivalued function of (s, a, c) which becomes single-valued on the maximal abelian
covering manifold of the manifold
M := {(s, a, c) ∈ C× (Cr Z)× (Cr Z)}.
We determine the monodomy functions describing the multivaluedness. Positive integer
values of the c -variable turn out to be removable singularities, leading to a slightly larger
analytic continuation. The remaining values where either a or c are integers correspond
to “singular strata” omitted from this analytic continuation. It is possible to define
versions of the Lerch zeta function restricted to various “singular strata,” which are not
part of this analytic continuation. In particular a = 0 is a singular value, and both the
Hurwitz zeta function (at a = 0, c 6∈ Z) and the Riemann zeta function (at a = 0, c = 1)
live on “singular strata”. It remains an interesting open problem to further determine
the relation of these (degenerate) “singular strata” functions to the analytic continuation
above, by limiting procedures; this provides an approach to get more information on the
behavior of “degenerate functions” living on the singular strata. From this perspective
the discontinuity properties studied in part I reflect one aspect of the behavior of such
limiting procedures.
In Part III ([27]) we make the variable change z = e2πia and analytically continue the
resulting Lerch transcendent
Φ(s, z, c) =
∞∑
n=0
zn
(n+ c)s
in three complex variables. This function now lives on a covering manifold of
N := {(s, z, c) ∈ C× (P1(C)r {0, 1,∞}) × (Cr Z)}.
It satisfies a linear PDE over the base N having polynomial coefficients. This function is
related to the polylogarithm under the specialization c = 1; here the specialization c = 1
lies on a regular stratum. We investigate special values of (s, a, c) where the monodromy
degenerates, and determine the degeneration. Such degeneration occurs for all values
s ∈ Z, which emphasizes the special significance of integer values of s, some of which are
“critical values” in the sense of arithmetic geometry.
In Part IV ([28]) we introduce a family of two-variable “Hecke operators” acting on
the (a, c)-variables, for which the Lerch zeta function is a simultaneous eigenfunction.
In suitable function spaces these satisfy the Hecke relations
TmTn = TnTm = Tmn.
associated to GL(1). We determine properties of the Hecke operator action in both
the“real variables” context of part I and the “complex variables” context of parts II
and III. In the real-variables context we prove a uniqueness result characterizing, for
each fixed s ∈ C, a two-dimensional vector space of simultaneous eigenfunctions of these
operators, together with some side conditions, which generalizes a theorem of Milnor [34]
for the Hurwitz zeta function. In the complex-variables context there is an additional
structure, consisting of an induced action of Hecke operators on the infinite-dimensional
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vector space spanned by the monodromy functions. This monodromy vector space also
carries an action of the fundamental group of M and we determine information on the
commutation relations of the two-variable Hecke operators with these operators.
1.2. Background and Motivation. Our original objective in this work was to seek a
geometric or “dynamical” interpretation for the Lerch zeta function. This was motivated
by observations of the first author made in [24]. He studied two-variable dynamical zeta
functions ζ(z, s), which included both an arithmetical variable s and a dynamical variable
z, and observed that for certain dynamical systems (those being uniformly expansive in a
suitable sense) the resulting dynamical zeta function satisfied an extra functional relation
ζ(z, s) = ζ(zq−s, 0). This observation provided a framework to explain the following
coincidence: the zeta function for a function field over a finite field has an arithmetical
definition using the s-variable and also a dynamical definition using the z-variable, and
these match under the change of variable z = q−s. An analogous result is unknown in the
number field case. The Lerch zeta function is a natural multiparameter generalization
of the Riemann zeta function, and it is natural to investigate whether its extra variables
might have a geometric or “dynamical” interpretation. A second objective, arising in the
course of the work, was the possibility of finding a representation-theoretic interpretation
of the Lerch zeta function. This possibility was based on the feature that the Lerch zeta
function satisfies a linear partial differential equation in the (s, a, c)-variables which might
play the role of a Laplacian, and because it is a simultaneous eigenfunction of a family
of “Hecke operators,” mentioned in the overview above.
These four papers taken together find various extra structures attached to the Lerch
zeta function, whose form suggests the existence of a more comprehensive theory (or the-
ories) in which they fit, addressing the objectives above. In particular, there appear to be
two distinct underlying contexts in which the Lerch zeta function appears, corresponding
to the “real variables” structure and the “complex variables” structure mentioned in the
summary above. The real variables structure, which restricts the variables a and c to be
real, imposes a twisted-periodicity condition described in this paper. The first author
has since found that this structure does have a representation-theoretic interpretation
cf. [25]. The complex variables structure, in which a and c are complex variables, and
which leads to multivalued functions in these variables, seems “geometric” in nature. We
think it will be an important problem to determine interconnecting relations between
these two structures.
The results in these papers are formulated in a classical language. It seems likely that
some of them may be reformulated and extended in an adelic framework. Other results
seem suitable for reformulation in a framework of D-modules over complex manifolds.
We hope to return to these topics in subsequent work.
It would be interesting to study if the structures studied in these papers have bear-
ing on questions around the Riemann hypothesis. It is well known that the Riemann
hypothesis fails to hold for the Lerch zeta function, but the possible validity of the
weaker Lindelo¨f hypothesis is an open question. Garunksˇtis and Steuding [15] (see also
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Garunksˇtis [14]) have put forth the proposal that the Lindelo¨f hypothesis may hold for
the Lerch zeta function, for all real parameters (a, c). Our results in part II are compati-
ble with this proposal, in that they imply that the Lindelo¨f hypothesis, if it holds for the
Lerch zeta function, would then also hold for its multivalued analytic continuation, i.e. it
would then hold for all branches of the function lying over real values (a, c). Concerning
the Riemann hypothesis itself, the Lerch zeta function gives a multi-parameter deforma-
tion of the Riemann zeta function, in which it is located in a “singular stratum” at a
(non-isolated) singular point. One may ask whether new information on the Riemann
hypothesis is obtainable through taking various degenerations approaching this “singular
stratum,” using the extra structures available.
We conclude this discussion by noting that there are further generalizations of the
Lerch zeta function twisted by Dirichlet characters χ (mod N). These take the form
L±(χ, s, a, c) :=
∑
n∈Z
χ(n)(sgn(n+ c))ke2πina(n+ c)−s,
with k = 0, 1 and ± := (−1)k. Our results can be extended to apply to these functions,
since they can be expressed as linear combinations of scaled versions of L±(s, a, c). We
do not treat them in these papers, in order to reduce the notational burden.
Acknowledgments. We thank K. Prasanna and P. Sarnak for helpful comments. This
work began when the first author was at AT &T Labs and the second author visited
there. Both authors thank AT&T Labs for support.
2. Main results
This paper proves variants of the functional equation of the Lerch zeta function, in
its four-term symmetrized form, expressed using the functions L±(s, a, c) introduced
below, and extends these results to zeta integrals for other test functions. These include
test functions for the oscillator representation. Our focus is then on using these zeta
integrals to obtain information on the dependence of the Lerch zeta function on the a
and c variables. In particular we determine continuity properties in these variables as the
variables approach integer values, and membership of these functions in function spaces
Lp([0, 1]2, dadc) for various values of s.
The original functional equation given by Lerch [30] in 1887 was a three-term non-
symmetric functional equation, now called Lerch’s transformation formula. In 1976 A.
Weil [43, p. 57] gave a pair of symmetrized four-term functional equations, which are
the ones we consider here. These two functional equations encode an invariance under
the action of the additive Fourier transform on the real line.
To state the symmetrized functional equations we introduce the two functions
L±(s, a, c) := ζ(s, a, c)± e−2πiaζ(s, 1− a, 1− c), (2.1)
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and we initially suppose the domain is 0 < a, c < 1. For ℜ(s) > 1 these functions have
the absolutely convergent Dirichlet series representations
L+(s, a, c) =
∑
n∈Z
n6=−c
e2πina|n+ c|−s, (2.2)
L−(s, a, c) =
∑
n∈Z
n6=−c
sgn(n+ c)e2πina|n+ c|−s , (2.3)
see Lemma 5.3 below.
The Weil form of the functional equations involves the completion of these functions
obtained by adding appropriate gamma factors.
Theorem 2.1. (Lerch Functional Equations). Let a, c be real with {(a, c) ∈ (0, 1) ×
(0, 1)}.
(1) The completed function
Lˆ+(s, a, c) := π−
s
2Γ(
s
2
)L+(s, a, c) (2.4)
analytically continues to an entire function of s, and satisfies the functional equation
Lˆ+(s, a, c) = e−2πiacLˆ+(1− s, 1− c, a). (2.5)
(2) The completed function
Lˆ−(s, a, c) := π−
s+1
2 Γ(
s+ 1
2
)L−(s, a, c) (2.6)
analytically continues to an entire function of s, and satisfies the functional equation
Lˆ−(s, a, c) = ie−2πiacLˆ−(1− s, 1− c, a). (2.7)
The fact that the “completed” functions Lˆ±(s, a, c) are entire functions of s for fixed
0 < a, c < 1 implies that for these values the (non-completed) function L+(s, a, c)
necessarily has “trivial zeros” at s = 0,−2,−4, ..., while the (non-completed) function
L−(s, a, c) has “trivial zeros” at s = −1,−3,−5, ..., for all values of a and c.
In §3 we derive these functional equations using a method analogous to Tate’s thesis
[42], assuming a, c are real with 0 < a, c < 1. We consider a zeta integral of Lerch type
Fk(f ; s, a, c) attached to a general test function f(x) in the Schwartz space S(R), with
k = 0, 1, and analytically continue these integrals to entire functions of s, for fixed (a, c)
as above. The perspective of Tate’s thesis has two important features which are: (i)
to realize a “zeta function” as a greatest common divisor of a set of “zeta integrals”
indexed by test functions; and (ii) to carry this out both in local settings and in a global
adelic setting. (Compare Ramakrishnan and Valenza [39, p. 242].) Here we carry out for
Lerch zeta functions the “zeta integral” step using a set of test functions at the real place
which transform nicely under the Fourier transform. Our treatment is global rather than
local in that it uses Poisson summation, and it emphasizes operator aspects in the use of
“averaging” operators. An adelic treatment of the Lerch zeta function involves further
issues, which we do not take up here.
In §4 we extend the variables in Lerch zeta integrals Fk(f ; s, a, c), to all values (a, c) ∈
R×R. We derive a general zeta integral functional equation (Theorem 4.3) for Fk(f ; s, a, c),
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specified by a test function f(x) in the Schwartz space S(R), with k = 0, 1. For integer
values of a or c the functions are no longer entire functions, but are meromorphic func-
tions, having possible simple poles at s = 0 and s = 1. We observe that these functions
exhibit extra “twisted periodicity” relations in the (a, c)-variables.
In §5, on specializing to the Gaussian test functions φ0(x) = e−πx2 and φ1(x) = xeπx2 ,
we obtain extensions to all (a, c) ∈ R×R of the functions L±(s, a, c) and from these define
an extension ζ∗(s, a, c) of the Lerch zeta function to (a, c) ∈ R × R which preserves the
symmetrized functional equations. The extended function ζ∗(s, a, c) is an entire function
of s whenever both a and c are not integers, and otherwise it is meromorphic in s, with
possible simple poles located only at s = 0 or s = 1. We show that for ℜ(s) > 1 it is
explicitly given for fixed (a, c) by
ζ∗(s, a, c) :=
∑
n+c>0
e2πina(n+ c)−s, (2.8)
The extended functional equations are as follows.
Theorem 2.2. (Extended Lerch Functional Equations) Let (a, c) ∈ R×R. The extended
Lerch zeta function ζ∗(s, a, c) is a meromorphic function of s ∈ C, which has a simple
pole at s = 1 if a ∈ Z, and is holomorphic in C otherwise.
(i) In the a-variable it is periodic, with
ζ∗(s, a+ 1, c) = ζ∗(s, a, c). (2.9)
(ii) In the c-variable it satisfies the twisted periodicity equation
ζ∗(s, a, c+ 1) = e
−2πiaζ∗(s, a, c). (2.10)
(iii) For k = 0 and 1 and ± = (−1)k the completed extended functions
Lˆ±∗ (s, a, c) := π
− s+k
2 Γ
(
s+ k
2
)(
ζ∗(s, a, c) + (−1)ke−2πiaζ∗(s, 1− a, 1− c)
)
(2.11)
are meromorphic for s ∈ C, and are analytic except for possible simple poles at s = 0 or
1. The poles occur only for k = 0, and then if and only if a ∈ Z or c ∈ Z. The completed
extended functions satisfy the functional equations, for k = 0, 1,
Lˆ±∗ (s, a, c) = i
ke−2πiacLˆ±∗ (1− s, 1− c, a). (2.12)
The extended functions L±∗ (s, a, c) inherit the same symmetries as ζ∗(s, a, c); namely,
for all (a, c) ∈ R× R, the twisted periodicity conditions hold:
L±∗ (s, a+ 1, c) = L
±
∗ (s, a, c),
L±∗ (s, a, c + 1) = e
−2πiaL±∗ (s, a, c).
Theorem 2.2 defines the Lerch zeta function ζ∗(s, a, c) for each (a, c) on the boundary
of the unit square, for all s ∈ C, except for s = 0, 1 where poles occur. Using (2.8) and
the functional equations above we find that on the boundary it is given in terms of the
Hurwitz zeta function and periodic zeta function by
ζ∗(s, 0, c) = ζ(s, c) for 0 < c ≤ 1, (2.13)
ζ∗(s, 1, c) = ζ(s, c) for 0 < c ≤ 1, (2.14)
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ζ∗(s, a, 0) = F (a, s) for 0 ≤ a ≤ 1, (2.15)
and
ζ∗(s, a, 1) = e
−2πiaF (a, s) for 0 ≤ a ≤ 1. (2.16)
At the four corners of the square we have
ζ∗(s, 0, 0) = ζ∗(s, 0, 1) = ζ∗(s, 1, 0) = ζ∗(s, 1, 1) = ζ(s), (2.17)
the Riemann zeta function. Theorem 2.2 therefore includes meromorphic continuations
of the Hurwitz zeta function and the periodic zeta function to all s ∈ C, and also gives
functional equations for these functions. At the end of §5, we deduce an extended Lerch
transformation formula valid for all (a, c) ∈ R×R by taking appropriate combinations of
Lˆ+∗ (s, a, c) and Lˆ
−
∗ (s, a, c) and using suitable Gamma function identities (Theorem 5.4).
In §6 we analyze how the extended Lerch zeta function ζ∗(s, a, c) behaves as a and c
approach integer values. We observe that Theorem 2.2 comes at a price: the function
ζ∗(s, a, c) is discontinuous at integer values of the c and a variables, for certain ranges
of s. Indeed the formula (2.8) reveals that for ℜ(s) > 1 the function ζ∗(s, a, c) is discon-
tinuous at integer values of the c-variable. It turns out to be discontinuous at integer
values of the a-variable for another range of s-values. These ranges of s differ for the
a-variable and the c-variable. Let  = {(a, c) : 0 ≤ a ≤ 1, 0 ≤ c ≤ 1}. We establish a
limiting formula for ζ∗(s, a, c) with (a, c) ∈ ◦ as it approaches the boundary of , which
exhibits the discontinuities (Theorem 6.1). Using it, we obtain precise conditions when
ζ∗(s, a, c) continuously extends to portions of the boundary of the unit square. Note that
the equality ζ(s, a, c) = ζ∗(s, a, c) holds for (a, c) ∈ ◦, so we may state these results for
ζ(s, a, c), as follows.
Theorem 2.3. (Continuous Extension to Boundary) For fixed s ∈ C, the function
{ζ(s, a, c) : (a, c) ∈ ◦} continuously extends to portions of the boundary ∂ of the unit
square to define a function ζ(s, a, c) there, in the following cases:
(i) a = 0 and 0 < c < 1 when ℜ(s) > 1;
(ii) a = 1 and 0 < c < 1 when ℜ(s) > 1;
(iii) c = 0 and 0 < a < 1 when ℜ(s) < 0;
(iv) c = 1 and 0 < a < 1 when s ∈ C;
(v) the two corners (a, c) = (0, 1) and (1, 1), when ℜ(s) > 1.
In these cases this continuous extension satisfies
ζ(s, a, c) = ζ∗(s, a, c). (2.18)
A continuous extension to the boundary does not exist for any other values of (s, a, c).
The ranges where continuous extensions are possible are indicated schematically by
the heavy lines in Figure 1. Interesting features to note about the discontinuities are:
(1) The locations of the discontinuities depend only on the value of ℜ(s).
(2) The locations of the discontinuities are not invariant under the transformation
(s, a, c)→ (1− s, 1− c, a) that appears in the functional equation.
(3) There is no continuous extension to the corner points (a, c) = (0, 0) and (1, 0).
THE LERCH ZETA FUNCTION I. ZETA INTEGRALS 9
c
ℜ(s) > 1
c
0 ≤ ℜ(s) ≤ 1
aa a
ℜ(s) < 0
c
Figure 1. Continuous extension of ζ(s, a, c) (heavy lines).
The occurrence and behavior of the discontinuities is an important feature of the
Lerch zeta function. In part II we show that the integer values of a and c correspond to
complex singularities to these functions, on viewing a and c as complex variables. From
this perspective these discontinuities form part of the structure of these singularities. It
is important to understand the nature of these singularities because the Hurwitz zeta
function, Periodic zeta function and Riemann zeta function all arise in the cases where
one or both a and c are integers.
In §7 we use the determination of the limiting behavior of ζ∗(s, a, c) to define “renor-
malized” versions LR,±(s, a, c) of the Lerch function L±(s, a, c) that continuously extend
to the boundary of , for s ∈ C r Z. The precise result is given as Theorem 7.3. The
“renormalized” functions remove four terms which account for the divergent behavior at
the singularity.
More generally, for fixed s ∈ C, let Es (for “Eigenspace”) denote the complex vector
space spanned by the four functions
Es := C[L±(s, a, c), e−2πiacL±(1− s, 1− c, a)]. (2.19)
The functional equation gives linear dependencies among these four functions, which
show that, for each s ∈ C, the vector space Es is two-dimensional. In fact we have
Es = C[L±(s, a, c)] for s ∈ Cr Z≤0 (2.20)
Es = C[e−2πiacL±(1− s, 1− c, a)] for s ∈ Cr Z≥1. (2.21)
Note that ζ(s, a, c) = 12 (L
+(s, a, c) + L−(s, a, c)) belongs to Es. We can now “renormal-
ize” all functions in Es using the renormalized versions of the basis functions.
We use the renormalized Lerch zeta functions to determine membership of all elements
of Es in the function space Lp(, da dc) for 1 ≤ p ≤ ∞, as follows.
Theorem 2.4. (Lp-Membership)
(1) Suppose 1 ≤ p < 2. Then all functions in Es belong to Lp(, da dc) if and only if
s ∈ C satisfies
1− 1
p
< ℜ(s) < 1
p
.
Otherwise, no nonzero function in Es belongs to Lp(, da dc).
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(2) Suppose 2 ≤ p ≤ ∞. Then no nonzero function in Es belongs to Lp(, da dc), for
all s ∈ C.
The most interesting cases are p = 1, where L±(s, a, c) both belong to the Banach
space L1(, da dc) for s inside the critical strip 0 < ℜ(s) < 1, and p = 2, where
no nonzero functions in Es belong to the Hilbert space L2(, da dc), for all s ∈ C.
Theorem 2.4 will be relevant to the Hilbert spaces studied in Part IV.
In §8 we show compatibility of the Lerch zeta function with the oscillator represen-
tation. The Schwartz space S(R) is the set of smooth vectors of a representation of
(a double cover of) the group SL(2,R), the oscillator representation, and also of the
Heisenberg group acting on L2(R, dx), a viewpoint emphasized in Howe [17]. It is closed
under the action of the Fourier transform, and also closed under the action of the Weyl
algebra A1 = C[x,
∂
∂x ]. The Mellin transform acts as an intertwining operator, convert-
ing the Weyl algebra action into difference operators in the s-variable, and this action
is also compatible with the Fourier transform. Bump and Ng [5] and Bump et al [4]
observed for the Riemann zeta function that there is an an infinite family of functional
equations related to the oscillator Hamiltonian. We show that this phenomenon gen-
eralizes to the Lerch zeta function, with a similar proof. We obtain an infinite family
of functional equations for functions Ln(s, a, c) associated to the eigenfunctions of the
oscillator Hamiltonian, indexed by the nonnegative integers n ≥ 0. The functional equa-
tions in Theorem 2.1 correspond to the cases n = 0 and n = 1, respectively, whose test
functions φ0(x) and φ1(x) are vacuum vectors for the two irreducible subrepresentations
of the oscillator representation. The result of Bump and Ng [5] for the Riemann zeta
function is then in principle recoverable by specialization of variables.
Notation. The hat notation Lˆ always denotes a “completed” function multiplied by an
appropriate archimedean Euler factor (gamma factor). For functions f on the real line
we use Ff to denote an additive Fourier transform andMf to denote a Mellin transform
(multiplicative Fourier transform), as defined in §2. The variable ǫ ∈ {−1, 1} and we
often write ǫ = (−1)k for k = 0, 1. The function δZ(x) = 1 if x ∈ Z and is 0 otherwise.
Here ℜ(s) and ℑ(s) denote the real and imaginary parts of a complex variable s.
3. Analytic continuation for zeta integrals
The Schwartz space S(R) consists of all smooth functions f(x) such that it and all its
derivatives decrease more rapidly than any power of |x| as x → ±∞. We decompose it
into even and odd functions
S(R) = S+ ⊕ S−, (3.1)
and write
f(x) = f+(x) + f−(x), (3.2)
with
f+(x) :=
1
2
(f(x) + f(−x)) and f−(x) := 1
2
(f(x)− f(−x)).
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The Fourier transform Ff(y) is given by
Ff(y) :=
∫ ∞
−∞
e−2πixyf(x)dx. (3.3)
It takes S+ to S+, and S− to S−, so that
Ffǫ = (Ff)ǫ for ǫ = (−1)k, (3.4)
and also satisfies FFf(x) = f(−x). The functions φ0(x) = e−πx2 and φ1(x) = xe−πx2
have Fourier transforms
Fφk(y) = (−i)kφk(y) for k = 0, 1. (3.5)
We use the two-sided Mellin transforms Mk with k = 0, 1 (mod 2), defined by
Mk(f)(s) :=
∫ ∞
−∞
f(x)(sgn x)k|x|s dx|x| for k = 0, 1. (3.6)
The (one-sided) Mellin transform M on R+ is given by
M(f)(s) := 1
2
(M0(f)(s) +M1(f)(s)) =
∫ ∞
0
f(x)xs
dx
x
. (3.7)
We need only consider M0 acting on even Schwartz functions and M1 acting on odd
Schwartz functions, namely
Mk(f)(s) =Mk(fǫ)(s) where ǫ = (−1)k, (3.8)
since we have
Mk(fǫ)(s) ≡ 0 when ǫ = (−1)k+1 . (3.9)
The functional equations are associated to the action of certain multiplicative averag-
ing operators on test function f ∈ S(R).
Definition 3.1. (1) For fixed 0 < a, c < 1 , and f(x) ∈ S(R) the (multiplciative)
averaging operator Aa,c is given by
Aa,c[f ](x) :=
∑
n∈Z
f((n+ c)x)e2πina . (3.10)
The rapid decrease of f(x) at ±∞ ensures that Aa,c[f ](x) is well-defined and contin-
uous on R r {0}, however it may have a singularity at x = 0. Its Mellin transform
M(Aa,c[f ])(s) is well-defined for ℜ(s) > 1.
(2) The symmetrized (multiplicative) averaging operators Aa,ck on f ∈ S(R)are given
by
Aa,ck [f ](x) := A
a,c[f ](x) + (−1)ke−2πiaA1−a,1−c[f ](x). (3.11)
That is,
Aa,ck [f ](x) =
∑
n∈Z
f((n+ c)x)e2πina
+(−1)ke−2πia
∑
m∈Z
f((m+ 1− c)x)e−2πima . (3.12)
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Note that
Aa,c[f ](x) :=
1
2
(Aa,c0 +A
a,c
1 )[f ](x) =
∑
n∈Z
f((n+ c)x)e2πina. (3.13)
Our main object of study will be the Mellin transforms of functions acted on by these
averaging operators.
Definition 3.2. (1) For the test function f ∈ S(R) and k = 0, 1, the zeta integral
Fk(f ; s, a, c) is defined for 0 < a < 1, 0 < c < 1 to be the one-sided Mellin transform of
Aa,ck [f ], phase-shifted by a factor e
πiac, i.e. namely
Fk(f ; s, a, c) := e
πiacM(Aa,ck [f ])(s) = eπiac
∫ ∞
0
Aa,ck [f ](x)x
s−1dx. (3.14)
(2) The full zeta integral F (f ; s, a, c) for the test function f is
F (f ; s, a, c) := 2eπiacM(Aa,c[f ])(s) = F0(f ; s, a, c) + F1(f ; s, a, c). (3.15)
These Mellin transforms are related to the Lerch zeta function as follows.
Lemma 3.3. Let 0 < a < 1 and 0 < c < 1. Then for f ∈ S(R) and ℜ(s) > 1 and
k = 0, 1,
M(Aa,ck [f ])(s) =Mk(f)(s)L±(s, a, c) (3.16)
in which ± = (−1)k and
L±(s, a, c) := ζ(s, a, c)± e−2πiaζ(s, 1− a, 1− c) . (3.17)
Thus
Fk(f ; s, a, c) = e
πiacMk(f)(s)L±(s, a, c). (3.18)
Remark. For (a, c) ∈ ◦ and ℜ(s) > 1 we have
L±(s, a, c) =
∑
n∈Z
e2πina(sgn (n + c))k|n+ c|−s . (3.19)
Lemma 3.3 may be viewed as showing that eπiacL±(s, a, c) is the “symbol” of the aver-
aging operator Ba,ck under the Mellin transform.
Proof. We first set
Λk(f ; s, a, c) :=Mk(f)(s)
(
eπiacζ(s, a, c)
)
.
The formula (3.18) is equivalent to showing that
Fk(f ; s, a, c) = Λk(f ; s, a, c) + (−1)ke−πi(a+1−c)Λk(f ; s, 1− a, 1− c) . (3.20)
To verify (3.20) we note that for ℜ(s) > 1,
eπiacζ(s, a, c) =
∞∑
n=0
e2πia(n+c/2)(n + c)−s ,
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hence
Λk(f ; s, a, c) =
(
∞∑
n=0
e2πia(n+
c
2
)(n+ c)−s
)∫ ∞
−∞
f(x)(sgn(x))k|x|s−1 dx .
=
∫ ∞
0
(
∞∑
n=0
e2πia(n+
c
2
)f((n+ c)x))
)
xs−1dx
+(−1)k
∫ ∞
0
(
∞∑
n=0
e2πi(−a)(−n−
c
2
)f(−(n+ c)x)
)
xs−1dx. (3.21)
Combined with a similar formula for Λk(f ; s, 1− a, 1− c), a detailed calculation yields
Λk(f ; s, a, c) + (−1)ke−πi(a+1−c)Λk(f ; s, 1− a, 1 − c)
= e2πiac
{∫ ∞
0
∑
n∈Z
e2πinaf((n+ c)x)xs−1dx
+(−1)ke−2πia
∫ ∞
0
∑
m∈Z
e−2πimaf((m+ 1− c)x)xs−1dx
}
(3.22)
as required.
Lemma 3.3 shows that the dependence of M(Aa,ck [f ])(s) on the test function f is
confined to the Mellin transform Mk(f)(s), hence we have
Fk(f ; s, a, c) = Fk(fǫ; s, a, c) where ǫ = (−1)k. (3.23)
Substituting (3.21) into this definition yields the integral representation
Fk(f ; s, a, c) =
∫∞
0
(∑
n∈Z e
2πia(n+ c
2
)f((n+ c)x)
)
xs−1dx (3.24)
+(−1)ke−πi(a+1−c) ∫∞0 (∑m∈Z e2πi(1−a)(m+ 1−c2 )f((m+ 1− c)x)xs−1dx) .
For even or odd Schwartz functions we have
Fk(fǫ; s, a, c) =


2
∫∞
0
(∑
n∈Z e
2πia(n+c/2)f((n+ c)x)
)
xs−1dx if ǫ = (−1)k,
0 if ǫ = (−1)k+1.
(3.25)
This follows by pairing the terms n and m = −n− 1 in the two integrals in (3.24): they
either cancel or match according to the value of k.
We use the Poisson summation formula to obtain an analytic continuation and func-
tional equation for Fk(f ; s, a, c), and, in §4, to extend the definition to (a, c) ∈ R × R.
This involves splitting the integral representation (3.24) into two pieces,
∫ 1
0 and
∫∞
1 . We
give the
∫∞
1 pieces the name Φk(f ; s, a, c). If we define Φ(f ; s, a, c) by
Φ(f ; s, a, c) :=
∫ ∞
1
(∑
n∈Z
e2πia(n+c/2)f((n+ c)x)
)
xs−1dx. (3.26)
then we have, for k = 0, 1,
Φk(f ; s, a, c) := Φ(f ; s, a, c) + (−1)ke−πi(a+1−c)Φ(f ; s, 1− a, 1− c). (3.27)
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The function Φ(f ; s, a, c) defined by (3.26) is an entire function of s on the domain
0 < a < 1, 0 < c < 1, and the same property is inherited by Φk(f ; s, a, c) for k = 0, 1.
We now show:
Lemma 3.4. For fixed 0 < a < 1 and 0 < c < 1 and f(x) ∈ S(R), the function
Fk(f ; s, a, c) is given by
Fk(f ; s, a, c) = Φk(f ; s, a, c) + (−1)ke−πiaΦk(Ff ; 1− s, 1− c, a) (3.28)
for k = 0 or 1 and ℜ(s) > 1. The right side analytically continues Fk(f ; s, a, c) to an
entire function of s ∈ C.
Proof. The integral representation (3.24) gives
Fk(f ; s, a, c) = Φk(f ; s, a, c) + Ψk(f ; s, a, c), (3.29)
in which Φk(f ; s, a, c) is given by (3.27) and
Ψk(f ; s, a, c) :=
∫ 1
0
(∑
n∈Z
e2πia(n+
c
2
)f((n+ c)x)
)
xs−1dx
+(−1)ke−πi(a+1−c)
∫ 1
0
(∑
n∈Z
e2πi(1−a)(n+
1−c
2
)f((n+ 1− c)x)
)
xs−1dx . (3.30)
Write f = f+ + f− as a sum of even and odd functions, and we obtain
Ψk(fǫ; s, a, c) =


2
∫ 1
0
(∑
n∈Z e
2πia(n+ c
2
)fǫ((n+ c)x)
)
xs−1dx if ǫ = (−1)k,
0 if ǫ = (−1)k+1,
(3.31)
by the same proof as (3.25) above. Thus we have Ψk(f ; s, a, c) = Ψk(fǫ; s, a, c) with
ǫ = (−1)k. The Poisson summation formula applied to Schwartz functions gives, for
x ∈ R>0 and any a, c ∈ R,
∑
n∈Z
e2πianf((n+ c)x) =
1
|x|
∑
m∈Z
e2πic(m−a)Ff
(
m− a
x
)
. (3.32)
Substituting this into the definition of Ψk(s, a, c; f) yields, for ǫ = (−1)k, that
Ψk(f ; s, a, c) = Ψk(fǫ; s, a, c) = 2
∫ 1
0
(
eπiac
∑
m∈Z
e2πic(m−a)Ffǫ
(
m− a
x
))
xs−1dx .
Making the change of variable y = 1/x gives rise to
Ψk(fǫ; s, a, c) = 2
∫ ∞
1
(∑
m∈Z
e2πic(m−
a
2
)Ffǫ((m− a)y)
)
y−sdy . (3.33)
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Letting m→ −m yields, since ǫ = (−1)k,
Ψk(fǫ; s, a, c) = 2
∫ ∞
1
(∑
m∈Z
e2πic(−m−
a
2
)Ffǫ((−m− a)y)
)
y−sdy
= (−1)ke−πia
(
2
∫ ∞
1
∑
m∈Z
e2πi(1−c)(m+
a
2
)Ffǫ((m+ a)y)
)
y−sdy
= (−1)ke−πiaΦk(Ffǫ; 1− s, 1− c, a) . (3.34)
Since Φk(f ; s, a, c) = Φk(fǫ; s, a, c), by a similar proof to (3.25), we obtain from (3.34)
that
Ψk(f ; s, a, c) = (−1)ke−πiaΦk(Ff ; 1− s, 1− c, a) (3.35)
for all f ∈ S(R). Substituting this in (3.29) yields the desired result.
We now deduce Theorem 2.1 using Lemma 3.4 with specific test functions.
Proof of Theorem 2.1. The functional equations are associated to test functions which
are self-reciprocal under the Fourier transform, in the sense that Ff(x) = cf(x), for some
constant c, necessarily a fourth root of unity. We consider the test functions
φ0(x) := e
−πx2 ∈ S+ and φ1(x) := x e−πx2 ∈ S−.
These satisfy the self-reciprocal Fourier-transform formula Fφ0(x) = e−πx2 = φ0(x) and
Fφ1(x) = −iφ1(x).
Suppose that 0 < a < 1, 0 < c < 1 and ℜ(s) > 1. SinceM0(e−πx2)(s) = π−s/2Γ(s/2),
the definition of Fk(f ; s, a, c) gives
Lˆ+(s, a, c) = π−s/2Γ(s/2)(ζ(s, a, c) + e−2πiaζ(s, 1− a, 1− c)) = e−πiacF0(φ0; s, a, c) .
(3.36)
Similarly since M1(xe−πx2)(s) = π− s+12 Γ
(
s+1
2
)
, one finds that
Lˆ−(s, a, c) = π−
s+1
2 Γ
(
s+ 1
2
)
(ζ(s, a, c)− e−2πiaζ(s, 1−a, 1− c)) = e−πiacF1(φ1; s, a, c) .
(3.37)
Lemma 3.4 gives the analytic continuation of Fk(f ; s, a, c) to an entire function of s,
which shows for 0 < a < 1, 0 < c < 1 that each of Lˆ±(s, a, c) extends to an entire
function of s.
The functional equations follow from Lemma 3.4 using the definition of Φk(f ; s, a, c)
and the Fourier transform formulas. Namely
Lˆ+(s, a, c) = e−πiacF0(φ0; s, a, c)
= e−πiac
(
Φ0(φ0; s, a, c) + e
−πiaΦ0(φ0; 1− s, 1− c, a)
)
= e−πiac
(
Φ(φ0; s, a, c) + e
−πi(a+1−c)Φ(φ0; s, 1− a, 1− c)
)
+e−πiac
(
e−πiaΦ(φ0; 1− s, 1− c, a) + e−πicΦ(φ0; 1− s, c, 1− a)
)
,
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which agrees with
e−2πiac Lˆ+(1− s, 1− c, a)
= e−2πiace−πi(1−c)aF0(φ0; 1− s, 1− c, a)
= e−πiace−πia
(
Φ0(φ0; 1− s, 1− c, a) + e−πi(1−c)Φ0(φ0; s, 1− a, 1− c)
)
= e−πiace−πia
(
Φ(φ0; 1− s, 1− c, a) + e−πi(−c−a)Φ(φ0; 1− s, c, 1− a)
)
+e−πiac−πiae−πi(1−c)
(
Φ(φ0; s, 1− a, 1− c) + e−πi(−a+c−1)Φ(φ0; s, a, c)
)
= e−πiac
(
e−πiaΦ(φ0; 1− s, 1− c, a) + e−πicΦ(φ0; 1− s, c, 1 − a)
)
+e−πiac
(
e−πi(a+1−c)Φ(φ0; s, 1− a, 1− c) + Φ(φ0; s, a, c)
)
.
A similar derivation holds for Lˆ−(s, a, c) = ie−2πiacLˆ(1− s, 1− c, a), using φ1(x).
Remark. Weil’s proof [43, p. 57] of the four term functional equations in Theorem 2.1
uses Kronecker’s summation formula, which is a variant of the Poisson summation for-
mula, applied directly to φ0 and φ1. The use, explicitly or implicitly, of the Poisson
summation seems inevitable, in that it is known to be equivalent to the functional equa-
tion for ζ(s), see Patterson [38, Sec. 2.14].
4. Extended zeta integrals
We now extend the “zeta integrals” to apply to all (a, c) ∈ R×R. Using the formulation
of Lemma 3.4 for the “zeta integral” Fk(f ; s, a, c) that
Fk(f ; s, a, c) = Φk(f ; s, a, c) + (−1)ke−πiaΦk(Ff ; 1− s, 1− c, a)
it suffices to extend the definition of Φk(f ; s, a, c) to apply to all (a, c) ∈ R × R. Now
the function Φ(f ; s, a, c) given by (3.26) is well-defined for all (a, c) ∈ R × R, provided
ℜ(s) < 0. When c 6∈ Z, the integral representation (3.26) converges for all s ∈ C and
defines Φ(f ; s, a, c) as an entire function of s, and the same property is inherited by
Φk(f ; s, a, c), for k = 0, 1. In the remaining case c ∈ Z and ℜ(s) < 0, the term n = −c in
(3.26) contributes
e−πiacf(0)
∫ ∞
1
xs−1dx = −e−πiacf(0)1
s
, (4.1)
while the remaining terms define an entire function of s. The functions Φk(f ; s, a, c) in
(3.27) have two such terms, the second with weight (−1)k. Since the right side of (4.1)
analytically continues to s ∈ C, this motivates the following definition.
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Definition 4.1. For k = 0 or 1, (a, c) ∈ R× R and s ∈ C, define for each f(x) ∈ S(R),
Φk(f ; s, a, c) :=
∫ ∞
1

∑
n∈Z
n6=−c
e2πia(n+
c
2
)f((n+ c)x)

 xs−1dx
+(−1)ke−πi(a+1−c)
∫ ∞
1

 ∑
m∈Z
m6=c−1
e2πi(1−a)(m+
1−c
2
)f((m+ 1− c)x)

 xs−1dx
−δZ(c) e−πiac(1 + (−1)k)f(0)1
s
, (4.2)
in which
δZ(c) = 1 if c ∈ Z and equals 0 otherwise . (4.3)
For fixed a and c, the function Φ(f ; s, a, c) is a meromorphic function in s. It is
holomorphic except for a possible simple pole at s = 1, which occurs if and only if k = 0,
c ∈ Z and f(0) 6= 0. We make the following definition, which in view of Lemma 3.4
extends Definition 3.2 to (a, c) ∈ R× R, and to all s ∈ C.
Definition 4.2. Let (a, c) ∈ R × R and f ∈ S(R). Then for k = 0, 1 and all s ∈ C,
set
Fk(f ; s, a, c) := Φk(f ; s, a, c) + (−1)ke−πiaΦk(Ff ; 1− s, 1− c, a). (4.4)
We note that the dependence of Fk(f ; s, a, c) on the test function f is still entirely in
the Mellin transform factor Mk(f)(s), as in Lemma 3.3.
Theorem 4.3. (Lerch Zeta Integral Functional Equations) Let (a, c) ∈ R × R and
f(x) ∈ S(R). Then the functions
Fk(f ; s, a, c) := Φk(f ; s, a, c) + (−1)ke−πiaΦk(Ff ; 1− s, 1− c, a)
are meromorphic functions of s, having the following properties.
(i) The function F1(f ; s, a, c) is an entire function of s for all (a, c) ∈ R × R. The
function F0(f ; s, a, c) is an entire function of s for (a, c) ∈ R × R with both a, c
non-integers. Otherwise it is meromorphic, with possible simple poles at s = 0, 1.
A pole may occur at s = 0 only if a is an integer, and at s = 1 only if c is an
integer, with residues given by
Ress=0F0(f ; s, a, c) = −2e−πiacf(0) if c ∈ Z, (4.5)
Ress=1F0(f ; s, a, c) = 2e
πiacFf(0) if a ∈ Z. (4.6)
(ii) The functions Fk(f ; s, a, c) are twisted periodic in the a-variable and c-variable,
satisfying
Fk(f ; s, a+ 1, c) = e
πicFk(f ; s, a, c), (4.7)
Fk(f ; s, a, c+ 1) = e
−πiaFk(f ; s, a, c). (4.8)
(iii) The functions Fk(f ; s, a, c) satisfy the functional equations
Fk(f ; s, a, c) = (−1)ke−πiaFk(Ff ; 1− s, 1− c, a) . (4.9)
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Proof. (i) For (a, c) ∈ R× R the definition (4.2) gives
Fk(f ; s, a, c) = δZ(a) e
πiac(1 + (−1)k)Ff(0) 1
s − 1
−δZ(c) e−πiac(1 + (−1)k)f(0)1
s
+Rk(f ; s, a, c) ,
in which Rk(f ; s, a, c) is an entire function of s. This establishes the analytic properties
of Fk(f ; s, a, c) in the s variable.
(ii). For ǫ = (−1)k we have
Φk(fǫ; s, a+ 1, c) = 2
∫ ∞
1
(∑
n∈Z
e2πi(a+1)(n+
c
2
)fǫ((n + c)x)
)
xs−1dx
= eπicΦk(fǫ; s, a, c) , (4.10)
and, similarly,
Φk(fǫ; s, a, c + 1) = 2
∫ ∞
1
(∑
n∈Z
e2πia(n+
c+1
2
)fǫ((n+ c+ 1)x)
)
xs−1dx
= e−πiaΦk(fǫ; s, a, c) . (4.11)
These identities give, using (3.23),
Fk(f ; s, a+ 1, c) = Fk(fǫ; s, a+ 1, c)
= Φk(fǫ; s, a+ 1, c) + (−1)ke−πi(a+1)Φ(Ffǫ; 1− s, 1− c, a+ 1)
= eπicΦ(fǫ; s, a, c) + (−1)ke−πi(a+1)e−πi(1−c)Φ(Ffǫ; 1 − s, 1− c, a)
= eπicFk(fǫ; s, a, c)
= eπicFk(f ; s, a, c) .
In a similar fashion they also give
Fk(f ; s, a, c+ 1) = e
−πiaFk(f ; s, a, c).
(iii) We first show that
Φk(f ; s, 1− a, 1− c) = (−1)keπi(a+1−c)Φk(f ; s, a, c) . (4.12)
We have, for ǫ = (−1)k, that
Φk(f ; s, 1− a, 1− c) = Φ(fǫ; s, 1− a, 1− c)
= 2
∫ ∞
1
(∑
n∈Z
e2πi(1−a)(n+
1−c
2
)fǫ((n + 1− c)x)
)
xs−1dx .
Replacing n with −n− 1 yields
Φk(fǫ; s, 1 − a, 1 − c) = 2
∫ ∞
1
(∑
n∈Z
e2πi(1−a)(−n−(
1+c
2
))fǫ((−n− c)x)
)
xs−1dx
= 2(−1)keπi(a+1−c)
∫ ∞
1
∑
n∈Z
e2πia(n+
c
2
)fǫ((n+ c)x)x
s−1dx
= (−1)keπi(a+1−c)Φk(fǫ; s, a, c) = (−1)keπi(a+1−c)Φk(f ; s, a, c) ,
which is (4.12).
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We deduce the functional equation (4.9) as follows. For ǫ = (−1)k, we have
Fk(Ff ; 1− s, 1− c, a) = Fk(Ffǫ; 1− s, 1− c, a)
= Φk(Ffǫ; 1− s, 1− c, a) + (−1)ke−πi(1−c)Φk(FFfǫ; s, 1− a, 1− c)
= (−1)keπia((−1)ke−πiaΦk(Ffǫ; 1− s, 1− c, a)
+ǫe−πi(a+1−c)Φk(fǫ; s, 1− a, 1− c))
= (−1)keπia((−1)ke−πiaΦk(Ffǫ; 1− s, 1− c, a) + Φk(fǫ; s, a, c))
= (−1)keπiaFk(fǫ; s, a, c)
= (−1)keπiaFk(f ; s, a, c) ,
in which we used FFfǫ(x) = fǫ(−x) = ǫfǫ(x), and (4.12) was used at the third step.
5. Extended Lerch zeta function
We next enlarge the definition of the functions L±(s, a, c) to (a, c) ∈ R×R, using cer-
tain extended zeta integrals from §4. Then we use these functions to define an extended
Lerch zeta function ζ∗(s, a, c) to the same domain. We emphasize that this extended
function is not obtainable by analytic continuation in the a- anc c-variables. Indeed our
results show that these extended functions necessarily have discontinuities in the (a, c)
variables at integer values of a and c, for some ranges of s; their virtue is that they
preserve the twisted periodicity relations given in Theorem 2.2.
Using the test functions φ0(x) = e
−πx2 and φ1(x) = xe
−πx2 we obtained in §3 for
(a, c) ∈ ◦ the relations
Lˆ±(s, a, c) = e−πiacFk(φk; s, a, c),
where k = 0, 1 and ± = (−1)k, in (3.36), (3.37). The results of §4 now define the right
side for all (a, c) ∈ R× R, which motivates the following definition.
Definition 5.1. For all (a, c) ∈ R×R and all s ∈ C the (extended) completed Lerch zeta
functions L±∗ (s, a, c) are given by
Lˆ+∗ (s, a, c) := e
−πiacF0(φ0; s, a, c), (5.1)
Lˆ−∗ (s, a, c) := e
−πiacF1(φ1; s, a, c) , (5.2)
where the right hand sides are meromorphic functions of s ∈ C, using Theorem 4.3.
Using this definition we reverse-engineer an extension of the Lerch zeta function
ζ(s, a, c) on the domain ◦ to a function ζ∗(s, a, c) on (a, c) ∈ R × R. To do this,
view the equation (2.1) as a pair of linear equations in ζ(s, a, c) and ζ(s, 1 − a, 1 − c),
and eliminate ζ(s, 1− a, 1− c) to obtain
ζ(s, a, c) =
1
2
(
πs/2
Γ( s2 )
Lˆ+(s, a, c) +
π(s+1)/2
Γ(s+12 )
Lˆ−(s, a, c)
)
, (5.3)
which is valid for 0 < a < 1, 0 < c < 1, and ℜ(s) > 1. The right side now extends by
Definition 5.1 to all (a, c) ∈ R× R, which motivates to the following definition.
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Definition 5.2. For (a, c) ∈ R×R and s ∈ C, the extended Lerch zeta function ζ∗(s, a, c)
is defined by
ζ∗(s, a, c) :=
1
2
(
πs/2
Γ( s2)
Lˆ+∗ (s, a, c) +
π(s+1)/2
Γ(s+12 )
Lˆ−∗ (s, a, c)
)
. (5.4)
The function ζ∗(s, a, c) is clearly meromorphic in s, and it is holomorphic in C except
for a possible simple pole at s = 1 coming from Lˆ+(s, a, c). To see this, observe that any
pole at s = 0 of Lˆ+(s, a, c) is cancelled by the zero of 1Γ( s
2
) at s = 0, and the remaining
terms on the right side of (5.4) are entire functions. Also (5.3) shows that for 0 < a < 1
and 0 < c < 1 we have
ζ∗(s, a, c) = ζ(s, a, c) . (5.5)
The following lemma establishes the Dirichlet series formula (2.8) for ζ∗(s, a, c), as well
as formulae for Lˆ±(s, a, c).
Lemma 5.3. For ℜ(s) > 1 and all (a, c) ∈ R× R, there holds
Lˆ+∗ (s, a, c) = π
− s
2Γ
(s
2
)∑
n∈Z
n6=−c
e2πina|n+ c|−s

 , (5.6)
Lˆ−∗ (s, a, c) = π
− s+1
2 Γ
(
s+ 1
2
)∑
n∈Z
n6=−c
sgn(n+ c)e2πina|n+ c|−s

 . (5.7)
In consequence, on the same domain,
ζ∗(s, a, c) =
∑
n+c>0
e2πina(n+ c)−s . (5.8)
Proof. For s ∈ C, evaluating Lˆ+∗ (s, a, c) from its definition (5.1), using (4.4) and (4.2),
yields
1
2
Lˆ+∗ (s, a, c) =
∫ ∞
1

∑
n∈Z
n6=−c
e2πiane−π(n+c)
2x2

xs−1dx
+
∫ ∞
1

∑
n∈Z
n6=a
e2πic(n−a)e−π(n−a)
2y2

 y−sdy
+δZ(a)
1
s− 1 − δZ(c) e
−2πiac 1
s
. (5.9)
Since ℜ(s) > 1 the δZ(a)-term may be absorbed as n = a in the second integral. Applying
Poisson summation (3.32) to the second integral and letting x = 1y yields, for ℜ(s) > 1,
∫ ∞
1
(∑
n∈Z
e2πic(n−a)e−π(n−a)
2y2
)
y−sdy =
∫ 1
0

∑
n∈Z
n6=−c
e2πiane−π(n+c)
2x2

xs−1dx
+ δZ(c)e
−2πiac
∫ 1
0
ys−1dy . (5.10)
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The last integral is 1s when ℜ(s) > 0, and substituting this in (5.9) yields
1
2
Lˆ+∗ (s, a, c) =
∫ ∞
0

∑
n∈Z
n6=−c
e2πiane−π(n+c)
2x2

xs−1dx ,
in which the pole terms at s = 0 when c ∈ Z cancel out. Since ℜ(s) > 1 we can
interchange summation with the integral, and using the change of variables y = |n+ c|x
yields (5.6).
We can perform a similar sequence of steps on Lˆ−∗ (s, a, c) starting from
1
2
Lˆ−∗ (s, a, c) =
∫ ∞
1
(∑
n∈Z
e2πian(n+ c)e−π(n+c)
2x2
)
xsdx
−i
∫ ∞
1
(∑
n∈Z
e2πic(n−a)(n− a)e−π(n−a)2y2
)
y1−sdy, (5.11)
which is valid for s ∈ C, to obtain (5.7). Substituting these two formulas in the definition
(5.4) of ζ∗(s, a, c) yields (5.8).
We now deduce Theorem 2.2 from Theorem 4.3 with special test functions.
Proof of Theorem 2.2. Using Lemma 5.3 we see that for ℜ(s) > 1 the definition 5.2
for ζ∗(s, a, c) agrees with the formula (2.8),
ζ∗(s, a, c) =
∑
n+c>0
e2πina(n+ c)−s.
For ℜ(s) > 1 this function is manifestly discontinuous in the c-variable, it jumps when c
is an integer. In particular, when ℜ(s) > 1, we observe that
ζ∗(s, a, c+ 1) =
∑
n+c+1>0
e2πina(n+ c+ 1)−s = e−2πia
∑
m+c>0
e2πima(m+ c)−s,
which is a special case of property (ii).
Properties (i) - (iii) of Theorem 2.2 follow using definition 5.2 by simple calculations
from properties (i) and (ii) of Theorem 4.3, applied to the test functions φ0(x) = e
−πx2
and φ1(x) = xe
−πx2 . The changes in the form of the twisted periodicity (ii) and the
functional equation (iii) compared to those in Theorem 4.3 come from the e−πiac factor
in Lˆ±∗ (s, a, c) = e
−πiacFk(φk; s, a, c), for k = 0, 1, with ± = (−1)k.
We conclude this section by deducing Lerch’s transformation formula for the extended
Lerch zeta function ζ∗(1− s, a, c) from Theorem 2.2.
Theorem 5.4. (Extended Lerch’s transformation formula) For (a, c) ∈ R × R and all
s ∈ C,
ζ∗(1− s, a, c) = (2π)−sΓ(s)
{
e
piis
2 e−2πiacζ∗(s, 1− c, a) + e−
piis
2 e2πic(1−a)ζ∗(s, c, 1 − a)
}
.
(5.12)
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Proof. We combine the functional equations of Lˆ±(s, a, c) to eliminate one term. We
obtain
2 ζ∗(s, a, c) = e
−2πiac{(π
− 1−s
2 Γ(1−s2 )
π−
s
2Γ( s2)
+ i
π−
2−s
2 Γ(2−s2 )
π−
1+s
2 Γ(1+s2 )
)ζ∗(1− s, 1− c, a)
+e2πic(
π−
1−s
2 Γ(1−s2 )
π−
s
2Γ( s2)
− i π
− 2−s
2 Γ(2−s2 )
π−
1+s
2 Γ(1+s2 )
)ζ∗(1− s, c, 1− a)}. (5.13)
Then, replacing s by 1− s throughout and judiciously applying the two gamma function
identities
Γ(s)Γ(1− s) = π
sinπs
(5.14)
and
Γ
(s
2
)
Γ
(
1 + s
2
)
=
√
2π2
1
2
−sΓ(s) (5.15)
eventually yields (5.12).
6. Boundary cases of functional equation
In this section we study the behavior of ζ∗(s, a, c) as (a, c) moves from the interior
of the unit square to the boundary, for fixed s; these formulas extract terms producing
discontinuities at these boundaries, whose nature depends on the value of ℜ(s).
Theorem 6.1. (Lerch Boundary Limits) For fixed s ∈ C r Z and (a, c) ∈ ◦, the
following hold.
(i) For 0 < a′ < 1 and (a, c)→ (a′, 1−),
ζ∗(s, a, c) → ζ∗(s, a′, 1). (6.1)
(ii) For 0 < a′ < 1 and (a, c)→ (a′, 0+),
ζ∗(s, a, c) − c−s → ζ∗(s, a′, 0). (6.2)
(iii) For 0 < c′ < 1 and (a, c)→ (1−, c′),
ζ∗(s, a, c) − 1
2
π
s−1
2 Γ
(
1−s
2
)
π−
s
2Γ
(
s
2
) (1− i cot πs
2
)
e2πi(1−a)c(1− a)s−1 (6.3)
→ ζ∗(s, 1, c′).
(iv) For 0 < c′ < 1 and (a, c)→ (0+, c′),
ζ∗(s, a, c) − 1
2
π
s−1
2 Γ
(
1−s
2
)
π−
s
2Γ
(
s
2
) (1 + i cot πs
2
)
e−2πiacas−1 → ζ∗(s, 0, c′). (6.4)
Furthermore (i) and (ii) are valid for integer s ≤ 0, while (iii) and (iv) are valid for
integer s ≥ 1.
To prove this result we begin with a preliminary lemma.
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Lemma 6.2. For 0 < t <∞ and s ∈ C,∫ ∞
1
e−πt
2x2xs−1dx = −1
s
e−πt
2
+ π−s/2Γ
(s
2
)
t−s + h(t, s) , (6.5)
where h(t, s) is continuous in t and meromorphic for s ∈ C, with poles only at s ∈
{0,−2,−4, ...}, and for s 6∈ 2Z≤0,
lim
t→0+
h(t, s) = 0. (6.6)
Under the same conditions∫ ∞
1
te−πt
2x2xsdx = π−
s+1
2 Γ
(
s+ 1
2
)
t−s + k(t, s), (6.7)
where k(t, s) is continuous in t and meromorphic in s ∈ C, with poles only at s ∈
{−1,−3,−5, ...}, and for s /∈ −1 + 2Z≤0,
lim
t→0+
k(t, s) = 0. (6.8)
Proof. It suffices to prove the statement in (6.6) for s ∈ C r 2Z≤0 since both sides of
(6.5) are meromorphic in s. Let m ∈ Z≥0 be such that ℜ(s + 2m) > 0. Integrating by
parts repeatedly gives∫ ∞
1
e−πt
2x2xs−1dx = e−πt
2x2 x
s
s
∣∣∣∞
1
+
2πt2
s
∫ ∞
1
e−πt
2x2xs+1dx
= −e
−πt2
s
+
2πt2
s
∫ ∞
1
e−πt
2x2xs+1dx
= −
m∑
k=0
(2π)kt2ke−πt
2
s(s+ 2) · · · (s+ 2k)
+
(2π)m+1t2m+2
s(s+ 2) · · · (s+ 2m)
∫ ∞
1
e−πt
2x2xs+2m+1dx .
Now write the last integral as
∫∞
0 −
∫ 1
0 and note that
∫ 1
0 e
−πt2x2xs+2m+1dx converges
absolutely since ℜ(s+ 2m+ 1) > 0. We obtain∫ ∞
1
e−πt
2x2xs−1dx = −1
s
e−πt
2
+ h(t, s) +
(2π)m+1t2m+2
s(s+ 2) · · · (s+ 2m)
∫ ∞
0
e−xt
2x2xs+2m+1dx ,
(6.9)
where we define
h(t, s) := −
m∑
j=1
(2π)jt2je−πt
2
s(s+ 2) · · · (s+ 2j) −
(2π)m+1t2m+2
s(s+ 2) · · · (s+ 2m)
∫ 1
0
e−πt
2x2xs+2m+1dx .
(6.10)
Using the change of variable y = tx, we can rewrite the last term in (6.9) as
(2π)m+1t2m+2
s(s+ 2) · · · (s + 2m)
∫ ∞
0
e−πt
2x2xs+2m+1dx =
πm+1t−s
s
2
(
s
2 + 1
) · · · ( s2 +m)
∫ ∞
0
e−πy
2
ys+2m+2
dy
y
=
πm+1t−sπ−
s+2m+2
2 Γ
(
s+2m+2
2
)
s
2
(
s
2 + 1
) · · · ( s2 +m)
= π−
s
2Γ
(s
2
)
t−s , (6.11)
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where we repeatedly used sΓ(s) = Γ(s+ 1). The definition (6.10) is valid for 0 ≤ t <∞
and defines h(t, s) as a meromorphic function for ℜ(s + 2m + 1) > 0, and (6.11) shows
that the definition of h(t, s) is independent of m. It follows that h(t, s) is meromorphic
for s ∈ C with possible poles at s ∈ 2Z≤0. For fixed s 6∈ 2Z≤0 it is continuous in t, and
satisfies
h(0, s) ≡ 0 . (6.12)
Now (6.5) and lim
t→0+
h(t, s) = 0 follow from (6.9)–(6.12).
We obtain the second formula (6.7) from (6.5) by multiplying by t, replacing s with
s+ 1 and setting
k(t, s) := − te
−πt2
s+ 1
+ t h(t, s + 1)
as the remainder term in (6.7). This function is continuous in t for 0 ≤ t < ∞ and
k(0, s) ≡ 0, except possibly for s ∈ 1 + 2Z≤−1.
Proof of Theorem 6.1. We define
LˆT0 (s, a, c) :=
∫ ∞
1

 ∑
n∈Z
n6=0,−1
e2πiane−π(n+c)
2x2

xs−1dx
+
∫ ∞
1

∑
n∈Z
n6=0,1
e2πic(n−a)e−π(n−a)
2y2

 y−sdy (6.13)
and
LˆT1 (s, a, c) :=
∫ ∞
1
∑
n∈Z
n6=0,−1
e2πian(n+ c)e−π(n+c)
2x2xsdx
−i
∫ ∞
1

∑
n∈Z
n6=0,1
e2πic(n−a)(n− a)e−π(n−a)2y2

 y1−sdy . (6.14)
It is easy to see that LˆT0 (s, a, c) and Lˆ
T
1 (s, a, c) are entire functions in s and are jointly
continuous in (a, c) for (a, c) ∈ (−1, 2) × (−1, 2). For 0 < a < 1 and 0 < c < 1 we have,
by definition,
Lˆ+(s, a, c) = LˆT0 (s, a, c) +
∫ ∞
1
e−πc
2x2xs−1dx+ e−2πia
∫ ∞
1
e−π(c−1)
2x2xs−1dx
+
∫ ∞
1
e−2πiace−πa
2y2y−sdy +
∫ ∞
1
e2πic(1−a)e−π(1−a)
2y2y−sdy, (6.15)
and
Lˆ−(s, a, c) = LˆT1 (s, a, c) +
∫ ∞
1
ce−πc
2x2xsdx+
∫ ∞
1
e−2πia(c− 1)e−π(c−1)2x2xsdx
−i
∫ ∞
1
e−2πiac(−a)e−πa2y2y1−sdy − i
∫ ∞
1
e2πic(1−a)(1− a)e−π(1−a)2y2y1−sdy .(6.16)
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We evaluate ζ∗(s, a, c) using the formula
ζ∗(s, a, c) =
1
2
(
Lˆ+(s, a, c)
π−
s
2Γ(s/2)
+
Lˆ−(s, a, c)
π−
1+s
2 Γ
(
1+s
2
)
)
. (6.17)
When considering the limit of Lˆ±(s, a, c) as (a, c) approaches a point (a′, c′) on the
boundary of , only those integrals on the right side of (6.15) (resp. (6.16)) in which
the exponential function has exponent approaching 0 can introduce discontinuities. We
call these the bad terms. All the remaining terms converge to the corresponding terms
in Lˆ±(s, a′, c′) in (5.9) and are represented by the corresponding integrals. At the point
(a′, c′) the bad term in ζ∗(s, a
′, c′) is replaced by the quantity
δZ(a
′)
1
s− 1 − δZ(c
′)
e−2πia
′c′
s
. (6.18)
The problem is that for certain s the bad terms do not always continuously approach
these values as (a, c)→ (a′, c′).
Case I (c=1). (a′, c′) = (a′, 1) with 0 < a′ < 1.
There is exactly one bad term in Lˆ+(s, a, c), namely e−2πia
∫∞
1 e
−π(1−c)2x2xs−1dx. For
it Lemma 6.2 gives, for s ∈ Cr 2Z≤0,
e−2πia
∫ ∞
1
e−π(1−c)
2x2xs−1dx = −e−2πia e
−π(1−c)2
s
+π−
s
2Γ
(s
2
)
e−2πia(1−c)−s+e−2πiah(1−c, s),
(6.19)
with h(1 − c, s) → 0 as c → 0. As (a, c) → (a′, 1), the first term on the right side
converges to −e
−2piia′
s , and the last term converges to zero.
There is one bad term in Lˆ−(s, a, c), and for it Lemma 6.2 gives, for s ∈ C r {−1 +
2Z<0},
e−2πia
∫ ∞
1
(c−1)e−π(c−1)2x2xsdx = −π− s+12 Γ
(
s+ 1
2
)
e−2πia(1−c)−s+e−2πiak(1−c, s) ,
(6.20)
where k(1 − c, s) → 0 as c → 1. When these formulas are substituted in (6.17), the
middle term on the right side of (6.19) cancels with the gamma-factor term on the right
side of (6.20). This yields (6.1), when s ∈ Cr Z≤0.
Case II. (c=0). (a′, c′) = (a′, 0) with 0 < a′ < 1.
Here Lˆ+(s, a, c) has a single bad term, for which Lemma 6.2 gives, for s ∈ Cr 2Z≤0,∫ ∞
1
e−πc
2x2xs−1dx = −e
−πc2
s
+ π−
s
2Γ
(s
2
)
c−s + h(c, s) . (6.21)
As (a, c)→ (a′, 0) the first term on the right converges to the constant −1s , and the last
term converges to zero. The middle term, when substituted in (6.17), contributes 12c
−s
to the right side of (6.17).
Now Lˆ−(s, a, c) has a single bad term, and a similar analysis shows, for s ∈ Cr{−1+
2Z≤0}, that it also contributes 12c−s to the right side of (6.17). Put together, we obtain
26 JEFFREY C. LAGARIAS AND WEN-CHING WINNIE LI
as (a, c)→ (a′, 0+),
ζ∗(s, a, c) − c−s = 1
2
(
Lˆ+(s, a, c)
π−
s
2Γ
(
s
2
) − c−s
)
+
1
2
(
Lˆ−(s, a, c)
π−
s+1
2 Γ
(
s+1
2
) − c−s
)
→ ζ∗(s, a′, 0),
which is (6.2), when s ∈ Cr Z≤0.
Case III (a=1). (a′, c′) = (1, c′), with 0 < c′ < 1.
There is one bad term in Lˆ+(s, a, c), which using Lemma 6.2 is, for 1− s ∈ Cr 2Z≤0,∫ ∞
1
e2πic(1−a)e−π(1−a)
2y2y−sdy = −e2πic(1−a) e
−π(1−a)2
1− s
+π−
1−s
2 Γ
(
1− s
2
)
e2πic(1−a)(1− a)s−1 + e2πic(1−a)h(1 − a, 1− s) .
As (a, c)→ (1, c′) the first term on the right side converges to the constant 1s−1 , and the
last term vanishes. There is one bad term in Lˆ−(s, a, c), which using Lemma 6.2 is, for
1− s ∈ Cr {−1 + 2Z≤0},
−i
∫ ∞
1
e2πic(1−a)(1− a)e−π(1−a)2y2y1−sdy = − iπ− 2−s2 Γ
(
2− s
2
)
e2πic(1−a)(1− a)s−1
− ie2πic(1−a)k(1− a, 1− s) ,
in which the second term on the right side vanishes as (a, c) → (1, c′). Substituting
these into (6.17), and subtracting off the remaining two terms of the right sides yields,
as (a, c)→ (1, c′),
ζ∗(s, a, c) − γ(s)e2πic(1−a)(1− a)s−1 → ζ∗(s, 1, c′), (6.22)
in which
γ(s) :=
1
2
(
π−
1−s
2 Γ
(
1−s
2
)
π−
s
2Γ
(
s
2
) − iπ− 2−s2 Γ
(
2−s
2
)
π−
s+1
2 Γ
(
s+1
2
)
)
. (6.23)
Using the identity
Γ( 2−s
2
)
Γ( s+12 )
=
Γ( 1−s2 )
Γ( s
2
) cot
πs
2 , the formulas (6.22) and (6.23) yield (6.3), for
s ∈ Cr Z≥1.
Case IV (a=0). (a′, c′) = (0, c′), with 0 < c′ < 1.
This case is parallel to case III.
It is clear from the proof above that the case when (a, c) tends to a corner of the unit
square can be handled in a similar fashion, except that each of Lˆ+(s, a, c) and Lˆ−(s, a, c)
now have two bad terms which must be taken into account. The result for this case is
as follows.
Theorem 6.3. (Lerch Corner Limits) For fixed s ∈ CrZ and (a, c) ∈ ◦ the following
hold.
(i) As (a, c)→ (1−, 1−),
ζ∗(s, a, c) − 1
2
π−
1−s
2 Γ(1−s2 )
π−
s
2Γ( s2 )
(
1− i cot πs
2
)
e2πi(1−a)c(1− a)s−1 → ζ∗(s, 1, 1) .
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(ii) As (a, c)→ (0+, 1−),
ζ∗(s, a, c) − 1
2
π−
1−s
2 Γ(1−s2 )
π−
s
2Γ( s2)
(
1 + i cot
πs
2
)
e−2πiacas−1 → ζ∗(s, 0, 1) .
(iii) As (a, c)→ (1−, 0+),
ζ∗(s, a, c) −
(
c−s +
1
2
π−
1−s
2 Γ(1−s2 )
π−
s
2Γ( s2 )
(
1− i cot πs
2
)
e2πi(1−a)c(1− a)s−1
)
→ ζ∗(s, 1, 0) .
(iv) As (a, c)→ (0+, 0+),
ζ∗(s, a, c) −
(
c−s +
1
2
π
1−s
2 Γ(1−s2 )
π−
s
2Γ( s2 )
(
1 + i cot
πs
2
)
e−2πiacas−1
)
→ ζ∗(s, 0, 0) .
Proof. The details are similar to those of Theorem 6.1; we omit them. Note that the
limits on the right in cases (i) - (iv) are all ζ(s), since
ζ∗(s, 0, 0) = ζ∗(s, 0, 1) = ζ∗(s, 1, 0) = ζ∗(s, 1, 1) = ζ(s).
The limits above are also valid when s is a negative odd integer.
We now deduce Theorem 2.3 using Theorem 6.1 and 6.3.
Proof of Theorem 2.3. We apply Theorems 6.1 and 6.3 for the case s ∈ C r Z, and
treat remaining case s ∈ Z separately.
Suppose that s ∈ C r Z. Theorem 6.1(i) gives a continuous extension to the edge
c = 1, 0 < a′ < 1 for all s ∈ C. Theorem 6.1(ii) gives a continuous extension to the
edge c = 0, 0 < a′ < 1 exactly when c−s continuously extends, which is when ℜ(s) < 0.
Theorem 6.1(iii) gives a continuous extension to the edge a = 1, 0 < c′ < 1 exactly
when (1 − a)s−1 continuously extends, which is when ℜ(s) > 1. Theorem 6.1(iv) gives
a continuous extension to the edge a = 0, 0 < c′ < 1 exactly when as−1 continuously
extends, which is when ℜ(s) > 1. Theorem 6.3 covers the four corners similarly giving a
continuous extension to the two corners (a′, c′) = (0, 1) and (1, 1) when ℜ(s) > 1 and in
no other cases.
Now suppose that s = m ∈ Z. If m ≥ 2 then we are in the region of absolute
convergence of the Dirichlet series
ζ(s, a, c) = c−s +
∞∑
n=1
e2πina(n+ c)−s , (6.24)
so we get a continuous extension of the sum in the right side of (6.24) to . The term
c−s produces a discontinuity on the side c = 0, including the two corners. The case
m ≤ −1 is handled using Lerch’s transformation formula (5.12), setting 1−s = m. Then
s = |m|+1 in (5.12) so the right side has absolutely convergent Dirichlet series, which are
continuous except for two terms producing discontinuities along the lines a = 0, a = 1
and the four corners.
Next suppose that s = 1. When a′ = 0 or 1 the function ζ∗(s, a
′, c) has a pole at s = 1,
so ζ∗(s, a, c) diverges as (a, c) → (0, c′) or (1, c′). For s = 1 and (a, c) ∈ ◦ the sum in
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(6.24) conditionally converges, uniformly in ǫ < a < 1 − ǫ, while the term c−s diverges
as c→ 0+. Thus there is no continuous extension to any point on the line c′ = 0. There
is however a continuous extension to the line c′ = 1, 0 < a′ < 1, by the same reasoning.
The remaining case is s = 0. The Lerch transformation formula (5.12) for s = 1
expresses ζ∗(0, a, c) on the lines a = 0 and a = 1 as a linear combination of ζ∗(1, 1− c, a)
and ζ∗(1, c, 1 − a), with both coefficients nonzero. One of these has a continuous exten-
sion to the boundary and the other doesn’t, so their sum never does. We conclude from
Theorem 6.1(i),(ii) and the holomorphicity of ζ∗(s, a, c) at s = 0 that ζ∗(0, a, c) has a
continuous extension to the line c = 1, but not to the line c = 0 and not at the four
corners of the square.
7. Renormalized Lerch functions
Theorem 6.1 and Theorem 6.3 provide a way to restore continuity on the boundary
of the unit square  for the functions L±(s, a, c) by “renormalizing” the functions with
correction terms, for s ∈ CrZ, as follows. This renormalization is most easily expressed
using the following functions.
Definition 7.1. The Tate gamma functions γ±(s), sometimes called Gelfand-Graev
gamma functions, are given by
γ+(s) :=
π−
s
2Γ( s2)
π−
1−s
2 Γ(1−s2 )
, γ−(s) :=
π−
s+1
2 Γ(s+12 )
π−
2−s
2 Γ(2−s2 )
,
These functions were introduced in Tate’s thesis [42, p. 317] as normalizing factors in
local functional equations at the real place, see also Burnol [7, p. 822]. They satisy the
identities
γ±(s)γ±(1− s) = 1 for s ∈ C. (7.1)
The functions γ±(1 − s) = γ±(s)−1 have a ”scattering matrix” interpretation, given in
Burnol [6, Sec. 5]. These functions are present in various formulas in §5, where (6.23)
can be rewritten
γ(s) =
1
2
(
γ+(1− s)− iγ−(1− s)) , (7.2)
and the functions γ±(1− s) appear in formulas of Theorem 6.3.
Definition 7.2. Let s ∈ C r Z, and k = 0 or 1. Write (−1)k = ± and define for
(a, c) ∈ ◦ the renormalized Lerch functions
LR,±(s, a, c) := L±(s, a, c) − S±(s, a, c), (7.3)
obtained from L±(s, a, c) by removing the ”correction term”
S±(s, a, c) := {c−s + (−1)ke−2πia(1− c)−s}
+ ikγ±(1− s){e−2πiacas−1 + (−1)ke2πi(1−a)c(1− a)s−1}, (7.4)
in which γ±(s) denotes the Tate gamma function given in definition 7.1.
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The function S±(s, a, c) embodies the total contribution of the “bad terms”. This
definition cannot be further extended to s ∈ Z, because for each integer s at least one of
the gamma factors in S±(s, a, c) has a pole. However this definition does further extend
in the (a, c)-variables to (a, c) ∈ (Rr Z)× (Rr Z).
Theorem 7.3. (Renormalized Lerch Zeta Functions)
(1) For fixed s ∈ CrZ the “renormalized” functions LR,±(s, a, c) continuously extend
to the closed unit square  in the (a, c) variables.
(2) For fixed (a, c) ∈  the “renormalized ” functions LR,±(s, a, c) are meromorphic
functions in s having at most simple poles, with all poles in the set Z.
(3) For all s ∈ Cr Z and (a, c) ∈  the completed “renormalized” functions
LˆR,±(s, a, c) := π−(
s+k
2
)Γ
(
s+ k
2
)
LˆR,±(s, a, c)
satisfy the functional equations
LˆR,±(s, a, c) = w±e
−2πiacLˆR,±(1− s, 1− c, a), (7.5)
with w+ = 1, w− = i.
Remark. This effect of this “renormalization” is to remove the singularities on the
boundary of the unit square. However the “renormalized” functions LR,±(s, a, c), when
extended to (a, c) ∈ (R r Z)× (R r Z), still have singularities at all integer values of a
or c other than 0 or 1.
Proof. For each fixed (a, c) ∈ ◦ the functions S±(s, a, c) are meromorphic functions of
s, with simple poles confined to s ∈ Z. Theorem 2.2 states that Lˆ±(s, a, c) also has this
property, with pole set confined to s ∈ {0, 1}. Thus LR,±(s, a, c) inherits this property
for (a, c) ∈ ◦.
The functional equation (7.5) for (a, c) ∈ ◦ is inherited from the fact that Lˆ±(s, a, c)
satisfies this functional equation (Theorem 2.2), as does the completed “renormalizing”
function Sˆ±(s, a, c) := π−(
s+k
2
)Γ
(
s+k
2
)
S±(s, a, c). Indeed one easily verifies the relation
Sˆ±(s, a, c) = ike−2πiacSˆ±(1− s, 1− c, a). (7.6)
We now establish that a continuous extension to the boundary of  exists for the case
LR,+(s, a, c); we omit details for the case LR,−(s, a, c), which is similar. In terms of the
expression in Theorems 6.1 and 6.3, we can write
LR,+(s, a, c) = A(s, a, c) +B(s, a, c) , (7.7)
in which
A(s, a, c) := ζ(s, a, c)− c−s
−12γ+(1− s){(1 + i cot πs2 )e−2πiacas−1 + (1− i cot πs2 )e2πi(1−a)c(1− a)s−1}, (7.8)
B(s, a, c) := e−2πiaζ(s, 1− a, 1 − c)− e−2πia(1− c)−s
−12γ+(1− s){(1− i cot πs2 )e−2πiacas−1 + (1 + i cot πs2 )e2πi(1−a)c(1− a)s−1} (7.9)
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where γ+(s) =
π−
s
2 Γ( s2)
π−
1−s
2 Γ( s1−2 )
. Since s 6∈ Z none of the Γ-factors or cot πs2 have poles. In
addition ζ(s, a, c) = ζ∗(s, a, c) for (a, c) ∈ ◦, so that Theorem 6.1 applies. We claim
that A(s, a, c) continuously extends to the boundary for s ∈ C r Z. To see this, when
approaching the line c = 1, 0 < a′ < 1, the function ζ∗(1, a, c) continuously extends to it
by Theorem 6.1(i), and the other three terms on the right side of (7.8) also continuously
extend there. When approaching the line c = 0, 0 < a′ < 1, the term ζ(s, a, c) − c−s
continuously extends by Theorem 6.1(ii), while the other two terms on the right side
of (7.8) are continuous there. When approaching the line a = 1, 0 < c′ < 1, the term
ζ∗(s, a, c) − 12γ+(1 − s)(1 − i cot πs2 )e2πi(1−a)c(1 − a)s−1 has a continuous extension by
Theorem 6.1(iii) and the other two terms are continuous there. Approaching the line
a = 0, 0 < c′ < 1, the term ζ∗(s, a, c) − 12γ+(1 − s)(1 + i cot πs2 )e−2πiacas−1 has a
continuous extension by Theorem 6.1(iv) and the other two terms are continuous there.
To get continuity at the four corners of , Theorem 6.3 is invoked in a similar fashion.
This proves the claim.
In a similar fashion one proves that B(s, a, c) continuously extends to the boundary
of  when s ∈ Cr Z. Now (7.7) gives a continuous extension of LR,+(s, a, c) to .
The continuous extension to  implies that the functional equation (7.5) continues to
hold on the boundary (a, c) ∈ ∂ = r◦. It remains to establish that for (a, c) ∈ ∂
the extended functions LR,±(s, a, c) are meromorphic functions of s ∈ C, having at most
simple poles for s ∈ Z. The crucial fact needed to do this is that the difference functions
obtained from subtracting off the “bad terms” are meromorphic in s, which is the con-
tent of Lemma 6.2; we omit details.
We now apply Theorem 7.3 to deduce Theorem 2.4, which answers the question:
For which values s ∈ C do the functions L±(s, a, c) belong to Lp(, da dc), for fixed
1 ≤ p ≤ 2?
Proof of Theorem 2.4. We treat first the case of s ∈ CrZ. Theorem 7.3 asserts that
the functions LR,±(s, a, c) are continuous on the unit square (except for integral s), so
the property of belonging to Lp(, dadc) for L±(s, a, c) is completely determined by the
behavior of the “correction” functions S±(s, a, c), and similarly for linear combinations
Fs(a, c) = c1L
+(s, a, c) + c2L
−(s, a, c) ∈ Es. It then suffices to prove the result for the
completed functions Lˆ±(s, a, c), because the gamma factors take finite nonzero values
there.
Suppose first that 1 ≤ p < 2. In any linear combination Fs(a, c), one of the pair
of correction terms c−s and e−2πia(1 − c)−s has a nonzero coefficient, and one of the
pair of correction terms e−2πiacas−1, and e2πi(1−a)c(1 − a)s−1 has a nonzero coefficient.
Furthermore the singularities of each of these terms cannot be cancelled by any linear
combination of the other three terms. All functions in both pairs belong to Lp(, da dc)
for 1− 1p < ℜ(s) < 1p ; thus all linear combinations of L±(s, a, c) belong to Lp(, da dc) in
this region. Each of the first pair c−s and e−2πia(1−c)−s does not belong to Lp(, da dc)
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for ℜ(s) ≥ 1p , and each of the second pair e−2πiacas−1, and e2πi(1−a)c(1− a)s−1 does not
belong to Lp(, dadc) for ℜ(s) ≤ 1 − 1p , hence all nonzero linear combinations Fs(a, c)
do not belong to Lp(, da dc) for ℜ(s) ≤ 1− 1p and for ℜ(s) ≥ 1p , for non-integral s.
To treat the case p ≥ 2, it suffices to show the result for p = 2, since Lp(, dadc) ⊂
L2(, dadc) if p ≥ 2. We note that each of c−s and e−2πia(1 − c)−s does not belong to
L2(, da dc) for ℜ(s) ≥ 12 , and each of e−2πiacas−1, and e2πi(1−a)c(1 − a)s−1 does not
belong to L2(, da dc) for ℜ(s) ≤ 12 . As above, we conclude that no nonzero Fs(a, c)
belongs to L2(, dadc), for all s ∈ CrZ. Thus assertions (1) and (2) are verified in this
case.
It remains to consider the case where s ∈ Z. We now observe that the Dirichlet series
for L±(s, a, c) − |c|−s − (−1)ke−2πia|1 − c|−s converges conditionally for ℜ(s) > 0 and
defines a continuous function on ◦ ∪ {(a, 0) : 0 < a < 1} ∪ {(a, 1) : 0 < a < 1}. As the
edges c = 0 and c = 1 are approached, the growth of the functions |c|−s and |1−c|−s puts
the functions L±(s, a, c) not in Lp([δ, 1−δ]×[0, 1], da dc) for any δ > 0 and ℜ(s) ≥ 1. This
includes s = 1, 2, 3, ..., so L±(s, a, c) 6∈ Lp(, da dc) for s = 1, 2, 3... The same argument
applies to exclude membership in L2(, da dc) for s = 1, 2, 3.... All nonzero linear
combinations of these functions are excluded similarly, since it is not possible to cancel
both terms |c|−s and |1− c|−s in any linear combination. Finally, a similar argument for
s = 0,−1,−2, ... excludes all nonzero linear combinations of e−2πiacL±(1−s, 1−c, a) from
membership in Lp(, da dc) for 1 ≤ p ≤ 2, since these functions have a Dirichlet series
expansion absolutely convergent in ℜ(s) < 0 and conditionally convergent in ℜ(s) < 1,
inside ◦.
8. Weyl algebra action
The Tate viewpoint on the functional equation uses test functions drawn from the
Schwartz space S = S(R). The Schwartz space is closed under the action of the Weyl
algebra A1 := C[x,
∂
∂x ], and carries a (smooth) representation of the Weyl algebra acting
as linear operators on S. The Mellin transform intertwines the Weyl algebra action with
an action on functions in the s-variable given by difference operators. We use this to
define for integer n ≥ 0 an infinite family Lˆn(s, a, c) of generalized Lerch zeta functions
with functional equation, associated to the oscillator representation, whose first two
members for n = 0, 1 are Lˆ+(s, a, c) and Lˆ−(s, a, c), respectively.
The Weyl algebra is the universal enveloping algebra U(hR) of the real Heisenberg Lie
algebra hR. Here the real Heisenberg Lie algebra is the three-dimensional real Lie algebra
hR := R[I, x,
∂
∂x
] = R[I,D+,D−] , (8.1)
in which
D+ :=
√
2π
(
x− 1
2π
∂
∂x
)
and D− :=
√
2π
(
x+
1
2π
∂
∂x
)
. (8.2)
Its commutation relations on the generators I, D+, D− are
[D+,D−] = −2I and [D+, I] = [D−, I] = 0 . (8.3)
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The Mellin transformsMk acting on even and odd Schwartz functions serve as inter-
twining operators to carry the Weyl algebra action on functions on R∗ over to function
spaces in the s-variable.
Lemma 8.1. The Weyl algebra A1 acts on the two-sided Mellin transforms Mk of
f ∈ S, with k = 0, 1 (mod 2), as difference operators in the s-variable, as follows:
Mk(∂f
∂x
)(s) = −(s− 1)Mk+1(f)(s− 1) , (8.4)
Mk(xf(x))(s) = Mk+1(f)(s+ 1) . (8.5)
As a consequence,
Mk(∂
2f
∂x2
)(s) = (s − 1)(s − 2)Mk(f)(s− 2) , (8.6)
Mk(x∂f
∂x
)(s) = −sMk(f)(s) , (8.7)
Mk(x2f(x))(s) = Mk(f)(s+ 2) . (8.8)
Proof. Integration by parts gives
Mk(∂f
∂x
)(s) =
∫ ∞
−∞
∂f
∂x
(sgn x)k|x|s dx|x|
= −(s− 1)
∫ ∞
−∞
f(x)(sgn x)k+1|x|s−1 dx|x|
= −(s− 1)Mk+1(f)(s− 1) . (8.9)
The calculation (8.5) is immediate. The remaining three identities follow by substitu-
tion.
We consider the Weyl algebra action on the eigenfunctions of the one-dimensional
harmonic oscillator Hamiltonian
H :=
1
2
(D+D− +D−D+) = − 1
2π
∂2
∂x2
+ 2πx2.
We work in the infinite-dimensional vector space
S0 = C[x]e−πx2 ⊂ S,
which is closed under the action of the Weyl algebra. Here
S0 =
⊕
n≥0
C[φn], (8.10)
where the φn are a basis of eigenfunctions of H, given by φ0(x) = e−πx
2
and
φn(x) := D
n
+(φ0(x)) = D
n
+(e
−πx2), (8.11)
The functions φn(x) are explicitly given by
φn(x) = 2
−n/2Hn(
√
2πx)e−πx
2
, (8.12)
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in which Hn(x) are the Hermite polynomials
Hn(x) = (−1)nex2 d
n
dxn
(e−x
2
) . (8.13)
The functions φn(x) satisfy the (time-independent) Schro¨dinger equation
Hφn = (− 1
2π
d2
dx2
+ 2πx2)φn = (2n+ 1)φn . (8.14)
The operators D+ and D− are called raising and lowering operators, due to the relations
D+φn = φn+1,D−φn = 2nφn−1. The Fourier transform (3.3) acts compatibly with the
raising operator
F(D+f) = −iD+(Ff), all f ∈ S , (8.15)
cf. Bump and Ng [5, p. 198]. (Bump and Ng use the convention Ff(y) = ∫∞
−∞
f(x)e2πixydx,
so that (8.15) differs by a sign change from their equation (1.4).) Since φ0 = Fφ0, we
obtain from (8.11) by induction on n that
Fφn(x) = (−i)nφn(x) , n ≥ 0 . (8.16)
Bump, Choi, Kurlberg, and Vaaler [4] prove the following results.
Proposition 8.2. For n ≥ 0 the Mellin transforms of φn(x) satisfy
M0(φ2n(x))(s) = π−
s
2Γ
(s
2
)
pn(s), (8.17)
M1(φ2n+1(x))(s) =
√
2π π−
s+1
2 Γ
(
s+ 1
2
)
qn(s), (8.18)
in which pn(s) and qn(s) are real polynomials of degree n. These polynomials satisfy the
functional equations
pn(1− s) = (−1)npn(s) , n ≥ 0,
qn(1− s) = (−1)nqn(s) , n ≥ 0. (8.19)
The zeros of pn(s), qn(s) all lie on the critical line ℜ(s) = 1/2.
Proof. This is proved in Bump et al. [4, Theorem 1]. The last assertion of this lemma
is the “local Riemann hypothesis” studied in Bump and Ng [5], Bump et al [4], Kurl-
berg [21], and Olofsson[37].
Lemma 8.1 yields recursion relations for the polynomials pn(s) and qn(s), namely
Mk(φn+1)(s) =Mk(D+φn)(s) =
√
2πMk+1(φn)(s+ 1) + 1√
2π
(s− 1)Mk+1(φn)(s− 1),
(8.20)
where subscripts inMk are given (mod 2). From this one readily finds that the polyno-
mials pn and qn satisfy p0(s) = q0(s) = 1 and
pn+1(s) = sqn(s+ 1) + (s− 1)qn(s− 1), (8.21)
qn+1(s) = pn+1(s+ 1) + pn+1(s − 1) . (8.22)
These in turn imply that pn(x), qn(x) ∈ Z[x]. The first few polynomials pn(x) and qn(x)
are given in Table 1.
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n pn(s) qn(s)
0 1 1
1 2s− 1 4s− 2
2 8s2 − 8s+ 6 16s2 − 16s + 22
3 32s3 − 16s2 + 92s − 54 64s3 − 32s2 + 376s − 140
4 128s4 − 128s3 + 1360s2 − 976s + 612 256s4 − 256s3 + 4256s2 − 2720s + 4200
Table 1. Values of pn(s) and qn(s).
From (8.21) and (8.22) we deduce that that these polynomials satisfy the three-term
recurrence relations
pn+1(s) = spn(s+ 2) + (2s− 1)pn(s) + (s− 1)pn(s− 2) , (8.23)
and
qn+1(s) = (s+ 1)qn(s + 2) + (2s − 1)qn(s) + (s− 2)qn(s− 2) . (8.24)
Three-term recurrence relations are associated to orthogonal polynomials, with respect
to a suitable measure, which is explicitly given in the following result.
Proposition 8.3. (Orthogonal polynomials) For n ≥ 0 the polynomials
Pn(x) := pn(
1
2
+ ix) (8.25)
are orthogonal polynomials with respect to the measure |Γ(14 + ix2 )|2dx on the real x-axis.
For n ≥ 0, the polynomials
Qn(x) := qn(
1
2
+ ix) (8.26)
are orthogonal polynomials with respect to the measure |Γ(34 + ix2 )|2dx on the real x-axis.
Proof. This was observed by Bump et al.[4, pp. 3– 4]. These polynomials are certain
Meixner-Pollaczek polynomials P
(λ)
n (x; θ), in the notation of Koelink and Swarttouw [20,
Sect. 1.7]. Namely,
Pn(x) = P
( 1
4
)
n (
x
2
;
π
2
) :=
(12)n
n!
in 2F1(−n, 1
4
+
ix
2
;
1
2
; 2),
and
Qn(x) = P
( 3
4
)
n (
x
2
;
π
2
) :=
(32)n
(n!
in 2F1(−n, 3
4
+
ix
2
;
3
2
; 2).
Here the rising factorial (λ)n := λ(λ+ 1) · · · (λ+ n− 1), see also Kutznetsov [22], [23].
The Mellin transform and the multiplicative averaging operator Aa,c given in definition
3.1 map the infinite dimensional vector space S0 to a vector space Va,c of functions in
the s-variable, via
φ(x) 7→ M(Aa,c[φ])(s). (8.27)
This map is an intertwining map defining a Weyl algebra action on the vector space Va,c.
The image of the Hermite basis under this intertwining gives a basis of the vector space
Va,c, which we show below is expressible in terms of Lerch zeta functions.
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Definition 8.4. For each n ∈ Z≥0 and fixed (a, c) ∈ ◦ the generalized (completed)
Lerch zeta function Lˆn(s, a, c) is
Lˆn(s, a, c) :=
1
(2π)n/2
M(2Aa,c[φn])(s)
=
2
(2π)n/2
∫ ∞
0
(∑
m∈Z
φn((m+ c)x)e
2πima
)
xs−1dx. (8.28)
Note that for n = 0, 1 the function Lˆ0(s, a, c) = Lˆ
+(s, a, c) and Lˆ1(s, a, c) = Lˆ
−(s, a, c).
The generalized Lerch zeta functions Lˆn(s, a, c) defined using the Hermite basis functions
φn have a simple relation to the functions L
±(s, a, c), and satisfy similar functional
equations, as follows.
Theorem 8.5. For each n ∈ Z≥0 and fixed real (a, c) with 0 < a, c < 1 the generalized
(completed) Lerch zeta function
Lˆn(s, a, c) :=
1
(2π)n/2
M(2Aa,c[φn])(s) = 2
(2π)n/2
∫ ∞
0
Aa,c[φn](x) x
s−1dx (8.29)
extend to entire functions of s. These functions are given by
Lˆ2n(s, a, c) =
1
(2π)n/2
pn(s)Lˆ
+(s, a, c), (8.30)
Lˆ2n+1(s, a, c) =
1
(2π)n/2
√
2π qn(s)Lˆ
−(s, a, c) . (8.31)
For each n ≥ 0 they satisfy the functional equation
Lˆn(s, a, c) = i
n e−2πiacLˆn(1− s, 1− c, a) . (8.32)
Proof. It follows from the definition of Lˆn(s, a, c) and the relation 2A
a,c = Aa,c0 +A
a,c
1 ,
together with Lemma 3.3, that
Lˆn(s, a, c) =
1
(2π)n/2
{M0(φn)(s)L+(s, a, c) +M1(φn)(s)L−(s, a, c)} . (8.33)
Now φ2n(x) is an even function and φ2n+1(x) is an odd function, so thatMk(φn)(s) = 0
if k 6≡ n (mod 2). Thus we obtain (8.30) and (8.31) according as n is even or odd. The
functional equations (8.32) now follow from that of Lˆ±(s, a, c) in Theorem 2.1 and of
pn(s) and qn(s) in Lemma 8.2. The entire function property of each Lˆn(s, a, c) in the
s-variable is inherited from Lˆ±(s, a, c) in Theorem 2.1 and the fact that pn(s) and qn(s)
are polynomials.
Remarks. (1) Theorem 8.5 shows that the action of the Fourier transform on S0 carries
over an operator of order 4 acting the vector space Va,c, which is compatible with the
Weyl algebra action.
(2) The results of Bump et al.[4] for the families of polynomials {pn(s)} (resp. {qn(s)})
may alternatively be viewed as attached to the Lie algebra sl(2), viewed as
sl(2) = R
[
x2,
1
2
(
x
∂
∂x
+
∂
∂x
x
)
,
∂2
∂x2
]
, (8.34)
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rather to its universal enveloping algebra U(sl(2)). The universal enveloping algebra
U(sl(2)) is a subalgebra of the Weyl algebra A1 = U(hR). As a vector space over R,
U(sl(2)) is spanned by all monomials in x and ∂∂x of even degree in A1, counting x and
∂
∂x as degree one. The members of each family {pn(s)} (resp. {qn(s)}) (multiplied by
scalar constants) are produced from the bottom element p0(s) (resp. q0(s) by repeatedly
applying the raising operator D2+.
(3) For comparison with the real Heisenberg Lie algebra treated here, the complex
Heisenberg algebra hC = hR ⊗R C used in quantum mechanics has position operator
p = Mx and momentum operator q =
1
i
∂
∂x , so that [p, q] = −iI. The creation operator
a = p + i2π q and annihilation operator a
∗ = p − i2π q satisfy [a, a∗] = I and H =
1
2(aa
∗ + a∗a).
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