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Symboles et Notations
σ la loi de commutation
Aσ(t) matrice dynamique du système
I ensemble d’indices
x(t) état du système
xT transposée du vecteur x ∈ R2
u(t) la commande
f(t) champs de vecteurs
δ Impulsion de Dirac
φ(t, x0, q0) trajectoire généralisée de SDC
Q ensemble des états discrets (ou modes)
Bn boule ouverte unité centrée à l’origine
Bn boule ouverte centrée à l’origine de rayon 
X domaine d’évolution des états continus (ou espace continu)
xe point d’équilibre
ϑ cycle limite
U voisinage d’une orbite
xd point fixe désiré
Sc Signal de commande de l’interrupteur
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Rn espace euclidien de dimension n
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Introduction générale
Les dernières décennies ont été marquées par des avancées technologiques sans
précédent dans le domaine de l’électronique de puissance. Ces progrès technologiques
sont de quatre ordres :
• d’une part, les interrupteurs de puissance employés dans les structures de
convertisseurs sont capables de commuter de plus en plus rapidement, et de
tenir des tensions à l’état bloqué et des courants à l’état passant de plus en
plus élevés,
• d’autre part, de nouvelles structures de convertisseurs sont apparues. Cer-
taines d’entre elles favorisent des fréquences de commutation élevées, d’autres
sont plutôt destinées à transférer des niveaux des puissances importantes
(structures multi - niveaux, multicellulaires, et multicellulaires étagées, ...),
• de plus, parallèlement à l’émergence de ces nouvelles structures, de nouvelles
stratégies de commande qui leur sont associées ont été mises au point.
• enfin, le développement de l’informatique industriel a permis de commander,
de surveiller des systèmes de plus en plus complexes et rapides.
Les convertisseurs de puissance visent à contrôler la puissance électrique transitant
entre la source et la charge ainsi qu’à adapter l’énergie électrique de cette source
à la charge. Les applications sont nombreuses et variées. En réalité, les convertis-
seurs statiques ne peuvent fournir qu’une tension (ou un courant) découpé(e), car «
l’électronique de puissance ne peut être qu’une électronique de commutation» [141]
forcée ou naturelle. Pour réduire les effets indésirables du découpage de la tension de
sortie, et tendre ainsi un peu plus vers le "convertisseur idéal", il existe trois moyens
d’action :
– on peut augmenter le nombre de niveaux disponibles en sortie du convertis-
seur statique,
– on peut également augmenter la fréquence de découpage de la tension de
sortie, de manière à repousser plus loin les harmoniques de découpage, et à
en faciliter le filtrage. Cela n’est possible que si les interrupteurs statiques ne
commutent pas déjà à leur fréquence maximale admissible,
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– enfin, on peut chercher à optimiser la stratégie de commande, de manière à
assurer une poursuite du signal de référence la meilleure possible. Par exemple
la commande par MLI (MLI centrée) est parfois optimisée du point de vue
harmonique.
Des effets indésirables appelés "effets ou comportements chaotiques" ont été confir-
més par différents groupes de recherches dans une variété de disciplines telles que
la physique [147], l’ingénierie [147], la chimie [147], [151], la biologie [147], [148],
l’économie [149], [150], etc .... Toutefois, ce sont les circuits électriques et surtout
électroniques basses fréquences (< 1 MHz) qui vont jouer un rôle important dans
leur compréhension. Ces effets ont été constatés pour la première fois par Van der
Pol en 1927 [138]. Et c’est en 1983, que Chua et Matsumoto ont synthétisé le pre-
mier circuit électronique, autonome et chaotique, l’oscillateur double spirale, connu
maintenant sous la dénomination "circuit de Chua" [139], et qui est étudié comme
un circuit électronique chaotique de référence [140].
Objectifs de la thèse :
Les travaux de recherches présentés dans ce mémoire constituent une suite des
travaux entamés au sein du laboratoire Electronique et Commande des Systèmes
(ECS - Lab) sur les convertisseurs multicellulaires et portent principalement sur
deux objectifs. Premièrement, une modélisation de la charge non linéaire pouvant
provoquer les effets chaotiques. Celle-ci doit être dans certaines régions de son do-
maine de fonctionnement dissipative et dans d’autres régions active (au sens source
d’énergie). Cette charge est connectée à un hacheur deux cellules puis à un ha-
cheur cinq cellules en vue d’étudier les comportements chaotiques générés sur ces
derniers. Deuxièmement, une modélisation hybride à l’aide des réseaux de Petri du
convertisseur multicellulaire série et des interrupteurs a été conçue afin d’améliorer
la poursuite du signal de référence et contourner les difficultés dues à des compor-
tements chaotiques.
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Organisation du mémoire
Ce mémoire est organisé en quatre chapitres :
Chapitre 1 :
Le premier chapitre commence par une étude bibliographique sur les définitions,
les méthodes de modélisation et l’existence des solutions pour les systèmes dyna-
miques à commutations. Ensuite, nous présentons différents critères de stabilité ren-
contrés dans le domaine des systèmes à commutations. Enfin, nous donnons deux
exemples de systèmes dynamiques à commutations dans le domaine de l’électro-
nique de puissance : les convertisseurs boost et buck. Les résultats de simulations,
effectuées sous Matlab, montre que la transition vers le chaos se fait à partir de la
cascade de doublements de périodes perturbée par la bifurcation border collision.
Ces résultats montrent pour le convertisseur boost (respectivement buck) contrôlé
en mode courant (respectivement en mode tension) que, la variation du courant de
référence (respectivent de la tension d’entrée) peut entraîner la génération de ré-
ponse périodique, subharmonique ou chaotique.
Chapitre 2 :
Le deuxième chapitre rappelle brièvement quelques structures de convertisseurs
multi - niveaux, l’évolution technologique de ces derniers, leur principe de fonc-
tionnement, les différents modèles de convertisseurs multicellulaires, leurs avantages
et inconvénients. Ceci nous permettra d’appréhender plus facillement l’origine des
comportements complexes que nous aborderons au chapitre suivant.
Chapitre 3 :
Ce chapitre est consacré à la modélisation et l’analyse du comportement chao-
tique d’un convertisseur multicellulaire à deux cellules associée à une charge non
linéaire non strictement dissipative à partir des propriétés dynamiques de base. Les
routes vers le chaos sont présentées. Une généralisation faite sur un hacheur à cinq
cellules montre la complexité du système. A partir de la section de Poincaré, nous
avons constaté que le nombre d’ellipses était fonction des combinaisons possibles
entre le condensateur flottant et la tension d’alimenation. La dynamique des diffé-
rentes configurations de commutation prises indépendamment a montré également
que ce sont les commutations (dans le cas d’une charge non purement dissipative)
qui sont à l’origine des comportements chaotiques du convertisseur.
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Chapitre 4 :
Le dernier chapitre traite de la régulation des tensions et du courant de charge.
Ce chapitre passe en revue quelques commandes du convertisseur multicellulaire
série et propose une nouvelle commande des interrupteurs à l’aide des réseaux de
Petri. Le régulateur proposé est constitué de deux parties. La première partie est
un contrôleur proportionnel intégral (PI), la deuxième est une boucle de régulation
dont l’algorithme est synthétisé à l’aide d’une modélisation par RdP. La première
boucle assure la régulation du courant de charge par rapport à une valeur de ré-
férence tandis que la deuxième synthétisée à base d’un RdP assure la régulation
de la tension du ou des condensateurs flottants. L’utilisation de cette commande à
un hacheur à deux et à cinq cellules lié à une charge non linéaire non strictement
dissipative, nous a permis d’imposer des dynamiques plus rapides sur les tensions
des condensateurs par rapport aux autres commandes. Les résultats de simulation
ont montré que la commande hybride par RdP amène les tensions et le courant de
charge vers un voisinage de leur valeur de fonctionnement nominal en un temps de
réponse très court et nous permet de supprimer le comportement chaotique.
Les travaux réalisés dans cette thèse ont fait l’objet d’une publication et deux confé-
rences :
• Revues internationales avec comité de lecture
- Philippe Djondiné, Malek Ghanes, Jean-Pierre Barbot and Bernard Essimbi, Dy-
namical Behaviors of Multicellular Chopper, Journal of Control Science and Engi-
neering, Vol. 2, pp. 35 - 42, 2014
• Congrès internationaux
- P. Djondiné, R. He, M. Ghanes, and J-P. Barbot, Chaotic behavior study for serial
multicellular chopper connected to nonlinear load, in 3rd International Conference
on Systems and Control (ICSC), Alger, Algérie, 29 - 31 October, pp. 129 - 133, 2013
- Philippe Djondiné, Jean-Pierre Barbot, and Malek Ghanes, Nonlinear phenomena
study in serial multicell chopper, in 4th IFAC Conference on Analysis and Control
of Chaotic Systems, Tokyo, Japan, 2015
Chapitre 1
Quelques commentaires sur la
théorie du chaos pour les systèmes
à commutation
1.1 Introduction
Dans ce chapitre, nous allons nous concentrer sur le comportement non linéaire
des circuits à commutation [16], [2]. Ce chapitre a pour principal objectif de four-
nir les moyens d’appréhender et de reconnaître un comportement chaotique, qua-
litativement et quantitativement [14], [15] pour les systèmes à commutation. Nous
allons poser les bases afin de comprendre les différents scénarios pouvant amener un
système dynamique non linéaire à commutation ne présentant initialement pas de
comportement chaotique vers un comportement chaotique. Ceci est due à l’influence
d’un ou de plusieurs paramètres [1], [3], [4], [5] du système. Nous avons choisi de
mettre en annexe les éléments de la théorie du chaos pour les systèmes lisses [22],
pour nous attacher ici aux particularités de cette théorie dues aux commutations.
Nous allons aussi pour rester dans le cadre de l’électronique de puissance choisir
d’illustrer nos propos par l’étude des comportements chaotiques dans les convertis-
seurs buck et boost [8], [23], [21].
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1.2 Rappels sur les systèmes dynamiques à com-
mutation
Dans cette section, nous allons présenter les notions fondamentales liées aux
systèmes dynamiques à commutation. Tout d’abord, la définition d’un système dy-
namique à commutation sera donnée. Ensuite les différents types de systèmes dyna-
miques à commutation seront présentés. Pour finir la stabilité des systèmes dyna-
miques à commutation sera discutée.
1.2.1 Définition
Les systèmes dynamiques à commutation représentent une classe de systèmes
dynamiques hybrides [24], [25] dont l’évolution est à la fois continue (dynamique
différentielle) et événementielle (commutations). Les commutations provoquent des
changements abrupts de modes de fonctionnement et peuvent dépendre de l’état
et/ou des entrées du système, de la structure du système ou encore, ces changements
peuvent être aléatoires.
Un système dynamique à commutation est composé d’une famille de sous - systèmes
à dynamique continue (de type équation différentielle ou équation récurrente) et une
loi logique qui indique un sous - système actif. Un système dynamique à commutation
est défini par [27] :
x˙(t) = fσ(t)(t, x(t), u(t)) (1.1)
avec :
• σ : R+ → I = 1, 2, ..., N une fonction constante par morceaux, nommée
signal de commutation,
• I un ensemble d’indices,
• x(t) ∈ Rn l’état du système,
• u(t) ∈ Rm la commande,
• fi(., ., ., ),∀i ∈ I des champs de vecteurs décrivant les différents régimes
de fonctionnement du système. Dans toute la suite de l’étude nous supposerons
que le problème de Chauchy abouti à l’existence et l’unité de la solution. Pour les
équations de type inclusion différentielle (Mode glissant) les solutions seront prises
au sens de Filipov [55]
De façon similaire, un système à commutation en temps discret est défini par :
x˙(k) = fσ(k)(k, x(k), u(k)) (1.2)
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avec σ : Z+ → I
La fonction de commutation σ(t) ∈ I (ou σ(k) pour les systèmes en temps discret)
spécifie le régime (sous - système) actif. Seul un sous - système est actif à un instant
donné. Le choix du sous - système actif peut être lié à un critère temporel, à des
régions ou surfaces déterminées dans l’espace d’état, ou à un paramètre extérieur.
Les modèles (1.1) et (1.2) sont très généraux. Cependant, ils peuvent être affinés
moyennant certaines hypothèses. Une taxonomie des systèmes à commutation peut
être définie par rapport à la loi de commutation σ. Dans ce contexte, on peut iden-
tifier un aspect contrôlé (quand la loi de commutation représente une commande
externe) et, par opposition, un aspect autonome (la commutation est provoquée par
le franchissement d’une frontière imposée dans l’espace d’état c’est - à - dire que le
système génère lui même ses commutations.).
Par exemple, si u(t) n’est pas présent, alors le modèle (1.1) avec les commutations
autonomes désigne un système autonome. Si les champs de vecteurs des sous - sys-
tèmes prennent la forme
Aix(t),∀i ∈ I,
alors on obtient un système à commutation linéaire
x˙(t) = Aσ(t)x(t) (1.3)
Des synthèses des différentes autres classes de systèmes à commutation et des pro-
blématiques qui leur sont associées sont données dans [27], [30], [31], [32], [33], [25],
[27], [34], [35], [36].
Exemple d’un système dynamique à commutation
Soit un véhicule motorisé en déplacement sur un axe (voir [37], [38], [39] pour cet
exemple). Le conducteur agit sur ce véhicule de deux façons différentes. D’abord,
via la pédale d’accélération, il contrôle l’alimentation en carburant représentée par
la variable u(t) ∈ [0, umax], ensuite avec la boîte de vitesses, il change le rapport actif
de la vitesse. Pour simplifier encore le modèle du véhicule, on suppose que la boîte
de vitesses a seulement deux rapports actifs que l’on note q(t) ∈ {1, 2} et que le
conducteur peut passer ces rapports de vitesse librement (ceci reste une hypothèse
théorique bien sûr). On note x1 la position du véhicule et x2 sa vitesse. Le système
est alors décrit par les équations :
x˙1 = x2
x˙2 = f(x, q, u)
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De cet exemple, on peut dire qu’un système dynamique à commutation ou ”switched
system” en anglais (voir par exemple [40], [41]) est un système hybride particulier
dans lequel la variable discrète q n’est pas vue comme une variable d’état mais
comme une variable de commande d’évolution libre (c’est - à - dire qu’il n’y a pas
ici de contraintes de garde).
1.2.2 Principales classes de systèmes dynamiques à commu-
tation
Dans la littérature ([42], [43], [29], [44], ...) une classification assez générale des
systèmes dynamiques à commutation en fonction des phénomènes discrets est donnée
par :
1) Les systèmes dynamiques à commutation autonomes ;
2) Les systèmes dynamiques à commutation contrôlés.
Dans ce qui suit, nous admettons les hypothèses suivantes :
– seuls les systèmes à commutation sans sauts sont considérés ;
– la trajectoire des modes discrets est disponible ;
– il n’y a pas de Phénomème Zénon [152].
1.2.2.1. Systèmes dynamiques à commutations autonomes
Une commutation autonome est caractérisée par un changement discontinu du
champ de vecteur f(t) quand l’état atteint certains seuils [29] c’est - à - dire les
commutations ne sont fonctions que de l’état du système. Ce phénomène peut être
illustré par l’exemple d’un système régit par l’équation suivante :
x˙ = −H(x) + u
avec, H(x) la fonction d’hystérésis présentée par la figure 1.1. Quand la valeur de x
atteint le seuil −h/2 ou +h/2, le champ de vecteur est commuté de façon discontinu.
Pour la modélisation de ce système, il faut prendre en compte son passé (effet
mémoire de l’hystérésis définie par sa largeur h). Pour cela, il ne peut pas être mo-
délisé par une équation différentielle avec un second membre discontinu mais par un
automate hybride à deux états décrit par la figure 1.1 (droite). Ici il y’a apparition
d’un état discret q au sens que q est régit par l’équation :
q = a, tant que x > −h2 et x ≥ h2
q = −a, tant que x < h2 et x < −h2
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Figure 1.1 – Fonction d’hystérésis et son automate hybride associé
1.2.2.2. Systèmes dynamiques à commutation contrôlées
Dans ce cas, le champ de vecteur f(x, t) commute en réponse à une loi de com-
mande. Un exemple d’un tel phénomène (véhicule motorisé) peut être donné par un
modèle simplifié d’une transmission manuelle [29] :
x˙1 = x2
x˙2 = −a(x2/v)+u1+v
où, x1 est la vitesse relative par rapport à un point fixe, x2 la vitesse de rotation de
l’engin, u ∈ {0, 1} la position d’accélérateur, a un paramètre du système et v ∈ {1, 2}
la position du levier de vitesse. Ici il faut distinguer deux types de commande : la
commande discrete v et la commande continue u.
Remarque 1.1 : On rappelle que dans la théorie des systèmes différentiels (ou
systèmes dynamiques continus), les attributs ”autonome” ou ”non autonome” et
”commandé" ou "non contrôlé” ont les significations suivantes : Soit un système
avec une variable d’état x, on dit que x˙ = f(x) est un système autonome et le
système x˙ = f(x, χ) avec χ une variable externe (par exemple le temps) est non
autonome et x˙ = f(x, u) est un système commandé de commande u.
Remarque 1.2 : En réalité, les commutations ne sont pas rigoureusement ins-
tantanées. Mais le fait que leurs durées sont très inférieures aux durées physiques
d’évolution du système (constantes de temps), elles sont considérées comme telles
dans l’approche hybride [28]. Par exemple, dans la cas d’un moteur électrique entraî-
nant une charge, les temps de commutation de l’électronique de puissance (quelques
microsecondes) sont trés inférieurs aux constantes de temps électriques (quelques
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millisecondes), mécaniques (quelques secondes), ou thermiques (quelques minutes)
du moteur lui même.
1.2.3 Stabilité des systèmes dynamiques à commutation
Pour un système donné, il est intéressant d’étudier sa stabilité pour connaître
son comportement et ses performances après un temps suffisamment grand. Dans
la littérature, par exemple dans [27], [45] et [32] nous trouverons principalement
trois façons d’étudier la stabilité des Systèmes Dynamiques à Commutation (SDC).
Citons - les, par degré de complexité croissant :
1 - La séquence de commutation est inconnue à priori, on s’intéresse alors à la
stabilité sous commutation arbitraire [46], [27].
2 - Vérifier que le système est stable pour une séquence de commutation donnée
[47], [49], [48].
3 - Etudier l’existence puis la conception d’un signal de commutation qui garantit
la stabilité du système [32], [51], [50].
Si, pour une commutation arbitraire, le système commuté est Asymptotiquement
Stable (A.S), alors il n’y aura pas de problème de conception de la commande
(voir chapitre 2.1 dans [27]). Sinon il faut chercher les contraintes de commuta-
tion qui rendent le système à commutation stable. Ces contraintes peuvent conduire
à des événements d’état ou des événements fonction du temps. Le respect de ces
contraintes permet d’obtenir une loi de commande qui stabilise le système. Donc, la
stabilité ou l’instabilité individuelle des sous - systèmes ne suffit pas pour conclure
sur la stabilité du système dynamique à commutation associé.
En appliquant les critères de Molchanov et Pyatnitskiy [52] dans le contexte des sys-
tèmes à commutation, on observe qu’il est nécessaire et suffisant d’avoir une fonction
de Lyapunov quasi-quadratique V (x) = xTP (x)x, dont la matrice de Lyapunov va-
rie en fonction de l’état. La première approche pour déterminer des fonctions de
Lyapunov multiples a été d’approximer les surfaces de niveaux de la fonction de
Lyapunov quasi-quadratique par une fonction linéaire par morceaux [52], [53]. Donc
des contraintes supplémentaires sur les commutations du système devront être res-
pectées, dans le cas de Lyapunov multiples [43].
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Remarque 1.3 : Dans [57], on démontre analytiquement que l’on peut avoir des
systèmes commutés qui sont stables et pour lesquels il n’existe pas de fonction de
Lyapunov quadratique commune. Ce résultat a amené la communauté scientifique à
chercher d’autres types de fonctions de Lyapunov connues sous le nom de ”fonctions
de Lyapunov multiples” de la forme V (x) = xTP (σ, x)x dont la matrice de Lyapunov
peut dépendre du vecteur d’état et/ou de la loi de commutation.
1.2.3.1. Définitions de stabilité d’un SDC
Ce paragraphe rappelle quelques définitions sur la stabilité à l’origine des SDC
(1.3) [32], [47].
Définition 1.1 Le système à commutation (1.3) est dit instable s’il admet une
trajectoire qui tend vers l’infini.
Définition 1.2 (Stabilité Uniforme et Conditionnelle par rapport à σ)
Un SDC est dit :
– Uniformément Stable (U.S) à l’origine par rapport à σ, si :
∀ > 0,∃δ() > 0 tel que : ∀x0 ∈ X : x0 ∈ δ()Bn =⇒ φ(t, x0, q0) ∈ Bn, ∀t ≥
0,∀σ(t).
– Conditionnellement Stable (C.S) à l’origine par rapport à σ, si :
∀ > 0, ∃δ(, σ(t)) > 0 tel que : ∀x0 ∈ X : x0 ∈ δ(, σ(t))Bn =⇒ φ|σ(t)(t, x0) ∈
Bn,∀t ≥ 0.
avec :
– φ(t, x0, q0) la trajectoire généralisée du SDC ;
– φ|σ(t)(t, x0) la trajectoire continue du SDC connaissant son signal de com-
mutation hybride σ(t) ;
– Bn est la boule ouverte unité centrée à l’origine (Bn = {x ∈ Rn : ‖x‖ < 1) ;
– Bn est la boule ouverte centrée à l’origine de rayon  ;
– δ l’impulsion de Dirac ;
– X l’espace des états continus.
Ainsi la stabilité uniforme d’un SDC par rapport au signal de commande σ est
traduite par la stabilité de sa solution généralisée hybride. Par contre, la stabilité
conditionnelle est traduite par la stabilité de la solution hybride du SDC-C (systèmes
dynamiques à commutation commandés) après une exécution suivant le signal de
commutation σ donné. Autrement dit, la stabilité uniforme d’un SDC est traduite
par la stabilité du SDC sous commutation arbitraire et la stabilité conditionnelle
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traduit la stabilité sous contrainte d’un SDC.
Définition 1.3 (Attractivité Uniforme et Conditionnelle par rapport à σ)
Un SDC est dit :
– Uniformément Attractif (U.A) à l’origine par rapport à σ, si :
∃δ > 0 tel que : ∀x0 ∈ X : x0 ∈ δBn =⇒ limt→∞ ‖φ(t, x0, q0)‖ = 0,∀t ≥
0,∀σ(t).
– Conditionnellement Attractif (C.A) à l’origine par rapport à σ, si :
∃δ(σ) > 0, tel que : ∀x0 ∈ X : x0 ∈ δ(σ)Bn =⇒ limt→∞ ‖φ|σ(t)(t, x0)‖ = 0.
L’attractivité uniforme par rapport à σ traduit qu’en s’écartant légèrement du point
d’équilibre, la solution généralisée hybride φ pour n’importe quelle exécution hybride
du système, revient sur ce point après un certain temps (même infini). Par contre
l’attractivité conditionnelle traduit qu’en s’écartant légèrement du point d’équilibre,
la solution hybride du SDC - C après une exécution suivant un signal de commuta-
tion σ donné, revient sur ce point après un certain temps (même infini).
Il est important de rappeler qu’un point d’équilibre peut être attractif sans être
stable (il suffit qu’il existe δ > 0 tel que φ(t, x0, q0) diverge, c’est - à - dire limt→∞ ‖φ(t, x0, q0)‖ =
∞) et vice versa (par exemple les oscillateurs).
De même que la stabilité, l’attractivité uniforme d’un SDC est traduite par une
attractivité sous commutation arbitraire, et l’attractivité conditionnelle est traduite
par l’attractivité sous contrainte du SDC.
Définition 1.4 (Stabilité Asymptotique Uniforme et Asymptotique Conditionnelle
par rapport à σ)
L’origine d’un SDC est Uniformément Asymptotiquement Stable (U.A.S), (resp.
Conditionnellement, C.A.S) si elle est U.S et U.A (respectivement C.S et C.A).
Le concept de stabilité exponentielle contient une information supplémentaire qui
est la rapidité de convergence vers l’origine.
Définition 1.5 (Stabilité Exponentielle Uniforme et Exponentielle Conditionnelle
par rapport à σ)
L’origine d’un SDC est dite :
– Uniformément Exponentiellement Stable (U.E.S) si :
∃δ > 0,∃α > 0 et ∃β ≥ 1 tels que ∀x0 ∈ X : x0 ∈ δBn =⇒ φ(t, x0, q0) ∈
βexp(−αt)Bn‖x0‖,∀t ≥ 0,∀σ(t).
– Conditionnellement Exponentiellement Stable (C.E.S) si :
∃δ(σ(t)) > 0, α(σ(t)) > 0 et β(σ(t)) ≥ 1 tels que : ∀x0 ∈ X : x0 ∈ δ(σ(t))Bn =⇒
φ|σ(t)(t, x0) ∈ βexp(−αt)Bn‖x0‖,∀t ≥ 0.
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α est appelé le taux (ou rapidité) de convergence exponentielle : il est dit uniforme
ou non selon le type de stabilité exponentielle considérée.
1.2.3.2. Comportement périodique et stationnaire
D’une façon générale, pour un système donné, quand le temps tend vers l’infini
la solution en temps continu x(t) peut atteindre un point stationnaire. Pour les
systèmes commandés, ce point stationnaire est typiquement le point fixe désiré xd ou
l’état stable de fonctionnement. Le système peut aussi atteindre un comportement
périodique qui définit les conditions de fonctionnement du système dans son état
permanent. Ces caractéristiques en régime permanent se retrouvent aussi dans les
SDC.
1.2.3.2.1 Point d’équilibre
Dans chaque sous - système dynamique continu stable du SDC il existe un point
d’équilibre. On parle donc de point d’équilibre d’un mode. Le point xe est un point
d’équilibre du mode q s’il vérifie fq(xe) = 0. Il peut être isolé (quand il n’a pas
d’autres points d’équilibre autour) ou une partie d’un ensemble de points d’équi-
libre. Les points d’équilibre peuvent être stables, instables, ou asymptotiquement
stables.
Définition 1.6 L’état xe ∈ X est un point d’équilibre pour le système à commu-
tation (1.3) si et seulement si
∀t ∈ R+, x(t, xe, σ) = xe, ∀σ.
Définition 1.7 : [58], [59] Un point d’équilibre xe d’un sous - système du SDC
(1.3) est :
– Stable si, ∀ > 0, il existe δ > 0 tel que
‖x(0)− xe‖ < δ =⇒ ‖x(t)− xe‖ < , ∀t ≥ 0.
– Instable s’il n’est pas stable.
– Asymptotiquement stable s’il est stable et δ peut être choisi tel que :
‖x(0)− xe‖ < δ =⇒ limt→∞ x(t) = xe.
– Globalement Asymptotiquement Stable (G.A.S.) s’il est stable et, que, pour
tout point initial x(0), limt→∞ x(t) = xe.
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1.2.3.2.2 Cycle limite
Un cycle limite est un cas particulier d’une orbite périodique dans laquelle la trajec-
toire est en même temps fermée et isolée (indiquant la nature d’attractivité ou de
répulsion des trajectoires passant non loin du cycle). Ainsi, même s’il existe plusieurs
trajectoires fermées dans l’espace d’état, seules celles qui sont isolées sont des cycles
limites.
Concernant les systèmes linéaires, ils peuvent avoir plusieurs trajectoires fermées,
mais elles ne sont jamais isolées. Les cycles limites ne concernent donc que les sys-
tèmes non linéaires donc les systèmes hybrides et ce qui est notre sujet principal
d’étude : les systèmes à commutation.
Comme les points d’équilibre, les cycles limites peuvent être stable, instables ou
asymptotiquement stables.
Considérons la solution généralisée d’un SDC passant par x0 à l’instant t0. Le phé-
nomène périodique aura lieu quand :
φ(t+ T ) = φ(t), t > t0, T > 0.
L’image de cette solution dans l’espace d’état est une orbite fermée représentant un
cycle limite ϑ défini par :
ϑ = {x ∈ Rn|x(t) = φ(t), 0 ≤ t < T}.
Pour donner les définitions sur la stabilité du cycle ϑ, on a besoin d’introduire le
concept de voisinage d’une orbite U, pour cela on définit :
U = {x ∈ Rn|dist(x, ϑ) < }
avec dist(x, ϑ) la distance minimum entre le point x et le point de ϑ le plus proche,
tel que,
dist(x, ϑ) = infy∈ϑ‖x− y‖.
Maintenant la stabilité du cycle limite peut être définie :
Définition 1.8 : Un cycle limite ϑ est dit :
– Stable ou attractif, si pour tout  > 0, il existe δ > 0 tel que :
x0 ∈ Uδ =⇒ x(t) ∈ U, ∀t ≥ 0
– Instable, s’il n’est pas stable
– Asymptotiquement Stable ∀t, s’il est stable et que δ peut être choisi tel que :
x0 ∈ Uδ =⇒ limt→∞ dist(x(t), ϑ) = 0
– Globalement Asymptotiquement Stable, s’il est stable et que pour tout x(0)
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limt→∞ dist(x(t), ϑ) = 0, ∀x(0) ∈ Rn
Cette définition est réduite à la définition 1.7 si ϑ représente juste un point d’équi-
libre. Une solution périodique d’un SDC forme donc un cycle limite de commutation
et une région de fonctionnement (orbite fermée) autour du point désiré xd. Ces cycles
peuvent être, par exemple, les résultats d’une commande qui utilise la commutation
pour atteindre un point désiré. Un exemple connu qui illustre bien ce cas est la
commande d’une chaudière par mesure thermostatique avec hystérésis.
2.1.2.3.3. Méthode de stabilité de Lyapunov appliquée au SDC
En plus des difficultés rencontrées dans l’analyse de stabilité des systèmes conti-
nus, qui parfois reste très compliquée, les systèmes à commutation imposent des
conditions supplémentaires pour conclure sur leur stabilité. Cela vient de l’influence
des changements brusques de dynamique et de l’influence des dynamiques discrètes
sur les dynamiques continues et vice versa. Ces conditions supplémentaires à vérifier
et à prendre en considération pour les SDC augmentent, d’un coté, la complexité
du problème de stabilité, et de l’autre, l’intérêt de l’étude de la stabilité de ces
systèmes. Ainsi, dans la littérature, il existe plusieurs exemples qui prouvent qu’en
général nous ne pouvons pas conclure sur la stabilité du SDC en étudiant séparé-
ment les composantes continues.
Théorème 1.1 [26] (Théorème de stabilité de Lyapunov pour les SDC)
Soit xe = 0 (l’origine) un point d’équilibre du SDC autonome (1.3). On suppose
qu’il existe un ensemble D ⊆ Q × Rn tel que (q, xe) ∈ D pour certains q ∈ Q. S’il
existe une fonction V : D → R, telle que : ∀q ∈ Q
• V (q, xe) = 0
• V (q, x) > 0,∀(q, x) ∈ D − {0}
• V˙ (q, x) = dV (q,x)
dt
= ∂V (q,x)
∂x
fq(x) ≤ 0 (resp. < 0), ∀(q, x) ∈ D
• Pour toute exécution hybride eH = (τ, S, x) partant de (q0, x0), et tout q′ ∈ Q,
la séquence {V (q(ti), x(ti)) : q(ti) = q′} est non croissante, alors l’origine est stable
(resp. Asymptotiquement stable).
L’inconvénient de ce théorème est que la séquence doit être évaluée, ce qui oblige à
intégrer les champs de vecteurs, donc on perd l’avantage fondamental de la théorie
de Lyapunov.
30
Chapitre 1. Quelques commentaires sur la théorie du chaos pour
les systèmes à commutation
Théorème 1.2 [26] (Théorème de Fonction de Lyapunov Quadratique Commune
(FLQC))
Soit xe = 0 (l’origine) un point d’équilibre du système (1.3). Soit D ⊆ Rn un en-
semble qui contient l’origine. S’il existe une fonction V : D → R, telle que :
• V (x) est définie positive sur D
• V˙ = dV
dt
= ∂V
∂x
fσ(x) ≤ 0 (resp. < 0), ∀x ∈ D,∀σ ∈ Q
alors l’origine est globalement uniformément stable (resp. Globalement Uniformé-
ment Asymptotiquement stable).
Pour avoir la stabilité à l’origine du SDC sous commutations arbitraires, trois condi-
tions sont nécessaires mais pas suffisante :
1. que le SDC soit autonome de la forme x˙ = fσ(x),
2. que tous les sous - systèmes soient stables individuellement,
3. que l’origine soit un point d’équilibre stable à tous les modes.
L’existence d’une FLQC est une condition suffisante, mais n’est pas nécessaire pour
la stabilité des SDC. En utilisant la relation avec les inclusions différentielles [27],
[52], des auteurs ont exprimé ce problème de stabilité en termes de fonction de
Lyapunov quasi - quadratique en reformulant le SDC (1.3) sous forme d’une inclusion
différentielle [55], [56].
Définition 1.9 Considérons les inclusions différentielles linéaires décrites par
x˙ ∈ F (x) = {y : y = Ax, A ∈ A} (1.4)
où A est un ensemble compact. Un système à commutation linéaire sous la forme
x˙(t) = Aσ(t)x(t),
avec Aσ(t) ∈ {A1, A2, ..., AN},∀σ(t) ∈ I, peut être exprimé comme une inclusion
différentielle (1.4) avec A = {A1, A2, ..., AN}.
Théorème 1.3 [52] L’origine x = 0 de l’inclusion différentielle (x˙ ∈ F (x))
est asymptotiquement stable s’il existe une fonction de Lyapunov V (x) strictement
convexe, homogène (du second ordre) et quasi - quadratique :
V (x) = xTP (x)x (1.5)
P (x) = P T (x) = P (τx), ∀x 6= 0 et τ 6= 0
dont la dérivée satisfait l’inégalité :
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V˙ (x) ≤ −γ‖x‖2, γ > 0.
Autrement dit,
Théorème 1.4 [52] L’origine de l’inclusion différentielle linéaire (1.4) dans Rn est
asymptotiquement stable, s’il existe un nombre m ≥ n, une matrice L ∈ Rn de rang
n et M matrices
Γk = (γ(k)ij )mi,j=1 ∈ Rm×m, ∀k = {1, ...,M},
à diagonale dominante négatives, c’est - à - dire
γkii +
∑
i 6=j |γ(k)ij | < 0, ∀i = 1, ...,m, k = 1, ...,M
tels que la relation
ATkL = LΓTK , ∀k = {1, ...,M}
soit vérifiée.
D’un point de vue pratique, la recherche numérique ou analytique d’une telle fonction
(1.5), ou aussi d’une matrice L, n’est pas aisée. Cette difficulté à obliger les auteurs
à limiter leurs recherches à des fonctions de Lyapunov quadratiques de la forme
V (x) = xTPx (1.6)
avec P une matrice constante.
Une condition suffisante de stabilité des SDC linéaires de la forme (1.3) est l’existence
d’une fonction de Lyapunov quadratique.
L’existence d’une telle fonction pour le système (1.3) peut être exprimée en termes
d’inégalités matricielles linéaires LMI (Linear Matrix Inequality) [54]
ATq P + PAq < 0, ∀q ∈ Q
dont la solution peut être trouvée par des algorithmes d’optimisation convexe.
Théorème 1.5 [54] Considérons le système (1.3). S’il existe une matrice P, 0 <
P = P T , solution des LMIs
ATi P + PAi < 0, ∀i = 1, ..., N (1.7)
alors la fonction quadratique V (x) = xTPx est une fonction de Lyapunov pour le
système (1.3) et l’origine est globalement exponentiellement stable (G.E.S.).
32
Chapitre 1. Quelques commentaires sur la théorie du chaos pour
les systèmes à commutation
Dans cette section, nous avons rappelé brièvement quelques notions sur les systèmes
dynamiques à commutation. Différents critères et problématiques de stabilité ren-
contrés dans l’étude des SDC ont aussi été présentés. Dans le paragraphe qui suit
nous allons présenter les phénomènes non linéaires dans deux exemples des systèmes
dynamiques à commutation dans le domaine de l’électronique de puissance.
1.3 Les phénomènes non linéaires dans les conver-
tisseurs de puissance à commutation
Nous avons fait le choix d’étudier les convertisseurs électriques continu - continu
(DC - DC) parce qu’ils sont de bons candidats pour les systèmes à commutation : ces
circuits fortement non linéaires peuvent être rendus chaotiques, en fonction de leurs
paramètres [18], [19]. En effet, dans la conception des convertisseurs de puissance
fiables, il est vital d’être en mesure d’apprécier si un comportement chaotique peut
apparaître : il faut absolument être en mesure d’étudier ce phénomène, de l’éviter
par contrôle du chaos, voire de l’utiliser (pour certaines applications particulières ;
transmission sécurisée de données, agression électromagnétique) par génération du
chaos.
Définition 1.10 Soit X ⊆ Rn l’espace d’état continu et soit Q = {q1, ..., qN} un
ensemble fini d’états discrets. L’espace d’état continu spécifie les valeurs possibles
des états continus pour chaque q, où q ∈ Q représente les configurations on ou off
de tous les commutateurs dans le circuit. Les réseaux sont constitués de sources
idéales, d’éléments linéaires et de commutateurs idéaux ; donc pour chaque q ∈ Q la
dynamique continue peut être modélisée par une équation différentielle de la forme :
x˙(t) = fq(x(t)) = Aqx(t) +Bq, t > 0 (1.8)
où x(t) ∈ X , Aq ∈ Rn×n et Bq ∈ Rn.
La transition d’un état discret à un autre se réalise si l’état continu x(.) atteint une
surface de commutation ou qu’un événement périodique s’est produit.
Remarque 1.4 : Un circuit d’électronique de puissance peut être décrit comme
étant un réseau de composants électriques choisis parmi les trois groupes suivants :
les sources idéales de tension ou de courant, les éléments linéaires (résistances, ca-
pacités, inductances, transformateurs) et les éléments non linéaires agissant comme
des commutateurs.
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1.3.1 Convertisseur boost contrôlé en mode courant
1.3.1.1. Modélisation
Le convertisseur boost contrôlé en mode courant et en boucle ouverte (figure 1.2)
est un système dynamique de dimension deux. Rappelons qu’en mode de conduction
continue, deux états de commutation sont envisageables :
• Commutateur Sc fermé et diode D ouverte
• Commutateur Sc ouvert et diode D fermée
Il y a deux états discrets : [Sc fermé, D ouvert] et [Sc ouvert, D fermé], qu’on va
appeler q1 et q2 respectivement. D’où, Q = {q1, q2} et l’état du système est définie
par x = [vC iL]T qui donne les équations d’état affines pour qi, (i = 1, 2) de la
forme de l’équation (1.8), où :
Aq1 =
 −1RC 0
0 0
 , Aq2 =
 −1RC 1C
−1
L
0
 et Bq1 = Bq2 =
 0
E
L

Les frontières de commutation des systèmes S1 : x˙ = Aq1x+Bq1 et S2 : x˙ = Aq2x+Bq2
sont données par un événement d’état et un autre événement périodique :
βq1,q2 = {(x, t) ∈ R2 × R : S12(x) = iL − Iref = 0}
βq2,q1 = {(x, t) ∈ R2 × R : P21(t) = t− nT = 0}
avec :
S12 = {x ∈ R2 : [0 1].x < Iref}
P21 = {t ∈ R : t = nT, n ∈ N}
Le convertisseur Boost en mode de conduction continue commute entre deux sys-
tèmes S1 et S2 quand les sections de commutations βq1,q2 et βq2,q1 sont atteintes.
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Figure 1.2 – Le convertisseur boost commandé en courant
1.3.1.2. Résultats de simulation
Les résultats de simulation (domaine temporel et plan tension - courant (vC , iL))
sont donnés par matlab. La figure 1.3 (milieu) montre la forme d’onde temporelle du
courant qui est un signal périodique de période T = 100µs, qui varie dans l’intervalle
[0.4625, 0.7]A. Dans cette figure le trait bleu représente la trajectoire du premier
système S1, alors que la trajectoire du deuxième système S2 est représentée par le
trait rouge. Le premier événement survient quand le courant iL monte à la valeur
0.7A. Cela arrive à l’instant t0.7A = 5.28µs, l’autre événement arrive à l’instant
t0.4625A = 100µs. Les figures 1.4, 1.5 et 1.6 représentent respectivement les cycles
d’ordre 2, 4 et chaotique
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Figure 1.3 – Régime périodique fondamental pour Iref = 0.7A : (haut) forme
d’onde temporelle de la tension vC , (milieu) forme d’onde temporelle du courant
iL. : (bas) plan de phase (vC , iL)
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Figure 1.4 – Cycle d’ordre 2 pour Iref = 1A : (haut) forme d’onde temporelle de la
tension vC , (milieu) forme d’onde temporelle du courant iL. : (bas) plan de phase
(vC , iL)
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Figure 1.5 – Cycle d’ordre 4 pour Iref = 1.3A : (haut) forme d’onde temporelle
de la tension vC , (milieu) forme d’onde temporelle du courant iL. : (bas) plan de
phase (vC , iL)
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Figure 1.6 – Régime chaotique pour Iref = 1.5A : (haut) forme d’onde temporelle
de la tension vC , (milieu) forme d’onde temporelle du courant iL, (bas) plan de phase
(vC , iL).
1.3. Les phénomènes non linéaires dans les convertisseurs de
puissance à commutation 39
1.3.2 Convertisseur buck contrôlé en mode tension
1.3.2.1. Modélisation
Le convertisseur buck contrôlé en mode tension et en boucle ouverte (figure 1.7)
est un système dynamique de dimension deux. En mode de conduction continue,
deux états de commutation sont envisageables :
• Commutateur Sc fermé et diode D ouverte
• Commutateur Sc ouvert et diode D fermée
Il y a deux états discrets : [Sc fermé, D ouvert] et [Sc ouvert, D fermé], qu’on va
appeler q1 et q2 respectivement. D’où, Q = {q1, q2} et l’état du système est définie
par x = [vC iL]T qui donne les équations d’état affines pour qi, (i = 1, 2) de la
forme de l’équation (1.8), où :
Aq1 = Aq2 =
 −1RC 1C
−1
L
0
 et Bq1 =
 0
0
 et Bq2 =
 0
E
L

La transition d’un sous-système à un autre se produit grâce à un événement temporel
défini par l’expression suivante :
P(x, t) = vcon(t)− vramp(t) = a(vC(t)− Vref )− VL − (VU − VL) tT , t ∈ [0, T ]
Les sections de commutations des sous-systèmes S1 et S2 sont données par :
βq1,q2 = {(x, t) ∈ R2 × R : P(x, t) ≥ 0}
βq2,q1 = {(x, t) ∈ R2 × R : P(x, t) < 0}
Le convertisseur buck en mode de conduction continue commute donc entre deux
systèmes S1 : x˙ = Aq1x + Bq1 et S2 : x˙ = Aq2x + Bq2 quand l’état x(t) atteint les
sections de commutations βq1,q2 et βq2,q1 .
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Figure 1.7 – Le convertisseur buck commandé en tension
1.3.2.2. Résultats de simulation
En simulant le système à l’aide de matlab on trouve les résultats (domaine tem-
porel et plan tension - courant (vC , iL)) suivants : les subharmoniques de périodes 1,
2, 4 et chaotique sont donnés respectivement dans les figures 1.8, 1.9, 1.10 et 1.11.
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Figure 1.8 – Régime périodique fondamental pour E = 30V : (haut) forme d’onde
temporelle de la tension vC , (milieu) forme d’onde temporelle du courant iL. : (bas)
plan de phase (vC , iL)
42
Chapitre 1. Quelques commentaires sur la théorie du chaos pour
les systèmes à commutation
Figure 1.9 – Cycle d’ordre 2 pour E = 37.5V : (haut) forme d’onde temporelle de
la tension vC , (milieu) forme d’onde temporelle du courant iL. : (bas) plan de phase
(vC , iL)
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Figure 1.10 – Cycle d’ordre 4 pour E = 41V : (haut) forme d’onde temporelle de
la tension vC , (milieu) forme d’onde temporelle du courant iL. : (bas) plan de phase
(vC , iL)
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Figure 1.11 – Régime chaotique pour E = 46.5V : (haut) forme d’onde temporelle
de la tension vC , (milieu) forme d’onde temporelle du courant iL, (bas) plan de phase
(vC , iL)
.
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1.4 Conclusion
Dans ce chapitre nous avons étudié les comportements non linéaires dans les
systèmes à commutation. Après un rappel sur les systèmes dynamiques à commuta-
tion, nous avons illustré par des exemples provenant de l’électronique de puissance
la route vers le chaos. Nous avons montré que ces systèmes dynamiques à com-
mutation (convertisseur buck et convertisseur boost) présentent des comportements
chaotiques par l’influence d’un ou plusieurs de leurs paramètres.
Dans le chapitre qui va suivre, nous allons faire un balayage rapide des différentes
structures multi - niveaux afin de mettre en avant le convertisseur multicellulaire
série qui sera utilisé pour mettre en évidence les comportements chaotiques dans ces
structures.

Chapitre 2
Généralités sur les convertisseurs
multicellulaires et leurs charges
2.1 Introduction
L’histoire de la conversion multi - niveaux commence dans les années 60 [86].
La première structure décrite est une mise en série de pont en H. Puis dans la fin
des années 70 est apparu le convertisseur clampé par le neutre (NPC) [85]. Cette
structure est considérée comme le premier convertisseur multi - niveaux pour des
applications de moyennes puissances. Depuis, de nombreuses études ont été propo-
sées pour étudier ses propriétés et les évolutions possibles de cette structure.
Dans les années 90, les recherches vers de nouvelles structures se sont portées vers
les convertisseurs multicellulaires série [64], aussi connu dans la littérature sous le
nom de Flying Capacitor (FC). Et c’est à la fin des années 90 qu’est né le conver-
tisseur multicellulaire superposé. Cette structure est une suite de la réflexion sur les
convertisseurs multicellulaires série. Ces différentes structures peuvent être consi-
dérées comme les structures de base de la conversion multi - niveaux. Elles sont
devenues une des solutions utilisées pour la conversion d’énergie pour des fortes
puissances dans le milieu industriel [17]. Il est possible de trouver ces convertisseurs
dans des applications très variées telles que la propulsion marine, le système de
pompage, les liaisons à courant continu, la conversion d’énergie éolienne, la trac-
tion ferroviaire, l’extraction minière ou encore la compensation d’énergie réactive.
Si le domaine d’application des structures multi - niveaux est très varié, les struc-
tures de conversion sont elles aussi trés différentes. De nombreuses études ont été
menées pour concevoir de nouvelles structures de conversion d’énergie. Basés sur
l’association de structures élémentaires, ces convertisseurs constituent une solution
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attrayante pour les applications de forte puissance. Ainsi, un grand nombre d’ap-
plications en électronique de puissance combinent de nos jours les derniers dévelop-
pements en matière de semi − conducteurs moyenne tension avec des structures de
conversion d’énergie innovatrices et des commandes avancées [61] [62] [63]. Cela a
conduit au développement des commandes spécifiques afin d’assurer dans tous les
cas le bon fonctionnement de ces convertisseurs. Plusieurs travaux ont été réalisés
sur les convertisseurs multicellulaires, on peut citer :
* Guillaume Gateau, 1997 [66] a utlisé la méthode de linéarisation exacte
entrées / sorties. Cette méthode permet par une transformation algébrique de
découpler le fonctionnement de chaque variable d’état les unes par rapport
aux autres. Cette méthode permet notamment de mettre en évidence deux
problèmes essentiels liés à la commande des convertisseurs multicellulaires sé-
rie : la saturation des commandes et la commandabilité des tensions flottantes
au voisinnage d’un courant de charge nul. Le même auteur a étudié une loi de
commande floue, il a construit pour chaque variable d’état un contrôleur flou
de type classique pour le courant et de type proportionnel non linéaire pour les
tensions. Cette appoche heuristique l’a conduit à l’écriture des bases des règles
très simples permettant la régulation de chaque variable d’état. L’avantage cer-
tain de ce type d’approche est la facilité et la rapidité de développement de la
procédure de régulation. Deux désavantages sont néanmoins à citer pour cette
procédure. Le premier provient du fait que chacune des boucles a été conçue
de façon indépendante des autres variables d’état. Autrement dit, les interac-
tions entre les variables d’état n’ont pas été prises en compte. Le second se
situe au niveau de l’implémentation de la procédure de régulation. Le codage
de l’algorithme nécessite beaucoup d’optimisation afin de réduire son temps
d’exécution.
* Olivier Tachon, 1998 [69] a proposé deux lois de commande pour le conver-
tisseur multicellulaire série. La première loi de commande de type propor-
tionnel permet de contrôler les tensions des condensateurs flottants aussi bien
en fonctionnement hacheur qu’en fonctionnement onduleur. La seconde loi de
commande met en œuvre une commande non interactive qui permet de mimi-
niser les interactions entre les tensions des condensateurs flottants et le courant
de charge, et d’imposer les dynamiques sur les grandeurs électriques.
* Dominique Pinon, 2000 [70] a proposé trois techniques de commande. Dans
la première technique de commande, il a utilisé la méthode de linéarisation par
bouclage statique, tandis que dans la deuxième et la troisième technique, il a
exploité respectivement la théorie de la commande par mode de glissement en
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imposant une fréquence de commutation fixe.
* Martin Aimé, 2003 [71] a présenté une nouvelle stratégie de commande
inspirée de la commande du courant crête à fréquence de découpage fixe, et
adaptée à un convertisseur multiniveaux. Cette commande permet de contrôler
le courant de sortie du convertisseur grâce à un système de double rampe de
référence et un algorithme qui détermine en temps réel l’évolution du niveau
de tension souhaité en sortie. Cette commande ne nécessite pas de capteur
de tension aux bornes de la charge. Seul le courant dans l’inductance doit
être mesuré, ainsi que les tensions flottantes, dans le cas d’un convertisseur
multicellulaire. Par contre, la tension aux bornes de la charge ne doit pas
subir de discontinuité, et elle ne doit pas varier de manière trop importante
pendant chaque période de découpage. Cette condition est importante, afin de
garantir que le courant dans l’inductance de sortie reste contrôlable, et varie
de manière quasi linéaire par morceaux.
* Olivier Bethoux, 2005 [72] a montré comment élaborer un contrôle per-
mettant d’assurer les meilleures dynamiques tout en préservant des régimes
permanents optimaux. En particulier, le contrôle rapproché du convertisseur à
nombre pair de cellules est établi avec succès. La boucle de premier niveau est
utlisée directement par des algorithmes contrôlant des processus par modes
glissants. Ensuite la défaillance d’une cellule est envisagée dans ces travaux.
* Khelifa Benmansour, 2009 [73] a utilisé une approche hybrique pour réali-
ser un banc d’essai d’un convertisseur multicellulaire série. La commande par
modes glissants est utilisée pour la conduite des machines à courant continu.
Ensuite l’analyse d’observabilité des tensions flottantes par approche statique
et approche hybrique est étudiée dans sa thèse.
* Leonardo Amet, 2011 [82] améliore la commande de Bethoux [72] en pro-
posant une commande directe basée sur la projection de phase qui calcule la
combinaison des commutateurs afin d’approximer les tensions des condensa-
teurs flottants avec leurs références.
* Bilal Amghar, 2013 [74] a présenté une nouvelle façon de commande des
convertisseurs multicellulaires parallèles. Cette commande permet de contrôler
le courant de sortie du convertisseur multicellulaire parallèle grâce à un réseau
de Pétri (RdP) et un algorithme qui détermine en temps réel l’évolution du
niveau de tension souhaité en sortie.
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* Fernando Salinas, 2014 [83] a amélioré la commande par RdP proposée dans
[74], mais cette fois ci sur le convertisseur multicellulaire série avec une étude de
stabilité formelle basée sur une fonction de Lyapunov qui assure la convergence
des états en fonction de la règle de commutation. Le principal avantage de cette
approche est l’intégration de la dynamique continue et discrète par RdP.
2.2 Structures de conversion d’énergie multi - ni-
veaux
Les structures de conversion d’énergie multi - niveaux reposent sur les asso-
ciations de semi − conducteurs de puissance et pour certaines topologies de leurs
connexions en série. Cette section est consacrée à la présentation du fonctionne-
ment et des particularités des principales structures de conversion d’énergie multi
- niveaux : le convertisseur en cascade, le convertisseur clampé par le neutre, le
convertisseur multicellulaire parallèle et le convertisseur multicellulaire série.
2.2.1 Convertisseur multi - niveaux en cascade
En 1975, dans [75] les auteurs ont proposé un convertisseur multi - niveaux
en cascade qui consistait en la mise en série de plusieurs ponts à deux niveaux
monophasés ; ces ponts étant connectés à des sources de tension continues séparées.
La figure 2.1 montre le schéma de base d’un convertisseur à N niveaux en cascade
formé par l’association en série de (N−1)2 ponts à deux niveaux. La tension Vs en
sortie d’une telle structure est donnée par la somme des (N−1)2 tensions en sortie de
ces ponts. Une autre alternative consiste à envisager de mettre en série plusieurs
ponts monophasés alimentés par une même source continue E (figure 2.2). Cette
structure est appelée polygonale et l’utilisation d’un transformateur d’isolement à
la sortie de chaque pont est obligatoire pour connecter les sorties alternatives de
chaque pont.
Il est à noter cependant que pour ces deux structures, l’encombrement (et par
conséquent l’augmentation du coût) de l’installation restent des handicaps péna-
lisants. En effet, pour l’obtention d’une tension de sortie à N niveaux, il faudra
disposer de (N−1)2 ponts monophasés par bras. Chaque pont doit être dimensionné
pour le courant de charge et pour une tension continue égale à la valeur maximale de
la tension en sortie du bras divisée par N (ceci est valable dans le cas des onduleurs
polygonaux pour un rapport de transformation unitaire).
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Figure 2.1 – Structure d’un convertisseur N niveaux en cascade
Figure 2.2 – Structure d’un convertisseur polygonal N niveaux
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2.2.2 Convertisseur multi-niveaux à structure NPC
L’une des premières structures multi niveaux est apparue vers la fin des années
70 [76]. Cette structure, connue sous le nom de convertisseur clampé par le neutre,
n’utilise pas de transformateur d’isolement et la répartition de la tension d’entrée
continue sur différents interrupteurs en série est assurée par des diodes (clamps)
connectées à des points milieux capacitifs. La figure 2.3 présente la structure corres-
pondant à un onduleur monophasé à N niveaux.
Une série de N − 1 condensateurs permet de créer un ensemble de N − 2 points
milieux capacitifs ayant des potentiels de tension qui vont de Ec(N−1) ,
(2Ec)
(N−1) ,... jusqu’à
((N−2)Ec)
(N−1) . Des niveaux de tensions intermédiaires sur la tension de sortie du bras
peuvent donc être créées en connectant chacun de ces points à la sortie, en agissant
pour cela sur les signaux de commandes sc1, sc1, sc2, ..., scN−1, scN−1, des interrup-
teurs de puissance. Les avantages les plus importants de cette structure par rapport
à la structure classique à 2 niveaux sont [77] :
– l’amélioration de la forme d’onde de la tension de sortie. Ainsi, le contenu
harmonique de la forme d’onde de sortie sera plus faible.
– la réduction de la contrainte de tension sur les interrupteurs (celle − ci est
proportionnelle au nombre de niveaux) et donc adaptée pour les applications
haute tension.
Par contre, l’inconvénient de cette structure est le déséquilibre de la tension des
condensateurs. Dans certaines conditions de fonctionnement, la tension du point
milieu capacitif peut avoir des variations très importantes. Afin d’assurer le bon
fonctionnement, il faut prévoir une stratégie de commande pour assurer la stabilité
de cette tension.
2.2.3 Convertisseur multicellulaire parallèle
Les convertisseurs multicellulaires parallèle sont utilisés dans des applications
très diverses, comme les microprocesseurs, le réseau de puissance automobile (42V/24
A) ou les onduleurs de secours de forte puissance (400V/135A).
Les principales motivations de la mise en parallèle des cellules de commutation sont :
1. la possibilité d’atteindre des puissances inaccessibles avec des composants
uniques,
2. l’utilisation de composants de calibre plus faible, et par conséquent plus per-
formants,
3. la modularité du convertisseur qui, permet notamment de répondre à d’éven-
tuelles modifications du cahier des charges,
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Figure 2.3 – Bras d’onduleur à structure NPC à N niveaux
4. l’amélioration des formes d’ondes à l’entrée et à la sortie du convertisseur par
une augmentation du nombre de degrés de liberté,
5. la réduction du coût total du convertisseur, car des composants de calibre plus
faibles peuvent être utilisés.
Le principal inconvénient des convertisseurs multicellulaires parallèles est dû aux
problèmes que peut engendrer un parallélisme massif. Ces problèmes sont :
– l’existence des fortes ondulations de courant dans les phases du convertisseur ;
– le déséquilibrage des courants de phase dû à la moindre imperfection du conver-
tisseur.
Une topologie classique de convertisseur multicellulaire parallèle (CMP) repose sur
une association de p cellules de commutation interconnectées par l’intermédiaire
d’inductances indépendantes, appelées aussi inductances de liaison [78] (Figure 2.4).
Les ordres de commande des cellules de commutation ont le même rapport cyclique
et deux cellules adjacentes ont les ordres de commande déphasés de 2pi
p
. Les tensions
délivrées par les p cellules de commutation sont des tensions carrées de niveau 0 et
+E, et déphasées de 2pi
p
. Les p tensions constituent un système de tensions équilibrées
(tensions de même fréquence fondamentale et de même contenu harmonique). Les
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inductances de liaison sont identiques sur chaque cellule (L1 = L2 = ... = Lp = L)
et ont pour rôle d’absorber toute différence de tension instantanée entre les cellules.
Elles sont toutes parcourues par le même courant moyen ( Is
p
), ce qui offre un aspect
modulaire très intéressant de ce type de convertisseur.
Figure 2.4 – Convertisseur multicellulaire parallèle
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2.2.4 Convertisseur multicellulaire série ou à cellules imbri-
quées
Elle est apparue au début des années 1990 à la suite d’un brevet déposé par
Thierry A. Meynard et Henri Foch [60], [66], [67]. Le convertisseur multicellulaire
série (CMS) est une topologie de conversion d’énergie qui repose sur la mise en
série d’interrupteurs commandés. Cette structure est basée sur la mise en série de
cellules de commutation entre lesquelles une source de tension flottante est insérée.
Ces sources de tensions flottantes sont réalisées par des condensateurs. La structure
du convertisseur multicellulaire série peut être adaptée à toutes les configurations :
montage en hacheur ou en onduleur (avec un point milieu capacitif), en demi pont
ou en pont complet. La figure 2.5 montre le schéma d’un bras d’un convertisseur
multicellulaire série à N niveaux, constitué de p = N − 1 cellules.
Les principales qualités qu’offre ce type de convertisseurs sont :
- la modularité d’une cellule de base permettant de construire toute une gamme
de convertisseur [70],
- le nombre élevé de degrés de liberté lié aux nombres de cellules employées,
- l’ondulation réduite dans le rapport du nombre de cellules employées [77],
- la possibilité de faire fonctionner ce type de convertisseurs en mode dégradé.
Pour conserver un fonctionnement correct du convertisseur multicellulaire série au
cours du temps, la commande doit assurer la régulation des tensions des conden-
sateurs flottants. La régulation permet d’une part de répartir équitablement les
contraintes sur chaque interrupteur, et d’autre part de conserver les mêmes carac-
téristiques du point de vue des niveaux de tension.
Il existe une commande en boule ouverte très simple permettant d’assurer la stabi-
lité du convertisseur. Elle est connue sous le nom de commande MLI (Modulation de
Largeur d’Impulsion) ou commande dite "naturelle" [65]. Elle permet l’approxima-
tion de la tension de référence de sortie par la réalisation d’une tension moyenne de
même valeur sur une période. Il apparaît cependant que pour certains points de fonc-
tionnement (points critiques), la commande dite naturelle ne permet plus d’assurer
la stabilité des tensions des condensateurs, ce qui peut conduire à la destructtion du
convertisseur. Ce phénomène a déjà été souligné dans des travaux antérieurs [66],
[67], [82]. Le besoin de mieux caractériser l’existence d’un tel fonctionnement rend
nécessaire une analyse approfondie de la commande de ce type de convertisseur.
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Dans [68] l’auteur s’est appuyé sur une approche géométrique afin de faire cette ana-
lyse. Cette démarche a permis alors une analyse aussi complète que possible. Cela
a notamment permis de caractériser les points de fonctionnement critiques pour
lesquels les tensions de condensateurs ne sont plus naturellement contrôlées, notam-
ment dans le cas triphasé avec la détermination de l’ensemble des points critiques
dans deux cas différents. Cela a également conduit au développement des commandes
spécifiques afin d’assurer le contrôle des tensions des condensateurs flottants dans
tous les cas de fonctionnement. Par contre, la contrainte de ces convertisseurs est la
nécessité d’un grand nombre de condensateurs, notamment pour une configuration
triphasée [79].
Figure 2.5 – Bras d’un convertisseur multicellulaire série à N niveaux
2.2.5 Récapitulatif des différentes structures de conversion
d’énergie multi - niveaux
Le tableau 2.1 récapitule les avantages et les inconvénients des différentes struc-
tures de conversion d’énergie multi - niveaux.
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Structures Avantages Inconvénients
Cascade - assurer un équilibrage naturel des tensions ; - Encombrement de l’installation ;
- permet d’alimenter une charge de moyenne - Augmentation du coût
ou haute tension à partir de plusieurs sources basse tension
NPC - Amélioration de la forme d’onde de la tension de sortie ; - Déséquilibre de la tension
- Réduction de la contrainte de tension sur les interrupteurs des condensateurs ;
(ceci est proportionnel au nombre de niveaux) et donc adapté - Nécessité plus de composants
pour les applications haute tension semi - conducteurs
CMP - la possibilité d’atteindre des puissances inaccessibles - Existence des fortes
avec des composants uniques ; ondulations de courant
- l’utilisation de composants de calibre plus faible, dans les phases du convertisseur ;
et par conséquent plus performants ; - Déséquilibrage des courants
- la modularité du convertisseur qui, permet de phase dû à
de répondre à d’éventuelles modifications du cahier de charges ; l’imperfection du convertisseur
- l’amélioration des formes d’ondes à l’entrée et à la sortie
du convertisseur par une augmentation du nombre de degrés de liberté ;
- la réduction du coût total du convertisseur.
CMS - Permet d’assurer une bonne répartition de la tension La nécessité d’un grand
sur chaque interrupteur quel que soit le régime statique ou dynamique ; nombre de condensateurs,
- On peut réaliser n’importe quelle combinaison notamment pour
sans réduire la durée de vie du système ; une configuration triphasée
- L’utilisation de composants ayant à tenir des tensions
plus faibles permet d’augmenter les caractéristiques de commutation ;
- Son aspect modulaire permet de monter en tension facilement
en augmentant le nombre de cellules
Table 2.1 – Récapitulatif des différentes structures de conversion d’énergie multi -
niveaux
2.3 Étude du convertisseur multicellulaire série
L’aspect modélisation dans l’étude des convertisseurs statiques revêt un intérêt
tout particulier. En eflet, un convertisseur statique (multi - niveaux ou non) possède
des variables continues (généralement courants et tensions) mais aussi des variables
discontinues (états des interrupteurs). En électrotechnique, on utilise souvent un
modèle aux valeurs moyennes instantanées. Pour ces modèles, on remplace les gran-
deurs discontinues par leurs valeurs moyennes glissantes sur une période de décou-
page. Cette modélisation est tout à fait justifiée et justifiable tant que la période
de découpage est inférieure aux constantes de temps mises en jeu par le système.
Les discontinuités (changements d’état des interrupteurs) conduisent à la génération
d’harmoniques haute fréquence qui, en général, ne modifient pas qualitativement le
fonctionnement propre du système. Le cas des convertisseurs multicellulaires est un
peu particulier car la génération de ces harmoniques à la fréquence de découpage et
au - delà, entraîne un équilibrage naturel des tensions appliquées aux bornes des in-
terrupteurs bloqués. Dans cette partie, nous allons décrire rapidement les différents
modèles de représentation possible pour les convertisseurs multicellulaires série.
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2.3.1 Fonctionnement en hacheur
2.3.1.1. Modèle exact ou instantané
Le modèle exact ou instantané prend en compte les commutations des interrup-
teurs et les grandeurs instantanées de variables d’état du convertisseur. Il permet de
représenter l’état de chacune des cellules de commutation du convertisseur à l’échelle
de la période de découpage et les phénomènes harmoniques liés à la commutation
des interrupteurs [69]. Ce modèle est utilisé pour valider en simulation des lois de
commande car il est difficile à exploiter pour élaborer des lois de commande. La
figure 2.6 présente un convertisseur multicellulaire série fonctionnant en hacheur
dévolteur associé à une charge R − L. Ce convertisseur représente une association
de p cellules de commutation. Chaque cellule est formée d’une paire d’interrupteurs
(sc, sc) dont l’état est complémentaire. L’ensemble des cellules constitue un bras.
Nous remarquons qu’entre chacune des cellules est inséré un condensateur flottant.
La mise en équation de cette structure met en œuvre (p− 1) équations à l’évolution
des tensions aux bornes des (p− 1) condensateurs flottants et une équation liée au
courant de la charge.
Figure 2.6 – Hacheur dévolteur à p cellules associé à une charge R , L
Pour établir le modèle instantané du convertisseur, on prend deux cellules (sck, sck)
et (sck+1, sck+1) avec leur condensateur flottant (Ck). L’évolution de la tension aux
bornes du condensateur Ck est liée à l’évolution du courant iCk , ce dernier étant
fonction de l’état des cellules adjacentes (cellule k+ 1 et cellule k) et du courant de
charge iL.
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Le courant de charge est fonction des signaux des commandes sck+1 et sck :
iCk = (sck+1 − sck)iL (2.1)
La tension aux bornes du condensateur Ck est liée au courant i(Ck) par :
i(Ck) = Ck
dvCk
dt
(2.2)
Donc, il vient :
dvCk
dt =
sck+1−sck
Ck
iL (2.3)
Cette équation est généralisée aux (p− 1) condensateurs flottant.
D’après la loi des mailles, la tension de sortie Vs est la somme des tensions aux
bornes des interrupteurs "sc". Ces tensions sont définies par :
vsck = (vCk − vCk−1)sck (2.4)
D’où la tension aux bornes de la charge Vs :
Vs =
∑p
k=1 vsck =
∑p
k=1(vCk − vCk−1)sck (2.5)
L’évolution du courant dans la charge est donnée par l’équation suivante :
diL
dt =
Vs
L − RL iL (2.6)
Par substitution de l’équation (2.5) dans l’équation (2.6), nous obtenons :
diL
dt =
sc1−sc2
L vC1 +
sc2−sc3
L vC2 + ...+
scp−1−scp
L vCp−1 +
scp
L E − RL iL
(2.7)
Le modèle instantané représentant un bras multicellulaire série à p cellules fonc-
tionnant en hacheur associée à une charge R - L est donc regroupé dans le système
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d’équations suivant :
dvC1
dt =
sc2−sc1
C1
iL
dvC2
dt =
sc3−sc2
C2
iL
...
dvCp−1
dt =
scp−scp−1
Cp−1
iL
diL
dt =
sc1−sc2
L vC1 +
sc2−sc3
L vC2 + ...+
scp−1−scp
L vCp−1 +
scp
L E − RL iL
(2.8)
2.3.1.2 Modèle aux valeurs moyennes
Ce modèle permet de réaliser la synthèse de certaines lois de commande et cor-
respond à l’utilisation des rapports cycliques. Il ne comprend aucune information
relative à la phase des signaux. Pour le convertisseur multicellulaire série, les phé-
nomènes harmoniques ne seront donc pas pris en compte tel que le rééquilibrage
naturel. Les hypothèses supplémentaires à l’établissement de ce modèle par rapport
au modèle instantané sont :
– Tensions flottantes et tension de bus : Les tensions sont considérées constantes
durant une période de découpage.
– Courants de phase : Le courant de charge est constant sur une période de
découpage et correspond à sa valeur moyenne sur cette même période.
2.3.1.3. Modèle harmonique
Pour pouvoir décrire le phénomène de l’équilibrage naturel (avec la MLI), ou
considérer une commande jouant sur les déphasages, on ne peut pas utiliser le mo-
dèle moyen. Le modèle nécessaire ne doit plus se limiter aux composantes continues
présentes sur les variables d’états, il doit tenir compte de l’ensemble des harmo-
niques. Le modèle harmonique est alors très bien adapté. Cette modélisation permet
d’intégrer n’importe quelle charge linéaire grâce à sa réponse fréquentielle.
Les hypothèses de cette modélisation sont les suivantes :
– les interrupteurs sont parfaits (temps mort nul, temps de commutation nul,
courant de fuite nul, pas de tension de saturation) ;
– les tensions des condensateurs sont supposées suffisamment dimensionnées
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pour être considérées comme constantes sur une période de découpage ;
– la constante de la charge sera supposée inférieure à la période de découpage
pour avoir à chaque période de découpage un courant en régime permanent.
Le modèle harmonique permet de fournir de nombreuses informations :
• en régime permanent : en fixant le rapport cyclique et le déphasage, il est pos-
sible d’extraire les points d’équilibre des tensions des condensateurs sans passer par
une longue et fastidieuse simulation ;
• en transitoire avec la détermination des constantes de temps : les valeurs propres
de la matrice dynamique élémentaire du système permettent de caractériser les dif-
férentes constantes de temps pour chaque tension. Les rapports cycliques appliqués
aux cellules sont alors constants sinon le modèle devient non linéaire.
• en réponse fréquentielle (le diagramme de Bode) : [84] contient les résultats sur le
calcul et les propriétés des valeurs propres. Il montre que l’équilibrage naturel fonc-
tionne uniquement pour un nombre premier de cellules. La commande fréquentielle
basée sur ce modèle permet de réduire le nombre de filtres (brevet [60]).
2.3.1.4. Équilibrage des tensions aux bornes des condensateurs flottants
Pour que les sources des tensions flottantes imposent sur chaque interrupteur
bloqué une contrainte en tension égale à E
p
, il faut que chaque condensateur Ck soit
chargé de la tension kE
p
avec k ∈ [1, ..., p − 1]. Dans cette section nous allons voir
comment assurer l’équilibrage en boucle ouverte de ces tensions flottantes.
2.3.1.4.1 Équilibrage sans circuit auxiliaire
Pour fonctionner correctement, le convertisseur multicellulaire série a absolument
besoin que les tensions aux bornes des condensateurs flottants soient équilibrées à
leur juste valeur kE
p
. Cet équilibrage des tensions flottantes s’effectue naturellement,
selon un mécanisme qu’on va rappeler brièvement, à condition que les rapports cy-
cliques soient identiques et que le déphasage entre les signaux de commande soit égal
à 2pi
p
. Supposons qu’au moins l’une des tensions flottantes s’écarte de sa valeur souhai-
tée. La conséquence immédiate sera une altération des niveaux intermédiaires de la
tension de bus continu (E) et des tensions flottantes (vC1 , vC2 , ..., vCp−1). Dans un tel
cas, le spectre de raies de la tension de sortie se trouve lui aussi dégradé. Il apparaît
entre autres une raie harmonique à la fréquence fdec, là où normalement la première
famille harmonique se situe p×fdec. Cette composante harmonique se trouve dans le
courant de sortie du convertisseur. C’est elle qui, en circulant à travers les condensa-
teurs flottants va rééquilibrer chaque tension flottante à kE
p
, (k = 1, 2, ..., p−1). Ceci
permet de mettre en évidence que l’équilibrage est lié à la composante alternative du
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courant de charge [69]. Bien sûr, pour que le phénomène de rééquilibrage se produise,
il faut qu’il existe une relation de causalité entre la tension de sortie et le courant
débité. Cet équilibrage n’est pas envisageable dans le cas d’un fonctionnement à
vide.
Dans le cas d’une charge R − L, la dynamique d’équilibrage est conditionnée en
partie [79] par la valeur de la constante de temps L
R
de la charge régissant l’évolution
du courant de charge ich. De plus, pour une résistance donnée, une valeur impor-
tante (respectivement faible) de l’inductance de charge L entraîne une dynamique
d’équilibre lente (respectivement rapide).
La figure 2.7 montre l’influence de la valeur de l’inductance de charge L dans le cas
d’un hacheur dévolteur à trois cellules ayant des caractéristiques suivantes :
- La tension du bus continu E = 1500V
- La fréquence de découpage fdec = 10kHz
- La résistance de charge R = 10Ω
- Les capacités des sources flottantes C1 = C2 = 40µF
Le rapport cyclique (identique sur les trois cellules) α = 0.5
Figure 2.7 – L’influence de l’inductance de charge sur l’équilibrage : (a) L = 0.5mH ;
(b) L = 0.1mH
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2.3.1.4.2 Équilibrage avec un circuit auxiliaire
Dans le paragraphe précédent, nous avons énoncé que l’équilibrage naturel n’est
pas envisageable dans le cas d’un fonctionnement à vide. Pour assurer le rééquili-
brage quel que soit le point de fonctionnement, un circuit auxiliaire est souvent mis
en œuvre. Ce circuit, correspondant à un circuit RLC série résonnant, placé en pa-
rallèle sur la charge interviendra uniquement en cas de déséquilibre. La fréquence de
résonnance du circuit auxiliaire faux est choisie telle que l’impédance du circuit soit
minimale pour les harmoniques égales à kfdec (k entier positif non multiple de p) et
maximale pour les harmoniques égales à kpfdec [69]. Ainsi lors d’un déséquilibre, les
harmoniques kfdec apparaissant sur la tension de sortie créent des harmoniques de
courant aux mêmes fréquences et d’amplitudes importantes (en raison de la faible
impédance du circuit RLC pour ces fréquences). Ceci implique un rééquilibre avec
une dynamique satisfaisante [66]. Le nombre de circuits auxiliaires à mettre en œuvre
est fonction du nombre de cellules du convertisseur car ce nombre fixe la bande pas-
sante comprise entre fdec et pfdec. Ainsi pour un convertisseur à trois cellules, un
circuit RLC série accordé à la fréquence de découpage fdec est suffisant. Par contre
pour un convertisseur à sept cellules, trois circuit RLC en parallèle sur la charge
accordés à fdec, 2fdec et 3fdec seront nécessaires [80].
2.3.1.5 Étude d’un hacheur à deux cellules
Afin d’étudier le fonctionnement du convertisseur multicellulaire série et l’effet
des décalages des ordres de commande sur les formes d’ondes en sortie et pour des
raisons de simplicité de présentation, nous considérons le hacheur à deux cellules
présenté sur la figure 2.8. Dans cette structure, la cellule 1 est celle qui est connectée
à la charge.
Nous supposons que le condensateur est chargé à sa valeur d’équilibre E2 . La
figure 2.9 montre qu’il existe 4 configurations différentes selon les commandes des
interrupteurs. Les configurations b et c, permettent d’avoir un niveau de tension
supplémentaire de E2 par rapport à une structure classique.
Dans [66], l’auteur met en évidence les effets du déphasage entre les signaux de
commande et le rapport cyclique sur la tension de sortie. Il en ressort de son étude
que :
1. Pour un déphasage nul entre les signaux de commande et quelque soit le rap-
port cyclique, la tension de sortie oscille entre 0 et E. Ce type de fonction-
nement est similaire en termes de forme d’onde, au cas d’un hacheur avec un
seul interrupteur.
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Figure 2.8 – Hacheur dévolteur à 2 cellules
Figure 2.9 – Les configurations possibles d’un hacheur dévolteur à 2 cellules
2. Lorsque l’on déphase légèrement les signaux de commande, il apparaît, quelque
soit le rapport cyclique appliqué sur les cellules, trois niveaux de tension
(0, E2 , E). L’amplitude maximum des variations est donc toujours égale à E.
3. Pour un déphasage de pi entre les signaux de commande, la tension vue par la
charge oscille entre 0 et E2 quand α = 0.25 et entre
E
2 et E quand α = 0.75.
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Ceci démontre la possibilité de fonctionner en multi - niveaux.
4. Les variations de déphasage n’influencent pas la valeur moyenne de la tension
de sortie qui dépend uniquement de la tension d’alimentation et de la valeur
du rapport cyclique commun à toutes les cellules.
Nous pouvons donc en tirer les propriétés suivantes en généralisant à p cellules de
commutation [66] :
2.3.1.6. Propriétés
Propriété 1 : Pour un convertisseur multicellulaire série à p cellules de type ha-
cheur, si on impose des rapports cycliques égaux et des déphasages réguliers de 2pi
p
entre les signaux de commande des cellules alors l’ondulation de la tension de sortie
est divisée par p.
Propriété 2 : Pour un convertisseur multicellulaire série à p cellules de type ha-
cheur, si on impose des déphasages réguliers de 2pi
p
entre les signaux de commande
des cellules et si le rapport cyclique α est compris entre (i−1)
p
et i
p
avec i ∈ [1, ..., p]
alors la tension de sortie prendra les valeurs (i−1)E
p
et iE
p
sur une période de hachage.
Propriété 3 : Pour un convertisseur multicellulaire série à p cellules de type ha-
cheur, si on impose des rapports cycliques égaux et de déphasages réguliers de 2pi
p
entre les signaux de commande des cellules alors la fréquence de commutation ap-
parente de la tension de sortie est multipliée par p.
Propriété 4 : Dans le cas où le rapport cyclique est égal à k
p
avec k ∈ [1, ..., p− 1],
la tension de sortie n’est plus découpée car une des cellules de commutation passe à
l’état haut, une autre passe à l’état bas en même temps. Ceci implique une tension
de sortie du bras égale à kE
p
.
2.3.2 Fonctionnement en onduleur
Comme nous l’avons vu dans le cas du fonctionnement en hacheur, nous devons
générer les ordres de commande pour les différentes cellules de l’association. Ces
ordres de commande devront être déphasés entre eux de 2pi
p
(pour avoir un fonction-
nement optimal). Plusieurs solutions sont à notre disposition et nous allons présenter
la plus simple et la plus facile d’utilisation en pratique : MLI naturelle.
Dans la MLI naturelle, les ordres de commande de chaque cellule sont générés
par l’intersection entre une porteuse triangulaire de fréquence fp et le signal modu-
lant sinusoidal de fréquence fmod. Les équations permettant de générer les signaux
triangulaires notés trk évoluant dans l’intervalle [-1 1] sont :
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tr1 = pi2arsin(sin(2pifpt− φ))
tr2 = pi2arsin(sin(2pifpt− φ− 2pip ))
...
trp = pi2arsin(sin(2pifpt− φ− (p− 1)2pip ))
L’angle φ sera choisi égal à pi2 comme nous l’avons vu dans le cas d’un fonctionnement
en hacheur. La comparaison entre les signaux triangulaires trk et les modulantes,
notées modk, permet d’obtenir les ordres de commande sck :
- Si modk ≥ trk ⇒ sck = 1
- Si modk ≤ trk ⇒ sck = 0
2.3.2.1. Onduleur monophasé en pont complet
La structure d’un onduleur multicellulaire série monophasé en pont complet est
représentée sur la figure 2.10. Cette structure contient deux bras, le premier bras est
caractérisé par les condensateurs C1,1, C2,1, ..., Cp−1,1, tandis que, le deuxième bras
est caractérisé par les condensateurs C1,2, C2,2, ..., Cp−1,2. Les équations qui régissent
le fonctionnement du premier bras sont :

dvC1,1
dt =
sc2,1−sc1,1
C1,1
iL
dvC2,1
dt =
sc3,1−sc2,1
C2,1
iL
...
dvCp−1,1
dt =
scp,1−scp−1,1
Cp−1,1
iL
(2.9)
Le fonctionnement du deuxième bras est décrit par le système d’équations suivant :

dvC1,2
dt =
sc2,2−sc1,2
C1,2
iL
dvC2,2
dt =
sc3,2−sc2,2
C2,2
iL
...
dvCp−1,2
dt =
scp,2−scp−1,2
Cp−1,2
iL
(2.10)
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La tension aux bornes de la charge est exprimée par : vs = vs1 − vs2 , avec
vs1 = vAM = (sc1,1−sc2,1)vC1,1+(sc2,1−sc3,1)vC2,1+...+(scp−1,1−scp,1)vCp−1,1+scp,1E
vs2 = vBM = (sc1,2−sc2,2)vC1,2+(sc2,2−sc3,2)vC2,2+...+(scp−1,2−scp,2)vCp−1,2+scp,2E
Figure 2.10 – Onduleur monophasé multicellulaire série en pont complet
Les signaux de commande sont obtenus par modulation de largeur d’impulsion par
la technique MLI naturelle. Les deux modulantes mod1 (pour le premiers bras) et
mod2 (pour le deuxième bras) sont données par :
mod1 = 0.9sin(2pifmodt)
mod2 = 0.9sin(2pifmodt− pi)
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2.3.2.2. Onduleur multicellulaire série triphasé
La structure d’un onduleur multicellulaire série triphasé est composée de trois
bras multicellulaires, comme le montre la figure 2.11. En notant l’indice de la phase
j, (j = a, b, c), on a la notation suivante :
- sci,j pour la commande de la cellule i du bras j
- vCi,j pour la tension du condensateur i du bras j
Le fonctionnement des trois bras est régi par les équations suivantes :
1. Pour le bras a :

dvC1,a
dt =
sc2,a−sc1,a
C1,a
iL,a
dvC2,a
dt =
sc3,a−sc2,a
C2,a
iL,a
...
dvCp−1,a
dt =
scp,a−scp−1,a
Cp−1,a
iL,a
2. Pour le bras b : 
dvC1,b
dt =
sc2,b−sc1,b
C1,b
iL,b
dvC2,b
dt =
sc3,b−sc2,b
C2,b
iL,b
...
dvCp−1,b
dt =
scp,b−scp−1,b
Cp−1,b
iL,b
3. Pour le bras c :

dvC1,c
dt =
sc2,c−sc1,c
C1,c
iL,c
dvC2,c
dt =
sc3,c−sc2,c
C2,c
iL,c
...
dvCp−1,c
dt =
scp,c−scp−1,c
Cp−1,c
iL,c
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Figure 2.11 – Structure d’un onduleur triphasé multicellulaire série
Les tensions aux bornes de la charge sont données par :
va = 2vAM−vBM−vCM3
vb = −vAM+2vBM−vCM3
vc = −vAM−vBM+2vCM3
avec
vAM = (sc1,a− sc2,a)vC1,a + (sc2,a− sc3,a)vC2,a + ...+ (scp−1,a− scp,a)vCp−1,a + scp,aE
vBM = (sc1,b − sc2,b)vC1,b + (sc2,b − sc3,b)vC2,b + ...+ (scp−1,b − scp,b)vCp−1,b + scp,bE
vCM = (sc1,c − sc2,c)vC1,c + (sc2,c − sc3,c)vC2,c + ...+ (scp−1,c − scp,c)vCp−1,c + scp,cE
L’onduleur est commandé par la technique MLI naturelle, et les trois modulantes
mod1 (pour le premier bras),mod2 (pour le deuxième bras) etmod3 (pour le troisième
bras) sont données par :
mod1 = 0.9sin(2pifmodt)
mod2 = 0.9sin(2pifmodt− 2pi3 )
mod3 = 0.9sin(2pifmodt− 4pi3 )
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2.4 Conclusion
Dans ce chapitre, après un rapide balayage des différentes structures des conver-
tisseurs multi - niveaux, le modèle dynamique complet du convertisseur multicel-
lulaire série ou à cellules imbriquées a été présenté en fonctionnement hacheur et
onduleur. La méthode utilisée passe par l’écriture générale des équations des cou-
rants et des tensions. Le point important de cette présentation est la modélisation
du convertisseur. Un bref aperçu est donné sur l’équilibrage des tensions aux bornes
des condensateurs flottants (équilibrage sans circuit auxiliaire et équilibrage avec un
circuit auxiliaire). Le modèle complet du système est donné sous la forme des va-
riables d’état. Le modèle en fonctionnement hacheur sera utilisé au chapitre 3 en vue
de mettre en évidence la présence du comportement chaotique dans un convertisseur
multicellulaire série.
Chapitre 3
Étude des comportements
chaotiques dans un convertisseur
multicelllaire série
3.1 Introduction
Le chaos est considéré par les communautés des mathématiques, des sciences de
l’ingénieur, de la physique, de la biologie, etc. comme un phénomène dynamique com-
plexe à plus d’un titre. Notamment il est reproductible mais n’est jamais identique et
il peut être voulu ou indésiré, ainsi les recherches dans le domaine du chaos incluent
la suppression et la reconstruction du chaos. Cette génération de comportement
chaotique peut, par exemple être réalisée en produisant des attracteurs chaotiques
grâce à la commutation des systèmes linéaires [87], [88], [89] alors qu’aucun système
linéaire seul ne peut produire du chaos. Les électroniciens [90], [91] savent bien que
ces systèmes linéaires par morceaux peuvent être utilisés pour produire différents
attracteurs chaotiques, comme les n-scroll attracteurs du célèbre circuit de Chua
[92]. Un phénomène similaire produisant des cascades de cycles limites conduisant
au chaos est observé dans [93] et [94]. Ainsi dans [93], deux séries de conditions
initiales produisent deux cycles limites différents alors qu’un nouveau cycle limite
pour chaque nouvelle condition initiale est observé dans [94].
L’étude de la dynamique non linéaire avec comportement chaotique des convertis-
seurs DC - DC a débuté en 1984 par les travaux de Brockett et Wood [95]. Depuis,
le chaos et les phénomènes non linéaires dans les circuits d’électronique de puissance
ont attiré l’attention de nombreux groupes de recherche dans le monde entier. Dif-
férents phénomènes non linéaires ont été observés et ont dûs être distingués comme
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les routes vers le chaos à partir de la cascade de doublement de période [96], [97],
[98], [99], [100] ou des phénomènes de quasi - périodicité [101], [102], [103]. De même
pour les systèmes lisses, des bifurcations de type “border collision“ (collision fron-
tière) [100], [104] ont dûes être distinguées des bifurcations sliding (glissement à la
frontière), etc.
Ce chapitre propose l’étude et l’analyse du comportement chaotique dans un
hacheur multicellulaire série. Notons que le hacheur qui a une charge purement dis-
sipative, ne peut générer un comportement chaotique car aucun élément du système
n’est capable de produire de l’énergie. Néanmoins, il est bien connu depuis [105]
qu’un convertisseur de puissance quand il est connecté à une charge non - linéaire
non strictement dissipative peut avoir un comportement chaotique. Pour des raisons
de simplicité de présentation, nous étudierons dans un premier temps un hacheur
à deux cellules pour ensuite passer à un hacheur à cinq cellules. Ce chapitre est
organisé comme suit : dans le paragraphe 2, le principe de base d’un convertisseur
multicellulaire série est rappelé. Dans le paragraphe 3, une étude du comportement
chaotique du hacheur à deux cellules est faite à partir des propriétés dynamiques
de base. Les routes vers le chaos de ce hacheur sont présentées aux moyens des si-
mulations. Le paragraphe 4 est consacré à l’étude du comportement chaotique du
hacheur cinq cellules. Des conclusions sont données dans le paragraphe 5.
3.2 Principe de base d’un convertisseur multicel-
lulaire série
Il est nécessaire lors d’une association en série de composants semi - conducteurs,
d’assurer une répartition équilibrée de la tension d’alimentation sur les différents
interrupteurs. De façon imagée et simple, si nous considérons deux interrupteurs
de tenue en tension E2 à la place d’un seul capable de supporter une tension E, il
est nécessaire de faire en sorte que la tension appliquée sur ces interrupteurs soit
équilibrée à E2 . Une solution consiste à insérer une source de tension flottante comme
indiqué sur la figure 3.1.
Si la source de tension flottante délivre une tension égale à E2 alors la répartition est
équilibrée. En effet,

vcell1 = E2 ,
vcell2 = (E − E2 ) = E2
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Figure 3.1 – Bras de convertisseur multicellulaire à deux cellules de commutation
il est intéressant de constater que l’état des interrupteurs d’une cellule de commu-
tation n’a aucune répercussion sur les contraintes appliquées aux interrupteurs de
l’autre cellule, les deux cellules peuvent donc être considérées comme indépendantes.
Ce type de convertisseur est facilement généralisable à p cellules imbriquées : les p
cellules de commutation sont indépendantes les unes des autres. On dit alors que le
convertisseur est de p cellules. Chaque cellule est constituée de deux interrupteurs
et une source de tension. Les interrupteurs fonctionnent en complémentaire, quand
l’un est passant l’autre est bloqué. L’état discret de chaque cellule i est représenté
par sci et aura la valeur 1 quand l’interrupteur du haut est fermé et 0 quand cet
interrupteur est ouvert. De même la tension de sortie sera désignée par Vs. La com-
mande par les sci donne 2p configurations différentes avec p le nombre de cellule, et
le nombre de niveaux de tension de sortie, en régime permanent, est égal à p+ 1.
3.3 Étude des comportements chaotiques du conver-
tisseur à deux cellules
Dans ce paragraphe un hacheur à deux cellules de commutation commandé par
MLI associé à une charge non linéaire non strictement dissipative sera étudié. Ses
propriétés dynamiques de base seront étudiées au moyen de la théorie de la dyna-
mique non linéaire, de la simulation numérique, de la section de Poincaré, de l’appli-
cation du premier retour, du diagramme de bifurcation, de la représentation spectrale
et de la route vers le chaos. Les simulations sont faites sous Matlab /Simulink et les
paramètres du système sont les suivants : E = 100V, L = 50mH, R = 10Ω,
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C = 0.1µF, CL = 40µF .
3.3.1 Modélisation du convertisseur
La modélisation de notre convertisseur (figure 3.3) passe par l’analyse des dif-
férentes séquences de fonctionnement que nous supposerons de durées fixes. Une
charge passive en série avec une charge non linéaire non strictement dissipative
compose la charge considérée. En outre, la charge non linéaire est en parallèle avec
un condensateur afin de "garder à l’esprit" 1 les propriétés non linéaires. Il appa-
raît quatre séquences de fonctionnement selon l’état des interrupteurs (figure 3.4).
Nous pouvons représenter le convertisseur par le système d’équations différentielles
suivant : 
LdiL
dt
= (sc2 − sc1)vC − vCL −RiL + sc2E
C dvC
dt
= (sc2 − sc1)iL
CL
dvCl
dt
= iL − g(vCL)
(3.1)
avec g(vCL) = GbvCL+ 12(Ga−Gb)(|vCL+Bp|−|vCL−Bp|) qui est une représentation
mathématique de la courbe caractéristique de la charge non linéaire. (figure 3.2).
Figure 3.2 – Graphe de la charge non linéaire
1. Ici, nous souhaitons que la non linéarité influence directement une variable d’état physique.
Ainsi la tension aux bornes du condensateur de la charge représente l’intégralité de la non linéarité
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Paramètres :
– E Tension d’entrée ;
– iL Courant dans l’inductance ;
– C Condensateur ;
– L Inductance de lissage ;
– R Résistance liée à l’inductance ;
– CL Condensateur liée à la charge.
Figure 3.3 – Hacheur à deux cellules associé à une charge non linéaire
Ci - dessous les quatres configurations (figure 3.4) possibles avec :
a) - Vs = E quand sc1 = sc2 = 1
b) - Vs = vC quand sc1 = 1 et sc2 = 0
c) - Vs = E − vC quand sc1 = 0 et sc2 = 1
d) - Vs = 0 quand sc1 = sc2 = 0
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Figure 3.4 – Les configurations possibles d’un hacheur à deux cellules associé à
une charge non linéaire
3.3.2 Propriétés dynamiques
3.3.2.1. Équilibre
L’équilibre du système s’obtient en résolvant les équations algébriques suivantes
simultanément.
LdiL
dt
= (sc2 − sc1)vC − vCL −RiL + sc2E = 0
C dvC
dt
= (sc2 − sc1)iL = 0
CL
dvCL
dt
= iL − g(vCL) = 0
(3.2)
Posons :
vC = x2Bp, vCL = x3Bp, iL = x1GBp, G = 1R , t =
C
G
τ
l’equation normalisée devient :
x˙1 = β(εx2 − x3 − κx1) + αsc2
x˙2 = εx1
x˙3 = p(x1 − g(x3))
(3.3)
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où ε = sc2 − sc1, p = CCl , β = CLG2 , κ = RG, α =
βE
Bp
.
ce qui donne g(x3) = bx3 + 0.5(a− b)[|x3 + 1| − |x3 − 1|]
g(x3) =

bx3 + a− b si x3 > 1
ax3 si |x3| ≤ 1
bx3 − a+ b si x3 < −1
avec a = Ga
G
, b = Gb
G
.
Maintenant la dynamique de l’équation (3.3) et par conséquent celle de l’équation
(3.1) dépends de ε, p, β, κ, a, b et α. En utilisant les paramètres du circuit,
nous avons : p = 25.10−4, β = 2.10−4, α = 2.10−2, a = −15, b = 5, κ = 1.
Nous déterminons l’équilibre dans ce qui suit les différents cas possibles.
Cas 1 ε = 1, i.e., sc1 = 0, sc2 = 1
Le système devient : 
x˙1 = β(−κx1 + x2 − x3) + α
x˙2 = x1
x˙3 = p(x1 − g(x3))
(3.4)
Quand x3 > 1 ; nous avons :

x˙1 = β(−κx1 + x2 − x3) + α
x˙2 = x1
x˙3 = p(x1 − bx3 − a+ b)
(3.5)
Après résolutions, nous obtenons le point d’équilibre suivant :
xe1 = (0; b−ab − αβ ; b−ab ) = (0;−96; 4)
Quand |x3| ≤ 1 ; nous avons :
x˙1 = β(−κx1 + x2 − x3) + α
x˙2 = x1
x˙3 = p(x1 − ax3)
(3.6)
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Nous obtenons : xe2 = (0; −αβ ; 0) = (0;−100; 0)
Quand x3 < −1 ; nous avons :
x˙1 = β(−κx1 + x2 − x3) + α
x˙2 = x1
x˙3 = p(x1 − bx3 + a− b)
(3.7)
Le point d’équilibre est : xe3 = (0; a−bb − αβ ; a−bb ) = (0;−104;−4)
Cas 2 ε = −1, i.e., sc1 = 1, sc2 = 0
Le système devient : 
x˙1 = β(−κx1 − x2 − x3)
x˙2 = −x1
x˙3 = p(x1 − g(x3))
(3.8)
Quand x3 > 1 ;nous avons :
x˙1 = β(−κx1 − x2 − x3)
x˙2 = −x1
x˙3 = p(x1 − bx3 − a+ b)
(3.9)
Nous obtenons : xe11 = (0; a−bb ;
−a+b
b
) = (0;−4; 4)
Quand |x3| ≤ 1 ; nous avons :
x˙1 = β(−κx1 − x2 − x3)
x˙2 = −x1
x˙3 = p(x1 − ax3)
(3.10)
Nous obtenons : xe21 = (0; 0; 0)
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Quand x3 < −1 ; nous avons :

x˙1 = β(−κx1 − x2 − x3)
x˙2 = −x1
x˙3 = p(x1 − bx3 + a− b)
(3.11)
Le point d’équilibre est : xe31 = (0; −a+bb ;
a−b
b
) = (0; 4;−4)
Cas 3 ε = 0
a) sc1 = sc2 = 1
Le système devient : 
x˙1 = β(−κx1 − x3) + α
x˙2 = 0
x˙3 = p(x1 − g(x3))
(3.12)
Quand x3 > 1 ; nous avons le système :
x˙1 = β(−κx1 − x3) + α
x˙2 = 0
x˙3 = p(x1 − bx3 − a+ b)
(3.13)
Le point d’équilibre est : xe12 = (
a+(α
β
−1)b
1+bκ ;x2;
κ(−a+b)+α
β
1+bκ ) = (80; x2; 20)
Quand |x3| ≤ 1 ; nous avons :
x˙1 = β(−κx1 − x3) + α
x˙2 = 0
x˙3 = p(x1 − ax3)
(3.14)
Nous obtenons : xe22 = (
aα
β
1+aκ ;x2;
α
β
1+aκ) = (
750
7 ;x2;−507 ) qui n’est pas dans l’inter-
valle indiqué, donc il n’y a pas de point d’équilibre c’est - à - dire le système ne peut
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être à l’équilibre.
Quand x3 < −1 ; nous avons le système :
x˙1 = β(−κx1 − x3) + α
x˙2 = 0
x˙3 = p(x1 − bx3 + a− b)
(3.15)
Nous obtenons : xe32 = (
−a+(1+α
β
b
1+bκ ;x2;
κ(a−b)+α
β
1+bκ ) = (
260
3 ;x2;
40
3 ) qui n’est pas dans
l’intervalle indiqué, donc il n’y a pas de point d’équilibre dans cet intervalle c’est -
à - dire le système ne peut être à l’équilibre.
b) sc1 = sc2 = 0
Le système devient :

x˙1 = β(−κx1 − x3)
x˙2 = 0
x˙3 = p(x1 − g(x3))
(3.16)
Quand x3 > 1 ; nous avons le système :

x˙1 = β(−κx1 − x3) + α
x˙2 = 0
x˙3 = p(x1 − bx3 − a+ b)
(3.17)
Le point d’équilibre est : xe13 = ( a−b1+bκ ;x2;
−κ(a−b)
1+bκ ) = (
10
3 ;x2;
10
3 )
Quand |x3| ≤ 1 ; nous avons le système :
x˙1 = β(−κx1 − x3)
x˙2 = 0
x˙3 = p(x1 − ax3)
(3.18)
Nous obtenons : xe23 = (0;x2; 0)
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Quand x3 < −1 ; nous avons le système :
x˙1 = β(−κx1 − x3)
x˙2 = 0
x˙3 = p(x1 − bx3 + a− b)
(3.19)
Le point d’équilibre est : xe33 = (−a+b1+bκ ;x2;
−κ(−a+b)
1+bκ ) = (
10
3 ;x2;−103 )
3.3.2.2. Stabilité
Étudions maintenant la stabilité des différents points d’équilibre.
1) Pour x3 > 1, la matrice jacobienne est :
J =

−βκ βε −β
ε 0 0
p 0 −bp
 =

−2.10−4 2.10−4ε −2.10−4
ε 0 0
25.10−4 0 −125.10−4
 .
Les valeurs propres sont :
i. Si ε = ±1, nous avons λ1 = 0.0140; λ2 = −0.0141; λ3 = −0.0126
Ici λ1 est un nombre réel positif, λ2 et λ3 sont deux nombres réels négatifs. Par
conséquent, les équilibres xe1 = (0;−96; 4) et xe11 = (0;−4; 4) sont des points selles.
Ainsi, ces points d’équilibre sont instables, ce qui pourrait impliquer le chaos.
ii. Si ε = 0, nous avons λ1 = −0.0002; λ2 = −0.0125; λ3 = 0
Donc xe12 = (80;x2; 20) et xe13 = (−103 ;x2; 103 ) sont des points d’équilibre stables au
sens de Lyapunov pour tout x2. Le système converge vers ces points d’équilibre.
2) Pour |x3| ≤ 1, la matrice jacobienne est :
J =

−βκ βε −β
ε 0 0
p 0 −pa
 =

−2.10−4 2.10−4ε −2.10−4
ε 0 0
25.10−4 0 −375.10−4
 .
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Trois valeurs caractéristiques de la matrice jacobéenne J peuvent être obtenues à
partir de l’équation |λI − J | = 0 suivant :
i. Si ε = ±1, nous avons λ1 = 0.0140; λ2 = −0.0143; λ3 = −0.0375
Ici λ1 est un nombre réel positif, λ2 et λ3 sont deux nombres réels négatifs. Par
conséquent, les équilibres xe2 = (0;−100; 0) et xe21 = (0; 0; 0) sont des points selles.
Ainsi, ces points d’équilibre sont instables.
ii. Si ε = 0, nous avons λ1 = −0.0002; λ2 = −0.0375; λ3 = 0
xe23 = (0; x2; 0) est un point d’équilibre stable au sens de Lyapunov pour tout x2.
Le système converge vers ce point d’équilibre.
3) Pour x3 < −1, la matrice jacobienne est :
J =

−βκ βε −β
ε 0 0
p 0 −ba
 =

−2.10−4 2.10−4ε −2.10−4
ε 0 0
25.10−4 0 −125.10−4

Les valeurs propores sont :
i. Si ε = ±1, nous avons λ1 = 0.0140; λ2 = −0.0141; λ3 = −0.0126
Ici λ1 est un nombre réel positif, λ2 et λ3 sont deux nombres réels négatifs. Par
conséquent, les points d’équilibres xe3 = (0;−104;−4) et ee31 = (0; 4;−4) sont des
points selles. Ainsi, ces points d’équilibre sont instables.
ii. Si ε = 0, nous avons λ1 = −0.0002; λ2 = −0.0125; λ3 = 0
xe13 = (103 ;x2;−103 ) est un point d’équilibre stable au sens de Lyapunov pour tout
x2. Le système converge vers ce point d’équilibre.
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3.3.2.3. Récapitulatif des points d’équilibre et leur stabilité
Le tableau 3.1 ci - dessous illustre le comportement du système pour les différents
points d’équilibre.
κ = 1, sc1 = 0, sc2 = 1 κ = −1, sc1 = 1, sc2 = 0
x3 > 1 |x3| ≤ 1 x3 < −1 x3 > 1 |x3| ≤ 1 x3 < −1
Points d’équilibre (0;−96; 4) (0;−100; 0) (0;−104,−4) (0;−4; 4) (0; 0; 0) (0; 4;−4)
λ1 0.0140 0.0140 0.0140 0.0140 0.0140 0.0140
λ2 -0.0141 -0.0143 -0.0141 -0.0141 -0.0143 -0.0141
λ3 -0.0126 -0.0375 -0.0126 -0.0126 -0.0375 -0.0126
Comportement point selle point selle point selle point selle point selle point selle
du système équilibre équilibre équilibre équilibre équilibre équilibre
instable instable instable instable instable instable
κ = 0, sc1 = 1, sc2 = 1 κ = 0, sc1 = 0, sc2 = 0
x3 > 1 |x3| ≤ 1 x3 < −1 x3 > 1 |x3| ≤ 1 x3 < −1
Points d’équilibre (80;x2; 20) - - (−103 ;x2;
10
3 ) (0;x2; 0) (
10
3 ;x2;
−10
3 )
λ1 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002
λ2 -0.0125 -0.0375 -0.0125 -0.0125 -0.0375 -0.0125
λ3 0 0 0 0 0 0
Comportement stable au sens - - stable au stable au sens stable au sens
du système de Lyapunov de Lyapunov de Lyapunov de Lyapunov
Table 3.1 – Récapitulatif des différents points d’équilibre et leurs stabilité
3.3.2.4. Symétrie et invariance
Nous pouvons voir l’invariance du système sous la transformation de coordon-
nées (x1, x2, x3)→ (x1,−x2, x3). A noter également que, dans le plan (x3, x2) il y a
symétrie autour de la valeur nominale de la tension du condensateur flottant qui est
de 50V . Cette symétrie est représentée sur la figure 3.5.
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Figure 3.5 – Portrait de phase x3 en fonction de x2
3.3.2.5. Dissipativité
Le système (3.3) peut être écrit sous la forme des vecteurs
X˙ = F (X) = [f1(X), f2(X), f3(X)]T (3.20)
où X = [x1(t), x2(t), x3(t)]T
La divergence du vecteur champ F (X) est donnée par :
divF (X) = ∂f1(X)
∂x1
+ ∂f2(X)
∂x2
+ ∂f3(X)
∂x3
(3.21)
La divergence de F mesure comment les volumes changent rapidement sous le flot
φt de F . Soit V un volume de l’espace des phases et V(t) = φt(V), l’image de V par
φt. Le théorème de Liouville ou théorème de la divergence affirme que :
dV(t)
dt
=
∫
V(t)
(divF )dx1dx2dx3 (3.22)
3.3. Étude des comportements chaotiques du convertisseur à deux
cellules 85
Pour le système (3.3), nous avons :
dV(t)
dt
= ∂x˙1
∂x1
+ ∂x˙2
∂x2
+ ∂x˙3
∂x3
=
 −βκ− pb si |x3| > 1−βκ− pa si |x3| ≤ 1 (3.23)
Notons que (−βκ − pb) est une valeur négative. Ainsi, les éléments de volume se
contractent. Après une unité de temps, cette contraction réduit un volume V0 d’un
facteur e−(βκ+pb)t = e−127.10−4t. Ce qui signifie que chaque volume contenant la tra-
jectoire de ce système dynamique converge vers zéro lorsque t → ∞ à un rythme
exponentiel (βκ+pb). Par conséquent, toutes les orbites du système sont finalement
limitées à un sous - ensemble spécifique ayant un volume zéro et le mouvement
asymptotique s’installe sur un attracteur [3], [106], [107], [108], [109], [110].
3.3.2.7. Section de Poincaré
La section de Poincaré est souvent utilisée pour caractériser le chaos, et étu-
dier la dynamique d’un système. Faire une section de Poincaré revient à couper la
trajectoire d’un système dans l’espace des phases, afin d’étudier les intersections
de cette trajectoire avec, par exemple en dimension trois, un plan [153]. On passe
alors d’un système dynamique à temps continu à un système dynamique à temps
discret. Lorsque la section de Poincaré est un point alors le système est dans un état
périodique. La solution est quasi-périodique lorsque la section de Poincaré est une
courbe fermée ou se compose de quelques points. Lorsque la section de Poincaré est
un nuage de points on a un comportement chaotique.
Dans notre cas la section de Poincaré est calculée pour |x1| ≤ 0.01 lorsque la
fréquence de commutation est de 20Hz. De la figure 3.6, nous pouvons voir qu’il y a
une symétrie autour de la tension nominale du condensateur VC = 50V [111], [112].
Nous voyons aussi une symétrie locale autour des tensions du condensateur flottant
0V et 100V .
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Figure 3.6 – La section de Poincaré du plan x2 en fonction x1
3.3.2.8. Application du premier retour
Un autre outil qui illustre la dynamique intéressante de l’attracteur du hacheur
à deux cellules est l’application du premier retour de Poincaré. Considérons un
système dynamique de dimension n. Soit φt le flot de ce système. On appelle section
de Poincaré, une hypersurface Σ de dimension n−1 transverse au champ de vecteurs.
Soit X0 le point où le flot φt intersecte la section de Poincaré et soit X un point du
voisinage de X0, l’application de Poincaré ou application du premier retour P est
définie par :
P (X) = φτ (X)
où τ est le temps mis par le flot avec point initial X pour retourner à Σ pour la
première fois. Dans notre cas, φt = [x1, x2, x3]T . En prenant x3n = x3(tn) comme
la valeur de la nième intersection de la trajectoire avec la section de Poincaré, on
peut ainsi construire l’application de Poincaré comme la fonction reliant x3n+1 à
x3n . Nous enregistrons alors la valeur de x3 de la trajectoire quand elle traverse la
section de Poincaré contre la valeur de x3 de la prochaine fois que la trajectoire
traverse la section. L’application de premier retour sur x3 est représentée sur la
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figure 3.7. Nous pouvons voir qu’il existe un point de pliage à chaque extrémité de
la croix et évidemment la symétrie se produit [146], [113].
Figure 3.7 – Application du premier retour
3.3.2.9. Diagramme de bifurcation
De la figure 3.8, nous pouvons voir que le système est chaotique pour les basses
fréquences de commutation. Lorsque la fréquence de commutation devient très grande,
le comportement du système reste chaotique jusqu’à résonance, et le courant de
charge atteint son maximum [114]. Lorsque la fréquence de commutation est supé-
rieure à la fréquence de résonance fr =
√
C+Cl
2pi
√
LCCl
= 2253.6Hz, le comportement du
système change de l’attracteur étrange à un point d’équilibre.
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Figure 3.8 – Diagramme de bifurcation
3.3.2.10. Représentation spectrale
Lorsque le circuit est dans un état chaotique, le spectre de puissance se mani-
feste comme un spectre continu, qui contient un pic correspondant au mouvement
périodique. Les résultats sont en bon accord avec l’analyse précédente, qui vérifie en
outre l’exactitude des résultats obtenus par l’analyse théorique.
Le spectre du système non linéaire (3.3) est tracé pour une fréquence de commu-
tation de fs = 20Hz et une fréquence d’échantillonnage de 20 000Hz ; son spectre
est continu comme le montre la figure 3.9. Nous pouvons dire d’après cette figure
que le système présente un comportement chaotique.
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Figure 3.9 – Le spectre de puissance de x1
Remarque : Exposants de Lyapunov
Les exposants de Lyapunov mesurent le taux de convergence ou de divergence
de deux trajectoires initialement choisies très proches l’une de l’autre. En effet, une
valeur strictement positive de cette quantité implique généralement l’existence du
chaos si on est avec un système qui évolue dans un espace borné. Si l’exposant est
négatif, les deux trajectoires tendent à se rapprocher avec une vitesse exponentielle
dans cette direction. Si l’exposant est nul, l’évolution de la distance est gouvernée
par des termes plus lents, de type polynomial. Si l’exposant est positif, les deux
trajectoires tendent à s’éloigner avec une vitesse exponentielle dans cette direction.
Les points fixes stables ont uniquement des exposants strictement négatifs.
Il est très difficile de calculer les exposants de Lyapunov pour les systèmes hy-
brides à commutations à cause de l’existence des commutations qui entraînent des
discontinuités dans le système à résoudre. Même si nous pouvons connaître ces expo-
sants pour chacune des configurations, aucune formule générale pour celles-ci n’a été
démontrée. En ce qui nous concerne, nous avons calculé les exposants de Lyapunov
pour chaque intervalle. Les résultats sont consignés dans le tableau ci-dessous.
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x3 > 1 x3 < −1 |x3| ≤ 1
ε = ±1 ε = 0 ε = ±1 ε = 0 ε = ±1 ε = 0
Exposants de LE1 = 0.0318 LE1 = −0.00014 LE1 = 0.0318 LE1 = −0.00014 LE1 = 0.0318 LE1 = 0.0239
Lyapunov LE2 = −0.0318 LE2 = 0 LE2 = −0.0318 LE2 = 0 LE2 = 0.0012 LE2 = 0
LE3 = −0.0128 LE3 = −0.0126 LE3 = −0.0128 LE3 = −0.0126 LE3 = 0.0043 LE3 = 0.0134
Table 3.2 – Les exposants de Lyapunov du hacheur à deux cellules
Comme nous pouvons le constater (Table 3.2), lorsque x3 > 1 et x3 < −1, nous
avons les mêmes exposants de Lyapunov. Pour ε = ±1 c’est-à-dire les configurations
[0 1] et [1 0], nous avons un exposant positif LE1 = 0.0318, ce qui signfie que le
système est chaotique dans ces intervalles.
Pour les mêmes intervalles, lorsque ε = 0 c’est-à-dire les configurations [0 0] et
[1 1], nous avons deux exposants négatifs et un exposant nul. L’exposant nul est lié
de toute évidence à la nature critique entre l’expansion et la nature contractant de
différentes directions dans l’espace des phases.
Lorsque |x3| ≤ 1, quelle que soit la configuration, les exposants de Lyapunov
sont positifs, ce qui signifie que le volume initial de l’attracteur tend à remplir tout
l’espace dans lequel il est immergé.
3.3.3 Routes vers le chaos
Les valeurs initiales du système sont choisies comme (0 5 4) et au début de la
simulation on a sc1 = sc2 = 0. Les simulations numériques ont été réalisées sous
Matlab /Simulink. Ce système non linéaire présente des comportements dynamiques
chaotiques complexes et abondants, les attracteurs étranges sont présentés sur les
figure 3.10 à 3.17. Les portraits de phase sont obtenus en résolvant les équations du
système (3.3) par la méthode de Runge Kutta avec un pas de 10−6s.
Une des voies vers le chaos observée dans le hacheur multicellulaire étudié est
le double scroll. Il est clair que l’attracteur double scroll a une structure tout à
fait différente des attracteurs biens connus de Lorenz [115], Rössler [116] et diffère
de celui de Chua [117] par le fait que les scrolls ne se coupent pas. Les scrolls de
Chua sont aussi symétriques par rapport à l’origine, ce qui n’est pas le cas ici. Cette
structure de double scroll n’a pas été observée avec ces derniers attracteurs. Pendant
les changements de paramètres du système, l’état périodique devient instable en
raison de la période de doublement de scroll. Entre 0.25Hz et 20Hz, nous avons un
double scroll centré autour des points d’équilibre. À 25Hz (figure 3.14), le second
scroll tend à disparaître.
Lorsque la fréquence de commutation est grande, nous avons un seul scroll (figure
3.10). Pour fs = 250Hz et fs = 500Hz, l’attracteur évolue dans les cycles limites ;
ces cycles limites sont représentés sur la figure 3.12, et la figure 3.11.
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Figure 3.10 – Portrait de phase : fs = 50kHz
Figure 3.11 – Portrait de phase : fs = 500Hz
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Figure 3.12 – Portrait de phase : fs = 250Hz
Figure 3.13 – Portrait de phase : fs = 50Hz
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Figure 3.14 – Portrait de phase : fs = 25Hz
Figure 3.15 – Portrait de phase : fs = 20Hz
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Figure 3.16 – Portrait de phase : fs = 10Hz
Figure 3.17 – Portrait de phase : fs = 1Hz
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La question qu’on se pose est : aurons - nous les mêmes phénomènes si nous avons
un convertisseur à trois cellules, cinq ou plus. Pour répondre à cette intérrogation,
nous allons analyser les comportements du hacheur à cinq cellules lié à une charge
non linéaire non strictement dissipative.
3.4 Étude des comportements chaotiques du conver-
tisseur à cinq cellules
Afin de généraliser l’étude faite avec le hacheur à deux cellules de commutation
nous présentons ci-dessous l’analyse des comportements d’un hacheur à cinq cellules
associé à une charge non linéaire non strictement dissipative. Cette étude pouvant
facilement s’étendre au cas de n cellules.
3.4.1 Modélisation
Le hacheur à cinq cellules de commutation associé à une charge non linéaire
non strictement dissipative (Figure 3.18) est modélisé par le système d’équations
différentielles ci-dessous qui est une généralisation du modèle du hacheur à deux
cellules (3.1) :

LdiL
dt
= (sc2 − sc1)vC1 + (sc3 − sc2)vC2 + (sc4 − sc3)vC3 + (sc5 − sc4)vC4
−vCl −RiL + sc5E
C1
dvC1
dt
= (sc2 − sc1)iL
C2
dvC2
dt
= (sc3 − sc2)iL
C3
dvC3
dt
= (sc4 − sc3)iL
C4
dvC4
dt
= (sc5 − sc4)iL
CL
dvCL
dt
= iL − g(vCL)
(3.24)
avec g(vCL) = GbvCL + 12(Ga −Gb)(|vCL +Bp| − |vCL −Bp|)
Il faut noter que le condensateur en parallèle avec la charge non linéaire augmente
de 1 la dimension du système.
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Figure 3.18 – Convertisseur à cinq cellules associé à une charge non linéaire
En procédant de la même façon qu’à la section 3, nous obtenons :

x˙1 = β(−x1 + ε1x2 + ε2x3 + ε3x4 + ε4x5 − x6) + αsc5
x˙2 = ε1x1
x˙3 = ε2x1
x˙4 = ε3x1
x˙5 = ε4x1
x˙6 = p(x1 − g(x6))
(3.25)
avec iL = x1GBp, vC1 = x2Bp, vC2 = x3Bp, vC3 = x4Bp, vC4 = x5Bp,
vCL = x6Bp, G = 1R , t =
C
G
τ, ε1 = sc2− sc1, ε2 = sc3− sc2, ε3 = sc4− sc3,
ε4 = sc5 − sc4, p = CCl , β = CLG2 , α =
βE
Bp
.
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3.4.2 Propriétés dynamiques
L’étude des propriétés dynamiques du hacheur à cinq cellules associé à une charge
non linéaire non strictement dissipative est similaire à celle du hacheur à deux cellules
de commutation. Nous allons présenter ici les résultats de simulation à savoir les
sections de Poincaré, l’application de premier retour et la représentation spectrale.
Afin de montrer la présence des comportements chaotiques dans le système, les
portraits de phase en 3D sont présentés sur la figure 3.19
Figure 3.19 – Les portraits de phase
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• Sections de Poincaré
Nous avons effectué une simulation sur un temps de calcul de 0.2s avec une condi-
tion initiale xT0 = (0 5 5 5 5 4). La MLI utilisée est la MLI intersective qui consiste à
comparer la modulante (le signal sinusoïdal) à une porteuse triangulaire. Ceci nous
a donné 12 264 points sur la section de Poincaré ainsi considérée. Les sections de
Poincaré sont représentées sur la figure 3.20.
Afin de s’assurer que le comportement du système ne reste pas, après un transi-
toire, sur une partie de l’attracteur étrange, nous avons subdivisé les 12 264 itérations
en quatre parties égales, ainsi nous constatons que nous avons la même topologie
pour chaque quart de période de temps. Il est aussi à noter que le nombre d’ellipses
pour la section de Poincaré x2 en fonction de x1 est de cinq tandis ceux des sections
de Poincaré x3 en fonction de x1 et x4 en fonction de x1 sont respectivement trois et
deux. Ceci nous laisse à penser que le nombre d’ellipses est fonction des combinai-
sons possibles entre le condensateur flottant et la source de tension. En regardant
attentivement la section de Poincaré x2 en fonction de x1, nous constatons qu’à
un facteur d’échelle près, nous retrouvons le même comportement. Ceci est mis en
évidence par le zoom effectué en figure 3.20 (b). Le même phénomène de facteur
d’échelle est observé sur les deux autres sections (figures 3.20 (c), figure 3.20 (d),
figure 3.20 (e) et figure 3.20 (f)).
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Figure 3.20 – Les sections de Poincaré ; (a) : section x2 en fonction de x1, (b) :
zoom de la section x2−x1 ; (c) : section x3 en fonction de x1, (d) : zoom de la section
x3 − x1 ; (e) : section x4 en fonction de x1, (f) : zoom de la section x4 − x1
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Cette remarque entre la complexité de la section de Poincaré et la place du
condensateur flottant considéré, pose naturellement la question du lien entre la confi-
guration des interrupteurs et les ellipses de la section de Poincaré. Nous rappelons
que dans un circuit de k commutateurs, il y a 2k états discrets possibles. Cependant
dans la pratique, ces états discrets ne peuvent pas être tous exécutés. Quelques -
uns de ces états ne sont pas faisables à cause des caractéristiques physiques des com-
mutateurs, tandis que d’autres sont interdits lors de la conception car ils seraient
destructeurs, inutiles ou inadaptés à l’application. Dans notre cas, parce qu’il y a
réduction du plan de R6 à R3 (voir figure 3.19) et de R3 à R2, nous constatons que le
hacheur à cinq cellules de commutation associé à une charge non linéaire non stricte-
ment dissipative ne peut prendre que cinq configurations de commutation possibles
sur la section de Poincaré considérée (figure 3.21). Nous allons donc examiner uni-
quement les sections de Poincaré issues d’une de ces différentes configurations.
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Figure 3.21 – Différentes configurations du hacheur à cinq cellules associé à une
charge non linéaire
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Considérons la configuration [−1 1 0 −1 0] (figure 3.21 (a)). Les sections de Poin-
caré de cette configuration sont représentées sur la figure 3.22. Nous nous apercevons
que la section de Poincaré x2 en fonction de x1 (figure 3.22 (a)) nous donne trois
ellipses de faibles dimensions. Comme nous l’avons noté sur la section de Poincaré
complète, les sections de Poincaré x3 en fonction de x1 (deux ellipses) (figure 3.22
(b)) et x4 en fonction de x1 (une ellipse) (figure 3.22 (c)) ont moins d’ellipses. Ce
qui est vérifié pour cette configuration.
Figure 3.22 – Configuration [-1 1 0 -1 0] : Les sections de Poincaré
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Pour comprendre le comportement du convertisseur et s’assurer que le com-
portement chaotique est tributaire des commutations, nous allons dans ce qui suit
examiner les dynamiques dans le cas où les différentes configurations de commu-
tation sont fixes durant toute la simulation. Pour cela, nous faisons fonctionner le
convertisseur avec une configuration de commutation donnée et traçons les portraits
de phases en 3D. Nous constatons imédiatement que le comportement chaotique a
disparu (voir figures 3.23 et 3.24).
Figure 3.23 – Les portraits de phases des différentes configurations
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Figure 3.24 – Les portraits de phases des différentes configurations (suite et fin)
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En conclusion des figures 3.23 et 3.24 nous pouvons dire qu’à configuration fixe
le convertisseur tend vers un état d’équilibre stable. Ainsi ce sont les commutations
qui sont à l’origine des comportements chaotiques.
• Application du premier retour
De l’application du premier retour sur la tension aux bornes du condensateur
de la charge x6 (figure 3.25 (a)), nous observons une croix . En faisant le zoom
au niveau du point x6k = 4, et x6k+1 = 4, nous constatons qu’il existe une ellipse
et c’est autour de cette ellipse que partent les repliements qui sont au nombre de
quatre. Nous constatons par exemple un repliement au voisinage de x6k = 4.006
et x6k+1 = 3.995. De plus ces repliements sont symétriques par rapport au point
x6k = 4, et x6k+1 = 4. Par ailleurs l’application du premier retour sur le courant de
la charge x1 (figure 3.25 (b)) montre des ellipses suivant la diagonale, ce qui nous
laisse penser à un chaos toroïdal [143], [144], [145].
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Figure 3.25 – Les applications du premier retour
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• Représentation spectrale
Par analogie à celle du hacheur à deux cellules, la représentation spectrale des
variables d’état (tensions aux bornes des condensateurs et courant de charge) du
hacheur à cinq cellules de commutation lié à une charge non linéaire non strictement
dissipative est continue. Ceci est un indicateur du caractère chaotique du système
c’est - à - dire un spectre continu. Ci - dessous les spectres de la tension x2 aux
bornes du condensateur flottant C1 (figure 3.26 (a)) et de la tension x6 aux bornes
du condensateur de la charge CL (figure 3.26 (b)) pour les mêmes fréquences de
commutation des interrupteurs que celui du hacheur à deux cellules (paragraphe
3.3.2.9.).
Figure 3.26 – Les représentations spectrales
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3.5 Conclusion
Dans ce chapitre, nous avons présenté le modèle instantané du convertisseur
multicellulaire série. Nous avons étudié les comportements dynamiques du hacheur
multicellulaire à deux cellules puis à cinq cellules associé à une charge non linéaire
non strictement dissipative. Nous avons fait une étude numérique de ces convertis-
seurs en nous basant sur l’outil numérique Matlab /Simulink. Nous avons montré
sur certaines des propriétés dynamiques de base, l’application du premier retour, le
diagramme de bifurcation, la section de Poincaré, le spectre de puissance ou encore
la route vers le chaos, que ces systèmes peuvent avoir un comportement chaotique.
L’étude, notamment du hacheur à cinq cellules, a montré l’importance capitale de
la régulation des variables internes du multicellulaire afin d’éviter le comportement
chaotique car ici aucune configuration seule n’amène le convertisseur dans un état
instable ou chaotique, c’est la succession des configurations qui a produit le compor-
tement chaotique. Pour parler de façon imagée, pour éviter le chaos dans ce cas là,
il faut éviter les phénomènes de pompage entre les différents condensateurs dûs aux
différentes configurations. Afin de mieux maîtriser ces comportements chaotiques,
nous allons, dans le chapitre 4, étudier les différentes commandes pouvant amener le
convertisseur à son fonctionnement nominal par rapport à la charge mais aussi par
rapport à ces variables internes (les tensions aux bornes des condensateurs flottants).
Chapitre 4
Commande d’un convertisseur
multicellulaire série
4.1 Introduction
La commande des convertisseurs statiques qui se situe entre deux domaines, l’au-
tomatique et l’électronique de puissance vise à améliorer les performances des conver-
tisseurs par une meilleure adéquation de la commande à la structure du convertisseur
et à tendre vers une meilleure transmission de l’énergie vers la charge. Les objectifs
principaux de la commande consistent à asservir les grandeurs de sortie du conver-
tisseur à des grandeurs de référence de manière aussi parfaite que possible mais
également à réguler ces grandeurs de sortie pour les rendre insensibles aux pertur-
bations de la charge et de la source d’alimentation. Les performances d’une loi de
commande sont évaluées en termes de stabilité, de rapidité, et de précision.
La recherche d’une loi de commande appropriée passe par l’analyse du compor-
tement dynamique et statique du convertisseur, donc par l’obtention d’un modèle
de celui - ci (chapitre 3). Dans ce chapitre, nous présenterons quelques commandes
capables d’imposer la dynamique des tensions flottantes et du courant de charge
du convertisseur multicellulaire série. Les références de tensions sont ici calculées à
partir de la valeur de la tension d’alimentation et le modèle considéré est celui du
chapitre 3 (paragraphe 3.3.1).
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4.2 Commande naturelle en boucle ouverte
La commande usuelle ou la méthode de modulation de largeur d’impulsion (MLI),
est la commande la plus simple assurant l’équilibre des tensions des condensateurs.
Elle est utilisée à fréquence fixe. Cette méthode est dite passive, car elle ne nécessite
pas la connaissance des tensions des condensateurs (aucune mesure). Elle dépend
uniquement de la tension de sortie moyenne désirée à travers le rapport cyclique. Les
signaux de commande des cellules de commutation possèdent tous le même rapport
cyclique avec un déphasage régulier de 2pi/N . En pratique, on peut réaliser ces si-
gnaux de commande en comparant des signaux de forme triangulaire (porteuse) avec
la tension de sortie moyenne de référence V sref . La commande par MLI nécessite
autant de porteuses triangulaires qu’il y’a de cellules à commander. Par ailleurs, il a
été montré dans différents travaux [66], [67], ... que cette commande n’était capable
d’assurer une régulation correcte uniquement que dans le cas d’un nombre premier
de cellules. Dans le cas contraire, il existe des rapports cycliques pour lesquels les
tensions des condensateurs ne convergent pas vers celles désirées.
4.3 Contrôle proportionnel des tensions conden-
sateurs
4.3.1 Généralités
Rappelons que le modèle instantané d’un convertisseur multicellulaire série à p
cellules fonctionnant en hacheur associé à une charge R - L est donné par le système
d’équations (chapitre 2, équation 2.8) :

dvC1
dt
= sc2−sc1
C1
iL
dvC2
dt
= sc3−sc2
C2
iL
...
dvCp−1
dt
= scp−scp−1
Cp−1
iL
diL
dt
= sc1−sc2
L
vC1 + sc2−sc3L vC2 + ...+
scp−1−scp
L
vCp−1 +
scp
L
E − R
L
iL
(4.1)
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Une loi de commande proportionnelle prend en compte uniquement la régulation
des tensions aux bornes des condensateurs, elle est basée sur une modulation des
rapports cycliques. Son principe repose sur une modification de ces rapports cy-
cliques (voir figure 4.1) [69], [118] : Si les rapports cycliques des cellules celli+1 et
celli sont différents, le courant moyen ICi dans le condensateur Ci n’est pas nul et
par conséquent la tension VCi évolue [134].
Lorsqu’un déséquilibre apparaît sur une tension condensateur VCi , le courant
moyen ICi qui traverse le condensateur pendant une période de découpage Tdéc est
tel que la tension VCi tende vers sa valeur d’équilibre. La variation de la tension
condensateur ∆VCi s’obtient alors par la relation :
∆VCi = VCi(t+ Tdéc)− VCi(t) =
i.E
p
− VCi =
ICi .Tdéc
Ci
(4.2)
Figure 4.1 – Principe de régulation par modulation des rapports cycliques
Le courant ICi peut s’exprimer en fonction du courant de charge moyen IL et des
rapports cycliques ui+1, et ui. En remplaçant celui-ci dans l’expression (4.2) nous
obtenons :
∆VCi =
Tdéc
Ci
.IL.[ui+1 − ui] = Tdéc
Ci
.IL.αi (4.3)
où αi représente la différence entre les rapports cycliques ui+1 et ui. La grandeur de
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commande αi en fonction de déséquilibre sur la tension VCi s’exprime :
αi =
Ci
Tdéc.IL
.∆VCi =
Ci
Tdéc.IL
.[ i.E
p
− VCi ] (4.4)
Il faut noter qu’il existe p grandeurs de commande (p rapports cycliques) et p − 1
tensions condensateurs à contrôler. Ceci implique que la variable de commande sup-
plémentaire sera choisie constante en fonction du point de fonctionnement ou sera
utilisée pour contrôler une grandeur de sortie du convertisseur. Notre préoccupation
principale étant le contrôle des tensions VCi , la grandeur d’entrée est constante. Nous
introduisons dans l’équation (4.3) le gain G qui sera choisi afin d’éviter toute satura-
tion des rapports cycliques et pour assurer une dynamique d’équilibrage importante
dans la phase de démarrage. En effet en l’absence de saturation des grandeurs de
commande, l’évolution des grandeurs électriques est complètement maîtrisée. Le sy-
noptique de la loi de commande (appliquée au convertisseur multicellulaire série à p
cellules) est représenté sur la figure 4.2.
Figure 4.2 – Structure de la loi de commande modulant les rapports cycliques
La loi de commande peut être synthétisée par les équations :
up = uréf
ui = ui+1 −G. CiTdéc.IL .[ i.Ep − VCi ]
(4.5)
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où i varie de 1 à p− 1 et uréf représente le rapport cyclique de référence permettant
de définir le point de fonctionnement. La différence i.E
p
− VCi correspond à l’erreur
existante EVCi sur la tension VCi . L’équation (4.5) met en évidence que lorsque l’er-
reur EVCi est nulle, les rapports cycliques sont égaux.
En considérant que le courant peut être représenté par sa valeur moyenne sur
une période de découpage, il est possible de définir une boucle de contrôle propre à
chaque condensateur.
En ce qui concerne le courant de charge IL, la charge n’étant pas qu’inductive, il
subit directement les variations de la tension d’alimentation car la valeur continue
de ce courant en fonction de cette tension est : IL = uréf .ER dans le cas d’un hacheur
dévolteur.
4.3.2 Application au hacheur à deux cellules lié à une charge
non linéaire
Cette analyse a été validée en simulation dans le cas d’un hacheur à deux cel-
lules associé à une charge non linéaire non strictemenet dissipative dont le modèle
mathématique est la suivant :
LdiL
dt
= (sc2 − sc1)vC − vCL −RiL + sc2E
C dvC
dt
= (sc2 − sc1)iL
CL
dvCl
dt
= iL − g(vCL)
(4.6)
avec g(vCL) = GbvCL + 12(Ga −Gb)(|vCL +Bp| − |vCL −Bp|)
Le synoptique de la loi de commande (figure 4.2) appliquée au convertisseur multi-
cellulaire série à deux cellules devient :
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Figure 4.3 – Loi de commande modulant les rapports cycliques appliqué au conver-
tisseur multicellulaire série à deux cellules
4.3.3 Résultats de simulation
Les simulations sont faites avec les caractéristiques suivantes (voir chapitre 3,
paragraphe 3.3) : E = 100V ; C = 0.1µF, CL = 40µF, L = 50mH; R = 10Ω.
Les résultats de simulations sont représentés sur les figures 4.4, 4.5 et 4.6 sachant
que G = 250000 et uref = 0, 5
Figure 4.4 – Régulation par modulation des rapports cycliques : fs = 20Hz
Les figures 4.4 et 4.5 montrent que les oscillations en régime transitoire n’ont
pas disparues tandis que la figure 4.6 met en évidence la non évolution du rapport
cyclique. Lorsque la fréquence de découpage devient très grande, cette commande
permet bien d’imposer une dynamique d’équilibrage sur les tensions condensateurs
(figure 4.7).
Nous développerons, dans le paragraphe suivant, une commande non linéaire qui
se traduit par un découplage des grandeurs d’état (tensions vCi et courant iL) sur
lesquelles il sera possible d’imposer des dynamiques beaucoup plus rapides.
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Figure 4.5 – Régulation par modulation des rapports cycliques : fs = 500Hz
Figure 4.6 – Evolution du rapport cyclique
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Figure 4.7 – Régulation par modulation des rapports cycliques : fs = 5kHz
4.4 Régulation non linéaire
4.4.1 Généralités
L’étude du modèle du convertisseur nous a montré qu’un système multicellulaire
possède des non linéarités principalement dues au fait que les commandes des dif-
férentes cellules ne sont pas indépendantes. Ceci ne représente pas une forte non
linéarité, mais oblige à envisager une commande découplante pour le système. Pour
cela, nous avons le choix entre la linéarisation entrées/sorties et une approche de
type de Lyapunov et nous allons appliquer la linéarisation entrées/sorties à un ha-
cheur à deux cellules associé à une charge non linéaire.
Pour étudier une commande classique de type linéarisation entrées/sorties, plusieurs
solutions s’offrent à nous.
• La première est de faire une linéarisation approchée autour d’un point d’équilibre
du système, c’est - à - dire un découplage linéaire d’un modèle linéarisé du système.
Cette approche est intéressante et se prête bien aux problèmes de régulation. Elle
possède néanmoins l’inconvénient de limiter les excursions du point d’équilibre sous
peine de perdre la validité du modèle linéarisé.
• La deuxième, qui est nommée linéarisation exacte entrées/sorties permet elle de
grandes transitions du point d’équilibre, mais en revanche cette méthode peut faire
apparaître des problèmes de singularités.
Il est important de noter que quelle que soit la méthode choisie, l’état du système
devra être mesuré. Nous avons choisi d’appliquer la méthode exacte ce qui nous
permettra d’avoir une commande indépendante du point de vue fonctionnement.
L’intérêt est également la portée de la méthode suivant la structure (hacheur). De
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plus, l’application d’une méthode classique nous permettra de bien mettre en évi-
dence tous les problèmes relatifs à la commande des systèmes multicellulaires.
La linéarisation exacte est une approche pour la construction de correcteurs non
linéaires. L’idée principale de cette méthode est d’effectuer une transformation al-
gébrique d’un système dynamique non linéaire, en un syst´‘eme totalement ou par-
tiellement linèaire. Ainsi après transformation, toutes les techniques de synthèse de
correcteurs linéaires peuvent être appliquées. L’intérêt de cette méthode est qu’elle
effectue une transformation exacte du système d’état non linéaire, sans passer par
une approximation linéaire comme les techniques de linéarisation classiques (Jaco-
bien) [154].
Après quelques rappels nécessaires, nous appliquerons cette méthode au découplage
d’un hacheur à deux cellules associé à une charge non linéaire.
4.4.2 Rappels
Définition : Soit (Σ), un système non linéaire affine multi - entrées, multi -
sorties (MIMO), qui peut être représenté par les équations d’état (4.7.
(Σ)
 X˙ = f(X) + g(X)Uy = h(X) (4.7)
où X = [x1, ..., xn] ∈ Rn est le vecteur d’état,
U = [u1, ..., um] ∈ Rm est le vecteur d’entrée,
y = [y1, ..., yp] ∈ Rp est le vecteur de sortie.
Une représentation vectorielle peut être donnée par :
f(X) =

f1(X)
...
fn(X)
 g(X) =

g1(X)
...
gn(X)
 et h(X) =

h1(X)
...
hm(X)
 (4.8)
Les éléments de f, g, h sont des fonctions lisses, c’est - à - dire ces fonctions sont
indéfiniment dérivables par rapport à chacun de leurs arguments.
Dérivée de Lie :
Étant donnée une fonction lisse hj(X), le gradient de hj est noté ∇hj et s’exprime
par :
∇hj = ∂hj
∂X
(4.9)
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Ce gradient est représenté par un vecteur colonne d’éléments (∇hj)k = ∂hj∂xk .
De même, étant donné un champ de vecteurs f(X), le jacobien de f est noté ∇f et
s’exprime par :
∇f = ∂f
∂X
(4.10)
Le jacobien est une matrice n× n qui a pour éléments (∇f)kj = ∂fk∂xj .
Nous posons maintenant une fonction scalaire hj(X) lisse et un champ de vecteurs
lisse f(X). Définissons une nouvelle fonction scalaire Lfhj appelée dérivée de Lie de
hj par rapport à f comme suit :
Lfhj(X) =
m∑
k=1
∂hj(X)
∂xk
fk(X) =
∂hj(X)
∂X
f(X) (4.11)
Résultats généraux
En reprenant le modèle du système donné par (4.7), on peut écrire la première
dérivée de y à l’aide des dérivées de Lie :
y˙ = ∂hj(X)
∂X
X˙ = ∂hj(X)
∂X
(f(X) +
m∑
k=1
gk(X)uk) (4.12)
Nous obtenons alors
y˙ = Lfhj(X) +
m∑
k=1
(Lgkhj(X))uk (4.13)
Il est intéressant de noter que si Lgkhj(X) = 0, les entrées uk n’ont pas d’influence
sur les sorties. On note ainsi rj le plus petit nombre entier pour qu’une des entrées
uk apparaisse dans la r−iemej dérivée de la sortie y. Nous avons alors :
yrj = L(rj)f hj(X) +
m∑
k=1
Lgk(L(rj−1)f hj(X)uk (4.14)
Les nombres obtenus rj sont appelés les degrés relatifs. Définissons la matrice de
découplage m×m, ∆(X) :
∆(X) =

Lg1L
(r1−1)
f h1(X) · · · LgmL(r1−1)f h1(X)
... . . . ...
Lg1L
(rm−1)
f hm(X) · · · LgmL(rm−1)f hm(X)
 (4.15)
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Nous avons ainsi le vecteur ∆0(X) :
∆0(X) =

Lr1f h1(X)
...
Lrmf hm(X)
 (4.16)
Il est alors possible de réécrire l’équation (4.14) en utilisant (4.15) et (4.16) :
Y =

y
(r1)
1
...
y(rm)m
 = ∆(X)U + ∆0(X) (4.17)
À partir des définitions ci - avant, le théorème suivant définit les conditions de
linéarisation du système (Σ) :
Théorème :
• Le système (Σ) est découplé sur Ω ⊂ Rn si et seulement si :
rang(∆(X)) = m, ∀X ∈ Ω (4.18)
• Si cette condition est satisfaite alors le retour d’état non linéaire
U(X) = α(X) + β(X)V (4.19)
avec
 α(X) = −∆
−1(X)∆0(X),
β(X) = ∆−1(X)
(4.20)
et V le nouveau vecteur d’entrée
découple le système (Σ) sur Ω.
• Le système bouclé (h, f + gα, gβ) possède un comportement entrées/sorties
linéaire décrit par :
y
(rj)
j = vj ∀j ∈ [1, ...,m] (4.21)
Nous effectuons sur le système ainsi linéarisé (Figure 4.8) par ce retour d’état non
linéaire un second bouclage linéaire afin d’imposer au système la dynamique désirée.
Toutes les méthodes de synthèse de correcteurs linéaires pourront ainsi être utilisées.
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Figure 4.8 – Représentation du découplage par linéarisation exacte
Il est important de noter que cette méthode aboutit à un découplage total si on a∑
rj = n, c’est - à - dire que le système découplé est linéaire pour toutes les variables
d’état.
Si ∑ rj < n, nous obtenons alors n−∑ rj dynamiques de zéros qui conduisent à une
étude plus complexe (étude des dynamique de zéros)
4.4.3 Application au hacheur à deux cellules lié à une charge
non linéaire
Nous allons maintenant appliquer cette méthode à un convertisseur à deux cel-
lules associé à une charge non linéaire (figure 3.3). Le vecteur d’état du système est
donc d’ordre 3 et se trouve composé des deux tensions vC et vCL et du courant de
charge iL.
Le modèle utilisé pour le convertisseur sera donc un modèle non linéaire affine donné
par l’équation (4.20). Les entrées ui symbolisent les rapports cycliques moyens pour
chaque cellule, et les fonctions f3(X) et g3(X) sont données par les équations (4.21)
et (4.22). Les fonctions g3k(X) représenteront alors les colonnes de la matrice g3(X).
De plus nous avons supposé que la tension condensateur flottant est mesurée, donc
que la fonction h3(X) peut être exprimée par :
h3(X) = I3(X) (4.22)
avec I3 = Matrice identité d’ordre 3. On calcule alors le découplage pour le système
(équation 4.21), c’est - à - dire les matrices ∆(X) et ∆0(X). On obtient la condition
de validité du découplage suivante : x1 6= 0 Le calcul de découplage conduit à des
degrés relatifs égaux r1 = r2 = r3 = 1. Le système se trouve complètement découplé
(r1 + r2 + r3 = 3 = n) et chaque sortie peut être représentée par un intégrateur.
4.4. Régulation non linéaire 121
En appliquant sur le système le retour d’état, on obtient le système linéarisé suivant :
y˙1 = i˙L = v1
y˙2 = v˙C = v2
y˙3 = v˙CL = v3
(4.23)
Après le retour d’état non linéaire, nous obtenons donc trois sous systèmes découplés,
représentés par des intégrateurs. Nous allons mettre en place des correcteurs linéaires
afin de réguler les grandeurs d’état vC et iL.
Pour chacune des variables d’état, nous allons envisager tout d’abord un correcteur
proportionnel dont l’équation pour la commande de la boucle i est donnée par
(4.24). La figure (4.9) représente la boucle de régulation linéaire appliquée au systéme
découplé.
vi = Kp(xiref − xi) avec 1 ≤ i ≤ m et Kp > 0 (4.24)
Figure 4.9 – Boucle de régulation avec correcteur proportionnel
On obtient alors pour chaque variable détat une fonction de transfert en boucle
ouverte (BO) du type : TBOi(S) = KiS
et donc en boucle fermée : TBFi(S) = 11+τiS avec τi =
1
Ki
On imposera donc sur boucle la dynamique désirée par le réglage des gains, Kp.
Dans ces conditions, nous pouvons avec ce type de régulation imposer :
• Une dynamique donnée pour chaque variable d’état,
• Une erreur statique nulle en régime permanent, ceci étant dû au fait que les
boucles possèdent un intégrateur dans la chaîne.
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4.4.4 Résultats de simulation
L’application de cette commande à un hacheur à deux cellules série lié à une
charge non linéaire non strictement dissipative avec les mêmes caractéristiques que
ceux du chapitre 3, paragraphe 3.3 donne les résultats ci - dessous (Figures 4.10,
4.11 et 4.12).
Figure 4.10 – Commande découplante : fs = 20Hz
Les figures 4.10 et 4.11 montrent que la tension du condensateur flottant et le
courant de charge ne sont pas régulés pour les faibles fréquences de commutation
(fs = 20Hz et fs = 500Hz par exemple) par contre pour les hautes fréquences (par
exemple fs = 4kHz) ils le sont comme le montre la figure 4.12.
Figure 4.11 – Commande découplante : fs = 500Hz
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Figure 4.12 – Commande découplante : fs = 5kHz
4.5 Commande par mode glissant
Les premiers travaux concernant les systèmes de commande à structure variable
en mode de glissement ont été proposés et élaborés au début des années 50 par
Emelyanov [155]. Cependant, ce n’est qu’à partir des années 80 que la commande
par mode de glissement des systèmes à structure variable est devenue intéressante et
attractive. Elle est considérée comme l’une des approches de commande des systèmes
non linéaires et des systèmes ayant des modèles imprécis.
L’avantage principal de la commande par mode glissant est la robustesse vis-à-vis des
variations paramétriques, de la précision importante, de la stabilité, de la simplicité
et du temps de réponse faible.
Dans ce paragraphe, nous montrons comment la commande par mode de glissement
peut être appliquée au contrôle de la tension aux bornes flottant d’un hacheur à
deux cellules lié à une charge non linéaire et du courant de charge.
4.5.1 Définition de la commande par mode glissant
Dans la commande des systèmes à structure variable par mode de glissement la
trajectoire d’état est amenée vers une surface puis à l’aide de la loi de commutation,
elle est obligée de rester au voisinage de cette surface. Cette dernière est appelée
surface de glissement et le mouvement est appelé mouvement de glissement.
L’objectif de la commande par mode glissant se résume en deux points essentiels :
• Synthétiser une surface S(x), telle que toutes les trajectoires du système obéissent
à un comportement désiré de poursuite, à la régulation et à la stabilité.
• Déterminer une loi de commande u (commutations) qui est capable d’attirer
toutes les trajectoires d’état vers la surface de glissement et de les maintenir sur
cette surface.
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La conception de la loi de commande peut être effectuée en trois étapes principales
très dépendantes l’une de l’autre :
• Le choix de la surface.
• L’établissement des conditions d’existence de la convergence.
• La détermination de la loi de commande.
4.5.2 Choix de la surface de glissement
On considère le système dynamique représenté par
x˙ = f(x) + g(x)u (4.25)
x est le vecteur d’état.
xref est le vecteur de référence.
L’erreur e est la différence entre le vecteur de référence et le vecteur d’état e =
xref − x. Afin d’assurer la convergence d’une variable d’état x vers sa valeur de
référence xref , Slotine propose la forme générale suivante [156] :
S(x) = ( d
dt
+ γ)(r−1)e (4.26)
γ est une constante positive et r est le degré relatif.
4.5.3 Condition d’existence de convergence
Pour vérifier cette condition on utilise l’approche de Lyapunov. Il s’agit de choisir
une fonction de Lyapunov V (x) > 0 (fonction scalaire positive) pour les variables
d’état du système et de choisir une loi de commande qui fera décroitre cette fonction
(la dérivée de la fonction de Lyapunov est négative). En définissant par exemple une
fonction de Lyapunov pour le système comme suit :
V (x) = 12S
2(x) (4.27)
En dérivant cette dernière on obtient :
V˙ (x) = S˙(x)S(x) (4.28)
Pour que la fonction de Lyapunov puisse décroitre, il suffit d’assurer que sa dérivée
soit négative :
S˙(x)S(x) < 0 (4.29)
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4.5.4 Détermination de la loi de commande
Lorsque le régime glissant est atteint, la dynamique du système est indépendante
de la loi de commande qui n’a pour but que de maintenir les conditions de glissement
(l’attractivité de la surface). C’est pour cette raison que la surface est déterminée
indépendamment de la commande. Maintenant, il reste à déterminer la commande
nécessaire pour attirer la trajectoire d’état vers la surface et ensuite vers son point
d’équilibre en maintenant les conditions d’existence du mode de glissement.
L’obtention d’un régime de glissement oblige une commande discontinue. La surface
de glissement devrait être attractive des deux côtées. De ce fait, si cette commande
discontinue est indispensable, il n’empêche nullement qu’une partie continue lui
soit ajoutée. La partie continue peut en effet amener à réduire autant que nous
voulons l’amplitude de la partie discontinue. En présence d’une perturbation, la
partie discontinue a essentiellement pour but de vérifier les conditions d’attractivité.
Dans ce cas, la structure d’un contrôleur par mode de glissement est constituée de
deux parties, une concernant la linéarisation exacte (ueq) et l’autre la stabilité (un).
u = ueq + un (4.30)
ueq correspond à la commande proposée par Filipov [156]. Elle sert à maintenir la
variable à contrôler sur la surface de glissement S(x) = 0. La commande équiva-
lente est déduite, en considérant que la dérivée de la surface est nulle. La commande
discrète un est déterminée pour vérifier la condition de convergence en dépit de l’im-
précision sur les paramètres du modèle du système.
Afin de mettre en évidence le développement précédent, on considère le système
d’état (équation 4.25). On cherche à déterminer l’expression analogique de la com-
mande u. La dérivée de la surface S(x) est :
S˙(x) = ∂S
∂t
= ∂S
∂x
∂x
∂t
(4.31)
En remplaçant les équations (4.25) et ( 4.30) dans (4.31), on trouve :
S˙(x) = ∂S
∂t
= ∂S
∂x
[f(x) + g(x)ueq] +
∂S
∂x
g(x)un (4.32)
Durant le mode de glissement et le régime permanent, la surface est nulle, et par
conséquent, sa dérivée et la partie discontinue sont aussi nulles. D’où, on déduit
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l’expression de la commande équivalente.
ueq = −[∂S
∂x
g(x)]−1[∂S
∂x
f(x)] (4.33)
Pour que la commande équivalente puisse prendre une valeur finie, il faut que :
∂S
∂x
g(x) 6= 0 (4.34)
Durant le mode de convergence, et en remplaçant la commande équivalente par son
expression dans (4.32), on obtient la nouvelle expression de la dérivée de la surface :
S˙(x) = ∂S
∂x
g(x)un (4.35)
Et la condition d’attractivité S(x)S˙(x) < 0 devient :
S(x)∂S
∂x
g(x)un < 0 (4.36)
Afin de satisfaire la condition d’attractivité, le signe de un doit être opposé à celui
de S(x)∂S
∂x
g(x). La forme la plus simple que peut prendre la commande discrète est
celle d’une fonction sign.
un = kxsign(S(x)) (4.37)
Le signe de kx doit être différent de celui de ∂S∂xg(x). La figure 4.13 représente la
fonction sign.
La commande de tels systèmes par mode de glissement a en générale deux modes
de fonctionnement :
• Le mode non glissant (reaching mode) ou mode d’accès, ou encore mode de
convergence.
• Le mode glissant (sliding mode).
Ainsi la trajectoire de phase partant d’une condition initiale quelconque atteint la
surface de commutation en un temps fini (mode non glissant) puis tend asymptoti-
quement vers le point d’équilibre avec une dynamique définie par le mode glissant
(Figure 4.14).
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Figure 4.13 – Représentation de la fonction sign
Figure 4.14 – Modes de fonctionnement
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4.5.5 Application de la commande par mode glissant sur le
hacheur multicellulaire à deux cellules lié à une charge
non linéaire
Nous avons testé cette méthode sur le hacheur à deux cellules lié à une charge
non linéaire non strictement dissipative (voir chapitre 3, paragraphe 3). Considérons
vCref = E2 et iLref les valeurs de référence de la tension aux bornes du condensateur
flottant et du courant de charge respectivement. L’erreur est définie par :
eT = [vC − vCref iL − iLref ] (4.38)
Considérons les séquences de contrôle en boucle fermée du convertisseur à deux
cellules.
ui =
1
2[1− sign(Si)], i = 1, 2 (4.39)
où les surfaces de mode glissant sont données par :
S1 = iLrefvC − iLvCref
S2 = iLref (E − vC)− iLvCref
(4.40)
Ainsi l’erreur e est asymptotiquement stable. Si

S1 = 0
S2 = 0
(4.41)
et utilisant vCref = E2 , nous obtenons :
iLrefvC − iLvCref = 0
iLref (E − vC)− iLvCref = 0
⇒

vC = vCref
iL = iLref
(4.42)
Ceci prouve que les surfaces S1 et S2 sont attractives et invariantes.
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4.5.6 Résultats de simulation
Les simulations sont faites avec matlab / simulink. Les résultats de simulation
montrent que les variables d’états d’un convertisseur à deux cellules associé à une
charge non linéaire non strictement dissipative ne sont régulées pour les faibles
fréquences de commutation (figures 4.15 et 4.16).
Cette commande est robuste lorsque la fréquence de découpage devient très grande
(par exemple à 16kHz : figure 4.17).
Figure 4.15 – Commande par mode glissant : fs = 20Hz
Figure 4.16 – Commande par mode glissant : fs = 500Hz
130 Chapitre 4. Commande d’un convertisseur multicellulaire série
Figure 4.17 – Commande par mode glissant : fs = 16kHz
Toutes ces commandes sont utilisées à fréquence de commutation fixe et en régime
permanent à l’exception de la commande par mode de glissement qui est souvent
aussi utilisée en régime transitoire. Ces différentes méthodes de contrôle s’intéressent
dans la majorité des cas beaucoup plus aux tensions aux bornes des condensateurs
flottants. Nous constatons aussi que ces méthodes de commandes, pour les basses
fréquences de commutation, ne régulent ni la tension du condensateur flottant ni
le courant de charge du hacheur à deux cellules lié à une charge non linéaire non
strictement dissipative. Pour notre travail, nous voulons contrôler à la fois la tension
aux bornes du condensateur flottant du hacheur à deux cellules lié à une charge non
linéaire non strictement dissipative et le courant de charge pour les basses fréquences
de commutation parce que c’est pour ces fréquences que le convertisseur présentent
des comportements chaotiques.
Nous allons ainsi tester une nouvelle commande : la commande hybride à l’aide des
réseaux de Petri.
4.6 Commande hybride au moyen des Réseaux de
Petri
4.6.1 Rappels sur les Réseaux de Petri
Un réseau de Petri (RdP) est composé :
– d’un ensemble des places,
– d’un ensemble des transitions,
– d’un ensemble d’arcs qui associent les places (d’entrée) aux transitions et
les transitions aux places (de sortie),
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– de poids (entiers) associés aux arcs.
L’état d’un réseau est défini par son marquage que l’on note mi. Un marquage asso-
cie à chaque place un nombre entier positif, que l’on représente graphiquement par
des jetons. On distingue plusieurs classes de réseaux de Petri : les réseaux de Petri
autonomes dépourvus d’horloge interne, les réseaux de Petri dépendant du temps,
les réseaux de Petri colorés, ...Ainsi pour les premiers, seul l’ordre d’apparition des
événements est pris en compte alors que pour les seconds les instants des événements
interviennent également. On a aussi les réseaux de Petri continus utilisés pour repré-
senter les systèmes continus et les réseaux de Petri hybrides utilisés pour représenter
les systèmes hybrides. Les détails sur les différentes classes des réseaux de Petri se
trouvent en annexe (Annxes B).
Cette commande fonctionne en régime permanent comme en régime transitoire.
Elle permet l’équilibrage des tensions des condensateurs quelque soit le nombre de
cellules et a un temps de réponse optimal. Par contre elle est plus complexe et est à
fréquence variable.
Nous allons utiliser cette méthode pour commander un hacheur à deux cellules
associé à une charge non linéaire. Nous étudions le hacheur à deux cellules par souci
de simplicité de présentation et de temps. Par ailleurs la commande hybride par RdP
a été utilisée par Amghar [133] pour commander un convertisseur multicellulaire
parallèle et Salinas [83] pour commander un convertisseur multicellulaire série à
trois cellules associé à une charge passive R-L.
4.6.2 Application des RdP à la commande d’un convertis-
seur à deux cellules lié à une charge non linéaire
4.6.2.1 Modélisation
Un convertisseur multicellulaire série peut être considéré comme un système dy-
namique hybride (SDH) parce qu’il est composé de deux sous - ensembles : un bloc
continu et un bloc discret [126]. Le bloc continu symbolise l’évolution dynamique
de l’état continu. Dans notre cas il est constitué de la capacité flottante, de la ré-
sistance, de l’inductance, et de la capacité de la charge (chapitre 3, paragraphe 3).
Le bloc discret présente le système à événement discret. Il reçoit des événements
internes et externes, pour le convertisseur c’est l’état des interrupteurs des cellules
de commutation. La figure 4.18 représente le schéma de commande hybride de notre
système.
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Figure 4.18 – Commande hybride du hacheur à deux cellules lié à une charge non
linéaire
4.6.2.2 Conception de la commande
La commande est constituée de deux parties, une partie continue et une partie
discrète. La partie continue est basée sur une boucle de régulation PI assurant la
régulation du courant de charge. La deuxième boucle est modélisée par un RdP et
régule la tension vC du condensateur flottant C en utilisant les rédondances des états
de commutation [83] à la valeur VCref . Cette régulation de tension est suivie d’un
équilibrage des tensions des cellules pour assurer une meilleure répartition de celles
- ci [83]. La figure 4.19 représente le RdP de la commande des interrupteurs. Les
places P1, et P2 modélisent respectivement l’état des interrupteurs des cellules de
commutation cell1, et cell2. Cet algorithme de calcul de la commande est développé
afin d’agir sur le système, dans le cas où il présente une divergence au niveau de
courant de charge et la tension aux bornes du condensateur flottant [74]. La transi-
tion d’une place à une autre est conditionnée par l’état du courant de charge iL, de
la tension vC (Table 4.2) et du courant Isref . La fermeture de l’interrupteur de la
cellule (Celli) est conditionnée par la validation de la transition Ti0 et l’écoulement
de temps de séjour di. Ce temps de séjour modélise le temps autorisé entre deux
commutations successives. Pour notre travail on a pris le même temps de séjour des
places P1, et P2 c’est - à - dire d1 = d2. Le RdP est constitué de 2 arcs inhibiteurs,
leur rôle est d’empêcher la présence de plus d’un seul jeton dans les places P1, et P2.
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Le convertisseur est autorisé à se configurer sous deux configurations possibles. Pour
la première configuration un seul interrupteur est autorisé à être passant. Dans la
deuxième configuration deux interrupteurs sont autorisés à être passants [125].
La signification de toutes places et transitions est montrée dans les tables 4.1 et
4.2 avec δ l’erreur sur la tension aux bornes du condensateur flottant et e la valeur
mesurée de vC . L’erreur sur le courant de charge est notée δ1
Figure 4.19 – RdP de commande des interrupteurs du convertisseur à deux cellules
Places Désignations
P0 L’état initial des interrupteurs de commutation
P1 L’état de l’interrupteur de la première cellule
P2 L’état de l’interrupteur de la deuxième cellule
Table 4.1 – Signification des places
Transitions Désignations
t01 (e ≤ +δ) ou ((−δ < e < +δ) et (Vc > E2 ))
t02 (e ≤ +δ) ou ((−δ < e < +δ) et (Vc < E2 ))
t10 (e ≥ −δ) ou ((−δ < e < +δ) et (Vc < E2 ))
t20 (e ≥ −δ) ou ((−δ < e < +δ) et (Vc > E2 ))
Table 4.2 – Les transitions
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4.6.2.3 Résultats de simulation
Les résultats de simulation sont obtenus en utilisant les paramètres du conver-
tisseur du chapitre 3 : L = 50mH,C = 0.1µF,Cl = 40µFR = 10Ω, E = 100V .
La figure 4.20 représente l’évolution des tensions aux bornes des condensateurs et
du courant de charge de la commande MLI tandis que la figure 4.21 représente les
mêmes évolutions mais cette fois - ci pour la commande hybride à base des RdP
(δ = 0.8 et δ1 = 0.001).
Figure 4.20 – Commande MLI
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Figure 4.21 – Commande hybride basée sur le RdP : fs = 500Hz
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Nous remarquons que la commande hybride par RdP est plus robuste par rapport
aux autres commandes car elle permet de réguler les variables d’état du convertisseur
même pour les basses fréquences et ceci en un temps très court. Les comportements
chaotiques qu’on observait ont disparus.
Nous allons maintenant appliquer cette commande à un convertisseur multicellu-
laire série à cinq cellules associé à une charge non linéaire non strictement dissipative.
Nous avons fait ce choix parce qu’elle a été utilisée par Salinas [83] pour commander
un convertisseur multicellulaire série à trois cellules associé à une charge passive R
- L. En plus, c’est une forme de généralisation de l’étude faite avec le convertisseur
à deux cellules.
4.6.3 Application des RdP à la commande d’un convertis-
seur à cinq cellules lié à une charge non linéaire
4.6.3.1 Modélisation
Le convertisseur multicellulaire série à cinq cellules lié à une charge non linéaire
non strictement dissipative (figure 3.18) se réduit à un système élémentaire de
conversion statique d’énergie électrique. Il est constitué de cinq cellules de com-
mutation. Il est qualifié d’hybride puisque formé d’une partie continue (la source E
de tension continue et les éléments passifs de modélisation L,R,C1, C2, C3, C4 et Cl
de la charge) et la partie discontinue (les circuits de commutation fonctionnant en
tout - ou - rien : interrupteur ouvert ou fermé et de la charge non linéaire) (équation
3.24)[124].
4.6.3.2 Construction de la commande
Dans cette section, nous définissons le système de contrôle pour un convertisseur
multicellulaire à cinq cellules lié à une charge non linéaire non strictement dissipa-
tive. Le schéma de contrôle proposé est basé sur deux RdP, comme le montre la
figure 4.22. Le premier RdP met en œuvre la stratégie de contrôle du courant de
charge, l’attribution du niveau de tension que le convertisseur doit fournir, tandis
que le second RdP met en œuvre la régulation de la tension des condensateurs flot-
tants. Le régulateur de tension (modélisé par le deuxième RdP) reçoit la référence
de niveau de tension de la commande de courant (modélisé par la première RdP), et
l’état de charge de chaque condensateur. Utilisant la redondance des états commu-
tation, le régulateur de tension entraîne directement le convertisseur de maintenir
l’équilibre de tension de condensateurs flottants et d’assurer le niveau de tension
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demandée par le régulateur de courant.
Pour la régulation du courant de charge, une méthode d’hystérésis est utilisée. Une
bande de fonctionnement, ±δ, est prévue, de telle sorte que le courant de charge,
soit à l’int’erieur de cette bande (par exemple, Iref − δ ≤ δ ≤ Iref + δ). Le RdP
qui régule le courant sélectionne le niveau de tension approprié pour atteindre le
courant de référence.
Pour l’équilibrage de la tension du condensateur, nous utilisons la conduite discon-
tinue redondant. Ainsi, l’objectif de la deuxième RdP est d’équilibrer les tensions
des condensateurs flottants à des valeurs de référence donnée par vCk = kp−1E pour
k = 1, ..., p− 2, avec p le nombre de cellules et k la position de la cellule, tandis que
dans le même temps, il assure la référence de niveau de tension à la sortie, ce qui
est accompli en utilisant ces redondances.
Figure 4.22 – Schéma de contrôle de RdP pour la tension condensateur et le courant
de charge
4.6.3.3 Résultats de simulation
Lorsque nous appliquons la RdP sur le hacheur à cinq cellules lié à une charge
non linéaire, nous constatons que les tensions des condensateurs flottants C1, C2
et C4 atteignent très rapidement leur référence (0.03s) (figure 4.23 (a)) tandis qu’il
faut attendre jusqu’à 8s pour que la tension du condensateur flottant C3 atteigne
sa référence (figure 4.23 (b)).
Les scrolls obtenus avec la MLI (figure 3.19) ont disparu (Figure 4.24).
Par ailleurs le convertisseur, qui exhibait un comportement chaotique, se retrouve
dans un état stable après application de la régulation par RdP. Nous assistons ainsi
à une suppression du comportement chaotique dans le convertisseur.
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Figure 4.23 – Commande par RdP : Formes temporelles
Figure 4.24 – Commande par RdP : Portrait de phase
4.7 Conclusion
Nous avons passé en revue dans ce chapitre quelques commandes du convertisseur
multicellulaire série pour mettre en avant une nouvelle commande des interrupteurs à
l’aide des réseaux de Petri. L’utilisation de cette commande nous a permis d’imposer
des dynamiques plus rapides sur les tensions des condensateurs. Les résultats de
simulation ont montré que la commande hybride par RdP amène les tensions et
le courant de charge vers un voisinage de leur valeur de fonctionnement nominal
en un temps de réponse très court et nous permet de supprimer le comportement
chaotique.
Conclusion générale
Les travaux exposés dans ce mémoire portent sur les dynamiques chaotiques pour
des circuits électroniques fortement non linéaires qui peuvent être rendus chaotiques.
Ces circuits représentent les convertisseurs statiques de l’électronique de puissance.
Ils sont la continuation des travaux déjà réalisés au sein d’ECS-Lab, sur les conver-
tisseurs multicellulaires, notamment les thèses de Olivier Bethoux, de Khleifa Ben-
mansour et de Bilal Amghar.
Le chapitre 1 présente, dans un premier temps, quelques définitions et théorèmes
généraux sur les aspects hybrides des SDC dans le but de bien différencier ces sys-
tèmes des systèmes non linéaires continus, ainsi que divers résultats trouvés dans la
littérature, concernant l’étude de leur stabilité. Le cas des SDC linéaires par mor-
ceaux a été illustré par une application à deux convertisseurs de puissance boost et
buck en présentant leurs comportements de l’état stable à l’état chaotique par varia-
tion de valeur d’un paramètre du système, respectivemment le courant de référence
Iref pour le convertisseur boost et la tension d’alimentation E pour le convertisseur
buck.
Dans le chapitre 2, nous avons tout d’abord présenté l’état de l’art sur les conver-
tisseurs multicellulaires. Ensuite nous avons mis en avant le convertisseur multi-
cellulaire série en présentant les différents modes de fonctionnement (hacheur et
onduleur) et les modèles instantanés associés. Cette modélisation aux valeurs ins-
tantanées est basée sur une analyse des équations régissant l’évolution des grandeurs
d’états en fonction de l’état des interrupteurs du convertisseur.
Le troisième chapitre est dédié à la modélisation des hacheurs à deux et cinq cel-
lules associés à une charge non linéaire non strictement dissipative. La simulation
numérique est effectuée sous Matlab / Simulink. L’analyse de leur comportement
chaotique à partir des propriétés dynamiques de base et les routes vers le chaos sont
ensuite présentées, analysées et commentées.
Le quatrième chapitre est consacré à la synthèse d’une loi de commande dans le
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but d’une meilleure répartition des tensions des cellules. En effet, l’algorithme de
contrôle est synthétisé à base d’un régulateur hybride. Ce dernier est composé de
deux parties, la première est un régulateur PI qui assure la régulation du courant de
charge et la deuxième est une commande directe des interrupteurs. Elle est conçue à
l’aide d’une modélisation par réseaux de Petri, elle veille à la régulation des tensions
des condensateurs flottants autour des points de fonctionnement. Les résultats de
simulation ont permis de mettre en évidence les performances et la robustesse de la
loi de commande proposée.
Les perspectives de notre travail sont multiples :
• A court terme (deux ans)
– Réalisation d’un convertisseur multicellulaire susceptible de tenir le com-
portement chaotique (c’est-à-dire la tension aux bornes des capacités et des
interrupteurs, suppression des éventuelles phénomènes de Zénon, réalisation
de la charge non linéaire,...) ;
– Test du comportement chaotique ;
– Vérification que la commande proposée permet de réguler le système dans
sa globalité.
• A moyen terme (cinq ans)
– La généralisation de cette étude au cas d’un onduleur triphasé avec charge
linéaire équilibré ou non ;
– Le développement des stratégies de commandes basées sur les observateurs
dans les cas : hacheur et onduleur.
• A long terme (plus de cinq ans)
– Classifier les bifurcations pour les systèmes commutés (cf ce qui a été fait
pour les systèmes non lisses) ;
– Etudier si il est possible d’avoir une représentation des comportements chao-
tiques sous forme d’exposants de Lyapunov pour de tels systèmes ;
– Etudier si il est possible d’obtenir des formes normales.
Annexe A
Rappels sur la théorie du chaos
A.1 Systèmes dynamiques
A.1.1 Systèmes en temps continu
Définitions 1 : On appelle système dynamique tout système d’équations diffé-
rentielles du premier ordre défini par :
x˙ = dx
dt
= f(x, t, µ) (A.1)
avec f un champ de vecteurs. x ∈ U ⊆ Rn est appelé vecteur d’état et µ ∈ V ⊆ Rp
vecteur des paramètres. Enfin t est la variable temporelle.
Définitions 2 : Lorsque le champ de vecteurs f ne dépend pas explicitement du
temps, on dit que le système dynamique est autonome, on a alors : x˙ = f(x).
Dans le cas contraire il est non autonome.
Remarque 1 : Par un changement de variable approprié, on peut toujours transfor-
mer un système dynamique non autonome de dimension n en un système dynamique
autonome équivalent 1 de dimension n+ 1.
Définition 3 : Flot
Toute solution du système autonome φt(x) considérée comme un ensemble de tra-
jectoires différentes conditions initiales, est appelée flot.
Définition 4 : Trajectoires
Soit x0 une condition initiale et x(t, x0) la solution du système dynamique autonome.
L’ensemble des points ∀t ∈ R, x(t, x0) est la trajectoire 2 dans l’espace d’état pas-
sant au point x0 à l’instant initial.
1. la variable supplémentaire étant le temps avec x˙n+1 = 1.
2. les solutions doivent exister (théorème de Cauchy) et sont généralement locales
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A.1.2 Systèmes en temps discret
Définition 5 : On appelle système dynamique discret tout système d’équations
algébriques récurrentes défini par :
Xk+1 = F (Xk, µ) (A.2)
où F est la fonction matricielle de récurrence, Xk ∈ U ⊆ Rn le vecteur d’état à
l’instant tk et µ ∈ V ⊆ Rp le vecteur des paramètres et k ∈ N.
Définition 6 : La notion d’orbite en temps discret est équivalente à celle de
trajectoire en temps continu. Contrairement aux systèmes en temps continu, les
systèmes récurrents les plus simples, même unidimensionnels, peuvent produire des
solutions chaotiques (La récurrence logistique, en est un célèbre exemple)
A.2 Classifications des solutions des systèmes dy-
namiques
Définition 7 : Solutions d’équilibre Soit un système dynamique autonome,
la solution d’équilibre xe est définie par :
x˙e = f(xe) = 0 (A.3)
Les points de l’espace d’état vérifiant cette relation sont appelés points singuliers.
Une solution d’équilibre correspond à un point fixe dans l’espace d’état. Ce point fixe
n’est pas nécessairement stable. Lorsqu’il est stable, le point fixe est un attracteur.
Définition 8 : Solutions périodiques Soit x(t, x0) la solution d’un système
dynamique autonome ou non. x(t, x0) est une solution périodique si et seulement si :
∃t > 0 tq ∀t, x(t+ τ, x0) = x(t, x0) (A.4)
Définition 9 : Solutions quasi - périodiques Soit x(t, x0) une solution du
système dynamique (A.1) et soit T = {T1, T2, ..., Tn}n∈N un ensemble fini de réels
linéairement indépendants. On dit que x(t, x0) est une solution quasi périodique de
(A.1) si elle est périodique pour chacune des périodes Ti de T . La solution x(t, x0)
est également dite n− périodique.
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Définition 10 : Solution Chaotique Une solution chaotique est un comporte-
ment asymptotique borné qui n’est ni un point d’équilibre, ni une solution périodique
ou quasi - périodique, ni une solution s’échapant vers un infini (c’est - à - dire on
reste dans un borne) [135].
Le chaos peut donc être défini par défaut des autres types de solutions sachant
qu’il n’existe pas de définition à la fois formelle et générale du chaos unanimement
connue. Pratiquement, une dynamique chaotique peut être identifiée, en première
analyse, par la reconnaissance de propriétés caractéristiques :
- Trajectoirs typiques ;
- attracteurs étranges ;
- spectres ;
- sensibilité aux conditions initiales.
A.3 Stabilité des systèmes dynamiques
A.3.1 Stabilité de Lyapunov
Définition 11 : (stabilité) L’origine est un point d’équilibre stable au sens de
Lyapunov pour (3), si :
∀ε > 0, ∃δ > 0 tel que ‖x0‖ < δ ⇒ ‖x(t)‖ < ε
(‖.‖ désigne la norme dans Rn). Dans le cas contraire, on dit que l’origine est in-
stable.
Définition 12 : (attractivité) L’origine est un point d’équilibre attractif, pour
(3), si :
∀ε > 0, ∃δ > 0 tel que ‖x0‖ < δ → limt→∞ x(t) = 0
Lorsque δ →∞ on dit que l’origine est globalement attractive.
Définition 13 : (stabilité asymptotique) L’origine est un point d’équilibre
asymptotiquement (respectivement globalement asymptotiquement) stable pour (3)
s’il est stable et attractif (respectivement globalement attractif).
A.3.2 Méthode directe de Lyapunov
La méthode directe de Lyapunov cherche à générer une fonction scalaire de type
énergétique qui puisse admettre une dérivée négative, afin que la stabilité soit assu-
rée sans qu’on puisse résoudre explicitement le système considéré.
Définition 14 : (Fonction définie positive) Une fonction scalaire V (x) conti-
nûment différentiable (par rapport à x) est dite définie positive dans une région Ω
autour de l’origine si :
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1. V (0) = 0.
2. V (0) > 0∀x ∈ Ω tel que x 6= 0
si (2) est remplacée par V (x) ≥ 0 alors la fonction est dite définie semi − positive.
Définition 15 : (Fonction quadratique définie positive) La fonction quadra-
tique V (x) = xTQx, où Q ∈ R(n×n) est une matrice réelle symétrique, est dite définie
positive, si toutes les valeurs propres de la matrice Q sont strictement positives.
Définition 16 : (Fonction de Lyapunov) Soit xe un point fixe de (3). Soit
V : W → R, une fonction différentiable définie sur un voisinage W de xe telle que
V (xe) = 0 et V (x) > 0 si x 6= xe . Posons :
V˙ = ∑nj=0 ∂V∂xj x˙j = ∑nj=1 ∂V∂xj fj(x)
La fonction V(x) est appelée fonction de Lyapunov
Théorème 1. (Lyapunov)
1. Si V˙ ≤ 0 dans W − {xe} alors xe est stable ;
2. Si V˙ < 0 dans W − {xe} alors xe est asymptotiquement stable ;
3. Si V˙ > 0 dans W − {xe} alors xe est instable
Ce théorème offre une condition suffisante de stabilité, mais, ne guide pas l’uti-
lisateur dans le choix de la fonction de Lyapunov et ne permet pas de conclure
de l’existence d’une telle fonction. Une fonction de Lyapunov candidate est donc
une fonction définie positive, dont on teste la décroissance autour du point d’équi-
libre afin de garantir la stabilité du système impliqué. L’étude des méthodes qui
permettent de construire cette fonction pour un système donné a motivé une littéra-
ture très abondante ces dernières décennies [58], [136], [137]. Les formes quadratiques
sont généralement les plus utilisées, lorsqu’on cherche à prouver la stabilité par la
méthode de Lyapunov ; notamment les fonctions définies positives qui sont des in-
tégrales premières du système idéalisé (par exemple l’énergie totale d’un système
mécanique conservatif).
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A.4 Quelques outils de la théorie du chaos
A.4.1 Le portrait de phase
On peut décrire de façon précise le comportement d’un système dynamique en
le projetant dans l’espace paramétrique des phases. Son évolution dynamique sera
alors représentée complètement, en traçant les courbes paramétriques dans un es-
pace des phases à deux ou trois dimensions, correspondant aux variables les plus
intéressantes de l’espace des phases. Les trajectoires ainsi obtenues constituent le
portrait de phase. À partir des différents portraits de phase, on peut ainsi déduire
les comportements suivants :
- Dans l’espace des phases de dimension 2, une ellipse ou un cercle ou toute autre
forme géométrique fermée (on parle d’attracteurs périodiques) représente une
trajectoire périodique.
- Dans un espace des phases de dimension 3, des surfaces bidimensionnelles
bornées (c’est − à − dire des tores ou attracteurs quasi − périodiques) repré-
sentent un comportement quasi − périodique.
- Dans un espace des phases de dimension 2 ou 3, des trajectoires irrégulières et
relativement complexes (on parle d’attracteurs étranges) représentent un com-
portement chaotique. On explique ce phénomène par les principes de l’étire-
ment, de la compression et du repliement, qui sont devenus une caractéristique
des attracteurs étranges. Un attracteur chaotique possède en effet la propriété
remarquable suivante : la trajectoire ne repasse jamais par un même état. Ce
qui signifie, entre autres, que cette trajectoire passe par une infinité d’états.
A.4.2 La sensibilité aux conditions initiales (SCI)
La sensibilité des trajectoires chaotiques aux conditions initiales est une autre
caractéristique permettant de reconnaître un comportement chaotique. Quelle que
soit la proximité de deux états initiaux, les trajectoires qui en sont issues divergent
rapidement l’une de l’autre. Elles restent cependant liées au même attracteur donc,
confinées dans un espace borné. Il est en particulier clair que, la moindre erreur ou
simple imprécision sur la condition initiale, interdit de décider à tout temps quelle
sera la trajectoire effectivement suivie et, en conséquence, de faire une prédiction
autre que statistique sur le devenir à long terme du système. Ainsi, bien que l’on
traite de systèmes déterministes, il est impossible de prévoir à long terme leurs
comportements. Un événement insignifiant n’a donc pas toujours des conséquences
insignifiantes (c’est l’effet papillon). Illustrons ce phénomène de SCI par une simu-
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lation numérique du système de Lorenz.
Figure A.1 – Evolution dans le temps pour deux conditions initiales très voisines
A.4.3 Les exposants de Lyapunov (EL)
Les exposants de Lyapunov (EL) constituent une généralisation des valeurs
propres d’un système dynamique. Ils mesurent l’attraction ou la séparation exponen-
tielle dans le temps de deux trajectoires adjacentes dans l’espace des phases. Pour
calculer les exposants de Lyapunov, il est commode de linéariser les équations du
mouvement au voisinage d’un point x0 d’une trajectoire. L’équation aux variations
définit alors la matrice jacobienne J0 du champ f (système autonome) en x0, dont
les valeurs propres sont reliées aux exposants de Lyapunov λi par la relation :
λi = limt→∞ 1t ln|σi(t)| (A.5)
Avec σi, la iième valeur propre de J0 et i = 1, ..., n
Ces exposants renseignent directement sur la dynamique du système, et permettent
donc de mesurer le chaos. Par exemple, pour un système d’ordre 3, la seule possibilité
pour avoir un attracteur chaotique est telle que : λ1 > 0, λ2 = 0, λ3 < 0 ; avec une
condition supplémentaire de stabilité du chaos : λ3 < −λ1.
Il est possible d’avoir plusieurs exposants positifs pour un système d’ordre supérieur
à 3 ; c’est ainsi que pour un système du quatrième ordre, nous avons trois possibilités,
résumées sur le tableau 1. L’algorithme de calcul proposé par Wolf et al. [10] permet
A.4. Quelques outils de la théorie du chaos 147
λ1 λ2 λ3 λ4 observation
+ 0 - - 0 > λ3 ≥ λ4 (chaos)
+ + 0 - λ1 ≥ λ2 > 0 (hyperchaos)
+ 0 0 - Double tore chaotique
Table A.1 – Signes possibles des exposants de Lyapunov pour un système du 4ème
ordre
de calculer numériquement les exposants de Lyapunov d’un système dynamique.
A.4.4 Dimension de Lyapunov (DL)
Une autre méthode de classification du comportement asymptotique est la di-
mension de Lyapunov (DL). Si λ1 ≤ ... ≤ λn sont les EL du système dynamique,
classés dans l’ordre décroissant et j un entier tel que λ1 + ...λj ≥ 0 , alors, pour
les espaces de phase de dimension plus grand que 2, DL telle que proposée par Fre-
drickson et al. [142] sera définie comme suit :
DL = j + λ1+...+λj|λj+1|
Une dimension non entière est considérée comme un critère d’existence d’un compor-
tement chaotique. Les attracteurs chaotiques sont donc des fractales car ils possèdent
une dimension fractionnaire.
A.4.5 La section de Poincaré
Faire une section de Poincaré revient à couper la trajectoire d’un système dans
l’espace des phases, afin d’étudier les intersections de cette trajectoire avec, par
exemple en dimension trois, un plan. Si le plan est convenablement choisi, la tra-
jectoire le traversera dans le même sens à une suite d’instants non nécessairement
constants, en des points Pk. On ne retiendra, dans le calcul numérique, que les coor-
données des points Pk dans le plan. On passe alors d’un système dynamique à temps
continu à un système dynamique à temps discret. Cela permet ainsi de réduire la
dimension du système d’une unité, ce qui correspond à une notable économie en
temps de calculs. La section de Poincaré permet de distinguer clairement les ré-
gimes quasi − périodiques des régimes chaotiques. S’il n’existe qu’un nombre fini de
points Pk différents, on pourra conclure que la solution est périodique. Si les points
Pk semblent situés sur une courbe fermée continue, la solution peut être quasi −
périodique. Le tableau ci - dessous résume de manière générale les différents cas.
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État stable Flot Section de Poincaré Dimension Exposants (λi) de Lyapunov
Point d’équilibre Point 0 λn ≤ ... ≤ λ1
Périodique Cercle Un ou plus de points 1 λ1 = 0, λn ≤ ...λ2 < 0
Bi − périodique Tore Une ou plus de courbes fermés 2 λ1 = λ2 = 0, λn ≤ ...λ3 < 0
k − périodique k − Tores Un ou plus de (k + 1) tores k λ1 = ...λk = 0, λn ≤ ...λk+1 < 0
Chaotique Complexe, Irrégulier Ensemble de points non organisés non entière λ1 > 0,
∑
λi < 0
Table A.2 – Résumé des différents cas rencontrés
A.4.6 Le diagramme de bifurcation
Un système différentiel non linéaire peut admettre plusieurs attracteurs vers les-
quels convergent les trajectoires selon leurs états initiaux. La solution peut aussi
changer de nature lorsque les paramètres du système évoluent. Le phénomène de bi-
furcation concerne ce second cas de figure. Le diagramme de bifurcation est un tracé
repérant la nature des différentes solutions du système et leur stabilité lorsqu’un
paramètre varie. C’est un outil efficace pour évaluer rapidement l’ensemble des so-
lutions possibles d’un système en fonction des variations de l’un de ses paramètres.
Il permet en effet de repérer les valeurs particulières du paramètre qui induisent des
bifurcations. Construire le diagramme de bifurcation d’un système autonome n’est
pas très difficile, il suffit de résoudre numériquement les équations (avec un pas d’in-
tégration suffisamment petit), de faire une section de Poincaré pour une valeur fixée
d’un des paramètres du système, puis de recommencer avec diverses valeurs de ce
paramètre. Le diagramme portera les valeurs du paramètre en abscisse et des valeurs
particulières d’une des variables d’état en ordonnée, lorsque le régime asymptotique
est atteint.
- Un seul point sur une verticale indique un fonctionnement périodique fonda-
mental.
- Un ensemble de points distincts est la marque d’un régime sous − harmonique.
- Lorsque les points se répartissent densément sur un segment de la verticale,
on peut en déduire que la solution est apériodique mais il n’est pas possible de
préciser si elle est quasi − périodique ou chaotique. Seul le tracé de la section
de Poincaré peut clarifier le phénomène. Cependant, il est utile de signaler que,
prouver l’existence des solutions périodiques ou chaotiques par le diagramme
de bifurcation est généralement très coûteux en temps de simulation.
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Figure A.2 – Diagramme de bifurcation du convertisseur boost
A.4.7 La représentation spectrale
Le spectre d’un signal permet de caractériser qualitativement les solutions d’un
systéme dynamique. En effet, il est possible à long terme d’évaluer la complexité
fréquentielle du chaos. Pour cela, on utilise la transformée de Fourier numérique du
signal. Celle - ci donnera le spectre de fréquences composant le signal chaotique. Si ce
spectre est continu, on aura plutôt tendance à penser que le signal est complètement
apériodique. Le spectre d’un signal chaotique est en effet très étendu.
Figure A.3 – Spectre de Fourier d’un signal chaotique (circuit de Colpitts).

Annexe B
Rappels sur les réseaux de Petri
B.1 Définition
Un Réseau de Petri (RdP) est un graphe orienté comprenant deux types de
sommets :
– les places,
– les transitions
Ils sont reliés par des arcs orientés . Un arc relie soit une place à une transition,
soit une transition à une place jamais une place à une place ou une transition à une
transition. Tout arc doit avoir à son extrémité un sommet (place ou transition).
Une place correspond à une variable d’état du système qui va être modélisé et une
transition à un événement et / ou une action qui va entraîner l’évolution des variables
d’état du système. A un instant donné, une place contient un certain nombre de
marques ou jetons qui va évoluer en fonction du temps : il indique la valeur de
la variable d’état à cet instant. Quand un arc relie une place à une transition, cela
indique que la valeur de la variable d’état associée à la place influence l’occurrence de
l’événement associé à la transition. Quand un arc relie une transition à une place,
cela veut dire que l’occurrence de l’événement associé à la transition influence la
valeur de la variable d’état associée á la place. On distingue les réseaux de Petri
autonomes, les réseaux de Petri continus, les réseaux de Petri hybrides, les réseaux
de Petri temporels, etc.
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B.2 Réseaux de Petri autonomes
Un réseau de Petri autonome est un graphe orienté qui comporte deux types de
nœuds : les places représentées par des cercles et les transitions représentées par des
traits (figure B.1). À chaque place est associé un marquage qui est un nombre entier
correspondant au nombre de jetons dans la place. Le marquage correspond à l’ordre
croissant des indices. Sur la figure B.1 les transitions T1 et T3 sont sensibilisées
parce qu’il y a au moins un jeton dans chaque place d’entrée de ces transitions. Le
franchissement consiste à retirer un jeton de chacune des places d’entrée et à rajouter
un jeton à chaque place de sortie de la transition franchie. Tous les franchissements
possibles apparaissent sur le graphe des marquages et on peut constater qu’il y a 6
états possibles [126].
Figure B.1 – Réseaux de Petri et son espace de marquage
B.3 Réseaux de Petri continus
Un réseau de Petri continu (RdPC) est défini comme un cas limite de réseau
de Petri discret : chaque jeton est découpé en k jetons plus petits et k tend vers
l’infini. La figure B.2 montre un RdPC : les places et transitions sont représentées à
l’aide de doubles traits. Dans l’état initial, les transitions T1 et T3 sont sensibilisées,
puisque les marquages de leur place d’entrée ne sont pas nuls. Ces deux transitions
peuvent être franchies. On définit maintenant une quantité de franchissement qui
est un nombre réel compris entre 0 et 1. On peut observer qu’il y a un nombre infini
de marquages accessibles qui correspondent à la partie grisée du plan (figure B.2)
[126].
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Figure B.2 – Réseaux de Petri Continu et son espace de marquage
B.4 Réseaux de Petri hybrides
Les réseaux de Petri hybrides (RdPH) [123] constituent une extension des RdP
qui unifie dans un même formalisme la modélisation des parties discrètes et des
parties continues d’un système (figure B.3)figure 6). Sur cet exemple, les places
continues sont P1 et P3 et les transitions continues correspondent à T1 et T2. D’autre
part, les places discrètes sont P2 et P4 et les transitions discrètes correspondent à T3
et T4. Le marquage accessible correspond aux deux segments grisés (figure B.3). On
se déplace de façon continue le long d’un segment par franchissement continu de T1
ou T2 et on commute d’un segment à l’autre par le franchissement discret de T3 ou
T4.
Figure B.3 – Réseaux de Petri Hybride et son espace de marquage
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B.5 Réseaux de Petri dépendant du temps
Pour représenter le comportement des systèmes dynamiques, il est nécessaire
de modéliser le temps. Certaines extensions des réseaux de Petri permettent cette
modélisation : il s’agit des réseaux de Petri temporisés (RdPT) [127], [128], [129],
[130], [131], [132]. Le temps peut être associé indifféremment aux places ou aux
transitions du RdPT. Nous considérerons ici uniquement le cas où le temps est
associé aux transitions [126] (figure B.4).
Figure B.4 – Franchissement des transitions dans un réseau de Petri temporisé
Annexe C
Les sections de Poincaré des
différentes configurations du
hacheur à cinq cellules lié à une
charge non linéaire
C.1 Les sections de Poincaré de la configuration
[−1 1 0 − 1 0]
Figure C.1 – Sections de Poincaré de la configuration [−1 1 0 − 1 0]
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C.2 Les sections de Poincaré de la configuration
[−1 0 1 − 1 0]
Figure C.2 – Sections de Poincaré de la configuration [−1 0 1 − 1 0]
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C.3 Les sections de Poincaré de la configuration
[0 0 0 0 0]
Figure C.3 – Sections de Poincaré de la configuration [0 0 0 0 0]
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Annexe C. Les sections de Poincaré des différentes configurations du
hacheur à cinq cellules lié à une charge non linéaire
C.4 Les sections de Poincaré de la configuration
[1 − 1 0 1 1]
Figure C.4 – Sections de Poincaré de la configuration [1 − 1 0 1 1]
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C.5 Les sections de Poincaré de la configuration
[0 1 − 1 0 0]
Figure C.5 – Sections de Poincaré de la configuration [0 1 − 1 0 0]
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Résumé : Les travaux de cette thèse portent sur l’analyse des comportements
chaotiques dans les convertisseurs multicellulaires séries. Ces systèmes à commuta-
tion peuvent présenter une variété de phénomènes complexes liés à des bifurcations
et au chaos. Sachant qu’un convertisseur de puissance qui a une charge purement
dissipative, ne peut générer un comportement chaotique, nous avons dans la pre-
mière partie de cette thèse, connecté un hacheur à deux cellules à une charge non
linéaire non strictement dissipative et nous avons analysé ses comportements à l’aide
des propriétés dynamiques de base et présenté les routes vers le chaos. La fin de cette
partie a été consacrée à l’étude du hacheur à cinq cellules qui est une généralisa-
tion du hacheur à deux cellules. Afin de supprimer le comportement chaotique, la
deuxième partie du travail a été consacrée à la synthèse d’une loi de commande hy-
bride basé sur la modélisation par réseaux de Petri pour la régulation des tensions
des condensateurs flottants et du courant de charge.
Mots-clefs : Etude du Chaos, systèmes à commutation, convertisseur multicellu-
laire série, section de Poincaré, système dynamique hybride, réseaux de Petri
Abstract : This thesis deals with the analysis of chaotic behaviors in serial multicel-
lular converters. These switching systems can have a variety of complex phenomena
associated with bifurcations and chaos. Knowing that a power converter that has a
purely dissipative load cannot generate chaotic behavior, we’ve in the first part of
this thesis, we connected a two-cell chopper to a nonlinear load not strictly dissipa-
tive and we’ve analyzed its behaviors by using some basic dynamic properties and
thus presented the routes to chaos. The end of this part was devoted to the study
of the 5-cell chopper which is a generalization of the two-cell chopper. In order to
eliminate the chaotic behavior, the second part was devoted to the synthesis of a
controlled law based on hybrid modeling of Petri nets for the regulation of capacitor
voltages and current load.
Keywords : Study of chaos, switching systems, serial multicellular converter, Poin-
caré section, hybrid dynamical systems, Petri nets
