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Abstract
As a powerful tool of weakly labeled learning, proportion learning has drawn much attention in recent years. In this problem,
instances are grouped in bags and only the proportion of labels is known in each bag. It has broad applications, such as video
event detection and the prediction of political election. However, proportion learning problem has suﬀered great challenge
because of the sensitivity to the distribution of data and complexity of the iterative optimization procedure. To overcome these
drawbacks, we propose a novel proportion learning method based on the distribution information of data. We demonstrate the
power of our algorithm on several test cases. In addition, our method is fast and robust to the shape of data.
c© 2016 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2016.
Keywords: proportion learning; clustering; density peaks
1. Introduction
The problem of proportion learning has drawn much attention in recent years [1, 2, 3]. In this scenario, the
instances are grouped in diﬀerent bags. Although the proportion of each bag is given, the label of each instance
is unknown. The main purpose is to learn a model and ﬁnd the relative label of each instance. As a powerful tool
for weakly labeled learning, it has already applied in many ﬁelds successfully, such as the prediction of political
election [1], visual attribute modeling [4], video event detection [5] and so on.
This learning problem has received much attention so far, for the reason that obtaining the label of observations
may not always be possible. For example, whether a patient is aﬀected should be conﬁdential between him and
his treating physician. At the same time, scientists need data to predict the outbreak of a new type of inﬂuenza.
As a result, storing only the proportion labels over diﬀerent groups may be a legally advisable way.
In terms of existing methods, there are two main drawbacks. On one hand, these methods are sensitive to
the distribution of data. To be speciﬁc, in some methods [6] which are based on SVMs [7, 8, 9], the selection of
kernel function depends on the distribution of data (linear or non-linear). Moreover, the parameters need to be
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manually tuned to achieve the best performance. On the other hand, the optimization procedure needs to be solved
iteratively until the optimal solution is found, which is very time-consuming.
In order to overcome these two shortages mentioned above, we propose a novel proportion learning method
based on the distribution information of data. It can utilize the density peaks to infer the prior distribution of data.
In speciﬁc, we ﬁrst ﬁnd the density peaks of the data and initialize the data points in groups. After that, we assign
the class labels to each groups by minimizing the overall bag error. Also, the label of each individual point can be
modiﬁed in this step as well. With the density of each point and the distances between each other, we can predict
the label of new data. Experimental results demonstrate the precision and the robustness of our method.
2. Related Work
2.1. Proportion Learning
Inverse Calibration (InvCal): Rueping et al. [10] propose a proportion learning framework which treats the
mean of each bag as a super-instance, which is assumed to have a soft label corresponding to the label proportion.
The drawback of InvCal is that the super-instances is not satisfying in representing the properties of the bags.
∝ SVM: Yu et al. [6] propose a large margin framework, which recursively optimizes over the unknown
instance labels and the known label proportions until the objective function converges.
2.2. Clustering
Numerous paper have been written on clustering over the past few decades [11, 12, 13, 14, 15, 16]. Here we
list some of the representative methods.
K-means: K-means deﬁnes the center of a cluster as the mean value of the points within the cluster. For each
point, it is assigned to the nearest center. The algorithm iteratively improves the within-cluster variation until the
clusters formed in the current round are the same as those formed in the previous round. However, because a data
point is always assigned to the nearest center, K-means is not able to detect nonspherical data.
DBSCAN [17]: Density-based spatial clustering of applications with noise (DBSCAN) ﬁnds core objects,
which are those that have dense neighborhoods. It connects centers and their neighborhoods to form dense regions
as clusters. For each point, we need to set value  manually to specify the radius of its neighborhood. However,
choosing an appropriate  can be non-trivial.
Cluster-DP [18]: The algorithm has its basis in the assumptions that cluster centers are surrounded by neigh-
bors with lower local density and that they are at a relatively large distance from any points with a higher local
density. The local density ρi and its distance δi from the points with higher density are calculated for each data
point i. It is able to deal with nonspherical clusters and to automatically ﬁnd the correct number of clusters.
3. Proportion Learning with Density Peaks
3.1. Problem Setting
Suppose we are given a data set {xi, y∗i }Ni=1, where x ∈ X and y∗i ∈ {−1,+1} denotes the unknown ground truth
label of xi. The data set is grouped into K bags. For each data point xi, {xi|i ∈ Bk}Kk=1. In this paper, we assume
that the bags are disjoint.
The label proportion of the k-th bag can be deﬁned as:
Pk :=
|{i|i ∈ Bk, y∗i = +1}|
|Bk | (1)
Assume the instance labels are explicitly modeled as {yi}Ni=1, where yi ∈ {−1,+1}. The label proportion of the
k-th bag can be modeled as:
pk(y) =
|{i|i ∈ Bk, yi = +1}|
|Bk | (2)
The bag error on the data set is deﬁned as:
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BE =
K∑
k=1
|pk(y) − Pk | (3)
Also, the bag error on the k − th bag is deﬁned as:
BEk = pk(y) − Pk (4)
Our goal is to ﬁnd a proper mapping Π : X → {−1,+1}, which achieves the minimal BE and BEk, k =
1, 2, . . . ,K.
3.2. Find of Density Peaks
We assume the data from the same class are distributed closely. So, in order to explore the distribution of
data points, we select the most representative point for each class. We assume that these points are surrounded
by neighbors with lower local density and that they are far from points with a higher local density. Thus, two
attributes are calculated for each data point i to ﬁnd the representative points: the local density ρi of point i and its
distance δi from the points with higher density. The local density ρi of point i is deﬁned as:
ρi =
∑
j χ(di j − dc) (5)
where χ(x)=1 if x < 0 and χ(x) = 0 otherwise, dc is a threshold distance. Intuitively, ρi is equal to the number of
points that are closer than dc to point i.
δi is measured by computing the minimum distance between the point i and any other point with higher density:
δi = min j:ρ j>ρi (di j) (6)
For the point with the highest density, we denote its δi as max j(di j). Thus, only the points with both large
value of ρi and δi are recognized as centers. Points near the density peaks have a ρ and a δ lower than the centers.
Noises are isolated points, with high δ and low ρ. See the example in Fig. 1. Fig. 1(a) shows a 2D dataset which
consists of 200 points. The density maxima are two red points, which we denote as density peaks xc1 and xc2 in
two clusters. Fig. 1(b) shows the relationship between δi and ρi for each point. We call this representation the
decision graph in which points with high δ and ρ are chosen to be the centers.
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Fig. 1. (a) Point distribution. (b) Decision graph for the data in (a).
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3.3. Learning with Label Proportion
3.3.1. Initialization
After the cluster centers have been formed, each remaining point is assigned to the same cluster as its nearest
neighbor of higher density. This assignment is done in a single loop, while other clustering algorithms will
iteratively optimize the object function. The data set are separated into two clusters after the assignment (see Fig.
1(a)). Diﬀerent colors correspond to diﬀerent clusters. Next, we need to identify the class label to the two groups
respect to the proportion information. To be speciﬁc, in the 1st kind of setting, we denote the points in yellow
along with their center point as class +1, and −1 otherwise. Also, the class labels are assigned conversely in the
2nd kind of setting. Then, the corresponding bag error BE is calculated under these two settings. Finally, we
choose the setting with lower value of BE.
3.3.2. Label Modiﬁcation
Now we need to modify the class label of individual point respect to the bag error BEk on each bag. First of
all, we deﬁne the border region for each class as the set of points assigned to the class but being within a distance
dc from data points belonging to the other class. For each class, we choose the point with the highest density in its
border region, and deﬁne its density ρb, which denote the border density. The points of the class whose density is
lower than ρb are considered as class halo.
We assume that some points belonged to class −1 are assigned to class +1 bag in the initialization step if
BEk > 0. We ﬂip the labels of halo points assigned to class +1 in ascending order of distances from data points in
class −1 until BEk = 0 or no halo point exists. If BEk < 0, we conduct the procedure otherwise.
As the bags are disjoint, the modiﬁcation is conducted on each bag for only once.
3.4. Predicting
The modeled labels of each points are obtained in the learning procedure. Now we have {xi, yi, ρi}Ni=1. Suppose
the testing set is {xm}Mm=1, which consists of M data points.
The local density ρm =
∑
i χ(dmi − dc) of point m and its distance δm = mini:ρi>ρm (dmi) from the points with
higher density is calculated one by one. Then, each point in the testing set is assigned to the same class as its
nearest neighbor in the data set of higher density.
4. Experiments
In order to evaluate our method, we compare it with InvCal [10] and ∝ SVM [6]. Part of the Matlab code is
implemented on Cluster-DP [18].
4.1. A Toy Experiment
To demonstrate the robustness of our method, we ﬁrst show an experiment on a toy dataset. Data in Fig. 2
contains 200 points. We split this dataset into two bags of equal size. Diﬀerent colors correspond to diﬀerent
classes. Diﬀerent shapes indicate diﬀerent bags.
From Fig. 3, we can see that our method is superior than other methods. Both InvCal and ∝ SVM confuse the
two classes. On the other hand, our method, which takes the advantage of data distribution, achieves the perfect
performance with 98.5%.
4.2. UCI Datasets
We conduct the comparison of diﬀerent methods on various datasets from the UCI repository. The details
of the datasets is shown in Table 1. To test the robustness of our method, we apply the 5-fold validation. The
training set is split randomly into bags of a ﬁxed size: 2, 4, 8, 16, 32, 64. The average precision of each method is
calculated.
Our method outperforms the alternatives in most of the cases. In addition, by exploiting the prior distribution
of data, the precision of our method doesn’t decrease with the rise of bag size.
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Fig. 2. Diﬀerent colors correspond to diﬀerent classes. Diﬀerent shapes indicate diﬀerent bags (P1 = 48%, P2 = 52%).
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Fig. 3. Diﬀerent colors correspond to diﬀerent classes. Diﬀerent shapes indicate diﬀerent bags. (a) shows the result of InvCal. (b) shows the
result of ∝ SVM. (c) shows the result of our method.
5. Conclusion
As distribution information is of great importance and has been widely ignored in recent methods. In this
paper, we propose a fast proportion learning method by exploiting the prior distribution information of data. Our
method builds upon the density peak selection and a straightforward label assignment method. With the help of
two attributes, we ﬁrst ﬁnd the density peaks of the data. Next, the remaining data points are separated into two
groups based on its nearest neighbor. Finally, we assign the class label to each data point respect to the proportion
information. Experimental results show that our method performs better than the alternatives. In addition, it is
robust to noises and can classify data with arbitrary shape.
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