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Abstrakt
Cı´lem te´to diplomove´ pra´ce je popsat vyuzˇitı´ Random forestu a jeho schopnost roz-
pozna´nı´ objektu˚ v obrazech. Teoreticka´ cˇa´st se zaby´va´ na´zvoslovı´m a postupy prˇi se-
stavova´nı´ rozhodovacı´ho stromu a Random forestu. Prakticka´ cˇa´st ma´ za u´kol porovnat
u´speˇsˇnost a rychlost vyhodnocova´nı´ obrazu pomocı´ metody Random forestu a metody
SVM. Na´sledneˇ je vytvorˇen program pro detekci vozidel na krˇizˇovatce.
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Abstract
The aim of this master’s thesis is to describe use of Random Forest and its ability to
recognize objects in images. The theoretical part deals with terminology and process of
assembling decision tree and Random forest. The practical part compares success rate
and duration of image classification using Random forest and SVM methods. Thereafter
a program for detecting vehicles at the junction is created.
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Seznam pouzˇity´ch zkratek a symbolu˚
N – prˇirozena´ cˇı´sla {1, 2, 3, ...,+∞}
Z – cela´ cˇı´sla
Rn – n-rozmeˇrny´ euklidovsky´ rea´lny´ prostor
A−1 – inverznı´ matice k matici A
AT – transponovana´ matice k matici A
■ – konec du˚kazu, veˇty nebo prˇı´kladu
RF – Random forest (Na´hodny´ les)
LBP – Loka´lnı´ bina´rnı´ vzor
HOG – Histogramy orientovany´ch gradientu˚
SVM – Support vector machine
ROI – Region Of Interest (Oblast za´jmu)
px – Pixel
TP – True positive
TN – True negative
FP – False positive
FN – False negative
ACC – Accuracy, prˇesnost
TPR – True positive rate
FPR – False positive rate
PPV – Positive predictive value
NPV – Negative predictive value
F1 – F1 Score
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61 U´vod
Za´kladnı´m, a pravdeˇpodobneˇ i nejdu˚lezˇiteˇjsˇı´m smyslem pro cˇloveˇka, je zrak. Pomocı´
tohoto smyslu vnı´ma´me a prˇijı´ma´me prˇiblizˇneˇ 80% vesˇkery´ch informacı´. Nenı´ proto
zˇa´dny´m prˇekvapenı´m, zˇe tuto schopnost se snazˇı´me prˇene´st do ostatnı´ch oblastı´ nasˇeho
zˇivota.
Te´to schopnosti se sta´le cˇasteˇji snazˇı´me naucˇit nejru˚zneˇjsˇı´ druhy informacˇnı´ch technologiı´.
Rozpozna´va´nı´ objektu˚ pomocı´ technologie zı´ska´va´ sta´le veˇtsˇı´ oblibu a uplatneˇnı´ nejen v
oborech, ktere´ byly vzˇdy technologicky velmi vyspeˇle´, jako je obrana, medicı´na a letectvı´,
ale i v beˇzˇne´m zˇivoteˇ kazˇde´ho z na´s. Tento na´stroj na´s kazˇdodenneˇ doprova´zı´ na cesteˇ
do pra´ce v podobeˇ rˇı´zeny´ch krˇizˇovatek, automaticke´ho zaostrˇenı´ fotoapara´tu v mobilnı´m
telefonu nebo zatı´m jako hudba budoucnosti v podobeˇ automatem rˇı´zeny´ch vozidel.
Je jiste´, zˇe uplatneˇnı´ tohoto smyslu v IT ma´ sˇirsˇı´ vyuzˇitı´ a napoma´ha´ ke zjednodusˇenı´,
zefektivneˇnı´ a zrychlenı´ pra´ce, vysˇsˇı´ automatizaci procesu˚ a tı´m druhorˇadeˇ i u´sporˇe
na´kladu˚ a firma´m ke zvy´sˇenı´ jejı´ch zisku˚.
Vnı´ma´nı´, prˇijı´manı´ a zpracova´nı´ obrazu se pro cˇloveˇka jevı´ snadnou u´lohou, zı´skanou na
za´kladeˇ zkusˇenostı´. Z pohledu kusu informacˇnı´ technologie se jedna´ o podobny´ proble´m.
Podobneˇ jako u lidı´ je potrˇeba program nejdrˇı´ve objekty naucˇit rozlisˇovat. Na tre´novacı´
mnozˇineˇ se program naucˇı´, jak dana´ skupina prˇı´znaku˚ identifikuje dany´ objekt. Pokud
ale prˇı´znaky vypadajı´ jinak, mu˚zˇe se jednat o objekt jiny´. O tom, jak program naucˇit
rozpozna´vat objekty, pojedna´va´ do jiste´ mı´ry pra´veˇ tato diplomova´ pra´ce.
Popisuje zpu˚sob a prˇı´klady zpracova´nı´ objektu˚ v obrazech vyuzˇitı´m metody Random
forestu. Mezi vy´hody metody RF rˇadı´me fakt, zˇe je flexibilnı´, nebot’ pro modelova´nı´ mu˚zˇe
by´t pouzˇit velky´ pocˇet atributu˚. Prˇitom lze algoritmus aplikovat jak na male´, tak na velke´
soubory dat, ktere´ mohou by´t snadno a pomeˇrneˇ rychle vyhodnoceny. Dalsˇı´ nespornou
vy´hodou Random forestu oproti jiny´m metoda´m je skutecˇnost, zˇe pro pomeˇrneˇ prˇesne´
rozhodova´nı´ nenı´ vyzˇadova´na dokolana´ tre´novacı´ mnozˇina. Prˇednostı´ je i velmi kra´tky´
cˇasovy´ interval pro naucˇenı´ algoritmu zpracova´vat pozˇadovana´ data. Jako kazˇda´ metoda
ma´ i tato sve´ nedostatky. Jeden z nich je jeho pomala´ prˇedpovı´dacı´ schopnost a v neˇktery´ch
prˇı´padech i na´rocˇnost na slozˇitost jednotlivy´ch rozhodovacı´ch stromu˚.
Cı´lem te´to pra´ce je sezna´mit cˇtena´rˇe s metodou Random forest a jejı´ aplikacı´ na roz-
pozna´va´nı´ objektu˚ v obraze. Prvnı´ cˇa´st diplomove´ pra´ce je veˇnova´na klasifikacı´ za´kladnı´ch
pojmu˚, ktere´ jsou nezbytne´ pro pochopenı´ dane´ho te´matu. Du˚raz je kladen prˇedevsˇı´m na
sestavenı´ rozhodovacı´ho stromu, ktery´ je steˇzˇejnı´ pro aplikaci vybrane´ metody. V dalsˇı´ch
7cˇa´stech diplomove´ pra´ce je na jednoduche´m prˇı´kladeˇ vysveˇtleno, jaky´mi zpu˚soby se da´
Random forest sestavit.
Za´veˇrecˇna´ cˇa´st se veˇnuje porovna´nı´ u´speˇsˇnosti a rychlosti vyhodnocenı´ obrazu metodami
Random forest a SVM s kernelem Linear a kernelem RBF. Vy´sledky meˇrˇenı´ budou pouzˇity
pro sestavenı´ programu pro detekci vozidel projı´zˇdeˇjı´cı´ch prˇes krˇizˇovatku, ktery´ bude
schopen vyhodnocovat obrazy z kamery v rea´lne´m cˇase.
82 Za´kladnı´ pojmy
Tato kapitola je veˇnova´na vysveˇtlenı´ za´kladnı´ch pojmu˚, se ktery´mi se da´le pracuje. Du˚raz
je zde kladen prˇeva´zˇneˇ na vysveˇtlenı´ pojmu˚ potrˇebny´ch k sestavenı´ Random forestu jako
ke steˇzˇejnı´mu te´matu diplomove´ pra´ce. Potrˇebne´ na´zvoslovı´ nezbytne´ pro vysveˇtlenı´
postupu a zpracova´nı´ zadane´ho te´matu je zde zavedeno vzˇdy jako na´zev jednotlivy´ch
podkapitol.
2.1 Rozhodovacı´ strom
Smyslem rozhodovacı´ho stromu je zarˇazenı´ vstupnı´ho objektu do jedne´ z vy´sledny´ch
trˇı´d.
V za´sadeˇ je rozhodovacı´ strom reprezentova´n disjunkcemi konjunkcı´ stanoveny´ch podmı´nek
nad hodnotami atributu˚ jednotlivy´ch instancı´. Kazˇda´ cesta od korˇene stromu k jeho listu
koresponduje s konjunkcı´ testu˚ atributu˚ a cely´ strom je disjunkcı´ teˇchto konjunkcı´. [9]
Jiny´mi slovy, rozhodovacı´ strom je mozˇne´ si prˇedstavit jako vy´vojovy´ diagram majı´cı´
pocˇa´tek ve vy´chozı´m uzlu (korˇenu), kde vnitrˇnı´ uzel prˇedstavuje test na atribut. Kazˇda´
z hran (veˇtvı´), vycha´zejı´cı´ z uzlu, prˇedstavuje vy´sledek dane´ho testu. Koncovy´ uzel (list)
urcˇuje trˇı´du, do ktere´ byl objekt zarˇazen. Cesta od korˇene k listu je prˇedstavova´na klasi-
fikacˇnı´mi pravidly, ve ktery´ch se strom veˇtvı´, nicme´neˇ pozdeˇji jizˇ nedocha´zı´ k opeˇtovne´mu
propojovanı´ jednotlivy´ch uzlu˚.
Forma´lneˇ mu˚zˇeme definici napsat jako:
Definice 2.1 Meˇjme databa´zi T =
(
#»t 1, . . . ,
#»t n
)
, kde #»t i = (ti1, . . . , tim). Da´le meˇjme atributy
(A1, . . . ,Ak) a mnozˇinu trˇı´d C = (C1, . . . ,Cl), kde k, l,m,n ∈ N
T v rovnici prˇedstavuje Rozhodovacı´ strom, pro ktery´ platı´:
• kazˇdy´ vnitrˇnı´ uzel je ohodnocen atributem Ai
• kazˇda´ hrana je ohodnocena predika´tem pouzˇitelny´m na atribut rodicˇovske´ho uzlu ti j
• kazˇdy´ list je ohodnocen trˇı´dou C j
[1]
Vy´sˇe uvedena´ definice je vysveˇtlena na Prˇı´kladu 5.1 v Kapitole 5.1. K tomuto prˇı´kladu
na´lezˇı´ rovneˇzˇ graficke´ zobrazenı´ rozhodovacı´ho stromu v podobeˇ Obra´zku 10.
92.1.1 Sestavenı´ rozhodovacı´ho stromu
Proble´m nalezenı´ rozhodovacı´ho stromu se mu˚zˇe zda´t slozˇite´, ale ve skutecˇnosti se jedna´
o trivia´lnı´ algoritmus. Jednodusˇe mu˚zˇe by´t vybra´n jeden libovolny´ atribut a podle neˇj
rozdeˇlit mnozˇinu na neˇkolik podmnozˇin a na´sledneˇ tento krok opakovat do te´ doby,
dokud podmnozˇiny nebudou podle atributu˚ da´le deˇlitelne´.
Cı´lem je nale´zt optima´lnı´ velikost stromu. Maly´ strom prˇina´sˇı´ riziko, zˇe nedoka´zˇe zahr-
nout vsˇechny potrˇebne´ parametry. Naopak prˇı´lisˇ rozsa´hly´ strom hrozı´ velkou cˇasovou
a prostorovou na´rocˇnostı´ spolecˇneˇ s tı´m rizikem, zˇe pozbude svou obecnou platnost.
Na velke´ stromy je mozˇne´ na´sledneˇ aplikovat metodu prorˇeza´va´nı´, ale prˇi vytva´rˇenı´
rozsa´hlejsˇı´ch stromu˚ je jisteˇ jednodusˇsˇı´ aplikovat tyto metody jizˇ prˇi indukci rozhodo-
vacı´ho stromu.
Pseudoko´d pro sestavenı´ rozhodovacı´ho stromu je uveden je uveden v Algoritmu 1.
1 function DECISION−TREE−LEARNING(example, attributes, default) returns a decision tree
2 inputs: examples, set of examples
3 attributes , set of attributes
4 default , default value for the goal predicate
5 if examples is empty then return default
6 else if all examples have the same classification then return the classification
7 else if attributes is empty then return MAJORITY−VALUE(examples)
8 else
9 best <−− CHOOSE− ATTRIBUTE(attributes, examples)
10 tree <−− a new decision tree with root test best
11 for each value v i of best do
12 examples i − {elements of examples with best = v i}
13 subtree − DECISION−TREE−LEARNING(examples i, attributes − best, MAJORITY−VALUE(examples)}
14 add a branch to tree with label v i and subtree subtree
15 end
16 return tree
Algoritmus .1: Sestavenı´ rozhodovacı´ho stromu [2]
Sestavenı´m rozhodovacı´ho stromu se zaby´va´ hned neˇkolik metod. Mezi nejzna´meˇjsˇı´ patrˇı´
metody TDIDT, ID3, C4.5, . . . Teˇmto metoda´m je veˇnova´na cela´ Kapitola 5 – Algoritmy
vyuzˇı´vane´ prˇi sestavova´nı´ rozhodovacı´ho stromu.
2.2 Na´hodny´ les
V diplomove´ pra´ci je pouzˇito vı´ce rozsˇı´rˇene´ anglicke´ oznacˇenı´ te´to techniky Random
forest, prˇı´padneˇ pod jeho zkratkou RF.
10
Random forest je pojem obecne´ techniky pro ucˇenı´ klasifikace, regrese a dalsˇı´ch u´konu˚.
V za´kladnı´ rovineˇ da´le rozpracova´va´ a zdokonaluje teorii rozhodovacı´ch stromu˚. Proces
spocˇı´va´va´ v tom, zˇe nenı´ sestaven pouze jeden rozhodovacı´ strom (”boosting”), ale je
sestavena cela´ rˇada rozhodovacı´ch stromu˚ (les). Kazˇdy´ jednotlivy´ strom zarˇazeny´ do
rozhodovacı´ho procesu pracuje neza´visle na ostatnı´ch a ma´ jinou strukturu atributu˚.
Prˇi tre´nova´nı´ je sestavena mnozˇina atributu˚. Kazˇdy´ strom je pak na´sledneˇ sestaven na
za´kladeˇ podmnozˇiny, ktera´ vznikla na´hodny´m vy´beˇrem z teˇchto atributu˚ sestaveny´ch prˇi
tre´nova´nı´ (bagging). Probeˇhne test a pokud test oznacˇı´ jeden strom jako pozitivnı´ a dalsˇı´
stromy zarˇazene´ do rozhodovacı´ho procesu jako negativnı´, je pravdeˇpodobne´, zˇe strom
cˇ. 1 udeˇlal prˇi klasifikaci chybu.
Vy´hoda Random forestu spocˇı´va´ prˇedevsˇı´m v eliminaci chyb prˇi rozhodova´nı´ jednot-
live´ho stromu. Tato schopnost eliminace chyb ma´ sve´ vyuzˇitı´ prˇedevsˇı´m ve sporny´ch
prˇı´padech. Dalsˇı´ vy´hodou RF je ta vlastnost, zˇe metoda doka´zˇe sama klasifikovat du˚lezˇitost
jednotlivy´ch atributu˚.
Sestavenı´m Random forestu se podrobneˇ zaby´va´ Kapitola 6.1 – Vytvorˇenı´ Random forestu.
2.3 Support Vector Machine
Support vector machine (SVM) je metoda klasifikace linea´rnı´ch dat. Prˇi klasifikaci ne-
linea´rnı´ch dat musı´ by´t data transformova´na do prostoru s vysˇsˇı´ dimenzı´, transformacˇnı´
funkci nazy´va´me kernel. Na´sledneˇ je mozˇne´ tato data klasifikovat jako linea´rnı´. Tato me-
toda se cˇasto vyuzˇı´va´ v aplikacı´ch pro vyhleda´va´nı´ objektu v obrazech. Samotne´ tre´nova´nı´
je cˇasoveˇ a pameˇt’oveˇ na´rocˇne´.
Podstatou tre´nova´nı´ s SVM je vytvorˇenı´ hyperroviny (prostor n − 1 dimenze), ktera´ ze
vstupnı´ch dat vytvorˇı´ 2 sady vektoru˚ v n-rozmeˇrne´m prostoru. Pro kazˇdou sadu se
potom vytvorˇı´ takova´to hyperrovina, ktera´ se znovu pouzˇije jako vstupnı´ sada. Data,
ktera´ nenı´ mozˇne´ separovat linea´rneˇ mohou by´t nejprve transformova´na do prostoru s
vysˇsˇı´ dimenzı´.
Pro vsˇechna xi, x j z prostoru X, mu˚zˇeme jiste´ funkce k(xi, x j) vyja´drˇit jako skala´rnı´ soucˇin
v prostoruV. Funkci k : X×X → R pak nazy´va´me kernel. V prˇı´padeˇ strojove´ho ucˇenı´ si
situaci zjednodusˇı´me pomocı´ takzvane´ ”feature mapy”φ : X → V. Kernel pote´ mu˚zˇeme
zapsat jako
K(xi, x j) =
⟨
φ(xi), φ(x j)
⟩
V , (1)
kde ⟨·, ·⟩V a V je prostor se skala´rnı´m soucˇinem. [7]
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V prakticke´ cˇa´sti budeme pracovat se dveˇma typy kernelu˚. Prvnı´m za´stupcem bude
Linea´rnı´ kernel. Linea´rnı´ kernel spocˇı´ta´me
K(xi, x j) = xTi x j, (2)
kde xi, x j ∈ X.
Druhy´m za´stupcem je kernel RBF (Radial basis function). Kernel je vyja´drˇen funkcı´
K(xi, x j) = e−γ∥xi−x j∥
2
, (3)
kde xi, x j ∈ X ∈ N a γ ∈ (0,+∞).
Pro lepsˇı´ pochopenı´ linea´rnı´ho kernelu se podı´vejme na Obra´zek 1. Zrˇejmeˇ platı´ x1 ∈
R, x2 ∈ R, takzˇe V ∈ R2. Podle definice bude tedy hyperrovina v dimenzi n − 1 = 1,
tedy prˇı´mka. Rozdeˇlenı´ prostoru je tedy min-max u´loha, kterou zjednodusˇeneˇ mu˚zˇeme
popsat: Najdi hyperrovinu f , jejı´zˇ minima´lnı´ vzda´lenost (v nasˇem prˇı´padeˇ kolmice) od
krajnı´ch bodu˚ dvou skupin bodu˚ bude maxima´lnı´.
Obra´zek 1: Prˇı´klad optima´lnı´ho rozdeˇlenı´ bodu v 2D [3]
Na Obra´zku 2 je zna´zorneˇna situace, kdy klasifikovana´ data nelze ve dvou dimenzı´ch
linea´rneˇ oddeˇlit. Pokud, ale data transformujeme do trˇetı´ dimenze naprˇı´klad pomocı´
feature mapyφ(a, b) = (a, b, a2+b2), tedy kernelu K(x, y) = xy+x2y2 je nalezenı´ hyperroviny
n − 1 = 2, tedy plochy, opeˇt jednoduchy´ min-max u´kol.
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Obra´zek 2: Prˇı´klad optima´lnı´ho rozdeˇlenı´ bodu v 3D [7]
Tento odstavec bude veˇnova´n graficke´mu oddeˇlenı´ skupiny bodu˚ pomocı´ metody SVM
Linear a SVM RBF. Obra´zek 3a zna´zornˇuje tre´novacı´ mnozˇinu se kterou budou pracovat
vy´sˇe uvedene´ metody SVM. Platı´, zˇe dane´ body v prostoru R2 nelze od sebe spolehliveˇ
linea´rneˇ oddeˇlit. Obra´zek 3b demonstruje rozdeˇlenı´ tre´novacı´ mnozˇiny pomocı´ metody
SVM Linear. Sˇrafovana´ oblast zobrazuje prˇedpoveˇd’ SVM modelu pro dalsˇı´ body. Nacha´zı´
-li se cˇerveny´ bod v zelene´ oblasti nebo naopak, jedna´ se o chybu v klasifikaci bodu,
Kapitola 2.6 – Hodnocenı´ bina´rnı´ch klasifika´toru˚. Pokud, ale vstupnı´ data prˇevedeme
do prostoru vysˇsˇı´ dimenze naprˇı´klad pouzˇitı´m kernelu RBF bude vy´sledek uvedeny´ na
Obra´zku 3c prˇijatelneˇjsˇı´. Velikost oblastı´ okolı´ cˇerveny´ch bodu˚ je mozˇne´ upravit pomocı´
parametru γ.
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(a) Tre´novacı´ mnozˇina
(b) SVM Linear
(c) SVM RBF
Obra´zek 3: Srovna´nı´ SVM Linear a SVM RBF
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2.4 Entropie
Entropie je jednı´m ze za´kladnı´ch pojmu˚ ve fyzice, matematice, teorii pravdeˇpodobnosti,
teorii informace a v mnoha dalsˇı´ch oblastech veˇdy. Setkat se s nı´ mu˚zˇeme vsˇude tam, kde
hovorˇı´me o pravdeˇpodobnosti mozˇny´ch stavu˚ dane´ soustavy nebo syste´mu.
Velmi zjednodusˇeneˇ by se dalo rˇı´ci, zˇe entropie je mı´ra neusporˇa´danosti stavu˚ v soustaveˇ.
V te´to pra´ci se budeme setka´vat prˇedevsˇı´m s entropiı´ diskre´tnı´ch stavu˚ zpracovanou
Joasiahem Willardem Gibbsem.
Definice 2.2 Necht’ S je funkciona´l nad diskre´tnı´ pravdeˇpodobnostnı´ funkcı´ P, k ∈ R je konstanta
jednotek ve ktery´ch entropii S meˇrˇı´me a Pi je pravdeˇpodobnost i-te´ho mikrostavu. Pak
S = −k
∑
i
Pi ln Pi. (4)
Da´le pracujeme s jednotkami bitu˚, pro ktere´ platı´ k = 1ln(2) . Abychom odlisˇili tento
konkre´tnı´ prˇı´pad entropie, bude v dalsˇı´ cˇa´sti diplomove´ pra´ce pouzˇito oznacˇenı´ entropie
H. Po matematicke´ u´praveˇ zı´ska´me vy´sledny´ stav entropie ve tvaru
H = −k
∑
i
Pi ln Pi = − 1ln 2
∑
i
Pi ln Pi = −
∑
i
Pi
log2 e
log2 2
· log2 Pi
log2 e
= −
∑
i
Pi log2 Pi (5)
2.5 Klasifikacˇnı´ a regresnı´ proble´m
Klasifikacˇnı´ proble´m je pojem pouzˇı´vany´ pro nalezenı´ zobrazenı´ f : D → C, kde je ke
kazˇde´mu prvku ti z mnozˇiny D = {t1, . . . , tn} prˇirˇazen pra´veˇ jeden prvek c j z mnozˇiny
C = {c1, . . . , cm}. Proces klasifikace se skla´da´ ze dvou kroku˚:
1. ucˇenı´, tre´nova´nı´: prˇedstavuje tvorbu klasifikacˇnı´ho modelu pomocı´ tre´novacı´, prˇedem
dane´, mnozˇiny,
2. vlastnı´ klasifikace: pouzˇitı´ klasifikacˇnı´ho modelu pro urcˇenı´ prˇı´slusˇne´ trˇı´dy pro tes-
tovacı´ data.
Regresnı´ proble´m je hleda´nı´ rˇesˇenı´ pro nalezenı´ regresnı´ho modelu Yi = α+ βxi + ϵi, pro
i = 1, 2, . . ., kde chyba ϵi nema´ symetricke´ rozlozˇenı´.
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2.6 Hodnocenı´ bina´rnı´ch klasifika´toru˚
Aby bylo mozˇne´ zkoumat a porovna´vat klasifika´tory zava´dı´me 4 za´kladnı´ stavy ve
ktery´ch se mu˚zˇe klasifika´tor ocitnout.
• TP – True positive, spra´vneˇ vyhodnoceny´ pozitivnı´ vy´skyt
• TN – True negative, spra´vneˇ vyhodnoceny´ negativnı´ vy´skyt
• FP – False positive, oznacˇujeme take´ jako chybu I. typu. Vy´znam te´to hodnoty je,
zˇe vy´skyt byl vyhodnocen jako pozitivnı´, ale ve skutecˇnosti se jedna´ o negativnı´
vy´skyt
• FN – False negative, oznacˇujeme jako chybu II. typu. Vy´skyt byl vyhodnocen klasi-
fika´torem jako negativnı´, ale ve skutecˇnosti se jedna´ o pozitivnı´ vy´skyt
Pro lepsˇı´ prˇehlednost a neza´vislost na velikosti testovacı´ mnozˇiny zava´dı´me pomeˇrove´
hodnocenı´ klasifika´toru.
• ACC = TP+TNTP+TN+FP+FN – Prˇesnost. Vyjadrˇuje pomeˇr mezi spra´vneˇ vyhodnoceny´mi
vy´skyty a vsˇemi vy´skyty
• TPR = TPTP+FN – True positive rate. Vyjadrˇuje pomeˇr mezi spra´vneˇ vyhodnoceny´mi
pozitivnı´mi vy´skyty a vsˇemi pozitivnı´mi vy´skyty
• FPR = FPTN+FP – False positive rate. Vyjadrˇuje pomeˇr mezi chybneˇ vyhodnoceny´mi
negativnı´mi vy´skyty a vsˇemi negativnı´mi vy´skyty
• PPV = TPTP+FP – Positive predictive value. Popisuje kvalitu diagnosticke´ho testu
nebo statisticke´ho meˇrˇenı´ vzhledem k pozitivnı´ prˇedpoveˇdi. Jedna´ se o pomeˇr mezi
spra´vneˇ vyhodnoceny´mi pozitivnı´mi vy´skyty a soucˇtem spra´vneˇ vyhodnoceny´ch
pozitivnı´ch vy´skytu˚ a chybneˇ vyhodnoceny´ch negativnı´ch vy´sledku˚.
• NPV = TNTN+FN – Negative predictive value. Popisuje kvalitu diagnosticke´ho testu
nebo statisticke´ho meˇrˇenı´ vzhledem k negativnı´ prˇedpoveˇdi. Jedna´ se o pomeˇr mezi
spra´vneˇ vyhodnoceny´mi negativnı´mi vy´skyty a soucˇtem spra´vneˇ vyhodnoceny´ch
negativnı´ch vy´skytu˚ a chybneˇ vyhodnoceny´ch pozitivnı´ch vy´sledku˚.
• F1 = 2 · PPV·TPRPPV+TPR – F1 Score se pouzˇı´va´ k testu prˇesnosti (ve smyslu spra´vnosti
klasifikace) a to prˇedevsˇı´m v prˇı´padech, kdy je velke´ mnozˇstvı´ negativnı´ch za´znamu˚,
ktere´ nejsou pro test prˇesnosti relevantnı´. Jedna´ se o harmonicky´ pru˚meˇr prˇesnosti
(PPV) a citlivosti (TPR).
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Na Obra´zku 4 jsou zna´zorneˇny vazby mezi neˇktery´mi vy´sˇe popsany´mi stavy.
FN(II) TN
FP(I)TP
TPR
FPR
PPV
NPV
Obra´zek 4: Za´kladnı´ metriky hodnocenı´ klasifika´toru˚ [6]
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3 Popis vlastnostı´ obrazove´ funkce
V te´to kapitole jsou popsa´ny trˇi za´kladnı´ metody beˇzˇneˇ vyuzˇı´vane´ v praxi. Kazˇda´ z teˇchto
metod charakterizuje obrazovou funkci jiny´m zpu˚sobem. V podkapitola´ch je vysveˇtlen
za´kladnı´ princip.
3.1 Haarovy prˇı´znaky
Haarovy prˇı´znaky svy´m charakterem detekujı´ specificke´ rysy obrazu, ktere´ jsou zalozˇeny
na jasovy´ch slozˇka´ch digita´lnı´ho obrazu. Jedna´ se o jednoduche´ obde´lnı´kove´ oblasti
(Obra´zek 5) a mu˚zˇeme je rozdeˇlit do neˇkolika typu˚ podle informace, ktera´ ma´ by´t de-
tekova´na. Naprˇı´klad na hranove´ (5a), cˇa´rove´ (5b) a strˇedove´ (5c) prˇı´znaky. Hodnota
prˇı´znaku se vypocˇı´ta´va´ z intenzity obrazu pod danou oblastı´.
f (x) = w0r0 + w1r1, (6)
kde f (x) je odezva Haarova prˇı´znaku na snı´mek x, w0 je va´ha bı´le´ obde´lnı´kove´ oblasti r0
a w1 je va´ha cˇerne´ obde´lnı´kove´ oblasti r1. [10]
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(a) Hranove´ prˇı´znaky
(b) Cˇa´rove´ prˇı´znaky
(c) Strˇedove´ prˇı´znaky
Obra´zek 5: Haarovy prˇı´znaky
3.2 Loka´lnı´ bina´rnı´ vzor
Metoda loka´lnı´ch bina´rnı´ch vzoru˚ (Local Binary Pattern - LBP) slouzˇı´ stejneˇ jako Haarovy
prˇı´znaky k popisu vlastnostı´ obrazu. Popis textury se prova´dı´ v blı´zke´m okolı´ jednotlivy´ch
pixelu˚ vstupnı´ho obrazu. Pro okolı´ byla zvolena kruhova´ reprezentace a vy´sledny´ popis
se tedy vztahuje k bodu lezˇı´cı´mu ve strˇedu okolı´. Viz Obra´zek 6
Obra´zek 6: Prˇı´klady okolı´ pro vy´pocˇet LBP
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Texturu T v loka´lnı´m okolı´ bodu definujeme jako:
T = t
(
gc, g0, · · · , gP−1) , (7)
kde gc je hodnota pixelu ve strˇedu loka´lnı´ho okolı´ a gp, kde p = 0, · · · ,P − 1 jsou hodnoty
pixelu˚ P > 1 symetricky rozmı´steˇny´ch na kruzˇnici o polomeˇru R > 0 se strˇedem ve
zkoumane´m bodeˇ. [11] Tedy
t =
P−1∑
p=0
gp − gc. (8)
Od deskriptoru prˇedpokla´da´me odolnost vu˚cˇi jasovy´m zmeˇna´m obrazu. Abychom te´to
odolnosti dosa´hli upravı´me vzorec pro vy´pocˇet a LBP tedy definujeme:
LBPP,R =
P−1∑
p=0
s
(
gp − gc
)
2p
s(x) =
⎧⎪⎪⎨⎪⎪⎩ 1 pro x ≥ 00 pro x < 0
(9)
Pro uniformnı´ a rotacˇneˇ invariantnı´ vzory pouzˇijeme vzorec
LBPP,R =
⎧⎪⎪⎨⎪⎪⎩
∑P−1
p=0 s
(
gp − gc
)
2p pro U
(
LBPP,R
) ≤ 2
P + 1 pro U
(
LBPP,R
)
> 2
U
(
LBPP,R
)
=
⏐⏐⏐s (gP−1 − gc) − s (g0 − gc)⏐⏐⏐ + P−1∑
p=1
⏐⏐⏐⏐s (gp − gc) − s (gp−1 − gc)⏐⏐⏐⏐ (10)
3.3 HOG
Metoda HOG (Histograms of Orinted Gradiets) byla vyvinuta za u´cˇelam detekce lidsky´ch
postav v obraze. Prˇı´znaky jsou zalozˇeny na hleda´nı´ vy´znamny´ch hran v obraze. Jednotlive´
gradienty jsou reprezentova´ny svou velikostı´ a smeˇrem. Jednotlive´ gradienty jsou zı´ska´ny
konvolucı´ Gaussovsky filtrovane´ho obrazu I s maskou [−1, 0, 1], resp [−1, 0, 1]T
Ix =I ∗ [−1, 0, 1] ,
Iy =I ∗ [−1, 0, 1]T ,
(11)
kde * znacˇı´ konvoluci.
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Pote´, co jsou zı´ska´ny obrazy Ix a Iy, je pro kazˇdou bunˇku vypocˇtena velikost gradientu
m(x, y) a smeˇr Θ(x, y).
m(x, y) =
√
I2x + I2y,
Θ(x, y) = tan−1
(
Iy
Ix
)
.
(12)
Z vypocˇteny´ch hodnot je sestaven histogram orientacı´. Oblast i = {0, 2π} rozdeˇlı´me pod
neˇkolika stejneˇ velky´ch vy´secˇı´ (binu˚) a zaznamena´me prˇı´nos jednotlivy´ch gradientu˚. [11]
Konstrukce HOG deskriptoru spocˇı´va´ v rovnomeˇrne´m rozdeˇlenı´ vstupnı´ho obrazu do
stejneˇ velky´ch cˇtvercovy´ch bloku˚. Bloky na´sledneˇ rozdeˇlı´me do buneˇk, ve ktery´ch pocˇı´ta´me
gradienty. Vy´sledny´ obraz tedy mu˚zˇeme zna´zornit jak je uvedeno na Obra´zku 7. Zde je
prˇı´nos jednotlivy´ch gradientu˚ rozdeˇlen do sˇesti binu˚.
(a) Train car 1 (b) Train car 2
(c) Train car 3 (d) Train car 4
Obra´zek 7: Zna´zorneˇnı´ vy´pocˇtu prˇı´nosu jednotlivy´ch gradienu˚
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4 Vhodne´ proble´my pro rˇesˇenı´ rozhodovacı´m stromem
Jak jizˇ bylo rˇecˇeno vy´sˇe v Kapitole 2.1, smyslem rozhodovacı´ho stromu je zarˇazenı´
vstupnı´ho objektu do jedne´ z vy´sledny´ch trˇı´d. Optima´lnı´ch vy´sledku˚ bude dosazˇeno,
pokud rozhodovacı´ strom bude rˇesˇit situace s na´sledujı´cı´mi charakteristikami.
• Instance jsou reprezentova´ny atributy s konkre´tnı´ hodnotou:
– konecˇny´ pocˇet atributu˚ (naprˇ. barva auta, . . . ) a kazˇda´ instance ma´ pra´veˇ jednu
hodnotu tohoto atributu (naprˇ. cˇervena´, zelena´, . . . ),
– kdyzˇ ma´ kazˇdy´ atribut maly´ pocˇet diskre´tnı´ch hodnot (cˇervena´, zelena´, modra´)
je pro rozhodovacı´ strom jednodusˇsˇı´ nale´zt rˇesˇenı´,
– algoritmus mu˚zˇe by´t rozsˇı´rˇen aby zvla´dal take´ rea´lne´ hodnoty (naprˇ. teplota
okolı´, u´hrn sra´zˇek, . . . ).
• Rozhodovacı´ funkce v uzlu ma´ diskre´tnı´ pocˇet vy´stupu˚:
– rozhodovacı´ strom klasifikuje kazˇdou hodnotu jako jeden z vy´stupu˚. Nejjed-
nodusˇsˇı´ je prˇı´pad, kdy jsou mozˇne´ pra´veˇ dveˇ hodnoty (booleovska´ klasifikace).
– je mozˇne´, aby cı´lova´ funkce meˇla rea´lny´ vy´stup, ale tato varianta se beˇzˇneˇ
nepouzˇı´va´.
• Disjunktnı´ rozdeˇlenı´ hodnot.
– Rozhodovacı´ stromy prˇirozeneˇ reprezentujı´ disjunktnı´ mnozˇiny.
• Tre´novacı´ data mohou obsahovat male´ procento chyb.
– Na rozdı´l od jiny´ch metod je vy´hoda rozhodovacı´ho stromu v tom, zˇe tre´novacı´
mnozˇina mu˚zˇe obsahovat male´ procento chyb.
• Tre´novacı´ data mohou obsahovat chybeˇjı´cı´ atributy.
– Metody pro rozhodovacı´ stromy mohou by´t pouzˇity i pro data s chybeˇjı´cı´mi
atributy.
Protozˇe v praxi nastane jen ma´lo jevu˚, kdy jsou splneˇny vsˇechny tyto podmı´nky, je slozˇite´
pomocı´ jednoho rozhodovacı´ho stromu dojı´t k bezchybne´ klasifikaci. K eliminaci te´to
negativnı´ situace tedy mu˚zˇeme pouzˇı´t mimo jine´ metodu Random forest. Ta, jak jizˇ bylo
rˇecˇeno v Kapitole 2.2, sestavı´ rˇadu rozhodovacı´ch stromu˚. Na´sledneˇ je zde uplatneˇn
veˇtsˇinovy´ princip.
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5 Algoritmy vyuzˇı´vane´ prˇi sestavova´nı´ rozhodovacı´ho stromu
Tato kapitola je veˇnova´na algoritmu˚m, pomocı´ ktery´ch se da´ rozhodovacı´ strom sestavit.
Jako uka´zkovy´ prˇı´klad si jsem zvolil sestavenı´ rozhodovacı´ho stromu pomocı´ algoritmu
TDIDT.
5.1 Algoritmus TDIDT
TDIDT (Top Down Induction of Decision Tree) funguje na principu sestavenı´ stromu od
shora dolu˚. V za´sadeˇ vybere jeden atribut jako korˇen dı´lcˇı´ho stromu. Na´sledneˇ rozdeˇlı´
data v tomto uzlu na podmnozˇiny podle hodnot atributu˚. V dalsˇı´m kroku prˇida´ uzel pro
kazˇdou podmozˇinu. Existuje -li uzel, ve ktere´m je vı´ce nezˇ jedna trˇı´da, opakuje beˇh pro
tento uzel.
V algoritmu TDIDT se vyuzˇı´va´ tak zvane´ Occamovy brˇitvy, ktera´ rˇı´ka´: Entity se nemajı´
zmnozˇovat vı´ce, nezˇ je nutne´. V tomto prˇı´kladeˇ ji budeme interpretovat na´sledovneˇ: Cˇı´m
ma´ parametr vysˇsˇı´ vypovı´dacı´ hodnotu (mensˇı´ entropii 2.4), tı´m je lepsˇı´m kandida´tem na
korˇen stromu (pozdeˇji podstromu).
Jako na´stin algoritmu si prˇedstavme na´sledujı´cı´ situaci.
Prˇı´klad 5.1
Majitel rˇeteˇzce restauracı´ chce prˇedvı´dat chova´nı´ za´kaznı´ku˚. Prˇesneˇji se snazˇı´ zjistit, jestli
za´kaznı´k pocˇka´ na uvolneˇnı´ stolu nebo ne. Proto prova´dı´ po neˇjaky´ cˇas pozorova´nı´ okolı´
restauracı´ a zameˇrˇil se na tyto aspekty:
1. Alternativa: v okolı´ se nacha´zı´ srovnatelna´ restaurace
2. Bar: restaurace ma´ pohodlne´ za´zemı´, kde mu˚zˇe za´kaznı´k pocˇkat
3. Pa´/So: den v ty´dnu (pa´tek nebo sobota = T, jiny´ den F)
4. Hlad: za´kaznı´k je hladovy´
5. Obsazenost: pocˇet lidı´ v podniku (hodnoty Nikdo, Neˇkdo, Plno)
6. Cena: cenova´ skupina restaurace ($, $$, $$$)
7. Desˇt’: jestli venku prsˇı´
8. Rezervace: za´kaznı´k udeˇlal rezervaci
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Za´kaznı´k Alt Bar Pa´/So Hlad Obs Cena De´sˇt’ Rez Typ Cˇas Pocˇka´
X1 T F F T Neˇkdo $$$ F T Fr 0 − 10 T
X2 T F F T Plno $ F F Th 30 − 60 F
X3 N Y N N Neˇkdo $ F F Bg 0 − 10 T
X4 T F T T Plno $ F F Th 10 − 30 T
X5 T F T F Plno $$$ F T Fr ≥ 60 F
X6 F T F T Neˇkdo $$ T T It 0 − 10 T
X7 F T F F Nikdo $ T F Bg 0 − 10 F
X8 F F F T Neˇkdo $$ T T Th 0 − 10 T
X9 F T T F Plno $ T F Bg ≥ 60 F
X10 T T T T Plno $$$ F T It 10 − 30 F
X11 F F F F Nikdo $ F F Th 0 − 10 F
X12 T T T T Plno $ F F Bg 30 − 60 T
Tabulka 1: Tre´novacı´ mnozˇina k prˇı´kladu 5.1
9. Typ: typ restaurace (Francouzska´ (Fr), Italska´ (It), Thajska´ (Th), Burger (Bg))
10. Cˇas: ocˇeka´vana´ doba cˇeka´nı´ na mı´sto (0 − 10 minut, 10 − 30, 30 − 60, ≥ 60)
Majitel rˇeteˇzce nashroma´zˇdil u´daje do Tabulky 1. Tuto tabulku nazy´va´me tre´novacı´
mnozˇina.
Korˇen stromu zvolı´me podle nejnizˇsˇı´ entropie. Tedy vypocˇı´ta´me entropii podle rovnice 5
pro jednotlive´ stavy. Jako u´speˇch (p+) zvolı´me, zˇe za´kaznı´k pocˇka´ jako neu´speˇch (p−), zˇe
za´kaznı´k nepocˇka´.
H(Obsazenost) =
2
12
H(Obsazenost(Nikdo)) +
4
12
H(Obsazenost(Nekdo)) +
6
12
H(Obsazenost(Plno))
≈ 2
12
· 0 + 4
12
· 0 + 6
12
· 0.918
≈ 0.459
(13)
Dosazenı´m vy´sledku˚ rovnic 14, 15 a 16 do rovnice 13 zı´ska´me vy´sledek H(Obsazenost) ≈=
0.459
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Parametr H(Parametr)
Obsazenost 0.459
Cˇas 0.459
Cena 0.804
Hlad 0.804
Rezervace 0.879
Pa´/So 0.879
Bar 0.981
Typ 0
Alternativa 0
De´sˇt’ 0
Tabulka 2: Entropie pro jednotlive´ parametry prˇı´kladu 5.1
Entropie v prˇı´padeˇ, zˇe nikdo nesedı´ v restauraci
H(Obsazenost(Nikdo)) = −p+ log2 p+ − p− log2 p−
= −
(0
2
)
log2
(0
2
)
−
(2
2
)
log2
(2
2
)
= 0
(14)
Entropie v prˇı´padeˇ, zˇe je neˇkolik mı´st v restauraci obsazeno
H(Obsazenost(Nekdo)) = −p+ log2 p+ − p− log2 p−
= −
(4
4
)
log2
(4
4
)
−
(0
4
)
log2
(0
4
)
= 0
(15)
Entropie v prˇı´padeˇ, zˇe je restaurace plna´
H(Obsazenost(Plno)) = −p+ log2 p+ − p− log2 p−
= −
(2
6
)
log2
(2
6
)
−
(4
6
)
log2
(4
6
)
≈ 0.918
(16)
Podobneˇ pokracˇujeme s vy´pocˇtem entropiı´ pro ostatnı´ atributy. Jednotlive´ vy´sledky jsou
uvedeny v Tabulce 2.
V tomto prˇı´padeˇ lze tedy zvolit parametr Obsazenost nebo Cˇas, ktere´ poskytujı´ nejveˇtsˇı´
informacˇnı´ zisk o rozdeˇlenı´ mnozˇiny do podmnozˇin na za´kladeˇ jednoho parametru,
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zna´zorneˇno na Obra´zku 8. Da´le by algoritmus pokracˇoval vy´pocˇtem dalsˇı´ch dı´lcˇı´ch pod-
stromu˚, dokud by nezı´skal kompletnı´ informaci o rozdeˇlenı´.
V prvnı´m kroku nemajı´ parametry Typ restaurace, Alternativa nebo De´sˇt’ zˇa´dnou vy-
povı´dajı´cı´ hodnotu viz. Obra´zek 9.
Vy´sledny´ rozhodovacı´ strom by mohl mı´t podobnou strukturu jak je uvedeno na Obra´zku 10.
Obra´zek 8: Rozdeˇlenı´ mnozˇiny podle obsazenosti
Obra´zek 9: Rozdeˇlenı´ mnozˇiny podle typu
Obra´zek 10: Mozˇny´ tvar stromu
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Vı´ce informacı´ k tomuto prˇı´kladu uvedeno v knize [2]
5.2 Algoritmus ID3
Algoritmus ID3 byl vyvinut Rossem Quinlanem uzˇ v roce 1986. Tento algoritmus vyuzˇı´va´
k ucˇenı´ funkce s booleovsky´mi promeˇnny´mi. Podobneˇ jako algoritmus TDIDT 5.1 vytva´rˇı´
strom od shora dolu˚. V kazˇde´m uzlu zvolı´ atribut, ktery´ nejle´pe klasifikuje loka´lnı´
tre´novacı´ data (nejlepsˇı´ atribut ma´ nejvysˇsˇı´ informacˇnı´ zisk). Takto algoritmus pokracˇuje,
dokud nejsou spra´vneˇ zarˇazena vsˇechna tre´novacı´ data, a nebo dokud nebyly vyuzˇity
vsˇechny atributy.
1 ID3 (Examples, Target Attribute, Attributes)
2 Create a root node for the tree
3 If all examples are positive, Return the single−node tree Root, with label = +.
4 If all examples are negative, Return the single−node tree Root, with label = −.
5 If number of predicting attributes is empty, then Return the single node tree Root,
6 with label = most common value of the target attribute in the examples.
7 Otherwise Begin
8 A <−− The Attribute that best classifies examples.
9 Decision Tree attribute for Root = A.
10 For each possible value, vi , of A,
11 Add a new tree branch below Root, corresponding to the test A = vi.
12 Let Examples(vi) be the subset of examples that have the value vi for A
13 If Examples(vi) is empty
14 Then below this new branch add a leaf node with label = most common target value in the
examples
15 Else below this new branch add the subtree ID3 (Examples(vi), Target Attribute, Attributes − A )
16 End
17 Return Root
Algoritmus .1: Algoritmus ID3 [5]
5.3 Algoritmus C4.5 a C5.0
Algoritmus C4.5 ma´ oproti TDIDT a ID3 neˇkolik za´sadnı´ch vylepsˇenı´. Zejme´na se jedna´ o
to, zˇe je strom prorˇezany´ jizˇ prˇi jeho konstrukci. Navı´c Algoritmus C4.5 umozˇnˇuje pra´ci s
numericky´mi atributy, chybeˇjı´cı´mi hodnotami a take´ bra´t do u´vahy ru˚zne´ ceny za ru˚zna´
chybna´ rozhodnutı´. Mu˚zˇeme tedy prioritizovat jistou hodnotu oproti jine´. Tato vlastnost
je velmi vy´hodna´ v prˇı´padeˇ, zˇe ocˇeka´va´me pravdeˇpodobnost urcˇite´ho jevu jako velmi
malou nebo naopak velkou. Rozhodovacı´ strom pak mu˚zˇe by´t vy´razneˇ jednodusˇsˇı´ a tedy
i rozhodova´nı´ je rychlejsˇı´.
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Algoritmus C5.0 (resp. See5) implementuje oproti C4.5 neˇkolik novy´ch funkcı´. Za zmı´nku
rozhodneˇ stojı´ parametr cena za nespra´vnou klasifikaci (v algoritmus C4.5 jsou vsˇechny
chyby povazˇova´ny za sobeˇ rovne´, to ovsˇem v rea´lne´m sveˇteˇ vzˇdy neplatı´). Da´le je algo-
ritmus C5.0 schopen pracovat s vı´ce datovy´mi typy, naprˇı´klad cˇasem.
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6 Sestavenı´ Random forestu
Algoritmus Random forestu (viz. Kapitola 2.2) byl vyvinut Leem Breimanem a Adele Cut-
lerovou. Tento algoritmus si doka´zˇe poradit jak s klasifikacˇnı´m, tak regresnı´m proble´mem
(viz. Kapitola 2.5). OpenCV na Random forest pohlı´zˇı´ jako na matici rozhodovacı´ch
stromu˚. Klasifikace funguje na´sledovneˇ: Random forest prˇijme vektor vstupnı´ch vlast-
nostı´, klasifikuje jej pomocı´ vsˇech stromu˚ v lese a vra´tı´ trˇı´du, ktera´ byla vyhodnocena jako
nejpravdeˇpodobneˇjsˇı´.
Vsˇechny stromy se ucˇı´ za pouzˇitı´ stejny´ch parametru˚, ale na ru˚zny´ch tre´novacı´ch mnozˇina´ch.
Tyto podmnozˇiny jsou generova´ny z origina´lnı´ tre´novacı´ mnozˇiny pomocı´ samozava´deˇcı´
procedury: pro kazˇdou tre´novacı´ podmnozˇinu vybere na´hodneˇ stejny´ pocˇet tre´novacı´ch
vektoru˚ jako je v cele´ tre´novacı´ mnozˇineˇ. Algoritmus prˇipousˇtı´ opakova´nı´ vektoru˚, takzˇe
v jednotlivy´ch stromech budou neˇktere´ vektory pouzˇity vı´cekra´t a neˇktere´ budou chybeˇt.
Zˇa´dny´ z rozhodovacı´ch stromu˚ nenı´ prorˇezany´.[3]
S =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f11 · · · fm1 C1
. . .
...
... fAB
... CB
. . .
...
f1n · · · fmn Ci
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (17)
kde fAB je vlastnost A tre´novacı´ho objektu B, ktery´ kategorizujeme jako class CB.
6.1 Vytvorˇenı´ Random forestu
Vytvorˇenı´ rozhodovacı´ho stromu spocˇı´va´ v na´hodne´m vy´beˇru k rˇa´dku˚, kde k ∈ N a
za´rovenˇ k ≤ n z tre´novacı´ mnozˇiny uvedene´ v u´vodu te´to kapitoly a na´sledne´m sestavenı´
rozhodovacı´ho stromu z teˇchto dat. Random forest je potom l ∈ N rozhodovacı´ch
stromu˚.
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Prˇı´klad 6.1
Meˇjme tre´novacı´ mnozˇinu S z u´vodu Kapitoly 17. Nynı´ vytvorˇme l na´hodny´ch podmnozˇin
S1, S2, . . ., Sl.
S1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f12 · · · fm2 C2
f15 · · · fm5 C5
f18 · · · fm8 C8
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , S2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f13 · · · fm3 C3
f15 · · · fm5 C5
f17 · · · fm7 C7
f18 · · · fm8 C8
f19 · · · fm9 C9
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Sl =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1a · · · fma Ca
...
. . .
...
...
f1b · · · fmb Cb
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ,
(18)
kde a, b, m, l, i ∈ N , fmn je vlastnost objektu, Ci je vy´sledna´ klasifikacˇnı´ trˇı´da.
Na´sledneˇ se nad takto vytvorˇeny´mi maticemi spustı´ algoritmus pro vytvorˇenı´ rozhodo-
vacı´ho stromu (naprˇı´klad TTDI popsany´ v prˇedchozı´ Kapitole 5.1).
Prˇedpokla´dejme, zˇe jsme podle popsane´ho postupu sestavili l rozhodovacı´ch stromu˚. Tuto
mnozˇinu jizˇ nazy´va´me Random forest. Kazˇdy´ z teˇchto stromu˚ je naucˇeny´ podle jiny´ch
parametru˚, takzˇe mu˚zˇe testovany´ objekt zarˇadit do jine´ trˇı´dy. Posˇleme -li do tohoto lesa
testovacı´ objekt, obdrzˇı´me vy´sledek na´sledujı´cı´ho typu: pravdeˇpodobnost vy´skytu tohoto
objektu ve trˇı´deˇ Ci je k %. Da´le je uzˇ rozhodnutı´ jen na vhodne´m pouzˇitı´ parametru˚, kdy
je pravdeˇpodobnost dostatecˇneˇ velka´, abychom tento objekt oznacˇili, zˇe skutecˇneˇ patrˇı´
do dane´ trˇı´dy.
V tuto chvı´li na okamzˇik opustı´me obecnou rovinu a zkusı´me jednoduchy´ prakticky´
prˇı´klad.
Prˇı´klad 6.2
Meˇjme jednoduchou u´lohu rozpozna´nı´ objektu˚ v obraze. Nasˇim u´kolem bude vytvorˇit
Random forest pro rozpozna´nı´ cˇtverce, hveˇzdicˇky a obde´lnı´ku v testovacı´m Obra´zku
11. Aby bylo mozˇne´ tento u´kol splnit potrˇebujeme prˇipravit take´ tre´novacı´ mnozˇinu z
Obra´zku 12.
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Obra´zek 11: Testovacı´ obra´zek
Obra´zek 12: Tre´novacı´ obra´zek
Nejprve je potrˇeba zvolit vhodne´ parametry jak kvalifikovat jednotlive´ objekty. Na roz-
pozna´nı´ hveˇzdicˇky bude nejlepsˇı´ pouzˇı´t obvod (hveˇzdicˇka ma´ jisteˇ veˇtsˇı´ obvod nezˇ
cˇtverec, cˇi obde´lnı´k). Tento parametr na´m vsˇak jizˇ nebude stacˇit pro rozlisˇenı´ obde´lnı´ku
a cˇtverce. Zde se nabı´zı´ pouzˇitı´ rozptylu de´lek hran objektu. Pro rozpozna´nı´ je potrˇeba
zvolit prarametry tak, aby byly invariantnı´ vu˚cˇi poloze a rotaci a velikosti objektu.
K vy´pocˇtu bude potrˇeba jesˇteˇ neˇkolik vzorcu˚. Vzorec pro centra´lnı´ moment, teˇzˇisˇteˇ a
moment invariantnı´ vu˚cˇi poloze objektu.
Teˇzˇisˇteˇ objektu spocˇı´ta´me pomocı´ vzorce
xT =
m1,0
m0,0
, yT =
m0,1
m0,0
, (19)
kde mi, j je obecny´ moment.
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Definice 6.1 Obecny´ moment definujeme
mp,q =
∫ ∫
xpyq f
(
x, y
)
dxdy,
diskre´tneˇ
mp,q =
∑∑
xpyq f
(
x, y
)
,
(20)
kde p, q ∈ N rˇa´d momentu. Integrujeme, prˇı´padneˇ scˇı´ta´me prˇes vsˇechny body objektu.
V nasˇem prˇı´padeˇ, ale potrˇebujeme moment, ktery´ nebude za´visly´ na poloze. Tuto vlastnost
splnˇuje centra´lnı´ moment.
Definice 6.2 Centra´lnı´ moment definujeme
µp,q =
∫ ∫
(x − xT)p (y − yT)q f (x, y)dxdy,
diskre´tneˇ
µp,q =
∑∑
(x − xT)p (y − yT)q f (x, y) ,
(21)
kde xT a yT je poloha teˇzˇisˇteˇ objektu a p, q ∈ N rˇa´d centra´lnı´ho momentu. Integrujeme, prˇı´padneˇ
scˇı´ta´me prˇes vsˇechny body objektu.
Jako prvnı´ parametr tedy zvolı´me pomeˇr obvodu k obsahu obrazce. Uka´zalo se, zˇe je
vhodne´ pouzˇı´t f1 =
p2
µ0,0
, kde p je obvod obrazce a µ0,0 je nulty´ centra´lnı´ moment obrazce.
Zanedba´me -li jasovou funkci f (x, y), rozumeˇj bude mı´t hodnotu 1 v kazˇde´m bodeˇ objektu,
bude se jednat o obsah.
Informaci ohledneˇ orientace obrazu mu˚zˇeme odvodit pomocı´ centra´lnı´ch momentu˚ druhe´ho
rˇa´du k sestavenı´ kovariancˇnı´ matice.
µ′20 =
µ20
µ00
, µ′02 =
µ02
µ00
, µ′11 =
µ11
µ00
Kovariancˇnı´ matici tedy mu˚zˇeme zapsat ve tvaru
cov
(
I(x, y)
)
=
⎛⎜⎜⎜⎜⎝ µ′20 µ′11µ′11 µ′02
⎞⎟⎟⎟⎟⎠ (22)
Vlastnı´ cˇı´sla kovariancˇnı´ matice uda´vajı´ de´lku hlavnı´ a vedlejsˇı´ osy rozlozˇenı´ ”hmoty”v
objektu. V nasˇem prˇı´padeˇ jasove´ funkce v objektu. Pro zjednodusˇenı´ si prˇedstavme, zˇe se
jedna´ o elipsu, kterou objektu opı´sˇeme 13. Je zrˇejme´, zˇe objekt cˇtverce a hveˇzdicˇky bude
mı´t tyto osy podobneˇ velke´, kdezˇto u obde´lnı´ku budou tyto hodnoty rozdı´lne´.
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Obra´zek 13: Zna´zorneˇnı´ vy´znamu elipticity
Vlastnı´ cˇı´sla te´to matice spocˇı´ta´me jednodusˇe podle vzorce
det
⎛⎜⎜⎜⎜⎝ µ′2,0 − λ µ′1,1µ′1,1 µ′0,2 − λ
⎞⎟⎟⎟⎟⎠ = (µ′2,0 − λ) (µ′0,2 − λ) − µ′21,1 =
λ2 −
(
µ′2,0 + µ
′
0,2
)
λ +
(
µ′2,0µ
′
0,2 − µ′21,1
)
= 0
(23)
Po neˇkolika jednoduchy´ch matemeticky´ch u´prava´ch rovnice 23 zı´ska´me vlastnı´ cˇı´sla
matice 22
a = 1
b = −
(
µ′2,0 + µ
′0, 2
)
c =
(
µ′2,0µ0,2 − µ′21,1
)
D =
(
µ′2,0 − µ′0,2
)2
+ 4µ′21,1
takzˇe
λ =
1
2
(
µ′0,2 + µ
′
2,0
) 1
2
√(
µ′0,2 + µ
′
2,0
)2
+ 4µ′21,1 (24)
Nynı´ spocˇı´ta´me hodnoty parametru˚ v tre´novacı´m Obra´zku 12. Vy´sledky jsou uvedeny v
Tabulce 3. Prˇi sestavenı´ matice pro Random forest zvolı´me substituci.
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objekt m0,0 p λmin λmax λmin/λmax p2/m0,0
1 cˇtverec 1408 113 114.105 121.325 0.940 9.069
2 cˇtverec 1393 116 114.268 119.271 0.958 9.66
3 cˇtverec 1412 113 116.479 120.963 0.963 9.043
4 cˇtverec 1431 115 116.782 122.121 0.956 9.242
5 hveˇzdicˇka 435 150 60.898 63.636 0.957 51.724
6 hveˇzdicˇka 434 155 63.022 63.748 0.989 55.357
7 hveˇzdicˇka 434 149 60.167 62.501 0.963 51.154
8 hveˇzdicˇka 432 150 58.433 64.375 0.908 52.083
9 obde´lnı´k 699 90 16.531 206.956 0.08 11.588
10 obde´lnı´k 739 80 18.076 216.197 0.084 8.660
11 obde´lnı´k 713 76 16.472 216.094 0.076 8.101
12 obde´lnı´k 700 76 16.5 208.5 0.079 8.251
Tabulka 3: Hodnoty parametru˚ pro jednotlive´ objekty
Necht’ cˇtverec je objekt A, hveˇzdicˇka objekt B a obde´lnı´k objekt C a F1 = λmin/λmax a
F2 = p2/m0,0, pak mnozˇinu S nazy´va´me tre´novacı´ mnozˇinou.
S =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 class
0.940 9.069 A
0.958 9.66 A
0.963 9.043 A
0.956 9.242 A
0.957 51.724 B
0.989 55.357 B
0.963 51.154 B
0.908 52.083 B
0.08 11.588 C
0.084 8.660 C
0.076 8.101 C
0.079 8.251 C
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(25)
Z tre´novacı´ mnozˇiny vybereme na´hodneˇ neˇkolik podmnozˇin. V tomto prˇı´padeˇ jsem zvolil
na´sledujı´cı´ 4 podmozˇiny. Vsˇimneˇte si, zˇe nenı´ potrˇeba, aby kazˇda´ podmnozˇina obsahovala
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vsˇechny klasifikacˇnı´ trˇı´dy.
S1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 class
0.940 9.069 A
0.957 51.724 B
0.989 55.357 B
0.084 8.660 C
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, S2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 class
0.940 9.069 A
0.956 9.242 A
0.957 51.724 B
0.908 52.083 B
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
S3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 class
0.963 51.154 B
0.908 52.083 B
0.076 8.101 C
0.079 8.251 C
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, S4 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 class
0.958 9.66 A
0.963 9.043 A
0.963 51.154 B
0.076 8.101 C
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(26)
Na za´kladeˇ teˇchto hodnot sestavı´me rozhodovacı´ stromy. Prˇi stestavova´nı´ postupujeme
pomocı´ ID3 algoritmu uvedene´ho v Kapitole 5.2. Jako divezrifikacˇnı´ parametr jsem
pouzˇil giniho koeficient. Giniho koeficient definujeme jako obsah plochy mezi Loren-
zovou krˇivkou a diagona´lou jednotkove´ho cˇtverce ku celkove´ plosˇe pod diagona´lou.
GC =
A
A + B
(27)
Na´kres situace pro matici S1 je uveden na Obra´zku 14.
Obra´zek 14: Vy´pocˇet giniho koeficientu
Vy´sledek je uveden na Obra´zcı´ch 15a, 15b, 15c, 15d. Te´to mnozˇineˇ rozhodovacı´ch stromu˚
rˇı´ka´me Random forest.
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(a) Rozhodovacı´ strom S1
(b) Rozhodovacı´ strom S2
(c) Rozhodovacı´ strom S2
(d) Rozhodovacı´ strom S2
Obra´zek 15: Random forest
Nynı´ pomocı´ Random forestu uvedene´ho na Obra´zku 15 budeme klasifikovat objekty
v testovacı´m obraze. V testovacı´m Obraze 16 spocˇı´ta´me hodnoty F1 a F2 a ulozˇı´me do
matice T (28). Na´sledneˇ vyhodnotı´me tyto parametry pro kazˇdy´ strom v na´hodne´m lese.
Obra´zek 16: Testovacı´ obra´zek
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T =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2
1 0.994022 9.40264
2 0.0800296 7.97244
3 0.95834 51.9894
4 1 8.7097
5 0.0751434 11.3143
6 0.0745492 11.8578
7 0.925664 55.5109
8 0.955025 55.5738
9 0.992961 9.36017
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(28)
P =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F1 F2 S1 S2 S3 S4
1 0.994022 9.40264 A A B A
2 0.0800296 7.97244 C A C C
3 0.95834 51.9894 B B B B
4 1 8.7097 A A B A
5 0.0751434 11.3143 C A C C
6 0.0745492 11.8578 C A C C
7 0.925664 55.5109 B B B B
8 0.955025 55.5738 B B B B
9 0.992961 9.36017 A A B A
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(29)
Kdyzˇ se podı´va´me na vy´sledky uvedene´ v matici T a zaneseme se do vy´sledkove´ Tabulky
4, zjistı´me, zˇe na´sˇ jednoduchy´ Random forest je schopen vcelku dobrˇe rozhodnout a
kategorizovat dany´ proble´m.
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objekt A B C
1 cˇtverec 75% 25% 0%
2 obde´lnı´k 25% 0% 75%
3 hveˇzdicˇka 0% 100% 0%
4 cˇtverec 75% 25% 0%
5 obde´lnı´k 25% 0% 75%
6 obde´lnı´k 25% 0% 75%
7 hveˇzdicˇka 0% 100% 0%
8 hveˇzdicˇka 0% 100% 0%
9 cˇtverec 75% 25% 0%
Tabulka 4: Vy´sledna´ tabulka
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7 Vytvorˇenı´ aplikace pro rozpozna´nı´ vozidel v OpenCV
V na´sledujı´cı´ kapitole si popı´sˇeme, jak se da´ vytvorˇit jednoduchy´ algoritmus pro roz-
pozna´va´nı´ vozidel v OpenCv pomocı´ Random forestu. Jak jizˇ na´zev napovı´da´, k vy-
tvorˇenı´ aplikace pouzˇijeme knihovnu OpenCv, ktera´ ma´ jizˇ mnozˇstvı´ metod pro pra´ci s
obrazem prˇedimplementovany´ch. Zejme´na se bude jednat o metody pro vytvorˇenı´ HOG
a Random forestu. V jednotlivy´ch sekcı´ch si popı´sˇeme za´kladnı´ vstupnı´ hodnoty pro
jednotlive´ metody. Prakticka´ cˇa´st, urcˇenı´ vhodny´ch parametru˚, se prova´dı´ pozorova´nı´m
a vhodnou u´pravou parametru˚.
Nejdrˇı´ve se zameˇrˇı´me, jaky´m zpu˚sobem je mozˇne´ popsat vlastnosti obrazove´ funkce. Jako
uka´zku jsem zvolil metodu HOG. Na´sledneˇ prˇejdeme k samotne´mu vytvorˇenı´ Random
forestu.
7.1 Metoda HOG v OpenCv
Vytvorˇenı´ HOG (Histograms of Oriented Gradients) provedeme pomocı´ trˇı´dy cv::HOGDescriptor.
Za´kladnı´ vstupnı´ parametry jsou winSize, blockSize, blockStride, cellSize, nbins. Jejich
matematicke´ vy´znamy jsme si jizˇ vysveˇtlili v Kapitole 3.3. Zde uvedu jen jejich vy´znam a
hrube´ nastı´neˇnı´, jak se s teˇmito parametry pracuje:
• winSize (Size) prˇedstavuje velikost cele´ho okna, prˇes ktere´ HOG pocˇı´ta´me,
• blockSize (Size) je velikost bloku, do ktery´ch jsme okno rozdeˇlili,
• blockStride (int) znamena´ pocˇet pixelu˚, o ktery´ blok prˇi vy´pocˇtu jednotlivy´ch gra-
dientu˚ posouva´me,
• cellSize (Size) je velikost bunˇky, pro kterou gradient pocˇı´ta´me ,
• nbins (int) prˇedstavuje pocˇet vy´secˇı´, ve ktery´ch pocˇı´ta´me prˇı´ru˚stek gradientu.
Na´stı´neˇnı´ toho jak HOG deskriptor prova´dı´ vy´pocˇet je uvedeno na Obra´zku 17. Za´rovenˇ
je potrˇeba si uveˇdomit, zˇe OpenCV vyzˇaduje validaci
(winSize.width − blockSize.width)%blockStride.width == 0
and
(winSize.height − blockSize.height)%blockStride.height == 0.
(30)
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Prˇelozˇeno do obecne´ho jazyka je vy´znam prˇedchozı´ podmı´nky na´sledovny´. Posouva´nı´m
bloku o blockStride se na´m nemu˚zˇe sta´t, zˇe budeme pocˇı´tat hodnotu, ktera´ nenı´ v obra´zku.
Obra´zek 17: Princip konstrukce HOG Deskriptoru [11]
7.2 Random forest v OpenCV
Vytvorˇenı´ Random forestu v OpenCV se porova´dı´ pomocı´ jizˇ implemetovany´ch me-
tod. V prve´ rˇade existuje funkce cv::ml::RTrees::create(const cv::ml::RTrees::Params&
params=Params())
Tato metoda obsahuje trˇı´du parametru˚ cv::ml::RTrees::Params, ktera´ se sesta´va´ z neˇkolika
parametru˚. Mezi tyto parametry patrˇı´ naprˇı´klad maxDepth, minSampleCount, regres-
sionAccuracy, useSurrogates, maxCategories, priors, calcVarImportance, nactiveVars,
termCrit. Vy´znam jednotlivy´ch parametru˚ je zrˇejmy´ uzˇ z jejich na´zvu:
• maxDepth (int) prˇedstavuje hodnotu maxima´lnı´ hloubky stromu. (Pokud je zvo-
lena prˇı´lisˇ mala´ hodnota bude rozhodovacı´ schopnost stromu vy´razneˇ omezena,
naopak bude -li zvolena hodnota prˇı´lisˇ velka´ bude strom prˇı´lisˇ ”chytry´”a bude
se zbytecˇneˇ zaby´vat podrobnostmi, ktere´ nejsou relevantnı´. Informace, ktere´ mo-
hou obraz zkreslit patrˇı´ naprˇı´klad sˇum, rozlisˇenı´ a jim podobne´). Celkova´ velikost
stromu mu˚zˇe by´t i mensˇı´, pokud bude aplikova´no jine´ ukoncˇovacı´ krite´rium (viz.
nı´zˇe)
• minSampleCount (int) je minimum vzorku˚ potrˇebny´ch k dalsˇı´mu deˇlenı´ stromu.
(Pokud zvolı´me hodnotu tohoto parametru prˇı´lisˇ velkou, budou generova´ny ne-
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doucˇene´ stromy, naopak pokud bude hodnota prˇı´lisˇ mala´ bude strom prˇeucˇeny´).
Vhodna´ hodnota je male´ procento z celkovy´ch dat (okolo 1%)
• regressionAccuracy (double) prˇedstavuje krite´rium pro prˇerusˇenı´ prˇi pouzˇitı´ re-
gresnı´ch stromu˚. Pokud jsou vsˇechny absolutnı´ diference mezi odhadovany´mi
hodnotami v uzlu a hodnotami z tre´novacı´ mnozˇiny mensˇı´ nezˇ hodnota tohoto
parametru, pak se strom nebude jizˇ da´le deˇlit
• useSurrogates (bool) pokud je nastavena hodnota na ¨true,¨ budou vytva´rˇeny na´hrady
uzlu˚. Tento parametr je vy´hodny´, pokud pracujeme s neu´plny´mi daty. Promeˇnna´
du˚lezˇitosti bude v tomto prˇı´padeˇ vypocˇı´ta´na spra´vneˇ
• maxCategories (int) pokud program ve sve´m vy´pocˇtu vyhodnotı´, zˇe se da´ mnozˇina
rozdeˇlit do vı´ce kategoriı´ nezˇ je nastavena´ hodnota tohoto parametru, pak najde
suboptima´lnı´ rozdeˇlenı´ do katategoriı´ urcˇeny´ch tı´mto parametrem. Tento parametr
je opeˇt vy´hodny´, aby nevznikal zbytecˇneˇ prˇı´lisˇ rozveˇtveny´ strom. Algoritmicka´
slozˇitost stromu je exponencia´lnı´, takzˇe pokud povolı´me deˇlenı´ do prˇı´lisˇ mnoha
kategoriı´, bude vy´pocˇet trvat prˇı´lisˇ dlouho a spotrˇebuje prˇı´lisˇ mnoho syste´movy´ch
prostrˇedku˚ (naprˇı´klad pameˇti)
• priors (Mat&) tento parametr ovlivnˇuje pravdeˇpodobnost vy´skytu jevu v mnozˇineˇ.
Pokud pracujeme s daty, kde je minima´lnı´ vy´skyt jiste´ho jevu, pak tuto pravdeˇ-
podobnost utlumı´me a doprˇedu budeme pocˇı´tat s tı´m, zˇe se jedna´ o chybu ve
vyhodnocenı´
• calcVarImportance (bool) pokud je nastavena hodnota true, bude tato hodnota
spocˇı´ta´na a je mozˇne´ ji zı´skat pomocı´ funkce cv::ml::RTrees::getVarImportance()
• nactiveVars (int) nastavenı´ velikosti na´hodneˇ vybrane´ podmnozˇiny vlastnostı´ k
nalezenı´ nejlepsˇı´ho rozdeˇlenı´ uzlu stromu do dcerˇiny´ch uzlu˚ stromu. Pokud je
hodnota nastavena na nulu, bude pouzˇita defaultnı´ hodnota odmocnina z mnozˇstvı´
vlastnostı´
• termCrit (cv::TermCriteria) ukoncˇovacı´ krite´ria pro dalsˇı´ deˇlenı´ uzlu prˇi ucˇenı´.
cv::TermCriteria mohou by´t typu COUNT, EPS nebo COUNT + EPS. Kde COUNT
znamena´ maxima´lnı´ pocˇet iteracı´ nebo elementu˚ a EPS pozˇadovana´ prˇesnost nebo
absolutnı´ rozdı´l mezi na´sledny´mi kroky. Cˇasto se sta´va´, zˇe tre´novacı´ algoritmus se
asymptoticky prˇiblizˇuje k neˇjake´ hodnoteˇ, ktere´ nemu˚zˇe dosa´hnout. Proto je vhodne´
nastavit vhodneˇ tento parametr, aby bylo zamezeno zbytecˇneˇ slozˇite´mu pocˇı´ta´nı´ jizˇ
zrˇejmy´ch hodnot
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[3]
7.3 Metoda SVM v OpenCV
V te´to kapitole je popsa´no pouzˇı´tı´ metody SVM v OpenCV. Knihovna OpenCV jizˇ obsahuje
potrˇebne´ algoritmy k vytvorˇenı´ SVM. Nynı´ si vysveˇtlı´me jednotlive´ parametry metody a
jejich vy´znam. Pro vytvorˇenı´ klasifika´toru SVM vyuzˇijeme funkci cv::ml::SVM::create().
Mezi za´kladnı´ parametry te´to metody patrˇı´ naprˇı´klad Type, Kernel, TermCriteria.
• Type (int) Typ formulace SVM klasifika´toru.
– CvSVM::C SVC C-Support Vector Classification. n-class klasifikace (n ≥ 2),
umozˇnˇuje nedokonale´ oddeˇlenı´ trˇı´d. Jako diskriminacˇnı´ parametr je pouzˇita
hodnota CValue
– CvSVM::NU SVC ν-Support Vector Classification. n-class klasificace umozˇnˇuje
nedokonale´ oddeˇlenı´ trˇı´d. Parametr ν ∈ ⟨0, 1⟩. Cˇı´m je veˇtsˇı´ hodnota ν, tı´m je
hranice mezi mnozˇinami hladsˇı´.
– CvSVM::ONE CLASS Rozdeˇlenı´ mnozˇiny odhadem. Vsˇechna tre´novacı´ data
pocha´zı´ z jedne´ trˇı´dy. SVM vytvorˇı´ hranici na za´kladeˇ oddeˇlenı´ te´to trˇı´dy od
vsˇech prˇı´padny´ch dalsˇı´ch.
• CValue (double) Parametr C je pouzˇit jako diskriminacˇnı´ hodnota v SVM optima-
lizacˇnı´ u´loze C SVC.
• Nu (double) Parametr ν ∈ ⟨0, 1⟩ je v SVM optimalizacˇnı´ u´loze NU SVC nebo ONE CLASS.
Cˇı´m je veˇtsˇı´ hodnota ν, tı´m je hranice mezi mnozˇinami hladsˇı´.
• Kernel (int) zpu˚sob transformace do prostoru s vysˇsˇı´ dimenzı´. Volba tohoto para-
metru ovlivnˇuje dalsˇı´ povinne´ parametry
– CvSVM::LINEAR Linea´rnı´ kernel. Neprova´dı´ se zˇa´dne´ mapova´nı´. Linea´rnı´
klasifikace nebo regrese se prova´dı´ v origina´lnı´m prostoru. K(xi, x j) = xTi x j
– CvSVM::POLY Polynomia´lnı´ kernel: K(xi, x j) = (γxTi x j+coef0)
degree, kde γ > 0.
– CvSVM::RBF Radial basis function (RBF), vhodna´ volba pro veˇtsˇinu prˇı´padu˚.
K(xi, x j) = e−γ||xi−x j||
2
, kde γ > 0.
– CvSVM::SIGMOID Sigmoid kernel: K(xi, x j) = tanh(γxTi x j + coef0).
• degree (double) je parametr degree pouzˇity´ pro vy´pocˇet kernelu POLY.
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• gamma (double) je parametr γpouzˇity´ pro vy´pocˇet kernelu v POLY, RBF a SIGMOID.
• coef0 (double) je parameter coe f 0 pouzˇity´ pro vy´pocˇet kernelu v POLY a SIGMOID.
• class weights (Mat&) znamena´ va´hu jednotlivy´ch trˇı´d. Parametry C pro jednotlive´
trˇı´dy jsou zı´ska´ny jako class weightsi ∗ C. Pomocı´ tohoto parametru se dajı´ prioriti-
zovat vy´sledky pro urcˇite´ trˇı´dy.
• term crit (cv::TermCriteria) je nastavenı´ ukoncˇovacı´ch krite´riı´ pro tre´nova´nı´ SVM.
[3]
7.4 Vytvorˇenı´ programu
V te´to kapitole je popis tvorby jednoduche´ho rozpozna´vacˇe vozidel. Nejprve je potrˇeba
prˇipravit a popsat tre´novacı´ a testovacı´ mnozˇinu. Tre´novacı´ mnozˇina se musı´ skla´dat
z dostatecˇne´ho mnozˇstvı´ pozitivnı´ch a negativnı´ch obrazu˚. Na testovacı´ mnozˇineˇ jsme
pak schopni zjistit jak dobrˇe na´sˇ algoritmus funguje. Na´sledneˇ je potrˇeba obrazova´ data
popsat (zde je vyuzˇita metoda HOG) a nakonec naucˇit program rozpozna´vat jednotlive´
objekty.
7.4.1 Sestavenı´ tre´novacı´ mnozˇiny
Pozitivnı´ tre´novacı´ mnozˇinou je v nasˇem prˇı´padeˇ soubor 1317 obrazu˚ vozidel o rozmeˇru
128 x 128 px. Prˇı´klad neˇkolika tre´novacı´ch obrazu˚ je uveden na Obra´zku cˇ. 18. Jako
negativnı´ mnozˇinu lze pouzˇı´t jaky´koli obraz, na ktere´m vozidlo nenı´ zobrazeno. V nasˇem
prˇı´padeˇ se negativnı´ mnozˇina skla´da´ z 3921 obrazu˚.
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Obra´zek 18: Tre´novacı´ mnozˇina positive
Tre´novacı´ vektor sestavı´me pomocı´ metody compute hog(), ktera´ je uvedena v algoritmu
3. Tato metoda spocˇı´ta´ cv::HOGDescriptor pro vektor obrazu˚ img lst a ulozˇı´ jeho hodnoty
do vektoru gradient lst. Kazˇdy´ obra´zek ve vektoru img lst je prˇeveden do stupnˇu˚ sˇedi.
Na´sledneˇ je pro obra´zek sestaven vlastnı´ popisny´ vektor gradientu˚, ktery´ je ulozˇen do
gradient lst. Nastavenı´ velikosti bloku, posunutı´ bloku, velikosti bunˇky a pocˇet smeˇru˚
(binu˚) provedeme pomocı´ globa´lnı´ch promeˇnny´ch, protozˇe prˇi testova´nı´ obra´zku˚ musı´me
pouzˇı´t stejne´ hodnoty jako prˇi tre´nova´nı´. Jinak by rozhodovacı´ algoritmus nefungoval.
Pro u´cˇely testova´nı´ a tre´nova´nı´ byly zvoleny na´sledujı´cı´ parametry
• CELL SIZE = Size(8, 8)
• BLOCK SIZE = Size(16, 16)
• BLOCK STRIDE = Size(4, 4)
• NBINS = 6
void compute hog(const vector< Mat > & img lst, vector< Mat > & gradient lst, const Size & size)
{
HOGDescriptor hog;
hog.winSize = size;
hog.cellSize = CELL SIZE;
hog.blockSize = BLOCK SIZE;
hog.blockStride = BLOCK STRIDE;
hog.nbins = NBINS;
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Mat gray;
vector< Point > location ;
vector< float > descriptors;
vector< Mat >:: const iterator img = img lst .begin() ;
vector< Mat >:: const iterator end = img lst .end();
for (; img != end; ++img)
{
cvtColor(∗img, gray, COLOR BGR2GRAY);
equalizeHist( gray, gray ) ;
hog.compute(gray, descriptors);
Mat g;
Mat(descriptors).convertTo(g, CV 32F);
gradient lst .push back(g);
}
}
Vy´pis 3: Metoda pro zı´ska´nı´ tre´novacı´ch vektoru˚
7.4.2 Vytvorˇenı´ Random forestu
Jakmile jsou nacˇtena vsˇechna data z tre´novacı´ mnozˇiny vlozˇı´me je do struktury
cv::Ptr<cv::ml::TrainData>, kterou na´sledneˇ vyuzˇijeme prˇi vytva´rˇenı´ Random forestu. Zde
je du˚lezˇite´ mı´t ulozˇeno ktery´ za´znam patrˇı´ do ktere´ skupiny dat. V nasˇem prˇı´padeˇ ma´me
ve vektoru labels ulozˇeny skupiny 1 pozitivnı´ a 0 negativnı´, ktere´ odpovı´dajı´ porˇadı´
nacˇı´tany´ch objektu˚. Zdrojovy´ ko´d je uveden ve vy´pise 4.
V poslednı´m kroku tre´nova´nı´ vytvorˇı´me Random Forest, ktery´ ulozˇı´me do struktury
cv::Ptr<cv::ml::RTrees>. Volbu parametru˚ prova´dı´me pozorova´nı´m chova´nı´ rozhodovacı´ho
algoritmu a vhodnou korekcı´ jednotlivy´ch parametru˚.
Ptr<TrainData> prepareTrainData(vector< Mat > & gradient lst, vector<int> & labels)
{
Mat samples(gradient lst.size () , gradient lst [0]. rows,CV 32F);
int col = 0;
for( int i=0; i < samples.rows; i++)
{
for( int j=0; j < samples.cols; j++)
{
samples.at<float>(i,j ) = gradient lst .at( i ) .at<float>(col, j ) ;
}
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}
return TrainData::create(samples, 0, Mat(labels)) ;
}
Ptr<RTrees> trainRTrees(Ptr<TrainData> & train data)
{
Ptr<RTrees> rtrees = RTrees::create();
rtrees−>setMaxDepth(50);
rtrees−>setMinSampleCount(600);
rtrees−>setActiveVarCount(0);
rtrees−>setTermCriteria(TermCriteria(TermCriteria::EPS + TermCriteria::MAX ITER, 1000,
0.05));
rtrees−>train( train data ) ;
return rtrees ;
}
Vy´pis 4: Prˇı´prava tre´novacı´ dat a sestavenı´ Random Forestu
7.4.3 Vytvorˇenı´ SVM
Pro nacˇtenı´ tre´novacı´ch dat do struktury cv::Ptr<cv::ml::TrainData>vyuzˇijeme funkci pre-
pareTrainData (Vy´pis 4) z prˇedchozı´ Podkapitoly 7.4.2
Ptr<SVM> trainSVM(Ptr<TrainData> & train data, int Kernel)
{
double C;
Ptr<SVM> svm = SVM::create();
svm−>setType(SVM::C SVC);
svm−>setKernel(Kernel);
if (Kernel == SVM::RBF)
{
C = 10;
svm−>setGamma(0.005);
}
else if (Kernel == SVM::LINEAR)
{
C = 0.01;
}
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svm−>setTermCriteria(TermCriteria(TermCriteria::EPS + TermCriteria::MAX ITER, 1000, 0.05));
svm−>setC(C);
svm−>train(train data);
return svm;
}
Vy´pis 5: Sestavenı´ SVM
7.5 Vyhleda´va´nı´ objektu v rea´lne´m obraze
Aby bylo mozˇne´ tuto metodu aplikovat v praxi, je zapotrˇebı´ algoritmus rozsˇı´rˇit tak, aby
byl schopen rozpoznat osobnı´ vozidlo i v obraze, ktery´ ma´ jiny´ forma´t nezˇ 128 x 128 px.
Vyhleda´va´nı´ prova´dı´me cyklicky´m procha´zenı´m objektu pomocı´ vyhleda´vacı´ho okna tzv.
ROI (Region Of Interest) o rozmeˇru 128 x 128 px. Kazˇdy´ tento vy´rˇez necha´me vyhodnotit
Random forest nebo SVM, abychom zjistili, jestli se jedna´ o vozidlo nebo ne.
Aby bylo mozˇne´ porovna´vat obrazy ru˚zny´ch velikostı´, zvolil jsem metodu zmensˇova´nı´
obrazu. V prvnı´m pru˚chodu maska pro vy´pocˇet procha´zı´ prˇes pu˚vodnı´ velikost obrazu a
prˇi kazˇde´m dalsˇı´m se cely´ obraz zmensˇı´ na 80% sve´ aktua´lnı´ velikosti. Obraz je zmensˇova´n
do te´ doby, dokud je jeho vy´sˇka i sˇı´rˇka veˇtsˇı´ nezˇ 128 x 128 px. Zdrojovy´ ko´d te´to funkce
je uveden ve Vy´pise 6.
Zde take´ pouzˇijeme dalsˇı´ dveˇ globa´lnı´ promeˇnne´
• WINDOW SIZE = Size(128, 128)
• WINDOW STEP = 32
vector<vector<float> > testNormalImage(Mat &img, Ptr<RTrees> & rTrees)
{
HOGDescriptor hog;
hog.winSize = WINDOW SIZE;
hog.cellSize = CELL SIZE;
hog.blockSize = BLOCK SIZE;
hog.blockStride = BLOCK STRIDE;
hog.nbins = NBINS;
vector< float > descriptors;
Mat g;
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vector<vector<float> > result;
Mat gray;
cvtColor(img, gray, COLOR BGR2GRAY);
Mat rescaleImg = gray.clone();
float resizeFactor = 0.8;
float factor = 1;
while(rescaleImg.rows − WINDOW SIZE.height > 0 && rescaleImg.cols − WINDOW SIZE.
width > 0)
{
for ( int row = 0; row <= rescaleImg.rows − WINDOW SIZE.height; row +=
WINDOW STEP)
{
for ( int col = 0; col <= rescaleImg.cols − WINDOW SIZE.width; col +=
WINDOW STEP)
{
Rect windows(col, row, WINDOW SIZE.height, WINDOW SIZE.width);
Mat countImg = rescaleImg.clone();
rectangle(countImg, windows, Scalar(255), 1, 8, 0);
Mat Roi = countImg(windows);
equalizeHist( Roi, Roi ) ;
hog.compute(Roi, descriptors);
Mat(descriptors).convertTo(g, CV 32F);
int predict = rTrees−>predict(g);
if (predict == 1)
{
vector<float> r;
r .push back(factor);
r .push back(col);
r .push back(row);
result .push back(r);
}
Roi.release() ;
countImg.release();
}
}
resize(rescaleImg,rescaleImg,Size(),resizeFactor,resizeFactor) ;
factor ∗= resizeFactor;
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}
rescaleImg.release();
gray.release() ;
g.release() ;
vector<float>().swap(descriptors);
return result ;
}
Vy´pis 6: Testova´nı´ rea´lne´ho obrazu
Tato metoda na´m vra´tı´ velke´ mnozˇstvı´ pozitivnı´ch vy´skytu˚, ktere´ veˇtsˇinou prˇekry´vajı´
objekt. Uka´zka pozitivnı´ detekce je uvedena na obra´zku 19a. Eliminaci tohoto jevu pro-
vedeme pomocı´ metody cv::groupRectangles(std::vector¡Rect¿& rectList, int groupThre-
shold, double eps= 0.2 ). Parametr groupThreshold uda´va´ pocˇet prˇekry´vajı´cı´ch se cˇtvercu˚,
aby byl vy´skyt povazˇova´n za pozitivnı´. Parametr eps nastavuje relativnı´ rozdı´l mezi
cˇtverci, aby byly jesˇteˇ povazˇova´ny za shodne´.
Na za´kladeˇ testova´nı´ a pozorova´nı´ spra´vnosti vyhodnocenı´ jsem dospeˇl k tomu, zˇe
vhodne´ nastavenı´ parametru˚ groupThreshold a eps je pro statistickou kameru
• groupThreshold = 3
• eps = 5
Vy´sledek je uveden na Obra´zku 19b
(a) Pozitivnı´ detekce objektu klasifika´torem (b) Korekce metodou groupRectangles
Obra´zek 19: Detekce objektu v rea´lne´m obraze, statisticka´ kamera
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Pro zpracova´nı´ obrazu˚ z prˇehledove´ kamery vysˇly nejle´pe parametry
• groupThreshold = 1
• eps = 0.5
Vy´sledek je uveden na Obra´zku 20b
(a) Pozitivnı´ detekce objektu klasifika´torem (b) Korekce metodou groupRectangles
Obra´zek 20: Detekce objektu v rea´lne´m obraze, prˇehledova´ kamera
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8 Porovna´nı´ metod Random forest a SVM
V te´to kapitole se budeme zaby´vat srovna´nı´m klasifikacˇnı´ch algoritmu˚ Random forest a
SVM s kernelem RBF a kernelem Linear. V prvnı´ cˇa´sti se zameˇrˇı´me na optima´lnı´ nasta-
venı´ parametru˚. V druhe´ cˇa´sti provedeme meˇrˇenı´ u´speˇsˇnosti klasifika´toru˚ na rea´lny´ch
obrazech. Ve trˇetı´ cˇa´sti se zameˇrˇı´me na cˇasy potrˇebne´ pro vy´pocˇet jednotlivy´ch metod.
8.1 Optima´lnı´ nastavenı´ parametru˚
Nastavenı´ parametru˚ metody ovlivnˇuje jejı´ schopnost klasifikovat. Prˇi chybne´m nastavenı´
docha´zı´ k prˇeucˇenı´ nebo nedoucˇenı´ algoritmu, prˇı´padneˇ k velke´ benevolenci chybny´ch
detekcı´. Jako postup jsem zvolil cyklickou zmeˇnu parametru˚. Pro ucˇenı´ byla vyuzˇita
databa´ze 1317 pozitivnı´ch a 3921 negativnı´ obrazu˚ o rozmeˇru 128 x 128 px. Na´sledneˇ byla
natre´novana´ metoda podrobena testu na 500 pozitivnı´ch a 500 negativnı´ch obrazech o
rozmeˇrech 128 x 128 px.
8.1.1 Random forest
U metody Random forest bylo testova´no nastavenı´ parametru˚ maxDepth (maxima´lnı´
hloubka stromu) a minSampleCount (minima´lnı´ pocˇet bodu˚ v uzlu potrˇebny´ch pro dalsˇı´
deˇlenı´). Pro tre´nova´nı´ a testova´nı´ byly pouzˇity parametry MaxDepth ∈ ⟨50, 1000⟩ s kro-
kem 50 a MinSampleCount ∈ ⟨50, 1000⟩ s krokem 50. Optima´lnı´ nastavenı´ parametru˚ je
uvedeno v tabulce 5. Zkratka MSCnt znamena´ parametr MinSampleCount.
MaxDepth MSCnt TP TN FP FN Prˇesnost TPR FPR PPV NPV
50 600 456 499 1 44 0.955 0.912 0.002 0.998 0.919
...
...
...
500 600 456 499 1 44 0.955 0.912 0.002 0.998 0.919
...
...
...
1000 600 456 499 1 44 0.955 0.912 0.002 0.998 0.919
Tabulka 5: Nastavenı´ parametru˚ Random forest
Z vy´sledku˚ je patrne´, zˇe prˇi nastavenı´ prarametru MinSampleCount = 600 nema´ nastavenı´
MaxDepth ∈ ⟨50, 1000⟩ s krokem 50 na chybu klasifikace vliv.
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V prakticke´ cˇa´sti jsem tedy vyuzˇil parametr MaxDepth = 50 a MinSampleCount = 600.
8.1.2 SVM RBF
U metody SVM s kernelem RBF bylo testova´no nastavenı´ parametru˚ γ a C.
Parametr γ definujeme intuitivneˇ jako: Jak daleko dopada´ vliv jedine´ho tre´novacı´ho
prˇı´padu. Male´ hodnoty parametru γ znamenajı´ velky´ vliv jednotlive´ho prˇı´padu, nao-
pak velke´ hodnoty znamenajı´ maly´ vliv. Parametr γ tedy lze povazˇovat jako inverzi k
polomeˇru vlivu jednotlivy´ch vzorku˚ vybrany´ch modelem jako podpu˚rne´ vektory.
Parametr C eliminuje chybne´ zarˇazenı´ tre´ningovy´ch vzorku˚ vzhledem k jednoduchosti
rozhodovacı´ho povrchu. Mala´ hodnota parametru C vytva´rˇı´ hladkou plochu, zatı´mco
vysoka´ hodnota parametru C ma´ za cı´l spra´vneˇ klasifikovat vsˇechny tre´novacı´ obrazy.
Tı´m parametr C umozˇnˇuje volnost vy´beˇru vı´ce vzorku˚ jako podpu˚rny´ch vektoru˚.
Pro tre´nova´nı´ a testova´nı´ byly pouzˇity hodnoty parametru C = 10n, kde n ∈ ⟨−5, 5⟩ ∩ Z
a γ = 1n , kde n ∈ ⟨100; 200⟩ s krokem 10
C γ TP TN FP FN Prˇesnost TPR FPR PPV NPV
10 0.005 498 500 0 2 0.998 0.996 0 1 0.994
...
...
...
100000 0.005 498 500 0 2 0.998 0.996 0 1 0.994
Tabulka 6: Nastavenı´ parametru˚ SVM RBF
Zde si mu˚zˇeme vsˇimnout, zˇe pro dane´ nastavenı´ γ uzˇ nastavenı´ parametru C > 10 nema´
vliv.
V prakticke´ cˇa´sti tedy bude pouzˇito nastavenı´ γ = 0.005 a C = 10.
8.1.3 SVM Linear
U metody SVM s kernelem Linear bylo testova´no nastavenı´ parametru C.
Pro zkouma´nı´ u´speˇsˇnosti klasifikace byly pouzˇity hodnoty C = 10n, kde n ∈ ⟨−5, 5⟩ ∩ Z .
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C TP TN FP FN Prˇesnost TPR FPR PPV NPV
0.01 495 497 3 5 0.992 0.990 0.006 0.994 0.990
Tabulka 7: Nastavenı´ parametru˚ SVM Linear
Na zkoumane´ mnozˇineˇ C vysˇlo nejle´pe pouze jedno nastavenı´. Proto bude v dalsˇı´ch
cˇa´stech prˇi metodeˇ SVM, kernel Linear, pouzˇito nastavenı´ C = 10.
8.2 Porovna´nı´ u´speˇsˇnosti klasifikace
Pro tre´nova´nı´ algoritmu˚ Random forest, SVM RBF a SVM Linear byla pouzˇita mnozˇina
1317 pozitivnı´ch a 3921 negativnı´ obrazu˚ o rozmeˇru 128 x 128 px.
8.2.1 Obrazy ze statisticke´ kamery
Obrazy ze statisticke´ kamery jsou takove´ obrazy, kde se na za´beˇru vyskytuje zpravidla
pra´veˇ jedno vozidlo. Za´beˇry z teˇchto kamer se v praxi pouzˇı´vajı´ naprˇı´klad na pocˇı´ta´nı´
aut, ktera´ prˇes krˇizˇovatku projedou.
Testova´nı´ u´speˇsˇnosti probeˇhlo na 164 obrazech ze statisticke´ kamery o rozmeˇrech 800 x 450 px.
Pro nastavenı´ parametru˚ jednotlivy´ch metod byly pouzˇity vy´sledky uvedene´ v Kapitole
8.1.
TP TN FP FN TPR FPR PPV NPV F1
Rtrees 135 83644 11 14 0.9060 0.0001 0.3767 0.9982 0.9153
SVM RBF 141 83651 4 8 0.9463 0.0001 0.9724 0.9999 0.9592
SVM LINEAR 141 83646 9 8 0.9463 0.0001 0.4209 0.9987 0.9431
Tabulka 8: Vy´sledky porovna´nı´ u´speˇsˇnosti klasifikace, statisticka´ kamera
Vy´sledky uvedene´ v Tabulce 8 ukazujı´, zˇe je metoda SVM, at’ uzˇ s kernelem RBF nebo
Linear v klasifikaci u´speˇsˇneˇjsˇı´. Nejlepsˇı´ho vy´sledku dosa´hla metoda SVM s kernelem
RBF, jejı´chzˇ F1-Score bylo 0.9592.
Metoda Random forest v tomto testu dopadla nejhu˚rˇe. F1-Score bylo 0.9153.
Na Obra´zku 21 jsou zobrazeny prˇı´klady klasifikacı´ jednotlivy´mi metodami. Zeleny´ bod
urcˇuje pozici auta. Modry´ cˇtverec zobrazuje oblast ve ktere´ klasifika´tor identifikoval
53
vozidlo. Jako pozitivnı´ vy´skyt je povazˇova´n prˇı´pad, kdy je zeleny´ bod uvnitrˇ modre´ho
cˇtverce.
(a) Detekce RF test 1 (b) Detekce RF test 2
(c) Detekce SVM RBF test 1 (d) Detekce SVM RBF test 2
(e) Detekce SVM Linear test 1 (f) Detekce SVM Linear test 2
Obra´zek 21: Uka´zka klasifikace, statisticka´ kamera
8.2.2 Obrazy z prˇehledove´ kamery
Prˇehledova´ kamera snı´ma´ situaci na cele´ krˇizˇovatce. Na kamerˇe je tedy zachyceno veˇtsˇı´
mnozˇstvı´ aut z ru˚zny´ch u´hlu˚.
Testova´nı´ u´speˇsˇnosti probeˇhlo na 152 obrazech z prˇehledove´ kamery o rozmeˇrech 800 x 450 px.
Pro nastavenı´ parametru˚ jednotlivy´ch metod byly pouzˇity vy´sledky uvedene´ v Kapitole
8.1.
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TP TN FP FN TPR FPR PPV NPV F1
Rtrees 162 77104 268 138 0.5400 0.0035 0.3767 0.9982 0.4438
SVM RBF 188 77295 77 112 0.6267 0.0010 0.7094 0.9986 0.6655
SVM LINEAR 197 77101 271 103 0.6567 0.0035 0.4209 0.9987 0.5130
Tabulka 9: Vy´sledky porovna´nı´ u´speˇsˇnosti klasifikace, prˇehledova´ kamera
Z nameˇrˇeny´ch hodnot v Tabulce 9 je zrˇejme´, zˇe u´speˇsˇnost klasifikace v tomto prˇı´padeˇ
vy´razneˇ klesla oproti vy´sledku˚m ze statisticke´ kamery. Tato skutecˇnost se zpu˚sobena tı´m,
zˇe auta jsou snı´ma´na z ru˚zny´ch u´hlu˚, v za´beˇru kamery jsou troleje tramvaje a krˇizˇovatka
je snı´ma´na za desˇteˇ. Vy´sledky by se daly ovlivnit zveˇtsˇenı´m tre´novacı´ mnozˇiny o falesˇneˇ
negativnı´ a falesˇneˇ pozitivnı´ vy´sledky.
Na Obra´zku 22 jsou zobrazeny prˇı´klady klasifikacı´ jednotlivy´mi metodami. Zeleny´ bod
urcˇuje pozici auta. Modry´ cˇtverec zobrazuje oblast ve ktere´ klasifika´tor identifikoval
vozidlo. Jako pozitivnı´ vy´skyt je povazˇova´n prˇı´pad, kdy je zeleny´ bod uvnitrˇ modre´ho
cˇtverce.
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(a) Detekce RF test 1 (b) Detekce RF test 2
(c) Detekce SVM RBF test 1 (d) Detekce SVM RBF test 2
(e) Detekce SVM Linear test 1 (f) Detekce SVM Linear test 2
Obra´zek 22: Uka´zka klasifikace, prˇehledova´ kamera
8.3 Porovna´nı´ cˇasove´ na´rocˇnosti
Prˇi porovna´nı´ cˇasove´ na´rocˇnosti jsem se zameˇrˇil na cˇas tre´nova´nı´ a testova´nı´. Prˇi tre´nova´nı´
mu˚zˇe hra´t cˇas zanedbatelnou roli, ale v prˇı´padeˇ testova´nı´ je rychlost rozhodova´nı´ jednou
z klı´cˇovy´ch vlastnostı´ algoritmu. Zvla´sˇteˇ chceme -li klasifikovat real time data.
Je potrˇeba si uveˇdomit, zˇe v rea´lne´ praxi ma´ na dosazˇene´ hodnoty vliv take´ konfigurace
pocˇı´tacˇe. Pro nasˇe u´cˇely demonstrativnı´ho srovna´nı´ doby beˇhu klasifikacˇnı´ch metod RF
a SVM jsou vsˇak tyto u´daje irelevantnı´.
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8.3.1 Tre´nova´nı´ klasifika´toru˚
Tre´nova´nı´ klasifika´toru˚ probı´halo na mnozˇineˇ 1317 pozitivnı´ch 3921 negativnı´ch objektu˚.
Nastavenı´ parametru˚ bylo provedeno na za´kladeˇ vy´sledku˚ z kapitoly 8.1. Kazˇda´ metoda
byla podrobena testu prˇi 100 opakova´nı´ch. Vy´sledky experimentu˚ jsou uvedeny v tabulce
10 a na grafu 23. V ra´mci testu jsem se take´ zameˇrˇil na metodu HOG, ktere´ zpracova´nı´
tre´novacı´ mnozˇiny trvalo celkem 8.3857 ± 0.4799 s.
Media´n Rozptyl Smeˇrodatna´ odchylka Minimum Maximum
T rTrees 21.9037 2.27086 1.50694 21.5792 31.1635
T SVM LINEAR 28.3972 6.1655 2.48304 27.6763 40.5103
T SVM RBF 79.4445 29.7731 5.45647 78.2599 109.734
Tabulka 10: Cˇas tre´nova´nı´
Obra´zek 23: Doba tre´nova´nı´ klasifikacˇnı´ch metod
Z nameˇrˇeny´ch hodnot je patrne´, zˇe metoda RF je ve srovna´nı´ s metodou SVM vy´razneˇ
rychlejsˇı´. Z du˚vodu, zˇe cˇas tre´nova´nı´ nenı´ v praxi veˇtsˇinou rozhodujı´cı´ faktor, majı´ uve-
dene´ hodnoty spı´sˇe informativnı´ charakter.
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8.3.2 Testova´nı´ klasifika´toru˚
Testova´nı´ klasifikacˇnı´ch algoritmu˚ probı´halo na rea´lny´ch 164 obrazech o rozmeˇrech
800 x 450 px. U´speˇsˇnost klasifikace je rˇesˇena v kapitole 8.2.
Vy´sledky uvedene´ v tabulce 11 a grafech 24 a 25 odpovı´dajı´ cˇasu pro zpracova´nı´ jednoho
obrazu o rozmeˇrech 800 x 450 px. Vy´pocˇet HOG pro dany´ obraz trval 0.8291 ± 0.0435
Media´n Rozptyl Smeˇrodatna´ odchylka Minimum Maximum
rTrees 0.0105455 0.000001554 0.00124659 0.007967 0.015615
SVM LINEAR 0.0121 0.00000159718 0.0012638 0.00976598 0.017938
SVM RBF 8.49864 0.533218 0.730218 8.07339 13.0683
Tabulka 11: Cˇas testova´nı´
Obra´zek 24: Testova´nı´ RF x SVM Linear
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Obra´zek 25: Testova´nı´ RF x SVM RBF
Z nameˇrˇeny´ch hodnot vyply´va´, zˇe je metoda Random forest vy´razneˇ rychlejsˇı´ take´ v
testovacı´ fa´zi.
Acˇkoli byla metoda SVM s kernelem RBF prˇi klasifikaci neju´speˇsˇneˇjsˇı´ je pro zpracova´nı´
real time dat prˇi dane´m nastavenı´ nepouzˇitelna´. Pro zpracova´nı´ snı´mku touto metodou je
potrˇeba po zapocˇı´ta´nı´ kalkulace deskriptoru HOG prˇiblizˇneˇ 9.5602± 0.7737 s. Prˇi pouzˇitı´
metody SVM Linear se potrˇebny´ cˇas pro vy´pocˇet zkra´tı´ na 0.9518 ± 0.0448 s. Metoda RF
dosa´hne dokonce cˇasu 0.8397 ± 0.0448 s.
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9 Za´veˇr
Cı´lem te´to pra´ce bylo popsat metodou Random forest a demonstrovat jejı´ funkci na
prakticke´ aplikaci – rozpozna´va´nı´ objektu˚ v obraze.
V prvnı´ cˇa´sti bylo uka´za´no jak sestavit Random forest bez pouzˇitı´ programovy´ch kniho-
ven. Fungova´nı´ tohoto algoritmu bylo vysveˇtleno na jednoduche´m prˇı´kladeˇ rozlisˇova´nı´
geometricky´ch tvaru˚ (prˇı´klad cˇ. 6.2 Kapitola 6). Tento prˇı´klad ukazuje jednoduchost a
rychlost prˇi pouzˇitı´ te´to metody.
V dalsˇı´ cˇa´sti bylo provedeno testova´nı´ u´speˇsˇnosti klasifikace pomocı´ metody Random
forest a SVM s kernelem RBF a kernelem Linear. V tomto testu byla metoda SVM RBF nej-
spolehliveˇjsˇı´, ktera´ z celkove´ho pocˇtu 83804 testu˚ chybneˇ vyhodnotila pouze 12 prˇı´padu˚, z
nichzˇ byly 4 vy´skyty falesˇneˇ pozitivnı´ a 8 falesˇneˇ negativnı´ch. Metoda Random forest vy-
hodnotila chybneˇ 25 za´znamu˚. 11 testu˚ bylo falesˇneˇ pozitivnı´ch a 14 falesˇneˇ negativnı´ch.
Na´sledneˇ bylo provedeno testova´nı´ cˇasove´ na´rocˇnosti jednotlivy´ch algoritmu. V tomto
testu byla dominantnı´ zase metoda Random forest. Media´n doby analy´zy obrazu 800 x 450 px
(511 testu˚) metody Random forest byl 0.0105 s. Metoda SVM, kernel RBF, analyzovala
dany´ obraz 8.4986 s.
Vy´sledkem te´to pra´ce je program pro rozpozna´va´nı´ vozidel ve videoza´znamu. Na za´kaldeˇ
testu˚ na cˇasovou na´rocˇnost byl algoritmus SVM RBF vyhodnocen jako nevhodny´. Acˇkoli
je ze zkoumany´ch metod nejspolehliveˇjsˇı´, je jeho cˇasova´ na´rocˇnost takova´, zˇe se pro
zpracova´nı´ real-time dat nehodı´.
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