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Abstract
In this thesis we study two separate problems concerning improvements to the Loop
quantum gravity and spinfoam approach to quantum gravity. In the first part we address
the question about the origin of quantum group symmetries in Loop quantum gravity with
non-vanishing cosmological constant Λ. Our focus is mainly the 3-dimensional Euclidean
case with Λ > 0. We clarify, both at the classical and the quantum level, the quasi-Poisson
and quasi-Hopf structures that arise in this case, respectively. This type of symmetry
has, until recently, seen not much attention in the Loop quantum gravity literature, de-
spite its importance for the approach. We explain the connection of our work with the
Turaev-Viro state sum model, which relies heavily on the notion of twisting. To analyze
our q - deformed model, for q being a root of unity, we construct for the first time certain
gauge invariant geometric observables for the weak quasi-Hopf algebra U resq (sl(2,C)) with
truncated coproduct, using so-called tensor operators. We show that these tensor opera-
tors satisfy the quasi-Hopf version of the Wigner-Eckart theorem and explicitly calculate
the action of length- and angle- operators, which confirms the spherical curvature of our
quantum geometry.
The second topic investigated in this thesis is the problem of timelike contributions for
4-dimensional Lorentzian spinfoam models, using the twistorial parametrization of Loop
quantum gravity. We prove how the cotangent bundle T∗SU(1, 1) can be embedded into
T∗SL(2,C) via symplectic reduction by the simplicity constraints for a spacelike normal
vector and an area matching constraint. This mathematical result is used to study timelike
2-surfaces in 4D Lorentzian gravity, both at the classical and quantum level. We investigate
in particular the spectrum of the area operator for timelike faces and find that it is discrete.
Furthermore, building on our results, we propose a new Lorentzian spinfoam model, which
allows to include timelike contributions.
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Chapter 1
Introduction
Loop quantum gravity and spinfoam models [2, 3, 4] are two approaches to the problem
of quantum gravity. This means that they try to find a consistent theory that unifies
the principles of quantum mechanics with Einstein’s theory of general relativity1. The
problem of quantum gravity is itself almost as old as the two theoretical frameworks it
aims to combine, since Einstein himself was already well aware of the need to modify his
gravitational theory in the light of the new quantum physics [5].
General relativity and quantum physics have individually enjoyed unprecedented suc-
cess in their respective domains of applicability, which was demonstrated yet again, very
recently, by the experimental verification of gravitational waves [6], which would not have
been feasible without the technological advances made possible by quantum physics.
Both theories have also fundamentally changed our view of nature and how it operates.
General relativity has radically altered our understanding of space and time, teaching us
that they are themselves relative notions that depend not only on the states of motion of
observers, as in special relativity, but on the energy density and the matter distribution as
well, which leads to well known effects like gravitational time dilation or black holes and
singularities. Special relativity changed our understanding of simultaneity but, like most
modern quantum physics, still uses a global background structure to measure distances
and times (Minkowski space). General relativity, on the other hand, abandons the idea of
a global notion of space and time altogether, replacing it with the local metric field, which
1Some might argue that Einstein’s theory of gravity is itself not the correct theory of gravity and thus,
should not be the basis for a quantum theory. However, it is still the best we have when it comes to
matching our observed universe at large scales and in the absence of more compelling alternatives the
most reasonable starting point.
1
eventually leads to the concepts of general covariance and background independence2.
From the point of view of a relativist, the notion of background independence, or
diffeomorphism invariance, which states that there are no preferred coordinates, or states of
motion, in our description of physical phenomena, is the fundamental principle at the heart
of general relativity. As such, it is considered to be most likely an important ingredient
in any future quantum description of gravity and hence, a strong guiding principle in the
search for such a theory. Loop quantum gravity and spinfoam models take this lesson
seriously and provide a tentative model for a quantum theory of gravity that allows to
implement diffeomorphism invariance.
Quantum physics has arguably changed our understanding of physics even more pro-
foundly. However, it is much harder to pin down the precise physical principles at its core.
Its lack of determinism, the pride of physicists since Newton’s F = ma, is certainly one of
its most significant features, but is it a fundamental principle of nature? Or is it an un-
fortunate property of our mathematical formalism? We prefer not to speculate and resort
again to our agnostic point of view that without viable alternatives to standard quantum
mechanics, these are the rules of the game. Which is not to diminish the astounding success
that quantum mechanics has had as a predictive physical theory. Properties of quantum
physics, that caused long theoretical and philosophical discussions, such as entanglement,
superposition of states or quantum jumps, are an experimental fact of life that will not go
away with other formulations or interpretations of the theory.
Thus, besides immense mathematical challenges, we see that the problem of quantum
gravity is also a quest for the right physical principles underlying nature and our descrip-
tion of it and hence, it is at the center of research in fundamental physics. We will offer
no solutions to these formidable questions in this thesis but follow loosely Wittgenstein’s:
“Whereof one cannot speak, thereof one must calculate”3, an approach that worked sur-
prisingly well in quantum mechanics.
In some sense, Loop quantum gravity follows the same philosophy, in that it does not
attempt to radically change our current paradigms of physics, but tries to stick to the
mathematical formalism of standard quantum theory complemented with the principle of
background independence. Hence, the framework rests on well established physics and is
a rather conservative approach that avoids introducing superfluous structures, like extra
dimensions, or unobserved symmetries, such as supersymmetry, though both of these things
2The metric gµν(x) tells us locally how to measure distances and times but, as a tensor, transforms
under general coordinate transformations and thus, is not a background independent quantity.
3Originally: “Wovon man nicht sprechen kann, darüber muss man schweigen”, (Whereof one cannot
speak, thereof one must be silent.).
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can be incorporated, should experimental evidence be found in their favor.
The first and main topic of this thesis is concerned with a fairly precise mathemati-
cal problem, namely, to understand the origin of so-called quantum group symmetries in
the framework of Loop quantum gravity with a non-zero cosmological constant Λ and the
investigation of the resulting setting. Physically, this problem touches on another con-
tentious issue in modern theoretical physics, the “Cosmological constant problem”, which
concerns the huge discrepancy between the observed value of Λobs ≈ 10−52m−2, [7], and the
calculated vacuum energy of standard quantum field theories, which is up to 120 orders of
magnitude off from Λobs, [8]. We will not discuss the status or relevance of this problem
further, since from a mathematical viewpoint the exact value is not really important to
us and we focus on the fact that Λ 6= 0, where our main interest is the case of positive Λ
in three Euclidean dimensions. For us, Λ is simply another parameter, whose qualitative
effect on our quantum theory we would like to investigate. The system of interest to us is
defined by the action
SGR[gµν ] = α
∫
M
ΩM (R[gµν ]− 2 Λ) , (1.1)
with Λ 6= 0, for M being a 3 - or 4 - dimensional (pseudo -) Riemannian manifold with
volume element ΩM . R denotes the Ricci curvature scalar and α = 116piG .
The treatment of Eq.(1.1) in the formalism of Loop quantum gravity for Λ = 0 is
heavily based on the Lie group SU(2) and its representation theory. This follows from the
fact that in three (Euclidean) dimensions Eq.(1.1) can be reformulated as a topological BF-
theory for SU(2) and, similarly, using the so-called Ashtekar connection variables (Aib, Eaj )
in four dimensions (Euclidean and Lorentzian), we can give general relativity the structure
of a SU(2) gauge theory. Finally, the fundamental configuration variables used in Loop
quantum gravity and spinfoam models are not the connections Aib themselves, but their
holonomies along certain paths.
The famous spin network states of Loop quantum gravity, which are graphs Γ4, labeled
in a gauge-invariant way by irreducible unitary representations 2ji ∈ N of SU(2), span
the kinematical Hilbert space HLQGΓ,kin of the theory and correspond to the quantum states
of spatial quantum geometry. These states are obtained via a generalized Fourier trans-
form, where each link l is assigned a SU(2) group element, which is the holonomy of the
(Ashtekar) connection and the spins ji label the corresponding momentum modes of this
transformation.
4By graphs Γ we mean a collection of L oriented, piecewise differentiable paths, or links, l, which (only)
intersect at their end-points, called source s(l) and target t(l), to form N so-called nodes n, such that
there are no loose ends.
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The conjugate momentum to the holonomy hl[A] is the so-called flux Xl ∈ su(2), which
is obtained by an integration of the densitized triad Eaj over a 2 - surface dual to the link
l 5, [9, 10]. A detailed analysis shows that the variables (hl[A], Xl) satisfy the (canonical)
Poisson brackets of the cotangent bundle T∗SU(2), [2, 3], and hence, we see that the
underlying (finite dimensional) phase space of a spin network state is given by L copies
of the phase space T∗SU(2). Thus, individual spin networks allow to study only a finite
dimensional truncation of the infinitely many degrees of freedom of full general relativity (in
four dimensions). The full field theoretic content of general relativity is formally restored
by considering a limit of graph refinements and the full (kinematical) Hilbert space of Loop
quantum gravity is defined as
HLQGkin =
⊕
Γ
HLQGΓ,kin . (1.2)
The information about the quantum geometry represented by this type of quantum
theory can be extracted using so-called geometric operators, which are the quantization
of classical expressions that measure, for example, lengths, areas, angles or volumes. This
leads to one of the celebrated results of Loop quantum gravity, namely, that the area dual
to a single link l, which carries the spin jl, is quantized with a minimal area eigenvalue at
the Planck scale as
Aˆ |jl〉 = 8piγ~G
√
jl(jl + 1) . (1.3)
The prefactor γ is the so-called Barbero-Immirzi parameter, which labels a 1 - param-
eter family of canonical transformations that are used in the derivation of the Ashtekar
variables. Its physical meaning in the theory is not fully understood. Similarly, it is found
that volume eigenvalues are discrete with a minimal value, [2, 3]. Note, that these are truly
derived predictions for the kinematical eigenvalues of those operators, similar to discrete
energy spectra in standard quantum mechanics, for example, and are not artifacts of the
use of “discrete graphs”, as it is sometimes criticized. The discreteness is, however, a result
of the compact nature of the gauge group SU(2). This is a topic will will discuss in more
detail in chapter 5.
Now, we have emphasized that those predictions hold on the kinematical Hilbert space
Eq.(1.2), because the construction of the final physical Hilbert space HLQGphys has not yet
been achieved in four spacetime dimensions. The problem is solved in three dimensions
with Λ = 0, [11], but in the 4D case the implementation of the Hamiltonian constraint
5In the 3D case the link l in the spatial hypersurface is only dual to a 1-dimensional surface, i.e., an
orthogonal link.
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has not been solved in full generality6. However, this is rather an issue of mathematical
complexity and certain quantization ambiguities, not of obvious or known fundamental
obstructions and should be compared with the complexity of solving the Cauchy problem
for the Einstein field equations [12].
These difficulties of implementing the “dynamics” in Loop quantum gravity have led
to an investigation of the problem in the covariant picture, namely, to so-called spinfoam
models. The current model for 4D spinfoam quantum gravity is the so-called EPRL-FK-
KKL model named after the authors of [13, 14, 15, 16, 17].
The second main topic of this thesis is the investigation of a generalization of this
particular spinfoam model, to allow for the inclusion of timelike contributions. In chapter
5 we will summarize [1] and propose a new spinfoam model based on our findings.
Loop quantum gravity with cosmological constant
The idea for q - deformed Loop quantum gravity, where the deformation corresponds to
the replacement of the Lie group SU(2) by a so-called quantum group, or quasitriangular
Hopf algebra, such as Uq(sl(2,C)), is not a new idea. In the process of this deformation one
replaces not only the symmetry, but also the representations, which leads to q - deformed
spin networks. Already in the early works [18, 19] the authors proposed such a deformation
of the standard setting and since then, several investigations followed, for example, in four
dimensional spinfoam models [20, 21, 22].
However, up until recently those q - deformed structures were usually introduced by
hand into Loop quantum gravity or spinfoam models and the origin of this new symmetry
was not really addressed. The motivation for this ad hoc introduction came from other
approaches to 3-dimensional gravity or matter models, such as [23, 24, 25, 26], the com-
binatorial quantization of Chern-Simons theory [27, 28] or the so-called Turaev-Viro state
sum model [29]. The Turaev-Viro model, in particular, was not intended at all to be rel-
evant for physics, since it was constructed by mathematicians as a topological invariant
of 3-manifolds. However, via an asymptotic analysis of this model it was later revealed
that it could represent a discretized path integral for 3D Riemannian gravity with positive
cosmological constant [30]. Similarly to the Ponzano-Regge model [31], which can be seen
6The kinematical Hilbert space of 4D Loop quantum gravity successfully implements the Gauss con-
straint, which is the generator of local SU(2) gauge transformations, and carries a representation of the 3 -
dimensional diffeomorphism group of the spatial hypersurface. The last missing constraint for the comple-
tion of the Dirac program is the Hamiltonian- or scalar- constraint, which generates time reparametriza-
tions.
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as the spinfoam model for Λ = 0, the Turaev-Viro model gives the discrete Regge action
plus a cosmological constant term in the asymptotic limit.
The reason that the q - deformation is not directly apparent in Loop quantum gravity
with Λ 6= 0 is the fact that Λ only appears as an extra term in the flatness (3D) or Hamil-
tonian (4D) constraint and hence, how this could lead to modifications of the kinematical
Hilbert space was a longstanding puzzle. Recently there have been two approaches to
tackle this interesting problem. In [32, 33, 34, 35, 36] the authors studied the 3D Rieman-
nian case with Λ > 0, starting from the standard SU(2) setting, and showed that a q -
deformation becomes necessary to avoid anomalies, when solving the Hamiltonian in the
quantum theory. This can be interpreted as a first hint that the true symmetry of the
problem is no longer given by SU(2).
The other approach, and the basis for our investigations in this thesis, was put forward
in [37, 38, 39, 40, 41, 42] for the case of 3D Riemannian gravity with negative Λ. This series
of works focuses more on the mathematical structures behind these deformed symmetries
and shows how a non-zero Λ leads indeed to a q - deformation, already at the kinematical
level. They showed furthermore, how indeed a Turaev-Viro model for a real deformation
parameter q arises via a canonical quantization of the underlying gravitational theory.
Chapter 3 and 4 of this thesis will study the case of 3D Riemannian gravity with positive
cosmological constant, along the lines laid out in [37, 38, 39, 40, 41, 42]. Classically, the
deformation parameter q is related to the cosmological constant Λ and the spacetime
signature σ = ±1 via
q = exp
(
i
~G
√
σΛ
c
)
(1.4)
and we see that in our case q lies on the unit circle. In the quantum theory we will
get a quantization condition and we consider q as a primitive l-th root of unity, i.e.,
q = exp(2pii/l) with l ∈ Z>2.
The deformation with q being a root of unity leads to many interesting mathematical
structures, as we will see below. On the classical side we deal with so-called quasi-Poisson-
manifolds and Lie groups [43, 44, 45, 46, 47, 48] and in the quantum theory this translates
to so-called quasi-Hopf algebras [49, 50, 51, 52, 53] as the corresponding symmetries. One
interesting feature for the q root of unity case are the non-standard fusion rules used in
the Turaev-Viro model when building tensor products. For q = exp(2pii/l) we call the
numbers (j1, j2, j3) admissible when
(j1, j2, j3) ∈
{
0, 12 , 1, · · · ,
l − 2
2
}
, j1 + j2 + j3 ∈ N0 , j1 + j2 + j3 ≤ l−2 , (1.5)
6
j1 ≤ j2 + j3 , j2 ≤ j3 + j1 , j3 ≤ j1 + j2 . (1.6)
We will try to present in this thesis the relationship between these fusion rules and 3D
Riemannian gravity with positive cosmological constant. On the classical side we present
a detailed investigation into the quasi-Poisson geometry of our system and how we can
deform the standard phase space T∗SU(2) into the double D(SU(2)) = SU(2)× SU(2),
which is only a quasi-phase space. In the quantum theory we find that the appropriate
symmetry of the problem is given by a weak quasi-Hopf algebra U resq (sl(2,C)), for which
we construct so-called tensor operators that allow us to probe the quantum geometry
of our q - deformed spin networks. This allows us to confirm that for q root of unity
these spin networks represent spherically curved quantum geometry. Our calculations for
our geometrical observables, even though significantly more complex, match with their
corresponding counterpart from the q real case from [37, 38, 39, 40, 41, 42].
Spinfoams with timelike contributions
In chapter 5 we use the so-called twistorial parametrization of Loop quantum gravity,
[54, 55, 56], to investigate spacelike and timelike 2-surfaces on timelike hypersurfaces in
four dimensions. We again begin with an investigation at the classical level and prove the
symplectic reduction of T∗SL(2,C) to T∗SU(1, 1) by the so-called simplicity constraints
with a spacelike normal vector and an area matching constraint. This already indicates
that in this setting we will deal with spin networks of the non-compact group SU(1, 1).
We present a quantum version of our classical model and find that all our area spectra are
discrete.
Furthermore, we use our results to propose a modification of the EPRL spinfoam model,
following ideas from [57, 58], which allows us to include timelike contributions in a 4D
Lorentzian spinfoam model.
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Chapter 2
Gravity in 3 and 4 dimensions with
cosmological constant
In this chapter we briefly review how 3D gravity, with and without cosmological constant
Λ, can be written as a BF-gauge theory for both Lorentzian and Riemannian signature σ.
We consider the different symmetries of the system, which dependent on the sign of both
Λ and σ. In section 2.1.1 and 2.1.2 we present certain coordinates that are adapted to
the symmetries for non-vanishing cosmological constant. These new coordinates are the
equivalent of certain adapted coordinates in the Chern-Simons formulation of 3D gravity,
but adopted to our BF-theory formulation. For more details on 3D gravity in the Lorentzian
signature we refer to [59]. In section 2.2 we present some preliminary results of 3D - inspired
coordinate transformations in the 4D case. The reason for us to study these different
coordinates - after all, general relativity famously does not care which coordinates we
use - is the hope that these will lead to simplifications for the quantization and elucidate
potential “deformed symmetries” when Λ 6= 0.
2.1 Euclidean and Lorentzian gravity in 3 dimensions
We start from the action Eq.(1.1) with a cosmological constant Λ, where we distinguish
the Euclidean case (σ = +1) and the Lorentzian case (σ = −1),
SGR[gµν ] = α
∫
M
ΩM (R[gµν ]− 2 Λ) = α
∫
M
d3x
√
σ det(gµν) (R[gµν ]− 2 Λ) . (2.1)
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Our metric convention is η = (σ, 1, 1). Furthermore, we fix ε012 = 1 = σ ε012, where
we use coordinates (x0, x1, x2) = (t, x, y) for σ = −1 or (x0, x1, x2) = (z, x, y) for σ = 1
and in both cases the coordinates (x, y) are associated with a spatial hypersurface. If we
introduce the triad fields eI(x) = eIµ(x)dxµ such that
gµν = ηIJeIµeJν , eIµe
µ
J = δIJ , eIµeνI = δνµ , (2.2)
we can write the Ricci scalar as
R[gµν ] = Rµνgµν = Rτµτνgµν = Rτντν = RIJτνeτIeνJ . (2.3)
Furthermore, let us note that the volume element can be written in both signatures as
ΩM = d3x
√
σ det(gµν) =
1
6 εIJK e
I ∧ eJ ∧ eK = e0 ∧ e1 ∧ e3 = d3x det(eIµ) . (2.4)
If we define RIJ ≡ 12 RIJµν dxµ ∧ dxν , we can rewrite the actions as
SGR[gµν ] = α
∫
M
εIJK
(
eI ∧RJK − Λ3 e
I ∧ eJ ∧ eK
)
. (2.5)
Variation with respect to the triad eI gives, for both signatures, the following equations
of motion
RJK = Λ eJ ∧ eK . (2.6)
If we work in a first order formalism, where we consider the triads and the so-called
spin connection ωIJ as independent variables, we can express the curvature of the spin
connection as
RIJ [ω] = dωIJ + ωIK ∧ ωKJ . (2.7)
Introducing the spin connection as an independent variable, however, leads to another
equation of motion, the so-called torsion-less condition for the spin connection
T I ≡ (Dωe)I = deI + ωIJ ∧ eJ = 0 . (2.8)
We can use the Hodge operator ∗ to write
RI [ω] ≡ (∗R[ω])I = 12 ε
I
JK R[ω]JK , R[ω]JK = σ εJKI RI [ω] , (2.9)
9
where we have
εIJKε
LMN = σ δLMNIJK , εIJKεILM = σ δLMJK = σ
(
δLJ δ
M
K − δMJ δLK
)
, (2.10)
εIJKε
IJL = 2σ δLK , εIJKεIJK = 6σ . (2.11)
Thus, we get for the 1-index curvature
RI [ω] = dωI − σ2 ε
I
JK ω
J ∧ ωK , (2.12)
where ωI = 12 ε
I
JK ω
JK . In terms of RI the equations of motion Eq.(2.6) become
RI [ω] = Λ2 ε
I
JK e
J ∧ eK . (2.13)
Now, if we want to identify the spin connection ωI with a gauge theory connection AI ,
note that we can write Eq.(2.12) as
RI [ω] = dωI − σ2 ε
I
JK ω
J ∧ ωK = −σ
(
d(−σωI) + 12 ε
I
JK ω
J ∧ ωK
)
= −σ
(
d(−σωI) + 12 ε
I
JK (−σωJ) ∧ (−σωK)
)
= −σ F [A]I , (2.14)
where we have defined AI ≡ −σωI and the gauge theory curvature F I [A] is given via
F I [A] = dAI + 12 ε
I
JK A
J ∧ AK . (2.15)
Using Eq.(2.9), we can write the action Eq.(2.5), in terms of the gauge curvature for
the connection AI as
SGR[e, A] = α
∫
M
KσIJ e
I ∧ F J [A]− Λ3 εIJK e
I ∧ eJ ∧ eK (2.16)
= SBF [e, A] = α
∫
M
KσIJ
(
eI ∧ F J [A] + σΛ12 e
I ∧ [e ∧ e]J
)
, (2.17)
where we have introduced the Lie algebra valued commutator [e ∧ e]J , which gives
− Λ3 εIJK e
I ∧ eJ ∧ eK = σΛ12 K
σ
IJ e
I ∧ [e ∧ e]J , (2.18)
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and the σ - dependent Killing form KσIJ = (−2σ) ηIJ = (−2σ)(σ, 1, 1), which gives the
Killing form of su(2) for σ = 1 and the Killing form of so(1, 2) for σ = −1. Thus, we see
that general relativity in three spacetime dimensions, for both signatures, can be written
as a (topological) BF-gauge theory. The only subtle point being that in general relativity
we assume that the tetrad field eI should be non-degenerate, a requirement that is usually
dropped in gauge theory.
Now, in order to obtain the Poisson brackets and identify the conjugate coordinates,
note that the only term in the action that contains a time derivative is dω in the curvature
R[ω]. If we consider the term εIJK eI ∧RJK [ω] from the action Eq.(2.5) we can have a look
at εIJK eI ∧ dωJK , which gives
εIJK e
I ∧ dωJK = 12 εIJK e
I
µ(dωJK)νρ dxµ ∧ dxν ∧ dxρ = eIµ(dωI)νρ dxµ ∧ dxν ∧ dxρ
= σ eIµ(dωI)νρ εµνρ d3x = σ eI,µ(∂νωIρ − ∂ρωIν) εµνρ d3x
= 2σ eI,µ(εµtρ ∂tωIρ) d3x + (terms without time derivatives)
= −2σ eI,aεtab ∂tωIb dt d2x + (· · · )
= 1
α
EbI ∂tω
I
b dt d
2x + (· · · ) , EbI ≡ −2σ α εtab eI,a , (2.19)
and thus we obtain the following Poisson brackets
{ωIa(x), EbJ(y)} = δIJδba δ(2)(x− y) . (2.20)
The full gravitational action Eq.(2.5) becomes
SGR[ω,E] =
∫
I
dt
∫
Σ
d2x
{
EaI ∂tω
I
a + (2α) eI,t
(
RIab[ω]−
Λ
4α2 ε
I
JK E
J
aE
K
b
)
+ ωI,t
(
∂aE
I,a − σ εIJK ωJaEK,a
)}
, (2.21)
where we clearly recognize the constraints from above and that eI,t and ωI,t are the
corresponding Lagrange multipliers. Note, that the (ab) for the flatness constraints corre-
sponds to (ab) = (xy). Performing a Legendre transformation we obtain the Hamiltonian
11
(constraint)
H(ω,E) ≡
∫
Σ
d2x EaI ∂tω
I
a − L(ω,E) , SGR[ω,E] =
∫
I
dt L(ω,E)
= −
∫
Σ
d2x
{
(2α) eI,t
(
RIab[ω]−
Λ
4α2 ε
I
JK E
J
aE
K
b
)
+ ωI,t
(
∂aE
I,a − σ εIJK ωJaEK,a
)}
= −
∫
Σ
d2x
{
eI,t C
I + ωI,t TI
}
≈ 0 , (2.22)
where we have defined the curvature- and torsion-less constraints
CI [ω,E] ≡ (2α)
(
RIxy[ω]−
Λ
4α2 ε
I
JK E
J
xE
K
y
)
≈ 0 , (2.23)
TI [ω,E] ≡
(
∂aE
I,a − σ εIJK ωJaEK,a
)
≈ 0 . (2.24)
Furthermore, we can define the smeared constraints
C[N ] ≡
∫
Σ
d2x NI(x)CI [ω,E](x) , T[N ] ≡
∫
Σ
d2x NI(x)TI [ω,E](x) (2.25)
and together with the Poisson brackets Eq.(2.20) one finds the following commutation
relations
{T[N ],T[M ]} = (−σ) T[[N,M ]] , (2.26)
{T[N ],C[M ]} = (−2ασ) C[[N,M ]] , (2.27)
{C[N ],C[M ]} = (−Λ) T[[N,M ]] , (2.28)
which shows that those constraints are all of first class and hence the reduced phase
space has 6 + 6−2×3−2×3 = 0 dynamical degrees of freedom. By [N,M ] we denote the
su(2) (or su(1, 1)) commutator. From this we can clearly identity the following symmetry
algebras for the different values of the signature and the sign of the cosmological constant.
To better identify the symmetries in the Euclidean case, it is beneficial to use instead the
variables (−ω,−E), which is a symmetry of the Poisson brackets Eq.(2.20). Under this
transformations all minus signs in Eq.(2.26), Eq.(2.27) and Eq.(2.28) are absorbed into the
transformed constraints.
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Signature Λ = 0 Λ < 0 Λ > 0
Lorentzian iso(1, 2) so(2, 2) ∼= so(1, 2)⊕ so(1, 2) so(1, 3)
Euclidean iso(3) so(1, 3) so(4) ∼= su(2)⊕ su(2)
For the calculation of the Poisson brackets Eq.(2.26) - Eq.(2.28) we used
δT[N ](x)
δωIa(y)
= σ εIJK NJ(y)EK,a(y) = σ [N,Ea]I = σ adN(Ea)I , (2.29)
δT[N ](x)
δEaI (y)
= −
(
∂aN
I(y)− σ εIJK ωJa (y)NK(y)
)
= −(DωaN)I , (2.30)
δC[N ](x)
δωIa(y)
= (2ασ) εtab
(
∂bNI(y)− σ εIJK ωJb (y)NK(y)
)
= (2ασ) εtab(DωbN)I , (2.31)
δC[N ](x)
δEaI (y)
= Λ2α εtab ε
I
JK N
J(y)EK,b(y) = Λ2α εtab [N,E
b]I = Λ2α εtab adN(E
b)I . (2.32)
The action of the smeared constraints on the coordinates is calculated as follows
{T[N ], ωI(x)} = (DωN)I(x) =
(
∂aN
I(x)− σ εIJK ωJa (x)NK(x)
)
dxa , (2.33)
{T[N ], EI(x)} = σ [N,E]I(x) = σ adN(E)I(x) , (2.34)
{T[N ], eI(x)} = σ [N, e ]I(x) = σ adN(e)I(x) , (2.35)
{C[N ], ωI(x)} = Λ [N, e ]I(x) = Λ adN(e)I(x) = Λ adN
( 1
2α εtabE
adxb
)I
(x) , (2.36)
{C[N ], EI(x)} = (−2ασ) εtab (DωaN I(x)) dxb , (2.37)
{C[N ], eI(x)} = (DωN(x))I . (2.38)
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We see from these actions that the torsion-less constraint generates transformations that
do not mix the coordinates, which is good. The flatness constraint, on the other hand,
mixes the coordinates, which can cause problems for the discretization and quantization.
To be more precise, let us recall the strategy in the Λ = 0 case and why it fails
for Λ 6= 0. To describe the physics of a system with constraints it is desirable to get
an understanding of the reduced phase space and the induced Poisson structure thereon,
which can be quite complicated. This holds similarly for the quantum theory, where one
might want to quantize the reduced phase space directly, or, start from an auxiliary (pre-)
quantization and then impose the constraints at the quantum level. In the Chern-Simons
approach to the quantization of the above system1 one pursues the first option, where the
reduced phase space can be identified with the so-called moduli space of flat connections, cf.
section 3.4. This means, one first solves the flatness constraint classically. The moduli space
can then be quantized in a space of gauge-invariant functions of the (flat) connections ω,
i.e., f(ωflat) = f(ωGflat), where ωGflat is a gauge transformed flat connection. This takes care
of the Gauss- or torsion constraint T[N ], and is possible, if the original Poisson structure
is invariant under the gauge transformations, because then it pulls back onto the reduced
phase space for gauge invariant functions. Now, it is crucial for this strategy to work, that
we have a stable polarization under the gauge transformations, i.e., that after transforming
ωflat it is still just a function of ωflat. We see from Eq.(2.37) that this is the reason why
(normally) we do not work with a polarization of the conjugate variable E, since in that
case the flatness constraint mixes the E- and the ω- sectors. Of course, the reduced phase
space itself and the quantization of a system should not depend on the chosen polarization
and one can still consider other options, which is for example investigated in the recent
[60, 9]. The above described way, however, avoids that we have to study a complicated
Dirac reduction of the original Poisson structure, which might be necessary, when we use
unsuitable coordinates. The ω - polarization is also what is used in the Loop quantum
gravity approach, however, we do not start with flat connections, but (try to) implement
the flatness constraint as a quantum operator.
Now, this should already shed a light on the complications that arise when Λ 6= 0. We
see from Eq.(2.36) that in this case the connection not only transforms non-trivially under
the flatness constraint, but it mixes with the conjugate variable E. Hence, for Λ 6= 0 there
is no hope of finding a simple quantization in terms of the ω- or E- variables, since neither
of those polarizations would be stable under the symmetries of the system.
1Instead of the BF-theory formulation we can write 3D gravity, with and without Λ, also as a Chern-
Simons gauge theory.
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In the following two sections, however, we will show that we can use a suitable change
of variables to circumvent these issues. These new coordinates, which also have been used
in [35, 36], correspond to similar transformations used in the Chern-Simons formulation,
[59], but adapted to the BF - formulation that we are using here.
2.1.1 Phase space coordinate transformations and momentum
maps I
Consider the following coordinate transformation
X Ia ≡ µωIa + ν eIa , YIa ≡ µωIa − ν eIa , (2.39)
with real (constant) functions µ and ν, i.e., they do not depend on ω or e, and inverse
relations
ωIa =
1
2µ (X + Y)
I
a , e
I
a =
1
2ν (X − Y)
I
a . (2.40)
Note, from EaI = 2σ α εtab eI,b we have eIa = − 12α εtabEb,I . Using Eq.(2.20) we get the
following new Poisson bracket relations
{X Ia ,X bJ} =
µν
α
δIJ ε
b
ta , {YIa ,YbJ} = −
µν
α
δIJ ε
b
ta , {X Ia ,YbJ} = 0 . (2.41)
Or, more explicitly, the only non-vanishing brackets are given by the following 6 rela-
tions
{X Ix ,X yI } =
µν
α
, {YIx ,YyI } = −
µν
α
. (2.42)
This can also be concluded from the fact that one can rewrite the gravitational sym-
plectic potential as follows∫
I
dt
∫
Σ
d2x EaI ∂tω
I
a =
∫
I
dt
∫
Σ
d2x
α
µν
(
XI,y∂tX Ix + YI,x∂tYIy
)
+ ∂I , (2.43)
where ∂I denotes a boundary term of the time integration. Next, let us rewrite the
constraints in this new set of variables and investigate the transformation behavior. The
torsion-less constraint Eq.(2.24) can be rewritten as follows
TI [ω,E] ≡
(
∂aE
I,a − σ εIJK ωJaEK,a
)
= α
ν
(
R˜Ixy[X ] − R˜Ixy[Y ]
)
, R˜Ixy[X ] = RIxy[X ](σ 7→ σ/µ) . (2.44)
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Furthermore, we find that the flatness constraint Eq.(2.23) can be rewritten as follows
CI [ω,E] ≡ (2α)
(
RIxy[ω]−
Λ
4α2 ε
I
JK E
J
xE
K
y
)
= α
µ
(
R˜Ixy[X ] + R˜Ixy[Y ]
)
, R˜Ixy[X ] = RIxy[X ](σ 7→ σ/µ) (2.45)
= α
(
RIxy[X ] + RIxy[Y ]
)
, (2.46)
iff : ν2 = σΛµ2 holds. We set µ = 1 in the last step. In the Euclidean case it is
actually better to choose µ = −1. Thus, we can summarize that we should choose µ = −σ
and thus we get
X Ia ≡ −σ ωIa ±
√
σΛ eIa , YIa ≡ −σ ωIa ∓
√
σΛ eIa . (2.47)
Now, recall that we wanted to work with real coefficients µ and ν, in order to not
complexify our system. This restricts the applicability of this coordinate transformations
to the following cases. Eq.(2.47) shows how we get in the Lorentzian case for Λ < 0 a
SO(1, 2)× SO(1, 2) gauge potential and in the Euclidean case for Λ > 0 a SU(2)× SU(2)
gauge potential. We see furthermore, that for the Euclidean case we can directly get the
change of variables (ω,E) 7→ (−ω,−E), which we have discussed before. Also, note that
the constraints TI [ω,E] ≈ 0 and CI [ω,E] ≈ 0 imply RIxy[X ] ≈ 0 and RIxy[Y ] ≈ 0 and
vice versa.
The full action, up to boundary terms, can be written in the new variables, when
ν2 = σΛµ2 holds, as
SGR[X ,Y ] = α√
σΛ
∫
I
dt
∫
Σ
d2x
(
XI,y∂tX Ix + XI,t RIxy[X ]
)
(2.48)
− α√
σΛ
∫
I
dt
∫
Σ
d2x
(
YI,y∂tYIx + YI,t RIxy[Y ]
)
,
where the new Lagrange multipliers are given by
XI,t = µωI,t + ν eI,t , YI,t = µωI,t − ν eI,t . (2.49)
Thus, we see that the action separates into two independent (Poisson commuting)
sectors. Another interesting observation about this change of variables is the fact that
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for gravity in the (ω,E) variables we have a clear distinction between the prefactor of the
action, α, which depends only on the gravitational constant, and the cosmological constant.
In the new variables, however, the overall prefactor depends on the gravitational constant
as well as on the cosmological constant.
Now we consider again the smeared curvature constraints
RX [N ] ≡
∫
Σ
d2xNI(x)RIxy[X ] , RY [N ] ≡
∫
Σ
d2xNI(x)RIxy[Y ] . (2.50)
Since the X - sector Poisson commutes with the Y - sector, it is clear that we have
{RX [N ],RY [M ]} = 0 . (2.51)
For the remaining brackets we find
{RX [N ],RX [M ]} = RX [[N,M ]] , {RY [N ],RY [M ]} = −RY [[N,M ]] . (2.52)
Note, that via a coordinate transformation of the Y - sector one could get rid of the
minus sign and thus we see that in these variables we obtain two copies of su(2) or so(1, 2),
respectively. Taking the overall prefactor of the action into into account, does not change
those brackets, which means in particular that the cosmological constant does not show
up here. Finally, we consider again the action of those constraints on our new variables
and we find
{RX [N ],X Ia (x)} = ∂aN I(x) + εIJK X Ja (x)NK(x) = (DXa N)I(x) , (2.53)
{RX [N ],YIa(x)} = 0 , (2.54)
{RY [N ],X Ia (x)} = 0 , (2.55)
{RY [N ],YIa(x)} = − ∂aN I(x) − εIJK YJa (x)NK(x) = − (DYaN)I(x) . (2.56)
Changing coordinates again in the Y - sector allows to get rid of the overall minus sign
in Eq.(2.56). More importantly, however, we see that we found a good set of variables, well
adapted to the symmetries of the system, as generated by the first class constraints. We
call these new constraints momentum maps, since they are in a form that generate nice
transformations on our adapted new phase space coordinates. Comparing with our earlier
analysis, we also see clearly that those constraints generate symmetries such that we stay
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in the same sector of variables, i.e., the X - sector and Y - sector are not mixed under the
action of those new flatness constraints. We also learned, however, that this coordinate
transformation only works if σΛ > 0, if we want to avoid complexifying our system. In the
next section we will find another set of coordinates that is well adapted to the remaining
cases.
2.1.2 Phase space coordinate transformations and momentum
maps II
We have learned before, by looking at the symmetry algebra generated by the constraints,
that we are dealing with different symmetries, depending on the signature of spacetime
and the sign of the cosmological constant. The coordinate transformation discussed in the
previous section was appropriate for Lorentzian signature and negative Λ and corresponds
to the isomorphism so(2, 2) ∼= so(1, 2)⊕ so(1, 2), wheras for Euclidean signature with pos-
itive Λ we are dealing with so(4) ∼= su(2)⊕ su(2). Now, in this section we want to find a
coordinate transformation that allows us to utilize the Iwasawa decomposition of so(1, 3)
for Lorentzian signature with Λ > 0 and Euclidean signature with Λ < 0.
Let us next consider the following coordinate transformation, with constants κ and τ
and some unspecified vector nI ,
ΩIa ≡ κωIa + τ εIJK nJ eKa , ΠIa ≡ τ EIa , (2.57)
= κωIa −
τ
2α ε
I
JK n
J ε bta E
K
b (2.58)
where in the definition of ΩIa we expressed eKa again as a function of EKb via eKa =
− 12α εtabEK,b = − 12α ε bta EKb . In these variables we have
{ΩIa(x),ΩJb (y)} = 0 = {ΠIa(x),ΠJb (y)} , (2.59)
{ΩIa(x),ΠbJ(y)} = κτ {ωIa(x), EbJ(y)} = κτ δIJδbaδ(2)(x− y) = δIJδbaδ(2)(x− y) . (2.60)
We will see below, that we should choose κ = τ = −σ, and thus we get the last equality
for the last Poisson brackets. The inverse relations are given via
ωIa =
1
κ
(
ΩIa +
1
2α ε
I
JK n
J ε bta ΠKb
)
, EIa =
1
τ
ΠIa . (2.61)
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Next, we want to investigate again the action and the constraints in those new variables.
By plugging those new variables into our action Eq.(2.5), we find that we can cancel the
cosmological constant term for a specific choice of the vector nI . This condition is given
by
n2 = nInI =
κ2
τ 2
(−Λ) = −Λ , (2.62)
where we used again κ = τ = −σ in the last equality. From this condition we see that
the coordinate transformation Eq.(2.57) is not meaningful for Euclidean signature and
Λ > 0, because in this case we would need to complexify the vector nI to satisfy condition
Eq.(2.62). All other cases with Λ 6= 0 can be considered using those new variables. We
can write the full action in the new variables, up to a boundary term, as
SGR[e,Ω] = (−2ασ)
∫
M
eI ∧RI [Ω] + (nIeI) ∧ ΩJ ∧ eJ , (2.63)
where the curvature is given via RI [Ω] = dΩI + 12 ε
I
JK ΩJ ∧ΩK , for both signatures with
κ = τ = −σ. Now, if we define the Lie algebra valued wedge product for the Lie algebra
an(2)n as follows
[e ∧ e]Ian(2)n = 2C IAB eA ∧ eB , C IAB = ξ
(
δIA nB − δIB nA
)
, (2.64)
with some coefficient ξ, we see that we can write
(nIeI) ∧ ΩJ ∧ eJ = −(nAeA) ∧ eI ∧ ΩI = 14ξ [e ∧ e]
I
an(2)n ∧ ΩI (2.65)
and thus we get
SGR[e,Ω] = (−2ασ)
∫
M
eI ∧RI [Ω] + 14ξ ΩI ∧ [e ∧ e]
I
an(2)n . (2.66)
From now on we will use ξ = σ to match our conventions for the Lie algebra an(2)n.
In terms of those new coordinates (Π,Ω) we get for the full action
SGR[Π,Ω] =
∫
I
dt
∫
Σ
d2x ΠaI∂tΩIa + ΩI,t
(
T Ixy[Ω,Π] −
1
4α εtabC
I
AB ΠA,a ΠB,b
)
+ (−2ασ) eI,t
(
F Ixy[Ω] −
1
2α C
I
A B ΠAa ΩB,a
)
, (2.67)
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with curvature F Ixy[Ω] = ∂xΩIy− ∂yΩIx + εIJK ΩJx ΩKy and torsion T Ixy[Ω,Π] = ∂aΠI,a +
εIJK ΩJaΠK,a and we also used
C IA B = ηIEηBF C FAE , (2.68)
where η stands here both for the Euclidean and Lorentzian metric. Furthermore, we
have : ΠI,t ≡ ΠxyI = (−2ασ) eI,t. Thus, we get
SGR[Π,Ω] =
∫
I
dt
∫
Σ
d2x ΠaI∂tΩIa + ΩI,t T I [Ω,Π] + ΠI,tF I [Ω,Π] , (2.69)
with the new constraints
T I [Ω,Π] ≡
(
T Ixy[Ω,Π] −
1
4α εtabC
I
AB ΠA,a ΠB,b
)
≈ 0 , (2.70)
=
(
T Ixy[Ω,Π] −
1
2α C
I
AB ΠAx ΠBy
)
,
F I [Ω,Π] ≡
(
F Ixy[Ω] −
1
2α C
I
A B ΠAa ΩB,a
)
≈ 0 (2.71)
and the Poisson structure
{ΩIa(x),ΠbJ(y)} = δIJδbaδ(2)(x− y) . (2.72)
The constraints Eq.(2.70) and Eq.(2.71) are still first class constraints and one can show
that the following smeared constraints
Tq[N ] ≡
∫
Σ
d2x NI(x) T I [Ω,Π](x) , Fq[N ] ≡ (−2α)
∫
Σ
d2x NI(x)F I [Ω,Π](x) , (2.73)
satisfy
{Tq[N ],Tq[M ]} = Tq[[N,M ]] , (2.74)
{Tq[N ],Fq[M ]} = Fq[[N,M ]] + Tq[[N,M ]an(2)n ] , (2.75)
{Fq[N ],Fq[M ]} = Fq[[N,M ]an(2)n ] . (2.76)
We denote again by [N,M ] the su(2) commutator and we see that Tq[N ] still generates a
su(2) subalgebra. [N,M ]Ian(2)n = C
I
AB N
AMB is the an(2)n commutator. Hence, the (first
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class) constraints Tq[N ] and Fq[N ] again generate sl(2,C), however, now corresponding to
the Iwasawa decomposition. The action of the constraints on the phase space coordinates
is more complicated than what we have found in section 2.1.1, but they show that those
new coordinates transform correctly under the adjoint representation of sl(2,C) on itself
in the form given via the Iwasawa decomposition, cf. Eq.(3.49) and Eq.(3.50) below.
2.2 New coordinates for non-vanishing cosmological
constant in 4 dimensions
Inspired by the coordinate transformations of the last section, we want to see how much of
this game can be played in four spacetime dimensions. We start from the following action
for the tetrad eI(x) = eIµ(x) dxµ and the spin connection ωIJµ (x) = −ωJIµ (x), with σ = ±1
and ηIJ = (σ,+,+,+),
S[e, ω] = α
∫
M
β1 εIJKL e
I ∧ eJ ∧R[ω]KL + β2 εIJKL eI ∧ eJ ∧ eK ∧ eL (2.77)
+ β3 eI ∧ eJ ∧R[ω]IJ .
This action corresponds to the Einstein-Cartan-Palatini-Holst action (with cosmological
constant term) for the following values
α = c
4
16piG , β1 =
1
2 , β2 = −
Λ
12 , β3 =
1
γ
. (2.78)
The term proportional to β3 is the topological Holst term (for zero torsion) and γ
denotes the Barbero-Immirzi parameter. This action plays an important role in Loop
quantum gravity, because adding the Holst term corresponds to the canonical transforma-
tion that gives rise to the so-called Ashtekar variables for real γ. Solving the torsion-less
condition for the connection ω, which is one of the equations of motion of Eq.(2.77), gives
back the Einstein-Hilbert action
SGR[gµν ] = α
∫
M
d4x
√
σ det(gµν) (R[gµν ]− 2 Λ) , (2.79)
where the Holst term vanishes due to the Bianchi identities, when ω becomes the Levi-
Civita connection. Let us consider first the action without Holst term,
S[e, ω,Λ] ≡ α
∫
M
β1 εIJKL e
I ∧ eJ ∧R[ω]KL + β2 εIJKL eI ∧ eJ ∧ eK ∧ eL . (2.80)
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We define
ΩIJ ≡ κ1 ωIJ + κ2 εIJKL nKeL , (2.81)
where again nI is some vector. We get for the two terms of the curvature R[ω]IJ
dωIJ = 1
κ1
(
dΩIJ − κ2 εIJKL nKdeL
)
(2.82)
and
ωIK ∧ ωKJ =
1
κ21
(
ΩIK − κ2 εIKAB nAeB
)
∧
(
ΩKJ − κ2 εKJEF nEeF
)
. (2.83)
Note that Ω is still a proper affine connection, if ω was one, provided that the term we
are adding is a tensor field. The first term of the action becomes
β1 εIJKL e
I∧eJ ∧R[ω]KL = β1
κ1
εIJKL e
I ∧ eJ ∧
(
dΩKL + 1
κ1
ΩKN ∧ ΩNL
)
(2.84)
− β1κ2
κ1
εIJKL ε
KL
AB e
I ∧ eJ ∧ (nAdeB)
− β1κ2
κ21
εIJKL e
I ∧ eJ ∧
(
ΩKN ∧ εNLCD nCeD + εKNAB nAeB ∧ ΩNL
)
+ β1κ
2
2
κ21
εIJKL ε
K
NAB ε
NL
CD e
I ∧ eJ ∧
(
nAnC eB ∧ eD
)
.
The three terms in the second and third line can be combined and the last term is used
to get rid of the cosmological constant term in Eq.(2.80) by choosing the vector nI in a
particular way, namely2,
n2 = nAnA = 2σ
β2
β1
(
κ1
κ2
)2
. (2.86)
2One might wonder whether we would get a different result for the restriction on the norm of the vector
nI , if we chose instead of Eq.(2.81) the transformation
Ω˜IJ ≡ κ1 ωIJ + κ2 (nIeJ − nJeI) , (2.85)
i.e., without the Levi-Civita symbol, but one finds that one reproduces exactly the same restriction
Eq.(2.86) again. Furthermore, as we will use below, we would still have to choose nI = n0δI0 , when we
want to work with the Ω˜-connection, instead of the ω-connection and thus, overall, we do not get any
benefits from working with Eq.(2.85) over Eq.(2.81).
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We can write for the third line in Eq.(2.84)
β1κ2
κ21
εIJKL e
I ∧ eJ ∧
(
ΩKN ∧ εNLCD nCeD + εKNAB nAeB ∧ ΩNL
)
= 2σ β1κ2
κ21
δNCDIJK e
I ∧ eJ ∧ ΩKN ∧ (nCeD) =
β1κ2
κ21
εIJAB ε
NCAB eI ∧ eJ ∧ ΩDN ∧ (nCeD)
= −β1κ2
κ21
εIJKL ε
IJ
AB e
K ∧ eL ∧ (ΩAC ∧ eC)nB . (2.87)
Together with the particular value for n2 from Eq.(2.86) we get for the action with the
new connection
S[e,Ω] = α
∫
M
β1
κ1
εIJKL e
I ∧ eJ ∧
(
dΩKL + 1
κ1
ΩKN ∧ ΩNL
)
(2.88)
+ β1κ2
κ1
εIJKL ε
KL
AB e
I ∧ eJ ∧
(
deA + 1
κ1
ΩAC ∧ eC
)
nB .
We fix now the value κ1 = 1 and get
S[e,Ω] = α
∫
M
β1 εIJKL e
I ∧ eJ ∧
(
R[Ω]KL + κ2 εKLAB TA[e,Ω] nB
)
. (2.89)
Also, let us note the following difference between the 3D and 4D case. In 3D we also
get a term including de from our coordinate transformation Eq.(2.57), however, there it
can be absorbed in a boundary term. In 4D this is not possible and the term with de
survives. Thus, we have the torsion showing up. Now, if we add the Holst term again, we
find that with the same coordinate transformation Eq.(2.81) we do not get a change for
condition Eq.(2.86), i.e., we can absorb the cosmological constant term as before, and we
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get for the action with the new connection
Sγ[e,Ω,Λ] = α
∫
M
β1
κ1
εIJKL e
I ∧ eJ ∧
(
dΩKL + 1
κ1
ΩKN ∧ ΩNL
)
(2.90)
+ β3
κ1
eI ∧ eJ ∧
(
dΩIJ + 1
κ1
ΩIK ∧ ΩKJ
)
+ β1κ2
κ1
εIJKL ε
KL
AB e
I ∧ eJ ∧
(
deA + 1
κ1
ΩAC ∧ eC
)
nB
+ β3κ2
κ1
εIJKL e
I ∧ eJ ∧
(
deK − 2
κ1
ΩKN ∧ eN
)
nL .
Now, note that the second term including a “de”, i.e.,
αβ3κ2
κ1
εIJKL e
I ∧ eJ ∧ deK nL , (2.91)
can be written as a boundary term, i.e.,
αβ3κ2
κ1
εIJKL e
I ∧ eJ ∧ deK nL = d
(
αβ3κ2
3κ1
εIJKL e
I ∧ eJ ∧ eK nL
)
. (2.92)
This leaves us with the first term “de”. Now, if we perform a the Hamiltonian analysis
of this action we find that, due to the fact that the term de does not vanish, we still end up
with the small ω as our canonical coordinate and not the capital Ω. However, in order to
obtain the Ashtekar variables from Eq.(2.90) (for Λ = 0), we have to impose the so-called
time gauge eIµ 7→ e0a = 0, where a is a spatial coordinate index. We find that we can
work with the capital Ω connection as our canonical coordinate, and built the Ashtekar
connection from Ω instead of ω, if we impose not just a restriction on the norm of the
vector nI , but also fix nI ∝ δI0 , i.e.,
nI = (n0, 0, 0, 0)t (2.93)
Then Eq.(2.86) becomes
n2 = nAnA = σ(n0)2 = 2σ
β2
β1
(
κ1
κ2
)2
= −σΛ3 ⇒ n
0 =
√
−Λ3 , (2.94)
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where we have chosen the preferred values β1 = 12 , β2 = − Λ12 and (κ1/κ2)2 = 1 in the
second-last equality. From this we see that we get a restriction on the coordinate transfor-
mation ω → Ω, if we want to work with real variables, since it only works for negative Λ.
In order to see whether this transformation is useful at all, we have to perform a similar
analysis as before in the 3D case, which is still work in progress and more complicated
because of the time gauge. The big difference with the 3D case, however, is that generally
the constraints of general relativity in four dimensions do not form a nice Lie algebra,
but a more complicated structure, with structure functions instead of structure constants.
Our hope is that we get a similar “deformation” of the 4D constraints as in Eq.(2.70) and
Eq.(2.71), which would transfer some information about the cosmological constant from
the Hamiltonian constraint into the Gauss constraint and hence, indicate a deformation of
the kinematics, especially, indicate a q - deformation of the spin networks in the 4D setting
as well.
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Chapter 3
Poisson-Lie groups and quasi-Poisson
manifolds
Lie groups and the concept of phase space in classical mechanics are notions familiar
to every physics student. In this chapter we will consider so-called Poisson-Lie groups,
following mainly [61], which are a combination of those aforementioned structures, i.e.,
Lie groups that have a compatible Poisson structure. After a brief review of those topics
we will then move on to a generalization of Poisson-Lie groups called quasi-Poisson-Lie
groups, following [44, 62, 63, 64], where the “quasi-” denotes a specific relaxation of the
Jacobi identity of the allowed Poisson structures.
Poisson-Lie groups can be seen as the underlying classical structure of certain types
of quantum objects called quantum groups, which, in turn, can be understood as defor-
mations of classical Lie group symmetries1. Similarly, quasi-Poisson-Lie groups, or their
infinitesimal analogs, so-called quasi-Lie bialgebras, can be seen as the underlying classical
structure of certain quasi-Hopf algebras.
The notion of Poisson-Lie groups was successfully applied to the study of 3-dimensional
Euclidean gravity in [39, 40, 38], to solve the puzzle how a (negative) cosmological constant
leads to a deformation of the classical symmetry to a quantum group symmetry in Loop
quantum gravity. In those works the underlying symmetry of the system is given by
SL(2,C), which can be seen almost as the standard example of (the double of) a Poisson-
Lie group. Furthermore, when seen as a phase space, SL(2,C) can be considered in a
precise sense as a deformation of T∗SU(2), which is the fundamental phase space used
1The term “quantum group” denotes here a quasi-triangular (quasi-) Hopf algebra of the Drinfeld-Jimbo
type Uq(g). Otherwise, there might not be a connection with a standard Lie group symmetry.
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in Loop quantum gravity for Λ = 0. When Λ > 0, as seen in chapter 2, the symmetry
group of 3-dimensional Euclidean gravity is SO(4). We will describe how we learned that
for an understanding of SO(4), along the lines of the the SL(2,C) case, we have to use
the generalized notion of quasi-Poisson-Lie group. We then investigate the relevant quasi-
Poisson structure and calculate the deformed brackets of different (quasi-) phase space
coordinates that represent the deformed analogs known from the Λ = 0 case in section 3.4.
Most of those results contribute to or extend recent work in Loop quantum gravity, such
as [47] and [48]. We close this chapter with some comments on the classical analog of the
q root of unity fusion rules in section 3.4.3.
3.1 Poisson-Lie groups and Lie bialgebras
Most, if not all, (classical) physical systems can be given a description in terms of gen-
eralized coordinates qi and their conjugate momenta pi, satisfying the Poisson bracket
relation {qi, pj} = δij. The qi are the coordinates of a smooth manifold Q, the configu-
ration space, and the momenta are elements of the cotangent space T ∗Q. Together with
the Poisson brackets the cotangent bundle is the standard example of a classical phase
space, P = (T ∗Q, { · , · }). This structure is captured in the general definition of a Poisson
structure:
Definition (Poisson structure) : Let M be a smooth manifold M and denote the
smooth functions on M by C∞(M). A Poisson structure on M is a R - bilinear map
{ · , · }M : C∞(M)× C∞(M)→ C∞(M) , (3.1)
such that for all f1, f2, f3 ∈ C∞(M) we have
{f1, f2}M = −{f2, f1}M , (3.2)
{f1, {f2, f3}}M + {f3, {f1, f2}}M + {f2, {f3, f1}}M = 0 , (3.3)
{f1f2, f3}M = f1{f2, f3}M + {f1, f3}Mf2 . (3.4)
We consider only finite dimensional manifoldsM in this thesis and if the manifold under
consideration is obvious, we will drop the subscript M on the so-called Poisson bracket
{ · , · }M . Eq.(3.2) tells us that the Poisson bracket is anti-symmetric under exchange of
the two arguments and Eq.(3.3) is the so-called Jacobi identity. Eq.(3.4) is the so-called
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derivation property or Leibniz identity. A smooth manifold M together with a Poisson
structure { · , · }M is called a Poisson manifold. Let us also note that the manifold M
does not necessarily have to be even dimensional, whereas, if we use the term phase space,
we mean that the underlying manifold has even dimensions and allows for a split into n
coordinates qi and n momenta pi.
An equivalent way to characterize a Poisson structure onM is via the so-called Poisson
bivector ΠM , which is determined via
{f1, f2}M = 〈ΠM |df1 ⊗ df2〉 , (3.5)
where ΠM ∈ ∧2 TM and dfi(m) ∈ T ∗mM . 〈 · | · 〉 denotes here the (linear extension
of the) natural pairing between T ∗M and TM . In coordinates mi of M Eq.(3.5) can be
written as
{f1, f2}M(m) = ΠijM(m)
∂f1(m)
∂mi
∂f2(m)
∂mj
, (3.6)
where we used the Einstein summation convention, i.e., summation over repeated in-
dices is understood, unless specified otherwise. The so-called trivial Poisson structure
is given via ΠM ≡ 0. If the Poisson bivector ΠM is everywhere non-degenerate, i.e.,
ΠM(df1, df2)(m) 6= 0 for all fi ∈ C∞(M) and m ∈M , then it is called symplectic. This im-
plies that it can be inverted to give an everywhere non-degenerate, closed 2-form ω = Π−1M ,
where dω = 0 is equivalent to the Jacobi-identity.
Now, let us consider maps between different Poisson manifolds.
Definition (Poisson map) : A smooth map F : N → M between two Poisson
manifolds (N, { · , · }N) and (M, { · , · }M) is called a Poisson map if it satisfies
{f1, f2}M ◦ F = {f1 ◦ F, f2 ◦ F}N , ∀f1, f2 ∈ C∞(M) , (3.7)
which implies that the Poisson bivectors ΠN and ΠM are related via (dF )(ΠN) =
(ΠM) ◦ F , where (dF ) denotes the tangent map of F .
Given two Poisson manifolds (M, { · , · }M) and (N, { · , · }N) we can define a Poisson
structure on the product manifold M ×N as follows.
Definition (Product Poisson structure) : On the product manifold M × N we
define the Product Poisson structure via
{f1, f2}M×N(m,n) = {f1( · , n), f2( · , n)}M(m) + {f1(m, · ), f2(m, · )}N(n) , (3.8)
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for f1, f2 ∈ C∞(M ×N) and m ∈M , n ∈ N .
A simple example for a Poisson manifold, used for instance in Newtonian point particle
mechanics, is given when M is a (finite and 2n - dimensional) vector space M = V × V ,
dim(V ) = n. Then we can express every x ∈ V in terms of global coordinates {xi} and
similarly every corresponding momentum as p(x) = {pi(x)} ∈ T ∗xV ∼= V . The functions
f ∈ C∞(M) are just f = f(xi, pj). The standard Poisson structure in this case is given by
{f1, f2}(x, p) = ∂f1(x, p)
∂xi
∂f2(x, p)
∂pi
− ∂f1(x, p)
∂pi
∂f3(x, p)
∂xi
. (3.9)
More interesting examples occur when M is a non-trivial (e.g., curved) manifold, as
we will see later on. For example, there is a canonical Poisson structure for the cotangent
bundle T ∗M of a (pseudo-) Riemannian manifold M . In this case the momentum space
T ∗mM , however, is still a linear vector space. A special case of this type is the Poisson
structure on coadjoint orbits in the dual of a Lie algebra g∗. The coadjoint orbits themselves
are usually curved manifolds, unless the Lie algebra g is abelian, and the dual g∗ is again
a linear vector space. For functions of ξ ∈ g∗ we can write
{f1, f2}(ξ) = 〈[df1, df2](ξ)|ξ〉 = Πij(ξ)∂f1(ξ)
∂ξi
∂f2(ξ)
∂ξj
= f ijk〈xk|ξ〉∂f1(ξ)
∂ξi
∂f2(ξ)
∂ξj
, (3.10)
where [xi, xj] = f kij xk is the Lie algebra structure of g. Note, that (g∗)∗ ∼= g and thus,
we identified df(ξ)i ∼= xi and get 〈xk|ξ〉 = ξk. This is the famous Kirillov-Kostant-Souriau
symplectic structure on the coadjoint orbits of a Lie group.
Now, unlike the previous examples, Poisson-Lie groups are concerned with the case
where both the coordinate manifold, as well as the momentum manifold, carry curvature.
Definition (Poisson-Lie group) : A Poisson-Lie group is a Lie group G, which means
in particular that it is a smooth manifold, together with a Poisson structure { · , · }G that is
compatible with the group multiplication in the sense that µ : G×G→ G, µ(g1, g2) = g1g2
is a Poisson map, where G×G is given the product Poisson structure, as defined above.
The Lie algebra of a Poisson-Lie group is a so-called Lie bialgebra. Note, that in
general the left- and right- translations Lg and Rg, as well as the inversion map i : g 7→ g−1,
are in general not Poisson maps.
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The compatibility requirement for a Poisson-Lie group means that the identity
({f1, f2}G ◦ µ)(g1, g2) = {f1, f2}G(g1g2) != {f1 ◦ µ, f2 ◦ µ}G×G(g1, g2) (3.11)
= {f1 ◦Rg2 , f2 ◦Rg2}(g1) + {f1 ◦ Lg1 , f2 ◦ Lg1}(g2)
must hold, where f1, f2 ∈ C∞(G) and g1, g2 ∈ G. As a reminder, left-multiplication
Lg and right-multiplication Rg are given by the following diffeomorphism Lg, Rg : G→ G
with Lg(h) = gh and Rg(h) = hg. Note furthermore that Lg is a left-action, whereas Rg is
a right-action, because L(g1g2) = (Lg1 ◦ Lg2) and R(g1g2) = (Rg2 ◦Rg1).
In terms of the associated Poisson bivector ΠG the condition Eq.(3.11) can equivalently
be written as
ΠG(g1g2) = ((Lg1)∗ ⊗ (Lg1)∗)(ΠG)(g2) + ((Rg2)∗ ⊗ (Rg2)∗)(ΠG)(g1) , (3.12)
where (Lg1)∗ and (Rg2)∗ denote the push-forward of the left- and right- multiplications,
respectively. Note, that for any Poisson-Lie group we have {f1, f2}G(e) = 0, or equivalently
ΠG(e) = 0, which means that non-trivial Poisson-Lie structures are never symplectic.
An explicit example for the bivector of a connected semi-simple or compact Poisson-Lie
group G can be given via
ΠρG(g) ≡ (Lg)∗ρ− (Rg)∗ρ , (3.13)
where ρ ∈ g ∧ g and ad(3)X Jρ, ρK = 0 for all X ∈ g. It is easy to show that this bivector
indeed satisfies Eq.(3.12).
We saw in Eq.(3.11) that Poisson-Lie groups satisfy a compatibility requirement with
respect to the group multiplication. Another condition, which could also be considered
to be part of the general definition of a Poisson-Lie group, requires that any Lie group
homomorphism Φ : G → H, i.e., homomorphism that satisfy Φ(g1g2) = Φ(g1)Φ(g2) =
h1h2 ∈ H, where Φ(gi) = hi, are Poisson maps. This means that the Poisson structure
must satisfy the compatibility condition
({f1, f2}H ◦ Φ)(g1g2) = {f1, f2}H(h1h2) != {f1 ◦ Φ, f2 ◦ Φ}G(g1g2) . (3.14)
If we study the action of a Poisson-Lie group G on some manifold M , ϕ : G×M →M ,
we might want to require the equivariance of the Poisson structure under the action. This
means, we require that
({f1, f2}M ◦ ϕ)(g,m) = {f1, f2}M(m′) != {f1 ◦ ϕ, f2 ◦ ϕ}G×M(g,m) , (3.15)
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where ϕ(g,m) = m′ and
{f1 ◦ ϕ, f2 ◦ ϕ}G×M(g,m) = {(f1 ◦ ϕ)( · ,m), (f2 ◦ ϕ)( · ,m)}G(g) (3.16)
+ {(f1 ◦ ϕ)(g, · ), (f2 ◦ ϕ)(g, · )}M(m) .
This structure becomes especially interesting when {(f1 ◦ϕ)( · ,m), (f2 ◦ϕ)( · ,m)}G(g)
does not vanish, which is the case for non-trivial Poisson-Lie groups, as they appear for
example as semi-classical limits of certain Hopf algebras. Furthermore, it shows that if we
have a certain action ϕ : G×M →M and non-trivial Poisson brackets on the manifoldM ,
we can possibly find non-vanishing brackets on the group G, such that we can still satisfy
the equivariance condition.
As mentioned before, the infinitesimal version of a Poisson-Lie group is called a Lie
bialgebra. We will now consider what are the extra structures on top of the Lie algebra
structure, that make G into a Poisson Lie group.
Definition (Lie bialgebra) : A Lie bialgebra is a pair (g, δg), with a Lie algebra g
and a skew-symmetric, linear 1-cocylce δg : g→ g⊗g, called the cocommutator. δg satisfies
the cocycle condition
δg([X, Y ]) = (adX ⊗1 + 1⊗ adX) δg(Y )− (adY ⊗1 + 1⊗ adY ) δg(X) (3.17)
= (ad(2)X ) δg(Y )− (ad(2)Y ) δg(X)
and defines a canonical Lie algebra structure on the dual Lie algebra g∗ via
[ξ1, ξ2]g∗ = (d{f1, f2})e = δ∗g(ξ1 ⊗ ξ2) (3.18)
where ξi ∈ g∗ and ξi = (dfi)e. We furthermore require that for Lie algebra homomor-
phisms ϕ : g→ h we have (ϕ⊗ ϕ) ◦ δg = δh ◦ ϕ.
Eq.(3.18) can also be written also as
〈X|[ξ1, ξ2]g∗〉 = 〈X|d{f1, f2}e〉 = 〈X|δ∗g(ξ1 ⊗ ξ2)〉 = 〈δ(X)|ξ1 ⊗ ξ2〉 , (3.19)
where X ∈ g and 〈 · | · 〉 is the (linear extension of the) dual pairing 〈 · | · 〉 : g× g∗ → R.
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Note, that if (g, δg) is a Lie bialgebra then (g, k δg) is also a Lie bialgebra for any scalar
k. In particular, we call (g,−δg) the opposite Lie bialgebra.
The relationship between the definition of a Lie bialgebra and a Poisson-Lie group, as
introduced above, is given via a relation between the infinitesimal version of the Poisson
bivector and the cocommutator as follows. First, we can rewrite the Poisson bracket in
terms of the Poisson bivector as follows
{f1, f2}G(g) = 〈ΠG(g)|(df1 ⊗ df2)(g)〉 (3.20)
= 〈(Rg ⊗Rg)∗(Rg−1 ⊗Rg−1)∗ΠG(g)|(df1 ⊗ df2)(g)〉
= 〈(Rg−1 ⊗Rg−1)∗ΠG(g)|((Rg ⊗Rg)∗)∗(df1 ⊗ df2)(g)〉
= 〈ΠRG(g)|((Rg ⊗Rg)∗)∗(df1 ⊗ df2)(g)〉 ,
where we have defined ΠRG(g) ≡ (Rg−1 ⊗ Rg−1)∗ΠG(g). Now, if we write g = exp(tX)
and consider the derivative of Eq.(3.20) with respect to t at t = 0, we find for the left-hand
side
d
dt
∣∣∣∣∣
t=0
{f1, f2}G(exp(tX)) = {f1, f2}G(e) + d{f1, f2}G(X) = 〈X|d{f1, f2}G(e)〉 , (3.21)
where we used that {f1, f2}G(e) = 0, and for the right-hand side we get
〈dΠRG(g)|((Rg ⊗Rg)∗)∗(df1 ⊗ df2)(g)〉e + 〈ΠRG(g)|d[((Rg ⊗Rg)∗)∗(df1 ⊗ df2)(g)]〉e
= 〈dΠRG(e)|(df1 ⊗ df2)(e)〉 , (3.22)
where we used that ΠRG(e) = 0 and [((Rg ⊗ Rg)∗)∗(df1 ⊗ df2)(g)]e = (df1 ⊗ df2)(e).
Thus, if we identify now
dΠRG(e) =
d
dt
∣∣∣∣∣
t=0
ΠRG(exp(tX)) ≡ δ(X) , (3.23)
then we see that the infinitesimal version of the Poisson bracket relation Eq.(3.20) can
be written as
〈X|d{f1, f2}G(e)〉 = 〈dΠRG(e)|(df1 ⊗ df2)(e)〉 = 〈δ(X)|ξ1 ⊗ ξ2〉 , (3.24)
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where we have identified (dfi)(e) = ξi and thus reproduced Eq.(3.19). We see that
Eq.(3.23) provides the mentioned relationship between the infinitesimal Poisson bivector
of the group and the cocommutator of the Lie bialgebra. Note, that for the Poisson bivector
we defined in Eq.(3.13) we get
ΠρRG (g) = (Rg−1)∗Π
ρ
G(g) = (Rg−1)∗ ((Lg)∗ρ− (Rg)∗ρ)
= ((Rg−1)(Lg))∗ ρ− ρ = (Adg)∗ ρ− ρ . (3.25)
Now, if we have a Lie bialgebra structure for a Lie algebra g, which naturally induces
a (dual) Lie bialgebra structure on g∗, one can define a Lie bialgebra structure on g ⊕ g∗
(direct sum of vector spaces) as follows.
Definition (Classical double) : The classical double (d(g), δd) associated to a Lie
bialgebra (g, δg) is the canonical Lie bialgebra defined on g ⊕ g∗, where g and g∗ are Lie
subalgebras of g ⊕ g∗, such that the inclusions g ↪→ g ⊕ g∗ ←↩ (g∗)op are homomorphisms
of Lie bialgebras.
We define a non-degenerate, symmetric bilinear form on g⊕ g∗ via
(X, ξ) = 〈X|ξ〉 , (X, Y ) = 0 = (ξ, η) , X, Y ∈ g , ξ, η ∈ g∗ , (3.26)
where 〈X|ξ〉 is the dual pairing between g and g∗2. The cocommutator of d(g) is defined
with r ∈ g⊗ g∗ via
δd(u) = (adu⊗ id+ id⊗ adu)(r) , (3.27)
where u ∈ d(g) and r corresponds to the identity map g→ g, i.e., r = Xi ⊗ ξi.
Note that g ⊕ g∗ is in general not a direct sum of Lie algebras, i.e., we do not require
that [g, g∗] = 0. Furthermore, the inner product defined by Eq.(3.26) is invariant under the
adjoint action of g⊕g∗ on itself if and only if (g, δg) is a Lie bialgebra. The classical double
Lie bialgebra d(g) can be exponentiated to give a pair of dual Poisson-Lie groups (G,G∗),
which is the so-called classical double of Poisson-Lie groups, i.e., D(G) = (G,G∗)
and D(G) is by itself a Poisson-Lie group called the Drinfeld double.
Consider now a basis {Xi} of g and {ξi} of g∗ with 〈Xi|ξj〉 = δji . We furthermore
denote the Lie algebra structures as
[Xi, Xj] = f kij Xk , [ξi, ξj] = c
ij
k ξ
k , (3.28)
2This means, we get ((X, ξ), (Y, η)) = 〈X|η〉+ 〈Y |ξ〉 .
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which means that the cocommutator of g is given by δg(Xi) = c jki Xj ⊗ Xk. The Lie
bracket between Xi and ξj can be calculating by noting that the invariance of the inner
product3 Eq.(3.26) implies for the g-component
([Xi, ξj])k = ([Xi, ξj], ξk) = (Xi, [ξj, ξk]) = cjki (3.29)
and for the g∗ component
([Xi, ξj])k = ([Xi, ξj], Xk) = (Xk, [Xi, ξj]) = ([Xk, Xi], ξj) = f jki (3.30)
and thus
[Xi, ξj] = cjkiXk + f
j
ki ξ
k = cjkiXk − f jik ξk . (3.31)
We mentioned already, that for a (finite dimensional) Lie bialgebra (g, δg) we get nat-
urally a Lie bialgebra structure δg∗ for the dual Lie algebra g∗ via duality
(X, [ξ, η]g∗) = (δg(X), ξ ⊗ η) , ([X, Y ]g, ξ) = (X ⊗ Y, δg∗(ξ)) (3.32)
for X, Y ∈ g and ξ, η ∈ g∗ and where we used the scalar product from Eq.(3.26).
We saw that one of the conditions for a Lie bialgebra structure on g was that δg needed
to be a 1-cocycle. A special class of such maps are given when the 1-cocycle δg is in fact a
co-boundary, i.e., there exists some r ∈ g⊗ g such that δg = ∂r, or, equivalently, such that
δg(X) = ad(2)X (r) = [X ⊗ id+ id⊗X, r]. Such an r defines a Lie bialgebra structure on g if
and only if its symmetric part r + rt and the element
Jr, rK ≡ [r12, r13] + [r12, r23] + [r13, r23] ∈ g⊗ g⊗ g (3.33)
are both adg - invariant. Such Lie bialgebras are called coboundary Lie bialgebras
and if r satisfies the classical Yang-Baxter equation Jr, rK = 0 we say r is a classical
r - matrix. Note, that we already encountered an r - matrix in Eq.(3.13), where the
element ρ is of this type.
With r = ∑i ri1 ⊗ ri2 we denote r12 = r ⊗ id, r23 = id⊗ r and r13 = ∑i ri1 ⊗ id⊗ ri2.
The importance of the classical Yang-Baxter equation, or more generally the adg -
invariance of Jr, rK, stems from that the fact that this guarantees that the dual Lie bracket
3A symmetric bilinear form B on a Lie algebra g is called invariant if it satisfies B(X, [Y,Z]) =
B([X,Y ], Z) for all X,Y, Z ∈ g.
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[ · , · ]g∗ satisfies the Jacobi identity. In fact, for any coboundary δg(r) with adg - invariant
symmetric part we have
Jacδ(X) + ad(3)X (Jr, rK) = 0 , (3.34)
where
Jacδ(X) =
∑
cycl.
(δ ⊗ id) δ(X) . (3.35)
With δ(X) = ∑iX i1 ⊗X i2 and δ(X i1) = ∑j X ij11 ⊗X ij12 we can thus write
Jacδ(X) =
∑
ij
(
X ij11 ⊗X ij12 ⊗X i2 +X i2 ⊗X ij11 ⊗X ij12 +X ij12 ⊗X i2 ⊗X ij11
)
. (3.36)
From Eq.(3.34) we see that for adg - invariant Jr, rK we have Jacδ(X) = 0 and thus,
together with Eq.(3.19), that the Jacobi identity for [ · , · ]g∗ is satisfied in that case.
If we decompose the r - matrix as r = a + s, where a is skew-symmetric and s is
symmetric and adg - invariant, then we have Ja+ s, a+ sK = Ja, aK + Js, sK. Furthermore,
if Jr, rK = ϕ 6= 0, but ad(3)X (Jr, rK) = 0, then we call Jr, rK = ϕ the modified classical
Yang-Baxter equation.
Finally, if a Lie bialgebra is of the coboundary type and r satisfies the classical Yang-
Baxter equation then we call the Lie bialgebra quasi-triangular and if r is a skew-
symmetric solution of the classical Yang-Baxter equation then the corresponding Lie bial-
gebra is called triangular. In particular, one can show that the double Lie bialgebra
introduced above is a quasi-triangular Lie bialgebra.
As an example consider the complex Lie algebra g = sl(2,C) with basis
X+ =
(
0 1
0 0
)
, X− =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
(3.37)
and commutation relations [X+, X−] = H and [H,X±] = ±2X±. Then one can classify
all the (isomorphism classes of) Lie bialgebra structures on sl(2,C) via the orbits of the
adjoint action of SL(2,C) on sl(2,C), [61]. Note, that we can think of those r as elements
in ∧(2) sl(2,C), which, as a complex vector space, is generated by {X+∧X−, X+∧H,X−∧
H} ≡ {b1, b2, b3}. Thus, we can write r = ribi and one finds that the different orbits under
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the adjoint action give rise to the following classification
(i) standard structure r = λ X+ ∧X− , λ ∈ C∗ , (3.38)
(ii) triangular structure r = 12 H ∧X
+ , (3.39)
(iii) trivial structure r = 0 . (3.40)
These are all skew-symmetric solutions of the classical Yang-Baxter equation. With
the inner product (Killing form) 〈X|Y 〉 = Tr(XY ) on sl(2,C) one finds that there is a
unique, non-skew-symmetric solution of the classical Yang-Baxter equation, [61], and the
corresponding r - matrix is given by
r = 14 H ⊗H +X
− ⊗X+ , (3.41)
which falls into class (i) above. In the fundamental representation it is given by
r = 14 H ⊗H +X
− ⊗X+ = 14

1 0 0 0
0 −1 0 0
0 4 −1 0
0 0 0 1
 . (3.42)
We will meet this r - matrix again in the next section, because it also corresponds to
the r - matrix of su(2) with the bilinear form 〈X|Y 〉su(2) = Im(Tr(XY )) and leads to the
classical double d(su(2)) ∼= sl(2,C). The cocommutator on the basis elements, derived
from this r - matrix, is given, as usual, via δ(X) = [X, r] and leads to
δ(H) = 0 , δ(X±) = 12
(
X± ⊗H −H ⊗X±
)
. (3.43)
Going back now to the Poisson-Lie groups associated with a coboundary Lie bialgebra,
with classical r - matrix r = ∑ij rijXi ⊗Xj, where {Xi} constitutes a basis for g, we can
define a Poisson-Lie group structure for the group G as follows
{f1, f2} =
∑
ij
rij
(
(XLi (f1))(XLj (f2))− (XRi (f1))(XRj (f2))
)
, (3.44)
where XL,Ri are the left- and right- invariant vector fields associated with Xi. In fact,
if we consider a matrix Lie group, i.e., G = GL(N) or a subgroup thereof, one finds for the
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coordinate functions tij : G → R, tij(g) = gij with XL(tij) = (tX)ij and XR(tij) = (Xt)ij
the explicit expression
{tij, tkl} =
∑
ab
(
raj,bl tiatkb − ria,kb tajtbl
)
. (3.45)
We used that the basis of gl(N) is given by Xij, which are 1 in the (ij)-entry and
otherwise zero. Thus, we have for the r-matrix r = ∑ab,cd rab,cdXab ⊗ Xcd. The brackets
Eq.(3.45) can be summarized as
{t ⊗, t} = [t⊗ t, r] , (3.46)
where {t ⊗, t} denotes the matrix of all the Poisson brackets {t ⊗, t}ijkl = {tij, tkl} and
thus, we see how the classical r - matrix enters in the definition of the Poisson-Lie structure
on G.
3.2 Review of 3D Loop Quantum Gravity with Λ < 0
– SL(2,C) as a deformed phase space
In section 1 we saw how Loop quantum gravity is constructed from classical general
relativity in the case of a vanishing cosmological constant Λ = 0 and how the choice
of holonomy-flux variables assigns to each link of the graph Γ ⊂ Σ the phase space
T∗SU(2) ∼= SU(2)× su(2)∗, together with its canonical Poisson structure, where the group
element is identified with the holonomy of the Ashtekar connection along the link and the
(dual) Lie algebra element is associated with the flux of the gravitational field through
the surface dual to the link, [9, 10]. Furthermore, we discussed in chapter 2 the puzzle
within Loop quantum gravity, how a non-zero cosmological constant Λ 6= 0 can lead to a
deformation of the standard SU(2) symmetry to a quantum group symmetry. The reason
for that puzzle being the fact that in a canonical analysis the cosmological constant only
appears in the scalar-, or Hamiltonian constraint, which is usually associated with the dy-
namics of the theory - and thus should a priori not affect the kinematical structure, which
is described in terms of the familiar SU(2) spin networks and the underlying phase space
T∗SU(2).
In this section we will review the case of Euclidean 3D gravity with Λ < 0 following
[39, 41] and we will see how a consistent deformation of T∗SU(2) leads to another phase
space, namely SL(2,C), seen as the Heisenberg double of the Poisson-Lie group SU(2),
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which is different from the Drinfeld double we encountered above (and is itself not a
Poisson-Lie group). This new phase space corresponds to the change of coordinates we
used in section 2.1.2.
We will show now that there exists a Lie bialgebra structure on su(2) such that the
corresponding classical double d(su(2)) is isomorphic to sl(2,C). The Lie algebra so(1, 3) ∼=
sl(2,C)R is usually given by the following commutation relations
[Ji, Jj] = ε kij Jk , [Ji, Kj] = ε kij Kk , [Ki, Kj] = −ε kij Jk , (3.47)
where the Ji correspond to the rotation generators of the su(2) subalgebra and the
Ki are the so-called boost generators. If we compare these brackets with Eq.(3.28) and
Eq.(3.31) we see that they do not yet have the structure of a classical double. The most ob-
vious reason for this is the fact that the boost generators do not generate a Lie subalgebra.
If we were to consider instead the Lie algebra iso(3), given by
[Ji, Jj] = ε kij Jk , [Ji, Pj] = ε kij Pk , [Pi, Pj] = 0 , (3.48)
we see that by comparing again with the brackets Eq.(3.28) and Eq.(3.31) that this has
the structure of a classical double d(su(2)) with trivial cocommutator δsu(2)(X) = 0 and
duality 〈Ji|Pj〉 = δij. In fact, this is more than just a trivial example, because, as we will
see below, this is the underlying Lie bialgebra structure from which one can reproduce the
canonical Poisson structure on ISO(3) ∼= SU(2)nR3 ∼= SU(2)n su(2)∗ ∼= T∗SU(2) via the
Heisenberg double construction.
Now, non-trivial Lie bialgebra structures on su(2), generated by {τi}, are character-
ized by non-trivial cocommutators such that δ(τi) = c jki τj ⊗ τk = cjki τj ⊗ τk and the
corresponding classical double has the brackets
[τi, τj] = ε kij τk , [κi, κj] = c
ij
k κ
k = c ijk κk , (3.49)
where we denoted the basis of the dual Lie algebra su(2)∗, satisfying 〈τi|κj〉 = δji , by
{κi}, and
[τi, κj] = c jki τk + ε
j
i k κ
k . (3.50)
Concerning the choice of duality, note that 〈τi|κj〉 can not simply be given by the
Killing form (trace form) of sl(2,C) or its real part, because this would imply that κi ∝ τi,
since (−2) Tr(τiτj) = (−2) Re(Tr(τiτj)) = δij. We will see in section 3.3 that this is the
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case we have to study for positive cosmological constant Λ > 0. Now, since the trace
form is the only non-trivial, non-degenerate ad - invariant bilinear form at our disposal,
we are essentially left with only one remaining possibility for the scalar product, namely
〈τi|κj〉 = δji ∝ Im(Tr(τiκj)). We will see below that this is indeed the correct scalar
product. However, it is not enough to completely determine the explicit form the the dual
basis {κi}.
To help us determine the {κi} consider the Iwasawa decomposition of sl(2,C)R. The
maximal compact Lie subalgebra of sl(2,C)R is given by su(2), which can be seen from the
Cartan decomposition sl(2,C)R = su(2) + i su(2). The root spaces of sl(2,C) are spanned
by E = K1−J2 (positive root space) and F = K1+J2 (negative root space) and the maximal
abelian Lie subalgebra of i su(2) is generated by K3. Thus, the Iwasawa decomposition of
the non-compact part of of sl(2,C)R is given by elements for the form a = a1K3 + a2E or
b = b1K3 + b2F , where a1, b1 are real numbers and a2, b2 are complex. Note, that we can
write −iE = J1 +K2 and iF = K2 − J1. Thus, we get the 3-real-dimensional algebras
an(2)+ ≡ genR(K1 − J2, K2 + J1, K3) = genR(κ1, κ2, κ3) , (3.51)
an(2)− ≡ genR(K1 + J2, K2 − J1, K3) = genR(λ1, λ2, λ3) . (3.52)
If we exponentiate those Lie algebras we get the groups of upper- and lower triangular
matrices, respectively,
eaκ
1+bκ2+cκ3 =
(
e
c
2 z¯
0 e− c2
)
, eaλ
1+bλ2+cλ3 =
(
e
c
2 0
z e−
c
2
)
, (3.53)
with z = 2 (a+ib)
c
sinh
(
c
2
)
. The commutation relations for an(2)+ are given by
[κ1, κ2] = 0 , [κ3, κ1] = κ1 , [κ3, κ2] = κ2 (3.54)
and similarly for an(2)−
[λ1, λ2] = 0 , [λ3, λ1] = −λ1 , [λ3, λ2] = −λ2 . (3.55)
Those relations can be summarized as (with an extra minus sign for the structure
constants of an(2)−)
[κi, κj] = (δi3δ
j
l − δilδj3)κl = εijaε3la κl ≡ cijl κl . (3.56)
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Now, first note that the algebras an(2)+ and an(2)− are indeed subalgebras of sl(2,C)R.
But are they really the dual of su(2) that we are looking for? The answer is yes, since one
finds that indeed
〈τi|κj〉 ≡ (−2) Im(Tr(τiκj)) = δji = (−2) Im(Tr(τiλj)) ≡ 〈τi|λj〉 (3.57)
holds, which is the trace form we alluded to before. Furthermore, and most importantly,
we can deduce from Eq.(3.56) the potential cocommutators for an(2)+ and an(2)−, which
are given via
δsu(2)(τi) ≡ ±ν (δj3δki − δji δk3) τj ⊗ τk = ±ν (τ3 ∧ τi) , (3.58)
where we included the signs ± to distinguish an(2)+ from an(2)−, which is of course
slightly redundant, since we also put a scalar multiplicative factor ν, which is possible,
since we explained before that one can rescale the cocommutator4 and still have the same
Lie bialgebra structure. To reproduce Eq.(3.56) we set ν = 1.
Now, so far we have used a change of basis of sl(2,C)R, using the Iwasawa decompo-
sition, with the result that we obtained a split of sl(2,C)R into two dual Lie subalgebras,
su(2) and su(2)∗ ∼= an(2)± and we deduced a potential Lie bialgebra structure given by
the cocommutator Eq.(3.58). What remains to be shown is that the mixed Lie brackets
[τi, κj] and [τi, λj] match the corresponding brackets of the classical double, i.e., Eq.(3.50),
and that the potential cocommutator Eq.(3.58) is indeed a 1-cocycle. In fact, one can ask
whether there is an associated classical r - matrix.
To answer the question about the mixed brackets, where we only consider the an(2)+
case, one shows that
[τ1, κ1] = −τ3 , [τ1, κ2] = κ3 , [τ1, κ3] = τ1 − κ2 , (3.59)
[τ2, κ1] = −κ3 , [τ2, κ2] = −τ3 , [τ2, κ3] = τ2 + κ1 , (3.60)
[τ3, κ1] = κ2 , [τ3, κ2] = −κ1 , [τ3, κ3] = 0 , (3.61)
which, indeed, can be summarized as
[τi, κj] = c jki τk + ε
j
i l κ
l = (δj3δki − δji δk3) τk + ε ji l κl . (3.62)
4One could equivalently associate the rescaling ν with the scalar product.
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Now, we know that the canonical r - matrix for a classical double is given by r = Xi⊗ξi,
or, in our case, r = τi⊗κi. If we consider this expression in the fundamental representation
of sl(2,C) we find
r = τi ⊗ κi (3.63)
= 12i
((
0 1
1 0
)
⊗
(
0 1
0 0
)
+
(
0 −i
i 0
)
⊗
(
0 −i
0 0
)
+
(
1 0
0 −1
)
⊗
(1
2 0
0 −12
))
= 14i

1 0 0 0
0 −1 0 0
0 4 −1 0
0 0 0 1
 , (3.64)
which, up to an overall factor of i, we recognize from Eq.(3.42) from the earlier ex-
ample Eq.(3.37) - Eq.(3.43). This tells us directly that this r -matrix satisfied the classi-
cal Yang-Baxter equation, Jr, rK = 0 and hence that the corresponding δsu(2) is indeed a
proper cocommutator. Furthermore, this shows overall that the classical double, associ-
ated with the Lie bialgebra structure (su(2), δsu(2)), is indeed isomorphic to sl(2,C)R, i.e.,
(d(su(2)), δd) ∼= sl(2,C)R and since the r - matrix in Eq.(3.64) is not anti-symmetric, we
see that (su(2), δsu(2)) is a quasi-triangular Lie bialgebra.
The origin of the extra i - factor between Eq.(3.42) and Eq.(3.63) can be seen explicitly
by writing
τ1 =
1
2i(X
+ +X−) , τ2 =
1
2(X
− −X+) , τ3 = 12i H (3.65)
and
κ1 = X+ , κ2 = −iX+ , κ3 = 12 H , (3.66)
which allows to show that the r - matrix of Eq.(3.42) and the r - matrix in Eq.(3.63)
are related as
r = 14H ⊗H +X
− ⊗X+ = i (τ3 ⊗ κ3) + i (τ1 ⊗ κ1 + τ2 ⊗ κ2) = i (τi ⊗ κi) . (3.67)
Note, that such factors of i are important when it comes to the quantization of such
structures, as we will see in chapter 4. In the isomorphism we have described, i.e.,
d(su(2)) ∼= sl(2,C)R, the Lie bialgebra is an example of a so-called real-real form, [65],
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embedded in the larger complex Lie bialgebra d(sl(2,C)). Being a real-real form means
here that for both real Lie algebras, su(2) as well as the dual Lie algebra su(2)∗, the
structure constants are real. So-called half-real forms are given when the structure con-
stants of g are real and those of g∗ are purely imaginary, or vice versa. For example,
we could consider κj 7→ κ˜j ≡ i κj with [κ˜i, κ˜j] = i cijl κ˜l, which basically corresponds to
an extra i - factor for the cocommutator Eq.(3.58). This also implies that the duality is
now given by 〈τi|κ˜j〉 = δji = 2 Re(Tr(τiκ˜j)) but, most importantly, we see that the corre-
sponding r - matrix for this half-real form is given by r = τi ⊗ κ˜i = i (τj ⊗ κj) and thus,
corresponds to the r - matrix in Eq.(3.42), but, of course, this transformation spoils the
isomorphism d(su(2)) ∼= sl(2,C)R and makes only sense within the larger, complex Lie
bialgebra d(sl(2,C)). Hence, the physically relevant cases, at least in the context of 3d
gravity, are given by the real-real forms.
Next, let us consider the Poisson-Lie group structure on SL(2,C) = SU(2)×AN(2)+
induced from the classical r - matrix Eq.(3.64). Recall Eq.(3.46), which allows us to simply
calculate the Poisson brackets for the coordinate functions tij for an element g ∈ SL(2,C)
via
{tij ⊗, tkl}(g) = [t⊗ t, r]ijkl , r = α

1 0 0 0
0 −1 0 0
0 4 −1 0
0 0 0 1
 , (3.68)
where we consider here a general α ∈ C, and get
{tij ⊗, tkl}(g) =

{t11, t11} {t11, t12} {t12, t11} {t12, t12}
{t11, t21} {t11, t22} {t12, t21} {t12, t22}
{t21, t11} {t21, t12} {t22, t11} {t22, t12}
{t21, t21} {t21, t22} {t22, t21} {t22, t22}

= 2α

0 t11t12 −t11t12 0
t11t21 2 t12t21 0 t12t22
−t11t21 0 −2 t12t21 −t12t22
0 t21t22 −t21t22 0
 . (3.69)
Using the Iwasawa decomposition of g into an SU(2) element u and a upper triangular
matrix l ∈ AN(2)+ as g = ul one can further specify their Poisson brackets by fixing
t =
(
t11 t12
t21 t22
)
= u =
(
a b
−b¯ a¯
)
or t = l =
(
λ z¯
0 λ−1
)
. (3.70)
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We will see in chapter 4 that the Poisson-Lie structure given in Eq.(3.69) is the semi-
classical limit of a certain Hopf algebra, which is why this is the right quantum-symmetry
associated with systems that have this type of classical symmetry.
Now, as mentioned before, Poisson-Lie groups G are Poisson manifolds whose Poisson
bivector ΠG vanishes at the identity. Hence, those structures can not be considered as phase
spaces. There is, however, a way to define a (at least close to the identity) non-degenerate
Poisson structure using a classical r - matrix, the so-called Heisenberg double, which is
associated with a Poisson-Lie group G. Similarly to the Drinfeld double, the Heisenberg
double is defined on the manifold G × G∗, where G∗ denotes the dual Poisson-Lie group
to G, but instead of defining a Poisson-Lie group structure on G × G∗ the Heisenberg
double realizes a phase space structure. The price to pay is, of course, that the group
multiplication can no longer be a Poisson map for this new type of Poisson structure.
We saw in Eq.(3.46) how, given an r - matrix, we can define a Poisson-Lie group
structure on G × G∗ using the commutator between the tensor product of two matrices
and the r - matrix. The Heisenberg double is defined similarly using instead the anti-
commutator. Furthermore, we consider only the anti-symmetric part of the r - matrix,
i.e., rˆ ≡ (r12 − r21)/2, to guarantee anti-symmetry of the Poisson structure. Similarly to
Eq.(3.44) we can define the Poisson structure of the Heisenberg double also via
{f1, f2}H(g) =
∑
ij
rˆij
(
(XLi (f1))(XLj (f2)) + (XRi (f1))(XRj (f2))
)
(g) . (3.71)
Thus, if we write the r - matrix as r = rij Xi ⊗Xj = Xi ⊗ ξi, i.e., ξi = rijXj, we can
summarize the Poisson bivectors of the Drinfeld (−) and the Heisenberg (+) double as
Π± =
1
2
[(
XLi ⊗ ξL i − ξL i ⊗XLi
)
±
(
XRi ⊗ ξR i − ξR i ⊗XRi
)]
(3.72)
= 12
[
rij
(
XLi ⊗XLj −XLj ⊗XLi
)
± rij
(
XRi ⊗XRj −XRj ⊗XRi
)]
(3.73)
= rˆij
(
XLi ⊗XLj ±XRi ⊗XRj
)
. (3.74)
In terms of the coordinate functions we can write
{tij ⊗, tkl}± = [ t⊗ t, r ]±,ijkl . (3.75)
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Working again with our r - matrix from Eq.(3.68), we find for the Heisenberg double
the following brackets
{tij ⊗, tkl}H(g) = 2α

0 t11t12 −t11t12 0
−t11t21 0 −2 t11t22 −t12t22
t11t21 2 t11t22 0 t12t22
0 t21t22 −t21t22 0
 . (3.76)
For the SU(2) element u this implies the following non-zero brackets (α = 14i for r+ =
τi ⊗ κi and r− = τi ⊗ λi)
{a, b} = 2α ab , {a, b¯} = −2α ab¯ , {a¯, b} = 2α a¯b , {b, b¯} = 4α |a|2 (3.77)
and for l ∈ AN(2)+ we get5
{λ, z¯}+ = 2αλz¯ , {λ, z}+ = −2αλz , {z¯, z}+ = −2α (λ2 + λ−2) . (3.78)
In order to calculate the last bracket {z¯, z}+ it is easiest to work directly with Eq.(3.71).
The mixed brackets between the SU(2) and the AN(2)+ sector are calculated similarly, cf.
[39, 66]. Note, that the anti-symmetric parts of the r - matrices r+ = τi⊗κi and r− = τi⊗λi
are given by
rˆ± = ± i2

0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0
 = ±(τ2 ∧ τ1) = rˆij± τi ⊗ τj ⇒ rˆ12± = −rˆ21± = ∓1 . (3.79)
For the calculation of {z¯, z}+ via Eq.(3.71) one uses
XL1 (z¯)(g) =
d
dt
∣∣∣∣∣
t=0
z¯(exp(−tτ1).g) = d
dt
∣∣∣∣∣
t=0
t12(exp(−tτ1).g) (3.80)
= i2 g22 =
i
2 t22(g) =
i
2 λ
−1(g) , XL1 (z)(g) = −
i
2 λ
−1(g) ,
5From Eq.(3.76) we can only deduce the bracket involving z¯. If we want to obtain for example {λ, z}+
we can consider {λ, z}−, associated with AN(2)− by noting that in this case the matrix l ∈ AN(2)− involves
λ and z and that the Poisson structure { · , · }− is just minus the Poisson structure { · , · }+ coming from
AN(2)+. The functions on phase space, λ and z or z¯, are of course the same, regardless of whether we use
{ · , · }− or { · , · }+. The fact, that those two Poisson structures are just minus the other one, follows from
the fact that the anti-symmetric parts of their two respective r - matrices are just minus the other one.
Note, the SU(2) brackets in Eq.(3.77) also use the + - brackets, coming from AN(2)+.
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XL2 (z)(g) =
d
dt
∣∣∣∣∣
t=0
z(exp(−tτ2).g) = d
dt
∣∣∣∣∣
t=0
t12(exp(−tτ2).g) (3.81)
= 12 g22 =
1
2 t22(g) =
1
2 λ
−1(g) , XL2 (z¯)(g) =
1
2 λ
−1(g) ,
XR1 (z¯)(g) = −
d
dt
∣∣∣∣∣
t=0
z¯(g. exp(−tτ1)) = − i2 λ(g) , X
R
1 (z)(g) =
i
2 λ(g) , (3.82)
XR2 (z)(g) = −
1
2 λ(g) , X
R
2 (z¯)(g) = −
1
2 λ(g) . (3.83)
Similarly, one finds with g ∈ AN(2)+
XL1 (λ)(g) = 0 = XL2 (λ)(g) , XR1 (λ)(g) = −
i
2 z¯(g) , X
R
2 (λ)(g) =
1
2 z¯(g) . (3.84)
3.3 Quasi-Poisson manifolds and quasi-Lie bialgebras
In the following two sections we will consider the (classical) mathematical structures that
are relevant for the study of Euclidean 3d gravity with a positive cosmological constant,
along the lines of the previous section. As described in the introduction, this is the case
underlying the Turaev-Viro state sum model, where the deformation parameter of the
quantum symmetry algebra is a certain root of unity. Our aim in this section is to show
how a positive cosmological constant leads to a deformation of the flat Λ = 0 phase space
T∗SU(2) to SO(4), instead of SL(2,C).
The first obstacle in understanding this problem was the statement that there is no
classical r - matrix in our case of interest, [67, 68, 69, 70, 71]. This is problematic, because
we saw in section 3.2 that the r - matrix plays a fundamental role in describing both the
symmetries and the phase space structure. It took us a fairly long time to understand
in detail how for the so(4) case we can work without a cocommutator and hence, do not
need an r - matrix for the same reasons as in the sl(2,C) case. As we will see below, the
important new structure for so(4) is the so-called coassociator, which takes us into the
realm of quasi-Lie bialgebras6.
6Note, that the “quasi-” in quasi-Lie bialgebra or quasi-Poisson Lie group/manifold is unrelated with the
“quasi-” in quasi-triangular r - matrix or quasi-triangular Lie bialgebra. This can become a bit confusing,
when talking about quasi-triangular quasi-Hopf algebras, for example, but it is the common terminology
in the literature.
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Another problem we faced was related to the issue of quantization of these deformed
symmetries and phase spaces. We will see in more detail in chapter 4 that the quasi-
triangular Hopf algebra Uq(sl(2,C)), with its standard quantum R - matrix, results very
clearly from a quantization of the symmetries associated with the deformed phase space
SL(2,C). This quantum R - matrix is the quantum analog of the classical r - matrix
that we encountered above. Since the Turaev-Viro model is constructed from certain
representations of the Hopf algebra Uq(sl(2,C)) at q root of unity and since it is also
believed that the Turaev-Viro model describes Euclidean 3d gravity with Λ > 0, we see
that there is a clear conflict with the previous statement about the non-existence of a
classical r - matrix in the case of a positive cosmological constant.
A more practical challenge, that took a substantial amount of time, was to understand
and apply the mathematical literature that was available, such as , [43, 44, 45, 63, 62, 64,
46], and which seemed to be relevant to our overall research question and make it accessible
to the physics community.
However, we should mention that our first hint, that we have to deal with “quasi-”
structures came actually from the quantum side, namely the works [50, 51, 52, 53], where
it was first advocated that the real quantum symmetry for systems where the deformation
parameter q is a root of unity, is actually given by certain quasi-Hopf algebras. The concept
of a quasi-Hopf algebra was introduced by Drinfeld in [49], but later further generalizes in
[50, 51, 52, 53] to be applicable to certain models in condensed matter physics. Another
hint pointing towards the relevance of quasi-Poisson structures came from more recent
work in Loop quantum gravity on classically deformed, or homogeneously curved, discrete
geometries [47, 48].
Understanding all these intricate mathematical topics and successfully applying them
to our system of interest is one of the major contributions of this thesis.
Before we give an overview of some of the relevant topics from quasi-Poisson geometry
and things like quasi-Lie bialgebras, similar in style to section 3.1, we want to comment
a bit more, why we have to deal with those “quasi-” structures when dealing with SO(4)
and how we realized that there is no way around them.
We saw above that a classical r - matrix is a solution of the classical Yang-Baxter
equation Jr, rK = 0 and that an r - matrix was used to define the cocommutator of a
coboundary Lie bialgebra via δ(X) = [X, r]. Furthermore, we discussed that the conditionJr, rK = 0 corresponds to the Jacobi identity for the dual Lie algebra. When considering
sl(2,C) as the classical (Drinfeld) double of su(2), with respect to a certain non-trivial
cocommutator, we also saw that the canonical r - matrix of the double is given via r =
Xi⊗ξi, where Xi and ξi are basis’ of the Lie algebras su(2) and its dual su(2)∗ ∼= an(2,R)±.
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Now, note that in our case of interest the Lie algebra so(4) has a decomposition into
so(4) ∼= su(2)⊕ su(2), which is indeed a true direct sum of two Lie subalgebras. This is
another way of saying that so(4) is not a semi-simple Lie algebra, unlike su(2) or sl(2,C),
which is, in fact, the root cause for most, if not all, the interesting new structures arising
in this case. However, based on our knowledge about the Lie bialgebra setting and given
the decomposition of so(4) into su(2)⊕ su(2), one might be tempted to interpret so(4) also
as some kind of classical double and su(2) as being self-dual, i.e., su(2)∗ ∼= su(2), because
then we could again write so(4) ∼= d(su(2)), similar to the sl(2,C) case, but now meaning
d(su(2)) ∼= su(2)⊕ su(2)∗ ∼= su(2)⊕ su(2). Giving in to this temptation, let us consider
the corresponding r - matrix as r = τi ⊗ τ i, where of course τ i is to denote the dual basis
to τi, such that we have τ i = δijτj, where τi is the standard basis of su(2). Then one finds
for Jr, rK ≡ [r12, r13] + [r12, r23] + [r13, r23] , (3.85)
given by
[r12, r13] =
∑
ij
[r(1)i , r
(1)
j ]⊗ r(2)i ⊗ r(2)j =
∑
ij
[τi, τj]⊗ τi ⊗ τj =
∑
ijk
εijk τk ⊗ τi ⊗ τj , (3.86)
[r12, r23] =
∑
ij
r
(1)
i ⊗ [r(2)i , r(1)j ]⊗ r(2)j =
∑
ij
τi ⊗ [τi, τj]⊗ τj =
∑
ijk
εijk τi ⊗ τk ⊗ τj , (3.87)
[r13, r23] =
∑
ij
r
(1)
i ⊗ r(1)j ⊗ [r(2)i , r(2)j ] =
∑
ij
τi ⊗ τj ⊗ [τi, τj] =
∑
ijk
εijk τi ⊗ τj ⊗ τk , (3.88)
that Jr, rK = ∑
ijk
εijk τi ⊗ τj ⊗ τk = τ1 ∧ τ2 ∧ τ3 6= 0 . (3.89)
A simple calculation shows furthermore that for any X = X iτi ∈ su(2) we have indeed7
ad(2)X (r) = 0 and ad
(3)
X
∑
ijk
εijk τi ⊗ τj ⊗ τk
 = 0 , (3.90)
which means that Eq.(3.89) is ad - invariant and thus, we actually have a (symmetric)
solution of the modified Yang-Baxter equation, cf. our remark below Eq.(3.36), since
7Note, that if we would define our r - matrix as r =
∑
i r
ii τi ⊗ τi then one finds that in order to have
ad(2)X (r) = 0, we need r11 = r22 = r33.
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r12 = r21. The problem with this type of solution, however, is that it is purely symmetric,
i.e., the anti-symmetric part is zero, and thus, we have δ(X) = [X, r] = 0 for all X and
thus this type of r - matrix gives only rise to the trivial cocommutator. Explicitly, for
X = X iτi one finds
δ(X) = [X, r] = [X, τi]⊗ τ i + τi ⊗ [X, τ i] = X i εijk
(
τ j ⊗ τ k + τ k ⊗ τ j
)
= 0 . (3.91)
Without knowing it at the time, what we have encountered here is indeed (part of) the
structure of a quasi-Lie bialgebra. The non-zero term on the right-hand side of Eq.(3.89)
is the so-called ad-invariant Cartan 3-tensor or coassociator, usually denoted as ϕ. Our
proposal for the r - matrix is usually written as t or Ω and called Casimir element. Of
course, we can use an overall rescaling or normalization of t, i.e., t = α(τi ⊗ τ i), which
allows us to write Jt, tK = ϕ for different normalization of ϕ and vice versa.
One now might say, but what about cocommutators that do not come from an r -
matrix? Coboundary Lie bialgebras are after all just a special class of Lie bialgebras. What
about other cocycles δ? Remember, that the cocycle must be skew-symmetric, which means
it is a map from su(2) into ∧(2) su(2) ⊂ su(2)⊗2, because otherwise the dual Lie bracket
would not be anti-symmetric. For su(2) we have ∧(2) su(2) = genR(τ1∧τ2, τ1∧τ3, τ2∧τ3) and
dim
(∧(3) su(2)) = 1, where the last relation tells us that the space of possible coassociators
ϕ is only 1-dimensional. Thus, let us study now all the possible cocycles for su(2), denoted
by δ(τi) = c jki τj∧τk , which must satisfy the cocycle condition, i.e, (remember c jki = −c kji )
δ(τ1) = c ij1 τi ⊗ τj = δ([τ2, τ3]) != ad(2)τ2 δ(τ3)− ad(2)τ3 δ(τ2) (3.92)
= ad(2)τ2 (c
ij
3 τi ⊗ τj)− ad(2)τ3 (c ij2 τi ⊗ τj) ,
which leads to the condition
c ij1
!= c mj3 ε i2m + c im3 ε
j
2m − c mj2 ε i3m − c im2 ε j3m , (3.93)
from which we conclude for example c 121 = c 323 = −c 233 , c 131 = c 232 and c 231 =
c 123 − c 132 . Similarly, we can determine the other conditions from
δ(τ2) = c ij2 τi ⊗ τj = δ([τ3, τ1]) != ad(2)τ3 δ(τ1)− ad(2)τ1 δ(τ3) (3.94)
= ad(2)τ3 (c
ij
1 τi ⊗ τj)− ad(2)τ1 (c ij3 τi ⊗ τj)
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and
δ(τ3) = c ij3 τi ⊗ τj = δ([τ1, τ2]) != ad(2)τ1 δ(τ2)− ad(2)τ2 δ(τ1) (3.95)
= ad(2)τ1 (c
ij
2 τi ⊗ τj)− ad(2)τ2 (c ij1 τi ⊗ τj) ,
which leads to the following solution matrix of allowed cocycles for su(2)
δ ≡
c
12
1 c
13
1 c
23
1
c 122 c
13
2 c
23
2
c 123 c
13
3 c
23
3
 !=
α β 0γ 0 β
0 γ −α
 , α, β, γ ∈ R . (3.96)
Thus, we see that we have a 3-parameter family8 of Lie bialgebra structures on su(2).
We can also state already that, together with the one dimension of ∧(3) su(2), which
parametrizes the coassociators, we have a 4-parameter family of quasi-Lie bialgebra struc-
tures on su(2). The cocycle corresponding to sl(2,C) = su(2)⊕ an(2,R)± is given by
(α, β, γ, ϕ) = (0,∓, 0, 0), i.e., for the + - case we have
δ(τ1) = τ3 ∧ τ1 , δ(τ2) = τ3 ∧ τ2 , δ(τ3) = 0 or δ(τi) = τ3 ∧ τi . (3.97)
Now, given all those possible cocycles, some of which might not correspond to cobound-
ary cocycles, we ask, which of them allow to model a classical double for su(2), such that
the dual Lie algebra is given again by su(2). This means, that the structure constants for
su(2)∗, determined by the matrix elements of the cocycle c jki , should be given by c
jk
i = ε
jk
i .
However, one finds that
ε ≡
ε
12
1 ε
13
1 ε
23
1
ε 122 ε
13
2 ε
23
2
ε 123 ε
13
3 ε
23
3
 =
0 0 10 −1 0
1 0 0
 (3.98)
and hence, we see by comparing with Eq.(3.96), that there are no cocycles δ(α, β, γ), not
even ones that are not of the coboundary type, that allow for a Lie bialgebra structure such
that su(2)∗ ∼= su(2). Furthermore, even if we could find (α, β, γ) such that su(2)∗ ∼= su(2),
8If we remember our example below Eq.(3.37), it seems unlikely that su(2) should have more (non-
trivial) cocycle structures than its complexification sl(2,C). The difference between our analysis here, and
the one below Eq.(3.37), is that we did not sort the solutions into their isomorphism classes of cocycles.
Thus, from the example on sl(2,C) we know that our 3-parameter solution Eq.(3.96) includes isomorphic
solutions.
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this would not guarantee that the mixed Lie brackets between (τi, 0) ∈ su(2)⊕ su(2) and
(0, τi) ∈ su(2)⊕ su(2) would give the right result, such that we really get d(su(2)) ∼= so(4).
We will luckily see in this section that so(4) can, however, be given the structure of a
(canonical) quasi-Lie bialgebra instead, where the cocycle is actually trivial, i.e., (α, β, γ) =
(0, 0, 0), and the dual and mixed brackets are entirely generated by the Cartan 3-tensor
ϕ. This structure is the analog of the (classical) Drinfeld double to the quasi-Lie bialgebra
setting.
Given the solution matrix Eq.(3.96) one could ask, what is the compatible r - ma-
trix, i.e., is there an element r = r(α, β, γ), such that we can write the cocycle δα,β,γ as
δα,β,γ(τi) = [τi, r(α, β, γ)] and the answer to that question is given by
r = {rij} =
 η β −α−β η −γ
α γ η
 . (3.99)
Any r - matrix of this form satisfies δα,β,γ(τi) = [τi, r(α, β, γ)]. Most importantly,
however, note that there is a fourth parameter η showing up, such that actually for all
r = r(α, β, γ, η) we have δα,β,γ(τi) = [τi, r(α, β, γ, η)]. By writing out the r - matrix as
r = η (τ1 ⊗ τ1 + τ2 ⊗ τ2 + τ3 ⊗ τ3) + β(τ1 ∧ τ2) − α(τ1 ∧ τ3) − γ(τ2 ∧ τ3) , (3.100)
we see that η actually parametrizes the ad - invariant, symmetric part, or the Casimir
element t = η (τi ⊗ τ i).
We will now consider the analog notions of Lie bialgebras, their doubles and Poisson-Lie
groups- and manifolds in the quasi-realm. We will also discuss the notion of twisting of
those structures. From a mathematical perspective these quasi-structures were studied to
generalize the notion of a moment map. In the standard setting a moment map, which is
related to conserved quantities of systems with symmetries, is a map from a G - manifold
M to the dual of the Lie algebra g = Lie(G), i.e., J : M → g∗. Poisson-Lie groups are
related to situations where the moment map J instead takes values in the dual Lie group
G∗ in a pair of dual Poisson-Lie groups (G,G∗). The notion of quasi-Poisson manifolds was
investigated to understand situations where the moment map takes values in the group G
itself, [43, 44, 45]. Examples for such situations are given, when we study gauge theories in
holonomy- or group valued variables, such as lattice gauge theories or Chern-Simons theory
and gravity in the combinatorial quantization- [27, 28] or Loop quantum gravity framework.
In those cases it usually happens that the constraints of the system are expression in terms
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of group valued variables. An example is the flatness constraint in Loop quantum gravity,
which is given by the requirement that the product of a set of holonomies around 2-surfaces
is the group identity, which means, takes values in the Lie group.
The following notions were first introduced in [49]. We follow mostly [43, 63].
Definition (quasi-Lie bialgebra) : A quasi-Lie bialgebra is a triple (g, δg, ϕg), where
g is a Lie algebra, δg denotes the cocommutator and the element ϕg ∈ ∧3g is called the
coassociator. As before, δg is a linear map δg : g → ∧2g, satisfying the cocycle condition.
The coassociator ϕg ∈ ∧3g is defined via the map of the same name ϕg : ∧2g∗ → g, given
via ϕg(ξ, η) = projg[ξ, η]d, which denotes the projection of [ξ, η]d onto g, and has to satisfy
the conditions
Alt(δg ⊗ id) δg(X) = ad(3)X (ϕg) , Alt(δg ⊗ id⊗ id)(ϕg) = 0 , (3.101)
where Alt(x1 ⊗ · · · ⊗ xn) = ∑σ∈Σn sgn(σ)xσ(1) ⊗ · · · ⊗ xσ(n).
On d(g) = g ⊕ g∗ we consider again the following scalar product, using the duality
pairing between g and g∗, 〈 · | · 〉 : g× g∗ → R,
((X, ξ), (Y, η))d = 〈X|η〉+ 〈Y |ξ〉 , X, Y ∈ g , ξ, η ∈ g∗. (3.102)
Then the Lie brackets for the classical quasi-(Drinfeld) double d(g) are given by9
[X, Y ] = f(X,X) , [ξ, η] = δ∗g(ξ, η) + ϕg(ξ, η) , [X, ξ] = ad∗ξ X − ad∗X ξ , (3.103)
where we denoted the Lie algebra structure on g by f : ∧2g → g. The classical quasi-
(Drinfeld) double is itself again a quasi-Lie bialgebra. We clearly see that a quasi-Lie
bialgebra becomes a Lie bialgebras for ϕg = 0. In order to express these brackets in a more
familiar form, consider a basis of g and g∗, i.e., {τi} and {ξi}, with 〈τi|ξj〉 = δji . Then we
write again
[τi, τj]d = [τi, τj]g = f kij τk (3.104)
and with δg(τi) = c jki τj⊗τk we still get from the relation 〈δg(X)|ξ⊗η〉 = 〈X|δ∗g(ξ, η)〉 =
〈X|[ξ, η]g∗〉
[ξi, ξj]d = δ∗g(ξi, ξj) + ϕg(ξi, ξj) = [ξi, ξj]g∗ + ϕg(ξi, ξj) = c
ij
k ξ
k + ϕg(ξi, ξj) . (3.105)
9Note, that we have used an extra minus sign in the definition of the mixed brackets [X, ξ], compared
with [43], in order to match our definition used for the Lie bialgebras, i.e., Eq.(3.31).
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Now, what is ϕg(ξi, ξj)? Per definition, we have ϕg(ξi, ξj) ∈ g and thus we can write
ϕg(ξi, ξj) = ϕg(ξi, ξj)k τk. We see that ϕg(ξi, ξj) captures the g - contribution of [ξi, ξj]d.
Thus, we write
[ξi, ξj]d = c ijk ξk + ϕijk τk (3.106)
and the relationship between the map ϕg : ∧2g∗ → g and ϕg ∈ ∧3g becomes clear. As
an element of ∧3g we can write ϕg = 16ϕijk τi ∧ τj ∧ τk and see that its components are also
the components of ϕg seen as a map from ∧2g∗ to g, i.e.
ϕg(ξ, η) ≡ ϕg(ξ, η, · ) = 16 ϕ
ijk (τi ∧ τj ∧ τk)(ξ, η, · ) = ϕijk τi(ξ)τj(η) τk
= ϕijk ξi ηj τk , (3.107)
where the action of g on g∗ is defined as usual via X(ξ) ≡ ξ(X). For the mixed brackets
we obtain the same result as in the Lie bialgebra case and we get the following brackets
for the double d(g)
[τi, τj]d = f kij τk , [ξi, ξj]d = c
ij
k ξ
k + ϕijk τk , [τi, ξj]d = c jki τk − f jik ξk . (3.108)
We just mention that quasi-Lie bialgebra structures for a Lie algebra g are in one to one
correspondence with so-called Manin quasi-triples (d, g, h), where d denotes the double
g ⊕ h, g is the Lie algebra and h is the complement of g in d, which is not necessarily a
Lie subalgebra. Remember, that in the Lie bialgebra case g∗ was a Lie subalgebra. The
so-called standard Manin pair for a Lie algebra g is given by δg = 0 and ϕg = 0 with
brackets
[X, Y ] = f(X, Y ) , [ξ, η] = 0 , [X, ξ] = − ad∗X ξ . (3.109)
In this case we have g∗ = h. Furthermore, let us mention already that the classical quasi-
double d(su(2)) with trivial cocycle δsu(2) = 0 and coassociator ϕijksu(2) = εijk is isomorphic
to so(4) and hence, is exactly the right analog of the classical double d(su(2)) ∼= sl(2,C)
we were looking for to study the Λ > 0 case. We will discuss this in more detail below.
If the Lie algebra g has an invariant, non-degenerate symmetric bilinear form, we can
identify g∗ with g and construct a quasi-Lie bialgebra on d = g⊕g using the scalar product
((X1, X2), (Y1, Y2))g⊕g = 〈X1|Y1〉 − 〈X2|Y2〉 . (3.110)
This is the situation appropriate for the isomorphism we mentioned earlier, namely
so(4) ∼= su(2)⊕ su(2). One embeds g into d by the diagonal embedding ∆ : X 7→ (X,X)
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and the isotropic complement is given by the anti-diagonal embedding, i.e., g− = ∆−(g),
with ∆− : X 7→ (X,−X). This gives in general a Manin quasi-triple (d, g, g−), since
g− is not a Lie subalgebra. The cocommutator δd vanishes, because [g−, g−] ⊂ g. The
coassociator in this case can be calculated via the anti-symmetric and ad - invariant map
ϕd : (X, Y, Z) 7→ 14〈[X, Y ]|Z〉.
The canonical r - matrix for a quasi-Lie bialgebra takes the same form as before
and we can write it in a basis as rd = Xi ⊗ ξi. The difference, of course, is that this
canonical r - matrix is not a classical r - matrix in the sense that it generally does not
satisfy the classical Yang-Baxter equation. In fact, with the right normalizations, this r -
matrix satisfies Jrd, rdK = ϕd and its symmetric, ad - invariant part is the Casimir element
t = Ω = Xi ⊗X i.
Now, let us consider the important notion of twisting. This operation on the (quasi-)
Lie bialgebra level has its analogs both at the group level, as well as in the quantum theory,
where it was first studied. A twist can be seen as some kind of gauge transformation of
the quasi-Lie bialgebra in the sense that all quasi-Lie bialgebras that correspond to the
same Manin pair (d, g), are related by a twist transformation. A twist is simply given by
an element χ ∈ ∧2g and is used to transform the cocommutator and the coassociator of a
quasi-Lie bialgebra (g, δg, ϕg) as follows
δχg (X) = δg(X) + ad
(2)
X (χ) , ϕχg = ϕg − Alt(δg ⊗ id)(χ) + Jχ, χK . (3.111)
The notion of twisting becomes especially relevant when there exist inequivalent isotropic
complements to g in d. From Eq.(3.111) we see that an ad - invariant twist χ leaves the
cocommutator invariant. Furthermore, at the level of Lie bialgebras, i.e., ϕg = 0, we can
consider so-called Drinfeld twists, χD ∈ ∧2g, which are twists such that
Alt(δg ⊗ id)(χD) = JχD, χDK . (3.112)
These are the twists that leave the category of Lie bialgebras invariant, since they give
ϕχDg = ϕg. However, Eq.(3.112) is quite a strong restriction on the allowed twists. Quasi-
Lie bialgebras, and analogously quasi-Hopf algebras in the quantum theory, are precisely
of interest because they allow for this larger class of twist transformations.
The canonical r - matrix of a quasi-Lie bialgebra transforms simply as rχ = r + χ
under twisting. Furthermore, given a general twist χ = χij Xi ⊗ Xj the general formula
for the transformation of the dual basis is given by
ξiχ = ξi + χij Xj . (3.113)
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If we consider a general twist for g = su(2), we can write with χ = χij τi⊗τj ∈ ∧2su(2),
χ = χ1 τ2 ∧ τ3 + χ2 τ3 ∧ τ1 + χ3 τ1 ∧ τ2 = ε jki χi τj ⊗ τk , χij = εijk χk (3.114)
and use this χ to study all the possible twist equivalent quasi-Lie bialgebras for su(2).
For example, we can apply the twist χ to d(su(2)) ∼= iso(3), with δiso(3) = 0 = ϕiso(3), using
Eq.(3.111), to find that
δχ(Y ) = δiso(3)(Y ) + ad(2)Y (χ) = [Y ⊗ id+ id⊗Y, χ] = Y iχj (τi ∧ τj) = Y ∧ (χjτj) (3.115)
and a lengthy calculation gives
ϕχ = ϕiso(3) − Alt(δiso(3) ⊗ id)(χ) + Jχ, χK = Jχ, χK = (δijχiχj) τ1 ∧ τ2 ∧ τ3 . (3.116)
If we apply a second twist λ to δχ and ϕχ one finds
δλ◦χ(Y ) = δχ(Y ) + ad(2)Y (λ) = [Y ⊗ id+ id⊗Y, χ+ λ] = Y ∧ ((χ+ λ)jτj) (3.117)
and we see that in order to get back to δiso(3) = 0, we must choose λ = −χ. For the
coassociator we find with ϕ ≡ τ1 ∧ τ2 ∧ τ3,
ϕλ◦χ = ϕχ − Alt(δχ ⊗ id)(λ) + Jλ, λK
= (δijχiχj)ϕ − Alt(δχ ⊗ id)(λ) + (δijλiλj)ϕ
= (δijχiχj)ϕ + 2 (δijχiλj)ϕ + (δijλiλj)ϕ , (3.118)
where we used another lengthy calculation that shows that
Alt(δχ ⊗ id)(λ) = (−2)(δijχiλj)ϕ . (3.119)
From this we see that again for λ = −χ, we do get back ϕiso(3) = 0, which is of course
just a special case of the fact that χ and −χ are inverse twists.
Now, if we go back to our example d(su(2)) ∼= su(2) + an(2,R)± ∼= sl(2,C) from section
3.2, one can easily show that the cocommutator δsl(2,C) can be obtained via a simple twist
from the “flat case” (Λ = 0), d(su(2)) ∼= iso(3). The relevant twist is given by the
antisymmetric part of the standard r - matrix for d(su(2)) ∼= sl(2,C), i.e.,
χ = ±(τ2 ∧ τ1) = rˆ± . (3.120)
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Plugging this twist into Eq.(3.111) we find with δiso(3) = 0 = ϕiso(3)
δχ(X) = ad(2)X (χ) = [X, rˆ±] = δsl(2,C)(X) , ϕχ = Jχ, χK = (δijχiχj)ϕ 6= ϕsl(2,C) ,
(3.121)
where we used that Alt(δiso(3) ⊗ id)(χ) = 0. Now, this shows clearly, that we can get
δsl(2,C)(X), but there is no way, except for χ = 0, to keep ϕsl(2,C) = 0. Hence, we find
that indeed iso(3) and sl(2,C), as doubles of su(2), are not twist equivalent. Similarly,
Eq.(3.115) and Eq.(3.116) show clearly that for every twist χ with ‖χ‖2 = (δijχiχj) = 1
we obtain ϕχ = ϕ = τ1 ∧ τ2 ∧ τ2, which is the correct coassociator for d(su(2)) ∼= so(4),
however, we can never get δχ = 0 for non-trivial χ. Hence, so(4) is not twist equivalent
to iso(3). Similarly, one shows that it is not possible to find a twist between so(4) and
sl(2,C). Finally, we want to mention that twist equivalence of quasi-Lie bialgebras, or
their corresponding quasi-Hopf algebras, translates to an equivalence of their representa-
tion categories as monoidal- or quasi-tensor categories [61]. This we should keep in mind
when studying representations of certain (quasi-) Hopf algebras at different values of the
deformation parameter in chapter 4.
Next, we will consider the exponentiated version of the quasi-Lie bialgebras, which
leads us to so-called quasi-Poisson Lie groups as symmetries of quasi-Poisson manifolds,
where the quasi-Poisson structures are generalized in a precise sense, such that the Jacobi
identity may be violated. We follow mainly [43, 44, 45].
Definition (quasi-Poisson structure) : A quasi-Poisson structure on a Lie group
G is defined by a multiplicative bivector PG and an element ϕ ∈ ∧3g such that
1
2 [PG, PG] = ϕ
R − ϕL and [PG, ϕL] = 0 , (3.122)
where [PG, PG] denotes the Schouten bracket of PG and ϕL,R are the left- and right-
invariant multivector fields associated with ϕ.
Given the canonical r - matrix of a quasi-Lie bialgebra g, with double d(g), i.e., rd =
Xi ⊗ ξi ∈ d⊗ d, one defines the associated quasi-Poisson bivector via
PD ≡ rLd − rRd . (3.123)
The notation D, or (D,G), denotes the group pair associated with the quasi-Lie bialge-
bra double (d(g), g, h). The bivector PD vanishes at the identity, exactly like in the Poisson-
Lie group case, i.e., PD(e) = 0. Furthermore, one can show that the multiplication of the
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doubleD, i.e., µD : D×D → D, is a quasi-Poisson map, i.e., {f1◦µD, f2◦µD} = {f1, f2}◦µD
and µD ∗(PD×D) = PD.
Definition (quasi-Poisson manifold) : A quasi-Poisson manifold is a G-manifold
M with an invariant bivector field PM ∈ C∞(M,∧2TM) such that [PM , PM ] = φM , where
φM is the Cartan 3-form field on M . The quasi-Poisson bracket {f, g} ≡ PM(df, dg)
does not satisfy the Jacobi identity in general, however, it holds that Jac(f1, f2, f3) =
2φM(df1, df2, df3). Furthermore, the G - action map Φ : G ×M → M , (g,m) 7→ g.m is a
quasi-Poisson map for any quasi-Poisson manifold (M,PM).
In section 3.4 we will consider two examples to better illustrate quasi-Poisson structures
and quasi-Poisson manifolds, but first, we want to discuss the notion of fusion. The process
of fusion is a new feature of Hamiltonian quasi-Poisson manifolds with a G - action10, which
is necessary because simply taking the direct product of two quasi-Poisson manifolds with
the product Poisson structure does not satisfy the so-called moment map condition. The
process of fusion guarantees that the product manifold is again a proper Hamiltonian quasi-
Poisson manifold with the appropriate G - action. Fusion becomes necessary when we have
a G×G - manifold M and we want to fuse the two factors to get a G - action on M .
Definition (Fusion) : Fusion defines a quasi-Poisson G - structure for the diagonal
action of the quasi-Poisson G×G - manifold (M,PM,G×G) via the quasi-Poisson bivector
Pfus ≡ PM,G×G −ΨM , (3.124)
where ΨM denotes the image of Ψ = 12 e
1
a ∧ e2a ∈ ∧2(g ⊕ g) under the G × G - action
map. Given the two components of the moment maps for the G×G - action, Φ1 and Φ2,
one gets the moment map for the G - action via Φ = Φ1Φ2.
If we have two quasi-Poisson G - manifolds (M1, P1) and (M2, P2), we can construct
a quasi-Poisson G - manifold on M1 ×M2, with respect to the diagonal G - action and
with bivector (P1 + P2)fus. We denote this fusion product of quasi-Poisson manifolds by
M1 ~M2.
In the next section we will briefly comment on the importance of the fusion product
when studying the moduli space of flat connections on a Riemann surface Σg,n. However,
since we will not directly use fusion ourselves in the following sections, we refer to [44, 45]
for further information.
10We have not introduced the notion of quasi-Hamiltonian G - manifolds, which have associated with
the group action a group valued moment map.
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3.4 Loop Quantum Gravity with Λ > 0 – SO(4) as a
deformed quasi-phase space
We are going to apply now what we have learned about quasi-Lie bialgebras to study
the case of Euclidean 3d gravity with a positive cosmological constant, which has SO(4)
symmetry. The Loop quantum gravity approach has certain similarities with the so-called
combinatorial quantization of Chern-Simons theory in 3 dimensions [27, 28], but there are
also differences. The same is true about the mathematical work in [45] and [46] on the
classical aspects of the system. What they all have in common is the final object they try
to describe, which is the so-called moduli space of flat connections on a 2-manifold Σ
for structure group G = SU(2). From the gravity perspective and in physics language this
object is called the physical phase space of the system, which means that all the constraints
are dealt with. Another similarity of all three approaches is that their starting point is a
finite dimensional system. It is known that the moduli space of flat connections for a 2-
surface Σ is a finite dimensional manifold, but when starting from gravity, or Chern-Simons
theory, the starting point is a field theory with infinitely many degrees of freedom. The
way how the three approaches deal with the transition from the field theory picture to their
finite dimensional picture is what distinguishes them. Whereas in Loop quantum gravity
we consider graphs Γ embedded in Σ dual to a triangulation of Σ, the graphs used in the
approaches [27, 28] and [45, 46] are related to a topological object, called the fundamental
group of the 2-surface pi1(Σ). Thus, the graphs in Loop quantum gravity can in general be
bigger, or more refined than the graphs associated with pi1(Σ). In some sense, the graphs
coming from pi1(Σ), for example from a so-called pants decomposition of Σ, are the minimal
graphs that are necessary to capture the full topology of Σ11. This approach works in three
dimensions, but has its limitations in higher dimensional situations. The Loop quantum
gravity approach, however, is applicable to four dimensions (and higher) as well, since the
graph Γ can still be associated with a triangulation (or more general discretization) of a
3-manifold, not just a 2-manifold. These larger graphs are then capable of measuring at
least a finite number of the (local) degrees of freedom of the gravitational field. Another
difference between the Loop quantum gravity approach and the other two is the order of
reduction and quantization. In Loop quantum gravity we do not consider flat connections
from the outset and then quantize the already reduced space of those flat connections, as
is done in the other two approaches. Instead, we start with an auxiliary space of a priori
general connections and impose gauge invariance and flatness in the quantum theory.
11For simplicity we have denoted our 2-manifold Σ. One can make explicit the number of holes (genus,
g) and boundary components (punctures p) by writing Σg,p. This is also called a Riemann surface.
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The work in [45, 46], using quasi-Poisson-Lie group structures, can be seen as a gen-
eralization of the Fock-Rosly description of the moduli space [72], which used Poisson-Lie
group structures for semi-simple complex gauge groups, to the case of compact gauge
groups, such as SU(2). The main result of [45, 46] is a (finite dimensional) description of
the symplectic structure on the moduli spaces of flat connections on a Riemann surface
M(Σg,p) as a fusion product of g copies of the double D(G) = G×G, where G is a compact
Lie group, and p conjugacy classes C ⊂ G = SU(2). As mentioned before, it is here, where
fusion is used in this approach12. If Σg,p is a smooth 2-dimensional orientable manifold of
genus g and p boundary components, the moduli spaceM(Σg,p) = Aflat(Σg,p)/Gres(Σg,p)
is isomorphic to
Hom(pi1(Σg,p), G)/G = (D(G)~ · · ·~D(G)︸ ︷︷ ︸
g
~G~ · · ·~G︸ ︷︷ ︸
p
) / G , (3.125)
where
Hom(pi1(Σg,p), G) =
{
(a1, · · · , a2g, b1, · · · , bp) ∈ G2g+p :
∏
j
[aj, aj+1]
∏
k
bk = idG
}
.
(3.126)
We see, that in this description of M(Σg,p) one uses the G - manifolds D(G) and
C ⊂ G. In the Loop quantum gravity approach, however, we will have to consider the
G×G - manifold D(G) to define our auxiliary Hilbert space. We will investigate this space
in more detail in section 3.4.2. However, let us state here already their groups actions.
D(SU(2)) has the following SU(2) - action
g . (h1, h2) = (gh1g−1, gh2g−1) (3.127)
and D(SU(2)) is defined as having the SU(2)× SU(2) - action
(g1, g2) . (h1, h2) = (g1h1g−12 , g2h2g−11 ) . (3.128)
In Loop quantum gravity we will consider a graph Γ, which is dual to some triangulation
of the manifold Σ, and we want to attach to each link of Γ the double D(SU(2)) =
SU(2)× SU(2) as a deformation of the flat- or Λ = 0 phase space T∗SU(2). Unlike in the
Λ < 0 case, where we could replace T∗SU(2) by SL(2,C) as a phase space, D(SU(2)) =
SU(2)× SU(2) turns out to be a quasi-Poisson manifold, i.e., not a proper phase space in
12In fact, fusion is used in two different instances. First, to obtain the G - manifold D(G) via fusion
from the G×G - manifold D(G) and second to glue the different D(G) together.
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the standard sense. Also let us note already that we will not pay much attention to the fact
that strictly we only have SO(4) ∼= (SU(2)× SU(2))/Z2 and not SO(4) ∼= SU(2)× SU(2).
This means, we consider SO(4) and SU(2)× SU(2) interchangeably.
Now, we want to investigate the quasi-Lie bialgebra structure of su(2), which allows us
to show that d(su(2)) ∼= so(4). Hence, let us first recall the real Lie algebra so(4), usually
given in the following form
[Ji, Jj] = ε kij Jk , [Ji, Kj] = ε kij Kk , [Ki, Kj] = ε kij Jk , (3.129)
where the Ji are the generators of rotations of a three dimensional subspace of R4 and
the Ki, the so-called Euclidean boosts, are simply the remaining 3 rotations involving the
“time - direction”. Hence, we think in terms of coordinates of R4 given by (0, 1, 2, 3) =
(t, x, y, z) and the metric is given by δIJ = (1, 1, 1, 1). The main difference between so(4)
and sl(2,C)R, besides the fact that so(4) is compact and sl(2,C)R is non-compact, is that
so(4) is not a semi-simple Lie algebra, which can be seen from the Lie algebra isomorphism
so(4) ∼= su(2)⊕ su(2). If we define
Ai ≡ 12 (Ji +Ki) , Bi ≡
1
2 (Ji −Ki) , (3.130)
with inverse Ji = Ai + Bi and Ki = Ai − Bi, one can show that those new generators
satisfy
[Ai, Aj] = ε kij Ak , [Ai, Bj] = 0 , [Bi, Bj] = ε kij Bk . (3.131)
Hence, the Ai and Bi generate indeed two su(2) - Lie-subalgebras, which commute with
each other. Furthermore, one finds that the Ai and Bi are in fact the self-dual and anti-self
dual components of so(4), which can be seen by writing
Mµν =

0 K1 K2 K3
−K1 0 J3 −J2
−K2 −J3 0 J1
−K3 J2 −J1 0
 , (∗M)µν =

0 J1 J2 J3
−J1 0 K3 −K2
−J2 −K3 0 K1
−J3 K2 −K1 0
 , (3.132)
where we used the definition (∗M)µν ≡ 12 ε ρσµν Mρσ. Note, that in the Euclidean case
we have ∗2M = M . The inverse relations are given, of course, by
Ji = (∗M)0i = 12 ε
jk
0i Mjk , Ki = M0i . (3.133)
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The (anti-) self-dual components of M are given via T±µν ≡ α(Mµν ± (∗M)µν), since for
all α ∈ R∗ we have ∗T± = ±T±. We see that for α = ±1/2 we reproduce the expressions
for Ai and Bi in Eq.(3.130)13.
The fact that so(4) is really a direct sum of two Lie subalgebras can be seen as follows14.
Recall that the Lie bracket on the direct sum of two Lie algebras g1 and g2 is given by
[(A1, B1), (A2, B2)]g1⊕g2 = ([A1, A2]g1 , [B1, B2]g2). If we consider now the case g1 = g2 =
su(2), with generators Ai and Bi we have
[(Ai, Ba), (Aj, Bb)]su(2)⊕ su(2) = ([Ai, Aj]su(2), [Ba, Bb]su(2)) = (ε kij Ak, ε cab Bc) . (3.134)
With the relations Ji = Ai + Bi = (Ai, Bi) ∈ su(2)⊕ su(2) and Ki = Ai − Bi =
(Ai,−Bi) ∈ su(2)⊕ su(2) we can show that so(4) is indeed isomorphic to the direct sum
Lie algebra (su(2)⊕ su(2), [ · , · ]su(2)⊕ su(2)), by writing
[Ji, Jj] = [(Ai, Bi), (Aj, Bj)]su(2)⊕ su(2) = ([Ai, Aj]su(2), [Bi, Bj]su(2))
= (ε kij Ak, ε kij Bk) = ε kij (Ak, Bk) = ε kij Jk (3.135)
and similarly
[Ji, Kj] = [(Ai, Bi), (Aj,−Bj)]su(2)⊕ su(2) = ([Ai, Aj]su(2),−[Bi, Bj]su(2))
= (ε kij Ak,−ε kij Bk) = ε kij (Ak,−Bk) = ε kij Kk , (3.136)
[Ki, Kj] = [(Ai,−Bi), (Aj,−Bj)]su(2)⊕ su(2) = ([Ai, Aj]su(2), [Bi, Bj]su(2))
= (ε kij Ak, ε kij Bk) = ε kij (Ak, Bk) = ε kij Jk . (3.137)
Now, if we recall Eq.(3.108), which gave the Lie brackets of the double of a quasi-Lie
bialgebra, and compare those with the Lie brackets of so(4) in Eq.(3.129) we see that
13Note, that there is a similar decomposition into (anti-) self-dual decomposition in the sl(2,C)R case,
which uses Ai = (Ji + iKi)/2 and Bi = (Ji − iKi)/2. However, this decomposition only works over C,
i.e., it only shows that sl(2,C) ↪→ sl(2,C)⊕ sl(2,C) ∼= su(2)C⊕ su(2)C and not sl(2,C) ∼= su(2)⊕ su(2). In
the physics literature this necessary complexification is sometimes not pointed out carefully.
14Remember that the Iwasawa decomposition used for sl(2,C)R is not a direct sum decomposition of
Lie algebras, but only a direct sum decomposition of vector spaces. This has the effect that the mixed Lie
brackets between rotations τi and the an(2,R)± parts κi or λi do not vanish.
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we can identify so(4) and d(su(2)) via τi = Ji, which generate our g = su(2), and the
Euclidean boosts correspond to the dual, i.e., g∗ = su(2)∗ with ξi = δijKj and 〈τi|ξj〉 = δji .
Then Eq.(3.129) becomes
[τi, τj] = ε kij︸︷︷︸
= f kij
τk , [τi, ξj] = ε ji k ξk = − ε jik︸︷︷︸
= f j
ik
ξk , [ξi, ξj] = εijk︸︷︷︸
=ϕijk
τk , (3.138)
and by comparing again with Eq.(3.108) we can readily see that in our case the com-
ponents of the cocycle are zero, i.e., c jki = 0 = c
ij
k , but the components of the coas-
sociator are non-trivial, i.e., ϕijk = εijk 6= 0. The Lie algebra structure of su(2) is
of course given by f kij = ε kij . This shows that the double of the quasi-Lie bialgebra
(su(2), δ = 0, ϕ = τ1∧τ2∧τ3), which is the standard quasi-Lie bialgebra on su(2), is indeed
isomorphic to so(4).
The description of so(4) in terms of the generators τi = Ji and ξi = δijKj corresponds
to the quasi-Lie bialgebra with double d(su(2)) = su(2)⊕ su(2)∗, whereas the generators
Ai and Bi correspond to the description using the bilinear form introduced in Eq.(3.110)
and d(su(2)) = su(2)⊕ su(2). Hence, we see that those two cases correspond merely to a
different choice of basis and not really to different quasi-Lie bialgebra structures. This is
possible because of the scalar product δij, which is simply the (rescaled) Killing form on
su(2) and allows us to identify the Ki with the dual elements to Ji.
Similarly to our statement, that given a Lie bialgebra (g, δg) we can rescale the co-
cycle with some number k ∈ R to get another Lie bialgebra (g, k δg), one can make the
statement that, given a quasi-Lie bialgebra (g, δg, ϕg), we can rescale the coassociator with
some number k ∈ R to get another quasi-Lie bialgebra (g, δg, k ϕg), possibly up to some
compatibility condition for non-trivial cocycles. Thus, we see clearly that the standard
quasi-Lie bialgebra structure on su(2), corresponding to d(su(2)) ∼= so(4), is a smooth
deformation of the Lie bialgebra (su(2), δ = 0, ϕ = 0), corresponding to d(su(2)) ∼= iso(3),
via ϕk = k (τ1 ∧ τ2 ∧ τ3) with k ∈ [0, 1].15
Now, before we consider the exponentiated version(s) of this quasi-Lie bialgebra double,
once as a quasi-Poisson Lie group and once as a quasi-Poisson manifold, we will collect
15We are using the same notation d(g) for the classical double, regardless of whether we consider a Lie
bialgebra structure on g or a quasi-Lie bialgebra structure. This should hopefully not lead to confusions
when we write d(su(2)) ∼= iso(3), d(su(2)) ∼= sl(2,C) and d(su(2)) ∼= so(4), which are obviously not all
isomorphic to each other, but just denote each individually the isomorphisms between the standard Lie
algebras and the corresponding classical doubles, depending on the appropriate cocycles and coassociators.
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a few facts about the Lie group SO(4) and its parametrization in terms of two SU(2)
elements.
In its defining representation an element G of the (real) Lie group of special orthogonal
transformations of R4, commonly denoted as SO(4), is a real 4 × 4 matrix, such that
det(G) = 1 and Gt = G−1. We use coordinates (x0, x1, x2, x3) = (t, x, y, z) for R4 and
call x0 the time direction. The generators of this Lie group were denoted by Ji and Ki
above. We can parametrize each G as G = exp(miJi + niKi), where again, in the defining
representation, the Ji and Ki are 4-dimensional matrices. Using the decomposition in
terms of the Ai and Bi basis, introduced above, every G ∈ SO(4) can be written as
G = exp(miJi + niKi) = exp(aiAi + biBi) = exp(aiAi) exp(biBi) , (3.139)
because we have [Ai, Bj] = 0, but
G = exp(miJi + niKi) 6= exp(miJi) exp(niKi) , (3.140)
since [Ji, Kj] 6= 0. The relation between the components ai, bj and mi, nj is given via
exp(aiAi) = exp((mi + ni)Ai) , exp(biBi) = exp((mi − ni)Bi) , (3.141)
where we used that Ji = Ai + Bi and Ki = Ai − Bi. Now, in order to understand
the homomorphism between SO(4) and SU(2)× SU(2), note that there exists a similarity
transformation U , such that we can always write
G = exp(aiAi + biBi) = U(exp(aiτi)⊗ exp(biτi))U−1 , (3.142)
where exp(aiτi) and exp(biτi) are two SU(2) elements in terms of our standard basis τi
of su(2). Also note, that this similarity transformation does not depend on the coordinates
ai and bi and is in fact just a particular constant matrix.
This means that to everyG ∈ SO(4) we can associate two SU(2) elements and we usually
write G = (g1, g2), implying the use of the similarity transformation U . In particular, one
finds that the elements with ~a = ~b, i.e., thoseG such thatG = (g, g), the so-called diagonal
elements, correspond to the elements with ~m = ~a and ~n = 0. These are those rotations
that leave the time direction invariant. On the other hand, elements with ~b = −~a, i.e.,
G such that G = (g, g−1), the so-called anti-diagonal elements, correspond to those
transformations with ~m = 0 and ~n = ~a. These are the Euclidean boosts that transform
the time direction.
62
Thus, for a general element G = (g1, g2), we write for a rotation of the 3d subspace
GR = (g, g), and for a Euclidean boost GB = (h, h−1). This gives rise to an Iwasawa like
decomposition, which means that for every G = (g1, g2) there exist GR and GB such that
we can write
G(~a,~b) = (g1, g2) = (exp(~a · ~τ), exp(~b · ~τ))
= (g, g)(h, h−1) = (exp(~c · ~τ), exp(~c · ~τ))(exp(~d · ~τ), exp(−~d · ~τ))
= G(~c,~c)G(~d,−~d) = GRGB , (3.143)
where g1(~a) = g(~c)h(~d) ∈ SU(2) and g2(~b) = g(~c)h(−~d) ∈ SU(2). The vectors ~a and ~b
can be explicitly related to the vectors ~c and ~d via the group multiplication law in SU(2),
as we will use below. Analogously, on can of course also decompose G as G = G˜B G˜R.
Clarifying the interpretation of this decomposition is important for two reasons. First,
if we want to think of the double D(SU(2)) as a deformed version of the flat phase space
T∗SU(2), we would like to interpret one SU(2) element as the holonomy along the link such
that it corresponds to the parallel transport map from the source node of the link to the
target node. This is the same interpretation as in the flat case. The second SU(2) element
is to be interpreted as the conjugate variable or the deformed flux. This is different from
the flat case, where the flux is an element of su(2). Hence, we would like to describe the
holonomy in terms of elements of the form (g, g) and the fluxes as anti-diagonal elements
(h, h−1). We will consider the appropriate quasi-Poisson structure in the next section.
Secondly, if we want to think of the double D(SU(2)) as the symmetry of the system in
terms of quasi-Poisson Lie groups, for example, in a discretized setting, we do not have to
consider the quasi-Poisson structures encountered in section 3.3, which makeD(SU(2)) into
a quasi-phase space, but we have to consider the quasi-analog of the Drinfeld double. The
Poisson brackets of this quasi-Drinfeld double will be much simpler than in the SL(2,C)
case, because the canonical “r - matrix” t, associated with the standard quasi-Lie bialgebra
structure of su(2), is symmetric and leads to vanishing quasi-Poisson brackets Eq.(3.45).
Now, as in the Λ = 0 case, the picture we have in mind with the variables GR and
GB from above is the following. We consider a graph Γ, whose links carry now the double
D(SU(2)) as our quasi-phase space, instead of the cotangent bundle T∗SU(2) or SL(2,C).
We think of the diagonal elements (g, g) as our holonomies along the link and the anti-
diagonal elements (h, h−1) as their conjugate (deformed) fluxes. Remember, that in their
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4-dimensional representation the elements (g, g) correspond to rotations of the 3D subspace
and the elements (h, h−1) correspond to the (Euclidean) boosts. Hence, if we are interested
in the “flat” limit, where the flux sector becomes undeformed, we should consider the
logarithmic coordinates of the h in (h, h−1), i.e., the vector ~n in h±1 = exp(±niτi). The
SU(2)× SU(2) - symmetry of our system is discretized such that we have local SU(2)
gauge transformations associated with the nodes of the graph and another set of SU(2)
transformations (the deformed translations), associated with the faces bounded by the
links of the graph. These symmetries are best understood in terms of the coordinates we
have studied in section 2.1.1. In both cases we have group valued moment maps as the
generators of our symmetries. At the nodes of the graph we require the fluxes to satisfy
n∏
i=1
(GB)i = idSO(4) ⇔
n∏
i=1
hi = idSU(2) , (3.144)
where n gives the number of links meeting at the node and (GB)i = (hi, h−1i ). Similarly,
we impose the (deformed) flatness constraint at the faces via
f∏
i=1
(GR)i = idSO(4) ⇔
f∏
i=1
gi = idSU(2) , (3.145)
where we denote by f here the number of links bounding the face and (GR)i = (gi, gi).
We see that we have a nice duality between the two sectors in this case, cf. [48]. Further-
more, we will get back to study this setting for a 3-valent node in section 3.4.3, which will
show nicely, how the q root of unity fusion rules in the quantum theory can be understood
from these types of group valued Gauss constraints.
3.4.1 Quasi-Poisson brackets for the conjugacy classes of SU(2)
We will now consider the quasi-Poisson brackets for the conjugacy classes of SU(2) with the
quasi-Poisson structure introduced in [44, 45] and which were studied in a Loop quantum
gravity context already in [47]. Those variables are interpreted as the deformed fluxes
and are associated with the links meeting at a node. We include our calculation here to
show how to reproduce some of the results presented in [47]. We furthermore extend those
results by calculating the brackets for the holonomy components, which also serves as a
preparation for the calculations on the double D(SU(2)) in section 3.4.2.
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We start with the (left-) conjugation action of SU(2) on itself, i.e., SU(2)× SU(2) →
SU(2), (g, h) 7→ ghg−1, and the corresponding bivector field
PG ≡ α2 (e
R
a ∧ eLa ) , α ∈ R , (3.146)
where the eR,La denote the right- and left invariant vector fields generated by τa ∈ su(2),
respectively, and the τa are the standard su(2) generators satisfying [τi, τj] = ε kij τk. The
quasi-Poisson bracket for two functions f1, f2 : SU(2)→ C is then given by
{f1, f2}(h) = PG(df1, df2)(h) = α2 (e
R
a ∧ eLa )(df1, df2)(h) . (3.147)
Note, that the generating vector fields ξ#(h) of the following left actions are related to
the left- and right-invariant vector fields as follows
(g, h) 7→ g.h , ξ#(h) ≡ d
dt
∣∣∣∣∣
t=0
(exp(−tξ), h) = d
dt
∣∣∣∣∣
t=0
exp(−tξ).h = −ξh = −ξR(h) ,
(3.148)
(g, h) 7→ h.g−1, ξ#(h) ≡ d
dt
∣∣∣∣∣
t=0
(exp(−tξ), h) = d
dt
∣∣∣∣∣
t=0
h. exp(tξ) = hξ = ξL(h) . (3.149)
Here we have g = exp(ξ), ξ ∈ su(2) and ξL,R denotes the left- and right invariant vector
fields associated with ξ ∈ su(2). In particular, we have
eLa (h) = hτa , eRa (h) = τah . (3.150)
Now, we are interested in calculating the quasi-Poisson brackets of the coordinate func-
tions fij : SU(2) → C, given via fij(h) = hij, which give the matrix-group elements and
satisfy det(h) = 1 and f¯22 = f11 and f¯21 = −f12, i.e.,
{fij, fkl}(h) = α2 (e
R
a ∧ eLa )(dfij, dfkl)(h) (3.151)
= α2
(
(eRa )(dfij)(eLa )(dfkl)− (eRa )(dfkl)(eLa )(dfij)
)
(h) .
In this case we have
(eRa )(dfij)(h) = −
d
dt
∣∣∣∣∣
t=0
fij(exp(−tτa).h) = − d
dt
∣∣∣∣∣
t=0
(exp(−tτa))imhmj
= (τa)imfmj(h) (3.152)
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and similarly
(eLa )(dfkl)(h) =
d
dt
∣∣∣∣∣
t=0
fkl(h. exp(tτa)) =
d
dt
∣∣∣∣∣
t=0
hkn(exp(tτa))nl
= fkn(h)(τa)nl . (3.153)
We used that fij(a.b) = fik(a)fkj(b), where summation over k is understood. Thus, we
find
{fij, fkl}(h) = α2
(
(eRa )(dfij)(eLa )(dfkl)− (eRa )(dfkl)(eLa )(dfij)
)
(h)
= α2 ((τa)imfmj(h) fkn(h)(τa)nl − (τa)kmfml(h) fin(h)(τa)nj) . (3.154)
Now, in order to simplify this expression, note that we can express the components of
the su(2) generators
τ1 =
1
2i
(
0 1
1 0
)
, τ2 =
1
2i
(
0 −i
i 0
)
, τ3 =
1
2i
(
1 0
0 −1
)
(3.155)
as follows
(τ1)ij =
1
2i εij (−1)
j , (τ2)ij = −12 εij , (τ3)ij =
1
2i δij (−1)
i+1 (3.156)
and thus we get
(τ1)im(τ1)nl =
( 1
2i
)2
εim εnl (−1)m+l = (−1)
m+l+1
4 (δinδml − δilδmn) , (3.157)
(τ1)km(τ1)nj =
( 1
2i
)2
εkm εnj (−1)m+j = (−1)
m+j+1
4 (δknδmj − δkjδmn) , (3.158)
(τ2)im(τ2)nl =
(
−12
)2
εim εnl =
1
4 (δinδml − δilδmn) , (3.159)
(τ2)km(τ2)nj =
(
−12
)2
εkm εnj =
1
4 (δknδmj − δkjδmn) , (3.160)
(τ3)im(τ3)nl =
( 1
2i
)2
δim δnl (−1)m+l = (−1)
m+l+1
4 δim δnl , (3.161)
(τ3)km(τ3)nj =
( 1
2i
)2
δkm δnj (−1)m+j = (−1)
m+j+1
4 δkm δnj . (3.162)
66
This leads to
{fij, fkl}(h) = α8
[
fmj(h)fkn(h) εim εnl
(
1− (−1)m+l
)
(3.163)
− fml(h)fin(h) εkm εnj
(
1− (−1)m+j
)
+ fij(h)fkl(h)
(
(−1)j+k − (−1)i+l
)]
,
which can be further simplified to give
{fij, fkl}(h) = α4 [fin(h)fnl(h) δjk − fkn(h)fnj(h) δil] . (3.164)
For a single conjugacy class theses brackets are not yet what we are ultimately inter-
ested in. Hence, their calculation should be seen more of an exercise for the next section.
However, they were an important step for us to understand the mathematical framework
of quasi-Poisson geometry as presented in [44, 45, 47]. In the case for the double D(SU(2)),
however, the functions fij are interpreted as the components of a holonomy and the fact
that the brackets Eq.(3.164) are not zero, is the result of our quasi-Poisson brackets, which
corresponds to Λ 6= 0. Remember, that in the flat case with Λ = 0, where we have the
standard Poisson structure of T∗SU(2), the Poisson brackets of the components of the
holonomy vanish. Now, a more interesting variable to look at is given by the “flux-” or
“logarithmic-” coordinates ai, because they directly correspond to the deformed version of
the fluxes we know from standard Loop quantum gravity. This means, we are interested
in calculating
{ai, aj}(h) = PG(dai, daj)(h) = α2 (e
R
a ∧ eLa )(dai, daj)(h) . (3.165)
We use
eRa (dai)(h) = −
d
dt
∣∣∣∣∣
t=0
ai(exp(−tτa).h) , exp(−tτa).h ≡ exp(ak(t)τk)
= − d
dt
∣∣∣∣∣
t=0
ai(t) (3.166)
and
eLa (daj)(h) =
d
dt
∣∣∣∣∣
t=0
aj(h. exp(tτa)) , h. exp(tτa) ≡ exp(ak(t)τk)
= d
dt
∣∣∣∣∣
t=0
aj(t) (3.167)
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where one should be careful, despite the same notation, not to confuse the ai(t)
in Eq.(3.166), which corresponds to the right-invariant vector field, with the aj(t) in
Eq.(3.167), which corresponds to the left-invariant vector field. We will see below how
they are different, but we did not want to introduce too many different variables.
Now, in order to determine the t-dependent coordinates ai(t), we use the following gen-
eral formula for the SU(2) multiplication of two group elements in terms of their logarithmic
coordinates. We have in the physical convention
exp(ia(nˆ · ~σ)). exp(ib(mˆ · ~σ)) = exp(ic(kˆ · ~σ)) , (3.168)
for unit vectors (nˆ, mˆ, kˆ) and the angles (a, b, c). We prefer the equivalent formula
exp(~n · ~τ). exp(~m · ~τ) = exp(~k · ~τ) , (3.169)
taking the appropriate rescaling into account. Now, one finds that
cos(c) = cos(a) cos(b)− (nˆ · mˆ) sin(a) sin(b) (3.170)
and
kˆ = 1sin(c) (nˆ sin(a) cos(b) + mˆ sin(b) cos(a) − (nˆ× mˆ) sin(a) sin(b)) . (3.171)
Now, if we first express h = exp(ib(mˆ · ~σ)), then we get for the action of the right-
invariant vector field
exp(−tτa).h = exp(−tτa). exp(ib(mˆ · ~σ)) = exp(ia(nˆ · ~σ)). exp(ib(mˆ · ~σ))
= exp(ic(kˆ · ~σ)) = exp(ai(t)τi) (3.172)
with
a = t2 , nˆ
i = δia , ai(t) = −2 c(t) kˆi(t) . (3.173)
Thus, we find, with nˆ · mˆ = δij nˆimˆj = mˆa,
c(t) = arccos
(
cos
(
t
2
)
cos(b) − mˆa sin
(
t
2
)
sin(b)
)
(3.174)
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and
kˆi(t) = 1sin(c(t))
(
δia sin
(
t
2
)
cos(b) + mˆi sin(b) cos
(
t
2
)
− (nˆ× mˆ)i sin
(
t
2
)
sin(b)
)
,
(3.175)
where (nˆ× mˆ)i = εijk nˆj mˆk = εiak mˆk, and thus, finally,
ai(t) = −2 c(t) kˆi(t) (3.176)
= −2 arccos
(
cos
(
t
2
)
cos(b) − mˆa sin
(
t
2
)
sin(b)
)
sin
(
arccos
(
cos
(
t
2
)
cos(b) − mˆa sin
(
t
2
)
sin(b)
)) (3.177)
×
(
δia sin
(
t
2
)
cos(b) + mˆi sin(b) cos
(
t
2
)
− εiak mˆk sin
(
t
2
)
sin(b)
)
,
where the denominator can be simplified, using sin(arccos(x)) =
√
1− x2. A lengthy
but elementary calculation leads to
eRa (dai)(h = exp(ib(mˆ · ~σ))) = −
d
dt
∣∣∣∣∣
t=0
ai(t)
=
((
1 − b cos(b)sin(b)
)
mˆa mˆ
i + δia b
cos(b)
sin(b) − b ε
i
ak mˆ
k
)
. (3.178)
Explicitly analyzing the action of the left-invariant vector field in an equivalent fashion
reveals that the corresponding ai(t) can be obtained from Eq.(3.177) simply by switching
the overall sign, i.e., +2 instead of −2, and mapping mˆ 7→ −mˆ. The result is found to be
eLa (daj)(h = exp(ib(mˆ · ~σ))) =
d
dt
∣∣∣∣∣
t=0
aj(t)
=
((
1 − b cos(b)sin(b)
)
mˆa mˆ
j + δja b
cos(b)
sin(b) + b ε
j
ak mˆ
k
)
. (3.179)
69
Another lengthy but elementary calculation gives, with h = exp(ib(mˆ · ~σ)),
{ai, aj}(h) = PG(dai, daj)(h) = α2 (e
R
a ∧ eLa )(dai, daj)(h)
= α2
3∑
a=1
(
eRa (dai) eLa (daj) − eRa (daj) eLa (dai)
)
(h)
= −2α b2 cos(b)sin(b) ε
ij
k mˆ
k = α b cos(b)sin(b) ε
ij
k a
k(h) , (3.180)
where we used ak(h) = ak(exp(ib(mˆ · ~σ))) = −2b mˆk in the last equality. Now, if we
express h as h = exp(akτk), instead of b and mˆ, then we get b = a/2, where a =
√
akak,
and with α = 1 we reproduce
{ai, aj}(h) = a2 ctg
(
a
2
)
εijk a
k(h) , (3.181)
which is the result found in [47] and where ctg(x) = 1tan(x) =
cos(x)
sin(x) .
Note, that both brackets in Eq.(3.164) and Eq.(3.181) vanish for h = e. Hence, SU(2)
with the quasi-Poisson structure Eq.(3.146) is not a quasi-phase space, i.e., not symplectic,
which is also clear from the fact that the dimension of the manifold SU(2) is three. However,
this does not imply that Eq.(3.146) gives the quasi-Poisson Lie structure for SU(2), which
would be given via the canonical (quasi-) r - matrix and leads to vanishing brackets for
the group elements. Nevertheless, SU(2) with Eq.(3.146) is still a quasi-Poisson manifold
according to the definition from the previous section, following [44]. We will see shortly
that the correct Λ > 0 analog of the phase spaces T∗SU(2) and SL(2,C) as the Heisenberg
double is indeed given by D(SU(2)) = SU(2)× SU(2) with a quasi-analog of the Heisenberg
Poisson structure and non-vanishing brackets at the identity.
3.4.2 Quasi-Poisson brackets for the double D(SU(2))
Before we finally get to investigate the quasi-Poisson structure on the double D(SU(2)) =
SU(2)× SU(2) we want to state again the importance of D(SU(2)) for the Loop quantum
gravity approach. Recall, that D(SU(2)) is defined as having a SU(2)× SU(2) - action,
compared with the manifold D(SU(2)), which has only a SU(2) - action and is used in
the combinatorial description of the moduli space of flat connections, as discussed above,
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cf. Eq.(3.127) to Eq.(3.128). Recall furthermore, that the SU(2) - action on D(SU(2))
is obtained via fusion from the SU(2)× SU(2) - action on D(SU(2)). The reason why we
are interested in D(SU(2)) over D(SU(2)) is the fact that in Loop quantum gravity the
fundamental building blocks of our graph Γ are the individual links l, carrying the phase
space T∗SU(2) (for Λ = 0), with a group element, or holonomy hl[A] that transforms under
gauge transformation as
hl[A] 7→ gs(l) hl[A] g−1t(l) , (3.182)
which is a transformation under SU(2)× SU(2) and not just SU(2). gs(l) and gt(l)
denote here the gauge transformations associated with the source and target node of the
link. Of course, if we close the link by identifying its source node s(l) with its target node
t(l), i.e., creating a closed loop, then this reduces to an SU(2) - action, which is why in the
combinatorial picture, where the graph is associated with the fundamental group pi1(Σ)
of the manifold, it is sufficient to work with D(SU(2)). In the end, the graphs that are
considered in Loop quantum gravity are also closed graphs, which means, there are no
loose ends, since this would render the corresponding (quantum) state gauge variant, but
nevertheless, as basic building blocks, we are interested in open links.
In fact, if we were only interested in D(SU(2)), and if discovered earlier, we could have
greatly benefited from the work [73], where the authors investigated some of the quasi-
Poisson brackets of D(SU(2)) and punctures, carrying coadjoint orbits of SU(2) with the
quasi-Poisson structure discussed in section 3.4.1, albeit they apply a somewhat different
approach. The authors of [73] investigate a certain (quasi-) Poisson structure on Σg,p,
which they show to be equivalent to the quasi-Poisson structure defined in [44]. After
choosing an arbitrary base point for their graph they calculate the corresponding Poisson
brackets for the generators of the fundamental group pi1(Σg,p). Those generators are valued
in the group SU(2) and the corresponding components are denoted by zuij for the puncture
u ∈ {1, 2, · · · , p} and by quij and puij for the handles u ∈ {1, 2, · · · , g}. They find for the
generators on the same link, i.e. u ∈ {1, · · · , p},
{zuij, zukl} = −δkjzuirzurl + zukszusjδil (3.183)
and that the generators encircling different punctures, i.e., any u, v ∈ {1, · · · , p} with
u < v, do not Poisson commute. Considering links associated with the same handle, i.e.,
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u ∈ {1, · · · , g}, they find
{puij, pukl} = −δkjpuirpurl + pukspusjδil ,
{quij, qukl} = δkjquirqurl − quksqusjδil ,
{puij, qukl} = δkjpuirqurl + qukspusjδil − pukjquil + qukjpuil (3.184)
and for punctures and handles with u ∈ {1, · · · , g} and v ∈ {1, · · · , p} they get
{puij, zvkl} = δkjpuirzvrl + zvkspusjδil − pukjzvil − zvkjpuil , (3.185)
{quij, zvkl} = δkjquirzvrl + zvksqusjδil − qukjzvil − zvkjquil . (3.186)
Thus, we see that the brackets needed for the combinatorial description of the moduli
space have been calculated. We will now investigate the case relevant to us and calcu-
late the brackets coming from the quasi-Poisson structure for the double D(SU(2)). We
have to clarify whether they are the same as the brackets above or how they differ. But
since D(SU(2)) is obtained from D(SU(2)) via fusion, which can introduce non-trivial
contributions to the Poisson structure, we do a priori not expect them to have the same
quasi-Poisson brackets.
To be more explicit, recall that we consider D(SU(2)) as the manifold SU(2)× SU(2)
with action
(g1, g2) . (h1, h2) = (g1h1g−12 , g2h2g−11 ) , (3.187)
whereas D(SU(2)) denotes the manifold SU(2)× SU(2) with the (diagonal) action
g . (h1, h2) = (gh1g−1, gh2g−1) = (Adg(h1),Adg(h2)) . (3.188)
The quasi-Poisson bivector for D(SU(2)), according to [44, 45], is given by
PSU(2)× SU(2) =
α
2
(
e1,La ∧ e2,Ra + e1,Ra ∧ e2,La
)
, (3.189)
where we will drop the subscript SU(2)× SU(2) in general. Let us first discuss how
those vector fields in the definition of PSU(2)× SU(2) actually act on functions. Because
it took as a while to understand the exact meaning of PSU(2)× SU(2) and to learn how to
use it for explicit calculations. Note again that there is in general a difference between
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the fundamental vector field, associated with a particular action, and the left- or right-
invariant vector fields, with respect to a certain group action. We can consider the action
in Eq.(3.187) as an action of (g1, g2) = g ∈ SO(4) on (h1, h2) = h ∈ SO(4), i.e.,
µ : SO(4)× SO(4)→ SO(4) , (g, h) 7→ µ(g, h) = (g1h1g−12 , g2h2g−11 ) ∈ SO(4) . (3.190)
Note, however, that this action is neither the standard left-, right- or conjugation
action of SO(4). The action defined via µ in Eq.(3.190) is not the conjugation action in
SO(4) because the inverse factor acts with the two components exchanged, i.e., instead of
Eq.(3.190) the conjugation action is given via g.h.g−1 = (g1h1g−11 , g2h2g−12 ) 6= µ(g, h) =
(g1h1g−12 , g2h2g−11 ).
If we take ξ = (ξ1, ξ2) ∈ so(4) ∼= su(2)⊕ su(2) such that g = exp(ξ) = (g1, g2) =
(exp(ξ1), exp(ξ2)), then by the general definition of a fundamental vector field we get a
vector field on SO(4) via
ξSU(2)× SU(2)(h) =
d
dt
∣∣∣∣∣
t=0
µ(exp(−tξ), h) (3.191)
= d
dt
∣∣∣∣∣
t=0
(exp(−tξ1)h1 exp(tξ2), exp(−tξ2)h2 exp(tξ1))
= (h1ξ2 − ξ1h1, h2ξ1 − ξ2h2) . (3.192)
Next, we consider the two left-actions ϕL,R : SO(4)× SO(4)→ SO(4)
(g, h) 7→ ϕL(g, h) = h.g−1 , (g, h) 7→ ϕR(g, h) = g.h . (3.193)
With g = exp(ξ) we find again a relation between the associated fundamental vector
fields to the actions ϕL,R and the left- and right-invariant vector fields ξL(h) and ξR(h) on
SO(4)
ξL(h) = d
dt
∣∣∣∣∣
t=0
ϕL(exp(−tξ), h) = h.ξ = (h1ξ1, h2ξ2) , (3.194)
− ξR(h) = d
dt
∣∣∣∣∣
t=0
ϕR(exp(−tξ), h) = −ξ.h = (−ξ1h1,−ξ2h2) . (3.195)
Thus, note the difference between the fundamental vector field Eq.(3.192) associated
with the action µ(g, h) and the left- and right- invariant vector fields in Eqs.(3.194, 3.195)
associate with the actions ϕL,R.
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Now, we consider ξ1a = (τa, 0) and ξ2a = (0, τa) to obtain
ξ1,La (h) =
d
dt
∣∣∣∣∣
t=0
ϕL(exp(−tξ1a), h) = (h1τa, 0) , (3.196)
ξ2,La (h) =
d
dt
∣∣∣∣∣
t=0
ϕL(exp(−tξ2a), h) = (0, h2τa) , (3.197)
ξ1,Ra (h) = −
d
dt
∣∣∣∣∣
t=0
ϕR(exp(−tξ1a), h) = (τah1, 0) , (3.198)
ξ2,Ra (h) = −
d
dt
∣∣∣∣∣
t=0
ϕR(exp(−tξ2a), h) = (0, τah2) . (3.199)
Now, one of the problems in understanding how to use the quasi-Poisson structure
as defined by Eq.(3.189) was that we were not entirely sure whether the vector fields
appearing in its definition correspond really just to the left- and right actions of SO(4) on
itself, or whether we have to consider them as somehow explicitly related with the group
action Eq.(3.187) and, if they really correspond simply to the left- and right actions, then
what is the relevance of the explicit action Eq.(3.187)? What would happen if we would
consider a different group action? Would Eq.(3.189) still give the correct quasi-Poisson
structure on D(SU(2))? The simple answer to these questions is yes, the vector fields in
the definition of Eq.(3.189) are really just the left- and right actions. The connection with
the group action Eq.(3.187), or any other action on D(SU(2)), is made via the notion of
“F - relation”, where F denotes an equivariant map with respect to the group action under
consideration16. This notion states that, if we have two (or more) G - manifolds Mi, i.e.,
there are actions ϕi of G on Mi, and a G - equivariant map Fij : Mi → Mj, then the
(fundamental) vector fields ξMi and ξMj are Fij - related, which means that the map Fij
induces a G - equivariant map Fij,∗ : TMi → TMj that relates ξMi to ξMj .
Thus, we continue now with the Eqs.(3.196, 3.197, 3.198, 3.199) and calculate the quasi-
Poisson brackets for the holonomy elements in different coordinates. First, we consider the
“holonomy coordinates” aij, bij : SU(2)× SU(2) → C, defined via aij(h) = aij(h1, h2) =
(h1)ij and bij(h) = bij(h1, h2) = (h2)ij. We want to calculate the following quasi-Poisson
brackets
{aij, akl}(h) , {aij, bkl}(h) , {bij, bkl}(h) (3.200)
16We learned this concept from the lecture notes, http://www.math.toronto.edu/mein/teaching/
LectureNotes/action.pdf, by one of the authors of [44, 45].
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and write for example
{aij, akl}(h) = α2
(
e1,La ∧ e2,Ra + e1,Ra ∧ e2,La
)
(daij, dakl)(h) . (3.201)
Since
aij(ϕL(g, h)) = aij(hg−1) = aij((h1, h2)(g−11 , g−12 )) = (h1g−11 )ij = (h1)im(g−11 )mj (3.202)
and
akl(ϕR(g, h)) = akl(gh) = akl((g1, g2)(h1, h2)) = (g1h1)kl = (g1)kn(h1)nl . (3.203)
we get
(e1,La )(daij)(h) =
d
dt
∣∣∣∣∣
t=0
aij(ϕL(exp(−tξ1a), h)) = (h1)im(τa)mj , (3.204)
(e2,Ra )(dakl)(h) = −
d
dt
∣∣∣∣∣
t=0
akl(ϕR(exp(−tξ2a), h)) = 0 , (3.205)
(e1,Ra )(daij)(h) = −
d
dt
∣∣∣∣∣
t=0
aij(ϕR(exp(−tξ1a), h)) = (τa)im(h1)mj , (3.206)
(e2,La )(dakl)(h) =
d
dt
∣∣∣∣∣
t=0
akl(ϕL(exp(−tξ2a), h)) = 0 , (3.207)
which leads to
{aij, akl}(h) = α2
(
e1,La ∧ e2,Ra + e1,Ra ∧ e2,La
)
(daij, dakl)(h) = 0 . (3.208)
Similarly, due to
(e1,(L,R)a )(dbij)(h) = ±
d
dt
∣∣∣∣∣
t=0
bij(ϕL,R(exp(−tξ1a), h)) = ±
d
dt
∣∣∣∣∣
t=0
(h2)ij = 0 , (3.209)
one finds
{bij, bkl}(h) = 0 . (3.210)
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Finally, together with
(e2,La )(dbkl)(h) = (h2)kn(τa)nl , (e2,Ra )(dbkl)(h) = (τa)kn(h2)nl , (3.211)
we find
{aij, bkl}(h) = α2
(
(e1,La )(daij) (e2,Ra )(dbkl) + (e1,Ra )(daij) (e2,La )(dbkl)
)
(h)
= α2 ((h1)im(τa)mj (τa)kn(h2)nl + (τa)im(h1)mj (h2)kn(τa)nl)
= α2 (a(h)im(τa)mj (τa)knb(h)nl + (τa)ima(h)mj b(h)kn(τa)nl) (3.212)
= α8
(
a(h)imb(h)ml δjk ((−1)m+j − 1) + b(h)kna(h)nj δil ((−1)n+l − 1)
− a(h)ijb(h)kl ((−1)j+k + (−1)i+l)
)
= −α4 (a(h)imb(h)ml δjk + b(h)kna(h)nj δil − a(h)ijb(h)kl) , (3.213)
where we have used again the Eqs.(3.157 - 3.162) in the fourth equality. For the
simplification in the last equality we have used a computer.
Now, note that for h = e we find with aij(e) = δij = bij(e) that
{aij, bkl}(e) = α (τa)ij (τa)kl = −α4 (δim δml δjk + δkn δnj δil − δij δkl)
= −α4 (2 δil δjk − δij δkl) , (3.214)
which can also be written as
{a ⊗, b} (e) =

{a11, b11} {a11, b12} {a12, b11} {a12, b12}
{a11, b21} {a11, b22} {a12, b21} {a12, b22}
{a21, b11} {a21, b12} {a22, b11} {a22, b12}
{a21, b21} {a21, b22} {a22, b21} {a22, b22}
 (e)
= −α4

1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1
 = α (τa ⊗ τa) 6= 0 (3.215)
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and we see that indeed we have a proper quasi-Poisson structure on D(SU(2)), which
is non-degenerate at the identity. Note, however, that if we compare with Eq.(3.212), that
we can not rewrite the whole bracket for h 6= e using the Casimir element t = (τa ⊗ τa),
but we find that, if we were to define the quasi-Poisson structure as,
P˜SU(2)× SU(2) =
α
2
(
e1,La ∧ e2,La + e1,Ra ∧ e2,Ra
)
(3.216)
instead of Eq.(3.189), we still would get {aij, akl}(h) = 0 = {bij, bkl}(h) , but for the
mixed brackets we would find instead of Eq.(3.213)
{aij, bkl}(h) = α2
(
(e1,La )(daij) (e2,La )(dbkl) + (e1,Ra )(daij) (e2,Ra )(dbkl)
)
(h)
= α2 ((h1)im(τa)mj (h2)kn(τa)nl + (τa)im(h1)mj (τa)kn(h2)nl)
= α2 (a(h)im(τa)mj b(h)kn(τa)nl + (τa)ima(h)mj (τa)knb(h)nl)
= α2 ([a⊗ b, τa ⊗ τa]+)ij,kl . (3.217)
This also gives {aij, bkl}(e) = α (τa ⊗ τa) at h = e, but otherwise is different from
Eq.(3.189). Given that we can express this bracket in terms of the Casimir element t =
(τa⊗ τa) it seems appropriate to take the quasi-Poisson structure Eq.(3.216) as the proper
analog of the Heisenberg double to the quasi-setting, instead of Eq.(3.189). Indeed, this is
the structure used in [48]. This way of expressing the quasi-Poisson structure on D(SU(2))
is adapted to the (a, b) - coordinates and comes with the following group action
(g˜1, g˜2) . (h1, h2) = (g˜−12 , g˜−12 )(h1, h2)(g˜1, g˜1) . (3.218)
The action Eq.(3.187) and the quasi-Poisson bivector Eq.(3.189) correspond to the
holonomy and flux variables (h, g), in the notation of [48], which is a different parametriza-
tion of D(SU(2)). The h labels the diagonal elements (h, h) ∈ SU(2)× SU(2) and the g
the anti-diagonal elements (g, g−1) ∈ SU(2)× SU(2).
Now, we know that the a- and b- coordinates are not the coordinates we are mainly
interested in, because they do not transform in a way that allows to interpret them as the
deformation of the cotangent bundle T∗SU(2). The reason is that both SU(2) elements
transform under SU(2)× SU(2), however, we know that the flux sector (even the deformed
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one) ought to transform only under SU(2) only. The reason being, that in the discretized
picture the fluxes are thought of as being attached to the nodes of the graph and hence the
only transform under the gauge transformation associated with that node. The holonomy,
on the other hand, connects two nodes of the graph and hence transforms under both gauge
transformations, one at the source node and the other on the target node. However, we
know how to transform the (a, b) - variables to achieve that. Namely, we are now looking at
the quasi-Poisson brackets of the new variables (u,w) defined by (u,w) = (a, ba), because
they transform like
µ(g, (u,w)) = µ(g, (a, ba)) = (g1ag−12 , g2bg−11 g1ag−12 ) = (g1ug−12 , g2wg−12 ) (3.219)
and thus we see that u transforms as an open holonomy and w as a flux at the target
node Using instead the variable w = ab for the flux, one finds that this flux transforms at
the source node, i.e., w 7→ g1wg−11 . We want to calculate first the brackets
{uij, wkl}(h) , {wij, wkl}(h) , (3.220)
where it is clear from {aij, akl} = 0 that {uij, ukl}(h) = 0. We also want to consider
the coordinates wi defined via w = ba = exp(wiτi) and then calculate
{uij, wk}(h) , {wi, wj}(h) . (3.221)
We use
(e2,Ra )(dwkl)(h) = (τa)ksw(h)sl , (3.222)
(e1,La )(dwkl)(h) = w(h)ks(τa)sl , (3.223)
(e2,La )(dwkl)(h) = (h2)ks(τa)st(h1)tl = w(h)kr(h−11 τah1)rl
= w(h)kr(Adu(h)−1(τa))rl , (3.224)
(e1,Ra )(dwkl)(h) = (h2)ks(τa)st(h1)tl = (e2,La )(dwkl)(h) (3.225)
to find
{uij, wkl}(h) = α2 ((h1)im(τa)mj(τa)ks(h2)sr(h1)rl + (τa)in(h1)nj(h2)ks(τa)st(h1)tl)
= α2
(
u(h)im(τa)mj(τa)ksw(h)sl + (τa)inu(h)nj(wu−1)(h)ks(τa)stu(h)tl
)
= −α4 (u(h)ilw(h)kj − u(h)ijw(h)kl + u(h)irw(h)rl δjk) , (3.226)
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where we have used that h2 = b(h) = (wu−1)(h) = w(h)u−1(h) = h2h1h−11 and the last
equality was again confirmed using a computer. Furthermore, we find
{wij, wkl}(h) = α2 (w(h)is(τa)sj(τa)ktw(h)tl − w(h)ks(τa)sl(τa)itw(h)tj) (3.227)
which, as we know from above, equals
{wij, wkl}(h) = −α4 (w(h)inw(h)nl δjk − w(h)knw(h)nj δil) . (3.228)
This is a very nice results, because it shows us that the flux sector corresponds to
the fluxes calculated in the conjugacy class case in section 3.4.1. Furthermore, we know
directly that the brackets for wi are given by
{wi, wj}(w) = −α2
w˜
2 ctg
(
w˜
2
)
εijk w
k , (3.229)
with w = exp(wiτi) and w˜ =
√
wiwi. For the remaining bracket a lengthy calculation
gives at h = w = exp(wkτk)
{uij, wk}(w) = α2
(
(uτa)ij(e2,Ra )(dwk) + (τau)ij(e2,La )(dwk)
)
(w) (3.230)
= α2
(
uim(τa)mj
(
κ wˆawˆ
k + ν δka + εkal λl
)
+ (τa)imumj(e2,La )(dwk)
)
,
with w˜ =
√
wlwl and
κ = 1− ν , ν = w˜2 ctg
(
w˜
2
)
, λl = w
l
2 . (3.231)
Note, that it is much harder to calculate the term (e2,La )(dwk) explicitly, compared with
(e2,Ra )(dwk), which was already quite complicated. The reason is that we have to use the
SU(2) group multiplication law twice for the logarithmic coordinates. While for
(e2,Ra )(dwk)(h1, h2) = −
d
dt
∣∣∣∣∣
t=0
wk(exp(−tτa)h2 h1) = − d
dt
∣∣∣∣∣
t=0
wk(exp(−tτa)w(h1, h2))
(3.232)
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we can just use the result from the calculation for the conjugacy classes Eq.(3.178), for
(e2,La )(dwk) we have to calculate
(e2,La )(dwk)(h1, h2) =
d
dt
∣∣∣∣∣
t=0
wk(h2 exp(tτa)h1) , (3.233)
which means we have to rewrite the product h2 exp(tτa)h1 as h2 exp(tτa)h1 =
exp(wa(t) τa). We do not include this here explicitly, but just point out that one can
alternatively relate (e2,La )(dwk) and (e2,Ra )(dwk) via
(e2,La ) = Adh2(e2,Ra ) , (3.234)
which can be used to determine the correct small curvature limit of those brackets. We
know already that the flux brackets give back {wi, wj} = εijk wk, with α = −2, because
for small w˜, or large radius R in w˜
R
, we get
ν = w˜2 ctg
(
w˜
2
)
≈ 1− w˜
2
12 +O(w˜
4) , κ = O(w˜2) . (3.235)
We furthermore showed that {uij, ukl} = 0 and with Eq.(3.235) and Eq.(3.234) we have
{uij, wk}(w) = α2
(
uim(τa)mj
(
δka + εkal λl +O(w˜2)
)
+ (τa)imumj (e2,La )(dwk)(h)
)
= α2
(
uim(τa)mj δka
)
+O(w˜)
= α2 (uτk)ij +O(w˜) (3.236)
Hence, we see that we reproduce the correct brackets of T∗SU(2) in the left-trivialization
in the flat limit, i.e.
{uij, ukl} = 0 , {wi, wj} = εijk wk , {uij, wk} = −(uτk)ij , (3.237)
for α = −2. Note, that in order to obtain the last bracket we have used Eq.(3.234)
to argue that due to the adjoint action Adh2(e2,Ra ) the factor (e2,La )(dwk) is at least of
linear order O(w˜) and thus, in the flat limit, this term does not contribute to {uij, wk}(w).
However, a more explicit calculation following Eq.(3.233) would be desirable. Similarly,
one finds that one reproduces the correct brackets in the right trivialization of T∗SU(2),
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i.e., {uij, wk} = −(τku)ij, when one chooses the flux to be given by w(h) = h1h2. In this
case, however, it is (e2,La )(dwk), which is easier to calculate and the factor (e2,Ra )(dwk) is
non-trivial. Finally, let us note that one should alternatively investigate those brackets
using the quasi-Poisson structure Eq.(3.216) and check, whether we get the correct flat
limit. It is possible, however, that in this case one might have to define the correct flux
variable via w(h) = h−11 h2, which has to do with the different group action used with this
Poisson structure and hence, different transformation behavior of the h1 and h2.
3.4.3 On the classical analog of q root of unity fusion rules
In this section we want to consider the node of a graph Γ, where three links meet and
the corresponding flux holonomies satisfy the (curved) Gauss constraint. In section 1 we
saw that in Loop quantum gravity the nodes of a graph Γ are decorated with so-called
intertwiners, which are tensors that are invariant under the action of the gauge group.
These intertwiners for 3-valent nodes have both, in the quantum theory and at the classical
level, an interpretation as triangles17. Classically, the picture is given by a set of three (or
n) arbitrary vectors ~vi ∈ R3, which can be interpreted as the gravitational flux. The vector
~vi is assigned to the link i but together they are subject to the Gauss constraint at the
node where all the links meet, i.e.,
n∑
i=1
~vi = 0 , (3.238)
which is the discretized version of the torsion-less condition. Due to the so-called
Minkowski theorem one can then assign a unique convex polyhedron to a set of vectors
{~vi} that satisfy Eq.(3.238). In the quantum theory, this constraint translates to the well-
known Clebsch-Gordan restrictions on the allowed SU(2) representations ji that meet at a
node. When we work instead with q - deformed spin networks of Uq(sl(2,C)) at q root of
unity, as we intent to do in the next section, we get different fusion rules, i.e., Eq.(1.5)
and Eq.(1.6), as we saw in in chapter 1. Now, the curved analog of Eq.(3.238) is given by
the condition that the curved fluxes gi ∈ SU(2) satisfy
n∏
i=1
gi = idSU(2) . (3.239)
This situation was already investigated in [47], where it was shown that there is a curved
17This correspondence between polyhedra and n - valent nodes holds also for n > 3, but we will not
consider this here.
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analog to the classical Minkowski theorem that allows to reconstruct a curved tetrahedron
(for n = 4) from Eq.(3.239).
We want to review in this section some of the results from [74] and [75] on how the
(quantum) fusion rules, which are known from the q root of unity case, can be understood
already at the classical level from the (curved) Gauss constraint Eq.(3.239). The results
presented here are mostly due to [74, 75] and we only give some more details on their cal-
culations. The only difference between [74, 75] and our case is that again we are not tied to
this picture of moduli spaces and flat connections, which is the setting in [74, 75], but rather
consider general connections and a possibly larger graph Γ than the one associated with
pi1(Σ). Nevertheless, it was important to us to include these results, because they clarify
the underlying deformed geometry of the q - deformed spin networks and neatly connect
the topics presented in section 3.3 with our next chapter 4. Most importantly, however,
they show that the correct quantization of the quasi-Poisson structures investigated before
is given by the (quasi-) Hopf algebra U resq (su(2)) at q root of unity. This is a very non-
trivial statement and in some sense more important than in the Λ < 0 or q real case. For
Λ < 0 the quantization of the symmetry of the deformed Poisson structure on SL(2,C) is
done precisely via the quantum R - matrix, whose classical limit is the classical r - matrix
of the classical double d(su(2)) ∼= sl(2,C). As we saw above, in the Λ > 0 case there is
no such strict relation and thus it is a priori not certain that the correct quantization of
SU(2)× SU(2) should be related to Uq(sl(2,C)) or U resq (su(2)). In fact, in [74] the authors
raise this very issue, namely, that “It would be interesting to see directly how quantization
of such phase spaces provides invariant tensors of quantum groups Uq(sl(2,C)) for q root
of unity.”
Now, let us consider a 3-valent node, where three holonomy fluxes gi ∈ SU(2) meet,
and assume that the three links all have the same orientation. We can write the holonomy
gi in terms of its logarithmic coordinates ai as gi[A] = exp(A), where A = aiτi, and then
we have
Tr (gi[A]) = 2 cos
(√
a · a
2
)
, a · a = (a1)2 + (a2)2 + (a3)2 . (3.240)
The angles θ are obtained via
θ ≡ arccos(Tr (gi[A]) /2) =
√
a · a
2 , θ ∈ [0, pi] . (3.241)
Note, that
√
a·a
2 ∈ R is not restricted to those compact intervals, but due to the
periodicity at the level of the holonomies we can not distinguish periodic connections.
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Also note that we can think of θ˜2 ≡ 4θ2 = a · a as defining a 2-sphere in R3 with radius
θ˜. Now, if we were to uniformly rescale the coordinates as ai → aiκ = κ ai we get Aκ = κA
and
θκ ≡ arccos(Tr (gi[Aκ]) /2) = κ
√
a · a
2 =
√
aκ · aκ
2 = κ θ , θ
κ ∈ [0, pi] , (3.242)
from which we see that, no matter what our scale κ is, we always have θκ ∈ [0, pi]
because that is the image of the inverse cosine for all κ. However, we see that there is a
linear relation between the angles at different scales, i.e., θκ = κ θ.
We consider now a 3-valent node with the constraint g1g2g3 = idSU(2). Note that each
gi is conjugate to an element exp(2θiτ3), which means that the angles 2θi parametrize the
conjugacy classes generated by the diagonal matrix τ3. Note furthermore that Eq.(3.240)
is invariant under conjugations of the holonomy, i.e.,
Tr (gi[A]) = 2 cos
(√
a · a
2
)
= Tr
(
mgi[A]m−1
)
, ∀m ∈ SU(2) (3.243)
and thus,
Tr (gi[A]) = 2 cos
(√
a · a
2
)
= Tr
(
mgi[A]m−1
)
= Tr (exp(2θi τ3)) = 2 cos(θi) . (3.244)
Now we want to investigate which conditions on the angles (θ1, θ2, θ3) guarantee that
there is a solution to the constraint g1g2g3 = idSU(2). Without loss of generality we can
take g1 to be already in diagonal form, because if we transform g1 7→ d1g1d−11 = exp(2θ1τ3),
then we get for g1g2g3 = idSU(2):
d1g1g2g3d
−1
1 = d1g1d−11 d1g2d−11 d1g3d−11 = e2θ1τ3 g˜2g˜3 = idSU(2) , (3.245)
where g˜2 and g˜3 are, of course, still in the same conjugacy classes as g2 and g3, respec-
tively. Then we are left with another exp(ατ3) - freedom to transform g˜2 and g˜3, which
allows us to take g˜2 to be of the form g˜2 = exp(2θ2(sin(β)τ1 + cos(β)τ3)), for some β, and
g˜3 becomes gˇ3, which is again still in the original conjugacy class as g3. Thus, we have
e2θ1τ3e2θ2(sin(β)τ1+cos(β)τ3) = gˇ−13 . (3.246)
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Now we can conjugate the whole expression with the unique n ∈ SU(2), which takes gˇ−13
to exp(2θ3 τ3), and then take the trace on both sides. This gives the following condition,
where we used the cyclicity of the trace, i.e., Tr(nO n−1) = Tr(O),
2 cos(θ1) cos(θ2)− 2 sin(θ1) sin(θ2) cos(β) = 2 cos(θ3) . (3.247)
For which β can this equation be satisfied? If we rewrite Eq.(3.247) as
cos(β) = ±1 + cos(θ1 ± θ2)− cos(θ3)sin(θ1) sin(θ2) , (3.248)
and note that cos(β) must be in the interval [−1, 1], we conclude from
cos(β) = 1 + cos(θ1 + θ2)− cos(θ3)sin(θ1) sin(θ2)︸ ︷︷ ︸
≤ 0 (!)
⇒ cos(θ1 + θ2) ≤ cos(θ3) (3.249)
and from
cos(β) = −1 + cos(θ1 − θ2)− cos(θ3)sin(θ1) sin(θ2)︸ ︷︷ ︸
≥ 0 (!)
⇒ cos(θ1 − θ2) ≥ cos(θ3) , (3.250)
where those two conditions follow from the fact that sin(θ1) sin(θ2) ∈ [0, 1] and cos(θ1±
θ2) ∈ [−1, 1] for θi ∈ [0, pi]. Hence, we get overall that Eq.(3.247) can be solved for cos(β)
if and only if
cos(θ1 + θ2) ≤ cos(θ3) ≤ cos(θ1 − θ2) . (3.251)
This can also be expressed as
|θ1 − θ2| ≤ θ3 (3.252)
and
θ3 ≤ θ1 + θ2 if |θ1 + θ2| ≤ pi or θ3 ≤ 2pi − (θ1 + θ2) if |θ1 + θ2| > pi , (3.253)
or, equivalently,
|θ1 − θ2| ≤ θ3 ≤ min[ θ1 + θ2 , 2pi − (θ1 + θ2)] . (3.254)
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If we consider now a constant R, which we call the radius, a constant k = piR, which
is the circumference of a half-circle, and take instead of the angles θi their corresponding
arc lengths, i.e., li ≡ k θipi ∈ [0, k], then we can write Eq.(3.254) as
|l1 − l2| ≤ l3 ≤ min[ l1 + l2 , 2k − (l1 + l2)] . (3.255)
Upon quantization of this system the constant k becomes discrete and by identifying
k = r−22 , where r is the root of q, i.e., q = exp(2pii/r), we see that we find that the arc
lengths li correspond to the color representations ji of Uq(sl(2,C)) and we reproduce the
correct fusion rules, i.e.,
|j1 − j2| ≤ j3 ≤ min[ j1 + j2 , r − 2− (j1 + j2)] . (3.256)
So, to summarize, this analysis shows that the quantum fusion rules for q a root of unity
correspond exactly with the solution space of the classical deformed Gauss law g1g2g2 =
idSU(2), which is imposed at the nodes of a graph. The underlying reason for the necessary
truncation of the tensor product in the root of unity case, i.e., that we have to take the
minimum on the right-hand side in Eq.(3.256) and above, is the periodic nature of the flux
holonomies gi ∈ SU(2) when Λ > 0. For Λ ≤ 0 the momentum space does not have such
a periodicity and the fusion rules are the standard ones known from SU(2). This means,
even in the deformed case with q real, for Λ < 0, the fusion rules are unchanged. This
shows clearly that spin networks at q root of unity indeed correspond to the quasi-Poisson
geometry which we have investigated in this chapter.
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Chapter 4
Quantum theory
In the first part of this chapter we will review the mathematical background necessary
to investigate the works [42, 40, 38] in the case when q is a root of unity. This means
that we study the q - deformed Drinfeld - Jimbo universal enveloping algebra Uq(sl(2,C))
of the Lie algebra sl(2,C) and a certain finite dimensional subalgebra U resq (sl(2,C)). The
representation category of these algebras, with a certain restriction on the allowed irre-
ducible representations and a redefinition of their tensor products, provides the basis for
the Turaev - Viro state sum model.
We will discuss the topic of star structures in section 4.1.1, which allow to define real
forms of Uq(sl(2,C)), such as Uq(su(2)), when q is real. This is the quantum group used
in [42, 40, 38] to construct the so-called Drinfeld double D(Uq(su(2))) as the symmetry of
the classical deformed phase space SL(2,C) for Λ < 0.
After some progress adapting the results of [42, 40, 38] to the q root of unity case we
learned from [50, 51] that the correct quantum symmetry for q - deformed models at q
root of unity is actually a modified version of the standard Hopf algebra we used. This
realization leads one into the realm of quasi-Hopf algebras, a fact that is not widely appre-
ciated in the Loop quantum gravity literature on q - deformed models. Of course, given
our current knowledge from section 3.3 on the quasi-Poisson structures that arise already
at the classical level for Λ > 0, this comes as no surprise. Furthermore, it matches nicely
with the recent works [47, 76, 48], where the authors introduced the quasi-Poisson language
at the classical level into the Loop quantum gravity community. Our work presented here
can be considered the quantum analog of [47, 76, 48] when Λ > 0.
However, learning about the underlying quasi-Hopf symmetry, when q is a root of unity,
made it necessary to carefully adapt the work from [42, 40, 38] to this new setting and
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the calculations we will present in section 4.4 became significantly more complicated. We
consider the generalized notion of tensor operators for quasitriangular Hopf algebras, which
was introduced in [77] and used in [42, 40, 38], and adapt it to the quasi-Hopf setting for
U resq (sl(2,C))1. We present concrete results for these quasi-Hopf tensor operators and, in
particular, show that the Wigner-Eckart theorem holds for these tensor operators. This
is an important result, which is used extensively in calculations to investigate the physics
of spin networks. The tensor operators themselves are important, because they allow to
generalize well know geometric observables from the Λ = 0 case to our q - deformed setting.
The reason for the increased calculational complexity in our case, compared with [42, 40, 38]
for q real, is that in the quasi-Hopf setting the quantum version of the coassociator ϕ,
which we encountered in section 3.3, shows up in the representation of the braid group.
This makes the calculations with tensor operators that act on tensor product spaces more
cumbersome. Nevertheless, we successfully showed that we can correctly reproduce the
correct eigenvalues for the length and angle operator in the q root of unity case. Those
results prove that for q root of unity the corresponding spin network states indeed represent
constantly curved spherical quantum geometry. Even though we did not yet fully reproduce
the results from [42], where the authors derived the vertex amplitude of the Turaev-Viro
model from a Hamiltonian constraint for q real, the fact, that we can match our calculations
of geometric observables with the corresponding result of the q real case, hints that we
have indeed the right formalism at hand, and that the Turaev-Viro model with q root of
unity should follow as the covariant spinfoam model from the analog of the Hamiltonian
constraint used in [42] at q root of unity.
The correct quantum symmetry in the Euclidean Λ > 0 case should then be given by
a quasi-Hopf version of the Drinfeld double for the quasi-Hopf algebra U resq (su(2)), [78].
This would generalize the statement, that the Drinfeld double is the symmetry of 3D
quantum gravity (for the relevant Lie group, of course), both for Λ = 0 as well as Λ 6= 0,
[67, 68, 79, 80], to inlcude a quasi-Drinfeld double.
4.1 The Hopf algebras Uq(sl(2,C)) and U resq (sl(2,C)) for
q root of unity
We will now review the necessary mathematical background necessary for the construction
of the quantum theory corresponding to our classical model studied in section 3.4. The
1Tensor operators for quasi-Hopf algebra were considered in [50, 51] as well, but more from a quantum
field theory like perspective as creation and annihilation operators.
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main reference used here is [81]. For the quantum double we follow [65] and quasi-Hopf
algebras are briefly discussed in [61].
The Hopf algebra Uq(sl(2,C)), which is defined for a general complex deformation
parameter q, is a special case of the general Drinfeld-Jimbo Hopf algebra Uq(g) that can
be associated with a (complex) semi-simple Lie algebra g. As a reminder, a bialgebra
A is an associative algebra, i.e., a vector space with a multiplication m : A ⊗ A → A
and a compatible coalgebra structure ∆ : A → A ⊗ A, called the coproduct together
with maps η : C → A, called the unit, and ε : A → C, called the counit. The following
condition of the coproduct is called coassociativity,
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ , (4.1)
and is satisfied for any Hopf algebra. A Hopf algebra A is a bialgebra with an
antipode S : A → A, which is a linear map such that m ◦ (S ⊗ id) ◦ ∆ = η ◦ ε =
m ◦ (id⊗S) ◦ ∆. Below we will encounter so-called quasi-Hopf algebras, which violate
the coassociativity condition in a certain way, which is the quantum analog of quasi-Lie
bialgebras we have studied in section 3.3. If A is an algebra and a coalgebra then it is a
bialgebra if and only if the following holds
∆(ab) = ∆(a)∆(b) ε(ab) = ε(a)ε(b) , ∆(1) = 1⊗ 1 , ε(1) = 1 . (4.2)
For the remaining compatibility conditions between multiplication, unit, comultiplica-
tion, counit and antipode for a Hopf algebra we refer to [81].
Now, the Hopf algebra Uq(sl(2,C)) is a one-parameter deformation of the universal
enveloping algebra of sl(2,C) and it is defined in its Drinfeld-Jimbo form in terms of the
generators E,F,G,G−1, together with the unit 1, via
GG−1 = G−1G = 1 , GEG−1 = q2E , GFG−1 = q−2F , [E,F ] = G−G
−1
q − q−1 , (4.3)
where q ∈ C∗, such that q2 6= 1. A basis for this algebra is given by the set {EaGbF c}
with a, c ∈ N0 and b ∈ Z. The fact, that Eq.(4.3) corresponds to a deformation of the Lie
algebra sl(2,C), given by the generators {E,F,H}, can be seen by writing q as q = exp(z),
where z is a “small” (complex) number and taking G = qH = exp(zH). Then we get from
GEG−1 = q2E that
GEG−1 = q2E ⇒ (1 + zH)E = (1 + 2z)E (1 + zH) + O(z2) (4.4)
⇒ z [H,E] = 2z E + O(z2)
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Hence, by dividing by z and taking the q → 1, or z → 0 limit, we get [H,E] = 2E.
Similarly, one obtains [H,F ] = −2F from GFG−1 = q−2F and the last relation in Eq.(4.3)
gives [E,F ] = H by noting that
[E,F ] = G−G
−1
q − q−1 =
ezH − e−zH
ez − e−z =
sinh(zH)
sinh(z) = H + O(z
2) . (4.5)
The unique (up to Hopf algebra automorphisms) Hopf algebra structure for the algebra
Uq(sl(2,C)) is given by the following coproduct
∆(E) = E ⊗G+ 1⊗ E , ∆(F ) = F ⊗ 1 +G−1 ⊗ F , ∆(G±1) = G±1 ⊗G±1 , (4.6)
counit ε, satisfying ε(E) = 0 = ε(F ) and ε(G±1) = 1 , and the antipode
S(E) = −EG−1 , S(F ) = −GF , S(G±1) = G∓1 . (4.7)
Let us point out that any Hopf algebra automorphism of the Hopf algebra Uq(sl(2,C))
is of the form
ϑα(E) = αE , ϑα(F ) = α−1 F , ϑα(G) = G , (4.8)
for α ∈ C∗. Furthermore, for two complex numbers q1 and q2 the associated Hopf
algebras Uq1(sl(2,C)) and Uq2(sl(2,C)) are isomorphic if and only if q2 equals either
{q1,−q1, q−11 ,−q−11 }. The isomorphisms between Uq(sl(2,C)) and Uq−1(sl(2,C)) are given
via
ϕα(E) = αFG , ϕα(F ) = −α−1 q2EG−1 , ϕα(G±1) = G±1 (4.9)
and between Uq(sl(2,C)) and U−q(sl(2,C)) via
ψα(E) = αE , ψα(F ) = −α−1 F , ψα(G±1) = G±1 (4.10)
for α ∈ C∗, respectively. We also point out that in the literature, for example in [82],
Uq(sl(2,C)) is sometimes defined by the relations, q4 6= 0, 1,
KK−1 = K−1K = 1 , KEK−1 = qE , KFK−1 = q−1F , [E,F ] = K
2 −K−2
q − q−1 , (4.11)
with a more symmetric form of the coproduct, given by
∆(E) = E⊗K+K−1⊗E , ∆(F ) = F ⊗K+K−1⊗F , ∆(K±1) = K±1⊗K±1 (4.12)
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and a different relation for the antipode. We denote this form as U˘q(sl(2,C)). Note
that U˘q(sl(2,C)) is not isomorphic to our version Uq(sl(2,C)), however, Uq(sl(2,C)) can
be identified with a Hopf subalgebra of U˘q(sl(2,C)) via
E 7→ EK , F 7→ K−1F , G 7→ K2 . (4.13)
The version Uq(sl(2,C)) with the non-symmetric coproduct of E and F , i.e., Eq.(4.6),
which is the form that we will use, has the advantage that it gives rise to a factorisable
quasi-triangular structure with non-degenerate quantum inverse Killing form when q is a
root of unity, [65], which are properties we will explain below and which are necessary for
certain applications in the quantum theory.
Now that we have seen for which values of q1 and q2 the Hopf algebras Uq1(sl(2,C))
and Uq2(sl(2,C)) are isomorphic or automorphic, let us discuss what is special about the
case when q is a root of unity, i.e., q = exp(2pii/l), for some l ∈ N>2. Thus, consider the
following commutation relations
[E,Fm] = [m]q Fm−1
Gq1−m −G−1q−(1−m)
q − q−1 , (4.14)
[En, F ] = [n]q En−1
Gqn−1 −G−1q−(n−1)
q − q−1 , (4.15)
where we introduced the so-called q-numbers
[n]q ≡ q
n − q−n
q − q−1 . (4.16)
When q ∈ C is not a root of unity the center of Uq(sl(2,C)), i.e., the set of all those
elements in Uq(sl(2,C)) that commute with all the other elements, is generated by the
quantum Casimir element
Cq = EF +
Gq−1 +G−1q
(q − q−1)2 = FE +
Gq +G−1q−1
(q − q−1)2 . (4.17)
However, if q is given by q = exp(2pii/l) the center of Uq(sl(2,C)) becomes much bigger,
which follows from the commutation relations Eq.(4.14) and Eq.(4.15) and the fact that
for q a l - th root of unity we have
[ l ]q =
ql − q−l
q − q−1 =
e2pii − e−2pii
e
2pii
l − e− 2piil = 0 =
epii − e−pii
e
2pii
l − e− 2piil =
q
l
2 − q− l2
q − q−1 = [ l/2 ]q , (4.18)
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which implies [E,F l] = 0 = [El, F ]. Furthermore, we have
[G,Em] = GEm − EmG = (q2m − 1)EmG , [G,Fm] = (q−2m − 1)FmG , (4.19)
which implies [G,El] = 0 = [G,F l]. Similarly,
[Gm, E] = GmE − EGm = (q2m − 1)EGm , [Gm, F ] = (q−2m − 1)FGm , (4.20)
which implies [Gl, E] = 0 = [Gl, F ]. Note, that we can consider E l2 and F l2 only when
l
2 is an integer. The previous three equations tell us that the elements {El
′
, F l
′
, G±l
′},
together with the Casimir element Eq.(4.17), all belong to the center of Uq(sl(2,C)) for
q = exp(2pii/l) and where we defined l′ to be equal to l, when l is odd and equal to l/2
when l is even. This means that l′ ∈ N≥2 for l ∈ N>2 and we can distinguish three cases
: (i) that l is odd, (ii) that l is even and l′ is even and (iii) that l is even and l′ is odd.
This classification is relevant when studying representations at q root of unity.
After having learned that the elements {El′ , F l′ , G±l′} belong to the center of Uq(sl(2,C))
one can show that {El′ , F l′ , G±l′−1} generates a so-called two-sided Hopf ideal J and one
can define the finite dimensional quotient Hopf algebra U resq (sl(2,C)) ≡ Uq(sl(2,C)) /J .
This means essentially that we set El′ = 0 = F l′ and G±l′ = 1, which implies that the
basis for U resq (sl(2,C)) is given by
EaGbF c , a, b, c ∈ {0, 1, 2, 3, · · · , l′ − 1} , dimC(U resq (sl(2,C))) = (l′)3 . (4.21)
Note, that now b is really non-negative, because in the quotient space we identify
G−n = Gl′−n for n < l′. According to [65] the restriction to case (i), i.e., l must be
an odd integer larger that two, has the advantage that the quasi-triangular Hopf algebra
U resq (sl(2,C)) becomes factorizable, which means that the so-called quantum inverse Killing
form Q = R21R is non-degenerate as a linear map Q : U resq (sl(2,C))∗ → U resq (sl(2,C)).
Hence, we restrict ourselves to this case.
The main reason for us to consider U resq (sl(2,C)) instead of Uq(sl(2,C)) is the fact that
for q root of unity only the former has a universal R - matrix, which is the quantum analog
of the classical r - matrices we have encountered in section 3. Having such a universal R
- matrix is necessary to construct a consistent model in the quantum theory. Note that in
the deformed case when q 6= 1 the coproduct Eq.(4.6) is not cocommutative, which means
that ∆cop = τ ◦∆ 6= ∆, where τ denotes the permutation τ(a⊗ b) = b⊗ a. However, there
are special types of non-cocommutative Hopf algebras for which there exists a so-called
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universal R - matrix, such that for all elements a of the Hopf algebra A the following
holds
∆cop(a) = R∆(a)R−1 . (4.22)
Such a universal R - matrix is required to be an invertible element of A ⊗ A and to
satisfy the quantum Yang-Baxter equation
R12R13R23 = R23R13R12 . (4.23)
We call a Hopf algebra quasi-triangular if its universal R - matrix satisfies
(∆⊗ id)R = R13R23 , (id⊗∆)R = R13R12 , (4.24)
(ε⊗ id)R = (id⊗ε)R = 1 , (4.25)
(S ⊗ id)R = R−1 , (id⊗S)R−1 = R , (S ⊗ S)R = R . (4.26)
The property of being quasi-triangular is physically motivated for example by the ex-
change symmetries of bosons and fermions when q = 1 or by the braiding properties of
anyons for q 6= 1.
The quasi-triangular structure of the Hopf algebra U resq (sl(2,C)) at q = exp(2pii/l) for
l odd is given by
R =
1
l
l−1∑
a,b=0
q−2abGa ⊗Gb
( l−1∑
k=0
(q − q−1)k
[k; q−2]q!
Ek ⊗ F k
)
, (4.27)
with [k; q−2]q! = [k; q−2]q[k− 1; q−2]q · · · [1; q−2]q , [k; q−2]q = 1−q−2k1−q−2 and [0; q−2]q! ≡ 1,
[65] 2.
4.1.1 Star structures and real forms
So far we have only considered deformed universal enveloping algebras Uq(g) for complex
semi-simple Lie algebras g, where our main interest was on Uq(sl(2,C)). Similarly to the
Lie algebra case, where one obtains real forms gR of a complex Lie algebra from so-called
2Example 3.4.3, p.104/105 in [65]
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star structures, we can define ∗ - Hopf algebras, which can then be thought of as
Uq(gR). In particular, we are interested in defining the compact real forms Uq(su(2)) and
U resq (su(2)) of Uq(sl(2,C)) and U resq (sl(2,C)), respectively. The notion of star Hopf algebra
is furthermore relevant when we want to consider their unitary representations.
A Hopf algebra A is called a ∗ - Hopf algebra if it is a ∗ - bialgebra. This means
that there is an algebra involution ∗ : A → A, ∗(αv + βw) = α¯(∗v) + β¯(∗w) , ∗(∗v) = v
for α, β ∈ C and v, w ∈ A and ∗(vw) = (∗w)(∗v). Furthermore, we must have ∆(∗v) =
∗∆(v) = (∗ ⊗ ∗)∆(v) and ε(∗v) = ε(v) in order to have a ∗ - coalgebra.
The Hopf algebra Uq(sl(2,C)) has several real forms in accordance with the given
definition, [81]. However, only when q is real there exists a real form that corresponds to
Uq(su(2)). It is given by
∗ E = FG , ∗F = G−1E , ∗G±1 = G±1 . (4.28)
When q is a root of unity, or more generally, |q| = 1, then there exists a real form
denoted by Uq(sl(2,R)), which is defined via
∗ E = −E , ∗F = −F , ∗G±1 = G±1 . (4.29)
Those real forms strictly satisfy ∆(∗v) = ∗∆(v), which guarantees that the tensor
product of two ∗ - representations is again a ∗ - representation. Hence, the expression
Uq(su(2)) technically makes only sense for a real deformation parameter. However, one can
define a modified, or flipped star structure, [50, 51, 65], which allows to obtain compact
real forms Uq(su(2)) and U resq (su(2)) from Uq(sl(2,C)) and U resq (sl(2,C)) when q is a root
of unity. The difference here is that the star operator, when acting on tensor products,
uses an extra permutation as follows
∆(?v) = (?⊗ ?)∆cop(v) = (?⊗ ?) τ ◦∆(v) 6= ?∆(v) . (4.30)
Recall that, as long as q 6= 1, we have τ ◦∆(v) 6= ∆(v). With this extra permutation
the star structure for Uq(su(2)) and U resq (su(2)) at q root of unity is given by
? E = F , ? F = E , ?G±1 = G∓1 . (4.31)
In [83] it is argued that this procedure of defining the compact real form for q root
of unity is not the right way because this extra permutation does not guarantee that the
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tensor product of ∗ - representations is again a ∗ - representation, which they claim is better
achieved by defining a different scalar product on the representation space. However, in our
opinion, defining such a new scalar product, which essentially corresponds to a Euclidean
scalar product in a complex vector space, is also not a natural choice and gives a first hint
that the quantization of su(2) for Λ > 0 and q root of unity in terms of Uq(sl(2,C)) is
maybe not the most rigorous thing to do.
Based on our analysis on quasi-Lie bialgebras in section 3.3 we saw that the standard
quasi-Lie bialgebra for su(2) is actually given by a trivial cocycle δ = 0. Up to first order
in ~ those cocycles are the semi-classical limit of the difference between ∆ and ∆cop via
δ(v) = ∆(v)−∆
cop(v)
~
mod ~ . (4.32)
Note that the non-deformed coproduct of the universal enveloping algebra U(sl(2,C))
is given by ∆˜(v) = v ⊗ 1 + 1 ⊗ v and satisfies ∆˜cop(v) = ∆˜(v) and hence gives δ = 0. It
is possible, that the proper quantization of the quasi-Lie bialgebra su(2) for Λ > 0 and
q root of unity is actually such that the coproduct is not deformed. The reason why we
mention this idea here, however, is that if we work with this undeformed coproduct then
the standard star structure Eq.(4.31) that gives U(su(2)) from U(sl(2,C)) also works for q
root of unity and we do not need this odd permutation. Instead, we have properly ∆˜(?v) =
?∆˜(v). That Eq.(4.31) is the right star structure that gives U(su(2)) from U(sl(2,C)) at q
root of unity can be seen by noting that we can write
E = i τ1 + τ2 , F = i τ1 − τ2 , H = −2i τ3 , (4.33)
which is compatible with ?E = F , ?F = E and ?H = H or ?G±1 = G∓1, when G = qH
and q a phase or root of unity. Of course we have ? τi = −τi. We close by noting that in
this possible alternative quantization the undeformed coproduct is given via
∆˜(E) = E ⊗ 1 + 1⊗ E , ∆˜(F ) = F ⊗ 1 + 1⊗ F , ∆˜(G) = G⊗G (4.34)
and the universal R - matrix would be given by R = exp(~ t), where t is the Casimir
element t = τa ⊗ τa. In this form this coproduct is coassociative. However, below we will
see that for q root of unity we will have to work with certain truncated tensor products,
which can be seen as coproducts that do not satisfy ∆(1) = 1⊗ 1 but are projectors, such
that ∆(1) = P 6= 1 ⊗ 1. Such truncated coproducts are not coassociative and hence, ∆˜
from Eq.(4.34) together with a projector is possibly the right quantization of the standard
quasi-Lie bialgebra of (su(2), δ = 0, ϕ 6= 0). The projector P is related to the coassociator
ϕ and gives the truncated 6j - symbol at q root of unity.
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4.1.2 Representations of Uq(sl(2,C)) and U resq (sl(2,C))
In this section we want to collect some facts about the representation theory of Uq(sl(2,C))
and U resq (sl(2,C)) at q root of unity. When q is not a root of unity the representation theory
of Uq(sl(2,C)), or Uq(su(2)) for q real, is very similar to the case of sl(2,C), or su(2), re-
spectively. These irreducible representations are labeled by a discrete number ω ∈ {−1, 1}
and a non-negative half integer j, which relates to the q - deformed Casimir Eq.(4.17).
They act in a complex vector space V j of dimension (2j + 1) with basis vectors |j,m〉,
m ∈ {−j,−j+1, · · · , j}, that diagonalize Cq and G and the tensor product decomposition
works exactly as in the sl(2,C) or su(2) case. We can write
pi(j)ω (E)|j,m〉 = C(j,m) |j,m+ 1〉 , pi(j)ω (F )|j,m〉 = ω C(j,−m) |j,m− 1〉 , (4.35)
pi(j)ω (G)|j,m〉 = ω q2m |j,m〉 , (4.36)
where C(j,m) =
√
[j −m]q[j +m+ 1]q. Note, that it is not a typo that there is no ω -
prefactor for the E - action, as can be seen from looking at [E,F ]. We also briefly mention
that the irreducible representations of U˘q(sl(2,C)) are also labeled by the spin j, but they
have instead ω ∈ {±1,±i} and
pi(j)ω (E)|j,m〉 = ω C(j,m) |j,m+ 1〉 , pi(j)ω (F )|j,m〉 = ω C(j,−m) |j,m− 1〉 , (4.37)
pi(j)ω (K)|j,m〉 = ω qm |j,m〉 , (4.38)
where one should note that here the E - action has the ω - prefactor. The fact that
U˘q(sl(2,C)) has four 1-dimensional irreducible representations, whereas Uq(sl(2,C)) has
just two, shows again that those two Hopf algebras are indeed not isomorphic. Now, the
reason why we mention the representations of both U˘q(sl(2,C)) and Uq(sl(2,C)) is that
in [81] the Clebsch-Gordan coefficients, which depend on the coproduct, are determined
for U˘q(sl(2,C)). However, we prefer the version Uq(sl(2,C)) and this raised the ques-
tion how, if at all, the Clebsch-Gordan coefficients for those two versions relate to each
other and furthermore, which are the right Clebsch-Gordan coefficients for the Turaev-Viro
model? The short answer is that one can use the U˘q(sl(2,C)) Clebsch-Gordan coefficients
as the Uq(sl(2,C)) Clebsch-Gordan coefficients by (slightly) modifying the representation
Eq.(4.35). This modification was already used in [20], however, without giving any expla-
nation why. The reason for this modification is that it gives the same recursion relations
for the Clebsch-Gordan coefficients, for both the coproduct of Uq(sl(2,C)) with the modi-
fied representation, cf. Eq.(4.43) and Eq.(4.44), and the coproduct of U˘q(sl(2,C)) with the
representation Eq.(4.37) and Eq.(4.38).
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Now, when q is a root of unity the representation theory becomes somewhat more com-
plicated, because there occur so-called indecomposable irreducible representations, which
also make the tensor product decomposition more complicated. Furthermore, as discussed
above already, the issue of the choice of correct star structure and scalar product for V j
makes the notion of unitarity of representations more complicated as well. These things are
more or less related to the fact that for q root of unity the center of Uq(sl(2,C)) becomes
larger. The representations of Uq(sl(2,C)) at root of unity are thus distinguished by the
action of the central elements El′ and F l′ , where, as a reminder, we have q = exp(2pii/l)
and l′ = l for l odd and l′ = l/2 for l even. If El′ and F l′ act as zero, i.e., El′ = 0 = F l′ ,
then we call the representation nilpotent. If El′ 6= 0 6= F l′ the representation is called
cyclic and in the remaining cases semi-cyclic. For the first case one can show that the
representation is irreducible if and only if 2j < l′, i.e., if dim V j ≤ l′. For more details in
the general representation theory for Uq(sl(2,C)) at q root of unity we refer to [81]. The
main interest for us is U resq (sl(2,C)). One finds that the irreducible representations for
U resq (sl(2,C)) can only be of the nilpotent type and are given by Eq.(4.35) and Eq.(4.36)
as follows
(i) pi(j)1 , 0 ≤ 2j + 1 ≤ l , l odd , (4.39)
(ii) pi(j)±1 , 0 ≤ 2j + 1 < l′ , 2j even, if l, l′ even , (4.40)
(iii) pi(j)1 , 0 ≤ 2j + 1 < l′ , 2j even, if l even , l′ odd , (4.41)
pi
(j)
−1 , 0 ≤ 2j + 1 ≤ l′ , 2j odd, if l even , l′ odd . (4.42)
Thus, we see that for l odd there is, up to equivalence, only one type of irreducible
nilpotent representation pi(j)1 , which have to satisfy 0 ≤ j ≤ l−12 . They are given by
Eq.(4.35) and Eq.(4.36) with ω = 1 via
pi
(j)
1 (E)|j,m〉 = qm+
1
2 C(j,m) |j,m+ 1〉 , pi(j)1 (G±1)|j,m〉 = q±2m |j,m〉 , (4.43)
pi
(j)
1 (F )|j,m〉 = q−m+
1
2 C(j,−m) |j,m− 1〉 , (4.44)
where again C(j,m) =
√
[j −m]q[j +m+ 1]q . Furthermore, we already introduced
the modification mentioned before, namely, the q - prefactors for the action of E and F .
These prefactors are a special choice of the more general modification that allows to define
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with a, b ∈ N0
p˜i
(j)
1 (E)|j,m〉 = qam+b C(j,m) |j,m+ 1〉 , (4.45)
p˜i
(j)
1 (F )|j,m〉 = q−am−a−b C(j,−m) |j,m− 1〉 , (4.46)
and still have a representation for Uq(sl(2,C)) and U resq (sl(2,C)). Those prefactors
guarantee that one obtains the same recursion relations for the Clebsch-Gordan coefficients
as in the case of the symmetric coproduct of U˘q(sl(2,C)). As an example, we can consider
the j = 1/2 representation of Eq.(4.43) and Eq.(4.44), which gives
pi(
1
2 )(G) =
(1
q
0
0 q
)
, pi(
1
2 )(E) =
(
0 0
1 0
)
, pi(
1
2 )(F ) =
(
0 1
0 0
)
. (4.47)
Using this we can give an explicit expression of the universal R-matrix Eq.(4.27) in the
(12 ,
1
2) - tensor representation. One finds
(R)( 12 , 12 ) = q− 12

q 0 0 0
0 1 0 0
0 (q − q−1) 1 0
0 0 0 q
 . (4.48)
If we use the approximation q 12 = epiil ≈ 1 + pii
l
we find
(R)( 12 , 12 ) ≈ I4 + pii
l

1 0 0 0
0 −1 0 0
0 4 −1 0
0 0 0 1
 = I4 − 4pil r , (4.49)
where we recognize as a first order approximation the classical r - matrix of the Lie
bialgebra of su(2) corresponding to the double sl(2,C), i.e., Eq.(3.64).
Before we consider the Clebsch-Gordan problem in the next section we recall the notion
of a quantum trace, which is defined for any irreducible representation of U resq (sl(2,C))
and for any linear map f : V j → V j via
Tr(f)q ≡ Tr(G ◦ f) =
j∑
m=−j
〈j,m|pi(j)(G ◦ f) |j,m〉 . (4.50)
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Using this trace we can define the quantum dimension of the j - representation using
f = idV j and obtain
dimq (V j) ≡ Tr(idV j)q =
j∑
m=−j
q2m = [2j + 1]q . (4.51)
One observes that for q root of unity, with l odd, all 0 ≤ j < l−12 have non-zero
quantum dimension, [2j + 1]q 6= 0, whereas for j = l−12 , which is the largest allowed
irreducible representation for q = exp(2pii/l), one has dimq (V j) = [ l ]q = 0. Note, that for
l odd we can not have 2j+1 = l2 . Irreducible representations with dimq (V
j) = 0 are called
indecomposable, which means that they have invariant sub spaces, yet, they can not be
decomposed in terms of irreducibles. Such representations are also not unitarizable and
lead to problems in the decomposition of tensor products of irreducible representations, as
we will see in the next section. The main issue with those indecomposable representations,
however, is that the category of irreducible representations of U resq (sl(2,C)) does not give a
monoidal category, which is needed for applications to physics. We will review in the next
section how these problems are dealt with by a certain re-definition of the tensor product
of representations and a restriction to so-called admissible representations 0 ≤ j ≤ l−22 .
The final object will then be a rigid, semisimple, monoidal or fusion category [61], which
is the object used by physicists in conformal field theory or condensed matter systems.
If we consider again the representation Eq.(4.43) and Eq.(4.44) in a vector spaces V j,
one can ask whether there is a scalar product that respects our star structure Eq.(4.31)
and thus would be a ? - representation. If we consider V j to be a complex vector space
with its standard inner product 〈x|y〉C = x¯iyi then the adjoint operator pi(j)(ξ)† is given
by the conjugate transpose. One finds that we have for all ξ ∈ U resq (sl(2,C))
pi(j)(ξ)† = p¯i(j)(ξ)t = pi(j)(?ξ) (4.52)
only when 0 ≤ j ≤ l−14 . This results from the fact that with this restriction there can
be no negative numbers under the square roots in Eq.(4.43) and Eq.(4.44). On the other
hand, if l4 < j ≤ l−22 we have pi(j)(ξ)† = p¯i(j)(ξ)t = −pi(j)(?ξ) for all ξ ∈ U resq (sl(2,C)).
If we consider V j instead to be a real vector space with inner product 〈x|y〉R = xiyi, as
advocated in [83], then the adjoint operator pi(j)(ξ)† is given by the transpose. In this case
we have for example
(pi(j)(F )†)mn = pi(j)(F )nm = q−(2n+1) pi(j)(?F )mn = q−(2n+1) pi(j)(E)mn (4.53)
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and see that due to our special q-prefactors in Eq.(4.43) and Eq.(4.44) we do not have a
? - representation with the real scalar product. If we cancel those prefactors then the real
scalar product would give a ? - representation for all admissible j ∈ {0, 12 , · · · , l−22 }, but
we would have to alter the Clebsch-Gordan coefficients. Both options are satisfactory and
allow us to consider the representation Eq.(4.43) and Eq.(4.44) as a ? - representation of
the algebra U resq (su(2)). In [83] the authors chose to work with the real scalar product but
they where also working with the symmetric version of the Hopf algebra, i.e., U˘q(sl(2,C)),
and different conventions for q - numbers. We see that these details do have a significant
influence. One of their arguments for the real scalar product was that it guarantees that
the decoupled states |J,M〉 in V j1⊗¯V j2 are orthonormal only with the real scalar product.
However, we point out that with the correct definition of hermitian adjoint those decoupled
states |J,M〉 are orthonormal for the hermitian scalar product as well. Thus, we see that
we can either consider V j with complex scalar product and the restriction 0 ≤ j ≤ l−14 ,
which also should be implemented in the truncation of the tensor product via
V j1⊗V j2 ∼=
min(j1+j2, l−14 )⊕
J=|j1−j2|
V J , (4.54)
or consider V j with real scalar product and redefinition of Clebsch-Gordan coefficients
and cancellation of the q-prefactors in Eq.(4.43) and Eq.(4.44). However, note that this is
not the truncation used in the Turaev-Viro model and hence, corresponds to U resq (sl(2,C))
instead of U resq (su(2)).
4.1.3 Clebsch-Gordan decomposition, truncated tensor products
and 6j-symbols
As mentioned before, at q root of unity the decomposition of tensor product representations
of irreducible factors is not always decomposable into irreducible ones. The occurrence of
indecomposable representations, characterized by their quantum dimension being zero,
makes it necessary to modify the tensor product of representations if one wants to obtain
a modular or fusion category. In the undeformed case for SU(2), as well as in the deformed
case when q is real, we have
V j1 ⊗ V j2 ∼=
j1+j2⊕
J=|j1−j2|
V J , (4.55)
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where all the V J on the right-hand side are irreducible. We say that the decomposition is
semi-simple. When q is a root of unity, however, there appear V J with quantum dimension
zero in the tensor product decomposition even when j1 and j2 are physical. As stated
before, V j has quantum trace zero for j = l−12 . Hence, the admissible representations
of [29], or so-called color representations of [84], are given by jc ∈ {0, 12 , 1, · · · , l−22 }.
Thus, if 0 ≤ j1 + j2 ≤ l−22 the formula Eq.(4.55) can be used unaltered for j1, j2 ≤ l−22 .
However, when j1 + j2 becomes larger than l−22 the tensor product has to be redefined such
that no quantum trace zero representations occur. One defines in this case [20, 61]
V j1⊗¯V j2 ∼=
l−2−j1−j2⊕
J=|j1−j2|
V J . (4.56)
We can combine Eq.(4.55) and Eq.(4.56) by writing3
V j1⊗¯V j2 ∼=
min(j1+j2,l−2−j1−j2)⊕
J=|j1−j2|
V J . (4.57)
An equivalent way of avoiding the issue of indecomposable representations, is to consider
a priori only triples of so-called admissible representations. In the Turaev-Viro model [29]
one calls a set of three color representations (j1, j2, j3), associated with the three edges
of triangles of the triangulation, admissible when the following conditions are satisfied
1. j1 + j2 + j3 ∈ N0.
2. j1 + j2 + j3 ≤ l − 2.
3. j1 ≤ j2 + j3 and j3 ≤ j1 + j2 and j2 ≤ j1 + j3.
This inherently discards the problems associated with the tensor product decomposition
by saying that we only label the triangulation of the 3-manifold M such that there are no
indecomposable contributions. Either way, what one ends up with is the physical fusion
3This tensor product Eq.(4.57) is associative with a non-trivial associativity isomorphism. It is easy to
show that the restriction to color representations j ≤ l−22 is necessary, because otherwise such a truncated
tensor product ⊗˜, with irreducible states j ≤ l−12 , would not be associative. For example, for l = 3 one
finds that (
1
2 ⊗˜
1
2
)
⊗˜ 1 = 0⊕ 2 · 1 6= 0⊕ 1 = 12 ⊗˜
(
1
2 ⊗˜ 1
)
.
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category of representations at q root of unity, which means that one can essentially calculate
as one knows from the su(2) or q real case, as long as one keeps the truncation of the tensor
product in mind. However, one thing that is somewhat hidden from this procedure, as was
first pointed out in [50, 51], is the fact that these truncated tensor products should be
interpreted in the framework of so-called weak quasi-Hopf algebras. We will discuss this
issue in more detail in section 4.2. Now, in this setting of truncated tensor product we can
define the q - deformed Clebsch-Gordan coefficients of the decomposition of V j1⊗¯V j2 via
|J,M〉 = ∑
m1,m2
Cq
(
j1 j2 J
m1 m2 M
)
|j1,m1〉⊗¯|j2,m2〉 . (4.58)
The coefficients of the inverse direction are given by the same coefficients and we have∑
m1,m2
Cq
(
j1 j2 J
m1 m2 M
)
Cq
(
j1 j2 K
m1 m2 N
)
= δJKδMN , (4.59)
∑
J,M
adm.
Cq
(
j1 j2 J
m1 m2 M
)
Cq
(
j1 j2 J
n1 n2 M
)
= Π(j1,j2)(m1,m2,n1,n2)
∗6= δm1n1δm2n2 , (4.60)
where Π(j1,j2)(m1,m2,n1,n2) denotes a non-trivial projector when j1 + j2 ≥ l−12 , otherwise we
get the identity. Note that for q root of unity the Clebsch-Gordan coefficients can not be
chosen to be real, as is possible in the su(2) or q real case. Furthermore, note in Eq.(4.59)
there is no complex conjugation of the coefficients. The Clebsch-Gordan coefficients can
be explicitly calculated giving [85, 81]
Cq
(
j1 j2 J
m1 m2 M
)
= δm1+m2,M
(−1)j1−m1 qβ1
√
[2J + 1]q β2 [j1 + j2 − J ]q!
β3 [j1 + j2 + J + 1]q! [j1 +m1]q! [j2 +m2]q!
(4.61)
×∑
s
(−1)s qs(J+M+1) [j1 +m1 + s]q! [j2 + J −m1 − s]q!
[s]q! [J −M − s]q! [j1 −m1 − s]q! [j2 − J +m1 + s]q! ,
with
β1 =
1
2 (j2(j2 + 1)− j1(j1 + 1)− J(J + 1) + 2m1(M + 1)) , (4.62)
β2 = [j1 +m1]q! [j1 −m1]q! [j2 +m2]q! [j2 −m2]q! [J +M ]q! [J −M ]q! , (4.63)
β3 =
(
[j1 + j2 − J ]q! [j1 − j2 + J ]q! [j2 − j1 + J ]q!
[j1 + j2 + J + 1]q!
) 1
2
. (4.64)
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The non-vanishing coefficients up to spin-1 (for r > 3) are given by
Cq
(1
2
1
2 11
2
1
2 1
)
= 1 = Cq
( 1
2
1
2 1−12 −12 −1
)
, (4.65)
Cq
( 1
2
1
2 1−12 12 0
)
= q
1
2√
[2]q
= Cq
(1
2
1
2 01
2 −12 0
)
, (4.66)
Cq
(1
2
1
2 11
2 −12 0
)
= q
− 12√
[2]q
= − Cq
( 1
2
1
2 0−12 12 0
)
. (4.67)
We can furthermore use the Clebsch-Gordan coefficients to give an expression for the
R - matrix Eq.(4.27) via
(R(j1,j2))(m1,n1),(m2,n2) ≡ 〈j1,m1|⊗¯〈j2,m2|R |j1, n1〉⊗¯|j2, n2〉
=
∑
J,M
adm.
(−1)j1+j2−JqJ(J+1)−j1(j1+1)−j2(j2+1) Cq
(
j2 j1 J
m2 m1 M
)
Cq
(
j1 j2 J
n1 n2 M
)
(4.68)
=
∑
J,M
adm.
qJ(J+1)−j1(j1+1)−j2(j2+1) Cq
(
j1 j2 J
m1 m2 M
)
Cq
(
j1 j2 J
n1 n2 M
)
(4.69)
and similarly we can write for R21 ≡ τ ◦R12 = τ ◦R
(R(j1,j2)21 )(m1,n1),(m2,n2) = (R
(j2,j1)
12 )(m2,n2),(m1,n1)
=
∑
J,M
adm.
(−1)j1+j2−JqJ(J+1)−j1(j1+1)−j2(j2+1) Cq
(
j1 j2 J
m1 m2 M
)
Cq
(
j2 j1 J
n2 n1 M
)
(4.70)
=
∑
J,M
adm.
qJ(J+1)−j1(j1+1)−j2(j2+1) Cq
(
j2 j1 J
m2 m1 M
)
Cq
(
j2 j1 J
n2 n1 M
)
. (4.71)
We can also consider the inverse R - matrix via
((R−1)(j1,j2))(m1,n1),(m2,n2) ≡ 〈j1,m1|⊗¯〈j2,m2| (R−1) |j1, n1〉⊗¯|j2, n2〉
=
∑
J,M
adm.
(−1)J−j1−j2q−J(J+1)+j1(j1+1)+j2(j2+1) Cq
(
j2 j1 J
n2 n1 M
)
Cq
(
j1 j2 J
m1 m2 M
)
. (4.72)
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Now, we want to consider the quantum Racah coefficients and the quantum 6j-symbol,
which provide the isomorphism between (V j1⊗¯V j2)⊗¯V j3 and V j1⊗¯(V j2⊗¯V j3). Using the
Clebsch-Gordan maps one decomposes the tensor product spaces as indicated by the brack-
ets and defines the Racah coefficients as the unitary matrix between the representations of
the vectors
|(j1, j2); (j12, j3); J,M〉 ≡ (4.73)
∑
m1,m2
∑
m12,m3
Cq
(
j1 j2 j12
m1 m2 m12
)
Cq
(
j12 j3 J
m12 m3 M
)
(|j1,m1〉⊗¯|j2,m2〉) ⊗¯|j3,m3〉 ,
|(j2, j3); (j1, j23); J,M〉 ≡ (4.74)
∑
m2,m3
∑
m1,m23
Cq
(
j1 j23 J
m1 m23 M
)
Cq
(
j2 j3 j23
m2 m3 m23
)
|j1,m1〉⊗¯ (|j2,m2〉⊗¯|j3,m3〉) ,
via
|(j1, j2); (j12, j3); J,M〉 =
∑
j23
R(j1, j2, j3; j12, j23; J)q |(j2, j3); (j1, j23); J,M〉 . (4.75)
where all sums only add admissible contributions. The Racah coefficients are given
explicitly by
R(j1, j2, j3; j12, j23; J)q = (4.76)
∑
m1,m2,m3
Cq
(
j1 j2 j12
m1 m2 m12
)
Cq
(
j12 j3 J
m12 m3 M
)
Cq
(
j1 j23 J
m1 m23 M
)
Cq
(
j2 j3 j23
m2 m3 m23
)
.
We can define the q-6j-symbols in terms of the Racah coefficients as{
j1 j2 j12
j3 J j23
}
q
= (−1)
j1+j2+j3+J√
[2j12 + 1]q[2j23 + 1]q
R(j1, j2, j3; j12, j23; J)q . (4.77)
The Biedenharn-Elliott or pentagon identity for the Racah coefficients is given by∑
j23
R(j1, j2, j3; j12, j23; j123)q R(j1, j23, j4; j123, j234; J)q R(j2, j3, j4; j23, j34; j234)q (4.78)
= R(j12, j3, j4; j123, j34; J)q R(j1, j2, j34; j12, j234; J)q
and holds in a similar form for the 6j-symbol [81].
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4.2 Uq(sl(2,C)) and U resq (sl(2,C)) as quasi-Hopf algebras
We have introduced Uq(sl(2,C)) and U resq (sl(2,C)) above as Hopf algebras, which implies
in particular that their coproduct ∆ is coassociative. This means that we have for all Hopf
algebra elements ξ
(∆⊗ id)∆(ξ) = (id⊗∆)∆(ξ) . (4.79)
It was first noted in [50, 51] that for q root of unity this relation is actually violated,
though indirectly, as we will see. Hence, the notion of Hopf algebras is not sufficient
to properly describe symmetries of this type. The authors of [50, 51] realized that the
truncation of the tensor product of the physical representations should be reflected in a
modification of the underlying coproduct, which led them to advocate that the true sym-
metry for q root of unity is actually a quasi-Hopf algebra. In hindsight, after having studied
the classical version in more detail, i.e., SU(2)× SU(2) and its quasi-Poisson geometry, this
comes as no surprise. However, since we started our investigations in the quantum theory
this realization was not trivial and required several adjustments in our calculations, as we
will see below.
We saw in section 4.1.3 that in order to obtain a physically sensible tensor product
of representations, we had to use a truncation of the irreducible representations to the
physical states with 0 ≤ j ≤ l−22 as well as a truncation of the representations appearing in
the decomposition of the usual tensor product when j1 + j2 > l−22 , to get rid of unwanted
contributions with vanishing quantum dimension. Now, note that the canonical way of
defining the tensor product of representation of a Hopf-algebra, however, is given by the
formula
(pi(j1) ⊗ pi(j2))(ξ) ≡ (pi(j1) ⊗ pi(j2))(∆(ξ)) = ∑
p
pi(j1)(ξp1)⊗ pi(j2)(ξp2) , (4.80)
where ∆(ξ) = ∑p ξp1 ⊗ ξp2 , and is thus connected to the coproduct of the Hopf algebra.
The choice of admissible labellings in the Turaev-Viro model or in rational conformal field
theories can be seen as an ad hoc modification of the tensor product of representations that
is put in by hand to obtain the desired fusion category. However, as argued in [50, 51] it is
preferable and possible, to explain this modified tensor product of physical representations
by working with certain (weak) quasi-Hopf algebras and a modification of the coproduct,
where indeed the tensor product of representations corresponds to the underlying coproduct
as in Eq.(4.80). However, in this framework one finds that the modified coproduct becomes
non-coassociative but they also show that it is only quasi-coassociative, which means that
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there exists a so-called coassociator or Drinfeld associator Φ ∈ U resq (sl(2,C))⊗3 such that
(∆⊗ id)∆(ξ) = Φ (id⊗∆)∆(ξ) Φ−1 . (4.81)
Thus, instead of working with the Hopf algebra (U resq (sl(2,C)),∆) and modifying the
tensor product by hand, to give a nice fusion category, they propose that the correct
underlying symmetry of those fusion categories arising from quantum groups at q root
of unity is given by the (weak) quasi-Hopf algebra (U resq (sl(2,C)),∆new). It is important
to note that, per construction, the final fusion category of physical representations is not
changed, only the underlying symmetry is corrected. In fact, the components of the non-
trivial coassociator ϕ are exactly given by the restricted 6j-symbol (or Racah coefficients,
depending on conventions) at q root of unity as we know them from the Turaev-Viro model.
Note furthermore that, even though we have a mild violation of coassociativity for quasi-
Hopf algebras, the resulting categories of their representations still form monoidal or tensor
categories where (V j1 ⊗ V j2)⊗ V j3 ∼= V j1 ⊗ (V j2 ⊗ V j3) holds. Before we continue, let us
give the following definitions.
Definition (quasi-Hopf algebra) : A quasi-Hopf algebra (A,∆,Φ, ε, S) is a quasi-
bialgebraA with an antipode S, which means, there exists a coassociator Φ = Φ123 ∈ A⊗ 3
such that, for all ξ ∈ A,
(∆⊗ id)∆(ξ) = Φ.(id⊗∆)∆(ξ).Φ−1 . (4.82)
Furthermore, we must have
(∆⊗ id⊗ id)(Φ).(id⊗ id⊗∆)(Φ) = (Φ⊗ id).(id⊗∆⊗ id)(Φ).(1⊗ Φ) , (4.83)
(ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆ , (id⊗ ε⊗ id)(Φ) = 1 . (4.84)
For the compatibility relations with the antipode we refer to [61]. Quasi-Hopf algebras
are interesting objects, because they are in some sense the most general algebras such that
their category of representations form a monoidal- or tensor- category, which means that
there is a canonical isomorphism between the tensor product spaces (j1 ⊗ j2) ⊗ j3 and
j1 ⊗ (j2 ⊗ j3) given by the action of the coassociator Φ. Furthermore, recall the notion of
twisting we mentioned in section 3. This notion has its analog in the quasi-Hopf algebra
setting and quasi-Hopf algebras are interesting because they are still quasi-Hopf algebras
after twisting, whereas standard Hopf algebras are not “invariant” under twists in general.
Now, similarly to the Hopf algebra case we define
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Definition (quasitriangular quasi-Hopf algebra) : A quasitriangular quasi-Hopf
algebra A is a quasi-Hopf algebra with a universal R - matrix, R ∈ A⊗ 2, such that, for all
ξ ∈ A,
∆cop(ξ) = R.∆(ξ).R−1 , (4.85)
(∆⊗ id)(R) = Φ−1231R13 Φ132R23 Φ−1123 , (4.86)
(id⊗∆)(R) = Φ312R13 Φ−1213R12 Φ123 (4.87)
holds.
Quasitriangular quasi-Hopf algebras are defined such that the quasi-quantum Yang-
Baxter equation
R12 Φ−1231R13 Φ132R23 Φ−1123 = Φ−1132R23 Φ312R13 Φ−1213R12 (4.88)
is satisfied. This relation, as in the Hopf algebra case, guarantees that the representation
category of the algebra carries a braid group representation. Now, at the quasi-Hopf algebra
level we can twist the coproduct, coassociator and R - matrix by an (invertible) element
F ∈ A⊗ 2 as follows
∆F(ξ) = F .∆(ξ).F−1 , (4.89)
ΦF = F .(∆⊗ id)(F).Φ.(id⊗∆)(F)−1.F−123 , (4.90)
RF = F21.R.F−1 (4.91)
and the resulting algebra (A, ε,∆F ,ΦF , RF) is again a quasi-Hopf algebra. The no-
tion of weak quasi-Hopf algebras, as introduced in [50, 51], weakens the invertibility
requirement for R and Φ and is necessary to deal with coproducts that are obtained via
truncated tensor product. Also, it should be clear that the definition of a (quasitriangular)
quasi-Hopf algebra encompasses the notion of a (quasitriangular) Hopf algebra, which is
obtained for trivial coassociator Φ = 1⊗1⊗1. In this case the quasi-quantum Yang-Baxter
equation Eq.(4.88) reduces to the quantum Yang-Baxter equation Eq.(4.23).
If we think of our quasi-Hopf algebra A as the deformation of the universal envelop-
ing algebra of some Lie algebra g we write Ah(g) = Uh(g). We denote the deformation
parameter here as h instead of q. The deformed object Uh(g) is a deformation of U(g) if
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Uh(g) / h Uh(g) ∼= U(g). Note that the coproduct of the (undeformed) UEA U(g) is given
by ∆(ξ) = ξ ⊗ 1 + 1 ⊗ ξ, which satisfies ∆ = ∆cop. We say that a quasi-Hopf quantum
universal enveloping algebra Uh(g) is a quasi-Hopf deformation of U(g) when∑
σ∈Σ3
(Φh)σ(1)σ(2)σ(3) = 1⊗ 1⊗ 1 mod h2 (4.92)
and, in the quasitriangular case, Rh = 1⊗ 1 mod h, [61].
The relation of a (quasi-) Hopf algebra with the corresponding classical structures of
a (quasi-) Lie bialgebra, such as cocycle δ, coassociator ϕ and classical r - matrix, are
obtained from the quantum analogs via
δ(x) = ∆h(ξ)−∆
cop
h (ξ)
h
mod h , x = ξ mod h , (4.93)
ϕ = − 1
h2
∑
σ∈Σ3
sgn(σ) (Φh)σ(1)σ(2)σ(3) mod h , (4.94)
Rh = 1⊗ 1 + h r + O(h2) . (4.95)
Now, if Uh(g) is a quasitriangular quasi-Hopf QUE algebra with universal R - matrix
Rh one can obtain the symmetric g - invariant Casimir element t, which we encountered
in section 3.3, via
t = R
21
h R
12
h − 1⊗ 1
h
mod h . (4.96)
Furthermore, one can always find a twist4 such that Rh = 1 ⊗ 1 + h t + O(h2) and
Φh = 1 ⊗ 1 ⊗ 1 (mod h2), [61]. Then we call the Lie algebra g together with the trivial
cocycle δ = 0 and coassociator
ϕ = −14 [t12, t23] (4.97)
4Note, that the Lie algebra g is still assumed to be complex and simple. Thus, this statement from
[61] does not contradict our findings in section 3.3 about the impossibility to twist between different twist
equivalence classes at the level of real Lie algebras. For example, the three (real) Lie algebras sl(2,C),
iso(3) and so(4), seen as the classical (quasi-) doubles of su(2), are truly in different twist equivalence
classes. If, however, we embed those Lie algebras in so(4,C) and allow complex twists, then it is possible
to twist between the different classes and hence, get to different classical limits. See, for example, appendix
A.2.
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the classical limit of the quasitriangular quasi-Hopf QUE algebra Uh(g). Also
note that, if Uh(g) happens to be a quasitriangular Hopf algebra as well, which means,
that Uh(g) is actually just obtained by some twist from a Hopf algebra, then it can have
a classical limit (g, δg, ϕg = 0), which is different from the one just mentioned. Thus, in
the second case the classical limit is a Lie bialgebra, whereas in the first case the classical
limit is a quasi-Lie bialgebra. To be clear, we emphasize that the possibility of those two
distinct limits is only possible at the level of complex algebras and complex twists.
Now, following [50, 51, 52] we can define a modified coproduct ∆ and a modified R -
matrix R via
∆(ξ) ≡ P∆q(ξ) , R ≡ RqP , ∆cop(ξ)R = R∆(ξ) , (4.98)
where P denotes some projector that takes the truncation of the tensor product into
account. ∆q and Rq denote here the old structures Eq.(4.6) and Eq.(4.27). Furthermore,
note the way we have written the last relation, avoiding the use of the inverse R - matrix
R−1. This is intentional, to denote that for weak quasi-Hopf algebras we only require there
to exists weak inverse elements for R and Φ.
With this new coproduct we have now the canonical relation connecting the coproduct
of the underlying algebra and the tensor product representation, i.e.,
(pi(j1) ⊗ pi(j2))(ξ) = (pi(j1) ⊗ pi(j2))(∆(ξ)) = (pi(j1) ⊗ pi(j2))(P∆q(ξ)) (4.99)
= (pi(j1) ⊗¯ pi(j2))(∆q(ξ)) ,
where we used again the bar over the tensor product to denote the truncated tensor
product introduced in Eq.(4.56) in the last step. The action of this projector is essentially
to truncate the coupled spin J = J(j1, j2), which normally ranges from |j1− j2| to j1 + j2,
to its admissible values, if j1 + j2 > l−22 , in the sum
(pi(j1) ⊗ pi(j2))(ξ) = ∑
J(j1,j2),
adm
J∑
M,N=−J
Cq
(
j1 j2 J
· · M
)
pi(J)(ξ)MN Cq
(
j1 j2 J
· · N
)
. (4.100)
We point out that5 our definition of the projector P (potentially) differs from the
expression in [50, 51, 52], in that we do not use a complex conjugation for neither of the
5In [50, 51, 52] the first Clebsch-Gordan coefficient in their relation, corresponding to our Eq.(4.100),
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Clebsch-Gordan coefficients appearing in Eq.(4.100). In fact, our projector corresponds to
the Π of Eq.(4.60). Note that with this new coproduct and R-matrix we have ∆(1) = P 6=
1⊗ 1, when acting on j1⊗¯j2, if j1 + j2 > l−22 , which is another feature of weak quasi-Hopf
algebras. Furthermore, with quasi-inverse R−1 we have RR−1 = ∆cop(1) = τ ◦ P and
R−1R = ∆(1) = P .
Now, we can see the non-coassociativity of the new coproduct by considering
(∆⊗ id)(∆(ξ)) = (P∆q ⊗ id)(P∆q(ξ))
(P∆q(ξ)) = (∆q(ξ))P ⇒ = (P ⊗ id)(∆q ⊗ id)(∆q(ξ))P
co-associativity of ∆q ⇒ = (P ⊗ id)(id⊗∆q)(∆q(ξ))P
(P∆q(ξ)) = (∆q(ξ))P ⇒ = (P ⊗ id)(id⊗∆q)(P∆q(ξ))
= (P ⊗ id)(id⊗∆q)(∆(ξ)) , (4.101)
where we used twice that the projector is a central element and thus commutes with
any element, [50, 51]. From Eq.(4.101) we get by left-multiplication with (id⊗P )
(id⊗P )(∆⊗ id)(∆(ξ)) = (id⊗P )(P ⊗ id)(id⊗∆q)(∆(ξ))
= (P ⊗ id)(id⊗P )(id⊗∆q)(∆(ξ))
= (P ⊗ id)(id⊗∆)(∆(ξ)) (4.102)
and, again due to the centrality of P , we have
(id⊗P )(∆⊗ id)(∆(ξ)) = (∆⊗ id)(∆(ξ))(id⊗P ) , (4.103)
which shows that, unless P = id⊗ id, we have a non-coassociative co-product ∆.
carries an asterisk to denote the dual Clebsch-Gordan coefficient. It is, however, not clarified whether
their asterisk is to include complex conjugation or not. It makes a significant difference, whether we take
as the dual coefficient the complex conjugate of the original one or not. In our expression Eq.(4.100) the
projector is only non-trivial if j1 + j2 > l−22 . If one defines the projector such that one of the Clebsch-
Gordan coefficients uses complex conjugation, then the projector is non-trivial for all values of j1 and j2,
independent of l. In the latter case, we would, furthermore, run into problems defining tensor operators
that satisfy the Wigner-Eckart theorem.
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4.3 Tensor operators and Wigner-Eckart theorem for
U resq (sl(2,C))
When we deal with physical systems with symmetries, we are most interested in opera-
tors that transform well under the symmetries at hand. Such operators are called tensor
operators and are well known from non-relativistic quantum mechanics and relativistic
quantum field theory. In our case of interest, however, the symmetries are not given by
some Lie group but by generalized symmetries given in terms of a weak quasi-Hopf algebra,
which makes the notion of tensor operators more involved. Tensor operators for quasitri-
angular Hopf algebras have been defined in [77] and where already successfully applied in
[38, 39, 40, 42] in the study of 3D gravity with a negative cosmological constant, which
corresponds, in the quantum theory, to the quasitriangular Hopf algebra Uq(su(2)) for q
real.
In this section we give a brief review of the construction of such tensor operators and
show that it readily extends to the case when the symmetry is given by a weak quasitri-
angular quasi-Hopf algebra as in [50, 51, 52]. We also consider here the so-called Jordan-
Schwinger representation in the q-deformed case, which we will need for the construction of
spinor operators. Furthermore, we show how to define tensor operators and tensor products
of tensor operators, using a representation of the braid group in the quasi-Hopf setting.
This allows us to construct the q-analogs of geometrical operators known from standard
Loop Quantum Gravity with Λ = 0. The results of the calculations are in the end similar
to the q real case and could have been obtained via an analytic continuation. However,
the technical details along the way are more involved, due to the truncated tensor product
and the non-coassociative features.
4.3.1 q-boson algebras and Jordan-Schwinger representations
In this section we review a realization of Uq(sl(2,C)) and U resq (sl(2,C)) in terms of a pair
of q-boson operators, i.e., the q-analog of the so-called Jordan-Schwinger representation
[82, 81]. This will be necessary for the construction of our spinor operators in the next
section. The q-deformed version of the harmonic oscillator algebra or q-boson algebra can
be given by a set of operators {a, a¯, La, L−1a } satisfying the following relations
a¯a− qaa¯ = L−1a , LaaL−1a = qa , Laa¯L−1a = q−1a¯ (4.104)
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and of course LaL−1a = L−1a La = 1. Furthermore, it holds that
La = a¯a− q−1aa¯ . (4.105)
One can show that
aa¯ = La − L
−1
a
q − q−1
∗= [Na]q , a¯a =
qLa − q−1L−1a
q − q−1
∗= [Na + 1]q (4.106)
where the equalities ∗= hold for q real and La = qNa . For the root of unity case
ql = 1, one finds again that the central elements are given by a q-Casimir and the ele-
ments {al′ , a¯l′ , Ll′a , L−l′a }, where again l′ = l for l odd and l′ = l/2 for l even. Thus, one
can again define a finite dimensional quotient Hopf algebra using the ideal generated by
al
′ = 0 = a¯l′ and L±l′a −1 = 0. Using now two mutually commuting copies of this q-boson al-
gebras {a, a¯, La, L−1a } and {b, b¯, Lb, L−1b }, we can give the Jordan-Schwinger representation
of Uq(sl(2,C)) or U resq (sl(2,C)) via
E = ab¯ , F = ba¯ , G = LaL−1b , G−1 = LbL−1a . (4.107)
It is easily verified that these expressions indeed satisfy Eq.(4.3).
4.3.2 Representations of the q-boson algebras
As for Uq(sl(2,C)) and U resq (sl(2,C)), there are several inequivalent representations for
the q - boson algebra, depending on the value of q and, especially for q root of unity,
whether we want to consider cyclic-, semi-cyclic or non-cyclic representations. One such
representation of the non-cyclic type, given in [82], is the following finite dimensional Fock
space representation with
L±1a |n〉 = q±n |n〉 , a |n〉 =
√
|[n+ 1]q| |n+ 1〉 , a¯ |n〉 =
√
|[n]q| |n− 1〉 (4.108)
and a¯ |0〉 = 0 |0〉 = 0 , for n ∈ {0, 1, 2, · · · , l− 1}, l odd. Note the absolute value under
the square brackets, which is necessary to guarantee a real action. In this representation,
however, a and a¯ are not the hermitian conjugates of each other. Furthermore, we have
for all n ∈ {0, 1, · · · , l − 1}, with l odd,
al |n〉 = 0 , a¯l |n〉 = 0 , L±la |n〉 = |n〉 (4.109)
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and thus, a representation of the restricted, or truncated q - boson algebra. For a
classification of representations of the q - boson algebra for q root of unity we refer to [81].
Another form of the representation, which does not need this absolute value under the
square bracket, is given via
Tω(L±1a ) |ω +m〉 = q±(ω+m) |ω +m〉 , Tω(a) |ω +m〉 = |ω +m+ 1〉 , (4.110)
Tω(a¯) |ω +m〉 = q−ω[m]q |ω +m− 1〉 , (4.111)
which is a representation with lowest and highest weights, ω ∈ C and with |ω − 1〉 =
|ω + l〉 = 0. Note, that Eq.(4.108) can be obtained from Eq.(4.110) and Eq.(4.111) by
setting ω = 0 and a rescaling of the basis vectors |m〉 7→ |m〉/
√
|[m]q!|.
Using now two q-boson algebras with the representation Eq.(4.108), we can consider
their tensor product representation and starting from the vacuum |0, 0〉 we can obtain the
representation of Uq(sl(2,C)) introduced in Eq.(4.43) and Eq.(4.44), without the extra
q-factors, by defining the states
|j,m〉 ≡ |j +m, j −m〉 = a
j+m bj−m√
[j +m]q!
√
[j −m]q!
|0, 0〉 . (4.112)
We did not write any absolute values in the square brackets here. Compare also with our
statements below Eq.(4.52), where we showed that one has to restrict j ≤ l−14 to guarantee
positivity under the square root. In order to restore the extra q-factors in Eq.(4.43) and
Eq.(4.44) we can define instead of Eq.(4.108) the following action
a |n〉 = q n2 +β
√
|[n+ 1]q| |n+ 1〉 , a¯ |n〉 = q−n2 + 12−β
√
|[n]q| |n− 1〉 , (4.113)
for any parameter β and we still have a representation of our q-boson algebra and
Eq.(4.112) holds unchanged. The most symmetric case is achieved for β = 14 , which also
respects the ∗-structure ∗a = a¯ and ∗(L±1a ) = L∓1a , which is the star structure compatible
with Eq.(4.31). With this representation Eq.(4.107) and Eq.(4.112) are still valid and we
obtain Eq.(4.43) and Eq.(4.44) with our choice of q-factors.
4.3.3 Tensor operators and Wigner-Eckart theorem
We first review the definition of tensor operators as presented in [77] for Hopf algebras and
will see that it holds similarly for weak quasi-Hopf algebras with some new features showing
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up. If we consider H to be a (weak quasi-) Hopf algebra and consider two H-modules V
andW then there are two (equivalent) ways to define tensor operators. Consider two linear
maps
t : V −→ L(W,W ) , t˜ : V ⊗W −→ W , (4.114)
where L(W,W ) is the algebra of all linear maps from W into W . t˜ is defined via
t˜(v ⊗ w) = t(v) . w. Now, according to [77], t is an H-module homomorphism iff t˜ is an
H-module isomorphism. If those (equivalent) statements are satisfied, t is called a tensor
operator. Now, a linear map f : V → W is called a homomorphism (intertwiner) of the
H-modules V and W if we have, for all h ∈ H,
fpiV (h) = piW (h)f , (4.115)
where
piV : H −→ L(V, V ) (4.116)
denotes a representation of H. This means for our definition of a tensor operator that
t and t˜ must satisfy
t piV (h) = piL(W,W )(h) t , t˜ piV⊗W (h) = piW (h) t˜ (4.117)
for all h ∈ H. The representations of H in L(W,W ) and in V ⊗W are given by
piL(W,W )(h) . f =
∑
i
piW (h1i ) f piW (S(h2i )) , piV⊗W (h) =
∑
i
piV (h1i )⊗ piW (h2i ) (4.118)
for f ∈ L(W,W ) and ∆(h) = ∑i h1i ⊗ h2i . Note, that the first action is basically a rep-
resentation of the definition of the adjoint action for Hopf algebras adh(f) =
∑
i h
1
i fS(h2i ).
Consider now the modules V j = {|jm〉} of Uq(sl(2,C)) and U resq (sl(2,C)). In this notation
we get from the condition for t in Eq.(4.117)
t piV (h) = piL(W,W )(h) t =
∑
i
piW (h1i ) t piW (S(h2i )) (4.119)
and with the definition t |jm〉 ≡ tjm we get
j∑
m=−j
t |jm〉〈jm|pij(h)|jn〉 = ∑
i
piW (h1i ) t(|jn〉)piW (S(h2i )) , (4.120)
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j∑
m=−j
tjm pi
j(h)mn =
∑
i
piW (h1i ) tjn piW (S(h2i )) . (4.121)
From the condition for t˜ in Eq.(4.117) we get
t˜
∑
i
piV (h1i )⊗ piW (h2i ) = piW (h) t˜ (4.122)
and in a basis |IM〉 ⊗ |JN〉 of the tensor product of V = V I and W = V J this gives
t˜
∑
Q,R
|IQ〉⊗ |JR〉∑
i
〈IQ|piI(h1i )|IM〉⊗〈JR|piJ(h2i )|JN〉 = piJ(h) t˜(|IM〉⊗ |JN〉) , (4.123)
and ∑
Q,R
∑
i
(tIQ . |JR〉) piI(h1i )QM piJ(h2i )RN = piJ(h) (tIM . |JN〉) . (4.124)
Multiplying by 〈JT | gives
∑
Q,R
∑
i
(tIQ)TR piI(h1i )QM piJ(h2i )RN =
J∑
U=−J
piJ(h)TU (tIM)UN . (4.125)
We see that this is the notion of tensor operator used in [50, 51, 52].
Now, for the case of q being a root of unity ql = 1, remember that in this case we have a
truncation of the tensor product, such that J ∈ {|j1− j2|, · · · ,min(j1 + j2, l−2− j1− j2)}.
How is this truncation implemented in the definition of the tensor operators? Observe
that in general we can use the Clebsch-Gordan coefficients to rewrite the tensor product
representation, i.e.,
piV⊗W (h) ≡ piV⊗W (∆h) =
∑
i
piV (h1i )⊗ piW (h2i ) , (4.126)
as
piV j1⊗V j2 (h) ≡
∑
J(j1,j2)
J∑
M,N=−J
Cq
(
j1 j2 J
· · M
)
pi(J)(h)MN Cq
(
j1 j2 J
· · N
)
. (4.127)
Thus, the information about the truncation of the coproduct is hiding in the Clebsch-
Gordan coefficients in the above formula by summing only over admissible spins J(j1, j2).
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This implies for the definition of weak quasi-Hopf tensor operators the condition, i.e., the
modified or truncated version of Eq.(4.125),
J∑
F=−J
(tIM)FN piJ(h)EF = (4.128)
∑
K(I,J),
adm
I∑
A=−I
J∑
B=−J
K∑
C=−K
K∑
D=−K
(tIA)EB Cq
(
I J K
A B C
)
piK(h)CD Cq
(
I J K
M N D
)
.
Note that the Clebsch-Gordan coefficients vanish unless A+ B = C and M +N = D.
Thus, we can write
J∑
F=−J
(tIM)FN piJ(h)EF = (4.129)
∑
K(I,J),
adm
I∑
A=−I
J∑
B=−J
(tIA)EB Cq
(
I J K
A B A+B
)
piK(h)A+B,M+N Cq
(
I J K
M N M +N
)
.
The defining condition for weak quasi-Hopf tensor operators Eq.(4.128) shows now that
the Wigner-Eckart theorem, which states that the matrix elements of tensor operators
can be expressed in terms of Clebsch-Gordan coefficients and a reduced matrix element,
holds in the weak quasi-Hopf case as well, since we can solve Eq.(4.128) with
〈j1m1| tIM |j2m2〉 = N(j1, j2, I) Cq
(
I j2 j1
M m2 m1
)
, (4.130)
for some reduced matrix elements N(j1, j2, I). Note, that if we had been using the
truncation of the coproduct using one complex conjugated Clebsch-Gordan coefficients, we
could not use the orthogonality of the Clebsch-Gordan coefficients and thus the fate of the
Wigner-Eckart theorem in that case seems not clear.
An interesting feature of those weak quasi-Hopf tensor operators is that they have a
cut-off, exactly like the physical representations of U resq (sl(2,C)), i.e., the rank I of a tensor
operator tI can be at most l−22 for q
l = 1, with l odd. For example, with l = 3 we can
only have scalar and spinor operators, but no vector operators or higher. This behavior
is implemented in Eq.(4.130), because if any of the spins j1, j2, I is bigger than l−22 , then
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the tensor operator vanishes. When we want to calculate explicit expressions for those
truncated tensor operators we can still use the (equivalent) first condition in Eq.(4.118)
using the adjoint action, as long as we make sure that we consider tensor operators of
admissible rank.
4.3.4 Spinor operators
We will consider now explicitly the case of spin-12 or spinor operators. They are particularly
useful since they allow to construct all higher order tensor operators using the Clebsch-
Gordan coefficients. Furthermore, they are useful in Loop quantum gravity to build so
called spinor-networks that appear in the twisted geometries parametrization [41]. Using
the representation Eq.(4.43) and Eq.(4.44) the first relation in Eq.(4.121) for j = 1/2
becomes for the generators of U resq (sl(2,C)), i.e., for h = {G,E, F},
adG . t
1
2
m = Gt
1
2
mG−1 = q2mt
1
2
m = pi(
1
2 )(G) . t
1
2
m , (4.131)
adE . t
1
2
m = Et
1
2
mG−1 − t
1
2
mEG−1 = qm+
1
2
√
[1/2−m]q[3/2 +m]q t
1
2
m+1 = pi(
1
2 )(E) . t
1
2
m ,
(4.132)
adF . t
1
2
m = Ft
1
2
m −G−1t
1
2
mGF = q−m+
1
2
√
[1/2 +m]q[3/2−m]q t
1
2
m−1 = pi(
1
2 )(F ) . t
1
2
m .
(4.133)
Now, if we define
t
1
2 =
t
1
2
− 12
t
1
2
1
2
 ≡ (AB
)
, (4.134)
we obtain, together with Eq.(4.107) the following conditions
LaL
−1
b ALbL−1a = q−1A , LaL−1b BLbL−1a = qB , (4.135)
ab¯ALbL−1a −Aab¯LbL−1a = B , ab¯BLbL−1a − Bab¯LbL−1a = 0 , (4.136)
ba¯A− LbL−1a ALaL−1b ba¯ = 0 , ba¯B − LbL−1a BLaL−1b ba¯ = A , (4.137)
from which one finds that
Aα,β = αa¯L−1b + βbLa , Bα,β = −qαb¯+ βa (4.138)
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satisfy Eq.(4.135) - Eq.(4.137) for all (α, β) ∈ C2. Hence, we get the 2-parameter family
of spin-12 tensor operators for Uq(sl(2,C))
t
1
2
α,β =
(Aα,β
Bα,β
)
=
(
αa¯L−1b + βbLa
−qαb¯+ βa
)
. (4.139)
One can take the following two spinors both as basis vectors for a spin-12 module (note
that we redefine A and B)
t
1
2
α = t
1
2
α,0 = α
(
a¯L−1b
−qb¯
)
≡
(A
B
)
, t
1
2
β = t
1
2
0,β = β
(
bLa
a
)
≡
(C
D
)
. (4.140)
4.3.5 Vector operators
Similarly, we consider now the vector operators with spin j = 1. In this case the condition
Eq.(4.121) gives together with the representation Eq.(4.43) and Eq.(4.44) the following
equations
adG . t1m = Gt1mG−1 = q2mt1m = pi(1)(G) . t1m , (4.141)
adE . t1m = Et1mG−1 − t1mEG−1 = qm+
1
2
√
[1−m]q[2 +m]q t1m+1 = pi(1)(E) . t1m , (4.142)
adF . t1m = Ft1m −G−1t1mGF = q−m+
1
2
√
[1 +m]q[2−m]q t1m−1 = pi(1)(F ) . t1m . (4.143)
For m = 1 we get
Gt11G
−1 = q2t11 , (4.144)
Et11G
−1 − t11EG−1 = 0 , (4.145)
Ft11 −G−1t11GF = q−
1
2
√
[2]q t10 . (4.146)
The equations Eq.(4.144) and Eq.(4.145) are solved by choosing t11,α = αE, for all
α ∈ C∗. For m = −1 we get
Gt1−1G
−1 = q−2t1−1 , (4.147)
Et1−1G
−1 − t1−1EG−1 = q−
1
2
√
[2]q t10 , (4.148)
Ft1−1 −G−1t1−1GF = 0 (4.149)
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and using now t11,α = αE in Eq.(4.146) we find that we have to define t10 as follows
t10,α =
αq
1
2√
[2]q
(FE − q−2EF ) . (4.150)
This satisfies the equations for m = 0, which are given by
Gt10G
−1 = t10 , (4.151)
Et10G
−1 − t10EG−1 = q
1
2
√
[2]q t11 , (4.152)
Ft10 −G−1t10GF = q
1
2
√
[2]q t1−1 (4.153)
and from Eq.(4.153) we learn that we should define
t1−1,α = −αGF (4.154)
in order to satisfy the last remaining equation. Hence, we find the following (one-
parameter family of) tensor operators
t1α =
t
1
−1,α
t10,α
t11,α
 =

−αGF
αq
1
2√
[2]q
(FE − q−2EF )
αE
 q→1−→ t1α = (−α)
 F1√2 H
−E
 , (4.155)
which reproduces the correct vector operator for the algebra sl(2,C) in the spherical
basis in the q → 1 limit. Now, if we consider the following commutator relations
[(t1α)−1, (t1α)0] = −α
√
q
√
[2]q G (t1α)−1 , (4.156)
[(t1α)−1, (t1α)1] = −α
√
[2]q√
q
G (t1α)0 , (4.157)
[(t1α)0, (t1α)1] = −αq−
3
2
√
[2]q G (t1α)1 (4.158)
and, furthermore, fix α to be
α = −
√
q√
[2]q
, (4.159)
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then we get
[(t1)0, (t1)−1] = −qG(t1)−1 = −q−1(t1)−1G , (4.160)
[(t1)−1, (t1)1] = G(t1)0 = (t1)0G , (4.161)
[(t1)0, (t1)1] = q−1G(t1)1 = q(t1)1G . (4.162)
With the identification G = qJz and Km = (t1)m , m ∈ {−1, 0, 1} these are exactly the
same commutation relations found in [86] in the q real case and with q 12 instead of our
convention working with q.
As mentioned before, we can now use our spinor operators and the Clebsch-Gordan
coefficients Eq.(4.65) - Eq.(4.67) to construct all (admissible) higher order tensor operators.
As an example, we see that we can construct the spin-1 tensor operators Eq.(4.155), for
α = −q, from the spin-12 operators Eq.(4.140) via
t1−1 =
∑
m1,m2
Cq
( 1
2
1
2 1
m1 m2 −1
)
t
1
2
m2 t˜
1
2
m2 = t
1
2
− 12
t˜
1
2
− 12
= a¯L−1b bLa = qGF , (4.163)
t11 =
∑
m1,m2
Cq
( 1
2
1
2 1
m1 m2 1
)
t
1
2
m2 t˜
1
2
m2 = t
1
2
1
2
t˜
1
2
1
2
= −qb¯a = −qE , (4.164)
t10 =
∑
m1,m2
Cq
( 1
2
1
2 1
m1 m2 0
)
t
1
2
m2 t˜
1
2
m2 = Cq
( 1
2
1
2 1−12 12 0
)
t
1
2
− 12
t˜
1
2
1
2
+ Cq
(1
2
1
2 11
2 −12 0
)
t
1
2
1
2
t˜
1
2
− 12
= −q q
1
2√
[2]q
(
FE − q−2EF
)
, (4.165)
where t 12 corresponds to t
1
2
α and t˜
1
2 corresponds to t
1
2
β .
4.4 Geometrical observables
In this section we will construct certain gauge-invariant operators that allow us to probe
the quantum geometry of our q-deformed spin networks. In particular, we are interested
in the q-deformed version of the so-called length operator and the angle operator. Our
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fundamental building block, or ‘atom of space’, is given by a three valent node, which is
labeled by a so-called intertwiner state. The length operator acts on the three individual
legs and the angle operator acts on pairs of legs. We will find that the eigenvalues of
these quantum operators indeed correspond to the classical expressions that we know from
spherical triangles. From this we can conclude that q-deformed spin networks at q root of
unity really represent quantized spherical geometry, or quantum geometry with a positive
cosmological constant.
As we saw in section 4.3 we can use the spinor operators and the q-Clebsch-Gordan
coefficients to build tensor operators for Hilbert spaces associated with a single link of the
spin network. However, when we want to consider tensor operators acting on tensor prod-
uct states, i.e., states which are not just supported on a single link, we have to be more
careful, because of the non-trivial braiding properties of Uq(sl(2,C)). The difference, com-
pared with the flat su(2) case, is the non-cocommutativity and, compared with the q real
case, additionally, the non-coassociativity, which means that we need the quasitriangular
structure as well as the coassociator to define tensor products of tensor operators. In order
to construct proper tensor operators that transform well even for tensor product states, we
will make use of the fact that the representation category of quasitriangular (quasi-) Hopf
algebras carry a representation of the braid group.
Recall that the braid group Bn, acting on n-strands, is generated by the elements bi
and b−1i with i ∈ {1, 2, · · · , n− 1} subject to the so-called Artin relations
bibj = bjbi if |i− j| > 1 , (4.166)
bibi+1bi = bi+1bibi+1 otherwise , (4.167)
bib
−1
i = idB = b−1i bi . (4.168)
With the following notation
∆n = (idn−1⊗∆) · · · (id⊗∆)∆ for n ≥ 2 , (4.169)
∆1 = ∆ , ∆0 = id , ∆−1 = ε (4.170)
and with T+ ≡ τ ◦ R and T− ≡ R−1 ◦ τ , where τ is the permutation operator, one
can define a representation of the braid group Bn acting on the weak quasi-Hopf algebra
U resq (sl(2,C))⊗n (or its representations) via, [52],
b±k ≡ ∆n−1(1)(idn−k+1⊗∆k−2)(1n−k−1 ⊗ Φ (T± ⊗ 1) Φ−1) ∈ Bn , (4.171)
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where idB = ∆n−1(1). Since we are mainly interested in trivalent graphs, i.e., n = 3,
let us write those braid operators explicitly. If we consider an arbitrary state on a 3-valent
node we can write
|Ψ〉 = ∑
m1m2m3
Ψm1m2m3 |j1,m1〉⊗¯(|j2,m2〉⊗¯|j3,m3〉) , (4.172)
where we had to make a choice for the order of the tensor products, i.e., whether we
consider (V j1 ⊗ V j2)⊗ V j3 or V j1 ⊗ (V j2 ⊗ V j3). In order to braid the last two factors we
need the elements b±1 , which leave the first factor unchanged. This braid is simply given
by
b±1 = 1⊗ T± (4.173)
and since we do not change the order of the brackets, we do not encounter the coasso-
ciator yet. For the braiding involving the first factor, however, we need to take care of the
brackets first using the coassociator Φ. We get
b±2 = Φ (T± ⊗ 1) Φ−1 . (4.174)
Now, before we consider the length operator we have to consider how to build tensor
products of tensor operators in such a way that we still have another tensor operator at
the end. The problem in the non-cocommutative or non-coassociative case is that, starting
with any tensor operator t, we can not simply let it act in an arbitrary way on a tensor
product space. While it can be shown that t(1) ≡ t ⊗ id⊗ · · · ⊗ id is still a good tensor
operator, any other operator, where t is not in the first factor, is in general not a good
tensor operator. This problem can be solved, however, using the braiding Eq.(4.171). If
we consider the simplest case of two factors (n = 2), then we can construct the tensor
operator corresponding to t, acting on the second leg as follows
t(2) ≡ b−11 (t⊗ id) b1 = R−1 ◦ τ (t⊗ id) τ ◦R = R−1(id⊗ t)R . (4.175)
We have seen before already that in this case the coassociator does not show up yet,
but only for higher order product. This procedure continues and one can use the braid
group to move the tensor operator t to any position. Furthermore, this is also the correct
procedure to define the tensor product of tensor operators that are acting not only on the
first factor of the product state [77]. This means that, for example, the tensor product of
t1 and t2 has to be defined via
t1 ⊗ t2 ≡ (t1 ⊗ id) b−11 (t2 ⊗ id) b1 . (4.176)
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4.4.1 Length operator
In analogy with standard Loop quantum gravity for Λ = 0, we will now use our vector
operators t1 to define different geometrical operators. For example, the q-deformed length
(squared) operator, acting on the i-th leg, is defined as
~Lq 2i ≡ t(i) · t(i) =
∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
t(i) 1m1 t
(i) 1
m2 . (4.177)
The contraction of the components of the vector operator with the Clebsch-Gordan
coefficient in this particular form guarantees that the resulting object transforms as a scalar,
and thus, is invariant under gauge-transformations. Note, that in four dimensions this
operator would measure the area (squared) dual to a link in the 3-dimensional hypersurface.
For a 3-valent node with state |1〉 ⊗ (|2〉 ⊗ |3〉) we can consider for example
t(1) 1m ≡ (t1m ⊗ id⊗ id) , (4.178)
t(2) 1m ≡ b−12 (t1m ⊗ id⊗ id) b2 (4.179)
t(3) 1m ≡ b−11 b−12 (t1m ⊗ id⊗ id) b2 b1 . (4.180)
For the length operators one finds that the braiding matrices in between the two vector
operators cancel, e.g. for
~Lq 23 ≡ t(3) · t(3) =
∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
t(3) 1m1 t
(3) 1
m2
=
∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
b−11 b
−1
2 (t1m1 ⊗ id⊗ id) b2 b1b−11 b−12 (t1m2 ⊗ id⊗ id) b2 b1
=
∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
b−11 b
−1
2 (t1m1t
1
m2 ⊗ id⊗ id) b2 b1 . (4.181)
Furthermore, note that we can actually move the braiding as follows, and thus can
relate the different length operators with each other, i.e.,
~Lq 23 = b−11 b−12
( ∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
(t1m1t
1
m2 ⊗ id⊗ id)
)
b2 b1
= b−11 b−12
(
~Lq 21
)
b2 b1 = b−11
(
~Lq 22
)
b1 . (4.182)
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Now, let us start with the simplest case. That is, we consider the length operator ~Lq 21
acting on the first outwardly oriented leg of a 3-valent intertwiner |i123〉. In this case the
orientation of the last two legs has no influence and it would not change the result if we
where to consider, e.g., |i12∗3〉, |i123∗〉 or |i12∗3∗〉, where legs with an inward orientation are
labeled by a dual vector j∗, which is, obviously, just a convention. However, it tells us
already that outwardly oriented edges transform under the irreducible representation and
the inwardly oriented edges under the corresponding dual action.
As a reminder, we consider spin networks, i.e., states that are gauge invariant with
respect to the Gauss constraint (the generator of local U resq (sl(2,C)) transformations).
This means, that we have to consider states that transform like scalars. Since the scalar
representation of U resq (sl(2,C)) is given by the counit ε we know that a scalar object O
must transform like
ξ .O = ε(ξ)O . (4.183)
This means in particular that any n-valent intertwiner, independent of the orientation
of any of its legs, must satisfy
E . |i12···n〉 != ε(E) |i12···n〉 = 0 = ε(F ) |i12···n〉 != F . |i12···n〉 , (4.184)
G±1 . |i12···n〉 != ε(G±1) |i12···n〉 = |i12···n〉 . (4.185)
If we consider an arbitrary 3-valent state with three outwardly oriented legs, the action
of U resq (sl(2,C)) on it is given by
ξ . |1(23)〉 = (4.186)∑
m1,m2,m3
f j1j2j3m1m2m3 (pi
(j1) ⊗ (pi(j2) ⊗ pi(j3)))(id⊗∆)∆(ξ) |j1,m1〉⊗¯ (|j2,m2〉⊗¯|j3,m3〉) .
If we consider states with reversed orientation, for instance for the third leg, than the
action is given by
ξ . |1(23∗)〉 = (4.187)∑
m1,m2,m3
f˜ j1j2j3m1m2m3 (pi
(j1) ⊗ (pi(j2) ⊗ pi(j3),∗))(id⊗∆)∆(ξ) |j1,m1〉⊗¯ (|j2,m2〉⊗¯〈j3,m3|) .
Note the change of pi(j3)(ξ(3)) to the dual representation pi(j3)∗(ξ(3)) = pi(j3)(S(ξ(3)))t.
One can use these equations, together with Eq.(4.184) and Eq.(4.185) to determine the
coefficients f j1j2j3m1m2m3 and f˜ j1j2j3m1m2m3 in Eq.(4.186) and Eq.(4.187).
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A different way to determine the intertwiner states is to map a state in the triple tensor
product onto its spin-0 irreducible subspace with 〈0, 0|, where 〈0, 0| corresponds to the
dual as defined by the standard scalar product such that 〈J,M |K,N〉 = δJKδMN . This
means for the standard state |1(23)〉 that we have to consider
〈0, 0|j1,m1〉⊗¯ (|j2,m2〉⊗¯|j3,m3〉) =
∑
J,M
adm.
Cq
(
j2 j3 J
m2 m3 M
)
〈0, 0|j1,m1〉⊗¯|J,M〉
=
∑
J,M
adm.
∑
K,N
adm.
Cq
(
j2 j3 J
m2 m3 M
)
Cq
(
j1 J K
m1 M N
)
〈0, 0|K,N〉
=
∑
J,M
adm.
Cq
(
j2 j3 J
m2 m3 M
)
Cq
(
j1 J 0
m1 M 0
)
=
∑
J,M
adm.
Cq
(
j2 j3 J
m2 m3 M
)
δj1,Jδm1,−M
(−1)j1−m1qm1√
[2j1 + 1]q
= Cq
(
j2 j3 j1
m2 m3 −m1
)
(−1)j1−m1qm1√
[2j1 + 1]q
. (4.188)
For 〈0, 0| (|j1,m1〉⊗¯|j2,m2〉) ⊗¯|j3,m3〉 one gets similarly
〈0, 0| (|j1,m1〉⊗¯|j2,m2〉) ⊗¯|j3,m3〉 = Cq
(
j1 j2 j3
m1 m2 −m3
)
(−1)j3+m3q−m3√
[2j3 + 1]q
. (4.189)
Now, if we want to consider states which have inwardly oriented legs, e.g., |1(23∗)〉, we
have to consider 〈0, 0|j1,m1〉⊗¯ (|j2,m2〉⊗¯〈j3,m3|). In order to get the correct dual 〈J,M |
from |J,M〉 we need an invariant bilinear form B on V J . Then we can define 〈J,M | ≡
B(|J,M〉, ·). In fact, the Clebsch-Gordan coefficients allow us to construct such an invariant
bilinear form explicitly. Note that the Clebsch-Gordan coefficients of the decomposition
|j1,m1〉⊗¯|j2,m2〉 → |J,M〉 are the components of the canonical isomorphism given by [87]
Hom(V j1 ⊗ V j2 , V J) ∼= Hom(V j1 , V J ⊗ (V j2)∗) . (4.190)
This isomorphism allows us to give an invariant map between V j1 and (V j2)∗ by setting
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J = 0 and using Hom(V j1 ⊗ V j2 ,C) ∼= Hom(V j1 , (V j2)∗). One can write this explicitly as
〈j2,m2| =
∑
m1
Cq
(
j1 j2 0
m1 m2 0
)
|j1,m1〉 = δj1,j2
(−1)j1+m2 q−m2√
[2j1 + 1]q
|j1,−m2〉
= (−1)
j2+m2 q−m2√
[2j2 + 1]q
|j2,−m2〉 . (4.191)
In the opposite direction one can use similarly Hom(V J , V j1 ⊗ V j2) ∼= Hom((V j1)∗ ⊗
V J , V j2), which gives with J = 0 that Hom(C, V j1 ⊗ V j2) ∼= Hom((V j1)∗, V j2). Thus, we
can define for example
|j2,m2〉 =
∑
m1
Cq
(
j1 j2 0
m1 m2 0
)
〈j1,m1| . (4.192)
Note, however, that the maps Eq.(4.191) and Eq.(4.192) need to be properly normalized
to be inverse with respect to each other6. With the following normalizations those two maps
become inverses of each other,
〈j2,m2| = (−1)−j2
√
[2j2 + 1]q
∑
m1
Cq
(
j1 j2 0
m1 m2 0
)
|j1,m1〉 = (−1)m2q−m2 |j2,−m2〉
(4.193)
and
|j2,m2〉 = (−1)−j2
√
[2j2 + 1]q
∑
m1
Cq
(
j1 j2 0
m1 m2 0
)
〈j1,m1| = (−1)m2q−m2 〈j2,−m2| .
(4.194)
6This results from the fact that for J = 0 we did not write explicitly the functions coming from V 0 = C,
which is not the identity function, in general. We also point out that the dual basis 〈j,m| of the dual
space (V j)∗, constructed using the Clebsch-Gordan coefficients, despite the notation, is not the same dual
basis that is obtained from the scalar product on V j via 〈j,m| ≡ 〈|j,m〉| · 〉V j .
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Using these expressions we can write for |1(23∗)〉
〈0, 0|j1,m1〉⊗¯ (|j2,m2〉⊗¯〈j3,m3|) = 〈0, 0|j1,m1〉⊗¯
(
|j2,m2〉⊗¯(−1)m3 q−m3 |j3,−m3〉
)
= Cq
(
j2 j3 j1
m2 −m3 −m1
)
(−1)m3 q−m3 (−1)
j1−m1qm1√
[2j1 + 1]q
= Cq
(
j3 j2 j1
m3 −m2 m1
)
(−1)j1−m1+m3 qm1−m3√
[2j1 + 1]q
= Cq
(
j1 j2 j3
m1 m2 m3
)
(−1)j3√
[2j3 + 1]q
. (4.195)
Note, that for a 3-valent node all these spin-0 states are equivalent, because in this
case the dimension of the invariant subspace of any type of triple tensor product space,
independent of the orientations involved, is always of dimension one. One can show for
example explicitly, using the symmetries of the Clebsch-Gordan coefficients, that Eq.(4.188)
and Eq.(4.189) are the same.
Now we will calculate ~Lq 21 . |i1(23)〉 and ~Lq 21 . |i1∗(23)〉. In those cases we will not need
the braiding yet. The details of the calculations can be found in appendix B.1. By the
definition of the length operator Eq.(4.177) we get
~Lq 21 . |i1(23)〉 =
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 . |i1(23)〉
=
∑
k1,k2
∑
m1,m2,m3
Cq
(
1 1 0
k1 k2 0
)
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
× t1k1t1k2 |j1,m1〉 (|j2,m2〉|j3,m3〉) . (4.196)
Using now the Wigner-Eckart theorem and certain symmetries of the Clebsch-Gordan
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coefficients we can write
t1k1t
1
k2 |j1,m1〉 =
j1∑
n1,n2=−j1
N(j1, j1, 1)2 Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k2 m1 n2
)
|j1, n1〉
= N(j1, j1, 1)2
j1∑
n1,n2=−j1
(−1)−k1q−k1 Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k1 n2 m1
)
|j1, n1〉 . (4.197)
Combining Eq.(4.196) and Eq.(4.197) we finally find
~Lq 21 . |i1(23)〉 =
N(j1, j1, 1)2√
[3]q
∑
k1
∑
m1,m2,m3
∑
n1,n2
(−1)1−2k1 (−1)
j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
× Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k1 n2 m1
)
|j1, n1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
∑
m1,m2,m3
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
|j1,m1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
|i1(23)〉 . (4.198)
In order to calculate now ~Lq 21 . |i1∗(23)〉 with the reversed orientation of the first link,
we have to make sure to use the right duality. The details are found again in appendix
B.1. We get
~Lq 21 . |i1∗(23)〉 =
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 . |i1∗(23)〉
=
∑
k1,k2
∑
m1,m2,m3
Cq
(
1 1 0
k1 k2 0
)
(−1)j1+3m1q−3m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
× t1k1t1k2 |j1,−m1〉 (|j2,m2〉|j3,m3〉) (4.199)
and after a similar calculation as before we obtain
~Lq 21 . |i1∗(23)〉 = −
N(j1, j1, 1)2√
[3]q
|i1∗(23)〉 . (4.200)
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Thus, we see that with the properly normalized duality map Eq.(4.193) and Eq.(4.194)
we get the same result, regardless of whether we take the first leg inwardly or outwardly
oriented. This is of course the result we would expect, however, it depends on the correct
choice of the dual vectors.
If we want to calculate the length operator acting on the two remaining legs, we have
to use the braiding, as should be clear from the expressions Eq.(4.179) and Eq.(4.180).
Since we just saw that the change of orientation does not change the result of the length
operator we will consider only outwardly oriented legs now. Schematically, the braiding
action of the first (inverse) braid operator is given by
b−11 . |a〉 ⊗ (|b〉 ⊗ |c〉) = (id⊗T−) . |a〉 ⊗ (|b〉 ⊗ |c〉) = |a〉 ⊗ (|c〉 ⊗ |b〉) (4.201)
and for the second (inverse) braid operator we have
b−12 . |a〉 ⊗ (|b〉 ⊗ |c〉) = Φ (T− ⊗ id) Φ−1 . |a〉 ⊗ (|b〉 ⊗ |c〉)
= Φ (T− ⊗ id) . (|a〉 ⊗ |b〉)⊗ |c〉
= Φ . (|b〉 ⊗ |a〉)⊗ |c〉
= |b〉 ⊗ (|a〉 ⊗ |c〉) . (4.202)
Combining those two we get
b−12 b
−1
1 . |a〉 ⊗ (|b〉 ⊗ |c〉) = b−12 . |a〉 ⊗ (|c〉 ⊗ |b〉) = |c〉 ⊗ (|a〉 ⊗ |b〉) . (4.203)
Thus, we find with Eq.(4.182) and Eq.(4.200) that, not surprisingly,
~Lq 22 . |i1(23)〉 = −
(N(j2, j2, 1))2√
[3]q
|i1(23)〉 = ~Lq 22 . |i1(2∗3)〉 , (4.204)
~Lq 23 . |i1(23)〉 = −
(N(j3, j3, 1))2√
[3]q
|i1(23)〉 = ~Lq 23 . |i1(23∗)〉 . (4.205)
Now, what are those reduced matrix elements N(j, j, 1)? They can be determined
by using the Wigner-Eckart theorem and the explicit expression for the corresponding
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Clebsch-Gordan coefficient, calculated from Eq.(4.61), on the one hand and the action of
the components of our vector operator Eq.(4.155) on the other hand in the equation
〈j1,m1|t1M |j2,m2〉 = N(j1, j2, 1) Cq
(
1 j2 j1
M m2 M +m2
)
, (4.206)
where in the vector case we actually have j1 = j2. We then find the following
N(j, j, 1) = α q− 12
√√√√ [2j]q[2j + 2]q
[2]q
= −
√
[2j]q[2j + 2]q
[2]q
, (4.207)
where we used the specific value for α found in Eq.(4.159) in the second equality. If we
rescale now our length operator by the overall −
√
[3]q - factor, we finally find
~Lq 21 . |i1(23)〉 = N(j1, j1, 1)2 |i1(23)〉 =
[2j1]q[2j1 + 2]q
[2]2q
|i1(23)〉 . (4.208)
and equivalently for the other two legs and the opposite orientations. We see that
in the limit q → 1 this gives the result we know from standard Loop quantum gravity,
i.e., ~L21 = j1(j1 + 1). Furthermore, let us mention again that this result holds regardless
of whether we consider 3D or 4D Loop quantum gravity, i.e., if we were to consider a
4-valent intertwiner and associate the four spin labels of the links with the dual areas of a
tetrahedron, we would still obtain the above result for this quantum operator.
4.4.2 Angle operator
In this section we will calculate the action of the so-called angle operator on a 3-valent
intertwiner. This operator acts on two legs of the node and will require the full braiding
machinery. The q-deformed angle operator, acting on the legs i and j, is defined in terms
of two vector operators as
Wq ij ≡ t(i) · t(j) =
∑
m1,m2
Cq
(
1 1 0
m1 m2 0
)
t(i) 1m1 t
(j) 1
m2 , (4.209)
where the tensor operators t(i) 1 for the leg i are defined again via Eq.(4.178) - Eq.(4.180).
By the contraction of the vector operators with this particular Clebsch-Gordan coefficient
we are certain to have a gauge-invariant operator at hand.
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We want to consider specifically Wq 12 . |i1(23)〉, because, for example, for Wq 12 . |i(12)3〉
we would not need the coassociator in the braiding and the calculation is the same as in
the Hopf case.
Now, we will see that in the case of a 3-valent node, decorated with an intertwiner
state, there are some simplifications concerning the braiding, following essentially from the
fact that the invariant subspace is at most 1-dimensional. Furthermore, we will see that
it is very beneficial for the calculation to work in the coupled basis. We denote the basis
vectors for (V j1⊗¯V j2) ⊗¯V j3 and V j1⊗¯ (V j2⊗¯V j3), respectively, by
ej1j2,j12,j3,JM =
∑
mi,m12
Cq
(
j1 j2 j12
m1 m2 m12
)
Cq
(
j12 j3 J
m12 m3 M
)
|j1,m1〉|j2,m2〉|j3,m3〉
(4.210)
and
ej1,j2j3,j23,JM =
∑
mi,m12
Cq
(
j1 j23 J
m1 m23 M
)
Cq
(
j2 j3 j23
m2 m3 m23
)
|j1,m1〉|j2,m2〉|j3,m3〉 .
(4.211)
Because of the truncation of the tensor product at q root of unity J takes values only
in the range of admissible spins. As we have discussed before, those two basis vectors are
connected by the q-Racah coefficients via
ej1j2,j12,j3,JM =
∑
j23
R(j1, j2, j3; j12, j23; J)q e
j1,j2j3,j23,J
M , (4.212)
ej1,j2j3,j23,JM =
∑
j12
R(j1, j2, j3; j12, j23; J)q e
j1j2,j12,j3,J
M . (4.213)
For the gauge invariant space of intertwiners we have to consider J = 0. In this case,
however, one finds that the q-Racah coefficients are non-zero only when j23 = j1 and
j12 = j3, which is clear because we must have |j1 − j23| = J = 0 and |j12 − j3| = J = 0. In
fact, we have
R(j1, j2, j3; j12, j23; 0)q = δj1,j23 δj12,j3 (4.214)
and thus
ej1j2,j12,j3,00 =
∑
j23
R(j1, j2, j3; j12, j23; 0)q e
j1,j2j3,j23,0
0 = δj12,j3 e
j1,j2j3,j1,0
0 , (4.215)
ej1,j2j3,j23,00 =
∑
j12
R(j1, j2, j3; j12, j23; 0)q e
j1j2,j12,j3,0
0 = δj1,j23 e
j1j2,j3,j3,0
0 . (4.216)
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Hence, we see that on the gauge invariant level for a 3-valent node the choice of brackets
for the triple tensor product does not matter and we have ej1j2,j3,j3,00 = ej1j2j3,j1,00 . This
simplifies in particular the action of the braiding, because now we have
Φ−1 . ej1,j2j3,j1,00 = ej1j2,j3,j3,00 , Φ . ej1j2,j3,j3,00 = ej1,j2j3,j1,00 . (4.217)
Note, however, that this does not imply that we can forget about the coassociator
when calculating with general tensor operators. The reason is that intermediate states,
after acting with a tensor operator for example, are not necessarily invariant J = 0 states
and thus the braiding becomes more complicated, as we will see below.
Let us first consider
t
(2) 1
k2 . |i1(23)〉 = b−12 t(1) 1k2 b2 . |i1(23)〉 = b−12 (t1k2 ⊗ id⊗ id) b2 . |i1(23)〉 . (4.218)
We have
b2 . e
j1,j2j3,j23,J
M =
∑
j12,j13
(−1)j1+j2−j12 qcj12−cj1−cj2 R(j1, j2, j3; j12, j23; J)q (4.219)
× R(j2, j1, j3; j12, j13; J)q ej2,j1j3,j13,JM ,
which gives for J = 0 = M , together with
R(j1, j2, j3; j12, j23; 0)q = 1 = R(j2, j1, j3; j12, j13; 0)q , (4.220)
the following
b2 . |i1(23)〉 = (−1)j1+j2−j3 qcj3−cj1−cj2 |i2(13)〉 . (4.221)
Next, one finds, using the Wigner-Eckart theorem,
t
(1) 1
k2 . |i2(13)〉 = −
N(j2, j2, 1)√
[3]q
ej2,j1j3,j2,1k2 . (4.222)
Now, calculating b−12 . ej2,j1j3,j2,1k2 , we see that the braiding is highly non-trivial, even
though we started from a simple intertwiner state, because
t
(2) 1
k2 . |i1(23)〉 = −
N(j2, j2, 1)√
[3]q
∑
j21,j23
(−1)j21−j3qcj3−cj21 R(j2, j1, j3; j21, j2; 1)q (4.223)
× R(j1, j2, j3; j21, j23; 1)q ej1,j2j3,j23,1k2 .
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Lastly, we have to calculate t(1) 1k1 .e
j1,j2j3,j23,1
k2 and collecting everything together, using
Eq.(4.209), gives after a lengthy calculation
Wq 12 . |i1(23)〉 = −
N(j1, j1, 1)N(j2, j2, 1)√
[3]q
([2j1 + 1]q[2j2 + 1]q)
1
2 (4.224)
× (−1)j1+j2+j3 q−2
{
j1 j3 j2
j2 1 j1
}
q
|i1(23)〉
= N(j1, j1, 1)N(j2, j2, 1)√
[3]q
q−2 R(j1, j3, j2; j2, j1; 1)q |i1(23)〉 .
This result is exactly the same as in the q real case, however, completely calculated in
the weak quasi-Hopf setting for q root of unity.
We can rewrite the 6j-symbol above using{
j1 j3 j2
j2 1 j1
}
q
=
{
j2 1 j2
j1 j3 j1
}
q
=
{
j2 j2 1
j1 j1 j3
}
q
=
{
j1 j1 1
j2 j2 j3
}
q
. (4.225)
From [81] we have the following explicit expression for the quantum 6j-symbol7{
j1 j2 j12
j3 j j23
}
q
= (−1)
a ∆(j1, j2, j12)∆(j1, j23, j)∆(j2, j3, j23)∆(j12, j3, j)
[j + j3 − j12]q![j1 − j2 + j12]q![j2 − j1 + j12]q![j1 − j23 + j]q! (4.226)
× [j12 + j3 + j + 1]q![j1 + j + j23 + 1]q![j2 − j3 + j23]q![j3 − j2 + j23]q!
∑
s
(−1)s [2j2 − s]q![j1 − j2 + j12 + s]q!
[s]q![j1 + j2 − j12 − s]q!
× [j3 + j23 − j2 + s]q![j2 + j3 − j23 − s]q![j23 + j12 − j2 − j + s]q![j23 + j12 − j2 + j + s+ 1]q! ,
where the sum over s goes over all integer values such that the q-factorials are non-
negative, a = j − j1 + j2 + j3 and
∆(j1, j2, j12) =
(
[j1 + j2 − j3]q[j1 − j2 + j3]q[j2 − j1 + j3]q
[j1 + j2 + j3 + 1]q
) 1
2
. (4.227)
7Instead of a = j − j1 + j2 + j3, which is used in [81], we consider a different phase, namely a =
j + j1 + j2 + j3, which matches the definition of the quantum 6j-symbol used in [85].
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Using the symmetries Eq.(4.225) and Eq.(4.226) gives, with our changed phase factor,
i.e., a = j + j1 + j2 + j3 instead of a = j − j1 + j2 + j3,{
j1 j3 j2
j2 1 j1
}
q
=
{
j1 1 j1
j2 j3 j2
}
q
(4.228)
= (−1)j1+j2+j3 [2j1]q[2j2]q − [2]q[j1 + j2 − j3]q[j1 + j2 + j3 + 1]q√
[2j1]q[2j1 + 1]q[2j1 + 2]q[2j2]q[2j2 + 1]q[2j2 + 2]q
.
Thus, after rescaling again by the overall factor −
√
[3]q , we get
−
√
[3]q Wq 12 . |i1(23)〉 = N(j1, j1, 1)N(j2, j2, 1) ([2j1 + 1]q[2j2 + 1]q)
1
2 (4.229)
× (−1)j1+j2+j3 q−2
{
j1 j3 j2
j2 1 j1
}
q
|i1(23)〉
= N(j1, j1, 1)N(j2, j2, 1) ([2j1 + 1]q[2j2 + 1]q)
1
2 q−2
× [2j1]q[2j2]q − [2]q[j1 + j2 − j3]q[j1 + j2 + j3 + 1]q√
[2j1]q[2j1 + 1]q[2j1 + 2]q[2j2]q[2j2 + 1]q[2j2 + 2]q
|i1(23)〉
= q−2 [2j1]q[2j2]q − [2]q[j1 + j2 − j3]q[j1 + j2 + j3 + 1]q[2]2q
|i1(23)〉 (4.230)
where we used Eq.(4.207), with the specific value for α from Eq.(4.159), in the last
step. In the limit q → 1 we find that Eq.(4.230) becomes
−
√
[3]q Wq 12 . |i1(23)〉 q→1= −
1
2 (j1(j1 + 1) + j2(j2 + 1)− j3(j3 + 1)) . (4.231)
If we consider the q → 1 limit of the 6j-symbol directly, we get{
j1 1 j1
j2 j3 j2
}
q
q→1= 2 (−1)j1+j2+j3 j3(j3 + 1)− j1(j1 + 1)− j2(j2 + 1)√
(2j1)(2j1 + 1)(2j1 + 2)(2j2)(2j2 + 1)(2j2 + 2)
(4.232)
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and we obtain the following limit
−([2j1 + 1]q[2j2 + 1]q) 12 (−1)j1+j2+j3 q−2
{
j1 1 j1
j2 j3 j2
}
q
q→1= j1(j1 + 1) + j2(j2 + 1)− j3(j3 + 1)
2
√
j1(j1 + 1) j2(j2 + 1)
. (4.233)
As mentioned before, in Loop quantum gravity with Λ = 0, which corresponds to the
limit q → 1, we can identify the length of a link with Li =
√
ji(ji + 1). Hence, Eq.(4.233)
should be compared with the classical (flat) law of cosines
cos(θc) =
a2 + b2 − c2
2ab , (4.234)
where θi is the angle opposite the link i. Thus, we see that, up to the reduced matrix
elements N(j1, j1, 1) and N(j2, j2, 1), in the q → 1 limit the operator
√
[3]q Wq 12 , note the
dropped minus sign, reproduces the flat law of cosines Eq.(4.234).
Now, recall the classical (spherical) law of cosines for a triangle on the 2-sphere
cos(θc) =
cos(c)− cos(a) cos(b)
sin(a) sin(b) , (4.235)
which gives back Eq.(4.234) for short arc lengths a, b, c, relative to the radius or the
sphere, via sin(a) sin(b) ≈ ab and cos(c) ≈ 1 − c2/2, etc. We will see now that we do
not have to consider the q → 1 limit of our angle operator, to relate it with this classical
geometry. With q = e 2piil we can write
[2j1]q[2j2]q − [2]q[j1 + j2 − j3]q[j1 + j2 + j3 + 1]q = (4.236)
= (q
2j1 − q−2j1)(q2j2 − q−2j2)− [2]q(qj1+j2−j3 − q−j1−j2+j3)(qj1+j2+j3+1 − q−j1−j2−j3−1)
(q − q−1)2
= 4 (q − q−1)−2
[
cos
(2pi
l
)
cos
(2pi
l
(2j3 + 1)
)
− cos
(2pi
l
(2j1 + 1)
)
cos
(2pi
l
(2j2 + 1)
)]
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and we get√
[3]q Wq 12 . |i1(23)〉 = N(j1, j1, 1)N(j2, j2, 1) q−2
×
[
cos
(
2pi
l
)
cos
(
2pi
l
(2j3 + 1)
)
− cos
(
2pi
l
(2j1 + 1)
)
cos
(
2pi
l
(2j2 + 1)
)]
√[
sin
(
2pi
l
)2 − sin (2pi
l
(2j1 + 1)
)2] [
sin
(
2pi
l
)2 − sin (2pi
l
(2j2 + 1)
)2] |i1(23)〉
If we consider a limit such that l  1 and ji  1, but jil ∼ 1, we have cos(2pi/l) ≈ 1
and sin(2pi/l) ≈ 0, and thus we get
√
3 Wq 12 . |i1(23)〉 ≈ N(j1, j1, 1)N(j2, j2, 1) (4.237)
×
[
cos
(
2pi
l
(2j3 + 1)
)
− cos
(
2pi
l
(2j1 + 1)
)
cos
(
2pi
l
(2j2 + 1)
)]
sin
(
2pi
l
(2j1 + 1)
)
sin
(
2pi
l
(2j2 + 1)
) |i1(23)〉 ,
from which we see that we reproduce the spherical cosine law if we identify the arc
lengths of the triangle with 2pi
l
(2ji+1). The mismatch between the arc length for the angle
operator and the result for the eigenvalue of the length operator Eq.(4.208) was already
noticed in the hyperbolic case in [40, 38]. However, with q = e 2piil we can write the length
eigenvalue from Eq.(4.208) as
√√√√ [2j]q[2j + 2]q
[2]2q
=
√√√√√cos
(
4pi
l
(2j + 1)
)
− cos
(
4pi
l
)
cos
(
8pi
l
)
− 1 ≈
1
2
√
(2j + 1)2 − 1 + O(l−2) (4.238)
and we see that, at least for large j, we have√√√√ [2j]q[2j + 2]q
[2]2q
≈
(
j + 12
)
+ O(j−1) + O(l−2) , (4.239)
which resembles the values for the arc length in the angle eigenvalue, i.e., 2pi
l
(2ji + 1) =
4pi
l
(
ji + 12
)
. Note, that for both Eq.(4.237) and Eq.(4.239) we considered the limits l  1
and ji  1, but kept jil ∼ 1 fixed.
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Chapter 5
Timelike twisted geometries and
Lorentzian spinfoam models
In this chapter we summarize and extend our own work [1], which is concerned with Loop
quantum gravity and spinfoam models in 4D Lorentzian spacetime and a certain gauge
choice, that leads to SU(1, 1) as the (small) gauge group, instead of the more common
SU(2), associated with the standard (real) Ashtekar variables. Section 5.1 presents almost
one to one the results of [1] and in section 5.2 we present some unpublished work on
Lorentzian 4D spinfoam models.
In [1] we used the so-called twistorial parametrization of Loop quantum gravity and
investigated the consequences of choosing a spacelike normal vector in the so-called linear
simplicity constraints1. In the (current) standard formulation of 4D Loop quantum gravity
and the so-called EPRL-FK-KKL spinfoam model2, whose amplitudes are based on SU(2)
boundary states, we only have spacelike building blocks in the bulk of spacetime. In our
approach, using a spacelike normal vector, instead of a timelike normal vector, in the
linear simplicity constraints allows us to distinguish spacelike from timelike 2-surfaces. We
proposed in [1] a quantum theory that includes both spatial and temporal building blocks
and hence, in our opinion, a more complete picture of quantum spacetime. At the classical
1In current 4D spinfoam models gravity is formulated as a topological BF - theory, which gives general
relativity upon imposition of those simplicity constraints. They are called that, because they impose that
the B - field of BF - theory be simple, which means, that it can be expressed as a wedge product of two
vectors B = e1 ∧ e2.
2The Engle-Pereira-Rovelli-Livine-Freidel-Krasnov-Kaminski-Kisielowski-Lewandowski (EPRL-FK-
KKL) spinfoam model is named after the authors of [13, 14, 15, 16, 17].
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level, we show how we can describe T∗SU(1, 1) as a symplectic quotient of 2-twistor space T2
by area matching and simplicity constraints. This provides us with the underlying classical
phase space for SU(1, 1) spin networks describing timelike boundaries and their extension
into the bulk. Applying a Dirac quantization, we show that the reduced Hilbert space is
spanned by SU(1, 1) spin networks and hence is able to give a quantum description of both
spacelike and timelike faces. We discuss in particular the spectrum of the area operator
and argue that for spacelike and timelike 2-surfaces it is discrete.
5.1 Timelike twisted geometries
Spinfoam models aim to give a covariant description of Loop quantum gravity (LQG),
which is a canonical quantization of standard Einstein gravity in so-called connection vari-
ables [2, 3]. The current EPRL-FK-KKL spinfoam model solved several issues of its prede-
cessors [88, 89, 90], such as having the correct SU(2) boundary states to match the states
of LQG and having a good semiclassical limit [91, 92, 93]. There are, however, further
questions that are worth investigating. The main motivation of [1] was related to the
problem of timelike boundaries and the occurrence of non-spacelike building blocks in the
bulk of spinfoam models, which, in turn, relates to the study of timelike boundaries as
motivated by the so-called general boundary formulation (GBF) [94, 95, 96]. The absence
of such non-spatial contributions in the current spinfoam models was also discussed in [97].
Within the GBF we are led to the possibility of timelike boundaries and their correspond-
ing amplitudes in Lorentzian spinfoam models, a question which has some history in the
field [98, 99, 100].
Currently, the new spinfoam model is constructed in such a way that all its building
blocks, even in the bulk, are strictly spacelike, which follows from the imposition of the
linear simplicity constraints using a timelike normal vector N I . This is necessary for
achieving the matching of the spinfoam boundary states with the kinematical SU(2) spin
network states of LQG. From a covariant standpoint, however, it is not clear why we should
make such a restriction in the bulk. Based on this reasoning, a generalization of the new
spinfoam model that uses both timelike as well as spacelike normal vectors N I for the
linear simplicity constraints was proposed in [57, 58, 101]. Their derivation is based on the
Freidel-Krasnov model [16] and uses coherent states techniques to implement the simplicity
constraints in the quantum theory.
The main objective of [1] was, whether we can give a twistorial description of the
Conrady-Hnybida model [57, 58, 101] with the hope that this would allow for an asymptotic
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analysis of such generalized spinfoam models with timelike components. The use of the
twistorial parametrization of LQG [102, 103, 54, 55, 104] has in the past proven very useful
for the investigation of the covariance properties of LQG [105, 106] and the underlying
phase space geometry. It has already been used in [107] to investigate the possibility of
a null normal vector N I in the simplicity constraints and the subsequent quantization
of null hypersurfaces with spacelike 2-surfaces. Similar to [107] we use these techniques
here to consider timelike hypersurfaces with spacelike and timelike 2-surfaces, where we are
mainly interested in the (quantum) description of timelike 2-surfaces. We find for example,
similarly to the results obtained in [108] and [109] in a slightly different model, that the area
spectrum of the timelike faces might be independent from the Barbero-Immirzi parameter.
One crucial question that has often been discussed in the literature on Lorentzian spin-
foam models is whether the (kinematical) spectra of geometrical operators are (all) discrete
or continuous [110, 111, 112]. In 2+1 spacetime dimensions the situation is clear; see, for
example, [113] or the recent work [114, 115, 116], where one obtains continuous spectra for
timelike 2-surfaces, because in that case the representations are labeled by a continuous
parameter, which is a result of the non-compactness of the underlying gauge group. In
3+1 dimensions, however, the simplicity constraints can lead to relations between contin-
uous and discrete representation labels, which amounts to the possibility that continuous
spectra can become discrete. We will show that, indeed, also timelike faces can have dis-
crete spectra when the simplicity constraints are imposed. This, however, requires a more
detailed analysis than in the standard case with timelike N I .
5.1.1 Twistors and Spinors in LQG and Spinfoams
In the current spinfoam models, the starting point is the quantization of BF-theory, on
which one imposes the simplicity constraints, which reduce BF-theory to general relativity,
in the quantum theory. The BF-action relates to the BF-action with a Holst term and the
Barbero-Immirzi parameter γ ∈ R∗ through the so-called Immirzi shift and is given by
SBF[B,A] =
∫
M
Tr (B ∧ F [A]) =
∫
M
Tr
(
∗Σ ∧ F [A]− 1
γ
Σ ∧ F [A]
)
. (5.1)
The B- and Σ- bivector fields take values in sl(2,C), and F [A] is the curvature of a
sl(2,C)-valued spacetime connection A. The trace is taken with respect to the sl(2,C)
Cartan metric. The Immirzi shift amounts to a change of basis for sl(2,C) in a way
that leaves the equations of motion unaltered but changes the symplectic structure by
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introducing γ. BF-theory is a topological theory and hence has only global degrees of
freedom. By requiring that the Σ field should be simple, i.e., ΣIJ = eI ∧ eJ , one obtains
gravity (in the Einstein-Cartan form and up to a prefactor 1/16piG) with a Holst term
[117], i.e.,
SHolst[e, A] =
∫
M
Tr
(
∗e ∧ e ∧ F [A]− 1
γ
e ∧ e ∧ F [A]
)
. (5.2)
In their linear form, those simplicity constraints are given by
NIΣIJ = 0 , (5.3)
for some auxiliary normal vector N I . Those constraints lead to two solutions, namely,
ΣIJ = ±eI ∧ eJ , where the sign relates to the orientation of the underlying frame field.
Using now a discretization of the spacetime manifold M and a smearing of the continuous
variables gives us a 2-complex decorated with T∗SL(2,C) on each one-dimensional edge e of
the dual 2-complex. The group element g corresponds to the holonomy of the connection
A along e and can be used to measure the curvature associated with faces f bounded
by the edges ei. The Lie algebra element corresponds to the smeared B field over some
2-surface dual to f . We can now consider a three-dimensional intersection between this
discrete structure and some hypersurface of spacetime. This leads us to some abstract,
oriented graph Γ with N nodes n and L links l. Induced from the 2-complex, T∗SL(2,C)
is again associated with the links l. One reason for the name twisted geometries is the fact
that T∗SL(2,C) can be embedded in 2-twistor space as a symplectic quotient with respect
to the so-called area matching constraint. Hence, we consider on each link a set of two
twistors (Z,W ) ∈ T2 ∼= C8, where the first twistor is associated with the source node of
the link and the second one is associated with the target node. Each twistor by itself is
composed of two spinors Zα = (ωA, ip¯iB¯) and Wα = (λA, iσ¯B¯), where ω, λ ∈ C2 transforms
under the (12 , 0) (left-handed) and p¯i, σ¯ ∈ (C¯2)∗ transforms under the (0, 12) (right-handed)
representation of SL(2,C). The adjoint twistors are given via Z¯α = (−ipiA, ω¯B¯) such that
the twistor norm is given by 12Z¯αZ
α = Im(piω). We use the convention 01 = 01 = 1,
AB = −BA for the two-dimensional  tensor, which allows us to move spinor indices as
ωA = ABωB , ωA = BAωB (5.4)
and analogously for the complex conjugate sector. The 2-twistor space T2 comes
equipped with a natural Poisson structure which is SL(2,C) invariant and is given by
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the 2-form [118, 119, 120]3
Ω = i dZα ∧ dZ¯α + i dWα ∧ dWα . (5.5)
In terms of the spinors Eq.(5.5) gives
i dZα ∧ dZ¯α = dωA ∧ dpiA + dω¯B¯ ∧ dp¯iB¯ , (5.6)
i dWα ∧ dWα = dλA ∧ dσA + dλ¯B¯ ∧ dσ¯B¯ , (5.7)
which gives rise to the Poisson brackets
{piA, ωB} = δBA = {σA, λB} , {p¯iA¯, ω¯B¯} = δB¯A¯ = {σ¯A¯, λ¯B¯} (5.8)
and all others vanishing. Thus, T2 together with the above brackets constitutes a
Poisson manifold. For two functions f, g on T2 we calculate their Poisson bracket via
{f, g} = ∂f
∂piA
∂g
∂ωA
− ∂f
∂ωA
∂g
∂piA
+ ∂f
∂σA
∂g
∂λA
− ∂f
∂λA
∂g
∂σA
(5.9)
+ ∂f
∂p¯iA¯
∂g
∂ω¯A¯
− ∂f
∂ω¯A¯
∂g
∂p¯iA¯
+ ∂f
∂σ¯A¯
∂g
∂λ¯A¯
− ∂f
∂λ¯A¯
∂g
∂σ¯A¯
.
The area matching constraint
C = piω − λσ = 0 (5.10)
is a first-class constraint and defines the embedding T2∗ C = T∗SL(2,C), [54, 55]. We
assume throughout that piω = ABpiAωB = −ωpi 6= 0 or σλ 6= 0. Hence, we consider T2∗
where we remove the null configurations piω = 0 or σλ = 0. One finds that the holonomy g
and the fluxes Π of the gauge-invariant phase space T∗SL(2,C) are parametrized in terms
of the spinors via
gAB =
λApiB + σAωB√
piω
√
λσ
, (5.11)
3Following the conventions of the original twisted geometries literature [102, 103, 54, 55, 107], we remove
the i appearing in the original spinorial Poisson brackets by parametrizing the twistors Z and W with an
extra i in front of p¯iB¯ and σ¯B¯ . As in [107], we furthermore use the Poisson structure as defined by Eq.(5.5)
and not with a relative minus sign. This leads to the symmetric Poisson brackets as shown in Eq.(5.8).
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which satisfies det g = 1 and {C, gAB} = 0, and
ΠAB = 14
(
piAωB + ωApiB
)
= 12pi
(AωB) , Π˜AB = 14
(
σAλB + λAσB
)
= 12σ
(AλB) . (5.12)
Furthermore, one can show that
{gAB , gCD} =
2C
(piω)2(λσ)2
[
(λσ)ACΠBD − (piω)BDΠ˜AC
]
(5.13)
and hence on the constraint surface C = 0 , we get {gAB , gCD} ≈ 0 . The group element
g defines a linear map from Z to W :
gABω
B =
√
piω
λσ
λA ≈ λA , gABpiB = −
√
piω
λσ
σA ≈ −σA . (5.14)
A real bivector BIJ can be decomposed into a self-dual and an anti-self-dual part which,
in spinorial variables, takes the following form:
BAB¯CD¯ = ΠAC ¯B¯D¯ + Π¯B¯D¯AC . (5.15)
Using
{C, ωA} = ωA , {C, piA} = −piA , {C, λA} = λA , {C, σA} = −σA (5.16)
we show that g,Π, Π˜ are invariant under the flow of C. The fluxes transform like
Π˜ ≈ −gΠg−1 on the constraint surface C = 0, and they furthermore satisfy two copies of
the sl(2,C) algebra,
{ΠAB,ΠCD} = 14
(
ΠACBD + ΠADBC + ΠBCAD + ΠBDAC
)
(5.17)
and similarly for the tilded fluxes, and we have {ΠAB, Π˜CD} = 0 . Thus, the variables
g and Π suffice to fully parametrize T∗SL(2,C), and Π˜ is obtained from g and Π via
Π˜ ≈ −gΠg−1. We can now employ the following isomorphism between sl(2,C) and C3 to
rewrite the fluxes in terms of their rotation and boost generators according to
ΠAB = Πi(τi)AB =
(
Li + iKi
)
(τi)AB , (5.18)
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with i ∈ {1, 2, 3} and where the τi are related to the Pauli matrices via τi = 12iσi. They
satisfy [τi, τj] = ε kij τk, and we use them to calculate the components Πi ∈ C via
Πi = −2 Tr(Π τi) = −2 ΠAB(τi)BA , (5.19)
which gives
Π1 = i (Π00 − Π11) , Π2 = −(Π00 + Π11) , Π3 = −2iΠ01 . (5.20)
Together with Eq.(5.17), this leads to {Πi,Πj} = εijkΠk . Hence, on C = 0, we
reproduce the Poisson structure of T∗SL(2,C) given by
{Πi, gAB} = gAC (τi)CB , {Π˜i, gAB} = −(τi)ACgCB , {gAB , gCD} ≈ 0 . (5.21)
5.1.2 Twistorial description of timelike hypersurfaces
We will use the twistorial parametrization reviewed above to investigate the reduction of
T2∗ by the linear simplicity constraints and the area matching constraint. But first, let us
consider the bivector field B ∈ ∧2R1,3 ⊗ sl(2,C). In SL(2,C) BF theory the B field is
valued in sl(2,C) and hence can be expanded in terms of a sl(2,C) basis. This means that
we can express BIJ with the sl(2,C) generators Li and Ki as
B = {BIJ} =

0 K1 K2 K3
−K1 0 L3 −L2
−K2 −L3 0 L1
−K3 L2 −L1 0
 (5.22)
or, equivalently,
Ki = −Ki = B0i , Li = Li = (∗B)0i = 12ε
0i
jkB
jk , (5.23)
where we used the Hodge star operator ∗, which satisfies ∗2 = −1 in four dimensions
with Lorentzian signature (−,+,+,+). This gives furthermore
{∗BIJ} =

0 L1 L2 L3
−L1 0 −K3 K2
−L2 K3 0 −K1
−L3 −K2 K1 0
 . (5.24)
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The two sl(2,C)-invariant Casimirs C1 = ~L2 − ~K2 and C2 = −2 ~L · ~K are obtained
from B2 = 12BIJB
IJ = − ~K2 + ~L2 and C2 = 12(∗B)IJBIJ = −2 (L1K1 + L2K2 + L3K2) =
2KiLi = −2LiKi. Note that for the Lorentzian signature we have (∗B)2 = −B2. Not
surprisingly, this already shows the possibility of nondefinite bivectors in the case of a
spacelike normal vector in the linear simplicity constraints. For the standard time gauge,
where N I = (1, 0, 0, 0)t, we have B0i = 0 and hence see that B is projected onto a Euclidean
subspace with (+,+,+) signature where we are only left with B2 > 0 (we exclude the
degenerate case of null bivectors in our considerations). If we choose the spacelike vector
N I = (0, 0, 0, 1)t, we deal with a subspace of signature (+,−,−) and hence have, even after
using the simplicity constraints, the possibility of bivectors with positive or negative areas.
Let us also point out that in four spacetime dimensions every bivector can be written as
the sum of two simple bivectors [121].
5.1.3 Phase space structure and timelike simplicity constraints
Using the Immirzi shift and identifying BIJ with the sl(2,C) generators as in Eq.(5.22)
and Eq.(5.24), the linear simplicity constraints for spacelike normal N I = (0, 0, 0, 1)t, i.e.,
Σ3i = 0, become
L3 = −1
γ
K3 , K1 = 1
γ
L1 , K2 = 1
γ
L2 . (5.25)
Using these constraints, we can already see that the sl(2,C) Casimirs C1 and C2 reduce
to
C1 −→ (1− γ2)Qsu(1,1) , C2 −→ 2γ Qsu(1,1) , (5.26)
where the su(1, 1) Casimir is given by Qsu(1,1) = (L3)2 − (K1)2 − (K2)2. Following the
procedure laid out in [55, 104, 107] we aim now for a decomposition of the constraints
Σ3i = 0 in their spinorial parametrization into a Lorentz-invariant part and a second
part, specified by the little group of N I . This has the advantage that the nature of those
constraints becomes more transparent, which simplifies the phase space analysis as well
as the quantization. We begin by rewriting BIJ in spinorial variables. The simplicity
constraints become
nAB¯ΣAB¯CD¯ = 0 (5.27)
with
nAB¯ = CAD¯B¯nCD¯ =
i√
2
(σI)AB¯N I , ΣAB¯CD¯ = −
1
2(σI)
AB¯(σJ)CD¯ΣIJ . (5.28)
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We use the following basis for the isomorphism between 4-vectors and anti-Hermitian
matrices [note the extra factor of i in Eq. (5.28)]:
(σ0)AB¯ = (σ0)AB¯ =
(
1 0
0 1
)
, (σ1)AB¯ = −(σ1)AB¯ =
(
0 1
1 0
)
, (5.29)
(σ2)AB¯ = (σ2)AB¯ =
(
0 −i
i 0
)
, (σ3)AB¯ = −(σ3)AB¯ =
(
1 0
0 −1
)
. (5.30)
Next, write B in terms of its self-dual and anti-self-dual components Π and Π¯ as
BAB¯CD¯ = BAC1 B¯D¯ + B¯B¯D¯2 AC , (5.31)
where
BAC1 = −
1
2B
AB¯C
B¯ = B
CA
1 , B¯
B¯D¯
2 = −
1
2B
AB¯ D¯
A = B¯D¯B¯2 . (5.32)
Note that for real bivectors we have B2 = B¯1 ; otherwise the self-dual and anti-self-dual
parts are not complex conjugates of each other. Including the Immirzi shift, we have
B = B1¯+ B¯1 = Π¯+ Π¯ = (iΣ1 − 1
γ
Σ1)¯+ (−iΣ¯1 − 1
γ
Σ¯1) (5.33)
and hence
B1 = Π = (i− 1
γ
)Σ1 , Σ1 = − iγ
γ + iΠ . (5.34)
The difference in decomposing B or ∗B into self-dual and anti-self-dual components is
an extra i factor for the self-dual part and a −i factor for the anti-self-dual part. This will
be relevant for the distinction of spacelike and timelike 2-surfaces. Hence, we get for the
linear simplicity constraints from Eq.(5.27)
nAB¯
(
− iγ
γ + i Π
ACB¯D¯ + iγ
γ − i Π¯
B¯D¯AC
)
= 0 (5.35)
and the dual constraint NI(∗Σ)IJ = 0 gives
nAB¯
(
γ
γ + i Π
ACB¯D¯ + γ
γ − i Π¯
B¯D¯AC
)
= 0 . (5.36)
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This distinction is important for the following reason. In order to split Eq.(5.35) ac-
cording to the decomposition used in [55], [104], and [107] into a Lorentz-invariant part
and the part invariant under the little group, we use two linearly independent null vectors
(one real and one complex), which are furthermore orthogonal to each other (there is noth-
ing that forces us to use the same procedure, except its success in the timelike and null
cases, and thus we prefer to stay as close as possible). Now, even though we are using the
spacelike normal vector N I = (0, 0, 0, 1)t, which projects onto a pseudo-Riemannian sub-
space and hence allows for bivectors with non-definite norm, decomposing the simplicity
constraint with respect to those null vectors always leads to subspaces where the bivectors
have a definite norm. However, since we have seen that under the Hodge dual the bivector
norm changes its sign, we can use this to distinguish the simplicity constraints for spacelike
from those for timelike 2-surfaces. This essentially corresponds to the necessity of choos-
ing another auxiliary vector U I to distinguish those two cases in the Conrady-Hnybida
construction [57, 58].
To be more explicit, we know that for a timelike normal vector N I the solutions to
the simplicity constraints lead to positive definite bivectors because they lie in a subspace
with Euclidean signature. Hence, we can conclude from NIΣIJ = 0 that Σ = ±e1 ∧ e2
with Σ2 > 0 and hence (∗Σ)2 < 0 and, vice versa, we can conclude from NI(∗Σ)IJ = 0
that ∗Σ = ±e˜1 ∧ e˜2 with (∗Σ)2 > 0 and hence (Σ)2 < 0. Now, for a spacelike normal N I ,
we still obtain from NIΣIJ = 0 that Σ = ±e1 ∧ e2 but now this does not imply Σ2 > 0
any longer (because we are in a space with Lorentzian signature). The question arises as
to how we should distinguish whether Σ is spacelike or timelike. Note that a priori it
should be possible to obtain spacelike as well as timelike solutions from one constraint, i.e.,
either NIΣIJ = 0 or NI(∗Σ)IJ = 0. However, for now, we will investigate the reduction of
T∗SL(2,C) by both constraints Eq.(5.35) and Eq.(5.36) and discuss the results further in
Sec. 5.1.11.
Following again [55], [104], and [107], we decompose Eq.(5.35) and Eq.(5.36) by project-
ing them onto the two null vectors i√2ωCω¯D¯ (real) and
i√
2nCE¯ω¯
E¯ω¯D¯ (complex). Contracting
Eq.(5.35) with i√2ωCω¯D¯ gives us
piω
γ + i −
p¯iω¯
γ − i = 0 or F1 ≡ Re(piω)− γ Im(piω) = 0 , (5.37)
where we exclude cases where ‖ω‖2 = −(σ3)AB¯ωAω¯B¯ = |ω0|2 − |ω1|2 = 0. This is the
Lorentz-invariant constraint that one obtains for the time gauge, and hence it makes sense
to associate it with spacelike bivectors. The contraction of Eq.(5.35) with i√2nCE¯ω¯
E¯ω¯D¯
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and assuming that ‖ω‖2 6= 0 gives similarly the following complex constraint, which, due
to the presence of the normal, is only invariant under the little group, which is in this case
SU(1, 1):
F2 = G2 ≡ nAB˙piAω¯B˙ = 0 . (5.38)
Applying the same procedure to Eq.(5.36) only changes the Lorentz invariant constraint,
and Eq.(5.38) is valid for both cases. Hence, we have for the dual case the constraints
Eq.(5.38) together with
piω
γ + i +
p¯iω¯
γ − i = 0 or G1 ≡ Re(piω) +
1
γ
Im(piω) = 0 , (5.39)
as an equivalent set of constraints replacing Eq.(5.36). Since they are dual to the first
set, we interpret them as the ones corresponding to the timelike case. A more direct way
to see that this is the correct way to associate the (F1, F2) with spacelike bivectors and
(G1, G2) with timelike bivectors is to consider the area form
A2 = 12
(
Σ1¯+ Σ¯1
) (
Σ1¯+ Σ¯1
)
=
(
− iγ
γ + i
)2
ΠACΠAC +
(
iγ
γ − i
)2
Π¯B¯D¯Π¯B¯D¯
= γ
2
8
(
(piω)2
(γ + i)2 +
(p¯iω¯)2
(γ − i)2
)
= γ
2
4 Re
(
(piω)2
(γ + i)2
)
. (5.40)
One finds that the solutions of the simplicity constraint F1 = 0, which are given by
piω = (γ + i)J , with J ∈ R∗, lead to a positive area,
A2
∣∣∣
F1=0
= γ
2
4 J
2 > 0 , (5.41)
whereas the solutions of G1 = 0, which are given by piω = i(γ+ i)K, with K ∈ R∗, lead
to a negative area,
A2
∣∣∣
G1=0
= −γ
2
4 K
2 < 0 . (5.42)
Note, that in both cases the area (squared) depends quadratically on γ. Since we only
used F1 in Eq.(5.41) and G1 in Eq.(5.42), it is clear that this statement is independent
of the other constraints F2 and G2. Furthermore, this suggests that also in the quantum
theory the area spectra of spacelike and timelike areas should depend on γ.
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Spacelike faces
We consider in this subsection the classical analysis of the constraints F1, F2 together with
the area matching constraint C from Eq.(5.10) and investigate the symplectic reduction
T∗  F1  F2. We will also use the following version of F1:
F˚1 ≡ (γ − i)(piω)− (γ + i)(p¯iω¯) = 0 . (5.43)
We first look for the classical solutions to the constraints F1 and F2. From twistor
theory and the solutions of the simplicity constraints in the standard time gauge case,
we know that the spinors are linearly dependent, and hence we are working with simple
twistors, which are determined by a single spinor. This motivates to make the ansatz
piA = −ξ (σ3)AB¯ω¯B¯ , ξ ∈ C∗ (5.44)
and one finds that this indeed solves G2 = F2 = 0 for all ξ ∈ C∗. Plugging our ansatz
into F1 = 0, we find with ξ = rξ exp(iϕξ)
F1 = ‖ω‖2 rξ [cos(ϕξ)− γ sin(ϕξ)] != 0 , (5.45)
where we have defined ‖ω‖2 = −(σ3)AB¯ωAω¯B¯ = |ω0|2 − |ω1|2. Hence, we get
ϕξ = ϕ(γ) = arccot(γ) = arctan
(
1
γ
)
. (5.46)
We see that we can solve F1 = 0 = F2 by choosing
piA = −rξ eiϕ(γ) (σ3)AB¯ω¯B¯ , rξ ∈ R∗ (5.47)
and that (rξ, ωA) span our five-dimensional solution space within T, which has eight
real dimensions. We have the system of constraints
{F˚1, F2} = −2γF2 ≈ 0 , {F˚1, F¯2} = 2γF¯2 ≈ 0 , {F2, F¯2} = −i Im(piω) , (5.48)
and together with the area matching constraint, we have {F˚1, C} = 0 = {F˚1, C¯} and
{F2, C} = −{F2, C¯} = F2 ≈ 0 , {F¯2, C} = −{F¯2, C¯} = −F¯2 ≈ 0 . (5.49)
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Hence, we see that F1 and C are of first class and F2 is of second class. On the
fundamental spinors, F˚1 generates the following transformations:
{F˚1, ωA} = (γ − i)ωA , {F˚1, piA} = −(γ − i)piA , (5.50)
{F˚1, ω¯A¯} = −(γ + i) ω¯A¯ , {F˚1, p¯iA¯} = (γ + i) p¯iA¯ . (5.51)
Since F1 is a first-class constraint, it generates gauge transformations, and we are
interested in the gauge-invariant four-dimensional solution space. Consider the following
bracket, with ‖ω‖2 = −(σ3)AB¯ωAω¯B¯, for which we have
{F˚1, ‖ω‖α} = −iα ‖ω‖α . (5.52)
Can we find an expression of rξ in terms of ωA, in order to parametrize the reduced
phase space? Note that
{F˚1, piω} = 0 . (5.53)
If we use the solution Eq.(5.47) and assume that rξ is a function of ωA, we find with
piω = rξ(ωA) eiϕ(γ) ‖ω‖2 (5.54)
and Eq.(5.53) that rξ(ωA) must satisfy
{F˚1, rξ(ωA)} != 2i rξ(ωA) . (5.55)
From this, we conclude that
rξ(ωA) =
N
‖ω‖2 (5.56)
for some arbitrary numerical prefactor N ∈ R∗. Hence, the four-dimensional reduced
phase space (the symplectic quotient T  F1  F2) can be parametrized by a single spinor.
However, we know from Eq.(5.50) that ωA itself is not a gauge-invariant variable and hence
not a good coordinate on the reduced phase space. Before we get to this point, let us choose
N such that
piω = (γ + i)J (5.57)
for some J ∈ R∗. This is achieved for
N = (γ + i)J e−iϕ(γ) =
√
1 + γ2 J , (5.58)
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where we used that
eiϕ(γ) = cos(arccot(γ)) + i sin(arccot(γ)) =
√
γ + i
γ − i (5.59)
and hence we get
piA = −(γ + i)J (σ3)AB¯ω¯
B¯
‖ω‖2 . (5.60)
On the non-gauge-invariant solution space of F1 and F2, the variable J is given by
J = ‖ω‖
2 rξ√
1 + γ2
⇒ {F˚1,J } = 0 . (5.61)
Now, let us find the spinor that parametrizes the reduced phase space. Making the
ansatz
zA(ωB) =
√
M
ωA
‖ω‖τ , (5.62)
for some number M , and requiring that {F˚1, zA} = 0, gives
{F˚1, zA} = zA [γ − i+ iτ ] != 0 ⇔ τ = iγ + 1 . (5.63)
Furthermore, we have
‖z‖2 = −(σ3)AB¯zAz¯B¯ = M (5.64)
and we will choose M = 2J . Note that J can be positive or negative, and if we wish
to emphasize this point, we write εJ where we consider J > 0 and ε ∈ {±1}.
Timelike faces
We consider now the symplectic reduction of T∗ by the dual simplicity constraints Eq.(5.36).
We will use again the following expression for G1:
G˚1 ≡ (γ − i)(piω) + (γ + i)(p¯iω¯) = 0 . (5.65)
To obtain the classical solutions of G1 and G2, we use now the ansatz
piA = −i ζ (σ3)AB¯ω¯B¯ , ζ ∈ C∗ , (5.66)
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where we use the extra i factor compared with the spacelike case and find that this
solves G2 = 0 for all ζ ∈ C∗. To solve G1 = 0, we find that ζ = rζ exp(iϕζ) has to satisfy
G1 =
1
γ
‖ω‖2 rζ [cos(ϕζ)− γ sin(ϕζ)] != 0 , (5.67)
from which we get
ϕζ = ϕξ = ϕ(γ) = arccot(γ) = arctan
(
1
γ
)
. (5.68)
The fact that we obtain the same dependence of the phase and the Barbero-Immirzi
parameter in the standard case Eq.(5.46) as well as the dual case Eq.(5.68) is a result of
our i factor, which we used in Eq.(5.66). Thus, we see that we can solve G1 = 0 = G2 by
choosing
piA = −i rζ eiϕ(γ) (σ3)AB¯ω¯B¯ , rζ ∈ R∗, (5.69)
and again (rζ , ωA) can be seen to span our five-dimensional solution space. The same
procedure as in the spacelike case leads us the the gauge-invariant spinor variables. We
have the relations between the simplicity constraints,
{G˚1, G2} = 2i G2 ≈ 0 , {G˚1, G¯2} = −2i G¯2 ≈ 0 , {G2, G¯2} = −i Im(piω) (5.70)
and together with the area matching constraint we have
{G˚1, C} = 0 = {G˚1, C¯} . (5.71)
Because G2 = F2, the brackets with C and C¯ are equivalently given by Eq.(5.49). G˚1
acts with an extra minus sign on the complex conjugated spinors
{G˚1, ωA} = (γ − i)ωA , {G˚1, piA} = −(γ − i) piA , (5.72)
{G˚1, ω¯A¯} = (γ + i) ω¯A¯ , {G˚1, p¯iA¯} = −(γ + i) p¯iA¯ . (5.73)
Hence, we find that the constraint structure is the same as in the spacelike case with
G1 and C being of first class and F2 being a complex second-class constraint. We consider
again
{G˚1, ‖ω‖α} = αγ ‖ω‖α (5.74)
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and ask whether we can find an expression of rζ in terms of ωA. Using the the solution
Eq.(5.69) and the assumption that we can express rζ as a function of ωA, we find with
piω = i rζ(ωA) eiϕ(γ) ‖ω‖2 (5.75)
and {G˚1, piω} = 0 that rζ(ωA) must satisfy
{G˚1, rζ(ωA)} != −2γ rζ(ωA) ⇒ rζ(ωA) = κ‖ω‖2 , (5.76)
for some arbitrary numerical prefactor κ ∈ R∗. Now, we want to choose κ such that
piω = i(γ + i)K (5.77)
for some K ∈ R∗ which is achieved for
κ = (γ + i)K e−iϕ(γ) =
√
1 + γ2K (5.78)
and hence we get
piA = −i (γ + i)K (σ3)AB¯ω¯
B¯
‖ω‖2 . (5.79)
On the non-gauge-invariant solution space of G1 and G2, the variable K is given by
K = ‖ω‖
2 rζ√
1 + γ2
= −i ‖ω‖
2 rξ√
1 + γ2
= −iJ (5.80)
and hence {G˚1,K} = 0 . The spinor that parametrizes the reduced phase space is again
found by making the ansatz
yA(ωB) =
√
M
ωA
‖ω‖τ , (5.81)
for some complex number M , and further requiring that {G˚1, yA} = 0 holds, which
gives
{G˚1, yA} = yA [−γτ + γ − i] != 0 ⇔ τ = 1− i
γ
. (5.82)
Hence,
yA(ωB) =
√
M
ωA
‖ω‖1−i/γ , ‖y‖
2 = −(σ3)AB¯yAy¯B¯ = M . (5.83)
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Note that we choose the normalization of yA such thatM = 2γK, which is motivated by
the simple form the Dirac bracket attains on the reduced phase space4. Note furthermore
that in the standard timelike case one restricts J to be strictly positive, because in that
case ‖z‖2 = |z0|2 + |z1|2 ≥ 0 and J = 0 is ruled out since we assumed throughout that
piω 6= 0. This restriction was used to get rid of a Z2 symmetry of the reduction of T2∗ to
T∗SL(2,C) and we have the same symmetry present. In our case, however, the norm of zA
and yA is not positive definite. Hence, if we want to focus on this nondefiniteness we can
write εJ and εK, where ε ∈ {±1}.
Now, we want to calculate the Dirac bracket of the reduced spinor with its complex
conjugate. We need the Dirac bracket on the reduced space to take care of the second-class
constraints F2 = G2 and F¯2 = G¯2. We use
zA =
√
2J ω
A
‖ω‖iγ+1 =
√
2piω
(γ + i)
ωA
‖ω‖iγ+1 (5.84)
and
z˜A =
√
2J˜ λ
A
‖λ‖iγ+1 =
√
2σλ
(γ + i)
λA
‖λ‖iγ+1 (5.85)
as coordinates on the reduced space T2∗  F ∼= C2 × C2, where F = {F1, F2, F˜ 1, F˜ 2},and
yA =
√
2γK ω
A
‖ω‖1−i/γ =
√
2γpiω
(iγ − 1)
ωA
‖ω‖1−i/γ (5.86)
and
y˜A =
√
2γK˜ λ
A
‖λ‖1−i/γ =
√
2γσλ
(iγ − 1)
λA
‖λ‖1−i/γ (5.87)
as coordinates on the reduced space T2∗  G ∼= C2 × C2, where G = {G1, G2, G˜ 1, G˜ 2}.Let us already note that the system of constraints F or G together with the area matching
constraint is reducible, which means that after imposing F = 0 or G = 0 part of C
is already satisfied. Hence, the final step of the reduction is only with a reduced area
matching constraint. Now, we calculate the Dirac bracket on C2 × C2 via
{zA, z¯B¯}D = {zA, z¯B¯} − {zA, F2}M−112 {F¯2, z¯B¯} − {zA, F¯2}M−121 {F2, z¯B¯} . (5.88)
4This is a possible choice we can make. However, as we will discuss in Sec. 5.1.11, whether it is worth
keeping track of the fate of the Barbero-Immirzi parameter γ. Also cf. footnote 4.
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Together with
M =
({F2, F2} {F2, F¯2}
{F¯2, F2} {F¯2, F¯2}
)
= i Im(piω)
(
0 −1
1 0
)
⇒ M−1 = iIm(piω)
(
0 −1
1 0
)
,
(5.89)
we find
{zA, z¯B¯} = i2J z
Az¯B¯ , {zA, F2} ≈ −n
AB¯ z¯B¯
‖ω‖2iγ , {F¯2, z¯
B¯} ≈ n¯
B¯CzC
‖ω‖−2iγ , (5.90)
where the last two exressions hold weakly on F2 and F¯2, respectively. Furthermore,
with
{zA, F¯2} = {F2, z¯B¯} = 0 (5.91)
we finally obtain
{zA, z¯B¯}D ≈ i(σ3)AB¯ ≈ {z˜A, z¯˜B¯}D , (5.92)
where we used
nAB¯ = i√
2
(σ3)AB¯ . (5.93)
Similarly, we find for the dual case with
{yA, y¯B¯} = i2γK y
Ay¯B¯ , {yA, G2} ≈ − n
AB¯ y¯B¯
‖ω‖− 2iγ
, {G¯2, y¯B¯} ≈ n¯
B¯CyC
‖ω‖ 2iγ
, (5.94)
where again the last two relations hold weakly on G2 and G¯2, respectively. And with
{yA, G¯2} = {G2, y¯B¯} = 0 , (5.95)
we get5
{yA, y¯B¯}D ≈ i(σ3)AB¯ ≈ {y˜A, y¯˜B¯}D . (5.96)
In the standard case, using the time gauge, one obtains for the Dirac brackets of the
reduced spinors the harmonic oscillator brackets where (σ3)AB¯ is replaced by (σ0)AB¯ =
δAB¯. In our case, instead, we find that we have an additional relative minus sign between
5If we would have not put the extra γ in the normalization of the reduced spinor in Eq.(5.86) and
Eq.(5.87), these two Dirac brackets would be given by {yA, y¯B¯}D ≈ iγ (σ3)AB¯ ≈ {y˜A, y¯˜B¯}D.
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brackets for the spinor components, which reflects the Lorentzian structure underlying
our reduction. Furthermore, let us point out that those reduced brackets can be obtained
equivalently as the Kirillov-Kostant-Souriau brackets [87] on the coadjoint orbits of SU(1, 1)
for a timelike representative. We will further discuss this point in Sec. 5.1.4. Before that,
however, we will consider again the second-class constraints F2 = G2 and show that it can
be exchanged for an equivalent real first-class constraint, the so-called master constraint,
which will be important for the quantum theory, where it is easier to impose the first-class
constraints strongly than properly taking care of the second class constraints. We follow
again the procedure known from the standard time-gauge case, where the first-class master
constraint is defined via (equivalently for G2)
M ≡ F¯2F2 = 0 . (5.97)
We can now rewrite M in terms of quantities that simplify the identification of the
solution space to M = 0 in the quantum theory. This is achieved by the fact that we can
rewrite it in terms of one of the sl(2,C) Casimirs and the su(1, 1) Casimir plus an extra
term, and for all of those, we know the spectrum on the noncanoncial basis of SL(2,C),
which diagonalizes not SU(2) but SU(1, 1). We follow [104] closely and adapt it to the
timelike case. We have
M = F¯2F2 = n¯A˙BnCD˙p¯iA˙ωBpiCω¯D˙ (5.98)
= n¯A˙BnCD˙
(
ω(BpiC) + ω[BpiC]
) (
p¯i(A˙ω¯D˙) + p¯i[A˙ω¯D˙]
)
,
where we used that ωBpiC =
(
ω(BpiC) + ω[BpiC]
)
. We obtain
M = n¯A˙BnCD˙ (2 ΠBC + (ωpi) BC)
(
2 Π¯A˙D˙ + (p¯iω¯) A˙D˙
)
= n¯A˙BnCD˙
(
4 ΠBCΠ¯A˙D˙ + 2 (p¯iω¯) ΠBC A˙D˙
+ 2 (ωpi) Π¯A˙D˙ BC − |piω|2BCA˙D˙
)
. (5.99)
Together with N I = (0, 0, 0, 1) and nAB˙ = i√2(σI)
AB˙N I = i√2 diag(1,−1), one can now
show explicitly that
M = 4 n¯A˙BnCD˙ ΠBCΠ¯A˙D˙ − |piω|2n¯A˙BnCD˙ BCA˙D˙ = 4 n¯A˙BnCD˙ ΠBCΠ¯A˙D˙ + |piω|2 . (5.100)
154
For the first term in Eq.(5.100), we get
4 n¯A˙BnCD˙ ΠBCΠ¯A˙D˙ = 2 |Π00|2 − 4 |Π01|2 + 2 |Π11|2 . (5.101)
Let us now rewrite the fluxes in terms of their rotation and boost generators using
Eq.(5.18) and Eq.(5.19), which gives us
|Π00|2 = |Π11|2 = 14
(
|Π1|2 + |Π2|2
)
= 14
(
(L1)2 + (L2)2 + (K1)2 + (K2)2
)
(5.102)
and
|Π01|2 = 14 |Π
3|2 = 14
(
(L3)2 + (K3)2
)
. (5.103)
Hence, we finally get for Eq.(5.101)
4 n¯A˙BnCD˙ ΠBCΠ¯A˙D˙ =
[
(~L)2 − ( ~K)2 − 2
(
(L3)2 − (K1)2 − (K2)2
)]
. (5.104)
Now, we note that (~L)2 − ( ~K)2 is the quadratic sl(2,C) Casimir and furthermore
Qsu(1,1) = (L3)2 − (K1)2 − (K2)2 is the Casimir of su(1, 1), and we get for the master
constraint for a spacelike normal N I
M =
(
CSL(2,C) − 2Qsu(1,1)
)
+ |piω|2 . (5.105)
Recall that for the case of timelike normal vector we obtain the su(2) Casimir instead
of Qsu(1,1), but otherwise it looks exactly the same. Finding the complete solution space in
the quantum theory, however, is more involved than in the standard case.
5.1.4 Reduction by the area matching constraint
As we have mentioned before, the system of all constraints is reducible. On T2∗  F or
T2∗  G part of the area matching constraint C is already satisfied. One finds that the
reduced area matching constraint is given by
Cred =
∥∥∥z∥∥∥2 + ∥∥∥z˜
∥∥∥2 = 0 (5.106)
or in the dual case by
Dred =
∥∥∥y∥∥∥2 + ∥∥∥y˜
∥∥∥2 = 0 . (5.107)
155
Note that this constraint has nontrivial solutions, since the “norm” of the spinors ‖z‖2,
etc., is not positive definite in our case. We will see that these constraints will be solved
by J = −J˜ and K = −K˜. We will use J ,K, J˜ , K˜ > 0 and solve the constraints by using
opposite ε’s. Equivalently, we could have chosen the normalization of the tilded sector
to be M = −2J˜ to obtain a reduced area matching with a minus sign, which was used
in [102, 103, 54]. However, the important point is the gauge transformations that are
generated by Cred and Dred, and those are not affected by this sign. The origin of this
minus sign can be traced back to our choice to have the standard Poisson structure on T2
and not the sign-flipped one used, for example, in [102, 103, 54, 55, 56].
We are now interested in the reductions (C2 × C2)  Cred and (C2 × C2)  Dred and
whether we end up with T∗SU(1, 1) in both cases. Remember that from now on we are
using the Dirac bracket on the reduced phase space. We have
{Cred, zA} = −izA , {Cred, z˜A} = −iz˜A , {Cred, z¯A¯} = iz¯A¯ , {Cred, z¯˜A¯} = iz¯˜A¯ (5.108)
and similarly
{Dred, yA} = −iyA , {Dred, y˜A} = −iy˜A , {Dred, y¯A¯} = iy¯A¯ , {Dred, y¯˜A¯} = iy¯˜A¯ . (5.109)
Inspired by the holonomy and the fluxes constructed in Sec. 5.1.1 we find that we can
analogously parametrize the gauge-invariant reduced phase space (C2×C2)Cred with the
holonomy
hAB =
z˜A(σ3)BC¯ z¯C¯ + (σ3)AC¯ z¯˜C¯zB‖z‖‖z˜‖ (5.110)
and similarly for (C2 × C2) Dred,
hAB =
y˜A(σ3)BC¯ y¯C¯ + (σ3)AC¯ y¯˜C¯yB‖y‖‖y˜‖
. (5.111)
They are both of the form
h =
(
a b
b¯ a¯
)
(5.112)
and Eq.(5.110) gives
a = (z
1z¯˜1¯ − z¯0¯z˜0)‖z‖‖z˜‖ , b =
(z˜0z¯1¯ − z¯˜1¯z0)‖z‖‖z˜‖ (5.113)
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and similarly for Eq.(5.111). One finds that both satisfy deth = 1. Hence, we see that
we obtain SU(1, 1) on the reduced phase space. Furthermore, on Cred
z˜A ≈ hABzB , y˜A ≈ hAByB (5.114)
and one shows explicitly that, using the Dirac bracket, we have
{Cred, hAB} = 0 , {hAB, hCD} ≈ 0 . (5.115)
The fluxes ΠBD from Eq.(5.12) become
piBD = (γ + i)8
[
(σ3)BC¯ z¯C¯zD + (σ3)DC¯ z¯C¯zB
]
, (5.116)
which gives
pi = −(γ + i)8
(
2z0z¯1¯ (|z0|2 + |z1|2)
(|z0|2 + |z1|2) 2z¯0¯z1
)
. (5.117)
They satisfy, of course, {Cred, piBD} = 0 . We can now expand pi in terms of a su(1, 1)
basis, i.e., pi = piiτi. With
(τ1)AB =
1
2i
(
1 0
0 −1
)
, (τ2)AB =
1
2
(
0 1
1 0
)
, (τ3)AB =
1
2
(
0 −i
i 0
)
(5.118)
and by a rescaling with a factor −2i/(γ + i), we get
pi1 = 12(|z
0|2 + |z1|2) , pi2 = Im(z¯0¯z1) , pi3 = −Re(z¯0¯z1) . (5.119)
They satisfy
{pi1, pi3} = pi2 , {pi1, pi2} = −pi3 , {pi3, pi2} = −pi1 (5.120)
and hence, we see that we get indeed a su(1, 1) algebra where (pi1, pi2, pi3) ∼= (J3, K2, K1).
Thus, we finally obtain T∗SU(1, 1) via a symplectic reduction of T2∗ by the simplicity
constraints and the area-matching constraint. This holds in both cases of constraints
(F,C) and (G,C). In terms of the reduced spinors, one finds that with Eq.(5.119) the
su(1, 1) Casimir operator is given by
Qsu(1,1) = (pi1)2 − (pi2)2 − (pi3)2 = 14(|z
0|2 − |z1|2) = 14‖z‖
2 . (5.121)
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Now, as we have mentioned before, let us show that the Poisson structure we have
obtained via reduction from T2∗ by the simplicity and area matching constraint is exactly
the canonical symplectic structure (Kirillov-Kostant-Souriau symplectic structure [87]) on
the coadjoint orbits of SU(1, 1). If we take an element g ∈ SU(1, 1) with
g =
(
z0 z1
z¯1¯ z¯0¯
)
, |z0|2 − |z1|2 = 1 . (5.122)
(note that the components of g are not to be confused with our reduced spinor com-
ponents), we can consider the right invariant 1-forms θ = dg · g−1, and together with
det(g) = 1, we have
θ =
(
z¯0¯dz0 − z¯1¯dz1 z0dz1 − z1dz0
z¯0¯dz¯1¯ − z¯1¯dz¯0¯ z¯1¯dz1 − z¯0¯dz0
)
. (5.123)
Using the basis Eq.(5.118), we can expand θ = aτ1 + bτ2 + cτ3 with
a = 2i(z¯0¯dz0−z¯1¯dz1) , b = 2 Re(z0dz1−z1dz0) , c = −2 Im(z0dz1−z1dz0) . (5.124)
The coefficients b and c are obviously real. To show that a is real as well, use again
det(g) = 1. To obtain the symplectic structure on the different coadjoint orbits we have
to consider certain representatives of those orbits, for example, f1 = (s, 0, 0), f2 = (0, s, 0),
or f3 = (0, 0, s). We get, for example,
θf1 = 2is(z¯0¯dz0 − z¯1¯dz1) , (5.125)
which leads to
ω1 = −dθf1 = 2is(dz0 ∧ dz¯0¯ − dz1 ∧ dz¯1¯) . (5.126)
This symplectic 2-forms induces the following Poisson bracket for functions f, g on the
coadjoint orbit of f1,
{f, g}1 = 2is
(
∂f
∂z0
∂g
∂z¯0¯
− ∂f
∂z¯0¯
∂g
∂z0
− ∂f
∂z1
∂g
∂z¯1¯
+ ∂f
∂z¯1¯
∂g
∂z1
)
. (5.127)
Hence, for s = 12 , we get the Poisson structure
{zA, z¯B¯}1 = i(σ3)AB¯ , (5.128)
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which is exactly Eq.(5.92). Note, that we can choose different values for s, even negative
ones. Using the coadjoint representation of a g ∈ SU(1, 1), we can build a representation
of su(1, 1) using those spinors and the Poisson brackets. Consider, for example,
J3 ≡ |z0|2 + |z1|2 , K1 ≡ 2 Im(z¯0¯z1) , K2 ≡ 2 Re(z¯0¯z1) . (5.129)
Together with the Poisson bracket Eq.(5.128), one shows that this gives indeed a (vec-
tor) representation of su(1, 1) with
{J3, K1}1 = 2K2 , {J3, K2}1 = −2K1 , {K1, K2}1 = −2J3 . (5.130)
Using the other coadjoint orbits f2 or f3, one can similarly construct different repre-
sentations of su(1, 1).
We will now consider the quantum theory of the presented model. For the sections on
the actual “twisted geometries parametrization” and the “closure constraint”, which we
have omitted here, we refer the reader to [1].
5.1.5 Quantization and timelike spin networks
Our starting point for the quantization, following [55], [104], and [107], are quantum twistor
networks, which are graphs labeled with 2-twistor space T2∗ on each link. This space T∗,
one for each half-link, can easily be quantized by promoting the spinorial components of
the twistors to operators and their Poisson brackets to the corresponding commutators in
a Schrödinger representation. This will provide us with our unconstrained Hilbert space
on which we then impose the quantized simplicity constraints, (reduced) area matching
constraint, and closure constraints (in this order). For each link, we consider the auxiliary
Hilbert space of homogeneous functions of degree (a, b). Hence, we consider f : C2 −→ C
such that ∀λ ∈ C∗,
f(λωA) = λaλ¯bf(ωA) . (5.131)
These functions are essentially functions on CP1. To deal with single valued functions,
we have to require that a− b must be an integer. Note, furthermore, that these functions
are not assumed to be holomorphic or antiholomorphic, since they are general polynomials
in the spinor components as well as their complex conjugates. In certain cases, however,
they can be reduced to give holomorphic representations. Together with
(g . f)(ωA) = f(g−1 . ωA) , (5.132)
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this provides, for certain values of the numbers (a, b), a unitary and irreducible repre-
sentation for SL(2,C) [122]. The SL(2,C)-invariant measure on this space of functions is
given by
dΩ(ωA) = i2(ω
0dω1 − ω1dω0) ∧ (ω¯0¯dω¯1¯ − ω¯1¯dω¯0¯) . (5.133)
Under rescaling, it transforms as dΩ(λωA) = |λ|4 dΩ(ωA) so that the SL(2,C) and
scaling-invariant scalar product is given by
〈f1|f2〉 = i2
∫
CP1
dΩ(ωA) f¯1(ωA)f2(ωA) . (5.134)
This representation belongs to the principal series of SL(2,C). With n ∈ Z/2 and
p ∈ R, it is unitary, and we denote the corresponding Hilbert space of those functions by
H(n,p). The numbers (a, b) and (n, p) are related by
a = −n− 1 + ip and b = n− 1 + ip . (5.135)
Since the representations (n, p) and (−n,−p) are unitarily equivalent, we restrict those
labels to be n ∈ N0/2 and p ∈ R. The labels (n, p) are related to the eigenvalues of the
sl(2,C) Casimirs C1 = ~L2 − ~K2 and C2 = −2~L · ~K as follows:
Cˆ1 . f
(n,p) = (n2 − p2 − 1)f (n,p) , (5.136)
Cˆ2 . f
(n,p) = −2np f (n,p) . (5.137)
If we consider the half-link phase space T∗ with Zα = (ωA, ip¯iB¯) and piω = ABpiAωB 6= 0,
the Poisson structure of which is given by
{piA, ωB} = δBA , {p¯iA¯, ω¯B¯} = δB¯A¯ , (5.138)
and similarly for Wα = (λA, iσ¯B¯) with σλ 6= 0, we use for the commutators
[pˆiA, ωˆB] = −i~ δBA , [ˆ¯piA¯, ˆ¯ωB¯] = −i~ δB¯A¯ (5.139)
the following Schrödinger representation:
ωˆBf(ωA) = ωBf(ωA) , pˆiBf(ωA) = −i~ ∂
∂ωB
f(ωA) . (5.140)
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The homogeneous functions are furthermore interesting because they diagonalize the
Euler dilatation operator ωA∂A,
ωA
∂
∂ωA
f (a,b)(ωA) = a f (a,b)(ωA) , ω¯A¯ ∂
∂ω¯A¯
f (a,b)(ωA) = b f (a,b)(ωA) , (5.141)
which holds for all homogeneous functions. The Hilbert space for each single link is
now given by the homogeneous functions of the form
f (a,b)(ωA, λB) ≡ f (as,bs)(ωA)⊗ f (at,bt)(λA) , (5.142)
where the subscripts s and t stand for the source and target half-links. It is easy to see
that these are now homogeneous functions of degree (a, b) = (as + at, bs + bt). Recall that
the complex area matching constraint Eq.(5.10) was given by C = piω − λσ = 0. We can
use Eq.(5.141) to impose Cˆ = 0 as follows. We can write piω = piAωA = 12(piω + piω) =1
2(piω − ωpi). This gives us a normal ordering for piω,
piω = ~2i
[
∂
∂ωA
ωA − ωA ∂
∂ωA
]
= ~2i
[
ωA
∂
∂ωA
+ ∂
∂ωA
ωA
]
, (5.143)
where we have used that switching the position of spinorial indices gives a minus sign
in the second equality. Analogously one obtains for the complex conjugate contribution
̂¯piω¯ = ~2i
[
ω¯A¯
∂
∂ω¯A¯
+ ∂
∂ω¯A¯
ω¯A¯
]
(5.144)
and the corresponding expressions in terms of (σ, λ) variables. Using now the commu-
tation relations and Eq.(5.141), we can show that for a homogeneous function with degree
(a, b) we have
piω f (a,b) = ~2i
[
ωA
∂
∂ωA
+ ∂
∂ωA
ωA
]
f (a,b) = ~2i
[
ωA
∂
∂ωA
+ 2 + ωA ∂
∂ωA
]
f (a,b)
= ~
i
[a+ 1] f (a,b) (5.145)
and similarly ̂¯piω¯ f (a,b) = ~
i
[b+ 1] f (a,b) . The action of the area-matching constraint
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becomes
Cˆ . f (a,b)(ωA, λB) = Cˆ .
(
f (as,bs)(ωA)⊗ f (at,bt)(λA)
)
(5.146)
=
(
Cˆ ⊗ 1 + 1⊗ Cˆ
) (
f (as,bs)(ωA)⊗ f (at,bt)(λA)
)
=
(
piω . f (as,bs)(ωA)
)
⊗ f (at,bt)(λA)− f (as,bs)(ωA)⊗
(
λ̂σ . f (at,bt)(λA)
)
= ~
i
[as + at + 2]
(
f (as,bs)(ωA)⊗ f (at,bt)(λA)
)
and analogously the complex conjugate area-matching constraint gives
ˆ¯C . f (a,b)(ωA, λB) = ~
i
[bs + bt + 2] f (a,b)(ωA, λB) . (5.147)
Using Eq.(5.135), one finds that as + at + 2 = −(ns + nt) + i(ps + pt), and hence both
constraints are solved by nt = −ns and pt = −ps. Since we want to work with ni ∈ N02 , we
have to consider on the source link states with (ns, ps) and on the target link states with
(−ns,−ps), which are states from two different (but unitarily equivalent) Hilbert spaces.
Before we investigate the imposition of the simplicity constraints in the next sections,
we recall that the so-called canonical basis for H(n,p), which stems from an induced repre-
sentation using the SU(2) subgroup of SL(2,C), is used in the quantization of the EPRL
model using the time gauge. This is possible because we can further diagonalize ~L2 and
L3 besides the two sl(2,C) Casimirs, which gives the states |(n, p); j,m〉, where j ∈ N0/2
denotes the spin and m ∈ {−j,−j + 1, · · · , j} denotes its magnetic number. In particular,
this leads to a decomposition of H(n,p) as
H(n,p) '⊕
n≤j
H(j) , (5.148)
where H(j) denotes the standard (2j + 1)-dimensional unitary and irreducible repre-
sentation space of SU(2). Since the stabilizing subgroup for our spacelike normal vector
N I = (0, 0, 0, 1)t is given by SU(1, 1), it is more suitable to employ a decomposition in
terms of a SU(1, 1) basis. This was also used in [57] and [58]. For that reason, we briefly
review some representation theory of SU(1, 1) in the following section.
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5.1.6 Representations of SU(1, 1)
The SL(2,C) representations from above provide representations for the subgroup SU(1, 1)
as well. They are, however, not irreducible. But similarly to Eq.(5.148), they can be
decomposed into SU(1, 1) irreducible representations. To fix our conventions, we consider
here the unitary and irreducible representations of SU(1, 1) belonging to the principal
series. The early works on the representation theory of the three-dimensional Lorentz
group are [123] or the book [124]. The Plancherel decomposition was investigated, for
example, in [125], and for a newer account, see [122]. The Clebsch-Gordan problem for
SU(1, 1) was investigated in [126, 127, 128, 129]. Note, that in this work we have so far
used the mathematical convention for the rotation and boost generators, i.e., L†i = −Li
and K†i = Ki. In [57] and [58] or [114, 115, 116], for example, the authors use the physical
convention where the Hermiticity property is reversed. This will not be an obstacle in what
follows, since the simplicity constraints are invariant under this choice. This can easily be
seen from Eq.(5.18), where one can simply define the Πi with an additional factor of ±i and
this would not change the form of the master constraint, as can be seen from Eq.(5.102) to
Eq.(5.104). For the covariant simplicity constraints F1 and G1, this convention is irrelevant
as well, since for them we do not use the generators Li and Ki explicitly. Now, with this
in mind, we can consider the physical convention, where L3 is Hermitian and hence can
be diagonalized with a real eigenvalue. Furthermore, we look for states that diagonalize
the su(1, 1) Casimir Qsu(1,1) = (L3)2 − (K1)2 − (K2)2. We denote those eigenstates of the
two sl(2,C) Casimirs C1 and C2 as well as Qsu(1,1) and L3 by f (n,p)j,m = |(n, p); j,m〉 ∈ H(n,p).
The eigenvalues of the sl(2,C) Casimirs are given by Eq.(5.136) and Eq.(5.137), and we
have furthermore
Qsu(1,1) . f
(n,p)
j,m = ±j(j + 1) f (n,p)j,m , (5.149)
L3 . f
(n,p)
j,m = mf
(n,p)
j,m . (5.150)
The action of Qsu(1,1) with a plus is the convention as used, for example, in [57] and
[58], whereas in [116] the authors use the additional minus sign in front of j(j + 1). We
will see that this sign plays a role for our final result. We will find that the solutions to
the master constraint with the discrete states on both half-links do not give us the full
reduced Hilbert space necessary to decompose all functions on SU(1, 1) in a spin network
basis6. Hence, we are eventually forced to work with the convention from [116], i.e., with
6Rather, one would obtain only the discrete states with integer spin and the continuous states with
even parity.
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eigenvalues −j(j+1). Furthermore, let us point out that if we compare our approach with
the coherent state approach used in [57] and [58], where it was stated that it is necessary to
diagonalize a noncompact generator K1 or K2 instead of L3, in order to be able to describe
timelike faces, we do not find this to be necessary, which makes our considerations more
comprehensible.
For SU(1, 1), we have the following unitary irreducible representations (that appear in
the Plancherel decomposition), which are all infinite dimensional, since SU(1, 1) is non-
compact. First, we have the discrete series D±k where j = −k with k ∈ N2 . For D+k , we
have m ∈ {k, k + 1, k + 2, · · · }, and for D−k , we have m ∈ {−k,−k − 1,−k − 2, · · · }. The
state with j = −1/2 is somewhat special in that it is not normalizable and hence does
not appear in the Plancherel decomposition. We see that using the plus convention in
Eq.(5.149) and if we do not consider the state with j = −1/2 then we have for all other
possible values of j in the discrete series
QdSU(1,1) ∈ {0,
3
4 , 2,
15
4 , · · · } ≥ 0 . (5.151)
Second, we have the continuous series Cεs with j = −12 + is and ε ∈ {0, 12}. For ε = 0
(even functions), we have s ≥ 0 and m ∈ {0,±1,±2, · · · }, and for ε = 12 (odd functions),
we have s > 0 and m ∈ {±12 ,±32 ,±52 , · · · }. Hence, using again the plus convention in
Eq.(5.149), we have for all states from Cεs
QcSU(1,1) = j(j + 1) = −s2 −
1
4 < 0 . (5.152)
In what follows, we will first use this convention and only later change to the opposite
case. We explicitly include the full analysis in order to pinpoint exactly where the problem
with this convention lies. We just mention that the analog of Eq.(5.148) reads in this
noncanonical basis [122, 101]
H(n,p) '
 n⊕
k>1/2
D+k ⊕
∫ ∞⊕
0
ds Cεs
⊕
 n⊕
k>1/2
D−k ⊕
∫ ∞⊕
0
ds Cεs
 , (5.153)
where the sum over the discrete states ranges over values for which k − n is an integer
and similarly ε is determined by the condition that ε−n is an integer. The Clebsch-Gordan
decomposition for the coupling of those representations is given by [126, 127, 128, 129]
D±k1 ⊗D±k2 =
∞⊕
K=k1+k2
D±K , (5.154)
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and
D±k1 ⊗D∓k2 =
k1−k2⊕
K=Kmin
D±K ⊕
k2−k1⊕
K=Kmin
D∓K ⊕
∫ ∞⊕
0
Cεs ds , (5.155)
where Kmin = 1 and ε = 0 if k1 + k2 is an integer and Kmin = 32 and ε =
1
2 otherwise.
Furthermore, note that the discrete contributions vanish when the upper limits k1 − k2 or
k2 − k1, respectively, are smaller than 1; i.e, we must have k1 − k2 ≥ 1 for the first sum
and k2 − k1 ≥ 1 for the second. The coupling of two continuous states gives
Cε1s1 ⊗ Cε2s2 =
∞⊕
K=Kmin
D+K ⊕
∞⊕
K=Kmin
D−K ⊕ 2
∫ ∞⊕
0
Cεs ds , (5.156)
where Kmin = 1 and ε = 0 if ε1 + ε2 ∈ Z and Kmin = 32 and ε = 12 otherwise. The
coupling of discrete states k ∈ N2 with continuous states ε ∈ {0, 12} and 0 < s <∞ gives
D±k ⊗ Cεs =
∞⊕
K=Kmin
D±K ⊕
∫ ∞⊕
0
Cε′s′ ds′ , (5.157)
where Kmin = 1 and ε′ = 0 if k + ε is an integer and Kmin = 32 and ε
′ = 12 otherwise.
The Clebsch-Gordan coefficients for SU(1, 1) can be defined, and explicit formulas for their
calculation can be found in [130]. However, due to the noncompactness of SU(1, 1) and
the different representation series, their explicit calculation is more complicated than in
the SU(2) case.
5.1.7 Spacelike faces
We consider now the imposition of the quantized simplicity constraints in the quantum
theory. For the Lorentz-invariant part Eq.(5.43), we use Eq.(5.145) to obtain
ˆ˚
F1 f
(a,b) =
[
(γ − i) piω − (γ + i) ̂¯piω¯] f (a,b) = ~
i
[(γ − i) [a+ 1]− (γ + i) [b+ 1]] f (a,b)
= ~
i
[γ[a− b]− i[a+ b+ 2]] f (a,b) . (5.158)
In terms of the labels (n, p), we have a− b = −2n and a+ b+ 2 = 2ip, and thus we get
ˆ˚
F1 f
(a,b) = ~
i
[−2γn+ 2p] f (a,b) != 0 ⇔ p = γn , (5.159)
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which is the well-known result from the EPRL model. Note that this provides a new
way of describing spacelike faces in a nonstandard gauge and hence is interesting by itself.
However, it is important to remember that our solution states f (n,γn)j,m (the master constraint
not yet imposed) are not to be confused with the states one obtains with the standard time
gauge. Those states are also denoted in the same way [or as |(n, γn); j,m〉] but are very
different states, because they diagonalize ~L2 and not Qsu(1,1). How to connect those states
(when j = −k for the discrete series) can be found in [57] and [58] or [122].
5.1.8 Timelike faces
For the dual constraint G˚1, one obtains now similarly
ˆ˚
G1 f
(a,b) =
[
(γ − i)piω + (γ + i) ̂¯piω¯] f (a,b) = ~
i
[(γ − i) [a+ 1] + (γ + i) [b+ 1]] f (a,b)
= ~
i
[γ[a+ b+ 2]− i[a− b]] f (a,b) (5.160)
and again in terms of the labels (n, p), we have a + b + 2 = 2ip and a− b = −2n, and
thus we get
ˆ˚
G1 f
(a,b) = 2~ [γp+ n] f (a,b) != 0 ⇔ p = −n
γ
. (5.161)
This result was also found in [57] and [58], and we will see in section 5.1.11 that those
states indeed can be associated to timelike faces. This is one of the main results of our
research. It not only confirms the solution found in [57] and [58] but, in fact, provides or
more rigorous derivation, since it does not resort to some sort of large spin argument, which
is typical for the coherent state approach to the imposition of the simplicity constraints.
However, we will also see that we do not necessarily need those dual solutions in order to
obtain timelike area spectra on the reduced Hilbert space. We will see that we can stay
within solutions with n = γp and still obtain faces with negative area eigenvalues on the
reduced Hilbert space.
5.1.9 Master constraint
Compared with the solutions to the covariant simplicity constraints F1 and G1, the more
interesting part follows now when we study the master constraint Eq.(5.105) and how to
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solve it in the quantum theory,
M =
(
CSL(2,C) − 2Qsu(1,1)
)
+ |piω|2 . (5.162)
Since we have already expressed this constraint in terms of the Casimirs, we only have
to find a proper quantization of the last term. One finds [55] that the quantization of |piω|2
should be given by
ωˆApˆiA ˆ¯piB˙ ˆ¯ωB˙ = −ωA
∂
∂ωA
∂
∂ω¯B˙
ω¯B˙ . (5.163)
Acting with Eq.(5.163) on a state, we get
− ωA ∂
∂ωA
∂
∂ω¯B˙
ω¯B˙ f (a,b) = −ωA ∂
∂ωA
(
ω¯B˙
∂
∂ω¯B˙
+ 2
)
f (a,b) = −a(b+ 2) f (a,b) , (5.164)
where −a(b+2) gives (n2 +2n+1+p2) when we use states in (n, p) with non-negative n.
If we use states from (−n,−p), with n ∈ N02 , then this gives −a(b+ 2) = (n2−2n+ 1 +p2).
This distinction is important given our knowledge about the solutions of the area matching
constraint Eq.(5.146). Now, what is the action of those two Casimirs on a general state
f (n,p)? The sl(2,C) Casmir CSL(2,C) = C2 was given in Eq.(5.136) and gives
(~L2 − ~K2) f (n,p) = (n2 − 1− p2) f (n,p) , (5.165)
which, as we have already pointed out, is not sensitive to the change between (n, p)
and (−n,−p), and the su(1, 1) Casimir Qsu(1,1) gives with the plus convention
((L3)2 − (K1)2 − (K2)2) f (n,p)j,m = j(j + 1) f (n,p)j,m . (5.166)
One can show that this operator is also invariant with respect to the change between
(n, p) and (−n,−p). Hence, we finally obtain
M̂ f (n,p)j,m = [2n(n+ 1)− 2j(j + 1)] f (n,p)j,m != 0 (5.167)
and
M̂ f (−n,−p)j,m = [2n(n− 1)− 2j(j + 1)] f (−n,−p)j,m != 0 . (5.168)
In the standard time gauge, where the states f (n,p)j,m diagonalize the su(2) Casimir ~L2,
the master constraint is solved by n = j. The solution with n = −(j+1) does not occur in
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the decomposition Eq.(5.148). Even if we use that the representations (n, p) and (−n,−p)
are unitarily equivalent, one finds that with n = −n = j + 1 we have j = n− 1 < n, which
again does not occur in the decomposition Eq.(5.148), and hence n = j is the only available
solution. Now, in contrast to the SU(2) case, the spectrum of Qsu(1,1) is determined by
the four series D±k and Cεs . Can the master constraint Eq.(5.167) and Eq.(5.168) be solved
with any of these states? Recall that for the principal series of the unitary irreducible
representations of SL(2,C) the parameter n is an integer or half-integer. A priori we can
assume positive and negative values alike. But for n(n±1), there is a minimum value given
by −1/4 for n = −1/2 or n = 1/2. Otherwise, we have n(n± 1) ≥ 0 for all other n. Now,
if we consider first the states of the two continuous series Cεs (with ε ∈ {0, 12}), we see that
Eq.(5.167) and Eq.(5.168) with the plus convention for the su(1, 1) Casimir Qsu(1,1) lead to[
n(n± 1) + 14 + s
2
]
!= 0 (5.169)
for both ε. It is clear that for most n there is no solution to this condition. The only
possible singular solution occurs for n = ±12 and ε = 0, which is, however, of no relevance
to us, since we consider n ≥ 0 [even though we can solve Eq.(5.168) with n = 12 , this state
will later be ruled out when solving the reduced area matching constraint]. Hence, for real
s ∈ R≥0 we see that the master constraint cannot be solved by the states of the continuous
series and the plus convention for Qsu(1,1). Note that this analysis transfers exactly to the
other half-link in the (λ, σ) variables.
Now, for the states of the discrete series D±k , we obtain for Eq.(5.167) with j = −k
[n(n+ 1)− k(k − 1)] != 0 (5.170)
and see that the master constraint can be satisfied by the solutions
k = n+ 1 , k = −n . (5.171)
However, since we have k ∈ N2 and n ∈ N02 , the second solution is not admissible. The
first solution restricts furthermore the occurrence of the non-normalizable state k = 12 . For
state with (−n,−p), Eq.(5.168) gives with j = −k
[n(n− 1)− k(k − 1)] != 0 , (5.172)
and we see that this is satisfied by the solutions
k = n , k = −n+ 1 . (5.173)
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Again, the second solution is not compatible with our range of parameter values. Using
then the first solution in Eq.(5.171), we see that all the discrete states in D±k with k ∈
{1, 32 , 2, · · · } and n ∈ N02 solve the master constraint Eq.(5.167). For the first solution
of Eq.(5.173), we see that k, n ∈ {12 , 1, 32 , 2, · · · } solves the master constraint Eq.(5.168).
However, we will see in the next section why it is preferable to change from the plus
convention for Qsu(1,1) to the minus convention and to solve the master constraint using
the continuous states instead.
5.1.10 Reduced area matching constraint
Now, we will consider the full reduced Hilbert space by imposing the reduced area match-
ing constraint on the states that solve the simplicity constraints on the two half-links.
From Eq.(5.146) and Eq.(5.147), we learned that the area matching constraint imposes the
conditions nt = −ns and pt = −ps on the tensor product states
f
(ns,ps)
left ⊗ f (nt,pt)right . (5.174)
However, since we prefer to work with non-negative values for the ni labels we choose
from the beginning states of the form
f
(ns,ps)
left ⊗ f (−nt,−pt)right , (5.175)
which leads to the area matching condition nt = ns ∈ N02 and pt = ps. Since we
already know from the simplicity constraints that ps = γns or ps = −nsγ and similarly
for the target half-link [which are not sensitive to a change between (n, p) and (−n,−p)],
we see that the area matching constraint reduces to only one condition, namely, nt = ns.
After imposing the master constraint on both half-links, we are left with the following
possibilities on which we can impose the reduced area matching. First, we consider the
case with −js = ks = ns + 1 and −jt = kt = nt. Solving the reduced area matching
Cˆred .
(
f
(ns,ps(ns)),±
ns+1,ms ⊗ f (−nt,−pt(nt)),±nt,mt
) != 0 (5.176)
leads to nt = ns and hence both ni must be ni ∈ N2 . It furthermore implies ks = kt + 1
and hence ks ∈ {32 , 2, 52 , · · · } and kt ∈ {12 , 1, 32 , · · · }. From this, we obtain K = ks + kt =
2ns + 1. Using now the decomposition Eq.(5.154), we find that we can obtain all the
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(integer) discrete states D±K with K ≥ 2 as solutions to Eq.(5.176) from states satisfying
the simplicity constraints. Explicitly, we have
f
(ns,ps(ns)),±
ns+1,ms ⊗ f (−ns,−pt(−ns)),±ns,mt =
∞⊕
K=2ns+1
D±K . (5.177)
Changing the order of the two states in the tensor product gives the same result. Now,
let us consider the action of the reduced area matching operator on discrete states with
opposite signs. Hence,
Cˆred .
(
f
(ns,ps(ns)),±
ns+1,ms ⊗ f (−nt,−pt(nt)),∓nt,mt
) != 0 . (5.178)
Using again the solution nt = ns, we find that ks + kt = 2ns + 1 ∈ Z, and hence
for the decomposition Eq.(5.155), we get Kmin = 1 and ε = 0. Furthermore, we have
ks − kt = 1 and kt − ks = −1, and hence one finds that those states that satisfy the
simplicity constraints and the reduced area matching are given by
f
(ns,ps(ns)),±
ns+1,ms ⊗ f (−ns,−pt(ns)),∓ns,mt = D±1 ⊕
∫ ∞⊕
0
C0s ds . (5.179)
Hence, we see that we do not obtain all the states we need to span SU(1, 1) spin
networks, i.e., all the states that appear in the harmonic analysis of functions on SU(1, 1).
We only obtain the discrete states D±K with K ∈ N and are missing all the half-integral
values K ∈ N2 . Similarly, we only obtain the even continuous states C0s , but we are missing
the odd states with ε = 12 . This is a result of the reduced area matching constraint,
which does not allow for tensor-product states that have integer labels on the left factor
and half-integer labels on the right factor (or vice versa). Hence, in the decomposition,
only states with integer labels and/or states with ε = 0 appear. However, this problem
can be solved as follows. The requirement that we need all unitary irreducible Plancherel
representations of SU(1, 1) forces us to choose the minus convention in Eq.(5.149). This
gives for the master constraint now the conditions
M̂ f (±n,±p)j,m = [2n(n± 1) + 2j(j + 1)] f (±n,±p)j,m != 0 , (5.180)
which can now not be satisfied by the states of the discrete series anymore but by the
states of the continuous series. For the states f (±n,±p)s,m , one obtains the solution
s±(n) =
√
(2n± 1)2 − 2
2 . (5.181)
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For the states f (n,p)s,m , this is strictly positive for n ∈ N2 , hence n = 0 is ruled out, and
for the states f (−n,−p)s,m , we have to restrict n such that n ∈ {32 , 2, 52 , · · · }. The reason why
we can now use those states to obtain the full reduced Hilbert space is that neither the
simplicity constraints nor the reduced area matching constraint restricts the labels εs and
εt, which, according to Eq.(5.156), determine which states appear in the decomposition,
i.e., Kmin and ε are now determined by εs + εt, which can now be freely chosen to be
integral or half-integral. Explicitly, we find that the simplicity and reduced area matching
constraints are now solved by the states
Ψns,εs,εtms,mt ≡ f (ns,ps(ns)),εss+1 (ns),ms ⊗ f
(−ns,−pt(ns)),εt
s−2 (ns),mt
, (5.182)
where now ns ≥ 32 . Again, we can now freely choose whether εs + εt is integral, which
gives from Eq.(5.156) the states
∞⊕
K=1
D+K ⊕
∞⊕
K=1
D−K ⊕ 2
∫ ∞⊕
0
C0s ds , (5.183)
or whether εs + εt is half-integral, which gives the states
∞⊕
K= 32
D+K ⊕
∞⊕
K= 32
D−K ⊕ 2
∫ ∞⊕
0
C
1
2
s ds (5.184)
and thus we see that we obtain all the discrete states with K ∈ {1, 32 , 2, 52 , · · · } as well as
all the continuous states spanning our reduced Hilbert space. Note that, due to the integral
over the continuous parameter s in both decompositions Eq.(5.183) and Eq.(5.184), we ob-
tain all continuous states for arbitrary s ∈ R≥0 in the coupled basis and not just those that
satisfy the discreteness constraint Eq.(5.181). This can be seen explicitly by considering
the Clebsch-Gordan coefficients of the above decompositions. Even when both states in
the decoupled basis satisfy the condition Eq.(5.181), one obtains nonzero Clebsch-Gordan
coefficients for general s ∈ R≥0 in the coupled basis. This means in particular that the
reduced Hilbert space includes indeed all the necessary SU(1, 1) Plancherel representations
that are necessary to expand states in the holonomy representation, i.e., certain C-valued
functions on SU(1, 1), in terms of a spin network basis. Thus, this gives perfect agreement
of our reduced Hilbert space and the quantization of 3D Lorentzian gravity [113, 116].
Note, that for such spin network states we can obtain links that are labeled by arbitrary
continuous states with s ∈ R≥0. On the level of the coupled basis of the reduced Hilbert
space, one then finds that the area associated with such links can be continuous, again
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in agreement with the 3D Lorentzian case. However, those states are not physical, in the
sense that they do not satisfy simplicity constraints and area matching, i.e., they are not
of the form Eq.(5.182). If we consider a general SU(1, 1) spin network state, which is la-
beled by continuous s values, we know from the inverse decompositions of Eq.(5.183) and
Eq.(5.184) how to embed those states into our solution space of simplicity and area match-
ing constraints via Eq.(5.204) and Eq.(5.205). This is basically the Lorentzian version of
the Livine-Dupuis map known from the standard EPRL model and shows nicely how to
embed the three-dimensional Lorentzian Ponzano-Regge model into our four-dimensional
setting. This gives, furthermore, an explicitly mechanism that shows how we can have
continuous eigenvalues on the 3D level, but when we embed those states into the solution
space of simplicity and area matching constraint those eigenvalues become strictly discrete.
Note that one does not need this decomposition explicitly to calculate, for example, the
area operator eigenvalues of the state Eq.(5.182) as we will see in the next section. We
consider it another important result of our work that we obtain a reduced Hilbert space
with enough states such that one obtains a valid SU(1, 1) spin network decomposition.
Compared with the standard time gauge case, where one solves both simplicity constraints
on each half-link and obtains already all the necessary SU(2) states on each half-link (which
are then glued using the area matching), it was necessary in our case to understand that,
even though we just obtain a subclass of representations per half-link as solutions to the
simplicity constraints, all the required SU(1, 1) states arise after the decomposition of the
tensor product states and imposition of the reduced area matching.
5.1.11 Area spectra
In Lorentzian spinfoam models [98, 99, 100, 57, 58] and LQG, there are two major issues
concerning the spectra of geometrical operators and the area operator in particular. The
first is about the question of whether those operators have discrete or continuous spectra
[110, 111, 112], and the second concerns the appearance of the Barbero-Immirzi parameter
[109]. The first problem can, at least in four dimensions, be further separated into whether
we are talking about spectra on the kinematical level or at the level of the physical Hilbert
space; see, for example, [131, 132].
In LQG, the area operator is essentially given by (the square root of) the su(2) Casimir
since the (densitized) flux operators satisfy a su(2) algebra and thus the quantization of the
classical expression for the area (squared) leads explicitly to ~L2 (with a γ-dependent prefac-
tor), [2, 3]. This leads then to the discrete spectra for the area (on the kinematical Hilbert
space). However, there have been other proposals for the area operator within covariant
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formulations of LQG [111, 100] that potentially lead to continuous and γ-independent area
spectra. That there are cases when the Barbero-Immirzi parameter disappears from the
area spectra was also observed in [109] and is a result we will discuss in this section using
our twistorial description. Our definition of the area operator was given in Eq.(5.40) by
the Plebanski 2-form Σ, and we consider
Aˆ2 ≡ 12 ΣˆIJΣˆ
IJ = γ
2
4 Re
(
(piω)2
(γ + i)2
)
. (5.185)
Using the vector representation in terms of rotation and boost generators allows us to
understand its reduction classically as follows. Recall that we have associated the sl(2,C)
generators with BIJ as in Eq.(5.22). Furthermore, we have
Σ = − γ
2
1 + γ2
(
∗+ 1
γ
)
B , (5.186)
which, together with Eq.(5.185), gives
A2 = γ
4
2(1 + γ2)2
(
(∗B) + B
γ
)
IJ
(
(∗B) + B
γ
)IJ
(5.187)
= γ
4
(1 + γ2)2
((
1
γ2
− 1
)
(~L2 − ~K2) + 1
γ
(∗B)IJBIJ
)
.
Using that
(∗B)IJBIJ = −4
(
L1K1 + L2K2 + L3K3
)
(5.188)
we get with the simplicity constraints Σ3i = 0, i.e.,
K3 = −γL3 , L1 = γK1 , L2 = γK2 , (5.189)
that
~L2 − ~K2 = (1− γ2)Qsu(1,1) , (5.190)
(∗B)IJBIJ = 4γ Qsu(1,1) , (5.191)
which finally leads to
A2 = γ2Qsu(1,1) . (5.192)
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Now, if we use the dual simplicity constraints (∗Σ)3i = 0, or
K3 = 1
γ
L3 , L1 = −1
γ
K1 , L2 = −1
γ
K2 , (5.193)
we obtain instead
~L2 − ~K2 =
(
1− 1
γ2
)
Qsu(1,1) , (5.194)
(∗B)IJBIJ = −4
γ
Qsu(1,1) (5.195)
and hence
A2 = −Qsu(1,1) . (5.196)
This already indicates that the Barbero-Immirzi parameter γ seems to disappear in
the spectrum for states that solve the dual simplicity constraints (∗Σ)3i = 0, similarly
to the results found in [109]7. Now, let us consider the quantized area operator in the
twistorial parametrization. Using the action of piω and ̂¯piω¯ on the homogeneous functions
f (a,b) ∈ H(a,b)
piω . f (a,b) = −i~ [a+ 1] f (a,b) , ̂¯piω¯ . f (a,b) = −i~ [b+ 1] f (a,b) , (5.197)
we obtain with Eq.(5.185) and Eq.(5.135) that
Aˆ2 . f (a,b) = γ
2
8
(
piω piω
(γ + i)2 +
̂¯piω¯ ̂¯piω¯
(γ − i)2
)
. f (a,b)
= −~
2
8
γ2
(γ2 + 1)2
[
(γ2 − 1)(a2 + b2 + 2a+ 2b+ 2)− 2iγ(a2 − b2 + 2a− 2b)
]
f (a,b)
= −~
2
4
γ2
(γ2 + 1)2
[
(γ2 − 1)(n2 − p2)− 4γnp
]
f (a,b) . (5.198)
7However, note that the same reasoning works for the SU(2) case, where we can equally consider Σ0i = 0
or the dual (∗Σ)0i = 0 but with a timelike normal vector N I , and we still obtain that in the first case we
have a γ dependence, i.e., A2SU(2) = γ2 ~L2, and in the other case, we have a sign flip, and γ disappears,
i.e., A2SU(2) = −~L2.
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Now, if we consider the solutions to the simplicity constraints, p = γn for F1 = 0 and
p = −n/γ for G1 = 0, we obtain
Aˆ2 . f (n,γn) = ~
2
4 γ
2n2 f (n,γn) (5.199)
and
Aˆ2 . f (n,−n/γ) = −~
2
4 n
2 f (n,−n/γ) (5.200)
respectively. First, note that we find that, indeed, the area eigenvalues switch sign
between the two branches with p = γn and p = −n/γ, respectively. Hence, our identifica-
tion of the constraints (F1, F2) with the spacelike case and the constraints (G1, G2) with
the timelike case seems justified. Furthermore, we again confirm that the area spectrum
for timelike faces seems to not depend on γ. Second, note the different nature between
Eq.(5.199) and Eq.(5.200) on the one hand and Eq.(5.192) and Eq.(5.196) on the other.
For the calculation in Eq.(5.199) and Eq.(5.200), we have used the covariant version of
the area operator Eq.(5.185) and then imposed the solutions of the simplicity constraints
on the area eigenvalues, which leads us, in the spacelike case as well as in the timelike
case, to discrete area eigenvalues, which is in contrast to the statement often made in the
literature, e.g, [109, 113, 106, 131], that in Lorentzian models we have necessarily con-
tinuous spectra, due to the noncompactness of the gauge group. In the formulas leading
to Eq.(5.192) and Eq.(5.196), on the other hand, we have first reduced the operator by
the simplicity constraints. If we use now for the (reduced) area operators Eq.(5.192) and
Eq.(5.196) instead, we first would notice that this operator does not act on the covariant
labels (a, b) but on the SU(1, 1) labels j(k) and j(s). In this situation, one might wonder
whether we actually recover continuous spectra for the continuous states with j(s) and
QcSU(1,1) = −j(j+ 1) = 14 + s2, which is related to our discussion about whether we have all
the continuous states available in the reduced Hilbert space or just a discrete subset. We
will see now that both ways, reducing the eigenvalues of the covariant area operator or first
reducing the area operator, are consistent and lead in both cases to a discrete area eigen-
value spectrum for those states that solve the area matching and simplicity constraints.
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Consider first a state of the form Eq.(5.182) with ps = γns = pt. Then, Qsu(1,1) acts as
Qsu(1,1) .
(
f
(ns,γns),εs
s+1 (ns),ms
⊗ f (−ns,−γns),εt
s−2 (ns),mt
)
=
(
Qsu(1,1) . f
(ns,γns),εs
s+1 (ns),ms
)
⊗ f (−ns,−γns),εt
s−2 (ns),mt
+ f (ns,γns),εs
s+1 (ns),ms
⊗
(
Qsu(1,1) . f
(−ns,−γns),εt
s−2 (ns),mt
)
=
(1
4 + (s
+
1 (ns))2 +
1
4 + (s
−
2 (ns))2
)
× f (ns,γns),εs
s+1 (ns),ms
⊗ f (−ns,−γns),εt
s−2 (ns),mt
= 2n2s f
(ns,γns),εs
s+1 (ns),ms
⊗ f (−ns,−γns),εt
s−2 (ns),mt
(5.201)
and hence with Aˆ2 = γ2Qsu(1,1), we get
Aˆ2 .
(
f
(ns,γns),εs
s+1 (ns),ms
⊗ f (−ns,−γns),εt
s−2 (ns),mt
)
= 2 γ2n2s
(
f
(ns,γns),εs
s+1 (ns),ms
⊗ f (−ns,−γns),εt
s−2 (ns),mt
)
. (5.202)
Comparing this with Eq.(5.199), where the missing factor of ~2 is included inQsu(1,1) and
up to an irrelevant factor of 18 , we showed the consistency between the two ways of obtaining
the area eigenvalues. If we consider now similarly the dual case with ps = −nsγ = pt, we
have Aˆ2 = −Qsu(1,1), cf. Eq.(5.196), and we obtain instead
Aˆ2 .
(
f
(ns,−nsγ ),εs
s+1 (ns),ms
⊗ f (−ns,
ns
γ
),εt
s−2 (ns),mt
)
= (5.203)
− 2n2s
(
f
(ns,−nsγ ),εs
s+1 (ns),ms
⊗ f (−ns,
ns
γ
),εt
s−2 (ns),mt
)
.
This matches the result of Eq.(5.200) and γ seems to not appear. Note that, due to
the area matching constraint, we must have pt = ps. Hence, if we were to consider the
coupling of states with ps = γns and pt = −nsγ , or vice versa, the condition pt = ps leads
to the requirement that γ must be imaginary, i.e., γ = ±i, which might be related to the
self-dual Ashtekar variables that have recently been investigated in [133, 134, 135]. It is
tempting to interpret this in some way as a coupling of a spacelike state on one side of
the link with a timelike state on the other side. However, throughout this work, we have
assumed real γ, and hence considering complex γ is merely a speculation at this level.
Furthermore, it is important to note that taking γ to be complex would take us out of the
unitary representations of SL(2,C).
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If we want to avoid using the dual constraints p = −n
γ
, because spacelike states as well
as timelike states should be included already in just the case with p = γn, we can consider
the explicit decomposition of the solution state Eq.(5.182) into its irreducible components
following Eq.(5.183) and Eq.(5.184). Acting with Qsu(1,1) onto those irreducible states will
give positive as well as negative eigenvalues of the continuous series and the discrete series,
respectively. Hence, in this picture, the timelike states are associated with the discrete
series states, which are composed as the tensor product of two continuous states. In the
reversed direction, imagine we have a spin network decorated with SU(1, 1) representations
j(k) or j(s); then, we can think of a generalized Livine-Dupuis map8, which maps the states
of the SU(1, 1) spin network into the solution states of the area matching and simplicity
constraint as
|j(k),m〉 7→ ∑
ms,mt
C(ns)f (ns,ps(ns)),εss+1 (ns),ms ⊗ f
(−ns,−pt(ns)),εt
s−2 (ns),mt
, (5.204)
or for the continuous states with j(s) as
|j(s),m〉 7→ ∑
ms,mt
C˜(ns)f (ns,ps(ns)),εss+1 (ns),ms ⊗ f
(−ns,−pt(ns)),εt
s−2 (ns),mt
, (5.205)
where C(ns) and C˜(ns) depend besides ns on k or s and on ms,mt and denote the
Clebsch-Gordan coefficients corresponding to the inverse of the decompositions in Eq.(5.183)
and Eq.(5.184).
Finally, let us comment again on the fate of the Barbero-Immirzi parameter. We point
out that we discuss here only the appearance of γ in the eigenvalues of the area operator for
timelike faces and not whether the physical Hilbert space will be γ dependent or not. From
Eq.(5.196) and Eq.(5.200), with the solution of the dual simplicity constraints (∗Σ)3i = 0,
i.e., p = −n/γ, we confirmed the statement that was made in [108] and [109] that the
spectrum of timelike faces does not depend on γ. However, there is a possibility that γ
might actually reappear as follows. Note that when we introduce dimensionful constants
the area operator
√
Aˆ2 has eigenvalues proportional to the Planck length [2]; i.e., for the
standard SU(2) case, we have
Aˆ . |j〉 = 8piγl2P
√
j(j + 1) |j〉 , (5.206)
with l2P = ~G/c3, and hence we see that it depends on the gravitational constant G.
This certainly holds true for the spacelike faces and the space-gauge simplicity constraints
8In the SU(2) case, the Livine-Dupuis map embeds the SU(2) representations into the subspace of the
canonical basis that satisfies the simplicity constraints as |j,m〉 ↪→ |(j, γj), j,m〉.
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(F1, F2). If we consider now the area spectrum of timelike faces, we would assume that
it is proportional to either tP lP or t2P , where tP is the Planck time with t2P = l2P/c2. In
either case, we again find that the spectrum is proportional to G. However, if we go back
to the original Holst action we started with in Eq.(5.2) and note that there is a prefactor
of 1/(16piG), then we notice that the dual simplicity constraints (∗Σ)3i = 0, i.e., (G1, G2),
lead to Einstein-Cartan gravity with the dual Barbero-Immirzi parameter γ˜ = −1/γ and
a scaled gravitational constant G˜ = Gγ. Now, in this situation, it appears as if γ does not
appear in the area operator, but, in fact, if we consider the proportionality with G˜ = Gγ,
we see that it still appears via the rescaling of G. Following this reasoning would imply
that all our area spectra are linearly dependent on γ as in the standard SU(2) case.
5.2 A new Spinfoam model
As mentioned before, our main objective in [1] was to give a twistorial description of the
Conrady-Hnybida spinfoam model [57, 58], in order to facilitate, or simplify, an asymp-
totic analysis. However, as we saw in the previous section, we find a different set of so-
lutions to the simplicity constraints for timelike faces from solving the master constraint,
cf. Eq.(5.181). In general, the structure of our solution states is different from the for-
mulation using coherent states used in [57, 58], since we are using those tensor product
states Eq.(5.182). Even though we do not consider an asymptotic analysis of the Conrady-
Hnybida model, we can still use our results from [1] to construct a new 4D Lorentzian
spinfoam model that is equivalent in spirit to [57, 58], but slightly differs in the details of
the construction. Recall that the relation found in [57, 58], corresponding to Eq.(5.181),
is given by
s(n1) =
1
2
√√√√n21
γ2
− 1 = 12γ
√
n21 − γ2 . (5.207)
Our solution to the master constraint, Eq.(5.181), can be expressed in a similar form
as
s±(n2) =
√
(2n2 ± 1)2 − 2
2 =
1
2γ
√
(2γn2)2
(
1± 1
n2
)
− γ2 , (5.208)
from which we see that for large n2 , and with the identification n1 = 2γn2 , the two
expressions Eq.(5.207) and Eq.(5.208) actually become the same. This is no surprise and
is a phenomenon already well known in the standard SU(2) setting where for large spins
the EPRL - model and the FK - model also give the same solution states. However, note
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that n1 = 2γn2 is a somewhat strange relation, because the labels ni are integer numbers
and the real Barbero-Immirzi parameter γ is usually taken as a non-zero real number.
Since our work on this topic there has been increased interest in those types of gen-
eralized EPRL - models. For example, there was a first investigation into the asymptotic
analysis of the Conrady-Hnybida spinfoam model in [136] and the recent [137], investigates
the underlying phase space of SU(1, 1) spin networks, similar to our work in section 5.1.
The overall question, when thinking about including timelike contributions into a 4D
Lorentzian spinfoam model, is whether the current EPRL-FK-KKL spinfoam model [13,
14, 15, 16, 17] is our final spinfoam model, or, equivalently, whether this model is our final
non-perturbative definition of the dynamics of 4D Lorentzian quantum gravity. Based
on several arguments in the literature, it is probably safe to say, that there is room for
improvement. For example, it was argued in [138, 139] that the EPRL-model does not
define a so-called rigging map, which means that in its current form the model is not a
proper projector onto the physical Hilbert space of Loop quantum gravity. In other works,
such as [140, 141], it is argued that one should modify the vertex amplitude of the model
such that the asymptotic limit takes a certain preferred form.
What we are proposing in this section, similar in philosophy to [57, 58], is not likely
to address any of the concerns raised in either [138, 139] or [140, 141]. However, what we
want to do is to cure the shortcoming (if it is one) of the Lorentzian EPRL-model, that it
does not allow to include timelike contributions in the spacetime triangulation. This is in
stark contrast to the Causal Dynamical Triangulations approach to quantum gravity [142],
where a clear distinction is made into spacelike and timelike parts of the triangulation of
spacetime. In fact, the separation into spacelike and timelike contributions is crucial for
the causality of the approach. Furthermore, in the 3D Lorentzian Ponzano-Regge model,
cf. [113] or [114, 115, 116], one finds that timelike building blocks do contribute to the path
integral and are necessary to provide the correct quantization of the system. The solution
to the quantized flatness constraint F = 0 on the spatial 2-surface in 3D Lorentzian
gravity leads to the SU(1, 1) 6j-symbol as the vertex amplitude of the Lorentzian Ponzano-
Regge spinfoam model. This vertex amplitude is a function of spacelike and timelike
contributions. Even if we were to restrict the allowed SU(1, 1) representations on the
spatial slice to be only of the continuous series, having positive area with Aˆ2 ≡ Qsu(1,1),
the solutions to Fˆ |Ψ〉 = 0 would generate timelike contributions, i.e., states of the discrete
series with negative area.
Similarly, in its covariant form, i.e., without using a 3+1 split of the spacetime manifold,
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the action of general relativity in four dimensions is a function of the 4D Ricci tensor Rµν
and in order to capture the full geometry of the manifold we transport vectors along little
parallelograms to measure the curvature. To get the full information about the spacetime
geometry we have to measure the curvature not only along spacelike parallelograms but
also along timelike parallelograms. Of course, with a 3 + 1 split on can obtain the full
4D curvature from the spatial 3D curvature, when we have all the necessary information
about the extrinsic curvature. This is the idea followed in a Hamiltonian approach. But
a spinfoam model should be closer to the covariant picture and hence be able to make
a statement about curvature along timelike contributions. A simple example that the
curvature in the timelike direction is very important is simple cosmology. In flat k = 0
Friedmann-Lemaitre-Robertson-Walker cosmology the spatial slice is flat, but there is a
nontrivial total 4D curvature, which comes from the curvature along the timelike direction.
These are sufficient reasons to be convinced that in a 4D Lorentzian spinfoam model
we also should a able to include timelike contributions. For a final judgment, however, we
would need a full asymptotic analysis.
5.2.1 Spinfoam quantization of BF-theory and EPRL model
We will now briefly collect a few facts about the spinfoam quantization of G = SL(2,C)
BF-theory, which is a topological theory and is the basis for both the Lorentzian EPRL-
FK-KKL spinfoam model, as well as the Conrady-Hnybida generalization thereof. The
BF-action for a 4D manifold M is given by
SBF[B,A] =
∫
M
Tr (B ∧ F [A]) , (5.209)
where BIJ = −BJI is a g-valued 2-form and F [A] is the curvature of a G - connection
A. This theory defines a diffeomorphism invariant gauge theory, since no metric is used.
The equations of motion are given by F = DAB = 0, which are solved by flat connections
A, [3]. The trace is defined by the Cartan-Killing form of the gauge group. If the B - field
is constrained to satisfy B = ∗(e ∧ e), where e denotes the tetrad fields, then Eq.(5.209)
reduces to the first order Einstein-Cartan action and the B - field is called simple, hence
the name simplicity constraints. These constraints break much of the gauge invariance
of topological BF-theory and unlock the metric degrees of freedom of general relativity.
The path integral of BF-theory is
ZBF =
∫
[dA][dB] ei
∫
M
Tr(B∧F [A]) (5.210)
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and by integrating out the B-field one obtains
ZBF ∝
∫
[dA] δ(F [A]) . (5.211)
Hence, we integrate over flat connections A. Using a spinfoam quantization for this
model we discretize the manifold M , which gives a triangulation ∆ and a dual 2-complex
∆∗ = {v, e, f} with vertices v, edges e and faces f and instead of the smooth variables B
and A we use the smeared, or integrated variables Bf and ge[A]
BIJf =
∫
f
BIJ ∈ g , ge[A] = P exp
(∫
e
A
)
∈ G . (5.212)
We see that the B - field, as a 2-form, is naturally integrated over a 2-surface f and
ge[A] is the holonomy of the connection A along an edge e. The holonomies ge[A] around
a face f are used to construct a ‘face holonomy’ Gf
Gf = ge1ge2 · · · gen = P exp
(∮
∂f
A
)
, (5.213)
which measures the curvature of A associated with the face f . In terms of the Bf and
Gf variables the action Eq.(5.209) on a triangulation ∆ becomes
S∆BF[Bf , Gf [A]] =
∑
f∈∆∗
Tr (Bf Gf ) , (5.214)
which leads to the following discretized analog of Eq.(5.210)
ZBF(∆) =
∫ ∏
e∈∆∗
[dGf ]
∏
f∈∆∗
[dBf ] eiTr(Bf Gf) =
∫ ∏
e∈∆∗
[dGf ]
∏
f∈∆∗
δG (Gf ) . (5.215)
In this expression we have replaced the integration over the connection A by an Haar
measure over the group G on each edge e. In the second step we have integrated out
the B-field again and replace the exponential with the delta-distribution of the Lie group
G. Using now the Peter-Weyl theorem we can write the delta-distribution in terms of the
irreducible representations ρ of G, which gives
ZBF(∆) =
∫ ∏
e∈∆∗
[dGf ]
∏
f∈∆∗
∑
ρ
dρ Trρ(Gf ) . (5.216)
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Explicitly, for Gf ∈ SL(2,C) we have
δG (Gf ) =
∞∑
n=0
∫ ∞
0
dp (n2 + p2) Tr
(
D((n,p))(Gf )
)
, (5.217)
in terms of the unitary irreducible representations (n, p) ∈ N0/2×R of SL(2,C), which
defines our spinfoam model for BF-theory.
A spinfoam model for quantum gravity, which describes not a topological theory but
gravity, has to incorporate a quantum version of the simplicity constraints into this state
sum Eq.(5.216). For example, the EPRL partition function is given by
ZEPRL(∆) =
∫ ∏
e∈∆∗
[dGf ]
∏
f∈∆∗
δEPRL (Gf ) , (5.218)
where the solutions to the simplicity constraints, p = γn and n = j, lead to
δEPRL (Gf ) =
∞∑
jf=0
(1 + γ2) j2f Tr
(
D((jf ,γjf ))(Gf )
)
. (5.219)
Now, instead of using the face holonomy Gf it is possible to rewrite the partition
function Eq.(5.218) in terms of a so-called vertex amplitude Av, which is associated with the
(internal) vertices v. This amplitude is obtained by a reparametrization of the holonomies
gei , which can be split into half-edge holonomies gei = gvi+1,ei gei,vi , and is then a function
of the new holonomies hvif ≡ gei,vi gvi,ei−1 , [14, 13], and we can write
ZEPRL =
∫
dhvf
∏
f
δ(hf )
∏
v
Av(hvf ) with hf ≡
∏
v⊂∂f
hvf (5.220)
and the vertex amplitude
Av(hvf ) =
∫
dgve
∏
f(v)
δEPRL(hvfge′vgve) . (5.221)
5.2.2 New spinfoam model with timelike contributions
It should be clear that the correct treatment of the simplicity constraints is very important
in order to obtain the correct model for quantum gravity. The idea behind the Conrady-
Hnybida model [57, 58] and the model presented here is that the solutions of the linear
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EPRL simplicity constraints miss the sector of the B - field configurations that correspond
to timelike 2-surfaces and hence, do not represent the full dynamics of general relativity.
When we impose the simplicity constraints in a path integral, where we denoted them by
δ(C(B)), and consider only the linear simplicity constraints NIBIJ = 0, for some auxiliary
timelike vector N I , then it seems that we only integrate over B - field configurations that
correspond to spacelike bivectors B. As an analogy one can think of this problem in terms
of the following relation
δ(g(x)) =
∑
i
δ(x− xi0)
|g′(xi0)|
, (5.222)
for some real function g : R → R, where the sum is over all the zeros of the function,
i.e., all x0 such that g(x0) = 0. Similarly, in order to integrate over all the curvature
components in the path integral, not just the spacelike ones, we should not only integrate
over spacelike B - fields, but also over timelike B - fields, which leads to the idea that we
should write for the simplicity constraints δ(C(B))
δ(C(B)) = δ(Nt ·B) + δ(Nz ·B) , (5.223)
where Nt ·B = 0 denotes the standard linear simplicity constraints with some timelike
vector Nt and the new contribution Nz · B = 0 uses as spacelike vector Nz, such that the
solutions are timelike 2-surfaces. In fact, we even get a third term in Eq.(5.223), because
for spacelike normal vector Nz the solution B - field can be spacelike and timelike (even
null) and the spacelike solutions are not gauge equivalent to the spacelike solutions of
Nt ·B = 0.
Now, without going into any detail about the Conrady-Hnybida spinfoam model and
their derivation, we just mention that they obtain the following solutions for the quantum
states for the timelike sector. Instead of p = γn they find p = −n/γ and Eq.(5.207), i.e.,
s = 12
√
n2
γ2
− 1 with j = −12 + i s , (5.224)
Based on their solutions for the simplicity constraints they propose the following gen-
eralization of the EPRL partition function, where one sums over both normals N I1 and
N I2 and thus over spacelike and timelike 2-surfaces. They implement those constraints on
the BF-theory spinfoam model via certain projectors, such that the BF-quantum states
are mapped into the solution spaces of the simplicity constraints. The Conrady-Hnybida
partition function is then defined as
ZCH =
∫
dhvf
∑
nf∈N0
∑
Ne
∑
ζef=±1
∏
f
(1 + γ2ζef )n2f
∏
v
Av((pf , nf ), ζef , Ne, hvf )) , (5.225)
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where the label ζef = ±1 distinguishes spacelike and timelike 2-surfaces for spacelike
normal Ne and the vertex amplitude is given via
Av =
∫
dgve
∏
f(v)
〈ψvf
j, ~N
| D(ρ,n)
(
gveg
−1
ve′
)
|ψvf
j, ~N
〉 . (5.226)
In this expression the vertex amplitude is evaluated for coherent states |ψvf
j, ~N
〉, which
are labeled by a normal vector ~N which is either ~N ∈ S2 for SU(2) states or ~N ∈ H±,Hsp
for states in D±j , Cs, respectively. Also, note that hvf = gveg−1ve′ , which is just a change of
variables.
Now, in the same spirit as above we start from SL(2,C) BF-theory as a spinfoam
model, Eq.(5.216) and Eq.(5.217), and impose the simplicity constraints, which we found
in section 5.1. Together with Eq.(5.223) this leads us to the same expression for our
partition function, i.e.,
Z =
∫
dhvf
∑
nf∈N0
∑
Ne
∑
ζef=±1
∏
f
(1 + γ2ζef )n2f
∏
v
Av((pf , nf ), ζef , Ne, hvf )) , (5.227)
because we derived the same results for the relation between p and n in section 5.1, i.e.,
p = γn for spacelike faces and p = −n/γ for timelike faces9. The difference between our
formulation and the Conrady-Hnybida approach becomes apparent only in the definition
of the vertex amplitude. First, we found a different solution for the simplicity constraints
for timelike faces, i.e., Eq.(5.208) with
s±(n) =
√
(2n± 1)2 − 2
2 , (5.228)
instead of Eq.(5.207) and secondly, we do not use coherent states. In fact, our physical
states Eq.(5.182), which solve the simplicity and area matching constraints, are already in
a factorized- or tensor product form, and we can easily define our new vertex amplitude
Av via
Av ≡
∫
dgve
∏
f(v)
〈
f
(ns,ps(ns)),εs
s+1 (ns),ms
∣∣∣ gve′g−1ve ∣∣∣ f (ns,ps(ns)),εts−1 (ns),mt
〉
(5.229)
9In fact, our derivation of those relations is stronger, since in the twistorial formulation we do not need
a large spin argument, which is necessary in the coherent state approach.
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If we want to consider a spacetime manifold M with boundaries, for example in a
Hamiltonian formulation, we can investigate in this formalism spacelike as well as timelike
hypersurfaces. In order to embed the corresponding boundary states |j,m〉, |k,m〉 or
|s,m〉, we will use the standard Dupuis-Livine map for SU(2) or the generalized versions
Eq.(5.204) and Eq.(5.205) for the timelike case with SU(1, 1).
In general, we should investigate this model in more detail to evaluate whether we
gain any actual physical benefits over the standard EPRL model. The fact, that we can
consider now those timelike contributions is certainly a satisfactory achievement in itself.
For example, we can interpret the discrete eigenvalues of the area operator for timelike
2-surfaces as a measurement of time. Hence, we can say that in our Lorentzian spinfoam
model we have shown that time intervals are quantized in this approach. Concerning the
long debate in the spinfoam community, whether for Lorentzian models we have discrete or
continuous spectra, we have shown that in our approach, due to the simplicity constraints,
in 4D we do not encounter continuous spectra for our area operator. From a covariant
standpoint, this is a much more consistent situation than having one type discrete and the
other continuous.
One should, of course, attempt an the asymptotic analysis of this model. First steps into
this direction for the Conrady-Hnybida model have been taken in [136] already. Recall, that
one of our motivations for this project was the hope that in the twistorial parametrization
the asymptotic analysis might become easier, compared with the coherent states used in
[57, 58]. However, due to the continuous series representation of SU(1, 1) showing up, our
model might not provide a real simplification.
One could also try to further investigate questions about causality in these Lorentzian
spinfoam models, [143]. Recall, that the occurrence of the cosine of the Regge action in
the asymptotic analysis, instead of the exponential, is usually attributed to the claim that
spinfoam models sum over both orientations of the spacetime manifold, which leads to the
two branches. This problem could actually be studied in the 3D Lorentzian Ponzano-Regge
model [113]. What happens to the (asymptotics of the) vertex amplitude if we restrict to
only D+k or only D−k representations on the spatial slice?
Finally, one might wonder whether we can study our model numerically along the lines
of the recent [144, 145]? However, again due to the occurrence of the continuous series
states, it is not clear to us at the moment, whether this can be achieved.
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Chapter 6
Conclusions
We have addressed in this thesis two important research questions within the Loop quantum
gravity approach to the problem of quantum gravity. The results from [37, 38, 39, 40, 41, 42]
for Λ < 0, together with our work presented in the chapters 3 and 4 for Λ > 0, provide, for
the first time, a very detailed and rigorous bottom-up explanation of how a non-vanishing
cosmological constant results in the q - deformation of standard Loop quantum gravity.
In chapter 3 we hope to have given a somewhat pedagogical overview of the mathemat-
ical structures behind the deformed (quasi-) phase spaces SL(2,C) and D(SU(2)), such as
(quasi-) Poisson manifolds and (quasi-) Poisson-Lie groups and their Lie algebras. Extract-
ing these things from the mathematical literature [43, 44, 45, 46] and applying them to
our particular example, including the novel calculations of section 3.4.2, was a considerable
challenge and we hope, might make it more accessible to a wider physical audience.
The results of the calculations for our geometrical observables in section 4.4 confirm
nicely the spherical nature of q - deformed spin networks at q root of unity. However,
working explicitly with the projected tensor products and the coassociator in the braid
representation makes these calculations very complex. The fact, that we (structurally)
reproduce the same eigenvalues for our operators as in the q real case, makes us wonder,
whether for future investigations, if we are just interested in certain eigenvalues for example,
the explicit use of the weak- and quasi- structures are really necessary. What we have
shown with our explicit calculations, though, is that doing calculations for q real or a
general complex q, and then evaluating the result at q root of unity, seems to lead to
the correct result. Working with such an “analytic continuation” has been the strategy
in most of the considerations on q - deformed models at q root of unity in the literature.
The drawback with this approach, however, is that one does not see the interesting, and
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technically necessary, quasi-structures hiding underneath. Now, if we lend some credibility
to these ideas, which are indeed supported by our calculations, it is clear that the results
from [42] also imply that we should correctly reproduce the Turaev-Viro model, now for q
root of unity instead of q real, from the same Hamiltonian constraint and the same solution
strategy. One important ingredient in the derivation of the Turaev-Viro vertex amplitude
in [42], and similarly in the Λ = 0 case in [37], is the so-called Biedenharn-Elliott- or
pentagon-identity. We know that this identity holds in the q root of unity case as well for
the truncated 6j-symbol. Hence, we have no doubt, that the Turaev-Viro model follows
from our quantum theory.
Building on our tensor operators there is a vast amount of possible follow-up work we
can do, partially inspired by results from the q real case, as well as Λ = 0. For example,
we can investigate a q - deformation of the so-called U(N) formalism and could consider
q - deformed twisted geometries for q root of unity. This is ongoing work, which has not
been included in this thesis.
The results presented in chapter 5 about timelike 2-surfaces and 4D Lorentzian spin-
foam models with timelike contributions answers a longstanding question within this field,
namely, whether the area spectrum of either spacelike or timelike areas should be contin-
uous in Lorentzian spacetime. Our answer is clearly that both areas have a discrete spec-
trum, which follows at once from the simplicity constraints. As in the standard EPRL-
versus the FK- (coherent state) approach, we reproduce the solutions for the simplicity
constraints found be Conrady and Hnybida in [57, 58] in a more rigorous way (recall, that
their solutions and ours match for large spins), because thanks to our formulation we do
not need to make a large spin argument, which is used in the coherent state approach.
Due to this fact, and our solution states Eq.(5.182) being structurally very different,
compared with the coherent states of the approach in [57, 58], we defined a new 4D
Lorentzian spinfoam model via the vertex amplitude in Eq.(5.229). The most relevant
investigation concerning this model, in our opinion, is certainly its asymptotic analysis,
which requires a more detailed understanding of the explicit structure of the solution
states.
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Appendix A
Additional topics for chapter 3
A.1 On the classical double d(sl(2,C))
In this appendix we want to mention another approach we were pursuing for a while,
which is in fact related to our example below Eq.(3.37). This approach was particularly
inspired by the problem of quantization. Because even if we understood the quasi-geometric
structure of SO(4) or SU(2)× SU(2), it is a priori not clear whether we can simply quantize
them in terms of the standard Hopf algebra Uq(sl(2,C)) or its quantum double, which was
the quantum object we encountered in the quantization of SL(2,C).
We saw in the example Eq.(3.37) that there is a Lie bialgebra structure for the complex
semi-simple Lie algebra sl(2,C), which has the same classical r - matrix as su(2) for the
double d(su(2)) ∼= sl(2,C), i.e., Eq.(3.42). This implies that the quantization of those two
objects has the same quantum R - matrix, at least up to first order in an ~ - expansion,
and thus, both could be related to the same quantum object Uq(sl(2,C)). Furthermore,
since both situations are described by the same r - matrix and since sl(2,C) ∼= su(2)C,
i.e., one can characterize sl(2,C) as a complex Lie algebra with the su(2) basis {τi}, one
finds that indeed the classical double of the Lie bialgebra sl(2,C) is given by d(sl(2,C)) ∼=
sl(2,C)⊕ sl(2,C)∗, where the dual algebra sl(2,C)∗ is again given by an(2,C)±, but now
as a complex Lie algebra. Now, knowing that so(4,C) ∼= sl(2,C)⊕ sl(2,C) we can consider
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the following (Lie algebra) isomorphisms
so(4,C) ∼= sl(2,C)⊕ sl(2,C) ∼= sl(2,C)C
∼= sl(2,C)⊕ i sl(2,C) ∼= d(su(2))⊕ i d(su(2))
∼= su(2)⊕ an(2,R)±⊕ i su(2)⊕ i an(2,R)±
∼= su(2)⊕ i su(2)⊕ an(2,R)±⊕ i an(2,R)±
∼= sl(2,C)⊕ an(2,C)± ∼= d(sl(2,C)) . (A.1)
Thus, we have shown that the classical double of sl(2,C), with respect to the r - matrix
Eq.(3.42), is isomorphic to the complexification of so(4), i.e.,
d(sl(2,C)) ∼= sl(2,C)⊕ sl(2,C)∗ ∼= sl(2,C)⊕ an(2,C)± ∼= so(4,C) . (A.2)
Note, that the correct way to show this isomorphism is indeed given by Eq.(A.1). The
following, however, does not work. One might try to use a non-existent self-duality like
sl(2,C)∗ ∼= sl(2,C) and attempt something like
d(sl(2,C)) ∼= sl(2,C)⊕ sl(2,C)∗
·∼= sl(2,C)⊕ sl(2,C) ∼= so(4,C) . (A.3)
However, we denoted by
·∼= the step where things go wrong. The reason being that the
dualities used for su(2)∗ and sl(2,C)∗ are not the same. The duality for su(2)∗ uses the
imaginary part of the Killing form of sl(2,C), whereas sl(2,C)∗ uses the (whole) Killing
form of sl(2,C). This is important, because, even though we have (g∗)∗ ∼= g for finite
dimensional Lie algebras, the following is not correct
sl(2,C)∗ ∼= (su(2)⊕ an(2,R)±)∗ ∼= (su(2)⊕ su(2)∗)∗ ∼= su(2)∗⊕(su(2)∗)∗ (A.4)
∼= su(2)∗⊕ su(2) ∼= an(2,R)±⊕ su(2) ∼= sl(2,C) .
To see why, we should distinguish the duality with respect to the imaginary part of
the sl(2,C) Killing form, which is used in sl(2,C) ∼= su(2)⊕ an(2,R)± ∼= su(2)⊕ su(2)∗
and the duality using the whole sl(2,C) Killing form. Denoting the latter by ?, i.e.,
d(sl(2,C)) ∼= sl(2,C)⊕ sl(2,C)? ∼= sl(2,C)⊕ an(2,C)±, we see where Eq.(A.4) goes wrong.
If we write
sl(2,C)? ∼= (su(2)⊕ an(2,R)±)? ∼= (su(2)⊕ su(2)∗)? ∼= su(2)?⊕(su(2)∗)? , (A.5)
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we see that su(2)?  an(2,R)±, we only have su(2)
∗ ∼= an(2,R)± (note the different
stars / dualities !), and (su(2)∗)?  su(2), we only have (su(2)∗)∗ ∼= su(2) ∼= (su(2)?)?.
This shows that the isomorphism between d(sl(2,C)) and so(4,C) does not simply work
via sl(2,C)? ∼= sl(2,C) and the correct way is Eq.(A.1).
What do we learn from the isomorphism so(4,C) ∼= d(sl(2,C)) ? Does this mean
now that we can forget all our comments that we need to work with quasi-Lie bialgebras
and quasi-Poisson manifolds? Certainly not. Like the real form so(4), the Lie algebra
so(4,C) is not semi-simple, which means that due to topological, or rather Lie algebra
cohomological reasons, there are other deformations besides simple 1-cocycle deformations.
The fact that so(4,C) is not semi-simple leads to the possibility of interesting quasi-Lie
bialgebra structures, which, most likely, would go unnoticed, if we restrict ourselves to
just Lie bialgebra structures. Most importantly, this isomorphism works only over C.
Hence, even though it is indeed true, that this isomorphism tells us that we can quantize
so(4,C) in the complex setting as a quantum double of Uq(sl(2,C)), there is no way around
the quasi-realm, when we want to go back to the real case so(4), which is necessary in
a physical setting, where we want to deal with real general relativity and not complex
general relativity. We could also say that there is no equivalent of Eq.(A.1) that works
over R, unless d(su(2)) describes a quasi-Lie bialgebra double. In fact, despite the quantum
double of Uq(sl(2,C)), for a general complex deformation parameter q, is the correct, all
encompassing quantum symmetry algebra for all the cases - Lorentzian, Euclidean and
both signs of Λ - found in 3d quantum gravity, working over C poses the danger that one
misses the interesting new structures provided by quasi-Lie bialgebras. Finally, as we saw
in chapter 4, there is no way around the truncated tensor products in the quantum theory,
when working with q a root of unity. This issue would remain not fully understood, if we
would not consider quasi-Poisson structures in the classical setting.
A.2 Twisting of sl(2,C) over C
Now, let us investigate the notion of twisting of the classical double of sl(2,C). We rewrite
our basis {X+, X−, H} of sl(2,C) as
b1 ≡ X+ , b2 ≡ X− , b3 ≡ H (A.6)
and thus we have
[b1, b2] = b3 , [b3, b1] = 2 b1 , [b3, b2] = −2 b2 , (A.7)
191
from which we can deduce the structure constants
f 312 = 1 , f 131 = 2 , f 232 = −2 (A.8)
and recall that we have antisymmetry in the lower two indices f cab = −f cba . We choose
the following basis for the “2-forms”
∧ (2) (sl(2,C)) = genC(b2 ∧ b3, b3 ∧ b1, b1 ∧ b2) , (A.9)
which means that we can write for Y ∈ ∧ (2) (sl(2,C))
Y = Y1 b2 ∧ b3 + Y2 b3 ∧ b1 + Y3 b1 ∧ b2 = εijk Yi bj ⊗ bk = 12 ε
ijk Yi bj ∧ bk , (A.10)
with Yi ∈ C. Furthermore, we choose∧ (3) (sl(2,C)) = genC(b1 ∧ b2 ∧ b3) , (A.11)
where εijk bi∧bj∧bk = 6 b1∧b2∧b3 = 6 εijk bi⊗bj⊗bk . Now, we want to investigate twist-
ing of the (quasi-) Lie bialgebra (sl(2,C), δ, ϕ) by an arbitrary element Y ∈ ∧ (2) (sl(2,C)).
Recall Eq.(3.111), which was given by
δY (X) = δ(X) + ad(2)X (Y ) , ϕY = ϕ− Alt(δ ⊗ id)(Y ) + JY, Y K . (A.12)
Let us consider first the standard quasi-Lie bialgebra structure for sl(2,C), given by
δ = 0 and ϕ = λ b1 ∧ b2 ∧ b3. Then Eq.(A.12) gives
δY (X) = ad(2)X (Y ) , ϕY = λ b1 ∧ b2 ∧ b3 + JY, Y K . (A.13)
First, let us calculate
JY, Y K = [Y12, Y13] + [Y12, Y23] + [Y13, Y23] (A.14)
= εijk Yi εlmn Yl
(
f qjm bq ⊗ bk ⊗ bn + f qkm bj ⊗ bq ⊗ bn + f qkn bj ⊗ bm ⊗ bq
)
=
(
4Y1Y2 + (Y3)2
)
b1 ∧ b2 ∧ b3 .
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Thus, we see that the condition that the twisted coassociator should vanish, i.e., ϕY = 0,
is satisfied if
λ+ 4Y1Y2 + (Y3)2 = 0 . (A.15)
Next, we calculate the twisted cocycle. We find
δY (bi) = ad(2)bi (Y ) = [ bi ⊗ 1 + 1⊗ bi , Y ] (A.16)
= εjkl Yj (f mik bm ⊗ bl + f mil bk ⊗ bm)
= εjkl Yj f mik bm ∧ bl .
This gives for the three basis vectors
δY (b1) = 2Y1 b1 ∧ b2 + Y3 b1 ∧ b3 , (A.17)
δY (b2) = −2Y2 b1 ∧ b2 + Y3 b2 ∧ b3 , (A.18)
δY (b3) = −2Y1 b2 ∧ b3 − 2Y2 b1 ∧ b3 . (A.19)
Now, recall the “standard structure” from Eq.(3.38), i.e., r = κ b1 ∧ b2 for some κ ∈ C,
or, similarly, the r - matrix Eq.(3.41), (they have the same anti-symmetric part). With
r = κ b1 ∧ b2 we get the following action of the cocycle on the basis vectors, cf. Eq.(3.43),
δr(b1,2) = κ b1,2 ∧ b3 , δr(b3) = 0 . (A.20)
From the last relation we see that the twist Y must satisfy Y1 = 0 = Y2, if we want
to connect Eq.(A.19) and δr(b3) = 0. Thus, we see that together with Eq.(A.15) we get
the following solution for the twist Y , which transforms between the standard quasi-Lie
bialgebra structure (sl(2,C), δ = 0, ϕ = λ b1 ∧ b2 ∧ b3) to the standard Lie bialgebra
structure (sl(2,C), δY , ϕY = 0), where δY (X) = [X, r] and r - matrix r = ±√−λ b1∧ b2,
Y1 = 0 = Y2 , Y3 = κ = ±
√−λ ∈ C . (A.21)
Now, the important lesson here, especially when we compare with the real setting of
(quasi-) Lie bialgebra structures of su(2), is that we have a larger twist-freedom and, in
particular, that for any λ in the standard quasi-Lie bialgebra structure (sl(2,C), δ = 0, ϕ =
λ b1 ∧ b2 ∧ b3) we can find a twists such that we obtain a standard Lie bialgebra structure
(sl(2,C), δY = δr, ϕY = 0), with r = ±√−λ b1 ∧ b2. However, note that it seems that
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there are still disconnected twist equivalence classes. For example, from Eq.(A.15) and
Eq.(A.17 - A.19) it is clear that there is no twist that would allow to transform between
(sl(2,C), δ = 0, ϕ = λ b1 ∧ b2 ∧ b3) and the flat, or trivial, structure (sl(2,C), δ = 0, ϕ = 0).
Finally, we just would like to point out the following relations between the basis’ in the
sl(2,C) and the su(2) case. With
b1 = i τ1 + τ2 , b2 = i τ1 − τ2 , b3 = −2i τ3 (A.22)
we get b1 ∧ b2 ∧ b3 = (−4) τ1 ∧ τ2 ∧ τ3 and
b2 ∧ b3 + b3 ∧ b1 = (4i) τ2 ∧ τ3 , b2 ∧ b3 − b3 ∧ b1 = (−4) τ3 ∧ τ1 , (A.23)
b1 ∧ b2 = (−2i) τ1 ∧ τ2 . (A.24)
A.3 On quasi-Poisson structures related by equivari-
ant maps
In this appendix we include some calculations that illustrate the concept of “F - relation”.
This was important to us to understand the definition of the quasi-Poisson structure pre-
sented in [44, 45]. It basically answered our question, why we use the standard left- and
right- invariant vector fields in the definition of the quasi-Poisson structure, despite being
given a non-standard group action Eq.(3.187), where by non-standard we mean not being
the left- or right- translation.
The connection with the group action Eq.(3.187), or any other action on D(SU(2)), is
made via the notion of “F - relation”, where F denotes an equivariant map with respect
to the group action under consideration1. This notion states that, if we have two (or
more) G - manifolds Mi, i.e., there are actions ϕi of G on Mi, and a G - equivariant map
Fij : Mi → Mj, then the (fundamental) vector fields ξMi and ξMj are Fij - related, which
means that the map Fij induces a G - equivariant map Fij,∗ : TMi → TMj that relates ξMi
to ξMj .
In the following we investigate this notion in more detail and show how the fundamental
vector field associated with the group action Eq.(3.187) is indeed F - related with the
fundamental vector fields of the left- and right- actions.
1We learned this concept from the lecture notes, http://www.math.toronto.edu/mein/teaching/
LectureNotes/action.pdf, by one of the authors of [44, 45].
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We can distinguish the following three (left) actions ϕi : G ×Mi → Mi, where M1 =
M2 = M3 = SO(4) = SU(2)× SU(2) in all three cases, and G = SO(4) as well,
ϕ1(g, h) = µ(g, h) = (g1h1g−12 , g2h2g−11 ) , (A.25)
ϕ2(g, h) = ϕL(g, h) = hg−1 = (h1g−11 , h2g−12 ) , (A.26)
ϕ3(g, h) = ϕR(g, h) = gh = (g1h1, g2h2) . (A.27)
We found above the fundamental vector fields associated with those actions and learned
that the left- and (minus of the) right- invariant vector fields ξL and −ξR are associated
with the fundamental vector fields of ϕ2 and ϕ3, respectively.
Now, let us first consider whether we can find G - equivariant maps F21 and F31 that
would allow us to push-forward the left- and right- invariant vector fields from M2 and M3
to the corresponding F - related vector fields on M1 associated with the µ - action. Those
maps F21 and F31 are maps from SO(4) to SO(4) and we write them in components as
Fi1 : SO(4) = Mi → SO(4) = M1 , Fi1(h1, h2) = (F 1i1(h1, h2), F 2i1(h1, h2)) (A.28)
with i ∈ {2, 3}. The equivariance condition means that those maps must satisfy
Fi1(ϕi(g, h)) = ϕ1(g, F (h)) , ∀g ∈ G , h ∈Mi . (A.29)
Explicitly, for i = 2, with g = (g1, g2) and h = (h1, h2) this condition looks like
(F 121(h1g−11 , h2g−12 ), F 221(h1g−11 , h2g−12 ))
!= (g1F 121(h1, h2)g−12 , g2F 221(h1, h2)g−11 ) (A.30)
or
F 121(h1g−11 , h2g−12 )
!= g1F 121(h1, h2)g−12 , F 221(h1g−11 , h2g−12 )
!= g2F 221(h1, h2)g−11 . (A.31)
One finds that this condition is satisfied with
F 121(h1, h2) = h−11 h2 and F 221(h1, h2) = h−12 h1 . (A.32)
For i = 3, with g = (g1, g2) and h = (h1, h2) we get
(F 131(g1h1, g2h2), F 231(g1h1, g2h2))
!= (g1F 131(h1, h2)g−12 , g2F 231(h1, h2)g−11 ) (A.33)
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or
F 131(g1h1, g2h2)
!= g1F 131(h1, h2)g−12 , F 231(g1h1, g2h2)
!= g2F 231(h1, h2)g−11 (A.34)
and this condition is satisfied with
F 131(h1, h2) = h1h−12 and F 231(h1, h2) = h2h−11 . (A.35)
Now, how to those equivariant maps relate the vector fields associated with the different
actions ϕi? We have to look at the differential (or push-forward) (dFi1)h at h = (h1, h2),
which is a map from ThMi to TF (h)M1. On M2 or M3 we had the left- and right- invariant
vector fields at h defined via
ξL(h) = d
dt
∣∣∣∣∣
t=0
ϕL(exp(−tξ), h) = h.ξ = (h1ξ1, h2ξ2) , (A.36)
− ξR(h) = d
dt
∣∣∣∣∣
t=0
ϕR(exp(−tξ), h) = −ξ.h = (−ξ1h1,−ξ2h2) . (A.37)
This means that the push forward of ξL,R is given via
(dFi1)h(ξL,R) =
d
dt
∣∣∣∣∣
t=0
(Fi1 ◦ γh) (t) , (A.38)
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where γh(t) = ϕL,R(exp(−tξ), h). We can calculate for example
(dF21)h(ξL) =
d
dt
∣∣∣∣∣
t=0
(F21 ◦ ϕL(exp(−tξ), h)) (A.39)
= d
dt
∣∣∣∣∣
t=0
F21(h. exp(tξ))
= d
dt
∣∣∣∣∣
t=0
F21(h1 exp(tξ1), h2 exp(tξ2))
= d
dt
∣∣∣∣∣
t=0
(F 121(h1 exp(tξ1), h2 exp(tξ2)), F 221(h1 exp(tξ1), h2 exp(tξ2)))
= d
dt
∣∣∣∣∣
t=0
(exp(−tξ1)h−11 h2 exp(tξ2), exp(−tξ2)h−12 h1 exp(tξ1))
= (h−11 h2ξ2 − ξ1h−11 h2, h−12 h1ξ1 − ξ2h−12 h1)
= (F 121(h)ξ2 − ξ1F 121(h), F 221(h)ξ1 − ξ2F 221(h)) = ξSU(2)× SU(2)(F21(h)) , (A.40)
which, indeed, F21 - relates to Eq.(3.192). Similarly, one finds for i = 3
(dF31)h(ξR) =
d
dt
∣∣∣∣∣
t=0
(F31 ◦ ϕR(exp(−tξ), h)) (A.41)
= d
dt
∣∣∣∣∣
t=0
F31(exp(−tξ1)h1, exp(−tξ2)h2)
= d
dt
∣∣∣∣∣
t=0
(F 131(exp(−tξ1)h1, exp(−tξ2)h2), F 231(exp(−tξ1)h1, exp(−tξ2)h2))
= d
dt
∣∣∣∣∣
t=0
(exp(−tξ1)h1h−12 exp(tξ2), exp(−tξ2)h2h−11 exp(tξ1))
= (h1h−12 ξ2 − ξ1h1h−12 , h2h−11 ξ1 − ξ2h2h−11 )
= (F 131(h)ξ2 − ξ1F 131(h), F 231(h)ξ1 − ξ2F 231(h)) = ξSU(2)× SU(2)(F31(h)) . (A.42)
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Hence, we found that those vector fields are indeed Fi1 - related, which leads to the
answer of our question from above, namely, that the correct definition for the Poisson
bivector Eq.(3.189) is really just using the simple left- and right- invariant vector fields
and not the fundamental vector field of the SU(2)× SU(2) - action Eq.(3.187).
A.4 More calculations with quasi-Poisson brackets
Based on the results from [47], we knew that the quasi-Poisson brackets for SU(2) in the
flux coordinates can be written as Eq.(3.181). Taking this as a starting point, we wanted
to calculate the corresponding quasi-Poisson brackets of the group elements fij(h) and
indeed, we obtained the correct result, i.e., Eq.(3.164), via a different calculation. Let us
start by considering the following SU(2) element
H = eaiτi = cos
(
a
2
)
id2− i sin
(
a
2
)
(nˆiσi) ∈ SU(2) , (A.43)
with τi = 12iσi , Pauli matrices σi , a =
√
aiai and nˆ = ~aa . Then, using Eq.(3.181), we
want to calculate
{Hij, Hkl} = a2 tan
(
a
2
)−1
ar ε mnr (∂mHij) (∂nHkl) , (A.44)
where Hij corresponds to the previous fij and ∂m = ∂∂am . Note that we can write
(nˆiσi) =
(
(nˆiσi)11 (nˆiσi)12
(nˆiσi)21 (nˆiσi)22
)
=
(
nˆ3 nˆ1 − i nˆ2
nˆ1 + i nˆ2 −nˆ3
)
= 1
a
(
a3 a1 − i a2
a1 + i a2 −a3
)
(A.45)
and thus we get
H11 = cos
(
a
2
)
− i sin
(
a
2
)
nˆ3 , H12 = −i sin
(
a
2
)
(nˆ1 − i nˆ2) , (A.46)
H21 = −i sin
(
a
2
)
(nˆ1 + i nˆ2) , H22 = cos
(
a
2
)
+ i sin
(
a
2
)
nˆ3 . (A.47)
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Next, with
∂m cos
(
a
2
)
= −12 sin
(
a
2
)
nˆm , ∂m sin
(
a
2
)
= 12 cos
(
a
2
)
nˆm (A.48)
and ∂mnˆk = 1a
(
δkm − nˆknˆm
)
one finds
∂mHij =
(
∂m cos
(
a
2
))
δij − i
(
∂m sin
(
a
2
))
(nˆkσk)ij − i sin
(
a
2
) (
∂mnˆ
k
)
(σk)ij (A.49)
= −12 sin
(
a
2
) [
nˆmδij +
2i
a
(σm)ij
]
− i2
(
cos
(
a
2
)
− 2
a
sin
(
a
2
))
nˆm (nˆkσk)ij .
Together with
ε mnr nˆmnˆn = 0 = ε mnr [ nˆm(σn)klδij + nˆn(σm)ijδkl ] (A.50)
and
arε mnr [ nˆm(σn)kl(nˆ~σ)ij + nˆn(σm)ij(nˆ~σ)kl ] = 0 , (A.51)
we finally find that
{Hij, Hkl} = −14 sin(a) nˆ
r ε mnr (σm)ij(σn)kl
= −12 sin
(
a
2
)
cos
(
a
2
)
nˆr ε mnr (σm)ij(σn)kl , (A.52)
which leads to
{Hij, Hij} = 0 , {H11, H22} = 0 (A.53)
and together with Eqs. A.46 - A.47 to
{H11, H12} = − i2 sin
(
a
2
)
cos
(
a
2
)
(nˆ1 − i nˆ2) = 12 cos
(
a
2
)
H12 , (A.54)
= −{H12, H11} = {H12, H22} = −{H22, H12} ,
{H11, H21} = i2 sin
(
a
2
)
cos
(
a
2
)
(nˆ1 + i nˆ2) = −12 cos
(
a
2
)
H21 , (A.55)
= −{H21, H11} = {H21, H22} = −{H22, H21}
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and
{H12, H21} = −i sin
(
a
2
)
cos
(
a
2
)
nˆ3 = −{H21, H12} (A.56)
= 12 cos
(
a
2
)
(H11 −H22) ,
where we used
H11 −H22 = −2i sin
(
a
2
)
nˆ3 (A.57)
in the last equality. Those brackets can then be summarized with H1 ≡ H ⊗ id2 and
H2 ≡ id2⊗H as
{H1 ⊗, H2} = 12 cos
(
a
2
)
0 H12 −H12 0
−H21 0 H11 −H22 H12
H21 H22 −H11 0 −H12
0 −H21 H21 0
 . (A.58)
Note, we use the following index structure
{H1 ⊗, H2} =

{H11, H11} {H11, H12} {H12, H11} {H12, H12}
{H11, H21} {H11, H22} {H12, H21} {H12, H22}
{H21, H11} {H21, H12} {H22, H11} {H22, H12}
{H21, H21} {H21, H22} {H22, H21} {H22, H22}
 . (A.59)
Using again Eq.(A.46) and Eq.(A.47), we can write
cos
(
a
2
)
= 12 (H11 +H22) , (A.60)
but most importantly, one finds that indeed, using Eq.(A.60), the brackets Eq.(A.58)
are equal to the brackets in Eq.(3.164) for α = 1.
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Appendix B
Additional topics for chapter 4
B.1 Calculations for geometric operators
We present here a more detailed calculation of the length operators from section 4.4.1. We
start again with
~Lq 21 . |i1(23)〉 =
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 . |i1(23)〉
=
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 .
 ∑
m1,m2,m3
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
|j1,m1〉 (|j2,m2〉|j3,m3〉)

=
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
(t1k1 ⊗ I⊗ I) (t1k2 ⊗ I⊗ I).
 ∑
m1,m2,m3
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
|j1,m1〉 (|j2,m2〉|j3,m3〉)

=
∑
k1,k2
∑
m1,m2,m3
Cq
(
1 1 0
k1 k2 0
)
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
× t1k1t1k2 |j1,m1〉 (|j2,m2〉|j3,m3〉) (B.1)
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and from the Wigner-Eckart theorem we get
t1k1t
1
k2 |j1,m1〉 =
j1∑
n1,n2=−j1
N(j1, j1, 1)2 Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k2 m1 n2
)
|j1, n1〉
= N(j1, j1, 1)2
j1∑
n1,n2=−j1
(−1)−k1q−k1 Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k1 n2 m1
)
|j1, n1〉 , (B.2)
where we have used that the sum over k1 and k2 gives a δk1,−k2 and we also used the
following symmetries of the Clebsch-Gordan coefficients
Cq
(
1 j1 j1
k2 m1 n2
)
= Cq
(
1 j1 j1
−k1 m1 n2
)
= Cq
(
j1 1 j1
−m1 k1 −n2
)
= (−1)−k1q−k1 Cq
(
j1 1 j1
−n2 −k1 −m1
)
= (−1)−k1q−k1 Cq
(
1 j1 j1
k1 n2 m1
)
. (B.3)
Thus, we get with k1 ∈ {−1, 0, 1} and (−1)−2k1 = 1, and the orthogonality relation for
the Clebsch-Gordan coefficients
~Lq 21 . |i1(23)〉 =
N(j1, j1, 1)2√
[3]q
∑
k1
∑
mi
∑
n1,n2
(−1)1−2k1 (−1)
j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
× Cq
(
1 j1 j1
k1 n2 n1
)
Cq
(
1 j1 j1
k1 n2 m1
)
|j1, n1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
∑
mi
(−1)j3+m3q−m3√
[2j3 + 1]q
Cq
(
j1 j2 j3
m1 m2 −m3
)
|j1,m1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
|i1(23)〉 , (B.4)
which is the results shown in section 4.4.1.
203
Now, consider ~Lq 21 . |i1∗(23)〉, which gives
~Lq 21 . |i1∗(23)〉 =
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 . |i1∗(23)〉
=
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
t
(1) 1
k1 t
(1) 1
k2 .
 ∑
m1,m2,m3
(−1)j1+2m1q−2m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
〈j1,m1| (|j2,m2〉|j3,m3〉)

=
∑
k1,k2
Cq
(
1 1 0
k1 k2 0
)
(t1k1 ⊗ I⊗ I) (t1k2 ⊗ I⊗ I).
 ∑
m1,m2,m3
(−1)j1+3m1q−3m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
|j1,−m1〉 (|j2,m2〉|j3,m3〉)

=
∑
k1,k2
∑
m1,m2,m3
Cq
(
1 1 0
k1 k2 0
)
(−1)j1+3m1q−3m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
× t1k1t1k2 |j1,−m1〉 (|j2,m2〉|j3,m3〉) . (B.5)
With the Wigner-Eckart theorem we get
t1k1t
1
k2 |j1,−m1〉 =
j1∑
ni=−j1
N(j1, j1, 1)2 Cq
(
1 j1 j1
k1 −n2 −n1
)
Cq
(
1 j1 j1
k2 −m1 −n2
)
|j1,−n1〉
= N(j1, j1, 1)2
j1∑
ni=−j1
(−1)−k1q−k1 Cq
(
1 j1 j1
k1 −n2 −n1
)
Cq
(
1 j1 j1
k1 −n2 −m1
)
|j1,−n1〉 ,
(B.6)
where we have used again that the sum over k1 and k2 gives a δk1,−k2 . Thus, we get with
k1 ∈ {−1, 0, 1} and (−1)−2k1 = 1, and the orthogonality relation for the Clebsch-Gordan
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coefficients
~Lq 21 . |i1∗(23)〉 =
N(j1, j1, 1)2√
[3]q
∑
k1
∑
mi
∑
n1,n2
(−1)1−2k1 (−1)
j1+3m1q−3m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
× Cq
(
1 j1 j1
k1 −n2 −n1
)
Cq
(
1 j1 j1
k1 −n2 −m1
)
|j1,−n1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
∑
mi
(−1)j1+3m1q−3m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
|j1,−m1〉 (|j2,m2〉|j3,m3〉)
= −N(j1, j1, 1)
2√
[3]q
∑
mi
(−1)j1+2m1q−2m1√
[2j1 + 1]q
Cq
(
j2 j3 j1
m2 m3 m1
)
〈j1,m1| (|j2,m2〉|j3,m3〉)
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