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in Asymptotically Anti-de-Sitter Spacetimes
Gustav Holzegel and Jacques Smulevici
Abstract. We initiate the study of the spherically symmetric Einstein–
Klein–Gordon system in the presence of a negative cosmological constant,
a model appearing frequently in the context of high-energy physics. Due
to the lack of global hyperbolicity of the solutions, the natural formulation
of dynamics is that of an initial boundary value problem, with bound-
ary conditions imposed at null infinity. We prove a local well-posedness
statement for this system, with the time of existence of the solutions
depending only on an invariant H2-type norm measuring the size of the
Klein–Gordon field on the initial data. The proof requires the introduction
of a renormalized system of equations and relies crucially on r-weighted
estimates for the wave equation on asymptotically AdS spacetimes. The
results provide the basis for our companion paper establishing the global
asymptotic stability of Schwarzschild-Anti-de-Sitter within this system.
1. Introduction
The study of local and global well-posedness for linear and nonlinear evolution
equations is a traditional subject of mathematical physics. In general relativity,
the type of equations range from linear scalar or tensorial ﬁeld equations on
ﬁxed spacetime manifolds to the full non-linear Einstein equations, possibly
coupled with matter.
Whereas a considerable literature is available when the spacetimes under
consideration are either asymptotically ﬂat or asymptotically de-Sitter, com-
paratively few results address the case of asymptotically Anti-de-Sitter (AdS)
spacetimes. While the study of ﬁeld equations on such manifolds certainly
deserves mathematical attention in its own right, there is also notable interest
from the high energy physics community, see [12,17].
The main difﬁculty to understand the evolution in the case of a nega-
tive cosmological constant (and a key difference to both the asymptotically
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ﬂat and the de Sitter case) is rooted in the lack of global hyperbolicity of the
spacetimes one wishes to construct. This fact turns the problem of evolution
into an initial-boundary value problem for the Einstein equations. Such prob-
lems are intricate in general and a subject of current research (see [11] for a
recent survey). Moreover, in the Anti de Sitter case, the boundary is actually
located “at inﬁnity” which causes additional difﬁculties in the formulation of
the dynamics.
1.1. Wave Equations on Asymptotically AdS Spacetimes
To gain some intuition into the nature of the problem, one may ﬁrst study
solutions to the linear massive wave equation
gφ − 2a
l2
φ = 0 (1)
on a ﬁxed asymptotically AdS spacetime (M, g). Here l is related to the cosmo-
logical constant Λ as Λ = −3/l2 and a is the (squared) Klein–Gordon mass.
Note that with a = −1, (1) corresponds to the conformally invariant wave
equation,1 which may be considered as the natural analogue of the massless
wave equation on asymptotically ﬂat vacuum spacetimes.
Since asymptotically AdS spacetimes are necessarily non-globally hyper-
bolic, the natural formulation of dynamics for (1) requires imposing suitable
boundary conditions at null inﬁnity. This issue is naturally present in the sim-
plest case, namely that of pure AdS. In this case, existence of solutions for (1)
for a large range of boundary conditions is known (see [1,3,14,18]) if the mass
a satisﬁes the so-called Breitenlohner–Freedmann (BF) bound:
a > −9/8. (2)
Hence, the value of the mass plays an important role for the well-posedness
of this equation. For pure AdS, this can be understood by transforming the
equation (1) to a wave equation on a domain of Minkowski space with a (mass-
dependent) potential that becomes singular on a timelike boundary of the
domain (see, for instance, the introduction of [2]). More on this in Sect. 1.7.
1.2. The Main Result
In this paper, we shall not be interested in the wave equation (1) on a ﬁxed
background but in the non-linearly coupled Einstein–Klein–Gordon system
within spherical symmetry. That is to say, we are interested in triples of
the form (M, g, φ), where (M, g) is a 3 + 1 Lorentzian manifold, φ satis-
ﬁes the Klein–Gordon equation (1) with respect to g, and such that moreover
the Einstein equations hold:
Rμν − 12gμνR + Λgμν = 8πTμν , (3)
1 Indeed, the conformal wave equation is gφ − 16Rφ = 0, where R is the scalar curvature
of g. For vacuum spacetimes, Rμν = Λgμν and hence R = 4Λ, so that the conformal wave
equation becomes gφ + 2l2 φ = 0.
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where
Tμν = ∂μφ∂νφ − 12gμν(∂φ)
2 − a
l2
φ2gμν , (4)
and Rμν , R denote, respectively, the Ricci tensor and scalar of the metric g.
Moreover, we assume that (M, g, φ) is spherically symmetric, i.e. that there
exists a smooth, eﬀective, isometric action of SO(3) on (M, g) leaving invariant
both φ and g. Finally, we shall require (M, g) to be asymptotically Anti-de-
Sitter.2
The main result of this paper establishes local existence and uniqueness
of solutions of (1)–(3)–(4) for appropriate initial data and boundary condi-
tions, provided the mass satisﬁes the Breitenlohner–Freedmann bound (2). A
concise formulation of our main theorem is therefore
Theorem 1.1. The system (1)–(3)–(4), with a > −9/8 and with Dirichlet con-
ditions imposed on φ at null-inﬁnity, is well-posed for the class of C1+ka,M asymp-
totically Anti-de-Sitter data introduced in Definition 3.3.
Our Dirichlet conditions imply that the mass is constant along null inﬁn-
ity. A priori, other boundary conditions for φ could be considered, for instance,
Neumann boundary conditions. However, for such boundary conditions, the
mass ﬂux through null inﬁnity would be inﬁnite. Hence, requiring the mass
ﬂux to be ﬁnite ﬁxes the boundary conditions of Theorem 1.1.
Moreover, we establish that the time of existence of the solution, with
respect to a bounded null coordinate system, only depends on the value of an
invariant H2-type norm for the data of the Klein–Gordon ﬁeld (and, of course,
the choice of coordinates). A more precise version of the above theorem is con-
tained in Theorem 4.1, with the functional framework for the Klein–Gordon
ﬁeld introduced in Sect. 2.5.
The data for Theorem 1.1 will be prescribed on an outgoing null hyper-
surface. Hence, we actually prove local well-posedness for the characteristic
boundary initial value problem. While this emphasizes the geometric charac-
ter of the problem and, as is well known, simpliﬁes the construction of initial
data, we remark that the standard boundary initial value problem can none-
theless be handled by the same method and type of estimates.
Since away from null inﬁnity, local well-posedness for our system follows
by standard techniques, we shall also localize the initial data to a neighbor-
hood of null inﬁnity, in particular, away from any trapped surface and away
from any center of symmetry.
1.3. Lessons from the Linear Theory
Before presenting the main ingredients of the proof, let us recall the follow-
ing insights from the linear theory for solutions in the energy class of (1) on
asymptotically AdS spacetimes:
2 The precise definitions of asymptotically Anti-de-Sitter spacetimes and of the regularity
considered in this paper for (M, g, φ) are given in Sects. 2.4 and 2.5.
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• If a < 0, the dominant energy condition does not hold for the energy
momentum tensor of φ associated with (1) and hence the natural energy
density is not necessarily positive. However, one can use weighted-Hardy
inequalities to show that the energy integral is still coercive, with the
energy being an H1-type norm on φ.
• Weighted H1-type norms with radial weights stronger than that pres-
ent in the natural energy can be propagated by the equations, provided
one commutes the equation by a timelike asymptotically Killing ﬁeld T ,
whose existence is guaranteed by the asymptotics of the metric and the
staticity of AdS.
• In particular, one can establish that T (φ) has the same radial decay and
integrability properties as φ, which in turn leads to improved estimates
for some lower order derivatives.
In [14] the weighted norms were deﬁned on spacelike hypersurfaces. Here we
are going to work with null hypersurfaces and obtain null-versions of the Hardy
inequalities.
1.4. Elements of the Proof
On top of the above ingredients, which are used to control the behaviour of
the Klein–Gordon ﬁeld, the proof of our main result involves
• the introduction of a renormalized system. Indeed, several geometrical
quantities, such as the area-radius function or the conformal factor in
appropriate (i.e. bounded, null) coordinates, blow up at the boundary.
However, we remark that (unlike in the vacuum case, cf. the comments
at the end of Sect. 1.7) even after the renormalization procedure, not all
quantities remain ﬁnite at the boundary.
• Using the Hawking mass as an independent dynamical variable. This has
the advantage that the latter satisﬁes an easier boundary condition ( =
M), which in addition is invariant under coordinate changes, something
which is not true for the conformal factor, which is typically used. This
formulation also allows a resolution for the problem of propagation of
constraints: Note that in this characteristic boundary value problem only
the u-constraint can be propagated from the data, while the validity of
the v-constraint has to be established on the timelike boundary before it
can be propagated into the interior.
• Control of some higher order derivatives of the metric in order to make
the results of [14] applicable in the context of the contraction map for φ.
We remark in this context that our contraction map combines pointwise
estimates for the metric components with L2-energy estimates for φ. The
reason is that the boundary conditions for φ do not allow one to integrate
directly along characteristics from inﬁnity.
• Control on the difference of solutions to (1) for two different (but close)
asymptotically Anti-de-Sitter metrics g, g′ to establish the contraction
property. This issue is, of course, not present in the linear case. Its resolu-
tion relies crucially on the improved weighted estimate for T (φ) obtained
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after commutation. We note that despite the problem being semi-lin-
ear, one can prove the contraction property only in a weaker norm and
retrieve the full regularity a posteriori by standard arguments. This fea-
ture is normally characteristic of quasi-linear problems and enters here
because of the asymptotically AdS boundary conditions.
1.5. Further Results and Consequences
Apart from our main theorem (Theorem 4.1), we shall prove several other
results useful for further analysis of the system. In particular, we provide an
explicit construction of the initial data sets to which our local well-posedness
result applies (see Proposition 3.1). The existence and uniqueness of a max-
imal solution is established in Corollaries 4.3 and 4.4. In Proposition 8.2, we
formulate an extension principle applicable near inﬁnity, which is a direct con-
sequence of Theorem 4.1. In the appendix, we formulate a second extension
principle, which is an easy adaptation of the recent work3 [16] to the problem
studied here. This second extension principle does not require any form of
coercive energy integral arising from the Hawking mass, but lower and upper
bounds on the area radius. It is therefore applicable in the interior of the
spacetime, away from null inﬁnity, and thus enables us to describe the global
structure of the solutions.
1.6. Schwarzschild-AdS and the Issue of Stability
One special family of solutions to the system studied here is given by the
Schwarzschild Anti-de-Sitter spacetimes, which solve the system (1)–(3)–(4),
with φ being identically 0. With the results of this paper we may consider the
maximal solution arising from data which are suitably close to a Schwarzs-
child-AdS data set and address the issue of stability of Schwarzschild-AdS
within the spherical symmetry Einstein–Klein–Gordon system. This question
is resolved in our subsequent paper [15], in which we prove global asymptotic
stability of the domain of outer communication.
1.7. Previous Results
Linear Theory. The analysis of the linear problem was initiated in [3]. In [1],
self-adjoint extensions for the Klein–Gordon operator on pure AdS are con-
structed for a large class of boundary conditions, if the mass satisﬁes the BF
bound. Moreover, the Dirac system is analysed and in particular, a bound
similar to the BF bound is derived. In [18], the well-posedness of the linear
scalar wave equation on asymptotically Anti-de-Sitter spacetimes admitting a
conformal compactification is shown to hold under the BF bound for a and
Dirichlet boundary conditions, and a description of the propagation of sin-
gularities is given. In [14], the well-posedness of (1) is shown for solutions
in the energy class (which automatically imposes Dirichlet boundary condi-
tions) using purely vector ﬁeld techniques. In particular, one has uniqueness
in the energy class. Furthermore, in [13], boundedness for solutions of (1) in
3 We thank Mihalis Dafermos and Jonathan Kommemi for pointing out the existence of this
extension principle and communicating the work [16].
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the energy class is shown for spacetimes which are C1-close to a slowly rota-
tion Kerr-AdS background, again under the assumption that the BF-bound is
valid. In [1], the Klein–Gordon equation in a domain of the ﬁve-dimensional
pure AdS spacetime is analysed, and in particular decay estimates are obtained
with respect to a time coordinate adapted to the domain.
Non-Linear Results. In the asymptotically ﬂat case, the local and global prop-
erties of the spherically symmetric (massless) Einstein scalar ﬁeld system are
well understood, see for instance [5–7,9].
In [10], the conformal method is used to prove existence and uniqueness
of asymptotically AdS spacetimes for the vacuum Einstein equations, without
any symmetry assumptions. The situation is, however, quite different from our
setting, because there the conformal rescaling provides a complete regulariza-
tion of the system. In the case of coupling with matter, such as the massive
particles of this paper, no such regularization is known to exist. Finally, we
refer to the review article [11] for a general discussion of initial boundary
problems for the Einstein equations (in particular, concerning the question of
uniqueness).
1.8. Outline
The outline of this paper is as follows. In Sect. 2, we present the reduced spher-
ically-symmetric Einstein-scalar ﬁeld equations in double-null coordinates and
introduce the main geometric quantities needed later. In particular, the precise
notion of asymptotically AdS spacetimes used in this paper and the functional
framework for the Klein–Gordon ﬁeld are introduced. In Sect. 3, we deﬁne
(and construct) the class of initial data for which our main result will apply.
The main theorem is then stated in Sect. 4. In Sect. 5, we introduce a ren-
ormalization of our system, deﬁne the associated function spaces and state a
local-wellposedness result for this renormalized system. Section 6 is devoted
to the proof of this result and contains the key estimates. This allows us to
conclude the proof of the main theorem in Sect. 7. In the last section of the
paper, we derive some simple consequences of our main result, in particular,
the existence of a maximal solution and an extension principle. A second exten-
sion principle is given in the appendix. Those results play a key role in our
subsequent paper [15].
2. Preliminaries
2.1. The Spherically Symmetric Einstein–Klein–Gordon System
in Double-Null Coordinates
We start by recalling a standard result concerning the warped product struc-
ture of the metric for spherically symmetric solutions and the form of the equa-
tions in double-null coordinates (see for instance [8] and references
therein):
Lemma 2.1. Let (M, g, φ), with (M, g) a C2 Lorentzian manifold, dim M = 4
and φ a C2(M) function, be a solution to the system (1)–(3)–(4). Assume
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that (M, g, φ) is invariant under an eﬀective action of SO(3) with principal
orbit type a 2-sphere. Denote by r the area-radius of the spheres of symmetry.
Then, locally around any point of M, there exist double-null coordinates u, v
such that the metric takes the form
g = −Ω2dudv + r2dσS2 , (5)
where Ω and r may be identiﬁed with C2 functions depending only on (u, v)
and where dσS2 denotes the standard metric on S2. Let Q = M/SO(3) denote
the quotient of the spacetime by the isometry group. Then, the Einstein–Klein–
Gordon equations4 reduce to
∂u
( ru
Ω2
)
= −4πr (∂uφ)
2
Ω2
, (6)
∂v
( rv
Ω2
)
= −4πr (∂vφ)
2
Ω2
, (7)
ruv = −Ω
2
4r
− rurv
r
+ 4πr
(
aΩ2φ2
2l2
)
+
1
4
rΩ2Λ, (8)
(log Ω)uv =
Ω2
4r2
+
rurv
r2
− 4π∂uφ∂vφ, (9)
∂u∂vφ = −ru
r
φv − rv
r
φu − Ω
2a
2l2
φ. (10)
Note that the last equation is simply the Klein–Gordon equation (1) for
a spherically symmetric scalar ﬁeld, since in this case
0 = gφ − 2aφ
l2
= − 4
Ω2
(
∂u∂vφ +
ru
r
φv +
rv
r
φu
)
− 2aφ
l2
.
Note also that deﬁning κ = − Ω24ru we have (using (6))
∂u log κ =
4πr
ru
(∂uφ)2. (11)
In view of the lemma, we shall study in the remainder of the article the
system (6)–(10). We remark that, while in the statement of the lemma the
coordinates (u, v) are only locally deﬁned, the solutions constructed in this
paper will always possess global null coordinates. The notation introduced in
the above lemma shall be used freely in the following.
2.2. The Hawking Mass
An important geometric quantity is the renormalized5 Hawking mass. For any
spherically symmetric solution, this is deﬁned as follows:
 :=
r
2
(
1 +
4rurv
Ω2
)
− Λ
6
r3 =
r
2
(
1 +
4rurv
Ω2
)
+
r3
2l2
. (12)
4 By a small abuse of notation, we denote functions on M and their projections to Q by the
same symbols.
5 The standard definition of the Hawking mass does not include the Λ term.
998 G. Holzegel and J. Smulevici Ann. Henri Poincare´
From (6)–(10) it follows that  satisﬁes
∂u = −8πr2 rvΩ2 (∂uφ)
2 +
4πr2a
l2
ruφ
2, (13)
∂v = −8πr2 ruΩ2 (∂vφ)
2 +
4πr2a
l2
rvφ
2. (14)
Note that for a < 0 the Hawking mass is not monotone in the region where
ru < 0, rv ≥ 0 hold. We also introduce the mass ratio
μ := 1 − 4rurv
Ω2
and hence 1 − μ = 1 − 2
r
+
r2
l2
.
Similarly, we introduce the quantity 1 − μM as
1 − μM := 1 − 2M
r
+
r2
l2
, (15)
i.e. μM is the mass ratio of Schwarzschild-AdS. The wave equation (8) for r
may be rewritten using the Hawking mass  as
ruv = −Ω
2
2r2
− Ω
2r
2l2
+
2πraΩ2φ2
l2
. (16)
2.3. Triangular Domains
For any real numbers u0, δ > 0, we denote by Δδ,u0 the following triangular
subset of R2:
Δδ,u0 = {(u, v) ∈ R2 | v ≥ u0, u0 + δ ≥ u > v},
depicted below (Fig. 1). The restriction of u and v to Δδ,u0 gives a system of
global coordinates on Δδ,u0 which we will call standard coordinates on Δδ,u0 .
Note that only the {v = u} boundary part of Δδ,u0 does not belong to Δδ,u0
itself. This part will be called null-inﬁnity and referred to by I. When we refer
to the boundary of Δδ,u0 in the future, we actually mean only the {v = u}
part of the boundary.
The main objective of this paper will be, for appropriate initial data given
on v = u0 and boundary data given on I, to prove the existence of a solution
to the system (6)–(10) in Δδ,u0 .
2.4. Asymptotically Anti-de-Sitter Spacetimes
Let (u, v) be standard null coordinates associated with Δδ,u0 and let (Ω, r) ∈
C1(Δδ,u0) × C2(Δδ,u0) be such that Ω > 0 and r > 0 on Δδ,u0 . Let g be the
Lorentzian metric deﬁned by
g = −Ω2dudv + r2dσS2 .
We say that (Δδ,u0×S2, g) is asymptotically Anti-de-Sitter if there exists a null
coordinate system (U, V ) on Δδ,u0 ∪ I such that U = V on I, rU < 0, rV > 0
and g has the following asymptotic behaviour as I is approached:6
6 Note that while this definition is compatible with having negative AdM mass, the solutions
constructed in this paper will all have positive mass M > 0. In fact, the mass terms below
could be omitted, being of the same order as the O-terms. We included them because later
these mass terms will be shown to be the dominant contribution at order 1
r
.
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Figure 1. The triangular domains Δδ,u0
• r(p) → ∞ as p → I,
• g = − (1 + O ( 1r3
)) (
1 − 2Mr + r
2
l2
)
dUdV + r2dσS2 ,
• R∗(r) = 1 − 2Mr + r
2
l2 + O
(
1
r
)
, T (r) = O ( 1r
)
,
• T (gUV ) = O
(
1
r
)
, R∗(gUV ) = O
(
r3
)
,
• R∗(rU ) = O
(
r3
)
, R∗(rV ) = O
(
r3
)
,
• T (rU ) = O
(
1
r
)
, T (rV ) = O
(
1
r
)
,
where R∗ = ∂V − ∂U and T = ∂V + ∂U .
We note that this definition is compatible with that given in [14]. Indeed,
deﬁne the coordinates (t, r) by U = t − r, V = t + r and observe that
rr = Ω2 + O
(
1
r
)
, while rt = O
(
1
r
)
. This means that
1
Ω2
dr =
(
1 + O
(
1
r3
))
dr + O
(
1
r3
)
dt (17)
and hence that the metric g can be written in (t, r) coordinates as
g = −
(
1 − 2M
r
+
r2
l2
+ O
(
1
r
))
dt2 +
(
1
1 + r2l2 − 2Mr
+ O
(
1
r5
))
dr2
+
(
O
(
1
r3
))
dt dr + r2dσS2 , (18)
which is compatible with the asymptotics of the metric of an asymptotically
AdS spacetime introduced in [14]. Moreover, since the asymptotic behaviour
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of the derivatives of g also agrees with that of [14], (Δδ,u0 , g) is asymptotically
AdS in the sense of [14].
2.5. Function Spaces for the Klein–Gordon Field
We shall use weighted Sobolev spaces to control the regularity of the Klein–
Gordon-ﬁeld. These norms are motivated by the radial weights arising in the
energy estimates for asymptotically AdS spacetimes.
Let us hence introduce the following weight function (one should think
of this as being of the order of the inverse area radius), deﬁned on any interval
of the form N = (u0, u1]:
ρ¯ =
u − u0
2
.
We then deﬁned the weighted H1 norm, ||.||H1AdS(N ), as
||ψ||H1AdS(N ) =
⎛
⎝
∫
N
(
(ρ¯)−2ψ¯2u + (ρ¯)
−4ψ2
)
du′
⎞
⎠
1/2
. (19)
Note that we have the following ρ¯-weighted Sobolev inequality:
||(ρ¯)−3/2ψ||C0(N ) ≤
√
2
3
||ψ||H1AdS(N ),
Similarly, we deﬁne on the entire Δδ,u0 , the weight factor
ρ(u, v) =
u − v
2
and deﬁne ||.||C0(H1AdS) for functions φ deﬁned on Δδ,u0 , as the following
weighted Sobolev type spacetime norm:
||ψ||C0(H1AdS) = sup(u,v)∈Δδ,u0
⎛
⎝
u∫
v
(
ρ−2ψ2u + ρ
−4ψ2
)
(u′, v)du′
⎞
⎠
1/2
+ sup
(u,v)∈Δδ,u0
⎛
⎝
v∫
u0
(
ρ−2ψ2v + ρ
−4ψ2
)
(u, v′)dv′
⎞
⎠
1/2
The completion of the set of compactly supported C∞ functions with
respect to the above norms deﬁnes a Banach space, which we call C0
(
H1AdS
)
.
We then deﬁne C1
(
H1AdS
)
to be the set of functions φ ∈ C0 (H1AdS
)
such that
T (φ) = φu + φv lies also in C0
(
H1AdS
)
, and we endow C1
(
H1AdS
)
with the
norm
||φ||C1(H1AdS) := ||φ||C0(H1AdS) + ||T (φ)||C0(H1AdS).
While the ρ-weights appearing in the H1AdS norms take their origin in the stan-
dard energy estimate associated to the problem, stronger ρ-weighted estimates
may be propagated by the equations, using a commutation argument (see in
particular [14] on this issue). The extra ρ-weights that one can gain depend on
the value of the mass a and more precisely on how far one is from saturating
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the BF bound. To measure this extra radial decay, it will be convenient to
introduce the constant
s = min
(√
9 + 8a, 1
)
, (20)
In view of the BF bound (2), one has s > 0. In Proposition 6.4, pointwise
decay rates7 will be established, with the rate of decay depending on the value
of s.
2.6. Notation
To establish the results of this paper, we will introduce a renormalized version
of the system (see Sect. 5). For the reader to track the geometric meaning of the
renormalized quantities, it will be useful to introduce the following notation:
• Renormalized variables: All renormalized variables will be referred to by
an upper tilde. For instance, the renormalized radial function will be r˜
and the renormalized conformal factor Ω˜.
• Initial data: All variables belonging to the initial data will be referred to
by an upper bar. For instance, ¯˜r denotes the initial data for the renor-
malized radial function, while r¯ denote the initial data for the original
radial function.
3. Asymptotically AdS Characteristic Data
3.1. Construction of Asymptotically AdS Data Sets
We now turn to the definition and construction of asymptotically AdS data
sets for the Einstein–Klein–Gordon equations within spherical symmetry.
Looking at (6)–(10) it seems that we need to prescribe initial values for
r, φ and Ω on v = u0 (satisfying the constraint (6)), and then use the equations
to determine rv, φv and Ωv. We choose a slightly different approach using the
Hawking mass as the dynamical variable.
To understand the content of the following Proposition 3.1, note ﬁrst that
prescribing the geometric area radius on N is equivalent to specifying a u-coor-
dinate along N . Second, specifying φ corresponds to the “free-data” (since we
know that for φ = 0 the solution of the evolution problem is expected to be
Schwarzschild-AdS, in view of Birkhoﬀ’s theorem). One then observes that 
can be determined from φ and r using the constraint equation. From this, all
other variables are also determined. Since we wish φ and T (φ) to live in the
energy space, we shall need ensure that both φ and T (φ) satisfy appropriate
decay assumptions.
Proposition 3.1. Let k ≥ 1, a > −9/8,M > 0 and let N be a real interval of
the form N = (u0, u1]. Let (r¯, φ¯) ∈ Ck+1(N ) × Ck+1(N ) with the following
properties:
7 Note that in [14], stronger decay rates are actually established, provided they hold initially.
Those will, however, not be needed for the purpose of this paper.
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• Monotonicity and sign properties of r¯:
r¯ > 0, (21)
r¯u < 0. (22)
• Asymptotic behaviour and choice of u-coordinates: as u → u0,
r¯(u) → ∞, (23)
2r¯u(u) = − (1 − μM ) (r¯(u)) + o
(
r¯−1
)
, (24)
∂u
(
r¯u
1 − μM (r¯)
)
= o
(
r¯−2
)
, (25)
where (1 − μM )(r¯) = 1 − 2Mr¯ + r¯
2
l2 (cf. (15)).• Radial decay of the Klein–Gordon ﬁeld:
|r s2 φ¯| +
∣∣∣r¯1+ s2 φ¯u
r¯u
∣∣∣ + r¯
2
r¯u
(
φ¯u
r¯u
)
u
≤ O
(
r¯−
3
2
)
, (26)
where s is the constant introduced in (20).
• Further integrability conditions:
Deﬁning Φ¯ as
Φ¯ = r¯2
[
r¯∂u
(
φ¯u
r¯u
)
− 4φ¯u − 2ar¯u
r¯
φ¯
]
,
we have the following integrability properties:
Φ¯ ∈ L1(N ), (27)
r¯uΠ2 ∈ L1(N ), (28)
where Π(u) =
∫ u
u0
Φ¯(u′)du′.
Then, there exists a unique triple (¯, rv, φv) ∈ Ck(N )3 such that(
r¯, rv, φ¯, φv, ¯
)
satisﬁes the following conditions:
• rv sign: rv > 0 holds for all u sufﬁciently close to u0. Also, the quantity
κ¯ :=
rv
1 − μ
is positive and satisﬁes
lim
u→u0
κ¯ =
1
2
. (29)
• Asymptotic behaviour of the Hawking mass:
lim
u→u0
¯ (u) = M. (30)
• H1 bound for the time derivative of φ: Deﬁning T (φ) as
T (φ) := 1
κ¯
(
φv − rv
r¯u
φ¯u
)
, (31)
Vol. 13 (2012) Klein Gordon Fields in aAdS 1003
we have the H1 bound:
∫
N
r¯2
(
r¯2
r¯u
∣∣∣∣
d
du
(T (φ))
∣∣∣∣
2
+ T (φ)2r¯u
)
du′ < ∞. (32)
• Finally, the following constraint equations are satisﬁed:
– Hawking mass constraint:
∂u¯ = 8πr¯2
1 − 2¯r¯ + r¯
2
l2
4r¯u
(
∂uφ¯
)2 + 4πr¯
2a
l2
r¯uφ¯
2, (33)
– rv equation:
(rv)u =
(
− ¯
2r¯2
− r¯
2l2
+
2πa
l2
r¯φ¯2
)(
− 4r¯urv
1 − 2¯r¯ + r¯
2
l2
)
,
– φv equation:
∂u
(
φv
)
+
r¯u
r¯
φv +
rv
r¯
φ¯u = − Ω¯
2a
2l2
φ¯. (34)
Proof. Deﬁne the quantity ¯ as the unique solution of (33) with boundary
condition given by (30). Having constructed ¯, we deﬁne rv as the Ck quan-
tity (cf. (11)):
rv =
1
2
(
1 − 2¯
r¯
+
r¯2
l2
)
exp
⎛
⎝
u∫
u0
4πr¯
r¯u
(
∂uφ¯
)2 du′
⎞
⎠ , (35)
using equations (24) and (26). We also deﬁne the Ck quantities Ω¯ > 0 and κ¯
by
Ω¯2 = − 4r¯urv
1 − 2¯r¯ + r¯
2
l2
, (36)
κ¯ =
rv
1 − 2¯r¯ + r¯
2
l2
. (37)
(29) is then immediate from (35). Next we deﬁne the C1 quantity T (φ) by
integrating
d
du
(
r¯κ¯T (φ))
= −r¯rv ddu
φ¯u
r¯u
+ φ¯u
[
−2rv − 2 κ¯r¯
2
l2
− 2κ¯¯
r¯
+
8πr¯2aκ¯φ¯2
l2
]
− aΩ¯
2r¯
2l2
φ¯
with the boundary condition r¯κ¯T (φ) = 0 at u = u0. It follows from the decay
assumptions (26) and the conditions (27)–(28) that
∫
N
r¯2
(
r¯2
r¯u
∣∣∣∣
d
du
(T (φ))
∣∣∣∣
2
+ T (φ)2r¯u
)
du′ < ∞.
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Finally, φv is deﬁned from T (φ):
φv = κ¯T (φ) + rv
r¯u
φ¯u.
One can then check that
(
r¯, φ¯, rv, φv, ¯
)
satisﬁes all the requirements stated
in the proposition. The uniqueness of rv follows from the ordinary differential
equation satisﬁed by κ and the boundary condition (29). The uniqueness of
φv follows from that of T (φ¯), since the H1 bound (32) imposes the boundary
conditions r¯κ¯T (φ) = 0. 
Remark 3.2. The monotonicity properties and the asymptotics assumed on
r¯ (u) , rv and κ¯ correspond to the choice of an asymptotically AdS coordinate
system. The decay properties for φ¯ contain the s-improvement which is familiar
from the linear case. The integrability conditions (27) and (28) are imposed
to ensure that T (φ¯) lives in the energy space, (32). Finally, we introduced
the expression T (φ¯) because it is manifestly invariant under a change of u-
coordinate. Alternatively, one could work with the algebraically simpler but
non-invariant T
(
φ¯
)
= φ¯u + φv (cf. Lemma 3.6).
Proposition 3.1 leads us naturally to the following definition of asymp-
totically Anti-de-Sitter data sets:
Definition 3.3. Let k ≥ 1, a > −9/8,M > 0 and let N be a real interval of the
form N = (u0, u1]. A C1+ka,M (N ) asymptotically Anti-de-Sitter data set is a pair
of functions (r¯, φ¯) such that there exists a coordinate system on N in which r¯
satisﬁes (21)–(22) and (23)–(25) and φ¯ satisﬁes (26), (27), (28).
Remark 3.4. In view of the above proposition, we shall sometimes refer, by
a small abuse of notation, to
(
r¯, rv, φ¯, φv, ¯
)
, where (rv, φv, ¯) has been con-
structed from (r¯, φ¯), as an asymptotically Anti-de-Sitter data set.
3.2. A Geometric Norm for the Initial Data
The construction of the data suggests to introduce the following norm for the
Klein–Gordon ﬁeld: Given
(
r¯, φ¯
)
an asymptotically AdS data set, we deﬁne
||φ¯||H1AdS(r¯,N ) as
||φ¯||H1AdS(r¯,N ) =
⎛
⎝
∫
N
r¯2
(
r¯2
|r¯u| φ¯
2
u + |r¯u|φ¯2
)
du′
⎞
⎠
1/2
and then the total invariant norm of (r¯, φ¯), Ninv
[
r¯, φ¯
]
, as
Ninv
[
r¯, φ¯,N ] =
∣∣∣
∣∣∣φ¯
∥∥∥H1AdS(r¯,N )+
∥∥∥ T (φ)
∣∣∣
∣∣∣
H1AdS(r¯,N )
+
∥∥∥∥r¯5/2+s
φ¯u
r¯u
∥∥∥∥
C0(N )
,
where T (φ¯) is deﬁned as in Proposition 3.1 and s is the constant introduced in
(20). Note that this norm is invariant under a change of u-coordinate. Hence,
in view of Birkhoﬀ’s theorem, it is a geometric measure of the distance between
our initial data set and an initial data set for Schwarzschild-AdS.
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Remark 3.5. The H1AdS-type norms originate from the energy estimate for the
wave equation on asymptotically AdS spacetimes. The pointwise norm on φ¯u
in Ninv
[
r¯, φ¯, ,N ], on the other hand, is speciﬁc to spherical symmetry and
exhibits an additional r-weight characteristic of the problem, cf. (20).
Let us also deﬁne, for any subset N ′ ⊂ N the quantities
A [N ′] = sup
N ′,1−μ¯=0
∣∣∣ r¯
3
Ml2
(
r¯u
1 − μ¯ +
1
2
) ∣∣∣ + sup
N ′,1−μ¯=0
∣∣∣ r¯
2
l2
(
∂u
r¯u
1 − μ¯
) ∣∣∣ (38)
B [N ′] = min
(
inf
N ′
∣∣∣1 − μ¯
r¯2
∣∣∣, infN ′
∣∣∣1 − μM
r¯2
∣∣∣
)
(39)
The quantity A [N ′] measures how close the choice of u-coordinate is to the u-
Eddington–Finkelstein coordinate of Schwarzschild-AdS. The quantity B [N ′]
has geometric significance: A lower bound on B guarantees the absence of
trapped surfaces. Of course, we could have B [N ] = 0 and hence possibly
A [N ] = ∞. However, in view of the asymptotically AdS property, given any
0 < c < l2, one can always restrict N to a subset N ′ ⊂ N near inﬁnity
such that B [N ′] > c. Hence, given a C1+ka,M (N ) asymptotically AdS data set(
r¯, rv, φ¯, φ¯v, ¯
)
we can decompose
N = N1 ∪ N2 = (u0, umax] ∪ [umax, u1] , (40)
where umax > u0 is the supremum over all u such that B [N1] ≥ l22 holds. We
remark that instead of l
2
2 one may work with any 0 < c < l
2. Clearly, it then
follows that A [N1] < ∞, with the bound depending only on the precise choice
of coordinates.
The point of the above definitions is that on N1, the geometric norm on
the Klein–Gordon ﬁeld is equivalent to the energy norm introduced in Sect. 2.5:
Lemma 3.6. We have the following estimates on N1:
||φ¯||H1AdS(N1) ≤ C˜||φ¯||H1AdS(r¯,N1), (41)
||T φ¯ = φ¯u + φv||H1AdS(N1) ≤ C˜
[
||T φ¯||H1AdS(r¯,N1) + ||φ¯||H1AdS(r¯,N1)
]
, (42)
with C˜ depending only on A [N1] and Ninv
[
r¯, φ¯,N1
]
and, such that moreover,
C˜ is a decreasing function of Ninv
[
r¯, φ¯,N1
]
.
Proof. From the construction of the initial data, in particular from (35), one
obtains that
∣∣∣ log (r¯ρ)
∣∣∣ +
∣∣∣ r¯
3
Ml2
(
rv
1 − μ¯ −
1
2
) ∣∣∣ +
∣∣∣ r¯
2
l2
(
∂u
rv
1 − μ¯
) ∣∣∣ < C˜ (43)
holds everywhere on N1, with C˜ having the dependence as stated in the theo-
rem. This establishes the equivalence of the weights appearing in the norms of
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(41) and hence the equivalence of the norms themselves. For (42), one notices
the relation
T (φ) = −1 − μ¯
r¯u
T (φ) + φv
(
1 − μ¯
rv
+
1 − μ¯
r¯u
)
, (44)
and that the bracket decays strongly in r¯ in view of the bound on A[N1] and
(43). The estimate (42) then follows by straightforward computation, writing
φv = T
(
φ¯
) − φ¯u. 
4. The Main Theorem
We are now ready to state the main result of this paper. The following theo-
rem guarantees the existence and uniqueness of a solution in a small triangle
localized near null-inﬁnity (in particular, we will restrict the data to N1). From
this one easily obtains a solution in an entire small strip to the future of N ,
Corollary 4.5.
Theorem 4.1. Given a C1+ka,M (N ) asymptotically AdS data set
(
r¯, rv, φ¯, φ¯v, ¯
)
set on N = (u0, u1], there exists a 0 < δ < umax − u0 (with umax deﬁned in
(40)) such that the following statement is true. There exists a unique solution
(r,Ω, φ,) of the equations (6)–(10) in Δδ,u0 with
• r (u, v) is C1+k (Δδ,u0) ,Ω(u, v) is Ck (Δδ,u0), Ck−1 (Δδ,u0))
• φ (u, v) is in Ck (Δδ,u0) ∩ C1
(
H1AdS (Δδ,u0)
)
,
• and  (u, v) is in Ck (Δδ,u0),
and such that on v = u0 : (r, rv, φ, φv,) = (r¯, rv, φ¯, φv, ¯). Moreover,
1. the size of the domain of definition of the solution, δ, depends only on
A [N1] and the coordinate-invariant norm8 Ninv
[
r¯, φ¯,N1
]
on the initial
data (all deﬁned in Sect. 3.2).
2. the associated spacetime
(
Δδ,u0 × S2, g = −Ω2 (u, v) dudv + r2 (u, v)
dσS2) is asymptotically AdS.
3. The trace of the solution on any v=const ray contained in Δδ,u0 deﬁnes
an asymptotically AdS initial data set.
Remark 4.2. The statement on the size of δ can be paraphrased by saying that
the time of existence depends only on the size of the Klein–Gordon ﬁeld φ and
the choice of coordinates.
The uniqueness statement is to be understood in the following sense: Any
two solutions (r1,Ω1, φ1,1) and (r2,Ω2, φ2,2) living in the spaces of Theo-
rem 4.1 and satisfying the equations as well as the initial and boundary condi-
tions have to agree. As in the linear case, imposing that φ lives in the energy
space H1AdS is crucial for the uniqueness. We can upgrade this uniqueness result
to a local geometric uniqueness statement within spherical-symmetry:
8 Recall that N1 was deﬁned in (40), independently of δ.
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Corollary 4.3. Let D = (r¯, φ¯) be an asymptotically AdS data set C1+ka,M (N ).
Let (Mi, gi, φi), i = 1, 2 be two developments of D. Then, both (Mi, gi, φi) are
extensions of a common development.
The proof of this corollary, as well as the precise definition of “develop-
ment” (including the regularity) and “extension” of solutions, are to be found
in Sect. 8.1. In particular, our definition of development includes an appropri-
ate replacement of global hyperbolicity, as well as the requirement that φ lives
in the energy space. From the above uniqueness statement, one can infer by
standard methods [4] the existence of a maximum development:
Corollary 4.4. Any asymptotically AdS data set C1+ka,M (N ) admits a maximal
development. This development is unique up to isometry.
Finally, away from null inﬁnity, we can use standard arguments to obtain
the following existence result:
Corollary 4.5. Given a C1+ka,M asymptotically AdS boundary initial data set on
N = (u0, u1], there exists a unique solution of the equations (6)–(10) satisfy-
ing the initial and boundary conditions in a thin strip (u0, u1] × [u0, u0 + δ] ∩
{v ≤ u}.
Proof. Applying Theorem 4.1 we obtain the existence of a solution in a small
triangle of size δ near I. In particular, all quantities (r, φ,Ω,) and their
derivatives are all bounded in terms of the data on the outgoing ray {u0 +
δ} × [u0, u0 + δ2 ]. We now pose the characteristic problem with data on [u0 +
δ, u1)×{u0} and {u0 + δ}× [u0, u0 + δ2 ]. Existence and uniqueness of the solu-
tion in a small strip follows by standard estimates since r is bounded above
and below on the data (see for instance Proposition A.1). 
Theorem 4.1 will be established by transforming the system of equations
to a renormalized system and proving a well-posedness statement for the latter
(Proposition 5.4). Solutions to the renormalized system are then shown to be
in one-to-one correspondence with solutions to the original system (Proposi-
tion 7.1). We note in this context that the contraction map will only provide
the regularity stated in the ﬁrst part of the Theorem. The improved regularity
needed to prove item 3 (in particular, the pointwise bound on φuu assumed
in the construction of the data) will be established after the existence of a
solution has been shown. Finally, let us remark that once a solution is known
from Theorem 4.1, Theorem 6.1 of [14] applies, from which it follows that φ is
in fact a C0
(
H2,sAdS
)
function (see [14] for a definition of the space H2,sAdS).
5. The Renormalized System
In Sect. 3, we introduced a class of asymptotically Anti-de-Sitter initial bound-
ary data sets. Unfortunately, several quantities introduced there are blowing
up at the boundary, see for instance the asymptotic behaviour of r¯u and rv. In
this section, we will introduce a set of renormalized initial boundary data on
N1, which are in one-to-one correspondence with the original data on N1, but
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which are better behaved at the boundary (at the cost of losing their original
geometric significance). Similarly, we introduce renormalized variables associ-
ated with any solution of our system, which are then shown to be in one-to-one
correspondence with solutions to the original system (see Proposition 7.1).
5.1. Renormalized Initial Data Sets
The following definition is a simple rewriting of the initial data.
Definition 5.1 (Initial data in renormalized variables). Let
(
r¯, rv, φ¯, φv, ¯
)
be a
C1+ka,M (N ) asymptotically AdS data set as in Definition 3.3. Restrict to C1+ka,M (N1)
according to (40). Let ¯˜r be obtained by integrating
¯˜ru = − ru
1 − 2Mr¯ + r¯
2
l2
, (45)
with boundary conditions ¯˜r (u0) = 0. Let r˜v be deﬁned as
r˜v := − rv
1 − 2Mr¯ + r¯
2
l2
.
Let ¯˜Ω2 = Ω¯
2
1− 2Mr¯ + r¯
2
l2
, where Ω¯ is as in Proposition 3.1.
Then, we call
(
˜¯r, r˜v,
¯˜Ω, φ¯, φv, ¯
)
a C1+ka,M (N1) renormalized data set.
As an immediate consequence of the definition, we note the following
facts:
Lemma 5.2. Let
(
˜¯r, r˜v,
¯˜Ω, φ¯, φv, ¯
)
be a C1+ka,M (N1) renormalized data set aris-
ing from
(
r¯, φ¯
)
. Then, the equations
∂u
( ¯˜ru
¯˜Ω2
)
= −4π r¯
(1 − μ¯M )
(
∂uφ¯
)2
¯˜Ω2
, (46)
1 − μ¯ = −4
¯˜rur˜v (1 − μM )
¯˜Ω2
, (47)
(
r˜v
)
u
= − ¯˜Ω2
[
2πr¯aφ¯2
l2
+
M − ¯
2 (1 − μM ) r¯2
(
1 +
3r¯2
l2
)]
, (48)
where (1 − μM ) = 1 − 2Mr¯ + r¯
2
l2 , hold in N1 for the renormalized data set.
On top of the renormalization described above, it will be convenient to
further localize the data and the solutions to a neighbourhood of I.
Lemma 5.3. For any δ′ > 0, there exists a δ > 0 sufﬁciently small so that the
following bounds hold on N ′ = (u0, u0 + δ] ⊂ N1 ⊂ N :∣∣∣∣¯˜r −
u − u0
2
∣∣∣∣ + |log(2¯˜ru)| +
∣∣log(2r˜v)
∣∣ + | (u − u0)−1
(
r˜u + r˜v
) | ≤ δ′
|¯˜ruu| + | (u − u0)−2
(
r˜v
)
u
| ≤ δ′,∣∣∣∣log
1 − μM
1 − μ¯
∣∣∣∣ + | − M | + | (u − u0)u| ≤ δ′
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Moreover, δ depends only on A [N1] and the invariant norm Ninv
[
r¯, φ¯,N1
]
on
the data.
Proof. From the evolution equation (33), the bounds on B[N1] and A[N1] and
the pointwise bounds on φ and φu (which depend only on Ninv
[
r¯, φ¯,N1
]
), one
obtains the estimates on  and u, choosing δ sufﬁciently small. The estimates
on r˜, r˜u and r˜uu then follow easily from the definition of A[N1]. For
(
r˜v
)
u
, we
use the wave equation (48). For r˜u + r˜v, we use the fact that r˜u + r˜v = 0 at
u = u0 and that the derivative is uniformly bounded in view of the bounds on
r˜uu and
(
r˜v
)
u
. 
5.2. Well-Posedness for the Renormalized System
We are now ready to state the local well-posedness result for the renormalized
system:
Proposition 5.4. Given a renormalized initial data set
(
¯˜r, ¯˜Ω,, φ¯
)
on N1 there
exists a 0 < δ < umax such that there is a unique solution
(
r˜, Ω˜,, φ
)
∈
C2 (Δδ,u0
) × C1 (Δδ,u0) × C1 (Δδ,u0) × C1
(
H1AdS
)
of the following system of
equations in the triangle Δδ,u0 :
r˜uv = −Ω˜2
[
2πraφ2
l2
+
M − 
2 (1 − μM ) r2
(
1 +
3r2
l2
)]
,
(
log Ω˜2
)
uv
= −8π∂uφ∂vφ + Ω˜
2
r3
( − M) ,
−
(
2M
r2
+
2r
l2
)
Ω˜2
[
2πraφ2
l2
+
M − 
2 (1 − μM ) r2
(
1 +
3r2
l2
)]
,
u = −8πr2 −r˜v
Ω˜2
(∂uφ)
2 +
4πa
l2
r2r˜u(1 − μM )φ2,
gφ =
2a
l2
φ,
where g is the wave operator associated with the metric g = 4r˜ur˜v1−μ (1 − μ¯)2
du dv + r2dσS2 and where r is a strictly positive C2 function satisfying
ru = −r˜u(1 − μM ), (49)
r → ∞, (50)
such that the solution restricts on v = u0 to the prescribed data and the bound-
ary conditions  → M, r˜ → 0 and −4 r˜ur˜v
Ω˜2
→ 1 hold.9
Finally, δ depends only on A [N1] and the norm Ninv
[
r¯, φ¯,N1
]
of the
initial data (all deﬁned in Sect. 3.2).
The proof of this proposition is the subject of Sect. 6. As a corollary, we
obtain the propagation of the constraints:
9 Recall that the Dirichlet boundary condition on φ is automatic by membership in
C1 (H1AdS
)
.
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Corollary 5.5. Under the assumptions of Proposition 5.4, the equations
∂u
(
r˜u
Ω˜2
)
− 4π r
(1 − μM )
(∂uφ)
2
Ω˜2
= 0, (51)
∂v
(
r˜v
Ω˜2
)
− 4π r
(1 − μM )
(∂vφ)
2
Ω˜2
= 0, (52)
as well as
1 − μ = 4r˜ur˜v (1 − μM )
Ω˜2
(53)
hold in Δδ,u0 .
Proof. Note that Ω˜uv is C0. The equation ∂u
(
r˜u
Ω˜2
)
−4π r(1−μM )
(∂uφ)
2
Ω˜2
= 0 holds
on the data ray v = u0 by construction. With the regularity established, we
can differentiate the expression in v. Let A = ∂u
(
r˜u
Ω˜2
)
and B = 4πr φ
2
u
Ω˜2(1−μM ) .
One computes
∂vA = −2Ω˜v
Ω˜
A + 8π
r˜u
Ω˜2
φuφv − 4πra
l2
φφu +
(
1
r2
+
3
l2
)
4πr2r˜v
Ω˜2 (1 − μM )
φ2u
+
aφ2r˜u
l2
[
−2π
(
1 +
3r2
l2
)
+ 2π (1 − μM ) + 4π
(
M
r
+
r2
l2
)]
= −2Ω˜v
Ω˜
A + 8π
r˜u
Ω˜2
φuφv − 4πra
l2
φφu +
(
1
r2
+
3
l2
)
4πr2r˜v
Ω˜2 (1 − μM )
φ2u (54)
and
∂vB = −2Ω˜v
Ω˜
B + 4πφ2u
r˜v
(1 − μM ) Ω˜2
(
(1 − μM ) +
(
2M
r
+
2r2
l2
))
+8π
r˜u
Ω˜2
φuφv − 4πra
l2
φφu (55)
and hence
∂v (A − B) = −2Ω˜v
Ω˜
(A − B) . (56)
We conclude that A − B = 0 everywhere in the triangle as it holds initially,
establishing (51). To prove (53), note that the equation 4 r˜ur˜v
Ω˜2
(1−μM )
1−μ + 1 = 0
holds on the boundary u = v. We can differentiate in u
∂u
(
4
r˜ur˜v
Ω˜2
(1 − μM )
1 − μ + 1
)
=
(
4
r˜ur˜v
Ω˜2
(1 − μM )
1 − μ + 1
)[
− 2u
(1 − μ) r
]
(57)
and conclude that 4 r˜ur˜v
Ω˜2
(1−μM )
1−μ + 1 = 0 holds everywhere.
Finally, for (52), we observe ﬁrst that ∂u
(
r˜u
Ω˜2
)
= 0 on the boundary.
However, since also r˜uv = 0 on the boundary we have in fact ∂u
(
r˜ur˜v
Ω˜2
)
= 0,
but the expression in brackets is also constant along the boundary by con-
struction, which means that actually ∂v
(
r˜ur˜v
Ω˜2
)
= 0 also. This in turn means
Vol. 13 (2012) Klein Gordon Fields in aAdS 1011
that ∂v
(
r˜v
Ω˜2
)
= 0 and hence ∂v
(
r˜v
Ω˜2
)
− 4π r(1−μM )
(∂vφ)
2
Ω˜2
= 0 holds on the
boundary. Differentiating in u we see that this identity is propagated into the
triangle, the computation being entirely analogous to that of the u-constraint
above. 
6. Proof of Proposition 5.4
The proof is based on the construction of a contracting map. We start by
introducing an appropriate metric space for the renormalized variables.
6.1. Function Spaces for the Renormalized Variables
Recall the weight ρ (u, v) = u−v2 and T = ∂u + ∂v. We denote by C
2,uv
r˜ (Δδ,u0)
the set of C2(Δδ,u0) positive functions r˜ (u, v) > 0 which satisfy
r˜uv ∈ C1(Δδ,u0),
1
2
≤ r˜
ρ
≤ 2,
|r˜u − 12 | ≤
1
4
, |r˜v + 12 | ≤
1
4
.
On this space of functions, we deﬁne the following distance10
dr˜(r˜1, r˜2) = || log r˜1
r˜2
||C0 + ||ρ−1 [T (r˜1) − T (r˜2)] ||C0
+ || log[(r˜1)u] − log[(r˜2)u]||C0 + || log[(−r˜1)v] − log[−(r˜2)v]||C0
+ ‖ρ−2 [(r˜1)uv − (r˜2)uv] ‖C0 + ||ρ−2 [T (r˜1)uv − T (r˜2)uv] ||C0
+ ‖ (r˜1)uu − (r˜2)uu ‖C0 + ‖ (r˜1)vv − (r˜2)vv ‖C0 .
Let C1
Ω˜
(Δ) denote the set of C1 functions Ω˜ in Δδ,u0 which are bounded
below by 1/2. On this space, we deﬁne the following norm:
dΩ˜(Ω˜1, Ω˜2) =
∥∥∥ log
(
Ω˜1
)2
− log
(
Ω˜2
)2 ∥∥∥
C0∥∥∥
(
Ω˜1
)
u
−
(
Ω˜2
)
u
‖C0 + ‖
(
Ω˜1
)
v
−
(
Ω˜2
)
v
∥∥∥
C0
. (58)
We denote by C1(Δ) the set of C
1 functions  (u, v) on Δδ,u0 equipped with
the weighted C1 norm
d(1,2) = ‖ρ−s/4 (1 − 2) ‖C0 + ‖ρ−s/8T (1 − 2) ‖C0
+ ‖ρ (1 − 2)u ‖C0 + ‖ρ (1 − 2)v ‖C0 , (59)
with s deﬁned in (20).11 The additional ρ-weights will be one of the sources
of smallness for the contraction map, the other arising from the size of the
domain of definition, δ.
10 In this definition, the log could have been omitted for the derivatives of r˜, in view of the
bounds on r˜u and r˜v . It is included only for computational convenience.
11 Stronger ρ-weighted estimates may be propagated by the equations. In particular, one
can show boundedness of ρmin(2,
√
9+8a)/2− for any  > 0, cf. [15].
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For the Klein–Gordon ﬁeld we shall use the norm ||.||C1(H1AdS) introduced
in Sect. 2.5 and a pointwise norm on φu,
||φ||
C˚
2+s
4
u (Δδ,u0 )
:= ||(ρ)−1/2− s4 φu||C0(Δδ,u0 ), (60)
with s deﬁned in (20). Note that, as for the Hawking mass, stronger ρ-weighted
estimates may in fact be propagated by the equations. The space of functions
used for φ will then be C˚
2+s
4
u (Δδ,u0) ∩ C1
(
H1AdS
)
. Finally, we deﬁne the com-
plete metric space C by
C = C2,uvr˜ × C1Ω˜ × C1 ×
(
C˚
2+s
4
u (Δδ,u0) ∩ C1
(
H1AdS
))
,
endowed with the distance d:
d
(
(r˜1,1, Ω˜1, φ1), (r˜2,2, Ω˜2, φ2)
)
= dr˜ (r˜1, r˜2)
+dΩ˜
(
Ω˜1, Ω˜2
)
+ d(1,2) + ||φ1 − φ2||C1(H1AdS)
+||φ1 − φ2||
C˚
2+s
4
u (Δδ,u0 )
and denote by BΔδ,u0C,b the closed ball of radius b centered around(
u − v
2
, 1,M, 0
)
.
Note the trivial fact that if u ∈ BΔδ,u0C,b and if 0 < δ′ ≤ δ, then
u|Δδ′,u0 ∈ B
Δδ′,u0
C,b .
For this reason, we shall also use the notation BC,b for the ball, without explicit
reference to the triangular domain.
6.2. Properties of the Elements of BC,b
Before constructing the contraction map, it will be useful to establish some
properties associated with elements of BC,b. First we shall show that from any
element of BC,b one can reconstruct the area-radius function r (i.e. such that
r˜ is the renormalized variable associated to r : r˜u = ru1−μM ). This is more
easily done by constructing ﬁrst r−1, as this inverse quantity remains ﬁnite at
inﬁnity:
Lemma 6.1. Consider an element
(
r˜, Ω˜,, φ
)
∈ BC,b. Let f (u, v) be the unique
solution, for each ﬁxed v, of
fu(u, v) = r˜u(u, v)
(
f2 − 2Mf3 + 1
l2
)
(u, v) (61)
f (v, v) = 0.
and deﬁne r (u, v) = f−1(u, v). If δ is sufﬁciently small, depending only on
M, l (but independent of b), we have the following estimates:
|r−1| ≤ Cr˜ and |r| ≤ Cr˜−1 (62)
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where C > 0 only depends on M, l. Moreover, we have the equations
ru = −r˜u(1 − μM ), rv = −r˜v(1 − μM ). (63)
Proof. Let us ﬁrst show that f > 0 in Δδ,u0 . Indeed, this holds near u = v, in
view of f(v, v) = 0 and fu(v, v) > 0. Assume that there exists some v1 such
that f(., v1) vanishes at some point in Δδ,u0 , and let u1 denote the ﬁrst u such
that f(u1, v1), hence at (u1, v1), we must have fu ≤ 0. However, fu > 0 at
(u1, v1) by (61), a contradiction. Since f > 0, we have the estimate
fu ≤ r˜u
(
f2 +
1
l2
)
,
from which it follows that
0 < arctan(lf) ≤ 1
l
r˜.
Since 12 ≤ r˜ρ ≤ 2, it then follows that f ≤ 2l2 r˜ if δ is sufﬁciently small depending
only on l.
We may then estimate f3 by r˜3. Hence, we may also obtain a lower bound
on f of the form:
f ≥ Cr˜ − Cr˜4 ≥ Cr˜,
where C only depends on M and l and provided δ is chosen sufﬁciently small
depending only on M and l. To derive the equations (63), let us consider the
(differentiable, monotonically decreasing) function
F : (rSch,∞) → R
x → F (x) =
∞∫
x
dy
1 − 2My + y
2
l2
,
where rSch is the unique real root of P (y) = 1 − 2My + y
2
l2 . It is easy to see
that r(u, v) = F−1 (r˜(u, v)), from which equations (63) follow by the chain
rule. 
We next observe that we can associate an asymptotically AdS spacetime
with any element
(
r˜, Ω˜,, φ
)
∈ BC,b:
Lemma 6.2. Consider an element
(
r˜, Ω˜,, φ
)
∈ BC,b and let r (u, v) be deﬁned
from r˜ as in Lemma 6.1. Then the spacetime
(
Δδ,u0 × S2, g
)
with
g =
4r˜ur˜v
1 − μ (1 − μM )
2 (u, v) dudv + r2 (u, v) dσS2 (64)
is asymptotically AdS.
Proof. The function r˜ extends to a C2 function on Δδ,u0 which is vanishing on
I. Moreover, since the derivatives of r˜u and r˜v are uniformly bounded, these
functions extend continuously to the boundary. Since r˜ = 0 is constant on the
boundary, we must have r˜u+r˜v = 0 on the boundary. Let us denote the restric-
tion of r˜u to the boundary by g (u) = r˜u (u, u). Similarly, h (v) = r˜v (v, v). Note
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in particular that g and h are bounded above and below. Deﬁning the regular
double-null coordinate transformation dUdu =
1
2g (u) and
dV
dv =
1
2h (v) we see
that in the (U, V ) coordinate system we have r˜U = 12 and r˜V = − 12 on the
boundary (which is at U = V ). Since r˜uv = 14g (u)h (v) r˜UV , we have also
r˜UV = O
(
r˜2
)
and hence that |r˜U − 12 | = O
(
r˜3
)
, |r˜V + 12 | = O
(
r˜3
)
.
In summary, we ﬁnd that in the new coordinates, the metric reads
g = − (1 + O (r˜3))
(
1 − 2M
r
+
r2
l2
)
dUdV + r2 (U, V ) dσS2 (65)
with 2r˜U = 1 and 2r˜V = −1 on the boundary. Moreover, since r˜U is constant
on I, we have T (r˜U ) = 0. Consequently,
T (r˜U ) =
U∫
V
[r˜UV + r˜UU ]V dV
′
=
U∫
V
[r˜UV V + r˜UV U ] dV ′ =
U∫
V
[T (r˜UV )] dV ′ ≤ Cbr˜3, (66)
and we obtain that T (r˜U ) = O
(
1
r3
)
. The same holds for T (r˜V ). This implies
that T (rV ) = O
(
1
r
)
and T (rU ) = O
(
1
r
)
and hence that T (gUV ) = O
(
1
r
)
.
Finally, since r˜UU and r˜V V are bounded, we have rUU = O(r3) and rV V =
O(r3). Hence, the spacetime is asymptotically AdS in the sense introduced in
Sect. 2.4. 
Remark 6.3. From the above proof, we also infer that whatever double-null
coordinate system we started from, there always exists a C2 bounded (the
bound depending only on the size of the ball, b) coordinate transformation to
an asymptotically-AdS coordinate system (U, V ), in which r˜U = −r˜V = 12 on
the boundary. In particular, any quantity which is uniformly bounded in one
coordinate system is also uniformly bounded in the other.
The spacetimes constructed from elements of BC,b in Lemma 6.2 are uni-
formly asymptotically AdS spacetimes. That is to say that one has uniform
pointwise bounds (depending only on M, l and b) on the metric components
and their derivatives. Adapting the results of [14] to our spherically symmetric
setting, we hence infer the following:
Proposition 6.4. Let
(
r˜, Ω˜,, φ
)
be an element of ∈ BC,b and consider the
spherically symmetric asymptotically AdS spacetime (Δδ,u0 , g) arising from
Lemma 6.2. Then the wave equation gψ − 2al2 ψ = 0 with H2-initial data
(φ¯, T (φ¯)) has a unique solution in C1
(
H1AdS
)
. For sufﬁciently small δ, depend-
ing only on b, the following energy estimates hold for any (u, v) in a triangle
Δδ,u0 :
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u∫
v
[
(∂uTφ)
2 + (∂uφ)
2 + φ2(1 − μ¯) + (Tφ)2 (1 − μ)
]
r2 (u¯, v) du¯ < DN2δ , (67)
v∫
u0
[
(∂vTφ)
2 + (∂vφ)
2 + φ2(1 − μ¯) + (Tφ)2 (1 − μ)
]
r2 (u, v¯) dv¯ < DN2δ , (68)
where D is a constant depending12 only on M, l, a and where Nδ :=
Ninv
[
r¯, φ¯, (u0, u0 + δ]
]
.
Moreover, one has also the pointwise estimates
|φ| < Cb Nδ r− 32− s2 , (69)
|φu| + |φv| < Cb Nδ r− 12− s2 . (70)
where Cb > 0 depends only on b (and the ﬁxed parameters M, l, a) and s is the
constant deﬁned in (20).
Proof. The existence and uniqueness of the solution, as well as the energy
estimates (67)–(68), are direct consequences of Theorem 6.1 of [14]. For the
pointwise estimates, we proceed as follows: ﬁrst, one obtains easily the point-
wise bound
|r3/2φu| ≤ DN1/2δ ,
by integrating the wave equation (viewed as an equation on rφu in the v-direc-
tion) from the data and applying the energy estimate. To obtain the improved
pointwise bound on φu, we deﬁne the quantity A(u, v),
A = rn
rφu
ru
+ 2prnφ = rn
rφu
r˜u(1 − μM ) + 2pr
nφ,
where n is a positive real number and p = 34 −
√
9
16 +
a
2 . Note that
1 +
a
2p
− 1
2
(2p − 1) = 0. (71)
One derives an evolution equation for A using the wave equation for φ:
∂vA = Ah + f,
where
h =
rv
r
(n + 2p − 1) − rv
1 − μM
[
2

r2
+ 2
r
l2
]
and
f = rn+1
φu
r˜2u
r˜uv
1 − μM + r
nκ(2p − 1)T (φ)
+ φrn2prv
(
1
1 − μM
(
2
r2
+
2r
l2
)
− (2p − 1)1
r
+
ar
l2p(1 − μ)
)
, (72)
12 In particular, D is independent of b. We recall that this follows since the error terms in
the energy estimate are all spacetime terms which are δ-small.
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with T (φ) = 1κ∂vφ + 1γ ∂uφ and γ = −ru1−μ , κ = rv1−μ . (Note that, interestingly
the T (φ)-term drops out in the conformally coupled case, a = −1, but not in
general). Without loss of generality, we can assume that (u, v) are asymptot-
ically-AdS coordinates (cf. Remark 6.3). In these coordinates |κ − 12 | ≤ Cbr˜3
and |γ− 12 | ≤ Cbr˜3 which implies that T (φ) satisﬁes the same pointwise bound
as T (φ) in the triangle. A pointwise estimate on T (φ) in turn follows from the
H1 bound (67). In summary, we have
|T (φ)r3/2| ≤ CbN1/2δ .
The term containing r˜uv in (72) decays like rn−7/2, using the pointwise bound
on φu obtained from the energy estimates and the decay of r˜uv. Note that
the term in the bracket on the last line of (72) decays in fact as 1r2 as the
leading terms in 1r cancel each other in view of equation (71). Since h =
κ
r
(
n−3+2p
l2 r
2 + h′
)
where h′ is uniformly bounded by a constant depending on
b, we choose n = min(3 − 2p, 2). For this choice, one has in particular that∫ v
u0
|f |(u, v′)dv′ < CbN1/2δ . Indeed, one has for instance,
v∫
u0
|φ|rndv ≤ CbN1/2
v∫
u0
rmin(3−2p,2)r−3/2
rv
r2
dv ≤ CbN1/2δ .
Hence, it follows that the quantity A is uniformly bounded:
|A(u, v)| ≤ CbN1/2δ .
Using this estimate, we may now re-estimate φ from inﬁnity by integrating
r2pφ. Since 2p < 3/2, r2pφ vanishes at the boundary we have
|r2pφ| ≤
u∫
v
|∂u
(
r2pφ
) |(u′, v)du′
≤ CbN1/2δ
u∫
v
rmax(4p−4,2p−3)(−ru)(u′, v)du′
≤ CbN1/2δ rmax(4p−3,2p−2),
with Cb depending also on a, which is the estimate (69). The improved esti-
mate on φu, (70), then follows from the one already derived for A. Finally, one
obtains the improved estimate on φv from the improved estimates on φu and
T (φ). 
6.3. The Contraction Map in Renormalized Variables
Consider a renormalized initial data set
(
¯˜r, ¯˜Ω, φ¯, ¯
)
as introduced in Definition
5.1. Note that by reducing the δ in Δδ,u0 one can achieve that the estimates
of Lemma 5.3 hold on the data for an arbitrary δ′ > 0. We now deﬁne the
following map Φ on the domain BC,b : Φ(r˜, Ω˜,, φ) = (ˆ˜r,
̂˜Ω, ̂, φ̂) where
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• ̂˜r and ̂˜Ω and are deﬁned as
ˆ˜r = 0 + ¯˜r(u) − ¯˜r(v)
+
u∫
v
du′
v∫
u0
−Ω˜2
[
2πraφ2
l2
+
M − 
2 (1 − μM ) r2
(
1 +
3r2
l2
)]
dv′,
log
(̂˜Ω
2
)
= log
(
−4
¯˜rur˜v (1 − μM )
1 − μ¯
)
(u)
− log
(
−4
¯˜rur˜v (1 − μM )
1 − μ¯
)
(v) + log
(
−4̂˜rû˜rv
)
(v, v)
+
u∫
v
du′
v∫
u0
[
− 8π∂uφ∂vφ + Ω˜
2
r3
( − M)
−
(
2M
r2
+
2r
l2
)
Ω˜2
[
2πraφ2
l2
+
M−
2 (1−μM ) r2
(
1+
3r2
l2
)]]
dv′.
• ˆ is deﬁned for each v as the unique solution of
̂u=−8πr2 −r˜v
Ω˜2
(∂uφ)
2 +
4πa
l2
r2r˜u(1 − μM )φ2,  (v, v)=M, (73)
where r is deﬁned as in Lemma 6.1.
• Finally, φˆ is the unique solution in C1(H1AdS) of the initial boundary value
problem gφˆ + αl2 φˆ = 0, where g is the asymptotically AdS spacetime
associated with
(
r˜, Ω˜,, φ
)
via Lemma 6.2.
As an immediate consequence of the definition of Φ, we note
Lemma 6.5. The hatted functions restrict to the prescribed initial data on v =
u0. The functions ˆ˜r, ˆ˜ru, ˆ˜rv, ˆ and
̂˜Ω extend continuously to the boundary u = v.
On u = v, we have
ˆ˜r(v, v) = 0, ˆ˜ru + ˆ˜rv = 0, ˆ(v, v) = 0,
̂˜Ω(v, v) =
(
−4ˆ˜ru ˆ˜rv
)1/2
(v, v).
We shall prove that if the size of the triangular domain Δδ,u0 and hence
δ > 0 is chosen small enough, depending only on A [N1] and Ninv[r¯, φ¯,N1],
then Φ is a contracting map.
6.4. Uniform Estimates
We now ﬁx the size of the ball to be
b = 200D1/2Ninv
[
r¯, φ¯,N1
]
(74)
where D is the uniform constant of Proposition 6.4. In this section we shall
establish
Lemma 6.6. If δ is small enough, depending only on b,M and l, the map Φ
maps from BC,b into itself.
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Proof. In view of Lemma 6.1, the estimates (62) hold. We shall use these
bounds without further reference in the remainder of this proof. Moreover, we
shall denote by Cb > 0, a constant depending only on b (and M, l) which may
change from line to line.
Uniform Bounds on r˜.
ˆ˜r
(
u − v
2
)−1
≤ 2 sup ¯˜ru
+ 2 sup
u
v∫
u0
−Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)]
dv′,
≤ eδ′ + Cb sup
u
v∫
u0
[
r−3r4φ2 + r−2
M − 
2(1 − μM )
(
1 +
3r2
l2
)]
dv′,
≤ eδ′ + Cbδ3,
where we have used the ρ-weighted integral bounds to control the matter
term. Since we can estimate ˆ˜r
(
u−v
2
)−1 from below similarly, we may ensure,
by choosing δ and δ′ small enough that
∣∣∣ log ˆ˜r
(
(u − v)
2
)−1 ∣∣∣ ≤ b
100
.
Similarly, we have
ˆ˜rv(u, v) = −¯˜ru(v) +
u∫
v
−Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)]
(u′, v)du′
−
v∫
u0
Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)]
(v, v′)dv′,
and estimating the integral terms as above, we may ensure that
∣∣∣log
(
−2ˆ˜rv
)∣∣∣ ≤ b
100
.
Obviously, a similar estimate holds for ˆ˜ru.
Using the pointwise bound on φu (cf. (60)), we derive pointwise bounds
on φ by integration along the v=const lines:
|φ(u, v)| ≤ Cbρ3/2+s/4.
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Using this pointwise estimate, we can then easily bound ρ−1T (ˆ˜r) = ρ−1 ˆ˜ru +
ρ−1 ˆ˜rv:
|ρ−1T (ˆ˜r)| ≤ sup ∣∣ρ−1(¯˜ru (u) − ¯˜ru (v))
∣∣ + Cbρ−1
u∫
v
ρ2(u′, v)du′
+ρ−1
v∫
u0
(v − u)Cbdv′ ≤ 2δ′ + Cbδ ≤ b100 .
We can also estimate the second derivative ˆ˜ruv:
|ˆ˜ruv| =
∣∣∣∣ − Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)] ∣∣∣∣
≤ Cbρ2+s/2 + Cbρ2+s/4,
where the ﬁrst term from the right-hand side is obtained from the pointwise
estimate on φ and the second from the bound on | − M |. Hence, we have
|ρ−2 ˆ˜ruv| ≤ Cbδs/4 ≤ b100 .
T (ˆ˜ruv) may be estimated similarly, using the bound on ρs/8T (). To estimate
ˆ˜rvv, we ﬁrst compute
ˆ˜rvv = −¯˜ruu(v) +
u∫
v
−2Ω˜Ω˜v
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)]
(u′, v)du′
+
u∫
v
−Ω˜2
[
2πrvaφ2
l2
+
2πra2φφv
l2
− v
2(1 − μM )r2
(
1 +
3r2
l2
)
+ (M − )
(
1
2(1 − μM )r2
(
1 +
3r2
l2
))
v
]
(u′, v)du′
+
v∫
u0
−2Ω˜Ω˜v
[
2πraφ2
l2
+
M − 
2(1 − μM )r2
(
1 +
3r2
l2
)]
(v, v′)dv′
+
v∫
u0
−Ω˜2
[
2πrvaφ2
l2
+
2πra2φφv
l2
− v
2(1 − μM )r2
(
1 +
3r2
l2
)
+ (M − )
(
1
2(1 − μM )r2
(
1 +
3r2
l2
))
v
]
(v, v′)dv′,
from which one obtains easily that
|ˆ˜rvv| ≤ sup |¯˜ruu| + Cbδ + Cb
u∫
v
(rφφv) (u′, v)du′ + Cb
v∫
u0
(rφφv) (v, v′)dv′.
The v-integral is easily estimated using Cauchy–Schwarz and the weighted-H1
bound on φ. For the u-integral, we ﬁrst use that φv = T (φ) − φu and then
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apply Cauchy–Schwarz and the weighted-H1 bounds for φ and T (φ). Hence,
it follows that
|ˆ˜rvv| ≤ δ′ + Cbδ ≤ b100 . (75)
A similar estimate naturally holds for ˆ˜ruu. In summary, this shows that
dr˜
(
ˆ˜r,
u − v
2
)
≤ 8b
100
.
Uniform Bounds on Ω˜. We have∣∣∣∣∣∣
log
̂˜Ω
2
−4ˆ˜ru ˆ˜rv (v, v)
∣∣∣∣∣∣
≤
∣∣∣∣log
¯˜rur˜v(u)
¯˜rur˜v(v)
∣∣∣∣ +
∣∣∣∣log
(1 − μM )(u)(1 − μ¯)(v)
(1 − μM )(v)(1 − μ)(u)
∣∣∣∣
+|u − v| sup
u′
v∫
u0
[
− 8π∂uφ∂vφ + Ω˜
2
r3
( − M)
−2
(
2M
r2
+
2r
l2
)
Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2 (1 +
3r2
l2
)
] ]
dv′.
Hence, using Cauchy–Schwarz, the estimates on ˆ˜ru and ˆ˜rv derived above, the
pointwise estimates on φu and the H1AdS bound to control the φuφv term in
the integrals, we obtain that∣∣∣∣log ̂˜Ω
2
∣∣∣∣ ≤ Cδ′ + Cbδ ≤
b
100
,
choosing δ′ and δ sufﬁciently small, depending only on b. The derivatives of Ω˜
are estimated similarly. For instance,
2
∣∣∣∣∣∣
̂˜Ωv
Ω˜
∣∣∣∣∣∣
≤
∣∣∣∣
(r˜v)u(v)
rv(v)
∣∣∣∣ +
∣∣∣∣
¯˜ruu(v)
ru(v)
∣∣∣∣ +
∣∣∣∣
(1 − μ¯)u(v)
(1 − μ¯)(v)
∣∣∣∣ +
∣∣∣∣
(1 − μM )u(v)
(1 − μM )(v)
∣∣∣∣
+
∣∣∣∣∣
ˆ˜ruv
ˆ˜ru
∣∣∣∣∣ (v, v) +
∣∣∣∣∣
ˆ˜ruv
ˆ˜rv
∣∣∣∣∣ (v, v) +
∣∣∣∣∣
ˆ˜ruu
ˆ˜ru
∣∣∣∣∣ (v, v) +
∣∣∣∣∣
ˆ˜rvv
ˆ˜rv
∣∣∣∣∣ (v, v)
+
∣∣∣∣∣
v∫
u0
[
− 8π∂uφ∂vφ + Ω˜
2
r3
( − M)
− 2
(
2M
r2
+
2r
l2
)
Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2 (1 +
3r2
l2
)
] ]
(v, v′)dv′
∣∣∣∣∣
+
∣∣∣∣∣
u∫
v
[
− 8π∂uφ∂vφ + Ω˜
2
r3
( − M)
− 2
(
2M
r2
+
2r
l2
)
Ω˜2
[
2πraφ2
l2
+
M − 
2(1 − μM )r2 (1 +
3r2
l2
)
] ]
(u′, v)du′
∣∣∣∣∣,
Vol. 13 (2012) Klein Gordon Fields in aAdS 1021
The terms in the ﬁrst two lines on the right-hand side are controlled by Cδ′
using the assumptions on the initial data. We use the estimates on ˆ˜r derived
earlier to control the terms in the third line by Cbδ + Cδ′. To control the
matter terms in the integral, we use the pointwise estimates on φu and the
H1AdS-bound on φ and T (φ), the latter being used in particular to control the
u integrals of φv = T (φ) − φu. Hence one obtains
∣∣∣∣∣∣
̂˜Ωv
Ω˜
∣∣∣∣∣∣
≤ Cb (δ′ + δ) ≤ b100 .
Since a similar estimate holds for ∂u log
̂˜Ω we may ensure, by choosing δ
and δ′ small enough that
̂˜Ω ∈ BC1
Ω˜
, 3b100
.
Uniform Estimates for φ. By Proposition 6.4, we immediately obtain
‖φ̂‖C1(H1AdS) ≤ D
1/2N
[
r¯, φ¯, (u0, u0 + δ]
]
<
b
100
, (76)
in view of the definition of b, (74). Moreover, we have a pointwise estimate on
φ̂u. Applying (70) we derive
|ρ− 12−s/4φ̂u| ≤ Cbρs/4 ≤ b100 .
Uniform Estimates for . Using the pointwise bounds on φu and φ, we esti-
mate
ρ−
s
4 |̂ − M | = ρ− s4
u∫
v
[
−8πr2 −r˜v
Ω˜2
(∂uφ)2 +
4πa
l2
r2r˜u(1 − μM )φ2
]
(u′, v)du′
≤ Cbρ s4 ≤ b100
A pointwise estimate for ∂u̂ is immediate from (73) itself because we have
the improved pointwise estimates on φ and φu:
|ρ∂u̂| ≤ Cbδ′. (77)
To estimate the v-derivative, we ﬁrst commute (73) with T to obtain
T (̂)u = (T̂)u = T
(
−8πr2 r˜v
Ω˜2
φ2u +
4πa
l2
r2r˜u(1 − μM )φ2
)
.
In view of the fact that the mass is constant on the boundary, we have
T (̂) = 0 on the boundary. Hence we may integrate the commuted equation
with trivial boundary data upon which we obtain, as above
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|T̂| =
u∫
v
[
−8πr2 −r˜v
Ω˜2
2 (∂uφ) (∂uTφ) + · · ·
]
(u′, v) du′.
Once again, we apply Cauchy–Schwarz and then use the improved pointwise
estimates on φ and φu, to obtain
ρ−s/8|T̂| ≤ Cbρs/8 ≤ b100 .
The inequality |ρ∂v̂| ≤ b100 then follows, since ∂v = T − ∂u. Collecting our
estimates we have indeed shown
d
((
ˆ˜r, ̂, ˆ˜Ω, φˆ
)
−
(
u − v
2
, 1,M, 0
))
< b

6.5. Estimating Differences
To establish the contraction property for Φ, we will need to estimate differ-
ences. As it turns out, we will only be able to show the contraction property
in a weaker norm (involving a derivative less, roughly speaking) and retrieve
the full regularity of the ﬁxed point a-posteriori from standard arguments.
Definition 6.7. On BC,b, we deﬁne the weaker distance
dw
((
r˜1, Ω˜1,1, φ1
)
,
(
r˜2, Ω˜2,2, φ2
))
= || log r˜1
r˜2
||C0(u,v)
+||ρ−1 [T (r˜1) − T (r˜2)] ||C0(u,v) + || log[(r˜1)u] − log[(r˜2)u]||C0
+|| log[(−r˜1)v] − log[−(r˜2)v]||C0 + | − M |C0(u,v) + ‖φ‖C0(H1AdS)
+
∥∥∥ log
(
Ω˜21
)
− log
(
Ω˜22
)∥∥∥
C0(u,v)
(78)
and we denote by Bw,b, the closure of BC,b with respect to dw.
Lemma 6.8. If δ is sufﬁciently small, depending only on A[N1], the invariant
norm Ninv[r¯, φ¯,N1] and the size of the ball b, the map Φ is a contraction with
respect to the distance dw and hence has a unique ﬁxed point in Bw,b.
Proof. Let q = (r˜, Ω˜, φ,) and q′ = (r˜′, Ω˜′,′, φ′) be in BC,b. Let qˆ = Φ(q)
and qˆ′ = Φ(q′). We want to prove that
dw(qˆ, qˆ′) ≤ δ · Cb · dw(q, q′),
where Cb is a constant depending only on b. The estimates for the variables
r˜,Ω, will carry through for differences as before without additional difﬁculty.
Hence we focus on the estimate for ψ = φ̂ − φ̂′.
Denote by g, g′ the asymptotically AdS-metric associated to q and q′ by
Lemma 6.2. Let us also write Ω2aux = −4 r˜ur˜v1−μ (1 − μM )2. The difference ψ
satisﬁes
gψ − 2a
l2
ψ =
4(
Ω˜aux
)2 E (79)
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where
E = φ̂′v
(
r′u
r′
− ru
r
)
+ φ̂′u
(
r′v
r′
− rv
r
)
+
a
2l2
φ̂′
(
(Ω′aux)
2 − (Ωaux)2
)
= φ̂′v
1
r′
(r′u − ru) − φ̂′vru
(
1
r
− 1
r′
)
+ φ̂′u
1
r′
(r′v − ru) − φ̂′urv
(
1
r
− 1
r′
)
− 2a
l2
φ̂′
[
r˜′ur˜
′
v
(
(1 − μ′M )2
1 − μ′ −
(1 − μM )2
1 − μ
)
+
(1 − μM )2
1 − μ
[
r˜′u (r˜
′
v − r˜v) + r˜v (r˜′u − r˜u)
]]
which we will decompose as E = E1 + E2 + E3.
E1 = φ̂′v
1
r′
(r′u − ru) + φ̂′u
1
r′
(r′v − ru)
− 2a
l2
φ̂′
(1 − μM )2
1 − μ
[
r˜′u (r˜
′
v − r˜v) + r˜v (r˜′u − r˜u)
]
E2 = −φ̂′vru
(
1
r
− 1
r′
)
− φ̂′urv
(
1
r
− 1
r′
)
− 2 a
l2
φ̂′
r˜′ur˜
′
v
(1 − μ′) (1 − μ)
[
r2 (r′)2
l6
(r + r′) + P3 (r, r′)
]
(r − r′) (80)
E3 = −2 a
l2
φ̂′
r˜′ur˜
′
v
(1 − μ′) (1 − μ)
[
2r4
l4r′
+ P2(r, r′)
]
( − ′) , (81)
where Pi(r, r′) satisﬁes |Pi(r,r
′)
ri | < Cb. The energy estimate applied to ψ sat-
isfying (79) yields
u∫
v
(
r2ψ2u + r
4ψ2
)
(u′, v)du′ +
u∫
0
(
r2ψ2v + r
4ψ2
)
(u, v′)dv′
≤ C
u∫
u0
(
r2ψ2u + r
4ψ2
)
(u′, u0)du′ + C
v∫
u0
u∫
v′
T (ψ) Er2du′dv′, (82)
where C > 0 is a constant depending only on a, l,M and b. It follows that we
only need to estimate the spacetime term in the above.
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We ﬁrst note that for E3
∣∣∣∣∣∣
v∫
u0
u∫
v′
T (ψ) E3r2du′dv′
∣∣∣∣∣∣
≤ δ
√√√√√sup
u
v∫
u0
r2 (∂vψ)
2 dv′
√√√√√sup
u
v∫
u0
(E3)2 r2dv′
+ δ
√√√√√ sup
u0<v′<v
u∫
v′
r2 (∂uψ)
2 (u, v′) du′
√√√√√ sup
u0<v′<v
u∫
v′
(E3)2 r2 (u, v′) du′
≤ Cbδdw (q, q′) sup
Δδ,u0
| − ′| ≤ δ · Cb · d2w (q, q′) ,
where Cb is a constant depending only on b.
The terms E1 and E2 are more difﬁcult to estimate. We note
Lemma 6.9. We have the estimates
C−1b |r˜ − r˜′| ≤
∣∣∣1
r
− 1
r′
∣∣∣ ≤ Cb|r˜ − r˜′| (83)
|ru − r′u| ≤ Cb · r2 · |r˜u − r˜′u| + Cb · δ · r · |r˜ − r˜′| (84)
|rv − r′v| ≤ Cb · r2 · |r˜v − r˜′v| + Cb · δ · r · |r˜ − r˜′| (85)
Proof. Write
(
r˜ − r˜′)
u
=
(
1
r
− 1
r′
)
u
{
− r
2
1 − µM
}
+
{
r′u
(r′)2
1
(1 − µM ) (1 − µ′M )
[(
r + r′
)
rr′ − 2M
((
r′
)2
+ rr′ + r2
)]}(1
r
− 1
r′
)
and note that the ﬁrst curly bracket is uniformly bounded, while the second
is δ-small (it decays like 1r ). Estimate (83) is then easily derived. The remain-
ing estimates follow after revisiting the identity above and using the bound
(83). 
These estimates will be used freely for the differences appearing in the Ei.
With the help of the Lemma one observes (simply by counting powers) that
the r-weights in the spacetime terms arising from E1 and E2 are too strong to
close the estimate by naively estimating Tψ via the H1AdS-norm of ψ (which
is what we are estimating on the left hand side at this stage). This could
be resolved using the H1AdS-norm for Tψ, which, however, is not available at
this point. The resolution is to integrate by parts the T derivative, since an
improved estimate is available for ψ itself, while the T -derivative falling on
E1,2 will not lead to a loss in r-weight. Let us consider the spacetime integrals
(i = 1, 2)
Ii (u, v) =
v∫
u0
dv′
u∫
v′+η
du′ T (ψ) Ei r2 (u′, v′) , (86)
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for (u, v) ∈ Δ ∩ {u ≥ v + η} and η > 0, the latter region converging to the
original spacetime integrals as η → 0. We will ﬁrst move the T derivative onto
Ei. The boundary term coming from u = v + η vanishes, since T is tangent to
the boundary. The term on v = u0 (the data) also vanishes, because ψ = 0
there. The other boundary terms can be estimated
∣∣∣∣∣∣
v∫
u0
ψEir2 (u, v¯) dv¯
∣∣∣∣∣∣
≤
√√√√√
v∫
u0
ψ2r4dv
√√√√√
v∫
u0
E2i dv¯ ≤ dw(q, q′)
√√√√√
v∫
u0
E2i dv¯.
On the other hand, we have
√√√√√
v∫
u0
E21dv¯ ≤ δCb
(
sup |r˜u − r˜′u| + sup |r˜v − r˜′v| + sup | log
r˜′
r˜
|
)
≤ δCbdw(q, q′)
and
√√√√√
v∫
u0
E22dv¯ ≤ δCb sup
∣∣∣∣1 −
r˜′
r˜
∣∣∣∣ ≤ Cb sup
∣∣∣∣log
r˜′
r˜
∣∣∣∣ ≤ δCbdw(q, q′).
Since the u-boundary term can be estimated similarly, both boundary terms
are controlled by δ · Cb · dw(q, q′)2.
It remains to estimate the resulting spacetime terms from the integration
by parts, which are given, for i = 1, 2, by
v∫
u0
dv′
u∫
v′+η
du′ ψ T
(Eir2
)
(u′, v′) . (87)
The point is to observe that taking a T -derivative we will not lose a power in
r. We distinguish the following terms arising from T (Ei): terms which do not
involve second derivatives of the r˜-difference and terms which do. The terms
which contain only one derivative of the r˜-difference can be estimated directly.
For instance,
∣∣∣∣
∫ ∫
(Tφ′)v
1
r˜′
(r˜′u − r˜u)ψ r2dudv
∣∣∣∣
≤ sup |r˜′u − r˜u| ·
∫
du
⎛
⎜⎝
√√√√√
v∫
u0
(∂vTφ′) r2dv
√√√√√
v∫
u0
ψ2r4dv
⎞
⎟⎠ ≤ δ · d2w (q, q′) .
In particular, all the terms coming from E2 may be estimated as above. It re-
mains to estimate the terms containing two derivatives of the r˜-difference, i.e.
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v∫
u0
dv¯
u∫
v¯+η
du¯ ψ Yr2 (u′, v′) , (88)
with
Y = φ̂′v
1
r′
(Tr′u − Tru) + φ′u
1
r′
(Tr′v − Trv)
−2 a
l2
φ̂′
(1 − μM )2
1 − μ
[
r˜′u (T r˜
′
v − T r˜v) + r˜v (T r˜′u − T r˜u)
]
. (89)
We write Y schematically as
Y = Z∂uT (r˜ − r˜′) + W∂vT (r˜ − r˜′)
and integrate by parts the u and v derivatives. The boundary terms are esti-
mated as before, while a typical spacetime term is given by
∫ ∫
du¯ dv¯∂u
(
r2ψ
φ̂′v
r′
)
T (r − r′)
=
∫ ∫
du¯ dv¯
(
r2ψu
φ̂′v
r′
− r2ψφ̂′v
r′u
(r′)2
+ r2ψ
φ̂′uv
r′
+ ψ
φ̂′v
r′
2rru
)
T (r˜ − r˜′).
We use the wave equation for φ̂′ to substitute the second-order derivative
term φ̂′uv by lower order terms. All terms are then of the same strength and
estimated in the same way. For instance, for the ﬁrst term
∫ ∫
du¯ dv¯ r2ψu
φ̂′v
r′
T (r − r′)
≤ sup |ρ · T (r˜ − r˜′) |
∫ ∫
du¯ dv¯ r2ψuφ̂′v ≤ Cb · δ · d2w (q, q′) (90)
after applying Cauchy–Schwarz and using that T (r − r′) ≤ Cbr2|T (r˜ − r˜′) |.

6.6. Conclusion of the Proof of Proposition 5.4
Proposition 5.4 follows directly from Lemma 6.8. Indeed, from Lemma 6.8,
we have shown that Φ has a ﬁxed point q =
(
r˜, Ω˜,, φ
)
∈ Bw,b (recall that
b was ﬁxed at the beginning of Sect. 6.4 and δ was chosen sufﬁciently small
depending only on b). Moreover, q is the limit of a sequence in BC,b. Hence,
we have in particular that the derivatives of r˜ are Lipschitz continuous, Ω˜ is
Lipschitz continuous, ρ−
2+s
4 φu is uniformly bounded, φ is in C0(H1AdS) and
T (φ) ∈ L∞(H1AdS), which implies that T (φ) is continuous. Integrating in v the
transport equation on rφu from the initial data, it follows that φu is actually
continuous in Δδ,u0 , which implies that u is continuous. Since φv = T (φ)−φu,
we then have that φv is continuous. Looking at the equation on T ()u, it fol-
lows that T () and hence v is continuous. From the wave equation on r˜,
one now obtains easily that r˜uu, r˜vv, r˜uv are continuous. From this, it follows
that the spacetime (Δδ,u0 , g) associated with our solution, with g deﬁned as
in (64), is asymptotically AdS. Hence, from the linear analysis, one infers that
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φ is actually C1(HAdS). Any further regularity is then obtained by standard
methods. Finally, δ indeed only depends on A [N1] and Ninv[r¯, φ¯,N1]. Note in
this context that if one chooses r˜u = 1 − μM initially on N1, then A [N1] = 0
and δ only depends on the value of Ninv
[
r¯, φ¯,N1
]
.
7. Proof of Theorem 4.1
Theorem 4.1 is a consequence of Proposition 5.4 and the following
Proposition 7.1. For a solution
(
r˜, Ω˜, φ,
)
of the renormalized system as aris-
ing from Proposition 5.4, the tuple
(
Ω2 = Ω˜2 (1 − μM ) , r, φ,
)
is a solution
of the original system in the triangle Δδ,u0 and conversely.
Proof. From Lemma 6.1, we have
rv = r˜v(1 − μM ), ru = r˜u(1 − μM ).
Let Ω2 = (1−μM )Ω˜2. An easy computation then shows that if the equations of
Proposition 5.4 (and hence the equations of Corollary 5.5) hold, then the origi-
nal Einstein scalar-ﬁeld equations (6)–(10) hold for the variables
(
Ω2, r, φ,
)
.
The converse statement is obtained similarly. 
We can ﬁnally conclude the proof of Theorem 4.1
Proof. (Theorem 4.1) We have a solution to the equations by Proposition 7.1.
Moreover, since the renormalized solution we constructed lives in the ball BC,b,
we obtain automatically the regularity stated for
(
Ω2, r, φ,
)
in the ﬁrst part
of Theorem 4.1, as well as the statement about the time of existence of the
solution (item 1). Item 2 of Theorem 4.1 follows from Lemma 6.2. Finally, to
establish item 3 we go to the coordinate system in which r˜u = −r˜v = 12 onI (as we did in Lemma 6.2). This yields all the properties of an asymptoti-
cally AdS initial data set uniformly on any ﬁxed v = const rays, except for
the pointwise estimate on φuu, which was assumed for the construction of the
data. To retrieve this for the solution, compute ﬁrst, setting A0 := 1ru ∂u
(
φu
ru
)
:
∂vA0 = −4κ
(

r2
+
r
l2
− 4πaφ
2
l2
+
1 − μ
4r
)
A0
+
2
r2
φv +
2aκ
l2
φu
ru
− 8πrκa
l2
φ
(
φu
ru
)2
− 2κaφ
l2r
+
φu
ru
(
2rv
r2
− 1
rru
∂u
(
r
ruv
ru
))
,
= −ρ0A0 + B0, (91)
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with ρ0 = −4κ
(

r2 +
r
l2 − 4πaφ
2
l2 +
1−μ
4r
)
and
B0 =
2
r2
φv +
2aκ
l2
φu
ru
− 8πrκa
l2
φ
(
φu
ru
)2
− 2κaφ
l2r
+
φu
ru
(
2rv
r2
− 1
rru
∂u
(
r
ruv
ru
))
.
Let us deﬁne An = rnA0, Bn = rnB0. In this notation, we are looking for
uniform bounds on A7/2(u, v). We have
∂vAn = −ρnAn + Bn, (92)
with ρn = ρ0 − nr κ(1 − μ). In view of the bounds already derived on our
solution, we easily see
ρn ≥ 0
for all n ≤ 4. Integrating (92), we obtain, for n = 4
|A4|(v) ≤ C
⎛
⎝A4(u0) +
v∫
u0
r1/2
(
r3/2|φv| + r3/2|φu| + r5/2|φ|
)
dv′
⎞
⎠ ,
for some uniform constant C. Using Cauchy–Schwarz and the energy estimates
to control the L2 integral on φv, φ and φu = T (φ) − φv, one has
|r1/2(u, v)A7/2| ≤ C
(
r1/2(u, u0)A7/2(u0) + r1/2(u, v)N(D)
)
.
Since r(u, v) ≥ r(u, u0), we obtain a uniform bound on A7/2 concluding the
proof. Note that the proof only requires bounds for ﬁrst derivatives of φ. 
8. Applications
8.1. Geometric Uniqueness
A well-known problem concerning geometric initial-value-boundary problems
is the issue of geometric uniqueness. To prescribe the boundary conditions,
one typically ﬁrst needs to make a choice of gauge. The solution which is con-
structed may then a priori depend on this choice. See [11] for a review of this
problem for the Einstein equations. In our context, one may expect geometric
uniqueness from [10]. In fact, since the boundary conditions are all stated with
respect to geometric quantities, namely φ and  and the area radius, the only
choice that we have made a priori is that of the (u, v)-coordinates. This obser-
vation leads to a proof of the geometric uniqueness statement of Corollary 4.3,
which we present in this section.
First, we introduce the following definition:
Definition 8.1. Let N be an interval of the form N = (u0, u1]. Given a
C1+ka,M (N ) asymptotically AdS data set D = (r¯, φ¯), a development of D is a
triple (M, g, φ) such that (M, g) is a C1, 3+ 1 Lorentzian manifold, φ is a C1
function on M and the following hold:
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1. (M, g, φ) is a spherically-symmetric solution to the Einstein–Klein–Gor-
don system (6)–(10), with area-radius r being a C2 function such that13
r > 0.
2. The quotient manifold Q = M/S2 with its induced Lorentzian metric
is a manifold with boundary NQ which is a null ray diffeomorphic to
a subset of N of the form (u0, u0 + ), for some  > 0. If ψ is such a
diffeomorphism, ψ : NQ → (u0, u0 + ), then φ ◦ ψ = φ¯|(u0,u0+) and
r ◦ ψ = r¯|(u0,u0+).
3. Q admits a system of global bounded null coordinates (u, v) and hence
may be conformally embedded into a bounded subset R1,1. The bound-
ary of Q with respect to the topology of R1,1 is composed of a future
boundary,14 a past boundary which coincides with NQ and a C2 time-
like boundary I. As the boundary I is approached, the asymptotics of
Sect. 2.4 hold for the metric, i.e. (M, g) is asymptotically AdS in the
sense of [14].
4. The following modiﬁed notion of global hyperbolicity holds: all past di-
rected inextendible causal curves in Q either intersect NQ or have limit
endpoint on I.
5. T φ = − 1−μru ∂uφ +
1−μ
rv
∂vφ ∈ C0u(H1v,loc) ∩ C0v (H1u,loc), i.e. T φ is contin-
uous as a function of u (respectively v) with image in the set of H1loc
function of v (respectively u). Moreover, the ﬁeld φ satisﬁes the following
integrability conditions: for each constant v-ray, Rv in Q we have
∫
Rv
r2
[
r2
|ru|φ
2
u + |ru|φ2 +
r2
|ru| (∂uT φ)
2 + |ru| (T φ)2
]
du¯ < ∞
and for each constant u-ray, Ru in Q we have
∫
Rv
r2
[ |1 − μ|r2
|rv| φ
2
v + |rv|φ2 +
|1 − μ|r2
|rv| (∂vT φ)
2 + |rv| (T φ)2
]
dv¯ < ∞.
6. The renormalized Hawking mass  converges to M on I.
Hence, it follows from the above definition that the Penrose diagram15 of
a development of (characteristic) asymptotically AdS data takes the following
form:
13 We are excluding here the case where r = 0 on some axis of symmetry for simplicity. This
could nonetheless be handled as in the asymptotically ﬂat case.
14 Recall that the future boundary of Q is the set of points p ∈ ∂Q, such that there exists no
q ∈ Q such that p ∈ J−(q), where J− and ∂Q refer to the causal relations and the topology
of R1+1.
15 The reader not familiar with the usage of such diagrams will ﬁnd a good introduction in
Appendix C of [9]. In particular, our conventions agree with that of [9] and [16].
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Given two developments (Mi, gi, φi), i = 1, 2, of a C1+ka,M (N ) asymptoti-
cally AdS data set, we say that (M1, g1, φ1) is an extension of (M2, g2, φ2) if
there exists an isometric embedding ψ of (M2, g2) into (M1, g1), which maps
φ2 to φ1 and such that ψ−11 ◦ ψ ◦ ψ2, is the identity on N , where ψi, i = 1, 2
are the diffeomorphism mapping NQi to N as in the above definition.
This definition makes the set of developments a partially ordered set. The
maximal development is then by definition a maximal element, i.e. a develop-
ment which does not admit any extension.
We now turn the proof of Corollary 4.3.
Proof. We shall prove any development must agree, at least locally, with the
development given by Theorem 4.1. Given two developments, it then follows
that they agree locally with the development given by Theorem 4.1 and hence
are extension of a common development.
Let us thus be given a development (M, g, φ) of a C1+ka,M (N ) asymptot-
ically AdS data set, with N = (u0, u1]. Let NQ be the initial null ray as in
Definition 8.1. By part 2 of the above definition, we may apply a change of
u-coordinate so that NQ is identiﬁed with a subset (u0, u0 + ) of N . In this
coordinate system, we have ru = r¯u, φu = φ¯u, etc. on NQ. Since I is a C2
timelike boundary, there exists a function f with f ′ > 0 such that u = f(v) on
I. Let us consider the v change of coordinates V = f(v). Since this is C2-coor-
dinate transformation, it does not aﬀect the ﬁniteness of the invariant norms
of φ and the metric is at least as regular as in Definition 8.1 in the new coor-
dinate system. Hence, the variables (r, φ,,Ω) of the development (and the
associated renormalized variables), satisfy the Einstein–Klein–Gordon system
in the coordinate system used in Proposition 5.4 and have the regularity and
boundary conditions of Proposition 5.4. By uniqueness, the solution must agree
in the intersection of their domain of definitions, which contains in particular
a neighborhood of N ∩ I. 
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8.2. An Extension Principle Near Infinity
Assuming that certain uniform bounds hold in a triangle with the boundary
being I, we conclude that the solution can be extended to a larger triangle:
Proposition 8.2. Let Ψ = (r, φ,Ω,) be a solution of the EKG system in
a triangular region Δd,u0 as arising by Theorem 4.1 from C2a,M initial data.
Assume
lim
v→u0+d
r (u0 + d, v) = ∞. (93)
Suppose that there exist constants 0 < c < 1l2 , C > 0 such that
min
(
inf
Δd,u0
∣∣∣1 − μ
r2
∣∣∣, inf
Δd,u0
∣∣∣1 − μM
r2
∣∣∣
)
> c (94)
sup
Δd,u0
∣∣∣r3
(
ru
1 − μ +
1
2
) ∣∣∣ + sup
Δd,u0
∣∣∣r2∂u
(
ru
1 − μ
) ∣∣∣ < C, (95)
and such that for any constant v-ray, Rv, contained in Δd,u0 and intersecting I∫
Rv
r2
[
r2
|ru|φ
2
u + |ru|φ2 +
r2
|ru| (∂uT φ)
2 + |ru| (T φ)2
]
du′ +
∣∣∣r 5+s2 φu
ru
∣∣∣ < C.
(96)
Then there exists a δ > 0 such that the solution Ψ can be extended to the
strictly larger triangle Δd+δ,u0 .
Proof. Clearly, the solution can be extended to the set Δd+δ˜,u0 ∩ {v ≤ u0 +
d + δ˜ − } for some δ˜ > 0 which depends on  by continuity and the standard
local well-posedness result available away from the boundary.
To extend it to a full triangle Δd+δ,u0 , note that we have a uniformly
bounded asymptotically AdS initial-data set on each v = const-ray in Δd,u0 .
Let δ be the time of existence (v-length) associated with the bounds (94),
(95) and (96) by Theorem 4.1, however with C replaced by 2C and c by c2 ,
respectively, in(94)–(96). Pick the ray vc = u0 +d− δ2 . By the above argument
(and continuity), we can extend the solution to the ray (u0 + d − δ2 , u0 + d +
δ] × {u0 + d − δ2} for some δ < δ2 such that moreover (94)–(96) hold on
(u0 + d − δ2 , u0 + d + δ] × {u0 + d − δ2} with the constant C replaced by 2C
and c by c2 , respectively. Applying Theorem 4.1 extends the solution to all of
Δd+δ,u0 . 
Appendix A. An Extension Principle in the Interior
In this appendix, we present a second extension principle, which regards the
properties of solutions in the interior (that is, away from I) of the spacetime.
Remarkably, this extension principle does not use the energy conservation and
(as a consequence) is applicable also in the interior of the black hole. We thank
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Mihalis Dafermos and Jonathan Kommemi for introducing us to the argument
presented here.
Proposition A.1. Let
(Q+ × S2, g, φ) denote the maximum development of an
asymptotically AdS initial data set. Suppose p = (U, V ) ∈ Q+. If
1. D = [U ′, U ] × [V ′, V ] \ {p} ⊂ Q+ has ﬁnite spacetime volume
2. there exist constants r0 and R such that
0 < r0 ≤ r (u, v) ≤ R < ∞ for all (u, v) ∈ D, (97)
Then p ∈ Q+.
Proof. We ﬁrst note that since ru < 0 holds near I for an asymptotically AdS
spacetime, we must have ru < 0 in the entire maximal development as a con-
sequence of the Raychaudhuri equation (11). By the assumptions 1 and 2 we
have
U∫
U ′
V∫
V ′
Ω2dUdV < C (98)
and
1
C
< r0 ≤ r (u, v) ≤ R < C, (99)
for some constant C. Moreover, by compactness, we have on [U ′, U ] × {V ′}
and {U ′} × [V ′, V ] the estimates
1
N
< −r · ru < N, |r · rv| < N
|rφ| + |rφv| + |rφu| + |φuu| + |φuv| +
V∫
V ′
(∂vT (φ))
2 (U ′, v) dv < N (100)
|ruv| + |ruu| + |rvv| + |∂uΩ| + |∂vΩ| + | log Ω2| < N
for some constant N . We write (8) in the form
∂u (rλ) = −Ω
2
4
− 3
4
r2
l2
Ω2 +
2πr2aΩ2
l2
φ2 , (101)
where λ = rv. Using the bounds on the spacetime volume and the area radius
one derives the spacetime bound
U∫
U ′
V∫
V ′
Ω2φ2dUdV < C˜, (102)
where C˜ depends only on l and C. We also note the pointwise estimate
sup
[U ′,U ]
|rλ| ≤ N − 1
4
U∫
U ′
dU
(
1 + 3
r2
l2
)
Ω2 +
U∫
U ′
dU2πr2
a
l2
Ω2φ2, (103)
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which upon integration yields
V∫
V ′
dV sup
[U ′,U ]
|rλ| ≤ N (V − V ′) + C˜, (104)
and similarly,
U∫
U ′
dU sup
[V ′,V ]
|rν| ≤ N (U − U ′) + C˜, (105)
where ν = ru. We now partition the diamond D into smaller sub-diamonds
Djk given by
Djk = [uj , uj+1] × [vj , vj+1] j, k = 0, . . ., N (106)
and with u0 = U ′, uN = U, v0 = V ′, vN = V and such that for a given  > 0
we have
vk+1∫
vk
uj+1∫
uj
Ω2dudv <  and
vk+1∫
vk
sup
[uj ,uj+1]
|rλ|dv < . (107)
This is possible in view of the uniform bounds (98) and (104). Deﬁne also
Pjk = sup
Djk
|rφ (u, v) |. (108)
Pick an arbitrary point (u, v) ∈ Djk and consider the wave equation for φ:
∂u∂v (rφ) = φ∂uλ − ar2l2Ω
2φ. (109)
We have
v∫
vk
u∫
uj
ar
2l2
Ω2φdudv ≤ Ca,lPjk · , (110)
and also
v∫
vk
u∫
uj
φ∂uλdudv
=
v∫
vk
u∫
uj
φ
(
−3rΩ
2
4l2
− Ω
2
4r
− rurv
r
+ 2πr
a
l2
Ω2φ2
)
dudv ≤ Pjk · Cl
r20
· 
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in view of
v∫
vk
u∫
uj
−φrurv
r
dudv ≤ Pjk
v∫
vk
u∫
uj
−ru
r3
|rλ|dudv
≤ Pjk
v∫
vk
sup
[uj ,uj+1]
|rλ|dv
u∫
uj
−ru
r3
du ≤ Pjk · Cl
r20
· .
Hence integrating (109) in u and v yields for sufﬁciently small  the uniform
bound
Pjk < 2
(
sup
[uj ,uj+1]×{vk}
|rφ| + sup
{uj}×[vk,vk+1]
|rφ|
)
< 2 (Pj,k−1 + Pj−1,k) (111)
Inductively one steps back to P0,k and Pj,0 therefore obtaining a uniform bound
on Pjk in terms of the initial data. Taking the maximum over all sub-diamonds
yields
sup
D
|rφ (u, v) | < C˜. (112)
We continue by proving a pointwise bound on log Ω2. In view of the evolution
equation for this quantity, all this requires is the spacetime bound
U∫
U ′
V∫
V ′
∂uφ∂vφ dUdV
=
U∫
U ′
V∫
V ′
1
2
∂u∂v
(
φ2
) − φ
(
−ru
r
φv − rv
r
φu − a2l2Ω
2φ
)
dUdV
=
U∫
U ′
V∫
V ′
[
1
2
∂u∂v
(
φ2
)
+
ru
2r
∂v
(
φ2
)
+
rv
2r
∂u
(
φ2
)
+
a
2l2
Ω2φ2
]
dUdV < C˜.
The latter bound is immediate for the ﬁrst and the last term in the square
bracket in view of previous bounds on φ. The remaining terms can be inte-
grated by parts and (using the evolution equation for ruv) are easily seen to
be bounded. We conclude
| log Ω2| < C˜ (113)
With the pointwise bound on Ω2 and φ we now control Tuv itself pointwise.
Revisiting (103) therefore yields
sup
D
|rλ| + sup
D
|rν| < C˜. (114)
The bounds for higher derivatives are then straightforward using the evolu-
tion equations. The proposition ﬁnally follows as in [16] by applying a stan-
dard existence result sufﬁciently close to p, in view of the uniform bounds just
derived. 
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Starting from Proposition A.1 one can repeat the analysis of [16] and
determine the general global structure of the maximum development of
spherically symmetric EKG spacetimes. In the asymptotically ﬂat case, it
is shown in [16] (for the Einstein-Maxwell-charged Klein–Gordon equations,
which contains in particular the Einstein–Klein–Gordon system) that the
Penrose diagram of the evolution of any data set with a single asymptotically-
ﬂat end is as follows:
We refer to [16] for a precise description of all the components of the
boundary of Q.
It is instructive to relate the results of [16] to the asymptotically AdS
case considered in this paper. We remark that because the main theorem of
[16] only uses the monotonicity of the Raychaudhuri equations (but not the
monotonicity of the Hawking mass!) and the extension principle of proposition
A.1, a very similar picture can be established for the AdS case. More precisely,
the quotient of the maximal development of any asymptotically AdS initial
data set with one end has the following Penrose diagram:
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An important difference between the two cases regards the completeness
of null inﬁnity (i.e. when i = i+ in the notation of [16]). In the asymptoti-
cally ﬂat case, the standard proof of completeness of future null inﬁnity, I+,
relies on the monotonicity properties of the Hawking mass. In the AdS setting,
this monotonicity is not available; hence the proof of the completeness of null
inﬁnity requires a different analysis. In our companion paper [15], we prove in
particular the completeness of I for perturbations of Schwarzschild-AdS initial
data.
The following Corollary is an immediate consequence of the global space-
time structure established above. However, since it is precisely this statement
which will be applied in our companion [15], we give an explicit proof.
Corollary A.2. Let
(
r¯, φ¯
)
be an C1+ka,M (N ) asymptotically AdS data set with
k ≥ 1, which contains a (marginally) trapped surface, i.e. a point on N for
which rv ≤ 0. Then the quotient of the maximum development of the data set
must necessarily contain a subset as depicted below:
where uH is the boundary of the region for which r = ∞ can be reached along
constant u-rays. Moreover, the set u = uH+ belongs to the quotient of the
maximal development.
Proof. By Theorem 4.1 there exists a solution in a small triangle with r → ∞
along any constant u ray. Since by the Raychaudhuri equation (7) spacetime
points for which rv ≤ 0 cannot reach r → ∞ (i.e. I) in their future, there exists
a maximal u = uH+ such that r → ∞ along all rays with u < uH+ . Finally,
the ray u = uH+ is regular, since ﬁrst singularities along it are excluded by
Proposition A.1 and the monotonicity of r. 
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