Abstract. Correlation clustering is a concept of machine learning. The ultimate goal of such a clustering is to find a partition with minimal conflicts. In this paper we investigate a correlation clustering of integers, based upon the greatest common divisor.
Introduction
Correlation clustering is a concept of machine learning. It was introduced in Bansal et al. [2] , which gives a good overview of the mathematical background as well. Let G be a complete graph on n vertices and label its edges with + or − depending on whether the endpoints have been deemed to be similar or different. Consider a partition of the vertices. Two edges are in conflict with respect to the partition if they belong to the same class, but are different, or they belong to different classes although they are similar. The ultimate goal of correlation clustering is to find a partition with minimal number of conflicts. The special feature of this clustering is that the number of clusters is not specified.
A typical application of correlation clustering is the classification of unknown topics of (scientific) papers. In this case the papers represent the nodes and two papers are considered to be similar, if one of them cite the other. The classes of an optimal clustering is then interpreted as the topics of the papers.
The number of partitions of n vertices grows exponentially, hence there is no chance for exhaustive search at computer experiments. Bansal et al. [2] proved that to find an optimal clustering is NPhard. They also presented and analyzed algorithms for approximate solutions of the problem. The correlation clustering can be treated as an optimization problem: minimize the number of conflicts by moving the elements between clusters. Hence one can use the traditional and new optimization algorithms to find near optimal partition. Bakó and Aszalós [1] have implemented the traditional methods and invented some new ones. Both above cited papers assumes nothing on the signing of the edges. It is natural to expect that the rule of the signing affects the optimal clustering. This expectation motivated the investigation of the present paper. To define a systematic signing it is straightforward to label the vertices by natural numbers and the sign between two vertices depends on a number theoretical property of the label of these vertices. As each pair of integers has greatest common divisor, it is natural to call two vertices a = b similar if gcd(a, b) > 1 and different otherwise. In the sequel we prefer to use the words 'friend' and 'enemy' instead of 'similar' and 'different', respectively. Furthermore we refer to this graph as the network of integers. Note that the behavior of the gcd among the first n positive integers has been investigated from many aspects; see e.g. a paper of Nymann, [3] .
Bakó and Aszalós [1] have made several experiments on the network of integers. They discovered that the classes of the near optimal clustering have regular structure. In the sequel denote p i the i-th prime, i.e., p 1 = 2, p 2 = 3, . . . . Set
In other words, S i,n is the set of integers at most n, which are divisible by p i , but coprime to the smaller primes. Aszalós and Bakó found that
is highly likely to be an optimal correlation clustering for n ≤ 500. Notice that S j,m = ∅ for all large enough j, i.e., the union on the right hand side is actually finite. The aim of this paper is to show that for n 0 = 3·5·7·11·13·17·19·23 = 111 546 435 the decomposition (1) is not optimal. We prove that the number of conflicts in
is less than in (1) with n = n 0 . Unfortunately, we are not able to verify that (2) is optimal for n < n 0 . However, we can prove that the natural greedy algorithm (Algorithm 1), presented in the next section, produces the clustering (1) for n < n 0 , but (2) for n = n 0 . Thus our result shads some light on the difficulty to find optimal clustering of large graphs. Applying Algorithm 1 for the network of integers the results behave regularly until a certain large point, but then the regularity disappears. From our construction it will be clear that n 0 is the first, but not at all the last integer, which behaves irregularly. For example the numbers 3n 0 , 5n 0 , 9n 0 , . . . are odd and are divisible by three, but adjoining them to S 1,n causes less conflicts than adjoining them to S 2,n . Denote by S * i,n the class, which contains p i and is produced by Algorithm 1. We have no idea whether these sets have some structure and what is their asymptotic behavior. For example does the limit lim n→∞ |S * 1,n | n exist? Or is lim sup n→∞ |S * 1,n | n = 1 or is it smaller? The paper is organized as follows. In the second section we present Algorithm 1 and the main theorem. The third section is devoted to the proof of combinatorial lemmata and in the last section we prove the theorem.
Main result
To find an optimal correlational clustering of a labeled network is an NP-hard problem. To find an approximation of the optimal solution, it is natural to use greedy algorithms. For the network of integers we use the following strategy. The optimal clustering for {2} is itself. Assume that we have a partition of N := [2, n − 1] ∩ Z, then adjoin n to that class, which causes the least new conflicts. The result is a locally optimal clustering, which is not necessarily optimal globally.
Starting with a partition of {2, . . . , n − 1} this algorithm establishes a partition of {2, . . . , n} such that the conflicts caused by n is minimal. The output of Algorithm 1 on the input n is denoted by G(n). It is a collection of disjoint sets, whose union is [2, n] ∩ Z. It is easy to see that
. . . G(15) = {{2, 4, 6, 8, 10, 12, 14}, {3, 9, 15}, {5}, {7}, {11}, {13}}, moreover they are optimal as well.
Our main result is the following
is true, but
S j,n 0 .
Algorithm 1 Natural greedy algorithm
Require: an integer n ≥ 2 Ensure: a partition P of N 1: P ← {{2}}; 2: if n = 2 then return P 3: end if 4: m ← 3 5: while m ≤ n do 6:
M ← conflicts(P M , m) ⊲ the number of conflicts with respect to the partition P M caused by the pairs (m, a), a < m while j ≤ C do
11:
O ← op(j, P)
⊲ OP (j, P) denotes the j-th class in the partition P.
12:
P 1 ← P \ {O} 13: 
Auxiliary results
To prove the main theorem we need some preparation. Throughout this paper the number of elements of a set A will be denoted by |A|. In the first lemma we characterize that class of G(n − 1) to which Algorithm 1 adjoins n.
and B j,n = {m : m ∈ P j , gcd(m, n) > 1}.
Define E 0,n = B 0,n = ∅. Let J be the smallest index for which
Proof. Let K j denote the number of new conflicts, which arise adjoining n to P j (j = 0, . . . , M). Then
Algorithm 1 adjoins n to that PĴ for which KĴ is minimal and if there are more indices j with minimal K j thenĴ is minimal among them. This means that if
This is equivalent to
and further to
Thus |B m,n | − |E m,n | (m = 0, . . . , M) assumes its maximal value at m =Ĵ andĴ is minimal among the indices with this property. Hence J =Ĵ and the lemma is proved.
Corollary 3.1. The following assertions are true.
(1) If n is even, then n ∈ S 1,n .
(2) If n is a prime, then {n} ∈ G(n).
(3) If the smallest prime factor of n is p i and n ∈ S j,n , then j ≤ i.
Proof. We start with noting that as we pointed out earlier, the assertions hold for n ≤ 10. That is, we have
where, for simplicity, we set S j = S j,n−1 (j = 1, . . . , M).
Hence Algorithm 1 adjoins n to S 1 , i.e., to the class of even numbers.
(2) If n = 2 then (2) holds by Step 1. of Algorithms 1. Let n be an odd prime, G(n − 1) = {S 1 , . . . , S M } and S 0 = ∅. By Lemma 1 Algorithm 1 adjoins n to that S J for which |B j,n |−|E j,n | (j = 0, . . . , M) is maximal.
Since n is a prime, B j,n = ∅ for all j = 1, . . . , M. Thus |B j,n | − |E j,n | < 0 (j = 1, . . . , M), but |B 0,n | − |E 0,n | = 0. Hence n will be adjoined to the empty set, i.e. it will form alone a class in G(n).
(3) We may assume that n is odd and composite. Let n = q α 1 1 · · · q αt t , where q 1 < · · · < q t are odd primes and α 1 , . . . , α t are positive integers. We obviously have {q 1 , . . . , q t } ⊆ {p 1 , . . . , p M }.
Assume that q 1 = p i . Then every elements of S i is divisible by q 1 .
Thus, by Lemma 1, if n will be adjoined to S j then j ≤ i.
The next lemma describes a simple, but useful property of the integer part function.
Lemma 2. Let q 1 , . . . , q t be pairwise different odd primes, α 1 , . . . , α t positive integers. Let u be a positive integer coprime to q i (i = 1 . . . , t) and n = q
In particular, if u = 2 then
where m is the smallest positive integer such that the fraction on the right hand side is an integer. As q i j |n, we must have q i j |m (j = 1, . . . , k) as well, which implies q i 1 · · · q i k |m. This proves (4). If u = 2 then m = q i 1 · · · q i k is the smallest positive integer with the required property, because n − m is even.
The next lemma gives a good approximation for the size of S i,u . . Further, if p i is an odd prime, then
Proof. The first statement is obvious. To prove the second one we start with the identity
In the remaining of the proof we assume that the elements of the occurring sets are at most u. The sieve formula implies
the lemma is proved.
In the next lemma we prove an estimation for |B j,n | − |E j,n |, where
The elements of B j,n and E j,n are the friends and enemies of n in S j,n−1 , respectively.
Lemma 4. Let q 1 < · · · < q t be odd primes, α 1 , . . . , α t positive integers and n = q
Proof. As |B j,n | + |E j,n | = |S j,n−1 | we have
For |S j,n−1 | we can use the estimations of Lemma 3, thus we have to deal only with the second summand. As p j < q for all prime factors q of n, we have
{m : m ∈ S j,n−1 , q ℓ |m}.
Using again the sieve formula we get
We can compute the number of elements of U j,ℓ by using the sieve formula.
Combining these formulae we get
The last formula together with (6) implies
Changing the order of the summation we get
With Lemma 2 we get
and
where the constant C is at most 2 t+j−3 . This estimate together with Lemma 3 and (7) gives
where
The next lemma plays a key role in the proof of Theorem 1. In contrast to the classes of odd numbers, it is possible to give the exact values of the difference of the number of friends and enemies in the class of even numbers.
with q 1 < · · · < q t odd primes and α 1 , . . . , α t positive integers. Then
Proof. The statement could be proved by repeating the proof of Lemma 4 and using Lemma 2. However, there is a much more direct and simple way, which we present.
, gcd(h, n) = 1} and A 2 = {h : n+1 2 ≤ h < n, gcd(h, n) = 1}. Then A 1 and A 2 are disjoint and their union is A = {h : 1 ≤ h < n, gcd(h, n) = 1}. Plainly |A| = ϕ(n). The mapping ψ : h → n − h is bijective between A 1 and A 2 . Moreover, ψ(h) is odd if and only if h is even. Thus the number of even positive integers, which are coprime to n is ϕ(n)/2. As E 1,n is exactly the set of even integers, less than and coprime to n, the proof is complete.
Proof of Theorem 1
Despite of the lengthy preparation, the proof of Theorem 1 is complicated. First we confirm the cases where n is odd, 3 | n, and prove the second assertion. The hard part is to prove that (3) is true for n < n 0 . This is done by a combination of comparison of the estimations of Lemmata 3 and 4, some computer search and finally application of a tool from prime number theory.
4.1.
The cases n is odd with 3 | n, and proving the second assertion. Let n > 2 be an integer and assume that (3) holds for all m < n. Suppose further that k = 2, i.e. the smallest prime factor of n is q 1 = 3. Then by Lemma 5 we have |B 1,n | − |E 1,n | = n−1 2 − ϕ(n). A simple computation shows that |S 2 | = n−3 6
, which is a bit stronger then the statement of Lemma 3.
By Lemma 1, n is adjoined to S 1 precisely when |S 2 | < |B 1,n | − |E 1,n |. This inequality implies n−3 6 < n−1 2 − ϕ(n), which is equivalent to ϕ(n) < n 3
. Using the explicit form of ϕ(n) and dividing by n we get
. Thus Algorithm 1 adjoins n to S 1 if and only if
Inequality (8) is independent from the exponents α 1 , . . . , α t , thus n is minimal with this property if all exponents are one. For fixed t the number n is minimal if q 1 , . . . , q t are consecutive odd primes starting with q 1 = 3. A simple computation shows that the smallest n which is divisible by 3 and satisfies (8) is n 0 .
Remark 4.
1. An analogous computation shows that n 1 = 5·p 4 · · · p 14 = 2 180 460 221 945 005 is a candidate to be the smallest odd integer, which is not divisible by 3 and is adjoined to S 1 . However, as n 1 is much larger than n 0 and many odd integers between n 0 and n 1 , e.g. 3n 0 , 5n 0 , 9n 0 , . . . are adjoined to S 1 we are not sure that for example n ′ 1 = 5 · p 4 · · · p 13 will belong to S 1 or to S 3 . 4.2. Numbers with middle sized factors. Let n = q α 1 1 · · · q αt t < n 0 be such that p i = q 1 < q 2 · · · < q t . For i ≤ 2 Theorem 1 is already proved. Assume that i ≥ 3. By Lemma 1 Algorithm 1 adjoins n to S i,n−1 if and only if (9) |B j,n | − |E j,n | < |S i,n−1 | holds for all 1 ≤ j < i. By Lemmata 3, 4 we have
Thus if
then (9) holds, too. The last inequality is equivalent to
For fixed t and i the product
assumes its smallest value if the q k -s are the t consecutive primes starting with p i . Thus if n 1 = n 1 (i, j, t) denotes the smallest n, which satisfies
then (9) holds for all n ≥ n 1 having exactly t prime factors, from which the smallest is p i . We computed n 1 (i, j, t) for all triplets (i, j, t) with 3 ≤ i ≤ 20, 3 ≤ j ≤ i − 1, 1 ≤ t ≤ t i , where t i is the largest t such that t−1 k=0 p i+k ≤ n 0 . Remark that n 1 (i, j, t) > n 0 for i ≥ 20. By our computation n 1 (i, j, t) is a monotone increasing function of j for fixed (i, t), thus we displayed in Table 1 only the values n 1 (i, i − 1, t).
If
k=0 p i+k , which appeares often, then (9) cannot hold for the pair (i, t). These values are displayed in italics in Table 1. 4.3. Verification of the statement for numbers with one and two prime factors. The following lemma verifies Theorem 1 if n is a prime power.
Proof. If α = 1 then as for all j < i S i,n−1 = B j,n = ∅ and |N j,n | > 0 the statement is true. The statement is valid for p = 3 too because the smallest integer divisible by three, which lands in S 1 is n 0 . Let α > 1 and j < i. Then we have
If m ∈ B j,p α , then either m is divisible only by the first power of p, thus m/p ∈ E j,p α−1 or m is divisible by a higher power of p, in which case m/p ∈ B j,p α−1 , i.e.
Using this identity we get the proof of (10) by induction. Case 1, α = 2. Then |B j,p 2 | = |E j,p |. By Tchebishev's theorem there exists at least one prime q with p/p j < q < p. 2 ∈ S 4,n , 11 2 ∈ S 5,n . These facts together with the entries (i, t) = (3, 1), (4, 1) of Table 1 show that the assertion is true for p = 5, 7.
Case 2, α = 3. Then there exists a prime q with p 2 /p j < q < p 2 , i.e.
and this case is proved. By Table 1 the assertion is true for p ≤ 19. Case 3, α = 4. Identity (10) implies
We have plainly E j,
, where the second and third sets include all elements of E j,p 2 , which belong to the interval (p, p 2 /p j ] and (p 2 /p j , p 2 ] respectively. As p j ≥ 5 there exist at least two different primes q 1 , q 2 with p 3 /p j < q 1 , q 2 < p 3 , i.e.
Further, there exist primes q 3 , q 4 with p 2 < q 3 < 2p 2 and p 2 /2 < q 4 < p 2 . The sets The next lemma verifies Theorem 1 for integers, which have two different prime divisors and the smaller is at most 53.
Lemma 7. Let p = p i ≥ 3 and q > p be primes. If p ≤ 53 and
Proof. The idea of the proof is similar to the proof of Lemma 6. The assertion is true for i = 3 because the smallest integer divisible by three and not lying in S 2,n is n 0 . We start the proof of the general case with the identity
If p 2 > q then B j,⌊q/p 2 ⌋ = ∅ and we get
There exist primes r 1 , r 2 with q/2 < r 1 < q and p 2 /4 < r 2 < p 2 , r 2 = q, r 1 . Then E j,pq ⊃ r 1 E j,p ∪ E j,q ∪ r 2 E j,⌊q/p⌋ and the sets on the right hand side are disjoint. Thus if q < p 2 then pq ∈ S i,pq . Combining this with Table 1 , implies the assertion for p ≤ 17.
If p 2 < q < p 3 then (11) implies
If q ≤ 4p 2 then we have E j,⌊q/p 2 ⌋ = ∅ and the argument of the last case works here too. The other extreme case q > p 3 /2 also needs a separate analysis. Hence we assume 4p 2 < q ≤ p 3 /2. We have E j,⌊q/p⌋ = E j,p ∪ E j,(p,⌊q/p⌋] , where E j,(p,⌊q/p⌋] denotes the set of those elements of E j,⌊q/p⌋ , which belong to the interval (p, ⌊q/p⌋]. There exist primes r k , k = 1, 2, 3, 4 such that r 1 , r 2 ∈ (q/4, q), r 1 = r 2 , r 3 ∈ (p 2 /2, p 2 ), r 4 ∈ (p 3 /16, p 3 ), r 4 = q, r 1 , r 2 . Plainly r 3 < r 1 , r 2 , r 4 . Then
and the sets on the right hand side are disjoint. The first claim holds because of the choice of the size of the r k 's. If m ∈ r i E j,p , i = 1, 2 then r i p j |m, thus m ≥ r i p j > qp j /4 > q, hence m / ∈ E j,q . A similar argument shows that E j,q ∩ r 4 E j,⌊q/p 2 ⌋ = ∅. Table 2 .
e. E j,q ∩ r 3 E j,(p,⌊q/p⌋] = ∅, which finishes the proof of this case.
There remains to treat the case q > p 3 /2. We have also E j,⌊q/p⌋ = E j,2p ∪ E j,(2p,⌊q/p⌋] . There exist primes r k , k = 1, 2, 3, 4 such that r 1 , r 2 ∈ (q/8, q/2), r 3 ∈ (p 2 /2, p 2 ), r 4 ∈ (p 3 /16, p 3 ), r 4 = q, r 1 , r 2 . Plainly we also have r 3 < r 1 , r 2 , r 4 . Then
and the sets on the right hand side are disjoint. The proof is the same except that if m ∈ r 3 E j,(2p,⌊q/p⌋] then mr 3 > 2pp 2 /2 > q. The proof of the lemma is complete.
4.4.
Numbers with three prime factors. Up to now we proved Theorem 1 for integers with at most two prime divisors, such that the smaller is at most 53. Unfortunately we did not found any meaningful generalization of Lemma 7 to integers with three prime divisors. By Table 1 the smallest prime factor of such a candidate is at least 19. For each prime 29 ≤ p ≤ 43 we computed all integers, which are divisible by p, lie below the bound given in Table 1 and have three different prime divisors, which are at least p. Their number, n(p) is given in Table 2 .
Fix p = p i . For each candidates n we computed |B i−1,n | − |E i−1,n |. For this purpose we used a variant of the wheel algorithm, see e.g. [5] . In our case this listed efficiently the elements of S i−1,n because we know than they are divisible by p i and, on the other hand, relative prime to 2, 3, 5, 7. For each m produced by the wheel algorithm we computed the gcd(m, i−2 j=5 j). If this is not one, then m does not belong to S i−1,n , otherwise we added one to the counter of |E i−1,n | or |B i−1,n | according as gcd(m, n) = 1 or not. We found in each case that |B i−1,n | − |E i−1,n | < 0, which means n cannot be adjoined to S i−1,n . The total computational time was some minutes on a notebook. Remark 4.2. The extension of the computation for larger values of p is very time consuming. We performed the same procedure for p = 67, in which case the number of candidates is 90338. The total computational time on the same computer took about one day. The application of tools of the prime number theory saved lot of computer time and is much more elegant.
4.5.
Numbers with large prime factors. In the previous sections we proved Theorem 1 for integers such that their smallest prime factor is at most 47. Proposition 1. Let n 0 = 111546435. Assume that for any n with n < n 0 having a prime factor ≤ 37, the partition is the expected one, i.e. (1) holds. Suppose that n < n 0 , such that n is composed of primes ≥ 41. Then n belongs to the class S i,n , where p i is the smallest prime divisor of n.
To prove the Proposition, we need the following lemma.
Lemma 8. Let x ≥ n 2/3 0 and t ≥ 41 be real numbers. Then we have
Proof. By a classical result of Rosser and Schoenfeld [4] we have x log x 1 + 1 2 log x < π(x) < x log x 1 + 3 2 log x for x ≥ 59. Hence the statement easily follows by a simple calculation.
Proof of the Proposition. First observe that n cannot have more than four prime divisors, counted with multiplicity. Write n = q 1 · · · q I with 2 ≤ I ≤ 4, 41 ≤ q 1 ≤ · · · ≤ q I . Take an arbitrary prime p ℓ with 37 ≤ p ℓ < q 1 . We show that n cannot be put into the class S ℓ,n . For this it is sufficient to show that n has more enemies in S ℓ,n than friends.
First observe that the elements of S ℓ,n have at most four prime divisors, counted with multiplicity. Hence the friends of n in this class have the form p ℓ q i r 1 r 2 , p ℓ q i q j r 1 , p 2 ℓ q i r 1 , p ℓ q i r 1 , p ℓ q i , p ℓ q i q j , p ℓ q i q j q k , p 2 ℓ q i , p 2 ℓ q i q j , p 3 ℓ q i where r 1 and r 2 are primes > p ℓ distinct from q 1 , . . . , q I , and the indices i, j, k may be equal.
Observe that if p ℓ q i r 1 r 2 is a friend of n, then p ℓ r 1 r 2 , p 2 ℓ r 1 r 2 , p 2 ℓ r 1 , p 3 ℓ r 1 ∈ S ℓ,n are distinct enemies of n. We show that the number of other friends of n is smaller than the number of enemies of n in S ℓ,n of the form p ℓ q where q is a prime greater than p ℓ . For this first note that the remaining friends of n are of the form qp ℓ P or p ℓ P , where P is a product of a power of p ℓ and of q i -s, and q is a prime > p ℓ . The number of friends of the form p ℓ P is at most 52, since P can be q i , p ℓ q i , p 2 ℓ q i , q 2 i , p ℓ q 2 i , q i q j , p ℓ q i q j , q 3 i , q 2 i q j , q i q 2 j , q i q j q k with 1 ≤ i < j < k ≤ 4, while for the friends of the form qp ℓ P we have q ≤ n 0 /p ℓ q 1 , and here P may take at most the 18 values q i , p ℓ q i , q 2 i , q i q j (1 ≤ i < j ≤ 4). Hence the number of friends of n in S ℓ,n of the latter form is at most 18π(n 0 /p ℓ q 1 ). On the other hand, the number of enemies of n in S ℓ,n of the form qp ℓ is at least π(n 0 /p ℓ ) − π(p ℓ ) − 4. So we are left with the case p ℓ > 3 √ n 0 . Then obviously n = q 1 q 2 with p ℓ < q 1 ≤ q 2 . However, then obviously, n has the only friends p ℓ q 1 , p ℓ q 2 in S ℓ,n . Since p ℓ and p 2 ℓ are enemies of n in S ℓ,n , and all the elements of S i,n with p i = q 1 are friends of n, the statement also follows in this case.
