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Various kinds of iterative methods have been proposed for the solution of non- 
linear multipoint boundary-value problems MPBVP’s. However, it is necessary for 
these methods that the adjusting matrix, which corresponds to the Jacobian of non- 
linear equations, is nonsingular at the solution. In this paper an algorithm for the 
singular solution of nonlinear MPBVP’s, which is an extension of the modified 
deflation algorithm for the singular root of nonlinear algebraic equations developed 
by the author is presented. According to the present method, the singular solution 
can ultimately be reduced to the usual simple solution and both convergency and 
accuracy can greatly be improved. The effectiveness of the present method is shown 
by solving two ihustrative examples. 0 1987 Academic Press, Inc. 
1. INTRODUCTION 
The present paper deals with singular nonlinear multipoint boundary 
value problems (MPBVP’s) of ordinary differential equations (ODE’s). Let 
L-2 =,0x, t), t,<t<t,, ma2 (1.1.1) 
be a system of n ordinary differential equations, where x = (x,, x2,..., x,)~ 
and f= Vi, f2,..., fJT, and f is defined and twice continuously differen- 
tiable with respect to x in a region D of (t, x)-space bounded by two hyper- 
planes t = tl and t = t, (t, < t,). Then we are concerned with the solution 
x*(t) of ( 1.1.1) which satisfies the nonlinear boundary condition, 
&II) = g(x(tl), x(t2),..., x(t,)) = 0, s=k , ,..., g, IT7 (1.1.2) 
where g: R" x R" x ". x R” + R” is a vector function which is algebraic in 
x(tl), I= 1, 2 ,..., m. 
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In general closed-form solutions are not available for the nonlinear 
MPBVP’s given by (1.1) and a series of relined numerical methods has 
been developed. Among them the shooting methods and their variants, in 
which the numerical solution of the nonlinear MPBVP is found by 
integrating an appropriate initial value problem with the initial condition 
,u(t,) =x0, are possibly the methods most commonly used to solve the 
problems [l-5, 779, 12, 14-17, 23, 27-29, 32, 331. 
We discuss here the shooting method by means of the quasilinearization 
method (QLM) [3] which is a special case of the generalized New- 
ton-Raphson method in a Banach space. Starting from an initial condition 
‘.Y~) #.x$ in a neighborhood of the exact initial condition .r$, the QLM 
defines the sequence of approximations 
s(“xJk+ ’ X” - /‘x0) = - g( kx,), k = 0, 1, 2, . . . . (1.2.1) 
where the adjusting matrix S (see Sect. 2.1) is defined by 
W-k,) = f i3g(kI)l~-~(~,)l @h; t,, t, 1, (1.2.2) 
/= I 
and the fundamental matrix @ in (1.2.2) is given by 
d(kx,; t, t,)=jJkx, t) @qk.u,; 1, t,), @(k~,; t,, t,)=Z. (1.2.3) 
Here f, denotes the Jacobian. 
It is necessary for the shooting method of QLM types that the adjusting 
matrix S(x,*) is nonsingular at the initial point t,. If the adjusting matrix S 
is singular, a linear convergence of the QLM sequence to the solution is the 
best that one can expect and it is difficult to obtain the accurate solution. 
In this paper a new algorithm for the solution of such a kind of singular 
nonlinear MPBVP’s is proposed. The algorithm is an extension of the 
modified deflation algorithm (MDA) for the singular root of a system of 
nonlinear algebraic equations developed by the author [21, see also 18, 20, 
301. The basic idea is to replace some of the original boundary conditions 
by a set of new equivalent boundary conditions which are generated from 
the adjusting matrix given by (1.2.2). 
In Section 2 the QLM is discussed first and similarly to the singular root 
of nonlinear algebraic equations [6, 10, 13, 2(r22, 24261, the singular 
solution of nonlinear MPBVP’s is defined. Then, in Section 3, we show that 
the singular nonlinear MPBVP’s can be classified into four types depending 
on the structure of the boundary conditions and the computational 
algorithms are developed for these types, in which the initial value 
adjusting method [14-17, 31-331, and numerical and symbolic 
manipulations play important roles. According to the algorithm, since the 
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singular MPBVP is ultimately reduced to a MPBVP with a simple 
solution, both convergency and accuracy can greatly be improved. 
Lastly two illustrative examples are given to show the effectiveness of the 
present method. 
In the following /I./l denotes the Euclidean norm. 
2. QUASILINEARIZATION METHOD 
We first consider the QLM for the solution of nonlinear MPBVP’s and 
define the singular solution of nonlinear MPBVP’s. 
2.1. Nunsingular Case 
At the (k + 1 )st iteration, consider the following initial value problem: 
i =f‘(x, f), x(t,)=k+‘Xg, (2.1) 
and denotes the solution by x(t) = k + ‘x(t). Subtracting (2.1) at kth 
iteration from that at (k + l)st iteration and then using a truncated 
Taylor’s series expansion about ‘-u(t), we have 
L + ‘1 - k.t =.f‘,( kx, t)(k + ‘x - kx), k+‘X(t,)-kX(f,)=k+‘XO-kX~. 
(2.2) 
Using @ given by (1.2.3) the solution of (2.2) can be expressed as 
k+ ‘x(t) = G(r) + @(kx,; t, t1)(k+ ‘x0 - kxo). (2.3) 
Substituting k+‘X(t,) (I= 1, 2 ,...) m) into the boundary condition (1.1.2) and 
then expanding the equation into a Taylor’s series through first terms 
around ‘x(1, ), we have (1.2.1), which is the generalized QLM. 
It is well known that if the adjusting matrix S(x,*) is nonsingular at x,*, 
then starting from any initial condition ‘x0 in a sufficiently small closed 
ball B(x,*) centered at x,*, the QLM iteration converges quadratically to 
the exact initial condition x,*, that is, there exists a constant y such that 
II k+‘XO-Xg*lI dYIIkX,-xXg*l12> o<y< l,k=O, l).... 
As for the details, refer to [4, 7, 12, 14, 27, 28, 331. 
(2.4) 
2.2. Singular Case 
In the previous subsection, the adjusting matrix S(x,*) is assumed to be 
nonsingular. However, if the matrix is singular at the exact initial condition 
x,7, then the quadratically convergent property (2.4) does not hold. Let a 
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region &x,X) = II($)\ { x0) det S(x,) = 0 , x0 E B(x,*)} in the neighborhood 
of x0*. 
From the QLM iteration (1.2.1) with kxO E &x,*), we have 
k + ‘x0 = kxg - S(kX,) ‘g(“x,). (2.5) 
On the other hand, a Taylor’s series expansion of ( 1.1.2) around x$ 
deduces that 
g(kxo) = g(xX) + S(x,*)(kx, -xX) + O( I(kxo - x,*I12). (2.6) 
From (2.5) and (2.6), we have the following: 
k+‘xyg-.$=kxg- r* -s(kx”)-‘{g(kx,)-g(xo*)} 
= (I-,&,) 'S(X,*)}(~X,-X,*)+~(//~X,-XX~*~I~), (2.7) 
where Z denotes the n x n identity matrix. 
We now have the following theorem of the QLM for the singular 
solution. 
THEOREM 2.1. Suppose that the adjusting matrix S(x,*) at xz is singular 
and .for ‘x0 E b(x$ ), ‘xg # x,*, the following condition is satisfied: 
IIz-s(kx,) ‘S(.~g*)+O(llk~~yg---Yg*/I)I/ dy< 1. (2.8) 
Then the estimate 
/I k + ‘.qJ - xo* 11 d y I/ kX” - xo* II) k = 0, l,.... (2.9) 
holds, which shows that the convergence qf the QLM iterates is linear. 
Similarly to (1.2.2) define the adjusting matrix S(x(t)) at any t E [tl, t,] 
by 
S(x(t)) = -f C&dx,Yw~,)l @(x(t); t/5 t). (2.10) 
/=I 
Then we have the following. 
THEOREM 2.2. Let x(t)*, t E [t,, t,], he the solution of the MPBVP 
given hy (1 .l .l ) and ( 1.1.2) with the initial condition x(t ‘) = xz. Zf the 
adjusting matrix S(x,*) at the initial point t, is singular and the fundamental 
matrix @(x$ ; t, t,) is nonsingular, then the adjusting matrix S(x(t)*) at 
t E [t , , t,] is also singular. 
Proaf Operating @(x $ ; t, tl) from the right-hand side of (2.10) and 
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taking into account that x(t)* is the solution of the MPBVP with the 
initial condition x:, we have 
KY(f)*) @($; t, r,) 
= 
i 
,?, 
,;, [dg(x,*)/ax(t,)] @(.x(r)*; f,, t) @(x(-f; t, t,)=S(x,*). 
I 
(2.11.1) 
From (2.11.1) and the property of the determinant of an IZ x n matrix, we 
deduce that 
det S(x(t)*).det @(xg*; t, t,)=det S(x,*). (2.11.2) 
Since det @(x0*; t, t, ) # 0 for any t E [t, , t,,] by the assumption, we com- 
plete the proof. 
Remarks 2.1. (i) As for the theorem, refer also to 171. 
(ii) As for the properties of elements of the singular adjusting matrix 
S(.u,T), see Section 2 in [21]. 
3. CLASSIFICATION OF SINGULAR NONLINEAR PROBLEMS 
Depending on the structure of the boundary conditions, the singular 
nonlinear MPBVP’s can be classified into four types. 
(1) T?ipe 1. Consider that the boundary condition ( 1.1.2) has the 
following form: 
g(dt,)) = 0, 1~ Cl, ml, (3.1.1) 
where 
det A(x(t,)*) = 0, A(x(f,)) = C%(x(t,)YW~,)l. (3.1.2) 
In this case, we can consider that, in place of t,, t, is the initial point, and 
have A(x(t,)) = S(x( tl)). Since the Jacobian (3.1.2) of the boundary con- 
dition is singular independently to the ordinary differential equation 
(1.1.1 ), the modified deflation algorithm for nonlinear algbraic equations 
[21] can be directly applied to (3.1.1) and the following theorem holds. 
THEOREM 3.1. Zj” det A(x(t,)*)=O, then det S(x(t,)*)=O, t,E [t,, tm]. 
(2) Type 2. Consider the boundary condition given by 
g(-x,)= ,g(x,(t,))+ .” +.s(x,(tn))=O9 (3.2.1) 
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where 
det A($) = 0, A(.uo) = II..., a,g(~~o)l~x,(r,),...l, (3.2.2) 
and ,g(x,(t,)), I= l,..., n, is an n vector. Then from (1.2.2) we have 
S(x,,) = . . i (2, g/dx,( t,) ~,i(xo~ 1 f,,flI),...1 1 j= 1,2 ,..., n, (3.2.3) /== I 
where dci, I, j = 1, 2 ,..., n, denotes the /j element of CD. 
As for the n x n matrices A and B with the jth column vectors a, and b,, 
j= l,..., n, respectively and a constant 2, the following properties are well- 
known: 
(i) det[a,...a,+h;..a,,]=detA+det[a,.~.h;..u,,], (3.3.1) 
(ii) det[u, ~~~au;~~u,,] =cc(det A), (3.3.2) 
(iii) det(AB) = (det A)(det B), (3.3.3) 
(iv) if u,=u,, i#j; i, jE [l,n], then det[ul~~~u;~~u;~~u,,] =O. 
(3.3.4) 
Applying the properties of (3.3) to (3.2.3) we have 
det S(x,,) = det Yyz(xO). det A(q), (3.4.1) 
where 
d22bo; t2, t,).‘~42,,(-~“; t,,, t,) 
det Y’2(~,)= i (3.4.2) 
4,,2(x 0; 12, t,)~..d,,(xo; t,,, t,) 
We now have the following: 
THEOREM 3.2. I’ det A (xg* ) = 0, then det S(x,* ) = 0. 
EXAMPLE 3.1. As an example, consider the following boundary con- 
dition: 
4x,(t,)+~df2)~-8 zo 
x,(t,)‘+2x,(t,)-5 1 ’ (3.51) 
which has the singular root (x,(t,)*, x2(t2)*)* = (1, 2)=. Then we have 
4 
A@,) = 
2x2(t2) 
2x,(f,) I 2 ’ 
Go) 
4 + 
2X2(f*) 42, 2-x2(t2) 422 = 2-~,(t,) + 242, 322 1 . 
(3.5.2) 
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From the above, it is easily seen that since det A(.ui) =O, det S(.xX)=O 
independently to the ODE’s 
(3) ~VPPC~ 3. Suppose that the boundary condition is given by 
g(x,) = d-x,(t, L .Tj(fn)) = 0, .iF I13 nl, (3.6.1) 
where 
det A(.$) = 0, A(x,) = [ . . . . dg/dxj(r,) ,... 1, i= 1 ,..., n. (3.6.2) 
Then from ( 1.2.2), we have 
S(.u,) = . . . . i (dg/asi(t,) f$;;(x,; f,, t,)} )... ) 1 i = l,..., n, (3.6.3) /= 1 
and applying the properties (3.3), we deduce that 
det S(x,) = det Yy,(x,) det A(x,), 
where 
det !PJx,) = 
(3.6.4) 
From the above, we have the following. 
THEOREM 3.3. [f‘det A(x,*) = 0, then det S(x,*) = 0. 
EXAMPLE 3.2. Consider the following boundary condition: 
4x,(t,)+~,(t,)~-8 =o 
x,(t,)2+2xl(t*)-5 I 
with the singular root (x,(r,)*, ~~(t~)*)~ = (1, 2)T. Then we have 
A(x,) = 
4 2x,(t2) 
2x,(1,) 1 2 ’ 
det S(x,)=det A(x,).d,,(x,; t,, t,). 
(3.7.1) 
(3.7.2) 
(4) Type 4. Otherwise. 
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Remarks 3.1. It is easily seen that the determinants of adjusting 
matrices for Types l-3 are separated into bilinear forms of det Y and det A. 
Hence, if det Y # 0, then in place of S(x,) we can apply the MDA to the 
Jacobian A(x,) of the boundary condition (1.1.2) and the computational 
procedures can be abbreviated (see Sect. 4.1 and Ex. 5.1). 
4. INITIAL VALUE ADJUSTING METHOD 
WITH MODIFIED DEFLATION ALGORITHM 
In the previous section, singular nonlinear MPBVP’s are classified into 
four types. Let us now propose computational algorithms for the problems, 
termed the initial value adjusting method with the modified deflation 
algorithm (IVAM with MDA, in short). As for the details of the IVAM 
and MDA, refer to [ 14-17, 32, 331 and [l&21, 301, respectively. 
4.1. Algorithm for Types 1-3. The IVAM with MDA for these types of 
problems can be abbreviated as follows: 
Step 1.0. Set k = 0. 
Step 2.0. Set j = 1. 
Step 2.1. Compute the perturbed initial value problem: 
i =f(x, t), x(t,)= k~,+ k.5e,, t, d t 6 t,,, (4.1.1) 
and denote the solution by x(t) = kyi( t), where “yj is an n-dimensional vec- 
tor, ke is a perturbation parameter such that 0 < k.s < 1 (k = 0, l,...), and e, 
denotes the jth unit vector. 
Step 2.2. Substituting the solution ky, into the boundary condition g, 
compute the following values: 
dky,(tl)) = g(kYj(tl L kY,k?J)? (4.1.2) 
sj(k-uO; kE)= Cg(k.Yj(tl))- g(kxO)l/ke, (4.1.3) 
where s, is the jth column vector of the n x n perturbed adjusting matrix 
S(kx,; k&). 
Step 3. If j< n, then set j= j + 1 and return to Step 2.1. Otherwise 
proceed to the next step. 
Step 4. Solve the linearized equation 
S(kX& k&)(k+ ’ x,-kXo)= -g(kx,) (4.1.4) 
by the numerical Gaussian elimination method and obtain a new initial 
condition k + ‘x0. 
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Step 5. Compute the stopping condition defined by 
/‘+‘G= Ilg(k+‘x”)/I, (4.1.5) 
and if k+ ‘G d lo-“, x 3 0, termed the stopping criterion, then terminate the 
procedure. If 10 -’ < “+‘G< lo-“4 1, Od/I<a, and k+‘G/kG< 1, then set 
k = k + 1 and return to Step 2.0. Here h + ‘G < 10 P is termed the deflation 
criterion. Otherwise proceed to the following MDA process. 
Step 6.1. Compute the rank of S(k~,; k~), say r (0 < r < n), and the 
pivot matrix P, (see (3.2) in [21]). Then obtain the classified adjusting 
matrix Clas[S(kx,,; l‘~)] (see (3.3.1)) in [21]). 
Step 6.2. If there is a numerical zero element (NZE) s,,, u, ue[ 1, n] 
in the matrix such that I.s,,.(~x; ke)( < 10 p and I.Y,,.(~x; k~)I/ 
Is,,.(” ‘x,; k ‘s)I < 1 (see subsection 2.3 in [21]), then, using symbolic dif- 
ferentiations by a symbolic manipulation language such as REDUCE [ 111, 
obtain its corresponding analytic element a,,,.(+,) of A(x,) given in 
Section 3. 
Step 6.3. Set 2, + ,(x0) = aur,(xO), and replace g,, , by S, + , . Set 
r=r+ 1. 
Step 6.4. If r = n, then set it = k + 1 and return to Step 2.0. Otherwise 
return to Step 6.2. 
As for the perturbed adjusting matrix S(x,; E), we have the following. 
THEOREM 4.1. Let S(x,; E) and @I he the perturbed adjusting matrix 
given by (4.1) and the jth column vector of @, respectively. Then the follwing 
relations hold: 
(1) lim C.v,(fl)-.$tl)ll~= @,(x0; th tt), j= l,..., n; I= l,..., m, (4.2.1) i. + 0 
(2) lim S(x,; E) = S(x,). (4.2.2) 
/ -* 0 
As,for the details, see [14]. 
4.2. Algorithm for Type 4. Steps 1 SL6.1 for Type 4 are the same as 
those of the algorithm for Types l-3. 
Step 6.2. If there is a numerical zero element (NZE) s,,, u, ve[ 1, n], 
in the perturbed adjusting matrix such that Is,,(~x~; k~)] < lop8 and 
bAh.%; k&)llls,,.(k- ‘x0; k ~~ ‘&)I < 1, then, using symbolic differentiations, 
generate its corresponding analytic element s,,(xO) of S(x,) defined by 
(1.2.2) and the ordinary differential equation (1.2.3) for the fundamental 
matrix @. 
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Step 6.3. Set g,., r(xO) = s,,(x,,), and replace the original g,, , by 
gr+,. Set r=r+ 1. 
Step 6.4. If r < n, then return to Step 6.2. Otherwise set it = k + 1 and 
replace (4.1.1) (4.1.2), and (4.1.3) by 
and 
1 =f(x, t), x(t,)=‘x,+‘rei, (4.1.la)’ 
d=f,@, @(x(t,); t,, t,)=A (4.1.lb)’ 
,$?(-4t, 1) = (s, ,..., g,, it.+, >..‘, &L) = 0, (4.1.2)’ 
*yj(ExO; ‘&)= Ci(LYj(t*))- g(EXO)IIKE> (4.1.3)’ 
respectively, and return to Step 2.0 in Subsection 4.1. 
The MPBVP given by (4.1.1)’ and (4.1.2)’ is termed as the deflated 
MPBVP. We now have the following. 
THEOREM 4.2. Let s,( y,(t,); E) and s/(x,,) be the jth column vector defined 
by (4.1.3)’ and the analytic jth column vector of the adjusting matrix S(x,) 
,for the dqflated MPBVP given by (4.1.2)‘, respectively. Then the following 
hold.7. 
lim Sj( I’,( t, ); E)/E = S,(x,), j= l,..., n. (4.3.1) 
i. - 0 
As ,for the proof, see [ 141. 
5. ILLUSTRATIVE EXAMPLES 
As illustrative examples, consider the following van der Pol equation 
given by 
XI ['I 1 x2, i2 = O.Ol(l -x12)x2-x, 1 (5.1) 
EXAMPLE 5.1. Suppose first that the boundary condition for (5.1) is 
given by (3.5.1) with t, = 0 and t, = 1, which belongs to Type 2. Then it is 
easily seen from (3.5.2) that det A(x*) =0 and rank ,4(x*) = 1 at the 
solution (x:(t,), xf(t2))T= (1, 2)T, independently to the ODE (5.1). 
Applying the analytic Gaussian forward elimination to (3.5.2), we have 
A$‘] = [; ‘;;;;;)I, aS:l(x)=2-x,(t,) x,(t,). (5.2) 
Note here that ai:] =O. 
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By way of a numerical example, let the initial guess ‘.yO = (0.5, 5.0) r. For 
the numerical integration, the RungeeKutta method with double precision 
arithmetic and the step size h = 2 x 10 ’ are used, and as the deflation and 
stopping criteria, 10 ’ and 10 ” are adopted. respectively. 
The convergence behaviours of “G defined by (4.15) are given in 
Table 5.1 for the IVAM (I) with and (II) without the MDA, where the 
perturbation parameter is E = 10 ’ for all k. 
At the 6th iteration of the iteration of the IVAM with MDA, the 
deflation criterion 10-j was satisfied, and the pivot matrix P, given by 
(3.2) in [21], the rank of the perturbed adjusting matrix, the classified 
adjusting matrix Clas[S(kx; E)] in [21], the geometric ratio y in (2.9), kG 
defined by (4.1.5) and the value of ~5:’ in (5.2) were computed to be 
(i) P, = [l f] (5.3.1) 
(ii) rank S(6x,,; E) = 1, (5.3.2) 
(iii) Clas[S(6x,; E)] 
1.090 0.995 1 1 
= Clas 
1.232 1.000 
I[ = 
1 1 
I ’ (5.3.3) 
(iv) ‘/ = 11 ‘x0 - x; II/II ‘x,, - x; )I = 0.4998, (5.3.4) 
(v) ‘G/‘G = 0.2500, (5.3.5) 
(vi) 164~Jl/l 5a$;‘l = 0.4955, (5.3.6) 
respectively. Since, from (vi), az2 [‘I of (5.2) is an NZE, we replace g, by a$:] 
and have a new set of boundary conditions: 
g= 4x,(t,)+x,(tA2-8 =. 
2 - X,(fl) x,(b) I (5.4) 
from the 7th iteration on. From Table 5.1, we see that a quadratic con- 
vergence is obtained after the 7th iteration. The numerical solutions 
obtained are given in Table 5.2. 
EXAMPLE 5.2. Secondly let us solve (5.1) with the boundary condition 
g= g' = 
Hi 
xl(t,)+ax,(t2)+x2(f,)*-b =o 1 (5.5.1) g2 cx,(t,)2+x2(t,)-d ’ 
where t, =O, t,=0.5, I,= 1, and 
a = - 0.712710841715850, 
c = 0.427909747385296, 
b = - 0.258887329600159, 
d = 0.648930342563872, 
(5.5.2) 
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TABLE 5.1. 
Convergence behaviors of G 
iteration 
Example 5.1 Example 5.2 
(I) with (II) without (I) with (II) without 
6 
1 
8 
9 
IO 
0.19 x 10’ 
0.11 x loo 
0.14 x 10-1 
0.68 x lo.-* 
0.19 X 10-l 
0.49 x 10 -3 
0.19 x 10’ 0.91 x 100 0.91 x 100 
0.11 x IO0 0.15 x IO0 0.15 x 100 
0.14 x 10-1 0.23 x 10-l 0.23 x 10-l 
0.68 x lo-* 0.44 x 10-l 0.44 x lo-* 
0.19 x IO-2 0.10 x 10-2 0.10x 10-2 
0.49x 10-j 0.26 x lo-’ 0.26 x lo-’ 
0.12 x 10-j 0.64 x 10m4 0.64 x 10m4 
0.30x 10m4 ’ (jij, id-‘1 ’ 0.16 x lO-4 
0.76~10-~ 0.55 x 10 -4 0.40 x 10-j 
0.19 x lo-’ 0.85 x 10-s 0.10 x lo-5 
0.47 x 10m6 0.19x 10-15 0.25 x lo-” 
which are obtained from the solution of the initial value problem (5.1) with 
the initial condition (x,(ti)*, ~*(t,)*)~= (1, 2)T. 
The analytic elements of the adjusting matrix S(x,) are given by 
s II = 1 +4,*(x0; t2> t,)+2x,(f,) 421(%; 13, t,h 
s 12=412(Xcl;fZ, t,)+2X*(f3)~22(Xo;f3r t,h 
(5.6) 
s 21=2cx,(t,)+~2,(xo; t3, tl)? 
s22 = d22bo; t,, t,), 
where 4, denotes the ij element of Q’, and we have rank S(x,*) = 1 and 
s,,(x$) =s,,(x,*) =0 at the solution. 
By way of the numerical example, let the initial guess Ox0 = (2.0, 3.0)T. 
For the numerical integrations, the same data as Example 5.1 are used. 
The convergence behaviors of kG are given in Table 5.1 for the IVAM (I) 
with, and (II) without the MDA, where the perturbation parameter is 
again&= 10 ‘. 
TABLE 5.2. 
Numerical solutions of the IVAM with MDA (Ex. 5.1) 
1 x ! X2 
0.0 0.10000000000000 x 10’ 0.61119129918789x10’ 
1.0 0.55040080723255 x 10’ 0.20000000000000 x 10’ 
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At the 6th iteration of the IVAM with MDA, the deflation criterion was 
satisfied, and the following values are obtained: 
(i) P, = [S ;], (57.1) 
(ii) rank S(6x,; E) = 1, (5.7.2) 
(iii) Clas[S(‘x,; E)] = Clas 
[ 
;::;i ;:f(y=[I; ;I> (57.3) 
(iv) 1: = I16xg - .x~~~/~~~.x~~ - $11 = 0.5000, (5.7.4) 
(v) 6G/5G = 0.2499, (5.7.5) 
respectively, which show that (i) sIz was the pivot element at the numerical 
Gaussian elimination process, and (ii) S, , and s2r were the NZE’s. Taking 
these facts into account, the boundary conditions (5.5.1) for the IVAM 
with MDA from the 7th iteration on are replaced by 
(5.8) 
Note that, in place of s,, , we can adopt s2, in (5.6). From Table 5.1, we can 
easily see that on and after the 7th iteration the IVAM with MDA con- 
verges quadratically to the singular solution of the original MPBVP. The 
numerical results are given in Table 5.3. 
The loci of the boundary conditions which satisfy g, = 0, g, = 0, and 
s , , = 0 at t = 0, 0.5, and 1 are shown in Fig. 5.1. From the figure, it is easily 
seen that (i) two loci g, = 0 and g, = 0 at the boundary points are tangent, 
but (ii) the curve a,, = 0 intersects with g, = 0 at the singular solution. 
TABLE 5.3. 
Numerical solutions of the IVAM with MDA (Ex. 5.2) 
/ x , x2 
0.0 0.99999999999999x 100 0.20000000000000 x 10’ 
0.5 0.18348779849411~ 10’ 0.12670303020221 x 10’ 
1.0 0.22143663258724~ 10’ 0.22102059517858 x 10’ 
NONLINEAR MULTIPOINTBOUNDARY VALUE PROBLEMS 235 
1”-I:;::- 
.I 
<2 
g,=o 
xl 
5 
77 
9*-o 
FIG. 5.1. The loci of the boundary conditions (Ex. 5.2) 
6. CONCLUDING REMARKS 
In this paper, the modified deflation algorithm for the singular root of 
nonlinear algebraic equations developed by the author has been extended 
to the singular solution of nonlinear MPBVP’s. According to the 
algorithm, a part of the nonlinear boundary conditions is replaced by the 
numerical zero elements in the singular adjusting matrix until a non- 
singular adjusting matrix is obtained, and hence the singular solution of the 
original MPBVP can ultimately be reduced to the simple solution of the 
deflated MPBVP. 
The numerical solution procedures of the present algorithm have been 
explained by solving two illustrative examples, in which the singular 
solutions have been obtained as the same accuracies as usual simple 
solutions. 
Since, depending on the data from the numerical manipulations, the 
numerical zero elements (NZE’s) in the singular adjusting matrix and the 
fundamental matrix must analytically be generated, not only a numerical 
manipulation language such as FORTRAN but also a symbolic 
manipulation language such as REDUCE plays essentially important roles 
in the present algorithm. 
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