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a  b  s  t  r  a  c  t
The  subseasonal  variability  and  predictability  of  the  Arctic  Oscillation/North  Atlantic  Oscil-
lation (AO/NAO)  is evaluated  using  a full set of  hindcasts  generated  from  the  Beijing  Climate
Center  Atmospheric  General  Circulation  Model  version  2.2 (BCC  AGCM2.2).  It is  shown
that  the  predictability  of  the monthly  mean  AO/NAO  index  varies  seasonally,  with  the
highest  predictability  during  winter  (December–March)  and  the  lowest  during  autumn
(August–November),  with  respect  to both  observations  and  BCC  AGCM2.2  results.  As  com-
pared with  the  persistence  prediction  skill  of observations,  the  model  skillfully  predicts
the  monthly  mean  AO/NAO  index  with  a  one-pentad  lead  time  during  all  winter  months,
and  with  a lead  time  of  up  to two  pentads  in  December  and  January.  During  winter,
BCC  AGCM2.2  exhibits  an  acceptable  skill  in  predicting  the  daily  AO/NAO  index  of ∼9 days,
which  is higher  than  the  persistence  prediction  skill of observations  of ∼4  days.  Further
analysis  suggests  that  improvements  in  the  simulation  of storm  track activity,  synoptic  eddy
feedback,  and  troposphere–stratosphere  coupling  in the  Northern  Hemisphere  could  help
to improve  the  prediction  skill  of  subseasonal  AO/NAO  variability  by  BCC  AGCM2.2  dur-
ing  winter.  In particular,  BCC  AGCM2.2  underestimates  storm  track activity  intensity  but
overestimates  troposphere–stratosphere  coupling,  as  compared  with  observations,  thus
providing  a clue  to  further  improvements  in  model  performance.
© 2016  The  Authors.  Published  by  Elsevier  B.V.  This  is an  open  access  article  under  the  CC
BY-NC-ND  license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
. Introduction
The North Atlantic Oscillation (NAO) is the dominant mode of atmospheric low-frequency variability in the North
tlantic sector (Hurrell et al., 2003; Li and Wang, 2003). The NAO is generally considered to be a regional manifestation
f the hemispheric-scale Arctic Oscillation (AO) during winter, which is also known as the Northern Annular Mode (NAM;
hompson and Wallace, 1998, 2000; Wallace, 2000). Many studies have demonstrated that changes in the polarity of the
O/NAO tend to be accompanied by large-scale weather and climate anomalies on the northern continents during winter
Thompson and Wallace, 1998, 2001; Hurrell et al., 2003; Zuo et al., 2015 and references therein). Therefore, the skillful
rediction of the AO/NAO variability at subseasonal–seasonal (S2S) timescales is of great importance.
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Sub-seasonal to interannual variability of the AO/NAO is generally dominated by atmospheric internal dynamics
(Yamazaki and Shinya, 1999; Feldstein, 2000; Robertson, 2001; Hurrell et al., 2003). Due to the chaotic nature of atmospheric
dynamics, skillful prediction of the AO/NAO variability at S2S timescales will be challenging. In the early 21th century, a
majority of the climate models showed a fairly low prediction skill of the winter-mean AO/NAO index (Doblas-Reyes et al.,
2003; Müller et al., 2005; Johansson, 2007; Arribas et al., 2011; Qian et al., 2011; Kim et al., 2012). Recent studies demon-
strated that several state-of-the-art seasonal model forecast systems have shown signiﬁcant improvements in predicting
the winter-mean AO/NAO index, with lead times of up to 2 months (Riddle et al., 2013; Kang et al., 2014; Scaife et al., 2014;
Sun and Ahn, 2015).
These studies mainly focused on the seasonal predictability of the AO/NAO in climate models. However, studies focusing
on the subseasonal prediction skill of the AO/NAO index are rare. Johansson (2007) assessed the skill of hindcasts at pre-
dicting the NAO index using two operational dynamical forecast systems, one from the National Centers for Environmental
Prediction (NCEP) and the other from the European Centre for Medium-Range Weather Forecasts (ECMWF). They noted that
the prediction skill of the hindcasts with respect to the NAO was negligible at subseasonal timescales. Vitart (2014) recently
demonstrated that the annual skill scores of the ECMWF  reforecast in predicting subseasonal variability of the NAO had
evidently improved from 2002 to 2012, and speciﬁcally, that the NAO at week 2–3 in winter is reasonably predictable.
Previous studies have suggested that at subseasonal timescales, a potential source of predictability of the AO/NAO likely
originates in the Madden–Julian Oscillation (MJO) (Zhou and Miller, 2005; Cassou, 2008; L’Heureux and Higgins, 2008;
Lin et al., 2009). Through downward propagation of the westerly and easterly anomalies, the weakened polar vortex in
the Northern Hemisphere stratosphere tends to be followed by a negative phase of the AO/NAO in the troposphere and
near-surface during winter (Baldwin and Dunkerton, 2001; Baldwin et al., 2003; Norton, 2003; Scaife et al., 2005; Wang
and Chen, 2010). This suggests that variations in the stratospheric polar vortex may  also provide an important source of
predictability of the AO/NAO at S2S timescales (Maycock et al., 2011; Gerber et al., 2012 and references therein). Some
studies have demonstrated that subseasonal AO/NAO predictions during winter can be improved by increasing the accuracy
of the representations of both the MJO  (Vitart, 2014) and stratospheric polar vortex signals (Sigmond et al., 2013; Tripathi
et al., 2015) in the initial conditions of the model.
Observed and numerical studies have revealed that interaction between low-frequency ﬂow and synoptic eddy plays an
indispensable role in maintaining or enhancing the AO/NAO variability (e.g., Lorenz and Hartmann, 2003; Jin et al., 2006a,
2006b; Ren et al., 2009, 2012, 2014; Tan et al., 2014). Since synoptic eddy feedback is of great importance for maintaining or
enhancing low-frequency variability, it is clearly indicated that model performance in simulating such an feedback is crucial
to reasonably reproduce the AO/NAO variability at S2S timescales. This is supported by Kang et al. (2011) which noted a
remarkable impact of synoptic eddy feedback on extratropical seasonal-mean predictability in DEMETER models.
This study aims to evaluate the skill of the Beijing Climate Center Atmospheric General Circulation Model version 2.2
(BCC AGCM2.2) in predicting subseasonal AO/NAO variability, using a set of hindcasts generated from this model. More
importantly, we investigate deﬁciencies of the model in simulating the AO/NAO pattern and related atmospheric mechanisms
for maintaining the pattern. BCC AGCM2.2 has been shown to perform reasonably in simulating the mean state of global
precipitation (Wu  et al., 2014).
The remainder of this paper is organized as follows. Section 2 introduces the model, data, and methods. Section 3 presents
skill scores of BCC AGCM2.2 in predicting monthly and daily AO/NAO indices. Section 4 examines the performance of the
model in simulating the spatial pattern of the winter-time AO/NAO, and considers related mechanisms for maintaining the
pattern involving synoptic eddy feedback and troposphere–stratosphere coupling, while MJO’s impact on the subseasonal
variability of the AO/NAO is addressed in Wu  et al. (2016, under review). Finally, Section 5 provides a summary and discussion.
2. Model, data, and methodology
2.1. Hindcast and reanalysis
The BCC AGCM2.2 has a horizontal resolution of T106 and includes 26 vertical levels (Wu  et al., 2014). The top of the
model is at 2.3 hPa. The model is initialized using the atmospheric conditions from the NCEP Reanalysis dataset (Kalnay
et al., 1996) and sea-surface conditions from NOAA Optimum Interpolation Sea Surface Temperature V2 (Reynolds et al.,
2002). Four model runs (00Z, 06Z, 12Z, and 18Z) are initialized every day starting on 1 January 1983 and run for 55 days
each. Daily mean is generated as the ensemble average of all the four members. Daily and monthly averaged outputs are
used. The model output is interpolated to a 2.5◦ × 2.5◦ horizontal resolution prior to analysis. To verify the model hindcast,
we use the daily and monthly ERA-Interim dataset for the period 1983–2013 (Dee et al., 2011). These data have a horizontal
resolution of 2.5◦ × 2.5◦. The winter mean is generated as the average of December–January–February values.
2.2. Calculations of indices and prediction skillWe  deﬁne the AO as the ﬁrst leading empirical orthogonal function (EOF1) pattern of area-weighted monthly mean
sea level pressure (SLP) anomalies north of 20◦N (Thompson and Wallace, 2000) and the NAO as the EOF1 of area-
weighted monthly mean SLP anomalies over the North Atlantic sector (80◦W–40◦E, 20◦N–90◦N) (Hurrell et al., 2003) during
1984–2013. The monthly and daily AO/NAO indices are calculated as the projection onto the AO/NAO loading pattern. Sim-
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larly, the stratospheric polar vortex (SPV) index is calculated as the projection onto the EOF1 of area-weighted monthly
ean 50 hPa geopotential height anomalies north of 20◦N (Baldwin and Dunkerton, 2001).
The prediction skill of BCC AGCM2.2 with respect to the AO/NAO is evaluated using temporal correlation coefﬁcients
etween predicted and observed AO/NAO indices. Here, the observed AO/NAO index is calculated using the ERA-Interim
LP anomalies, and the predicted index is calculated as the projection of the model prediction onto the observed AO/NAO
attern. The persistence prediction provides a baseline for veriﬁcation, and the dynamical prediction skill is considered to
e useful only when it exceeds that of the persistence prediction. For the monthly timescale, the persistence prediction skill
s calculated as the 1 month lagged autocorrelation of the observed index.
.3. Calculations of storm track activity intensity and synoptic eddy feedback
Storm track activity intensity is calculated as the root mean square of the synoptic-eddy component of the daily geopo-
ential height at 300 hPa. Following Chang and Fu (2002), we apply a 24 h difference ﬁlter to the daily time series to obtain the
ssociated synoptic-eddy component. According to the quasi-geostrophic potential vorticity equation, the synoptic eddy-
orticity feedback to the anomalous low-frequency ﬂow can be depicted by a stream function tendency ( t) satisfying the
ollowing relationship (Lau and Holopainen, 1984):
 t = −∇−2 (∇ × V ′′) , (1)
here V and  are the horizontal wind vector and relative vorticity, respectively, the prime represents the synoptic-eddy
omponent, and the overbar denotes a time average. The stream function tendency due to synoptic eddy-vorticity forcing
s obtained by solving Poisson’s equation.
. Prediction skill of BCC AGCM2.2 with respect to the AO/NAO
Fig. 1 shows the prediction skill of BCC AGCM2.2 with respect to monthly AO and NAO indices for the period 1984–2013.
he results show that seasonal variations in the correlation skill of the monthly AO index resemble those of the monthly NAO
ndex, in both BCC AGCM2.2 and observations. Speciﬁcally, the AO and NAO indices both exhibit the highest predictability
uring winter (December–March) and the lowest predictability during autumn (August–November). As compared with
bservations, BCC AGCM2.2 tends to exhibit a higher skill in predicting the monthly AO/NAO index with lead times of up
o one pentad for all calendar months, except for July. It is interesting to see that the persistence skill of observations and
redication skill of model hindcasts are both relatively high in July, which deserves a further study in future. For the winter
onths, when the AO/NAO index exhibits the highest predictability, the prediction skills of the monthly AO and NAO indices
re almost higher than 0.7 (0.6) at zero- (one-) pentad lead in the model, which are obviously higher than the persistence
rediction skill. With a lead time of two pentads, BCC AGCM2.2 shows skillful prediction of the AO and NAO indices only in
ecember and January.
Fig. 2a further shows the skill of the model at predicting the daily AO and NAO indices as a function of lead times
uring winter. The skill at predicting the daily NAO index is nearly equivalent to that of the daily AO index, and decreases
ith increasing lead time in both BCC AGCM2.2 and observations. Assuming that a correlation coefﬁcient of 0.5 or above
epresents an acceptable level of prediction of the AO/NAO by BCC AGCM2.2, the model shows a skill of ∼9 days in predicting
he AO and NAO indices, which is signiﬁcantly higher than the persistence prediction skill of observations of ∼4 days. At
entad timescale, the model exhibits a prediction skill of only about one pentad in predicting the AO/NAO index during
inter (Fig. 2b).
. Model diagnostics
Our results indicate that the skill of BCC AGCM2.2 at predicting the AO/NAO index at daily to monthly timescales during
inter is greater than that of the persistence skill of observations. The potential sources of predictability in BCC AGCM2.2
ay be related to several factors, including model dynamics, physical processes, and initial conditions; however, a full
nvestigation of these sources of predictability is beyond the scope of this study. This section focuses speciﬁcally on the
erformance of the model in simulating spatial patterns of the AO/NAO, mechanisms of synoptic eddy feedback that help
aintain the pattern, and the impacts of stratospheric initial conditions on the skill at predicting the AO/NAO during winter.
.1. AO/NAO pattern
Fig. 3 shows the spatial pattern of the AO/NAO, represented as regressions of SLP anomalies on the AO/NAO index, as
erived from both observations and the BCC AGCM2.2 hindcasts, at zero- to two-pentad lead times during winter. The NAO
attern strongly resembles the AO pattern in both observations and BCC AGCM2.2. The model performs well at capturing
he spatial pattern of the AO/NAO, exhibiting a spatial correlation coefﬁcient between the observed and simulated patterns
f ≥0.92 (Table 1).
However, the explained variance of the AO pattern in BCC AGCM2.2 of 33%–36% is greater than that of observations (∼21%)
Table 1). This is also true for the explained variance of the NAO pattern. Moreover, the amplitude of the AO/NAO pattern as
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Fig. 1. Persistence skill of observations (black lines) and predication skills of model hindcasts (colored lines, representing lead times, LT, of zero to three
pentads) at forecasting the monthly (a) AO and (b) NAO indices, as measured by the correlation coefﬁcient between observed and predicted indices. Dashed
lines  denote signiﬁcance at the 95% (lower) and 99% (upper) conﬁdence levels.
Table 1
Percentages of explained variance (unit: %) of the AO and NAO patterns in observation (OBS) and model hindcasts, standard deviations of the patterns
normalized by observations, spatial correlations between observed and simulated patterns, and temporal correlations of the AO index with the NAO and
stratospheric polar vortex (SPV) indices. LT denotes the lead time (pentads).
Hindcasts
OBS LT = 0 LT = 1 LT = 2 LT = 3
AO
pat-
tern
Explained variance 20.9 34.4 33.4 36.2 34.9
Standard deviation / 1.00 0.81 0.74 0.74
Spatial correlation / 0.96 0.95 0.93 0.92
NAO
pat-
tern
Explained variance 37.0 47.9 49.8 52.4 53.5
Standard deviation / 0.82 0.65 0.57 0.52
Spatial correlation / 0.97 0.96 0.96 0.96Temporal correlation (AO, NAO) 0.95 0.97 0.96 0.95 0.97
Temporal correlation (AO, SPV) 0.58 0.82 0.87 0.88 0.84
predicted by BCC AGCM2.2 appears to decrease with increasing lead time, with the exception in the North Paciﬁc. Notably,
the Arctic activity center of the AO/NAO is located mainly in the North Atlantic in observations; however, in BCC AGCM2.2
the center is located in the Eurasian sector at lead times of zero to one pentad, and is located mainly in the Arctic at a lead
time of two pentads.The winter-mean NAO index is strongly correlated with the winter-mean AO index (correlation coefﬁcient of ≥0.95) in
both observations and BCC AGCM2.2 (Table 1). Because of the high correlation between the AO and NAO indices during
winter, we mainly show the results associated with the AO index in the following subsection.
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Fig. 2. Skill of the model at forecasting the (a) daily and (b) pentad-scale AO and NAO indices as a function of lead time during winter. The red (purple)
line  indicates the skill of model hindcasts in predicting the AO (NAO) index, and the blue (green) line refers to the persistence forecast of observations of
the  AO (NAO) index.
Fig. 3. Spatial patterns of the AO represented as regressions of sea level pressure anomalies (unit: hPa) against the AO index in (a) observations and (b–d)
model  hindcasts at lead times of zero to two pentads during winter. (e–h) As in (a–d), but for the NAO pattern. Yellow shading indicates regions with
regression coefﬁcients greater than 1, and green shading less than −3.
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Fig. 4. Regressions of storm track activity anomalies (unit: gpm) at 300 hPa against the AO index in (a) observations and (b–d) model hindcasts at lead
times  of zero to two  pentads during winter. Regions inside the contours are signiﬁcant at the 95% conﬁdence level. Values in (b–d) have been multiplied
by  a factor of 2 to facilitate comparison.Fig. 5. Climatological mean of storm track activity (unit: gpm) at 300 hPa in (a) observations and (b–d) model hindcasts at lead times of zero to two pentads
during  winter. (e–h) As in (a–d), but for the stream function tendency (unit: m2 s−2) due to synoptic eddy-vorticity forcing. Values in (b–d) and (f–h) have
been  multiplied by a factor of 2 and 3.3, respectively, to facilitate comparisons.
4.2. AO/NAO-associated storm track activity and synoptic eddy feedback
Previous studies have demonstrated that changes in the polarity of the NAO/AO are closely related to changes in the posi-
tions of storm tracks and associated synoptic eddy activity over middle latitudes of the Northern Hemisphere during winter
(e.g., Hurrell, 1995; Ren et al., 2009). The atmospheric low-frequency mode can be enhanced and maintained by positive
feedbacks associated with synoptic eddy activity (Lau and Nath, 1991; Branstator, 1992; Lorenz and Hartmann, 2003). Thus,
we tested the ability of BCC AGCM2.2 to simulate the relationship between the AO/NAO and Northern Hemispheric storm
track activity.
Fig. 4 shows storm track activity anomalies regressed onto the AO index in both observations and the BCC AGCM2.2
hindcasts at zero- to two-pentad lead times during winter. As compared with observations (Fig. 4a), the model provides a
good prediction of the pattern of AO-related storm track activity anomalies over the North Atlantic and North Paciﬁc sectors,
but signiﬁcantly underestimates the amplitudes of these anomalies (Figs. 4b–d). Such an underestimate is attributed mainly
to evidently weaker amplitudes of storm track activity generated by BCC AGCM2.2 (Fig. 5). We  found that the amplitude
of storm track activity in the BCC AGCM2.2 hindcast at a zero-pentad lead time is only ∼60% of the observational value
(Fig. 5). In addition, the AO exhibits a strong in-phase relationship with synoptic eddy activity over northern Eurasia in the
BCC AGCM2.2 hindcast (Figs. 4b–d), but such a relationship does not occur in observations (Fig. 4a). This ﬁnding indicates
that AO-associated changes in synoptic eddy activity over northern Eurasia are overestimated by BCC AGCM2.2, which is
consistent with the eastward shift of the Arctic activity center of the AO predicted by the model.We further examined the predictions of BCC AGCM2.2 of the positive feedback of synoptic eddy activity on AO-associated
atmospheric low-frequency variability. Observational evidence shows that cyclonic (anticyclonic) stream function tenden-
cies due to synoptic eddy-vorticity forcing at 300 hPa occur over high (middle) latitudes of the Northern Hemisphere (Fig. 6e),
which is consistent with the cyclonic (anticyclonic) seasonal-mean stream function anomalies over these regions during pos-
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rig. 6. As in Fig. 4, but for the (a–d) stream function anomalies (unit: 105 m2 s−1) and (e–h) stream function tendency (unit: m2 s−2) due to synoptic
ddy-vorticity forcing at 300 hPa. Values in (f–h) have been multiplied by a factor of 3.3 to facilitate comparisons.
tive phases of the AO (Fig. 6a). This result suggests that synoptic eddy activity plays a role in enhancing and maintaining
he AO/NAO pattern, which is in agreement with previous studies (e.g., Kug et al., 2010; Ren et al., 2011, 2012). Moreover,
he pattern of the AO-related stream function tendency due to synoptic eddy-vorticity forcing resembles that of the anoma-
ous seasonal-mean ﬂow predicted by BCC AGCM2.2, which is consistent with observations (Fig. 6). However, due to the
ystematic weakening of storm track activity in the model, the simulated amplitudes of the climatological mean of synoptic
ddy-vorticity feedback (Figs. 5e–f) and AO-related eddy forcing (Figs. 6e–f) are much weaker than the amplitudes in the
bservations; the simulated amplitudes at a zero-pentad lead time are only ∼33% of observed values.
These results indicate that BCC AGCM2.2 reproduces the positive feedback of synoptic eddy activity on the AO/NAO mode
uring winter reasonably well. However, the amplitude of such feedbacks is much weaker than the observed amplitudes,
hich is attributed mainly to the systematic weakening of storm track activity in the model. The question thus arises as
o the corresponding impact of the weakened amplitudes of storm track activity on the skill of BCC AGCM2.2 in predicting
ubseasonal variability of the AO/NAO during winter.
The temporal evolution of the AO/NAO can be described as a ﬁrst-order autoregressive process (Feldstein, 2000). Hence,
he damping rate of the amplitude is positively related to the autocorrelation coefﬁcient observed in the time series. To
ompare the damping rate of the daily AO/NAO index between the hindcasts and observations, we  plotted the logarithm of
utocorrelation coefﬁcient of the daily AO and NAO indices as a function of lead time, in observations and in the BCC AGCM2.2
indcasts during winter (Fig. 7). Fig. 7 clearly shows that the autocorrelation coefﬁcient of the daily AO and NAO indices
ecreases more rapidly with time in BCC AGCM2.2 than in observations after approximately day 12. This indicates that
eakening of storm track activity and AO/NAO-related synoptic eddy feedback in BCC AGCM2.2 may  result in more rapid
amping of the daily AO/NAO index during winter in the hindcasts than in observations.
.3. Impact of the stratosphere on the prediction skill of BCC AGCM2.2 with respect to the AO/NAO
The downward propagation of stratospheric polar vortex anomalies provides an important source of predictability of sur-
ace climate variability during winter, when the stratosphere and troposphere are dynamically coupled (Baldwin et al., 2003;
aycock et al., 2011; Sigmond et al., 2013; Tripathi et al., 2015). As observed in Fig. 8, the correlation skill of BCC AGCM2.2 in
redicting the daily SPV index during winter is ∼17 days, which is higher than the persistence prediction skill of observations
∼14 days). Also, the dynamical skill of the model at predicting the daily SPV index is signiﬁcantly higher than that of the
aily AO/NAO index (Fig. 2a); this may  help to improve the predictability of surface AO/NAO at subseasonal timescales.
Fig. 9 compares the prediction skill of BCC AGCM2.2 with respect to the daily AO index for a case in which SPV signals
re strong in the initial conditions during winter (i.e., the amplitude of the SPV index is greater than 1) as compared with
 case in which SPV signals are weak during winter (i.e., the amplitude of the SPV index is less than 1). We  found that the
orrelation skill with respect to the daily AO index in the former case (red line in Fig. 9) is ∼1 day higher than that for the
atter case (blue line in Fig. 9) after ∼7 days. The difference in the skill of the model in predicting the daily NAO index in these
wo cases is fairly weak, which is most likely because the pattern of SLP anomalies associated with the SPV index closely
esembles a hemispheric-scale annular pattern (Fig. 10). Speciﬁcally, the northern lobe of the SPV-related dipole is primarily
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Fig. 7. Logarithm of the autocorrelation of the daily AO and NAO indices as a function of lead time during winter. The red (purple) line indicates the
autocorrelation of the daily AO (NAO) index for the model hindcasts, and the blue (green) line indicates the autocorrelation of the daily AO (NAO) index
for  the observations.
Fig. 8. Forecast skill of observations (crosses) and model hindcasts (circles) with respect to the daily SPV index as a function of lead time during winter.
Fig. 9. Forecast skill of model hindcasts with respect to daily AO and NAO indices as a function of lead time for all cases in which a strong SPV signal exists
in  the initial conditions (amplitude of the SPV index greater than 1; AO/SPV and NAO/SPV) and in which a weak SPV signal exists in the initial conditions
(amplitude of the SPV index less than 1; AO/NO SPV and NAO/NO SPV) during winter.
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fig. 10. Ten-day lagged composites of sea level pressure anomalies for the negative SPV phase in (a) observations and (b) model hindcasts. (c–d) As in
a–b),  but for the positive SPV phase.
entered at the North Pole in both observations and in the BCC AGCM2.2 hindcast (Fig. 10), whereas the northern lobe of
he observed NAO pattern is centered over Iceland and adjacent regions (Fig. 3e).
To further examine the downward propagation of the SPV signal from the stratosphere to the troposphere, Fig. 11 displays
he temporal evolution of regional-averaged (60◦N–70◦N, 0◦E–360◦E) zonal wind anomalies with respect to the phase of
he SPV index during winter. When the SPV index is in a negative (positive) phase, easterly (westerly) anomalies propagate
rom the stratosphere to the upper troposphere in both observations and BCC AGCM2.2, concurrent with easterly (westerly)
nomalies near the surface. However, the amplitude of the zonal wind anomalies in BCC AGCM2.2 appears to be stronger
han that in observations.
Fig. 12 shows the correlations between the winter-mean SPV index and zonal-mean zonal wind anomalies in the extrat-
opics. Also, the result shows that the relationship between the SPV and tropospheric zonal wind anomalies is overestimated
n BCC AGCM2.2 as compared with observations. Moreover, the correlation coefﬁcient between the observed winter-mean
PV and AO indices is 0.58, while the correlation coefﬁcient between the predicted SPV and AO indices is >0.80 (Table 1).
hese results indicate that stratosphere–troposphere coupling is overestimated in BCC AGCM2.2 during winter.
A previous study suggested that the model’s performance in simulating stratosphere–troposphere coupling is related
o stratospheric climatology in the model (Peings et al., 2012). As observed in Fig. 13, the climatological winter-mean
f the zonal-mean zonal wind is clearly stronger in BCC AGCM2.2 than in observations in the extratropical stratosphere.
urthermore, in BCC AGCM2.2 the simulated polar night jet core is displaced northward relative to observations. Sensitivity
xperiments from Peings et al. (2012) demonstrate that a more northerly position and greater intensity of the polar night
et might lead to more intense stratosphere–troposphere coupling in the extratropics. This suggests that the overestimation
f stratosphere–troposphere coupling in BCC AGCM2.2 is one possible reason for the poor representation of the mean state
f the stratospheric polar vortex in the model.. Discussion and conclusions
The subseasonal variability and predictability of the AO/NAO were evaluated using a full set of hindcasts generated
rom BCC AGCM2.2 and observations from the ERA-Interim Reanalysis dataset during 1983–2013. The results show that
42 J. Zuo et al. / Dynamics of Atmospheres and Oceans 75 (2016) 33–45Fig. 11. Composites of the time–height evolution of normalized zonal-mean zonal wind anomalies averaged over 60◦N–70◦N for the negative SPV phase
in  (a) observations (b) and model hindcasts. (c–d) As in (a–b), but for the positive SPV phase.
the predictability of the NAO index is nearly equivalent to that of the AO index in both BCC AGCM2.2 and observations
at subseasonal timescales. The monthly mean AO/NAO index exhibits seasonally varying predictability, with the highest
predictability during winter (December–March) and lowest predictability during autumn (August–November). As compared
with the persistence skill of observations, BCC AGCM2.2 is relatively skillful at predicting the monthly mean AO/NAO index
at a one-pentad lead time for all winter months, and at a lead time of up to two  pentads in December and January. During
winter, BCC AGCM2.2 exhibits an acceptable skill at predicting the daily AO/NAO index of ∼9 days, which is higher than the
persistence prediction skill of observations of ∼4 days.
To examine the potential sources of subseasonal predictability of the AO/NAO in BCC AGCM2.2, we further diagnosed the
model’s performance in reproducing the spatial patterns of the AO/NAO and related mechanisms for maintaining the patterns
involving synoptic eddy feedback during winter. We  found that the AO/NAO patterns simulated by BCC AGCM2.2 closely
resemble the observed patterns. The model also performs well in reproducing the positive feedback of synoptic eddies on
the low-frequency mode, but clearly underestimates the amplitude of eddy forcing, as compared with observations. Such an
underestimation is attributed primarily to systematic weakening of storm track activity intensity in the model, and may  have
a contribution to the more rapid damping of the simulated AO/NAO indices than the observed indices. One possible reason
for the more rapid damping of the simulated atmospheric circulation may  be related to the uncoupling of the atmosphere
and ocean in BCC AGCM2.2, in which a persistent sea surface temperature is prescribed initially.
We also investigated the impact of stratospheric initial conditions on the skill of BCC AGCM2.2 at predicting subseasonal
AO/NAO variability during winter. As compared with the case in which the stratospheric polar vortex is normal in the initial
conditions, the correlation skill of BCC AGCM2.2 at predicting the daily AO/NAO index is greater in the case in which the
stratospheric polar vortex is strongly disturbed from its normal state in the initial conditions. Moreover, the skill of the
model at predicting the stratospheric polar vortex is evidently greater than its prediction of the AO/NAO indices. These
results imply that accurate representation of stratospheric circulation in the initial conditions may  help to improve the
predictability of the surface AO/NAO at subseasonal timescales during winter (Sigmond et al., 2013; Tripathi et al., 2015).
However, we found that troposphere–stratosphere coupling is clearly stronger in BCC AGCM2.2 than in observations, which
may  be partly related to a more northward position and greater intensity of the polar night jet in the model. Some previous
studies have suggested that climate models with higher upper boundaries tend to show better performance in simulating
stratospheric climatology and variability, as compared with models with lower upper boundaries (Charlton-Perez et al.,
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Fig. 12. Correlation between the SPV index and zonal-mean zonal wind anomalies in (a) observations and (b–d) model hindcasts at lead times of zero to
two  pentads. Regions inside the contours indicate signiﬁcance at the 95% conﬁdence level.
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iig. 13. Climatological mean of the zonal-mean zonal wind (unit: m s−1) in (a) observations and (b) model hindcasts at a zero-pentad lead time, and (c)
he  difference between observations and hindcasts. Regions with zonal wind speeds greater than 20 m s−1 are shaded. Shading in (c) is the same as in (a).
013; Osprey et al., 2013). The low upper boundary of BCC AGCM2.2 (below the stratopause) might contribute to the poor
erformance of the model in simulating stratospheric climatology, as shown in our results.
Although BCC AGCM2.2 skillfully predicts subseasonal AO/NAO variability during winter, as compared with the persis-
ence predictions of observations, the skill score is still much lower than that of the state-of-the-art ECMWF  dynamical
orecast system (see Figs. 7 and 8 in Vitart, 2014). We  suggest that improvements in the simulation of storm track activ-
ty, synoptic eddy feedback, and troposphere–stratosphere coupling in the extratropical Northern Hemisphere could help to
mprove the skill of the model at predicting subseasonal AO/NAO variability during winter. However, sensitivity experiments
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and detailed comparison between simulations of BCC AGCM2.2 and other state-of-the-art climate model (such as ECMWF
model) are still needed to fully diagnose deﬁciencies in BCC AGCM2.2. Additionally, MJO  signals in the initial conditions
may inﬂuence the AO/NAO through atmospheric teleconnection (Zhou and Miller, 2005; Cassou, 2008), and thus provide
a source of predictability of subseasonal AO/NAO variability (Vitart, 2014). Though BCC AGCM2.2 shows a relatively good
performance in the MJO  simulations (Zhao et al., 2014, 2015), the impact of MJO  on the predictability of subseasonal AO/NAO
variability in this model should be addressed in the future.
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