Abstract
Introduction
A goal of ubiquitous computing is to bridge the gap between the physical world and cyberspace. Recent advances in perceptual technologies enable computing devices to detect their surroundings. For example, mobile and ubiquitous computing devices are often equipped with sensors, such as Global Positioning System (GPS) receivers, Radio Frequency IDentification (RFID) readers, and computer-vision cameras, in addition to wireless or wired network interfaces. These sensors have made it possible to detect and track the presence and location of people, computers, and practically any other object we want to monitor. Positioning and tracking systems are likely to become even more ubiquitous in the future. Location-awareness is becoming an essential feature of software applications for ubiquitous and mobile computing devices.
£ E-mail: ichiro@nii.ac.jp Several researchers have explored such location-aware services. Existing services can be classified into two approaches. The first concern is to make the computing devices that move with the user. It often assumes that such devices are attached to positioning systems, such as GPS receivers, which enable them to determine their own locations. For example, in HP's Cooltown project [8] , mobile computing devices such as PDAs and smart phones are attached to GPSs to provide location-awareness for web-based applications running on the devices. The second approach assumes that a space is equipped with tracking systems which establish the location of physical entities, including people and objects, within the space so that application-specific services can be provided to appropriate computers. A typical example of this is the socalled follow-me application, which was a study by Cambridge University's Sentient Computing project [5] , to support ubiquitous and personalized services on computers located near users.
The two approaches exist at posed as polar opposites, although their final goals coincide. This paper presents an infrastructure for integrating the two approaches that is designed to mitigate the disadvantages of one by juxtaposing these with the advantages of the other. In other words, the infrastructure does not distinguish between mobile and stationary computing devices. It can permit tracking sensors to be moved with the user and dynamically added to and removed from a space it does this, because it dynamically creates a world model when detecting the appearance and movement of sensors and physical entities including people, objects, and computing devices. Moreover, it is unique among other existing location-aware systems in that it uses mobile agent technology. It enables these agents to be spatially bound to people, places, and objects, which the agents then support and annotate. By using tracking systems, the infrastructure dynamically deploys such agents to stationary and mobile computing devices that are near the entities and places, even when the locations of the entities change. Using mobile agents makes the infrastructure independent of any applications, as application-specific services are implemented within mobile agents instead of the infrastructure.
In the remainder of this paper, we describe our design goals (Section 2), the design of our approach, called SpatialAgent, and a prototype infrastructure (Section 3). We present how to bridge the gap between the physical world and cyberspace (Section 4) and discuss our experience with several applications, which we developed with the infrastructure (Section 5). We briefly review related work (Section 6). We also provide a summary and some future issues (Section 7). Lastly, we describe programming models (Appendix).
Approach
The framework presented in this paper aims to enhance the capabilities of users, particularly mobile users, things, including computing devices and non-electronic objects, and places, such as rooms, buildings and cities. All these elements must have suitable computational functionalities that enable their support and annotation.
Location-sensing Systems
There have been a variety of location-sensing systems. They can be classified into two types: tracking and positioning systems. The former, including RFID, measures the location of other located objects. The latter, including GPS, measures its own location. Tracking sensors can be embedded in the environment and positioning sensors can be carried with portable computing devices. There are two different ways to locate objects: geometric location and symbolic location. The former represents the locations of objects by reporting their relative or absolute coordinates in a frame of reference. The latter determines the location of objects by identifying the names of the spatial regions which contain them.
This framework must provide a unified model for spatial information to hide the differences between the underlying location-sensing systems from applications as much as possible. Spatial information should also be bound within the requirements of an application that uses it to avoid unnecessary exposure of details of the underlying tracking and positioning systems. Therefore, the model is based on the symbolic location. This is because the framework aims at building location-aware applications for annotating and supporting people, objects, and places and such applications are often associated with semantic and structural spaces, such as buildings, rooms, and portions of a room or building, rather than geometric locations. The current implementation supports location-sensing systems, in which spatial regions can be determined within a few square feet, to distinguish between one or more portions of a room or building. It assumes that the underlying sensing systems can detect not only the locations of entities and places we want to monitor but also the locations of computing devices that execute and migrate mobile agents.
Application-specific Services
Suitable services should be operated on suitable computing devices in the sense that the services are both wanted according to the location of users and their associate contexts and the locations and capabilities of the devices can satisfy the requirements of the services. However, most ubiquitous and mobile computing devices often have only limited resources, such as restricted levels of CPU power and amounts of memory. As a result, even if a device is at suitable location for a wanted service to be provided, the device may not be available because of a lack of software or capabilities, such as input or output facilities, for executing the software. Various kinds of infrastructure have been used to construct and manage location-aware services. However, such infrastructures have mostly focused on a particular application, such as user navigation. To solve this limitation, our framework uses mobile agent technology because the technology has the following advantages for ubiquitous and mobile computing settings: 1 Each mobile agent can travel from computer to computer under its own control. When a mobile agent moves to another computer, both the code and the state of the agent is transferred to the destination. Each agent only needs to be present on the device at the time when the device is required to offer the services provided by that agent. Therefore, mobile agents can help to conserve the limited resources of computing devices. After arriving at its destination, a mobile agent can continue working without losing the results, e.g. the content of instance variables in the agent's program, at the source computers.
Since each mobile agent is a programmable entity, the framework enables application-specific services, including the user interface and application logic, to be implemented within mobile agents. It then separates application-specific services from itself. Therefore, it can be a general infrastructure for a variety of location-aware services. It also can directly access various equipment belonging to that device as long as the security mechanisms of the device permit this.
The infrastructure presented in this paper enables a physical entity and place to spatially bind with one or more mobile agent-based services. These services annotate and support the entities or places in the sense that the services can be dynamically deployed at stationary and mobile computing devices that are near or within the locations of the entities and places. Therefore, the services can easily be customized to be person-and location-dependent. They can directly interact with their users, whereas other existing approaches, e.g. remote procedure calls and web-based interaction can be seriously affected by network latency between the clientside and service side computers.
Design and Implementation
This framework provides the middleware infrastructure for managing location-sensing systems and deploying mobile agents at suitable computing devices according to the locations of users and objects, including computing devices. It consists of three parts: (1) location information servers, called LISs, (2) mobile agents, and (3) agent hosts, as we can see in Figure 1 . The first part manages more than one location-sensor and recommends destinations to mobile agents. The second offers application-specific services, which are attached to physical entities and places. The third consists of computing devices that can execute mobile agent-based applications.
Location Information Servers
Each LIS manages more than one sensor to detect the locations of entities and agent hosts and provide mobile agents with up-to-date information on destinations. Its sensors detect the movement of the physical entities or places the agents are bound to. Figure 2 shows the basic structure of a LIS. However, since not only physical entities but also agent hosts and sensors may be movable, it is almost impossible to maintain a geographical model of the whole system. To solve this problem, the infrastructure provides a demanddriven mechanism to discover the agents and agent hosts required by mobile ad-hoc network approaches. LISs are individually connected to other servers with a peer-to-peer connection to exchange information though TCP sessions. They can also send control-information through multicast communications. 
Management of Location Sensors:
Each LIS manages more than one sensor and agent hosts, and maintains up-to-date information on the identities of those that are within the zone of coverage by means of its sensors. To hide the differences between the underlying location-sensors, each LIS provides an abstract three-layer stack. This can be mapped to a number of architectures to provide the acquisition function as in the acquisition stack [11] .
The Reception layer is responsible for extracting the data from the sensors, as sensors generally tend to be proprietary or vendor-specific. For example, some sensors can be retrieved at any time through synchronous queries and other sensors can issue results continuously or periodically. The layer polls sensors or receives events issued from sensors.
The Abstraction layer receives low-level data about the locations of entities from sensors and then transforms the data in a symbolic model. For example, the current implementation maps geometric locations measured by sensors, e.g., GPS and wireless and cellular network, into specified regions, e.g., one or more portions of a room or building. When an RFID reader detects the presence of a tagged entity, the location of the entity is represented as the identifier of the reader. We call each sensor's coverage and each region a cell, as location models studied by several other researchers [10] .
The Fusion layer correlates the sightings belonging to the same located-object from different sensors. This infrastructure allows sensors to be mobile and throughout a space. When one or more cells overlap geographically, an entity may be in multiple cells at the same time and each of the LISs that manage the cells sends update information to agents bound to the entity.
The above layers are implemented as a collection of mobile agents as configurable middleware for sensor networks [25] . They can be dynamically changed according to the specifications of sensors and the requirements of applications.
Mechanism for Agent Discovery:
Each LIS is responsible for discovering the mobile agents bound to entities within its cells. It maintains a database in which it stores information about each of the agent hosts and each of the mobile agents attached to an entity or place.
When an LIS detects a new entity, the LIS multicasts a query containing the name of the new entity, i.e. the identity of the tag attached to the entity, and its own network address to all the agent hosts in its current sub-network. It then waits for reply messages from the agent hosts. There are two possible cases: the tag may be attached to an agent host or it may be attached to a person, place, or thing other than an agent host.
In the first case the newly arrived agent host will send its network address and device profile to the LIS. The profile describes the capabilities of the agent host, e.g. its input devices and screen size. After receiving this reply, the LIS stores the profile in its database and forwards it to all agent hosts within the cell.
In the second case agent hosts with agents tied to the tag will send their network addresses and the requirements of acceptable agents to the LIS. The requirements for each agent specify the capabilities of the agent hosts that can be visited and used.
The LIS then stores the requirements of the agents in its database and moves the agents to appropriate agent hosts in the way discussed below. If the LIS does not have any reply messages from the agent hosts, it multicasts a query message to other LISs. When the absence of an entity, or an RFID tag attached with the entity, is detected in a cell, each LIS multicasts a message with the identifier of the entity and the identifier of the cell to all agent hosts in its current sub-network. Figure 3 shows a sequence for migrating an agent to a proper host when an LIS detects the presence of a new RFID tag. 
Agent Navigation
We will explain how agents navigate to appropriate agent hosts. When an LIS detects the movement of an entity, e.g. a person or object, that is being tracked by a sensor or an RFID tag attached to the entity in a cell, it searches its database for agent hosts that are present in the current cell of the entity or RFID tag. It also selects candidate destinations from the set of agent hosts within the cell, according to the respective capabilities. The infrastructure offers an XML-based language based on CC/PP (composite capability/preference profiles) [28] . The language describes the capabilities of agent hosts and the requirements of mobile agents using a CC/PP notation. For example, a description contains information on the following properties of a computing device: the vendor and model class of the device (i.e, PC, PDA, or phone), its screen size, number of colors, CPU, memory, input devices, secondary storage, and the presence/absence of loudspeakers. The infrastructure allows each agent to specify the preferable capabilities of agent hosts that it may visit, as well as the minimal capabilities using a CC/PP-based notation. Each LIS is able to determine whether or not the device profile of each agent host satisfies the requirements of an agent by symbolically matching and quantitatively comparing properties.
The LIS then unicasts a navigation message to each of the agents bound to the entities or places. The message specifies the profiles of the agent hosts present in the cell and satisfies the requirements of the agent. Since mobile agents can travel through a network under their own control, LISs cannot always know the current location of the mobile agents. When LISs detect changes in the physical world, they notify each agent of the network address and the capabilities of more than one candidate destination that the agent should visit. However, they never send the agent to the destination, because mobile agents should be treated as autonomous entities. Each agent then selects one host from the list of candidates recommended by the LIS and migrates to that host. Moreover, when the capabilities of such a destination do not satisfy the requirements of an agent, the agent itself should decide whether or not to migrate itself to the destination and adapt itself to the limited capabilities according to its own configuration policy.
Mobile Agent
The infrastructure encapsulates application-specific services into mobile agents so that it is independent of any applications and can support multiple services. As mentioned in the appendix, each mobile agent is a collection of Java objects and is equipped with the identifier of a locatable entity or the identifier of an RFID tag to which the agent is attached. The agent is a self-contained program and is able to communicate with other agents. An agent attached to a user always internally maintains that user's personal information and carries all its internal information to other hosts. A mobile agent may also have one or more graphical user interfaces for interaction with its users. When such an agent moves to other hosts, it can easily adjust its windows to the screen of the new host by using the compound document framework for the MobileSpaces system that was presented in our previous paper [19] .
Agent Host
Each agent host must be located by the location-sensors. For example, an agent host may be equipped with an RFID tag. It has two forms of functionality: one for advertising its capabilities and another for executing and migrating mobile agents. The current implementation assumes that LISs and agent hosts can be directly connected through a wired LAN such as Ethernet, or a wireless LAN, such as IEEE802.11b. When a host receives a query message with the identifier of a newly arrived tag from an LIS, it replies with one of the following three responses: (i) if the identifier in the message is identical to the identifier of the tag to which it is attached, it returns profile information on its capabilities; (ii) if one of the agents running on it is tied to the tag, it returns its net- [18] . 3 Each MobileSpaces runtime system is built on the Java virtual machine, which conceals differences between the platform architecture of the source and destination hosts, such as the operating system and hardware. Each of the runtime systems moves agents to other agent hosts over a TCP/IP connection. The runtime system governs all the agents inside it and maintains the life-cycle state of each. When the life-cycle state of an agent changes, for example when it is created, terminates, or migrates to another host, the runtime system issues specific events to the agent. This is because the agent may have to acquire or release various resources, such as files, windows, or sockets, which it had previously captured. When notification of the presence or absence of a tag is received from an LIS, the runtime system dispatches specific events to the agents that are tied to that tag and run inside it.
Four Linkages Physical Worlds to Logical Worlds
The framework does not have to distinguish between mobile and stationary computing devices and between mobile and stationary location-sensing systems. Therefore, it can support the following four types of linkages between a physical entity, such as a person or object, or place, and more than one mobile agent. Figure 4 illustrates the four linkages when entities and agent hosts are attached to RFID tags.
Figure 4 (a) shows that a moving entity carries an RFID-tagged agent host and a space contains a placebound RFID tag and an RFID reader. When the reader detects the presence of the RFID tag that is bound to the agent host, the LIS instructs the agents attached to the tagged place to migrate to the visiting agent host to offer location-dependent services of the place.
Figure 4 (b) shows that an RFID-tagged agent host and an RFID reader have been allocated. When an RFIDtagged moving entity enters the coverage area of the reader, the LIS instructs the agents attached to the entity to migrate to the agent host within the same coverage area to offer the entity-dependent services for the entity.
Figure 4 (c) shows that a moving entity carries a reader and agent host and a space contains a place-bound RFID tag. When the entity moves near the tag and the stationary sensor
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Step 2 (a) moving agent host and stationary sensor reader detects the presence of the tag within its coverage area, the LIS instructs the agents attached to the tagged place to migrate to the visiting agent host to offer the location-dependent services of the place.
Figure 4 (d) shows that an entity carries an RFID reader and a space contains a place-bound RFID tag and an RFID-tagged agent host. When the entity moves and the reader detects the presence of an agent host's tag within its coverage area, the LIS instructs the agents attached to the moving entity to migrate to the agent host within the same coverage area to offer services dependent on the entity.
Note that the above linkages are independent of the underlying locating systems. Therefore, they are available in various source of location information, e.g., GPS, local wireless networks, and cellular networks. Existing locationaware systems can only support each of the above linkages, whereas our infrastructure does not have to distinguish between them and can synthesize them seamlessly. For example, the linkage shown in Figure 4 (a) supports person tracking display approach in the EasyLiving project [1] , the linkage shown in Figure 4 (b) supports Follow-me applications approach in the Sentient Computing project [5] and the linkage shown in Figure 4 (c) supports services on location-aware portable devices studied in the Cooltown [8] and NEXUS [6] projects.
Current Status
The infrastructure presented in this paper was implemented using Sun's Java Developer Kit version 1.1 or later versions, including Personal Java. The remainder of this section discusses some features of the current implementation.
Management of Locating Systems
The current implementation of our infrastructure supports five commercial RFID system: RF Code's Spider system, Alien Technology's 915MHz RFID-tag system, Philips ICode system, and Hitachi's mu-chip system. The first system provides active RF-tags. Each tag has a unique identifier that periodically emits an RF-beacon (every second) that conveys an identifier via a 305 MHz-radio pulse. The system allows us to explicitly control the omnidirectional range of each RF reader to read tags within a range of 1 to 20 meters. It can generate enter or leave events when it detects the presence or absence of tags in the range of an RFID reader. The system's readers can have their own batteries, so that they can be portable. The second system provides passive RFID-tags and its readers periodically scan for present tags within a range of 3 meters by sending a short 915 MHz-RF pulse and waiting for answers. The third system provides passive RFID-tags based on a 13.56 MHz-RF pulse and can scan for present tags within a range of 30 centimeters. The fourth system provides passive 2.45 GHz-RFID tags and can scan the presence of tags within a range of 20 centimeters. The infrastructure converts the resulting list of present tags to enter and leave event notifications by calculating the differences between consecutive scan results. Although there are many differences between the four RFID systems, the infrastructure abstracts these differences away. The current implementation also supports a commercial GPS receiver system. The infrastructure maps geometric locations measured by a GPS into specified regions.
Performance Evaluation:
Although the current implementation of the infrastructure was not built for performance, we measured the cost of migrating a 3 KB agent (zip-compressed) from a source to the destination host that was recommended by the LIS. This experiment was conducted with two LISs and two agent hosts, each of which was running on one of four computers (Pentium III-1GHz with Windows 2000 and JDK 1.4). These were directly connected via an IEEE802.11b wireless network. The latency of an agent's migration to the destination after the LIS had detected the presence of the agent's tag was 380 msec, and the cost of agent migration between two hosts over a TCP connection was 48 msec. The latency includes the cost of the following processes: UDP-multicasting of the tags' identifiers from the LIS to the source host, TCP-transmission of the agent's requirements from the source host to the LIS, TCP-transmission of a candidate destination from the LIS to the source host, marshaling of the agent, migration of an agent from the source host to the destination host, unmarshaling of the agent, and security verification. We believe that this latency is acceptable for a location-aware system for people walking.
Security and Privacy
Security is essential in mobile agent computing. The infrastructure can be built on many Java-based mobile agent systems with the Java virtual machine. Therefore, it can directly use the security mechanism of the underlying mobile agent system. This can explicitly restrict agents to only access specified resources in order to protect hosts from malicious agents. To protect against the arrival of malicious agents from agent hosts, the MobileSpaces system supports a Kerberos-based authentication mechanism for agent migration [24] . It authenticates users without exposing their passwords on the network, and generates secret encryption keys that can selectively be shared by mutually suspicious parties.
The infrastructure only maintains per-user profile information within those agents that are bound to the user. It promotes the movement of such agents to appropriate hosts near the user in response to user movement. Since agents carry the profile information of their users within them, they must protect such private information while they are moving over a network. 4 The MobileSpaces system can transform agents into an encrypted form before migrating them over a network and decrypt them after they arrive at the destination. Moreover, since each mobile agent is just a programmable entity, it can explicitly encrypt particular inner fields except for its secret keys and migrate itself with the fields and its own cryptographic procedure.
Applications
This section presents several typical location-based services developed using this infrastructure. Note that all the services presented in this section can coexist at the same time since the infrastructure itself is independent of any application-specific services and each service is implemented within mobile agents.
Location-aware Universal Remote Controller
The first system corresponds to Figure 4 (a) . It allows us to use a PDA to remotely control nearby lights. In this system place-bound controller agents, which can communicate with X10-base servers to switch lights on or off, are attached to places with room lights. The PDA and desktop lamp are attached with Spider RFID tags. Each user has an RFID-tagged PDA, which supports the agent host with WindowsCE and a wireless LAN interface. When a user with a PDA visits the cell that contains an RFID-tagged desktop lamp, the infrastructure moves a controller agent to the agent host of the visiting PDA. The agent, now running on the PDA, displays a graphical user interface to control the lamp. When the user leaves that location, the agent automatically closes its user interface and returns to its home host.
Personalized Services in Anywhere
The second system corresponds to Figure 4 (b) . It tracks the current location of a user by using an Alien Technology's 915 MHz-RFID system and allow themselves to access the user's applications at the nearest computer as they move around within the building. We present two followme agents. The first agent provides a desktop teleporting system, like a follow-me application [5] . Unlike previous studies of such applications, our infrastructure cannot only migrate the user interfaces of applications but also the applications themselves to appropriate computers in the cell that contains the tag of the user. In our previous paper [19] we developed a mobile window manager, which is a mobile agent that can carry its desktop applications as a whole to another computer and control the size, position, and overlap of the windows of the applications. Using the infrastructure presented in this paper, the window manager and desktop applications can be automatically moved to and then executed on the computer that is in the current cell of the user and has the resources required by the applications. Figure  6 shows the migration of desktop applications between two agent hosts.
The second agent is a user assistant agent that follows its user and maintains profile information about the user inside itself, so that the user can always assist the agent in a personalized manner anywhere. Suppose that a user has a 915 MHz-RFID tag and is moving in front of a restaurant that offers an RFID reader and agent host with a touch-screen. When the tagged user enters the coverage area of the reader, the infrastructure enables the assistant agents to be automatically moved to the agent host near the user's current location. After arriving at the host, the agent accesses a database provided in the restaurant to get a menu from the restaurant. 5 It then selects appropriate meal candidates from the menu according to the user's profile information, such as favorite foods and recent experiences. Next, it displays only the list of the selected meals on the screen of its current agent host in a personalized manner. Figure 7 shows that a user's assistant agent runs on the agent host of the restaurant and seamlessly embeds the list of pictures, names, and prices of the selected meal candidates with buttons for ordering them into its graphical user interface. Since a mobile agent is a program entity, we can easily define a more intelligent assistant agent.
Location-based Services on Mobile Computing Devices
The third system corresponds to Figure 4 (c). It provides a user navigation system that assists visitors in a building. Several researchers have reported on other similar systems [2, 6] . In our system tags are distributed to several places within the building, such as its ceilings, floors, and walls. Each visitor carries a wireless-LAN enabled tablet PC, which is equipped with a GPS receiver to measure its own position or an RFID reader to detect tags, and includes an LIS and an agent host. The system initially deploys place-bound agents to invisible computers within the building. When the GPS receiver finds itself in a specified place or the RFID reader detects the presence of the tag bound to the place, the LIS running on the visitor's tablet PC detects the place-bound agent that is bound to the place. It then instructs the agent to migrate to its agent host and provide the agent's location-dependent services at the host. The system enables more than one agent tied to a place to move to the table PC; the agent then returns to its home computer and Figure 7 . Screenshot of follow-me user assistant agent selecting user's favorite foods from database other agents, which are tied to another place, moves to the tablet PC. Figure 8 shows a place-bound agent to display a map of its surrounding area on the screen of a tablet PC. 
Integrating Handheld Computers with Stationary User Interface Devices
The fourth system corresponds to Figure 4 (d) . As the personal server proposed by Want [27] , it provides a handheld file-sharing server that has no integral user interface but does include secondary storage, a wireless LAN network, and a small 13.56 MHz-RFID reader. RFID tags are located near stationary agent hosts with touch-screens. When a user carries the handheld server near a tagged host, the RFID reader acquires the presence of the tag attached with the host and then the LIS running on the handheld server migrates the agent that is bound to the user to the host. The agent then establishes a TCP connection to the server through a wireless LAN network. Next it gathers data from the server and then displays the data on the screen of the current host. Figure 9 shows that an image viewer agent bound to a user accesses image files from the handheld file server and then display the files on the screen of the agent host near the user's current location.
handheld file server agent host with large screen Figure 9 . Agent host with large-screen and handheld file server
Related Work
This section discusses several systems that have influenced various aspects of this framework, which seamlessly integrates two different approaches, i.e. ubiquitous and mobile computing.
We compared our approach with several projects that support mobile users in a ubiquitous computing environment. Research on smart spaces and intelligent environments has become popular at many universities and corporate research facilities. Cambridge University's Sentient Computing project [5] provides a platform for locationaware applications using infrared-based or ultrasonic-based locating systems in a building. Using the VNC system [15] the platform can track the movement of tagged entities, such as individuals and things, so that the graphical user interfaces of the user's applications follow them while they are moving around. Although the platform provides similar functionality to of our approach, its management is centralized and thus it is difficult to dynamically reconfigure the platform when sensors are added to or removed from the environment. Since the applications must be executed in remote servers, the platform may have non-negligible interactive latency between the servers and the hosts that the user accesses locally. Our approach, however, enables a user's application, including user interfaces, to be dynamically deployed and directly run on computers close to the user so that it can minimize temporal and spatial distances in in-teractions between him/her and the applications. Recently, the project provided a CORBA-based middleware system called LocARE [13] . The middleware can move CORBA objects to hosts according to the location of tagged objects, However CORBA objects are not always suitable for implementation on user interface components.
Microsoft's EasyLiving project [1] provides contextaware spaces, with a particular focus on the home and office. It uses mounted sensors, such as stereo cameras, on the room's walls and tracks the locations and identities of people in the room. The system can dynamically aggregate network-enabled input/output devices, such as keyboards and mice, even when they belong to different computers in the space. However, its management is centralized and it does not dynamically migrate software to computers according to the position of users. Both the projects assume that locating sensors have initially been allocated in the room, and it is difficult to dynamically configure the platform when sensors are added to or removed from the environment. Our approach, however, permits sensors to be mobile and scattered throughout the space.
MIT's Project Oxygen Alliance has tried to introduce intelligent spaces that are as abundant and accessible to use as oxygen into people's lives by incorporating several perceptual devices, including location systems. It has provided agent-based infrastructures to construct and manage location-aware services in such spaces [12] . The goal of these infrastructures has been to offer suitable services at suitable locations within the space based on contextual information within the environment and information emanating from users. However, they have not been able to dynamically deploy service-provider services at suitable computers in the space, as we have done.
There have also been several studies on enhancing context-awareness in mobile computing. HP's Cooltown [8] is an infrastructure that supports context-aware services on portable computing devices. It is capable of automatically providing bridges between people, places, and things in the physical world with the web resources that are used to store information about them. The bridges that it forms allow users to access resources stored on the web via a browser using standard HTTP communication. Although user familiarity with web browsers is an advantage in this system, all the services available in the Cooltown system are constrained by the limitations of web browsers and HTTP. Our approach, however, is not limited by a web-based approach and can dynamically change mobile agent-based applications, including viewer programs, for location-sensitive information based on the locations and requirements of users.
The NEXUS system [6] , developed by Stuttgart University, offers a generic platform that supports location-aware applications for mobile users. Like the Cooltown system, users require a PDA or tablet-PC, which is equipped with GPS-based positioning sensors and wireless communication. Applications that run on such devices (e.g. usernavigation) maintain a spatial model of the current vicinity of users and gather spatial data from remote servers. Unlike our approach, however, neither Cooltown nor NEXUS can support mobile users through stationary computers distributed in a smart environment.
Several research projects have introduced software mobility as a technology for enabling ubiquitous computers to support various services, which they may have not been initially designed for. The Aura project [3] of CMU and the Gaia project [16] of the University of Illinois at UrbanaChampaign provide infrastructures for binding tasks associated with users, and migrating applications from computer to computer as users move about, like our approach does. Although they share several common design goals with our framework, they focus on the development of contextual services for users rather than the location-aware deployment of services. Kangas [7] developed a locationaware augmented-reality system that enables the migration of virtual objects to mobile computers, but only when the computer was in a particular space, in a similar way to our framework. However, the system is not designed to move such virtual objects to ubiquitous computing devices. The one.world project [4] by the University of Washington provides a middleware infrastructure for ubiquitous computing, but does not provide any location-aware mechanisms for deploying services at computing devices. It assumes a distributed shared memory and builds applications based on the principle of separating data and functionality in applications, where our approach always treats applications as a set of data and functionality to be deployed at various devices that is not initially designed for executing the application. Hive [14] is a distributed agent middleware for building decentralized applications. It can deploy agents at devices in ubiquitous computing environments and organize the devices as groups of agents. Although it can provide contextual information for agents, it does not support any mechanism for monitoring sensors and deploying agents according to changes in the environment, unlike ours.
Several researchers have explored location-sensitive servers like our LIS. Their location models can be classified into two types: spatial models based on concrete geographical coordinates of objects and spatial models based on geographical containment between objects. For example, the EasyLiving project provides a geometric model based on the former approach, so it accurately represents the physical relationships between entities in the world. Leonhardt [10] developed a location-tree model based on the latter approach and used location-aware directory servers. Our framework is based on a symbolic location model similar to the geographical containment model. However, it is unique in having the ability to dynamically manage spatial mod-els. That is, it provides a demand-driven mechanism that discovers the locations of agent hosts and agents because it permits all its elements, such as hosts and sensors, to both be mobile in and to be dynamically added to or removed from a space. In previous papers [21, 22] , we presented an early prototype of the present framework. This approach does not support the mobility of sensors and agent hosts so that the four linkages described in the second section of this paper were not available in the the previous framework unlike the framework presented in this paper.
Conclusion
We presented a middleware infrastructure for managing location-sensing systems and dynamically deploying services at suitable computing devices. Using locationtracking systems the infrastructure provides entities, e.g. people and objects, and places, with mobile agents to support and annotate them and migrate agents to stationary or mobile computers near the locations of the entities and places to which the agents are attached. It is a general framework in the sense that it is independent of any higherlevel applications and location-sensing systems and supports a variety of spatial linkages between the physical mobility of people and things and the logical mobility of services. Furthermore, we designed and implemented a prototype system of the infrastructure and demonstrated its effectiveness in several practical applications.
Finally, we would like to point out further issues to be resolved. Since the framework presented in this paper is general-purpose, in future work we need to apply it to specific applications as well as the three applications presented in this paper. The location model of the framework was designed for operating real location-sensing systems in ubiquitous computing environments. We plan to design a more elegant and flexible world model for representing the locations of people, things, and places in the real world by incorporating existing spatial database technologies. We have developed an approach to testing context-aware applications on mobile computers [20, 23] . We are interested in developing a methodology that would test applications based on the framework.
