Abstract-Kernel methods are exploited to implement an adaptive inverse control scheme of which a first introductory presentation is given. The resulting controller has faster convergence than the solutions proposed in literature utilizing Support Vector Machines (SVMs) [1] and Artificial Neural Networks (ANNs) [2] . Smaller residual errors are obtained for trajectory tracking. Simulations are carried out for different scenarios.
I. INTRODUCTION
Analytically speaking, the control of a known nonlinear dynamics can be a hard problem to solve. Since Control Theory was born the linear system branch has uninterruptedly attracted the far greatest deal of studies and efforts so that, nowadays, the design of linear controllers, even for nonlinear systems [3] , is supported by a vast theoretical and practical literature. In fact, most of the controllers used in the industry, due to their simplicity of implementation and ease of use, belong to this class. But as the plant becomes more complex some difficulties arise: modeling a highly nonlinear system is everything but a trivial task. Models are inevitably less precise and the feedback schemes more complex implying higher noise levels.
In the last few decades, some efficient but theoretically challenging methods have been developed to deal with these problems: feedback linearization, Lyapunov techniques, etc.
[4], [5] . Among the most widespread "local" methods, gain scheduling [3] , where the plant dynamics is linearized around a certain number of operating points for each one of which a linear controller is synthesized and employed, has gained a large domain of use. Unfortunately, being model based, a precise model needs to be known and the dynamics needs not to move away from preselected operating zones. Another popular method is feedback linearization [6] , which is based on the dynamic inversion of the plant model, but as above an accurate model of the plant needs to be known and the inverse of the plant dynamics needs to exist, which is generally not the case of more complex cases typical of the nonlinear context.
One particular method, derived from signal processing techniques, immune from these last constraints is Adaptive Inverse Control (AIC) [7] . Firstly proposed by Widrow in 1986 , in AIC the "local inverse" of the plant model is used as serial controller such that the open loop approximates some predetermined function in some optimal (Least-Mean Squares (LMSs), Least Squares (LSs), etc..) sense. The principles of AIC can be applied to the control of nonlinear plants using nonlinear adaptive filtering techniques. Since in general, nonlinear systems do not have inverses, the resulting controller is an acceptable inverse only for the particular control input currently fed to the plant.
The literature is populated by some attempts to free the designer from the complexity of nonlinear filtering techniques, e.g., [1] , [2] . In [1] a pure signal processing approach is used: the method is developed as an adaptive-filtering problem. First, the dynamical system is identified using adaptive system-identification techniques training an ANN with a Real-Time Recurrent Learning (RTRL) [8] algorithm. Then, the dynamic response of the system is controlled using an adaptive feedforward controller, a neural network adapted with a Back-Propagation Through Time (BPTT) [9] algorithm, therein called Back-Propagation Through Plant Model (BPTM). No proper feedback is used, except that the system output is monitored and used by an adaptive algorithm to adjust the controller's parameters. In [2] an adaptive inverse control algorithm is proposed by combining the power of Reproducing Kernel Hilbert Spaces (RKHSs), exploited by on-line Support Vector Regression (SVR), with inverse control. Because the training speed of standard online SVR algorithms is generally low, a kernel cache is introduced to accelerate the standard algorithm. Then the customized algorithm is applied to approximate the inverse of the plant, and the residual output is used to adjust the support vector machine. Simulation results show that fair control performance for linear systems and gently nonlinear dynamics can be achieved. For acceptable performance, the algorithm needs to be trained off-line in a neighborhood of the plant's operating point, which implies that the state trajectory needs to stay in its proximity. These methods are directly affected by all the limitations typical of the controller implementation they use. Neural networks suffer from weak generalization ability and their structure must be designed prior to training and usage. Algorithms used to train ANNs are usually slow, require a large diversity of training data for realistic applications and can get stuck in local minima. Furthermore, on-line training converges slowly and it's theoretically non-trivial, i.e., Decoupled Extended Kalman Filter (DEKF) [10] . SVRs on the other side have a good generalization ability, they are the optimal solution of the cost functional used to design them, generally of the form J[f ] = the Vapnik ϵ-insensitive norm [11] . This kind of predictors have a parametric form, e.g.,f (x) = ⟨w, φ x ⟩, where w is the parameters vector, φ a finite-dimensional mapping. SVRs belong to a wider class of algorithms called kernel methods at whose foundation is the Representer Theorem (RT) [12] . Kernels can be directly applied to the solution of nonlinear regression problems, the RT guaranteeing that if the regularization functional is strictly increasing all the solutions will have same form as (1)
where
are the training sample points, κ(·, ·) is a Mercer kernel and solving the problem boils down to solving for the α i 's. In both these approaches the solution has the same size of the training sets, which increases at each time step, k. To overcome this limitation, different approaches, i.e., sparsification methods, must be taken.
For SVRs, soft-cost functionals combining some errorinsensitive component to a smoothing term are used, usually, leading to sparse solutions. Still, due to their complexity only few real-time SVR algorithms have been developed and their performance don't fit practical usage: they scale superlinearly in the training set size, e.g., compared to the method presented in this work, an on-line SVR algorithm as in [2] works with "dictionaries" whose size is one or two (dependently on the plant complexity) orders of magnitude bigger, implying a much heavier calculatory burden.
In the case of kernels, attention is given to construct a sparse dictionary of "informative" points, for which the kernel matrix will be calculated. Sparsity reduces the complexity in terms of computation and memory, and it usually gives better generalization ability to unseen data [13] . To achieve this, some methods were developed. Among those, the novelty criterion [13] in which when a new data point x k is obtained by the network, the distance of this point to the actual dictionary is calculated. If this distance is smaller than some preset threshold, x k will not be added to the dictionary. Otherwise, the prediction error is computed and if it's larger than some other preset threshold, x k will be accepted as a new dictionary sample; an alternative approach is based on the approximate linear dependency criterion as described in Sec. II-C.
This work is a first attempt to bring together the concept of AIC with the strengths of numerical recursive kernel methodsbased algorithms. The latter allow to effectively isolate nonlinearities and then handle their inversion in a local, and thus feasible, manner. The Kernel Recursive Least-Square (KRLS) algorithm [14] is used to implement an adaptive inverse controller capable of forcing a suitable nonlinear dynamics, i.e., satisfying the conditions given in Sec. III, to follow a desired output and at the same time check if that output is admissible for the nonlinear dynamics.
The rest of this paper is organized as follows: in Sec. II the basic theory behind the RKHS transformation of the leastsquares regression algorithm is introduced. Adaptive inverse control basics and a first approach to the numerical solution of the general output tracking problem [15] are given in Sec. III. In Sec. IV the method is applied to some elementary nonlinear control problems.
II. KERNEL RECURSIVE LEAST-SQUARES ALGORITHM

A. The Least-Squares Criterion
Given a set of training input/output couples
is the space of the input patterns. The (LS) least-squares problem [16] consists in finding the optimal vector a * ∈ R n given by min
where X ∈ R m×n is the input data matrix. The solution a * is unique if, and only if, the data matrix X has full column rank (i.e., all its columns are linearly independent, which necessarily requires m ≥ n : over-determined case). In this case, a * is given by
When X T X is singular many solutions a * exist, the one that has the smallest euclidean norm is the one that solves
and a * = X + y. To improve generalization and increase the smoothness of the solution a regularization term is often used
where λ ∈ R is a regularization constant. This problem is known as regularized least-squares and has the following optimal solution
Recursive Least-Square (RLS) deal with the problem of taking in consideration new observations as they become available. The previously exposed LS method would imply a very high computational cost if applied on-line since at each time instant, an ever growing, in size, matrix inversion (
would have to be performed. In the case of linear systems, the RLS algorithm solves recursively the regularized LS problem using the Woodbury matrix identity [17] .
B. Kernel Methods
In recent years many efforts were put in extending the scopes of many adaptive algorithms to nonlinear problems, combining the adaptive characteristics of traditional linear adaptive filters with the capability of kernel methods to 'convexify' nonlinear problems.
Kernel methods are based on the idea of mapping through a nonlinear transformation φ : X → R h (where h might be infinity) the input sample x i ∈ X into a higher-dimensional Hilbert space (feature space) in which the transformed data is more likely to be linearly separable. As explained in [18] : "the key property of kernel methods is that scalar products in the feature space can be seen as nonlinear (kernel) functions of the data in the input space". Every continuous function κ(·, ·) : X × X → R is a kernel. According to Mercer's theorem [19] , any positive definite kernel function satisfying Mercer's condition (a Mercer kernel), κ(x i , x j ) = ⟨ φ xi , φ xj ⟩ , has an implicit mapping to some higher-dimensional feature space. This allows to perform any conventional scalar product based algorithm in the feature space by solely replacing the scalar products with the Mercer kernel function in the input space.
This simple and elegant idea is known as the kernel trick, and it is commonly applied by using a nonlinear kernel such as the Gaussian
which implies an infinite-dimensional feature space. Using such a technique, a nonlinear mapping can be represented as a linear combination of kernels evaluated on a dictionary of support vectors (SVs) x i , as (1) . The RT assures us that f can be approximated arbitrarily well by choosing the training vectors as SVs.
C. Nonlinear Least Squares: a kernel-based approach
Consider the transformed data matrix φ X ∈ R m×h and the corresponding coefficient vector φ a ∈ R h , the LS problem can be written in the feature space as
Since φ X is highly dimensional, the solution φ a can now also be represented in the basis defined by its rows, φ a = φ T X α. Introducing the kernel matrix K = φ X φ T X , the LS problem in feature space can be written as
in which the solution α is in R m . The advantage of writing the nonlinear LS problem in the dual notation is that thanks to the "kernel trick", we only need to compute
In [14] , a sparsification process based on a dictionary of "meaningful" past samples was proposed. For every new data couple {x n , y n }, the algorithm tests whether the transformed input point φ x k is approximately linearly dependent (ALD) on the dictionary samples, by calculating
T is a vector containing the expansion coefficients of the linear combination of dictionary samples, as in (1) . If δ k does not exceed a certain threshold ν , the new data point x i can be approximated sufficiently well in feature space by a linear combination of the samples stored in the current dictionary of size d k . On the other hand, if δ k > ν, the current dictionary does not represent the new data point sufficiently well and it must be expanded. In this case, x i is added to the dictionary, yielding
III. ADAPTIVE INVERSE CONTROL
We now derive a control scheme that can be fruitfully used to obtain a numerical solution of the general tracking problem [15] . Thanks to its inherent local nature, this method is able to cope with a high number of nonlinearities: at each instant, the system dynamics is decomposed locally around the actual operating point, making it easier to be handled. For simplicity, we limit our discussion only to single input -single output (SISO) systems. However, the method here discussed can be extended to a MIMO application. We consider the class of nonlinear discrete-time nonlinear systems described by Σ :
where k is the discrete time, 
and y k ∈ B Y . The structure of a typical adaptive inverse control system is shown in Fig. 1 . Control of plant dynamics is obtained by preceding the plant by an adaptive controller (14) whose dynamics are a type of inverse of those of the plant. In general, the plant need to be stable otherwise it has to be stabilized by standard feedback and then controlled with the proposed method. We consider the controller not having previous knowledge of the plant's model, except it's relative degree.
We might like the controlled system to have a Input-Ouput (I/O) function conforming to some predetermined model. Then, by preceding the plant by a filter whose transfer function is the product of the I/O function of the model and the inverse of the plant, a controller is implemented which gives the desired I/O relationship. When adaptation has converged, the cascade of C and the plant will have a I/O relation equal to M 's, see Fig. 1 .
As pointed out above, if the plant is strictly causal, then its inverse will be non-causal. In such a case, a delayed inverse can still be obtained. This is done by incorporating a pure delay term ∆ into the filter M . This delay is not a deficiency of the method: it's inevitable with any controller for such a plant.
A. Sufficient Conditions Of Applicability
Sufficient conditions for the applicability of the presented method (future works will release some of the constraints) to (10) for the solution of the exact tracking problem [15] are: a) f (0, 0) = 0 and h(0) = 0; b) the linearization around the origin, Σ L , of Σ is observable; c) (x, u) = (0, 0) is an asymptotically stable equilibrium of Σ.
For sufficiently small inputs and outputs, this class of systems admits an exact I/O representation Σ IO
If Σ IO has a well defined relative degree [20] , r, it can be re-written as
If the zero dynamics [21] , [20] is asymptotically stable, then there exists a control law,
where y d k+r is the desired plant output at time k + r, such that the closed-loop system,
B. Control And Adaptation Schemes
Since in the case of nonlinear systems the concept of inverse is deeply local or bound to a specific class of inputs, this method exploits the recursive adaptation capabilities of the KRLS algorithm, as described in Sec. II-C, to overcome this limitation: this is why this innovative application of regression with kernels wouldn't have been possible with a batch kernel regression algorithm.
The control signal synthesis is carried out concurrently to the controller's adaptation procedure. To identify the plant's inverse q k = g(p k ), at each time step, the following data vectors (15) are to be fed to the KRLS algorithm,
with the set of training input vectors P . = {p k , k > 0} being a compact subset of a Banach space [22] . Accordingly, it returns the weight vector α and the support vector's dictionary D k . To synthesize the control signal the input vector
is fed to the predictor's equation to obtain the wished control input value:
We consider the system to be time invariant, this constraint is present since the identification algorithm used -i.e., KRLS -by construction cannot handle abrupt changes in the dynamics [23] . In future works this constraint will be released as algorithms capable of handling time varying dynamics will be used -i.e. custom on-line MIMO identification algorithms [24] .
C. Design Parameters
As stated above, the tuning parameters are: 1) the kernel parameters. 2) the Approximate Linear Dependency (ALD)'s threshold, δ.
Our approach considers the use of a Gaussian kernel (7), depending only on one parameter, the kernel width σ also known as the characteristic length-scale. It can be thought of as the distance one has to cover in the input space for the function value to change significantly. Normally, σ can be hand-picked by rule-of-thumb, the stronger the nonlinearities the smaller σ one should chose. Or, in a more formal way through Bayesian inference or cross-validation [24] .
For what concerns the ALD's threshold, it must be chosen dependently on the expected performance, normally ≈ 10 −3 /10 −4 .
IV. NUMERICAL SIMULATIONS
Here we introduce some simple applications of the method herein presented: the advantages of the method over the cited works are a higher convergence speed, the vast amount of nonlinearities that it can handle and the small tracking error obtained with a simple and straightforward parametrizationthe user selectable design parameters being the ALD's threshold, δ, and the kernel parameters (i.e., for a Gaussian kernel, the width σ). Regarding the convergence rate, in Wang [2] the SVR algorithm is pre-trained with data belonging to the surroundings of the operating point so a fair comparison cannot be made; in Plett [1] , convergence speed is dependent on the training algorithm used: RTRL converges in 10 7 steps, Dynamic Decoupled Extended Kalman Filter (DDEKF), the fastest method presented [25] , needs 10 5 steps. We may also compare to the identification part of Narendra's work [26] , the control method used being different and we see that the convergence is achieved in approximately 10 4 /10 5 steps, depending on the system. For more details, the interested reader can refer to the above mentioned literature.
A. First Order (as seen in [27])
As a first example consider the first-order nonlinear nonaffine dynamics
We fix the objective trajectory y r k = 2 sin(2πk/50) + 2 sin(2πk/100). The controller geometry used is shown in the upper part of Fig. 1 . The controller was implemented training a KRLS algorithm to identify the function u k = η(y d k+1 , y k ). In Fig. 2 we can see the result for σ = 1 and ν = 0.0001. Eventually, at instant k = 300 the dictionary size is 58, see Fig. 6 . The squared tracking error is shown in Fig. 5 , it starts decreasing monotonically after about 100 steps, that is, when the algorithm has converged: this newborn approach to AIC is well promising.
Freed the constraint of an off-line training stage, it's characterized by its ease of use and straightforward implementation. While assuring similar performances it is at least 2 orders of magnitude faster than the cited methods.
B. 2nd Order (as seen in [27])
The plant is described by
While the representation given is not in the form of (12), it's easy to verify that the system satisfies the conditions given in Sec. III. We want to track y r k = 4 sin(2πk/50) + 4 sin(2πk/100). The controller implements the function Fig. 3 we can see the output for σ = 4.3 and ν = 0.0001. Eventually, at instant k = 400 the dictionary size is 120, see Fig. 6 , the algorithm fully converges after 205 steps. The squared tracking error is shown in Fig. 5 .
C. Model Reference (as seen in [26])
Given y r k = sin(2πk/50), the signal to be tracked is the output of the system
as in Fig. 1 . Fig. 4 we can see the result for σ = 4 and ν = 0.001. Eventually, at instant k = 250 the dictionary size is 82, see Fig. 6 . The squared tracking error is shown in Fig. 5 .
D. Additive Measurement Noise
Even if this particular setup isn't meant for noisy measurements, it's interesting to present, without any modification in the identification/control mechanisms, its performance in case of measurement noise. We consider the case of additive measurement noise with zero mean and standard deviation σ noise = 0.2.
To solve the tracking problem with the first order system of Sec IV-A, the following parameters where chosen: σ = 15.3 and ν = 0.0001. Full convergence is obtained after 4 × 10 Fig. 7 .
Thanks to noise, the space of possible datasets, P, that the one could observe gets expanded leading to bigger dictionaries, higher risk of overfitting, etc. Considering that the presented method wasn't designed to be able to deal with this kind of problems, its performance result to be nonetheless satisfactory.
V. CONCLUSIONS
In this paper a new kind of numerical adaptive inverse control scheme was proposed making use of the KRLS algorithm for trajectory tracking. This is just a first attempt over an approach which needs to be theoretically developed and, at this stage, is mainly motivated by the encouraging simulation results. Moreover, this method can be easily adapted to verify if an arbitrary linear/nonlinear system can track a given path p k in finite time just by tuning a single parameter (i.d., in the case of a RBF kernel only σ).
Future works will develop a theoretical framework to support the numerical results obtained herein. 
VI. ACRONYMS
AIC
