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THE ONLY KA¨HLER MANIFOLD WITH DEGREE OF MOBILITY ≥ 3 IS
(CP (n), gFubini-Study)
A. FEDOROVA, V. KIOSAK, V.S. MATVEEV, S. ROSEMANN
Abstract. The degree of mobility of a (pseudo-Riemannian) Ka¨hler metric is the dimension of
the space of metrics h-projectively equivalent to it. We prove that a metric on a closed connected
manifold can not have the degree of mobility ≥ 3 unless it is essentially the Fubini-Study met-
ric, or the h-projective equivalence is actually the affine equivalence. As the main application
we prove an important special case of the classical conjecture attributed to Obata and Yano,
stating that a closed manifold admitting an essential group of h-projective transformations is
(CP (n), gFubini−Study) (up to multiplication of the metric by a constant). An additional result
is the generalization of a certain result of Tanno 1978 for the pseudo-Riemannian situation.
MSC: 53C55, 53C17, 53C25, 32J27, 53A20
1. Introduction
1.1. h-planar curves. Let (g, J) be a Ka¨hler structure on a manifold M2n. We allow the metric
g to have arbitrary signature. A curve γ : I → M2n is called h-planar, if there exist functions
α(t), β(t) such that the following ODE holds:
∇γ˙ γ˙ = αγ˙ + βJ(γ˙).(1)
Actually, equation (1) can be written as an ODE (∇γ˙ γ˙) ∧ γ˙ ∧ Jγ˙ = 0 on γ only; but since this
ODE is not in the Euler form, there exist a lot of different h-planar curves with the same initial
data γ(t0), γ˙(t0). Nevertheless, for every chosen functions α and β, equation (1) is an ODE of
second order in the Euler form, and has an unique solution with arbitrary initial values γ(t0), γ˙(t0).
Let us recall basic properties and basic examples of h-planar curves.
Example 1. The property of a curve to be h-planar survives after the reparametrization of the
curve. In particular every (reparametrized) geodesic of g is an h-planar curve. This is the reason
why h−planar curves are also called almost geodesics or complex geodesics in the literature.
Example 2. Consider a 2-dimensional Riemannian Ka¨hler manifold, i.e. a Riemannian surface
(M2, g) with the induced complex structure J . For this Ka¨hler manifold every curve on M2 is
h-planar, since span{γ˙(t), J(γ˙(t))} coincides with the whole Tγ(t)M for γ˙(t) 6= 0.
Example 3. Consider R2n = Cn with the standard metric g =
∑n
j=1 dz
jdz¯j and with the standard
complex structure J (acting by multiplication by the imaginary unit i).
Then, a curve γ is h-planar if and only if it lies on a certain “complex line” Span{v, J(v)} (for a
certain v 6= ~0).
Example 4. Consider the complex projective space
CP (n) = {1-dimensional complex subspaces of Cn+1}
with the standard complex structure J = Jstandard. The unitary group U(n + 1) acts naturally
transitively by holomorphic transformations on CP (n). Since the group U(n+1) is compact, there
exists a Ka¨hler metric on CP (n) invariant with respect to U(n + 1). This metric is unique up
to multiplication by a constant and is called the Fubini-Study metric, we denote it by the symbol
gFS . By an appropriate choice of the constant, gFS becomes a Riemannian metric of constant
partially supported by GK 1523 and SPP 1154 of DFG.
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holomorphic sectional curvature equal to 1 and we determine gFS uniquely by this choice. Let π
be the standard projection π : Cn+1 \ {0} → CP (n). We call a subset L ⊆ CP (n) a projective
line, if L is the image of a 2-dimensional complex subspace of Cn+1 under the projection π.
Let us see that every curve γ lying on a certain projective line L is h-planar (and vice versa).
Indeed, L is a totally geodesic 2-dimensional submanifold (for example since there exists an element
f ∈ U(n+1) such that L is the set of fixed points of f). Since L is J−invariant, (L, gFS|L, J|L) is
a two-dimensional Ka¨hler manifold (as in Example 2); in particular every curve on (L, gFS|L, J|L)
is h-planar. Since the restriction of the connection of gFS to L coincides with the connection of
gFS|L, every curve h-planar with respect to (gFS|L, J|L) is also h-planar with respect to (gFS , J).
Now, every initial data γ(0), γ˙(0) and every functions α(t), β(t) can be realized by a h-planar curve
lying on an appropriate projective line. Thus, a curve is h-planar if and only if it lies on a certain
projective line L.
1.2. h-projectively equivalent metrics.
Definition 1 (h-projectivity). Two metrics g and g¯ that are Ka¨hler with respect to the same
complex structure J are called h-projectively equivalent, if each h-planar curve of g is an h-planar
curve of g¯ and vice versa.
Example 5. If the metrics g and g¯ are Ka¨hler with respect to the same complex structure J
and are affinely equivalent (i.e., if their Levi-Civita connections Γ and Γ¯ coincide), then they are
h-projectively equivalent. Indeed, equation (1) for the first and for the second metric coincides if
Γ = Γ¯.
As we will see further, affine equivalence will be considered as a special trivial case of h-
projectivity.
Example 6. In particular, for every nondegenerate hermitian matrix A = (aij) ∈ Mat(n, n,C)
the metric g¯ =
∑n
i,j=1 aijdz
idz¯j is h-projectively equivalent to the metric g =
∑n
i=1 dz
idz¯i from
Example 3: indeed, the metric g¯ is affinely equivalent to g and is Ka¨hler with respect to the same
J . Though there exist other examples of metrics h-projectively equivalent to the metric from
Example 3; they can be constructed similar to Example 7.
Let us now construct Ka¨hler metrics h-projectively equivalent to the Fubini-Study metric gFS
on CP (n). The construction is a generalization of the Beltrami’s example of projectively equivalent
metrics, see [8].
Example 7. Consider a complex linear transformation of Cn+1 given by a matrix A ∈ GLn+1(C)
and the induced mapping fA : CP
n → CPn defined by fA(π(x)) = π(Ax). Since the mapping fA
preserves the complex lines L and since by Example 4 h-planar curves are those lying on a certain
projective line L, the pullback gA := f
∗
AgFS is h-projectively equivalent to gFS . For further use let
us note that the metric gA is isometric or affinely equivalent to gFS if and only if A is proportional
to a unitary matrix.
1.3. PDE-system for h-projectively equivalent metrics and the degree of mobility. Let
J be a complex structure on M2n and let g and g¯ be two metrics on M2n such that (g, J) and
(g¯, J) are Ka¨hler structures. We consider the following (0, 2)-tensor aij on M :
(2) aij =
(
det g¯
det g
) 1
2(n+1)
giαg¯
αβgβj,
where g¯αβ is the (2, 0)-tensor dual to gαβ : g¯
αβ g¯βγ = δ
α
γ .
Obviously aij is a hermitian, symmetric and non-degenerate (0, 2)-tensor.
Convention. We work in tensor notations. In particular we denote by “comma” the covariant
differentiation with respect to the Levi-Civita connection defined by g, i.e., for example Tij,k =
∇kTij for a (0,2)-tensor T . We sum with respect to repeating indices and use the metric g to raise
and lower indices, for example Jjk = gjαJ
α
k is the Ka¨hler 2-form corresponding to g. All indices
range from 1 to 2n; the greek indices α, β, ... also range from 1 to 2n and will be mostly used as
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summation indexes (“dummy” indices in jargon). We also introduce the following notation: for
every 1−form ωi we denote by ω¯i = J
α
iωα the “multiplication” of ω with the complex structure J .
The following statement due to Mikes and Domashev plays an important role in the theory
of h-projectivity; it reformulates the condition “ g¯ is h-projectively equivalent to g” to the PDE-
language.
Theorem 1 ([40, 41]). Let (g, J) and (g¯, J) be two Ka¨hler structures on M2n. Then, g¯ is h-
projectively equivalent to g if and only if there exists a (0, 1)−tensor λi such that aij given by (2)
satisfies
(3) aij,k = λigjk + λjgik − λ¯iJjk − λ¯jJik
One can and should regard equation (3) as a PDE-system on the unknown (aij , λi) whose
coefficients depend on the metric g. Let us mention though that it is possible to consider (3) as a
PDE-system on the unknown (aij) only: Indeed, contracting (3) with g
ij we obtain
(
aii
)
,k
= 4λk
(which in particular implies that the covector λi is a gradient, i.e., λi,j = λj,i).
Note that the formula (2) is invertible. Then, the set of the metrics g¯ h-projectively equivalent
to g is essentially the same as the set of the hermitian and symmetric solutions of (3) (the only
difference is the case when aij is degenerate; but since adding const · gij to aij does not change
the property of aij to be a solution, this difference is not important). Indeed, one can show that
if (g, J) is Ka¨hler, aij is hermitian, symmetric, nondegenerate and satisfies (3) for a certain λi,
then the metric g¯ constructed via (2) is also Ka¨hler with respect to J .
We see that the PDE-system (3) is linear, hence the set of its solutions is a linear vector space.
Definition 2. The degree of mobility of a Ka¨hler metric g is the dimension of the space of solutions
(aij , λi) of (3), where aij is symmetric and hermitian.
Remark 1. The degree of mobility D is at least 1 and is finite (assuming dim(M) ≥ 4; in the
two-dimensional case, every two conformally equivalent metrics are h-projectively equivalent),
1 ≤ D < ∞. Indeed, g itself is always a solution of (3) (with λi ≡ 0), implying D ≥ 1. We will
not make use of the fact that D is finite, in fact D ≤ (n+ 1)2, but it will be a direct consequence
of Section 4 (and follows for example from [41, Theorem 2]).
Convention. The equation (3) plays a fundamental role in our paper. Whenever we speak about
a solution (aij , λi) of this equation, we assume that aij is symmetric and hermitian. One of the
reasons for it is that if aij is constructed by (2), then it is automatically symmetric and hermitian.
The second reason is that the procedure of symmetrization and hermitization
Tij 7→
1
4
Tαβ
(
δαi δ
β
j + δ
α
j δ
β
i + J
α
iJ
β
j + J
α
jJ
β
i
)
does not affect the right-hand side of the equation; so without loss of generality we can always
think that aij in (3) is symmetric and hermitian.
Remark 2. For further use, let us note that if λi ≡ 0, then the metric g¯ corresponding to aij is
affinely equivalent to g (if it exists, i.e., if aij is nondegenerate).
1.4. Main result. Our main result is the following
Theorem 2. Let (M2n, g, J) be a closed connected Ka¨hler manifold of degree of mobility D ≥ 3
and of real dimension 2n ≥ 4. Then
• there is a constant c ∈ R, c 6= 0, such that (M2n, c · g, J) is (CP (n), gFS , Jstandard) where
gFS denotes the Fubini-Study metric on CP (n) with the standard complex structure
or
• each Ka¨hler metric g¯, h-projectively equivalent to g, is affine equivalent to g.
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In other words, a closed Ka¨hler manifold (M2n, g, J) which is not (a quotient of) (CP (n), const·
gFS , Jstandard) can not have D ≥ 3 unless every metric h-projectively equivalent to g is affinely
equivalent to g.
We would like to point out that we do not assume in Theorem 2 that the metric g is Riemannian:
an essential part of the proof is to show that it must be definite (i.e., that const · g is Riemannian
for an appropriate constant).
1.5. All conditions in Theorem 2 are necessary. The assumption D ≥ 3 is necessary. Indeed,
a construction of a Ka¨hler metric g on CP (n) of non-constant holomorphic sectional curvature
such that it admits a metric g¯ that is h-projectively equivalent to g, but not affinely equivalent
to g can be extracted from [20]. In a certain sense, Kiyohara found a way how one can perturb a
pair of h-projectively equivalent metrics on a closed manifold such that they remain h-projectively
equivalent. The space of perturbations is big and depends on functional parameters. Perturbing
h-projectively equivalent metrics from Example 7, we obtain (for generic parameters of the pertur-
bation) metrics on CP (n) of non-constant holomorphic sectional curvature admitting non-trivial
h-projectivity. More examples can be extracted from [5], see discussion at the end of Section 1.6.1.
The assumption that the manifold is closed is also necessary. The simplest examples of local
metrics different from gFS with big degree of mobility are due to [54], see also [11, 50]: it was
shown that (locally) a metric of constant holomorphic curvature (even if the metric is not positive
definite and the sign of the curvature is negative) admits a huge space of h-projectively equivalent
metrics. One can also construct examples of (local) metrics of non-constant holomorphic curvature
with degree of mobility ≥ 3 using the results of [39, §2.2].
The second possibility in Theorem 2 (when g and g¯ are affinely equivalent) is also necessary.
Indeed, consider the direct product of three Ka¨hler manifolds
(M1, g1, J1)× (M2, g2, J2)× (M3, g3, J3).
It is a Ka¨hler manifold diffeomorphic to the product M1 ×M2 ×M3, the metric is the sum of
the metrics g1 + g2 + g3, and the complex structure is the sum of the complex structures. Then,
for any constants c1, c2, c3 6= 0, the metrics c1 · g1 + c2 · g2 + c2 · g3 is h-projectively equivalent to
g1+g2+g3 (because they are affinely equivalent to it), i.e., the degree of mobility of g1+g2+g3 is
at least 3. If Mi are closed, then M1×M2×M3 is closed as well. Of course, the metric g1+g2+g3
is not const · gFS.
1.6. History, motivation, and first applications.
1.6.1. History and motivation. h-planar curves and h-projectivity of Ka¨hler metrics where intro-
duced in [44, §§9-10]. Otsuki and Tashiro did not explain explicitly their motivation, from the
context one may suppose that they tried to study projectively equivalent metrics (the definition
is in Section 1.10) in the Ka¨hler situation, found out that they are not interesting (impossible
except of few trivial examples), and suggested a Ka¨hler analog of projectively equivalent metrics.
Actually, it was one of the main trend of their time to adapt Riemannian objects to the Ka¨hler
situation, see for example the book [59] (where many objects were generalized to the Ka¨hler
situation; h−projectively equivalent metrics are in the last chapter of this book).
The notion turned out to be interesting and successful, there are a lot of papers studying h-
projectivity and its generalizations, see for example the recent survey [39]. At a certain period of
time h−projectivity was one of the main research topics of the Japanese and Soviet (mostly Odessa
and Kazan) geometry schools. At least two books, [48] and [59], have chapters on h−projectively
equivalent metrics.
One of the mainstreams in the theory of h-projectivity is to understand the group of h-projective
transformations, i.e., the group of diffeomorphisms of (M2n, g, J) that preserve the complex struc-
ture and send the metric to a metric that is h-projectively equivalent to g. This set is obviously
a group, Ishihara [18] and Yoshimatsu [61] have shown that it is a finite dimensional Lie group
and the challenge was to understand the codimension of the group of affine transformations or
isometries in this group, see for example [18, 16, 60, 1, 14, 39].
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As it follows from Example 7, the group of h-projective transformations of (CP (n), gFS , Jstandard)
is much bigger than its subgroup of affine transformations. A classical conjecture (in folklore
this conjecture is attributed to Obata and Yano, though we did not find a reference where
they formulate it explicitly) says that, on closed Riemannian Ka¨hler manifolds that are not
(CP (n), const · gFS, Jstandard), the connected component of the group of h-projective transfor-
mations contains isometries only. In particular, in the above mentioned papers [18, 17, 16, 60, 1],
the conjecture was proved under certain additional assumptions; for example, the additional as-
sumption in [16, 60, 1] was that the scalar curvature of the metric is constant.
For the Riemannian metrics, the Yano-Obata conjecture was proved in the recent paper [37].
The proof uses different techniques to those employed in the present article, but does rely in part
on certain results (Theorem 2 and Section 2.5) of the present paper.
In Section 1.6.2, we give new results assuming that the metric has arbitrary signature. In
particular, we show that the codimension of the subgroup of isometries in the group of h-projective
transformation is at most one.
Recent interest to h-projectivity is in particular due to an unexpected connection between h-
projectively equivalent metrics and integrable geodesic flows: it appears that the existence of g¯
h-projectively equivalent to g allows to construct quadratic and linear integrals for the geodesic
flow of g, see for example [56, 21]. Theorem 2 shows that there is no metric (except of Fubini-
Study) on a closed Ka¨hler manifold such that its geodesic flow is superintegrable with integrals
coming from h-projectively equivalent metrics.
Additional interests to h-projective equivalence is due to its connection with the so called
hamiltonian 2-forms defined and investigated in Apostolov et al [4, 5, 6, 7]. It is easy to see
that a hamiltonian 2-form is essentially the same as a h-projectively equivalent metric g¯, since
the defining equation [4, equation (12)] of a hamiltonian 2-form is algebraically equivalent to the
equation (3) from Theorem 1. The motivation of Apostolov et al to study hamiltonian 2-forms
is different from that of Otsuki and Tashiro and is explained in [4, 5]. Roughly speaking, they
observed that many interesting problems on Ka¨hler manifolds lead to hamiltonian 2-forms and
suggested to study them. The motivation is justified in [6, 7], where they indeed constructed new
interesting and useful examples of Ka¨hler manifolds. There is also a direct connection between
h-projectively equivalent metrics and conformal Killing (or twistor) 2-forms studied in [42, 46, 47],
see Appendix A of [4] for details.
In private communications with the authors of [4, 5, 6, 7] we got informed that they did not
know that the object they considered was studied before under another name. Indeed, they re-
derived certain facts that were well known in the theory of h-projectively equivalent metrics.
On the other hand, the papers [4, 5, 6, 7] contain several solutions of the problems studied in
the framework of h-projectively equivalent metrics; in particular they gave a global description of
metrics admitting hamiltonian 2-forms providing us with new nontrivial examples of h-projectively
equivalent metrics.
1.6.2. First applications: special case of the Yano-Obata conjecture. Let (M2n, g, J) be a Ka¨hler
manifold. Recall that a diffeomorphism f : M → M is called a h-projective transformation if
it preserves the complex structure J and sends the metric g to a metric that is h-projectively
equivalent to g. The set of all h-projective transformations of (M2n, g, J) forms a Lie group which
we denote by HProj. We denote by HProj0 its connected component containing the identity. The
groups of affine transformations and isometries of M preserving the complex structure and their
connected components containing the identity will be denoted by Aff(g, J), Iso(g, J), Aff0(g, J),
and Iso0(g, J), respectively.
Corollary 1. Let (M2n, g, J) be a closed connected Ka¨hler manifold of dimension 2n ≥ 4. Assume
that for every const 6= 0 the manifold (M2n, g, J) is not (CP (n), const · gFS , Jstandard). Then the
group Iso0(g, J) has the codimension at most one in the group HProj0, or HProj = Aff(g, J).
Proof. First assume D = 1. This means that each metric that is h-projectively equivalent to g, is
proportional to it. Thus, every h-projective transformation is a homothety. Since the manifold is
closed, every homothety is an isometry implying HProj = Iso(g, J).
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Assume now D ≥ 3. Then, by Theorem 2, every g¯ h-projectively equivalent to g is affinely
equivalent to g implying HProj = Aff(g, J).
The remaining case isD = 2. We need to show that the Lie-algebra of Iso0(g, J) has codimension
at most one in the Lie-algebra of HProj0.
Let u, v be infinitesimal h-projective transformations, i.e. vector fields on M generating 1-
parameter groups of h-projective transformations. We need to show that their certain linear
combination is a Killing vector field. Let us first construct a mapping Ψ : u 7→ au sending an
infinitesimal h-projective transformation to a solution of (3).
We denote by Φut the flow of u and define gt := (Φ
u
t )
∗g. As we recalled in Section 1.3 (see
Theorem 1 there), the (0, 2)−tensor a(t)ij given by (in matrix notation)
a(t) =
(
detgt
detg
) 1
2(n+1)
gg−1t g
satisfies equation (3). Taking the derivative at t = 0, and replacing the t−derivatives of tensors
by Lie derivatives, we obtain that the (0, 2)−tensor
au := Lug −
trace g−1Lug
2(n+ 1)
g
satisfies equation (3).
We define then the mapping Ψ by Ψ(u) = au. The mapping is clearly linear in u. Since the two-
dimensional space of the solutions of (3) contains the one-dimensional subspace {c · g | c ∈ R}, for
every two infinitesimal h-projective transformations u, v there exists a linear combination bu+ dv
such that Ψ(bu+ dv) = cg (for a certain c ∈ R). Let us show that bu+ dv is a Killing vector field.
We have:
(4) Lbu+dvg −
trace g−1Lbu+dvg
2(n+ 1)
g = cg.
Multiplying this (matrix) equation by the inverse matrix of g and taking the trace, we obtain
trace(g−1Lbu+dvg)−
2n
2(n+1) trace(g
−1Lbu+dvg) = 2nc.
Thus, trace(g−1Lbu+dvg) = 2n(n + 1)c. Substituting this in (4), we obtain that Lbu+dvg =
c(1 − n) · g. Then, bu + dv is an infinitesimal homothety. Since the manifold is closed, any
infinitesimal homothety is a Killing vector field implying that bu + dv is a Killing vector field as
we claimed. 
1.7. Additional motivation: new methods for the investigation of the global behavior
of h-projectively equivalent pseudo-Riemannian metrics. In many cases, local statements
about Riemannian metrics could be generalised for the pseudo-Riemannian setting, though some-
times this generalisation is difficult. As a rule, it is very difficult to generalize global statements
about Riemannian metrics to the pseudo-Riemannian setting. The theory of h-projectively equiv-
alent metrics is not an exception: certain local results could be generalized without essential
difficulties. Up to now, no global (say if the manifold is closed) methods for the investigation of
h-projectively equivalent metrics were generalized for the pseudo-Riemannian setting.
More precisely, virtually every global result (see for example the surveys [39, 49]) on h−projectively
equivalent Riemannian metrics was obtained by using the so-called “Bochner technique”, which
requires that the metric is positively defined.
Our proofs (we explain the scheme in Section 1.9) use essentially new methods (in Section 1.10
we explain that these methods were motivated by new results in the theory of projectively equiva-
lent metrics). We expect further applications of these new methods in the theory of h-projectively
equivalent metrics, and in other parts of differential geometry.
1.8. Additional result: Tanno-Theorem for pseudo-Riemannian metrics. Let us recall
the following classical result of Tanno and Hiramatu:
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Theorem 3 ([53],[16]). Let f be a non-constant smooth function on a closed Riemannian Ka¨hler
manifold (M2n, g, J) of dimension 2n ≥ 4 such that the equation
f,ijk = κ(2f,k · gij + f,i · gjk + f,j · gik − f¯,i · Jjk − f¯,j · Jik).(5)
is fulfilled (for a certain constant κ). Then, κ < 0 and (M2n, g, J) has constant holomorphic
sectional curvature −4κ. In particular, (M2n,−4κ · g, J) is (CP (n), gFS , Jstandard).
More precisely, Tanno [53] assumed that κ < 0; in this case it is sufficient to require that the
manifold is complete. Hiramatu [16] proved that the equation can not have nonconstant solutions
for κ ≥ 0, if the manifold is closed. One can construct counterexamples to the latter statement, if
the manifold is merely complete.
We will show in Section 6 that a part of the proof of our main result gives also a proof of the
pseudo-Riemannian version of the above statement:
Theorem 4. Let f be a non-constant smooth function on a closed connected pseudo-Riemannian
Ka¨hler manifold (M2n, g, J) of dimension 2n ≥ 4 such that the equation (5) is fulfilled (for a
certain constant κ). Then, κ 6= 0 and (M2n,−4κ · g, J) is (CP (n), gFS , Jstandard).
1.9. Plan of the proof. We assume that (M2n, g, J) is a closed connected Ka¨hler manifold of
dimension 2n ≥ 4. We divide the proof of Theorem 2 in four steps.
• In Section 2, assuming D ≥ 3, we show that for every solution (aij , λi) of equation (3)
there exists a constant B ∈ R and a function µ such that the following “extended” system
aij,k = λigjk + λjgik − λ¯iJjk − λ¯jJik
λi,j = µgij +Baij
µ,i = 2Bλi
is satisfied (see Theorem 5). For aij 6= const·gij , the constant B is uniquely determined by
the metric (Corollary 5), i.e., is the same for all solutions of (3) that are not proportional
to g.
In Sections 3, 4, 5 we will work with the above “extended” system only, i.e., we will
not use that the degree of mobility of g is ≥ 3 anymore. We show that the existence of
a solution (aij , λi, µ) with λi 6≡ 0 on a closed connected Ka¨hler manifold implies that the
metric is proportional to the Fubini-Study metric. We proceed as follows:
• In Section 3 (see Theorem 6), we show that B 6= 0 unless λi ≡ 0.
• If B 6= 0, by replacing g with −B · g, without loss of generality we can assume B = −1.
In Section 4, we show that, for B = −1, the metric g is positively definite.
• In Section 5, we combine the results of the previous sections and the result of Tanno [53]
we recalled in Section 1.8, to show that our manifold is (CP (n), const · gFS, Jstandard).
This concludes the proof of Theorem 2.
1.10. Relation with projective equivalence. Two metrics g and g¯ on the same manifold are
projectively equivalent, if every geodesic of g, after an appropriate reparametrization, is a geodesic
of g¯. As we already mentioned in Section 1.6.1, we think that the notion “h-projective equivalence”
was introduced as an attempt to adapt the notion “projective equivalence” to Ka¨hler metrics.
It is therefore not a surprise that certain methods from the theory of projectively equivalent
metrics could be adapted for the h-projective questions. For example, the above mentioned papers
[16, 60, 1] are actually an h-projective analog of the papers [57, 15] (dealing with projective
transformations), see also [13, 51]. Moreover, [61, 54] are “Ka¨hlerizations” of [17, 52], and many
results listed in the survey [39] are “Ka¨hlerizations” of those listed in [38].
The Yano-Obata conjecture is also an h-projective analog of the so-called projective Lichnerowicz-
Obata conjecture (recently proved in [31, 28], see also [26, 27]). There also exists a conformal analog
of this conjecture (the so called conformal Lichnerowicz-Obata conjecture proved in [2, 43, 45]),
whose CR−analog was proved in [45], and finsler analog in [35].
We also used certain ideas from the theory of projectively equivalent metrics. In particular,
the scheme of the first part of the proof of Theorem 2 is close to the scheme of the proof of [19,
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Theorem 1], see also [29], the scheme of the second part of the proof is close to the proof of [33,
Theorem 1] (though the proofs in the present paper are technically much more complicated than
the proofs in [19, 33]).
Let us also recall that recently new methods for the investigation of projectively equivalent
metrics were suggested. A group of these new methods came from the theory of integrable systems
and from the dynamical systems [23, 34, 24, 25]. We expect that these methods could also
be adapted for the investigation of h-projectively equivalent metrics (first steps were already
done in [21]). Another group of new methods came from the geometric theory of ODEs, see
for example [10, 30, 9]. We expect that these methods could also be adapted for h-projective
transformations.
Let us also recall that equation (5) was introduced in [53] as “Ka¨hlerization” of f,ijk = κ(2f,k ·
gij+f,i ·gjk+f,j ·gik). The latter equation appeared independently and was helpful in many parts
of differential geometry: in spectral geometry [53, 12], in cone geometry [12, 3], and in conformal
and projective geometry (see [15, 53] and [32, 33] for references). We expect that equation (5) will
be helpful in the “Ka¨hlerizations” of these geometries.
2. Local theory and extended system
The goal of Section 2 is to prove the following
Theorem 5. Let (M2n, J, g) be a connected Ka¨hler manifold of dimension 2n ≥ 4. If the degree
of mobility D of g is ≥ 3, then for every solution (aij , λi) of (3), such that aij 6= const · g, there
exists a unique constant B and a scalar function µ, such that the extended system
(6)
aij,k = λigjk + λjgik − λ¯iJjk − λ¯jJik
λi,j = µgij +Baij
µ,i = 2Bλi
is satisfied.
We see that the first equation of (6) is precisely the equation (3), i.e., is fulfilled by assumptions.
We would like to note here that the second and the third equations are not differential consequences
of the first one: they require the assumption that the degree of mobility is ≥ 3.
The proof of the second equation is the lengthiest and trickiest part of the proof of Theorem 5.
After recalling basic properties of λi in Section 2.1, we will first prove a pure algebraic result
(Lemma 2). Together with Lemma 5, it will imply that the equation λi,j = µgij + Baij holds in
a neighborhood of almost every point of M for a certain function B. Then, in Lemma 6 we show
that, locally, in a neighborhood of almost every point, the function B is actually a constant. The
constant B and the function µ could a priori depend on a neighborhood of the manifold, the last
step will be to show that B and µ are the same for each neighborhood and, hence, are globally
defined (Section 2.5). Now, the third equation of Theorem 5 will be obtained as a differential
corollary of the first two.
Note also that (gij , 0) is also a solution of (6), with µ = −B, so Theorem 5 holds for this
solution except for the constant B is not unique anymore. In Section 4 we will consider (gij , 0) as
a solution of (6) with B = −1 and µ = 1.
2.1. Killing vector field for the geodesic flow of g. In this section we show that the 1-form
λ¯i satisfies the Killing equation, a fact which we shall use several times during our paper.
Lemma 1 (Folklore). Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4 and let (aij , λi)
be a solution of equation (3). Then J anticommutes with gij, aij and λi,j :
Jαigαj = −giαJ
α
j ,
Jαiaαj = −aiαJ
α
j ,
Jαiλα,j = −λi,αJ
α
j .
Proof. The first equality is a part of the definition of Ka¨hler metrics, the second property follows
from our convention from Section 1.3. The third equality is also somehow known: it follows
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immediately from [41, equation (13)] and [4, Proposition 3]. For the convenience of the reader, we
give its proof but it does not pretend to be new.
Differentiating (3), we obtain
aij,kl = λi,lgjk + λj,lgik − λ¯i,lJjk − λ¯j,lJik.
Substituting this into the formula aij,kl − aij,lk = R
r
iklarj + R
r
jklair (which is fulfilled for every
(0, 2)-tensor aij) we obtain
(7)
aij,kl − aij,lk = λi,lgjk − λi,kgjl + λj,lgik − λj,kgil − λ¯i,lJjk + λ¯i,kJjl − λ¯j,lJik + λ¯j,kJil
= Rriklarj +R
r
jklair.
Multiplying this equation with gjk and summing with respect to repeating indices, we obtain:
2nλi,l − λi,l + λi,l − g
jkλj,kgil − 0 + λ¯i,kJ
k
l − λi,l + g
jkλ¯j,kJil
= (2n− 1)λi,l − g
jkλj,kgil + λ¯i,kJ
k
l + g
jkλ¯j,kJil = g
jkRriklarj + g
jkRrjklair.(8)
Recall that gij and aij are hermitian and the curvature satisfies the symmetry relations
RiαklJ
α
j = J
i
αR
α
jkl and R
i
jαβJ
α
kJ
β
l = R
i
jkl.
Now, let us rename i → i′ and l → l′, multiply equation (8) by J i
′
iJ
l′
l, and sum with respect to
repeating indices. We want to show that this operation does not change the right-hand side of the
equation. First we consider the second term on the right-hand side:
gjkRrjkl′ai′rJ
i′
iJ
l′
l = −g
jkRrjkl′ai′iJ
i′
rJ
l′
l = −g
jkRi
′
rkl′ai′iJ
r
jJ
l′
l = −g
jkRri′kl′ariJ
i′
jJ
l′
l
= gji
′
Rri′kl′ariJ
k
jJ
l′
l = g
ji′Rri′jlari = g
jkRrjklair
We see that this term remains unchanged. Similarly, for the first term on the right-hand side we
have
gjkRri′kl′arjJ
i′
iJ
l′
l = g
jkRi
′
ikl′arjJ
r
i′J
l′
l = −g
jkRi
′
ikl′ari′J
r
jJ
l′
l
= gjrRi
′
ikl′ari′J
k
jJ
l′
l = g
jrRi
′
ijlari′ = g
jkRriklajr,
which again shows that the operation above does not change this term. Thus, the right-hand
side of (8) remains unchanged, so the difference of the left-hand side of (8) and the transformed
left-hand side of (8) must be zero. We obtain:
0 = (2n− 1)λi′,l′J
i′
iJ
l′
l − g
jkλj,kgi′l′J
i′
iJ
l′
l + λ¯i′,kJ
k
l′J
i′
iJ
l′
l + g
jkλ¯j,kJi′l′J
i′
iJ
l′
l
−(2n− 1)λi,l + g
jkλj,kgil − λ¯i,kJ
k
l − g
jkλ¯j,kJil
= (2n− 1)λ¯i,kJ
k
l − (2n− 1)λi,l − λ¯i,kJ
k
l − λ¯i′,lJ
i′
i = (2n− 2)(λ¯i,kJ
k
l − λi,l)
Hence, λ¯i,kJ
k
l = λi,l. Multiplying by J
l
j and using that λi,j is symmetric yields the desired
formula −λ¯i,j = λi,lJ
l
j = λl,iJ
l
j = λ¯j,i. 
Corollary 2 ([4]). Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4. If (aij , λi) is a
solution of equation (3), then λ¯i := giαλ¯α is a Killing vector field for g.
Proof. A vector field vi is Killing, if and only if the Killing equation vi,j + vj,i = 0 is satisfied. For
the vector field λ¯i, the Killing equation reads λ¯i,j + λ¯j,i = 0 and is equivalent to the third equality
of Lemma 1. 
Corollary 3. Let (aij , λi) be a solution of equation (3) on a connected Ka¨hler manifold (M
2n, g, J)
of dimension 2n ≥ 4. If λi 6= 0 at a point, then λi 6= 0 at almost every point.
Convention. Within the whole paper we understand “almost everywhere” and “almost every” in
the topological sense: a condition is fulfilled almost everywhere (or in almost every point) if and
only if the set of the points where it is fulfilled is dense in M .
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Proof. If λi 6= 0 at a point, then the Killing vector field λ¯
i is not identically zero. It is known that
a Killing vector field that is not identically zero does not vanish on an open nonempty subset (to
see it one can use the fact that the flow of a Killing vector field commutes with the exponential
mapping). Thus, λ¯i 6= 0 at almost every point, implying λi 6= 0 at almost every point. 
Corollary 4. Let (M2n, g, J) be a connected Ka¨hler manifold of dimension 2n ≥ 4 and let (aij , λi)
be a solution of (3) such that aij = 0 at every point of some open subset U ⊆M . Then (aij , λi) ≡
(0, 0) on the whole M .
Proof. If aij ≡ 0 in U , then λi ≡ 0 in U implying λi ≡ 0 on the whole M in view of Corollary 3.
Then, equation (3) implies that aij is covariantly constant on M . Since it vanishes at a point, it
vanishes everywhere. 
2.2. Algebraic lemma. Let us denote by J the following (2, 2)-tensor:
(9) J αβij = δ
α
i δ
β
j + J
α
iJ
β
j .
Using this notation one can rewrite equation (3) in the form
aij,k = J
i′j′
ij (λi′gj′k + λj′gi′k)(10)
The first step in the proof of Theorem 5 will be to show the validity of the second equation of the
system (6) in a point:
Lemma 2. Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4 and let (aij , λi) and (Aij ,Λi)
be solutions of (3) such that at the point p ∈M , a, g, and A are linearly independent. Then, there
exist numbers B and µ, such that the equation
(11) λi,j = µgij +Baij .
holds at p.
Proof. Substituting (10) in aij,kl − aij,lk = aiαR
α
jkl + ajαR
α
ikl, we obtain
aiαR
α
jkl + ajαR
α
ikl = J
i′j′
ij (λl,i′gj′k + λl,j′gi′k − λk,i′gj′l − λk,j′gi′l)(12)
These equations are fulfilled for every solution of (3), thus for (Aij ,Λi). We denote by (12.A) the
equation (12) with (aij , λi) replaced by (Aij ,Λi). From this point we will work in the tangent
space to the fixed point p only.
Since equations (12) and (12.A) are not affected by the transformation (for any constants
a,A, c, C)
aij → aij + a · gij , λi,j → λi,j + c · gij ,(13)
Aij → Aij +A · gij , Λi,j → Λi,j + C · gij ,(14)
without loss of generality we can assume that aij , λi,j , Aij and Λi,j are trace-free, i.e.
aijg
ij = λi,jg
ij = Aijg
ij = Λi,jg
ij = 0.(15)
In this “trace-free” situation, our goal is to show that λi,j = B · aij for a certain number B.
After contracting (12) with All′ and renaming of the indices l→ β, l
′ → l, we obtain:
(16) aiαR
α
jkβA
β
l + ajαR
α
ikβA
β
l = J
i′j′
ij (A
β
l λβ,i′gj′k + A
β
l λβ,j′gi′k − A
β
l λk,i′gj′β − A
β
l λk,j′gi′β).
Because of the symmetries of the curvature tensor,
aiαR
α
jkβA
β
l = a
α
i RαjkβA
β
l = a
α
i RβkjαA
β
l .
Then, equation (16) can be rewritten as
(17) aαi A
β
l Rβkjα + a
α
j A
β
l Rβkiα = J
i′j′
ij (A
β
l λβ,i′gj′k +A
β
l λβ,j′gi′k − A
β
l λk,i′gj′β − A
β
l λk,j′gi′β).
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Symmetrizing with respect to (l, k) and rearranging the terms we obtain
(18) aαi (A
β
l Rβkjα +A
β
kRβljα) + a
α
j (A
β
l Rβkiα +A
β
kRβliα) =
= J i
′j′
ij (A
β
l λβ,i′gj′k +A
β
l λβ,j′gi′k −A
β
l λk,i′gj′β −A
β
l λk,j′gi′β+
+Aβkλβ,i′gj′l +A
β
kλβ,j′gi′l −A
β
kλl,i′gj′β −A
β
kλl,j′gi′β).
The terms in the brackets in the left hand side are the left hand side of (12.A) with renamed
indices: the rules for renaming indices are(
i α j k l
l β k j α
)
and
(
i α j k l
l β k i α
)
,
respectively. Substituting (12.A) in (18), we obtain
(19) J k
′l′
kl [a
α
i (Λα,l′gk′j + Λα,k′gl′j − Λj,l′gk′α − Λj,k′gl′α)+
+aαj (Λα,l′gk′i + Λα,k′gl′i − Λi,l′gk′α − Λi,k′gl′α)
]
=
= J i
′j′
ij [A
α
l (λα,i′gj′k + λα,j′gi′k − λk,i′gj′α − λk,j′gi′α)+
+Aαk (λα,i′gj′l + λα,j′gi′l − λl,i′gj′α − λl,j′gi′α)] .
Now we want to change the contraction with the tensor J k
′l′
kl by the contraction with the tensor
J i
′j′
ij . This operation is possible (= after applying it we obtain the same equation), because of
specific symmetries of each component in brackets. Indeed, for the first component we have
(20) J k
′l′
kl a
α
i Λα,l′gk′j = (δ
k′
k δ
l′
l + J
k′
kJ
l′
l)a
α
i Λα,l′gk′j =
= δk
′
k δ
l′
l a
α
i Λα,l′gk′j + J
k′
kJ
l′
la
α
i Λα,l′gk′j =
= δi
′
i δ
j′
j a
α
i′Λα,lgkj′ + J
k′
kJ
l′
la
α
i Λα,l′gk′j
Consider the last part and apply Lemma 1 several times:
(21) Jk
′
kJ
l′
la
α
i Λα,l′gk′j = (J
k′
kgk′j) · (J
l′
lΛl′,α) · (g
αβaβi) =
= (−Jj
′
jgj′k) · (−J
α′
αΛα′,l) · (g
αβaβi) = (J
j′
jgj′k) · Λα′,l · (J
α′
αg
αβ) · aβi =
= (Jj
′
jgj′k) · Λα′,l · (−J
β
β′g
β′α′) · aβi = (J
j′
jgj′k) · Λα′,lg
β′α′ · (−Jββ′aβi) =
= (Jj
′
jgj′k) · Λα′,lg
β′α′ · (J i
′
iai′β′) = J
i′
iJ
j′
ja
α
i′Λα,lgj′k
Then J k
′l′
kl a
α
i Λα,l′gk′j = J
i′j′
ij a
α
i′Λα,lgkj′ , as we claimed.
The proof for all other components is analogous (in fact, in the proof we used the hermitian
property of aij , λi,j , gij only, and this property is fulfilled for all these tensors by Lemma 1).
Therefore, considering each component in the left part of (19) separately, we obtain:
(22) J i
′j′
ij [a
α
i′(Λα,lgkj′ + Λα,kglj′ − Λj′,lgkα − Λj′,kglα)+
+aαj′(Λα,lgki′ + Λα,kgli′ − Λi′,lgkα − Λi′,kglα)
]
=
= J i
′j′
ij [A
α
l (λα,i′gj′k + λα,j′gi′k − λk,i′gj′α − λk,j′gi′α)+
+Aαk (λα,i′gj′l + λα,j′gi′l − λl,i′gj′α − λl,j′gi′α)] .
In the left hand side of (22), we collect the components on containing g with the same indices:
(23) J i
′j′
ij [(a
α
i′Λα,l −A
α
l λα,i′)gkj′ + (a
α
i′Λα,k −A
α
kλα,i′ )glj′+
+(aαj′Λα,l −A
α
l λα,j′ )gki′ + (a
α
j′Λα,k −A
α
kλα,j′ )gli′
]
=
= J i
′j′
ij [ai′kΛj′,l + ai′lΛj′,k + aj′kΛi′,l + aj′lΛi′,k −Aj′lλk,i′ −Ai′lλk,j′ −Aj′kλl,i′ −Ai′kλl,j′ ]
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We set cil = a
α
i Λα,l−A
α
l λα,i. it is easy to check that cil anticommutes with J : J
α
icαj = −ciαJ
α
j .
Then equation (23) takes the form:
(24) J i
′j′
ij [ci′lgj′k + ci′kgj′l + cj′lgi′k + cj′kgi′l] =
= J i
′j′
ij [ai′kΛj′,l + ai′lΛj′,k + aj′kΛi′,l + aj′lΛi′,k −Aj′lλk,i′ −Ai′lλk,j′ −Aj′kλl,i′ −Ai′kλl,j′ ]
Let us now contract the last equation with gjk. This operation involves the j-index, so we
have to make use of the explicit formula (9) for J . After some index manipulations, using the
anticommutation- and trace-free-properties of the tensors involved1 , we obtain:
2ncil + (cjkg
jk)gil = 0,(25)
which implies cil = 0. Since cil = 0, the equation (24) reads
(26)
J i
′j′
ij [ai′kΛj′,l + ai′lΛj′,k + aj′kΛi′,l + aj′lΛi′,k −Aj′lλk,i′ −Ai′lλk,j′ −Aj′kλl,i′ −Ai′kλl,j′ ] = 0
Let us now multiply (26) by 12J
jk
pq . After rearranging components and renaming indices we can
write the equation in a more symmetric way:
(27)
1
2
(δi
′
i δ
j′
j δ
k′
k + δ
i′
i J
j′
jJ
k′
k + J
i′
iJ
j′
jδ
k′
k − J
i′
iδ
j′
j J
k′
k)·
· (ai′k′Λj′,l + ai′lΛj′,k′ + aj′k′Λi′,l + aj′lΛi′,k′−
−Aj′lλk′,i′ −Ai′lλk′,j′ −Aj′k′λl,i′ −Ai′k′λl,j′) = 0
Using that J anticommutes with aij , Aij , λi,j (see Lemma 1) one can get
ailΛj,k + ajkΛi,l + J
i′
iJ
j′
j(ai′lΛj′,k + aj′kΛi′,l) = Ailλj,k +Ajkλi,l + J
i′
iJ
j′
j(Ai′lλj′,k +Aj′kλi′,l)
(28)
Symmetrizing (28) by (i, l) we finally obtain
ailΛj,k + ajkΛi,l = Ailλj,k +Ajkλi,l.(29)
In other words, Λℵak +Λkaℵ = λkAℵ + λℵAk, where ℵ and k stand for the symmetric indices jl
and ik, respectively.
But it is easy to check that a non-zero simple symmetric tensorXℵk = PℵQk+PkQℵ determines
its factors Pℵ and Qk up to scale and order (it is sufficient to check, for example, by taking Pℵ
and Qk to be basis vectors). Since aij and Aij are supposed to be linearly independent, it follows
that λi,j = const · aij , as required. 
Remark 3. We would like to emphasize here that, though Lemma 2 is formulated in the differential-
geometrical notation, it is essentially an algebraic statement (in the proof we did not use differ-
entiation except for the integrability conditions (12) that were actually obtained before, see (7)).
Moreover, we can replace Rijkl in (12) by any (1, 3)-tensor having the same algebraic symmetries
(with respect to g) as the curvature tensor.
1Each component separately:
cilgjkg
jk = 2ncil, cikgjlg
jk = cil,
cjlgikg
jk = cil, cjkgilg
jk = (cjkg
jk)gil,
Ji
′
iJ
j′
jci′lgj′kg
jk = 0, Ji
′
iJ
j′
jci′kgj′lg
jk = −cil,
Ji
′
iJ
j′
jcj′lgi′kg
jk = −Ji
′
iJ
l′
lci′l′ = −cil, J
i′
iJ
j′
jcj′kgi′lg
jk = −(gjkJj
′
jcj′k)J
i′
igi′l = 0,
aikΛj,lg
jk = api Λp,l, ailΛj,kg
jk = 0, ajkΛi,lg
jk = 0, ajlΛi,kg
jk = Λi,pa
p
l
,
Ji
′
iJ
j′
jai′kΛj′,lg
jk = −apiΛp,l, J
i′
iJ
j′
jai′lΛj′,kg
jk = 0, Ji
′
iJ
j′
jaj′kΛi′,lg
jk = 0, Ji
′
iJ
j′
jaj′lΛi′,kg
jk = −Λi,pa
p
l
.
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2.3. If the solutions aij , Aij and gij are linearly dependent over functions, then they
are linearly dependent over constants. The goal of this section is to show, that under the
assumption of degree of mobility ≥ 3, equation (11) holds in a neighborhood of almost every point
of M for each solution (aij , λi) of equation (3). The real numbers B and µ in equation (11) then
become smooth function on this neighborhood. In the end of this section, it will be also shown
that the local function B is the same for all solutions of equation (3).
Lemma 3. On a Ka¨hler manifold (M2n≥4, g, J), let (Aij , λi) and (aij , λi) be solutions of (3).
Then, almost every point p ∈ M has a neighborhood U(p) ∋ p such that in this neighborhood one
of the following conditions is fulfilled:
(a) aij , Aij , and gij are linearly independent at every point of U(p),
(b) aij , Aij , and gij are linearly dependent at every point of U(p).
Proof. The proof in fact does not require that aij and Aij are solutions of (3). Let W be the set
of the points where (a) is fulfilled. W is evidently an open set. Consider int (M \W ), where “int”
denotes the set of the interior points. This is also an open set, and W ∪ int (M \W ) is open and
everywhere dense. By construction, every point of W ∪ int (M \W ) has a neighborhood satisfying
the condition (a) or the condition (b). 
One of the possibilities in Lemma 3 is that (in a neighborhood U(p)) the solutions aij , Aij
and gij of (3) are linearly depended over functions. Our goal is to show that in this case they
are actually linearly dependent (over constants). At first we consider the special case, when two
solutions are proportional.
Lemma 4. Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4, and let (aij , λi) and
(Aij ,Λi) be solutions of (3) such that aij 6= 0 at every point of some open subset U ⊆ M . If
α : U → R is a function such that
A = αa,(30)
then α is constant, and A = α a on the whole M .
Proof. Since Aij and aij are smooth tensor fields on U and aij 6= 0, the function α is also smooth.
We covariantly differentiate (30) and substitute the derivatives of aij and Aij using (3) to obtain
γigjk + γjgik − γ¯iJjk − γ¯jJik = α,kaij ,(31)
where γi := Λi − αλi. Contracting equation (31) with a non-zero vector field U
k such that
Ukα,k = 0 yields
(32) γiUj + γjUi + γ¯iU¯j + γ¯jU¯i = 0
Let us now show that at every point
span{U j , U¯ j}⊥ ⊆ span{γj, γ¯j}⊥.
For every vector field V j ∈ span{U j, U¯ j}⊥ we have (contracting this vector field with (32))
(γjV
j)Ui + (γ¯jV
j) U¯i = 0
Since Ui and U¯i are linearly independent, γjV
j = γ¯jV
j = 0. Then Vi ∈ span{γ
j, γ¯j}⊥. Thus,
span{U j , U¯ j}⊥ ⊆ span{γj, γ¯j}⊥ as we claimed.
Assume γi 6= 0. Then the spaces span{U
j , U¯ j}⊥ and span{γj, γ¯j}⊥ have equal dimension
(2n− 2), and therefore coincide. The same holds for their orthogonal complements and we obtain
span{U j, U¯ j} = span{γj , γ¯j}
Thus, every vector U i from the at least (2n − 1)-dimensional space span(α i, )
⊥ lies in the 2-
dimensional space span{γj, γ¯j}, which gives us a contradiction. Thus, γi = 0 and equation (31)
reads α,kaij = 0, implying α is constant on U . Therefore, the solution Aij−αaij vanishes at every
point of U . By Corollary 4 it vanishes on the whole M . 
Now let us treat the general case:
14 A. FEDOROVA, V. KIOSAK, V.S. MATVEEV, S. ROSEMANN
Lemma 5. On a connected Ka¨hler manifold (M2n, g, J) of dimension 2n ≥ 4, let (aij , λi) and
(Aij ,Λi) be solutions of (3). Assume that for certain functions α and β on an open subset U ⊆M
we have
Aij = αgij + βaij(33)
Then there exist constants (C1, C2, C3) 6= (0, 0, 0) such that
C1A+ C2a+ C3g = 0 on the whole M .
Proof. If there locally exists a function c such that aij = cgij , then by the previous Lemma 4 the
function c is a constant. Hence, by Corollary 4, one can choose C1 = 0, C2 = −1 and C3 = c.
Let aij be non-proportional to gij . Then (33) is a linear system of equations of maximal rank
with smooth coefficients on functions α and β. Thus, its solutions α and β are smooth.
Similarly as before in Lemma 4, by differentiating (33) we obtain
γigjk + γjgik − γ¯iJjk − γ¯jJik = α,kgij + β,kaij(34)
where γi = Λi − βλi.
Assume γi 6= 0. We contract (34) with a vector field U
i such that Ukα,k = U
kβ,k = 0 to obtain
equation (32). As in the proof of Lemma 4, we obtain
span{U j, U¯ j} = span{γj , γ¯j}
implying Ui = c · γi + d · γ¯i for certain functions c and d. We substitute Ui in (32) to obtain
2c · (γiγj + γ¯iγ¯j) = 0.
Since γi 6= 0, it follows that c = 0, and therefore U
i = d · γ¯i. We have shown that every vector U i
from the at least (2n− 2)-dimensional space span(α i, , β
i
, )
⊥ is proportional to γ¯i, which gives us
a contradiction. Thus, γi = 0 and equation (34) takes the form
α,kaij + β,kgij = 0.
We have α,k ≡ 0 ≡ β,k, implying α ≡ const =: C2 and β = const =: C3.
Therefore, the solution Aij − C2aij − C3gij vanishes at every point of U . By Corollary 4 it
vanishes on the whole M . 
Thus, if the degree of mobility is ≥ 3, by Lemma 5, for every solution (aij , λi) of (3) such that
aij 6= const · gij , equation (11) holds in a neighborhood of almost every point of M (for some
locally defined functions B and µ that could a priori depend on the solution (aij , λi)). Our next
goal is to show, that the function B is the same for all solutions:
Corollary 5. Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4 and assume that the
degree of mobility is ≥ 3. Then, the function B defined by equation (11) does not depend on the
solution (aij , λi) of equation (3).
Proof. Take the second solution (Aij ,Λi) of equation (3). Let us first assume that gij , aij and Aij
are linearly independent.
We know that (aij + Aij , λi + Λi) is again a solution. Adding equations (11) for (aij , λi) and
(Aij ,Λi) with functions B and B
′ respectively and substracting the same equation corresponding
to the sum of the both solutions (the correspondent function B for the sum of solutions will be
denoted by B+), we obtain
0 = something · gij + (B −B
+)aij + (B
′ −B+)Aij
Combining Lemma 5 and the assumption that g, a and A are linearly independent, we obtain
B = B+ = B′ as we claimed.
Consider now the second case when gij , aij and Aij are linearly dependent, i.e. (without loss
of generality), Aij = Cgij + Daij on M for some constants C and D. Thus, the corresponding
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1-forms Λi and λi for Aij and aij respectively are related by the equation Λi = Dλi. Multiplying
equation (11) by D we obtain
Dλi,j︸ ︷︷ ︸
Λi,j
= Dµgij +DBaij = (Dµ− CB)︸ ︷︷ ︸
M
gij + (Daij + Cgij)︸ ︷︷ ︸
Aij
B(35)
This is equation (11) on (Aij ,Λi) with the same function B. Finally, in all cases, the function B
is the same for all solutions of equation (3). 
2.4. In the neighborhood of a point such that g, a, and A are linearly independent, the
function B is a constant. Our next goal is to show that the local function B we have found is
a constant.
Lemma 6. Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n ≥ 4. Suppose that in a neigh-
borhood U ⊆ M there exist at least two solutions (aij , λi) and (Aij ,Λi) of (3) such that a,A and
g are linearly independent at every point of U . Then the function B defined by equation (11) is a
constant.
The proofs for the cases dimM ≥ 6 and dimM = 4 use different methods and will be given in
sections 2.4.1 and 2.4.2 respectively.
2.4.1. Proof of Lemma 6, if dimM ≥ 6. First of all, the function B is smooth. Indeed, the
trace-free version of (11) is
(36) λi,j −
1
2nλ
k
k, · gij = B(aij −
2
n
λgij),
where λ := 14a
i
i, and the function B is smooth since it is the coefficient of the proportionality of
the nowhere vanishing tensor (aij −
2
n
λgij) and the tensor (λi,j −
1
2nλ
k
k, · gij). Since B is smooth,
µ is smooth as well, as the coefficient of the proportionality of the nowhere vanishing tensor gij
and the tensor (λi,j −Baij).
Thus, all objects in the equation
λi,j = µgij +Baij(37)
are smooth. We covariantly differentiate the equation and substitute aij,k using (10) to obtain
(38) λi,jk = µ,kgij +B,kaij +Baij,k = µ,kgij +B,kaij +B · J
i′j′
ij (λi′gj′k + λj′gi′k).
By definition of the curvature tensor,
(39) λpR
p
ijk = λi,jk − λi,kj
(38)
= µ,kgij − µ,jgik +B,kaij −B,jaik+
+B · J i
′j′
ij (λi′gj′k + λj′gi′k)−B · J
i′k′
ik (λi′gk′j + λk′gi′j) =
= µ,kgij − µ,jgik +B,kaij −B,jaik +Bλjgik −Bλkgij+
+B · J i
′
iJ
j′
j(2λi′gj′k + λj′gi′k)−BJ
i′
iJ
k′
kλk′gi′j
Let us now substitute λi,j in (12) by (37). The components with µ disappear because of the
symmetries of gij and the equation takes the following form:
aiαR
α
jkl + ajαR
α
ikl = BJ
i′j′
ij (ali′gj′k + alj′gi′k − aki′gj′l − akj′gi′l)(40)
We contract this equation with λl. Applying the identity aiαR
α
jkβλ
β = aαi λβR
β
kjα we obtain
aαi λβR
β
kjα + a
α
j λβR
β
kiα = BJ
i′j′
ij (λ
βaβi′gj′k + λ
βaβj′gi′k − aki′λj′ − akj′λi′).(41)
Now we substitute the left hand side using (39). After substituting (9) for J i
′j′
ij and tensor
manipulation, we obtain
(42) gkj(a
α
i µ,α − 2Bλ
αaiα) + gki(a
α
j µ,α − 2Bλ
αajα)+
+ akj(a
α
i B,α − µ,i + 2Bλi) + aki(a
α
j B,α − µ,j + 2Bλj) =
= B,jakαa
α
i +B,iakαa
α
j
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Set ξi := a
α
i µ,α − 2Bλ
αaiα and ηi := a
α
i B,α − µ,i + 2Bλi. Then
ξigkj + ξjgki + ηiakj + ηjaki = B,jakαa
α
i +B,iakαa
α
j(43)
Remark 4. For further use let us note that if B = const, i.e., if B,i ≡ 0, then the right-hand side
of the last equation vanishes implying ηi ≡ 0. Then,
(44) µ,i = 2Bλi.
Let us now alternate (43) with respect to (i, k), rename j ←→ k and add the result to (43).
After this manipulation only the terms that are symmetric with respect to (j, k) remain, and we
obtain
ξigjk + ηiajk = B,iakαa
α
j(45)
If B,i 6= 0, equation (45) implies that for certain functions C and D
Cgjk +Dajk = akαa
α
j(46)
Let us now calculate ∇k(aiαa
α
j ):
(47) ∇k(aiαa
α
j ) = aiα,ka
α
j + ajα,ka
α
i =
= J i
′j′
ij (λi′aj′k + λj′ai′k + λαa
α
i′gj′k + λαa
α
j′gi′k)
(46)
=
= C,kgij +D,kaij +DJ
i′j′
ij (λi′gj′k + λj′gi′k)
Setting si := λαa
α
i′ −Dλi, we obtain
J i
′j′
ij (λi′aj′k + λj′ai′k + sigj′k + sjgi′k)− C,kgi′j′ −D,kai′j′ = 0(48)
To simplify this equation consider the action of the operator J k
′j′
kj on it. After applying the
properties of the complex structure, the equation takes the form
J i
′j′
ij (λi′aj′k + si′gj′k)− J
k′j′
kj
(
C,k′
2
gij′ +
D,k′
2
aij′
)
= 0.(49)
Alternating with respect to (i, k) and collecting the terms yields
J i
′j′
ij
[
aj′k
(
λi′ +
D,i′
2
)
+ gj′k
(
si′ +
C,i′
2
)]
− J k
′j′
kj
[
aij′
(
λk′ +
D,k′
2
)
+ gij′
(
si′ +
C,i′
2
)]
= 0
(50)
After denoting
τi = si +
C,i
2
, τ¯i = J
i′
iτi′ , gjk¯ = J
k′
kgjk′(51)
νi = λi +
D,i
2
, ν¯i = J
i′
iνi′ , ajk¯ = J
k′
kajk′ ,(52)
equation (50) reads
(τigjk − τkgij)− (τ¯igjk¯ − τ¯kgji¯) + (νiajk − νkaij)− (ν¯iajk¯ − ν¯kaji¯) = 0(53)
Let us now contract this equation with a certain vector field ξj . We obtain
(τiξk − τkξi)− (τ¯iξ¯k − τ¯k ξ¯i) = (νiηk − νkηi)− (ν¯iη¯k − ν¯kη¯i)(54)
where ξ¯i = J
i′
iξi′ , ηi = −aijξ
j and η¯i = J
i′
iηi′ .
If the vectors τi, ξi, τ¯i and ξ¯i are linearly independent, this equation implies that the 4-
dimensional space l(τ, ξ) spanned over {τi, ξi, τ¯i, ξ¯i} coincides with l(ν, η) spanned over {νi, ηi, ν¯i, η¯i}.
Indeed, these spaces are determined as the orthogonal complements to the kernels of the corre-
sponding 2-forms
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Ker(τ, ξ) = {ui |
(
(τiξk − τkξi)− (τ¯iξ¯k − τ¯k ξ¯i)
)
uixk = 0 for every xk}
Ker(ν, η) = {ui | ((νiηk − νkηi)− (ν¯iη¯k − ν¯kη¯i)) u
ixk = 0 for every xk}
Since by (54) the forms are equal, the subspaces are equal as well.
If dimM ≥ 6, there exist two vectors
1
ξj and
2
ξj such that {τi,
1
ξi,
2
ξi, τ¯i,
1
ξ¯i,
2
ξ¯i} are linearly
independent. Then l(τ,
1
ξ) and l(τ,
2
ξ) intersect along the 2-dimensional subspace spanned by the
vectors {τi, τ¯i}. The corresponding vectors
1
η and
2
η determine spaces l(ν,
1
η) and l(ν,
2
η) which
intersect along the subspace spanned by the vectors {νi, ν¯i}). Since the 4-dimensional spaces are
pairwise equal, one obtains
span{τi, τ¯i} = span{νi, ν¯i}(55)
Then, for certain functions p, q we have
τi = pνi + qν¯i, τ¯i = pν¯i − qνi.
Let us now substitute this in (53). After collecting terms, we obtain
(56) νi(p gjk + q J
k′
kgjk′ + ajk)− νk(p gij + q J
i′
igi′j + aij) =
ν¯i(p J
k′
kgjk′ − q gjk + J
k′
kajk)− ν¯k(p J
i′
igi′j − q gij + J
i′
iai′j).
Defining
ωjk = p gjk + q J
k′
kgjk′ + ajk,(57)
ωjk¯ = p J
k′
kgjk′ − q gjk + J
k′
kajk,(58)
we can rewrite equation (56) in the form
νiωjk − νkωji = ν¯iωjk¯ − ν¯kωjı¯(59)
This equation has the same structure as (53), but with a non-symmetric, hermitian bilinear
form ωjk. One can easily see that it holds if and only if
ωjk = αjνk + J
j′
jJ
k′
kαj′νk′(60)
for some covector αj .
Substituting ω in (57) and alternating the result, we obtain
2qJk
′
kgjk′ = αjνk − αkνj + J
j′
jJ
k′
k(αj′νk′ − αk′νj′).
Let us now consider this equation as an equality between two bilinear forms. The rank of the
right-hand side is not greater then 4, while the left hand side is nondegenerate unless q 6= 0. Since
dimM ≥ 6 we have q = 0 and ωjk is symmetric by (57). Thus,
ωjk = α(νjνk + J
j′
jJ
k′
kνj′νk′),(61)
where α is a scalar function. It immediately follows that (after renaming of variables)
aij = p(uiuj + J
i′
iJ
j′
jui′uj′) + qgij ,(62)
where p, q — are certain functions and ui is a covariant vector field.
We have shown that if in a neighborhood of some point there are two linearly independent
solutions of the extended system with non-constant B, then each solution has the special form (62).
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Now we would like to show that the function q, corresponding to a solution aij as was given in
equation (62), is a constant. In order to do this, take an arbitrary U i ∈ span{ui, u¯i}⊥. Contract-
ing (62) with U i we see that
aiαU
α = qUi
Hence all vectors, orthogonal to u and u¯, correspond to the eigenvalue q of aij = g
iαaαj . Taking
the derivative of the equation above and inserting equation (3) yields
λiUk + λαU
αgik − λ¯iU¯k − λ¯αU
αJik + aiαU
α
,k = q,kUi + qUi,k
Contracting this equation with U i gives
2λαU
αUk − 2λ¯αU
αU¯k = q,kUαU
α.(63)
Thus, q,k ∈ span{Uk, U¯k} unless UαU
α = 0.
Given any vector U i ∈ span{u, u¯}⊥, such that UαU
α 6= 0, we can construct a second vector
W i ∈ span{u, u¯}⊥ such that WαW
α 6= 0 and span{U i, U¯ i} ∩ span{W i, W¯ i} = {0}. In this case,
using equation (63) for U i and W i, we obtain that q is a constant (because qk ∈ span{Uk, U¯k} ∩
span{Wk, W¯k} = {~0}). It remains to show that such a vector U
i exists. Assuming each vector U i ∈
span{u, u¯}⊥ satisfies UαU
α = 0, we obtain that UαW
α = 0 for all U i,W i ∈ span{u, u¯}⊥. Since
dimM ≥ 6, this means that dim span{u, u¯} = dim ((span{u, u¯})⊥)⊥ ≥ 4 which is a contradiction.
Using that q is a constant, we can substract the trivial solution qgij from aij and include the
function p in the vector field ui. In other words, without loss of generality, aij is given by
aij = uiuj + J
i′
iJ
j′
jui′uj′ .
Note that uj is an eigenvector of aij as well. If the corresponding eigenvalue is a constant, all
eigenvalues of aij are constant. Hence, the trace of a
i
j is constant, and the 1-form λi =
1
4 (a
k
k),i is
identically zero. Inserting λi ≡ 0 in equation (11), we see that
0 = µgij +Baij
By Lemma 5, µ = B = 0, since gij and aij are assumed to be linearly independent. We see
that in this case B = const as we claim.
Now consider the case when the eigenvalue corresponding to the eigenvector ui is not constant.
We obtain that span{λi, λ¯i} = span{ui, u¯i}, since λi and λ¯i are contained in the sum of the
eigenspaces, corresponding to the non-constant eigenvalues. Consider the second solution
Aij = vivj + J
i′
iJ
j′
jvi′vj′
of the extended system, such that aij , Aij , gij are linearly independent. By Λi, we denote the
1-form corresponding to Aij . The sum
aij +Aij = uiuj + J
i′
iJ
j′
jui′uj′ + vivj + J
i′
iJ
j′
jvi′vj′
is again a solution of equation (3) and hence, can be written as
aij +Aij = wiwj + J
i′
iJ
j′
jwi′wj′ +Qgij
Comparing the last two equations, we see that
Qgij = uiuj + u¯iu¯j + vivj + v¯iv¯j − wiwj − w¯iw¯j .
THE ONLY KA¨HLER MANIFOLD WITH DEGREE OF MOBILITY ≥ 3 IS (CP (n), gFubini-Study) 19
Since span{λi, λ¯i} = span{ui, u¯i}, span{Λi, Λ¯i} = span{vi, v¯i} and span{wi, w¯i} = span{λi +
Λi, λ¯i + Λ¯i}, the right-hand side has rank at most 4 and therefore, Q ≡ 0. Let us rewrite the last
equation in the form
wiwj + w¯iw¯j = uiuj + u¯iu¯j + vivj + v¯iv¯j
Since the left hand side has rank 2, ui, u¯i, vi and v¯i are linearly dependent and the intersection
span{ui, u¯i}∩span{vi, v¯i} is non-empty. Since it is also J-invariant, we obtain that span{ui, u¯i} =
span{vi, v¯i}. Thus, vi = αui + βu¯i, for some real constants α, β. It follows, that v¯i = αu¯i − βui
and we obtain
vivj + v¯iv¯j = (αui + βu¯i)(αuj + βu¯j) + (αu¯i − βui)(αu¯j − βuj)
= (α2 + β2)(uiuj + u¯iu¯j)
Inserting this in the original formulas for aij and Aij , we see that aij = const ·Aij . We obtain
a contradiction to the assumption that aij and Aij are linearly independent. Lemma 6 is proved
under the assumption dimM ≥ 6.
2.4.2. Proof of Lemma 6 in case dimM = 4.
Lemma 7. Let (M2n, g, J) be a Ka¨hler manifold of dimension 2n = 4 and assume that the degree
of mobility of the metric g is ≥ 3. Then g has constant holomorphic sectional curvature −4B,
where B is defined by equation (11). In particular, B is a constant.
Remark 5. As we see, Lemma 7 contains an extra statement: not only B = const, but also
the metric g has constant holomorphic sectional curvature. This result was actually unexpected.
Indeed, the analog of dimension 4 in the theory of projectively equivalent metrics is 2, and in
dimension 2 there exist metrics of non-constant sectional curvature admitting 4-parametric family
of projectively equivalent metrics.
Proof. We will work in a small neighborhood of the point p ∈ M , such that there exist three
solutions gij , aij and Aij of equation (3), linearly independent at p.
Using equation (11), we substitute λi,j in equation (7) to obtain
(64) aiαR
α
jkl + ajαR
α
ikl = −4B(aiαK
α
jkl + ajαK
α
ikl),
where K is the algebraic curvature tensor of constant holomorphic sectional curvature equal to 1,
namely
Kαjkl =
1
4
(δαk gjl − δ
α
l gjk + J
α
kJjl − J
α
lJjk + 2J
α
jJkl).
Let us define the (1, 3)-tensor Gijkl = R
i
jkl + 4BK
i
jkl. This new tensor has the same algebraic
symmetries as the Riemannian curvature tensor R (including the Bianci identity), in particular,
it commutes with the complex structure J :
Gijkl = −Gjikl ,(65)
Gijkl = Gklij , G
i
αklJ
α
j = J
i
αG
α
jkl(66)
In addition, from equation (64) it follows, that Gijkl satisfies
aiαG
α
jkl + aαjG
α
ikl = 0(67)
for each solution (aij , λi) of equation (3), aij 6= const · gij .
Our goal is to show that Gijkl ≡ 0.
For an arbitrary skew-symmetric (2, 0)-tensor ωkl consider the linear operator
G(ω)ij := G
i
jklω
kl.
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Since g is hermitian, there exists a basis in TpM such that the matrices of g and J are given by
g =


1
1
ε
ε

 , J =


−1
1
−1
1


where ε = ±1 depending on the signature of g. Fixing this basis, we will work in matrix notation.
Since g is non-trivial, it is important to note that letters J , a and G(ω) correspond to matrices of
linear operators, i.e. (1, 1)-tensors. By g we denote the matrix of the (0, 2)-form gij .
All matrices we are working with commute with the complex structure J . It is a well-known fact
(that can be checked by direct calculation) that matrices, commuting with the complex structure,
are “complex” in the sence that they have the form

α1 β1 α2 β2
−β1 α1 −β2 α2
α3 β3 α4 β4
−β3 α3 −β4 α4

(68)
Using this form one can define the nondegenerate R-linear mapping ψ
ψ : {Q ∈ Mat(4, 4,R) | QJ = JQ} → Mat(2, 2,C)(69)
given by the formula
ψ




α1 β1 α2 β2
−β1 α1 −β2 α2
α3 β3 α4 β4
−β3 α3 −β4 α4



 =
(
α1 + iβ1 α2 + iβ2
α3 + iβ3 α4 + iβ4
)
.
It is easy to check that ψ(Q1Q2) = ψ(Q1)ψ(Q2) and ψ(Q
T ) = ψ(Q)
T
, where “ ” denotes the
complex conjugation. Moreover, ψ(J) = i · 1 and ψ(g) =
(
1 0
0 ε
)
.
To simplify the notation we will identify a matrix with its image under the mapping ψ, for
example a and ψ(a) are identified, as well as g and ψ(g).
Since aij is symmetric, it satisfies the equation
ga = (ga)
T
(70)
Thus, there exist real numbers α, β and a complex number Z such that
a =
(
α Z
Z¯ β
)
.(71)
By assumptions there exist three solutions aij , Aij , gij which are linearly independent at the
point. Then there exists a nontrivial (i.e., 6= c · g at the point we are working in) solution such
that α = β = 0. Without loss of generality we think that the solution aij has α = β = 0 and
Z 6= 0, i.e.
a =
(
0 Z
Z¯ 0
)
(72)
Consider now the restrictions that equations (65) and (67) impose on the complex form of G(ω).
Since G(ω)ij is skew-symmetric
gG(ω) = −(gG(ω))
T
.
Thus, G(ω) has the form
G(ω) =
(
iα W
−W iβ
)
(73)
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for certain real numbers α, β and a complex number W . The last condition we have to make use
of is
aG(ω) = G(ω)a
Since a is simple (moreover, has different eigenvalues) every matrix that commutes with a is a
polynomial of a. (Recall that the matrix a in our convention corresponds to the (1, 1)-tensor aij .)
Thus, G(ω) = C · a +D · 1 for certain complex numbers C and D. Using the explicit form of a
and G(ω) (see (72) and (73)) we obtain(
iα W
−W iβ
)
= C
(
0 Z
Z¯ 0
)
+D
(
1 0
0 1
)
(74)
which implies that both D = iα = iβ and C = W
Z
= −
(
W
Z
)
are purely imaginary. Finally we
obtain
G(ω) = i · c · a+ i · d · 1(75)
with real coefficients c, d. If we assume c 6= 0, then G(ω) has different eigenvalues. Thus, G(ω)
is simple. Let us consider another solution A of equation (3). Since it commutes with the simple
matrix G(ω) it is a polynomial of G(ω):
A = τG(ω) + ν 1(76)
Subsituting the explicit form of A =
(
αA ZA
Z¯A βA
)
we obtain
(
αA ZA
ZA βA
)
= τ
(
iα W
−W iβ
)
+ ν
(
1 0
0 1
)
(77)
which implies that τ = i t is purely imaginary and ν is real. Therefore, equation (76) implies
that all solutions of (11) are contained in the 2-dimensional space itG(ω) + ν 1, which gives us
the contradiction. Then, c = 0. Thus, from (75) we obtain that for every ω the operator G(ω) is
proportional to the complex structure: in the initial “real” notation, we obtain
G(ω)ij = d(ω)J
i
j(78)
Since the left hand side is linear in ωkl, it follows that d(ω) = dklω
kl and hence Gijklω
kl =
dklω
klJ i j implying Gijkl = dklJij . Using the symmetry relations (65) for Gijkl we obtain dklJij =
dijJkl and therefore dkl = cJkl for some constant c 6= 0. Let us show that Gijkl = cJijJkl does
not satisfy the Bianci identity unless c = 0. By direct computation we obtain
0 = G1234 +G1423 +G1342 = c(J12J34 + J14J32 + J13J42) = c(1 · 1 + 0 · 0 + 0 · 0) = c.
Thus, Gijkl ≡ 0.
Finally,
0 = Gijkl = R
α
jkl + 4BK
α
jkl,
i.e. our metric g has pointwise constant holomorphic curvature −4B (at almost every point, and
therefore at every point of M). Thus, M has constant holomorphic sectional curvature (see for
example [22, chapter 8]). Then B is a constant and Lemma 6 has been proved for dimM = 4.

2.5. Last step in the proof of Theorem 5. Above, we proved the following
Statement. Let (M2n, g, J) be a connected Ka¨hler manifold of dimension 2n ≥ 4. Assume the
degree of mobility D of g is ≥ 3. Then, for every solution (aij , λi) of (3) such that aij 6= const·gij ,
almost every point of M has a neighborhood such that in this neighborhood there exists an unique
constant B and a scalar function µ such that the “extended” system (6) holds.
Indeed, the first equation of (6) is equation (3) and is fulfilled everywhere. The second equation
is fulfilled almost everywhere by the results of the previous sections. Now, as we noted in Remark 4,
at every open set such that the second equation is fulfilled, the third equation is fulfilled as well.
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p p˜
q
U U˜
W
λi,j = µgij +Baij λi,j = µ˜gij + B˜aij
Figure 1. There exists q on γp,p˜ such that λi = 0 at q.
Remark 6. The above statement is visually close to Theorem 5, the only difference is that in The-
orem 5 the constant B and the function µ are universal (i.e., do not depend on the neighborhood).
We will prove it in this section.
First let us prove
Lemma 8. Assume that in every point of an open subset U ⊆ M the extended system (6) holds
(for a certain constant B). Then, in this neighborhood, the function λ := 14a
i
i satisfies Tanno’s
equation
λ,ijk = B(2λ,kgij + λ,igjk + λ,jgik − λ¯,iJjk − λ¯,jJik).(79)
Remark 7. Recall that the differential of the function λ is precisely the covector λi from (2), i.e.,
λ,i = λi, see the discussion after Theorem 1.
Proof. If B is a constant, the function µ is smooth as the coefficient of the proportionality of the
nonvanishing smooth tensor gij and the smooth tensor (λi,j −Baij).
We take the covariant derivative of the second equation of the “extended” system and substitute
the first and the third equations inside. In view of λi = λ,i, we obtain
λ,ijk = µ,k · gij +Baij,k = 2Bλk · gij +B(λigjk + λjgik − λ¯iJjk − λ¯jJik)
= B(2λk · gij + λigjk + λjgik − λ¯iJjk − λ¯jJik).

Now let us prove that the constant B is universal. It is sufficient to prove this in a neighbor-
hood W (q) of an arbitrary point q. Indeed, every continuous curve c : [t0, t1]→M
2n lies in finite
number of such neighborhoods W . Since the constants B for two such intersected neighborhoods
must coincide, the value of B at the point c(t0) equals the value of B at c(t1). Since the man-
ifold is assumed to be connected, the constant B is therefore universal, i.e., is the same for all
neighborhoods.
Let W ⊆ M be a sufficiently small neighborhood. Without loss of generality we can assume
that W is geodesically convex, that is, every two points p, p˜ ∈ W can be connected by a unique
geodesic segment lying in W .
We want to show that each two open sets contained inW such that they are as in the statement
above have the same constant B. Let U, U˜ ⊆ W be nonempty open sets such that in these sets
the extended equations (6) are satisfied with constants B for U and B˜ for U˜ .
We assume B 6= B˜. We take a point p ∈ U and connect this point with every point p˜ ∈ U˜ by a
geodesic γp,p˜ : [0, 1]→W , γp,p˜(0) = p, γp,p˜(1) = p˜ (see Fig. 1).
Let us show that γp,p˜ contains a point q such that λi = 0 at q. Indeed, contracting equation (79)
with gij we obtain
∆λ,k = 4B(n+ 1)λk.(80)
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If λi 6= 0 at all points of the geodesic γp,p˜, we can find a vector field ξ
i in some neighborhood
U(γp,p˜) of the geodesic γp,p˜ such that λiξ
i 6= 0 at all points of this neighborhood U(γp,p˜). Then,
the function
(81)
∆λ,kξ
k
4(n+1)λkξk
is well defined and smooth in U(γp,p˜). Comparing (80) with (81), we see that in a neighborhood of
almost every point it is equal to the constant B in this neighborhood, so it is constant on U(γp,p˜).
Then, B = B˜ which contradicts our assumption. Finally, there exists a point q of the geodesic
γp,p˜ such that λi = 0 at q.
By Corollary 2, λ¯i is a Killing vector field. Then, the function γ˙
i
p,p˜λ¯i is constant on the geodesic
γp,p˜. Since it vanishes at q, it vanishes at all other points of γp,p˜, in particular we have that at the
point p = γp,p˜(0) the vector λ¯
i is orthogonal to γ˙ip,p˜(0).
The same is true for every geodesic connecting the point p with any other point of U˜ . Then,
the vector λ¯i at p is orthogonal to many vectors (to all initial vectors of the geodesics starting
from p and containing at least one point of U˜); thus λi = 0 at p (see Fig. 2).
p U˜
W
Figure 2. λ¯i at p is orthogonal to every γ˙ip,p˜, implying λ
i ≡ 0.
Replacing the point p by any other point of the neighborhood U , we obtain that λi = 0 at all
points of U . By Corollary 3, λi ≡ 0 on the whole manifold. Substituting λi ≡ 0 in the extended
system, and using that gij is not proportional to aij , we see that B = 0 (at almost all points of
manifold).
Thus, the constant B is universal on the whole connected manifolds. Theorem 5 is proved.
3. The case B = 0
By Corollary 5, we already now that the global constant B, arising in the extended system (6),
does not depend on the solutions (aij , λi) of equation (3). In this section we want to investigate
the case when B = 0. Our goal is to prove the following
Theorem 6. Let (M2n, g, J) be a closed connected Ka¨hler manifold of dimension 2n ≥ 4 and of
degree of mobility ≥ 3. Suppose the constant B in the system (6) is zero, then λi ≡ 0 on the whole
M for each solution (aij , λi) of equation (3).
In particular, every metric g¯, h-projectively equivalent to g, is already affinely equivalent to g.
Proof. If B = 0, then µ = const by the third equation from (6), and the second equations reads
λi,j = const · gij . Then, the hessian λi,j of the function λ :=
1
4a
i
i is covariantly constant.
Since the manifold is closed the function λ has a minimum and a maximum. At a minimum,
the Hessian must be non-negatively definite, and at a maximum it must be nonpositively definite.
Therefore the Hessian is null, and λi is covariantly constant. But as it vanishes at the extremal
points, it vanishes everywhere. Thus, λi ≡ 0 as we claim. By Remark 2, every metric g¯, h-
projectively equivalent to g, is already affine equivalent to g as we claim. 
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4. If B 6= 0, the metric −B · g is positively definite
Now let us treat the case when the constant B in the system (6) is different from zero. Let
(M2n, g, J) be a connected Ka¨hler manifold of dimension 2n ≥ 4. Let (aij , λi, µ) be a solution
of (6). Since B 6= 0, we can replace g by the metric −B ·g (having the same Levi-Civita connection
with g).
Then, for every solution (aij , λi, µ) of the system (6), the triple (−B · aij , λi,−
1
B
µ) is the
solution of (6) corresponding to the metric g′ := −B · g with the constant B = −1. Indeed, the
Levi-Civita connections of g and g′ coincide, so substituting (−B ·aij , λi,−
1
B
µ,−Bg,−1) instead of
(aij , λi, µ, g, B) in the extended system gives the system which is equivalent to the initial extended
system.
Note that the mapping (aij , λi, µ) 7→ (−B · aij , λi,−
1
B
µ) is linear and bijective, so the degrees
of mobility of g and −Bg are equal. Thus, if B 6= 0, in the proof of Theorem 2, without loss of
generality we can assume that B = −1.
The goal of this section is to prove the following
Theorem 7. Let (M2n, g, J) be a closed connected Ka¨hler manifold of dimension 2n ≥ 4. Suppose
(aij , λi, µ) satisfies
aij,k = J
i′j′
ij (λi′gj′k + λj′gi′k)
λi,j = µgij − aij ,
µ,i = −2λi
(82)
and λi 6= 0 at least at one point. Then, the metric g is positively definite.
Remark 8. The assumption that the manifold is closed is important – one can construct examples
of complete pseudo-Riemannian Ka¨hler metrics admitting nontrivial solutions (aij , λi, µ). Sim-
plest examples are pseudo-Riemannian Ka¨hler manifolds of constant holomorphic curvature 4.
Examples of nonconstant holomorphic curvature also exist and can be constructed similar to [3,
Example 3.1].
We need the following
Lemma 9. Let (aij , λi, µ) be a solution of the system (82) such that aij = 0, λi = 0, µ = 0 at
some point p of the connected Ka¨hler manifold (M2n, g, J).
Then aij ≡ 0, λi ≡ 0, µ ≡ 0 at all points of M . In particular, the degree of mobility is always
finite.
Proof. The system (82) is in the Frobenius form, i.e., the derivatives of the unknowns aij , λi, µ
are expressed as (linear) functions of the unknowns:
 aij,kλi,j
µ,i

 = F

 aijλi
µ

 ,
and all linear systems in the Frobenius form have the property that the vanishing of the solution
at one point implies the vanishing at all points. 
The rest of this section is dedicated to the proof of Theorem 7. Our first goal will be to show,
that it is possible to choose one solution of the system (82) (under the assumptions of Theorem 7)
such that the corresponding operator aij = g
iαaαj has a clear and simple structure of eigenspaces
and eigenvectors.
4.1. Matrix of the extended system. In order to find the special solution of (82) mentioned
above, we rewrite a solution (aij , λi, µ) as a (1, 1)-tensor on the (2n + 2)-dimensional manifold
M̂ = R2 ×M with coordinates (x+, x−︸ ︷︷ ︸
R2
, x1, . . . , x2n︸ ︷︷ ︸
M
). For every solution (aij , λi, µ) of the system
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(82), let us consider the (2n+ 2)× (2n+ 2)-matrix
L(a, λ, µ) =


µ 0 λ1 . . . λ2n
0 µ λ¯1 . . . λ¯2n
λ1 λ¯1
...
... aij
λ2n λ¯2n

(83)
where λ¯i = J
i′
iλi′ . The matrix L(a, λ, µ) is a well-defined (1, 1)-tensor field on M̂ (in the sense
that after a local coordinate change in M the components of the matrix L transform according to
tensor rules).
Remark 9. We consider the metric gij as a solution of the system (82) with λi = 0 and µ = 1.
Thus
L(g, 0, 1) =


1 0 0 . . . 0
0 1 0 . . . 0
0 0
...
... δij
0 0

 = 1(84)
Remark 10. We see that the matrix L contains as much information as the triple (aij , λi, µ), so
in a certain sense it is an alternative equivalent way to write down the triple. In the next section,
we will see that the matrix formalism does have advantages: we will show that the polynomials of
the matrix L also correspond to certain solutions of the extended system.
Let us also note that there is a visually similar construction in the theory of projectively equiv-
alent metrics, which uses cone manifolds, see [32, 33, 3]. However, in the case of h-projectively
equivalent metrics, the extended operator is not covariantly constant (as in the theory of projec-
tively equivalent metrics) which poses additional difficulties.
4.2. Algebraic properties of L. A linear combination of two matrices of the form (83) is also
a matrix of this form, and corresponds to the linear combination of the solutions (with the same
coefficients). The next lemma shows that the k-th power of the matrix also corresponds to a
solution of the extended system.
Lemma 10. Let (a, λ, µ) be a solution of (82). Then, for every k ≥ 0 there exists a solution
(a˜, λ˜, µ˜) such that
Lk(a, λ, µ) = L(a˜, λ˜, µ˜),where Lk = L · ... · L︸ ︷︷ ︸
k times
.
Proof. Given two solutions (a, λ, µ) and (A,Λ,M) of (82), let us calculate the product of the
corresponding matrices L(a, λ, µ) and L(A,Λ,M): by direct calculations we obtain
(85) L(a, λ, µ) · L(A,Λ,M) =
=


µM+ λkΛ
k λkΛ¯
k µΛ1 + λkA
k
1 . . . µΛ2n + λkA
k
2n
λ¯kΛ
k µM+ λkΛ
k µΛ¯1 + λ¯kA
k
1 . . . µΛ¯2n + λ¯kA
k
2n
Mλ1 + a1kΛ
k Mλ¯1 + a1kΛ¯
k
...
... aikA
k
j + λ
iΛj + λ¯
iΛ¯j
Mλ2n + a2nk Λ
k Mλ¯2n + a2nk Λ¯
k


Suppose that
µΛj + λkA
k
j =Mλj + a
k
jΛk and λ
kΛ¯k = 0(86)
then
L(a, λ, µ) · L(A,Λ,M) = L(aikA
k
j + λ
iΛj + λ¯
iΛ¯j︸ ︷︷ ︸
a˜ij
, µΛi + λkA
k
i︸ ︷︷ ︸
λ˜i
, µM+ λkΛ
k︸ ︷︷ ︸
µ˜
)(87)
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Now we show that the operator L(a˜, λ˜, µ˜) is self-adjoint and a˜, λ˜ and µ˜ satisfy (82).
Indeed, let us check the first equation of (82):
(88)
a˜ij,k = (aisA
s
j + λiΛj + λ¯iΛ¯j),k = ais,kA
s
j + a
s
iAsj,k + λi,kΛj + λiΛj,k + λ¯i,kΛ¯j + λ¯iΛ¯j,k
(82)
=
= Asjλigsk +A
s
jλsgik +A
s
j λ¯iJ
s′
sgs′k +A
s
j λ¯sJ
i′
igi′k+
+ asiΛjgsk + a
s
iΛsgjk + a
s
i Λ¯jJ
s′
sgs′k + a
s
i λ¯sJ
j′
jgj′k+
+ µgikΛj − aikΛj +Mgjkλi −Ajkλi + µJ
i′
igi′kΛ¯j − J
i′
iai′kΛ¯j +MJ
j′
jgj′kλ¯i − J
j′
jAj′kλ¯i =
= gik(λsA
s
j + µΛj) + gjk(Λsa
s
i +Mλi) + J
i′
igi′k(λ¯sA
s
j + µΛ¯j) + J
j′
jgj′k(Λ¯sa
s
i +Mλ¯i)
(86)
=
= J i
′j′
ij (λ˜i′gj′k + λ˜j′gi′k)
For the second equation one can calculate:
(89) λ˜i,k = (µΛi + λjA
j
i ),k = µ,kΛi + µΛi,k + λj,kA
j
i + λ
jAij,k
(82)
=
= −2λkΛi+µMgik−µAik+µAik−ajkA
j
i+λ
jΛigjk+λ
jΛjgik+λ
jJ
j′
jJ
i′
iΛi′gj′k+λ
jJ
j′
jJ
i′
iΛj′gi′k =
= (µM+ λjΛj)gik − (λkΛi + λ¯kΛ¯i +Aija
j
k) + λ
jΛ¯jJ
i′
igi′k
(86)
= µ˜gki − a˜ki
From this equation we see that a˜ij is symmetric as a linear combination of two symmetric tensors.
The last equation of (82) reads
(90) µ˜,i = (µM+ λkΛ
k),i = µ,iM+ µM,i + λk,iΛ
k + λkΛk,i =
(82)
= −2λiM−2Λiµ+Λ
k(µgik−aik)+λ
k(Mgik−Aik) = −(µΛi+λkA
k
i )−(Mλi+Λka
k
i )
(86)
= −2λ˜i
Thus, (a˜, λ˜, µ˜) is a solution of (82).
Let us now show that the operator L(A,Λ,M) = Lk(a, λ, µ) satisfies the conditions (86).
Since Lk · L = L · Lk, using (85) we obtain
µΛj + λkA
k
j =Mλj + a
k
jΛk
The last condition will be checked by induction. Suppose λiΛ¯i = 0 then
λiJ i
′
iΛ˜i′ = λ
i · J i
′
i(µΛi′ + λkA
k
i′) = µ · 0 + λ
k(J i
′
iAki′ )λ
i = 0
which completes the proof of Lemma 10. 
From Lemma 10, we immediately obtain
Corollary 6. Let (aij , λi, µ) be a solution of (82) and P (t) = ckt
k + · · · + c0 be an arbitrary
polynomial with real coefficients. Then there exists a solution (Aij ,Λi,M) of (82) such that
L(Aij ,Λi,M) = ck · L
k(aij , λi, µ) + · · ·+ 1 := P (L(aij , λi, µ)),
where 1 is the identity (2n+ 2)× (2n+ 2)−matrix.
4.3. There exists a solution (aˇij , λˇi, µˇ) such that L(aˇij , λˇi, µˇ) is a projector. We assume
that (M2n≥4, g, J) is a closed connected Ka¨hler manifold. Our goal is to show that the existence
of a solution (aij , λi, µ) of (82) such that λi 6≡ 0 implies the existence of a solution (aˇij , λˇi, µˇ) of
(82) such that the matrix L(aˇij , λˇi, µˇ) is a non-trivial (i.e. 6= 0 and 6= 1) projector. (Recall that
a matrix L is a projector, if L2 = L.). We need
Lemma 11. Let (M2n, g, J) be a connected Ka¨hler manifold and (aij , λi, µ) be a solution of (82).
Let P (t) be the minimal polynomial of L(a, λ, µ) at the point pˆ ∈ M̂ . Then, P (t) is the minimal
polynomial of L(a, λ, µ) at every qˆ ∈ M̂ .
Convention. We will always assume that the leading coefficient of a minimal polynomial is 1.
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Proof. As we have already proved, there exists a solution (a˜ij , λ˜i, µ˜) such that
P (L(a, λ, µ)) = L(a˜, λ˜, µ˜).
Since P (L(a, λ, µ)) vanishes at the point pˆ = (x+, x−, p), then a˜ = 0, λ˜ = 0 and µ˜ = 0 at p. Then,
by Lemma 9, the solution (a˜ij , λ˜i, µ˜) is identically zero on M . Thus, P (L(a, λ, µ)) vanishes at all
points of M̂ . It follows, that the polynomial P (t) is divisible by the minimal polynomial Q(t) of
L(a, λ, µ) at qˆ. By the same reasoning (interchanging pˆ and qˆ), we obtain that Q(t) is divisible by
P (t). Consequently, P (t) = Q(t). 
Corollary 7. The eigenvalues of L(a, λ, µ) are constant functions on M̂ .
Proof. By Lemma 11, the minimal polynomial does not depend on the point of M̂ . Then, the
roots of the minimal polynomial are also constant (i.e., do not depend on the point of M̂). 
In order to find the desired special solution of the system (82), we will use that M is closed.
Lemma 12. Suppose (M2n, g, J) is a closed connected Ka¨hler manifold. Let (aij , λi, µ) be a
solution of (82) such that λi 6= 0 at least at one point. Then, at every point of M̂ the matrix
L(a, λ, µ) has at least two different real eigenvalues.
Proof. Since M is closed, the function µ admits its maximal and minimal values µmax and µmin.
Let p ∈M be a point where µ = µmax. At this point, µ,i = 0 implying λi = λ¯i = 0 in view of the
third equation of (82). Then, the matrix of L(a, λ, µ) at p has the form
L(a, λ, µ) =


µmax 0 0 . . . 0
0 µmax 0 . . . 0
0 0
...
... aij
0 0

(91)
Thus, µmax is an eigenvalue of L(a, λ, µ) at p and, since the eigenvalues are constant, µmax is
an eigenvalue of L(a, λ, µ) at every point of M . The same holds for µmin. Since λi 6≡ 0, µ is not
constant implying µmax 6= µmin. Finally, L(a, λ, µ) has two different real eigenvalues µmax, µmin
at every point. 
Remark 11. For further use let us note that in the proof of Lemma 12 we have proved that if
µ,i = 0 at a point p then µ(p) is an eigenvalue of L.
Finally, let us show that there is always a solution of (82) of the desired special kind:
Lemma 13. Suppose (M2n, g, J) is a closed and connected Ka¨hler manifold. For every solution
(aij , λi, µ) of (82) such that λi is not identically zero on M , there exists a polynomial P (t) such
that P (L(a, λ, µ)) is a non-trivial (i.e. it is neither 0 nor 1) projector.
Proof. We take a point pˆ ∈ M̂ . By Lemma 12, L(aij , λi, µ) has at least two real eigenvalues at
the point pˆ. Then, by linear algebra, there exists a polynomial P such that P (L(aij , λi, µ)) is a
nontrivial projector at the point p. Evidently, a matrix C is a nontrivial projector, if and only if
its minimal polynomial is t(t− 1) (multiplied by any nonzero constant). Since by Lemma 11 the
minimal polynomial of P (L(aij , λi, µ)) is the same at all points, the matrix P (L(aij , λi, µ)) is a
projector at every point of M . 
Thus, (under the assumptions of Theorem 7), without loss of generality we can think that a
solution of the system (82) on a closed and connected Ka¨hler manifold M with degree of mobility
≥ 3 is chosen such that the corresponding L is a projector.
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4.4. Structure of eigenspaces of aij, if L(a, λ, µ) is a nontrivial projector. We assume
that L(a, λ, µ) is a nontrivial projector. Then, it has precisely two eigenvalues: 1 and 0 and the
(2n+ 2)-dimensional tangent space of M̂ at every point xˆ = (x+, x−, p) can be decomposed into
the sum of the corresponding eigenspaces
TxˆM̂ = EL(a,λ,µ)(1)⊕ EL(a,λ,µ)(0).
The dimensions of EL(a,λ,µ)(1) and of EL(a,λ,µ)(0) are even; we assume that the dimension of
EL(a,λ,µ)(1) is 2k + 2 and the dimension of EL(a,λ,µ)(0) is 2n− 2k.
By Lemma 12, µmax and µmin are eigenvalues of L(a, λ, µ). Then, µmin = 0 ≤ µ(x) ≤ 1 = µmax
on M . In view of Remark 11, the only critical values of µ are 1 and 0.
Lemma 14. Let (aij , λi, µ) be a solution of (82) such that L(a, λ, µ) is a non-trivial projector.
Then, the following statements hold:
(1) At a point p such that 0 < µ < 1, aij has the following structure of eigenvalues and
eigenspaces
(a) eigenvalue 1 with geometric multiplicity 2k;
(b) eigenvalue 0 with geometric multiplicity (2n− 2k − 2);
(c) eigenvalue (1− µ) with multiplicity 2.
(2) At a point p such that µ = 1, aij has the following structure of eigenvalues and eigenspaces:
(a) eigenvalue 1 with geometric multiplicity 2k;
(b) eigenvalue 0 with geometric multiplicity (2n− 2k);
(3) At a point p such that µ = 0, aij has the following structure of eigenvalues and eigenspaces:
(a) eigenvalue 1 with geometric multiplicity 2k + 2;
(b) eigenvalue 0 with geometric multiplicity (2n− 2k − 2).
Convention. We identify M with the set (0, 0) × M ⊂ M̂ . This identification allows us to
consider TxM as a linear subspace of T(0,0)×xM̂ : the vector (v1, ..., vn) ∈ TxM is identified with
(0, 0, v1, ..., vn) ∈ T(0,0)×xM̂ .
Proof. For any vector v ∈ E1 = EL(a,λ,µ)(1) ∩ TM we calculate
L(a, λ, µ)v =


µ 0 λ1 . . . λ2n
0 µ λ¯1 . . . λ¯2n
λ1 λ¯1
...
... aij
λ2n λ¯2n




0
0
v1
...
v2n

 =


λjv
j
λ¯jv
j
aijv
j

 =


0
0
v1
...
v2n

(92)
Thus, v = (v1, . . . v2n) is an eigenvector of aij with eigenvalue 1. Moreover, it is orthogonal to
both λi and λ¯i. Similarly, any v ∈ E0 = EL(a,λ,µ)(0)∩TxM is an eigenvector of a
i
j with eigenvalue 0
and it is orthogonal to λi and λ¯i. Note that the dimension of E1 is at least dimEL(a,λ,µ)(1)−2 = 2k,
and the dimension of E0 is at least dimEL(a,λ,µ)(0)− 2 = 2n− 2k − 2.
Thus, at every point x there are three pairwise orthogonal subspaces in TxM : E1, E0 and
span{λi, λ¯i}.
If 0 < µ < 1 at x, λi 6= 0 by Remark 11. Then, the dimension of E1 ⊕ E0 ⊕ span{λ
i, λ¯i} is at
least 2n − 2k − 2 + 2k + 2 = 2n. Since E1 ⊕ E0 ⊕ span{λ
i, λ¯i} ⊆ TxM, the dimension of E1 is
2n− 2k − 2 and the dimension of E0 is 2k, and E1 ⊕ E0 ⊕ span{λ
i, λ¯i} = TxM .
Let us now show that λi and λ¯i are eigenvectors of aij with the eigenvalue (1−µ). We multiply
the first basis vector (1, 0, . . . , 0) by the matrix L(a, λ, µ)2 − L(a, λ, µ) (which is identically zero).
We obtain
0 = (L(a, λ, µ)2 − L(a, λ, µ))


1
0
0
...
0

 =


µ2 + λjλ
j − µ
λ¯iλ
i
µλi + aijλ
j − λi

(93)
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This gives us the necessary equation aijλ
j = (1− µ)λi.
Finally, we have that TxM is the direct sum E1⊕E0⊕ span{λ
i, λ¯i}; E1 consists of eigenvectors
of aij with eigenvalue 1 and has dimension 2n − 2k − 2, E1 consists of eigenvectors of a
i
j with
eigenvalue 0 and has dimension 2k; span{λi, λ¯i} consists of eigenvectors of aij with eigenvalue
(1− µ) and has dimension 2, as we claimed in the first statement of the lemma.
The proof at the points x such that µ(x) = 0 or µ(x) = 1 is similar (and is easier), and will be
left to the reader. 
4.5. If there exists a solution (a, λ, µ) of the system (82) corresponding to a non-trivial
projector, the metric g is positively definite on M (assumed closed). Above we have
proved that, under the assumptions of Theorem 7, there always exists a solution (aij , λi, µ) of
(82) such that the corresponding matrix L(a, λ, µ) is a non-trivial projector, implying that the
eigenvalues and the dimension of eigenspaces of aij is given by Lemma 14. Now we are ready to
prove that g is positively definite (as we claimed in Theorem 7).
Let us consider such a solution (aij , λi, µ). We rewrite the second equation in (82) in the form
µ,ij = 2aij − 2µ gij(94)
Let p be a point where µ takes its maximal value 1. As we have already shown, λi(p) = 0 and the
tangent space TpM is the direct sum of the eigenspaces of a
i
j :
TpM = E1 ⊕ E0
Consider the restriction of (94) to E0. Since the restriction of the bilinear form aij to E0 is
identically zero, the restriction of (94) to E0 reads
µ,ij |E0 = −2 gij |E0 .
Now, µ,ij is the Hessian of µ at the maximum point p. Then, it is non-positively definite.
Hence, the non-degenerate metric tensor gij is positively definite on E0 at p. Let us now consider
the distribution of the orthogonal complement E⊥1 , which is well-defined, smooth and integrable
on {x ∈ M | µ(x) > 0}. The restriction of the metric g to E⊥1 is non-degenerate at the points
of {x ∈ M | µ(x) > 0}. Since at the point p E⊥1 coincides with E0, it is positively definite at p.
Hence, by continuity, it is positively definite at the connected component of {x ∈ M | µ(x) > 0}
containing p. Since every connected component of {x ∈M | µ(x) > 0} has a point such that µ = 1,
the restriction of the metric g to E⊥1 is positively definite at all points of {x ∈M | µ(x) > 0}.
Similarly, at a minimum point q one can consider the restriction of (94) to E1:
µ,ij |E1 = 2 aij |E1 = 2 gij |E1 ,
since ai
j |E1
= δi
j |E1
. Then, g is positively definite on E1 at q. Considering the distribution E
⊥
0 ,
we obtain that the restriction of g to E⊥0 is positively definite at {x ∈M | µ(x) < 1}.
Evidently, the sets {x ∈M | µ(x) < 1} and {x ∈M | µ(x) > 0} have an nonempty intersection.
At every point x of the intersection, TxM = E
⊥
0 + E
⊥
1 . Since the restriction of the metric to
E⊥0 and to E
⊥
1 is positively definite, the metric is positively definite as we claimed. Theorem 7 is
proved.
5. Tanno-Theorem completes the proof of Theorem 1
We assume that (M2n, g, J) is a closed connected Ka¨hler manifold of dimension 2n ≥ 4 with
degree of mobility D ≥ 3. Let g¯ be a metric h-projectively equivalent to g. We consider the corre-
sponding solution (aij , λi, µ) of the extended system. If the metric g¯ is not affinely equivalent to g,
by Theorem 6 we obtain B 6= 0. As we explained in the beginning of Section 4, by multiplication
of the metric by a nonzero constant, we can achieve B = −1. Without loss of generality, we think
that B = −1. By Theorem 7, the metric g is Riemannian.
Now, by Lemma 8, the function λ := 14a
i
i satisfies the equation
λ,ijk + (2λ,kgij + λ,igjk + λ,jgik + (J
α
iJ
β
j + J
α
jJ
β
i)λ,αgβk) = 0,(95)
moreover, by Remark 2, if g¯ is not affinely equivalent to g, the function λ is not a constant.
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As we recalled in Section 1.8, this equation was considered in [53]. Tanno has proved, that the
existence of a non-constant solution of this equation on a closed connected Riemannian manifold
implies that the metric g has positive constant holomorphic sectional curvature equal to 4 (see [53,
Theorem 10.5], and also Section 1.8). Then, (M2n, g, J) is (CP (n), 4·gFS , Jstandard) as we claimed.
Theorem 2 is proved.
Remark 12. As we already mentioned in Section 1.9, in Sections 3, 4 we did not actually use the
assumption that the degree of mobility is ≥ 3: we used the system (6) only. Thus, the following
statement holds:
Let (M2n≥4, g, J) be a closed connected Ka¨hler manifold. Assume there exists a solution
(aij , λi, µ) of (6) such that λi 6≡ 0. Then, (M
2n, g, J) is (CP (n), const · gFS , Jstandard) (for a
certain const 6= 0).
6. Proof of Theorem 4: equation (5) is equivalent to system (6)
In Lemma 8, we have shown that for a solution of the extended system (6) equation (5) is
fulfilled. We will now show that a nonconstant solution of (5) allows us to construct a solution
(aij , λi, µ) of the extended system (6) (with B = κ and λi = f,i 6≡ 0) provided that the manifold
is closed.
Let f be a non-constant solution of equation (5) on a closed connected manifold M . Then,
κ 6= 0. Indeed, we can proceed as in Section 3: if κ = 0, then equation (5) reads f,ijk = 0. Then,
the hessian f,ij of the function f is covariantly constant. Since the manifold is closed, the function
f has a minimum and a maximum. At a minimum, the Hessian must be non-negatively definite,
and at a maximum it must be nonpositively definite. Therefore the Hessian is null, and f,i is
covariantly constant. But as it vanishes at the extremal points, it vanishes everywhere. Thus,
f = const contradicting the assumptions.
Consider the symmetric, hermitian tensor aij defined by the following formula:
aij =
1
κ
f,ij − 2fgij(96)
Let us check that (aij , λi = f,i, µ = 2κf) satisfies (6) with B = κ. Indeed, covariantly differenti-
ating aij =
1
κ
f,ij − 2fgij and substituting (5), we obtain
(97) aij,k =
1
κ
f,ijk − 2f,kgij = 2f,kgij + f,igjk + f,jgik − f¯,iJjk − f¯,jJik − 2f,kgij =
= f,igjk + f,jgik − f¯,iJjk − f¯,jJik,
which is the first equation of (6). The second equation of (6) is equivalent to (96), the third
equation is fulfilled by the construction. Since f is non-constant, λi = f,i 6≡ 0. Now, as we proved
in Section 4, the metric −sgn(B) · g is positively definite. Finally, for positively definite metrics,
Theorem 4 was proved by Tanno in [53]. Theorem 4 is proved.
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