In this paper, a novel approach, WPLSSVM, has been proposed for electricity demand forecasting, which combines particle swarm optimization (PSO), least squares support vector machine (LSSVM), and wavelet transform (WT). Firstly, the wavelet transform method is used to decompose the original sequence in WPLSSVM. Secondly, the WPLSSVM models the series using LSSVM, in which the parameters have been optimized by particle swarm optimization. Lastly, WPLSSVM obtains the final prediction by wavelet reconstruction. To test the model, the half-hour electricity demand series of New South Wales (NSW) in Australia has been used. The results demonstrate the validity of the approach.
Introduction
Globally, the Power system of countries in the 21 st century, which provides energy and power for people, has become into an enormous network in the country. As a result, how to forecast the future electricity demand and how to develop the scientific power marketing strategies and tactics according to the variation of electricity demand have become important issues for the power enterprises currently, with the continuous reform of the power system and the establishment of the electricity market. The power product provided by the power enterprises is different from other physical goods. The biggest feature of it is that the electricity cannot be stored. The production, transmission, distribution and consumption of the electricity are performed all at the same time. Therefore, the available capacity generated within the system, under normal operating conditions, should meet the system load requirements at any time. If the generation capacity is not enough, necessary measures should be taken to strengthen the generator, or to get required power from neighboring network. In fact, a power enterprise should have various measures to cope with the network downtime or the excess power output to a neighbor. Therefore, a scientific forecasting of the future electricity demand trends and characteristics of the power grid is essential for an electricity company.
Electricity demand forecasting has a large significance for the healthy development of electric power industry and even the development of the entire national economy. Electricity demand forecasting is also important for the power system scheduling. And it's an important component in energy management system. In the electricity market, the accuracy of demand forecasting plays an increasingly important role in the economic operation of power system security. There are a number of effective methods have been proposed in the research of short term electricity demand forecasting during the past several decades. The methods can be divided into two categories [1] . The first category consists of conventional methods such as time series [2, 3] , exponential smoothing [4] , regression [5] , Box-Jenkins models [6] , Kalman filter [7] and state space model [8] . The second forecasting category consists of intelligent algorithms. Intelligent methods include techniques such as recognition [9] , expert system techniques [10] , fuzzy expert system [11] , neural networks (NN) [12, 13] , fuzzy neural networks [14] , and support vector machine [15] . However, increasing importance and complexity of short term electricity demand necessitates more accurate load forecast methods, especially in the electricity markets. For this purpose, recently hybrid methods have been proposed [1] . A combination of fuzzy linear regression and the general exponential smoothing is one example [16] . Combination models including adaptive particle swarm optimization-based combined method has been presented in [17] . In Ref. [18] , there is also an adaptive fuzzy combination model based on an adaptive two-stage hybrid network with self-organized map (SOM) and support vector machine (SVM).
These methods improve the forecasting accuracy for different cases, and they choose to model the original electricity demand series directly without considering inherent characteristics of the data. Since electricity demand always suffers from various unstable factors including unpredictable weather conditions, sudden social changes, holidays, dynamic electricity prices, etc., noise signals caused by these unstable factors increase the convergence difficulty and affect the forecasting accuracy. This paper considers eliminating the noise interference and devotes to improve forecasting accuracy. To reduce these noise signals, WT method is first used to decompose the original sequence, Then the original sequence is decomposed into a set of constitutive series and the noise is reduced in the data series. Next, the paper models the resultant series using LSSVM, in which the parameters have been optimized by PSO. Here, PSO algorithm is a simple and fast calculation, and has global optimization features. Therefore, the parameters of LSSVM selected by PSO can achieve more accurate predictions. Finally, the final electricity demand data series prediction is obtained by wavelet reconstruction. This paper is organized as follows: The proposed model and the methodologies used in this paper are specified in Section 2, including LSSVM, PSO and WT. The experimental results are displayed in Section 3. Finally, there is a conclusion at the end of the paper.
Theoretical background of WT, PSO and LSSVM models

Least squares support vector machine (LSSVM)
Least squares support vector machine (LSSVM) is an improvement of the standard SVM algorithm, which use the results of risk minimization principle and the kernel functions to solve nonlinear problems. Suppose (x t , y t ) for t = 1 to N is a given set of data where the x ∈ R n , y ∈ R. Nonlinear input vector x t can be transformed into a much higher dimensional feature space using the mapping function ϕ(x). The non-linear estimation function is converted into a high dimensional feature space linear estimation function. In this high-dimensional feature space the construct optimal decision function is represented as:
where ω is the weight vector and b is the bias. The structural risk minimization is used to find ω and b, the corresponding optimization problem for LSSVM is formulated as:
subject to
where e t is the error variable at time t and γ is a regulation constant. By introducing the Langrange function, according to the KKT conditions the LSSVM regression function model can be described as:
where α i is the Langrange multiplier and K(X, X i ) = ϕ(X), ϕ(X t ) is the kernel function and it meets Mercer's condition [19] . Gaussian radial basis kernel (RBF) is the most effective one in non-linear function estimation and expressed as:
where σ is the width of the RBF kernel. In this paper the radial basis function (RBF) kernel function is used. There is no standard procedure for determining the parameters γ and σ 2 for the LSSVM model.
Thus, this paper used PSO to obtain the optimal parameters.
Particle swarm optimization (PSO)
Particle Swarm Optimization (PSO) which was introduced by Kennedy and Eberhart in 1995 is an evolutionary computational technique [20] . It could be performed by the following equations:
In the formulation, t is the iteration number, c 1 is a positive constant called the cognitive parameter and controls the step size towards the particle's local best position. c 2 which is a positive constant called the social parameter, and it controls the step size towards the global best position found by the entire swarm. r 1 and r 2 are uniformly distributed random numbers in [0, 1] to add randomness to the velocity updates. x k,j (t) represents the current position of the particle. p k,j is the particle's best position, and p g,d is the global best position. w is the inertia weight to control the acceleration of the particle in its original direction.
Wavelet transform (WT)
Wavelet transform is an effective tool for noise reduction without destroying the dynamics of the original signal [21] . The Discrete Wavelet Transform (DWT) is applied in this paper. The discrete wavelet transform is defined as:
where m and n represent 2 i and 2 i k, respectively, x(t) is the original signal, φ represents the discrete wavelet, and φ * is the complex conjugate of φ.
A Mallat algorithm to implement DWT has been used which utilizes wavelet filter discrete signals of the low-pass and high-pass filtering process. This algorithm has two stages: decomposition and reconstruction. In the first stage in Fig. 1 , the original signal is decomposed into one approximation series and some detail series. The basic concept in this stage begins with the selection of the mother wavelet and the number of decomposition levels. In this paper, a wavelet function of Daubechies wavelet of order 4 (DB4) and decomposition level 3 is used. The reason for this is that this wavelet offers an appropriate trade-off between wave-length and smoothness [22] . Also, three decomposition levels are considered, since it describes the demand series in a more thorough and meaningful way than the others [23] . In the second stage in Fig. 2 , DWT components can be assembled back into the original signal. 
The proposed method
The proposed method to forecast electricity demand is based on the wavelet transform (WT) and least squares support vector machine (LSSVM) optimized by particle swarm optimization (PSO) which is called PLSSVM, the process of PLSSVM can be seen in Fig. 3 . The PSO algorithm is simple and is characterized by a fast calculation which global optimization features. Therefore, the parameters of PLSSVM selected by PSO can achieve more accurate predictions. The parameter selection algorithm process is shown in Fig. 3 .
The first step is to initialize the position and velocity of the particles. Facing with the actual problem, two parameters of LSSVM, γ and σ2, should be identified with PSO. Therefore, particles of the swarm are produced in 2-dimensional space randomly. The number of particles is set as 30 according to the experience. In the second step, the fitness function for each particle is evaluated. In this paper, the fitness function is defined as the following:
where y i and y i represent the actual and forecast values, respectively. The third step is the identification of the best position of each individual particle and the best position of the swarm. The fourth step is to update the velocity and position value of each particle. The velocity of each particle is updated according to Eq. (5), and each particle moves to its next position using formula (6) . In this work, inertia weight coefficient w is set at 1, and constants c 1 and c 2 are both set at 2.0, following the typical practice in [20] . The fifth step is to evaluate the fitness function and update the previous and global best according to the fitness evaluation results. In the last step, if the stop conditions are not satisfied, it will return to the fourth step updating the particle's velocity and position until they are satisfied. In electricity demand forecasting, noise signals, caused by various unstable factors, often corrupt demand series. The WT is used to decompose the usually ill-behaved demand series into a set of better-behaved constitutive series and to reduce the noise in the data series. Then, the future values of these constitutive series are forecasted using PLSSVM model. In turn, the PLSSVM model forecasts allow, through the inverse WT, reconstruction of the future behavior of the demand series and therefore to forecast demands. As shown in Fig. 4 , the WPLSSVM model consists of the following three steps:
• Step 1, noise reduction: uses WT to reduce the noise term of the original signal and obtain the approximation series and detail series.
• Step 2, series forecasting: predicts the future values of the series from
Step 1 using PLSSVM model, and the optimal parameters of each model obtained by the PSO algorithm.
• Step 3, achieving final forecasts: the original demand prediction is obtained by composing the forecasted results of series and the final forecasts are achieved.
Numerical examples and comparison results
Selection of electricity demand dataset
This study collects the electricity demand data (load pattern) of New South Wales in Australia covering the period from 1nd March 2012 to 28th February 2013 in order to forecast the demand values. Collected from http://www.aemo.com.au/, these data are on a half-hour basis starting from 00:30 to 24:00, i.e. there are 48 observations per day. To verify the validity of the model, the data of April, July, October, and January are selected for the fall, winter, spring and summer seasons, respectively.
Evaluation of forecast performance
Three types of common criteria, such as the mean absolute error (MAE), root mean square error (RMSE) and mean absolute percentage error (MAPE) have been used to evaluate the prediction performance relative to electricity demand value. Assume time series x t (t = 1, 2, · · · , T ) is the actual date that with the corresponding predictive value x t , the definitions of these measures are respectively described as follows:
Forecasting results of the proposed models
Because of the shape of data series in the same day of different weeks especially weekends (Saturday and Sunday) is more similar compared with the shape of data series in different days of one week. Considering this cyclic behavior, this study divides the original data series into seven groups based on the day of the week, Summer data, for example, in the selected group has 336 values which are shown in Fig. 5 and this study aims to forecast the next 48 values. WPLSSVM uses wavelet transform to reduce the noise of the original series in order to eliminate the noise interference. By wavelet transform, the original demand series P is decomposed and reconstructed into one approximation series (general trend component) defined as a3 and three detail series (high frequency component) defined as d1, d2, d3, respectively. Result of wavelet decomposition is in Fig. 6 . The noise is reduced by throwing off detail series d1.
As can be seen from the simulation results, the approximation a3, corresponding to the original series p, is a near approximation. The details d1 have small values and are considered as local short-period discrepancies caused by the noise. The details d2 and d3 exhibit high values at times corresponding to the start and the end of the original middle mode. The use of the wavelet decomposition of the original data is to achieve high and low frequency separation, so that the original data of the component data can be more concentrated, a partial guarantee of the characteristic information of the data to improve the accuracy of the prediction. Both high-frequency detail coefficient series and low-frequency approximation coefficient series are used in building the PLSSVM predictive models respectively that are used for the prediction of electricity demand.
Then the LSSVM model which is optimized by PSO is used to forecast the further trend of a3, d2, d3. In the forecasting, PSO algorithm is used to select the parameters of each LSSVM prediction model. The original demand prediction is obtained by composing the forecasted results of series a3, d2 and d3. At least, the forecasted results obtained with the proposed method for the summer day is shown in Fig. 7 along with the actual demands and three other methods, such as LSSVM, PLSSVM and WLSSVM, and it has four sub-graphs showing results for each model. Particularly, Table I lists the actual and predicted electricity demand values of summer in detail. Here, the parameters in LSSVM and WLSSVM in the simulations are decided by cross-validation grid search method.
The errors are shown in Fig. 7 . The mean absolute error, mean absolute percentage error and root mean square error are shown in Fig. 8 . The prediction mean absolute percentage errors obtained from LSSVM are obviously higher than three other models. In addition, it is clear that mean absolute percentage errors using PLSSVM and WLSSVM are higher than WPLSSVM. In terms of the three important parameters, MAE, MAPE and RMSE, it can be obviously seen from Fig. 8 that PLSSVM has desired much lower values than LSSVM, while WLSSVM only has slightly lower values than LSSVM. The reason is that the parameters of LSSVM method has a great impact on the predicted values, and the parameters of LSSVM selected by the global search ability of PSO can achieve more accurate predictions. The forecasting accuracy improved by using WT is lower than PSO. But the using of WT can improve the prediction accuracy from another angle. So the combination of these two methods can improve the prediction values significantly. Figure 8 has been shown that the prediction models using WPLSSVM can yield better results than using WLSSVM and PLSSVM. The prediction accuracy obtained from WLSSVM and PLSSVM are only higher than the LSSVM. Also, it can be seen from Fig. 8 that the results obtained from the improved hybrid model agree with the actual electricity demand exceptionally well. In other words, the improved hybrid WPLSSVM model outperforms the other three models.
Comparison with some other methods
The above discussions only test one day. In order to illustrate the effectiveness of the proposed models, we have trained and tested the models on different days of season. In order to evaluate the forecasting performance of this proposed method, the proposed method is compared with some other methods such as LSSVM, PLSSVM and WLSSVM. The predicted values by LSSVM, PLSSVM, WLSSVM, and the proposed method for the season days are shown in Figs. 9-12. We can see from the figures that the proposed method shows a best performance. Table II summarizes the numerical results, where the comparison of prediction performance of the LSSVM, PLSSVM, WLSSVM, and the proposed method are presented. Table II shows the mean absolute error (MAE), the root mean square error (RMSE), and the mean absolute percentage error (MAPE). From Table II , it can be observed that the MAE, RMSE, and MAPE values of the proposed method in all test days are lower than the results in all other methods. In Table II , these results demonstrate again that the improved hybrid forecast model performs better in electricity demand forecasting.
In terms of important parameters RMSE, MAE and MAPE, WLSSVM have desired lower values Above all, both WLSSVM and PLSSVM, which can lead to forecasting accuracy improvement in different ways, are better than LSSVM in most cases. The model proposed in this paper has considered the advantages of the above methods. Table II shows the results. For the spring day, the performance of the proposed method is less accurate than for the other days. Accuracy is reasonable enough with MAPE below 1.8%. MAPE for the WLSSVM and PLSSVM are 3.1068% and 2.5882%, respectively. The prediction behavior of the proposed method for the summer day is very appropriate with MAPE below 1.08%. MAPE for the LSSVM, WLSSVM and PLSSVM are 2.7127%, 2.3526% and 1.2165%, respectively.
As for the fall day, the performance of the proposed technique is accurate, with MAPE below 1.17%. MAPE for the LSSVM, WLSSVM and PLSSVM are 2.6325%, 2.003% and 1.2027%, respectively.
For the winter day, the prediction behavior of the proposed method is not as good as for the summer and fall days, with MAPE below 1.4%. MAPE for the LSSVM, WLSSVM and PLSSVM are 3.3591%, 1.6125% and 1.3449%, respectively.
In summary, MAPE of this proposed method is significantly lower than that of all other methods. All these comparisons reveal the forecast capability of the proposed technique. The results indicate that by combining different models together, the overall prediction errors can be significantly reduced. This finding proved our point of view about the superior capability of this proposed method for denoising and converting electricity demand series into a set of better behavior series. Another reason for the superiority of this method can be attributed to the suitable selection of the parameters of LSSVM. Moreover, this proposed method has its ability in capturing the features of electricity demand. Therefore, the proposed method gives better predictions.
Conclusions
In this paper, a new hybrid method has been presented for day-ahead demand forecasting of electricity market called WPLSSVM, which combines WT, PSO and LSSVM. WPLSSVM first uses wavelet transform method to decompose the original sequence. Here the wavelet decompose is in order to separate the high and low frequencies, concentrate the component data of the original data, and ensure the characteristic information of a partial. Secondly, WPLSSVM employs PLSSVM to model the approximation and detail series, adopting the global search ability of PLSSVM to get the parameters of the prediction model LSSVM, to ensure the accuracy of the prediction parameters. At last, the final prediction is obtained by wavelet reconstruction. The wavelet technique decomposes the original data, using wavelet reconstruction technique for prediction of each component in order, to ensure the prediction accuracy. The proposed method has been examined on the NSW of Australian national electricity market and compared with some other prediction techniques. The experimental results indicate that: the prediction value of the hybrid method for electricity demand forecasting can track the trends of actual value, and the prediction error is in the lower range. It's also show that the combination forecasting method can fully reflect the characteristics of the entire sample. It is the strong generalization ability as the method which creates higher prediction accuracy. The this method can be seen providing a more accurate and effective forecasting when compare with some other models.
