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This paper is a study of a large class of cyclic and shortened cyclic binary 
codes for multiple random error correction. The major result is: If g(x) = 
1I~=1 gdx) generates a basic BCH code of length N with minimum weight 
l >~2lt + 1, then g(x) {II~=l [g~(x)]*J}. zl = [I-Ij=(~+~) gj(x)], where ii > i2 > - - -  
> ir > 1 generates a shortened cyclic or nonshortened cyclic code of length 
(2~= t ia)N with minimum weight at least 2lt + 1. Three classes of cyclic 
codes will be presented. Class I and Class III codes are cyclic codes. Class II 
codes are shortened cyclic codes. 
I. INTRODUCTION 
Since the discovery of the Bose-Chaudhuri-Hocquenghem Codes (abbre- 
viated as BCH codes) [1], cyclic codes for multiple random error correction 
and their implementation have been widely treated subjects. This paper is a 
study of non-BCH cyclic and shortened cyclic codes for multiple random 
error correction. A large class of cyclic and shortened cyclic codes for 
multiple random error correction will be presented. Class I codes con- 
sists of cyclic codes which have generator polynomials of the form 
g(x) = [gl(x)] 2~. g2(x), where gl(x) g~(x) generates a BCH code of length N 
with minimum weight >/2t  + 1, and m is an arbitrary nonnegative integer. 
Class I I  codes consists of non-BCH shortened-cyclic codes. Class I I I  codes 
consist of non-BCH-cyclic codes. Section I I  of this paper deals with 
preliminaries, Section In  with Class I codes, Section IV with Class I I  codes, 
and Section V with Class I I I  codes. 
* Part of this paper has been presented at the 7-th annual Allerton Conference on 
Circuit Theory and Systems, University of Illinois, Urbana, Illinois, October 1969. 
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I I. PRELIMINARIES 
In order to make this paper relatively self-contained, some of the results 
which are already known will be briefly reviewed. For general reference, 
the reader is referred to Peterson [2] and Berlekamp [3]. The following 
notation will be used in this paper: 
an arbitrary element of GF(2 0 
N the order of a 
g~(x) has all a ~, (j -- 1)t + 1 <~ i ~ jt as roots 
[f(x)] the principal ideal generated byf(x) 
wt [f(x)] the Hamming weight off(x) 
g(x) the generator polynomial of a cyclic code 
n the length of a cyclic code 
r the number of check digits 
k the number of information digits 
M the period of a polynomial 
R the rate of transmission 
A cyclic code is an ideal generated by g(x) in the residue class ring of 
polynomials modulo x u -  1, where M is the least-positive integer such 
that g(x) divides X u --  1. M is called the natural length of the cyclic code. 
I f  n = M, then the cyclic code is a nonshortened cyclic code. I f  n < M, 
then the cyclic code is a shortened cyclic code. 
DEFINITION 1. M is defined to be the period of f(x), if M is the least- 
positive integer such that f (x )  Ix M-  1. 
LEMMA 1. I f  N is the perwd of 1-Ii=1 gi(x), then the perzod of YL=I [g~(x)] 
is 2~N, where m = max (ml , m 2 ,..., m,). 
For the proof, the reader is referred to Berlekamp [3], p. 151. 
LEMMA 2. The two polynomials xN + 1/gl(x) g~(x) and gl(x) are relatively 
prime. 
Proof• I f  N is the order of ~, then N ] 2 j - l , andX N+I  =0hasN 
distinct roots, i.e., a t, 1 ~ i ~ N. 
Suppose that 
g.c.d. ,  [ xz¢ + 1 ,gl(x)] = ma(x) :~ 1 and 
gl(x) g2(x) 
aJ is a root of ml(x), 
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then x N + 1 ~ 0 has at least a repeated root of a j, where 1 ~< j ~< N which 
is a contradiction. Therefore, 
X N + 1 
,gl(x)] = 1. Q.E.D. 
[ g~(x) g2(x) 
A direct result of Lemma 2 is Lemma 3. Lemma 3 is stated without proof. 
LEMMA 3. The two polynomials X 2~N + 1/[gl(x)] ~m g~(x) and [gl(x)] ~m are 
relatively prime. 
LEMMA 4. g(x), where g(x) = l--[~=1 gj(x) generates a cyclic code of length N 
with minimum weight >~ It + 1. 
For the proof, the reader is referred to Peterson [2]. 
LEMMA 5. I f  e(x) is the error polynomial of weight t and if e(x) =~ r(x) 
[mod Xt+ 1], where deg[r(x)] < l, then wt[r(x)] ~< wt[e(x)]. 
III. CLASS I--CYCLIC CODES 
If gl(x)g~(x) generates a basic BCH code of length N with minimum 
weight >/2t  + 1, then [gl(x)]2"g2(x), where m is an arbitrary integer 
generates a Class I eyelie code of length 2~N with minimum weight ) 2t + 1. 
THEOREM 1. Let g(x) be [gl(x)]Zg~(x). g(x) generates a cyclic code of 
length 2N with minimum weight >/2t + 1. 
Proof. Suppose that there exists a code polynomial a(x)=/= 0 and 
wt[a(x)] ~< 2t. By using the Euclidean Algorithm, a(x) can be written as 
a(x) = (x z¢ -[- 1) -Q(x) -t- r(x) where deg[r(x)] < N. As a result of Lemma 5, 
it can be seen that wt[r(x)] ~< wt[a(x)] ~< 2t. 
Since gl(x) g2(x) l a(x) and g~(x) g~(x) ] x z¢ + 1, g~(x) g2(x) l r(x ). r(x) is, 
therefore, a code polynomial of length N. Ifr(x) =/= 0, then wt[r(x)] ) 2t + 1, 
which is a contradiction. Therefore, a(x) --~ (x ~¢ + 1) Q(x), where deg O(x) ~< 
N- -1 .  Since wt[a(x)] ~ 2t and degQ(x)% N, wt[Q(x)] ~-~ t. Since 
[x N + 1/gx(x) g2(x), gl(x)] = 1 (Lemma 2), gl(x) ] Q(x). 
Wt[Q(x)] is, therefore, >/ t  + 1, which is a contradiction. Therefore, all 
the nonzero code vectors have a weight of at least 2t + 1. Q.E.D. 
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THEOREM 2. [gl(X)]e~g~(x) generates a cyclic code of length 2raN with 
minimum weight ~ 2t 6- 1. 
Proof. Proof is by mathematical induction on the number m. 
(1) For the m = 0 case, gl(x)g2(x) generates a BCH code of length N 
with minimum weight ) 2t 6- 1. For the m = 1 case, Theorem 1 shows 
that [gl(x)] zg2(x) generates a cyclic code of length 2N with minimum weight 
~2t+l .  
(2) Induction Step. 
Suppose that [g~(x)]2mg2(x) generates a cyclic code of length2mN with 
minimum weight ~> 2t 6- 1. 
If [gl(x)]~"+lg2(x) generates a cyclic code of length 2~+aN with minimum 
weight ~ 2t, then there exists a code polynomial a(x) where a(x)~ 0 
and wt[a(x)] ~ 2t. 
By using the Euclidean Algorithm, a(x) -~ (x ~"N 6- 1) Q(x) + r(x), wlaere 
deg r(x), deg Q(x) < 2~N, wt[r(x)] ~ wt[a(x)] ~ 2t. Since [g~(x)] 2" g2(x) [ a(x) 
and [g~(x)]2"g~(x) Ix~"N 6- 1, [gl(x)]2"g2(x) I r(x). If r(x) 3& 0, then by means 
of the induction hypothesis, wt[r(x)] /> 2t + 1, which is a contradiction. 
Therefore, a(x) -~ (x 2~n 6- 1) Q(x) where wt[Q(x)] ~ t. 
Since 
[x e~N 6- 1/[gl(x)]2mg2(x), [gl(x)] e"] = 1, [gl(x)]2~lQ(x). 
Consequently, wt[Q(x)] ~> t + l, which is a contradiction. 
Therefore, all the nonzero code vectors must have a weight ~ 2t + 1. 
Q.E.D. 
COROLLARY 1. g(x) -~ [gl(x)g~(x)] 2~ generates a cyclic code of length 2ran 
with minimum weight >/2t + 1. 
Proof. Since the cyclic code which is generated by [gl(x)g2(x)] ~" 
is a subclass of the cyclic code which is generated by [gl(x)]2"g2(x), 
g(x) ~ [gl(x)g2(x)] ~m must generate a cyclic code of length 2ran with 
minimum weight ~ 2t + 1. Q.E.D. 
Throughout this paper, an equivalent BCH code is defined to be a BCH 
code which has the same lower bound on minimum weight and has roughly 
the same code length as the code under consideration. There is not a single 
binary Class I code that has better ate of transmission than the equivalent 
BCH code. 
If the exact minimum weight of the basic BCH code generated by ga(x) gz(x) 
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is 2t -]- 1, then the exact minimum weight of the Class I Cyclic Code generated 
by [g~(x)]¢~gz(x) is 2t + 1. The result will be proved in Theorem 3. 
LEMMA 5. I f  gl(x) g2(x) l a(x), then [gl(x)]~ga(x) l a(x2~). 
Proof. Since [a(x)]~=a(x 2m) and [gl(x)]amg2(x)l[gl(x)g~(x)] 2m, if 
gl(x) g2(x) k a(x), then [gl(x)ga(x)]2mla(x2~). Therefore, [gl(x)] 2~ ga(x) l a(x°'m). 
Q.E.D. 
THEOREM 3. l f  gl(x ) g2(x) generates a BCH code of length N with minimum 
weight exactly equal to 2t -~ 1, then [gl(x)] 2'~ g2(x) generates a Class I Code 
of length 2raN with minimum weight exactly equal to 2t q- 1. 
Proof. It has been proved in Theorem 2 that the minimum weight of 
the Class I Code is at least 2t 4-, 1. It will be proved in the following that 
there exists a code polynomial in the Class I Code which is of weight 2t + 1. 
Since gl(x)g2(x) generates a BCH code with minimum weight exactly equal 
to 2t + 1, there exists a code polynomial a(x) which is of weight 2t _L 1. 
Since gl(x)g2(x)]a(x), [gl(x)] 2~ g~(x) la(x ~) (Lemma 6). Since a( J  ~) is of 
degree ~< 2raN-  1, a(x 2~) must be a code polynomial generated by 
[gt(x)]2~ge(x). Since wt[a(x2~)] = wt[a(x)] = 2t + 1, there exists a code 
polynomial a(x 2~) which is of weight 2t @ 1. Therefore, the minimum 
weight of the Class I Code is exactly equal to 2t @ 1. Q.E.D. 
IV.  CLASS IX--SHORTENED CYCLIC CODES 
Shortened cyclic codes for multiple-error correction have been studied 
by Corr [4]. Class II codes are much more easily constructed and are a 
much wider class of codes than those reported by Corr [4]. In this section, 
an algorithm for constructing the Class II shortened cyclic codes is presented. 
Algorithm for Constructing Class II Codes 
If hi(x ) generates a cyclic code of length Ni with minimum weight 
>~ 2it -k 1, where 1 <~ i ~< l, then 1-I~=1 hi(x)generates a shortened cyclic 
N code of length ~i=1 t with minimum weight ~> 2*t + 1 provided that g.c.d. 
[x  N~-]- 1 i-1 ] 
I-[ h (x) 
j=l 
~t--1 N 
andNi>2~a=l j fo r2~i~l .  
=1 ,  
643/x6/3-3 
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THEOREIVi 4. g(x) = hl(x ) h2(x ) generates a shortened cyclic code of length 
(N 1 + N2) with minimum weight ~ 2~t + 1. 
Proof. Suppose that there exists a nonzero code polynomial (x) which has 
weight ~ 22t. By using the Euclidean algorithm, a(x) = (x z¢~ + 1)Q(x) + r(x) 
where deg[Q(x)] ~< N1 -- 1 < N2, wt[r(x)] ~< 22t and deg[r(x)] < Na -- 1. 
Since h~(x) divides both x n~ + 1 and a(x), h2(x) also divides r(x). r(x) is, 
therefore, a code polynomial. If r (x)@ O, then r(x) must have a weight 
>~ 2zt + 1, which is a contradiction. Therefore, a(x) = (x n, + 1)Q(x), 
where wt[Q(x)] ~ 2t. By assumption, g.c.d. [XN2 + 1/h~(x), hi(x)] = 1; 
therefore, h~(x) J Q(x). Q(x) is a code polynomial and has a weight >/2t + 1, 
which is a contradiction. Hence, all the nonzero code polynomials must 
have weight ~> 22t + 1. Q.E.D. 
TH~OI~I 5. I-Ia=l ha(x) generates a shortened cyclic code of length ~i=1 Ni 
with minimum weight >~ Ut + 1. 
Proof. The proof of this theorem is by mathematical induction on the 
number L
(1) For the 1 = 1 ease, hl(x ) generates a cyclic code of length N1 with 
minimum weight >/2t + 1. 
For the l = 2 ease, the previous theorem proves that hl(x ) h2(x ) generates 
a shortened cyclic code of length (N1 + N~) with minimum weight/> 22t + 1. 
(2) Induction Step. 
It is assumed that H~-~ ha(x) generates a Class II code of length Z~-~ N~- 
with minimum weight >~ 2~-~t + 1. 
Suppose that 1--Ij=l ha(x) generates a shortened cychc code of length ~=1 Ni 
with minimum weight ~ 2~t. Let a(x) be a nonzero code polynomial and 
wt[a(x)] ~< 2~t. By using the Euclideanalgorithm, a(x) = (x N' + 1) Q(x) + r(x) 
where deg[Q(x)] < Zi=x Ni < Nz and wt[r(x)] ~ 2tt. If r(x) :/z O, then 
g(x)]r(x) and wt[r(x)] >~ 2zt + 1, which is a contradiction. Therefore, 
r(x) = 0 and a(x) = (x Nz + 1)Q(x), where wt[Q(x)] ~< 2~-t)t. Since 
r x +l ._1, ] 
g.c.d. [ h~(x)- ' I I  hi(x) = 1, 
i=1  
1-Ii=1 hi(x) ] Q(x). Therefore, wt[Q(x)] ~ 2~-1t + 1, which is a contradiction. 
Hence, every nonzero polynomial must have weight/> 2~t + 1. Q.E.D. 
Two subclasses of codes are further defined for the Class II Codes. 
DEFINITION 2. If ha(x ) generates a Class I Code of length 2isN with 
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yT[(J-1) 
minimum weight /~ 2it -}- 1, where , , i=:  hi(x) l hJ(x) and i t > i(~_:) > 
--- > i: >/0, 1 ~< i ~< l, then the Class I I  Codes generated by YI)=: h~.(x) 
are called Class II-B Codes. The rest of the Class I I  Codes are called 
Class I I-A Codes. 
i-1 
It can be easily seen that the two conditions Ni > ~.3"=1 N~ and 
[X  Ni-{-1 (i-:) 
I ]  hi(x)] = 1, g.c.d. / 
j=l 
where 2 ~ i ~< l are satisfied by the Class II-B Codes. 
Examples of Class I I-A Codes and II-B Codes are given in Tables I and I I I .  
Table I I  gives the equivalent BCH codes for the Class I I-A Codes listed in 
x -~(~-1) ~¢: Table I. It can be seen from Table I and I I  that if Nz )~ z i=: i ,  then 
the Class I I-A Code has a rate of transmission comparable to the equivalent 
BCH code. However, there is no binary Class II-B Code which has a rate 
of transmission comparable to the equivalent BCH code. 
TABLE II 
Equivalent BCH Codes 
n k drain R 
1023 983 9 96% 
1023 943 17 92% 
2047 1059 17 95.4% 
2047 1915 25 93.5% 
V. CLASS I I I - -CYcLIc  CODES 
The Class l I I  Cyclic Codes are obtained by modifying the Class II-B 
shortened cyclic codes. An algorithm for constructing the Class I I I  Codes 
will be presented in the following: 
Algorithm for Constructing Class I I I  Codes 
I f  h:(x) generates a Class I Code of length 2iN with minimum weight 
2t -~ 1 and hj(x) generates a Class I code of length 2i+~-2N with minimum 
~r~-:' hi(x) l hi(x), 2 ~ j ~ l, then y[~=: hi(x) weight ~ 2Jr -b l, where : 1i=1 
generates a cyclic code of length 2(i+t-:~N with minimum weight ) 2zt -k 1. 
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If the exact minimum weight of the Class I code which is generated 
by hz(x) is 2~t + 1, then the exact minimum weight of the Class III code 
generated by 1-[i=1 h~(x) is 2zt + 1. This resuk will be proved in Theorem 7. 
Table IV gives a few examples of Class III Codes. 
THEOREM 6. I-I~=1 h~(x) generates a cyclic code of length 2(i+~-l)N with 
minimum weight >~ 2~t + 1. 
Since the proof of the theorem is similar to the proof of Theorem 4, the 
proof will not be supplied. It can be easily seen that the period I-I~=1 h~(x) 
is 2(l+z-1)N, therefore I-I~-1 hj(x) generates a cyclic code of length 2(~+~-XlN 
with minimum weight >/2tt + 1. 
LEMMA 7. 1-I~=1 hi(x) I hz(x~). 
]--[(Z-l) l Proof. By definition, ~ij=i h~(x) lhz(x); therefore, YIj=lhj(x)[[h~(x)] 2. 
Since ht(x 2) = [h~(x)] 2,YL=I h~(x) ]ht(x~). Q.E.D. 
THEOm~M 7. I f  ht(x) generates a Class I Code with minimum weight equal 
to 2~t ~- 1, then [l-[j=1 h~.(x)] generates a Class III cyclic code w#h minimum 
weight exactly equal to 2~t -~ 1. 
Proof. It has been proved in Theorem 6 that the minimum weight of 
the Class III cyclic code is at least 2zt + 1. In the following, it will be shown 
that there exists a code polynomial with weight exactly 2~t -~ 1. 
Since hz(x) generates a cyclic code of length 2i+Z-2N with minimum weight 
exactly equal to 2~t + 1, there exists a code polynomial a(x) which has weight 
2~t + 1. Since I-I~=l h~(x) I h~(x2), if h~(x) [a(x), then hl(x ~) [ a(x~). Therefore, 
2 z+l 1 I-I~=i hi(x) Ia(x~) • Since a(x ) a polynomial of degree ~< (2' - N -- 2), a(x 2) 
must be a code polynomial in the cyclic code generated by YL'=I h~(x). 
Since wt[a(x~)] = 21t + 1, the minimum weight of the Class III code is 
exactly equal to 2zt 4- 1. Q.E.D. 
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