The aim of clinical assessment is to gather data that allow us to reduce uncertainty regarding the probabilities of events. This is a Bayesian view of assessment that is consistent with the well-known concept of incremental validity. Conventional approaches to evaluating the accuracy of assessment methods are confounded by the choice of cutting points, by the base rates of the events, and by the assessment goal (e.g. nomothetic vs idiographic predictions). Clinical assessors need a common metric for quantifying the information value of assessment data, independent of the cutting points, base rates, or particular application. Signal detection theory (SDT) provides such a metric. We review SDT's history, concepts, and methods and provide examples of its application to a variety of assessment problems.
Third, the term information, in this sentence, has a very specific meaning. It is defined as "the reduction of uncertainty," which is a relativistic concept referring to the relative increment in predictive accuracy, or the relative decrease in predictive error, that is yielded by data (Gigerenzer & Murray 1987) . Thus, data reduce uncertainty: They have information value or are illuminating to the degree that they allow us to predict or control events with greater accuracy or with less error than we could have done without them (Mischel 1968) .
Fourth, this conception of information is fundamentally quantitative (Gigerenzer & Murray 1987 , Meehl & Rosen 1955 . The information value of assessment data is represented by a scaled numerical value corresponding to the magnitude of the quantitative difference between the predictive accuracy of our prior model (i.e. the accuracy achieved without the data) and the predictive accuracy of our posterior model (i.e. the accuracy achieved after adjusting the model to reflect the new data). This quantitative view of assessment information suggests a Bayesian epistemology both conceptually and computationally. We will elaborate these Bayesian connections below, but for now, the spirit of this epistemology is reflected in the familiar assessment concept of incremental validity. 1
Probability Theory
Before proceeding to the main level of our review, we must lay one final block in our conceptual foundations. The cornerstone of psychological assessment is probability theory. 2 Contemporary scientific theories increasingly assume that events in nature including human behavior are probabilistic, or stochastic, rather than deterministic (Gigerenzer et al 1989) . Events are determined, in part, by the chance confluence of many other events that are, themselves, unpredictable, random, or the result of chance. Thus, not all assessment variability (error, uncertainty) is due to the inadequacies of our theories and measures; some simply is due to the fact that the events we are attempting to assess and predict are inherently probabilistic.
This means that we cannot expect nature to be so well-behaved as to allow us to predict single events with certainty; instead, the best we can hope for is to identify an array of possible outcomes and to estimate the relative likelihood of 1each. From this probabilistic perspective, the idealized goal of traditional assessment predicting unique, remote events with precision is fanciful, reflecting our naivete and/or hubris. A more realistic assessment goal would be to estimate with incremental accuracy the relative probabilities of the array of possible outcomes for an event. Useful assessments provide data with infor-mation value, data that improve the relative accuracy of our probability estimates.
The mechanics of empirically generating a normative probability distribution are straightforward. First, we must impose some category structure on nature, segmenting our target event into two or more mutually exclusive and exhaustive classes of outcomes. Our choice of category structures is guided by our theoretical preconceptions, by our assessment questions, and by practical and methodological considerations. It is up to us to decide, for example, whether to employ a dichotomous category structure (e.g. yes-no, success-failure) or a finer-grained structure (e.g. ratings on a 5-point scale, scores on a 100-point scale, age in years). This choice invariably involves trade-offs. On one hand, simple category structures require smaller samples to fill them, and tend to be more reliable, more readily analyzed and interpreted, and easier to work with. On the other hand, finer-grained structures tend to capture and retain more information. Once we have decided on our category structure, we must observe a suitably large and representative sample of actual outcomes, tabulating and summing the frequencies for each of our categories. These raw frequency data then are normalized by transforming them into proportions; each category total is divided by the grand total of observations. The resulting proportions represent the empirically observed relative probabilities of the categorical events.
Thus, empirically derived probability distributions actually are quantitative records of historical events. As clinical assessors, however, we usually are more interested in predicting the future than in recounting the past. So why should we care about historical probabilities? Because we assume that such historical probability distributions provide the best estimates of the future probabilities for maximally similar events assessed under maximally similar circumstances. The assumption that past probabilities are predictive of future probabilities seems to be a huge leap of faith. Fortunately, however, this idea has been studied extensively by probability theorists, actuaries, mathematicians, philosophers, and scientists for more than three centuries, and consistently has shown itself to be a robust and extremely useful basis for predicting all sorts of events-even random or chance events. Although it seldom yields perfect predictions, no other approach does as well. Note that this assumption cannot be proven, so it must remain an assumption. No matter how many times past probabilities provide useful estimates of future probabilities, we never can be certain that they will do so the next time. This uncertainty notwithstanding, probability theory is the cornerstone of all clinical assessment and prediction.
Conditional Probabilities
We have asserted that historical probability distributions provide the best estimates of the future probabilities for maximally similar events assessed under maximally similar circumstances. Imbedded in this assertion is an important caveat: As the variability of the circumstances surrounding our assessment of past and future events increases, the accuracy of our probability estimates is likely to decrease. For example, if we used a sample consisting primarily of men to estimate the probability distribution of body weights for a sample consisting primarily of women, our estimates would be unacceptably inaccurate. Fortunately, we can reduce the threat that varying conditions pose to our probabilistic predictions by identifying the specific conditions that systematically affect the outcomes, and incorporating these variables into our probability models.
Until now, we have described only probability models based on a simple, one-dimensional array of categories. To deal with the added complexity of other factors that systematically affect the variability of our probability estimates, we need multidimensional models, which yield joint probability distributions. The simplest form of a joint distribution is a two-dimensional, twocategory model, as represented by a 2 x 2 contingency table. 3 The horizontal axis of such a table, for example, might represent the dimension of body weight with two categories (e.g. light = 150 lbs or below; heavy = more than 150 lbs); the vertical axis might represent the two-category dimension of gender. Each observation in a sample would be tabulated in one of the table's four cells (e.g. heavy-male; light-female). To normalize this two-dimensional table of joint frequencies, the observed frequency for each cell would be divided by the total number of observations.
With multidimensional probability models, we not only can compute joint probabilities, but also can compute conditional probabilities, which are even more useful. In our simple two-dimensional table, for example, we can generate separate estimates-one for men, one for women-of the relative probabilities of the two weight categories (light, heavy). These conditional probabilities are computed by dividing each cell total by the marginal total for each level of the conditional variable (e.g. for each sex separately). Conditional probabilities provide more accurate estimates because, in effect, they yield separate estimates of probability distributions for each level of conditions suspected of systematically affecting the outcome.
Clinical psychologists' interest in conditional probabilities is not unique. Virtually all scientific research and theory involves probabilistic models of conditional relations among variables (along with hypothetical explanations for these relations). The careers of epidemiologists, insurance actuaries, business executives, and casino operators, for example, all hinge on an ability to QUANTIFYING INFORMATION VALUE 219 3 estimate conditional probabilities with reasonable accuracy. Laypeople, too, have a vital interest in estimating conditional probabilities; almost every life decision involves a subjective appraisal of the likely outcomes (risks and gains) of different choices. No doubt the popular appeal of astrology and numerology stems from their illusory reduction of uncertainty. The horoscopes in daily newspapers, after all, are nothing but tables of conditional probability statements (e.g. if you are a Leo, you can expect this event; if you are a Capricorn, you can expect that event, and so forth).
The distinguishing characteristics of scientific clinical psychology46s interest in conditional probabilities are (a) its use of a scientific epistemology and quantitative methods to build and test theoretical models of conditional probabilities, and (b) its focus on a specific content area: psychopathology (the assessment, prediction, prevention, amelioration, and explanation of abnormal human behavior). Clinical psychologists and meteorologists employ similar scientific methods, for example, but focus on different content. Clinical psychologists and fortune tellers share some content interests, but employ different methods.
In their scientific pursuit of psychopathology, clinical psychologists engage in a wide variety of tasks, all involving probability theory. They might work, for example, on the development of a classification system for abnormal behaviors, searching for conditional probabilities related to clusters of symptom patterns, common causes, expected course, or treatment response. Once they have settled on a working classification system (e.g. DSM-IV), they might search for diagnostic signs to help them diagnose, differentiate, refine, or explain the categories. In an effort to predict, prevent, or explain disorders, they might search for antecedent characteristics associated with increased risks of specific pathology. Alternatively, they might search within diagnostic groups for client characteristics that predict differential responses to different treatments.
We could go on describing various content questions that might drive the research programs and assessment interests of clinical scientists, but this sample is sufficient to help us make two important points: First, all of these examples-if performed properly-involve the clinical assessment and multidimensional quantitative modeling of conditional probabilities. Second, all of these are nomothetic activities. That is, they all represent attempts to build general models with which to increase the accuracy of predictions for groups of individuals. In general, they all address questions of the following type: p(S|D). That is, what is the probability (p) of a diagnostic sign (S), given membership in a diagnostic category (D)?
To illustrate, imagine a hypothetical study in which the Revised Hamilton Rating Scale for Depression (HRSD-R) (Riskind et al 1987) is administered to two groups, one composed of patients known to be clinically depressed, the other made up of patients known to be suffering from panic disorder. The study's aim is to evaluate how well HRSD-R ratings differentiate depressed patients from panic patients. 4 Fictitious idealized results are displayed in Figure 1 . We see a separate (conditional) probability distribution of HRSD-R ratings for each patient group. We also see that the mean of the depressed group's distribution is higher than the mean of the panic group. Now, how might we quantify and evaluate the information value of these data?
If we were to analyze these data using traditional Fisherian statistical methods (Gigerenzer et al 1989) , we would test the null hypothesis; that is, we would ask, "Can we reject the hypothesis that the means of these two distributions are not significantly different from one another?" This is an odd, doublenegative question. Even before collecting the data, we know that the likelihood of rejecting the null hypothesis for a given absolute difference (no matter how trivially small) between sample means increases as the sample size increases (Cohen 1994 , Loftus 1996 , Meehl 1978 . Besides, rejecting the null hypothesis tells us nothing about which of the many plausible rival hypotheses might be supported by the results. Furthermore, traditional statistical tests shed little light on the question that gave rise to the study in the first place. They don't tell us how useful the HRSD-R is for differentiating between depressed and panic patients. Neither do correlation-based methods, as favored in the Neyman- Figure 1 Hypothetical distributions of scores on HRSD-R for persons receiving panic disorder and major depression diagnoses. Prevalence of depression is assumed to be 0.5.
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We're ignoring for the moment another major issue-the criterion problem. That is, how does the investigator "know" for certain the patients' "true" diagnoses. We will return to it later Annu. Rev. Psychol. 1999.50:215-241 Pearson tradition (Gigerenzer et al 1989) , although they shed some light on our research question by telling us the strength of the association between HRSD-R scores and group membership. Still, we need better methods of quantifying the information value of such data.
Cutting Scores, Base Rates, and Inverse Probabilities
Over 40 years ago, Meehl & Rosen (1955) identified three classical problems that further complicate the task of evaluating the information value of data sets. The first of these was the problem of choosing the optimal cutting score (cut-point) for differentiating between two groups. This problem is illustrated in Figure 2 , where three possible cutting scores (A = liberal; B = moderate; C = conservative) have been applied to our fictitious HRSD-R data. Setting the cutting score at point A correctly identifies most of the depressed patients as depressed, but also misidentifies a high percentage of panic patients as depressed. Thus, cut-point A shows what epidemiologists call good sensitivity (i.e. a high true positive rate, or the proportion of depressed patients classified as depressed), but also shows poor specificity (i.e. a low true negative rate, or the proportion of panic patients classified as not depressed). Shifting the cutting score to point C results in the correct identification of most panic patients as not depressed, but also misidentifies a high percentage of depressed patients as not depressed. Thus, cut-point C shows good specificity, but poor sensitivity. This example illustrates the inevitable trade-off between sensitivity and specificity as a function of changes in the cutoff value. The second problem identified by Meehl & Rosen (1955) was the base-rate problem. In short, the discriminatory power of a particular measure will vary as a function of the base rate of the variable being predicted (e.g. depression) in the population being assessed. In our imaginary data set, for example, HRSD-R ratings were obtained from equal numbers of depressed and panic patients, so the relative density of cases under the two curves was equal. Thus, the base rate, or prevalence, of depression in this fictitious study was 0.5. Suppose instead that the base rate, or prevalence, of depression had been 0.1. The hypothetical distributions of HRSD-R scores for depressed and panic patients have been redrawn in Figure 3 to illustrate the effects of these altered base rates. We can see, for example, how the problem of choosing a cutting score is compounded by the base rate problem. For a fixed cut-point (say, point B), the sensitivity and specificity indices will not change (i.e. the proportion of depressed persons classified as depressed will remain constant), but the practical utility of the measure will change as a result of changes in the base rate, or prevalence, of the disorder. The 9:1 ratio of panic patients to depressed patients shown in Figure 3 means that where the two distributions overlap, classification errors are far more frequent for panic patients than for depressed patients.
MCFALL & TREAT
The third problem identified by Meehl & Rosen (1955) (see also Meehl 1973) was the logical fallacy of using nomothetic, or normative, probability distributions to make idiographic decisions and predictions. This is called the inverse probability problem. The problem arises when clinical assessors confuse two types of probability: p(S|D), the probability of a particular score on a diagnostic test, given membership in a diagnostic group; and p(D|S), the probability of being a member of a diagnostic group, given a particular score on the diagnostic test. The inverse probability problem interacts with the base rate problem. When the base rate, or prevalence, of a disorder in the sample is exactly 0.5, then p(S|D) = p(D|S). When the prevalence is not 0.5, however, these two probabilities are not equal. The more asymmetrical the prevalence rates, the greater the inequality. Meehl and Rosen (1955) showed how Bayes' Theorem (Bayes 1763; see Gigerenzer & Murray 1987) solves the problem by controlling for base rates while using normative probability distributions to estimate inverse probabilities. Bayes' Theorem is as follows:
or, using our notation,
The Bayesian approach addresses two of Meehl & Rosen's problems (base rates and inverse probabilities), but not the third (cutting scores). Selecting optimal cutting scores always requires subjective judgments regarding how best to resolve the inevitable trade-offs between sensitivity and specificity, or between the relative costs and benefits of different types of classification errors. Because cutoff decisions never can be value free, there is no magic formula for finding an absolute, all-purpose, optimal cutoff. Every formula for optimal cutoffs is based on hidden assumptions and values. Given a data set and population base rate, for example, we might choose a cutting score that maximizes overall percent correct; however, this choice assumes that the optimal solution should assign equal weights to the two types of error (i.e. false positives and false negatives). Often the costs of these two errors are unequal, however. To prevent airplane terrorism, for instance, society tolerates a very high false positive rates and treats everyone at airports as potential terrorists because society places a greater value on ensuring the highest possible true positive rate, i.e. catching the rare terrorist.
The choice of cutting scores also is influenced by the personal biases of the individuals involved. Suppose we asked three psychologists (A, B, and C) to view videotaped HRSD-R interviews of a mixed sample of depressed and panic patients, and to make a dichotomous diagnostic judgment (depressed | not depressed) for each patient. Although the three psychologists view the same interview data, their judgments are likely to differ. Such interjudge differences arise from two sources. The judges may differ in their perception of the diag-nostic information contained in the videotapes. But even if they were equally perceptive of the presence of diagnostic cues, their judgments still could differ as a result of the cutting score, or decision criterion, that they selected for calling a patient depressed. Figures 2 and 3 depict our three judges (with 0.5 and 0.1 base rates, respectively). Judge A has been very liberal in setting the criterion for discriminating between normal and abnormal; judge B has employed a moderate criterion; and judge C has drawn the line very conservatively. Here we see how three equally perceptive judges might produce three different diagnostic results as a function of their individual biases in selecting the criterion, or cutting score, for calling a patient depressed.
Wanted: A Common Metric for Information Value
Paradoxically, Meehl & Rosen's (1955) paper on the problems of cutting scores, base rates, and inverse probabilities, with its focus on Bayes' Theorem, has been cited widely for nearly half a century, yet it has had surprisingly little impact on actual practice in clinical assessment. Over the years, major texts on clinical assessment (e.g. Mischel 1968 , Wiggins 1973 have reiterated the problems and reemphasized the importance of a Bayesian solution, but with minimal added impact. This is puzzling. Clinical assessors should have been attracted to Bayes' Theorem on epistemological grounds, if not on methodological grounds. As we noted at the outset, the concept of incremental validity is central to clinical assessment and prediction. Bayes' Theorem provides a quantitative method of iteratively incrementing the accuracy of probability estimates by systematically using the information contained in each new batch of data to transform the prior model into a more precise posterior model (Schmitt 1969) . In this respect, the Bayesian approach provides a solid foundation for a more rigorously quantitative approach to clinical assessment.
Unfortunately, however, the Bayesian approach provides an incomplete solution to the clinical assessor's needs. It still does not provide a common metric with which to quantify the information value of assessment data that is independent of changes in cutoffs and prevalence rates. Such a standard scale is essential if clinical assessors wish to compare the incremental validity, or relative utility, of different assessment methods. Without such a metric, assessors will have little choice but to continue using current, inadequate strategies, typically evaluating the statistical significance, relative to the null hypothesis, of the difference between group means (disordered vs normal, treated vs control). But if research in clinical assessment is to build cumulative knowledge, assessors must be able to quantify and compare the results of assessment methods across studies, populations, and conditions. Scientific progress in clinical assessment will be stymied until assessors find a way of doing this (e.g. see Meehl 1973 Meehl , 1978 .
A metric for the information value of data yielded by an assessment method should be a property of the method alone, not the prevalence of the disorder in the sample to which the method was applied or the decision biases or criterion choices of the assessors using the method. Although the differential information value provided by various assessment methods may guide our selection of an assessment method, practical application of the method for assessment or prediction purposes hinges in part upon these latter factors, such as prevalence and cutoff scores. For an assessment method with a specific information value, for example, we might ask, "How does the practical utility of this assessment method vary as a function of prevalence rates or selection criteria?" But examination and quantification of the practical utility of an assessment method in a particular context require separate metrics that should be independent of the metric defining the information value of the method.
In sum, future advances in clinical assessment await the development of a common metric for quantifying assessment information. We believe that signal detection theory (SDT) provides such a metric. In the next section, we outline the history, concepts, and methods of SDT. Then we review recent examples of SDT's application to a cross-section of assessment problems. We conclude with a discussion of SDT's possible limitations and its potential contributions to clinical assessment.
SIGNAL DETECTION THEORY: MEASURING MEASURES

Background
SDT's history is not the story of a theory evolving smoothly and continuously over time; rather, it is the story of a conceptual framework being reborn periodically, each incarnation more elaborated and refined than the last, but with little apparent memory of former lives (see Ashby 1992; Gigerenzer & Murray 1987; Gigerenzer et al 1989; Link 1994; Murray 1993) . Historians trace the roots of contemporary SDT to Neyman & Pearson's (1933) work on hypothesis testing and statistical inference (e.g. Gigerenzer et al 1989) , but the underlying probabilistic concepts can be traced back chronologically, if not genealogically, more than 200 years. The concepts were central, for example, in the prepsychology contributions of Bayes and Gauss. The concepts reappeared at psychology's beginning in the work of Fechner, who extended Gauss's "true score plus error" model to the psychophysics of sensory perception (Link 1994 , Murray 1993 . The concepts resurfaced again during the first half of this century in Thurstone's (1927) pioneering work on the Law of Comparative Judgment, a unidimensional probabilistic scaling model (Murray 1993) . They then played a featured role in the work of Neyman & Pearson, as noted. Around midcentury they reappeared in the guise of information theory, which included the work of engineers and physicists such as Shannon & Weaver (1949) , Peterson, Birdsall, and Wiener (see Macmillan & Creelman 1991 and Pierce 1980) , as well as psychologists [e.g. Tanner, Green, and Swets (Swets 1973) ]. Today, the concepts are prominent in the work of cognitive scientists such as Luce, Townsend, Ashby, Ennis, MacKay, and Zinnes (see Ashby 1992 ). SDT's concepts and methods also are being adopted with increasing frequency by scientists in other fields that place a premium on minimizing error through the development of assessment, prediction, and decision systems with high accuracy and discriminatory power-fields such as information retrieval, aptitude testing, psychiatric diagnosis, and medical detection and decision-making (Murphy et al 1987 , Swets 1996 .
It is beyond the scope of this review to provide a detailed and comprehensive summary of SDT. Our aims here are (a) to provide a clear overview of SDT that is more conceptual than mathematical; (b) to highlight SDT's relevance and potential contributions to clinical assessment in psychology; and (c) to stimulate and entice readers into pursuing the topic further on their own, in greater depth. Throughout, we try to supply readers with linked pointers to key resources. In the end, we hope to convince readers that there no longer is any excuse for continuing to conduct business as usual, now that SDT provides the necessary tools for comparing and evaluating the information value of our clinical assessment methods. SDT-based indices represent a clear and significant advance over traditional accuracy indices such as sensitivity, specificity, and predictive power (Hsiao et al 1989; Metz 1978; Murphy et al 1987) . Moreover, the practical application of SDT methods has been enhanced by the development of methods to help determine optimal cutoff scores and to examine the influence of prevalence, or base rates, on both the selection of cutoff scores and the accuracy of estimates (Metz et al 1973 , Somoza & Mossman 1991 .
Overview of SDT
The aim of diagnostic assessment systems is to discriminate between two mutually exclusive states, such as the presence or absence of a signal. For instance, a radiologist uses X-rays to help decide whether a tumor is present or absent; a psychologist uses an HRSD-R score to help decide whether to diagnose a patient as suffering from depression or panic disorder. SDT methods partition the variability in the data produced by such diagnostic systems into two independent components: perceptual and decisional. The perceptual index is a measure of diagnostic accuracy; that is, it represents quantitatively how well the system discriminates between the two possible states. The decisional index, in contrast, represents quantitatively the position of the cutoff score, or criterion, employed to arrive at the discriminations, e.g. whether the criterion was liberal or conservative.
By providing separate indices of these perceptual and decisional components, SDT offers a significant improvement over other, more traditional methods of assessing the accuracy of diagnostic systems (e.g. percent correct; sensitivity; specificity; positive predictive power; negative predictive power). All the traditional indices confound the contributions of these two components, thereby yielding estimates of diagnostic accuracy, or discriminatory power, that are influenced by the diagnostic system's criterion for discrimination. For reasons discussed in the previous section, this is not good.
To illustrate, suppose we wanted to evaluate the accuracy of the Bulimia Inventory-Revised (BULIT-R) (Thelen et al 1996), a self-report questionnaire designed to assist in diagnosing bulimia nervosa. The gold standard, or presumably true diagnoses, against which we evaluate the accuracy of the BULIT-R, will be the diagnostic decisions of experts who conducted extensive diagnostic interviews. 5 Table 1 summarizes the relevant frequency data in a two-dimensional contingency table, where one dimension classifies cases (bulimia present or absent) based on a conventional BULIT-R cutting score of 104 or above. The second dimension classifies cases based on the experts' true diagnosis (bulimia present or absent). Displayed in the cells are raw frequencies and both traditional and SDT cell labels. Hit, false alarm, miss, and correct rejection rates are identical to true positive, false positive, false negative, and true negative rates; each is equal to the cell frequency divided by the corresponding column marginal frequency. For example, the miss rate (the probability of a true bulimia present case being identified by the BULIT-R as a bulimia absent case) is 2/23, or 0.087.
We could use the data in Table 1 to compute several traditional indices of the BULIT-R's discriminatory power, or its ability to predict true diagnoses: (a) Percent correct is the sum of hits and correct rejections divided by the overall sample size (140/147 = 0.952); (b) Sensitivity is the hit rate (or true positive rate; 21/23 = 0.913); (c) specificity is the correct rejection rate (or true negative rate; 119/124 = 0.960); (d) positive predictive power (PPP) and negative predictive power (NPP) are computed using Bayes' Theorem, as discussed before. The calculation of PPP = 0.808 is illustrated below (NPP = 0.983). PPP and NPP also may be obtained more easily by dividing the hit or correct rejection cell frequency, respectively, by the corresponding row marginal. It is interesting to note that sensitivity, specificity, PPP, and NPP all are conditional probabilities. Sensitivity and specificity are conditional on the true diagnosis (i.e. they summarize the column data), whereas PPP and NPP are conditional on the diagnostic system's classification (i.e. they summarize the row data). Each of these indices summarizes the BULIT-R's discriminatory power in this unique situation, as long as the prevalence and cutoff values are fixed. The values of all of these indices will change, however, if different cutoff values are used. In addition, the values of PPP and NPP will change if the prevalence, or base rate, changes. This is because PPP and NPP, unlike the other indices, include prevalence information in their formulas. Because the optimal cutoff value will vary, in part, as a function of prevalence, the other indices also are influenced indirectly by prevalence. Thus, all these common accuracy indices are unsatisfactory; none provides a unique measure of accuracy that is independent of cutoff (criterion, decision bias) and base rate (prevalence). None of these indices can serve as a common metric for comparing the information value and discriminatory power of the data from assessment methods. 6 In contrast to these conventional indices of accuracy, which are unacceptable because they confound decisional and perceptual contributions to performance, SDT provides an estimate of diagnostic accuracy that is not confounded by changing cutoff values or prevalence rates. SDT estimates accuracy by analyzing the receiver (or relative) operating characteristic (ROC). Engineers originally developed ROC analysis to quantify how well an electronic receiver detects electronic signals in the presence of noise; ROC analysis ac-QUANTIFYING INFORMATION VALUE 229 Table 1 Frequencies of hits (true positives), misses (false negatives), false alarms (false positives), and correct rejections (true negatives) using a cutoff score of 104 on bulimia inventory-revised (BULIT-R) to diagnose the presence or absence of bulimia nervosa. [Adapted from Thelen et al (1996) Other common reliability or concordance indices, such as kappa and the Y and Q statistics, also fluctuate as a function of prevalence, and thus are inadequate indices of information value (see Langenbucher et al 1996; Swets 1996, Ch. 3).quired its name from its application to radar detection problems during World War II (Pierce 1980) . ROC analysis yields a quantitative index of accuracy corresponding to what we have been calling the information value of the data. The axes of an ROC plot are the hit and false alarm rates, and each point on an ROC curve corresponds to a pair of hit and false alarm rates that result from use of a specific cutoff value. 7 In more traditional language, the ROC curve is a plot of sensitivity against 1-specificity at all possible cutoff values. Figure 4 presents several idealized ROC curves on a single plot. As one moves along a specific ROC curve from the lower left corner (where false alarm and hit rates both are 0.0), to the upper right corner (where false alarm and hit rates both are 1.0), the cutoff changes from maximally conservative to maximally liberal. Traditional accuracy indices would vary widely as a function of such marked variability in cutoff values, but the area under the ROC curve (AUC) quantifies the information value of the assessment method independently of the cutoff value. Alternative indices in the SDT family, such as d′ and d′ e , quantify the distance between the means of the two underlying distributions in standard deviation units. Both indices assume that the underlying distributions are normal, and d′ also assumes that the variances of the distributions are homogeneous. Presently, AUC is the preferred SDT accuracy index because nonparametric procedures are available for estimating AUC and many users prefer a proportionbased, rather than a distance-based, measure of accuracy (Macmillan & Creelman 1991; Swets 1996 ).
An ROC curve that lies on the main diagonal indicates that the diagnostic system is operating at the level of chance, because the hit and false alarm rates are equal across the range of possible cutoff values. Chance performance corresponds to an AUC of 0.5. As the information value of the diagnostic system increases, the distance of the observed ROC curve from the chance line increases. Several ROC curves and their corresponding AUC values are depicted in Figure 4 . The values for AUC can range from 0.0 (when the ROC curve passes from the lower left corner through the lower right corner to the upper right corner) to 1.0 (when the ROC curve passes from the lower left corner through the upper left corner to the upper right corner). AUC also has a readily interpretable probabilistic meaning: It corresponds to the probability that a randomly selected pair of observations drawn from the two underlying distributions will be ranked (and thus classified) correctly (Green & Swets 1974 , Hanley & McNeil 1982 . Thus, the value 1-AUC intuitively reflects the degree of overlap between the two distributions.
ROC curves can be generated in a variety of ways. First, multiple pairs of hit and false alarm rates can be calculated from a single data set by varying the cutoff. Second, the assessment method may be used repeatedly with different decision criteria employed on each occasion (i.e. from conservative to liberal). Each occasion provides a unique set of hit and false alarm rates. Third, a rating scale method may be used, in which raters not only classify the stimulus into one of two categories, but also indicate their confidence level for the accuracy of their classification, typically on a five-point scale. In this case, multiple pairs of hit and false alarm rates can be obtained by treating each confidence level as a separate cutoff value (Macmillan & Creelman 1991) .
Earlier, we summarized a study by Thelen et al (1996) that examined the discriminatory power of the BULIT-R for the diagnosis of bulimia. Thelen et al presented the hit (0.808) and false alarm (0.017) rates for a BULIT-R cutoff score of 104, thus providing the coordinates for a single point on an ROC curve. However, we cannot compute an ROC curve from a single data point. This is a common limitation of published data, restricting our ability to perform ROC analyses on data from multiple studies to compare the information value of different methods.
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Figure 4 Idealized receiver operating characteristic (ROC) curves associated with various Area Under Curve (AUC) values. [Adapted from Swets (1988).] To illustrate the benefits of ROC analyses of information value, therefore, we now turn to a study by Somoza et al (1994) that actually used SDT to examine the differential discriminatory power of six self-report measures (three for mood, three for anxiety) for the diagnosis of major depression and panic disorder. (We have been using this study as a model for our hypothetical examples up to now.) Figure 5 presents the ROC curves for the Revised Hamilton Psychiatric Rating Scale for Depression (HRSD-R), the Beck Depression Inventory (BDI) , and the Beck Anxiety Inventory (BAI) (Beck et al 1988) . To obtain an ROC curve for each self-report measure, Somoza et al calculated the hit and false alarm rates resulting from multiple cutoff values and used ROC programs developed by Metz et al (1973) to fit smoothed curves to these values. For the BAI, for example, they used cutoff values of 7, 13, 17, 24, and 32; these values are indicated by filled circles and are labeled A through E, respectively. Cutoff value A corresponds here to a very liberal criterion, which results in a substantial hit rate, but also a high false alarm rate. In contrast, the conservative cutoff value E results in a very low false alarm rate, but also an unimpressive hit rate. The AUC values for the HRSD-R, BDI, and BAI were .0896, 0.816, and 0.696, respectively. Further statistical analyses demonstrated that the HRSD-R does a significantly better job than the remaining five measures of discriminating between persons diagnosed with depression and panic disorder, regardless of whether a liberal, moderate, or conservative cutoff value is used. This example highlights the utility of the AUC index as a common metric for quantifying information value independent of prevalence rates and cutoff values.
Of course, ROC models, like any mathematical model, are constrained by assumptions and limited in scope. ROC curves and AUC values typically are estimated using parametric methods only when the underlying distributions are normal and show homogeneous variances. Fortunately, parametric estimation appears to be robust to violations of these assumptions (Hanley 1988) , and nonparametric estimation methods also are available when either or both of these assumptions are violated (Hanley & McNeil 1982) . Both parametric and nonparametric methods allow the user to compare AUC values either to chance performance values (AUC = 0.5) or to the maximum AUC value attainable, given the prevalence rate of the phenomenon. AUC values for different diagnostic systems also can be compared statistically. Presently, ROC analysis is applicable only to unidimensional classifications into dichotomous categories, although diagnosticians often are called upon to make multidimensional classifications into more than two discrete categories. Fortunately, welldeveloped multidimensional generalizations of SDT exist (Ashby & Townsend 1986 , Kadlec & Townsend 1992 ) that may be amenable to ROC analysis, and Scurfield (1996) recently generalized ROC analysis to unidimensional classifications into three or more categories.
Selection of Cutoff Values and Effects of Prevalence
Although ROC analysis provides an index of information value independent of cutoff value and prevalence, it neither provides the optimal cutoff value nor illustrates how prevalence affects cutoff selection (Hsiao et al 1989; Murphy et al 1987; Somoza et al 1994) . Selection of an optimal cutoff value necessarily involves specification of a function to be maximized. Thus, there is no true and unique optimal cutoff value. Because the usefulness of a diagnostic test in a practical setting is a function of the hit rate, false alarm rate, and prevalence of the phenomenon, researchers must consider all three factors when choosing a cutoff. The indices of percent correct, hit frequency, sensitivity, and specificity do not reflect all three factors.
There are two common approaches to selecting optimal cutoff values that incorporate these three factors in their criterion function. Meehl & Rosen (1955) and Somoza & Mossman (1991) , among others, have advocated the use of an approach that combines an SDT analysis with utility-based decision theory (see also Metz 1978; Somoza et al 1989) . This approach allows the user to place a differential value upon (i.e. to specify the differential utility of) hits (H), false alarms (FA), correct rejections (CR), and misses (M). Frequently, the user does not value these four possible outcomes equally because of their differential implications. As summarized in the following equation, the overall utility of a specific cutoff value is a function of the hit and false alarm rates (HR and FAR) that result from a given cutoff value and a prevalence estimate (Pr): Uoverall = (Pr)(HR)(UH) + (Pr)(1-HR)(UM) + (1-Pr)(FAR)(UFA) +
(1-Pr)(1-FAR)(UCR).
This utility approach has been criticized because it requires the user to specify quantitatively the utilities of the four outcomes, even though these often are thought of qualitatively. A user may view hits as more important than correct rejections, for example, but struggle to specify precisely how much more important hits are. Fortunately, it is possible for the user to specify a range of utility estimates rather than precise utility estimates (see Somoza & Mossman 1991) . It also is important to reiterate that there is no absolute optimal cutoff value, apart from assumptions and criteria specifying the meaning of optimal. Ultimately, users have no option but to pay their money and make their choice.
To finesse the use of subjective utilities, Metz et al (1973) proposed that an information theory (Shannon & Weaver 1949) analysis of the ROC curve provides a natural criterion (information maximum, or I max ) for the selection of an optimal cutoff value (see also Somoza et al 1989 Somoza et al , 1994 . According to Metz et al's approach, information refers to the reduction of uncertainty about the true classification of a person that results from administering the diagnostic measure (i.e. the difference between the prior and posterior uncertainties).
Inspection of the criterion functions specified by decision theorists and information theorists reveals that both incorporate the false alarm rate, the hit rate, and the prevalence rate, but I max maximizes information, whereas U overall maximizes overall utility. Interestingly, U overall is simply a general case of I max , because I max simply provides an alternative specification of the utilities of the four outcomes; the two formulas are equivalent if U H is constrained to be log 2 (HR/B), U M is constrained to be log 2 [(1-HR)/(1-B)], U FA is constrained to be log 2 (FAR/B), and U CR is constrained to be log 2 [(1-FAR)/(1-B)]. Thus, whereas METZ et al's (1973) approach to criterion selection sidesteps the necessity of the researcher's explicitly specifying the outcome utilities, the assumptions underlying the information theory formulation of the criterion function nonetheless exert an implicit influence on the criterion selection. There may be advantages to explicit specification of the outcomes' utilities, or at least to weighting the I max terms by the more traditional utility estimates.
Regardless of the approach taken to specification of the criterion function, the user proceeds by calculating the value of the function for a wide range of cutoff values and prevalence rates (as the latter will influence the optimality of varying cutoff values). The maxima in the resulting three-dimensional topography correspond to the optimal cutoff values, given the criterion function specification. Various qualitative characteristics of this topography, such as the number of maxima and the steepness of their surrounding areas, may provide helpful indicators of the measure's robustness under suboptimal conditions. It is important to note here that neither U overall nor I max are indices of information value as we have defined it. Both utility and information vary as a function of prevalence and the cutoff value, so they are not equivalent to the AUC index of information value. Somoza et al (1994) , in their analysis of the relative discriminatory power of mood and anxiety measures for the diagnosis of major depression and panic disorder, used the I max criterion function to select the optimal cutoff values for each of the six measures for varying prevalence rates. To illustrate the impact of the cutoff score and prevalence on I max for each of the six measures, Somoza et al present three two-dimensional figures (I max by cutoff score, I max by prevalence, and prevalence by cutoff score). We discuss only the HRSD-R results below. The steepness of the criterion function around the maximal cutoff score in their I max by cutoff figure indicates that the practical utility of the HRSD-R decreases rapidly as the cutoff deviates from its optimal value. It also is interesting to note in their I max by prevalence figure that minimal values of the criterion function are much more likely when the prevalence rate is extreme, whereas maximal values are more likely when the prevalence rate is nearer 0.5. Thus, these figures illustrate quantitatively what Meehl & Rosen (1955) described long ago. Ideally, of course, we would like to depict I max for the HRSD-R as a function of cutoff score and prevalence simultaneously, in a three-dimensional rendition of their three separate two-dimensional figures, as cutoff values and prevalence exert interactive influences as well as independent influences on the value of the criterion function. Swets (1988 Swets ( , 1996 summarized the use of ROC methods to evaluate the diagnostic performance of assessments in various fields outside of clinical psychology. In clinical medicine, for example, ROC methods are used to quantify both the discriminatory power of medical imaging techniques (for the detection of pathology) and the decision criteria used by individual interpreters. In the field of aptitude testing, ROC analyses are used to evaluate the validity of various aptitude indices for predicting dichotomous outcomes, such as satisfactory or unsatisfactory school or work performance, regardless of whether the criterion used to distinguish the two outcomes is conservative, moderate, or liberal. ROC methods also are used to evaluate the performance of various information retrieval methods independent of the criteria used for inclusion of information.
Specific SDT Applications
A systematic search of the empirical literature in clinical psychological assessment, however, yielded surprisingly few published examples of SDT's ap-plication to real-world clinical problems. Thus, the aim of this section is not to provide a detailed and exhaustive summary of all studies that have used SDT; rather, the aim is simply to give readers a sense of the range or diversity of problems that can be analyzed by SDT methods.
ROC methods have been used most extensively to evaluate the utility of laboratory tests or questionnaires for discriminating between diagnostic classes or between disordered and nondisordered persons. Several studies of this type are noteworthy for their methodological rigor and conceptual clarity. Our explication of SDT's theoretical and methodological foundations has drawn heavily from one leading example from this class of applications-Somoza et al's (1994) use of SDT to quantify and compare the relative ability of three depression measures to differentiate between samples of depressed patients and panic disorder patients. In that same paper, they also describe the use of SDT to quantify and compare the ability of three anxiety measures to differentiate between the same samples of diagnostic groups. In an earlier study, used ROC methods to evaluate the literature on the utility of the dexamethasone suppression test (DST) for discriminating between depressed and nondepressed persons. Although AUC indices suggested moderate discriminatory power for the DST across studies, the optimal cutoff (as assessed by the I max criterion function) varied widely across studies and as a function of prevalence, demonstrating clearly the nonexistence of a contextfree optimal cutoff value. Similarly, Battaglia & Perna (1995) used ROC analyses to contrast the discriminatory power of two laboratory assessments of panic disorder and provided optimal cutoffs (using the I max criterion function) for their particular prevalence rates (although not for others). Finally, Somoza & Mossman (1991) quantified the adequacy of REM latency for discriminating between depressed and nondepressed persons, and illustrated the use of utility-based decision theory for selecting optimal cutoff values as a function of prevalence.
Although diagnostic status has been the primary criterion variable investigated using ROC methods, several researchers have used, or have suggested using, ROC methods to evaluate clinical assessment and prediction across a wide range of criterion variables, including the presence of child maltreatment (Camasso & Jagannathan 1995) , the likelihood of suicide attempts (Erdman et al 1987) , decisions about whether to remove a child from a home (Dalgleish 1988) , risk of future disorder (Olin et al 1995) , the presence of violence (Mossman 1994) , violence recidivism (Rice & Harris 1995), malingering (Mossman & Hart 1996) , treatment relapse (Marder et al 1991) , and treatment response (Ackerman et al 1996) . In each instance, ROC methods provided an improved estimate of predictive power, relative to traditional methods, that resulted from their independence from cutoff values and their attention to the impact of prevalence on the optimal cutoff values. unidimensional SDT have been developed (e.g. general recognition theory) (see Ashby & Townsend 1986; Kadlec & Townsend 1992 ; see also Macmillan & Creelman 1991 for information on a related method based upon choice theory). Swets (1988) has identified several other possible threats to the reliability and validity of SDT as a method of quantifying the information value and accuracy of diagnostic tests. One is the so-called gold standard problem. If we cannot determine with certainty for every case in our sample the true state, that is, whether each case is positive or negative, then we cannot possibly expect SDT to provide a valid evaluation of a test's accuracy. For example, how can the discriminatory power of polygraph tests in real-world criminal cases be determined if the true guilt or innocence of each case is uncertain? Another problem arises when the assessment system and the determination of actual truth are not independent. For example, if the gold standard in criminal cases is defined by criminals' confessions, and the polygraph test is used to predict guilt or innocence, then the predictive system may contaminate the truth because confessions may be more likely after the polygraph has indicated guilty. It is also a problem when the procedures for determining the gold standard influence the selection of cases for the test sample. In general, methodological concerns about the representativeness of samples are just as critical to the evaluation of diagnostic test accuracy as they are in any other clinical research. Swets (1988) emphasized, however, that none of these problems is due to weaknesses in SDT; all stem from inadequacies in our tests and in our ability to determine truth. Clinical psychology's failure to discover SDT over the years cannot be blamed on lack of access to the method. Several authors have made extensive efforts to promote an awareness and understanding of SDT's value as a method of evaluating diagnostic systems [e.g. see Meehl's collected works (1973) ; the collected papers of Swets (1996) ; the last in a series of seven papers by Somoza & Mossman in the Journal of Neuropsychiatry and Clinical Neurosciences (1992) ]. Clinical assessors simply have not responded to these efforts with appropriate enthusiasm.
The time is ripe, however, for clinical psychologists at long last to acquire the requisite knowledge and skills to employ SDT methods (and their multidimensional cousins, when necessary) as the standard benchmark system for evaluating and comparing the incremental validity and accuracy of clinical assessment methods. For example, Langenbucher et al (1996) emphasized the importance of comparing empirically the classification results yielded by competing nosologies (e.g. DSM-IV vs ICD-10). For all the reasons outlined in this review, SDT is the obvious method of choice for such comparisons.
Clinical psychologists should be able to pursue on their own the use of SDT in clinical assessment. A number of excellent resources are available for this.
We recommend the following resources, which we have listed in order from the most accessible and general overviews to the most demanding theoretical and quantitative analyses: (a) Somoza and Mossman (1990- first in a series in the same journal); (b) Swets (1988) ; (c) Murphy et al (1987) ; (d) Hsiao et al (1989) ; (e) ; (f) Metz (1978) ; (g) Swets (1996) ; (h) Macmillan & Creelman (1991) .
We acknowledge that some clinical psychologists may find daunting the up-front investment required to retool as experts in signal detection theory, and to reconceptualize the clinical assessment enterprise from this new perspective. The long-term benefits of such an investment promise to be well worth these up-front costs. This review began with descriptions of conceptual and methodological problems that have stymied scientific progress in clinical assessment. The review then introduced signal detection theory as a solution to many of those problems, and gave specific examples of SDT's successful application to similar problems across a range of fields. We have given readers a bite of the SDT apple. It is our hope that, having tasted of this knowledge, readers will not find it easy to return to old, inferior ways of evaluating clinical assessment methods. For those willing to make the effort to learn and adopt SDT methods, the future of clinical assessment should look brighter.
Visit the Annual Reviews home page at http://www.AnnualReviews.org.
