tions: Sharp Performance Bounds", Candès and Witten perform a new analysis of a randomized algorithm for low-rank approximation of matrices previously proposed by Martinsson, Rokhlin and Tygert, along with lower bounds that match up to the leading constants. Balcan and Feldman, in "Statistical Active Learning Algorithms for Noise Tolerance and Differential Privacy," develop a modification to the Statistical Query model of Kearns that allows design of label-efficient noise-tolerant active learning algorithms that also have strong privacy guarantees. Daskalakis, Diakonikolas and Servedio, in "Learning Poisson Binomial Distributions," provide an algorithm for the fundamental problem of learning sums of independent Boolean variables, called Poisson Binomial Distributions, with excellent bounds on the amount of data and computation required.
These papers represent exciting new directions on algorithms for machine learning guided by theory. With the growing impact of machine learning technology on society, and so much interesting development in this rich and fascinating subject, it is a great time to be in the field.
