The Tucker model with orthogonality constraints (often referred to as the HOSVD) assumes decomposition of a multi-way array into a core tensor and orthogonal factor matrices corresponding to each mode. Nonnegative Tucker Decomposition (NTD) model imposes nonnegativity constraints onto both core tensor and factor matrices. In this paper, we discuss a mixed version of the models, i.e. where one factor matrix is orthogonal and the remaining factor matrices are nonnegative. Moreover, the nonnegative factor matrices are updated with the modified Barzilai-Borwein gradient projection method that belongs to a class of quasi-Newton methods. The discussed model is efficiently applied to supervised classification of facial images, hand-written digits, and spectrograms of musical instrument sounds.
Introduction
The Tucker model [1] decomposes a multi-way array into a core tensor multiplied by a factor matrix along each mode. When orthogonality constraints are imposed onto all the factor matrices, the model is referred to as Higher-Order Singular Value Decomposition (HOSVD), and can be regarded as a multi-linear extension to SVD [2] . When factor matrices and a core tensor are nonnegatively constrained, the model is referred to as Nonnegative Tucker Decomposition (NTD), and it can be considered as a generalization to Nonnegative Tensor Factorization (NTF) or nonnegativity constrained PARAFAC model [3, 4] . In Semi-NTD (SNTD) models, nonnegativity constraints are relaxed for a core tensor or selected factor matrices [5] .
In this paper, we assume a special case of SNTD, where one factor matrix is orthogonal, the others are nonnegative, and a core tensor is unsigned. This approach combines NTD with HOSVD, which is particularly useful when the model is applied to image classification. Assuming the images to be classified are arranged to form a three-way array, the orthogonality constraint should be imposed onto the factor matrix that corresponds to the mode along which the images are stacked. The orthogonal column vectors in that factor can be regarded as discriminant vectors, especially as there are as many vectors as classes. The core tensor multiplied along all but that mode contains lateral slices that can be considered as feature images.
There are many applications of the Tucker-based models. A survey of the applications can be found, e.g. in [5, 6, 7] . Vasilescu and Terzopoulos [8] applied the Tucker model to extract TensorFaces in computer vision. Feature representations in TensorFaces are considerably more accurate than in EigenFaces that can be obtained from the standard PCA technique. The Tucker model has been also used for analyzing facial images by Wang and Ahuja [9] , and Vlasic et al [10] . Savas and Elden [11] applied the HOSVD for identifying handwritten digits. NTD has been applied to image feature extraction [12] , image clustering [5] , and supervised image segmentation [13, 14] .
The Tucker decomposition can be obtained with many numerical algorithms. The factor matrices in HOSVD are typically estimated by finding leading left singular vectors of a given data tensor unfolded along each mode. However, a number of algorithms for estimating NTD is considerably greater. Similarly as for Nonnegative Matrix Factorization (NMF) [15] , NTD can be estimated with multiplicative updates, projected gradient descent, projected least squares, and active set methods [5, 7, 12, 13, 14, 16] .
In this paper, we attempt to estimate the nonnegatively constrained factor matrices with the modified GPSR-BB method that was originally proposed by Figueiredo, Nowak, and Wright [17] for reconstruction of sparse signals. The GPSR-BB is based on a similar approximation to the inverse Hessian as in the Barzilai-Borwein gradient projection method [18, 19] . This method has been extended in [5, 20] to efficiently solve nonnegatively constrained systems of linear equations with multiple right-hand sides, and then applied for NMF problems.
The paper is organized as follows: the next section reviews the selected Tucker models and the related basic algorithms. The uni-orthogonal NTD is discussed in Section 3. Section 4 is concerned with the modified GPSR-BB method for estimating nonnegative factor matrices. The classification results are presented in Section 5. Finally, the conclusions are given in the last section.
Tucker Models
Given a N-way tensor Y ∈ R I1×I2×...×IN , the Tucker model has the following form:
where G = [g j1,j2,...,jN ] ∈ R J1×J2×...×JN is the core tensor of rank-(J 1 , J 2 , . . . , J N ) with J n ≤ I n for all n = 1, . . . , N and 1 ≤ j n ≤ J n . The matrices U (1) 
1 , . . . , u
are factor matrices, where i n = 1, . . . , I n , j n = 1, . . . , J n , and n = 1, . . . , N. The symbol × n denotes the nmode tensor product, and u (k) • u (l) = u (k) (u (l) ) T ∈ R M×N is the outer product of the vectors u (k) ∈ R M and u (l) 
In the original Tucker model [1] and in HOSVD [2] , the factor matrices are column-wise orthogonal, i.e. (U (1) ) T U (1) = I J1 , (U (2) ) T U (2) 
In contrary to SVD of a matrix, the core tensor G in HOSVD is not a super diagonal tensor but it is rather a dense tensor. For all n = 1, . . . , N, the column-wise orthogonal factor U (n) can be computed from the SVD of the n-mode unfolded tensor Y. Let Y (n) ∈ R In× p =n Ip be a matrix that is obtained from the tensor Y by unfolding it along n-mode. Thus
Having the factor matrices {U (n) }, the core tensor can be readily up-
In NTD [3, 4] , the core tensor and factor matrices are all nonnegative, i.e. g j1,j2,...,jN ≥ 0 and u in,jn ≥ 0 for i n = 1, . . . , I n , j n = 1, . . . , J n , and n = 1, . . . , N. The nonnegative factor matrices U (n) are updated alternatingly -similarly as the factors in NMF [15] . To apply the alternating optimization procedure, note that the mode-n unfolding of the model (1) is as follows:
where G (n) ∈ R Jn× p =n Jp is the unfolded tensor G along the n-mode, and the symbol ⊗ denotes the Kronecker product. Applying the projected ALS algorithm to (2), we have:
where [ξ] + = max{0, ξ} is the projection of ξ onto the nonnegative orthant of R. The core tensor G can be updated with the formula:
The columns of the nonnegative factor matrices U (n) are often normalized to the unit l p norm, i.e. u
where p = 1 or p = 2, and l = 1, . . . , J n , n = 1, . . . , N.
Uni-orthogonal NTD
We assume that the training and testing images have the same resolution (I 1 × I 2 ), and the training images arranged along the mode-3 form the 3-way tensor Y ∈ R I1×I2×I3 , where I 3 is the number of training images. Thus N = 3, and the N-way Tucker model (1) simplifies to the Tucker3 model [6] . In our approach, we have the following model:
where G ∈ R J1×J2×J3 is the core tensor, the factor matrices U (1) 
i2,j2 ≥ 0), and the factor matrix U (3) 
The number J 3 should be equal to the number of classes, and the numbers J 1 and J 2 should satisfy the conditions: 1 ≤ J 1 << I 1 and 1 ≤ J 2 << I 2 . Thus, our Uni-Orthogonal NTD (UO-NTD) is given by Algorithm 1.
Initialize (randomly) U (1) and U (2) with positive numbers, and U (3) and G 1 with real numbers ; repeat (1) , U (1) , kmax) ; // Update for U (1) (2) , Z (2) , U (2) , kmax) ; // Update for U (2) 
until Stop criterion is satisfied ;
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The GPSR-BB algorithm given in Steps 4 and 7 in Algorithm 1 is described in Section 4. The stop criterion in Algorithm 1 can be determined with many rules. It might be a fixed number of iterations (usually less than 50) or the truncation of iterations when the normalized residual error drops below a certain threshold.
Each lateral slice (along mode-3) of the tensor G × 1 U (1) × 2 U (2) ∈ R I1×I2×J3 can be considered as a basis image that has rather holistic nature (similarly as in PCA) than a part-based representation. For classification of handwritten digits, each base image is expected to represent each digit. Each lateral image in the tensor Y is therefore a linear combination of the basis images. The coefficients of that linear combination are given by row vectors of the factor matrix U (3) that can be regarded as encoding vectors. Classification can be performed in the low-dimensional space of encoding vectors.
Unsupervised classification can be obtained by clustering the encoding vectors. For supervised classification the encoding vectors for testing images should be computed using the basis images that have been already estimated for training images. Then, each testing image can be classified according to the highest similarity in the space of encoding vectors.
The algorithm of supervised classification is given by Algorithm 2. The testing images are collected in the tensor T ∈ R I1×I2×R in the similar way as training images in Y, where R is the number of testing images. The unfolded tensor T with respect to the mode-3 is given by the matrix T (3) . Indices of the classes to which training images belong are given in the vector c (train) ∈ R I3 . Algorithm 2 returns the vector c (test) ∈ R R that contains the classes of testing images.
Algorithm 2. Supervised classification
Input : G ∈ R J 1 ×J 2 ×J 3 , U (1) ∈ R I 1 ×J 1 , U (2) ∈ R I 2 ×J 2 and U (3) ∈ R I 3 ×J 3 , c (train) ∈ R I 3 -classes of training images, T ∈ R I 1 ×I 2 ×R -testing images Output: c (test) ∈ R R -
classes of testing images
Initialize (randomly) U (1) and U (2) with positive numbers, and U (3) and G 1 with real numbers ; (3) , c (train) , 1, cosine ) ; // Matlab function 5 The knnclassify function in Step 5 of Algorithm 2 comes from the Bioinformatics Toolbox in Matlab 2008. It uses the nearest-neighbor method for classification of the rows in the matrix U (test) into one of the classes of the the matrix U (3) . We used only one nearest neighbor, and the cosine measure to determine the similarity between samples (row vectors).
Modified GPSR-BB Algorithm
To solve the system (2) with respect to the nonnegativity constrained U (n) , we formulate the Nonnegative Least Squares (NNLS) problem:
which can be solved with the modified GPSR-BB method [17] that is based on the Spectral Projected Gradient (SPG) method [21] . For (6) , the SPG takes the form of the following updates:
with the search direction defined by
where the step length λ (n) ∈ [0, 1] In minimizes Ψ (U (n) − diag{λ (n) }D (n) ) and α (n) ∈ R In should be selected such that the matrix H (n) = diag{α (n) } approximates the inverse to the Hessian of Ψ (U (n) ). This approach comes from the Barzilai-Borwein gradient projection method [18, 19] , thus the updates for the search direction (8) have the quasi-Newton nature. The factors α (n) can be computed from the secant equation which for the quasi-Newton update in (8) takes the form:
and k is the number of an iterative step. From the secant equation, we have:
where the symbol denotes the Hadamard multiplication, diag{X} is a vector created from main diagonal entries of the matrix X, and 1 Jn = [1, . . . , 1] T ∈ R Jn . Inserting (7) to (6) , and from ∂ ∂λ (n) Ψ (U (n) ) 0, we get the update for λ (n) in the closed-form:λ
The final form of the modified GPSR-BB algorithm is given by Algorithm 3.
Classification Results
The proposed UO-NTD algorithm has been tested for various supervised image classification problems. For the reference, the ALS-NTD algorithm that updates
Algorithm 3. GPSR-BB Algorithm
Input : Y (n) , Z (n) , U (n) -initial guess, kmax, αmin, αmax Output: U (n) -mode-n factor matrix, for k = 1, 2, . . . , kmax do
the factor matrices with the rule (3) and the core tensor with the update (4) is chosen. We analyze three classification problems of: (A) musical instruments, (B) hand-written digits, (C) facial images. For analyzing the problem A, the audio recordings of 6 musical instruments (cello, soprano saxophone, violin, bassoon, flute, and piano) are selected from the MIS database 1 of the University of Iowa. Each audio recording at the sampling rate of 44.1kHz is restricted to contain meaningful information of about 4 sec long. The training and testing sets contain totally 56 and 12 samples, respectively. All the samples are transformed to log-magnitude spectrograms into the frequency range from 86Hz to 10.9kHz, and the time window from 0 do 4 seconds. Then, the spectrogram are downsampled to 64 frequencies × 128 time intervals. Thus Y ∈ R 64×128×56 and T ∈ R 64×128×12 . For this case, we set J 1 = J 2 = 20, and J 3 = 6. The spectrograms of the testing samples are depicted in Fig. 1(a) .
The samples for the problem B are images of hand-written digits. Each class in the training set is represented by 8 images of the resolution downsampled to 64 × 64 pixels. This gives Y ∈ R 64×64×80 for 10 digits from 0 to 9. The testing set consists of 20 images (2 by each class) -thus T ∈ R 64×64×20 . We set J 1 = J 2 = 20, and J 3 = 10. The testing samples are illustrated in Fig. 1(b) .
The problem C is concerned with classification of facial images from the ORL database 2 that contains 400 frontal face images of 40 people (10 pictures per person). The images were taken at different times (between April 1992 and April 1994 at the AT&T Laboratories Cambridge), varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the images have a dark homogeneous background with the subjects in an upright, frontal position. The whole set is randomly divided into 320 training images containing all the classes and 80 testing images. The resolution of the images is 112 × 92 pixels. Despite the number of classes is 40, we noticed that setting J 1 = J 2 = J 3 = 20 gives nearly the same recognition rate as for J 3 = 40 but in a considerably shorter time. Each tested algorithm is initiated 100 times, starting from a random initial guess for factor matrices and a core tensor. Both algorithms are run for 20 iterations, and the GPSR-BB algorithm is executed with the settings: k max = 2, α min = 10 −8 , α max = 1. The averaged results of supervised classification are illustrated in Fig. 2 with the Hinton graph of the confusion matrix. Both the Hinton graph and the confusion matrix are obtained with the Matlab functions from the Neural Network Toolbox. Furthermore, the recognition rates and elapsed time averaged over 100 trials are presented in Table 1 . 
