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Vorwort
Der „Jahresbericht 2009 zur kooperativen DVVersorgung an der TU Dresden“ informiert über
die Leistungen und Arbeitsergebnisse der Fakultäten und des Zentrums für Informationsdiens
te und Hochleistungsrechnen (ZIH), die ihre Aktivitäten, erreichten Fortschritte und anstehen
den Probleme hier ausführlich darstellen. Die Anforderungen der Fakultäten machen deutlich,
dass das Dienstleistungsangebot derzeit noch nicht vollständig in der Lage ist, den begründe
ten Bedarf umfassend in Quantität und Qualität zu befriedigen. Aus dem Spektrum der
Anforderungen, bei dem zwischen „notwendig“ und „wünschenswert“ zu unterscheiden ist,
kristallisieren sich als Schwerpunkte weiterhin die Forderung nach einer stabilen, sicheren und
zuverlässigen 7*24Bereitstellung der Dienste, Infrastruktur und Ressourcen heraus, einher
gehend mit dem Wunsch nach einem weiteren Ausbau. Darüber hinaus wird ein gestiegener
Bedarf an der Bereitstellung eines zentralen Verzeichnisdienstes zusammen mit einem
Identitätsmanagementkonzept für die bessere ITUnterstützung von Prozessen in Studium und
Lehre, aber auch in der Forschung und Verwaltung deutlich.
Die TU Dresden strebt eine breite Modernisierung der internen Organisation durch ein inte
griertes Informationsmanagement an. Dazu ist im Oktober 2008 das Projekt DoIT (Dresdner
optimierte IT für Forschung, Lehre und Verwaltung) gestartet. Das Ziel des Projektes – effizien
te Nutzung digitaler Technologien zur Unterstützung der Geschäftsprozesse der Universität, ins
besondere im Bereich Studium und Lehre – ist gleichermaßen organisatorisch und technolo
gisch ausgerichtet. Im Jahr 2009 stand zunächst die Analyse des IstZustandes der IT
Unterstützung an der TU Dresden sowie die Aufnahme von Anforderungen an die zukünftige
integrierte ITLandschaft im Vordergrund. In Abstimmung mit dem ITLenkungsausschuss und
der Universitätsleitung wurden dabei Schwerpunkte sowohl für detailliertere Analysen wie
auch im Hinblick auf die sich anschließende Umsetzungsphase festgelegt inklusive der
Eckwerte für die geplante Ausschreibung und Beschaffung geeigneter Systeme für Student
Lifecycle Management (SLM) und Enterprise Resource Planning (ERP). 
Mit Ende des InfoHighway Sachsen (IHL) wurden die Campusverbindungen in die Eigenverant
wortung der Hochschulen überführt. Im Auftrag des Staatsministeriums für Wissenschaft und
Kunst (SMWK) verhandelte das ZIH dazu mit der TSystems Business Service GmbH den
Vertrag „Überlassung und Instandhaltung von Kommunikationsverbindungen (Campusverbin
dungen) der sächsischen Hochschulen (CVSVertrag)“ mit einer Laufzeit bis 31. Dezember 2015.
Am 5. und 6. November 2009 wurde auf Anfrage der Universitätsleitung das ZIH durch ein ex
ternes Gutachtergremium evaluiert. Im insgesamt sehr positiven Ergebnis wurde die
Positionierung des ZIH mit den drei Aufgaben ITServiceeinrichtung, HPCService (Landes
hochleistungsrechner als Mitglied der GaußAllianz) und als Forschungs und Entwicklungszen
trum für IT mit dem Schwerpunkt HPC und Anwendungen als zielführend bewertet und deren
Ausbau und Weiterentwicklung im Rahmen eines Neubaus für ein geplantes N. J. Lehmann
Zentrum ausdrücklich begrüßt und nachdrücklich befürwortet.
Der vorliegende Bericht ist federführend vom ZIH erarbeitet worden. Ihm sowie allen
Bearbeitern in den Fakultäten, die sich den Mühen des Zusammentragens der Fakten und ih
rer Darstellung unterzogen haben, gilt mein herzlicher Dank. 
Prof. Dr.Ing. Manfred Curbach
Vorsitzender der DVKommission 
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Interface Business 3. Umschlagseite





Zur Arbeit der DV-Kommission
Die Kommission für Angelegenheiten der Datenverarbeitung kam im Berichtsjahr 2009 zu fünf
regulären Sitzungen im Februar, April, Juni, Oktober und Dezember zusammen.
Wichtige Tagesordnungspunkte der Sitzungen waren:
ITCampusentwicklung der TU Dresden / Tätigkeitsberichte der DoITProjektgruppe




 WAPAntrag „Institut für Kern und Teilchenphysik“
 CIPAntrag „Institut für Verkehrstelematik“
 DVAntrag „Institut für Verarbeitungsmaschinen und Mobile Arbeitsmaschinen“
 DVAntrag „Professur für Rechnernetze“
 WAPAntrag „Institut für Werkstoffwissenschaft“
 DVAntrag „Institut für Grundlagen der Elektrotechnik und Elektronik“
Übersichten zum Bearbeitungs und Realisierungsstand von CIP/WAP/DVAnträgen
ITBeschaffungen im Konjunkturprogramm II
Berichte über die Datenkommunikationsinfrastruktur
 Stand der Entwicklung der Kommunikationsinfrastruktur innerhalb und außerhalb des HBFG
Vorhabens 028 „Datenkommunikationsnetz“
 Stand und Ausbau WLAN
Berichte über das Hochleistungsrechnen
 Statusberichte zum „Hochleistungsrechner/Speicherkomplex“
 Aktivitäten zur Gründung des „LehmannZentrums“
Weitere Themen:
 Prüfung durch den Sächsischen Rechnungshof der ITGesamtplanung der Universitäten
 Jahresbericht 2008 zur kooperativen DVVersorgung an der TU Dresden und daraus ableit
bare Anforderungen der Struktureinheiten an das ZIH zur Verbesserung des Diensteange
botes Open Access Publizieren an der TU Dresden
 Einführung eines campusweiten Hörsaalnetzes
 Statusbericht Medienzentrum
 Statusbericht Zentrum für Informationsdienste und Hochleistungsrechnen
Mitglieder der DVKommission 
Prof. Dr. Manfred Curbach Prorektor Universitätsplanung
(Vorsitzender)
Prof. Dr. Wolfgang V. Walter Fakultät Mathematik und Naturwissenschaften
Dr. Dietmar Gust Philosophische Fakultät 
M.A. Robert Fischer Fakultät Sprach, Literatur und Kulturwissenschaften
M.A. Henning Marquardt Fakultät Sprach, Literatur und Kulturwissenschaften
Dr. Dietlinde Brünig Fakultät Erziehungswissenschaften
Dipl.Inform. Regina Grothe Juristische Fakultät 
Dr. Matthias Lohse Fakultät Wirtschaftswissenschaften
Prof. Dr. Rainer Spallek Fakultät Informatik
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Prof. Dr. Leon Urbas Fakultät Elektrotechnik und Informationstechnik
Prof. Dr. Ralph Stelzer Fakultät Maschinenwesen
Dr. Uwe Reuter Fakultät Bauingenieurwesen 
Doz. Dr.Ing.
M. Sc. Arch. Thorsten M. Lömker Fakultät Architektur bis 30.9.2009
Dipl.Phys. Andreas Matthus Fakultät Architektur ab 1.10.2009
Prof. Dr. Hartmut Fricke Fakultät Verkehrswissenschaften
Prof. Dr. Lars Bernard Fakultät Forst, Geo und Hydrowissenschaften 
Dr. Peter Dieterich Medizinische Fakultät 
Dr. Achim Bonte Sächsische Landesbibliothek−Staats  und Universitätsbibliothek
Dr. Peter Fischer Zentrum für Informationsdienste und Hochleistungsrechnen
Dr. Matthias S. Müller Zentrum für Informationsdienste und Hochleistungsrechnen
Dipl.Ing.paed. Wolfgang Wünsch Zentrum für Informationsdienste und Hochleistungsrechnen
Steffen Lehmann Studentenrat
Martin Wilske AG Dresdner Studentennetz bis 31.1.2009
Roland Oldenburg AG Dresdner Studentennetz ab 1.2.2009
Joachim Protze AG Dresdner Studentennetz 
mit beratender Stimme:
WolfEckhard Wormser Kanzler 
Prof. Dr. Wolfgang E. Nagel Zentrum für Informationsdienste und Hochleistungsrechnen
Dipl.Ing. oec. Reingard Hentschel Dezernat 1
Tobias Miosga Medienzentrum
Dierk Müller Universitätsklinikum 
Dipl.Ing. Wolfgang Röller Medienzentrum 
Prof. Dr. Walter Schmitz Lehrzentrum Sprachen und Kulturräume
Dr. Matthias Lienert Universitätsarchiv
Dipl.Ing. Matthias Herber Dezernat 4
ständige Gäste:
Prof. Dr. Thomas Köhler Medienzentrum
Prof. Dr. Michael Schroeder BIOTEC 
Dr. Jeanette Morbitzer Lehrzentrum Sprachen und Kulturräume
Dipl.Wirtsch.Ing. Uwe Oswald Dezernat 5
Dipl.Phys. Berthold Köhler Fakultät Mathematik und Naturwissenschaften
Dipl.Ing. Margita Helmig Fakultät Forst, Geo und Hydrowissenschaften
Dipl.Inf. Stefan Woithe Zentrum für Informationsdienste und Hochleistungsrechnen
Zur Arbeit des IT-Lenkungsausschusses
Der ITLenkungsausschuss kam im Berichtsjahr 2009 zu acht Sitzungen zusammen.
Wichtige Tagesordnungspunkte der Sitzungen waren:
 Entwicklung des DoITProjekts
 Kooperation SLUB und Medienzentrum
 WebService
 HRSKNachfolge
 Arbeit des Medienzentrums
Mitglieder des Lenkungsausschusses
Prof. Dr. Manfred Curbach (Vorsitzender) Prorektor Universitätsplanung 
WolfEckhard Wormser Kanzler 
Prof. Dr. Wolfgang E. Nagel Direktor ZIH
Prof. Dr. Thomas Köhler Direktor des MZ
Dr. Undine Krätzig Dezernentin D3
Dr. Erasmus Scholz Sachgebietsleiter 4.6 „Datenverarbeitung“
Dr. Achim Bonte Stellv. des Generaldirektors der SLUB
Zur Arbeit des Wissenschaftlichen Beirates des ZIH
Der wissenschaftliche Beirat des ZIH kam 2009 turnusmäßig zu zwei Sitzungen zusammen,
die folgenden Tagesordnungspunkten gewidmet waren:
 Begutachtung von HPCProjekten
 Maschinenauslastung „Hochleistungsrechner/Speicherkomplex“
 Nachfolgebeschaffung des „Hochleistungsrechner/Speicherkomplexes“
 Evaluierung des ZIH
Mitglieder des Wissenschaftlichen Beirates
Prof. Dr. Axel Voigt TU Dresden, Fakultät Mathematik und Naturwissenschaften
(Sprecher)
Prof. Dr. Peter Kunkel Universität Leipzig, Mathematisches Institut
(stellv. Sprecher)
Dr. rer. nat. Peter Dieterich TU Dresden, Medizinische Fakultät Carl Gustav Carus
Prof. Dr. Wolfram Hardt TU Chemnitz, Technische Informatik
Dr. Andreas Kluge TU Bergakademie Freiberg, URZ
Prof. Dr.Ing. Wolfgang Lehner TU Dresden, Fakultät Informatik
Prof. Dr. Gotthard Seifert TU Dresden, Fakultät Mathematik und Naturwissenschaften
Prof. Dr.Ing. Ralph Stelzer TU Dresden, Fakultät Maschinenwesen








1 Das Zentrum für Informationsdienste und Hochleistungsrechnen
1.1 Aufgaben
Die Aufgaben des ZIH sind in § 2 der „Ordnung zur Leitung und zum Betrieb des Zentrums für
Informationsdienste und Hochleistungsrechnen der Technischen Universität Dresden“ vom
21.6.2005 festgelegt. 
1.2 Zahlen und Fakten (repräsentative Auswahl; Stichtag 31.12.2009)
1. Am BackboneNetz waren am Jahresende 842 Subnetze verteilt über 110 Gebäude mit
11.746 Endsystemen sowie 34 über das Stadtgebiet verteilte Studentenwohnheime mit ca.
6.300 genutzten Anschlüssen von Studenten aller Dresdner Hochschulen angeschlossen.  
2. Die TU Dresden war an das Wissenschaftsnetz (XWiN) mit einer Bandbreite von 30 Gbit/s
ohne Begrenzung des Datenvolumens angeschlossen. 
3. Über 120 Wählzugänge zum Campusnetz fanden 120.000 Sitzungen mit einer OnlineZeit
von insgesamt 30.000 Stunden statt. 
4. Das ZIH verwaltete 72.872 Nutzer, davon 53.965 Studierende (inkl. der Absolventen des
letzten Studienjahres) und 4.577 GridNutzer sowie Nutzer für Kurzzeitlogins.
5. An den Hochleistungsrechnern wurden ca. 115 Projekte betreut. Den Nutzerprojekten stan
den insgesamt ca. 5.000 Prozessorkerne, 12 TByte Hauptspeicher, nahezu 200 TByte
Plattenkapazität und 1 Petabyte Hintergrundarchiv zur Verfügung. Für GridProjekte waren
über 512 Prozessorkerne nutzbar.
6. Der Durchsatz an EMails betrug ca. 220 Millionen mit einem Volumen von ca. 4,9 TByte. 
7. Im Bereich Storage Management wurden etwa 393 TByte Plattenkapazität hauptsächlich
für den zentralen FileService, Grid, BackupCache und EMail zur Verfügung gestellt.
8. Am Ende des Jahres 2009 sicherten 594 BackupKlienten ihre Daten, insgesamt 1,3 PByte,
ins zentrale BackupSystem. Restauriert wurden 4,3 TByte an Daten.
9. In den PCPools des ZIH stehen für Lehrveranstaltungen und individuelles Arbeiten insge
samt ca. 3.200 Arbeitsplatzstunden pro Woche zur Verfügung. 
10. Im WLAN der TU Dresden fanden ca. 1.100.000 Sitzungen mit einer OnlineZeit von ins
gesamt ca. 830.000 Stunden statt.
11. In seinem modern ausgestatteten Weiterbildungskabinett mit 15 Plätzen bot das ZIH ge
meinsam mit dem Medienzentrum und der Sächsischen Landesbibliothek − Staats und
Universitätsbibliothek Dresden pro Semester mehr als 30 Kurse an. Es wurden 1.095
RRZNPublikationen weitergegeben.
12. An die Benutzerberatung des ZIH wurden täglich ca. 30 telefonische, 40 persönliche und
30 Anfragen per EMail gerichtet. 
13. Es erfolgten ca. 1.600 VorOrtMaßnahmen bei Anwendern zur Behebung von Störungen
an vernetzten PCSystemen oder zwecks Um/Aufrüstungen.
14. Es wurden ca. 2.100 SoftwareBeschaffungsvorgänge bearbeitet. Von den TUAnwendern
wurden ca. 95 SoftwareProdukte (insgesamt ca. 817 GByte) per FTP vom SoftwareServer
kopiert. Von MasterCDs/DVDs wurden ca. 4.150 Kopien mit einem Datenvolumen von
46.582 GByte angefertigt und verteilt.
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1.3 Haushalt
Insgesamt stand der TUD in 2009 in der Titelgrupppe 99 ein Betrag in Höhe von 2.102,5 TEuro
zur Verfügung. Dieser Betrag setzt sich aus 925,7 TEuro Ansatz im Haushaltsplan, 200 TEuro
Verstärkung im Rahmen der SMWKMittelverteilung sowie 976,8 TEuro des SMWK für die
Campusverbindungen aller sächsischen Hochschulen zusammen. Davon bewirtschaftete das
ZIH für ITAusgaben einen Etat von 817 TEUR. Außerdem standen dem ZIH noch 33 TEUR für
sonstige Ausgaben zur Verfügung.
Tabelle 1: Vom ZIH bewirtschaftete Mittel der Titelgruppe 99
Aus diesem Etat wurden unter anderem der weitere Campusnetzausbau inklusive WLAN (230
TEUR), die Aufrüstung und Erneuerung von Servern (120 TEUR), die Erweiterung des HRSK
(70 TEUR), die Erweiterung der 3DStereorückprojektion (20 TEUR), die Ausstattung der
Mitarbeiter mit Monitoren, PCs und Notebooks (100 TEUR) sowie Wartungsverträge für Hard
und Software (160 TEUR) finanziert. 
Aus zentralen Mitteln finanzierte das SMWK den DFNAnschluss zum XWiN mit einer
Bandbreite von 3x 10GE (555 TEUR).
Durch Sonderzuweisungen aus dem Konjukturprogramm II konnte die Erweiterung der Backup
Infrastruktur für HPC (100 TEUR), die Ablösung von veralteter SANTechnik durch ein hochver
fügbares Netzwerkspeichersystem im HPCFileService HRSK (394 TEUR), der Ausbau der
Netzwerksicherheit im Campus (344 TEUR) und die PCPoolErneuerung für die Philosophische
Fakultät, die Fakultäten Erziehungswissenschaften, Mathematik und Naturwissenschaften
194 TEUR sowie für die Fakultäten Elektrotechnik und Informationstechnik, Maschinenwesen
und Bauingenieurwesen 185 TEUR realisiert werden.
Für die Erweiterung des Webclusters stellte das SMWK 212 TEUR HBFGMittel sowie für die
Ersteinrichtung Datennetz TillichBau 37,1 TEUR und Physikgebäude 129 TEUR Landesmittel
nach Artikel 143c Grundgesetz zur Verfügung.
Zur Absicherung der Verfügbarkeit der Campusverbindungen (LWDV) aller sächsischen
Hochschulen gemäß CVSVertrages stellte das SMWK 977 TEUR zur Verfügung.
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1.4 Struktur / Personal 
Leitung
Direktor:                      Prof. Dr. Wolfgang E. Nagel
Stellvertretende Direktoren:   Dr. Peter Fischer
Dr. Matthias S. Müller
Verwaltung
Verwaltungsleiterin: Birgit Micklitza
Abteilung Interdisziplinäre Anwendungsunterstützung und Koordination (IAK)
Abteilungsleiter: Dr. Matthias S. Müller
Abteilung Netze und Kommunikationsdienste (NK)
Abteilungsleiter: Wolfgang Wünsch
Abteilung Zentrale Systeme und Dienste (ZSD)
Abteilungsleiterin: Dr. Stefanie Maletti
Abteilung Innovative Methoden des Computing (IMC)
Abteilungsleiter: Prof. Dr. Andreas Deutsch
Abteilung Programmierung und Software-Werkzeuge (PSW)
Abteilungsleiter: Dr. Hartmut Mix
Abteilung Verteiltes und Datenintensives Rechnen (VDR)
Abteilungsleiter: Dr. Ralph MüllerPfefferkorn
Am Ende des Berichtsjahres 2009 waren 85 Haushaltstellen (83,25 VZE) und 27 Drittmittelstel
len (25,2 VZE) besetzt. Im Verlauf des Jahres 2009 besuchten im Rahmen eines Gastaufent
haltes 15 Wissenschaftlerinnen und Wissenschaftler das ZIH (Aufenthaltsdauer länger als vier
Wochen).
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Das ZIH vertrat die TU Dresden in nachstehend aufgeführten Vereinen bzw. Gesellschaften:
 Verein zur Förderung eines Deutschen Forschungsnetzes e. V. (DFN)
(Mitgliederversammlung) Prof. Dr. Wolfgang E. Nagel
 Zentren für Kommunikation und Informationsverarbeitung in Lehre und Forschung e. V. (ZKI) 
Prof. Dr. Wolfgang E. Nagel
 Internet Society German Chapter e. V. Wolfgang Wünsch
Prof. Dr. Wolfgang E. Nagel
 ZKIHauptausschuss Dr. Bernd Hetze
 Standard Performance Evaluation Corporation (SPEC) Dr. Matthias S. Müller
 Arbeitskreis der RZLeiter in Sachsen (AKRZL) Prof. Dr. Wolfgang E. Nagel
 Bibliothekskommission Dr. Peter Fischer
 Kommision für Angelegenheiten der Datenverarbeitung Prof. Dr. Wolfgang E. Nagel
Dr. Matthias S. Müller
Dr. Peter Fischer
Wolfgang Wünsch
Daneben war Prof. Dr. Wolfgang E. Nagel Mitglied in den folgenden Gremien und Kommissionen:
 Senat der Technischen Universität Dresden
 Fakultätsrat der Fakultät Informatik der TU Dresden (Dekan)
 Kommission für ITInfrastruktur (KfR) der Deutschen Forschungsgemeinschaft (DFG)
 Senatsausschuss Evaluierung (SAE) der LeibnizGemeinschaft (WGL) 
 GaußAllianz (Vorsitzender)
 Verwaltungsrat des Vereins zur Förderung eines Deutschen Forschungsnetzes e. V. (DFN)
 Lenkungsausschuss des HLRS Stuttgart (Vorsitzender)
 IVBeirat der Technischen Universität Berlin
 Wissenschaftlicher Beirat des Aufsichtsrates der Forschungszentrum Jülich GmbH
 Aufsichtsrat der Bildungsportal Sachsen GmbH (BPS) (Stellv. Vorsitzender)
 Mitglied im Multimediabeirat
 Mitglied im Beirat des DGrid
Darüber hinaus arbeiteten MitarbeiterInnen des ZIH aktiv in zahlreichen Arbeitskreisen, so z. B.
in den Facharbeitskreisen des DFNVereins, des ZKI und der Internet Society sowie in User
Groups verschiedener Hersteller (z. B. DESUG, SGIUG, UNICORE Forum), wissenschaftlicher
Rat des Media Design Center und Arbeitsgruppen (z. B. DINIAG Videokonferenztechnologien






Im Jahr 2009 wurden insgesamt 5.770,869 TByte durch die Gateways des DFNVereins für die
TU Dresden im Wissenschaftsnetz/Internet übertragen. Dies bedeutet einen Anstieg von ca.
53% gegenüber dem Jahr 2008. Mit einem Transfer von 4.461,587 TByte aus dem Datennetz
der TU Dresden in das Wissenschaftsnetz (XWiN) steht die Universität an führender Position,
was sowohl das große Interesse als auch die intensive Nutzung deren Angebote zeigt. Im na
tionalen Vergleich der TOP 20 Liste des DFNVereins repräsentiert das gesamte übertragene
Datenvolumen den Rang 4.
2.2 Netzwerkinfrastruktur
2.2.1 Allgemeine Versorgungsstruktur
Die Aktivitäten zum weiteren Ausbau der Netzinfrastruktur gliedern sich in folgende vier
Ebenen: 
1. Das HBFGVorhaben „Datenkommunikationsnetz der TU Dresden“ (3. Bauabschnitt) 
2.Hochgeschwindigkeitsdatennetz zur Verbindung der Standorte der TU Dresden (Netzerweite
rung/Anbindung neuer Standorte/Hochrüstung Bandbreite) 
3.Neubau und Umstrukturierung im Rahmen der Universitätsentwicklung 
4.Sofort und Übergangslösungen auf Institutsebene im Rahmen von Gebäuderekonstruktio
nen 
Der geplante Ausbau der bestehenden Kommunikationsinfrastruktur im Berichtszeitraum 2009
sollte vorrangig im Rahmen des 3. Bauabschnitts erfolgen. Dieser umfasst die Installation bzw.
Erneuerung von Datennetzen in 14 Gebäuden. Die Realisierung des Vorhabens hatte durch
geänderte Nutzeranforderungen und durch die Implementierung zusätzlicher Technologien
(Voice over IP, WLAN) notwendige Planungsänderungen an der EntwurfsunterlageBau zur
Folge, die für den Zeitraum 2008  2011 maßgeblich sind (siehe Punkt 2.2.3). Wesentlicher
Bestandteil des weiteren Ausbaus der Kommunikationsinfrastruktur war wiederum die
Realisierung bzw. Modernisierung von Institutsnetzen aus universitätseigenen Mitteln. Dadurch
konnten in 16 Einrichtungen und Studentenwohnheimen die lokalen Netze, der Anschluss an
das Datenkommunikationsnetz und somit die Flächendeckung und Verfügbarkeit innerhalb der
bestehenden Netzebenen weiter erhöht werden. Die Bedarfsentwicklung innerhalb der
Universität mit einem äußerst heterogenen und datenintensiven Nutzungsprofil stellt weiter
hin wachsende qualitative und quantitative Anforderungen an die Kommunikationsinfrastruktur,
welche nur durch den adäquaten Ausbau des Datenkommunikationsnetzes realisierbar sind. 
2.2.2 Netzebenen
Die zum Jahresende 2009 bestehende Struktur war gekennzeichnet durch: 
 30 Gbit/sEthernetAnschluss an das Wissenschaftsnetz XWiN (Bilder 2.1, 2.2 und 2.5) 
 10  20 Gbit/sEthernetAnschluss für ausgewählte BackboneVerbindungen (Bild 2.5) 
 1 Gbit/sEthernet für Gebäudeanschlüsse 
 1 Gbit/sEthernetAnschluss für MAN, Backbone und SekundärVerbindungen sowie aus
gewählte Serveranschlüsse (Bilder 2.2 bis 2.6) 
 Fast Ethernet (100 Mbit/s) für Institutsnetze, Server und PoolAnbindungen 
 Ethernet (10 Mbit/s) in Ausnahmefällen bei wenigen Netzen 
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 WLAN/IEEE 802.11a/b/g/n (bis zu 300 Mbit/s) als Netzerweiterung/ergänzung der
Festinstallation von Institutsnetzen und PCPools in Lehrräumen und öffentlichen Bereichen
(Foyers, Mensen) 
Mit Ablauf des Jahres 2009 hat sich die Anzahl der an das Datenkommunikationsnetz ange
schlossenen Rechner auf 11.746 erhöht. Diese verteilen sich über 842 Teilnetze in 110
Gebäuden, davon 34 Studentenwohnheime (Bild 2.5).
2.2.3 Backbone und lokale Vernetzung
Das Backbone basiert auf Routern vom Typ Cisco Catalyst 6509, die vermascht über die
Glasfaserinfrastruktur mit Bandbreiten von 1 bis 20 Gbit/s verbunden sind (Bild 2.5). Über die
Transitnetze zwischen den BackboneRoutern wird durch dynamisches Routing sichergestellt,
dass die Daten auf der effektivsten Strecke transportiert werden und bei Ausfall einer Leitung
automatisch ein alternativer Weg genutzt wird. Die vorgegebene Begrenzung lokaler Netze auf
einen BackboneRouter entlastet den Backbone von BroadcastVerkehr und begrenzt die Gefahr
einer Auswirkung von Netzwerkattacken auf einen kleinen Bereich.
Die BackboneKnoten in den Standorten ZeunerBau, BarkhausenBau, Informatikgebäude,
AndreasSchubertBau, TrefftzBau, Hochleistungsrechner/Speicherkomplex und Falkenbrunnen
sind mit 10 GigabitEthernetTechnologie angeschlossen. Damit wird auch für sehr anspruchs
volle Anwendungen jederzeit genügend Bandbreite geboten. Zentrale Knoten verfügen über
redundante Ausstattung.
Für das Jahr 2009 war vorgesehen, den CampusBackbone komplett mit 10 GigabitEthernet
Technologie auszustatten. In Folge einer Kürzung der dafür vorgesehenen Sondermittel soll
dies für die Knoten „Chemische Institute“ sowie „Weberplatz“ im Zuge der laufenden
Baumaßnahmen im Jahr 2010 erfolgen. Zum Jahresende erfolgte die Beschaffung der
Systemkomponenten für die Erweiterung der BackboneKnoten „Informatik“, „Tharandt“ und
„Marschnerstraße“. Gleichwohl konnten für alle BackboneKnoten Module für den zentralen
FirewallService im Datennetz der TU Dresden erworben werden (siehe auch Punkt 3.10.4).
Hardware Basis:
 LAN Access Switch/Router Cisco Catalyst Serie 6509 und 4507
 LAN Access Switch Cisco Catalyst Serie 3750, 3560, 3550, 3508, 3500XL, 2960, 2950 und
2940
 Firewall Serie Cisco Systems FWSM, PIX und ASA, WLAN Controller Cisco WiSM,WLAN AP
Cisco 1131AG, 1242AG, 1142AGN
 LAN Switch/Firewall Allied Telesyn Rapier, 8016, 8088, 8012, 8824, 8848
 LAN Switch Nortel Networks Serie 450
 Schrankkontrollsystem RMS Advance
Das im Jahr 2006 abgeschlossene Schwerpunktvorhaben „Anlagenzustandüberwachungssys
tem für das Datenkommunikationsnetz an der TU Dresden“ beinhaltete die Installation und
Inbetriebnahme von Schrankkontrollsystemen (SKS) und unterbrechungsfreien Stromversor
gungen in den Datenhauptverteilerräumen von 26 Standorten. Im Jahr 2009 kamen zwei wei
tere Standorte hinzu.
Das Netz ist Bestandteil des campusübergreifenden Netzwerkmanagements im Datenkom
munikationsnetz der TU Dresden. Es ermöglicht sowohl die Wartung und Überwachung als
auch − insbesondere im Störungsfall − den exklusiven Zugriff auf die neuralgischen aktiven
Komponenten des Campusnetzes.
Besonders zu erwähnen sind an dieser Stelle die o. g. Schrankkontrollsysteme vom Typ Infratec




der Stromversorgungssysteme (SVS), die Temperatur, Luftfeuchte sowie das Öffnen von Türen
der DVSchränke (Bild 2.1). Des Weiteren verfügen die SKS über einen Rauchmelder. Bei Über
schreitung der Grenzwerte werden Meldungen an das Managementsystem generiert. In
Gefahrensituationen (bei Rauch oder zu hohen Temperaturen) wird die Stromversorgung vor
und nach der USV automatisch abgeschaltet. Die Messwerte der SKS werden im Intervall von
fünf Minuten abgefragt und archiviert. Entsprechend dem Betriebskonzept werden für jeden
Bereich separate IPSubnetze verwendet. Über getrennte Netze und AccessListen ist der
Zugriff auf diese Systemkomponenten nur von dediziert zugelassenen Adressen/Endgeräten
möglich.
Über 85 Gebäudeverteiler bzw. LWLPrimäranschlüsse erfolgt die Einbindung von 75 Gebäuden
in das Lichtwellenleiter (LWL)BackboneNetz. Zwischen den Gebäuden wurden ca. 176 km
LWLKabel mit minimal 4 und maximal 24 Fasern entsprechend des jeweiligen Nutzungsbe
darfs installiert. Die LWLVernetzung umfasst Multi und Monomodefasern, wodurch eine
Datenübertragung bis in den Bereich von mehreren Gigabit pro Sekunde möglich ist. Das
Verkabelungssystem ermöglicht eine flexible Zuordnung der Ressourcen bei sowohl quantita
tiven als auch qualitativen Änderungen der Nutzungsanforderungen.
Der Ausbau der lokalen Datennetze (Datenverteiler mit aktiven Netzkomponenten, Instituts/
Etagennetze, WLAN, PCPools und Hörsäle) erfolgte im Jahr 2009 für die Standorte:
MerkelBau Fakultät Maschinenwesen
Ersatz aller aktiven Netzkomponenten in drei Datenverteilerräumen)
Hörsaalzentrum Hörsaal 1 und alle Seminarräume (Festnetzanschlüsse (TP) und WLAN)
TrefftzBau Hörsäle Mathematik und Physik, Physik AFlügel (240
Festnetzanschlüsse (TP) passiv (davon 120 aktiv) und WLAN)
MollierBau Fakultät Maschinenwesen, Räume 120, 023, 027 (Festnetzan
schlüsse (TP) und WLAN)
Bürogebäude, Zellescher Weg 17
Sonderforschungsbereich 804 (Vorabinstallation für 23 Räume mit
Festnetzanschlüssen (TP) und WLAN)
Falkenbrunnen Fakultät Verkehrswissenschaften, Umzug von AGebäude (drei 
Mieteinheiten mit 120 Festnetzanschlüssen (TP) und WLAN)
AndreasSchubert Bau Fachrichtung Chemie, Freizug HempelBau wegen GBM (Erneue
rung aktive Netzkomponenten im ASB und Laborcontainer)
Mommsenstr. 11 Rektorat (flächendeckendes WLAN)
Mommsenstr. 9 InfoPavillon (WLAN)
KönigBau Fakultät Mathematik und Naturwissenschaften, Räume 203, 205 
206, 309 (Festnetzanschlüsse (TP) und WLAN)
Verwaltungsgebäude 1 GeorgeBährStr. 1b (WLAN mit Freifläche vor Hörsaalzentrum)
Landtechnik Fakultät Maschinenwesen (WLAN im Hauptgebäude und Halle A)
Zeunerstr. (Baracken C und E)
Fakultät Sprach und Literaturwissenschaften (100 Mbit/sAnbin
dung und WLAN)
BeyerBau Fakultät Bauingenieurwesen (Erweiterung WLAN)
Bayreuther Straße 16 Verfügungsgebäude „Die Bühne“ (VDSLAnbindung)
LudwigErmoldStraße 3 (DSLAnschluss mit VPN)
Seitens des ZIH wurden die Datennetzplanungen (aktiv/passiv) für folgende große Baumaß
nahmen realisiert:
 Zentrum für Energietechnik
 Neubau Chemische Institute (2. Bauabschnitt)




Die im Jahr 2008 auf Anforderung des SIB aktualisierte EntwurfsunterlageBau für den 3.
















Zum Jahresende 2009 wurde das neue Datennetz im TillichBau mit 680 Anschlüssen in
Betrieb genommen.
Am Weberplatz erfolgte der Baubeginn und folgende Teilabschnitte wurden fertiggestellt:
 Datenverteilerraum 118A (3 Netzwerkschränke)
 Ostflügel, 2. OG (54 Doppeldosen)
1. OG (56 Doppeldosen)
 Nordflügel, 2. OG, eine halbe Etage (38 Doppeldosen)
2.2.4 Druck-Kopierer-Netz 
Das DruckKopiererNetz wird seit dem Wintersemester in Zusammenarbeit mit der Firma
Fritzsche und Steinbach Bürosysteme GmbH überwacht und betrieben. Dazu mussten im
Sommersemester alle Kopierer ausgetauscht und somit sämtliche Netzanschlüsse der
Druckkopierer wieder hergestellt werden. Der zentrale PrintServer für die Bereitstellung der
Dienste, Vergabe der Zugriffsrechte sowie das zugehörige Accounting wird von der Firma
Fritzsche und Steinbach administriert. Die Anbindung der jeweiligen Endsysteme erfolgt aus
Sicherheitsgründen über dedizierte physikalische und logische Netzzugänge an die jeweils
nächstliegenden Knoten des Campusnetzes in Form von MiniSwitches und nicht öffentlich ge
routeten IPSubnetzen. Jeder Standort repräsentiert dabei ein eigenständiges Subnetz. Nur der
PrintServer hat direkte Konnektivität zu den DruckKopierern. Mit Hilfe einer Firewall wird der
Zugang vom Campusnetz zum PrintServer geschützt. Jeder Nutzer des Campusnetzes mit gül
tiger Zugangsberechtigung kann somit Druckaufträge an beliebigen Standorten/Druckern in
nerhalb dieses Netzes realisieren. Das Netz umfasst derzeit universitätsweit 39 Standorte mit
61 Geräten und erstreckt sich bis nach Tharandt. Die aktuellen Standorte und Nutzungsbedin





Im Jahr 2009 erfolgte der Ausbau des drahtlosen Datennetzes (WLAN  Wireless Local Area
Network) vorwiegend in Hörsälen, Lehrräumen und öffentlichen Bereichen (Foyers und
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Mensen). Im Zuge des Ausbaus wurden im Berichtszeitraum in 29 Gebäuden Access Points
installiert.
Die technische Realisierung des WLANs erfolgt auf der Basis des Standards IEEE
802.1X/EAP/TTLS und verteilten RadiusServern im Rahmen eines zentralen Managementkon
zeptes. Durch die Erneuerung der Firmware wurde vor Beginn des Wintersemesters der
Betrieb von modernen Access Points mit den Standard 802.11n möglich.
Es werden zwei Funknetze angeboten, die über die Namen (SSID) „eduroam” und
„VPN/WEB” identifiziert werden. „eduroam” bietet den Vorteil der verschlüsselten
Datenübertragung auf der Funkstrecke, während „VPN/WEB” (Autorisierung über Web oder
VPN) das nicht unterstützt. Hier sollten sichere Protokolle (ssh, https..) verwendet und/oder
zusätzlich VPN gestartet werden.
Zum Jahresende 2009 umfasste das WLAN 532 Access Points in 56 Gebäuden. Die TU
Dresden ist Partner im Projekt DFNRoaming und ermöglicht dadurch Mitarbeitern, Studenten
und insbesondere Gästen den Zugang zu den WLANs aller involvierten Hochschulen mit dem
jeweiligen Heimatlogin. Die aktuellen Standorte sind auf der Homepage des ZIH unter A  Z/
WirelessLAN dargestellt.
2.2.6 Datennetz zwischen den Universitätsstandorten und Außenanbindung
Die externen Standorte der TU Dresden 
 Fakultät Maschinenwesen (Dürerstraße/Marschnerstraße) 
 Medizinische Fakultät und Universitätsklinikum (Campus Johannstadt) 
 Medizinische Fakultät, Institut für Medizinische Informatik und Biometrie (Löscherstraße) 
 Bioinnovationszentrum (BIOTEC) (Am Tatzberg) 
 Fakultät Erziehungswissenschaften (Weberplatz) 
 Institute der Philosophischen Fakultät (AugustBebelStraße) 
 Fachrichtung Forstwissenschaften (Campus Tharandt) 
 Institute der Philosophischen Fakultät, der Fachrichtung Psychologie, der Fakultät
Verkehrswissenschaften, der Fachrichtung Forstwissenschaften, Dezernat Planung,
Datenverarbeitung und Controlling der Universitätsverwaltung (Chemnitzer Straße/
Falkenbrunnen) 
 Institute der Fakultät Bauingenieurwesen (Nürnberger Straße) 
 Zentrum für Biomaterialforschung (Budapester Straße) 
 Institute der Fakultät Maschinenwesen (Bergstraße) 
 Fachrichtung Wasserwesen, Institut für Hydrologie und Meteorologie (Würzburger Straße) 
 Fachrichtung Psychologie, Institut für Klinische Psychologie und Psychotherapie (Hohe
Straße) 
 Institute der Fakultät Verkehrswissenschaften (AndreasSchubertStraße) 
sind über ein LWLNetz mit einer Kapazität von 1  10 Gbit/sEthernet mit dem DKN und dem
Wissenschaftsnetz/Internet verbunden. Die Anbindung der Würzburger Straße blieb, da im Jahr
2010 der Umzug der gegenwärtigen Nutzer in einen Neubau erfolgen wird, vorerst auf 100
Mbit/s begrenzt (Bild 2.2). 
Das Netz basiert sowohl auf bei der TSystems International angemieteten als auch univer
sitätseigenen MonomodeLichtwellenleiterverbindungen (Dark Fibre/LWDV). Das Manage
ment sowie die Installation und Erweiterung der aktiven Netzkomponenten werden durch das
ZIH realisiert. Die Universität verfügt damit über eine  − alle externen Standorte verbindende
− Hochleistungsinfrastruktur für die Datenkommunikation und den Zugriff auf die im ZIH instal








2.2.7 Vertrag „Kommunikationsverbindungen der Sächsischen Hochschulen“ 
Die unter Punkt 2.2.6 genannten Lichtwellenleiterdirektverbindungen waren bis zum
31.12.2009 Bestandteil des Vertrages der TU Dresden über die „Überlassung und
Instandhaltung von Kommunikationsverbindungen auf Lichtwellenbasis (LWDV)“ mit der
Sächsischen Staatskanzlei (Leitstelle InfoHighway Sachsen/IHL) und TSystems mit einer
Laufzeit bis zum 31.12.2014.
Im Zuge der im Oktober 2008 begonnenen Migration des IHL zum Sächsischen Verwaltungs
netz (SVN) sind die o. g. LWDV der sächsischen Hochschulen nicht mehr Bestandteil des SVN
Vertrages.
Im Auftrag des SWMK und des Arbeitskreises der Rechenzentrumsleiter (AKRZL) erfolgte,
nach Harmonisierung und Integration der LWDVVerträge aller involvierten Hochschulen in ei
nen Neuvertrag und nach intensiven Vertragsverhandlungen am 30.06.2009 der
Vertragsabschluss über die „Überlassung und Instandhaltung von Kommunikationsverbindun
gen (Campusverbindungen) der Sächsischen Hochschulen“ zwischen der TU Dresden und der
TSystems Business Services GmbH für eine Laufzeit bis zum 31.12.2015.
Mit dem CVSVertrag sollen die Synergien eines zentralen Managements genutzt werden, die
insbesondere langfristig auch im Zusammenhang mit einer kompletten Neuverhandlung durch
die TU Dresden zum Tragen kommen. Gleichwohl ermöglicht der CVSVertrag weitere, bisher
nicht involvierte Hochschulen an diesem teilhaben zu lassen.
Die Finanzierung des CVSVertrages erfolgt für die aus dem Bestand des IHL überführten
Kommunikationsverbindungen seitens des SMWK. Für das Change Management des CVS
Vertrages zeichnet das  ZIH der TU Dresden verantwortlich.
Die folgende Abbildung zeigt das mittlere Verkehrsaufkommen (gemittelt in einem Intervall von
5 Minuten) von zwei BackboneKnoten.
Abbildung 2.1: Verkehr zum  Wissenschaftsnetz
Blau: Datenrate gesendet Grün: Datenrate empfangen
Magenta: Spitzenwert gesendet Dunkelgrün: Spitzenwert empfangen
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Abbildung 2.2: ZIHDatenvolumen 2009
Im Jahr 2009 war die TU Dresden als regionaler WiNClusterknoten mit einer Kapazität von 30
Gbit/s ohne Begrenzung des Datenvolumens an das Wissenschaftsnetz XWiN angeschlossen.
Bild 2.6: XWiNKnoten / TU Dresden
2.2.8 Datennetz zu den Wohnheimstandorten
Der Studienstandort Dresden steht sowohl in Bezug auf die Anzahl versorgter Wohnheimplätze
als auch hinsichtlich der Nutzerzahlen deutschlandweit auf einem vorderen Platz. 
Alle Wohnheime des Studentenwerks Dresden im Stadtgebiet und in Tharandt sind seit 2008
an das Campusnetz der TU Dresden angeschlossen. Dadurch kann allen Wohnheimbewohnern
in den insgesamt 34 Häusern einschließlich Internationales Gästehaus (IGH) für Kurzzeitmieter
mit zusammen 6.330 Plätzen ein leistungsfähiger Internetanschluss zur Verfügung gestellt wer
den (Bild 2.3).
Die Wohnheimnetze werden teils durch das Studentenwerk selbst mit Hilfe von 23 studenti
schen Administratoren, teils durch die Arbeitsgemeinschaft Dresdner Studentennetz (AG DSN)
mit 72 aktiven Mitgliedern betrieben und administriert.
Im Jahr 2009 verwaltete das Studentenwerk die Netze in 19 Häusern mit 3.044 Plätzen und
durchschnittlich 2.943 Nutzern, die AG DSN war in 14 Häusern und dem IGH mit 3.286 Plätzen
zuständig und hatte durchschnittlich 2.929 Nutzer zu betreuen.
Mit einer Vielzahl einzelner Investitionen in die Netzinfrastruktur an verschiedenen Standorten
konnten zahlreiche Modernisierungen und Niveauverbesserungen erreicht werden. Größte
Einzelmaßnahme war die Neuinstallation aller aktiven und passiven Netzwerkkomponenten im
Rahmen der Generalsanierung des Wohnheimhochhauses Wundtstraße 7. Die AG DSN führte
weiterhin ein Upgrade der Anbindung Weberplatz auf nunmehr 500 Mbit/s durch und musste
nach Abgabe und Wegfall des Wohnheims Gerokstraße 27 eine neue Verbindung zwischen
Gerokstraße 38 und der Wundtstraße schaffen. Dazu wurde eine Funkstrecke im 5 GHz
Bereich installiert und in Betrieb genommen.
Durch das Studentenwerk wurde mit dem ehrgeizigen und kostenintensiven Projekt „Verlegung
von LWLLeitungen in DrewagKanälen“ begonnen. Mit der ersten Ausbaustufe konnten 2009
die Wohnheime Budapester Straße und Gutzkow/Reichenbachstraße per Glasfaserleitung an
den Netzknoten FritzLöfflerStraße 12 angeschlossen und die zuvor benutzen Funklinkstrecken
abgebaut werden. Diese noch neuwertige und funktionsfähige Technik wurde zur Verstärkung
der Verbindungen zu den Wohnheimstandorten St. Petersburger Straße und Parkstraße ein
gesetzt. Wenn es die wirtschaftlichen Gegebenheiten zulassen, sollen 2010 weitere LWL
Leitungen verlegt und bestehende Funk und Laserlinkverbindungen ersetzt werden. Mit wei
teren Einzelmaßnahmen wurden an mehreren Standorten zahlreiche verschlissene oder tech
nisch veraltete aktive Netzwerkkomponenten ersetzt.
Auf Wunsch der Studierenden wurde im Rahmen einer Übereinkunft und Abstimmung zwi
schen dem ZIH der TU Dresden, dem Studentenwerk und der AG DSN im November 2009 be
schlossen, den Nutzern ein noch höheres Trafficvolumen von nunmehr 6 GByte an sieben auf
einanderfolgenden Tagen zur Verfügung zu stellen. Die Einhaltung des Trafficlimits und aller wei
teren Bestimmungen der gültigen Rahmennetzordnung wird durch die studentischen
Administratoren kontrolliert und überwacht. Im Falle von Missbrauchshandlungen werden die
dafür vorgesehen Sanktionen verhängt. Bei wiederholten oder groben Verstößen erfolgt eine
Aussprache beim Justitiar des Studentenwerkes.
2.2.9 Datennetz der Fakultät Informatik 
Im Neubau der Fakultät Informatik wurden für die Institute für
 Angewandte Informatik,
 Systemarchitektur sowie 
 Software und Multimediatechnik
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signifikante Erweiterungen der Anschlüsse an das Datennetz geschaffen. Dies erfolgte durch
den Austausch der bestehenden Switches  gegen Systeme mit höherer PortDichte sowie die
Hochrüstung von SwitchKaskaden.
Im Berichtszeitraum kam es in der Folge sowohl nicht vorhersehbarer Havarien (komplexer
Stromausfall am 9. Oktober 2009) als auch planmäßiger Wartungsarbeiten zum Ausfall von
mehreren aktiven Netzkomponenten des Typs Cisco Catalyst WSC375048TS. Die Ausfälle der
betroffenen lokalen Institutsnetze waren durch die umgehende Behebung der Vorfälle seitens
des ZIH geringfügig. Der Ersatz der Switches erfolgte im Rahmen des ServiceVertrages mit
TSystems.
2.3 Kommunikations- und Informationsdienste
2.3.1 Electronic Mail
Das ZIH betreibt das zentrale Mailsystem der TU Dresden bestehend aus den beiden
Systembereichen MailRelay und MailZusteller. 
Mit dem 2007 neu aufgesetzten zentralen MailRelay versorgt das ZIH die Mailboxen aller TU
Angehörigen sowie dezentrale MailServer der Institute. Alle an die TU Dresden adressierten
EMails werden hier zentral auf Viren und Spam gescannt. Durch den seit 2003 flächendeckend
verfügbaren zentralen Virenscan konnte die Anzahl der durch Schadsoftware befallenen
Rechner im Campusnetz wesentlich reduziert werden. 
Das MailRelay ist zugleich ein „fall back“ für ausgefallene dezentrale MailRessourcen im
Campusnetz. Im Havariefall werden EMails bis zu fünf Tage zwischengespeichert. Nach
Anforderung kann die Haltezeit bei längeren Ausfällen auf bis zu 21 Tage ausgedehnt werden. 
Im MailRelay werden AliasTabellen implementiert, d. h. das Mapping einer EMailAdresse
auf eine andere EMailAdresse. So werden einheitliche EMailAdressen für alle Mitarbeiter
(Vorname.Nachname@tudresden.de) einschließlich struktur bzw. funktionsbezogener EMail
Adressen als AliasTabelle abgebildet und durch täglichen Datenabgleich mit der zentralen
Nutzerdatenbank aktualisiert. AliasTabellen können auch genutzt werden, um bei Migration
eines dezentralen MailServers zum ZIH die ehemals dort bestehenden und in Publikationen
verwendeten EMailAdressen weiterhin bereitzustellen. 
Hardwareseitig besteht das MailRelay aus sieben Servern SUN Fire X4100. Bei der Installation
wurde insbesondere auf die Redundanz aller wichtigen Komponenten geachtet. Die redun
danten Netzteile sind an beide GebäudeUSVs angeschlossen. Ebenso werden gespiegelte
Festplatten (RAID) sowie ECCSpeicher eingesetzt um größtmögliche Verfügbarkeit und
Datenintegrität zu gewährleisten. Die verschiedenen Funktionen für ein und ausgehenden E
MailVerkehr wurden auf dedizierte Maschinen verteilt und erlauben eine unabhängige
Skalierung der beiden Teilbereiche nach ihren jeweiligen Anforderungen. 
Am 8. Januar 2009 trat die im Jahr 2008 im Rahmen der Anpassung an die neue Gesetzeslage
neu ausgearbeitete Rahmenordnung für die Nutzung der Rechen und Kommunikationstechnik
an der TU Dresden (IuKRahmenordnung) in Kraft. In diesem Kontext wurde der Abschnitt E
Mail, mit der Zielsetzung eine moderne, an die veränderte Bedrohungslage angepasste Policy
für den Betrieb des zentralen Mailrelays aufzustellen, komplett überarbeitet. Auf dieser Basis
kann das ZIH nun weitere Mechanismen zum Schutz vor unerwünschter EMail (Spam) im
plementieren.
Bereits seit Oktober 2008 wurde als Notfallmaßnahme und im Vorgriff auf die nun aktualisier
te IuKRahmenordnung eine verbesserte AntiSpamPolicy für den eingehenden EMailVerkehr
eingesetzt. Die eingeführten Maßnahmen − u. a. stärkere AdressTests sowie Greylisting −
führten zu einer signifikanten Reduzierung des Anteils an unerwünschten EMails. Damit wur
den ohne Beeinträchtigung des normalen EMailVerkehrs der Nutzer auch die MailServer des
ZIH entlastet. Die eingeführten Maßnahmen haben sich somit in der Praxis bewährt. 
Die Anzahl der im Jahr 2009 bearbeiteten EMails betrug 220 Millionen mit einem transpor
tierten EMailVolumen von etwa 4,9 TByte. Gegenüber dem Vorjahr (187 Mio EMails) ist dies
eine Steigerung um ca 18%.
2.3.1.1 Einheitliche E-Mail-Adressen an der TU Dresden
Seit Einführung des EMailDienstes sind an der TU Dresden zahlreiche MailDomänen ent
standen. Das hatte zur Folge, dass die Mitarbeiterinnen und Mitarbeiter nicht immer leicht er
reichbar waren, insbesondere, wenn deren genaue EMail Adresse nicht bekannt war. Mit ei
ner kurzen, intuitiv ableitbaren EMailAdresse für alle Mitarbeiterinnen und Mitarbeiter wur
de ein einheitlicher Auftritt nach außen möglich.
Entsprechend einer Dienstvereinbarung zwischen der Leitung der TU Dresden und dem
Personalrat, steht für die Mitarbeiterinnen und Mitarbeiter eine einheitlich gestaltete, persön
liche EMailAdresse (die TUMailAdresse) zur Verfügung, deren Verwaltung dem ZIH übertra
gen wurde.
Von den Personalstellen erhält das ZIH alle Angaben, die zur Reservierung dieser TUMail
Adressen nötig sind. Letztere sollen eindeutig aus den Vor und Nachnamen gebildet werden
können und die folgende Form haben:
Vorname.Nachname[nn]@tudresden.de
Bei Namensgleichheit mehrerer Mitarbeiterinnen oder Mitarbeiter wird als
Unterscheidungsmerkmal eine fortlaufende Zahl angehängt. In diesem Fall besteht jedoch die
Möglichkeit eine zusätzliche eindeutige TUMailAdresse zu beantragen, welche ebenfalls aus
den Namen abgeleitet wird.
Nach Datenabgleich mit den Personalstellen wird allen Mitarbeiterinnen und Mitarbeitern ei
ne TUMailadresse reserviert. Es handelt sich dabei zunächst um eine symbolische Adresse
ohne Zustellungsziel. Zur Aktivierung dieser Adresse muss dem ZIH die ZielMailbox mitge
teilt werden.
Dies geschieht auf folgende Weise:
 wenn ein Login am ZIH vorhanden ist, wird dieses automatisch die erste ZielMailbox
 wenn eine Mailbox auf einem dezentralen MailServer vorhanden ist, wird − nach
Datenaustausch mit dem zuständigen Administrator − diese als ZielMailbox eingetragen
 die Mitarbeiterin oder der Mitarbeiter kann eine Änderung der ZielMailbox selbst beantra
gen
Die einzutragenden ZielMailboxen müssen sich innerhalb der InternetDomänen „tudresden.de“
beziehungsweise „uniklinikumdresden.de“ befinden.
Bis Ende 2009 konnten für ca. 76% der TUMitarbeiter sowie 49% der Mitarbeiter der
Medizinischen Fakultät die TUMailAdresse frei geschaltet werden. 
Von 1096 neu reservierten TUMailAdressen 2009 wurden nur 559 frei geschaltet, das ent
spricht 51%. 
2.3.1.2 Struktur- bzw. funktionsbezogene E-Mail-Adressen an der TU Dresden
Zusätzlich zu den einheitlichen EMailAdressen für Mitarbeiterinnen und Mitarbeiter können
im Kontext eines einheitlichen Außenauftritts der TU Dresden struktur bzw. funktionsbezoge
41
42
ne EMailAdressen eingerichtet werden. Damit muss bei Wechsel von Amts oder
Funktionsträgern die EMailAdresse, die ggf. nicht immer vollständig bekannt ist, nicht geän
dert werden. Zugleich kann bei Unkenntnis über den Namen des Funktionsträgers dieser je
doch aufgefunden werden. Bei Amts und Funktionswechsel ist durch die wechselnde Person
zu gewährleisten, dass die struktur bzw. funktionsbezogene EMailAdresse der ZielMailbox
des neuen Funktionsträgers angepasst wird. Bei Bedarf werden auch projektbezogene EMail
Adressen unter der Domäne tudresden.de befristet vergeben.
Die struktur, funktions und projektbezogenen Adressen werden durch das Sachgebiet
Organisation im Dezernat 1 verwaltet. Bei Neueintragungen findet regelmäßig ein Abgleich der
Adressen mit den AliasTabellen im Mailrelay statt.
Im Sachgebiet 1.5 waren 207 struktur, funktions und projektbezogenen Adressen Ende 2009
aktiv, die einer MailboxAdresse zugeordnet sind. Hinzu kamen 18 ZIHMailAdressen, die kei
ner MailboxAdresse zugeordnet werden.
2.3.1.3 ZIH verwaltete Nutzer-Mailboxen
Das ZIH verwaltet ca. 68.100 NutzerMailboxen der Angehörigen und Gäste der TU Dresden.
Dies erfolgt durch ein ServerCluster mit per SAN angeschlossenem Massenspeicher. Folgende
Dienste werden angeboten:
 Speicherplatz für EMail: 300 MByte für Studenten und 1.000 MByte (Erweiterung per
Antrag bei der Nutzerberatung) für Mitarbeiter
 EMailEmpfang mit POP und IMAP (SSLVerschlüsselung)
 EMailEinlieferung per autorisiertem SMTP (TLS/SSL)
Alle nutzerrelevanten EMailDienste verwenden den gleichen Servernamen mail.zih.tudresden.de.
Für alle Protokolle (POP, IMAP, SMTP) ist eine Autorisierung mit Nutzername/Passwort und die
Verschlüsselung mittels SSL/TLS obligatorisch.
2.3.1.4 Web-Mail
Der WebMailer ermöglicht von jedem Rechner mit WebBrowser und Internetzugang:
 EMails lesen, verschicken, filtern, in eigenen Ordnern ablegen
 Adressbuch nutzen
 Abwesenheitsnotizen versenden (Urlaub, Dienstreise usw.)
 automatische MailUmleitung
 Aktivierung und Konfiguration des Spamfilters
 Nutzung eines einfachen Kalenders
Die WebAdresse ist:
https://mail.zih.tudresden.de
Eine Beschreibung findet man unter:
http://www.tudresden.de/zih/webmail
WebMail wurde intensiv genutzt und hat sich neben den bestehenden Protokollen als
Standard beim MailZugriff etabliert.
2.3.1.5 Neuer Mailinglisten-Server
Das ZIH stellt den Nutzern an der TU Dresden an zentraler Stelle EMailVerteiler bereit. Die
Anzahl der aktiven Mailinglisten stieg im Jahr 2009 auf 310 Listen. MailinglistenNamen auf
dem zentralen ListenServer haben die Form EINRICHTUNGListenname@groups.tudresden.de.
Als Einrichtungskennung ist die bereits für das DNS festgelegte Kennung der Struktureinheit
zu verwenden. Durch diese Festlegung werden Dopplungen der Listennamen vermieden.
Die MailinglistenSoftware „mailman“ stellt sowohl dem Listenadministrator als auch den
Listenmitgliedern ein intuitiv bedienbares Webinterface bereit.
Der Listenadministrator kann die von ihm verwalteten Mailinglisten dezentral per Webinterface
individuell konfigurieren. Hervorzuheben sind insbesondere Funktionen wie Black und White
Listen für Absender sowie die Möglichkeit zur Filterung der an die Liste gesendeten EMails.
EMails, die nicht den eingestellten Kriterien entsprechen, werden zurückgehalten und erfor
dern die Bestätigung des Listenadministrators. Auch die Archivierungsfunktion kann vom
Listenadministrator aktiviert werden.
Das Webinterface für Listenmitglieder dient zur selbstständigen Konfiguration aller Parameter
des eigenen Listenabonnements. So ist es z. B. bei längerer Abwesenheit möglich, die Zustel
lung von EMails der Liste zu deaktivieren, ohne das Abonnement zu beenden. Das
Listenarchiv kann ebenfalls über diese WebSchnittstelle eingesehen werden. Die
Beschreibung des ListenServices sowie weitere Informationen finden Sie unter:
https://mailman.zih.tudresden.de/
2.3.2 Authentifizierungs- und Autorisierungs-Infrastruktur (AAI)
Der DFNVerein betreibt eine Authentifizierungs und AutorisierungsInfrastruktur (AAI), um sei
nen Mitgliedseinrichtungen einen kontrollierten Zugang zu geschützten Ressourcen (z. B. wis
senschaftliche Veröffentlichungen, lizenzpflichtige Software, GridRessourcen) von Anbietern
zu ermöglichen. 
2.3.2.1 Shibboleth
Das ZIH betreibt einen Shibboleth Identity Provider (IdP). Der Dienst ermöglicht es, Service
Providern wie Verlagen, Bibliotheken usw., per Web den nutzerbezogenen Zugang zu geschützten
Ressourcen anzubieten. Shibboleth hat den Vorteil, dass die Autorisierung an der Heimateinrichtung
des jeweiligen Nutzers per Single Sign On erfolgt und der Service Provider keine Daten bzw.
Informationen zu den Nutzern benötigt bzw. diese verwalten muss.Dieser IdP wird extern durch
das Bildungsportal Sachsen (www.bildungsportal.sachsen.de) genutzt. 
2.3.2.2 DFN PKI
Für die Nutzung von GridRessourcen betreibt das ZIH im Rahmen der DFN PKI eine Grid CA
zur Erstellung von Nutzer und ServerZertifikaten. Bei der Ausstellung von Zertifikaten der „TU
Dresden Certification Authorithy (CA)“ im Rahmen der DFN PKI war 2009 ein signifikanter
Anstieg zu verzeichnen. Insbesondere Nutzerzertifikate werden zunehmend für die digitale
Signatur und Verschlüsselung von EMails eingesetzt. Ein weiteres Anwendungsfeld ist die di





Zur Synchronisation zeitkritischer Anwendungen wie z. B. zeitgesteuerter Prozesse (Batch,
cron) oder Backup ist es notwendig, dass alle Systeme die gleiche Systemzeit haben. Um dies
für die TU Dresden unabhängig von der Verfügbarkeit des WiNAnschlusses zu gewährleisten,
stellt das ZIH den TimeServer time.zih.tudresden.de zur Verfügung, der sich selbst mit dem
DCF77Signal synchronisiert und das NTPProtokoll unterstützt. Wichtig für alle UnixNutzer
bleibt, dass die Umstellung zwischen Sommer und Winterzeit nicht vom NTPProtokoll unter
stützt wird, sondern in der lokalen ZeitzonenKonfiguration eingestellt werden muss.
2.3.5 Voice over Internet Protocol (VoIP)
Die TU Dresden betreibt gegenwärtig eine zentrale Telekommunikationsanlage (TK) in klassi
scher leitungsvermittelter Technologie. Im Zuge der rasanten Entwicklung neuer ITTechnolo
gien und Services sowie der damit verbundenen gravierenden Veränderungen des
Telekommunikationsmarktes erfolgt in den nächsten Jahren die Migration der Sprachkommu
nikation auf eine Lösung per Voice over Internet Protocol (VoIP). Die Sprachkommunkation wird
somit zu einem weiteren Dienst innerhalb des Datennetzes
Die Entwicklung neuer innovativer Dienste auf dem TKSektor weist in Richtung softwareba
sierter VoIPSysteme mit Zusatzdiensten auf Basis des SIPStandards. Innerhalb der Universität
wird neben der Zuverlässigkeit der TKDienste zunehmend die Unterstützung der Prozesse in
Verwaltung, Lehre und Forschung durch innovative Erweiterungen in den Kommunikations
diensten erwartet und notwendig. 
Auch im Zusammenhang mit den gegenwärtig laufenden und in Beginn befindlichen Baumaß
nahmen wie dem 3. Bauabschnitt „Datenkommunikationsnetz der TU Dresden“, Sanierung
HempelBau und GeorgSchumannStraße 7, Neubau Forschungsgebäude am MierdelBau
usw. wurde von der Universitätsleitung der Beschluss zur schrittweisen Einführung von VoIP
auf SoftwareBasis an der TU Dresden gefasst.
Zur Überprüfung der technischen Voraussetzungen und Möglichkeiten für einen mittel/län
gerfristigen (i. R. von Baumaßnahmen) Migrationspfad von klassischer TKTechnik hin zu VoIP
unter Beachtung wirtschaftlicher und sicherheits, sowie datenschutzrechtlicher Aspekte wur
de im ITLenkungsausschuss die Durchführung einer Teststellung mit den beiden Systemliefe
ranten für TK und Netzkomponenten Siemens und TSystems/Cisco beschlossen. Nach
Erstellung eines Pflichtenheftes wurde die Leistung ausgeschrieben und nach Auftragsvergabe
die Teststellungen von April  Juni 2009 implementiert. Der Test wurde in zwei Phasen durch
geführt. In der ersten Testphase wurden Testteilnehmer innerhalb des ZIH und des Dezernates
Gebäudemanagement und Datenverarbeitung einbezogen. In der zweiten Testphase wurde in
Absprache mit dem Personalrat der TU Dresden von August bis September 2009 ein Feldtest
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mit ca. 100 Teilnehmern durchgeführt. In diesem Feldtest wurden Testteilnehmer aus unter
schiedlichen Bereichen und HierarchieEbenen der TU Dresden einbezogen.
Während der Teststellung wurde die Zentrale des Staatsbetriebes für Sächsisches Immobilien
und Baumanagement (SIB) kontaktiert um die Möglichkeiten der Umsetzung von VoIP an der
TU Dresden im Umfeld des Sächsischen Verwaltungsnetzes (SVN) auszuloten. Auch die
Erfahrungen anderer Hochschulen bei der Einführung von VoIP (TU Chemnitz, Universität
Freiburg, Freie Universität Berlin) wurden intensiv recherchiert und  berücksichtigt.
Für den Vergleich beider Systeme wurde von der Arbeitsgruppe VoIP eine Bewertungsmatrix
auf Basis des ITGrundschutzes vom Bundesamt für Sicherheit in der Informationstechnik (BSI)
mit über 200 Testkriterien erarbeitet. Die Testkriterien wurden mit Punkten bzw.
Ausschlussmerkmalen bewertet.
Anhand des Leistungskataloges sowie zusätzlicher neuer Erkenntnisse und Erfahrungen aus
den internen und universitätsweiten Tests wurden die Teststellungen bewertet. Im Ergebnis
aller Bewertungskriterien erfolgt − auf Basis des Beschlusses des ITLA der TU Dresden − die
VoIPMigration mit den Partnern TSystems und Cisco Systems. Die TU Dresden setzt für die
Sprachkommunikation somit die adäquate Technik wie das Sächsischen Verwaltungsnetz bzw.
das Deutsche Forschungsnetz/Wissenschaftsnetz ein.

3 Zentrale Dienstangebote und Server
Das ZIH war 2009 bemüht, das Dienstangebot weiter zu verbessern und alte Server und
StorageTechnik durch neue zu ersetzen, wobei insbesondere der Anteil der virtuellen
Maschinen stark erweitert werden konnte (siehe Punkt 3.5). 
An der Integration der Dienste des ehemaligen Fakultätsrechenzentrums der Fakultät Infomatik
in das ZIHDiensteKonzept wurde 2009 weiter gearbeitet. Ein einheitliches Gesamtkonzept
wird erst nach der Realisierung eines zentralen Verzeichnisdienstes möglich sein.
3.1 Benutzerberatung (BB)
Die Benutzerberatung (BB) ist der zentrale Anlaufpunkt für allgemeine Nutzerfragen der
Studierenden und Mitarbeiter der TU Dresden zu allen zentralen Diensten (telefonisch, per
sönlich, via EMail). Dieses Dienstleistungsangebot gewährleistet die schnelle und sachge
mäße Informationsübermittlung zwischen den TUNutzern und den für die verschiedensten
Sachgebiete jeweils zuständigen ZIHMitarbeitern mit hoher Transparenz in beide Richtungen.
Durch den ständig verfügbaren Kontakt zu jeweils einem IvD (Ingenieur vom Dienst) in den
Zuständigkeitsbereichen „Universitäres Datennetz“ und „Zentrale Ressourcen“ wird eine zü
gige Vermittlung der erforderlichen Hilfeleistung sicher gestellt. 
Das Aufgabengebiet der BB umfasst:
 Pflege der Nutzerdatenbank mit derzeit ca. 77.500 Logins
 Bearbeitung/Weiterleitung eingehender Trouble Tickets
 zeitnahes Update der Betriebsstatusanzeigen auf den ZIHWebseiten
 Betreuung der Nutzer des WLANs
 Erledigung des DruckServices des ZIH im Bereich großformatiger Druckaufträge der TU
Struktureinheiten
 Entgegennahme und Weiterleitung von Störmeldungen bzgl. der zentralen Drucker, die
Studenten und Mitarbeitern im WillersBau zur Verfügung stehen
 Organisation der Belegungsplanung für die PCPools des ZIH (Lehrveranstaltungen)
 Videoüberwachung der PCPools des ZIH, insbesondere zur Vorbereitung und Betreuung von
Lehrveranstaltungen und Praktika 
 Auswahl, Einarbeitung und Kontrolle der studentischen Hilfskräfte, die in den PCPools des
ZIH eingesetzt werden
 Durchführung von Einweisungsveranstaltungen zu Beginn des Wintersemesters für neu im
matrikulierte Studierende zu Struktur und Dienstangebot des ZIH, sowie zur Nutzung zen
tral verfügbarer Ressourcen, von EMail und Internet
 Handbuchverkauf
An die Benutzerberatung des ZIH gibt es täglich im Schnitt 40 telefonische, 35 persönliche und
40 EMailAnfragen. Das am ZIH installierte Trouble Ticket System (OTRS) ermöglicht eine zeit
nahe und kompetente Bearbeitung dieser Nachfragen. Es gewährleistet einerseits ein effi
zientes Fehlermanagement und eine stärkere Serviceorientierung, andererseits erhöht es auch
für die Bearbeiter die Transparenz und damit die Nachvollziehbarkeit.
Einen großen Beitrag zur Servicesicherung der Benutzerberatung haben außerdem vier stu
dentische Hilfskräfte (SHK) geleistet, indem sie für die Absicherung der Öffnungszeiten zur
Verfügung standen sowie im Bereich Dokumentation (Webseiten, Formulare, Statusanzeige)
wichtige Aufgaben übernommen haben. Der Einsatz dieser SHKs in Beratungsgesprächen ist
unverzichtbarer Bestandteil des Nutzerservices geworden.
47
Die Benutzerberatung des ZIH befindet sich im WillersBau, Raum A 218, Tel. 46331666. Sie
ist Montag bis Freitag von 8:00 bis 19:00 Uhr geöffnet. Der Ansagedienst bei Störungen mel
det sich unter der Telefonnummer 0351 46331888.
Bild 3.1: Benutzerberatung des ZIH
3.2 Trouble Ticket System (OTRS)
Das am ZIH eingesetzte Trouble Ticket System (OTRS) trägt entscheidend zur Erweiterung der
Servicequalität bei. Es dient der transparenten Verwaltung und Bearbeitung aller Anfragen, die
das ZIH per EMail erreichen.
Die Verwaltung der Anfragen in problemorientierten Queues sorgt für eine zuverlässige
Bearbeitung durch die zuständigen Mitarbeiter dieses Fachbereichs. Dies gilt auch für kom
plexere Probleme, in deren Lösung mehrere Mitarbeiter involviert sind.
Statusanzeigen innerhalb des OTRS sichern eine hohe Transparenz der Bearbeitung einer
Anfrage für alle zuständigen Mitarbeiter. So sind im Problemfall die einzelnen Aktivitäten nach
vollziehbar.
Im Jahr 2009 sind etwa 4.670 Anfragen (Abbildung 3.1) über das Trouble Ticket System am ZIH
eingegangen und in kürzester Frist (Stunden, Minutenbereich) bearbeitet worden. Die
Resonanz bei den Kunden bestätigt das OTRS als Tool für effizientes Fehlermanagement und
Kundenzufriedenheit.
Zentrale EMailAdresse:
beratung@zih.tudresden.de für allgemeine Fragen




softwaresupport@zih.tudresden.de SoftwareSupport auf den Hochleistungsrechnern
softwarebeschaffung@zih.tudresden.de SoftwareBeschaffung
Die Benutzerberatung bleibt neben dem OTRS weiterhin die zentrale Anlaufstelle des ZIH für
telefonische und persönliche Anfragen. 
Abbildung 3.1.: Bearbeitete Tickets 2009 in den verschiedenen Queues 
3.3 Nutzermanagement
Zur Nutzung der zentralen Dienste des ZIH ist eine persönliche Benutzerkennung, bestehend
aus LoginName und Passwort, erforderlich. Diese werden vom ZIH auf persönlichen Antrag
des Nutzers bzw. bei Studenten automatisch bei der Immatrikulation bereitgestellt.
Die Nutzerdaten werden im ZIH mit Hilfe einer selbst entwickelten Datenbank „DUMAS“ ver
waltet. Auf dieser Basis wird auch der automatische Datenabgleich mit den Personalstellen und
dem Immatrikulationsamt realisiert und der Benutzerberatung eine grafische Oberfläche zur
OnlineVerwaltung zur Verfügung gestellt. 
Nach Einrichtung der StandardNutzerkennung muss über ein Webformular das StartPasswort
geändert werden. Erst dann stehen dem Nutzer alle angebotenen Dienste zur Verfügung.
Für das Hochleistungsrechnen ist eine projektbezogene Benutzerkennung nötig. Zur
Freischaltung dieser projektbezogenen Benutzerkennungen sind ein LoginAntrag
Hochleistungsrechnen und ein Projektantrag einzureichen. Im Jahr 2009 wurden insgesamt
16.260 Benutzerkennungen neu generiert. Die Anzahl der Benutzerkennungen erhöhte sich da
mit auf 77.484, davon 54.614 studentische.
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Abbildung 3.2: Anzahl der Logins pro Fakultät
Abbildung 3.3: Anzahl neu eingerichteter Logins
3.4 Login-Service
Der seit vielen Jahren angebotene LoginService (DialogService) wurde weiterhin auf zwei
Systemen mit aktueller Hard und Software angeboten. Dies erweist sich als ausreichend, da
51
die Zahl der vernetzten Arbeitsplätze, PCPools und WLANAnschlusspunkte stets zunimmt.
Ein Server hat Intel der andere AMDProzessoren. Beide laufen unter SLES10 SP2.
Tabelle 3.1
3.5 Bereitstellung von virtuellen Servern
Das ZIH hat auch im Jahr 2009 virtuelle Server als zentralen Service angeboten. Verwendet
wird das Produktpaket VMware Infrastructure 3 der Firma VMware. Seit Dezember 2009
kommt die Nachfolgeversion Vsphere zum Einsatz. Auf acht SunServern X4100 liefen durch
schnittlich 80 virtuelle Maschinen (VM). Diese werden durch das VMware Virtual Center zen
tral verwaltet. Anwender aus verschieden Instituten (Theoretische Physik, Psychologie,
Elektrotechnik) nutzen virtuelle Maschinen als FileServer. Weitere Anwendungen sind Web
Server, Wikis, LizenzServer, DruckServer, Ticketsystem (OTRS), CVSServer und Überwa
chungstools (Nagios, Ganglia). Forschungsprojekte, wie Chemomentum, SILC, TIMaCS und
Grid verwenden Server für Entwicklung und Dienste.
An die Server ist über Fibre Channel ein SAN angebunden, das in der Summe über 10 TByte
Plattenplatz verfügt. Gemeinsame FileSysteme, die auf allen Servern verfügbar sind, ermög
lichen die Nutzung von VMotion. Dieses Feature ermöglicht ausfallfreie LiveMigrationen ohne
Beeinträchtigung der Anwender, HardwareWartung ohne Ausfälle und Unterbrechungen und
die Verschiebung virtueller Maschinen weg von ausfallgefährdeten oder leistungsschwächeren
Servern. Eine hohe Ausfallsicherheit und effiziente Nutzung der Ressourcen wird durch die
Organisation der ESXHosts in zwei Clustern erreicht. Für das Backup der virtuellen Maschinen
verwendet das ZIH TSMKlienten zur Sicherung auf FileEbene und die Software vRangerPro
der Firma Vizioncore, um komplette VM zu sichern.
Auch die in der Fakultät Informatik befindliche VMwareUmgebung wurde im Jahr 2009 in zu
nehmendem Maße genutzt. Die Software wurde hier im Oktober auf vSphere (ESX 4) umge
stellt und der vCenterServer virtualisiert. Auf zehn SunServern X4200 M2 liefen, organisiert
in zwei ESXClustern, durchschnittlich 65 virtuelle Maschinen. Dazu gehören die WebServer
www, www1 und www2, der LoginServer ganymed, verschiedene WindowsServer, aber
auch spezielle Maschinen von einigen Lehrstühlen der Fakultät.
Zur Speicherung der virtuellen Maschinen wird ein gemeinsamer Bereich auf dem NetAppFiler
über iSCSI genutzt. Durch Anwendung der SnapShotTechnologie des Filers werden die VMs
täglich mit Hilfe des SnapManagers für Virtual Infrastructure innerhalb weniger Minuten voll
ständig gesichert. Die Verwendung der NetAppTechnologien ThinProvsioning und Deduplizie
rung sorgt für einen reduzierten Speicherbedarf der VMs, durch Deduplizieren allein bis zu 65%.
3.6 Storage-Management 
Seit dem Jahr 2000 hat sich ein zentrales Speichernetzwerk (Storage Area Network (SAN)) ent
wickelt. In dieses sind Speicher und ServerKomponenten des Backup, File, Mail, DGrid
Service integriert. Dienste, die keine gemeinsamen Komponenten benötigen, bilden jeweils
eigene geschlossene SANUmgebungen.
Mit der Inbetriebnahme neuer Server, dem Ausbau der Plattensysteme und Bandroboter konn
ten die Dienste dem weiter stark wachsenden Bedarf angepasst werden. 
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3.6.1 Backup-Service
Im Jahr 2009 musste wieder auf wachsende Anforderungen reagiert werden. 
Abbildung 3.4: Entwicklung des jährlichen (inkrementellen) Gesamtsicherungsvolumens im 
zentralen BackupService
Die Entwicklung zeigt, dass die zu bewältigende Datenmenge enorm wächst und dass die vor
handenen Kapazitätsreserven unter den bisherigen Nutzungsbedingungen nicht mehr lange
ausreichen werden. Die Kapazitätsgrenze liegt zur Zeit bei ca. 1,6 PByte (unkomprimiert). Um
die Auslastung zu verringern, wurde deshalb mit der Komprimierung der Daten auf den
Bändern begonnen.
Um Last und Größe der Datenbanken auf den BackupServern sinnvoll zu begrenzen, wurden
zwei weitere Sicherungsinstanzen aufgesetzt, so dass zum Ende des Jahres 21 Sicherungs
instanzen und zwei Verwaltungsinstanzen aktiv waren.
Im Dezember wurden acht weitere Server (IBM X3650) und Plattenerweiterungen beschafft,
die Anfang des Jahres 2010 in die bestehende BackupSANKonfiguration integriert werden sol
len. Ziel ist es, das bevorstehende Upgrade auf eine neue TSMServerVersion mit neuem
DatenbankFormat  sinnvoll vorbereiten und durchführen zu können, sowie Reserven für wei
tere Sicherungsinstanzen zur Verfügung zu haben. 
Der Einsatz der neuen BackupServerSoftwareVersion mit einem grundsätzlich überarbeite
ten Datenbankdesign verspricht sowohl eine weitere Steigerung der Performance als auch
Skalierbarkeit der BackupServer. Um auf die neue ServerVersion mit anderem
Datenbankformat aktualisieren zu können, musste zuvor die gesamte Serverlandschaft
zunächst auf die TSMServerversion 5.5.x gebracht werden. 
Damit wurde für die BackupKlienten der Einsatz der TSMKlient (Version 6.x.x) möglich, die ei
nige Verbesserungen mit sich bringt, vorallem im Umfeld der Sicherung von Dateien mit
Sonderzeichen im Namen, was mit den bisherigen Unix/LinuxKlienten nicht möglich war.
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Bild 3.2. BackupSAN
Die Nutzer wurden bereits informiert und um entsprechende Aktualisierung der Klient
Versionen gebeten, damit es nicht zu Kompatibilitätsproblemen kommt und bei sonstigen
Störungen auch auf den IBMSupport zurückgegriffen werden kann. Größere Schwierigkeiten
beim Aktualisieren der Klienten auf die 6.xTSMVersion sind nicht bekannt bzw. konnten ge
löst werden.
Es kam vor allem im Rechnerraum TRE 105 verstärkt zu Banddefekten. Da alle Daten jedoch
auf  zwei Bandkopien gelagert werden, sind bisher keine Datenverluste zu verzeichnen. Die
Daten wurden restauriert und die defekten Bänder ersetzt. In der Summe wurden ca. 100
Bänder ersetzt. 
Ende 2009 verfügte das ZIH über folgende BackupServiceHardwareAusstattung:
 2x IBM x366
 3x IBM x336
 8x IBM x3550
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 8x IBM x3650
 2x TapeLibrary IBM 3584 mit insgesamt 20 LTO3Laufwerken und mehr als 4.000 Kassetten
Stellplätzen (das entspricht einer NettoKapazität von mehr als 1,6 PByte)
 2x Plattensysteme IBM DS4300 mit insgesamt ca. 70 TByte Plattenplatz
 1x Plattensystem 6140 mit insgesamt 82 TByte Plattenplatz
 2x SAN–Switche mit je 32 Ports
Ende des Jahres wurden die vorhandenen TapeLibraries mit Kassetten voll aufgefüllt, so dass
das ZIH mit der derzeitigen HardwareAusstattung über 1,6 PByte (Netto) Bandkapazität verfügt. 
Abbildung 3.5: Inkrementelle Backups im Jahr 2009
Die Abbildungen 3.5 und 3.6 zeigen die Volumina der Sicherung und des Zurückspeicherns von
Daten an. Beide Größen entwickeln sich nicht kontinuierlich, da sie ereignisabhängig sind. Je
mehr Daten verändert wurden, desto mehr werden gesichert bzw. je mehr Daten verloren sind,
desto mehr müssen wiederhergestellt werden.
Im Jahr 2009 wurden mehr als 1,3 PByte Daten ins zentrale BackupSystem gesichert.
Restauriert wurden 4,3 TByte. Ende 2009 nahmen 594 Klienten an der Sicherung teil.
Die Anzahl der Klienten stieg im Vergleich zu den Vorjahren nicht mehr ganz so stark. Dafür gibt
es vermutlich mehrere Gründe. Zum einen lässt sich derzeit ein Trend zur Zentralisation der
Datensammlung feststellen, d. h. dass in den meisten Einrichtungen ein oder mehrere File
Server die Daten sammeln und ins Backup sichern. So steigt zwar die Datenmenge, nicht aber
die Anzahl der sichernden Maschinen. Zum anderen ist möglicherweise eine gewisse Sättigung
an teilnehmenden Maschinen  erreicht, d. h. dass die meisten Einrichtungen ihre Daten bereits
ins zentrale BackupSystem sichern und/oder bisher nicht teilnehmende Institutionen entweder
andere Lösungen bevorzugen oder den BackupService nicht in Anspruch nehmen wollen.
Bei ständig wachsenden DateisystemGrößen und steigender Dateianzahl je Dateisystem sind
Grenzen beim dateibasierten Backup sichtbar. Die Backup und Wiederherstellungszeiten sind
teilweise sehr lang, da schon das Scannen des zu sichernden Dateisystems mit Millionen von
Files etliche Zeit in Anspruch nimmt. Ein zweispuriger Ansatz wäre hier überlegenswert, bei
dem imagebasiertes Backup für DesasterRecoveryZwecke mit selteneren Backups für
EinzeldateiRestauration gekoppelt werden. Diese Lösung erfordert allerdings neue konzep
tionelle Ansätze und neue technische Systeme. 
Abbildung 3.6: Restore von Daten im Jahr 2009
Abbildung 3.7: Entwicklung der Klientenanzahl im zentralen BackupService des ZIH
3.6.2 File-Service und Speichersysteme
Die Hauptkomponenten des zentralen FileServices bildeten auch im letzten Jahr die seit 2006
installierten Systeme. Ein mit der Clusterlösung HACMP verbundenes Serverpaar IBM pSeries
p570 sorgte für ausfallfreie Verfügbarkeit der HomeVerzeichnisse und anderer Datencontainer.
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Weitere Server, Plattensysteme und Switche bildeten SANInseln für Dienste, die sich nicht
gegenseitig beeinflussen dürfen.
Zusätzlich zu den Kapazitäten des HRSKKomplexes verfügt das ZIH derzeit über 16 SAN
Switche mit ca. 350 Ports und 12 Plattensystemen gleicher Bauart. Letzteres ermöglicht die
Administration mit einem einheitlichen ManagementProgramm. Diese Plattensysteme hatten
bei ca. 800 FC und SATAPlatten von 146 GByte 1TByte Größe eine Nutzkapazität von ca.
300 TByte. Alle wurden in geeigneter Weise zu Raid5Verbunden zusammengefasst und in be
darfsgerechten Partitionen (LUNs) an die Server verteilt.
Tabelle 3.2: Überblick über Diensten zugeordnete Plattensysteme und deren Kapazitäten
Der FileService, der lange Zeit ausschließlich für die HomeVerzeichnisse der Nutzer benötigt
wurde, wird zunehmend auch durch datenintensive Anwendungen und Projekte genutzt. Für
diese mussten die Kapazitäten deutlich erweitert und erneuert werden. Die Standardquoten
wurden erhöht.
Studierende können 300 MByte FileService (Home) und weitere 300 MByte für Mails bean
spruchen. Für Mitarbeiter der TU beträgt diese Quote jeweils 1 GByte. Auf Anfrage ist die
Benutzerberatung in der Lage die Quoten des FileServices zeitweise auf 1 GByte (Studieren
de) bzw. 5 GByte (Mitarbeiter) zu erhöhen.
Die Erfahrungen mit der SANVerbindung zum Medienzentrum (MZ) zeigen, dass sich das
Konzept auf andere Standorte erweitern lässt. Außer bei Wartungsarbeiten, die mit
Ausschalten des Systems verbunden sind, gab es keine nennenswerten Störungen.
Künftige Interessenten können Plattencontainer von bis zu 5 TByte übernehmen oder auch in
eigene Einschübe für die Plattensysteme investieren. Das hat den Vorteil, dass die Investition
finanzierbar bleibt und trotzdem alle Vorzüge eines hochredundant ausgelegten Plattensystems
(alle Steuerelemente doppelt vorhanden) genutzt werden konnten. Der Zugriff der dezentra
len Server erfolgt direkt über eine Glasfaserleitung ins ZIHSAN. Eine andere Variante ist der
Zugriff per NFS. Hier stellt ein dedizierter NFSServer NFSContainer exklusiv für die
Interessenten bereit. Das Nutzermanagement (und Aufbau der Dateibaumstruktur) kann vom
ZIH oder vom Administrator des NFSKlienten übernommen werden. Das Backup erfolgt di
rekt vom NFSServer. Der Nachteil, dass für Restore das BackupTeam des ZIH bemüht wer
den müsste, ist bisher nicht spürbar.
Die vom ZIH betriebenen sowie die im Campus nach dem ZIHModell arbeitenden PCPools,
nutzen den zentralen FileService des ZIH über SAMBAZugriffe. Darüber hinaus wird in den
angebotenen Lehrgängen zu den MicrosoftBetriebssystemen auf diese Möglichkeit verwie
sen. So kann davon ausgegangen werden, dass eine hohe Anzahl der MitarbeiterPCs eben
falls von dieser Möglichkeit Gebrauch macht.
3.7 Lizenz-Service
Für die Bereitstellung von LizenzSchlüsseln bzw. Nutzungsberechtigungen für Anwendersoft
ware wurde der virtuelle Server (licserv.zih.tudresden.de), der zuverlässig alle Netzwerk
Lizenzen verwaltet, verwendet.
3.8 Peripherie-Service
Der DruckService für Studenten und Mitarbeiter wird im Rahmen eines Miet und
Betreibervertrages zwischen der Firma saxocom AG und der TU Dresden mittels CopyKarten
(Abrechnungssystem XPRINT) angeboten. Dabei erfolgt durch das ZIH eine Unterstützung im
Hinblick auf Netzeinbindung der Drucker bzw. DruckServer und Tests von neuer Software.
3.9 PC-Pools
Die Nutzung der PCPools im WillersBau A 119 und A 119a für die studentische Ausbildung mit
insgesamt 46 PCArbeitsplätzen und derDruckmöglichkeiten über das Netz erfolgte grund
sätzlich in zwei Formen:
 Durchschnittlich standen sie den Studenten als ein wesentlicher Beitrag zur Abdeckung der
Grundversorgung an der TU Dresden zu 60% als Arbeitsplatz für individuelles Arbeiten zur
Verfügung (effektive wöchentliche Nutzungsdauer ca. 70 Stunden).
 Durchschnittlich zu 40% wurden sie zur Durchführung von Lehrveranstaltungen bereitgestellt
zwecks Absicherung der Überlaufkapazität der Fakultäten.
Voraussetzung für die Anmeldung in den studentischen Pools des ZIH ist eine gültige Benutzer
kennung für die Ressourcen des ZIH. 
Die Datenspeicherung erfolgt auf dem zentralen FileServer des ZIH, auf dem der Benutzer ei
nen quotierten Speicherplatz (mindestens 300 MByte) vorfindet. Für die Zwischenspeicherung
von Daten während der aktuellen Sitzung steht auf dem PoolPC eine lokale Festplatte zur Verfügung. 
Im Pool sind Mail und InternetZugriff möglich. 
Das Drucken ist mittels CopyKarten auf bereitstehenden Druckern möglich.
Für die Nutzung des Pools für die studentische Ausbildung existierten Mechanismen, die den
allgemeinen Desktop des PCs um seminarspezifische Komponenten erweitern. Weitere
Informationen über die SoftwareInstallation in den Pools, insbesondere zum
Installationskonzept siehe Punkt 4.3 („MicrosoftWindowsSupport“).
Zur Raumplanung sind gewünschte Lehrveranstaltungen über ein Antragsformular bei der BB
anzumelden:
http://www.tudresden.de/zih/dienste/formulare
Nutzungszeiten 2008: Montag  Freitag 7:30 Uhr  21:00 Uhr
(70 h wöchentlich) (Dienstag ab 10.00 Uhr wegen Installations bzw. Reinigungsarbeiten)
Samstag 8:00 Uhr  13:00 Uhr
Durch die Poolbetreuer in der Benutzerberatung erfolgt eine ständige Kontrolle hinsichtlich
Funktionalität und Verfügbarkeit aller zu den Pools gehörenden Geräte, Netzzugänge,
Programme und Datenbestände. Den Wechsel von individueller Nutzung zu einer bevorste
henden Lehrveranstaltung steuert die ZIHBenutzerberatung über einen Servicearbeitsplatz,
indem ein PoolShutdown/Reboot initiiert wird. Auf dem Beobachtungsmonitor des
Videoüberwachungssystems kann der „Erfolg“ dieser Maßnahme beobachtet und daraus ggf.
weitere erforderliche Entscheidungen getroffen werden, die zur Absicherung des ordnungs
gemäßen Beginns der Lehrveranstaltung nötig sind. Außerdem werden von hier aus die
Lehrveranstaltungen koordiniert, die Dozenten bei den Praktika unterstützt, fachliche
Kurzanleitungen für die studentischen Nutzer erstellt und Hilfestellungen bei telefonischen
Anfragen aus der Universität gegeben.
Im Weiterbildungskabinett des ZIH (WillersBau A 220) werden Lehrgänge des ZIH im Rahmen
seines Aus und Weiterbildungsprogramms (siehe Punkt 9) und angemeldete Lehrveranstal
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tungen von TUDozenten durchgeführt. Die Lehrgangsteilnehmer melden sich hier mit ihrem
ZIHAccount bzw. über ServiceAccounts an.
Alle drei PCPools des ZIH (A 119, A 119a und A 220) gehören logisch zu einer WindowsDomä
ne (siehe Punkt 4.3).
Das WLAN in den Foyers wurde von Studierenden mit privatem Notebook auch im Jahr 2009
in hohem Maße genutzt. So greifen oftmals gleichzeitig bis zu 30 Nutzer − verteilt auf drei
Foyers des WillersBaus − über das WLAN des ZIH auf das Internet und auf zentrale





Ziel der Informationssicherheit ist der Schutz der Informationen und Geschäftsprozesse in
Forschung, Lehre und Verwaltung. Die Bedeutung der IT in diesen Bereichen unterstreicht die
Wichtigkeit der Informationssicherheit an einer Universität. Das zentrale Dokument zur
Informationssicherheit an der TU Dresden ist die IuK Rahmenordnung, die als Sicherheitsleit
linie die Organisationsstruktur und die Rahmenbedingungen zur Etablierung der Informations
sicherheit an der Universität festlegt. Die Informationssicherheitskonzepte für die zentralen IT
Verfahren der Universität werden mit dem SicherheitsmanagementTeam (SMT) der
Universität abgestimmt. Der ITSicherheitsbeauftragte des ZIH ist in seiner Funktion der IT
Sicherheitsbeauftragte der TU Dresden. Eine enge Kooperation besteht mit dem
Datenschutzbeauftragten der TU Dresden bei Fragen der Umsetzung von Verfahren, die per
sonenbezogene Daten verarbeiten. Der ITSicherheitsbeauftragte des ZIH unterstützt und be
rät die jeweiligen Struktureinheiten bei der Etablierung des notwendigen Informationssicher
heitsniveaus.
Im Jahr 2009 war ein deutlicher Anstieg an Sicherheitsvorfällen zu verzeichnen. Insgesamt 490
Sicherheitsvorfälle wurden gemeldet. Insgesamt 380 Vorfälle davon waren auf Microsoft
Windows basierende Computersysteme zurückzuführen, die mit dem Downadup/Conficker
Wurm infiziert waren. Diese Schadsoftware verbreitet sich über eine Schwachstelle in
Windows, für die bereits seit Oktober 2008 ein MicrosoftSicherheitsupdate verfügbar ist. Eine
weitere Infektionsquelle sind USBSticks, da beim Anschließen des Sticks automatisch der da
rauf befindliche Wurm gestartet wird. Vom ZIH wurden geeignete Maßnahmen ergriffen, um
eine Kontaktaufnahme infizierter Rechner mit dem Steuersystem zu verhindern. 40% aller
Vorfälle ereigneten sich in Studentenwohnheimen, 20% der Vorfälle waren infizierte Systeme
von Nutzern im zentralen WLAN. 
Das DFNCERT bietet den Mitgliedseinrichtungen des Deutschen Forschungsnetzes für eine
frühzeitige Information über ITSicherheitsvorfälle in deren Datennetzen den Dienst
„Automatische Warnmeldungen“ an. Das ZIH verteilt diese Warnmeldungen seit Oktober
2009 automatisiert an die registrierten Netzadministratoren. Dadurch kann schneller auf er
kannte Sicherheitsvorfälle reagiert werden. 
3.10.2 Frühwarnsystem (FWS) im Datennetz der TU Dresden 
Zur weiteren Erhöhung der ITSicherheit im Datennetz der TU Dresden hat das ZIH ein Network
Behavior Analysis System als Frühwarnsystem (FWS) am 18.12.2009 in Betrieb genommen. 
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Das Frühwarnsystem schützt die ITSysteme der TU Dresden vor Angriffen sowohl aus dem
Internet als auch dem Campusnetz. Es erkennt Anomalien im Datennetz, welche z. B. durch
infizierte Systeme hervorgerufen werden und ermöglicht eine äußerst schnelle Reaktion auf
derartige Vorkommnisse. Die Verhinderung sowie die frühzeitige Erkennung von Sicherheits
vorfällen senken den Aufwand sowie gegebenfalls die Kosten zur Wiederherstellung des be
troffenen Systems und minimieren damit mögliche ImageSchäden für die TU Dresden. 
Die Errichtung und der Betrieb des Frühwarnsystems im Datennetz der TU Dresden erfolgen
gemäß § 14 Abs. 6 sowie Abs. 10 der Rahmenordnung für die Nutzung der Rechen und Kom
munikationstechnik und Informationssicherheit an der TU Dresden (IuKRahmenordnung) und
auf der Grundlage der durch das Rektorat gemäß § 13 Abs. 5 SächsHSG am 27. Oktober 2009
erlassenen Ordnung zum Betrieb eines Frühwarnsystems (FWS) im Datennetz der TU
Dresden. Darüber hinaus liegt im Grundsatz ein positives Votum des Datenschutzbeauftragten
der TU Dresden als auch des Sächsischen Datenschutzbeauftragten vor. Nach § 4 Abs. 2 der
Ordnung werden die aufgezeichneten, detaillierten Verkehrsdaten am übernächsten Arbeitstag
nach Speicherung automatisch durch das FWS gelöscht. 
3.10.3 VPN 
Das zentrale VPN der TU Dresden wurde insbesondere für die Nutzung von mobilen Endgerä
ten, wie Windows Mobile, iPhone und Nokia Telefonen, erweitert. Das ZIH hat Institute und
Einrichtungen der TU Dresden bei der Konfiguration und Erstellung von VPNZugängen unter
stützt und beraten. Für den Zugang zum Rektorat über VPN wurde eine entsprechende
Appliance vom Typ Cisco ASA 5520 der Firma Cisco eingerichtet. 
Die Anbindung der Außenstandorte Nickerner Weg, Karcherallee, Semperstraße,
Einsteinstraße, PirnaPratzschwitz, die bisher über VPN/DSL angebunden an die TU Dresden
waren, wurde im Rahmen des Sächsischen Verwaltungsnetzes (SVN) auf ein MPLSVPN um
gestellt. Dadurch konnte die zur Verfügung stehende Bandbreite auf 10 Mbit/s erhöht werden. 
3.10.4 Konzept der zentral bereitgestellten virtuellen Firewalls 
Für Institute und Einrichtungen der TU Dresden bietet das ZIH die Nutzung von virtuellen
Firewalls (VFW) an. Neben der technischen Infrastruktur in den Datenverteilerräumen stellt das
ZIH eine homogene Plattform in Form von FirewallServiceModulen in den BackboneKnoten
zur Verfügung und unterstützt die Institute bei der Einrichtung ihrer lokalen Sicherheitspolicies.
Die Administration erfolgt durch den jeweiligen Nutzer – bei Bedarf natürlich auch mit
Unterstützung durch das ZIH. Der Dienst ist bereits in den BackboneKnoten ZeunerBau,
AndreasSchubertBau, HülsseBau, TrefftzBau und BarkhausenBau sehr erfolgreich in
Produktion. Der Einsatz einer virtuellen Firewall ist im Vergleich zu dedizierten lokalen
Systemen erheblich effizienter, kostengünstiger und folgt gleichwohl modernen ITStrategien
bezüglich des dezentralen Managements von zentralen Infrastrukturkomponenten. Als
Hardware kommt das Firewall Service Modul (FWSM) für Cisco Catalyst 6509 bzw. die ASA
5520 der Firma Cisco zum Einsatz. 2009 wurde das FirewallKonzept deutlich ausgebaut. Für
folgende Einrichtungen bzw. Fakultäten wurden virtuelle Firewalls, teilweise an mehreren
BackboneKnoten, in Betrieb genommen: 
 Fachrichtung Mathematik 
 Institut für Systemarchitektur 
 Fakultät Architektur (drei BackboneKnoten) 
 Philosophische Fakultät (zwei BackboneKnoten) 
 Fachrichtung Biologie 
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 Institut für Werkstoffwissenschaften 
 European Project Center 
 Institut für Geotechnik 
 Institut für Landschaftsarchitektur 
 Professur für Geoinformationssysteme 
 Lehrstuhl für Allgemeine Wirtschafts und Sozialgeographie 
 Lehrstuhl für Raumordnung 
 PoolKonzept der Fakultät Elektrotechnik und Informationstechnik 
 Personalrat der TU Dresden 
Weiterhin erfolgte im TrefftzBau der Ausbau der zentralen Firewall mit je zwei FWSM der Firma
Cisco. Durch die Erweiterung der FirewallHardware wurde eine erhöhte Redundanz
(Active/ActiveFailover) und Bandbreite von bis zu 10 Gbit/s (10x 1 Gbit/s) für den Zugriff auf die
im ZIH installierten zentralen Ressourcen und den Zugang zu den Remote AccessDiensten
des ZIH (WLAN, VPN, Modem) geschaffen. 
Um die Netzadministratoren optimal bei der Einrichtung der virtuellen Firewall zu unterstützen,
wurden im ZIH Workshops und entsprechende Kurse durchgeführt.
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4 Serviceleistungen für dezentrale DV-Systeme
4.1 Allgemeines
Die Betreuung dezentraler DVSysteme der Universität durch das ZIH als Kompetenzzentrum
erfolgt vor allem auf folgenden Gebieten: 
 PCSupport an installierten PCs und ihren Netzanschlüssen (VorOrtService)
 Microsoft WindowsSupport, insbesondere an PCPools für die studentische Ausbildung
 zentrale SoftwareBeschaffung für die Universität
 Benutzerberatung (ZIHInformationsstelle, siehe Punkt 3.1)
4.2 PC-Support
4.2.1 Investberatung
Im Jahr 2009 wurden neun Anträge (2008 waren es vier) gemäß SMWKVerwaltungsvorschrift
„Finanzierung von Großgeräten an Hochschulen“ gestellt, deren Bearbeitung Beratungen und
eine abschließende Stellungnahme erforderte. Bei der Beratung stand einerseits die Erhöhung
der Förderchancen im Vordergrund, andererseits wurden Empfehlungen für die Auswahl und
den späteren Betrieb der Komponenten ausgesprochen.
Für die drei im Folgenden aufgeführten CIPAnträge erfolgte durch das ZIH als Antragsteller die
Bündelung zur Realisierung unter einem einheitlichen PoolKonzept: 
 „PCPools PhilWiWiMWET/IT“ (Zusammenfassung des Bedarfes der Philosophischen
Fakultät, der Fakultäten Wirtschaftswissenschaften, Maschinenwesen sowie Elektrotechnik
und Informationstechnik)
 „PCPools INF/BIOTEC“ (Zusammenfassung des Bedarfes der Fakultät Informatik und des
Biotechnologischen Zentrums)
 „PCPool Mathematik“ (Bedarf der Fachrichtung Mathematik)
Für den nach intensiver Beratung mit dem ZIH gestellten Antrag „WAPCluster der Professur
für Materialwissenschaft und Nanotechnik am Institut für Werkstoffwissenschaft“ konnte ein
Betriebskonzept erstellt werden, das zum einen die Aufstellung und Administration des
Clusters im ZIH vorsieht und zum anderen den Zugriff auf diese Ressourcen auch durch die
Professur für Strömungsmechanik zulässt.   
Darüber hinaus fand eine Vielzahl von Beratungstätigkeiten im Rahmen verschiedener
Beschaffungsanliegen – insbesondere im Zusammenhang mit Berufungs bzw.
Bleibeverhandlungen – statt. In 28 Fällen (2008 waren es 29) wurde dazu eine schriftliche
Stellungnahme verfasst.
4.2.2 Implementierung (Software-Installationen, siehe Punkt 4.2.3)
In den Struktureinheiten vor Ort erfolgten:
 Installationen und Inbetriebnahmen von DVSystemen 29
 Auf und Umrüstungen, Systemerweiterungen
Systemoptimierungen 117
 Netzinstallationen, Erweiterungen lokaler Netze und Netzüberprüfungen 68
 Umsetzung von DVSystemen 1
 Datensicherung und rettung 123
 Ausleihe von PCs, Druckern und weiteren Komponenten aus dem ZIH 5
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4.2.3 Instandhaltung
Besondere Bedeutung hat der VorOrtService, insbesondere die Instandhaltung erforderlicher
Installationen und Inbetriebnahmen bzw. die Migration (Um/Aufrüstung, siehe Punkt 4.2.2).
Dieser Dienst und seine Hotline werden täglich mehrfach in Anspruch genommen.
Im Einzelnen wurden folgende Dienste realisiert:
 Fehlerdiagnose und Reparaturen von DVSystemen 297
 Beschaffungen von Ersatzteilen und Komponenten für Systemerweiterungen und
Netzinstallationen 104
 SoftwareInstallationen und Reparaturen 716
 Virenbekämpfung und Systemwiedereinrichtung 86
 Weiterleitung von Aufträgen an Fremdfirmen nach entsprechender Begutachtung 
und Diagnose 20
 Reparaturen mit Ersatzteilen, die aus stillgelegten Geräten gewonnen wurden 30
 Aussonderung von DVSystemen 9
Damit wurden insgesamt 1.605 unter Punkt 4.2.3 spezifizierte VorOrtEinsätze beim Anwender
registriert, die von zwei Mitarbeitern des ZIH getätigt wurden. Hinzu kommen insgesamt ca.
eine telefonische Beratung pro Tag zu Fragen rund um den PC und seine Peripherie und die
Auswertung von Angeboten.
Außerdem wurden folgende Leistungen erbracht: 
 Einrichtung der PCs für Sonderforschungsbereiche
 Unterstützung bei Beschaffungsvorhaben von DVSystemen/Geräten
 Einweisung in die Bedienung von DVSystemen und Programmen beim Nutzer vor Ort
 Instandhaltung von PCSystemen der MitarbeiterArbeitsplätze des ZIH
 RecyclingProzesse
 datenschutzgerechtes Löschen von Datenträgern 
4.3 Microsoft Windows-Support
Die WindowsBetriebssysteme der Firma Microsoft werden an der TU Dresden in vielen
Instituten und Einrichtungen als StandardBetriebssysteme eingesetzt. 
Mit Unterstützung des ZIH wurden in Instituten und Einrichtungen WindowsNetze aufgebaut
und gepflegt. Das ZIH wurde auch aktiv, wenn Probleme bei existierenden Windows
Installationen auftraten.
Das ZIH stellte für Veranstaltungen, die von Instituten und Einrichtungen der TU Dresden durch
geführt wurden, XPNotebooks zur Präsentation der Vorträge bzw. zum MailZugriff der
Teilnehmer bereit. Die bisher hierfür genutzten ToshibaNotebooks (Beschaffung 2005) wer
den Anfang 2010 durch neue Geräte ersetzt.
Im Jahr 2009 wurden die Grundlagen der campusweiten WindowsInfrastruktur weiter aus
gebaut. Die vom ZIH betriebene zentrale WindowsDomäne (Microsoft Active Directory (AD)
Domäne DOM.TUDRESDEN.DE – im Folgenden kurz DOMDomäne genannt) stellt die Basis
für die Nutzung der ZIHBenutzerkennung bei der Anmeldung an WindowsSystemen dar.
Hierfür realisiert sie die beiden grundlegenden Dienste:
 automatischer Abgleich der WindowsBenutzerPopulation mit der Benutzerdatenbank (DUMAS)
des ZIH 
 PasswortSynchronisation mit den UnixSystemen bei interaktiver Änderung des Kennwortes
über die PasswortÄnderungsseite des ZIH
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Die von der DOMDomäne bereits angebotenen Dienste wurden weiter betrieben:
 LizenzService für die Produkte SPSS, MathCAD 13 und 14, GSHARP und und Microsoft
WindowsBetriebssysteme (SelectVertrag)
 zentraler AntivirusUpdateService (Landeslizenz Sophos)
Alle WindowsServer des ZIH werden über NAGIOS überwacht.
PCPools WillersBau A 119/A 119a/A 220 des ZIH:
Das ZIH betreibt drei PCPoolRäume, die logisch zu einem PCPool gehören. Das zugrunde lie
gende SoftwareModell entstand in den letzten Jahren im ZIH und wurde kontinuierlich wei
terentwickelt. Die technische Ausrüstung ist in der folgenden Tabelle zusammengefasst.
Tabelle 4.1
Im Rahmen einer vom ZIH für Institute der TU Dresden geleiteten CIPBeschaffung wurden
2009 für diesen Pool 30 neue PCs gekauft. Damit kommen nun in den PoolRäumen des ZIH
durchgehend energiesparende und ergonomische Maschinen zum Einsatz.
Betriebskonzept des ZIHPCPools:
Der Benutzer des PCPools meldet sich mit seinem ZIHAccount an einer Workstation der
Active Directory (AD) Domäne des Pools an und ändert bei Bedarf sein Kennwort über die
PasswortSeite des ZIH. Für Nutzer ohne persönlichen ZIHAccount (z.B. Teilnehmer an
Weiterbildungsveranstaltungen) stehen spezielle Accounts bereit, die bei Bedarf aktiviert wer
den können. 
Die Ablage der produzierten Nutzerdaten erfolgt im persönlichen Benutzerverzeichnis auf dem
ZIHFileServer und unterliegt somit dem täglichen Backup. Die Daten sind jederzeit über das
Internet abrufbar. Auf den WindowsWorkstations und Servern des Pools werden keine
Nutzerdaten gespeichert. Eine Ausnahme stellt das Weiterbildungskabinett WillersBau A 220
dar, für dessen teilweise mehrtägige Kurse eine zusätzliche kurs und benutzerbezogene
Datenablage auf dem PoolFileServer existiert.
BasisFeatures des ZIHPools:
 Firewallgeschützte Windows 2003 Active Directory Domäne mit Windows XPKlienten
 Anmeldung der PoolNutzer mit der persönlichen ZIHLoginKennung
 Installation der Workstations über eine Kombination von 
 Cloning mit Symantecs  „Ghost Solution Suite“ („BasisMaschine“) sowie
 nachfolgender modularer Installation der einzelnen Anwendungen unter Nutzung von 
SoftwareVerteilmechanismen des Active Directory
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 modularer PCDesktop für den PoolBenutzer:
Basierend auf der modularen Installation der Anwendungssoftware kann der Desktop des
PoolPCs dem jeweiligen Nutzungszweck angepasst werden. In der Regel sind sämtliche in
stallierte Anwendungen über den Desktop erreichbar. Bei zugeschnittener Nutzung (z. B.
Seminare im Weiterbildungskabinett) werden nur diejenigen Benutzerkomponenten instal
liert bzw. sichtbar gemacht, die für die Nutzung der im Fokus der Veranstaltung stehenden
Software benötigt werden.
 Einsatz eines WindowsUpdateServers (WSUS) für das  automatische WindowsUpdate der
WorkstationBetriebssysteme sowie der MicrosoftApplikationen
 Gewährleistung des AntivirusSchutzes über einen poollokalen SophosServer, der sich von
der SophosZentrale in der DOMDomäne aktualisiert
 Einsatz des DefragmentierungsTools Diskeeper der Firma Diskeeper Corporation für die File
Systeme der PoolWorkstations
 zeitgesteuerte Nachtaktivitäten des Pools – die Workstations werden hierzu über
WakeOnLan (WOL) gestartet und nach Abschluss der Aktivität automatisch heruntergefah
ren – bedienen folgende Aufgabenkomplexe:
 AntivirusÜberprüfung der Server und der Workstations
 automatisches WindowsUpdate
 FilesystemDefragmentierung mit Diskeeper
 Abgleich des Pools mit der Benutzerdatenbank des ZIH
Die studentischen Pools waren im Jahr 2009 bei einem wöchentlichen Angebot von 3.200 PC
Stunden für alle TUAngehörigen geöffnet.
ZIHPCPools in der Fakultät Informatik




Seit 2008 bietet das ZIH für PCPools der Institute und Fakultäten eine BenutzerAnmeldung
unter Nutzung der zentralen WindowsDomäne (DOMDomäne) an.
Hierfür existieren zwei Wege:
 durch das ZIH wird im Institut eine Installation des ZIHPoolModells vorgenommen
 ein im Institut existierender PCPool wird um die Komponente „WindowsNutzervalidierung
mit ZIHAccount“ erweitert, die sonstige Administration bleibt aber davon unberührt
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Zur Abstimmung dieses Themenkomplexes mit den WindowsAdministratoren der TU Dresden
und dem Dezernat 4.6, Datenverarbeitung fanden im ZIH mehrere Diskussionsveranstaltungen
statt.
Mit Beginn des Wintersemesters 2009/10 konnte der auf das aktuelle Modell umgestellte Pool
der Fachrichtung Biologie in Betrieb genommen werden. Im Dezember begann die Installation
im Elektrotechnischen Institut. Die Inbetriebnahme wird im Januar 2010 erfolgen.
Bild 4.1
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Die Charakteristika des Modells stellen sich wie folgt dar:
 Als WindowsZentralinstanz wird die existierende DOMDomäne genutzt.
 PCPools in den Einrichtungen der TU Dresden spannen ihre eigenen WindowsDomänen
auf, die über Vertrauensstellungen (DomainTrust) mit der DOMDomäne verbunden sind.
 Ausschließlich die Nutzervalidierung erfolgt gegen die WindowsZentralinstanz, der
Anmeldefokus zeigt also auf die DOMDomäne.
 Die Prozeduren, die zur schlüssigen Arbeit eines Nutzers in der jeweiligen WindowsDomäne
der Struktureinheit notwendig sind, werden vom Administrator dieser Struktureinheit gene
riert und verwaltet. Für PCPools, die nach dem ZIHBetriebskonzept arbeiten, kommen die
hierzu entwickelten Administrations und ManagementProgramme zum Einsatz.
 Die Datenablage für die im ZIH registrierten Nutzer kann auf dem FileServer des ZIH erfol
gen, die Problematik der Integration „eigener“ FileServer der Struktureinheiten wird weiter
unten beschrieben.
 Lokale Nutzer der StruktureinheitsDomänen (z. B. Gäste der Einrichtung) werden vom je
weiligen lokalen Administrator administriert und melden sich dann nicht gegen die DOM
Domäne an.
- Für das Aufsetzen der Workstations in den StruktureinheitsDomänen und die Installation von
Anwendungssoftware können die Installationsprinzipien des Betriebskonzeptes des ZIH ge
nutzt werden. Das ZIH steht hier für Beratungen auf der Grundlage vorhandener Erfahrungen
zur Verfügung.
 Die Verwaltung der MicrosoftUpdates (Aktualisierungen für Betriebssystem und Office
Anwendungen) wird über einen in der jeweiligen Domäne zu installierenden Windows
SoftwareUpdateServer (WSUS) vorgenommen, der sich seinerseits direkt von Microsoft
aktualisiert. Damit hat jeder Administrator der „lokalen“ Instanz die Möglichkeit, die
Verwendbarkeit der angebotenen Patches und Updates für seine konkrete Installation zu ve
rifizieren.
Lokaler FileServer in der Struktureinheit
In Zusammenarbeit mit der TUVerwaltung wurde eine Variante erarbeitet, die aktuelle
Zugehörigkeit eines Nutzers zu Struktureinheiten der TU Dresden bzw. zu Studiengängen in
die DUMASDatenbank des ZIH einzuarbeiten. Der jeweils aktuelle Stand dieser
Zugehörigkeiten steht somit auf der DOMDomäne zur Verfügung und kann in den ange
schlossenen Pools ausgewertet werden. Dies liefert die Voraussetzung, den Zugriff zu „loka
len“ FileServern in den Pools der Institute auf „berechtigte“ Angehörige der Struktureinheit
zu begrenzen. Ein wichtiger Punkt unter dem Aspekt der Studiengangswechsel unserer
Studenten. 
SophosAntivirus 
Der AntivirusUpdateService bezieht seine Aktualisierungen automatisch von der Firma
Sophos. Er stellt die jeweils aktuellen Versionen der SophosKlientSoftware sowie der
AntivirusSignaturen für eine Vielzahl von Windows, Unix und MacOSBetriebssystemen be
reit. Dieser Service ist weltweit nutzbar. 
Für seine Nutzung registriert sich ein eingetragener ZIHBenutzer über ein WebInterface und
konfiguriert die entsprechende SophosKlientSoftware für den Zugriff zum UpdateServer im
Kontext seines ZIHBenutzerkontos. Der Nutzer schützt somit seine Systeme (Dienst
Computer sowie private Rechner) durch ein ständig aktuelles SophosAntivirus. Darüber hin
aus entstand ein Netzwerk nachgelagerter SophosUpdateServer in den Einrichtungen der TU
Dresden, die sich von der zentralen Instanz im ZIH aktualisieren und als Zugriffspunkt für
Computer im Netzwerk der jeweiligen Einrichtung arbeiten. Diese Server greifen über spezi
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elle Accounts zu, die vom UpdateServerAdministrator im ZIH gepflegt werden. Das Update
Geschehen in der Einrichtung ist Aufgabe des der lokalen Administrator.
Für 2010 ist die Installation dieses Dienstes auf einem ausfalltoleranten WindowsCluster ge
plant. Außerdem wird von der Nutzung von Lastverteilungsmechanismen auf den ausliefern
den WebServern eine Erhöhung der Effektivität der SophosServer erwartet.
4.4 Zentrale Software-Beschaffung für die TU Dresden
4.4.1 Arbeitsgruppe Software im ZKI
Das ZIH arbeitet in der Arbeitsgruppe Software des ZKI auf Bundesebene sowie auf
Landesebene mit. Dei beiden Gremien tagten im Berichtszeitraum zwei bzw. einmal. Die
Arbeitsgruppentätigkeit dient dem überuniversitären Erfahrungsaustausch, wie z. B. zum
SoftwareEinsatz, zu ProzessLösungen sowie zur Gestaltung von Verträgen. So haben
Meinungen, Vorschläge und Interventionen des Arbeitskreises Software im ZKI ein anderes
Gewicht bei den großen Firmen der SoftwareBranche als die einer einzelnen Hochschule.
Damit werden die Positionen der Hochschulen gegenüber den SoftwareHerstellern gestärkt,
aber auch letztere profitieren davon, indem sie konkret mit den Hochschulen abgestimmte
Lösungen anbieten können.
4.4.2 Strategie des Software-Einsatzes an der TU Dresden
Nach wie vor wird großes Augenmerk darauf gelegt, die Ressourcen zu bündeln und Software
als Forschungs und Lehrelizenzen über Bundes und Landesebene oder als Campuslizenz zu
beziehen. Natürlich setzt die einen entsprechend großen Bedarf voraus.
Bundesweite Rahmenverträge existieren für Adobe und CorelProdukte sowie VMware (mit
aber noch unbefriedigend geringen Rabatten).







Neu im Programm sind hier die AppleProdukte iWorks, iLife und das jeweils aktuelle Mac
Betriebssystem.
Aus vorgenannten Verträgen können dann die einzelnen Lizenzen zu besonders günstigen
Preisen bezogen werden.
In Abstimmung mit der Kommission für DVAngelegenheiten unterstützt das ZIH die Lehre an
der TU Dresden, in dem folgende Software für alle TUEinrichtungen kostenlos zur Verfügung
gestellt wird:
  Datenbanksystem Sybase (für die Lehre)
  Literaturverwaltung Refworks
 Bibliotheken EngelnMüllges und IMSL




Auf den Erwerb von Campuslizenzen, die teilnehmenden Struktureinheiten die Ausstattung ih
rer Studierenden ermöglicht, wird verstärkt Augenmerk gelegt. MathCAD und Origin enthal
ten Studentenoptionen.
Von den meisten natur und ingenieurwissenschaftlichen Fakultäten sind mit Microsoft
AcademicAlliancesVerträge geschlossen worden, die die Nutzung vieler MicrosoftProdukte
– außer Office – für Forschung und Lehre und das HomeUseRecht für die Mitarbeiter und
Studenten gestatten. Unter der von der Fakultät Wirtschaftswissenschaften erworbene IT
Academy von Microsoft können alle AcademicAlliancesVerträge geführt und so neben dem
erweiterten Leistungsumfang auch Einspareffekte erzielt werden.  
Mit gutem Erfolg ist das ständig weiter entwickelte System des LizenzManagements auf den
LizenzServern des ZIH durch die TUEinrichtungen angenommen worden. Durch die
Bündelung von SoftwareProdukten auf dem LizenzServer können für eine größere
Nutzeranzahl vergleichsweise preisgünstige Lizenzen ausgereicht werden.
4.4.3 Software-Beschaffung
2009 wurden durch das ZIH ca. 2.200 Beschaffungsvorgänge (zusammengefasste Nutzerbe
stellungen) realisiert. 
Das betraf vor allem die Beschaffung
 vertraglich gebundener Standardsoftware
  Software aus Campusverträgen 
 und weiterer „stark verbreiteter“ Software. 
Diese SoftwareProdukte repräsentieren einen großen mengen und wertmäßigen Anteil aller
im Jahr 2009 an der TU beschafften Software, wobei der mengenmäßige Teil überwiegt. Das
liegt an der optimalen Vertragsgestaltung, die besonders infolge großer Abnahmevolumen ko
stenmäßige Vergünstigungen einräumt. Diese konnten an die TUNutzer weitergegeben wer
den. So wurden durch die Institute meist nur sehr teuere Branchensoftware oder spezifische
Tools erworben. Aber auch hier bietet das ZIH im Rahmen der Möglichkeiten Hilfe bei der
Beschaffung an, z. B. durch die Vermittlung von Nutzern innerhalb der TU oder Prüfung von kauf
männischen Konditionen.
Eine starke Zunahme erfuhr neben der SoftwareBeschaffung auch die individuelle
Nutzerberatung der Mitarbeiter der SoftwareGruppe. Da hier Fragen und Probleme zur spezi
ellen SoftwareNutzung angesprochen werden, die eigentlich nicht im Aufgabenprofil der hier
tätigen Mitarbeiter liegen, kann dies nur mit einem zeitintensiven Qualifizierungsbedarf reali
siert werden. Dies und der hohe Betreuungsaufwand vieler SoftwareProdukte, z. B. durch
Weitergabe ständig wechselnder SoftwareKeys oder Aktualisierung von ServicePacks, haben
das SoftwareTeam stark gefordert.
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5 Hochleistungsrechnen
Das ZIH ist für die Bereitstellung von großen Ressourcen sowohl im Daten als auch im
ComputeBereich verantwortlich, um den Anwendern der TU Dresden und darüber hinaus auch
Forschungseinrichtungen des Freistaates Sachsen die Möglichkeit zu geben, effizient an der
Lösung neuer Herausforderungen insbesondere in den Ingenieur und Biowissenschaften zu
arbeiten. Die HPCWebseite 
http://www.tudresden.de/zih/hpc 
gibt den Nutzern der Hochleistungsrechner dazu alle notwendigen Informationen. Mit Hilfe der
BetriebsstatusAnzeige, die detaillierte Statusinformationen direkt aus der Monitoring
Software Nagios bezieht, erhält der Nutzer Hinweise zur Verfügbarkeit der Systeme; eine
Tabelle ermöglicht die schnelle Übersicht zur installierten Anwendungssoftware. Die folgende
Abbildung gibt einen Überblick über alle Hochleistungsrechner mit dem Hochleistungsrech
ner/Speicherkomplex „Datenintensives Rechnen“ als Spitzenressource. 
Bild 5.1: Netzeinbindung der Hochleistungsrechner
Wichtiger Bestandteil des Hochleistungsrechnens ist auch eine umfangreiche Anwenderunter
stützung, die neben der Bereitstellung einer breiten Palette von Anwendersoftware auf den
Hochleistungsrechnern auch  Visualisierungsangebote und Unterstützung bei der
Programmentwicklung einschließt.
5.1 Hochleistungsrechner/Speicherkomplex (HRSK)
Der Hochleistungrechner/Speicherkomplex „Datenintensives Rechnen“ wurde im Jahr 2005
ausgeschrieben als ein Verbundsystem von Hochleistungsrechner und PCFarmKomponente
mit exzellenter Anbindung an die SANPlattensysteme, die zusätzlich auf ein Hintergrundarchiv
zur Auslagerung von sehr großen Datenbeständen zurückgreifen können (vgl. Bild 5.2). 
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Bild 5.2: HRSKFunktionsschema
Die Realisierung des HRSKProjektes erfolgte in den Jahren 2005 und 2006 nach einem
Stufenkonzept. Am 19. Dezember 2006 konnte der Gesamtkomplex nach erfolgreicher
Abnahme übergeben werden. Die zu diesem Zeitpunkt noch nicht vollständig erbrachten
PerformanceLeistungen konnten bis zum 29. März 2007 realisiert werden.
5.1.1 HRSK Core-Router
Mit der HRSKInstallation wurde als CoreRouter ein Firewall vom Typ Cisco Catalyst 6509 in
stalliert. Seit der im Januar 2006 erfolgten Inbetriebnahme trägt er effektiv zum Schutz der
HRSKKomponenten bei, in dem er z. B. die Rechner vor Angriffen aus dem Internet schützt.
Im Juli 2009 erfolgte die FirewallErweiterung für den HRSKBereich. Es wurde eine zweites
Firewall Service Modul (FWSM) der Firma Cisco installiert und das vorhandene FWSM auf ei
ne neue Software aktualisiert. Mit dem Einsatz von zwei FWSM wurde die Bandbreite auf 10x
1 Gbit/s erhöht und eine Active/Active Failover etabliert. Durch die FailoverFunktionalität wur
de die Verfügbarkeit der FirewallFunktionalität im HRSKBereich verdoppelt. Bei einem mögli
chen Ausfall eines FWSM kann die Verfügbarkeit für die Hochleistungsrechner weiterhin ga
rantiert werden.
5.1.2 HRSK SGI Altix 4700
Die am 22. September 2006 im neu gebauten Anbau an den TrefftzBau installierte HPCHRSK
Komponente Altix 4700 war auch 2009 in fünf Partitionen unterteilt, wovon drei Partitionen zu
je 512 Cores als Produktionssysteme nur über das Batchsystem LSF erreichbar waren, wäh
rend die Partition Mars mit insgesamt 384 Cores als Login und Produktionssystem zur
Verfügung stand. Die mit zusätzlicher Hardware ausgestattete Partition Neptun wurde als in
teraktives System für Entwicklungs und Grafikaufgaben genutzt. 
Auch 2009 standen die Wartungsarbeiten an der Altix 4700 unter dem Gesichtspunkt der
Verbesserung der Stabilität der Hardware und der FileSysteme. So erfolgten wieder viertel
jährlich MemoryDiagnoseTests und im August ein FirmwareUpdate aller lokalen Plattensys
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teme. Im September wurden ein Betriebssystem und FileSystemUpdate (SuSE SLES 10
SP2, CXFS 5.2) durchgeführt, im November ein SLESSecurtiyFix eingespielt. 
Leider mussten 2009 auch Zwangsabschaltungen erfolgen.  Vom 7. bis 21. Januar war nach ei
ner Kühlturmhavarie infolge Frostschadens nur ein eingeschränkter Betrieb der Altix möglich.
Vom 6. Juli bis 5. August musste eine Partition der Altix ausgeschaltet werden, um den Umbau
der Klimaanlage (Umrüstung auf neue Kühltürme) zu gewährleisten.
Bild 5.3: HRSK SGI Altix 4700 – mars.hrsk.tudresden.de
Hardware:
 Intel Itanium2 Montecito DualCore CPUs (1.6 GHz/9 MByte L3 Cache)
 2048 Cores in 1024 Sockets
 6,5 TByte Hauptspeicher, ccNUMA
 größtes SharedHauptspeicherSegment: 2 TByte
 68 TByte Platten im HPCSAN
Software:
 SuSE SLES 10 inkl. SGI ProPack
 Batchsystem LSF
 Intel Compiler (C/C++, Fortran), Bibliotheken und Tools 





(System  4 Cores, Login  32 Cores, Produktion  348 Cores, 1 GByte pro Core
Hauptspeicher)
 jupiter.hrsk.tudresden.de 
(System  4 Cores, LSFScheduler  2 Cores, Produktion  506 Cores, 4 GByte pro Core
Hauptspeicher)
 saturn.hrsk.tudresden.de 
(System  4 Cores, LSFScheduler  2 Cores, Produktion  506 Cores, 4 GByte pro Core
Hauptspeicher)
 uranus.hrsk.tudresden.de 
(System  4 Cores, LSFScheduler  2 Cores, Produktion  506 Cores, 4 GByte pro Core
Hauptspeicher)
 neptun. hrsk.tudresden.de
(System  4 Cores, Entwicklung/Grafik  124 Cores, 1 GByte pro Core Hauptspeicher, 4 ATI
Grafikkarten, 2 FPGAs)
Shared FileSysteme (CXFS):
 WORK  8 TByte (Home und Anwendungssoftware)
 FASTFS - 60 TByte
Trotz der Ausfälle bzw. Umbauarbeiten an den Kühltürmen wurden 2009 insgesamt 12,2
Millionen CPUStunden an die Nutzer abgegeben. Die Hauptnutzer waren von der Fakultät
Maschinenwesen das Institut für Werkstoffwissenschaft mit 5,1 Millionen CPUStunden ins
besondere für die Projekte „Abinitio Modellierung der Oxidation bimetallischer Legierungen“
und „Molecular and organic electronics“ sowie  das Institut für Luft und Raumfahrt mit 2,77
Millionen CPUStunden für die Projekte „Numerik magnetisch kontrollierter Strömungen“ und
„Numerische Modellierung und elektromagnetische Kontrolle von Körperumströmungen in
elektrisch schwach leitfähigen Flüssigkeiten“. Auf den weiteren Plätzen folgten das Institut für
Strömungsmechanik der Fakultät Maschinenwesen mit 1,57 Millionen CPUStunden,  das Max
PlanckInstitut mit 0,97 Millionen CPUStunden und die TU Bergakademie Freiberg mit 0,82
Millionen CPUStunden. 
5.1.3 HRSK PetaByte-Bandarchiv
Die Bandbibliothek Sun StorageTek SL8500 ist ein leistungsfähiges modulares System mit ho
her Zuverlässigkeit und Skalierbarkeit. Die 2006 installierte Bandbibliothek hat folgende tech
nische Parameter:
 2.500 LTO3Bänder (native Kapazität: 400 GByte je Band) – erweiterbar auf 3.100 Bänder
 30 LTO3Laufwerke (Hersteller HP) – erweiterbar auf 64 Laufwerke
 8 Robotics zur Bedienung der Laufwerke
 HardwareKomprimierung beim Schreiben auf Band
Mit dieser Installation ist eine native Bandkapazität von einem Petabyte vorhanden, die durch
die Komprimierung der Daten auf den Bändern entsprechend vervielfacht wird. Der Anschluss
der Laufwerke über redundante FibrechannelSwitches (4 GBytePorts) an den FileServer (Altix
350System) gewährleistet einen Durchsatz von ca. 1,8 GByte/s.
Eingesetzt wird die SL8500 als Speichermedium für das hierarchische FileSystem an der HPC
Komponente. Auf Basis des Betriebsystems SuSE wird die Software DMF von SGI verwen
det. Der Betrieb der Bandbibliothek im hierarchischen FileSystem unter DMF lief auch 2009
sehr stabil. 
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Durch die Nutzung des DMF wird der Speicherplatz eines FileSystems an der HPC
Komponente (nativ: 60 Terabyte) auf mehr als ein Petabyte erweitert, indem Dateien von Disk
auf Band verlagert werden. Aus Sicht des Anwenders sind die Dateien aber im FileSystem vor
handen, egal ob sie auf Disk oder Tape gespeichert sind. Im hierarchischen FileSystem wird
jede Datei, die auf die Bandbibliothek ausgelagert wird, in zwei Kopien auf Bänder geschrie
ben (Redundanz bei Fehlern). Durch den laufenden Abgleich der Dateien im FileSystem und
der Dateien in der Bandbibliothek werden auch Bänder mit gelöschten Dateien wieder freige
geben, das DMF realisiert also lediglich eine hierarchische Speicherung und kein Backup so
wie keine Archivierung.
Derzeit sind seit der Inbetriebnahme ca. 1.950 der 2.500 Bänder belegt. Durch die Komprimie
rung der Laufwerke werden auf ein Band zwischen 400 Gigabyte (Dateien sind nicht kompri
mierbar) und 2  3 Terabyte (Dateien sind komprimierbar) gespeichert. Einzelne Bänder errei
chen durch hochkomprimierbare Dateien eine Speicherkapazität von ca. 10Terabyte. Die Anzahl
der gespeicherten Dateien in der Bandbibliothek ist stetig gewachsen. Im Dezember 2009 wa
ren ca. 7.800.000 Dateien auf Bänder ausgelagert, d. h. insgesamt ca. 15.600.000 Dateien auf
den Bändern der SL8500 gespeichert.
Im Jahr 2009 wurden die folgenden Werte für die Nutzung der SL8500 erreicht (vgl. Tabelle 5.1).
Die Zahlen in Klammern sind die Werte, die durch das Erzeugen der zwei Kopien einer Datei
in der Bandbibliothek entstehen. Die Zahlen ohne Klammer beziehen sich auf die Dateien im
FileSystem.
Tabelle 5.1: Nutzung der SL8500
5.1.4 HRSK Linux Networx PC-Farm
Die am 10. Juli 2006 im TrefftzAnbau installierte wassergekühlte PCFarmHRSKKomponente
lief auch 2009 mit der folgenden Ausstattung:
Hardware:
 AMD Opteron X85 Dual Core Chip mit 2,6 GHz 
 384x Single Socket Nodes
 232x Dual Socket Nodes
 112x Quad Socket Nodes
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 Gesamtzahl: 2592 Cores in 1296 Sockets
 5,5 TByte Hauptspeicher (2 GByte ECC pro Core) 
 größtes Shared HauptspeicherSegment: 32 GByte
 InfinibandNetzwerk für Kommunikation
 InfinibandNetzwerk für I/O
 68 TByte Platten im PCSAN
Software:
 SuSE SLES 10
 Batchsystem LSF
 Compiler von Pathscale, PGI, Intel, GNU
 Alinea DDT Debugger
 Vampir
LoginKnoten:
 Deimos101, Deimos102, Deimos103 und Deimos104
Parallele FileSysteme (Lustre):
 WORK  17 TByte (HOME und Anwendungssoftware)




Bild 5.4: HRSK Linux Networx PCFarm  deimos.hrsk.tudresden.de 
Obwohl im Jahr 2009 weiter an der Verbesserung der Stabilität der PCFarm (LSFUpdate so
wie InfinibandFirmwareUpgrade) gearbeitet wurde, gab es Rückschläge in Bezug auf das File
System.
Die Aufrüstung der LustreMetadatenServer mit weiterem Hauptspeicher im Rahmen der
FebruarWartung führte zu der erhofften verbesserten Stabilität der Server. Insgesamt kam es
aber leider nicht zu einem störungsfreien Betrieb im LustreFileSystem, denn mit der stark an
gewachsenen Auslastung der LustreFileSysteme wurden weitere Probleme sichtbar, die sich
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insbeondere beim FileSystemCheck zeigten. So kam es nach Austausch eines defekten RAID
Controllers im März zu Störungen und Ende April/Anfang Mai gab es eine Betriebsunterbre
chung von drei Wochen, da die FileSystemChecks nicht erfolgreich beendet werden konnten,
so dass die FileSysteme manuell repariert werden mussten. Im Juli wurde die geplante
Betriebsunterbrechung infolge des Austausches der Kühltürme zu einer erneuten Überprüfung
des FileSystems genutzt, die erfolgreich durchlaufen werden konnte. 
Ebenso musste das von SUN empfohlene und zunächst für Februar vorgesehene Lustre
Update auf die Version 1.6.7 mehrmals verschoben werden, da die Tests von mehreren 1.6.7
Versionen im Sandboxsystem nicht fehlerfrei liefen. Die auf der Version 1.6.7.2 basierende
Installation war − nach zweimaligen DowngradeAktionen im August und September wegen
KernelProblemen − schließlich erst im Oktober betriebsbereit. Wie auch in den Jahren davor
stellten sich im weiteren Produktionsbetrieb wieder Instabilitäten ein, die im November und
Dezember 2009 durch Patches behoben werden konnten.  
Auf der PCFarm Deimos wurden 2009 insgesamt 12,85 Millionen CPUStunden abgegeben.
Die Hauptnutzer kamen aus der Bioinformatik, aber auch aus der Chemie und der Physik. Die
meisten CPUStunden (insgesamt 3,86 Millionen) erreichten 2009 die BioinformatikProjekte
„Multiparametric Quantitative Fluorescent Microscopy for a Genomewide Screen“ sowie
„Ähnlichkeitsuntersuchung von Proteinsequenzen“ des MaxPlanckInstituts. Das Institut für
Kern und Teilchenphysik der Fakultät Mathematik und Naturwissenschaften folgte mit 1,85
Millionen CPUStunden für die Projekte „Großexperimente der Teilchenphysik“ und „Neutrino
physik  Der doppelte Betazerfall“ auf Platz 2 vor dem Institut für Polymerforschung Dresden
e.V. mit 1,49 Millionen CPUStunden für die Projekte „Binary Blends of Polymers with Different
Architecture“ und „Computer Simulations Studies of Polymer Crystallization“. Auch die For
schungen des Instituts für Nachrichtentechnik der Fakultät Elektrotechnik, der TU Bergakademie
Freiberg und des Instituts für Werkstoffwissenschaft der Fakultät Maschinenwesen benötig
ten vergleichsweise hohe Rechenkapazitäten. 
5.1.5 Linux Networx PC-Cluster (HRSK Stufe 1a)
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Hardware:
 64 Knoten mit 2 CPUs
 AMD Opteron DP248 2.2 GHz SingleCore 
CPUs
 256 GByte Hauptspeicher (4 GByte pro Knoten)
 Infiniband 4x Interconnect
Software:
 SuSE SLES 9
 Batchsystem LSF
 Compiler von Pathscale, PGI, Intel, GNU
 Alinea DDT Debugger
 Vampir
FileSysteme:
 WORK  – 4 TByte
 FASTFS – 4 TByte
Bild 5.5: Linux Networx PCFarm −
phobos.hrsk.tudresden.de
Das 2005 als PCFarmHRSKKomponente der Stufe 1a und als Anwendercluster des Instituts
für Luft und Raumfahrttechnik der Fakultät Maschinenwesen installierte luftgekühlte System
von Linux Networx wurde auch 2009 einer breiten Nutzerschar zur Verfügung gestellt und lief
sehr zuverlässig. Die im April 2008 aus dem HPCBereich herausgelösten und dem WCMS
Cluster als RenderingKnoten zur Verfügung gestellten 20 Knoten trugen wesentlich zur
Verbesserung des TUWebauftritts bei. 
Hauptnutzer waren 2009 wieder die Universität Leipzig, das Institut für Nachrichtentechnik der
Fakultät Elektrotechnik und das Institut für Organische Chemie der Fakultät Mathematik und
Naturwissenschaften. 
5.2 Nutzungsübersicht der HPC-Server 
Für den ComputeDienst stehen neben dem HRSKKomplex weitere Hochleistungsrechner als
Spezialressourcen sowie Anwender und Test PCCluster zur Verfügung. In der Summe sind
es  mehr als 5.000 Prozessorkerne, für die ein ProjektLogin auf der Webseite 
http://tudresden.de/die_tu_dresden/zentrale_einrichtungen/zih/hpc/zugang
beantragt werden kann.
Bedingt durch die erhöhten Ausfallzeiten infolge Klimaproblemen (Kühlturmhavarie im Januar
sowie Baumaßnahmen zum Austausch der Kühltürme im Juli und August) konnten in den ent
sprechenden Monaten wesentlich weniger CPUStunden abgegeben werden, was sich auch
auf die Gesamtbilanz der 2009 abgegebenen CPUStunden niederschlägt. Mit ca. 16 Millio
nen abgegebenen CPUStunden, gewichtet nach der Origin3800CPULeistung, konnte im
März 2009 dennoch ein neuer Spitzenwert erreicht werden (vgl. Abbildung 5.1). 
Abbildung 5.1: Gewichtete monatlich abgerechnete CPUStunden 
Bei der Nutzung aller Hochleistungsrechner ergibt sich in der Gesamtheit das folgende
Nutzergruppenbild (vgl. Abbildung 5.2).
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Abbildung 5.2: Übersicht über die Nutzergruppen an allen Hochleistungsrechnern im Jahr 2009
5.3 Spezialressourcen
5.3.1 SGI Origin 3800
Die 2000 bzw. 2002 installierten Rechner aus der SGIOrigin3000Familie liefen bis zur Abschal
tung im April 2009 ohne große Unterbrechungen. Die wenigen verbliebenen Nutzer wurden
auf die PCFarm migriert, während die Praktika auf die interaktive Partition Neptun der Altix um
zogen. 
5.3.2 NEC SX-6
Der 2007 erweiterte Vektorrechnerkomplex NEC SX6 mit einer PeakGesamtleistung von 80
GFlop/s lief 2009 nicht mehr so zuverlässig wie in den vorangegangenen Jahren. Im September
kam es zu mehreren Systemabstürzen an der SX6. Die Analyse zeigte als Ursache ein defektes
MemoryBoard. Nach Ausschalten des Boards wurde die gewohnte Stabilität wieder erreicht,
allerdings stand den Anwendern danach lediglich die Hälfte der vorherigen Speichergröße zur
Verfügung. Am System SX6i waren SCSIPlattenProbleme infolge der Baumaßnahmen im
MathematikHörsaal zu verzeichnen. 
Die Nutzung des Vektorkomplexes erfolgt weiterhin über ein IntelXenonSystem, das als
LoginSystem fungiert, von dem der Nutzer mittels Batchsystem LSF Jobs an beide
Vektorrechner abschicken kann.
NEC SX6
 SX6 Vektorprozessor, 8 Pipelines mit je 
72 Vektorregistern pro Prozessor
 8 Prozessoren, Peak 9 GFlop/s pro 
Prozessor 
 total 72 GFlop/s in einem Rack 
 ca. 270 GByte lokaler Plattenplatz 
NEC SX6i
 1 Prozessor, 500 MHz, Peak 8 GFlop/s
Software:
 Betriebssystem SuperUX 
 Batchsystem LSF
Bild 5.6: NEC SX6
Der Vektorrechnerkomplex wird in Lehre und Forschung eingesetzt und diente 2009 ebenfalls
wieder der Ausbildung von Informatikstudenten.
5.3.3 Microsoft HPC-System
Das im Rahmen einer Kooperation mit den Firmen Dell und
Microsoft beschaffte WindowsHPCCluster besteht aus 8
Knoten mit je 2 QuadCoreXeonCPUs (2,8 GHz) und 16
GByte Hauptspeicher. Für die Nutzung dieser Ressource wur
de folgendes Betriebskonzept umgesetzt. 
Das HPCCluster und ein zugehöriger WindowsTerminal
Server stehen gemeinsam in der WindowsDomäne HP
CMS.ZIH.TUDRESDEN.DE. Die Nutzer greifen mit ihrer
Benutzerkennung (unter Nutzung der DOMDomäne) von
ihrem Arbeitsplatzrechner auf den TerminalServer zu und nut
zen hier die Software „Microsoft HPC Pack“ zum Abschicken
von Jobs auf das HPCCluster. Für Anwender, die unter dem
Betriebssystem Windows programmieren und entwickeln,
ist das WindowsHPCCluster eine gute Ergänzung zu den an
deren unter Linux arbeitenden HPCSystemen.
Das Cluster wurde 2009 besonders intensiv vom Institut für
Energietechnik genutzt.
5.3.4 Anwendercluster
Die vom ZIH seit 2002 gemeinsam mit Nutzern beschafften und zentral aufgestellten Linux
Cluster entspricht mittlerweile nicht mehr dem erforderlichen Stand der Technik und wurden
2009 außer Betrieb genommen. Das ZIH war deshalb bemüht, u. a. gemeinsam mit der
Professur für Strömungsmechanik und der Professur für Materialwissenschaft und
Nanotechnik ein neues Cluster zu beschaffen, dessen Installation sich leider durch Probleme
bei der Finanzierung auf Anfang 2010 verschieben wird.
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Bild 5.7: Dell WindowsHPCCluster   titan
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5.4 Grid-Ressourcen
Jeweils am Ende der Jahre 2006, 2007 und 2008 beschaffte das ZIH im Rahmen von
Sonderinvestitionen des Bundesministeriums für Bildung und Forschung (BMBF) Ressourcen
für die nationale GridInfrastruktur DGrid. Während die Beschaffungen von 2006 im wesentli
chen Hardware für Speichersysteme umfassten, wurden im Dezember 2007 ein Computing
Cluster sowie eine Erweiterung der Speicherhardware (Platten und TSMSystem) erworben.
Teile dieser Systeme wurden Anfang 2009 mit 10 Gbit/sNetzwerkkarten an das Internet an
geschlossen.
Im Einzelnen stehen nun folgende HardwareKomponenten zur Verfügung:
 Compute Server SGI Altix ICE 8200 mit 512 Cores (128 Intel Xeon Quadcore 3,0 GHz) und
2 GByte RAM pro Core; NFS File Server NASCube mit 16 TByte Speicherplatz brutto
 2x Sun Fire X4600 mit je 8x AMD Opteron 885 Dualcore
 10x Sun Fire X4100 mit je 2x AMD Opteron 2562x SANSwitch mit je 32x 4Gbit/sPorts
 Plattensystem Sun STK 6540 mit FCAnbindung und ca. 80 TByte brutto Plattenplatz
 TSMServer Altix XE240
Bild 5.8: Netzeinbindung der GridRessourcen aus den Sonderinvestitionen 2006 bis 2008
75% der Rechenressourcen der SGI Altix ICE 8200 sowie die beiden Sun Fire X4600 liefen un
ter dem Betriebssystem SuSE Linux Enterprise Server 10. Die restlichen Rechenknoten der
ICE werden unter Scientific Linux 4 betrieben. Als lokales Batchsystem wird Torque eingesetzt. 
Auf den Systemen wird eine Reihe verschiedener Middlewares (= GridSoftware) betrieben,
um sowohl die Rechenressourcen als auch die Speicherkapazitäten im DGrid zur Verfügung
zustellen. Folgende Middlewares sind dabei im Produktionseinsatz:
 Globus4 zur Anbindung der SGI ICE im DGrid
 gLite 3.1 zur Anbindung der SGI ICE im Worldwide Large Hadron Collider Grid
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Bild 5.8: Screenshot der Statusanzeige der Ressourcen im DGrid 
Bild 5.9: Screenshot der Ressourcen im EGEE
 Unicore5 zur Anbindung der SGI Altix 4700 und der PCFarm
 Unicore6 zur Anbindung der SGI Altix 4700, der PCFarm und der SGI Altix ICE 8200
 OGSADAI zum Zugriff auf Datenbanken im Grid (z. B. Biodatenbanken unter Oracle und
MySQL)
 dCache zum verteilten Speichern von Daten im Grid (z. B. Simulationsergebnisse der Teil
chenphysik)
 Storage Resource Broker zum verteilten Speichern von Daten und zugehörigen Metadaten
im Grid
 iRODS zum Speichern von Dateien und zugehörigen Metadaten
Genutzt werden die Systeme von Wissenschaftlern aus ganz Deutschland. Sie kommen u. a.
aus den Fachgebieten Astrophysik (AstroGrid, z. B. zur Analyse von Daten aus Gravitationswel
lendetektoren), der biomedizinischen Forschung (MediGRID, PneumoGrid, z. B. Gensequenz
analysen oder Analysen von Bilddaten zur Diagnostik der chronisch obstruktiven Lungenerkran
kung) und der Teilchenphysik. Für letztere sind Rechenressourcen in den internationalen
Verbund des Worldwide Large Hadron Collider Grids (WLCG) der Experimente am CERN ein
gebunden sowie dem Grid des EGEE (Enabling Grid for eSciences).
5.5 Anwendungssoftware
Das ZIH hat eine breite Palette von Anwendersoftware auf den Hochleistungsrechnern instal
liert und zur Nutzung bereitgestellt. Dazu gehören:
Bibliotheken und Compiler
Altix 4700: Intel Compiler, SCSL, MKL, Atlas, PAPI
PCFarm: PGI Compiler, Intel Compiler, Pathcale Comiler, MKL, Atlas, ACML
Origin 3800: MIPSpro Compiler, Parallele NAGLibrary, SCSL, PAPI
Mathematik und Statistik
PCFarm: Maple, Matlab, Mathematica
FEM und Strömungsmechanik
Altix 4700: CFX, Fluent
PCFarm: CFX, Fluent, Ansys, LSDYNA, MARC/MENTAT, ICEMCFD
Origin 3800: ANSYS, CFX, LSDYNA, MARC
MD, Physik, Chemie und Biologie
Altix 4700: CPMD, HMMER, StarP, Gaussian, HMMer, CLUSTALW, NCBI Toolkit, 
OpenProspect, PHYLIP




Altix 4700: MPI, OpenMP
PCFarm: MPI, OpenMP
Origin 3800: PVM, MPI, OpenMP
Debugger und PerformanceTools
Altix 4700: Alinea DDT, IDB, Vampir, Vampirtrace, Kojak, Intel Thread Checker
PCFarm: Alinea DDT, IDB, Vampir, Vampirtrace, Kojak
Origin 3800: Vampir, Vampirtrace, Kojak
Visualisierungssoftware
Altix 4700: Tecplot, AVS/Express
Darüber hinaus werden zu den meisten Anwenderpaketen LizenzServer betrieben, die
FloatingLizenzen für die gesamte TU enthalten. Der aktuelle Überblick über die am ZIH in
stallierte Software ist auf der Homepage des ZIH zu finden.
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5.6 Visualisierung
Die Arbeitsgruppe Visualisierung bietet den Nutzern Unterstützung bei Projekten auf den
Gebieten der wissenschaftlichen Visualisierung und der virtuellen Realität, insbesondere bei
der Verarbeitung großer Datenmengen.
Neben der Bereitstellung dedizierter Grafikhardware, besonders im Umfeld des HRSK, betrifft
dies die Installation und Pflege von Visualisierungssoftware, einschließlich der dazugehörigen
Anwendungsmethodik.
Bild 5.10: Datenvisualisierung in der 3DStereoRückprojektion des ZIH
Dazu werden den Nutzern folgende Grafikarbeitsplätze angeboten:
TrefftzBau TRE 201/202
Stationäre Rückprojektion mit wahlweisem Zugriff auf 
 die Grafikpartition „Neptun“ mit 128 Prozessorkernen und 128 GByte Hauptspeicher sowie
vier Grafikkarten FireGl 7350 bzw.
 eine VisualisierungsWorkstation Celsius mit zwei QuadCore Xeon Prozessoren 3 GHz, 16
GByte Hauptspeicher und zwei NVIDIA Quadro 5600 unter Linux  
 eine VisualisierungsWorkstation Celsius mit zwei DualCore Xeon Prozessoren 2,33 GHz, 8
GByte Hauptspeicher und einer NVIDIA Quadro 5600 unter Win XP64
WillersBau A 25 links
 ScannerPC mit Scanner (max. A3 bzw. Dia)
 Videoschnittplatz  auf Basis eines Pentium IV/ 3GHz, Pinnacle DV500Videokarte (analog) und
IEEE1394Schnittstelle
 VisualisierungsPC Pentium IV/ 3GHz mit NVIDIA Quadro FX3400 zur Ausleihe mit der por
tablen Rückprojektionseinrichtung (aktiv Stereo)
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 Grafikworkstation Celsius mit zwei DualCore Xeon 2,33 GHz, 8 GByte Hauptspeicher und
einer NVIDIA Quadro 5600 unter Windows XP64
Für die vielfältigen Anforderungen im Umfeld des Visualisierungsdienstes steht am ZIH u. a.
folgende Software zur Verfügung:









Bei der Anpassung wissenschaftlicher Anwendungen auf Parallel und Hochleistungsrechner
stellen die PerformanceAnalyse und Optimierung wichtige zeitaufwendige Arbeitsschritte dar.
Diese beiden Entwicklungsphasen sind insbesondere entscheidend, um eine möglichst schnel
le sowie effiziente Nutzung der Zielplattform zu erreichen. Leistungsfähige und benutzer
freundliche SoftwareWerkzeuge haben sich dafür in der Praxis als sehr hilfreich erwiesen.
Nicht zuletzt, um den Entwicklungsaufwand erheblich zu reduzieren.
Die Entwicklung und Anwendung derartiger SoftwareWerkzeuge zur Leistungsanalyse und
Optimierung von Programmen bilden einen wichtigen Schwerpunkt der Forschungsaktivitäten
des ZIH. Gleichzeitig bietet das ZIH den Nutzern der Hochleistungsrechner individuelle
Beratung sowie Unterstützung bei der Analyse ihrer wissenschaftlichen Programme. 
Die beiden PerformanceAnalyseWerkzeuge VampirTrace und Vampir werden seit einigen
Jahren am ZIH weiterentwickelt und gepflegt. 
VampirTrace erlaubt die detaillierte Aufzeichnung des Laufzeitverhaltens paralleler Programme.
Es dient zur Instrumentierung, d. h. Vorbereitung zu analysierender Programme und als Lauf
zeitMessumgebung. Mit dem Programm Vampir besitzt das ZIH darüber hinaus ein leis
tungsfähiges graphisches LeistungsanalyseWerkzeug zur Auswertung der von VampirTrace
aufgezeichneten Daten. Es ermöglicht die Überführung dieser Informationen in eine Vielzahl
graphischer Darstellungen (Zustandsdiagramme, Statistiken, Aktivitätsdarstellungen und zeit
linien), die vom Benutzer unmittelbar zur Optimierung seiner Anwendung eingesetzt werden
können.
Beide Werkzeuge werden weltweit erfolgreich zur Analyse und Optimierung von parallelen
Programmen eingesetzt, u. a. auch in international führenden Höchstleistungsrechenzentren. 
Vampir wird mittlerweile vom Projektpartner GWTTUD GmbH kommerziell vermarktet.
Daneben wird es im Rahmen mehrerer Drittmittelprojekte erweitert und portiert. Insbesondere
die 2007 begonnene umfangreiche Anpassung für die Microsoft WindowsPlattform ist hier zu
erwähnen.
VampirTrace wird im Gegensatz dazu als Open Source Software angeboten, um die
Anwendung auf ein breites Spektrum von offener, proprietärer oder vertraulicher Software zu
erlauben. Dieses SoftwarePaket ist ebenfalls Forschungsgegenstand im Rahmen zahlreicher
Projekte, u. a. im neu gegründeten Virtuellen Institut für High Productivity Supercomputing
(VIHPS) und im ITEA2ParmaProjekt. Darüber hinaus wurde VampirTrace im Rahmen von in
ternationalen Kooperationen in andere bekannte SoftwarePakete integriert. An erster Stelle
83
sind hier die Open Source MPImplementierung Open MPI zu nennen sowie das
OpenSpeedShop Projekt.
Daneben wird seit 2005 das ursprünglich am HLRS entwickelte portabel MPITool Marmot, wel
ches es ermöglicht, häufig bei der Parallelisierung auftretende Probleme zur Laufzeit zu er
kennen, in Zusammenarbeit mit dem ZIH weiterentwickelt. Seit 2008 gibt es darüber hinaus
eine Kooperation mit dem LLNL mit dem Ziel, die Vorzüge von Marmot und dem in den USA
entwickelten Tool Umpire in einer gemeinsamen Arbeitsumgebung zu vereinen. Die
Entwicklung von Marmot wird durch das ZIH in den Projekten ParMA und VIHPS vorangetrie
ben.
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6 Wissenschaftliche Projekte, Kooperationen
6.1 „Kompetenzzentrum für Video konferenzdienste“ (VCC IV)
6.1.1 Überblick
Das „Kompetenzzentrum für Videokonferenzdienste“ (VCC) ist ein Projekt des Deutschen
Forschungsnetzes (DFN), das vom 1.1.2008 bis 31.12.2009 am Zentrum für Informationsdienste
und Hochleistungsrechnen (ZIH) an der TU Dresden etabliert war. Es basiert auf vorangegan
genen Projekten mit ähnlichen Arbeitsschwerpunkten, nutzte deren Ergebnisse und führte die
Arbeiten fort. 
Eine der Hauptaufgaben lag in der Begleitung des Dienstes DFNVideoConference, einem
Dienst für alle Einrichtungen im Bereich Forschung und Lehre in Deutschland, welcher
Videokonferenzen mittels einer Multipoint Control Unit (MCU) ermöglichte. Neben der
Beratung der Community, der Schulung von Administratoren, dem Test des Dienstes sowie sei
nes Umfeldes waren Marktrecherchen und das Testen neuer Geräte ein wichtiger Bestandteil
der Arbeit. Gleichwohl gehörten auch das frühzeitige Erkennen neuer Trends und deren kriti
sche Begleitung zu den Aufgaben des VCC.
Das Projekt war 2009 mit 2,5 Personalstellen ausgestattet. Die Mittel für studentische
Hilfskräfte blieben ebenfalls konstant. Damit konnte eine Weiterbeschäftigung der eingear
beiteten und die Neubeschäftigung weiterer Studenten gewährleistet werden
6.1.2 Videokonferenzräume
Seit 2007 steht den Mitarbeitern der TU Dresden ein modern eingerichteter leistungsfähiger
Videokonferenzraum zur Verfügung, der durch eine Raumsteuerung und einen Regieraum kom
plettiert wurde. Der Regieraum ist mit Kontroll und Steuerungstechnik für den optimalen
Einsatz der Audio und Videotechnik ausgestattet und konnte 2008 vollständig in Betrieb ge
nommen werden. Damit können weltweit Videokonferenzen in sehr hoher Qualität durchge
führt werden.
Der Videokonferenzraum dient darüber hinaus allen Mitgliedern des DFNVereins auch als
Referenzraum für zukünftige ähnliche Planungs und Bauvorhaben unter Einbeziehung von
Videokonferenztechnik.
2009 konnte ein weiterer Raum für das ZIH und die Fakultät Informatik mit einem hochwerti
gen Videokonferenzgerät in HDQualität mit zwei baugleichen 47 ZollMonitoren und Stereo
mikrofonen ausgestattet werden.
6.1.3 Aufgaben und Entwicklungsarbeiten
Eine der wichtigsten Arbeitsaufgaben war die Unterstützung und Beratung der Anwender der
DFNCommunity bei der Einsatzplanung, Installation und dem Betrieb eigener
Videokonferenztechnik. Weiterhin hat das VCC aktiv den Ausbau des Dienstes
„DFNVideoConference“ als Regeldienst im GigabitWissenschaftsnetz unterstützt. Um den
Nutzern des Dienstes den Einstieg in die Anwendung von Videokonferenztechnik zu erleich
tern, wurden durch das Kompetenzzentrum ein Handbuch zum Thema und
Konfigurationsanleitungen für einzelne, spezielle Videokonferenzsysteme erstellt. Das




Ein weiterer Schwerpunkt war die aufmerksame kritische Begleitung der Entwicklungsrichtung
des Videokonferenzmarktes. Der Vorstoß in Richtung HDFähigkeit, begonnen mit 720p, hat
die Hürde 1080p überschritten. Hier gilt es zu prüfen, ob die bereits eingeführten Systeme wirk
lich qualitativ höherwertige Übertragungen realisieren und zu Geräten des SDMarktes auch
noch Abwärtskompatibilität gewährleisten.
Die Nutzung des neu eingerichteten und umgebauten Raumes stieg besonders durch das ZIH
stark an. Die Kolleginnen und Kollegen führen zunehmend Projektbesprechungen mit Hilfe der
Videokonferenztechnik durch. 
Insgesamt blieb die Zahl der durchgeführten Videokonferenzen auf einem konstanten Niveau.
Allerdings verschob sich der inhaltliche Schwerpunkt von Lehrveranstaltungen zu
Projektbesprechungen. Hier steht offensichtlich der Aspekt der Zeit und Geldersparnis stär
ker im Vordergrund als bei Seminaren oder Vorlesungen.
Die Anforderungen an den begleitenden Einsatz anderer Medien wurden höher. Konferenzen
mit nur einer Video und Audioverbindung blieben weitestgehend die Ausnahme. Fast immer
wird die parallele Übertragung von Präsentationen gewünscht, oft auch in beide Richtungen.
Aber auch die Übertragung von Videos, Musikaufnahmen oder das begleitende Streaming wur
den angefragt.
Besonders stieg die Nachfrage nach der Ausleihe von Technik oder der Durchführung von
Konferenzen außerhalb der Räume des VCC. Obwohl diese Tendenz erfreulich ist, bedeuten
Dienstleistungen außer Haus zugleich einen deutlich erhöhten Aufwand. Hier sind immer zu
sätzliche Testtermine, der damit verbundene Geräte und Zubehörtransport und ein umfang
reicher Technikaufbau notwendig.
Die Gegenstellen waren von Neuseeland, Indien, Argentinien, Ungarn, Zypern, Belgien, Italien,
Spanien, Russland, Finnland, Polen, Japan, Frankreich, Großbritannien bis in die USA und
Kleinheubach weltweit verteilt. Im Jahr 2009 wurden insgesamt ca. 200 Konferenzen vorbe
reitet und während der Durchführung technisch betreut.
Zum Einsatz kamen für Gruppenkonferenzen verschiedene Systeme der Firmen TANDBERG,
LifeSize, Sony, Polycom und EmblazeVCON. Bei Einzelkonferenzen hat sich der Software
Klient Mirial Softphone 7.0 durchgesetzt, der neben Windows auch unter MacOS läuft. Als
WebconferencingLösung steht allen DFNVCNutzern die browser und flashbasierte
Anwendung Adobe Connect als Pilotdienst mit den Funktionen Audio/VideoMultipoint
Konferenzen, Shared Whiteboard, Archiv für PowerpointPräsentationen, Application und
Desktop Sharing, Chat, Polling (Abstimmungstool) sowie Aufzeichnung von Konferenzen zur
Verfügung. Die Nachfrage nach weiteren proprietären WebconferencingLösungen wie EVO,
die kein Bestandteil des Dienstes DFNVideoConference sind, blieben konstant. Hier sind die
nötigen Vorarbeiten zum Etablieren von Verbindungen deutlich höher, da einerseits kein zen
traler Dienst zur Verfügung steht und andererseits die verwendeten Technologien nur langsam
an die neuen Entwicklungen angepasst werden.
Ein zeitaufwendiger Arbeitsschwerpunkt im genannten Berichtszeitraum war die Anfertigung
einer Fallbeispielsammlung von VideokonferenzraumBeschreibungen der drei unterschiedli
chen Kategorien Besprechungsraum, Seminarraum und Hörsaalintegration. Die Bestandsauf
nahme erfolgte vor Ort an bundesweit etablierten Forschungseinrichtungen. Insgesamt um
fasst die Fallbeispielsammlung 14 Räumlichkeiten an sieben verschiedenen Forschungseinrichtungen.
Ein weiterer Arbeitsschwerpunkt bestand 2009 wiederum darin, neue und aktuelle Hardware
und/oder SoftwareKomponenten von Videokonferenzsystemen zu testen und vor allem im
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WWW zu dokumentieren. So sind zzt. insgesamt 29 aktuelle Testberichte abrufbar, die alle auch
in englischer Sprache verfügbar sind.
http://vcc.zih.tudresden.de/vc/tests/index.php
Es wurden neu entwickelte Systeme der Firmen LifeSize, Polycom, Sony, TANDBERG, VCON
und Mirial sowie Hardware und SoftwareKomponenten des Dienstes DFNVideoConference
getestet. Auf Grund der rasanten Entwicklung der Videokonferenzsysteme in Richtung HD
Fähigkeit wurde hier eine eigene Testmatrix geschaffen, die sich durch neue differenziertere
Bewertungskriterien auszeichnet.
Alle Ergebnisse der 51 neuen Tests für das Jahr 2009 wurden auf den Webseiten des VCC do
kumentiert und den Nutzern zeitnah zur Verfügung gestellt. Damit sind jetzt insgesamt 321
Tests dokumentiert und verfügbar. Ein wichtiger Punkt ist hier besonders die Zusammenarbeit
mit den MCUs und Gatekeepern des Dienstes DFNVideoConference. Die hohen Zugriffszahlen
auf diese Seiten unterstreichen den Bedarf an diesen Veröffentlichungen.
http://vcc.zih.tudresden.de/vc/matrix/index.php
Bild 6.1: Kompatibilitätsmatrix für die im Jahr 2009 getesteten Geräte
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6.1.4 Weitere Aktivitäten
Im Jahr 2009 wurden vom VCC zwei AdministratorSchulungen mit insgesamt 19 Teilnehmern
durchgeführt. Eine Schulung fand im MaxPlanckInstitut für Biophysik in Frankfurt/M. statt, die
andere in Dresden in den Räumen des VCC. Die vorhandene große Auswahl an
Videokonferenztechnik im VCC ermöglichte es den Teilnehmern jeweils, sich mit vielen Geräten
und Herstellern bekannt zu machen, was sehr hilfreich war und eine sehr positive Resonanz
fand.
Einem Mitarbeiter des VCC oblag auch im Jahr 2009 auf den zwei Betriebstagungen des DFN
die Gesamtleitung und Organisation des MultimediaForums.
Vom 14. bis 15. Mai 2009 fand im VCC der 12. Workshop zum Thema „Videokonferenzen im
Wissenschaftsnetz“ statt. Am ersten Tag gaben Vorträge zu aktuellen Themen Hinweise und
Diskussionsgrundlagen für den zweiten Tag, an dem im Rahmen eines Workshops die zukünf
tige Entwicklungsrichtung von Videokonferenzen diskutiert wurde.
6.1.5 Der Dienst „DFNVideoConference“ -Mehrpunktkonferenzen im X-WiN
Seit einigen Jahren steht der Dienst „DFNVideoConference“ als Regeldienst allen
Hochschuleinrichtungen zur Verfügung. Damit sind für alle Mitglieder der DFNCommunity pro
blemlos Mehrpunktkonferenzen möglich, deren Nutzen weit über jenen von PunktzuPunkt
Konferenzen hinausgeht. Der DFNVerein bietet dafür eine moderne und ausfallsichere
Infrastruktur an (Bild 6.2). 
Bild 6.2: Struktur des Dienstes „DFNVideoConference“
Damit wird gewährleistet, dass der wissenschaftliche Austausch in einer neuen Qualität statt
finden kann, denn neben der Möglichkeit des Audio und Videokontaktes ist auch der Austausch
von Dokumenten oder auch das gemeinsame Bearbeiten digitaler Vorlagen möglich. Dadurch
können Projektbesprechungen oder Diplom und Promotionsverteidigungen mit Gutachtern an
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verschiedenen Standorten durchgeführt werden. Dieses Szenario wird inzwischen sehr gern
genutzt. Auch die Übertragung von Veranstaltungen an viele Zuschauer ist problemlos möglich,
was ebenfalls zunehmend von den Einrichtungen realisiert wird. Für den Kontakt mit auslän
dischen Partnern und Einrichtungen stehen Gateways und H.323Einwahlmöglichkeiten zur
Verfügung, die den internationalen Austausch gewährleisten.
Durch das Kompetenzzentrum wurden in Zusammenarbeit mit den Nutzern der DFN
Community die MCUFunktionalitäten bei unterschiedlichen Kombinationen von Endgeräten in
tensiv getestet. Für die Ausbildung der örtlichen Administratoren in den einzelnen




Neben den laufenden Tests aktueller Videokonferenzsysteme und software, deren Ergebnisse
auf den Webseiten des VCC als Empfehlungen für die Nutzung ständig erweitert und aktuali
siert werden, wird das Kompetenzzentrum auch zukünftig alle DFNNutzer beim Aufbau und
beim Betrieb eigener Videokonferenzlösungen unterstützen. Wertvolle Hinweise hierzu sind
den Publikationen des Projektes auf dem WebServer zu entnehmen. 
6.2 D-Grid
6.2.1 Hochenergiephysik Community Grid (HEP CG) − Entwicklung von
Anwendungen und Komponenten zur Datenauswertung in der
Hochenergiephysik in einer nationalen e-Science-Umgebung
Die Datenanalyse gegenwärtiger und zukünftiger Experimente aus dem Bereich der Elementar
teilchen und Kernphysik, der Astroteilchenphysik und auch bei Rechnungen der theoretischen
Teilchenphysik erfordern wegen der schnell wachsenden Datenmengen, den komplexen CPU
intensiven Rechnungen und der Beteiligung von Gruppen auf allen Kontinenten die Entwicklung
einer Computing Struktur, die auf weltweit verteilten Ressourcen beruht. Deshalb entwickelt
die Teilchenphysik im internationalen Rahmen mit hoher Intensität ein Computing Grid. Die
Entwicklung dieses Grid erfolgt innerhalb internationaler Initiativen und wird durch nationale
Projekte unterstützt. Die in HEPCG vorgeschlagenen Entwicklungen zielen auf eine Verstärkung
der Rolle der deutschen Wissenschaft in diesem internationalen Umfeld ab. Sie basieren auf
den Vorarbeiten der Beteiligten und konzentrieren sich auf Teile, die bisher noch ungenügend
berücksichtigt wurden, bei denen dringender Entwicklungsbedarf besteht und die in der
Teilchenphysik als prioritär eingestuft werden. Die Schwerpunkte sind: 
1. ein flexibleres lokales und verteiltes dynamisches Datenmanagement, ein daran angepasstes
JobScheduling sowie das Accounting und Monitoring der Nutzung der Datenressourcen 
2.das Monitoring von Jobs, Fehleridentifizierung und die Schaffung von Eingriffsmöglichkeiten
in laufende Jobs
3.die Entwicklung von Werkzeugen für die Datenanalysen einzelner Nutzer mit Grid
Technologien
Das ZIH wird dabei eine Infrastruktur zum Monitoring von Jobs und deren RessourcenNutzung
entwickeln.
Laufzeit: 1.9.2005  28.2.2009
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: Dr. R. MüllerPfefferkorn, D. Molka
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Kooperationspartner: IKTP TU Dresden, Universität Dortmund, LMU München, 
Universität Siegen, Universität Wuppertal, DESY Hamburg und 
Zeuthen, GSI Darmstadt
6.2.2 D-Grid Integrationsprojekt 2
Mit dem Anfang 2008 zu Ende gegangenen DGridIntegrationsprojekt 1 (DGI1) sowie den
GridSonderinvestitionen des BMBF in den Jahren 2006 und 2007 wurde in Deutschland eine
KernGridInfrastruktur geschaffen, auf der die bereits existierenden CommunityGridProjekte
basieren und die auch die Grundlage für weitere CommunityProjekte bildet. Das Projekt DGI2
wird diese Infrastruktur auf eine nachhaltige und langfristig nutzbare Basis stellen. Die
Schwerpunkte des DGI2 sind: Support und Betrieb der KernGridInfrastruktur, Sicherheit und
Datenmanagement, Entwicklungmaßnahmen sowie die Kommunikation mit den Community
Projekten. Das ZIH beteiligt sich im DGI2 zum einen an der Integration und Weiterentwicklung
des Datenmanagementsystems iRODS. Zum anderen wird die im Projekt HEPCG entwickel
te JobmonitoringUmgebung AMon an das Globus Toolkit 4 angebunden.
Laufzeit: 1.1.2008  31.12.2010
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: Dr. R. MüllerPfefferkorn, Ch. Löschen, M. Hilbrich
Kooperationspartner: KonradZuseZentrum für Informationstechnik Berlin
Deutsches Elektronen Synchrontron
Forschungszentrum Karlsruhe GmbH
Staats und Universitätsbibliothek Göttingen
Regionales Rechenzentrum für Niedersachsen und Forschungs
zentrum L3S, Gottfried Wilhelm Leibniz Universität Hannover
Business Values ITServices GmbH 
MaxPlanckInstitut für Gravitationsphysik, AlbertEinsteinInstitut,
Golm
6.2.3 Chemomentum
Das Projekt  entwickelt und erprobt Gridbasierte SoftwareLösungen für komplexe, ablaufori
entierte Anwendungen aus der Chemie mit dem Schwerpunkt Daten und  Wissensmanage
ment. Es wird den Anwendern ein GridSystem zur Verfügung stellen, welches auf der Grid
Middleware UNICORE aufbaut. Die im Hinblick auf Bedienung und Administration vereinfach
te und funktionell weiterentwickelte GridSoftware soll dabei im Kontext der Bewertung und
Risikoabschätzung von Chemikalien erprobt und eingesetzt werden.
Das ZIH beschäftigt sich in diesem Projekt vor allem mit der Konzeption und Entwicklung ei
nes generischen, Gridbasierten Zugriffs auf global verteilte Datenbanken und Metadaten
Informationen. Es sollen nicht nur verschiedene Ausgangsdaten und formate gelesen, son
dern auch Zwischen und Endergebnisse sowie Modelle und Wissen verteilt abgespeichert
werden.
Laufzeit: 1.7.2006  31.3.2009
Finanzierung: EU /6. FP) “Information Society Technologies − IST”
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: R. Schöne, Dr. H. Mix, J. Doleschal, R. Neumann
Kooperationspartner: Interdisciplinary Centre for Mathematical and Computational 
Modelling 
Warsaw University, Poland (Project Coordinator)
Forschungszentrum Jülich, Germany
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University of Tartu, Estonia
Technische Universität Dresden
University of Ulster, Northern Ireland, UK 
Istituto di Ricerche Farmacologiche „Mario Negri“, Italy
University of Zurich, Switzerland
Biochemics Consulting, France
TXT eSolutions, Italy
6.2.4 D-Grid Scheduler Interoperabilität (DGSI)
Für den Betrieb von GridInfrastrukturen verschiedener FachCommunities werden Scheduling
und Resource Management (S&RM) Systeme eingesetzt, die die automatisierte Zuteilung von
Arbeitslast auf Rechen, Daten und Netzwerkressourcen koordinieren. Für eine umfassende
Nutzung der im DGrid vorhandenen Ressourcen erweist sich die durch den CommunityAnsatz
entstandene Inkompatibilität vorhandener GridScheduler jedoch als Hürde. Das Projekt
„DGSI“ konzipiert und entwickelt deshalb eine Interoperabilitätsschicht für Scheduling in
Service Grids, die es Benutzern einer Community erlaubt, Arbeitslast auf Ressourcen einer an
deren Community zur Ausführung zu bringen. Hierbei soll insbesondere der Tatsache Rechnung
getragen werden, dass die einzelnen, spezialisierten SchedulingLösungen der Communities
weiterhin Bestand haben.
Laufzeit: 1.5.2009  30.4.2012
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: Dr. R. MüllerPfefferkorn
Kooperationspartner: Platform Computing GmbH
BonnAachen International Center for Information Technology
FraunhoferInstitut für Algorithmen und Wissenschaftliches Rechnen
FraunhoferInstitut für Rechnerarchitektur und Softwaretechnik
Gesellschaft für wissenschaftliche Datenverarbeitung mbH Göttingen




Bayerische Akademie der Wissenschaften – LeibnizRechenzentrum
Karlsruhe Institute of Technology
6.2.5 MoSGrid – Molecular Simulation Grid
Die chemische Industrie ist eine der forschungsintensivsten Branchen der deutschen
Wirtschaft. 90% der Unternehmen sind kleine oder mittelständische Unternehmen (KMU), wo
bei diese im Branchenvergleich besonders forschungsorientiert arbeiten. Die hohe
Innovationsdynamik führt zu einer engen Zusammenarbeit zwischen Industrie und
Wissenschaftseinrichtungen. MoSGrid soll für diesen Industrie und Wissenschaftssektor
Wettbewerbsvorteile durch das Grid generieren. In MoSGrid steht der Aufbau und die
Bereitstellung von GridDiensten zur Durchführung von molekularen Simulationen im
Vordergrund. MoSGrid soll die DGridInfrastruktur für das Hochleistungsrechnen im Bereich
Molekülsimulationen nutzbar machen, inklusive der Annotation der Ergebnisse mit Metadaten
und deren Bereitstellung für Data Mining und Wissensgenerierung.
Laufzeit: 1.9.2009  31.8.2012
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: R. Grunzke, Dr. R. MüllerPfefferkorn
91
Kooperationspartner: Universität zu Köln
EberhardKarlsUniversität Tübingen
Universität Paderborn
KonradZuseZentrum für Informationstechnik Berlin









6.2.6 WisNetGrid – Wissensnetzwerke im Grid
In den meisten Fachdisziplinen wird „Wissen“ als vernetzte Information verstanden.
Entsprechend dieser Definition werden aus Informationen Wissensinhalte, wenn sie in einem
Kontext stehen, der eine angemessene Informationsnutzung möglich macht. Die
Informationen selber werden aus Daten abgeleitet, indem den Daten eine Struktur und
Bedeutung zugewiesen wird, die aus dem Erfahrungsschatz des Menschen stammt. Das
Projekt WisNetGrid (Wissensnetzwerke im Grid) strebt die Entwicklung und den Aufbau einer
Architektur an, die Daten, Informations und Wissensdienste im Grid zur Verfügung stellt.
Hierzu werden Möglichkeiten zum Zugriff auf Daten, Informationen und Dienste im Grid, zur
Generierung von Wissen aus verschiedenen Datenquellen, zur Verwaltung von Metadaten und
Ontologien, zur Suche nach Diensten und zur Erstellung und Abarbeitung von Workflows zur
Informations und Wissensverarbeitung angeboten. Damit soll ein gemeinsamer Wissens
raum, „eine gemeinsame Sprache“ in der DGridInfrastruktur geschaffen werden, der auf der
virtuellen technischen Schicht gemeinsamer HardwareRessourcen des DGrid aufbaut.
Laufzeit: 1.7.2009  30.6.2012
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: D. Hünich, Dr. R. MüllerPfefferkorn, Dr. Anja Vest
Kooperationspartner: Universität Karlsruhe (TH)
Forschungszentrum Jülich
MaxPlanckInstitut für Informatik, Saarbrücken
Niedersächsische Staats und Universitätsbibliothek Göttingen




6.3.1 Entwicklung eines SME-freundlichen Zuchtprogramms für Korallen (Coralzoo)
In diesem Projekt geht es darum, ein mathematisches Modell etablieren, das
Korallenwachstum und morphogenese unter verschiedenen Wachstumsbedingungen be
schreiben und vorhersagen kann. Zuerst sollen die Verzweigungsregeln bestimmt werden, die
die Basis des mathematischen Modells bestimmen. Danach soll ein Modell konstruiert wer
den, das eine experimentelle Verifizierung erlaubt. Schließlich soll ein Modul zur
Wachstumskinetik mit dem morphogenetischen Modell gekoppelt und eine
Simulationsplattform entwickelt werden. 
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Laufzeit: 04/2005  08/2009
Finanzierung: EUFP6Horizontal Research Activities Involving SMEs Collective Research 
Projektleiter: Prof. Dr. A. Deutsch
Projektmitarbeiter: Dr. M. Kücken, Ch. Hoffmann
Kooperationspartner: Wageningen University, The Netherlands
Israel Oceanography and Limnological Research Institute, Israel 
6.3.2 Entwicklung und Analyse von stochastischen interagierenden 
Vielteilchen-Modellen für biologische Zellinteraktion
Interagierende VielteilchenSysteme sind besonders geeignet, Wechselwirkungen in komple
xen Systemen der Zellbiologie zu beschreiben. Besonderer Schwerpunkt liegt in diesem
Projekt auf der qualitativen, mathematischen Analyse des Langzeitverhaltens von Systemen
mit Adhäsions und SchwarmWechselwirkung. 
Das Studium solcher Modelle trägt zum Verständnis entscheidender biologischer Prozesse bei,
beispielsweise in der embryonalen Entwicklung und bei der Entwicklung von Tumoren (so spie
len veränderte Adhäsionseigenschaften bei der Metastasierung von Tumoren eine wesentliche
Rolle). Die Theorie interagierender Teilchensysteme als Teilgebiet der Stochastik ist eng ver
wandt mit der statistischen Physik.  
Laufzeit: seit 2002  offen
Finanzierung: TUDHaushalt
Projektleiter: Prof. Dr. A. Deutsch
Projektmitarbeiter: Dr. T. Klauss (ZIHGast, Institut für Stochastik, TU Dresden)
Dr. A. VossBöhme (ZIHGast, Institut für Stochastik, TU Dresden)   
Kooperationspartner: Mathematisches Institut der Universität ErlangenNürnberg
6.3.3 EndoSys − Modellierung der Rolle von Rab-Domänen bei Endozytose und 
Signalverarbeitung in Hepatozyten
Innerhalb des nationalen Kompetenznetzes HepatoSys arbeitet die Forschungsgruppe des ZIH
mit Wissenschaftlern aus 25 Instituten, Kliniken, Universitäten und Firmen zusammen an der
mathematischen Nachbildung einer Leberzelle (Hepatocyt) im Computer. Dieses ehrgeizige
Projekt auf dem Gebiet der Systembiologie soll in Zukunft die Simulation des Verhaltens der
Leber in silico ermöglichen. Ziel des Projektes EndoSys innerhalb des Kompetenznetzes ist die
quantitative Beschreibung der Endozytose, eines zentralen Prozesses zum Austausch von
Stoffen zwischen Zelläußerem und innerem. So genannte Endosomen sind dabei wichtige in
terne Membranstrukturen und gleichzeitig Transportvehikel.
Endosomen besitzen je nach Inhalt und Transportauftrag eine eigene Identität und unterschei
den sich dadurch voneinander. Wir entwickelten ein Modell wechselwirkender, endosomge
bundener Proteine und konnten mittels mathematischer Analysen und Computersimulationen
den Mechanismus der Identitätsregulierung aufklären. Das Hauptaugenmerk liegt nun auf der
Erweiterung des Modells um biophysikalische Wechselwirkungen zwischen verschiedenen
Endosomen.
Besonders eng arbeiten die Projektmitarbeiter mit den Arbeitsgruppen von Prof. Zerial und Dr.
Habermann am MaxPlanckInstitut für Molekulare Zellbiologie und Genetik zusammen, wo die
molekulare Grundlage der Identität der Endosomen mit Hilfe der Fluoreszenzmikroskopie an
lebenden Zellen untersucht wird.
Laufzeit: 01/2007  31.3.2010
Finanzierung: BMBF (No. PTJBIO/0313082J)
Projektleiter: Prof. Dr. A. Deutsch
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Projektmitarbeiter: Dr. L. Brusch, E. Flach, M. Tektonidis, C. Mente, W. de Back
Kooperationspartner: Prof. M. Zerial und Dr. B. Habermann, MaxPlanckInstitut für 
Molekulare Zellbiologie und Genetik Dresden,
Prof. F. Jülicher, MaxPlanckInstitut für Physik komplexer Systeme,
Dresden
6.3.4 SpaceSys − Räumlich-zeitliche Dynamik in der Systembiologie
Jüngste experimentelle Fortschritte auf den Feldern der Fluoreszenzmikroskopie an lebenden
Zellen sowie der insitu Hybridisierung werfen zentrale Fragen zur räumlichzeitlichen Dynamik
in der Systembiologie von der Molekül bis hin zur Gewebeskala auf. Bisher verfügt die
Systembiologie über ein Methoden und Modellspektrum zur Beschreibung von Netzwerken
mit rein zeitlicher Dynamik. SpaceSys wird dieses Spektrum um den räumlichen Aspekt er
weitern und neue mathematische Modelle und numerische Analysen auf aktuelle zell und ent
wicklungsbiologische Kernfragen anwenden. Von nichtlinearen PDEs, IntegroDifferentialglei
chungen und erweiterten PottsModellen ausgehend wird SpaceSys ein breites
Methodenspektrum in das Forschungsgebiet Systembiologie einbringen. Beispiele der bear
beiteten Fragestellungen umfassen die bislang nur unzureichend verstandene Rolle der intra
zellulären Kompartimentierung bei der zellulären Signalverarbeitung sowie die
Gewebeorganisation und Wachstumsregulation von Organismen. 
Laufzeit: 1.6.2008  31.5.2013
Finanzierung: BMBF (Nachwuchsforschergruppe)
Projektleiter: Dr. L. Brusch
Projektmitarbeiter: Dr. E. Gin
Kooperationspartner: Institut für Theoretische Physik, TU Dresden
ForSysZentrum Magdeburg (MACS)  MaxPlanckInstitut für 
Dynamik komplexer technischer Systeme Magdeburg
Deutsches Krebsforschungszentrum in der Helmholz Gemein
schaft (DKFZ), Heidelberg
6.3.5 Biologistik − Von bio-inspirierter Logistik zum logistik-inspirierten Bio-
Nano-Engineering
Es  soll ein mathematisches Modell für die Entstehung von Gefäßnetzwerken  (Angiogenese,
Vaskulogenese)  entwickelt, simuliert und analysiert werden. Dies geschieht in enger
Kooperation mit der Arbeitsgruppe Breier an der medizinischen Fakultät der TU Dresden, die
mit Hilfe von genetisch veränderten Mäusen sowie an Endothelzellkulturen die Funktion ver
schiedener Angiogeneseregulatoren untersucht. Neben der Analyse der Wirkungen wichtiger
Angiogeneseregulatoren lassen sich in solchen dreidimensionalen Kulturen die Netzwerkbil
dungseffekte nachvollziehen. Gleichzeitig stehen durch die Erfahrungen der Gruppe einmalige
Datengrundlagen für die quantitative Analyse des biologischen Transportnetzwerkes des
Blutsgefäßsystems im mathematischen Modell zur Verfügung.
Laufzeit: 1.1.2009  31.12.2009
Finanzierung: Gottfried Daimler und Karl BenzStiftung
Projektleiter: Prof. Dr. A. Deutsch
Projektmitarbeiter: H. Hatzikirou, C. Mente, A. Chauviere
Kooperationspartner: ETH Zürich,
MPI für Molekulare Zellbiologie und Genetik, Dresden
Institut für Pathologie, TU Dresden
Institut für Luftfahrt und Logistik, TU Dresden
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6.3.6 ZebraSim − Modellierung und Simulation der Muskelgewebsbildung bei 
Zebrafischen
Durch experimentelle Arbeiten konnte der Zebrafisch als wichtiger Modellorganismus für die
Embryonalentwicklung und Gewebsbildung etabliert werden. Nun besteht die Möglichkeit, die
resultierenden quantitativen Daten über Zellform, verteilung, migration und wechselwirkung
in mathematische Modelle zu integrieren. Wir haben das Modellkonzept des zellulären
Pottsmodells auf die Fragestellung der Entstehung von Muskelgewebe angepasst. Essentiell
ist hierbei die zeitabhängige Veränderung der Zellform, welche von ZellZellWechselwirkungen
ausgelöst wird, letztere andererseits aber auch maßgeblich beeinflusst. Computersimulationen
des Modells erlauben es nun, konkurrierende Hypothesen über die Beiträge unterschiedlicher
Wechselwirkungsmechanismen zu testen und geeignete Kontrollexperimente vorzuschlagen.
Laufzeit: 1.1.2007  31.3.2010
Finanzierung: TUHaushalt
Projektleiter: Prof. Dr. W. E. Nagel, Prof. Dr. A. Deutsch
Projektmitarbeiter: Dr. L. Brusch, E. Flach
Kooperationspartner: Dr. A. Oates, MaxPlanckInstitut für Molekulare Zellbiologie und 
Genetik Dresden
6.4 Performance Evaluierung
6.4.1 SFB 609 − Elektromagnetische Strömungsbeeinflussung in Metallurgie, 
Kristallzüchtung und Elektrochemie − Teilprojekt A1: Numerische Model-
lierung turbulenter MFD-Strömungen
Das SFBTeilprojekt, an dem das ZIH beteiligt ist, befasst sich mit der numerischen Simulation
und physikalischen Modellierung von turbulenten Strömungen elektrisch leitfähiger Fluide un
ter dem Einfluss kombinierter Magnetfelder. Ein Schwerpunkt liegt bei der effizienten
Implementierung der Methoden auf skalierbaren Parallelrechnern. Ausgangspunkt der
Untersuchungen sind hierbei Studien zum Rühren mit rotierenden Magnetfeldern. Im bisheri
gen Projektverlauf konnte auf Basis direkter numerischer Simulationen (DNS) gezeigt werden,
dass die turbulente Strömung bis weit in den überkritischen Bereich von relativ langlebigen
TaylorGörtlerWirbeln dominiert wird. Mit zunehmender Taylor bzw. Reynoldszahl stellt die
Instabilität dieser Wirbel den wesentlichen Turbulenzmechanismus dar. Die Ergebnisse der
DNSUntersuchungen stellen die Grundlage für eine Datenbasis ausgewählter Kombinationen
statischer und dynamischer Felder dar. Aufbauend auf dieser Datenbasis werden im weiteren
Projektverlauf Untersuchungen, Validierung und Weiterentwicklung ausgewählter statistischer
Turbulenzmodelle durchgeführt. Während die Mehrzahl der bisher durchgeführten DNS mit li
nearen FiniteElementMethoden (lineare FEM) bewältigt wurden, ist in Erfüllung eines wei
teren Projektzieles am ZIH ein SpektralelementeSolver entwickelt worden. Dieser wird in aus
gewählten Bereichen die Untersuchungen des linerareFEMCodes ergänzen bzw. ersetzen.
Sowohl aus früheren Untersuchungen als auch aus den aktuellen Produktionsläufen ergeben
sich für realistische Taylor bzw. Reynoldszahlen hohe Anforderungen an die benötigten
Rechenressourcen. Aus diesem Grund dienen für beide Untersuchungswerkzeuge massivparal
lele Systeme als Zielplattformen, so dass bei der Entwicklung und Nutzung die Analyse und
Optimierung der parallelen Leistung der Solver eine besondere Rolle spielt.
Laufzeit: 01/2004  12/2013
Finanzierung: DFG
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: L. Haupt
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Kooperationspartner: TU Dresden: Institut für Luft und Raumfahrttechnik, Institut für 
Energiemaschinen und Maschinenlabor, Institut für Werkstoffwis
senschaften, Institut für Numerische Mathematik, Institut für 
Verfahrenstechnik und Umwelttechnik, Institut für Wissenschaftli
ches Rechnen, Institut für Physikalische Chemie und Elektrochemie
TU Bergakademie Freiberg: Institut für Fluidmechanik und 
Fluidenergiemaschinen, Institut für Eisen und Stahltechnologie, 
GießereiInstitut, Institut für Sicherheitsforschung
IFW Dresden: Institut für Metallische Werkstoffe
MaxPlanckInstitut für Physik komplexer Systeme
6.4.2 BenchIT − Performance Measurement for Scientific Applications
Das BenchITProjekt verfolgt den Ansatz, mit einer erweiterbaren Sammlung handinstrumen
tierter Messprogramme (Kernels) ein zu analysierendes System möglichst in kurzer Zeit aus
sagekräftig zu testen. Dabei können sowohl Zeitmessungen als auch PerformanceCounter
Daten ausgewertet werden. Es ist möglich, mehrere Kenngrößen während eines Messlaufes
in Abhängigkeit eines variablen Parameters zu korrelieren. Ein wesentliches Designziel von
BenchIT ist ein hoher Portabilitätsgrad für unterschiedliche UnixDerivate. Shellscriptgesteuert
erfolgt die weitestgehend automatisierte Erkundung des zu vermessenden Systems (z. B.
Erkennung installierter Compiler und Bibliotheken), die Aufforderung des Nutzers zur Eingabe
weiterer Daten (z. B. Architekturinformationen, spezielle Pfade), die Compilation, das Linken
sowie die Ausführung. Für den Einsatz von Crosscompilern kann diese Reihenfolge entspre
chend nach dem Linken unterbrochen werden, um die Binaries für das TargetSystem zur
Verfügung zu stellen. Die Ausführung der einzelnen Kernels erfolgt unter Steuerung eines
Hauptprogramms, welches ein entsprechendes Interface für die Kernels bereitstellt. Es be
steht die Option, einzelne Kernel oder den kompletten Satz an Messprogrammen auszuführen.
Außerdem ist die Einflussnahme hinsichtlich der LaufzeitLimitierung der Kernels, der
Wiederholungsanzahl und der Filterung der Messergebnisse möglich. Die Messergebnisse
werden zusammen mit allen für die Messung relevanten Informationen in entsprechenden
Ergebnisfiles gespeichert. Um die Ergebnisse komfortabel auszuwerten und zu vergleichen,
besteht die Möglichkeit, die Ergebnisfiles über ein Webinterface auf einen zentralen Server
hochzuladen. Die eigentlichen Messdaten verbleiben in den Ergebnisfiles, die begleitenden
Informationen zur Messung werden in eine PostgreSQLDatenbank aufgenommen. Diese
Datenbank ist mit einer umfangreichen Nutzerverwaltung ausgestattet, womit unterschiedli
chen Nutzungskonzepten Rechnung getragen werden kann. Über das Webinterface können
die Ergebnisse der durchgeführten Messungen separat oder im Vergleich zueinander ausge
wählt werden. Dabei werden zwei grundsätzliche Selektionsansätze angeboten: Auswahl der
Messergebnisse nach Messprogrammen oder nach Architekturmerkmalen. Die erste Variante
bietet die Möglichkeit, das Verhalten unterschiedlicher Rechnersysteme bei der Ausführung
desselben Kernels zu sehen. Der Architekturweg ermöglicht über einen tiefgestufteren
Auswahlprozess, unterschiedliche Architekturen in Abhängigkeit mehrerer Messprogramme
zu beurteilen. Die Messergebnisse, ergänzt durch Zusatzinformationen, werden über gnuplot
mit einer großen Anzahl an Darstellungsoptionen visualisiert. Es besteht die Option, Plots zu
speichern, zu modifizieren und zu exportieren. BenchIT ist darauf ausgerichtet, dass externe
Nutzer die verfügbaren Kernels anwenden, durch weitere ergänzen und mit den erzielten
Messergebnissen die Datenbasis von BenchIT erweitern.
Laufzeit: 01/2002  laufend
Finanzierung: TU Haushalt
Projektleiter: Prof. Dr. W. E. Nagel, Dr. H. Mix
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Projektmitarbeiter: A. Georgi, T. Williams, D. Molka, R. Tschüter, M. Johannemann, 
J. Domke
6.4.3 PARMA − Parallel Programming for Multi-core Architectures
Das Ziel des im Rahmen der europäischen ITEA2Forschungsinititive geförderten Projektes ist
es, hochentwickelte Technologien für Paralleles Rechnen zu entwickeln, indem Gemeinsam
keiten zwischen High Performance Computing (HPC), Multicore und MPSoC (MultiProcessor
System on Chip) Programmierumgebungen erforscht und Synergieeffekte zwischen den ver
schiedenen Domänen genutzt werden.
Schwerpunkte des Projektes liegen neben der Entwicklung von Design und Programmiermet
hoden für parallele Anwendungen und der Fortentwicklung von Betriebssystemen in der
Weiterentwicklung Paralleler Programmierwerkzeuge (Debugger, Optimierungstools, Verifika
tionstools). Die Fähigkeiten der bereits vorhandenen SoftwareWerkzeuge wie Vampir,
VampirTrace, KOJAK, MARMOT, PERUSE, DDT und OPT sollen hinsichtlich ihrer Nutzungs
möglichkeiten für MulticoreArchitekturen erweitert und zu einer integrierten Werkzeugumge
bung zusammengefasst werden. Die Einsatzmöglichkeiten der neuentwickelten Technologien
werden an verschiedenen industrierelevanten und wissenschaftlichen Anwendungsprogram
men aus den Gebieten Simulation von Industrieprozessen, Luft und Raumfahrt, Virtual Reality
für Manufakturprozesse sowie Numerische Algorithmen demonstriert.
Laufzeit: 04/2007  05/2010
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: Dr. M. S. Müller, Dr. H. Mix, H. Mickler, B. Wesarg, D. Molka
Kooperationspartner: Forschungszentrum Jülich,ZAM
Bull, Les Clayessousbois, Frankreich
Universität Stuttgart, HLRS
RECOM Services GbmH Dresden
GWTTUD GmbH Dresden
GNS mbH Braunschweig
MAGMA Gießereitechnologie GmbH Aachen
University of Versailles Saint Quentin, Versailles, Frankreich
CAPS Entreprise, Rennes, Frankreich
Institute National des Telecommunications, Evry Cedex, Frankreich
Dassault Aviation, Saint Cloud, Frankreich
Commissariat a l’energie atomique, FontenayauxRoses, Frankreich
INDRA Sistemas S.A., Aranjuez, Madrid, Spanien
Fundacion robotiker, Zamudio, Spanien
Allinea Software Ltd., Gallows Hill Warwick, England
6.4.4 VI-HPS − Virtuelles Institut-HPS
Ziel des virtuellen Institutes ist sowohl die qualitative Verbesserung als auch die Beschleunigung
der Entwicklung komplexer Simulationen und Anwendungen aus Wissenschaft und Technik auf
hoch parallelen Systemen. Als eine wesentliche Voraussetzung dafür liegt der Fokus dieses
Forschungsprojektes in der Entwicklung hochmoderner, integrierter Programmierwerkzeuge
zur Fehlererkennung und Leistungssteigerung paralleler Hochleistungsrechner. 
Laufzeit: 05/2007  31.12.2011
Finanzierung: HelmholtzGemeinschaft (Helmholtz Impuls und Vernetzungsfond)
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: Prof. Dr. F.  Wolf, JSC
Prof. Dr. Ch. H. Bischof, RWTH Aachen
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Prof. Dr. J. Dongarra, University of Tennessee
Dr. M. S. Müller, J. Doleschal, ZIH
Kooperationspartner: Forschungszentrum Jülich, Jülich Supercomputing Centre
RWTH Aachen University, Center for Computing and Communication
University of Tennessee, Innovative Computing Laboratory
6.4.5 Paralleles Kopplungs-Framework und moderne Zeitintegrationsverfah-
ren für detaillierte Wolkenprozesse in atmosphärischen Modellen
Wolkenprozesse stellen eine der größten Unsicherheiten bei aktuellen Wettervorhersage,
ChemieTransport sowie Klimamodellen dar. In den letzten Jahren wurden Wolken und
Aerosole in dreidimensionalen Modellen nur für Prozessstudien detailliert behandelt, durch den
hohen Rechenaufwand jedoch nicht für operationelle Anwendungen. Das Ziel dieses Projekts
ist es, diese Barriere zu überwinden und solche komplexen Modellsysteme praktisch an
wendbar zu machen. Dazu werden ein Framework mit dynamischen Datenstrukturen und ge
eigneter Parallelisierung sowie moderne numerische Verfahren zur Implementierung von
Wolkenprozessen in atmosphärischen Modellsystemen entwickelt. Die verschiedenen
Zeitskalen, die Heterogenität in Raum und Zeit sowie die Wechselwirkungen der betrachteten
Prozesse werden in effizienter Weise behandelt. Um die Größe der Zeitschritte an die Dynamik
in unterschiedlichen Teilgebieten und die Zeitskala der jeweiligen Prozesse anzupassen, wer
den MultirateIntegrationsverfahren implementiert. Das in diesem Projekt entwickelte
Framework FD4 (FourDimensional Distributed Dynamic Data Structures) dient der flexiblen
Kopplung von Wolkenmodellen mit bestehenden atmosphärischen Modellen und ist generell
zur Mehrphasenmodellierung verwendbar. Der Einsatz von FD4 als KopplungsFramework wird
eine effizientere Parallelisierung and reduzierte Speicheranforderungen im Vergleich zu naiven
Ansätzen ermöglichen. Beispielhaft werden die entwickelten Bibliotheken und
Integrationsverfahren genutzt, um das Modellsystem COSMOMUSCAT (früher LMMUSCAT)
mit einem detaillierten spektralen Mikrophysikmodell zu erweitern und dessen praktische
Anwendung zu ermöglichen.
Laufzeit: 09/2007  08/2010
Finanzierung: DFG
Projektleiter: Prof. Dr. W. E. Nagel, ZIH; Dr. Ralf Wolke, IfT Leipzig
Projektmitarbeiter: M. Lieber, ZIH
Kooperationspartner: IfT Leipzig
6.4.6 VEKTRA − Virtuelle Entwicklung von Keramik- und Kompositwerkstoffen 
mit maßgeschneiderten Transporteigenschaften 
Im Forschungsprojekt VEKTRA werden innovative Simulationsmethoden zur virtuellen Material
entwicklung erweitert und für den Einsatz auf Hochleistungsrechnern optimiert. Diese
Simulationswerkzeuge sollen insbesondere die Entwicklung von Keramik und
Kompositwerkstoffen mit maßgeschneiderten elektrischen und thermischen Transporteigen
schaften ermöglichen und damit eine große Vielfalt aktueller werkstofftechnologischer
Herausforderungen von der Entwicklung verbesserter Keramiken für Wärmedämmschichten,
Brennstoffzellen und Gastrennungsmembranen bis hin zu effizienteren und beständigen
Kompositwerkstoffen für thermoelektrische Generatoren und Leuchtdioden adressieren.
Laufzeit: 06/2007  05/2010
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: R. Müller, ZIH
Kooperationspartner: Siemens; OSRAM OS GmbH; H.C. Starck
Fraunhofer Institut für Physikalische Messtechnik
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Institut für Werkstoffwissenschaft, TU Dresden
FritzHaberInstitut der MPG, MaxPlanckInstitut für Eisenforschung
GmbH, Düsseldorf
Micropelt GmbH (Beobachter)
6.4.7 CoolComputing − Technologien für Energieeffiziente Computing-
Plattformen (BMBF-Spitzencluster Cool Silicon)
In modernen Hochleistungsrechnern gewinnt neben der Rechenleistung die Entwicklung en
ergieeffizienter Systeme, Programme und Algorithmen zunehmend an Bedeutung. Im
Teilprojekt CoolComputing des BMBFSpitzenclusters Cool Silicon beschäftigt sich das ZIH in
tensiv mit der Energieeffizienz von parallelen Anwendungen. Zu diesem Zweck sollen in enger
Kooperation mit AMD neue Schnittstellen zur Überwachung und Steuerung des Prozessors ent
worfen und implementiert werden. Die Analysen und Optimierungen, die auch Scheduler
Effekte und virtuelle Maschinen betreffen, werden durch die Integration von Energieverbrauchs
Betrachtungen in die PerformanceWerkzeuge des ZIH geeignet unterstützt.
Laufzeit: 1.2.2009  31.1.2012
Finanzierung: BMBF  Spitzencluster
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: D. Hackenberg, Dr. M. S. Müller, Dr. R. MüllerPfefferkorn, R. Schöne 
6.4.8 eeClust − Energieeffizientes Cluster-Computing 
Das Ziel des Projektes Energieeffizientes ClusterComputing (eeClust) ist die Bestimmung der
Beziehungen zwischen dem Verhalten paralleler Programme und ihres Energieverbrauches bei
der Ausführung auf einem RechnerCluster. Basierend auf diesen Erkentnissen sollen
Strategien zur Reduzierung des Energieverbrauchs entwickelt und umgesetzt werden ohne die
Performance der Programme zu beeinflussen.
Laufzeit: 1.4.2009  31.3.2012
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel




6.4.9 HI/CFD − Hocheffiziente Implementierung von CFD-Codes für HPC-
Many-Core-Architekturen
Im Projekt HI/CFD entwickelt das ZIH in Zusammenarbeit mit dem Deutschen Zentrum für Luft
und Raumfahrt Methoden, um die Flugzeug und Triebwerkssimulationen der europäischen
Luftfahrtindustrie zu optimieren. Das Ziel ist u. a. die Nutzung von SIMDInstruktionen („Single
Instruction Multiple Data“) moderner MulticoreProzessoren, um die (parallele) Performance
zu steigern. Dazu werden automatische CodeTransformationswerkzeuge entwickelt und die
Ergebnisse durch eine PerformanceAnalyse mit erweitertem Tracing mittels
VampirTrace/Vampir evaluiert.
Laufzeit: 1.1.2009  31.12.2011
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: K. Feldhoff, O. Krzikalla, Dr. R. MüllerPfefferkorn
Kooperationspartner: DLR e.V., TSystems Solutions for Research GmbH
assoziierte Partner: IBM Deutschland GmbH
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MTU Aero Engines GmbH
Airbus Deutschland GmbH
6.4.10 SILC − Skalierbare Infrastruktur zur automatischen Leistungsanalyse 
paralleler Codes
Wachsende Bedürfnisse der Anwender sowie aktuelle Entwicklungen im
Mikroprozessordesign lassen die Anzahl der Prozessorkerne in modernen Supercomputern
von Generation zu Generation rasch anwachsen. Dadurch werden nicht nur an die
Anwendungen selbst sondern auch an die zu ihrer Entwicklung benötigten Werkzeuge deut
lich höhere Skalierbarkeitsanforderungen gestellt. Gleichzeitig wird die Optimierung paralleler
Codes durch die gestiegene Komplexität paralleler Systeme immer schwieriger. Ziel des vom
Bundesministerium für Bildung und Forschung (BMBF) geförderten Projektes SILC (Skalierbare
Infrastruktur zur automatischen Leistungsanalyse paralleler Codes) ist daher der Entwurf und
die Implementierung einer skalierbaren und einfach zu nutzenden Infrastruktur zur
Leistungsmessung von SupercomputerAnwendungen. Diese soll als Basis für mehrere be
reits existierende, von den Projektpartnern entwickelte Leistungsanalysewerkzeuge dienen.
Die dadurch entstehende Werkzeugumgebung soll zur Optimierung von akademischen und in
dustriellen Anwendungen eingesetzt werden. Das SILCProjekt wird in enger Zusammenarbeit
mit PRIMA durchgeführt, einem durch das US Department of Energy geförderten
Kooperationsprojekt zwischen der University of Oregon und dem Forschungszentrum Jülich.
Laufzeit: 01/2009  12/2011
Projektleiter: Prof. Dr. W. E.Nagel
Mitarbeiter: Dr. A. Knüpfer, M. Wagner, R. Jäkel
Finanzierung: BMBF
Partner: Forschungszentrum Jülich, Jülich Supercomputing Centre 
RWTH Aachen University, Center for Computing and 
Communication 
GNS Gesellschaft für numerische Simulation mbH
TU München, Lehrstuhl für Rechnertechnik und 
Rechnerorganisation 
assoziierte Partner: GWTTUD GmbH (Gesellschaft für Wissens und Technologie
Transfer)
University of Oregon, Performance Research Lab
6.4.11 TIMaCS − Tools for Intelligent System Management of Very Large Computing 
Systems
Im Projekt TIMaCS wird ein intelligentes ManagementFramework entwickelt, das hochska
lierbares Monitoring und eine effiziente Verwaltung sehr großer Cluster ermöglichen soll. Auf
Basis existierender Werkzeuge und unter Verwendung von Virtualisierungstechniken wird ein
fortschrittliches, integratives Werkzeug entwickelt, das u. a. durch automatische Behandlung
von Fehlern den administrativen Aufwand erheblich senken wird.
Laufzeit: 1.1.2009  31.12.2011
Finanzierung: BMBF
Projektleiter: Prof. Dr. W. E. Nagel
Projektmitarbeiter: H. Mickler, R. Grunzke
Kooperationspartner: Höchstleistungsrechenzentrum Stuttgart (HLRS) 
NEC (EHPCTC)




Im Bereich der SoftwareWerkzeuge gibt es neben der Teilnahme am OpenMPIKonsortium
die langjährige Zusammenarbeit mit der Oregon University, aus der unter anderem die
Entwicklung des Open Trace Formats hervorging. Darüber hinaus gibt es enge Kontakte mit
dem Innovative Computing Laboratory der University of Tennessee, Knoxville als Partner des
Verbundprojektes Virtual Institute für High Productivity Supercomputing (VIHPS).
Das Gebiet der Laufzeiterkennung von MPIFehlern ist auch Thema der informellen aber in
tensiven Zusammenarbeit mit dem Lawrence Livermore National Laboratory. In diesem
Rahmen werden die bisher getrennt entwickelten SoftwarePakete Umpire und Marmot zu
sammengeführt, um eine skalierbare Infrastruktur für Laufzeitüberprüfungen zu entwickeln.
Ein Memorandum of Understanding besteht zwischen dem ZIH und der Japanese Atomic
Energy Agency (JAEA). Es sieht einen Erfahrungsaustausch auf verschiedenen Gebieten wie
GridComputing, SoftwareTools, PerformanceAnalyse und Algorithmen für parallele und ver
teilte Systeme vor.
Mit der Indiana University, USA, wurde Anfang 2009 die jahrelange informelle Zusammenarbeit
für die nächsten fünf Jahre durch einen Kooperationsvertrag geregelt. Inhalt der Kooperation
sind vor allem Fragen des Datenintensiven Rechnens. Der Erfolg der Zusammenarbeit lässt sich
unter anderem am Gewinn der Bandwidth Challenge auf der Supercomputing 2007 sowie der










Parallel Programming for Multi-
core Architectures (ParMA)
Im Rahmen des europäischen For-
schungsprojektes Parallel Programming 
for Multi-core Architectures (ParMA) 
hat die GNS mbH das Laufzeitverhalten 
der impliziten Finite-Element-Software 
INDEED analysiert und optimiert.
 
ParMA [1] wird unter der Schirmherr-
schaft der Organisation ITEA und der 
Beteiligung französischer, spanischer 
und deutscher Partner aus Forschung 
und Industrie durchgeführt. Ziel ist es 
zum einen, neue Werkzeuge zu ent-
wickeln, mit denen der Prozess der 
Programmparallelisierung vereinfacht 
wird. Zum anderen sollen bestehen-
de Werkzeuge durch Anwendung von 
Industrieapplikatio nen getestet werden. 
Die gewonnenen Er kennt nisse ermög-
lichen dann, sowohl die Werkzeuge 
als auch die Industrieapplikationen zu 
optimieren.
GNS hat für das FE-Umformsimulati-
onsprogramm INDEED im Rahmen des 
ParMA-Projektes unter anderem die 
Aufbauphase der Elementsteifi gkeits-
matrix analysiert. Diese erfolgt in jeder 
Gleichgewichtsiteration und ist ver-
hältnismäßig rechenzeitintensiv. Daher 
wurde sie mithilfe von Direktiven des 
OpenMP Standards bereits parallelisiert 
und kann somit von mehreren Prozessen 
gleichzeitig bearbeitet werden. Das As-
semblieren der  Gesamtsteifi gkeitsmatrix 
kann innerhalb der Aufbauphase jedoch 
nur bedingt parallel erfolgen, da hierbei 
unter Umständen mehrere Prozesse 
gleichzeitig auf einen gemeinsamen 
Speicherbereich zugreifen. Abhängig 
davon, welcher Prozess dabei zuerst von 
einer gemeinsamen Adresse liest oder 
diese nach einer Weiterverarbeitung 
wieder beschreibt, verfälscht sich das 
Gesamtergebnis; man spricht dann von 
einer Wettlaufsituation. Der OpenMP 
Standard bietet zur Umgehung dieses 
Problems die Verwendung spezieller An-
weisungen in einer parallelen Schleife. 
Diese gewährleisten, dass innerhalb 
ihrer Defi nition niemals mehrere Pro-
zesse gleichzeitig den betreffenden 
Programmabschnitt ausführen.
 
Mithilfe des Programms Scalasca [2] 
wurde der Einfl uss dieser Abschnitte auf 
News
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aller Prozesse, bevor in einem zweiten 
Schritt eine zweite Gruppe von Elemen-
ten ebenfalls parallel bearbeitet wird. In 
der Assemblierung von Restelementen 
sind sequentielle Anteile enthalten, 
wie der Abbildung 3 zu entnehmen ist.
Die Dauer der parallelen Aufbauphase 
konnte mithilfe der durch-
geführten Optimierungen 
deutlich verkürzt werden. 
Als Maß hierfür kann der 
so genannte Speed-up 
herangezogen werden. 
Dieser gibt an, um welchen 
Faktor sich die Laufzeit bei 
der Verwendung mehrerer 
Prozessoren reduziert. 
Im Idealfall steigt dieser 
linear an. In der Realität 
ist dieses, z.B. aufgrund 
von Synchronisierungen, 
jedoch selten der Fall. 
Abbildung 4 zeigt die 
Skalierung der Aufbauphase vor und 
nach der beschriebenen bzw. weiteren 
Optimierungen.
Insgesamt konnte durch die Arbeiten im 
ParMA-Projekt die Laufzeit der Software 
INDEED um ca. 30-40% reduziert wer-





[4] “A Fast and Highly Quality Multilevel 
Scheme for Partitioning Irregular Graphs”. 
George Karypis and Vipin Kumar. SIAM Jour-
nal on Scientifi c Computing, Vol. 20, No. 1, 
pp. 359-392, 1999
Rene Menzel, GNS mbH
menzel@gns-mbh.com
Abb. 4: Speed-up der alten und der optimier-
ten Aufbauphase
die Laufzeit untersucht. Ziel der Ent-
wicklung des Programms durch das For-
schungszentrum Jülich war es, Informa-
tionen zur Laufzeit bzw. zu ineffi zientem 
Programmverhalten für den Anwender 
übersichtlich zusammenzufassen. Scala-
sca kann hierbei Informationen sowohl 
bezüglich einer ineffi zienten Nutzung 
paralleler Programmiermodelle aufzeich-
nen als auch Probleme beim Zugriff auf 
Speicher dokumentieren.
Abbildung 1 zeigt die Ausgabe einer 
Analyse von Teilen der Aufbauphase für 
einen kompletten Rechenlauf. Auf der 
linken Seite des Ausgabefensters werden 
verschiedene Metriken dargestellt, die 
das Laufzeitverhalten des analysierten 
Programms beeinfl ussen. In diesem Fall 
wird durch „Lock Competition“ darauf 
hingewiesen, dass einzelne Prozesse da-
rauf warten, einen bestimmten Program-
mabschnitt ausführen zu können. Dieser 
wird  von anderen Prozessoren blockiert. 
Im mittleren Teil des Ausgabefensters 
ist zu sehen, wo genau dieses Problem 
auftritt. Die rechte Seite gibt die Ver-
teilung des Problems über die einzelnen 
Prozessoren an.
Als weiteres Programm zur Analyse des 
Laufzeitverhaltens wurde Vampir [3] 
eingesetzt. Vampir wird von der Tech-
nischen Universität Dresden entwickelt; 
der Vertrieb erfolgt durch die GWT GmbH. 
Im Gegensatz zu Scalasca stellt dieses 
Werkzeug eine Analyse des untersuch-
ten Codes über der Zeit dar. Durch das 
Vergrößern relevanter Abschnitte des 
Zeitachsenfensters kann der Anwender 
hierbei einen sehr detaillierten Einblick 
in das Verhalten des untersuchten Pro-
gramms erhalten. So zeigt Abbildung 2 
den Ablauf einer einzelnen Aufbauphase 
auf 16 Prozessoren. Vampir unterteilt 
hierbei das Zeitintervall in Anteile, in 
der die Applikation Rechenzeit bean-
sprucht oder aber den Zeitanteil, der 
z.B. für eine Synchronisation benötigt 
wird. In der Abbildung rot dargestellt 
sind die Anteile, die innerhalb der par-
allelen Schleife sequentiell abgearbeitet 
werden und somit zu Laufzeitverlän-
gerungen führen. Wie zu erkennen ist, 
dominiert dieser An teil die Aufbauphase 
stark. Im Rahmen des ParMA-Projektes 
wurde für die Aufbauphase die beste-
hende Parallelisie rung von der GNS mbH 
er weitert und dahinge-
hend optimiert, dass die 
sequentiellen Programm-
anteile minimiert wurden. 
Gleichzeitig musste aber 
gewährleistet wer den, dass 
es nicht zu den eingangs 
beschriebenen Wettlaufsi-
tuationen kommt. Dieses 
konnte durch eine interne 
Vorsortierung der Elemente 
mithilfe von Algorithmen 
der METIS-Bibliothek [4] 
erreicht werden. Hierbei 
werden die Elemente in 
Gruppen eingeteilt, für 
die gewährleistet ist, dass es zu keinen 
Überschneidungen im Speicherbereich 
kommt. In einem ersten Schritt wird 
dann in den Assemblierungsroutinen der 
größte Anteil der Elemente komplett 
parallel bearbeitet. 
Am Ende erfolgt eine Synchronisation 
Abb. 2: Laufzeitanalyse einer Aufbauphase mit Vampir
Abb. 3: Laufzeitanalyse der optimierten Aufbauphase






HPC Server 2008 (Teil 2/2)
Wie in der letzten Ausgabe des News-
letters (1/2009) schon angekündigt, 
stellen wir Ihnen hier im zweiten Teil 
dieses Artikels die Themenbereiche 
Ressourcen-Management, Administrati-
on des laufenden Cluster-Systems und 
Nutzung des Cluster-Systems durch den 
Anwender vor.
Einfache Komplettlösung
Mit dem Windows HPC Server 2008 bietet 
Microsoft eine Softwareinfrastruktur-
lösung für den Einsatz in sehr rechen-
intensiven Anwendungsbereichen. Zu 
den möglichen Anwendungsgebieten 
gehören z.B.:
Simulation in der Automobil- und • 
der Luft- und Raumfahrtindustrie
Konvertierung von Konstruktions-• 
daten
Berechnung von photorealistischen • 
Bildern
Windows HPC Server 2008 ist für AMD 
x86_64 oder Intel EM64T Prozessortech-
nologie verfügbar und beinhaltet einen 
kompletten Satz an Funktionsmodulen 
für den Einsatz in Berechnungsumge-
bungen jeglicher Größe.
Resource Management
Nachdem das Netzwerk und die Knoten 
eingerichtet sind, kann eine weitere 
Konfi guration des Clusters erfolgen. 
Es gibt eine Reihe von verschiedenen 
Mechanismen, mit denen insbeson-
dere die Verwendung von Ressourcen, 
z.B. CPUs, Plattenplatz, Anwendungen 
und Lizenzen, gesteuert werden kann. 
Diese Mechanismen sind in Abbildung 1 
aufgeführt.
Administration
Für die Administration und Überwa-
chung eines existierenden Clusters wer-
den von dem Windows HPC Server 2008 
eine Reihe von Werkzeugen angeboten. 
Die unterschiedlichen Aufgabengruppen 
können über das in Abbildung 2 aufge-
führte Menü ausgewählt werden. Eine 
Aufgabengruppe ist z.B. das Node Ma-
nagement. Das hierfür vorhandene Menü 
ist in Abbildung 3 dargestellt. In diesem 
Menü sind folgende Aktionen möglich:
Darstellung und Änderung der • 
Knoten-Eigenschaften
Darstellung und Änderung des • 
Knoten-Zustandes
Darstellung des Zustandes von • 
Knoten-Ressourcen, zu CPU Auslas-
tung oder Memory Nutzung
Ausführung von Befehlen auf Kno-• 
ten oder Knotengruppen
Ausführung von Diagnostik-Routi-• 
nen
Darstellung des Netzwerkverkehrs• 
Darstellung von Event-Historien• 
Neuinstallation des Betriebssystem-• 
Images
Nutzung
Windows HPC Server 2008 bietet für die 
Nutzung durch den Anwender Oberfl ä-
chenelemente an, über die Batch Jobs 
erstellt und eingereicht werden können. 
Die Jobs selber bestehen wiederum aus 
einer oder mehreren Aufgaben (Tasks), 
die in Abhängigkeit zueinander stehen 
können. Sämtliche Tasks können unter-
schiedliche Systemanforderungen wie 
z.B. die benötigte Anzahl CPUs stellen. 
Um die Erstellung von Jobs für den 


















Abb. 1: Mechanismen für das Ressourcen-Management






auf Basis von vorab erstellten Mustern, 
den Job Templates, erzeugt werden. 
Abbildung 4 zeigt das Menü für die 
Defi nition eines Jobs. In diesem Menü 
kann das gewünschte Job Template, auf 
dem der Job beruhen soll, ausgewählt 
werden. In weiterführenden Menüs 
können außerdem notwendige Angaben 
zu einzelnen Tasks und dem Ressour-
cen- und Lizenzbedarf des Jobs gemacht 
werden.
Die Job Queue und die darin enthalte-
nen Jobs bzw. Tasks können ebenfalls 
über eine dedizierte grafi sche Oberfl äche 
verwaltet werden. Diese ist in Abbildung 
5 dargestellt. Die Automatisierung von 
Prozessabläufen innerhalb der einzel-
nen Tasks sollte über die Windows HPC 
PowerShell erfolgen.
Die von den Oberfl ächenelementen 
bereitgestellte Funktionalität kann auch 
über folgende Kommandozeilenbefehle 
genutzt werden:
job  Jobs verwalten• 
task  Tasks verwalten• 
node Knoten aufnehmen  • 
  und verwalten
cluscfg Queue überwachen  • 
  und verwalten
clusrun Befehl auf Cluster- • 
  Knoten ausführen
Job Informationen werden im XML 
Format gespeichert und so an den Job 
Scheduler übergeben. Über diesen Me-
chanismus können auch andere Soft-
warewerkzeuge für die Erstellung von 
Jobs verwendet werden. Diese müssen 
lediglich die relevanten Informationen 
im vorgegebenen XML-Format erzeugen. 
Ein Beispiel für ein solches Werkzeug 
zur Job-Erstellung ist in Abbildung 6 
dargestellt. Vorteil eines solchen Werk-
Abb. 3: Menü für die Aufgabengruppe Node Management
Abb. 4: Grafi sche Oberfl äche für die Defi nition von Jobs
Abb. 5: Menü für das Job- und Task Management
Dienstleistungen






Abb. 6: Softwarewerkzeug für die Erstellung von Batch Jobs
Abb. 7: Beispiel für eine CAE-Arbeitsumgebung
zeugs gegenüber den vom Windows HPC 
Server angebotenen Methoden ist, dass 
es an eine spezifi sche Anwendung und 
eine spezifi sche Cluster-Konfi guration 
angepasst ist.
Natürlich kann der Windows HPC Server 
2008 in umfangreiche Gesamtprozesse, 
wie z.B. die in Abbildung 7 dargestell-
te CAE-Arbeitsumgebung, integriert 
werden.
Zusammenfassung
Windows HPC Server 2008 ist eine um-
fangreiche Softwareinfrastrukturlösung 
von Microsoft für den Einsatz in sehr 
rechenintensiven Anwendungsbereichen. 
Die Lösung ermöglicht die Konfi gura-
tion und Administration der Nutzung 
von Windows-basierten Compute Server 
Systemen. Sie wird ergänzt durch 
eine umfangreiche Sammlung weiterer 
Microsoft-Komponenten und –Dienste 
mit denen beliebige HPC-Infrastrukturen 
aufgebaut werden können.
Dienstleistungen
Als IT-Dienstleister kann GNS Systems 
sämtliche Aufgaben im Zusammenhang 
mit einer Infrastruktur auf Basis von 
Windows HPC Server 2008 übernehmen. 
Diese reichen von der Planung und der 
Implementierung bis zum kompletten 
Betrieb.







bung. Die einzige Voraussetzung ist eine 
auf den Rechenressourcen installierte 
Virtualisierungslösung. Im Falle von 
PartnerGrid wurde Xen als Virtualisie-
rungstechnik gewählt.
Lizenzvirtualisierung
Eine wichtige Fragestellung in virtua-
lisierten Umgebungen ergibt sich im 
Umgang mit lizenzpfl ichtiger Software. 
Die Nutzung von Lizenzservern in 
großen, nationalen Grid-Umgebungen 
verbietet sich nicht nur aus Kostengrün-
den, sondern auch aus rein praktischen 
Überlegungen. Da die Grid-Ressourcen 
dezentral administriert werden und von 
verschiedenen Organisationen kontrol-
liert werden, sind die Abstimmungen 
und Koordination, zum Beispiel zu 
Firewall-Regelungen, entsprechend 
nungen für den Kunden plant und 
mit Grid-Ressourcen durchführt. Die 
Dienstleistung selbst kann ein iterati-
ver Prozess sein. Generell besteht eine 
Berechnungsdienstleistung aus dem Pre-
processing, der eigentlichen Simulation 
(z.B. mit INDEED) und dem Postproces-
sing (z.B. mit Animator4 und Evaluator). 
Automatisierbare, rechenintensive Teile, 
vor allem die eigentliche Simulation, 
können ins Grid ausgelagert werden.
Bei der Durchführung der Beratungs-
dienstleistung können Rücksprachen mit 
dem Kunden erforderlich sein. Auch die-
ses wird vom Portal unterstützt. Es stellt 
hierzu ein Projektlogbuch, projektspe-
zifi sche Diskussionsforen und weitere 
Kollaborationselemente zur Verfügung.
Der letzte Schritt eines Projektes endet 
mit der Erstellung des Projektberichtes, 
der Rechnungsstellung und gegebenen-
falls der kurzzeitigen Archivierung der 
Projektdaten. Von einer Langzeitarchi-
vierung der Simulationsdaten im Grid 
oder im Portal wird aus Sicherheitsgrün-
den abgesehen.
Schlüsseltechnologien
Im Folgenden werden einige im Partner-








Grid-Ressourcen sind stark heterogen, 
jeder Anbieter von Rechenressourcen im 
Grid nutzt andere Hardware und instal-
liert andere Betriebssysteme. System-
bibliotheken haben unterschiedliche 
Versionsstände. Dieser heterogenen 
Umgebung kann man mit zwei Methoden 
begegnen: zeit- und kostenintensiver 
Pfl ege eines Applikationsverzeichnis-
ses für verschiedene Umgebungen oder 
Virtualisierung.
Im PartnerGrid wurde die Virtualisie-
rung als Lösung gewählt. Diese kostet 
zwar Performance, ermöglicht aber die 
Erschaffung einer homogenen Umge-
PartnerGrid - Kooperative Grid-
Lösungen für industrielle An-
wendungen
Am 1. Juni 2007 startete das vom 
Bundesministerium für Bildung und 
Forschung geförderte Projekt PartnerGrid. 
Ziel des Projektes ist die kooperative 
Nutzung von Grid-Ressourcen zur Lösung 
industrienaher Problemstellungen in 
den Bereichen Umformsimulation und 
Gießereitechnik. Bei dem Forschungs-
projekt steht die Nutzung der nationalen 
Grid-Rechenressourcen im Vordergrund. 
Diese Ressourcen werden von diversen 
deutschen Forschungs- und Rechenzent-
ren betrieben und bereitgestellt.
Im PartnerGrid wurde eine erweiterte 
Infrastruktur erarbeitet, welche das 
bestehende nationale D-Grid um Part-
nerGrid-spezifi sche Funktionen erweitert 
und eine einfache, kooperativ nutzbare 
Webschnittstelle, das Portal, hinzufügt.
Im Folgenden wird ein Anwendungsfall 
präsentiert, anschließend werden einige 
erforschte Technologien näher vorge-
stellt.
Projektabwicklung: Kollaborations-
plattform und Simulation im Grid
In Abbildung 1 ist exemplarisch die 
durch die PartnerGrid-Infrastruktur 
unterstützte Abwicklung eines Projektes 
dargestellt.
Am Anfang eines Projektes steht die 
Kontaktaufnahme des Kunden mit dem 
Berechnungsdienstleister. Diese Kon-
taktaufnahme kann durch das Portal 
„geführt“ und beschleunigt werden. 
Möglicherweise handelt es sich um 
einen Neukunden, in diesem Fall hilft 
das Portal bereits bei der Aufnahme 
der Kundendaten. Der nächste Schritt 
beinhaltet die Initialisierung eines Pro-
jektes, auch hier hilft das Portal bei der 
Datenaufnahme.
Nach dieser initialen Phase folgt die 
gesicherte Übertragung des Eingabeda-
tensatzes zum Portal. Dieser wird erst 
von einem Berater des Dienstleisters 
begutachtet, der die Simulationsrech-
PartnerGrid im Überblick
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Luft- und Raumfahrt e.V. entwickelt.
Internetportale
Der einfache Zugriff auf die Grid-Res-
sourcen geschieht im PartnerGrid über 
eine Portalwebseite. Ein Portal ist nicht 
einfach nur eine Webseite. Es besteht 
aus einem Portalcontainer und aus meh-
reren, frei defi nierbaren Portlets. Alle 
Teile sind in Java implementiert und 
ebenfalls portabel.
Portlets sind Software-Module die 
einzelne Funktionen oder Gruppen von 
Funktionen implementieren.
Sie nutzen zur Darstellung HTML-Frag-
mente und werden vom Portalcontainer 
in Fenstern dargestellt, die sich frei 
auf der Webseite positionieren lassen. 
Eine Portalwebseite besteht demnach 
aus den HTML-Fragmenten vom Portal-
container selbst, sowie von den ver-
walteten, dargestellten Portlets. Eine 
Anfrage an das Portal, z.B. ein Click auf 
einen Knopf in einem Portletfenster, 
wird zuerst vom Portalcontainer entge-
gengenommen und dann an das Portlet 
weitergeleitet.
Bei der im Projekt verwendeten Por-
talsoftware handelt es sich um Liferay. 
Liferay bringt bereits eine umfangreiche 
schwierig. Daher können so genannte 
Floating Lizenzen nicht genutzt werden. 
Node-Locked, also an Hardware gebun-
dene, Lizenzen können ebenfalls nicht 
genutzt werden, da die virtualisierten 
Rechner immer andere Netzwerkadressen 
und Hostnamen besitzen.
Die Lösung des Problems innerhalb von 
PartnerGrid besteht darin, für einen 
Eingabedatensatz einen kryptographisch 
gesicherten Fingerabdruck zu erstellen. 
Dieser kann von einer zentralen Instanz 
erstellt und abgerechnet werden. Es 
wird letztlich für die Simulation eines 
Eingabedatensatzes bezahlt. Hierfür ist 
jedoch die Integration der Lösung in die 
verwendeten Solver notwendig. Dies ist 
eine Aufgabe der Softwarehersteller.
Komponentenbasierte Software-Archi-
tekturen
Als Schnittstelle zur nationalen D-Grid 
Infrastruktur dient die Integrations-
plattform RCE. RCE (Remote Component 
Environment) ist eine komponenten-
basierte, verteilte Integrationsplatt-
form. RCE wurde auf Basis von OSGi 
entwickelt, dem De-facto-Standard für 
komponentenbasierte Software-Architek-
turen in Java. OSGi wurde ursprünglich 
für mobile Geräte entwickelt und ist 
dementsprechend leichtgewichtig. Eine 
solche komponentenbasierte Applikati-
on beinhaltet, neben den eigentlichen 
Komponenten, eine Grundplattform, die 
OSGi-Implementierung. Im Falle von RCE 
handelt es sich um das aus dem Eclipse-
Projekt bekannte Equinox.
In diese Plattform können zur Laufzeit 
der Applikation einzelne Komponen-
ten geladen, gestartet, beendet und 
ausgetauscht werden. Die Komponenten 
an sich können wiederum noch einmal 
durch Plug-Ins erweitert werden. Mit 
dieser Technik ist eine äußerst fl exible 
Software-Architektur möglich geworden. 
Zudem bietet sie den Vorteil von Java: 
Plattformunabhängigkeit. Die Software-
plattform kann sowohl unter UNIX als 
auch unter Microsoft Windows eingesetzt 
werden.
RCE wird vom Fraunhofer-Institut für 
Algorithmen und Wissenschaftliches 
Rechnen und dem Deutschen Zentrum für 

























Computation in the grid
Sammlung von Portlets mit, die bei der 
Gestaltung des PartnerGrid-Portals ge-
nutzt werden konnten und umfangreiche 
Funktionen zur Kooperation bereitstel-
len. Durch die Portaltechnologie lassen 
sich elegante, dynamische Webseiten 
gestalten.
Ausblick
GNS mbH wird ein Portal auf Basis der 
im PartnerGrid erarbeiteten Architek-
tur aufbauen. GNS Systems GmbH wird 
die erstellte Portallösung rund um die 
Integrationsplattform RCE und das 
Liferay-Portal im Förderprojekt PT-Grid 
weiterentwickeln.
Ich möchte mich an dieser Stelle für 
die bisherige, hervorragende Zusam-
menarbeit mit den Forschungspartnern 
bedanken.
Jan Niemann, GNS Systems GmbH,
jan.niemann@gns-systems.de
Abb. 1:   PartnerGrid Infrastruktur: Kollaborationsportal und Berechnung im Grid. 
                   (Quelle: Fraunhofer IAO)
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Vervielfältigung, auch auszugsweise, nur mit 
schriftlicher Genehmigung des Herausgebers. 
Alle Markennamen sind in der Regel eingetrage-
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Tipps & Tricks
Das Speichern von Einstellungen 
in Animator4
Es gibt in der aktuellen Version des 
Animator4 eine große Anzahl von Ein-
stellungen, die gesetzt werden können, 
um die tägliche Arbeit zu vereinfachen. 
Angefangen bei Einstellungen, welche 
die einzelnen Views betreffen, über die 
Schriftauswahl und die diversen Farb- 
einstellungen bis hin zu Einstellungen, 
die das Verhalten der Oberfl äche beein-
fl ussen. All diese Einstellungen sind im  
Options-Dialog (Settings->Global Op-
tions) zu fi nden (Abb. 1). Dieser Dialog 
ermöglicht es, die zahlreichen Einstel-
lungen komfortabel zu modifi zieren.
Hinter allen Einstellungen, die in die-
sem Dialog vorgenommen werden kön-
nen, gibt es Kommandos, die ausgeführt 
werden, sobald man eine Einstellung 
modifi ziert. 
Es besteht die Möglichkeit, die vorge-
nommenen Einstellungen als Default 
abzuspeichern. So lässt sich Animator4
schnell und unkompliziert den eigenen 
Bedürfnissen anpassen. Beim Abspei-
chern der Defaults wird das Kommando 
wri ses opt 
~/.a4dir/Sessions/options.ses
abgesetzt. Die Datei options.ses
wird von Animator4 beim Programmstart 
automatisch gelesen. Es ist aber auch 
möglich, die Einstellungen in einer 
beliebigen Datei zu speichern, um ggf. 
auch mehrere Sätze projektspezifi scher 
Einstellungen verwenden zu können. 
Ebenso können Einstellungen, die in 
dem Sessionfi le stehen, auch in ein 
a4_default.ses übernommen wer-
den.
Zu beachten ist dabei, dass seit der Ver-
sion 1.2.0 eine zunehmende Anzahl von 
Einstellungen speziell für einzelne Views 
gesetzt werden können. Ein Beispiel ist 
die Hintergrundfarbe, die mit dem Kom-
mando col bac gesetzt wird. Um die 
einzelnen Views anzusprechen, muss das 
Kommando-Ziel angegeben werden. 
Möchte man z.B. die Hintergrundfar-
be des aktuellen Views auf Weiß 
set zen, so nutzt man das Kommando 
col bac white, welches implizit zu 
v[act]:col bac white übersetzt 
wird. Einzelne Views lassen sich über 
ihre Namen und Nummer ansprechen: 
v[1] bzw. v[Model]. Über diese Kom-
mando-Ziele ist es möglich, bestehende 
Views anzupassen. Einstellungen für die 
später erst noch zu erstellenden Views 
werden mit dem Kommandoziel std ge-
setzt. Am Beispiel der Hintergrundfarbe: 
v[std]:col bac white bewirkt, dass 
alle nach diesem Kommando geöffne-
ten Fenster die Hintergrundfarbe Weiß 
haben. Führt man die Änderungen über 
den Dialog durch, so geht man davon 
aus, dass die eingestellte Farbe für alle 
existierenden und neu erstellten Views 
gelten soll. Somit lautet das Kommando 
von dort: v[std]v[all]:col bac 
white. An diesem Beispiel erkennt 
man, dass die Kommando-Ziele kombi-
niert werden können.
Jedes Kommando (auch jenseits der 
Einstellungen) unterstützt eine gewis-
se Anzahl von Zielen. Analog zu v für 
Views gibt es noch p für Präsentationen 
und s für Slots. Neben den erwähnten 
Zielen act, all und std existieren 
auch noch die Ziele  rst und last, 
mit denen man den zuerst bzw. zuletzt 
erstellten View (Presentation oder Slot) 
adressieren kann.
Haiko Etzel, GNS mbH
etzel@gns-mbh.com
Abb. 1: Options-Dialog
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7 DoIT - Integriertes Informationsmanagement
7.1 Vision der TU Dresden
Die TU Dresden strebt eine breite Modernisierung der internen Organisation durch ein inte
griertes Informationsmanagement an. Dazu startete im Oktober 2008 das Projekt DoIT
(Dresdner optimierte IT für Forschung, Lehre und Verwaltung). Die Vision des Projektes ist es,
eine effiziente Nutzung moderner und integrierter digitaler Technologien zur Unterstützung der
Geschäftsprozesse der Universität, auch im Bereich Studium und Lehre, zu etablieren. Das
Projekt ist damit technologisch und organisatorisch ausgerichtet.
Es werden ITDienste in den Bereichen IuKBasisdienste, Identitätsmanagement,
Ressourcenverwaltung (Enterprise Ressource Planning, ERP), Studierendenverwaltung
(Student Lifecycle Management, SLM), Business Intelligence/Datawarehouse (BI/DW) sowie
die Integration weiterer Lösungen behandelt (siehe Bild 7.3).
Bild 7.1: Dienstearchitektur
7.2 Ziele des Projektes DoIT 
Zur Umsetzung der Vision der TU Dresden werden verschiedene miteinander in Beziehung ste
hende Ziele verfolgt.
7.2.1 Analyse der bestehenden IT-Unterstützung der Organisation und ihrer Prozesse
Um einen umfassenden Überblick der TU Dresden zu erhalten, war es notwendig als erstes
die bestehenden Strukturen an der Universität kennenzulernen. Dabei wurde die bestehende
ITUnterstützung der zentralen und dezentralen Universitätsverwaltung näher untersucht.
7.2.2 Erarbeitung von Verbesserungsvorschlägen
In den zahlreichen Gesprächen zur Analyse der Organisation und der Prozesse werden
Möglichkeiten zur Verbesserung der ITUnterstützung der Verwaltung und mithin ihrer
Organisation und Prozesse herausgearbeitet. 
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7.2.3 Herbeiführung strategischer Entscheidungen
In Zusammenarbeit mit dem ITLenkungsausschuss wurden die Möglichkeiten und
Notwendigkeiten mittelfristig einzusetzender und zu integrierender ITSysteme sowie damit
einhergehende Organisationsentwicklungsmaßnahmen diskutiert. Hieraus folgte u. a. die
Entscheidung der Universitätsleitung der DoITProjektgruppe die Aufgabe der Vorbereitung ei
ner Ausschreibung für ein integriertes ERP und SLMSystem zu übertragen.
7.2.4 Planung und Durchführung von Teilprojekten
Auf Basis strategischer Entscheidungen wurden Teilprojekte ins Leben gerufen, wie zum
Beispiel der Elektronische Kostenstellenkontenzugang (ElKo) oder das Identitätsmanagement
(IDM). Hierin lagen im Jahr 2009 Schwerpunkte der Arbeit der DoITGruppe. 
7.2.5 Markt- und Anbieteranalyse
Für viele Bereiche der von den strategischen Entscheidungen berührten ITVersorgung gibt es
Lösungsanbieter im Markt. Die Beobachtung derer Entwicklung sowie die Evaluierung deren
Ansätze und Produkte stellt eine wichtige Aufgabe der DoITProjektgruppe dar. Das Wissen um
die Möglichkeiten und Grenzen von verfügbaren Lösungen ermöglicht eine gezielte Suche nach
passenden Angeboten sowie die weitere strategische Planung hinsichtlich der zu erbringen
den Eigenleistungen der Universität. 
7.2.6 Austausch mit anderen Hochschulen
Viele Hochschulen stehen derzeit vor der Entscheidung, in integrierte ITSysteme zu investie
ren oder haben bereits auf ein integriertes ITSystem umgestellt. Um von den Erfahrungen die
ser Hochschulen zu profitieren, wird ein kontinuierlicher Austausch mit anderen Hochschulen
in vergleichbaren Projekten betrieben. Mitarbeiter der DoITGruppe arbeiten dazu in
Arbeitskreisen des ZKI mit und nehmen an Fachtagungen teil. 
7.3 Organisation des DoIT-Projektes
Die Projektorganisationsstruktur ist in Bild 7.4 dargestellt. Zu einem permanenten Stamm von
Vollzeitmitarbeitern im Projekt DoIT („Projektgruppe“ oder „DoITGruppe“) werden im Rahmen
der verschiedenen Tätigkeiten, insbesondere der Teilprojekte, weitere Mitarbeiter der
Universität oder externer Dienstleister im benötigten Umfang hinzugezogen.
Die DoITGruppe hat einen Leiter. Dieser koordiniert die Tätigkeiten des Projekts, überwacht
und steuert den Fortschritt der Teilprojekte und ist erster Ansprechpartner für den IT
Lenkungsausschuss (ITLA). Er berichtet im Namen der DoITGruppe an den ITLA.
Das DoITProjekt wird vom ITLA der TU Dresden gesteuert. Dieser legt wichtige Meilensteine
für das Projekt fest, überwacht den Fortschritt und das Budget des Projektes und führt not
wendige Entscheidungen der Universitätsleitung, insbesondere hinsichtlich Budgets, herbei.
Der DoITGruppe steht ein Beirat zur Seite. Dieser ist mit Wissensträgern aus unterschiedli
chen Struktureinheiten der TU Dresden besetzt. Operativ wird in themenbezogenen
Arbeitsgruppen gearbeitet. Die Mitglieder der Arbeitsgruppen werden durch die DoITGruppe
eingeladen. Die Arbeitsgruppen unterstützen die DoITGruppe in allen Belangen des Projektes.
Die Mitglieder der Arbeitsgruppen sind darüber hinaus insbesondere Multiplikatoren in ihren
jeweiligen Bereichen.
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Bild 7.2: Struktur des Projektes DoIT
7.4 Identitätsmanagement
Das Teilprojekt Identitätsmanagement (IDM) hat das Ziel an der TU Dresden ein einheitliches
Identitätsmanagement einzuführen und damit unter Beachtung der datenschutzrechtlichen
Vorschriften die Verwaltung der Personenstammdaten aller Angehörigen und Gäste der
Universität an einer zentralen Stelle zu ermöglichen. Die Konsolidierung der Benutzerdaten ist
eine grundlegende Voraussetzung für die Gesamtintegration der Informationsinfrastruktur.
Dabei sollen möglichst viele Prozesse im Rahmen der neu gestalteten Benutzerverwaltung
durch ITgestützte Workflows automatisiert werden.
Derzeit werden die Personendaten redundant in den verschiedenen ITSystemen der TU
Dresden verwaltet. Dabei ist ein mehrfacher Administrationsaufwand für die Durchführung
identischer Tätigkeiten in unterschiedlichen Systemen notwendig. Da bisher nur wenige
Schnittstellen zum Datenabgleich zwischen den an der TU Dresden eingesetzten ITSystemen
existieren, müssen etwaige Datenänderungen in allen betroffenen Systemen dezentral einge
pflegt werden. Auf diesem Weg lässt sich die Qualität der Daten bezüglich Vollständigkeit,
Aktualität und Konsistenz kaum organisationsübergreifend gewährleisten.
Durch die geplante zentrale Verwaltung der Personenstammdaten im IDMSystem (siehe Bild
7.3) wird sichergestellt, dass allen angeschlossenen ITSystemen stets aktuelle Daten zur
Verfügung stehen. Datenänderungen müssen nur einmal eingepflegt werden und sind danach
in allen Zielsystemen bekannt. Die Neugestaltung der Benutzerverwaltung wird sowohl enor
me Arbeitserleichterungen für die Administratoren als auch eine deutliche Verbesserung der
Datenqualität bewirken. 
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Nach umfangreicher Grundlagenarbeit und Analyse der IstSituation sowie der
Konzeptionierung eines Basisinformationsdienstes ist mit dessen Umsetzung begonnen wur
den. Dabei wird prototypisch vorgegangen, um die Praxistauglichkeit der Konzepte zusammen
mit den Nutzern des IDM innerhalb und außerhalb des ZIH zu prüfen und gegebenfalls früh
zeitig Justierungen vorzunehmen. 
Bild 7.3: Identitätsmanagementsystem
7.5 Elektronischer Kostenstellenkontenzugang (ElKo)
In der Vergangenheit wurden Kostenstellenverantwortliche ausschließlich per Kontoauszug auf
Papier über den Stand von Konten und Buchungen informiert. In einem Beschluss einer ge
meinsamen Sitzung von zentraler Verwaltung und Dekanatsvertretern (Ende 2008) wurde die
Einrichtung eines elektronischen Zugangs zu den Kontoinformationen befürwortet und deren
Realisation entschieden.
Im Januar 2009 wurde hierfür im Rahmen des DoITProjektes und in Zusammenarbeit mit dem
SG 4.6 das Teilprojekt Elektronischer Kostenstellenkontenzugang (ElKo) gestartet. Zunächst
wurden die Anforderungen analysiert und ein Modul der HIS GmbH evaluiert, welches einen
webbasierten Zugang zu Kostenstelleninformationen in der HISSoftware der zentralen
Verwaltung ermöglicht.
Das implementierte System auf Basis des angepassten HISModuls stellt eine tagesaktuelle
Übersicht über Kontostand und getätigte Buchungen einer oder mehrerer Kostenstellen be
reit. Die Informationen können ausgedruckt oder zur Weiterverarbeitung, z. B. in Excel, expor
tiert werden.
Der elektronische Kostenstellenkontenzugang stand Mitte März 2009 einem ausgewählten
Testnutzerkreis zur Evaluierung zur Verfügung. Neue Anforderungen und Wünsche wurden seit
her in regelmäßig stattfindenden Workshops aufgenommen und zeitnah realisiert.
Nach positiver Bewertung der Software und Abschluss der Testphasen wurde eine erste
Erweiterung des Nutzerkreises ab Oktober 2009 vorgenommen. Im Januar 2010 wird der
Betrieb des elektronischen Kostenstellenkontenzugang an Dezernat 1, Sachgebiet 1.1
(Haushalt) und Dezernat 4, Sachgebiet 4.6 (Datenverarbeitung) übergeben werden und dann
allen Universitätsmitarbeitern zugänglich sein.
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Bild 7.4: Elektronischer Kostenstellenkontenzugang (ElKo)  HIS QIS FSVMBS
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8 Ausbildungsbetrieb und Praktika
8.1 Ausbildung zum Fachinformatiker/Fachrichtung Anwendungsentwicklung
Die Berufsausbildung nimmt im Zentrum für Informationsdienste und Hochleistungsrechnen
seit zehn Jahren einen festen Platz ein. Jährlich schließen drei bis fünf Jugendliche ihre drei
jährige Ausbildung zum Fachinformatiker, Spezialisierung Anwendungsentwicklung, an der IHK
Dresden mit zum Teil sehr gutem Erfolg ab.
Die Ausbildung mit der Spezialisierung Anwendungsentwicklung legt den Schwerpunkt ins
besondere auf die Optimierung und Modifikation vorhandener sowie die Erstellung neuer
Software. Mit fortschreitender Ausbildung werden die Auszubildenden in die verschiedenen
Forschungsgruppen am ZIH integriert. Sie unterstützen die Mitarbeiter in Form von eigenen
ServiceRoutinen oder Schnittstellen.
Die vorrangigen Ausbildungsbereiche spiegeln sich in den folgenden Punkten wieder:
 Erlernen von Programmier/Scriptsprachen wie C, C++, HTML, Java, JavaScript
 bestehende Anwendungen testen, analysieren, optimieren, nach Kundenwünschen ändern 
 Zusatzmodule erstellen und Schnittstellen programmieren
 Konzeption und Betrieb von Datenbanken
 WebProgrammierung und Gestaltung
 Erwerb von Grundlagenkenntnissen (Installation/Konfiguration) im Bereich der Hardware, der
Betriebssysteme (Windows, Unix) und im Bereich der Netze
 Präsentation von Anwendungssystemen, Nutzerbetreuung, Erstellung von Dokumentationen 
Bild 8.1
117
Die Auszubildenden lernen in Kursen, durch ihre Betreuer, im Team der Mitarbeiter wie auch
im Selbststudium neue Komponenten im Bereich Programmiersprachen, die es dann gilt, in
die Tagesaufgaben des ZIH einzubringen. 
Durch die Integration der Auszubildenden in die Projektgruppen und Abteilungen des ZIH wir
ken sie z. B. mit an Teillösungen zur Visualisierung der Dynamik paralleler Programme, an
Projekten, die Schnittstellen zur Instrumentierung der Laufzeit von Programmen realisieren
oder auch bei der Entwicklung von grafischen Interfaces, die die Betriebsbereitschaft der zen
tralen Rechnerressourcen signalisieren. Breiten Raum nehmen auch Design und
Programmierung von Datenbanken ein, die zunehmend unterstützend im administrativen
Bereich zum Einsatz kommen.
Die Projektthemen, die 2009 im Rahmen der Abschlussprüfung von den Auszubildenden be
arbeitet wurden, geben einen Einblick in die Vielfalt und Möglichkeiten des Einsatzes der am
ZIH ausgebildeten Azubis:
 Management von Nutzerzugriffen im PCPoolModell des ZIH
 Füllstandsausgleich der SpeicherContainer im parallelen Dateisystem Lustre
 Entwicklung eines Webinterfaces für die Verwaltung und Simulation biologischer Zellinter
aktionsmodelle




Auch 2009 hat das ZIH mehreren Schülern der 8. und 9. Klasse die Möglichkeit gegeben,
ein zweiwöchiges Praktikum zu absolvieren. Dabei erhielten sie Einblick in die Tagesaufgaben
der verschiedenen Abteilungen. Durch den jeweiligen Betreuer wurden sie befähigt, kleinere
Aufgaben wie Datenerfassung, Diagrammerstellung, Grafikbearbeitung, HardwareArbeiten
oder auch Erstellen von Präsentationen selbst zu erledigen. Im letzten Jahr haben vier
Schüler von diesem Angebot Gebrauch gemacht.
 Praktika im Rahmen der Ausbildung
Daniel Röhrich: WindowsAdministration (Clonen von WindowsPCs, Untersuchungen zur
Virtualisierung und zum Clustering, Vorbereitung von CIPPoolAnträgen und Ausschreibun
gen), Zeitraum: 4.5.  17.7.2009
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9 Aus- und Weiterbildungsveranstaltungen
Die 2009 durchgeführten Weiterbildungsveranstaltungen des ZIH, des MZ und der SLUB sind






 LabVIEW Basic IKurs vom 27.1.  29.1.2009
ZIHKolloquien
 11.2.2009, Maria Ganzha, Marcin Paprzycki (Systems Research Institute of the Polish
Academy of Science Warsaw, Poland), Software Agents as Resource Brokers in Grid
 18.2.2009, Prof. Mitsuhisa Sato (University of Tsukuba, Japan), Towards next generation par
allel language framework for Petascale systems: XcalableMP project and Experience from
HPF
 19.5.2009, Prof. Niloy Ganguly (Indian Institute of Technology, Kharagpur), How do superpeer
networks emerge?
 27.5.2009, Dr. Alf Gerisch (MartinLutherUniversität HalleWittenberg), A continuous model
of cell adhesion: Modelling, simulation and application 
 3.6.2009, Prof. Subhendu Gosh (Universität Delhi, Indien), Electrical Noise and Fractals in
Cells, Membranes and Neurons
 18.6.2009, Dr. Craig Stewart (Indiana Universität, Bloomington), Computational science – the
future is cloudy
 2.10.2009, Dr. Fernando Peruani (Institute for Complex Systems, Paris and SPEC/CEA, Saclay
(France)), Revisiting complex network robustness
 9.11.2009, Prof. Dr. Miguel A. Herrero (Instituto de Matemática Interdisciplinar and
Departamento de Matemática Aplicada Universidad Complutense, Madrid), Some problems
in the mathematical modelling of blood coagulation
 17.12.2009, Dr. Haralambos Hatzikirou (University of Texas Health Science Center Houston,
Texas), Unraveling the mechanisms of glioma tumor invasion
ZIHSeminare
 9.12.2009, Johannes Wollbold (Institut für Algebra, TU Dresden), Attribute exploration of ge
ne regulatory processes
ZIHTutorium
 16.2.  19.2.2009, Dr. Rolf Rabenseifner (Höchstleistungsrechenzentrum Stuttgart), Einfüh
rung in Parallele Programmierung mit MPI, OpenMP und PETSc, 
Workshops
 30./31.3.2009, WinHPC UG: 2. Treffen der deutschsprachigen Windows HPC Benutzergruppe
in Dresden
 14.5.  15.5.2009, 12. Workshop des VCC, ZIH
 26.5.2009, Workshop „Tools for Program Development and Analysis in Computational
Science and Software Engineering for LargeScale Computing”, ICCS 2009, Baton Rouge,
Louisiana, USA
 3.6.  5.6.2009, IWOMP 2009: 5th International Workshop on OpenMP
 24.8.2009, 2nd Workshop on Productivity and Performance (PROPER 2009), EuroPar 2009,
Delft, Niederlande
 14.9.  15.9.2009, 3rd Parallel Tools Workshop
 5./6.10.2009, Herbsttreffen des ZKI Arbeitskreises Verzeichnisdienste an der TU Dresden 
 27./28.10.2009, COMSOLWorkshop 
Standpräsentationen/Vorträge/Führungen
 8.1.2009, Schnupperstudium an der TU Dresden
 3.3.  8.3.2009 CeBIT 2009, Hannover
 16.5.2009, UniTag 2009
 23.6.  26.6.2009, Internationale Supercomputing Conference 2009 in Hamburg
 7.7.2009, Lange Nacht der Wissenschaften 2009
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 14.11.  20.11.2009, International Conference for High Computing, Networking, Storage and
Analysis (SC09) in Portland, Oregon
SoftwarePräsentationen
 23.4.2009, Tecplot VisualisierungsTag 
 30.7.2009, ANSYS CFD 12 Informationstag
Sonstiges
 14.10.2009, Erste virtuelle MATLABKonferenz 
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Fakultät Mathematik und Naturwissenschaften
Fachrichtung Mathematik
1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Anforderungen an die Rechner und SoftwareAusstattung sowie die Kapazität des PCPools
der Fachrichtung Mathematik ergeben sich aus Lehrveranstaltungen für Studierende 
 des (zum WS 2009/10 eingeführten) BachelorStudienganges Mathematik,
 der Diplomstudiengänge Mathematik, Wirtschaftsmathematik und Technomathematik,
 der Lehramtsstudiengänge Mathematik und
 einer Vielzahl anderer Fakultäten und Fachrichtungen. 
Dabei stehen je nach Vorlesung entweder der Erwerb programmiertechnischer und informati
scher Fähigkeiten, das Erlernen mathematischer, numerischer oder geometrischer Sachverhal
te, Methoden und Werkzeuge oder das Modellieren und Simulieren realer Prozesse mit Hilfe
geeigneter Programmiersprachen, Bibliotheken und Programmpakete im Vordergrund. 
In den Diplomstudiengängen sowie im BachelorStudiengang Mathematik ist die Einbeziehung
von Computern vom 1. Semester an wichtiger Bestandteil des Studiums, und zwar sowohl bei
Computerübungen im PCPool als auch zunehmend bei Computervorführungen in
Lehrveranstaltungen. In der Programmierausbildung sowie in einer wachsenden Zahl von
Spezialvorlesungen insbesondere auf den Gebieten Numerik, Wissenschaftliches Rechnen und
Hochleistungsrechnen, aber auch in Lehrveranstaltungen zu Computerstatistik,
Computeralgebra, CAGD und Darstellender Geometrie,  sowie in Grund und Fachpraktika sind
leistungsfähige Computer mit großen Bildschirmen notwendig. Auch in den
Lehramtsstudiengängen werden modern ausgestattete PCs für Lehrveranstaltungen mit spe
zifischem Bezug zur Computernutzung in Schulen und im Rahmen der allgemeinen
Mathematik und Informatikausbildung benötigt. 
Die weiterhin hohen Studierendenzahlen erzwingen bei fortgesetztem Personalrückgang den
verstärkten Einsatz von studentischen Tutoren gerade auch bei den Programmierübungen. Der
2004 beschaffte CIPPool entspricht inzwischen nicht mehr dem gegenwärtigen Stand der
Technik und in einigen Übungen zu Spezialvorlesungen auch nicht mehr den Anforderungen.
So stellen z. B. geometrische und architektonische Konstruktionen mit Hilfe moderner CAGD
Systeme, für die inzwischen auch im Rahmen von Übungen und Praktika häufig ein greifbares
Modell auf dem 3DDrucker der Fachrichtung Mathematik hergestellt wird, neue
Anforderungen an die Grafikkarten und Bildschirme der PCs. Dies hat unter anderem dazu ge
führt, dass ein Teil der PCs in einem 2009 von der Fachrichtung Mathematik gestellten CIP
Antrag zur Neubeschaffung des PCPools mit je 2 Monitoren ausgestattet werden soll. Auch
die Rechenleistung der vorhandenen PCs ist beispielsweise für den Einsatz moderner Finite
ElementePakete wie AMDiS, welches am Institut für Wissenschaftliches Rechnen entwickelt
und in Lehre und Forschung eingesetzt wird, nicht ausreichend. Die Fachrichtung Mathematik
hofft, dass die Beschaffung noch im Jahre 2010 erfolgen kann.
Steigende Preise für Spezialsoftware wie Maple, Mathematica, Matlab, hochoptimierende
C++ und FortranCompiler sowie Geometrie und Statistikpakete bereiten der Fachrichtung
Mathematik weiterhin große Finanzierungsprobleme, wodurch deren Einsatz in der Lehre teil
weise in Frage gestellt ist bzw. Updates nur in dringenden Fällen beschafft werden können. 
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Durch die Zentralisierung vieler Dienste (EMail, virtuelle Firewalls, ...) am ZIH, die zunehmen
de Abhängigkeit von TUinternen (z. B. Mail und WebServer) und externen Servern (z. B. OPAL
Server in Chemnitz) und die allgemein zu beobachtende Zunahme der Datenmengen hat sich
die DatennetzSituation gerade auch im PCPool teilweise dramatisch zugespitzt. Die längst
überfällige Erneuerung des Datennetzes im WillersBau wird hier hoffentlich Abhilfe schaffen. 
1.2 Anforderungen aus der Forschung
Das Spektrum der Forschung an der Fachrichtung Mathematik ist entsprechend ihrer
Gliederung in die sechs Institute für Algebra, Analysis, Geometrie, Mathematische Stochastik,
Numerische Mathematik und Wissenschaftliches Rechnen sowie die Professur für Didaktik der
Mathematik sehr breit gefächert und auf vielfältige Weise mit dem Einsatz von Computern ver
bunden.  
Beispielhaft seien hier genannt: der Einsatz moderner mathematischer Programmpakete wie
Maple, Mathematica, Matlab, GAMS, AMPL und GAP zur Formelmanipulation, zur Modellie
rung und Simulation, zur Berechnung und Visualisierung von Lösungen linearer und nichtli
nearer Gleichungssysteme sowie gewöhnlicher und partieller Differentialgleichungen, zur dis
kreten, linearen und nichtlinearen Optimierung sowie für algebraische und graphentheoreti
sche Untersuchungen; die Verwendung wissenschaftlichtechnischer Programmiersprachen,
Bibliotheken und Werkzeuge wie C/C++, Fortran 95/2003, HPF, Java, NAG, MPI, OpenMP und
Vampir zur Entwicklung und Implementierung neuartiger numerischer Algorithmen, Techniken
und SoftwarePakete wie z. B. AMDiS (für Finite ElementeSimulationen), ADOLC (für Algorith
mische Differentiation) und FortranXSC (für Intervallmathematik) sowie zu deren Analyse,
Optimierung und Parallelisierung; der Einsatz von Statistikpaketen zur Analyse großer Daten
mengen und zur Simulation und Steuerung stochastischer Prozesse; die Verwendung von
Grafikwerkzeugen zur 3DDarstellung und PrototypHerstellung (z. B. auch in Architektur und
Biologie) und für CAGD (Kurven und Flächenentwurf, Differentialgeometrie, Biogeometrie).  
Eine Vielzahl von Forschungsprojekten, welche zum Teil drittmittelgefördert sind, stellt hohe
Anforderungen an die Rechenleistung sowie teilweise an die Grafikleistung und Datenkapazität
der Rechner. In manchen Projekten werden auch die neuen Cluster und Hochleistungsrechner
am ZIH eingesetzt. Insbesondere in Anwendungen, welche den Transfer großer Datenmengen
zwischen Hochleistungsrechnern im ZIH und lokalen PCs erforden, stellt sich häufig das ver
altete Datennetz im WillersBau zunehmend als Flaschenhals heraus. 
2 Erreichter Stand der DV-Ausstattung an der Fachrichtung Mathematik
Das lokale Rechnernetz der Fachrichtung Mathematik ist über GigabitLWL mit dem
Campusnetz verbunden. Zwei zentrale GigabitSwitches mit insgesamt 20 GigabitPorts kom
munizieren mit einer Reihe von EtagenSwitches, von denen sternförmig über eine 100 Mbit
Kupferverkabelung die Räume vieler Mitarbeiter versorgt werden. Diese sternförmige
Verkabelung ist jedoch noch nicht in allen Etagen und Flügeln des Gebäudes realisiert und kann
aus finanziellen und personellen Gründen nicht vervollständigt werden. Einige Gebäudeteile
werden immer noch mit BNCKabel, also mit 10 Mbit/s versorgt. Dies hat in den letzten Jahren
immer wieder zu punktuell gravierenden Engpässen geführt.
Der weitere Ausbau des Rechnernetzes im WillersBau im Rahmen eines zentralen HBFG
Antrags (3. Bauabschnitt) wird immer dringlicher. Die jahrelange Verschiebung dieses
Bauvorhabens hat die Fachrichtung Mathematik in den vergangenen Jahren zunehmend in
Bedrängnis gebracht. In einigen Gebäudeteilen war und ist die einzige Lösung, teilweise drei
bis vier Mitarbeiter über einen MiniSwitch an eine der wenigen 100 MbitLeitungen anzubin
den, um von der total veralteten, plötzlich ausfallenden und nicht mehr ersetzbaren BNC
Technik weg zu kommen. 
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Das lokale Rechnernetz der Fachrichtung Mathematik ist durch eine zentrale Firewall ge
schützt, welche inzwischen als virtuelle Firewall vom ZIH betrieben wird. 
Die Ausstattung der Mitglieder der Fachrichtung Mathematik mit PCs und Notebooks wird zu
nehmend aus Berufungszusagen und teilweise aus Drittmitteln finanziert. Zusätzlich konnte
im Rahmen eines gemeinsamen CIPAntrags mehrerer Fakultäten nach mehrjähriger
Unterbrechung wieder ein Diplomandenpool mit 11 Rechnern in Betrieb genommen werden.
Alle Rechner sind mit dem Rechnernetz verbunden; LinuxPCs durch eine einheitliche
Nutzerverwaltung und zentralisierte Dienste für alle Mitglieder der Fachrichtung zugänglich. 
An der Fachrichtung Mathematik sind bei den Mitarbeitern derzeit ca. 250 PCs und Notebooks
im Einsatz. Zusätzlich stehen in den beiden PCPoolRäumen insgesamt 50 PCs zur Verfügung,
im Diplomandenpool weitere 11. 
3 Leistungen und Angebote des zentralen PC-Pools der Fachrichtung
Im PCPool der Fachrichtung, der zwei intern durch eine Tür verbundene Räume mit 32 bzw.
18 PCs mit LCDBildschirmen umfasst, können wahlweise die Betriebssysteme Linux und
Windows gebootet werden. Lehrveranstaltungen können getrennt in beiden Poolräumen
durchgeführt oder bei großen Gruppen auch auf beide Räume ausgedehnt werden. 
Inzwischen sind die zentralen studentischen Logins unter beiden Betriebssystemen auch im
MathematikPool verwendbar. Außerhalb von Lehrveranstaltungen ist der Pool für alle
Studierenden der TU Dresden offen. 
4 Anforderungen der Fachrichtung an das ZIH
4.1 Dienste
EMail
Die vom ZIH ergriffenen Maßnahmen zum Schutz vor Viren, Würmern und Spam (durch Filtern
der entsprechenden EMails und Einfügen zusätzlicher, aussagekräftiger HeaderZeilen) wer
den von der Fachrichtung Mathematik sehr begrüßt. Es wäre überaus wünschenswert, wenn
das ZIH seine Anstrengungen in diesem Bereich mit unverminderter Intensität fortführen könnte. 
Firewall
Die FirewallKonfiguration der Fachrichtung Mathematik läuft seit 2009 über virtuelle Firewalls
am ZIH. 
BackupServices
Der zentrale Datensicherungs und Archivierungsdienst für nutzereigene Daten ist für die
Fachrichtung Mathematik weiterhin von großer Wichtigkeit. 
ComputeServices
Die Nutzung der Cluster und Hochleistungsrechner ist vor allem in Drittmittelprojekten in zu
nehmendem Maße erforderlich. Der Datentransfer zwischen den Hochleistungsrechnern und
ComputeServern am ZIH einerseits und den Arbeitsplatzrechnern und FileServern der
Fachrichtung andererseits ist aufgrund der erwähnten Netzprobleme im WillersBau weiterhin
ein Problem. 
SpezialPeripheriegeräte
Gelegentlich besteht Bedarf an einem großformatigen Scanner, Plotter oder Drucker, z. B. für
die Herstellung von Postern. 
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4.2 Datenkommunikation
Ein vom ZIH durchgeführter Austausch einer Reihe alter Switches im WillersBau hat zu einer
teilweisen Stabilisierung des Netzwerks innerhalb der Fachrichtung Mathematik geführt. Die
Probleme bei der Einzelversorgung der PCs in manchen Gebäudeteilen sind damit aber nicht
behoben, d. h. die schon so lange in Aussicht gestellte HBFGBaumaßnahme (3. Bauabschnitt)
ist nach wie vor von großer praktischer Bedeutung. 
4.3 Software
 Koordinierung der SoftwareBeschaffung und der zentralen Beschaffung
 Bereitstellung und Management von Campuslizenzen 
 Vermittlung und Verwaltung von Patches, Updates und neuen Releases
 Bereitstellung von Compilern und Programmierumgebungen für moderne, für die wissen
schaftlichnumerische Programmierung geeignete Sprachen wie z. B. C/C++, Fortran 2003,
HPF, OpenMP, Java, ...
 Bereitstellung kostenfreier oder zentral finanzierter Programme, wie z. B. Antivirenprogram
me, SPSS; andere wären wünschenswert, so z. B. Maple, Mathematica, Matlab, CAGD
Systeme, … 
4.4 Hardware- und Software-Service
Gelegentlich ist die Fachrichtung Mathematik auf die Hilfe des ZIH angewiesen, z. B. bei
Wartungsarbeiten und geringfügigen Reparaturen an Laserdruckern. Ein anderer, sehr dringli
cher Bedarf besteht an kurzfristig entleihbaren aktiven Netzkomponenten, wenn beispiels
weise ein zentraler Switch plötzlich ausfällt. 
4.5 Weitere Anforderungen
Die Verwendbarkeit zentraler Services am ZIH, insbesondere des WebRedaktionssystems und
des WebServers sowie des sächsischen OPALServers, wurde und wird teilweise immer noch
durch Geschwindigkeits, Kapazitäts und Zuverlässigkeitsprobleme eingeschränkt. 
Von großer Dringlichkeit ist aus Sicht der Fachrichtung Mathematik auch das DoITProjekt, von
dem man sich insbesondere eine unkomplizierte Verwaltung des Prüfungsamts und der
Finanzen sowie ein Identity Management erhofft. 
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Fakultät Mathematik und Naturwissenschaften
Fachrichtung Physik
Die Fachrichtung Physik als Bestandteil der Fakultät Mathematik und Naturwissenschaften glie
dert  sich in sechs Institute, den Bereich Technik mit Elektronik und mechanischen Werkstätten,
die Vorlesungstechnik und das Physikalische Praktikum.
Zur Fachrichtung gehören 34 Professuren, teilweise gemeinsam berufen mit  den Dresdner
Instituten der MaxPlanckGesellschaft, der HelmholtzGemeinschaft Deutscher Forschungs
zentren sowie der Wissenschaftsgemeinschaft Gottfried Wilhelm Leibniz.
An der Fachrichtung studieren zur Zeit ungefähr 1.200 Studenten. Die Fachrichtung ist außer
dem verantwortlich für die Physikausbildung von Ingenieurstudenten sowie Studenten ande
rer naturwissenschaftlicher Richtungen.
1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre 
Die Anforderungen aus der Lehre an die IuKVersorgung der Fachrichtung Physik resultieren
aus den Lehrveranstaltungen für
 den DiplomStudiengang Physik 
 den 2009 neu eingerichteten BachelorStudienganges Physik 
 den Studiengang Lehramt Physik 
 die Studiengänge Lehramtsbezogener Bachelor für Allgemein bzw. Berufsbildende Schulen
 Lehrveranstaltungen für andere Fakultäten bzw. Fachrichtungen.
Im Rahmen der Ausbildung der Physikstudenten erfolgt der Einsatz der DVTechnik lehrbe
gleitend. Die DVTechnik stellt ein wesentliches Werkzeug für den Physiker dar. Im Studium er
langt der Student die Fähigkeit, die DVTechnik zielgerichtet zur Lösung physikalischer Probleme
auszuwählen und einzusetzen. 
Im Grundstudium Diplom bzw. im BachelorStudiengang werden dazu aufeinander aufbauen
de Lehrveranstaltungen zur Nutzung der DVTechnik angeboten, die mit dem Umgang mit der
Rechentechnik und Software vertraut machen:
 Vorlesungen und Übungen: „Programmierung“
 Vorlesungen und Übungen: „Computational Physics“
Schwerpunkt ist die Anwendung der Rechentechnik in der fachspezifischen Ausbildung. Hier
sind zu nennen: 
 Rechnereinsatz in Vorlesungen (LiveSimulationen, Modellrechnungen, Multimedia
Präsentationen) z. B. in den Vorlesungen „Kristallphysik“, „Quarks und Leptonen“ und
„Statistische Datenanalyse“
 Rechnereinsatz im Physikalischen Praktikum (~50 rechnergestützte Versuchsplätze):
 Grundpraktikum für Physik und Ingenieurstudenten (Versuchssteuerung, Datenerfassung 
und auswertung)
 Fortgeschrittenenpraktikum für Physikstudenten (z. T. komplexere Auswertung)
 Laborpraktikum
 Veranstaltungen zu speziellen physikalischen Methoden:
 Statistische Methoden der Datenanalyse
 Strahlungstransportrechnungen
 Rechenmethoden in der Quantenmechanik
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In der Lehrveranstaltung „Programmierung“ des BachelorStudienganges werden grundle
gende Kentnisse der Programmiersprachen C und C++ erworben und geübt.
Die Veranstaltungsreihe „Computational Physics“ nutzt die Skriptsprache Python für die
Ausbildung. Im Praktikum und in Physikübungen kommen neben Skriptsprachen Origin und
Maple zum Einsatz.
Darüber hinaus erfolgt eine intensive Nutzung der in den Instituten vorhandenen
Rechentechnik in der Diplomphase sowie bei der weiteren Graduierung. 
Für die Lehre ergeben sich folgende Anforderungen: 
 Bereitstellung leistungsstarker Workstations/PCs, kombiniert mit entsprechender
Projektionstechnik in den Hörsälen 
 exzellente Netzanbindung der Hörsäle 
 ständige Zugänglichkeit der Rechentechnik − auch für untere Semester (zwei PCPools mit
insgesamt 32 Arbeitsplätzen im Physikgebäude)
1.2 Anforderungen aus der Forschung 
Schwerpunkte des Rechnereinsatzes in der Forschung sind: 
 Modellrechnungen, Simulationen zu unterschiedlichsten physikalischen Problemen 
 Gerätesteuerung, Prozesssteuerung 
 Messdatenerfassung, visualisierung und auswertung 
 Datenarchivierung, Katalogisierung
 Kommunikation
Die Einsatzgebiete umfassen ein breites Spektrum der physikalischen Grundlagen und ange
wandten Forschung. Ebenso weit sind auch die Anforderungen an die einzusetzende
Rechentechnik gefächert: 
 Hochleistungsrechner (wobei WSCluster zunehmend durch PCs, hauptsächlich Dual
ProzessorMaschinen, ersetzt wurden)  zur Berechnung komplexer Probleme, z. T. interaktiv 
 PCs als Workstations zur Visualisierung, Archivierung, Katalogisierung der Messdaten bei z. T.
erheblichen Datenaufkommen (mehrere bis einige 100 GByte/Messzyklus) 
 Nutzung der Ressourcen des ZIH (Deimos und PhobosCluster, insbesondere durch die Kern
und Teilchenphysik sowie die Theoretische Physik). Das Institut für Theoretische Physik hat
beispielsweise ein eigenes Cluster aus DualXeonWorkstations im ZIH stationiert.
 Zusammenarbeit mit externen Instituten, Nutzung externer Kapazitäten bei in und auslän
dischen Partnern (z. B. CERN, FZ Jülich, HMI Berlin, SLAC,  Forschungszentrum Karlsruhe,
FRMII TU München, ...) insbesondere bei der Datenanalyse an Großexperimenten der Kern
und Teilchenphysik (LHC, ILD, COBRA, GERDA, ISOLTRAP, SNO+)
 Simulation und MonteCarloRechnungen in Vorbereitung neuer Großexperimente der Kern
und Teilchenphysik  (PANDA  FAIR/GSI, ATLAS – Genf)
 GridComputing im ATLASExperiment
 Telefonkonferenzen mit begleitenden Präsentationen mit den externen Partnern 
 Literaturrecherchen (z. B. mittels WEB RECH bei STN oder an der SLUB) 
 Nutzung von SoftwareSystemen für HardwareEntwicklungen, Simulation und Test im
Rahmen des Elektroniklabors und HardwareEntwicklungen für Detektorsysteme
 Datenarchivierung
 Beteiligung des Institutes für Kern und Teilchenphysik am DGrid Projekt auf dem Gebiet der
Datenauswertung in der Hochenergiephysik
Als physikalische Problemstellungen für den DVEinsatz können beispielhaft genannt werden: 
 Vielteilchensysteme 
 Untersuchungen von Festkörperstrukturen
 Simulation von Elementarteilchenreaktionen 
 Experimentsteuerung, modellierung und auswertung
In nicht unbeträchtlichen Maße stellt die Organisation großer Konferenzen Anforderungen an
die DVTechnik (Datenbanken, Teilnehmerregistrierung, Einreichen von Abstracts über WWW,
Internetzugang für Konferenzteilnehmer).
2 Erreichter Stand der DV-Ausstattung 
2.1 Hardware 
Durch kontinuierliche Erweiterung vor allem des PCBestandes ist ein Deckungsgrad von
100% für alle Mitarbeiter der Fachrichtung erreicht worden. Nach Angaben der Institute ste
hen an der Fachrichtung Physik ca. 120 Server, häufig auf PCTechnik basierend, zur Verfügung.
Der PCBestand erhöhte sich auf über 750, hauptsächlich im Einsatz am Arbeitsplatz, zur
Messwerteerfassung, Experimentsteuerung sowie  für Simulationen. Die Fachrichtung betreibt
zwei studentische PCPools mit insgesamt 32 PCs, weitere 40 PCArbeitsplätze stehen in den
Instituten für die studentische Ausbildung in höheren Semestern sowie für Studien und
Diplomarbeiten bereit. 
2.2 Software 
Als Betriebssysteme kommen neben Windows XP und Unix für Server verschiedenste Linux
Distributionen zum Einsatz.
Für die Standardaufgaben werden überwiegend SoftwarePakete eingesetzt, für die
Campuslizenzen vorliegen. Zusätzlich finden spezielle SoftwareLösungen (Office, LabView,
Mathematica, Matlab, MathCAD, Maple, Origin, OrCAD ...) Anwendung. Darüber hinaus wer
den in großem Maße eigene Programmentwicklungen durchgeführt bzw. Programmpakete von
Kollaborationspartnern (GEANT,  CERNLib, ...) genutzt. 
2.3 Vernetzung 
Die Vernetzung der Institute ist unterschiedlich ausgebaut. Die Institute sind über 100 Mbit bzw.
1Gbit Glasfaser an das Campusnetz angebunden, innerhalb der Gebäude bestehen 100 Mbit
Twisted Pair Netzwerke.
2.4 PC-Pools für Physikstudenten
Im Physikgebäude (PHY B 113) stehen für Physikstudenten (Zugang über MensaEMeal) zwei
PCPools mit 32 PCs zur Verfügung (Vernetzung: Fast Ethernet). Neben StandardLinux
Software ist Maple nutzbar.
3 Anforderungen der Fachrichtung an das ZIH sowie externe Ressourcen 
3.1 Dienste 
FileServices:
 Nutzung des UniSoftwareArchives über FTP und NFS 
BackupServices:
 Weitere Nutzung bzw. Volumenerhöhung des Archiv und BackupServices 
ComputeServices:




 Nutzung des neuen WebServers der Universität für die Homepage der Fachrichtung und
Institutsseiten.
MailServer:
 Nutzung des TUMailServers, verbunden mit der zentralen Viren und Spamkontrolle
Virenschutz:
 Nutzung des SophosUpdateServers
Sicherheit:
 Einsatz virtueller Firewalls
Multimedia:
 Durchführung von Videokonferenzen (über das Kompetenzzentrum für Videokonferenzdien
ste (VCC) an der TU Dresden)
 Präsentationen nehmen weiterhin an Bedeutung zu
Datenkommunikation:
 Mit der Bereitstellung vieler Services (Zertifizierung, MailingListen, WLAN, Backup, File
Service, GridSoft und Hardware) hat sich die Akzeptanz des ZIH merklich erhöht. 
 Bereitstellung und Betreuung von BreitbandInternetzugängen auf Gebäudeebene
 Sicherung von TelefonEinwahlzugängen 
 Scannen der Mails nach Viren / Spam erscheint verbesserbar, es sollten nur Mails mit logi
schen Adressen von außerhalb der Uni angenommen werden.
Software:
 Zentrale SoftwareBeschaffung und Campuslizenzen haben sich bewährt
 Bereitstellung, Management und Update von Freeware kann verbessert werden, Spiegel
Server wichtiger LinuxDistributionen an der TU Dresden ist wünschenswert
Hardware und SoftwareService:
 Hilfe und Unterstützung bei Installation und Wartung der Rechentechnik auf allen Ebenen
 schnellere Informationen ggf. auch Schulung oder Moderation eines Erfahrungsaustausches
vor allem zu aktuellen Problemen Netzsicherheit, Netzwerkanbindung, ...)
 Nutzung des CADZentrums für Posterausdrucke und Präsentationen 
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Fakultät Mathematik und Naturwissenschaften
Fachrichtung Chemie und Lebensmittelchemie
Die Fachrichtung Chemie und Lebensmittelchemie besteht aus 25 Professuren der Lehrgebiete
Anorganische Chemie, Organische Chemie, Physikalische und Elektrochemie, Analytische
Chemie, Technische Chemie, Makromolekulare Chemie, Lebensmittelchemie und Biochemie.
An der Fachrichtung sind ca. 1.000 Studenten immatrikuliert.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die IuKVersorgung der Fachrichtung Chemie und
Lebensmittelchemie resultieren aus den Lehrveranstaltungen für die Studiengänge:
 Chemie / Bachelor
 Chemie / Master
 Chemie / Diplom
 Lebensmittelchemie / Diplom
 Chemie Lehramt / Bachelor
 Chemie für das Lehramt an Mittelschulen und Gymnasien
 Lehrveranstaltungen für andere Fachrichtungen und Fakultäten
Essentieller Bestandteil der Ausbildung ist die Befähigung zur selbständigen und regelkonfor
men Nutzung von Rechentechnik und Datennetz insbesondere für Kommunikation,
Datenerfassung und auswertung, wissenschaftliches Rechnen, Anwendung fachspezifischer
Spezialsoftware und Recherche in Fachdatenbanken.
In der nachfolgenden Tabelle ist eine Auswahl an Lehrveranstaltungen der Studiengänge
Chemie/Bachelor bzw. Lebensmittelchemie/Diplom aufgeführt, für deren Durchführung eine
entsprechende IuKVersorgung unabdingbar ist.
Tabelle 1
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Die Umstellung auf den BachelorStudiengang hat zu einem deutlich höheren Bedarf an
Kapazität im Praktikum Computerchemie / PCPool geführt, der nur durch die Zuweisung und
bedarfsgerechte Ausstattung eines Raumes entsprechender Größe (120 m2, HSZ 203) abge
deckt werden konnte.
Für die Lehrveranstaltungen besteht außerdem die Forderung nach Nutzungsmöglichkeit zeit
gemäßer Präsentationstechnik (Beamer, Visualizer, interaktive Displays) durch die
Lehrverantwortlichen.
1.2 Anforderungen aus der Forschung
Für die wissenschaftliche Arbeit wird die Möglichkeit der sicheren elektronischen
Kommunkation, des Zugriffs auf Messdaten und Rechencluster, der Datenspeicherung mit ho
her Datensicherheit sowie die Rercherchemöglichkeiten in Fachdatenbanken mit gleichzeiti
gem Zugriff auf VolltextPublikationen vom Arbeitsplatz aus als selbstverständlich angesehen. 
Es bestehen je nach fachlicher Ausrichtung der Professuren folgende speziellen
Anforderungen:
 Zugriff auf Fachdatenbanken mit der zugehörigen meist proprietären KlientSoftware
 Rechenzeit auf Hoch und Höchstleistungsrechnern (ComputeService) inkl. Verfügbarkeit
notwendiger Spezialsoftware für Quantenchemie / Molecular Modelling
 Hochleistungsgrafik für den Bereich Visualisierung innerhalb des Molecular Modelling
 Archivierungsmöglichkeiten im TByteBereich für Rechenergebnisse bzw. Messdaten inkl.
schnellem Datentransfer
 Programmierumgebungen zur Weiterentwicklung von Spezialsoftware
 mathematische Analyse spektroskopischer Daten
 Rechner und Spezialsoftware für die Steuerung und Messdatenerfassung an Analysegeräten
und bei chemischen Prozessen
 Nutzungsmöglichkeit von Computerpools für Lehraufgaben
 Zugangs und Fernwartungsmöglichkeiten zum Datennetz der Fachrichtung (Steuerung von
Messsystemen, Datenaustausch, Administration)
2 Erreichter Stand der DV-Ausstattung
2.1 Verzeichnisdienst
Die Fachrichtung betreibt und erweitert seit 1993 einen plattformunabhängigen
Verzeichnisdienst (eDirectory) für die einheitliche Verwaltung aller Ressourcen und Dienste.
Seit dem Wegfall der zentralen finanziellen und personellen Unterstützung für diesen ur
sprünglich universitätsweit geplanten Dienst erfolgt die Pflege, Weiterentwicklung und
Weiterbildung ausschließlich aus eigenen Mitteln.
2.2 Serversysteme
Die Serverinfrastruktur wird von der Fachrichtung gemeinsam mit den Professuren mit ein
heitlichem Hardware und Systemkonzept als Novell Open Enterprise Server unter Netware
und Linux betrieben. Für die Datendienste im PCNetz sind acht Server produktiv und zwei
Server als Testsysteme im Einsatz, teilweise in virtueller Umgebung.
Das Rechencluster der Fachrichtung besteht aus insgesamt ca. 50 UnixKnoten (Linux, IBM
AIX, SUN Solaris) und sichert insbesondere den Compute Service (Molecular Modelling und
Datenauswertung) für die Lehre sowie für Forschungsprojekte auf der Basis einer breiten
Palette an Spezialsoftware. Die Systeme werden zunehmend als virtuelle Knoten betrieben.
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Zugehörige File und DatenbankServer sowie WebServer der Fachrichtung sind ebenfalls in
dieses Cluster integriert. 
In drei Arbeitsgruppen werden zusätzlich eigene Rechencluster mit einem Ausbau zwischen
12 und 84 Knoten ausschließlich für Forschungsaufgaben betrieben.
Derzeit erfolgt der schrittweise Ersatz der letzten älteren Serversysteme mit dem Ziel einer
durchgängig einheitlichen Hardware (RackServer, Fernwartungsmöglichkeit, Skalierbarkeit,
Nutzung von Virtualisierung, 5 Jahre VorOrt Support mit 4 Stunden Reaktionszeit).
2.3 PC-Arbeitsplätze
Nach Angaben der Professuren existieren in der Fachrichtung insgesamt ca. 500 PCs, die zu
meist als Arbeitsplatz und Bürorechner unter Windows XP bzw. Windows 7, als Linux
Workstations oder lokale Rechenknoten dienen. Im Mittel steht für jeden Mitarbeiter ein PC
oder WorkstationArbeitsplatz zur Verfügung. Ein erheblicher Anteil an der Gesamtzahl (ca.
40%) entfällt auf Mess und Steuerungsrechner. 
Ausschließlich für die studentische Ausbildung sind 55 PCArbeitsplätze (zumeist als DualBoot
Systeme Windows/Linux) in Computerpraktika, PCPools und Auswerteräumen installiert.
2.4 Datennetz
Die DatennetzVersorgung erfolgt fast ausschließlich auf Basis des Versorgungskonzeptes der
TU Dresden mit einheitlicher Technik (ca. 30 CiscoSwitche) ausgehend von Gebäudedatenver
teilern. In den Gebäuden stehen damit durchgängig 100 Mbit/s für die Arbeitsplätze zur
Verfügung. Server sind zum großen Teil mit 1 Gbit/s angeschlossen. Die Aufrüstung des
Gebäudeanschlusses von 1 Gbit/s auf 10 Gbit/s ist für 2010 vorgesehen.
Seit 2002 sind alle Teilnetze der Fachrichtung flächendeckend mit Firewalls abgesichert.
Aufgrund des zu dieser Zeit fehlenden zentralen Konzeptes wurde mit Hilfe von Fachfirmen ein
eigenständiges Hardware und ManagementKonzept entwickelt, das insbesondere auf
Durchsetzung einheitlicher Standardregeln und auf abgestufte Administrationsaufgaben und
fähigkeiten abgestimmt ist. Eine zentrale und strukturierte Verwaltung aller Geräte mit einem
GMSSystem ist geplant.
3 Leistungen und Angebote der Fachrichtung
3.1 PC-Pools
Für die Lehre wird ein Computerpraktikum / PCPool mit 40 Plätzen / 20 Rechnern alternativ
unter Windows und Linux betrieben, welcher außerhalb der Lehrveranstaltungen für die
Studenten der Fachrichtung zur Verfügung steht. Die Nutzung für externe Lehrveranstaltungen
ist bei freier Kapazität nach Vereinbarung möglich.
Weitere kleinere PCPools für die Ausbildung an fachgebietsspezifischer Software (Analytik,
Biochemie, Quantenchemie, ...) stehen insbesondere im Rahmen der jeweiligen Praktika für
die Studenten bzw. für Mitarbeiter und Diplomanden der jeweiligen Professur zur Verfügung.
3.2 Messdaten und Datenbanken
Der Zugriff auf die große Menge der anfallenden Messdaten aller analytischen Großgeräte wur
de durch eine zentrale Schnittstelle für authentifizierten Zugriff von innerhalb und außerhalb der
Fachrichtung über verschiedene Netzdienste (HTTP(S), (S)FTP, NFS, NCP, ...) erweitert. Geplant
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ist der Ausbau der zentralen Speicherkapazität für Messdaten mit einheitlicher Sicherheits und
BackupStrategie.
Die SyntheseDatenbank ChemInformRX wird als InhouseDatenbank auf einem Server unter
IBM AIX betrieben und nach Auslauf des Supports durch den Hersteller weiterhin in der Lehre
genutzt. Die Kenntnisse über den Umgang mit allen relevanten, insbesondere online verfüg
baren Fachdatenbanken und regelmäßig veränderten Rechercheoberflächen werden durch er
heblichen personellen Aufwand aktuell gehalten und in Lehrveranstaltungen und Schulungen
vermittelt.
Weitere Datenbanken werden für Verwaltungsaufgaben und Administrationszwecke betrieben.
Dies betrifft neben dem Verzeichnisdienst der Fachrichtung insbesondere die Verwaltung aller
Zutrittsberechtigungen in die PCPools (SQLDatenbankServer) und der gesamten elektroni
schen Schließanlage der Gebäude der Fachrichtung (System 3060, ca. 1.150 Schlösser und 875
Transponder). Neu aufgebaut wurde eine Datenbank für die einheitliche Verwaltung aller
Datennetzanschlüsse (SwitchPorts und Datendosen), IPAdressen, Rechner (Hardware und
Inventardaten), Systemkonfigurationen und Lizenzen.
3.3 Spezialsoftware
Die Fachrichtung bietet die Möglichkeit der Einführung in fachspezifische SoftwareLösungen,
insbesondere für das „Molecular Modelling“ sowie des Tests vorhandener Software bzw.
Nutzung dieser in gemeinsamen Projekten.
4 Anforderungen der Fachrichtung an das ZIH sowie externe Ressourcen
4.1 Dienste
 Schaffung standardisierter und plattformunabhängiger Schnittstellen der zentralen
Nutzerverwaltung für die Anbindung des von der Fachrichtung betriebenen
Verzeichnisdienstes eDirectory unter Erhalt der lokal angebotenen Dienste und
Administrationsmöglichkeiten sowie Bereitstellung des notwendigen Supports für die
Realisierung
 leistungsfähige Viren und SpamKontrolle aller EMails, zeitnahe Aktualisierung und
Verbesserung entsprechender Filter und Software, regelmäßige Aktualisierung zentraler
MailDienste, langfristig weitere Unterstützung fachrichtungsbezogener EMailAdressen
 BackupService insbesondere für die FileServer der Fachrichtung mit Anpassung an die sich
ständig vergrößernden Datenmengen, mit nutzbarem „Desaster Recovery“ und Support für
alle eingesetzten Betriebssysteme
 Bereitstellung von Ressourcen auf Hochleistungsrechentechnik entsprechend Anforderung,
Berücksichtigung auch moderat paralleler und sequentieller Jobs, Vereinfachung der
Jobverwaltung z. B. durch Kopplung an fachrichtungseigene Cluster und Batchsysteme
(Transfer Queues)
 Weiterbildungsangebote (sowohl für Anfänger als auch für Fortgeschrittene) zu System und
Anwendungssoftware sowie Verwaltungs und Administrationslösungen
 zentrale Sicherstellung des DruckDienstes auf die öffentlichen Kopierer sowie Einforderung
der fristgerechten Weiterentwicklung und Anpassung der Klientsoftware durch die
Betreiberfirma
 VPNZugang für Mitarbeiter und Studenten sowie für Administratoren
 Schaffung einer Schnittstelle zur Verwaltung von DNSEinträgen
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4.2 Datenkommunikation
 Aufrüstung der Gebäudeanschlüsse auf 10 Gbit/s und Bereitstellung der Infrastruktur zur
Nutzung von 1 Gbit/s für alle Rechner mit entsprechender Forderung an Bandbreite
 Neuinstallation Datennetz im Rahmen der geplanten Baumaßnahmen HempelBau und
MüllerBau
 Ausbau der Datenverteiler mit dem Ziel einer Vollversorgung aller Datendosen bis 1 Gbit/s
 Ausbau der WLANAbdeckung und Schaffung einer Möglichkeit der Zuordnung zu be
stimmten Netzsegmenten in Abhängigkeit der Zugehörigkeit des Logins zu Organisations
einheiten
4.3 Software
 Finanzierung und Bereitstellung von mindestens zwei alternativen Antivirensoftware
Produkten für alle Plattformen,
 Bereitstellung und Support für Systemsoftware (Windows, SUSE Linux Enterprise Server,
Open Enterprise Server, AIX, Solaris, Tru64 Unix) und der zugehörigen Entwicklungswerk
zeuge sowie Finanzierung durch Campusverträge
 Campusverträge für allgemein genutzte wissenschaftliche Software (SPSS, Origin,
RefWorks)
 Finanzierung der Lizenzen für System und WorkgroupSoftware in den Computerpraktika
und PCPools
 Bereitstellung von Spezialsoftware (Gaussian, ...) auf zentralen Hochleistungsrechnern
4.4 Hardware- und Software-Service
 kurzfristige Klärung der Finanzierung für Wartung, Instandhaltung und Erneuerung zentraler
Netzwerktechnik und angeschlossener Sicherheitseinrichtungen wie USVAnlagen
 Vermittlung von kompetenten und preisgünstigen Fachfirmen bei Reparatur von
Standardrechnern / Bildschirmen / Notebooks außerhalb der Garantie
 Hilfe und Vermittlung von bezahlbaren (!) Reparaturmöglichkeiten für Workstations und
Server außerhalb der Garantie
 SoftwareSupport insbesondere für Betriebssysteme, Compiler und universitätsweit ge




Fakultät Mathematik und Naturwissenschaften
Fachrichtung Psychologie
Die Fachrichtung Psychologie in der Fakultät Mathematik und Naturwissenschaften der TU
Dresden versteht sich als empirische Humanwissenschaft mit einer naturwissenschaftlichex
perimentellen Ausrichtung. Ihr gehören 15 Professoren und etwa 210 wissenschaftliche und
nichtwissenschaftliche Mitarbeiter an. Insgesamt studieren an der Fachrichtung Psychologie
etwa 600 Studierende im Diplomstudiengang, außerdem besuchen ca. 500 Studierende an
derer Fakultäten Lehrveranstaltungen der Psychologie. Die Fachrichtung verfügt über eine viel
fältige Forschungsinfrastruktur (z. B. mehrere EEGLabore, „stateoftheart“ EyetrackingLa
bore, endokrinologische und immunologische Labore). Ein Labor für molekulargenetische
Analysen im Bereich der Biopsychologie und Persönlichkeitspsychologie sowie ein von der
Klinischen Psychologie, Allgemeinen Psychologie und Suchtforschung eingeworbenes
NeuroimagingLabor (3Tesla fMRTScanner) haben im Jahr 2007 bzw. 2008 ihre Arbeit aufge
nommen.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DVVersorgung der Fachrichtung resultieren aus den
Lehrveranstaltungen und den notwendigen Studierbedingungen für:
 Diplomstudiengang Psychologie (125 Studierende mit DiplomAbschluss pro Studienjahr)
 die Studierenden der Nebenfächer (500 Studierende pro Studienjahr)
1.2 Anforderungen aus der Forschung
An der Fachrichtung Psychologie wird die DVAusstattung bei der Bearbeitung u. a. folgender
ausgewählter Forschungsthemen eingesetzt:
Professur für Allgemeine Psychologie
 Automatic response activation and cognitive control
 Emotionale Modulation kognitiver Prozesse
Professur Biopsychologie
 Prädiktoren, Konsequenzen und Veränderbarkeit der psychoneuroendokrinen Stressreaktion
bei der Sozialen Phobie
Professur Differentielle und Persönlichkeitspsychologie
 Molekulare Mechanismen der Furcht und Angstexpression
Professur Diagnostik und Intervention
 Entscheidungsorientierte psychologischdiagnostische Strategien − Forschung, Entwicklun
gen, Beratungen und Trainings
Professur Klinische Psychologie und Psychotherapie
 Neuronal Plasticity following CognitiveBehavioral Therapy in Patients with Panic Disorder:
A Multicenter 3 Tesla Study using fMRI
 The structure of common mental disorders: A replication study in a community sample of
adolescents and young adults
Professur für Arbeits- und Organisationspsychologie
 ADIGU − Altersheterogenität von Arbeitsgruppen als Determinante von Innovation,
Gruppenleistung und Gesundheit
Professur Ingenieurpsychologie
 COGAIN  Communication by Gaze Interaction
Professur für die Psychologie des Lehrens und Lernens
 Konstruktion interaktiver Lernaufgaben
Professur Entwicklungspsychologie
 Untersuchung von Altersunterschieden in der prospektiven Gedächtnisleistung
2 Erreichter Stand der DV-Ausstattung an der Fachrichtung 
Standort Bürogebäude Zellescher Weg (BZW)
 130 vernetzte PCs als Arbeitsplatz bzw. LaborPCs
 3 LinuxServer 
 2 WindowsServer
Standort Seminargebäude 2 Zellescher Weg (SG2)
 35 vernetzte PCs im Computerkabinett der Fachrichtung 
 5 vernetzte PCs in Laborräumen der Professur Arbeits und Organisationspsychologie 
 1 WindowsServer 
 1 LinuxServer
Standort Hohe Straße 53
 30 vernetzte PCs als Arbeitsplatz bzw. LaborPCs
 2 WindowsServer 
Standort Chemnitzer Str. 46 (Falkenbrunnen)
 90 vernetzte PCs als Arbeitsplatz bzw. LaborPCs
 4 WindowsServer
Seit Ende 2008 ist am Standort Falkenbrunnen das Neuroimaging Center der Fachrichtung mit
einem 3 Tesla fMRTScanner in Betrieb. Die Fachrichtung wurde und wird hierbei in vielfältiger
Form vom ZIH unterstützt, insbesondere wurden schnelle Gbit/sLANAnschlüsse bereit ge
stellt sowie umfangreicher Speicherplatz zum Backup der großen Datenmengen.  
Standort AndreasSchubertBau (ASB)
 35 vernetzte PCs als Arbeitsplatz bzw. LaborPCs
Standort LudwigErmold Str. 3 (Außenstelle der Professur Biopsychologie)
 5 vernetzte PCs als Arbeitsplatz bzw. LaborPCs 
An allen genannten Standorten sind 100 Mbit/sLANAnschlüsse vorhanden – im
Neuroimaging Center und im Bereich Systemische Neurowissenschaften auch 1 Gbit/s
Anschlüsse. Vom ZIH wurden zwei virtuelle Firewalls zur Verfügung gestellt, so dass mittler
weile fast alle Arbeitsplätze der Fachrichtung durch Firewalls geschützt sind. 
Insgesamt resultiert aus der Vielzahl von räumlichen Standorten der Fachrichtung an der TUD
ein hoher Wartungs und Betreuungsaufwand. Ein weiteres Problem ergibt sich aus dem
Fehlen von klimatisierten Serverräumen, so das die Server der Fachrichtung momentan nur
provisorisch untergebracht werden können. 
3 Computerpool der Fachrichtung
Für Lehrzwecke wird ein Pool mit 35 PCs in drei Räumen im Seminargebäude 2 betrieben. In




4 Anforderungen der Fachrichtung an das ZIH
4.1 Datenkommunikation
Ein Teil der Lehrräume der Fachrichtung ist bereits mit WLAN ausgestattet; wünschenswert
wäre der weitere Ausbau des WLANVersorgung, bis hin zur Abdeckung aller Lehr und
Mitarbeiterräume. Es sollte der schrittweise Ausbau der LANInfrastruktur auf 1Gbit/s
Anschlüsse erfolgen.
4.2 Unterbringung der Server der Fachrichtung
Gemeinsam mit dem ZIH sollte eine Möglichkeit zur Unterbringung der Server der Fachrichtung
in dafür geeigneten klimatisierten Räumen − sowohl für den Komplex BZW, ASB und
Seminargebäude 2 als auch für den Komplex Falkenbrunnen − gesucht werden. Zu diesen
Räumen muss der Zutritt durch die Mitarbeiter der Gruppe Technik der Fachrichtung jederzeit
gewährleistet sein.
4.3 Software
Bereitstellung und Management von Campuslizenzen für Aufgaben der Versuchssteuerung, der
Versuchsauswertung sowie Bereitstellung von multimedialen Lehrmaterial in Kooperation mit
der SLUB. 
4.4 Hardware- und Software-Service
Bereitstellung von Serviceleistungen für die Projektierung, den Unterhalt und die Reparatur der
vorhandenen und noch zu beschaffenden PCs.
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Fakultät für Mathematik und Naturwissenschaften
Fachrichtung Biologie
Die FR Biologie gliedert sich in die Institute für Botanik, Genetik, Mikrobiologie und Zoologie.
An diesen vier Instituten arbeiten derzeit (Stand 31.12.2009) neun Professoren (und eine
Seniorprofessur), und insgesamt ca. 125 wissenschaftliche und nichtwissenschaftliche über
den Haushalt oder Drittmittel finanzierte Mitarbeiter. In den unter Punkt 1 genannten
Studiengängen studieren insgesamt ca. 450 Studierende an der FR Biologie. Außerdem
gehören der Fachrichtung drei von insgesamt fünf Professuren des Biotechnologischen
Zentrums (BIOTEC), sowie die Professur für Tiermodelle der Regeneration des
Forschungszentrums für Regenerative Therapien Dresden (CRTD) an. Da diese nur verwal
tungstechnisch der FR Biologie zugeordnet sind, aber im BioInnovationszentrum Dresden be
herbergt sind und dort eigene Strukturen der DVVersorgung aufgebaut haben, wird in diesem
Bericht  auf diese Professuren nicht eingegangen.
1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DVVersorgung an der Fachrichtung Biologie ergeben
sich aus Lehrveranstaltungen für:
 BachelorStudiengang Biologie, der seit dem Wintersemester 2007/08 den Diplom
Studiengang Biologie ablöst
 BachelorStudiengang „Molekulare Biotechnologie“ (6 Semester)
 MasterStudiengang „Biologie“, für den seit dem Wintersemester 2008/09 Studierende im
matrikuliert wurden
 DiplomStudiengang „Biologie“ (10 Semester), der durch die genannten Bachelor und
MasterStudiengänge ersetzt wird, in dem aber derzeit noch 171 Studierende (vom 5. bis 10.
Fachsemester) immatrikuliert sind (Stand 31.12.2009).
In allen Studiengängen ist die selbständige Nutzung von Rechentechnik und Datennetz zur
Auswertung von Praktikumsversuchen, der Erstellung von Protokollen und Seminarbeiträgen,
sowie der fachspezifischen InternetRecherche und Kommunikation erforderlich und stellt ei
nen Bestandteil der Ausbildung dar. Bei einigen Lehrveranstaltungen ist die Arbeit am PC in
tegriert, z. B. zur Literaturrecherche, oder bei botanischen und zoologischen Bestimmungs
übungen. Die Nutzung von Spezialsoftware zur Gerätesteuerung und Datenerfassung erfolgt
von Studenten vorrangig in Spezialpraktika und im Zuge der selbstständigen wissenschaftli
chen Arbeit (BachelorAbschlussarbeiten, Diplomarbeiten). 
Über das beschriebene Maß hinaus erfolgt die Nutzung der Rechentechnik innerhalb folgen
der Kurse, für die der PCPool an der Fachrichtung intensiv genutzt wird:
 SeminarMolekulare Evolution und Phylogenie der Pflanzen (2 SWS, max. 16 Studenten)
 Kurspraktikum DNASequenzierung und Sequenzanalyse (ca. 1 von 4 SWS im PCPool)
 Reproduktionsbiologie (2 SeminareNutzung biologischer Datenbanken im PCPool)
Die im Rahmen der anderen Lehrveranstaltungen anfallenden PCArbeiten werden von den
Studenten teilweise im PCPool der Fachrichtung Biologie durchgeführt, teilweise werden aber
auch eigene Rechner oder die zentralen PCPools am ZIH genutzt. Im Rahmen der praktischen
Kurse können in der Regel keine PCArbeitsplätze für diese Zwecke zur Verfügung gestellt wer
den, mit Ausnahme von PCs zur Gerätesteuerung und Messdatenerfassung.
Für Laborpraktika (Großpraktika werden von allen Professuren im Rahmen des Hauptstudiums
im Umfang von 8 SWS angeboten) sowie im Rahmen der Abschlussarbeiten bzw.
Diplomarbeiten werden auch PCArbeitsplätze an den Instituten der Fachrichtung genutzt.
Neben der direkten Nutzung durch Studenten besteht seitens der Lehrenden bei allen
Vorlesungen aber auch für Praktika (vor allem auch Grundkurse wie z. B. Botanische
Bestimmungsübungen, Mikrobiologisches Grundpraktikum, Grundpraktikum Zoologie) der
Bedarf an zeitgemäßer Projektionstechnik und der Netzanbindung der Hörsäle, sowie der
Seminar und Kursräume.
Anforderungen bzgl. sicherer Internetzugänge bestehen auch im Hinblick auf die zentrale
Studierendenverwaltung (DoITProjekte).
1.2 Anforderungen aus der Forschung
Bei der Bearbeitung vielfältiger biologischer Fragestellungen im Rahmen zahlreicher
Forschungsprojekte an den verschiedenen Lehrstühlen wird Rechentechnik vorrangig für fol
gende Aufgaben eingesetzt:
 Speicherung und Auswertung experimenteller Daten (Tabellenkalkulations, Grafik und
Statistikprogramme)
 Textverarbeitung, Publikation im bzw. Zusammenarbeit über das Internet
 Vorbereitung und Durchführung von Präsentation
 Steuerung von Analysengeräten und Messdatenerfassung und speicherung
 Kommunikation, Erstellen von HTMLDokumenten zur Präsentation im Internet,
Bereitstellung von Lehrmaterialien im Internet
 Recherchen in Literaturdatenbanken (Current Contents, Medline, Biosis), OnlineZugriff auf
Artikel in Fachzeitschriften und Archivierung
 OnlineZugang zu Datenbanken mit Nukleinsäure und Proteinsequenzen (z. B. NCBI
Datenbank)
Darüber hinaus ergeben sich aus der Forschung folgende spezifische Einsatzgebiete für die DV
Ausstattung:
 Image Analysis – Auswertung von mikroskopischen Bildern (Licht und Fluoreszenzmikros
kop, Elektronenmikroskop, VolumenMessungen, morphologische und statistische Mes
sungen) und von Gelen zur Auftrennung von Nukleinsäuren oder Proteinen
 Sequenzanalyse – Auswertung von Daten der Analyse von DNA und Proteinsequenzen,
Vergleiche mit entsprechenden Datenbanken
 Auswertung von Genexpressionsanalysen mittels Realtime PCR und GeneArrayTechnologie
 Rekonstruktion von Verwandtschaftsbeziehungen von Bakterien und Pflanzen anhand mo
lekularbiologischer Daten (DNASequenzen), Erstellen von Dendrogrammen
 Kartierung von Pflanzengesellschaften („Florein“)
2 Erreichter Stand der DV-Ausstattung
2.1 Hard- und Software
Nach Angaben der Institute werden an der Fachrichtung Biologie ca. 320 PCs und Notebooks
genutzt. An den Instituten für Botanik und Mikrobiologie, sowie in der AG Molekulare
Biotechnologie werden Server (Windows Server 2003 bzw. 2008) zur Administration lokaler
Netze (Domain Controller, FileServer, PrintServer) betrieben. Darüber hinaus werden Server
für verschiedene Dienste (DruckServer, LSMServer, SophosUpdate) basierend auf PC
Technik betrieben. Ein erheblicher Anteil dieser PCs (78) und 14 Notebooks sowie die Server
(7 Fujitsu Siemens Primergy) wurden aus den Ausstattungsmitteln für den Neubau Biologie be
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schafft. Damit steht nahezu jedem Mitarbeiter ein PC zur Verfügung. Allerdings dient ein er
heblicher Teil der aufgeführten PCs der Steuerung verschiedenster Analysengeräte
(Sequenzierer, Epifluoreszenz, LaserScanning und Elektronenmikroskope, Photometer,
Chromatographiesysteme, Fermenter, Geldokumentation, RealtimeCycler, ScanArray u. a.)
bzw. der Bearbeitung der mit diesen Geräten ermittelten Daten. Damit einher geht die
Benutzung entsprechender Spezialsoftware. Zur EDVAusstattung der Institute gehören wei
terhin Drucker (Tintenstrahl und Laserdrucker bis Ausgabeformat A3, teilweise Farblaser
drucker, sowie vereinzelt Sublimationsdrucker), Scanner (teilweise bis A3, sowie mit
Durchlichteinheit), digitale Photo bzw. Videokameras sowie Projektoren. 
Mit wenigen Ausnahmen (verschiedene LinuxDistributionen, z. T. DualBootRechner) kommt
als Betriebssystem Windows zum Einsatz, dabei wird neben Windows XP zunehmend
Windows 7 eingesetzt (was durch die Beteiligung der Fachrichtung am MSDNAAProgramm
von Microsoft erleichtert wird). Hinzu kommen einige Nutzer von AppleComputern. Für die ge
nannten Standardanwendungen werden überwiegend die SoftwarePakete, für die Campus
lizenzen vorliegen, eingesetzt. Zudem finden in den Arbeitsgruppen an der Fachrichtung ver
schiedene SoftwareLösungen für Statistik (Statistica, Statgraphics) und für die Literaturver
waltung (Reference Manager, Endnote) Verwendung. Als sehr positiv werden die Bemühungen
um eine OriginCampuslizenz eingeschätzt, so dass nun mehr auch mit einem breiteren Einsatz
von Origin für die Datenanalyse und präsentation zu rechnen ist. 
Von den verschiedenen Arbeitsgruppen werden in der Forschung u. a. folgende spezielle
SoftwareLösungen verwendet:
 Image Analysis – Auswertung von mikroskopischen Bildern: AxioVision (Carl Zeiss), Image
Pro (Media Cybernetics), Volocity; Auswertung Chemilumineszenz: FluorChem SP 
 Steuerung/Auswertung von Chromatographiesystemen: Chromeleon
 Steuerung/Auswertung von Spektralphotometern, Plattenreadern: VisionLite, Magellan,
FluorX, SpectraManager
 Steuerung/Auswertung Fermentation: IRIS, BioExpert (Applikon Biotek)
 Sequenzanalyse, Bearbeitung von Sequenzdaten: CEQ Sequence Analysis, Lasergene® se
quence analysis software (DNASTAR Inc.), BioEdit, CloneManager 8 Suite u.a.
 Rekonstruktion phylogenetischer Beziehungen: TreeView, PAUP, PhyDE 
Mit dem Bezug des Neubaus Biologie konnte auch ein neuer studentischer PCPool mit 25
Arbeitsplätzen eingerichtet werden. Dabei wurde dank der Unterstützung durch das ZIH, na
mentlich Herrn Kadner, das PCPoolModell des ZIH basierend auf zwei DomainControllern,
einem FileServer und einem Installationsserver (alle mit Windows Server 2003) und
Workstations mit Windows XP umgesetzt. Die SoftwareAusstattung umfasst die Standard
OfficeAnwendungen, Bildbearbeitungssoftware (Photoshop Elements), StatistikSoftware
(SPSS), sowie spezielle Software zur molekularen Systematik (TreeView, PAUP, PhyDE) und
Sequenzanalyse (BioEdit u. a.). Der PCPool steht den Studenten überwiegend für die eigen
ständige Nutzung der DVTechnik im Sinne der unter Punkt 1.1 genannten Anforderungen zur
Verfügung, wird aber in zunehmendem Maße auch im Rahmen von Lehrveranstaltungen (z. B.
Rekonstruktion phylogenetischer Beziehungen, Sequenzanalyse, siehe Punkt 1.1) genutzt. Für
letztere steht ein „TeacherPC“ sowie moderne Projektionstechnik zur Verfügung. Weiterhin exi
stiert ein ScannerArbeitsplatz (A4) im PCPool. Für Druckaufträge aus dem PCPool wird das
zentrale DruckKopiererNetz der Firma Ricoh Deutschland GmbH genutzt.
2.2 Vernetzung und Sicherheit
Bis auf wenige Ausnahmen befinden sich die Büros und Forschungslabors der Fachrichtung in
dem 2006 bezogenen Neubau Biologische Institute, der mit GigabitGlasfaserkabel an das
Campusnetz angeschlossen ist. Die Anbindung der PC und Workstations erfolgt über die Fast
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EthernetHausverkabelung (100 Mbit/s) an CiscoSwitchKaskaden, die sich in zwei
Datenverteilerräumen befinden (insgesamt derzeit 18 CiscoSwitches mit 10 konfigurierten
VLANs). Wichtigstes Element für die Sicherheit des Datennetzes und die Konfiguration der
VLANs stellt die Nutzung der vom ZIH bereitgestellten virtuellen Firewall unter Nutzung der
ASDMSoftware dar. Auch die PCArbeitsplätze in den von der FR Biologie genutzten Räumen
im Seminargebäude 2 sind in diese Netzarchitektur eingebunden. 
Durch die Bereitstellung der 100 MbitNetzverbindung kann jetzt im Rahmen von Lehrveran
staltungen in den Seminar und Praktikumsräumen im Neubau Biologie auch auf das Internet
bzw. das Campusnetz zugegriffen werden, für Vorlesungen, die im AndreasSchubertBau oder
im Seminargebäude 2 stattfinden, ist das leider nicht der Fall.
Durch die Installation von derzeit 32 AccessPoints ist vor allem in den allgemein genutzten
Räumen im Erdgeschoss (Praktikum, Seminarräume, PCPool) und im Foyer des Neubaus
Biologie auch das zentrale Wireless LAN der TU Dresden (SSID: VPN/WEB oder eduroam) er
reichbar. Die Anbindung des Praktikumsraumes im Laborgebäude „Altes Kesselhaus“ (auf dem
Gelände des Instituts für Holztechnik Dresden) über eine Funkbrücke ist leider aufgrund von
Störungen der Funkübertragung sehr unzuverlässig und erlaubt keine angemessene Nutzung
des Campusnetzes an diesem Standort.
3 Leistungen und Angebote der Fachrichtung 
Aufgrund der begrenzten Kapazitäten gibt es an der FR Biologie keine Angebote über DV
Leistungen für andere Fakultäten.
Der studentische PCPool mit 25 Arbeitsplätzen steht außerhalb von Lehrveranstaltungen den
Studierenden der Fachrichtung zur Verfügung. Lehrveranstaltungen/Weiterbildungen für andere
Fachrichtungen oder andere Teilnehmer können nur in Ausnahmefällen (in den Semesterferien)
realisiert werden.
4 Anforderungen der Fachrichtung an das ZIH sowie externe Ressourcen
4.1 Dienste
Datennetzdienste
Einer zentralen leistungsfähigen Viren und SpamKontrolle inkl. deren zeitnahen Aktualisierung
wird große Bedeutung beigemessen. Der sichere Zugang zum TUDNetz über den VPNDienst
des ZIH wird von den Mitarbeitern der Fachrichtung zunehmend genutzt. Wie unter 2.2 be
schrieben wird die zentral bereitgestellte virtuelle Firewall genutzt, um die lokalen Netze zu
schützen.
WWWServer
Die Umsetzung des Corporate Designs bei der Darstellung der Fachrichtung Biologie und der
einzelnen Lehrstühle ist unter Nutzung des zentralen Content Managment Systems (CMS) wei
testgehend erfolgt. Besondere Bedeutung wird der Betriebssicherheit und Leistungsfähigkeit
der zentralen WebServer sowie der Benutzerfreundlichkeit des Redaktionssystems beige
messen. 
PlotService




Die Nutzung des BackupServices des ZIH (TSM) für die Sicherung von Datenbeständen auf
ArbeitsgruppenServern ist geplant, teilweise werden zur Datensicherung eigene Backup
Server genutzt.
Weiterbildungsangebote des ZIH, z. B. zu sicherheitsrelevanten Themen, Betriebssystemen,
zu bestimmten Anwendungsprogrammen und zum WebRedaktionssystem der TU Dresden
(TUDWCMS) werden genutzt, eine Ausweitung dieser Angebote auch für weniger fortge
schrittene Nutzer wird als hilfreich angesehen.
4.2 Datenkommunikation
Mit der Installation der aktiven Komponenten im Neubau Biologie und der bauseitig bereitge
stellten Verkabelung ist die Netzanbindung nahezu aller PCArbeitsplätze mit 100 Mbit/s reali
siert. Die Anforderungen der Fachrichtung bestehen nun im Wesentlichen in der Wartung der
Gebäudeverteiler, sowie der Absicherung und fachlichen Unterstützung bei der Nutzung  der
virtuellen Firewall. Gewünscht ist außerdem die Unterstützung bei der Einrichtung von VPN
Zugängen zu den an der Fachrichtung betriebenen Servern (z. B. am Institut für Mikrobiologie).
Die Bereitstellung und das zentrale Management von WLANAccess Points im Foyer und im
Bereich der zentralen Lehrräume im Neubau Biologie ist vor allem für die Studierenden an der
Fachrichtung von großer Bedeutung. Die Bereitstellung von WLANZugriffsmöglichkeiten in
den im Seminargebäude 2 genutzten Seminarräumen sowie den Hörsälen im ASB ist eben
falls wünschenswert. Aus den unter Punkt 1.1 genannten Lehranforderungen ergibt sich die
Anforderung an eine störungsfreie Anbindung des Praktikumskomplexes auf dem Gelände des
Instituts für Holztechnik Dresden an das Campusnetz der TUD.
4.3 Software
Die Bereitstellung von Campuslizenzen für MicrosoftBetriebssysteme und Anwendungssoft
ware, sowie AdobeProdukten wird nach wie vor als sehr hilfreich angesehen. Die Möglichkeit
der kostenfreien Installation des Statistikpakets SPSS im studentischen PCPool ist im Hinblick
auf die Anforderungen aus der Lehre sehr wichtig. Leider sind die Rahmenbedingungen für die
Nutzung von Statistikpaketen in der Forschung weniger günstig. Begrüßt wird auch die ko
stengünstige Bereitstellung von Origin, wünschenswert wären auch kostengünstige Lizenzen
für Literaturverwaltungsprogramme wie EndNote oder ReferenceManager. 
Die Beteiligung der Fakultät am MSDNAAProgramm hat ein positive Resonanz in der
Fachrichtung gefunden und trägt zu einer schnelleren Verbreitung vor allem des Betriebssys
tems Windows 7 bei.
Die zentrale Bereitstellung von Antivirensoftware, der Betrieb des SophosUpdateServers und
Informationen zum Virenschutz durch das ZIH wird als sehr nützlich und essentiell für die IT
Sicherheit an der Fachrichtung eingeschätzt.
4.4 Hardware- und Software-Service
Für die Absicherung der Funktionsfähigkeit der an der FR Biologie betriebenen Rechentechnik
durch Hilfe bei Hard und SoftwareProblemen sowie Unterstützung bei Aufrüstungen u. a. ist
der PCInstandhaltungsservice des ZIH von maßgebender Bedeutung, da dies von den an der
Fachrichtung beschäftigten Wissenschaftlern neben ihren Aufgaben in Forschung und Lehre
erledigt werden muss, z. T. auch das entsprechende Fachwissen nicht in dem entsprechenden
Umfang vorhanden ist. Eine Verbesserung des PCInstandhaltungsservices hinsichtlich der
Wartezeiten ist ebenso erstrebenswert wie eine schnelle Unterstützung bei Software
Problemen (in erster Linie bei ernsthaften Schäden am Betriebssystem bzw. im Bereich der
Netzwerkdienste). Aufgrund fehlender personeller Kapazitäten und Qualifikation wäre eine in
tensivere Unterstützung im Bereich der Netzadministration und Netzsicherheit wünschens
wert. 
Die Unterstützung bei der Einrichtung und Betrieb des studentischen PCPools durch Herrn
Kadner (Implementierung des ZIHPCPoolModells) wird als sehr hilfreich eingeschätzt. Die
Beratung bei der Beschaffung von Hard und Software wurde vor allem im Zusammenhang mit
der Ausstattung des Neubaus Biologie genutzt.
4.5 Weitere Anforderungen
Voraussetzungen für international konkurrenzfähige Forschung sind der breite Zugang zu
Fachinformationen in entsprechenden OnlineDatenbanken sowie der Volltextzugriff auf Artikel
in Fachzeitschriften, so dass der Realisierung und Finanzierung dieser Zugriffsmöglichkeiten
über das Campusnetz durch die SLUB große Bedeutung beigemessen wird.
Als Folge der Ausstattung des Neubaus Biologie mit dem SimonsVossSchließsystem und der
Einführung der SchließsystemManagementSoftware LSM sind Kosten für Updates und
Support zu erwarten. Ein zentrales Management mehrerer Schließanlagen an der TUD mit ab
gestuften Zugriffsrechten für die jeweiligen Administratoren wäre vor dem Hintergrund ver




1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
An der Philosophischen Fakultät wurden die folgenden Studiengänge angeboten:
 BachelorStudiengänge in 9 Fächern
 MasterStudiengänge in 7 Fächern
 Diplomstudiengang Soziologie
 Lehramtsstudiengänge für 4 Schulformen (davon Grund und Mittelschule auslaufend)
 MagisterStudiengang mit 14 Hauptfächern (auslaufend)
Aus diesen Studiengängen ergeben sich hohe Anforderungen an die DVVersorgung sowohl
von Seiten der Lehrenden als auch von Seiten der Studierenden. Von beiden Seiten wird die
vorhandene PCAusstattung zur Vor und Nachbereitung von Lehrveranstaltungen genutzt.
Neben der breiten Nutzung für die Vorbereitung der Lehre stellt mittlerweile eine wachsende
Anzahl von Lehrenden Materialen zu ihren Lehrveranstaltungen ins Netz. Die Studierenden nut
zen die DVAusstattung für die Anfertigung von Haus und Seminararbeiten, zur Recherche in
den SLUBKatalogen und in anderen Bibliothekskatalogen, zur Recherche in Datenbanken und
im Internet. Außerdem verwenden die Studierenden der sozialwissenschaftlichen Fächer die
PCAusstattung in umfassendem Maße zur Durchführung von Datenanalysen.




 OpacRecherchen und Recherchen in anderen Bibliothekskatalogen
 Internetrecherchen
 Erstellen von HTMLDokumenten
 Elektronische Bild und Filmbearbeitung




2 Erreichter Stand der DV-Ausstattung an der Philosophischen Fakultät
Die PCAusstattung der Fakultät  konnte im Berichtszeitraum weiter ausgebaut werden. Jeder
Mitarbeiter verfügt über einen eigenen ComputerArbeitsplatz. In vielen Fällen handelt es sich
um leistungsstarke Computer. In sicherheitsrelevanten Bereichen wurden private Netze ge
bildet und über Router (NAT, Firewall) mit dem TUNetz verbunden.
Zur zentralen Datenhaltung wurde ein Serversystem eingerichtet. Struktureinheiten,
Mitarbeiter und Projektgruppen können jetzt ihre Daten sicher ablegen und darüber besser zu
sammen arbeiten.
Die Fakultät verfügt über zwei PCPools. Einer befindet sich im Falkenbrunnen (Chemnitzer Str.
46 a) und ein zweiter im Bürogebäude Zellescher Weg 17 (BZW).
Der PCPool im Falkenbrunnen wurde im August/ September 1998 installiert. In diesem 70 qm
großen Raum sind die Computer in sechs Reihen zu je fünf Arbeitsplätzen angeordnet und wer
den durch einen DozentenPC an der Frontseite ergänzt. Die PCs und die Server sind über ei
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nen Fast EthernetSwitch mit dem TUNetz verbunden. Somit steht auf jedem Rechner ein
schneller Internetzugang zur Verfügung.
Im Rahmen des CIPAntrages 2008 wurde im Oktober 2009 eine Neuausrüstung mit Servern,
PCs, Monitoren, Druckern, Scannern und Beamern geliefert. Diese wurden inzwischen teil
weise bereits in Betrieb genommen.
Druckaufträge werden über einen SaxocomDrucker bearbeitet. Ein leistungsstarker Projektor
(Epson EMP 7300) kann mit der Bildschirmoberfläche des TeacherPC verbunden werden und
ermöglicht von allen Arbeitsplätzen aus eine gute Sicht.
Tabelle 1: Pool Falkenbrunnen (bisherige Ausrüstung)
Die Arbeitsplätze des PCPools im BZW stammen ebenfalls noch aus dem Jahr 1998 und sind
in 7 Reihen mit je 3 Computern angeordnet. In der ersten Reihe befinden sich die Systeme mit
CDBrennern und Scannern. Zentral vor der ersten Reihe befindet sich der DozentenPC. Die
PCs und Server sind über einen Fast EthernetSwitch mit dem TUNetz verbunden. Somit steht
auf jedem Rechner ein schneller Internetzugang zur Verfügung. Druckaufträge werden über ei
nen SaxocomDrucker bearbeitet.
Im Rahmen des CIPAntrages 2008 wurde auch für diesen PCPool im Oktober 2009 eine
Neuausrüstung mit Servern, PC, Monitoren, Druckern, Scannern und Beamern geliefert und
inzwischen teilweise in Betrieb genommen.
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Tabelle 2: Pool Bürozentrum Zellescher Weg (bisherige Ausrüstung)
Der PCPool ist Falkenbrunnen ist von Montag bis Freitag von  9:00  19:00 Uhr, der im BZW
von 11:00  19:00 Uhr geöffnet. Beide PCPools werden auch für die Durchführung von
Lehrveranstaltungen genutzt. 
Poolbetreuung 
Ein EDVBetreuer (50%ige Anstellung als WHK) war zentraler Ansprechpartner für alle dies
bezüglichen Probleme. Er koordinierte die Aktivitäten in der Fakultät, hielt die Verbindung zum
ZIH und sorgte für die Einhaltung von Sicherheitsstandards. Diese Stelle wurde nach dem
Ausscheiden des Mitarbeiters zunächst gestrichen, ist jedoch neu beantragt worden
Der Pool im BZW mit drei SHKs kann vollständig, der im Falkenbrunnen mit zwei SHKs nur teil
weise betreut werden.
3 Anforderungen der Fakultät an das ZIH
Sehr wichtig für die Fakultät ist die Unterstützung durch das ZIH beim Betrieb der Gebäude
netze und bei der SoftwareBeschaffung.
Die Hard und Software für die Pools wird gerade ersetzt.
Des Weiteren ist zur Vermeidung anonymer Nutzung (Sicherheitsrichtlinie der TU) die
Verwendung der TULogins zu ermöglichen. Dazu wurden für Server und Pools separate
Subnetze gebildet, die − wie auch die Mitarbeiternetze − mit TUzentralen Firewalls geschützt
werden. Als nächster Schritt wird die PoolDomain in die TUzentrale Windowsstruktur einge
bunden.
Vom ZIH wird die Bereitstellung von GroupwareFunktionen eines ExchangeServers wie
Synchronisation von Kontakten und Kalendern erwartet.
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Des Weiteren ist ein bereichsorientierter weltweiter VPNZugriff auf Fakultätsserver erforder
lich. 
Die FirewallStruktur muss auf alle Objekte ausgebaut werden.
Die Reaktionszeiten auf Anforderungen aus den Fakultäten für Routinearbeiten, wie das
Patchen von Netzwerkdosen, müssen ganz entschieden verringert werden.
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Fakultät Sprach-, Literatur- und Kulturwissenschaften
Die Fakultät Sprach, Literatur und Kulturwissenschaften der TU Dresden wurde 1993 ge
gründet. Sie umfasst derzeit 26 Professuren. An der Fakultät sind ca. 42 wissenschaftliche
Mitarbeiter beschäftigt. Das wissenschaftliche Personal wir unterstützt von ca. 15 nichtwis
senschaftlichen Mitarbeitern.
Zum Wintersemester 2009/2010 studierten insgesamt 3.205 Studierende an der Fakultät.
Die Fakultät verfügt über ein breit gefächertes Forschungsprofil. Die stark kulturwissenschaft
liche Ausrichtung der Fakultät offenbart sich insbesondere in den Verbundprojekten und
Forschungszentren (Europäisches Graduiertenkolleg EGK  „Institutionelle Ordnung, Schrift und
Symbole“, DFGProjekt „Realistische Anthropologie. Konstellationen zwischen realistischer
Prosa und der Wissenschaft vom Menschen“, Zentrum für interdisziplinäre frankokanadische
und frankoamerikanische Forschung/ QuebecSachsen, Italienzentrum, Kulturwissenschaftli
ches Zentrum).
1 Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die ITVersorgung der Fakultät Sprach, Literatur und




 Lehrveranstaltungen für andere Fakultäten sowie
 den auslaufenden MagisterStudiengang.
Die Anforderungen an die ITVersorgung der Fakultät ergeben sich primär aus der Vor und
Nachbereitung der Lehrveranstaltungen. Die Fakultät führt für mehr als 60 Lehrveranstaltungen
OnlineEinschreibungen über die jExamPlattform durch. Für die Vorbereitung der
Lehrveranstaltungen stellt der Großteil der Lehrenden Materialien (Skripte, PowerPoint
Präsentationen) auf Internetseiten zur Verfügung, die von den Studierenden abgerufen werden
können. Zunehmend nutzen die Veranstaltungen zudem ELearningPlattformen wie Moodle
und OPAL, die neben der Bereitstellung von Materialien auch zur Betreuung und zur
Leistungsüberprüfung der Studierenden genutzt werden.
Die knapp 3.205 Studierenden der Fakultät beanspruchen die DVAusstattung der TU zur
Literaturrecherche (Datenbänke, Bibliothekskataloge, Internet) und zur Erstellung von Seminar
und Abschlussarbeiten. Die Verfügbarkeit der PCPools des ZIH ist für die Studierenden be
sonders wichtig, da die Fakultät infolge fehlender Ressourcen keinen eigenen PCPool betreibt.
1.2 Anforderungen aus der Forschung




 Erstellen von HTML und PDFDokumenten
 Scannen
 Erstellung von Typoscripten, Flyern und Plakaten
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2 Erreichter Stand der DV-Ausstattung an der Fakultät
Die PCAusstattung der Fakultät beläuft sich nach Angaben der Professuren auf rund 130 PC
Arbeitsplätze nebst ca. 20 Laptops. Damit steht im Mittel für jede/n Mitarbeiter/in ein eigener
Computer zur Verfügung. Für studentische Hilfskräfte sind in vielen Professuren Arbeitsräume
mit PCArbeitspätzen vorhanden.
Ein Großteil der Computer sind über über das Hausnetz (100 Mbit/s) mit dem Campusnetz ver
bunden. Zahlreiche Anschlüsse verwenden noch eine 10 Mbit/sLeitung. Die beiden neu ein
gerichtete WLANHotspots bieten eine Anbindung an das Campusnetz mit 54 Mbit/s. Diese
neue Technik wird von Studierenden und Lehrenden sehr gut angenommen. Vielfach wurde
der Wunsch geäußert, diese Technik auch in anderen Gebäuden nutzbar zu machen.
3 Anforderung an das ZIH
Die Fakultät Sprach, Literatur und Kulturwissenschaften ist auf die Unterstützung des ZIH hin
sichtlich der Bereitstellung einer stabilen und schnellen Internetanbindung angewiesen. Ferner
ist der Support der verschiedenen ZIHProjekte notwendig.
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Fakultät Erziehungswissenschaften
1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DVVersorgung der Fakultät Erziehungswissenschaften
im Berichtszeitraum 2008/09 resultieren aus nachfolgend aufgeführten Studienangeboten:
Derzeitige Studiengänge:
 Diplomstudiengang Erziehungswissenschaft, Studienrichtung Sozialpädagogik/Sozialarbeit
 Lehramtsbezogener BachelorStudiengang Allgemeinbildende Schulen (von der Fakultät mit
getragener Studiengang)
 Lehramtsbezogener BachelorStudiengang Berufsbildende Schulen 
 MasterStudiengang Childhood Research and Education – Kindheitsforschung, Beratung und
Bildung 
 weiterbildender MasterStudiengang Vocational Education and Personnel Capacity Building 
 berufsbegleitendes Ergänzungsstudium Berufliche Bildung/Berufliche Erwachsenenbildung 
 weiterbildender MasterStudiengang Higher Education and Management 
Auslaufende Studiengänge:
 Lehramt an Grundschulen (Immatrikulation bis SS 2007) 
 Lehramt an Mittelschulen  (Immatrikulation bis SS 2007) 
 Höheres Lehramt an Gymnasien (Immatrikulation bis SS 2007)
 Höheres Lehramt an Berufsbildenden Schulen (Immatrikulation bis SS 2007) 
 MagisterStudiengang Erziehungswissenschaft (Immatrikulation bis SS 2005) 
Ausgelaufener Studiengang:
 Aufbaustudiengang Berufs und Erwachsenenpädagogik in der internationalen Entwicklungs
arbeit (Immatrikulation bis SS 2007)
Lehrveranstaltungsangebote für:
 Studium Generale, Seniorenakademie
 Diplomstudiengänge für Ingenieurstudenten (Nichttechnisches Wahlpflichtfach)
 Studiengang für Medieninformatik (Nebenfach Berufspädagogik)
Laut Fallstatistik des Studentenbestandes der TU Dresden mit Stand vom 01.12.2009 sind der
zeitig durch die Fakultät Erziehungswissenschaften 6.002 Studienfälle, davon 51 promovie
rende Studierende zu betreuen.
Der Einsatz von Computern für Lehre und Lehren wird durch zwei Medienplätze in Hörsälen,
zwei mit Medienplätzen ausgestattete Seminarräume und einen auf die Räume WEB 1 und
WEB 68 aufgeteilten, zentral administrierten PCPool unterstützt. Die Medienplätze in den
Hörsälen verfügen über einen PC, der in das Fakultätsnetz integriert ist und durch das ZBT der
Fakultät administriert wird. Damit können die Lehrkräfte direkt auf ihre auf dem Fakultätsserver
befindlichen Lehrveranstaltungsdokumente zugreifen und die Lehre multimedial unterstützen.
Der Raum WEB 1 des PCPools ist mit 16 Arbeitsplätzen, einem mit Präsentationstechnik aus
gestatteten Lehrendenplatz und einem Videoschnittplatz ausgestattet. Hier finden regelmäßig
computerbasierte Projektseminare der Professur für Bildungstechnologie insbesondere zur
Unterstützung der ELearningKompetenz der Lehramtsstudierenden statt:
 Gestaltung und Einsatz von Video und Animationen für berufliches Lehren und Lernen
 Nutzung von Internetdiensten für Lehr und Lernprozesse“ 
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 didaktisches Design und computergestütztes Entwickeln von Texten, Bildern und Präsenta
tionen für Lernen und Lehren
 Gestaltung und Einsatz von Filmmedien in Lehr und Lernprozessen
 Gestaltung von Texten und Bildern für berufliches Lehren und Lernen
 Mediengestaltung und Einsatz in der beruflichen Bildung
Seminare z. B. der Professsur für Medienpädagogik beinhalten die Themen „Mediendidaktik −
Gestaltung von Internetsites“ und „Kinder und Medien“. Weiterhin wird die Arbeit mit dem
Statistikprogramm „SPSS“ angeboten, sowie im Rahmen der kunstpädagogischen Ausbil
dung der Umgang mit Bildbearbeitungsprogrammen. Den Seminarteilnehmern werden Logins
und Speicherplatz auf dem PoolServer bereitgestellt. Der PCPool kann für Blockseminare oder
Einzelveranstaltungen TUoffen reserviert werden. Durch das Medienzentrum der TUD werden
Schulungen zum Arbeiten mit dem Webportal der TU (TUDWCMS) sowie dem Bildungsportal
Sachsen als Lehr und Lernplattform durchgeführt. Die PCArbeitsplätze im Raum WEB 68 wer
den zurzeit durch moderne Geräte, die im Rahmen des gemeinsamen CIPPoolAntrags mit
dem ZIH angeschafft wurden, erneuert. Dieser PCPool steht zum freien Arbeiten zur
Verfügung und ist für die Studierenden und Angehörigen der TU Dresden regelmäßig nutzbar.
Durch studentische Hilfskräfte wird Unterstützung zur Nutzung moderner Medien in der Lehre,
zu speziellen Anwenderproblemen sowie zum Umgang mit dem PC angeboten. Die PCPools
sind in das Poolkonzept des ZIH integriert, so dass eine Anmeldung am PC sowohl mit dem
ZIHLogin als auch mit eigenen Logins der Fakultät erfolgen kann. Zum Ausdrucken eigener
Dokumente findet das TUzentrale Drucksystem Anwendung.
Durch das ZIH konnte inzwischen in beiden PCPools WLAN bereitgestellt werden.
Fast alle Professuren haben durch die Anschaffung von Notebooks und transportablen Daten/
Videoprojektoren die Möglichkeit geschaffen, die Lehre computerunterstützt durchzuführen.
Die Seminarräume und einige Bereiche des Gebäudekomplexes Weberplatz 5 wurden durch
das ZIH mit WLAN erschlossen.
1.2 Anforderungen aus der Forschung
Anforderungen an die DVVersorgung entstanden vor allem bei folgenden Projekten:
Forschungsprojekte mit Relevanz für Multimedia
2008
 KOLLT  Kooperatives Lehren und Lernen in typischen Lernsituationen/BLKProgramm:
Weiterentwicklung dualer Studiengänge im tertiären Bereich
 Weiterbildender MasterStudiengang Vocational Education and Personnel Capacity Building
 EUGemeinschaftsinitiative INTERREG III A
 AlumniNachbetreuungsprogramm des Aufbaustudienganges
 Education & Technology Intensive Programme
 New ICT in Education and Training
 Langzeitstudie zur Wirksamkeit der Tätigkeit von Fachkräften für Arbeitssicherheit für die öf
fentlichen Unfallversicherungsträger
 Rural Wings  Telelearning in rural areas with satellite technology
 Blok  Lernortkooperation in der Berufsausbildung
 Education & Technology Ph.D. Curriculum Development
 Langzeitstudie zur Wirksamkeit der Tätigkeit von Fachkräften für Arbeitssicherheit
 Kompetenzpass für Weiterbildner/innen – erwachsenenpädagogische Kompetenzen bilan




 Learning Communities in Großunternehmen
 „KinderWiki im Hort“
 Vorbereitung Schulversuch Berufsausbildung und Abitur (SMK)
 Aufbaustudiengang „Berufspädagogik TU Dresden  Hanoi University of Technology“
 Weiterbildender MasterStudiengang Vocational Education and Personnel Capacity Building
 AlumniNachbetreuungsprogramm des Aufbaustudiengangs „Berufs und Erwachsenen
pädagogik in der internationalen Entwicklungsarbeit“
 Design your life  Verwirkliche Deine Ideen
 ExPer[T]Bau
 Ausprägung der Ausbildungsfähigkeit bei Jugendlichen und jungen Erwachsenen mit
Migrationshintergrund durch eine individuelle mediengestützte Lern und Trainingsmethodik
(AUMIL)
 Alumninetzwerk Bildung und Technologietransfer
 Flexibilisierung des Zugangs zum Berufsakademiestudium für Studieninteressierte mit ab
weichenden Zugangsvoraussetzungen und Sicherung der Studierfähigkeit von Studienanfän
gern und Studierenden
 femtec.network Careerbuildung für den weiblichen Führungsnachwuchs aus Ingenieur und
Naturwissenschaften
 Erneuerbare Energien – Neue Ausbildungsfelder für die Zukunft
Eingesetzte Software:
MS OfficeAwendungen, Internet, Adobe Acrobat, MS Project, HTMLEditoren, Adobe Creative
Suite
Statistiksoftware SPSS (qualitative und quantitative Auswertungen), AMOS, LISREL, END
NOTE, MAXQDA (qual. Analysen)
ATLAS/Ti, MehrebenenanalyseSoftware (MLWin, HLM)
Labview, CassyLab, Adobe Photoshop 7.0, Adobe Indesign, Mindmap, Literaturrecherche und
verwaltungsprogramme, Videoschnittsoftware, Delphi, Corel Graphic Suite, ToolBook und di
verse Lernsoftware für den Einsatzbereich allgemeinbildende Schulen 
Die Lernplattform OPAL als Teil des WebPortals „Bildungsportal Sachsen“ wird verstärkt zur
Gestaltung der Lehrveranstaltungen sowie für Einschreibungen und Lehrmaterialbereitstel
lung genutzt.
2 Erreichter Stand der DV-Ausstattung
Jeder Arbeitsplatz ist mit einem PC ausgestattet, der in das TUDatennetz integriert ist. Das
Gebäude Weberplatz ist über GigabitBackboneNetz an das Campusnetz der TU angeschlos
sen. Seit August 2009 erfolgt im Gebäude Weberplatz 5 im Rahmen des 3. Bauabschnittes der
HBFGMaßnahme „Datenkommunikationsnetz der TU Dresden“ die Neuverlegung der ge
samten Datennetzverkabelung sowie der Computerstromversorgung, so dass schrittweise die
noch vorhandenen störanfälligen BNCVerkabelungen ersetzt und alle Arbeitsplätze mit einem
Fast EthernetAnschluss verbunden werden.
Bereits in Vorbereitung auf die Baumaßnahme, mit dem Ziel einer kontinuierlichen Datennetz
versorgung, wurden die bisherigen lokalen Institutsnetze durch einen IPBereich für die ge
samte Fakultät ersetzt, das Fakultätsnetz durch eine Firewall gesichert und der Datennetzzugriff
durch administrierte DHCPServer kontrolliert. Auf den Fakultätsserver können alle Mitarbeiter
und Arbeitsgruppen zugreifen. Die Datensicherung erfolgt auf einen eigenen Sicherungsserver.
Die PCPools werden mit eigener Domäne, IPBereich und Firewall sowie der Integration in das
Poolkonzept des ZIH betrieben.
Tabelle 1: PCAusstattung der Fakultät:
3 Bereitstellung zentraler Dienste
Durch das Zentrum für Bildungstechnologie  (ZBT) – eine fakultätszentrale Einrichtung – erfolgt
eine weitgehende Koordination der Anschaffung, Installation und Betreuung der Computerar
beitsplätze der Fakultätsangehörigen. Es werden zentrale Dienste wie Datenablage und
Datensicherung auf dem Fakultätsserver und die Verwaltung von Netzdruckern bereitgestellt.
Die Medienplätze in den Hörsälen und Seminarräumen sowie eine Reihe von Computerarbeits
plätzen werden in einer zentralen Fakultätsdomäne verwaltet. Das erleichtert die Arbeit der
Lehrkräfte bei der Einbindung digitaler Medien in die Lehre.
Die Homepage der Fakultät ist in das TUDWCMS integriert und mit einer zentralen Fakultäts
datenbank hinterlegt. Fakultätsstruktur, Instituts, Professur und Mitarbeiterinformationen so
wie das Lehrveranstaltungsverzeichnis und Einschreibungen in Lehrveranstaltungen können
durch Verwendung der ContentManagementSysteme des TUDWCMS sowie der
Fakultätsdatenbank mit Hilfe von Formularen im Browser bearbeitet werden.
4 Anforderungen an das ZIH
Durch Weiterführung der sehr guten und vertrauensvollen Zusammenarbeit des ZIH mit dem
ZBT der Fakultät bei der Planung und dem Management der im Rahmen der Baumaßnahme
„Datenkommunikationsnetz der TU Dresden“ neu zu installierenden Datennetztechnik kann
langfristig eine flexible Arbeit des ZBT und eine stabile Datennetzversorgung gesichert wer
den.
Die Unterstützung bei der SoftwareBeschaffung und die Bereitstellung von Campuslizenzen,
und Antivirensoftware sehen wir als sehr hilfreich an. 
Dringend erforderlich ist noch immer die Einführung und Umsetzung einer TUzentralen Lö
sung zur Verbesserung der Studienorganisation, insbesondere bezüglich der Erfassung,




Die Juristische Fakultät wurde im Zuge des Ausbaus der Technischen Universität Dresden zu
einer Volluniversität im Februar 1991 gegründet. Sie ist mit allen Instituten und Professuren,
der Fakultätsverwaltung, der juristischen Zweigbibliothek und einem modern ausgestatteten
PC Pool im „von Gerber Bau“ untergebracht.
Die Schwerpunkte in Forschung und Lehre liegen in den Bereichen des europäischen und in
ternationalen Rechts, dem Wirtschafts, Technik und Umweltrecht sowie in rechtsphilosophi
schen und rechtsgeschichtlichen Grundlagen. 
An der Juristischen Fakultät studieren derzeit insgesamt 840 Studenten und Studentinnen. 
Mit der Einführung des dreijährigen BachelorStudienganges „Law in Context  Recht mit sei
nen internationalen Bezügen zu Technik, Politik und Wirtschaft“ zum Wintersemester 2007/08
erfüllt die Technische Universität Dresden als eine der ersten Universitäten die Anforderungen
des BolognaProzess im Bereich Jura. Die Studierenden erhalten durch dieses Studium eine
wissenschaftlich hochwertige sowie gleichzeitig praxisorientierte Ausbildung und können so
bereits innerhalb von sechs Semestern einen berufsqualifizierenden Hochschulabschluss er
langen.
Flankiert wird der BachelorStudiengang durch bereits seit vielen Jahren etablierte Master
Studiengänge. Sie bieten eine Spezialisierung im Recht des Geistigen Eigentums sowie im
Wirtschaftsrecht. Hinzu kommt ein einjähriger Aufbaustudiengang, der sich speziell an im
Ausland Graduierte richtet, die die Grundlagen des deutschen Rechts erlernen möchten.
Nichtjuristen können an Zertifikatskursen zum Patentrecht oder zum Urheber, Medien und
Internetrecht teilnehmen und so die in vielen Berufen dringend notwendigen Rechtskenntnisse
erwerben.
Außerdem verfügt die Juristische Fakultät über zahlreiche Auslandskontakte, um deren
Vermittlung und Austausch sich das ErasmusBüro kümmert.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
An der Juristischen Fakultät werden folgende Studiengänge angeboten:
 Bachelor (LL.B) „Law in Context  Recht mit seinen internationalen Bezügen zu Technik, Politik
und Wirtschaft” (derzeit 746 Studenten, 72 SWS Pflichtfächer, 20 SWS Wahlpflichtfächer)
 Rechtswissenschaft (Staatsexamen / Erste Juristische Prüfung) auslaufend
 Rechtswissenschaft (Magister / Nebenfach) auslaufend
 Internationale Beziehungen (interdisziplinär, mit Fakultät Wirtschaftswissenschaften und
Philosophischer Fakultät) (130 Studenten)
 Aufbaustudiengänge für Postgraduierte (LL.M.Studiengang Gemeinsamer Rechtsraum
Europa / Intellectual Property Law / Aufbaustudiengang für ausländische graduierte Juristen)
(40 Studenten)
 Aufbaustudiengang Wirtschaft und Recht (47 Studenten)
Hieraus entstehen Anforderungen an die DVVersorgung sowohl von Seiten der Lehrenden als
auch von Seiten der Studierenden: So wird die vorhandene DVAusstattung zur Vor und
Nachbereitung von Lehrveranstaltungen genutzt (z. B. Erstellung und Veröffentlichung von
Übersichten und Skripten auf der Lehrstuhlhomepage im Web). Von den Studierenden werden
Anforderungen ebenfalls zur Vor und Nachbereitung von Lehrveranstaltungen, zur Anfertigung
von Haus und Seminararbeiten, Präsentationen usw. sowie zur Recherche in juristischen
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Datenbanken (z. B. über JURISOnline, BeckOnline), in Bibliothekskatalogen (z. B. WebPAC)
oder im Internet gestellt.
Im Computerpool der Fakultät werden computergestützte Lehrveranstaltungen sowohl für die
Studierenden als auch für Hörer anderer Fakultäten durchgeführt (z. B. zu den Themen „Online
Recht“, CDLernprogramme, Datenbankrecherche).
Der schnelle Zugang zum Internet z.B. zu Recherchezwecken in OnlineDatenbanken und
Bibliothekskatalogen oder zur Nutzung verschiedener Netzdienste ist für die Studierenden nun
auch im Lesesaal der Zweigbibliothek Jura sowie in verschiedenen Sitzecken im Gebäude per
WLAN möglich.
1.2 Anforderungen aus der Forschung
 Textverarbeitung
 Datenbankrecherchen (u. a. JurisOnline, BeckOnline, Kuselit, WestLaw)
 Internetrecherchen
 Erstellen von HTMLDokumenten






2 Erreichter Stand der DV-Ausstattung an der Fakultät 
2.1 Hardware
Die Fakultät verfügt über fünf Server, die diverse Dienste (u. a. File, Mail, WebService) für
alle Mitarbeiter und SHK anbieten. Im Computerpool werden drei Server betrieben. 
Ein PC wird zur Überwachung der ITInfrastruktur der Fakultät sowie des Computerpools ein
gesetzt.
Nach Angaben der Lehrstühle stehen an der Fakultät ca. 95 PCs sowie ca. 25 Notebooks zur
Verfügung. Jeder Mitarbeiter verfügt über einen eigenen Computerarbeitsplatz. Zur DV
Ausstattung eines Lehrstuhls gehören in der Regel außerdem ein Scanner und CD/DVD
Brenner. Größtenteils aus Haushaltsmitteln wurde die Computerausstattung im
Berichtszeitraum an vielen Lehrstühlen erneuert.
Für studentische Hilfskräfte stehen ca. 10 Computerarbeitsplätze in Facharbeitsräumen bereit. 
Der Computerpool der Fakultät ist mit 23 Computerarbeitsplätzen sowie 19“TFTMonitoren
ausgestattet. Scanner, DVDBrenner, DuplexSchwarzWeiß sowie Farblaserdrucker komplet
tieren die Ausstattung. 
Ein DruckKopierer ermöglicht die Nutzung des DruckService der Firma Fritzsche und
Steinbach Bürosysteme GmbH.
Durch das ZIH wurde die WLANInfrastruktur der Fakultät schrittweise ausgebaut. Im Ergebnis
dessen verfügen die Zweigbibliothek Jura, die MeetingPoints aller Etagen sowie sämtliche
Hörsäle und Seminarräume im Erdgeschoß über ein stabiles WLAN. 
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2.2 Software
Als Serverbetriebssysteme in der Fakultät kommen verschiedene LinuxDistributionen zum
Einsatz. Für Datenbankanwendungen werden diverse MySQL sowie PostgreSQL
Datenbanken betrieben. 
Die Server im Computerpool arbeiten mit Microsoft Windows Server 2003 sowie Debian
GNU/Linux.
Auf den Mitarbeiterarbeitsplätzen sind überwiegend die Betriebssysteme Microsoft Windows
XP, Vista und 7 sowie Produkte aus dem Microsoft Office System installiert.
Ein Lehrstuhl (derzeit besetzt mit einem Lehrstuhlvertreter ohne Mitarbeiter) betreibt zwei
MacintoshComputer mit dem Betriebssystem MacOS.
An zwei Lehrstühlen wird ein Spracherkennungs/Diktatmanagementsystem verwendet.
Dabei kommt die Spracherkennungssoftware Dragon Naturally Speaking Prefered 9 inkl.
Fachvokabular Recht und Wirtschaft der Firma Office Automation zum Einsatz.
Die PCs im Computerpool werden in Anlehnung an das ZIHPoolinstallationskonzept unter
Microsoft Windows XP betrieben. Als Anwendungssoftware sind u. a. Microsoft Office, Open
Office sowie diverse Produkte aus dem Open Source Bereich installiert. Ein Gerät fungiert als
Microsoft SoftwareUpdate, Sophos sowie BackupServer.
2.3 Vernetzung
Das Datennetz der Fakultät wurde 1994 strukturiert verkabelt ausgebaut. Die
Gebäudeverkabelung erfolgte durch Glasfaser, die Etagenverkabelung mittels TwistedPair
Kabel (Cat5). Die aktiven Netzwerkkomponenten in den Etagenverteilern wurden seit der
Erstausstattung (10 MBitHubs) aus Haushaltsmitteln zweimal erneuert. Derzeit werden kas
kadierte Switche der Fa. Allied Telesyn eingesetzt.
Tabelle 1
3 Leistungen und Angebote des Computer-Pools der Fakultät
Für Lehr und Übungszwecke wird an der Fakultät ein PCPool mit 23 Arbeitsplätzen betrieben.
Davon sind zwei als Systemarbeitsplätze mit DVDBrenner, Scanner, Farblaserdrucker usw. ein
gerichtet. Ein Dozentenarbeitsplatz wird in lehrveranstaltungsfreien Zeiten als zusätzlicher
Arbeitsplatz genutzt.
Der Computerpool steht allen Studenten der TU Dresden mit gültigem ZIHLogin offen. 
Von Zeit zu Zeit wird er von anderen Fakultäten zur Durchführung von außerplanmäßigen
Veranstaltungen genutzt.
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Insbesondere während der vorlesungsfreien Zeit werden für Teilnehmer an Konferenzen,
Seminaren u. ä. im vonGerberBau einzelne Arbeitsplätze im Computerpool reserviert.
4 Anforderungen der Fakultät an das ZIH sowie externe Ressourcen
4.1 Dienste
Firewall
Nutzung der vom ZIH bereitgestellten virtuellen Firewalls sowohl für alle angeschlossenen
Geräte der Fakultät als auch des Computerpools
BackupServices
Nutzung des zentralen BackupService für die Datenbestände der Fakultätsserver
WebService
Nutzung des zentralen WebServers zur Präsentation der Homepage der Fakultät mit allen
Lehrstühlen und angeschlossenen Instituten
Virenschutz




Bereitstellung/Verwaltung von Nutzer und ServerZertifikaten
VPN
gesicherter Zugang zu Diensten im Campusnetz (z. B. OnlineDatenbanken) von außerhalb
4.2 Datenkommunikation
 Anschluss des Gebäudes „vonGerberBau“ an das GigabitBackboneNetz
 Netzinfrastruktur (Gebäudevernetzung) des Gebäudes „vonGerberBau“
4.3 Software
 Bereitstellung und Management von Campuslizenzen
 Bereitstellung von Antivirensoftware entsprechend dem Updatezyklus
4.4 Hardware- und Software-Service
 Nutzung des PCInstandhaltungsservice, speziell zur Wartung und Reparatur von Druckern
 Beratung zur Beschaffung von Hard und Software
 Beratung und Unterstützung bei der Einrichtung und beim Betrieb des WLAN
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Fakultät Wirtschaftswissenschaften
Die Fakultät Wirtschaftswissenschaften der TU Dresden wurde 1993 gegründet. Sie umfasst
derzeit 25 Professuren. Davon gehören 11 Professuren zum Bereich Betriebswirtschaftslehre,
sieben zum Bereich Volkswirtschaftslehre, vier zum Bereich Wirtschaftsinformatik, zwei zum
Bereich Quantitative Verfahren und eine zum Bereich Wirtschaftspädagogik. An der Fakultät
sind ca. 100 wissenschaftliche Mitarbeiter beschäftigt (davon 30 Mitarbeiter, die über Drittmittel
finanziert werden). Das wissenschaftliche Personal wird unterstützt von ca. 30 nichtwissen
schaftlichen Mitarbeitern. Zum Wintersemester 2009/2010 studierten insgesamt 2.872
Studenten an der Fakultät. Damit ist sie die größte wirtschaftswissenschaftliche Fakultät in den
neuen Bundesländern.
Die Fakultät zeichnet sich durch eine innovative und vielseitige Forschungsstruktur aus. Ihre in
terdisziplinären Wissenschaftsprofile sind Ausdruck der Vielschichtigkeit der Forschung und de
ren zukunftsorientierter wissenschaftlicher Entwicklung. Die Fakultät engagiert sich in zahlrei
chen regionalen und nationalen Forschungskooperationen und Kompetenzzentren. Hervorra
gende Platzierungen in Forschungsrankings sowie herausragende akademische Auszeichnun
gen zeugen von der Leistung der Forscher und der führenden Position unserer Fakultät unter
den wirtschaftswissenschaftlichen Fakultäten Deutschlands.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung
1.1 Anforderungen aus der Lehre
Anforderungen an die DVVersorgung der Fakultät Wirtschaftswissenschaften resultieren aus
den Lehrangeboten mit direktem DVBezug der einzelnen Lehrstühle und Professuren (siehe
Tabelle 1), die durch Studenten der BachelorStudiengänge Wirtschaftswissenschaften,
Wirtschaftsingenieurwesen und Wirtschaftsinformatik, der MasterStudiengänge Betriebswirt
schaftslehre, Volkswirtschaftslehre, Wirtschaftsingenieurwesen, Wirtschaftsinformatik und
Wirtschaftspädagogik, der auslaufenden Diplomstudiengänge, sowie durch Studenten ande
rer Fakultäten besucht werden. Eine besondere Herausforderung stellt dabei die Bereitstellung
von Poolkapazitäten für Pflichtveranstaltungen in den BachelorStudiengängen dar, da auch hier
trotz der hohen Teilnehmerzahlen das Ziel verfolgt wird, jedem Studenten einen eigenen PC
Arbeitsplatz in den rechnergestützten Übungen zur Verfügung zu stellen.
Wegen des derzeitigen Aufbauprozesses der Bachelor und MasterStudiengänge stellt die
Übersicht der rechnergestützten Lehrveranstaltungen in Tabelle 1 nur eine Momentaufnahme
dar. Zukünftig wird eine Zunahme der Nutzung für Projektgruppen und Seminarveranstaltungen
in den PCPools erwartet (Tabelle 1).
Zusätzlich werden die Pools der Fakultät für Präsentationen, Projektseminare und kurzfristig
geplante Blockveranstaltungen sowie zur Anfertigung von Projekt, Seminar und Diplomarbei
ten genutzt. Weitere Anforderungen ergeben sich aus Vorlesungen mit multimedialen
Präsentationen oder Vorführungen an Anwendungssystemen, insbesondere betriebswirt
schaftlicher Standardsoftware (ERPSysteme) und multimedialer Lernsoftware.
1.2 Anforderungen aus der Forschung
Besondere Anforderungen an die Datenverarbeitung ergeben sich aus den spezifischen
Forschungsgebieten der folgenden Lehrstühle und Professuren:
Lehrstuhl für BWL, insb. Betriebliches Rechnungswesen/Controlling
 Nutzung von DatastreamDatenbanken
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Tabelle 1: Rechnergestützte Lehrveranstaltungen an der Fakultät Wirtschaftswissenschaften 
(AQUA = Allgemeine Qualifikationsziele)
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 Statistische Analysen mit SPSS und Crystal Ball
Lehrstuhl für BWL, insb. Energiewirtschaft
 Nutzung von DatastreamDatenbanken
Lehrstuhl für BWL, insb. Finanzwirtschaft u. Finanzdienstleistungen
 Nutzung von DatastreamDatenbanken
Lehrstuhl für BWL, insb. Industrielles Management
 Lösung großer gemischtganzzahliger linearer Probleme
 Implementierung eigener Algorithmen
Lehrstuhl für BWL, insb. Marketing
 Statistische Auswertungen mit großen Datenmengen (Verbraucheranalyse usw.)
 Rechnen von Kausalmodellen
Lehrstuhl für BWL, insb. Betriebliche Umweltökonomie
 Nutzung von DatastreamDatenbanken
 Statistische Analysen mit SPSS und Crystal Ball
Lehrstuhl für BWL, insb. Wirtschaftsprüfung und betriebswirtschaftliche Steuerlehre
 Nutzung von DatastreamDatenbanken
 Einsatz von DATEVAnwendungen
 Statistische Analysen mit Crystal Ball
Lehrstuhl für VWL, insb. Finanzwissenschaft
 Nutzung von DatastreamDatenbanken
Lehrstuhl für VWL, insb. Geld, Kredit, Währung
 Nutzung von DatastreamDatenbanken
Lehrstuhl für VWL, insb. Managerial Economics
 Simulationen
Lehrstuhl für Quantitative Verfahren, insb. Statistik
 Simulation und Modellierung von Prozessen
 Nutzung von DatastreamDatenbanken
Professur für Quantitative Verfahren, insb. Ökonometrie
 Simulation und Modellierung von Prozessen
 Auswertungen statistischer Daten
Lehrstuhl für WI, insb. Informationsmanagement
 Datenmodellierung 
Lehrstuhl für WI, insb. Systementwicklung
 Einsatz von Werkzeugen zur Modellierung und Simulation
Professur für WI, insb. Informationssysteme im Dienstleistungsbereich







2 Erreichter Stand der DV-Ausstattung an der Fakultät 
An der Fakultät stehen derzeit ca. 522 PCs und Server zur Verfügung. Damit ist in den ver
gangenen zwei Jahren die Anzahl der Geräte nahezu gleich geblieben (minus drei Geräte), es
fand jedoch eine leichte Verschiebung zu Servern für Forschungsaufgaben statt (plus 10
Geräte). Der Anschluss der Arbeitsplätze erfolgt mehrheitlich über 100 Mbit zunehmend auch
über 1 Gbit TwistedPair (TP)Verkabelung im Arbeitsplatzbereich (Tertiärverkabelung) und Licht
wellenleitern im Sekundärbereich. Die Ablösung der veralteten BNCVerkabelung ist leider im
mer noch nicht abgeschlossen und wird nun bis 2011 angestrebt.
Durch Sondermittel der Universität konnten im Laufe des Jahres 2009 der PCPool SCH A200b
und die Netzwerkinfrastruktur im Pool und Serverbereich erneuert werden. In Kombination mit
den realisierten Baumaßnahmen zur Erneuerung der Daten und Stromverkabelung in den
Gebäuden konnte damit (bis auf die wenigen Räume mit BNCVerkabelung) flächendeckend
ein guter Ausstattungsgrad der DVInfrastruktur erreicht werden (Tabelle 2).
3 Leistungen und Angebote des Informatiklabors der Fakultät 
Das Informatiklabor der Fakultät betreibt vier studentische PCPools mit Einzelkapazitäten zwi
schen 23 und 51 Plätzen, welche je nach Anforderungen (Zeitraum, Anzahl Plätze, benötigte
Hard und Software) durch die Lehrstühle und Professuren reserviert werden können. Die
Vermittlung erfolgt mit Unterstützung eines Poolinformationssystems, welches über das
Internet und zwei lokale Informationsterminals Angaben zur aktuellen Poolbelegung und pla
nung bereitstellt. Außerhalb der Lehrveranstaltungen stehen die Pools den Studenten aller
Fakultäten während der Vorlesungs und Prüfungsperiode wochentags zwischen 08:30 Uhr und
21:00 Uhr, sonst bis 15:30 Uhr zur Verfügung.
Auf den PCs werden u. a. die SoftwareProdukte MSOffice 2003 bzw. 2007, Open Office 3,
Visio, MSProject, SAS Business Intelligence Software, R für Windows, ARISToolset, EViews,
SPSS, Acrobat Reader, Babylon 6, Crystal Ball, Analytica, MaxQDA, TOPSIM, Mathlab,
Lernsoftware zu verschiedenen Gebieten der Betriebswirtschaftslehre und der
Wirtschaftspädagogik, Entwicklungsumgebungen für Java, LaTeX und XML, verschiedene
Tools und WebBrowser sowie der Zugang zu SAP R/3 bereitgestellt. Durch den Einsatz mo
derner SoftwareVerteilungsinstrumente (RIS bzw. WDS, MSI, WSUS, SMS) ist es möglich,
kurzfristig Anwendungen poolabhängig ohne lokalen Benutzereingriff zu installieren. Für die
Lehrveranstaltungen stehen verschiedene Drucker und Datenprojektoren zur Verfügung.
Weiterhin stehen ein Pool mit 10 Plätzen für Projekte und Datenbankrecherchen (Datastream
Zugang) vorwiegend für Promotionsstudenten und zur Anfertigung von Abschlussarbeiten so
wie ein Pool mit sechs Plätzen für Gastdozenten zur Verfügung. Insgesamt verfügen die sechs
Pools über 140 PCArbeitsplätze. Die Pools und zentralen Server werden in einem getrennten
Netz betrieben und sind durch eine Firewall vom Campusnetz getrennt. Über diese können dy
namisch Regeln für die einzelnen Pools gesetzt werden, z. B. ob der Webzugang möglich ist
oder bestimmte Ports gesperrt werden. 
Seit Mitte 2006 betreibt die Fakultät einen zentralen Serverraum mit Klimatisierung und lei
stungsfähiger Einbindung in die Netzwerkinfrastruktur. Dieses Angebot an die Lehrstühle wur
de gut angenommen, so dass im Jahr 2009 eine Kapazitätserweiterung vorgenommen wer
den konnte. 
Zur Verteilung von Sicherheitspatches wird für die Fakultät ein Windows Server Update
Services (WSUS) Server eingesetzt, welcher derzeit von ca. 400 Computerarbeitsplätzen ge
nutzt wird.
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Tabelle 2: Stand der DV–Ausstattung an der Fakultät Wirtschaftswissenschaften (BNC =             
Koaxialkabel, TP= Twisted Pair Kabel, LWL = Lichtwellenleiter)
171
Bild 1: Fakultätsserverraum nach der Erweiterung im Jahr 2009
Weitere Leistungen des Informatiklabors beinhalten u. a. die Betreuung der zentralen Server
(z. B. SAP R/3, MSExchange, Datenbanken), des Fakultätsintranets, der MSDNAANutzer, die
Bereitstellung von LizenzServern (Datastream, Crystal Ball, Eviews), die Unterstützung der
zentralen Fakultätseinrichtungen, die Beratung zu Hardware und SoftwareProblemen sowie
zu Sicherheitsfragen und die Pflege zentraler Anwendungen.
Zukünftige Aufgaben des Informatiklabors werden in der Anpassung der Ressourcen an die
neuen Bachelor und MasterStudiengänge, der Verbesserung der Netzwerksicherheit und der
Bereitstellung rechnergestützter MultipleChoiceKlausuren liegen.
4 Anforderungen der Fakultät an das ZIH sowie externe Ressourcen
4.1 Dienste
 Bereitstellung von BackupServices des ZIH für wichtige Server der Fakultät
 Nutzung des zentralen WebServers und des WebCMS der Universität
 Nutzung des zentralen MailServers, des Webmailers, WLAN und der VPNZugänge
 Bereitstellung von Mailinglisten
 Nutzung des SophosUpdateServers des ZIH
 wünschenswert ist die Bereitstellung eines zentralen LDAPServers durch das ZIH
4.2 Datenkommunikation
 Umstellung der verbliebenen Bereiche mit 10 Mbit BNCVerkabelung auf TPVerkabelung
 Unterstützung beim Routing und bei Baumaßnahmen in den Bereichen der Fakultät
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 weiterhin besteht weiterer Bedarf für Internetzugänge in allen Hörsälen und den Ausbau der
WLAN Verfügbarkeit in den Gebäuden
4.3 Software
 Bereitstellung von Campuslizenzen
4.4 Hardware- und Software-Service
 Unterstützung bei der Fehlerbehebung an PeripherieGeräten (insbesondere Drucker)





1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die DVVersorgung der Fakultät Informatik resultieren aus









sowie aus Lehrveranstaltungen für andere Fakultäten (Export von Lehrveranstaltungen).
Tabelle 1
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1.2 Anforderungen aus der Forschung
Institut für Angewandte Informatik
Professur Prozesskommunikation
 Industrielle Kommunikationssysteme
 Informationsmodelle in der Automation
 Industrial Internet
 Integrationsprozesse in der Automation
Professur Modellierung und Simulation
 Simulation komplexer Fabrikanlagen(Halbleiter, Flugzeugmontage,...)
 Operative Planung (Scheduling) von Fabrikanlagen
 Multivariate Analyse großer Mengen von Produktionsdaten
Professur Mensch Computer Interaction
 Benutzerzentrierte Entwicklung adaptierbarer multimodaler und multimedialer
Benutzeroberflächen im Projekt Hyperbraille
 Ambient Assisted Living – Navigation und neue mobile Dienste für mobilitätseingeschränk
te Menschen
 Adaptierung und Adaptivität in zeitabhängigen Medien für blinde, sehbehinderte, gehörlose
und dyslexische Leser
 Digitale Bibliotheken für Leser mit besonderen Anforderung
Professur für Technische Informationssysteme
 Prozessanalyse an Elektronenstrahl Sputterbeschichtungsanlagen
 Fehlerdiagnose und Optimierung in Fabrikautomation und Logistik
 Erweiterte TraceAnalyse in Test und Diagnose
 LONWORKSReferenzanlage für verteilte Automatisierungssysteme
 Automatisierter Entwurf für die Gebäudeautomation
 Energieeffizienz der Datenverarbeitung, speicherung und übertragung
Institut für künstliche Intelligenz
Professur für Bioinformatik
 Aufbau zweier Bioinformatik_Arbeitsgruppen
 Go Everywhere
 REWERSE
Professur für Computational Logic
 Aktionsformalismen mit Nichtmonotonen Logiken: Defaults und Präferenzen in Aktionsfor
malismen
 General Game Playing
 Logikbasierte Wissensrepräsentation: Aktionsformalismen mit Beschreibungslogiken
Professur für Wissensverarbeitung
 Satisfiablity Solving (SAT)
 Visuelle Lokalisierung und Kartierung (Visual SLAM)
Dozentur für Neuroinformatik
 Strukturelle Methoden der Stereokonstruktion
 Optimale effiziente Methoden in der strukturellen Bilderkennung
 Segmentierung von Satellitenaufnahmen sowie natürlicher Aufnahmen
 Segmentierung und Verfolgung von Zellen in Sequenzen von Mikroskopaufnahmen bzw. 3D
Aufnahmen (konfokale Lasermikroskopie)
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 Methoden zur Qualitätskontrolle im industriellen Bereich
 Texturmodellierung und segmentierung
Angewandte Wissensverarbeitung
 Intelligente Agenten, diskrete Optimierung, Planen
 Logik und Wissensrepräsentation, hybride Wissensmodelle, Problemlösen, Schließen bei un
sicherem Wissen
 Casebased Reasoning, Komplexe Entscheidungen
 Maschinelle Lernverfahren
Institut für Software und Multimediatechnik
Professur für Computergrafik und Visualisierung
 Dynamisches 3DScannen
Professur für Multimediatechnik
 Werkzeuge zur informellen Kooperation in virtuellen Teams (@VirtU)
 Untersuchungen zur energieoptimierten Nutzung von ITInfrastrukturen durch intelligente
und dynamische Allokation von Anwendungssoftware (CoolSoftware)
 Experimente mit semantischen multimedialen Langzeitarchiven (KIMM)
 Entwicklungsumgebung für komposite, serviceorientierte und adaptive WebAnwendungen
(CRUISe)
 Kollaborative und audiovisuelle Forschungsplattform
Professur für Softwaretechnologie
 FeasiPLe
 Predictive Configuration of Manufacturing Systems
 SuReal
Juniorprofessur für „Software Engineering ubiquitärer Systeme“
 Entwicklungsplattform für ubiquitäre SoftwareSysteme




 Bereitstellung stabiler Basisdienste für Netzwerke, Email und Backup
 Bereitstellung von Videoaufnahmen wichtiger Lehrveranstaltungen
Professur Datenbanken
 Zugang zu spezieller Hardware im ZIH (Cell CPU, TESLA GPU, …)
Professur Datenschutz und Datensicherheit
 Rechenintensive Experimente und Validierungen im Bereich Steganographie und Multime
diaforensik
Institut für Technische Informatik
Professur VLSI-Entwurfssysteme, Diagnostik und Architektur
 SHAP (Secure Hardware Agent Platform)
 ARRIVE: Entwurf einer neuartigen rekonfigurierbaren Prozessorarchitektur
 Hardwarebeschleunigte RTLSimulation unter Beachtung der Kommunikationsmuster
 Neue Debug Konzepte für die Unterstützung von System On Chip (SoC) Systemen durch die
Entwicklungsumgebung Universal Debug Engine (UDE)
 Debugunterstützung eines ausgewählten effizienzoptimierten System on Chip Systems
durch die Entwicklungsumgebung UDE
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 Hierarchische DebugUnteratützung für hochkomplexe SystemsonaChip
 ARM Cortex M3 DebugUnterstützung für UDE
 MultiCoreDebugging
 BacktraceAnalyse für ARMProzessoren in UDE
 Neue Konzepte für Transistoren in DRAMs mit Betriebsspannungen von 1,0 V
 EpitaxieSimulation für zukünftige DRAMStrukturen
 Versuchstechnische Qualifizierung und Simulation der selektiven und nicht selektiven
HochrateSiliziumepitaxie zur Erzeugung gestapelter 1BitDRAMDeepTrenchzellen"
 Hardwarebeschleunigte RTLSimulation unter Beachtung der Kommunikationsmuster
 Architekturbeschreibung und Prozessorsimulation
Professur für Mikrorechner
 Java in eingebetteten Systemen
 Adaptive und dynamisch rekonfigurierbare eingebettete Systeme
 Vernetzte eingebettete Systeme
 DeBugging eingebetteter Systeme
 Applikationsspezifische SystemonChip Architektur
Professur für Rechnerarchitektur in Zusammenarbeit mit dem Zentrum für Informationsdienste
und Hochleistungsrechnen (ZIH)
 Parma  − Parallel Programming for Multicore Architectures 
 Virtuelles Institut „HighProductivity Supercomputing” – VIHPS
 Skalierbare  Infrastruktur zur automatischen Leistungsanalyse paralleler Codes – SILC
 Räumlichzeitliche Dynamik in der Systembiologie
 Entwicklung einer Virtuellen Leber
 DGridIntegrationsprojekt 2: JobMonitoring
 DGridIntegrationsprojekt 2: Datenmanagement
 Kompetenzzentrum für Videokonferenzdienste
 Wissensnetzwerke in Grid
 DGrid Scheduler Interoperability
 Molecular Simulation Grid – Aufbau eines GridDienstes für die Nutzergruppe von Molecular
Simulation Tools
 Virtuelle Entwicklung von Keramik und Kompositwerkstoffen mit maßgeschneiderten
Transporteigenschaften – Teilprojekt: kontinuumstheoretische Modellierung und Tool
Implementierung für die Multiskalenmodellierung
 Parallel coupling framework and advanced time integration methods for detailed cloud pro
cesses in atmospheric models
 Hocheffiziente Implementierung von CFDCodes für HPCManyCoreArchitekturen
 Elektromagnetische Strömungsbeeinflussung in Metallurgie, Kristallzüchtung und
Elektrochemie
 Tools for Intelligent System Management of Very Large Computing Systems
 Technologien für Energieeffiziente ComputingPlattformen
 Energieeffizientes ClusterComputing
 BenchIT: Performance Measurement for Scientific Application 
2008/2009 abgeschlossene Themen:
 EndoSys: Raumzeitliche Modellierung der Regulationsprozesse der Endozytose in
Hepatocyten 
 ZebraSim: Modellierung und Simulation der Muskelgewebsbildung bei Zebrafischen
 Biologistik: Von bioinspirierter Logistik zum logistikinspirierten BioNanoEngineering
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 Entwicklung von PerformanceAnalyseWerkzeugen – Microsoft I
 Entwicklung von Komponenten zur Verifikation von MPIAufrufen 
 Entwicklung eines SMEfreundlichen Zuchtprogramms für Korallen  CORALZOO
 DGrid Integrationsprojekt
 MediGRID  Ressourcefusion für Medizin und Lebenswissenschaften
 Chemomentum
 Hochenergiephysik Community Grid (HEP CG)  Entwicklung von Anwendungen und
Komponenten zur Datenauswertung in der Hochenergiephysik in einer nationalen eScience
Umgebung
 SFB 609: Elektromagnetische Strömungsbeeinflussung in Metallurgie, Kristallzüchtung und
Elektrochemie  Teilprojekt A1: Numerische Modellierung turbulenter MFDStrömungen
 Modelling of biological complex systems: study of dynamical epidemiology and cancer gro
wth
 Modelling, Mathematical Methods and Computer Simulation of Tumour Growth and Therapy
 Multicellular organization by a nondiffusible signal: Mathematical and experimental analysis
of morphogenetic in myxobacteria
 Design selbstorganisierender adaptiver Dienste für Open Source Internet Telephonie über
P2p Netzwerke
Forschungsschwerpunkte der Dozentur Werkzeuge des Rechnersystementwurfes
 Verkehrsleitsystem
Institut für Theoretische Informatik
Professur für Algebraische und logische Grundlagen der Informatik
 DFG/NWO Projekt „Rigorous Dependability Analysis using Model Checking Techniques for
Stochastic Systems“ (ROCKS)
 bilaterales DFGNWO Projekt „Synthesis and analysis of component connectors” (SYANCO)
 EU Projekt „Modeling and analysis of evolutionary structures for distributed services” (CRE
DO)
 DFGProjekt „Reduktionsmethoden zur Verifikation omegaregulärer und temporallogischer
Eigenschaften für kommunizierende probabilistische Prozesse II” (PROBPOR II)
 Quantitative Analyse und Verifikation von Betriebssystemkernen (QuaOS)
Professur für Automatentheorie
 Aktionsformalismen mit Beschreibungslogik
 Kombination von ConstraintLösungsverfahren
 Unifikation in Beschreibungslogischen
 temoralisierte Beschreibungslogiken
 Polynomielle Beschreibungslogiken
 Situation Awareness durch semantische Technologie
Professur für Grundlagen der Programmierung
 Elimination von Zwischenergebnissen in funktionalen Programmen
 Formale Modelle zur syntaxgesteuerten Semantik
 Ableitung von Programmeigenschaften aus polymorphen Typen in modernen funktionalen
Sprachen
2 Erreichter Stand der DV-Ausstattung
Insgesamt befinden sich an der Fakultät Informatik 774 PCs/Laptops und 118 Server.
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Tabelle 2: DVAusstattung der Fakultät Informatik
3 Anforderungen der Fakultät an das ZIH sowie externe Ressourcen
3.1 Dienste
 zentrale Bereitstellung aller relevanten Netzdienste (Mail, WWW etc.)
 zentrale Bereitstellung und Aufstockung eines FileServices(NAS), NIS
 Ausbau des BackupDienstes / Weiterbetreiben des Backups am ehemaligen FRZ
 zeitnahe (Stunden) Problemlösung bei Infrastrukturausfall/problemen
 Hochverfügbarkeit dieser Dienste
 jährliche Steigerungsrate um ca 10  15%
 Ausbau der Unterstützungsleistungen im administrativen Bereich (virtuelle Firewalls, 
Weiterbildung/Schulung, Urlaubs und Krankheitsvertretung von Systemadministratoren,ge
genseitige Hilfe)
 Realisierung eines TUweiten einheitlichen Identitätsmanagement (LDAP) 
 Bereitstellung des Hochleistungsrechners Deimos für Experimente zu SAT und Visual SLAM
 Bereitstellung von Videoaufnahmen wichtiger Lehrveranstaltungen
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 Bereitstellung von Rechnerkapazität für die Durchführung von Lehre sowie Workshops und
Tutorien
 Bereitstellung des zentralen WLAN im Campus
 Bereitstellung lauffähiger Rechentechnik für die Vorlesungen in den Hörsälen
 Bereitstellung des GForgeServer des ZIH
 Bereitstellung einer GroupwareLösung (möglichst Exchange oder ExchangeFunktionalität)
 Durchführung von Praktika, auch für PflichtLehrveranstaltungen im Grundstudium
3.2 Datenkommunikation
 Weitere Stabilisierung der Verfügbarkeit des Datennetzes, Hochverfügbarkeit des
Datennetzes
 Upgrade EthernetAnschlüsse der Arbeitsplätze auf GbitEthernet (insbesondere für Backup)
 Vermeidung/Verringerung des Spamaufkommens über die MailAdressen
Name.Vorname@tudresden
 auf Wunsch ungefiltertes Internet
 Umstellung fester IPAdressen auf DHCP im Bereich des Dekanats der Fakultät
 Upgrade von EthernetAnschlüssen der Arbeitsplätze auf GbitEthernet (insbesondere für
Backup)
3.3 Software
 Bereitstellung der automatischen VirenscannerSoftware Sophos
 Beschaffungsmöglichkeit von Software, Bereitstellung von Lizensierungsdiensten
 ständige Aktualisierung der SoftwareAusstattung in den Rechnerkabinetten
 ständige Aktualisierung der SoftwareAusstattung der Rechner in den Hörsälen und
Seminarräumen
3.4 Hardware- und Software-Service
 Betreuung von virtuellen Servern
 Zugang zu spezieller Hardware im ZIH (Cell CPU, TESLA GPU, …)
 Rechenintensive Experimente und Validierungen im Bereich Steganographie und
Multimediaforensik
 Beibehaltung der Administration der PCs des Dekanats durch das ZIH
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Fakultät Elektrotechnik und Informationstechnik
Forschung und Lehre der Fakultät Elektrotechnik und Informationstechnik umfassen die ge
samte Bandbreite des Fachgebietes mit den Schwerpunkten





Mit 27 Professoren, 250 wissenschaftlichen Mitarbeitern, 2.200 Studenten, einem jährlichen
Drittmittelaufkommen von 11 Millionen Euro und zahlreichen nationalen und internationalen
Forschungsprojekten zählt die Fakultät zu den Leistungsträgern der TU Dresden.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Anforderungen an eine leistungsfähige DVAusstattung der Fakultät Elektrotechnik und





sowie in Lehrveranstaltungen für andere Fakultäten zu folgenden Schwerpunkten:
 Modellierung und Simulation komplexer elektrotechnischer Systeme
 rechnergestützter Entwurf elektrotechnischer Baugruppen und Systeme
 Entwurf, Beschreibung, Modellierung und Optimierung von Telekommunikationssystemen
und netzen
 Modellierung, Simulation und numerische Optimierung mechatronischer Systeme
 Entwurf und Simulation von Automatisierungssystemen für diskrete und kontinuierliche
Prozesse
 Simulation und Optimierung von Fertigungsprozessen 
 umfangreiche Praktika in allen Studiengängen
Insbesondere die Praktika zum Entwurf von Mikrosystemen und der technischen Optik erfor
dern eine hochwertige Gerätetechnik und Softwareausstattung mit industriellen Systemen. Für
die Vorlesungen und Übungen ist die Nutzung moderner Informationstechnik Standard.
Darüber hinaus wird IuKTechnik in nahezu allen Projekt, Studien und Diplomarbeiten inten
siv genutzt. Fast alle Studenten der Fakultät Elektrotechnik und Informationstechnik nutzen PC
Technik bereits im Grundstudium für InternetRecherchen, für Programmieraufgaben und  zur
Textverarbeitung. 
Die Tabelle 1 vermittelt einen Überblick zu den von der Fakultät im Wintersemester 2008/2009
und im Sommersemester 2009 wahrgenommenen Lehrveranstaltungen.
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Tabelle 1
1.2 Anforderungen aus der Forschung
Die Fakultät Elektrotechnik und Informationstechnik umfasst 12 Institute mit jeweils breit ge
fächertem Forschungsspektrum. Besondere Anforderungen der Forschung enstehen bei den
Instituten durch:
Institut für Akustik und Sprachkommunikation (IAS)
 Analyse, Verarbeitung und Erkennung sprachlicher und nichtsprachlicher akustischer Signale
 Sprachsynthese
 komplexe Systeme zur Objekterkennung
 System zur Integration von Erkennung und Synthese
 Akustisches Frontend  intelligente Mikrofontechnik
 Videoverarbeitung
 mehrkanalige Audioverarbeitung (Wellenfeldsynthese)
 Generierung und Analyse komplexer Signalstrukturen mit audiotaktilen Komponenten,
Soundscapes
 komplexe Systeme für multimodale virtuelle Realitäten
Institut für Aufbau- und Verbindungstechnik (IAVT)
 Modellierung, Simulation und Optimierung von Fertigungsprozessen
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 Datenbanken
 Versuchsplanung und statistische Auswertung von technologischen Experimenten
 Entwurf von Leiterplatten
 FEM – Simulation
 Programmierung eigener SoftwareWerkzeuge
Institut für Automatisierungstechnik (IFA)
 Systemsimulation und rechnergestützte Leistungsanalyse von Automatisierungssystemen
 Bildverarbeitung (Echtzeit, Simulation und Parameterstudien) für bildgestützte Navigation
von mobilen Systemen (Fahrzeuge, Roboter, Raumfahrzeuge)
 Bildverarbeitung zur Oberflächenanalyse
 Entwurf und Simulation zur Bewegungssteuerung und Navigation von mobilen Robotern
 Entwurf und Simulation mechatronischer Systeme
 Modellierung, Simulation und Steuerung von Verfahrensprozessen in der Galvano und
Oberflächentechnik
 Prozessmesstechnik für Galvano und Oberflächentechnik
 Anwendung moderner Informationstechnologien in der Automatisierung
 Entwicklung XMLbasierter Metasprachen  zur Bedienung und Beobachtung 
 Webbasiertes eLearning
 CAEMethoden für die integrierte Projektierung von Leittechnik
 Mobile Interaktion und Informationsversorgung in der Prozessindustrie
 Usability Engineering in der Automatisierungstechnik
 Modellierung und Simulation von Nutzerverhalten in dynamischen MenschMaschine
Systemen
Institut für Biomedizinische Technik (IBMT)
 Automatische EKGAnalyse
 Messwerterfassung am Bioreaktor
 Mikroskopbildvermessung
 Erfassung, Verarbeitung und Visualisierung mehrdimensionaler medizinischer Daten
 Modellierung und Simulation in der Biomedizinischen Technik
 Erfassung und Analyse von Messdaten an Assistsystemen
 Ausbildung Biosignal und Bildverarbeitung
Elektrotechnisches Institut (ETI)
 Simulation und Entwurf elektromechanischer Antriebssysteme
 Numerische Berechnung niederfrequenter Magnetfelder mit der FiniteElementMethode
(FEM)
 Berechnung hochfrequenter elektromagnetischer Felder und Wellen  mit  der
Momentenmethode (MOM)
 Simulation der Wellenausbreitung bei EMVProblemen durch Kombination verschiedener nu
merischer Verfahren (MOM, UTD, GMT)
 Simulation und Applikation von Bauelementen der Leistungselektronik
 Numerische Feldberechnung bei elektrischen Großmaschinen
Institut für Elektrische Energieversorgung und Hochspannungstechnik (IEEH)
 Berechnung von Netzrückwirkungen im Verteilungsnetz
 Analyse von Fehler und Störfallaufzeichnungen (signaltheoretische Grundlagen, automati
sche Segmentierung, Datenbank)
 EMV für Schutzsysteme in HSSchaltanlagen
 Wirtschaftliche Bewertung von Verteilungsnetzen (Referenznetzanalyse)
 Distanzschutz in Niederspannungsnetzen mit Erkennung des Schaltlichtbogens
 Entwurf von Datenbanksystemen und Auswertealgorithmen zur Bewertung der Elektroenergiequalität
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 Berechnung der räumlichen Anordnung von Freileitungen basierend auf Feldmessungen
 Untersuchungen zur Auslegung von Stromwandlern für Schutzzwecke
 Thermische Dimensionierung von Mittel und Hochspannungsschaltanlagen, Freileitungen,
Generatoren
 Langzeitverhalten von elektrischen Kontakten
 Berechnung thermischer Strömungsfelder
 Berechnung elektrischer Felder
 Statistische Auswertung von experimentellen Daten
Institut für Feinwerktechnik und Elektronik-Design (IFTE)
 Dynamische Simulation von Komponenten feinwerktechnischer Geräte 
 Entwurf von Schaltkreisen und Leiterplatten 
 Programmierung eigener SoftwareWerkzeuge 
 Programmierung von Erweiterungstools kommerzieller LayoutEntwurfswerkzeuge 
 Probabilistische Simulation und numerische Optimierung auf MultiprozessorAnlagen 
Institut für Grundlagen der Elektrotechnik / Elektronik (IEE)
 Entwurf und Simulation Paralleler Systeme und Kontinuierlichdiskreter Systeme
 Modelling of highspeed semiconductor Devices
 DopplerGlobalVelocimetrie (DGV)
 MiniaturLaserDopplerAnemometrie
 Hochaufgelöste Interferometrie unterhalb des AbbeBeugungslimits
 Modellierung, Simulation und Entwurf von parallelen VLSISchaltungen und Systemen
 Modellierung und Implementierung biologisch inspirierter mikroelektronischer Systeme
 Theorie und Anwendungen von Zellularen Neuronalen Netzen und VolterraSystemen
 CMOS  Bildsensoren mit Signalverarbeitung (Vision Chips und Seeing Silicon)
 Entwicklung von schnellen analogen integrierten Schaltungen (ICs) für drahtlose
Datenübertragung mit Frequenzen bis zu 60 GHz und optischen Datenverbindungen bis 40
Gb/sEntwurf und Simulation Paralleler Systeme und Kontinuierlichdiskreter Systeme
Institut für Nachrichtentechnik (IfN - TK)
 Discrete Event Simulation of Communication Systems and Networks
 Network Optimization Algorithms
 Traffic Engineering Calculations with MATLAB
 System level simulations of cellular networks 
 Link level simulations of physical layer of 3G, B3G, and 4G systems 
 Code design, development, and performance analysis 
 Numerical optimization: convex programming, global optimization algorithms 
Institut für Festkörperelektronik (IFE)
 Simulation, Entwurf und Messtechnik für die Infrarotsensorik und messtechnik
 Simulation und Konstruktion piezoresistiver Sensoren
 Modellierung elektrophysikalischer und mechanischer Vorgänge und Phänomene in
Festkörpern
 Modellierung und Simulation von Komponenten und Systemmodellen
 Netzwerkmodelle, Finite Netzwerke und FinteElementModelle, gekoppelte Simulation
Institut für Halbleiter- und Mikrosystemtechnik (IHM)
 Simulation mikromechanischer und mikroelektronischer Systeme
 Technologiesimulationen
 Bildverwaltung und verarbeitung einer sehr großen Anzahl von Bildern
 Auswertung großer Messreihen
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 Kopplung der Informationstechnik mit den technologischen Anlagen sowohl zur Steuerung
dieser Anlagen als auch zur Übernahme und Verarbeitung großer Datenmengen
Institut für Regelungs- und Steuerungstheorie (RST)
 Theorie und Anwendung der flachheitsbasierten Regelung
 Beiträge zur Steuerungs und Reglungstheorie für MIMOLTIRegelstrecken, die im
Bildbereich polynomial beschrieben werden
 Steuerung und Regelung von Systemen mit verteilten Parametern durch örtlich konzentrier
te Stelleingriffe
 Algebraische Geometrie im Dienste der Regelungstheorie
 Regler und Beobachterentwurf für algorithmisch beschriebene Regelstrecken
 Zeitkontinuierliche Beschreibung von MIMOAbtastregelkreisen
 Simulationsgestützter Entwurf und anwendungsbezogene Optimierung aktiv magnetisch
gelagerter elastischer Werkzeugmaschinen
 Motorspindeln mit nichtlinearer Systemdynamik zur Funktionserweiterung beim Einsatz in
der spanenden Genauigkeitsbearbeitung
 Modellbildung, Regler und Beobachterentwurf für den Czochralski – Kristallzüchtungspro
zess
 Flachheitsbasierte Randsteuerung am Beispiel ausgewählter Probleme aus dem Bereich der
Wärmeleitung und Diffusion mit freiem Rand
 Präzisionsschleifmaschine mit Magnetlagerspindel zur integrierten Prozessanalyse
2 Erreichter Stand der DV-Ausstattung an der Fakultät 
Nach Angaben der Institute stehen an der Fakultät mehr als 1.500 PCs, Notebooks und
Workstations verschiedener Leistungsfähigkeit zur Verfügung. Damit ist im Mittel für jeden
Mitarbeiter ein PC am Arbeitsplatz verfügbar. Weiterhin stehen viele PCs zur studentischen
Ausbildung, für Studien und Diplomarbeiten sowie in Labors bereit. Die regelmäßig notwen
dige Modernisierung der Rechentechnik an den Mitarbeiterarbeitsplätzen aufgrund stetig stei
gender Anforderungen durch Generationswechsel bei Betriebssystemen und wissenschaftli
cher Software ist derzeit nur durch die Einwerbung von Drittmitteln realisierbar.
Die Rechentechnik ist nahezu vollständig mit 100 Mbit/s in das TUNetz eingebunden. In den
Struktureinheiten stehen in der Regel lokale Netze zur Verfügung, die über EthernetSwitches
an das Campusnetz angeschlossen sind. Mit dem Einbau eines Firewall Service Moduls
(FWSM) in den Hauptverteiler BarkhausenBau ist seit 2009 die Bereitstellung virtueller
Firewalls auch für Einrichtungen der Fakultät Elektrotechnik und Informationstechnik möglich.
Im Zusammenhang mit der Integration von ComputerPools der Fakultät in das „CampusPool
Konzept“ wurde die erste virtuelle Firewall in Betrieb genommen. Weitere virtuelle Firewalls
sollen im Jahr 2010 eingerichtet werden.
Im Jahr 2009 wurde das WLAN innerhalb des BarkhausenBaus weiter ausgebaut. Derzeit ist
WLAN an 17 Standorten im BarkhausenBau und an acht Standorten im GörgesBau verfüg
bar. Durch den fortschreitenden Ausbau des WLAN in den Gebäuden der Fakultät Elektrotech
nik und Informationstechnik besteht die Möglichkeit, in vielen Hörsälen, Seminarräumen und
Foyers mit mobiler Rechentechnik einen Zugang zum Internet herzustellen. Die Lücken in der
Ausstattung der Seminarräume mit WLAN und Beamern führen jedoch nach wie vor zu
Schwierigkeiten in der Belegungsplanung.
Die Dienste des ZIH in den Bereichen Backup, EMail, und WebService werden von vielen






3 Leistungen und Angebote der Fakultät
Für Lehrzwecke wird ein fakultätszentraler, teilbarer Pool mit 25 und 16 PCs betrieben. In lehr
veranstaltungsfreien Zeiten steht er zur freien Benutzung, derzeit vorangig den Studierenden
der Fakultät Elektrotechnik und Informationstechnik, zur Verfügung. In der Zukunft soll der
Zugang auf der Basis des ZIHLogins auch für fakultätsfremde Studenten ermöglicht werden.
Darüberhinaus bietet die Fakultätswerkstatt der Fakultät Elektrotechnik und
Informationstechnik die Leistung, ein und mehrlagige Leiterplatten auf der Grundlage eines
CADEntwurfs anzufertigen.
4 Anforderungen der Fakultät an das ZIH sowie externe Ressourcen
4.1 Dienste
Die Mehrzahl der Institute der Fakultät Elektrotechnik und Informationstechnik nutzt die zen
tralen EMail und BackupDienste des ZIH. Vereinzelte Vorbehalte gibt es noch im Hinblick auf
Flexibilität und Antwortzeiten beim Management zentraler Lösungen und die Verfügbarkeit der
Dienste. 
Die VPNDienste des ZIH werden zunehmend genutzt, in verschiedenen Projekten bestehen
jedoch Anforderungen und Wünsche an die Einrichtung von auf Subnetze beschränkte VPN
Zugänge.
In rechenintensiven Forschungsvorhaben werden die ComputeServices für die Simulation ge
nutzt. Aufgrund von Lizenz und Kompatibilitätsproblemen müssen jedoch nach wie vor eige
ne Ressourcen vorgehalten werden.
Darüber bestehen neue Anforderungen an die Einrichtung zentraler GroupwareDienste (e. g.
Microsoft Exchange) für die einzelnen Abteilungen. Zudem werden Dienste einer zentralen
Nutzerverwaltung für die Zugangsberechtigung zu den Pools der Fakultät als sinnvoll erachtet.
Aufgrund der besonderen Anforderungen der Institute an Hardware und Software sowie
Flexibilität im Projektgeschäft ist es sinnvoll spezifisches Knowhow und Personalressourcen
für den IuKBereich an den Instituten selbst vorzuhalten. Eine Verbesserung der Unterstützung
von Systemadministratoren durch das ZIH wäre wünschenswert. Das gute Workshopangebot
sollte um praktische Unterstützungsangebote, einen besseren Informationsfluss über aktuel
le und am ZIH in Erprobung befindliche Technologien sowie um Unterstützung bei den TUD
spezifischen IuK Prozessen im Sicherheitsumfeld ergänzt werden. Die schnelle Erreichbarkeit
der Fachkollegen im ZIH per Telefon könnte verbessert werden.
Dringend verbessert werden muss das CMS der TU Dresden. Antwortzeiten und Verfügbarkeit
sind nicht annehmbar.
4.2 Datenkommunikation
In Kooperation mit dem ZIH werden in 2010 Maßnahmen zur Nutzung und Administration von
VLANS durchgeführt sowie virtueller Firewalls eingeführt.
4.3 Software
Bereitstellung und Management von Campus/ClassroomLizenzen für z. B. Matlab werden in
Anspruch genommen. Inzwischen können diese Dienste auch für die zunehmende Menge an
lokalen, nichtgerouteten IPNetzwerke der Institute zur Verfügung gestellt werden. 
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4.4 Hardware- und Software-Service
Genutzt werden Services des ZIH bei der Beschaffung von Software und der Bereitstellung
von VirenschutzSoftware, sowie Services zur Bereitstellung und Management von Campus/
ClassroomLizenzen. Erweitert werden könnte das Angebot z. B. durch die Bereitstellung und
Pflege von Referenzlösungen und Rahmenverträge für Wissenschaftsarbeitsplätze z. B. mit den




1 Anforderungen aus Lehre und Forschung an die IT-Versorgung
Die Fakultät Maschinenwesen verfügt über ein zentral gelegenes CADLabor, welches dem
Lehrstuhl für Konstruktionstechnik/CAD im Institut für Maschinenelemente und
Maschinenkonstruktion zugeordnet ist. Es befindet sich im ZeunerBau, verfügt über vier
Rechnerräume und bietet auf einer Fläche von 340 m² an 68 leistungsfähigen Computerarbeits
plätzen gute Arbeitsbedingungen für die Durchführung von Lehrveranstaltungen und Praktika.
1.1 Anforderungen aus der Lehre
Die Anzahl der immatrikulierten Studenten hat sich in den letzten Jahren weiter vergrößert.
Zur Absicherung der Lehrveranstaltungen müssen insbesondere im Grundstudium zahlreiche
Übungen mehrfach angeboten und zusätzliche PCPools in die Planung einbezogen werden.
Tabelle 1: Immatrikulierte Studenten
Seit Oktober 2002 erfolgt die InformatikAusbildung im Grundstudium Maschinenbau auf der
Basis von Solidworks, einem parametrischen 3DKonstruktionssystem. Solidworks ist inzwi
schen das am meisten eingesetzte CADSystem an der Fakultät Maschinenwesen. Studenten
können im Rahmen der Campuslizenz das Solidworks Student Design Kit auf privat genutzten
Computern installieren und kostenlos zur Bearbeitung kleiner Konstruktionsaufgaben einset
zen. Für Mitarbeiter stellt das CADLabor eine SolidworksNetzwerklizenz für Lehr und
Ausbildungszwecke zur Verfügung. Diese Lizenz beinhaltet weitere Zusatzanwendungen, wie
z. B. CosmosWorks, einem Programm zur Berechung von Dehnungs und Spannungsverläu
fen. Zahlreiche Struktureinheiten nutzen die Netzwerklizenz und beteiligen sich an der jährli
chen Finanzierung des Programmpaketes Solidworks.
Im Fachstudium werden die professionellen 3DKonstruktionsprogramme CATIA V5 und
ProEngineer wildfire 4.0 eingesetzt. Die Aufgabenbereiche erstrecken sich hierbei von der
Konstruktion, dem Produktdesign bis hin zur NCProgrammerstellung. Für ProEngineer steht
ebenfalls eine Campuslizenz für die Lehre und Ausbildung zur Verfügung. Zahlreiche Lehrstühle
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nutzen die bereitgestellten Lizenzen und beteiligen sich an den Beschaffungs und
Betriebskosten.
Neben den modernen 3DKonstruktionssystemen sind weiterhin traditionelle Anwendungen,
wie AutoCAD und Mechanical Desktop, gefragt und im Einsatz. Der Anteil ist jedoch rückläu
fig und der Einsatz beschränkt sich oft auf Konvertierung und Nachbearbeitung von technischen
Zeichnungen.
Für anspruchsvolle ingenieurwissenschaftliche Berechnungen steht die benutzerfreundliche
und leistungsstarke Kalkulationssoftware MathCAD in den Versionen 13 und 14 zur Verfügung.
MathCAD belegt in der InformatikAusbildung im Grundstudium einen festen Platz. Seit dem
Wintersemester 2008/2009 wird es zusätzlich für die Einführung in die Programmierungstech
nik genutzt. Dabei erlernen die Studenten grundlegende Konstrukte und können dieses Wissen
zur Lösung einfacher Probleme aus dem Bereich der Bildverarbeitung auf anschauliche Weise
anwenden.
Seit dem Wintersemester 2006/2007 gibt es eine Campuslizenz für MathCAD. Im Rahmen des
alten Vertrages mit MathSoft hatte die TU Dresden zusammen mit der Netzwerklizenz zahl
reiche Einzelplatzlizenzen erhalten. Diese Einzelplatzlizenzen wurden an interessierte
Studenten und Mitarbeiter kostenlos weitergegeben. Aus Tabelle 2 lässt sich die Entwicklung
der Nutzerzahl an der Fakultät Maschinenwesen entnehmen.
*)  Stand vom 05.02.2010, Tendenz steigend
Tabelle 2: MathCADEinzelplatzlizenzen
Es ist absehbar, dass die restlichen Einzelplatzlizenzen für MathCAD 14 bald vollständig ver
geben sind. Daher muss zukünftig ein weiterer FlexNetLizenzServer für MathCAD einge
richtet werden. Das ZIH arbeitet an einer Lösung, bei der sich der Student mit seinem ZIH
Login authentifiziert und über eine VPNVerbindung Zugriff auf den LizenzServer erhält.
Die vom Lehrstuhl für Konstruktionstechnik/CAD angebotenen Lehrveranstaltungen zum
Produktdatenmanagement (PDM) wurden seit dem Sommersemester 2005 auf SAP R/3 aus
gerichtet. Die Datenbank und der SAP R/3Server befinden sich an der OttovonGuericke
Universität in Magdeburg und werden vom SAPHochschulkompetenzzentrum (HCC) betreut.
Zur effizienteren Ablage größerer Datenmengen wird der SAPContentServer im CADLabor
verwendet. Für die Integration der SAPLösung in die 3DKonstruktionssoftware Solidworks
existiert eine spezielle Zusatzanwendung (XPLMKlient). Dieser Klient steuert den Datenaus
tausch und sorgt für die Synchronisation der CADModelle.
Seit einigen Jahren ist die Fakultät Maschinenwesen Mitglied bei MSDN AA (Microsoft
Developer Network Academic Alliance). Über MSDN AA lassen sich Lizenzen für zahlreiche
MicrosoftProdukte kostengünstig beschaffen. Der Einsatz dieser Software ist jedoch auf Lehr
und Ausbildungszwecke beschränkt. Von diesem Angebot haben schon viele Studenten und
Mitarbeiter Gebrauch gemacht. Die Entwicklung der Anzahl der MSDN AATeilnehmer ist in
Tabelle 3 dargestellt.
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*)  Stand vom 04.02.2010, Tendenz steigend
Tabelle 3: MSDN AATeilnehmer
Tabelle 4: Lehrveranstaltungen und Software
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Zur Verwaltung der Studenten und zur Prüfung der Voraussetzungen für den SoftwareBezug
gibt es noch keine zentrale Lösung. Im Vorfeld müssen Datenbestände aus mehreren Quellen
miteinander verknüpft und ggf. abgeglichen werden. Die Bereitstellung der Daten des
Immatrikulationsamtes kann gegenwärtig nur offline erfolgen. Wegen des erhöhten
Aufwandes wird die Zusammenführung der Daten nur einmal zu Semesterbeginn vorgenom
men. Die eigentliche Registrierung der MSDN AATeilnehmer erfolgt mit Hilfe einer eigenen
webbasierten Lösung. Zur Benutzer Authentifikation wird das ZIHLogin herangezogen.
Die Tabelle 4 fasst die im CADLabor durchgeführten Lehrveranstaltungen des Sommersemes
ters 2009 und des Wintersemesters 2009/2010 zusammen. Außerdem sind die eingesetzten
SoftwareProdukte und die Teilnehmerstärken (teilweise geschätzt) angegeben.
2 Erreichter Stand der DV-Ausstattung an der Fakultät
Der Einsatz moderner CADSoftware erfordert zunehmend leistungsfähigere Hardware
Plattformen. Damit auch in Zukunft eine optimale Versorgung gewährleistet ist, müssen jähr
lich etwa 15 bis 20 CADArbeitsplätze durch moderne Computer ersetzt und diverse Systeme
in Eigenleistung aufgerüstet werden. Die gegenwärtige HardwareAusrüstung der PCPools ist
in Tabelle 5 dokumentiert.
Tabelle 5: Übersicht über CADArbeitsplätze
Der Raum 320 wurde im Rahmen des CIPAntrages von 2008 mit neuen Computern und
Flachbildschirmen ausgerüstet. Für den Raum 322a (30 Arbeitsplätze) wurde im Jahr 2009 ein
ähnlicher Antrag gestellt.
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Die Anforderungen an die Hard und Software sind in den vergangenen Jahren systematisch
gestiegen. Insbesondere stoßen größere CADModelle mit hohem Detaillierungsgrad immer
öfter an die Grenzen der 32 BitBetriebssysteme. Diese Einschränkungen sind besonders bei
der Arbeit mit Solidworks, Pro/Engineer und Autodesk 3ds max spürbar. Da es von diesen
SoftwareProdukten leistungsstarke und stabile 64 BitVersionen gibt, ist eine Umstellung der
Betriebssysteme auf 64 bit notwendig. Ab dem Sommersemester 2010 soll zunächst der
Raum 320 mit der x64Edition von Windows XP betrieben werden.
Seit dem Sommersemester 2002 wird die vom ZIH entwickelte Betriebstechnologie für PC
Pools im CADLabor eingesetzt. Diese Technologie gestattet eine zentrale Benutzerverwaltung
in abgesetzten WindowsDomänen. Als Datenquelle wird noch NIS (Network Information
Service) verwendet, dieses soll in absehbarer Zeit durch LDAP abgelöst werden. Für PCPools
mit WindowsBetriebssystemen stellt das ZIH außerdem eine Stammdomäne mit AD (Active
Directory) bereit. Über eine Vertrauensstellung kann man sich dieser Struktur anschließen und
zentral verwaltete Benutzerkonten in einer eigenen WindowsUmgebung nutzen. Die
Umstellung der WindowsDomäne im CADLabor auf das neue Konzept sollte zunächst ver
suchsweise in einem Raum erfolgen und nach Vorliegen gesicherter Erfahrungswerte auf die
anderen Räume ausgedehnt werden. Sinnvoll wäre eine gleichzeitige Umstellung der Desktop
Betriebssysteme von Windows XP (32 Bit) auf Windows 7 (64 Bit).
3 Leistungen und Angebote der Fakultät
3.1 Plot-Service
Bild 1: Plotter HP DesignJet 4000PS
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Das CADLabor bietet Mitarbeitern und Studenten der Universität einen PlotService für groß
formatige Poster und technische Zeichnungen an. Für die Ausgabe stehen zwei leistungsfähi
ge Farbplotter aus der HP DesignJetFamilie mit Festplatte und PostscriptErweiterung zur
Verfügung. Im Februar 2009 wurde ein älterer Plotter (HP DesignJet 1050C) durch einen HP
DesignJet 4000PS ersetzt (Bild 1). Der neue Plotter zeichnet sich insbesondere durch eine
höhere Verarbeitungs und Druckgeschwindigkeit aus. Dabei sind Ausdrucke mit einer
Auflösung von bis zu 1.200 dpi möglich. 
Der überwiegende Teil der Plotaufträge (ca. 72%) werden für Studenten ausgeführt. Etwa zwei
Drittel der Plotaufträge von Mitarbeitern entfallen auf die Fakultät Maschinenwesen.
Bild 2: Verteilung der Plotaufträge
Die Kapazitäten werden in Spitzenzeiten zweischichtig ausgeschöpft. Mitarbeiter haben die
Möglichkeit, ihre Dateien per FTP zu übergeben und den Auftrag per Fax auszulösen.
3.2 Virtual Reality Labor
Bild 3: 5Seitenprojektionssystem CAVE
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Für anspruchsvolle Aufgaben in den Bereichen Visualisierung, Audio, Modellierung, 3D
Scanning und neue Eingabegeräte verfügt das Institut für Maschinenelemente und
Maschinenkonstruktion an der Professur Konstruktionstechnik/CAD über ein modernes VR
(Virtual Reality) Labor. Die Einrichtungen befinden sich im Heidebroek und ZeunerBau.
Kernstück des Labors ist ein stereoskopisches 5Seitenprojektionssystem (CAVE). Aus fünf
Projektionswänden der Größe 3,60 m x 2,70 m (3 Wände, Boden und Decke) wird ein Raum
gebildet, in dem Visualisierungen hoher Qualität möglich sind (Bild 3).
Die Berechnung stereoskopischer Bilder erfolgt synchron für alle Projektionswände.
Gleichzeitig wird die Position des Betrachters gemessen (Trackingsystem) und die Darstellung
in Echtzeit angepasst. Dadurch und durch das Verschmelzen der Einzelbilder zu einer stereo
skopischen Darstellung, die nahezu das gesamte Sichtfeld einnimmt, werden Objekte im
Innenraum der CAVE wahrgenommen und können beispielsweise durch Herumlaufen von al
len Seiten betrachtet werden. Der Betrachter kann in der dargestellten Szene arbeiten, was
z.B. für ergonomische Untersuchungen mit Menschmodellen (im Maßstab 1:1) äußerst vor
teilhaft ist. Die Beurteilung komplizierter geometrischer Sachverhalte des Maschinenbaus er
fährt eine neue Qualität, indem der Bearbeiter tatsächlich in der nur virtuell vorhandenen
Maschine oder Anlage agiert (Bild 4).
Bild 4: Montageuntersuchung in eine Werkzeugmaschine (Foto: Lösel)
In der CAVE wird eine passive Stereoprojektion betrieben. Als Bildtrennungsverfahren wird
Infitec eingesetzt. Die verwendeten LCDProjektoren sind jeweils paarweise hinter den
Projektionswänden aufgestellt (Bild 5, linke Seite) und besitzen ein Auflösung von 1600 x 1200
Bildpunkten. Die Projektoren werden durch ein PCCluster angesteuert (Bild 5, rechte Seite).
Separate PCs sind zur Synchronisation, für das Trackingsystem, das Audiosystem und die
Datenspeicherung vorhanden. Für die Messung der Betrachterposition dient ein optisches
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System mit sechs Kameras (ART). Das Audiosystem mit zwei Aktivlautsprechern und Subwoo
fer kann in die Visualisierung einbezogen werden.
Im VRLabor stehen weitere Projektionssysteme (Powerwalls) für spezielle Anforderungen
oder zur Vorbereitung von Visualisierungen in der CAVE zur Verfügung. Aus mehreren
Projektorpaaren und Auf bzw. Rückprojektionswänden lassen sich Systeme konfigurieren mit
denen unterschiedlichste Anforderungen erfüllt werden können. In den laufenden Projekten
wird mit den SoftwareSystemen EON und IC:IDO gearbeitet. Diese sind für CAVE, Powerwalls
und DesktopAnwendungen verfügbar.
Bild 5: Projektorpaar hinter einer CAVESeitenwand und PCCluster zur Bildberechnung
Um rechnerinterne Geometriemodelle realer Objekte zu generieren, ist es in vielen Fällen sinn
voll, die Objekte durch 3DScanverfahren aufzunehmen. Mit der verfügbaren Technik (z. B.
Mobiles Messsystem ATOSHR  Bild 6 und Photogrammetriesystem TRITOP) ist es möglich,
Objekte bis ca. 20 m Größe zu vermessen. Abhängig von der Objektgröße liegt die erreichba
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re Genauigkeit im Bereich 0,02 mm je 1 m Objektgröße. Weitere tastend aufnehmende Geräte
und Spezialscanner für Messaufgaben der Fertigungsmesstechnik sind gleichfalls verfügbar.
Zur Verarbeitung der Punktwolken, zur Segmentierung, Registrierung und Flächengenerierung
sind diverse SoftwareProdukte im Einsatz, u .a. Geomagic Studio, IDEAS Surfacer und VOXIM.
Bild 6: Scannen eines Karosseriemodells
4 Anforderungen der Fakultät an das ZIH
4.1 Dienste
 Absicherung der Basisdienste (z. B. DNS, SMTP, IMAP, VPN, NTP)
 Verbesserung der Verfügbarkeit und Leistung des zentralen WCMS
 Schaffung einer Systemlösung zur Benutzerauthentifikation (NISNachfolger)
 Mitbenutzung zentraler Servertechnik, z. B. für WebServer und Datenbanken
 OnlineBereitstellung von Installationsmedien (ggf. für MSDN AA)
4.2 Datenkommunikation
 Weitere Verbesserung der Netzinfrastruktur (Verkabelung, WLAN)
 Absicherung des Betriebs der virtuellen FirewallSysteme
4.3 Hardware- und Software-Service
 Bereitstellung von Campus und Volumenlizenzen
 Schulungsangebote für Standardsoftware, Benutzerberatung
 Zusammenarbeit mit lokalen Administratoren und SoftwareSpezialisten
 Durchführung von Lehrgängen zu aktuellen Themen
 Unterstützung bei Beschaffungsvorgängen (Kaufempfehlungen, Referenzlösungen)




Die Fakultät Bauingenieurwesen gliedert sich in die Institute: Mechanik und Flächentragwerke,
Baustoffe, Baukonstruktion, Geotechnik, Stadtbauwesen und Straßenbau, Baubetriebswesen,
Wasserbau und technische Hydromechanik, Bauinformatik, Statik und Dynamik der Tragwerke,
Massivbau sowie Stahl und Holzbau. Einzelnen Instituten sind die folgenden Labore ange
gliedert: FriedrichSiemensLaboratorium, Laboratorium für Bodenmechanik, HubertEngels
Labor, Messtechnisches Labor für Baudiagnostik und Holzbau, OttoMohrLaboratorium,
MineralogischPetrographisches Labor, Straßenbaulabor und Baustofflabor. 
Im Jahr 2009 studierten 902 Studenten in den Vertiefungen „Konstruktiver Ingenieurbau“,
„Baubetriebswesen“, „Stadtbauwesen und Verkehr“, „Wasserbau und Umwelt“, „Gebäude−
Energie−Management“ sowie „Computational Engineering“ und wurden dabei von 16
Professoren und über 150 Mitarbeitern betreut. Durch die Arbeitsgruppe Fernstudium bietet
die Fakultät den Studiengang Bauingenieurwesen ebenfalls als Universitäres Technisches
Fernstudium (Dresdner Modell) an. Als fakultätszentrale Einrichtung unterstützt das
Fakultätsrechenzentrum die Institute der Fakultät bei der Erfüllung von Lehr und
Forschungsaufgaben im Bereich der Informationstechnologie und Datenverarbeitung.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die IuKVersorgung der Fakultät Bauingenieurwesen er




 Lehrveranstaltungen von und für die Fakultäten Verkehrswissenschaften, Forst, Geo und
Hydrowissenschaften und Wirtschaftswissenschaften
im Grund, Grundfach und Vertiefungsstudium.
Insbesondere bedingen die folgenden Lehrgebiete besondere Anforderungen an die IuK
Versorgung:
 Bauinformatik (Grundlagen der IuK, CAD und CAESoftware, Informationssysteme, Java),
 Baumanagement und Baubetrieb (Kalkulations und ManagementSoftware)
 Hydromechanik und Wasserbau (CAESoftware, Spezialsoftware für hydromechanische
Berechnungen)
 Baukonstruktion und Holzbau (CAD und CAESoftware, Spezialsoftware für hygrothermische
und thermische Simulation, Software für Grafik und Bildbearbeitung)
 Statik und Dynamik (CAESoftware, Spezialsoftware für numerische Simulation, Pre und
Postprocessing für grafische Modellierung)
 Massiv und Stahlbau (CAD und CAESoftware)
 Stadtbauwesen und Straßenbau (CAD und GISSoftware, Spezialsoftware zur Berechnung
von Leitungsnetzen der stadttechnischen Infrastruktur und Dimensionierung von Straßen
befestigungen).
Exemplarisch sind in Tabelle 1 Lehrveranstaltungen mit signifikanten Anforderungen an die IuK
Versorgung für den Diplomstudiengang „Bauingenieurwesen“ (Pflicht und Wahlpflichtfächer)
sowie für andere Fakultäten aufgelistet.
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Tabelle 1: Lehrveranstaltungen (Auswahl)
Die Fakultät Forst, Geo und Hydrowissenschaften nutzt den CIPPool der Fakultät für
Lehrveranstaltungen zu Themen wie Datenbanksysteme, Kartografische Originalherstellung
und fachspezifische Programmierung in C.
Außer dem Bedarf an Rechnerstunden, die sich aus den Lehrveranstaltungen ergeben, besteht
ein erheblicher Bedarf an Rechnerstunden sowie an Plot und Druckkapazitäten für die
Bearbeitung von Belegen und Diplomarbeiten. Dafür stehen den Studenten die Kapazitäten des
Fakultätsrechenzentrums (CIPPool mit umfangreicher Peripherie, insbesondere A0Plotter und
A0Scanner, A3FarbLaserdrucker) zur Verfügung. Für die Vertiefungsrichtungen werden klei
nere lokale Pools mit weiterer spezieller Branchensoftware in den Instituten genutzt.
Sowohl im Direktstudium als auch im Universitären Technischen Fernstudium wird multime
diales Lehrmaterial erstellt und in den Lehrveranstaltungen eingesetzt. Dies bedingt ebenfalls
hohe Anforderungen an die IuKVersorgung der Fakultät. 
1.2 Anforderungen aus der Forschung 
Besondere Anforderungen an die Leistungsfähigkeit der IuKVersorgung ergeben sich aus der
Bearbeitung großer zentraler Forschungsthemen, wie:
 Sonderforschungsbereich 528 der DFG
Textile Bewehrungen zur bautechnischen Verstärkung und Instandsetzung
IuKAnforderungen:
 Versuchssteuerungs und Auswertungseinrichtungen
 numerische Simulation des Tragverhaltens
 Modellierung von Prozessen der Betonerhärtung
 numerische Simulation von MultiSkalenProblemen
 numerische Langzeitprognosen
 Leitprojekt MEFISTO des BMBF 
Management – Führung – Information – Simulation im Bauwesen. Eine Modell,
Informations und Wissensplattform im Bauwesen
IuKAnforderungen:
 Simulation und Visualisierung von Managementprozessen
 Prozess, Produkt und Logistikmodellierung
 Integration von Informationsquellen, Datenbanken, Softwarewerkzeugen zur 
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Modellbildung, Analyse, Simulation und Evaluation,
 Forschungsgruppe 500 der DFG
Computergestützte Destruktion komplexer Tragwerke durch Sprengung
IuKAnforderungen:
 Modellbildung und numerische Analyse komplexer 3DSysteme,
 Schwerpunktprogramm 1182 der DFG
Nachhaltiges Bauen mit ultrahochfestem Beton 
IuKAnforderungen:
 Versuchssteuerungs und Auswertungseinrichtungen,
 Forschungsgruppe 597 der DFG
Bruchmechanik und statistische Mechanik von verstärkten Elastomerblends
IuKAnforderungen:
 Modellierung und numerische Simulation von Polymerwerkstoffen,
 Nachwuchsforschungsgruppe GLASKONNEX des BMBF
Anwendungspotenziale und Technologieentwicklung adhäsiver Verbindungen im
Konstruktiven Glasbau 
IuKAnforderungen:
 Versuchssteuerungs und Auswertungseinrichtungen,
 Berechnungen und numerische Simulationen im Glasbau,
 BAStProjekt Verbesserung der Präzision zur Bestimmung des Haftverhaltens zwischen
groben Gesteinskörnungen und Bitumen 
IuKAnforderungen:
 Versuchssteuerungs und Auswertungseinrichtungen,
 automatisierte  bildanalytische Untersuchung von Asphalten.
Weitere Forschungsthemen mit besonderem Bedarf an die IuKVersorgung sind:
 Computational Mechanics (Fragestellungen der Kontinuumsmechanik, lineare und nichtli
neare statische und dynamische Analyse von Stab und Flächentragwerken,
Zuverlässigkeitsanalyse von Tragwerken), 
 Entwurf und Analyse von Gridnetzwerken,
 Künstliche Intelligenz im Tragwerksentwurf, numerisches Tragwerksmonitoring,
 Modellierung von Schädigungsmechanismen in Baustoffen,
 Modellierung von MaterialTransportvorgängen in Baustoffsystemen,
 Simulation und Modellierung eines virtuellen betontechnischen Labors unter Nutzung von
DEMSoftware,
 Numerische Untersuchung von hybriden Leichtbaukonstruktionen aus Membranen und
Stahl,
 Numerische Untersuchung von Strukturen aus Holz und Holzverbundwerkstoffen,
 Modellierung und Simulation von hydromechanischen Strömungsvorgängen,
 Simulation und Modellierung von Böschungsberechnungen.
Zusammenfassend kann formuliert werden, dass sich die Anforderungen an die IuK
Ausstattung vorwiegend daraus ergeben, dass CAE und CADSoftware zur linearen und nicht
linearen numerischen Berechnung und grafischen Visualisierung komplexer Tragstrukturen,
Datenbankmanagementsysteme sowie GISSysteme eingesetzt werden. Für vernetztes
Arbeiten und kollaborative Systeme werden leistungsfähige Netzwerkstrukturen benötigt.
Projekte auf dem Gebiet von ELearning benötigen multimediale Unterstützung und einen
schnellen Internetzugang. 
Insbesondere wird leistungsfähige Hard und Software für die Versuchssteuerungs und
Auswertetechnik benötigt.
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2 Erreichter Stand der DV-Ausstattung an der Fakultät Bauingenieurwesen
Tabelle 2: DVAusstattung der Institute
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Die Versorgung der Fakultät besteht aus 414 PCs, 118 Notebooks (NB), 45 Servern (Windows,
Linux) und 3 ComputeCluster (je 30, 6 und 30 Knoten). Die Computer im BeyerBau/Neuffer
Bau sind in den lokalen Netzen der Institute unter Einsatz von 10/100/1000MB autosensing
Switches eingebunden. Zunehmend werden in den Institutsnetzen neben HardwareFirewalls
auch virtuelle Firewalls des ZIH eingesetzt. Die lokalen Netze sind über Glasfasern mit den zen
tralen Switches im BeyerBau und damit über ein GigabitGlasfaserkabel mit dem Campusnetz
verbunden.
Die Institute der Fakultät am Nürnberger Ei, das Institut für Baustoffe in der GeorgSchumann
Str. 7 und das OttoMohrLaboratorium am Zelleschen Weg sind ebenfalls über Gigabit
Glasfaserkabel mit dem Campusnetz verbunden. Das lokale Netz der Professur für
Ingenieurholzbau und baukonstruktives Entwerfen in der Eisenstuckstraße 33 ist an das
Sächsische Verwaltungsnetz angeschlossen.
Im BeyerBau sind 12 WLANAccess Points des zentralen Wireless LAN an der TU Dresden in
stalliert. Mit diesen Points sind die Hörsäle bzw. Seminarräume, einige Gangbereiche und ein
von der Fachschaft betreuter Raum in der 3. Etage für alle Studenten nutzbar. Das OttoMohr
Laboratorium am Zelleschen Weg ist ebenfalls mit WLANAccess Points ausgestattet.
Die DVAustattung der Institute sowie die Planungen für 2010 sind in Tabelle 2 im Detail dar
gestellt.
3 Leistungen und Angebote des zentralen Fakultätsrechenzentrums 
Tabelle 3: DVAusstattung des zentralen CIPPools
Das Fakultätsrechenzentrum bietet folgende Dienste an:
 Drucken von speziellen Formaten, Plotten, Scannen, 
 Bereitstellung von Lizenzservern für bauingenieurspezifische Software (u. a. Sofistik, Allplan,
RSTAB, RFEM),
 Bereitstellung von Software im Rahmen des MSDNAA Programms,
 Ausleihe von LCDProjektoren einschließlich Computer,
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 Unterstützung der Institute bei der Erfüllung von Lehraufgaben im Bereich der
Informationstechnologie und der Datenverarbeitung,
 Sicherung der IuKAnwendungen im Dekanat und für die AG Fernstudium,
 Bereitstellung von PCArbeitsplätzen für Studien und Belegarbeiten.
Für die Ausbildung steht der vernetzte (Fast Ethernet/100 Mbit/s) CIPPool der Fakultät mit der
in Tabelle 3 angegebenen Ausstattung im BeyerBau zur Verfügung.
Der CIPPool besteht aus zwei Räumen mit öffentlichen PCArbeitsplätzen sowie weiteren auf
Anfrage nutzbaren nichtöffentlichen PCArbeitsplätzen mit zusätzlicher Peripherie. Der CIPPool
ist während des Semesters für die Studenten Montag bis Freitag jeweils 12 Stunden geöff
net. Von dieser Zeit werden durchschnittlich 40%  50% für Lehrveranstaltungen genutzt. In
lehrveranstaltungsfreien Zeiten wird der CIPPool durch die Studenten zur Belegbearbeitung
sowie zur Erstellung von Studien und Diplomarbeiten genutzt.
Zur Sicherung der IuKAnwendungen im Dekanat und für die AG Fernstudium betreibt das
Fakultätsrechenzentrum einen Windows 2003 Server mit Anschluss an den BackupService
des ZIH für die Mitarbeiter des Dekanats, der AG Fernstudium und des
Fakultätsrechenzentrums.
4 Anforderungen der Fakultät  an das ZIH sowie externe  Ressourcen
4.1 Dienste
BackupServices: 
 Nutzung des zentralen Sicherungs und Archivierungsservices für die Datenbestände der
Institutsserver 
ComputeServices: 
 Bereitstellung von Rechenkapazität im Hochleistungsbereich (z. B. PCFarm Deimos und PC
Cluster Phobos)
 Betreuung eines WAPWindowsComputeCluster
 Bereitstellung von ANSYS  
Nutzung virtueller Firewalls
Nutzung des VCC (Videokonferenzzentrum)
4.2 Datenkommunikation
 Nutzung der Netzdienste (MailServer, WWW, NEWSServer, Time Service, WINZugang)
 Nutzung von VPN (Virtual Private Network)
 Routing zur Verbindung von Standorten innerhalb der TU mit Firewallschutz
 Erweiterung der Anschlussstellen im Objekt GeorgSchumannStraße 7 im Rahmen der
Neubau und Instandsetzungsmaßnahmen sowie des geplanten Umzuges aus dem Objekt
Semperstraße 14 in die GeorgSchumannStraße 7
4.3 Software
Bereitstellung von:
 Hochschullizenzen für (Server) Betriebssysteme und Standardsoftware
 Lizenzen für Matlab, MathCad, ANSYCFX, Autocad auf zentralen Servern
 IDEAS und ABAQUS auf zentralen Servern
 Lizenzen für SimaPro incl. Datenbank Ecoinvent
 Lizenzen für Simulationssoftware für Verfahrenstechnik auf Basis Distinct Element Method,
SoftwarePakete PFC2D und PFC3D
 DGrid Testumgebung
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 leistungsfähigen Virenscannern für alle Plattformen einschließlich Server
 NetzAnalyseSoftware
 Unterstützung beim Kauf von Programmlizenzen aus dem Ausland, die nicht über deutsche
Händler vertrieben werden
4.4 Hardware- und Software-Service
 Beratung und Unterstützung bei Hard und SoftwareBeschaffung
 Beratung und Unterstützung zu Netzwerk und Domänentechnik
 SoftwareSchulungen
 Unterstützung bei der Fehlerbeseitigung außerhalb von Garantieleistungen
 Lernplattform mit zentralem Service für die Benutzer und Rechteverwaltung
 Beratung bei Administration und Installationen




Die Fakultät Architektur vereinigt drei Studiengänge:
Tabelle 1
Diese werden von folgendem Mitarbeiterstamm betreut (gezählt wurden Personen, nicht die
Stellenzahlen):
Tabelle 2
Somit muss eine Gesamtzahl von 1.288 Personen mit DVGeräten und Dienstleistungen ver
sorgt werden. Ein Problem dabei ist auch die Verteilung über viele Gebäude. Während das
Dekanat und Schwerpunkte des Studienganges Architektur im BZW angesiedelt sind, liegt das
Zentrum der Landschaftsarchitektur im HülsseBau mit einem Pool im TillichBau. Ferner sind
Räumlichkeiten im SchumannBau, FritzFoersterBau, der ErmoldStraße und der
Stadtgutstraße als wesentliche Lokalisationen zu nennen.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Tabelle 3
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Die Anforderungen aus der Lehre an die ITVersorgung der Fakultät Architektur resultieren aus
den Lehrveranstaltungen für
 den Diplomstudiengang Architektur
 den Diplomstudiengang Landschaftsarchitektur
 den MasterStudiengang Denkmalpflege und Stadtentwicklung
1.2 Anforderungen aus der Forschung
Unterstützung von Planungs, Gestaltungs, Entwurfs, Informations und Kommunikations
prozessen bzw. Teilprozessen in der Freiraumgestaltung und Landschaftsplanung, in der
Gartendenkmalpflege sowie in der ingenieurbiologischen und vegetativen Planung des
Landschaftsbaues und der Pflanzenverwendung mit folgenden DVtechnischen Teilaspekten:
 Datenrecherche, Datenerfassung/erhebung (Kartierung, Aufmaß, Archivarbeit)
 Datenaufbereitung (Georeferenzierung, Konvertierung, Transformation, Homogenisierung, 
Fehlerkorrekturverfahren), Datenmodellintegration
 4DDatenmodellbildung (z. B. GIS geometrische Topologien und Sachdaten in relationalen
Datenbanksystemen mit prädikatenlogischen Regelwerken inkl. Zeit , Herkunfts und
Kontextabhängigkeit)
 Datenauswertung (Analyse, Diagnose, Typisierung, Klassifikation, Wertung...)
 Variantenbildung, Variantensimulation, Optimierung, Fehlerwertermittlung, Abwägung,
Entscheidung
 Realisierungs und Umsetzungsplanung, Umsetzungsüberwachung
 Zielgruppenspezifische Präsentationserstellung (Visualisierung, Animation, Prototyping)
 Dokumentation, Archivierung, Projektverwahrung
 Monitoring und Langzeituntersuchungen (Information > Wissensakkumulation)
 Wissenserzielung durch Auswertung von Datenbeständen (Korrelationsuntersuchungen)
Beispiele:
 Visualisierungs und PrototypingTechniken zur Vermittlung von Freiraumkonzepten
 Rechnergestützte Untersuchungen zu den Auswirkungen von Windparkanlagen
 Langzeituntersuchung von Gehölzpflanzungen im urbanen Raum
 Vergleichsuntersuchungen von limnischen Systemen in urbanen Räumen
 Entwicklung eines Expertenprogramms zur Auswahl von ingenieurbiologischen Maßnahmen
2 Erreichter Stand der DV-Ausstattung an der Fakultät 
Durch die Realisierung von zwei HBFGAnträgen im Bereich Landschaftsarchitektur konnte die
Ausstattung auf eine zeitgemäßen Stand angehoben werden. Allerdings sind die
Inbetriebnahmearbeiten immer noch durch Baumaßnahmen behindert. Ein Performance
Problem im Bereich der GBAnbindung muss in Zusammenarbeit mit dem ZIH geklärt werden.
Im Bereich Architektur und im MasterStudiengang ist teilweise noch veraltete Technik im
Einsatz, die demnächst ausgetauscht werden muss, während der Pool durch eigene Haushalts
bzw. Drittmittel in der Geräteausstattung und der Verkabelung einen angemessenen Stand er
reichte (Tabelle 4) 
3 Leistungen und Angebote der Fakultät 
Die Fakultät betreibt derzeit zwei große PCPools. Die Pools werden auch für Veranstaltungen
anderer Fakultäten (z. B. Mathematik) genutzt. Es stehen verschiedene Großformatplotter und
–scanner zur Verfügung, die von den Mitarbeitern der Lehrstühle und Studenten benutzt wer
den können. Die Fakultät betreibt einen Scan und PlotService, welcher von allen Studenten




4 Anforderungen der Fakultät an das ZIH sowie externe Ressourcen
4.1 Dienste
 BackupService: Nutzung des zentralen Sicherungs und Archivierungsservice für die
Datenbestände der Fakultät
 Ausleihservice für Beamer (auch für Veranstaltungen außerhalb des TUGeländes)
 EMailDienst für MitarbeiterInnen und Studierende
4.2 Datenkommunikation
 Fertigstellung der Rekonstruktion TillichBau
 Klärung der PerformanceProbleme GBTillichBau
 Erneuerung der Verkabelung HülsseBau
 Erschließung aller fakultätsgenutzen Gebäude mit WLAN
 Verbesserung des Anschlusses LudwigErmoldStr.
4.3 Software
 Vorhalten und zentrale Ausleihe für kommerziell bzw. in Drittmittelprojekten einsetzbare
SoftwareLizenzen
Professur Landesplanung und Siedlungswesen, Professur Städtebau
 Bereitstellen und Management von CampusLizenzen für Windowsbasierte Programme
(einschließlich der mit der Uni Hannover herausgegebenen Programmpublikationen)
Professur für Bauökonomie und Computergestütztes Entwerfen
 Bereitstellung von Campuslizenzen: AdobeProdukte, MSProdukte 
4.4 Hardware- und Software-Service
 Vorhalten und zentrale Ausleihe für kommerziell bzw. in Drittmittelprojekten einsetzbare
SoftwareLizenzen
 Vorhalten von Notebooks zur zentralen Ausleihe
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Fakultät Verkehrswissenschaften „Friedrich List“ 
Seit ihrer Gründung im Jahr 1992 hat sich die Fakultät Verkehrswissenschaften „Friedrich List“
als universitäre Ausbildungs und Forschungseinrichtung entwickelt, die allen verkehrswis
senschaftlichen Angelegenheiten mit zahlreichen inneren Synergiepotentialen und externen
Kooperationsmöglichkeiten zu anderen Fakultäten der TU Dresden sowie zu Partnern außer
halb der Universität offen gegenübersteht. Sie ist bislang das größte akademische Zentrum für
die interdisziplinäre Ausbildung von Universitätsabsolventen für das Verkehrswesen und ver
kehrsbezogene Industriezweige, für Verwaltung, Politik und Wissenschaft. 
Mit den ihr zugeordneten 27 Professuren besitzt die Fakultät ein fachübergreifendes ver
kehrswissenschaftliches Potenzial, das in dieser Form an einer deutschen Universität einma
lig und in der Lage ist, entsprechende Projekte in Lehre und Forschung zu bearbeiten. Diese
Konzentration hat sich in den zurückliegenden 15 Jahren außerordentlich bewährt und spiegelt
sich in der Verzahnung der beiden verkehrswissenschaftlichen Studiengängen Verkehrsinge
nieurwesen und Verkehrswirtschaft wieder. Sie wirkt sich aus auf die inhaltliche Unterstützung
der Lehre in den mit zu betreuenden fakultätsübergreifenden Studiengängen Mechatronik,
Maschinenbau, speziell Luft und Raumfahrttechnik und Bauingenieurwesen und bietet
Studiengängen andere Fakultäten den Zugang zu verkehrswissenschaftlichen Themen. 
Aktuell sind 2.100 Studenten an unserer Fakultät immatrikuliert. 
1 Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung 
1.1 Anforderungen aus der Lehre 
Die Anforderungen aus der Lehre an die ITVersorgung der Fakultät „Verkehrswissenschaften“
resultieren aus den Lehrveranstaltungen für: 
 Studiengänge „Verkehrsingenieurwesen“ 
 MasterStudiengang „Verkehrswirtschaft“ 
 MasterStudiengang „Bahnsystemingenieur“ 
 für andere Fakultäten und Studiengänge (Maschinenbau, speziell Luft und Raumfahrt
Schienenfahrzeugtechnik, Mechatronik, Bauingenieurwesen, Verkehrswirtschaft u. a.)  
 für andere  Akademien (z. B. „Adaptive Systeme“ im Studiengang Elektrotechnik, Grundlagen
der Informations und Nachrichtentechnik in Bautzen)
 konstruktive Entwürfe von Prüfstandstechnik 
 Übungen zur Vorlesung Qualitäts und Projektmanagement im PCPool POT 206 
 Übungen zur Vorlesung Systemtechnik der Verkehrsträger an zwei SimulationsPCs an der
Professur 
 Übungen zur Vorlesung Flugbetrieb am BordBodenFlugsimulationslabor der Professur
Technologie und Logistik des Luftverkehrs 
Des Weiteren aus:  
 konstruktiven Entwürfen von Prüfstandstechnik
 Anfertigung und Präsentation von Lehrunterlagen
 Vorbereitung und Durchführung von Praktika, praktischen Übungen zu den
Vorlesungsinhalten im Rahmen der Seminare/Praktika
 der Bereitstellung von Vorlesungsunterlagen im Internet
 der Bearbeitung von Belegthemen, Studienarbeiten und Diplomaufgaben 
 der Steuerung des Eisenbahnbetriebslabors
 Vorlesung Qualitäts und Projektmanagement im PCPool POT 206 
 konstruktive Entwürfe von Prüfstandstechnik 
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 Steuerung von Mess und Antriebstechnik 
1.2 Anforderungen aus der Forschung 
Institut für Bahnsysteme und Öffentlichen Verkehr
Professur „Gestaltung von Bahnanlagen“
 Planung und Entwurf (Trassierung) von Bahnanlagen (Anwendung der CADSysteme CARD/1
und AutoCAD 
 Bahnbetriebssimulation zur Anlagendimensionierung (Anwendung der Software SIMU VIII) 
 Aufnahme und Auswertung von Oberbaumessdaten (Anwendung der Software DIAdem) 
 Oberbausimulation 
 Weiterhin ist DVTechnik für Standardanwendungen wie Berichterstellung, Planausgabe, all
gemeine Berechnungen, Datenbankanwendungen sowie Internetrecherche erforderlich. 
Professur „Verkehrssystemtechnik“ 
 Entwicklung von Software zur Lösung von Optimierungsproblemen im Verkehrswesen un
ter Anwendung linearer Optimierungsverfahren, generischer Algorithmen u. a.
 SoftwareEntwicklung für Betriebsleit und Steuerprogramme im Eisenbahnverkehr
 Simulation von Betriebsabläufen im spurgeführten Verkehr 
 Erstellung von Forschungsberichten
Professur „Bahnverkehr, öffentlichen Stadt-und Regionalverkehr“ 
 SoftwareEntwicklung für Betriebsleit und Steuerprogramme im Eisenbahnverkehr
 Simulation von Betriebsabläufen im spurgeführten Verkehr
 Fahrplanstudien im Bahn und ÖPNVerkehr
 Erstellung von Forschungsberichten 
Professur „Verkehrssicherungstechnik“ 
 Planung und Entwurf (Trassierung) von Bahnanlagen (Anwendung der CADSysteme CARD/1
und AutoCAD 
 Bahnbetriebssimulation zur Anlagendimensionierung (Anwendung der Software SIMU VIII) 
 Aufnahme und Auswertung von Oberbaumessdaten (Anwendung der Software DIAdem) 
 Weiterhin ist DVTechnik für Standardanwendungen wie Berichterstellung, Planausgabe, all
gemeine Berechnungen, Datenbankanwendungen sowie Internetrecherche erforderlich. 
Seit 2007 arbeiten bis zu 10 Mitarbeiter an der Professur. Jeder Arbeitsplatz ist mit einem PC
Tower bzw. Notebook ausgestattet, zusätzlich wurden 2009 dauerhaft zwei weitere Plätze für
Studenten der Vorlesung Systemtechnik der Verkehrsträger/Intermodale Verkehrssystemtech
nik eingerichtet, an den die Studenten an SimulationsPCs Übungen zur den Vorlesungsinhalten
absolvieren. Alle Arbeitsplätze verfügen über einen eigenen Zugang über das Hausnetz zum
Campusnetz. Alle Mitarbeiter nutzten die gängige Standardbürosoftware MS Office 2003 bzw.
2007 sowie Adobe Acrobat. Zwei Notebooks arbeiten bereits mit dem Betriebssystem
Windows 7. Corel Draw bzw. Adobe IllustratorLizenzen gehören zur Lehrstuhlausstattung.
Ebenfalls zum Einsatz kommen die C++Entwicklungsumgebungen MS Visual Studio 2005 und
Borland Delphi 2006. Vom Lehrstuhl wird für Forschungszwecke ebenfalls eine Lizenz der
Simulationsumgebung OPENTrack, für Betriebssimulationen von schienengebundenen
Verkehrsmitteln, genutzt. Ebenfalls für Forschungszwecke wurde eine zweite Lizenz für die
Software FaultTree+ (für Fehlerbaumanalysen) angeschafft. 
Professur „Bahnverkehr, öffentlichen Stadt-und Regionalverkehr“ 
 SoftwareEntwicklung für Betriebsleit und Steuerprogramme im Eisenbahnverkehr
 Simulation von Betriebsabläufen im spurgeführten Verkehr
 Fahrplanstudien im Bahn und ÖPNVerkehr
216
 Erstellung von Forschungsberichten 
Professur „Informationstechnik für Verkehrssysteme“ 
 Filter und Schaltkreisentwurf 
 Modellierung und Simulationen 
 Bildverarbeitung 
 studentische Mitarbeiten und Tätigkeiten 
 Auswertung von Messergebnissen 
 Dokumentation und Präsentation von Forschungsergebnisse 
 Sicherung der Forschungsergebnisse 
 Präsentation der Professur im WWW 
 MailServer 
Professur „Verkehrsnachrichtensysteme“
 Forschungsschwerpunkte der Professur Verkehrsnachrichtensysteme 
Funkgestützter Datenerfassungs und übertragungssysteme 
AMDS 
Beide Projekte werden zzt. ausschließlich mit lehrstuhleigener IuKTechnik realisiert.
Professur „Technologie und Logistik des Luftverkehrs“
 Parallelrechenprozesse zur Simulation des Bewegungsverhaltens von Personen in
Flughafenterminals (Schnellzeitsimulationen) 
 Steuerung/Betrieb des BordBoden Flugsimulationslabors inkl. Visualisierung
(Projektionstechnik) 
 Parallelrechenprozesse für Flugdatenauswertungen (Radarspuren und Flugplandaten im
Rahmen von Sicherheitsanalysen (DFG Projekt) 
 Agentensimulationen (Agent Based Simulations) (DFGProjekt) 
 relationale Datenbanksysteme (SQL) zur Verarbeitung und Bereitstellung umfangreicher
Bodenprozessdaten an Flughäfen mit eigenen WebServices 
 MailServer und WebServer für Forschung und Lehre, Kommunikationsplattform für den
Wissenschaftlichen Beirat des BMVBS 
 lokale, mehrschichtige Datensicherung mit GbitAnbindung und Integration zum ZIHBackup 
 eigene Subnetzwerk mit Patch und Routing Logik zur Anbindung an des Fakultätsnetzwerk
bzw. WWW mit VPNFunktionalität 
Professur „Verkehrsströmungslehre“
 Entwicklung von Software zur Lösung von Optimierungsproblemen im Verkehrswesen un
ter Anwendung linearer Optimierungsverfahren, generischer Algorithmen u. a., 
 Fahrplanstudien im Bahn und ÖPNVerkehr, 
 Erstellung von Forschungsberichten. 
Institut für Bahnfahrzeuge und Bahntechnik





 1 PCArbeitsplatz mit angeschlossenem Messsystem für Messungen im Labor
 2 PCArbeitsplätze zur Steuerung von Antrieben und Versuchsständen
 2 Laptops für Vorlesungen, Präsentationen, interne und externe Projektmeetings sowie den
Anschluss an das Messsystem
 1 PCArbeitsplatz am Fahrsimulator, bestehend aus Simulations und VideoPC sowie
Beamer für fahrdynamische Betrachtungen
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 2 PCArbeitsplätze für studentische Ausbildung, Studien, Beleg und Diplomarbeiten
 2 PCs für Gymnasiasten zur Durchführung von Praktikumsarbeiten bzw. Arbeiten u. a. im
Rahmen der „Besonderen Lernleistung“
 alle Rechner über Hausnetz (100 Mbit/s) mit dem Campusnetz verbunden
Professur „Fahrzeugmodellierung und -simulation“: 
Simulationslabor für die Lehrveranstaltungen des IBB sowie Studien und Diplomarbeiten:
Arbeitsplätze IST 12/2009 12 PCWorkstations (Pentium 4), 3DProjektionstechnik im
Simulationslabor 
 10 PCArbeitsplätze für Mitarbeiter 
 4 PCArbeitsplätze für Gastwissenschaftler, Diplomanden 
 1 Simulationsserver (FJS Primergy RX 300 S5) für Mitarbeiter 
 1 MessPC 
 3 Laptops für Simulationen und Lehre/Präsentationen 
 alle Rechner über Hausnetz (10 oder 100 Mbit/s) mit dem Campusnetz verbunden 
Professur „Technik spurgeführter Fahrzeuge“ 
 für jeden Mitarbeiter ein PCArbeitsplatz 
 ein MessPC für die Prüfstände im Systemlabor für spurgeführte Fahrzeuge 
 ein Laptop für Lehre/Feldmessungen/Präsentationen 
 ein Laptop für CAD/FEM/Simulationen und Präsentationen 
 alle Rechner über Hausnetz (10 oder 100 Mbit/s) mit dem Campusnetz verbunden 
 ein NASDateiServer mit Integration in das BackupSystem des ZIH 
Institut für Automobiltechnik Dresden − IAD 
 Simulation und Modellierung von Fahrzeugkomponenten, Teilsystemen oder Gesamtfahr
zeugen 
 Untersuchungen von Fahrzeugteil und Gesamtsystemen auf entsprechenden Prüfeinrichtungen 
 Modellierung und Entwicklung von Steuer und Regelsystemen 
 Optimierung von Betriebsstrategien 
 Prädiktion, Retrodiktion und energetische  Auswertung von Fahrverläufen 
 Entwurf von Embedded Systemen 
 Entwurf von Architekturen für Fahrzeuginformationssystemen 
 Test und Diagnose von Fahrzeugsteuergeräten und Fahrzeugbordnetzen 
 Konstruktion von Fahrzeugkomponenten mittels CAD 
 Verteilte EchtzeitSimulation von Gesamtsystem auf Basis von HIL und SIL 
 Konzeption und Untersuchung von Fahrzeugumfeldsensorik 
 Dokumentation, Auswertung, Präsentation und Bereitstellung der Forschungsergebnisse 
2 Erreichter Stand der DV-Ausstattung an der Fakultät 
Tabelle 1
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Vom EDVLabor werden zur Zeit drei Gebäude mit neun Verteiler und Serverräumen betreut.
In den Verteilerräumen ist folgende Technik in Betrieb: 
 2 Catalyst 6509 (4 Stk. 16x 1 GByte; 1 Stk. FWSM) 
 31 WorkgroupSwitches (Catalyst 3548; 3524; 2950; 2970) 
 2007 konnte ein neuer Serverraum für dezentrale Technik der Institute in Betrieb genommen
werden 
Dekanat 
Seit Sommer 2009 läuft im Dekanat ein BackupServer für die DekanatsRechentechnik und
die Daten im PCPool der Fakultät. 
Institut für Verkehrsplanung und Straßenverkehr 
An der Anzahl und Ausstattung der Arbeitsplätze im Institut hat sich im Jahr 2007 nichts we
sentliches geändert. Teilweise veraltete Systeme wurden neuen Anforderungen entsprechend
ersetzt. Der Einsatz mobiler Technik, vorzugsweise von Notebooks, hat zugenommen. Für
2008/09 sind Ersatzbeschaffungen von ArbeitsplatzPCs für Mitarbeiter vorzusehen. (Die so
eben erhobene Forderung wird für jede einzelne Beschaffung finanziell abzusichern sein.) 
 Studentische LaborArbeitsplätze (Ist 12/2007): 4 DiplomandenArbeitsplätze mit PCs, deren
technische Parameter gerade noch den Anforderungen genügen. 6 studentische
Arbeitsplätze, für die Personalcomputer eingesetzt werden, die für spezielle Forschungsauf
gaben im Leitprojekt intermobil Region Dresden beschafft wurden und zusätzlich zu diesen
Aufgaben für Praktika und andere studentische Arbeiten genutzt werden können. 
 Eine wesentliche Verbesserung der Ausrüstung mit studentischen Arbeitsplätzen konnte
durch folgende Maßnahmen erreicht werden: 
 Beschaffung eines leistungsstarken PCs im März 2007
 Aufbau dieses PCs zum LinuxTerminalServer (LTS)
 Implementierung einer SoftwareEntwicklungsumgebung für C/C++Programme auf dem LTS 
 Nutzung der verschiedensten PC als Terminals. hierfür müssen diese PC über einen Haupt
speicher von wenigstens 32 MByte RAM, ein Diskettenlaufwerk und ein Datennetz
Interface (i. a. Netzkarte) verfügen
 Anschluss der 3 Straßenkreuzungsmodelle mit Lichtsignalanlagen über Koppelbausteine    
und einen Feldbus direkt an den LTS
 Dadurch ist es gelungen, die vier studentischen Arbeitsplätze mit PCs, die veraltet und mo
ralisch verschlissen sind, für studentische Praktika mit modernen Programmieraufgaben wei
terhin zu nutzen. (Der LTS und diese vier studentischen Arbeitsplätze befinden sich im Raum
A107) 
 Parallel hierzu können sechs veraltete PCs, die im Raum A103 aufgestellt wurden, sowie er
forderlichenfalls drei DiplomandenArbeitsplätze im Raum A103 als Terminals des LTS ein
gesetzt werden. Für die Vernetzung der Terminals mit dem LTS wurde ein separates Intranet
aufgebaut. 
 Für Lehrveranstaltungen und Praktika stehen somit insgesamt 13 TerminalArbeitsplätze mit
gleichen programmiertechnischen Bedingungen zur Verfügung. 
 LaborArbeitsplätze, die Forschungsaufgaben fest zugeordnet sind (Ist 12/2007): 6
Arbeitsplätze mit Personalcomputern, die z. T. entsprechend den jeweiligen Forschungsauf
gaben mit speziellen Komponenten erweitert wurden. 
 Weiterhin konnte 2007 die PrototypLösung der StraßenverkehrsManagementzentrale VAMOS
rechentechnisch durch eine professionelle Lösung ersetzt werden, die den Anforderungen
des Dauerbetriebes, der Modularisierung in 19“GestellEinheiten, der Ausrüstung mit USV,
Firewalls und der Segmentierung in verschiedene Intranets entspricht. 
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 ServerAusstattung: IST 2/2008 drei Server für allgemeine Aufgaben der Professur
(Datendoppelung, austausch und  archivierung, EMailVerkehr, Netzverwaltung). Am
12.2.2008 konnte der neue leistungsstarke DomänenServer mit Windows 2003 und Active
Directory in Betrieb genommen und damit nach 12jähriger Betriebsdauer der bisherige
WindowsNTServer ausgesondert werden. 
 Vernetzung: Alle Rechner der Professur sind vernetzt. Die Laptops werden in der Regel über
zwei Access Points des WLAN drahtlos eingebunden. Teilweise greifen wir auf Dosen mit
ISDNBelegung zurück, bei denen aber kein sicherer Betrieb von 100 Mbit/s gewährleistet
ist.) 
 Der Bedarf an Leitungen zum Rangierraum ist relativ groß, weil für die Verkehrsmanagement
zentrale VAMOS ein abgeschlossenes Intranet aufgebaut wurde, das relativ weit verzweigt
und nach außen über mehrere Gateways zum Straßen und Tiefbauamt (STA) der Stadt
Dresden, zum IVI der FhG, zum Autobahnamt Sachsen und zum öffentlichen Internet ver
fügt.
 Aufmerksamkeit beansprucht nach wie vor die Absicherung der Rechner gegen Hacker
Angriffe, Viren, Würmer und SpamMail. Dafür werden spezielle Firewalls sowie die
Virenschutz und FirewallProgramme, die das ZIH bereitstellt, genutzt. Eine sprunghafte
Verringerung der Virenverseuchung der Rechner an der Professur konnte seit dem Einbau
der zentralen Firewall für die Fakultät Anfang November 2005 beobachten. Diese Maßnahme
war aus unserer Sicht überaus wirkungsvoll! 
 Erhebliche Erweiterung der Ausstattung von Arbeitsplätzen, auch dezentral und mobil auf
grund der Nutzung an drei verschiedenen Standorten: PotthoffGebäude (2 Etagen), Falken
brunnen (2 Etagen), AGebäude.
 Für notwendige Aufgaben in der Lehre muss im Hinblick auf die Studentenzahlen der letz
ten Studienjahre festgehalten werden, dass die Kapazitäten der PCPools für die angebote
nen Übungen und Vorlesungen nicht mehr ausreichend sind. Selbst eine Halbierung der stu
dentischen Gruppen, d. h. Verdoppelung des Lehraufwandes ist inzwischen unzureichend,
obwohl sich in den Lehrveranstaltungen zwei bis drei Studenten einen Arbeitsplatz teilen.
Aufgrund dieser Tatsachen müssen Lehrveranstaltungen ab Sommersemester 2010 höchst
wahrscheinlich didaktisch zu Lasten der Studierenden zurückgefahren werden. 
 Erfassung und Auswertung von Verkehrsunfällen 
 System Repräsentativer Verkehrsbefragung 
 Emissions und Immisionsmessungen und Bewertungen 
 statistische Berechnungen und Auswertung von Messergebnissen 
 Dokumentation und Präsentation der Forschungsergebnisse 
 Sicherung der Forschungsergebnisse 
 Echtzeitanalyse von Verkehrsabläufen aus Videoaufnahmen 
 Spezifische Softwarelösungen für virtuelle Sensorik bei Messungen im Straßenraum 
Professur „Gestaltung von Straßenverkehrsanlagen“ 
 Fortführung der Straßendatenerfassung mit mobilen Messfahrzeugen 
 EDVGestützte Erfassung, Umwandlung und Verarbeitung der Straßendaten mit selbstent
wickelter Software. 
 Verfügbarkeit Straßendaten projekt und auftraggeberbezogen über eigenen WEBServer 
 CADProgrammsysteme für rechnergestützten Straßenentwurf 
Eisenbahnbetriebslabor
 Das Eisenbahnbetriebslabor besitzt für die Steuerung ein eigenes PCNetzwerk. 
 Die ArbeitsplatzPCs der Mitarbeiter sind i. d. R. an das Hausnetz (100 Mbit/s) angeschlos
sen. 
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Professur „Verkehrsleitsysteme und -prozessautomatisierung“ 
Um den erreichten Stand der DVAusstattung zu halten, wird der rasche Verschleiß der
Rechentechnik ein erhebliches Problem. Arbeitsplatzausstattung (bezogen auf gegenwärtig 12
Mitarbeiter der Professur): 
Professur „Informationstechnik für Verkehrssysteme“ 
 pro Mitarbeiter 1 WindowsPC Arbeitsplatz (insgesamt 10 MitarbeiterArbeitsplätze) 
 6 WindowsPCsPraktikumarbeitsplätze (Durchführung der Praktika in den oben genannten
Fächern) 
 2 WindowsPCsDiplomandenarbeitsplätze (u. a. BildverarbeitungsPC) 
 1 WindowsPC für DSPProgrammierung (u. a. für Praktikumszwecke) 
 8 SunPCs (inkl. 5 Sun Workstations) für den Schaltkreisentwurf mit Cadence, VHDL und ADS 
 1 SunPC als Web und MailServer 
 1 WindowsPC als alternativer WebServer 
 1 Windows2003Server als DNS und ArbeitsgruppenServer zur Datensicherung; u. a.
Funktion als Datenaustauschrechner 
 4 Laptops für Vorlesungen, Präsentationen, interne und externe Projektmeetings 
 5 Ersatzrechner (z. B. AMD K6 und K7, Pentium PIII) (BrennPC) 
 fast alle Rechner verfügen Zugang über Hausnetz (10/100 MBit/s) mit dem Campusnetz 
Professur „Verkehrsnachrichtensysteme“ 
 Um den erreichten Stand der DVAusstattung zu halten, wird der rasche moralische
Verschleiß der Rechentechnik ein erhebliches Problem. 
 ArbeitsplatzAusstattung (bezogen auf gegenwärtig fünf Mitarbeiter der Professur)/Ist
12/2009: fünf Arbeitsplätze sind mit stationären PCs ausgestattet, auf denen die Mitarbeiter
ihre Aufgaben effizient erledigen können. Alter der APPC 1 APPC aus 2006, 3 APPC aus
2008, 1 APPC aus 2009 
 Es ist entsprechend der finanziellen Möglichkeiten in 2010/11 der Ersatz der ältesten PC der
Mitarbeiter geplant, diese werden dann die noch älteren LaborPCs ersetzen. 
 Studentische LaborArbeitsplätze/Ist 12/2009: ein DiplomandenArbeitplatz mit Laptop, vier
Laborarbeitsplätze mit PCs, deren technische Parameter z. T. gerade noch den Anforderungen
genügen und für Praktika und andere studentische Arbeiten genutzt werden; vier
Arbeitsplätze mit drei PCs und einem Laptop, die fest mit einer TKAnlage verbunden sind
und zzt. ausschließlich für Lehraufgaben genutzt werden,. zwei Arbeitsplätze mit einem PC
und einem Laptop, die fest mit einem RFIDMessplatz verbunden sind und zzt. ausschließ
lich für Lehraufgaben genutzt werden. 
 LaborArbeitsplätze, die Forschungsaufgaben fest zugeordnet sind/IST 12/2009: 
Ein Laborarbeitsplatz mit zwei TFT (19“ und 24“), ein Arbeitsplatz mit Laptop, der z. T. ent
sprechend den jeweiligen Forschungsaufgaben mit speziellen Komponenten erweitert wur
de. 
 ServerAusstattung: Die Professur verfügt über keine Server. Es ist 2010/10 keine Anschaf
fung geplant.
 Laptop Ausstattung: Die Professur verfügt über 10 Laptops, davon ist ein Laptop zzt. pro
jektgebunden. Dieser wird nach Projektablauf für Lehr und Forschungsaufgaben eingesetzt.
Zwei Laptops werden an Versuchsständen (TKAnlage und RFIDMessplatz) eingesetzt und
ein Laptop steht für einen DiplomandenArbeitsplatz zur Verfügung. 
 Summenbildung/Ist 12/2010: Fünf PCs an MitarbeiterAbeitsplätzen, acht PCs an studenti
schen LaborArbeitsplätzen – veraltet ein PC an DiplomandenArbeitplatz, 10 Laptops, 24
Rechner 
 Spezialsoftware SystemSpecs Enterprise Dynamics Site Survey MathCad 
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 Vernetzung: Alle Rechner der Professur sind vernetzt. Für Lehr und Forschungsversuche wird
zeitweise ein WLAN betrieben.  
Professur für Verkehrsströmungslehre
 Die ArbeitsplatzPCs der Mitarbeiter sind i. d. R. an das Hausnetz (100 Mbit/s) angeschlos
sen. 
 Ein PCLabor mit autarkem Netz (LinuxCluster) mit zwei Servern mit hoher Rechenleistung
für die Nutzung durch Studenten (Praktika, Studienarbeiten, Belegthemen, Diplomthemen)
und zur Bearbeitung von Forschungsaufgaben. 
Institut für Wirtschaft und Verkehr 
 Durch den Umzug vom AGebäude (AndreasSchubertStr.) in das Bürogebäude Falkenbrun
nen (FAL, Würzburger Str./Chemnitzer Str.) erfuhren die Kernstrukturen eine umfassende
Sanierung 
 Netzwerk und knoten wurden auf einen aktuellen Stand der Technik gebracht. Maßgebliche
Kennzeichnung hierbei ist die Verwendung handelsüblicher Netzwerkleitungen in RJ45
Ausführung. Außerdem sind im Falkenbrunnen für die jeweilige Arbeitsgruppe in der Etage
drei neue Verteiler mit den aktiven Komponenten und Patchfelder entstanden, die sternför
mig zur Hauptversorgung des Gebäudes durch das ZIH an den Campus konnektieren. 
 Aus Gründen der Netzstruktur und Verwaltung ist das Institut über Netzbrücken weiterhin in
das Fakultätsnetz eingebunden, was defacto aber nur eine Übergangslösung darstellt.
Trotzdem ist die Verbindung robust und in jedem Fall schneller als im AGebäude. 
 Durch den noch nicht abgeschlossenen Netzwerkumzug mit neuen Adressbereichen wer
den die beiden Verteilerräume in der AndreasSchubertStr. 23 zusammen mit dem neu ge
schaffen Serverraum für das Institut zusammen für die ITInfrastruktur genutzt, um eine ma
ximale Funktionssicherheit im ersten Schritt zu gewährleisten. Die Migration von alter und
neuer Hardware ist noch nicht abgeschlossen und wird erst im 2. Quartal 2010 fertig gestellt
sein. 
 Mit dem Umzug erschloss sich durch den Einsatz neuer Technik sowie der Zentralisierung
der Kernstruktur (TerminalServices und Storage) die Möglichkeit, einen Serverraum mit we
sentlich effizienterer und einheitlicherer Systemstruktur auszubauen.
 Die Anbindung des AGebäudes erfolgt über ein Catalyst 6509 (1 Stk. 16x 1 GByte) und sie
ben WorkgroupSwitches (Catalyst 3x 3500XL; 3x 2950) 
 Der vorhandene 2970 wird in den Serverraum als zentraler Serververteiler eingesetzt wer
den. 
 Die in den beiden Verteilerräumen SCH013 und SCH314 betriebenen USV (5) werden lokal
gewartet und nicht zentral gemanagt. Der Umzug dieser ist nach wie vor geplant. 
 Zur Zeit stehen am Institut für Wirtschaft und Verkehr zur Verfügung: Prof. Hirte: 9 PCs/
Laptops, Prof. Stopka: 8 PCs/Laptops, Prof. Wieland: 8 PCs/ Laptops, Prof. Freyer: 10 PCs/
Laptops, Prof: Haase: 8 PCs/Laptops, in Vertretung Dr. Lämmer: 39 PCs/Laptops 
 zusätzlich stehen im Pool der Würzburger Str. 25 Thinclients und im gesamten Institut 10
Thinclients für den Lehrbetrieb und als variable Arbeitsplätze für SHK, WHK und sonstige
Mitarbeiter zur Verfügung. Ein Engpass ist hierdurch nicht erkennbar, dennoch wird mit
Ausfall und Wegfall von alten Arbeitsstationen gerechnet, die dann jeweils durch Terminal
Clients ersetzt werden sollen. 
 Einige zentrale Anwendungen können über WindowsTerminalServer bzw. LinuxNXServer
bereit gestellt werden. Die Datenhaltung erfolgt auf einem FibreChannelStorage mit an
geschlossenem TapeLoader dessen Kapazität sich verdoppelt hat. 
 Alle Rechner sind mit 100 Mbit bzw. 1000 Mbit an das Haus/TUNetz angebunden. 
 Leistungen und Angebote in den PCPools der AndreasSchubertStr. 23 
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 Der PCPools 002 im Falkenbrunnen wurde aus ehemals kleinen Pools des AGebäudes neu
eingerichtet und steht allen ITNutzern der TU Dresden zur Verfügung. Allerdings sind hierfür
lokale Benutzer im ActiveDirectory des Instituts zu hinterlegen. Diese werden für spezielle
Lehr und Übungsaufgaben sowohl von den Mitarbeitern als auch den Studenten benutzt.
Für Seminar und Diplomarbeiten sowie für den Lehrbetrieb werden genutzt: GAMS, SPSS,
STATA, Matlab, MapInfo, Bigeme, R, LaTex, OfficeProdukte. Eine Anbindung an das Zentral
LoginSystem des ZIH ist geplant. 





 1 PCArbeitsplatz mit angeschlossenem Messsystem für Messungen im Labor
 2 PCArbeitsplätze zur Steuerung von Antrieben und Versuchsständen
 2 Laptops für Vorlesungen, Präsentationen, interne und externe Projektmeetings sowie den
Anschluss an das Messsystem
 1 PCArbeitsplatz am Fahrsimulator, bestehend aus Simulations undVideoPC sowie Beamer
für fahrdynamische Betrachtungen
 2 PCArbeitsplätze für studentische Ausbildung, Studien, Beleg und Diplomarbeiten
 2 PCs für Gymnasiasten zur Durchführung von Praktikumsarbeiten bzw. Arbeiten u. a. im
Rahmen der „Besonderen Lernleistung“
 alle Rechner über Hausnetz (100 Mbit/s) mit dem Campusnetz verbunden
Professur „Fahrzeugmodellierung und -simulation“
Simulationslabor für die Lehrveranstaltungen des IBB sowie Studien und Diplomarbeiten:
Arbeitsplätze Ist 12/2009: 12 PCWorkstations (Pentium 4), 3DProjektionstechnik im
Simulationslabor 
 10 PCArbeitsplätze für Mitarbeiter 
 4 PCArbeitsplätze für Gastwissenschaftler, Diplomanden 
 1 Simulationsserver (FJS Primergy RX 300 S5) für Mitarbeiter 
 1 MessPC 
 3 Laptops für Simulationen und Lehre/Präsentationen 
 alle Rechner über Hausnetz (10 oder 100 Mbit/s) mit dem Campusnetz verbunden 
Professur „Technik spurgeführter Fahrzeuge“
 für jeden Mitarbeiter ein PCArbeitsplatz 
 ein MessPC für die Prüfstände im Systemlabor für spurgeführte Fahrzeuge 
 ein Laptop für Lehre/Feldmessungen/Präsentationen 
 ein Laptop für CAD/FEM/Simulationen und Präsentationen 
 alle Rechner über Hausnetz (10 oder 100 Mbit/s) mit dem Campusnetz verbunden 
 ein NASDateiServer mit Integration in das BackupSystem des ZIH 
Institut für Automobiltechnik IAD
 Im Institut stehen 242 PCArbeitsplätze und Prüfstandrechner zur Verfügung 
 davon sind etwa 50% für studentische Ausbildung im Einsatz 
 80 PCSysteme werden zur Steuerung und Messwertaufnahme an Prüfeinrichtungen ein
gesetzt 
Momentan sind etwa 75% der Rechner mit 100 Mbit/s über das Hausnetz und mit 4* 1 Gbit












3 Leistungen und Angebote im PC-Pool 
Der PCPool der Fakultät steht allen ITNutzern der TU Dresden mit gültigem ZIHLogin zur
Verfügung. Vorrangig wird der PCPool mit 26 Arbeitsplätzen für Lehrveranstaltungen der
Fakultät „Verkehrswissenschaften“ genutzt. 
4 Anforderungen der Fakultät an das ZIH sowie  externe Ressourcen 
4.1 Dienste 
 MailService / MailServer 
 Spamfilter auf Posteingangsserver (ZIH) sowie HardwareFirewall (ZIH bzw. Fakultät)  
 SoftwareBeschaffung, Updates/Patches 
 WWWServer, PHP, MySQL
 Nutzung der Campuslizenzen (Standardsoftware, Matlab)
 evtl. höhere Abfragefrequenz für EMail 
 LoginService zur DOMDomäne für den PCPool 
4.2 Datenkommunikation 
 zentral eingerichtete Sternverkabelung 
 LANAnbindung an TUCampus 
 WANAnbindung
 Schnittstelle zur Synchronisation der eigenen Benutzerverwaltung mit der zentralen am ZIH
(LDAP, Kerberos) 
4.3 Software 
 Standardsoftware (MS Office, Corel Graphics, ...) 
 AutoCAD Inventor 
 Planung: ANSYS, LSDYNA, DIAdem, LabView, MathCAD 
 Bereitstellung der CADSoftware AutoCAD auf allen PoolRechnern zur studentischen
Belegbearbeitung 
 Bildverarbeitung (Rational Rose, Visual C++, Matlab) 
 Filter/Schaltkreisentwurf (Cadence, ADS, Matlab) 
 unverständlich ist es, dass die sächsische Landesregierung die Anwendung des Virenscan
ners Sophos favorisiert, das ZIH der TU aber nicht in der Lage war, den Server zur Online
Aktualisierung der Virentabellen zeitnah zur Auslieferung der entsprechenden Software von
Sophos aufzusetzen
 zentraler SophosUpdateServer  
 Campuslizenzen für Stata, Mapinfo, Gams, Matlab 
 Rahmenvertrag/Campuslizenzen für individuelle plattformübergreifende GroupwareLösung
(Novell Groupwise, Stalker Communicate Pro o. ä.) 
 Standardsoftware (Solaris, Windows, MS Office, Corel Graphics,...) 
 Bildverarbeitung (Rational Rose, Visual C++, Matlab) 
 Datenfusion (Netica, Matlab) 
 Filter/Schaltkreisentwurf (Cadence, ADS, Matlab) 
4.4 Hardware- und Software-Service 
 Service für HPDrucktechnik (Unterstützung bei der Fehlerbeseitigung außerhalb Garantie) 
 PCService (Unterstützung bei der Fehlerbeseitigung außerhalb Garantie) 
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Fakultät Forst-, Geo- und Hydrowissenschaften
Fachrichtung Forstwissenschaften 
Die Fachrichtung Forstwissenschaften besteht aus neun Instituten und 17 zugeordneten
Professuren. Zusätzlich wird das Institut für Meteorologie im Rechnernetz der Fachrichtung in
Tharandt verwaltet. Zurzeit sind ca. 800 Studenten eingeschrieben, die sich auf einen
Diplomstudiengang, einen BachelorStudiengang und drei MasterStudiengänge verteilen. Die
Forschungsschwerpunkte der Fachrichtung erfordern speicher und zeitintensive GIS
Bearbeitungen und Prozessmodellierungen mit großen Datenmengen inkl. geostatistischer
Analysen mit leistungsfähigen Rechnern, die den Echtzeitzugriff auf komplexe Datenbanken
und die Applikation von Logistik und Datenkommunikationssoftware zulassen.
1 Wesentliche Anforderungen aus Lehre und Forschung an die IuK-Versorgung
1.1 Anforderungen aus der Lehre
Die Anforderungen aus der Lehre an die IuKVersorgung der Fachrichtung „Forstwissenschaf
ten“ resultieren aus den Lehrveranstaltungen für:
 den Diplomstudiengang „Forstwissenschaften“
 den BachelorStudiengang „Forstwissenschaften“
 den MasterStudiengang „Forstwissenschaften“
 den MasterStudiengang „Holztechnologie und Holzwirtschaft“
 den MasterStudiengang „Tropical Forestry“
 Lehrveranstaltungen für andere Fakultäten
Tabelle 1
231
1.2 Anforderungen aus der Forschung (ausgewählte Beispiele)
Professur für Bodenkunde und Standortslehre 
 Erfassung von Messdaten im Freiland und Labor 
 Nutzung und Optimierung von Auswertungs und Simulationsprogrammen 
 Regionalisierung (Übertragung punktuell erfasster Informationen auf die Fläche) unter
Verwendung von GIS 
Professur für Waldwachstum und Holzmesskunde
 Nutzung und Weiterentwicklung von Wachstumssimulatoren
 statistische Analyse von Bestandsdaten
 Datenbanken zur Verwaltung der Bestandsdaten
Professur für Holz und Pflanzenchemie 
 Verwaltung und Auswertung umfangreicher Laboranalysen
Professur für Allgemeine Ökologie 
 Verwaltung und Auswertung umfangreicher Laboranalysen und Freilandexperimente
Professur für Forsttechnik 
 Erfassung und Verwaltung forsttechnisch relevanter Daten (Harvesterproduktionsdaten,
Positionsdaten, Standortsdaten)
 Geographische Informationssysteme 
Professur für Landeskultur und Naturschutz 
 statistische Datenanalyse
 Geographische Informationssysteme
Professur für Meteorologie 
 Modellierung und Beschreibung des Regionalklimas 
 Regionalisierung von KlimaKenngrößen durch Kopplung von Atmosphärenmodellen und
GIS.
Professur für Forstbotanik 
 statistische Datenanalyse
 hochaufgelöste Bildver und bearbeitung
Professur für Forstliche Biometrie/Systemanalyse 
 statistische Datenanalyse
 Entwicklung und Test von Simulationsmodellen
 rechnerintensive Simulationsexperimente über die Dynamik ökologischer Systeme
2 Erreichter Stand der DV-Ausstattung an der Fachrichtung
Für die Fachrichtung wurde im Rahmen eines bewilligten WAPAntrags zentrale ITTechnik an
geschafft z. B.
 Server für verschiedene Zwecke (Datenbanken, Domains, Lizenzen und weiteres)
 Videotechnik in PCPools
 Datenvernetzungstechnik
 Periphere Geräte wie Scanner und Drucker
 Notebooks für den Außeneinsatz
 SoftwareLizenzen.
Die beschaffte Hard und Software wird von den einzelnen Professuren gemeinsam und vor
rangig für die MasterAusbildung und für die Forschung genutzt. Aufgestellt ist die Technik im
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GISLabor im Hauptgebäude. Alle Nutzer haben mit ihrem gültigen Login Zugang zu den
Arbeitsplätzen. Die Workstations sind über Ethernet (100 Mbit/s) verbunden.
Den Studierenden und Mitarbeitern stehen in drei zentralen PCPools öffentliche Computerar
beitsplätze zur freien Nutzung bereit. 
Im Pool 1 stehen 20 Arbeitsplätze zur Verfügung.
Leistungsdaten:
 iMac 20'' mit 2. Monitor 20“
 2 GHz Intel Core2Duo 
 4 GByte RAM
 250 GByte, 3.5'' SATAHarddisk
 ATI Radeon mit 128 MByte
 Wireless LAN, 54 Mbit
 1 Gbit Ethernet
 Sprache: Deutsch
Im Pool 2 stehen 14 Arbeitsplätze zur Verfügung. Dieser Pool wird vorrangig für den Studien
gang Tropical Forestry genutzt.  Die Software ist komplett in Englisch.
Leistungsdaten:
 iMac 20'' 
 2 GHz Intel Core2Duo 
 2 GByte RAM
 250 GByte, 3.5'' SATAHarddisk
 ATI Radeon mit 128 MByte
 Wireless LAN, 54 Mbit
 1Gbit Ethernet
 Sprache: Englisch
Im GISLabor stehen 16 Arbeitsplätze zur Verfügung. 
Leistungsdaten:
 Workstation Celsius M470 mit 2 LCDMonito
ren 24“
 Xeion QuadCore
 4 GByte RAM
 500 GByte, 3.5'' SATAHarddisk
 nVIDIA Quatro FX 1800
 1Gbit Ethernet
 Sprache: Deutsch
In den meisten Gebäuden steht ein Funknetz
(WLAN) zur Verfügung, welches im Jahr 2009
weiter ausgebaut und modernisiert wurde. 
3 Leistungen und Angebote der zentralen Rechenstation der Fachrichtung 
Die Rechenstation Tharandt verwaltet die gesamte ITUmgebung der Fachrichtung und der
Zweigbibliothek Forstwesen, der Mensa Tharandt und der Wohnheime Weißiger Höhe,
Wilsdruffer Straße und Pienner Straße 9.
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Zu den Arbeitsaufgaben des  Teams der Rechenstation gehören auch
 Konfiguration, Installation, Betrieb und Betreuung der PCPools
 Betrieb und Betreuung des Datennetzes
 Administration und Konfiguration der zentralen Server
 Unterstützung bei der Installation für dezentrale Server und Arbeitsplatzrechner
 Bereitstellung von Diensten (WWW, FTP, Mail, WebMail,  Backup, NFS/SAMBA, FileService)
 Bereitstellen von Logins und Zugriff auf unterschiedliche Netzressourcen.
4 Anforderungen der Fachrichtung an das ZIH sowie an externe Ressourcen
4.1 Dienste
 File, Backup, ScanService
4.2 Datenkommunikation
 Unterstützung jeder Art (Knowhow, finanziell, materiell) beim Betrieb von Datenkommunika
tionsnetzen. 
 Verbesserung  des Primäranschlusses von Tharandt an das BackboneNetz
4.3 Software
 Bereitstellung von Campuslizenzen und deren Verteilung verstärkt über zentrale Server
 Abschluss von SoftwareWartungsverträgen
4.4 Hardware- und Software-Service
 Wartungsverträge für Server und PCs
 Konsultationsmöglichkeiten zu verschiedenen Fragen (u. a. Betriebssysteme, Anwendersoft
ware)
 Lehrgänge Netzadministration und ITSecurity
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Fakultät Forst-, Geo- und Hydrowissenschaften
Fachrichtung Geowissenschaften 
Die Fachrichtung Geowissenschaften nutzt und entwickelt Informationstechnologien zur
Modellierung und Visualisierung des Systems Erde und zur Schaffung von Geodateninfrastruk
turen. Sie behandelt außerdem Fragestellungen der Raumordnung, der Raumentwicklung und
des Landmanagements im Kontext der Wechselwirkung von Umweltmanagement und so
zioökonomischer Entwicklung.
Zur Fachrichtung gehören aktuell 19 Professuren, 23 wissenschaftliche Mitarbeiter, 15 Verwal
tungsangestellte und 12 technische Angestellte und insgesamt 926 Studierende. 
1 Wesentliche Anforderungen aus Forschung und Lehre an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Anforderungen hinsichtlich Arbeitsplatzkapazität und Arbeitsplatzausstattung bestehen inner




 BachelorStudiengang Geodäsie und Geoinformation
 BachelorStudiengang Kartographie und Geomedientechnik
 Diplomstudiengang Geographie
 Lehramtsstudiengang Geographie (Gymnasien)
 Lehramtsstudiengang Geographie (andere Schultypen),
 MasterStudiengang Raumentwicklung und Naturressourcenmanagement
sowie für die Nebenfachausbildung für die Studiengänge 
 Medieninformatik, Forstwissenschaften, Hydrologie, Landschaftsarchitektur und Umwelt
schutz, MagisterStudiengang Nebenfach Geographie.
Unabhängig vom spezifischen Lehrgebiet greifen nahezu alle Lehrveranstaltungen mit Übungs
anteilen auf Rechnerressourcen zurück. Als elementare EDVWerkzeuge werden dabei Text
verarbeitung, Tabellenkalkulation, Präsentationsprogramme, InternetBrowser und PDFViewer
umfangreich verwendet. Ihre Beherrschung kann zumindest hinsichtlich der Basisfunktionen
größtenteils vorausgesetzt werden, und stellt daher in der Regel keinen eigenen Lehrinhalt dar. 
Vor allem die vertretenen Ingenieurstudiengänge enthalten aber bereits im Grundstudium zahl
reiche Lehrveranstaltungen, die auf eine spezifischere Softwareschulung und nutzung zielen.
Genannt seien Einführungen in fachspezifische Programmierung (derzeit „Java“ und „C“)
Einführung in die Geostatistik („Statistica“, „SPSS“), Einführungen in Datenbanksysteme („MS
Access“, „Sybase“, „MySQL“), Einführung in und vertiefende Anwendung von Geoinformations
systemen und Geodatenbanken („ArcGIS“, „FME“, „UMN“, „PostGIS“ und weitere), Einführung
in die Fernerkundung (mit bildstatistischen Methoden, „Erdas“, „Envi“), und Einführung in
Grafiksoftware zur Darstellung von Geodaten („Adobe Illustrator“, „Corel Draw“). Teile der ge
nannten Lehrveranstaltungen werden als Dienstleistung anderer Fachrichtungen angeboten
(speziell Mathematik und Informatik), wobei nicht stundenplangebundenes Üben durch die
Studenten aus Kapazitätsgründen auch in Rechnerräumen der Fachrichtung stattfindet. Die
Angebote des Grundstudiums (bis 4. Semester) werden derzeit durch 409 Studenten genutzt,
davon 288 in den verschiedenen Geographie, 77 im Geodäsie und 44 im Kartographie
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Studiengang. Die Studentenzahlen im Hauptstudium (angegeben nur für Regelstudienzeit) be
tragen in Geodäsie (75), in Kartographie (55), in Geographie (352) und im RuNMaster (65).
Tabelle : EDVEinsatz in der Lehre, Institute:
Ka: Kartographie, IPF: Photogrammetrie und Fernerkundung, GI: Geodätisches Institut,
IPG: Institut für Planetare Geodäsie, Ge: Geographie, GIS: Fachübergreifende Professur GIS
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Ein erheblicher Anteil der Lehrlast im Hauptstudium wird durch den im Frühjahr 2007 in Betrieb
genommen zentralen Rechnerpool der Fachrichtung mit 30 ausreichend ausgestatteten
Arbeitsplätzen aufgefangen. Für Studien und Diplomarbeiten sowie freies Üben stehen ein
weiterer Fachrichtungspool mit 15 Plätzen und unter individueller Verantwortung der einzelnen
Institute der Fachrichtung kleine Rechnerpools zur Verfügung, deren technische Ausstattung
allerdings suboptimal ist. Derzeit ist es in der Lehre nötig, temporär in Rechnerpools anderer
Fachrichtungen auszuweichen. Weiterhin wird in der Lehre verstärkt Software eingesetzt, die
für TUStudierende kostenfrei lizenziert werden kann, um so die Rechnerpools zu entlasten. 
Zum Wintersemester 2011 sollen die MasterStudiengänge „Geoinformationstechnologie“ und
„Geodäsie“ eingerichtet werden. Somit wird sich der Bedarf an entsprechend der Geoinfor
matikanforderungen ausgestatten DVLehrplätzen noch einmal deutlich erhöhen. Zur
Verbesserung der Ausbildung soll daher mindestens ein weiterer Rechnerpool mit 30 Arbeits
plätzen realisiert werden. 
Einen quantitativen Überblick über die DVgestützten Lehrangebote in 2009 vermittelt die
Tabelle 1, wobei das Arbeitsplatzangebot in Computerkabinetten und Zahl der verfügbaren
SoftwareLizenzen teilweise zu Teilung in Kleingruppen und Lehrangebot in Parallelkursen
zwingt.
1.2 Anforderungen aus der Forschung
Folgende Liste von Forschungsschwerpunkten gibt einen Einblick über die Nutzung von DV
Technik in der Fachrichtung:
 3dimensionale Objektrekonstruktion aus Bild und Laserscandaten
 Analyse und Auswertung von GPSMessungen insbesondere in Referenzstationsnetzen
 analytische Studien zur Asteroidendynamik im Feld migrierender Planeten
 Anwendungen Geographischer Informationssysteme und Datenbanken in der geowissen
schaftlichen Forschung
 Aufbau und Entwicklung von Geodateninfrastrukturen (regional, national, international) 
 Auswertung von GPSAntennenkalibrierungen
 automatisierte Visualisierung umfangreicher GISDatenbestände
 digitale Bildentzerrung und Georeferenzierung von Aufnahmen
 digitale Bildverarbeitung von Fernerkundungsdaten für Klassifikationsaufgaben unter
Berücksichtigung von Methoden zur Auswertung multispektraler, multisensoraler und mul
tiskaliger Datensätze 
 digitale Verarbeitung von CCDAufnahmen im Rahmen von Asteroidenbeobachtungen sowie
Weiterentwicklung der entsprechenden Software
 Entwicklung effizienter Herstellungstechnologien für digitalkartographische Produkte
 Entwicklung offener, interoperabler, dienstebasierter Geoinformationssysteme 
 Entwicklung von multimedialen kartographischen Präsentationsformen
 Forschungsprojekt IKÜS (Integriertes Küstenüberwachungssystem)
 Geodatenbanken
 geostatistische Anwendungen
 Interferometrische Auswertung von Radaraufnahmen
 Interoperable & interdisziplinäre raumzeitliche Simulationsmodellierung 
 Modellierung der globalen Hydrologie
 Modellierung von Präzessions und Nutationsbewegungen der Erde
 numerische Modelle in Klimageographie, Geomorphologie und Hydrogeographie
 numerische Untersuchungen zu Resonanzen von Asteroiden im Kuipergürtel
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 Parametrisierung der Eigenschaften und Visualisierung von Geländemodellen und Ober
flächenmodellen (terrestrisch und extraterrestrisch  Mars)
 Programmierung, numerische Simulationen und Auswertung verschiedener geodätischer
und geodynamischer Phänomene (z. B. Auflasteffekte, Meeresspiegelschwankungen,
Geoid, Gravimetrie, usw.)
 Programmierungen zur zukünftigen Datenverarbeitung des Astrometriesatelliten GAIA
 raumzeitliche astronomische Referenzsysteme und ihre Implementierung
 Rendering von perspektiven photorealistischen Ansichten sowohl für Pseudo3D wie für
Darstellungen zur Echt3DPerzeption
 Topologische und semantische Konsistenzprüfung, Datenintegration von Fachdaten und to
pographischen Basisdaten 
 Umweltinformationssysteme
 Untersuchungen zu GPSKorrekturdatendiensten
 webbasierte Spatial Decision Support Systems 
2 Erreichter Stand der DV-Ausstattung und Anregungen zur Verbesserung aus 
den Instituten
2.1 Ausstattung an Rechnerarbeitsplätzen
In der Fachrichtung Geowissenschaften existieren derzeit rund 120 Rechnerarbeitsplätze für
Hochschullehrer, wissenschaftliche, technische und Drittmittelmitarbeiter. Für die studentische
Nutzung (primär Studien und Diplomarbeiten) stehen neben über den unten angeführten
GeoinformationsRechnerpool hinaus kleinere Pools an der Fachrichtung (15 AP), an den
Instituten für Kartographie (8 AP), Geodäsie (10 AP), sowie Photogrammetrie und Fernerkun
dung (6 AP + 5 AP) zur Verfügung. Quantitative Erweiterungen sind wegen der Aufwendungen
für Beschaffung, Betrieb, Lizenzen und Administration derzeit nicht möglich.
Anwendungsdaten werden an den meisten Instituten auf FileServern (Linux) mit RAID
Systemen verwaltet. Notwendige Kapazitäten liegen für die primär gespeicherten Geodaten
(Bild und Vektor) bei ca. 4 TByte/Einheit. Für die Forschung im Bereich GDI wurden weitere
Server in Betrieb genommen.
Die Pools der Fachrichtung und die Rechner der Professur für Geoinformationssysteme wur
den in Zusammenarbeit mit dem ZIH an die zentrale Firewall angebunden
2.1.1 SoftwareEinsatz und Ausstattung an EDVPeripheriegeräten
Bei der Betrachtung kostenintensiver Software innerhalb der Institute ergeben sich
Schnittfelder in den Gebieten Geoinformationssysteme, Bildverarbeitung, Höhenmodellgene
rierung, GPSAuswertung und mathematischstatistische Modellierung (Programmentwick
lung). Zur Eingabe und Ausgabe benötigen alle Institute hochwertige Ein und Ausgabegeräte
für Geodaten, die hinsichtlich geometrischer Genauigkeit, Auflösung und Farbtiefe
Amateuranforderungen deutlich übersteigen (Tabelle 2).
3 Leistungen und Angebote des Geoinformations-Rechnerpools der Fachrichtung
Der im Frühjahr 2007 in Betrieb genommene GeoinformationsRechnerpool der Fachrichtung
Geowissenschaften läuft stabil. Der Pool hat 30 Arbeitsplätze und ist mit A3Scanner, A3
Laserdrucker, einem A0Plotter sowie drei Notepads für die mobile Felddatenerfassung aus
gestattet. 
Der vom Institut für Geographie an die Fachrichtung übergebene Pool mit 15 Arbeitsplätzen
wurde an die Serverstruktur des GISPools angeschlossen und partizipiert im Sharingverfahren
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von der installierten Spezialsoftware. Dadurch konnten wenigstens teilweise Engpässe in der
Ausbildung mit Spezialsoftware gemildert werden.
Nachwievor ist die Realisierung einer ESRILandeslizenz notwendig, die die Kosten für den ein
zelnen ArcGISArbeitsplatz in Forschung und Lehre erheblich senken soll. 
Die in Kooperation mit dem ZIH geplante Autorisierung der Studierenden über das ZIHLogin
konnte auf Grund personeller Probleme am ZIH noch nicht realisiert werden und steht weiter
auf der Dringlichkeitsliste. Der Pool wird durch eine Videoanlage überwacht. Da der Pool nicht
in den zentralen Schließdienst der TU aufgenommen werden kann, wurde die Schließtechnik
des Pools so modifiziert, dass den Studierenden möglichst viele Zugangszeiten bei wenig
Personaleinsatz zur Raumverwaltung und überwachung ermöglicht werden kann. 
Tabelle 2: Übersicht über spezielle SoftwareProdukte und Peripheriegeräte.
4 Anforderungen der Fachrichtung an das ZIH
4.1 Dienste
 BackupService (Datenbestände auf FileServern je Institut ca. 4 TByte)
 Bereitstellung weiterer Serverdienste 
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 Verhandlung und Bereitstellung von Campuslizenzen für häufig genutzte Software
 Host von InstitutsWebseiten
 Scan und Ausgabedienste bis Format A0
 Kontinuität in der Kooperation mit der Arbeitsgruppe Visualisierung des ZIH
4.2 Datenkommunikation
 Pflege und Weiterentwicklung der Netzinfrastruktur
 Effiziente und sichere Kommunikationsdienste (EMail)
 Fortführung und weiterer Ausbau des WLANNetzes im HülsseBau 
4.3 Software
- Entlastung der Institute bei SoftwareWartungsverträgen (finanziell, zentrale Aushandlung
von Sonderkonditionen)
4.4 Hardware- und Software-Service
 Beratung bei Installations und Netzproblemen, 
 Unterstützung bei Einrichtung und Administration der Rechnerpools, gegebenenfalls auch
durch entsprechende Rahmenverträge
 Beratung zu Fragen der Datensicherheit
 Beratung bei der HardwareBeschaffung
 PC und ServerService (Unterstützung bei der Fehlerbeseitigung außerhalb Garantie)
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Fakultät Forst-, Geo- und Hydrowissenschaften 
Fachrichtung Wasserwesen 
Die Fachrichtung Wasserwesen als Bestandteil der Fakultät Forst, Geo und Hydrowissen
schaften baut auf eine mehr als 40jährige Tradition intensiver wissenschaftlicher
Zusammenarbeit zwischen Bau und Wasserwirtschaftsingenieuren sowie Naturwissenschaft
lern auf. Die Mitglieder der Fachrichtung Wasserwesen verpflichteten sich, die interdisziplinä
re Forschung, Entwicklung, die Aus und Weiterbildung auf dem Gebiet der Analyse, progno
stischer Simulation und Bewirtschaftung von Wasser in natürlichen und technischen Systemen
zu fördern und ihre Ergebnisse in die Praxis wirksam umzusetzen. Die Professoren der
Fachrichtung Wasserwesen, die in sechs Instituten und in dem Umweltforschungszentrum
Leipzig organisatorische verankert sind, konzentrieren ihre Tätigkeit in folgenden Profillinien: 
 Wasser und Stoffhaushalt in technischen, in unter und in oberirdischen Gewässersystemen 
 Ökotechnologie als zweite Säule eines modernen Gewässergütemanagements
 der Klimawandel als zentrales Wasserproblem des 21. Jahrhunderts  
 Funktion chemischer Stoffe in Wasserbehandlungsanlagen, in Gewässern und im Grundwas
ser 
Abfallwirtschaft und Altlasten als Komponenten eines wirkungsvollen Ressourcenschutzes  
Die drei grundständigen Diplomstudiengängen, Wasserwirtschaft, Hydrologie sowie
Abfallwirtschaft und Altlasten, werden derzeit in äquivalente BachelorMasterStudiengänge
überführt. Ergänzend dazu werden Studenten im englischsprachigen MasterStudiengang
Hydro Sciences and Engineering ausgebildet. Jährlich werden ca. 200 Studenten in diesen
Studiengängen immatrikuliert. 
1 Wesentliche Anforderungen aus Lehre und Forschung an die IT-Versorgung 
1.1 Anforderung aus der Lehre 
Neben dem Bedarf an Informationstechnik in dem Grundstudium zeichnet sich ein zuneh
mender Bedarf an Zeiten in Rechnerkabinetten für Fachvorlesungen und Übungen ab. In den
DVanwendungsbezogenen Lehrveranstaltungen, wie z. B. Wasserwirtschaftliche Systemana
lyse, Anwendungen der Informatik, Wasserwirtschaftliche Informationsverarbeitung oder Öko
logische Systemanalyse werden die Rechnerkabinette des Zentrum für Informationsdienste
und Hochleistungsrechnen, der Fachrichtung Geowissenschaften und der Fakultät
Bauingenieurwesen genutzt. Aus diesem Grund sollten auch TUzentrale finanzielle Mittel für
SoftwareBeschaffungen zur Unterstützung dieser Rechnerkabinette eingesetzt werden. Ein
wesentlicher Teil der Rechnerarbeit von Studenten entfällt für die drei grundständigen
Studiengänge Wasserwirtschaft, Hydrologie sowie Abfallwirtschaft und Altlasten und den
MasterStudiengang Hydrosciences und Engineering, jährlich ca. 210 Studenten, auf die
Bearbeitung von Belegen und Diplomaufgaben, die in den jeweiligen Instituten erfolgt.
Zusätzlich werden in mehreren anderen Vorlesungen, fachspezifische Anwendungen der
Datenverarbeitung und Informatik geboten. Die Anfertigung der meisten Belege und
Diplomarbeiten ist ohne Nutzung der Rechentechnik nicht mehr möglich (Tabelle 1).
Durch die Umstellung der grundständigen Diplomstudiengänge in äquivalente Bachelor
MasterStudiengänge kommt es ab Studienjahr 2010/11 zu Veränderungen in den Lehrfachbe
zeichnungen und deren Bezug zur Informatik/Datenverarbeitung. 
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AA: SG Abfallwirtschaft und Altlasten
H&E SG Hydro sciences and Engineering
HB: Studienschwerpunkt Hydrobiologie
HC: Studienschwerpunkt Hydrochemie
2.2 Anforderung aus der Forschung 
Institut für Siedlungs und Industriewasserwirtschaft 
 Simulation von Kläranlagen und Abflussprozessen in der Kanalisation 
 Messdatenerfassung und auswertung 
 Steuerung von Versuchsaufbauten 
 Konstruktionsarbeiten (CAD) 
 geographische Informationssysteme 
 Büroautomatisierung (Verwaltung und Organisation) 
 Kommunikation 
 Visualisierung und Animationstechnik  
Institut für Grundwasserwirtschaft 
 Simulation von 2D und 3Dpartiellen Differentialgleichungen (Feldprobleme) und thermo
dynamische Reaktionsgleichungen 
 Visualisierung und Animationstechnik  
 geographische Informationssysteme  
 Messdatenerfassung und auswertung 
 Steuerung von Versuchsaufbauten 
 Büroautomatisierung (Verwaltung und Organisation) 
 Kommunikation  
Institut für Hydrologie und Meteorologie 
 Messdatenerfassung und auswertung, Datenspeicherung in Datenbanken 
 geographische Informationssysteme 
 wissensbasierte Systeme (künstliche Intelligenz) 
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 Steuerung von Versuchsaufbauten 
 Büroautomatisierung 
 Kommunikation 
 Modellierung (empirischstatistisch), Simulation 
 Lösung von parabolischen und hyperbolischen DGLSystemen in hydrodynamischen
Modellen 
Institut für Hydrobiologie 
 Messdatengewinnung mittels computergesteuerten Analysengeräten, Messdatenspeiche
rung und auswertung 
 Aufbau von Untersuchungsgewässerdatenbanken 
 Statistische Analyse von experimentellen Daten und Langzeitdaten 
 Modellierung und Simulation von wassergütewirtschaftlichen und ökologischen Prozessen
(hydrophysikalischökologische Kopplung, Individuenbasierte Modelle, MonteCarloMetho
den) 
 Büroautomatisierung und Kommunikation 
Institut für Wasserchemie 
 Messdatengewinnung mittels computergesteuerten Analysengeräten, Messdatenspeiche
rung und auswertung 
 Simulation von hydrogeochemischen Stoffumsetzungsprozessen, Adsorptionsvorgängen,
Transportvorgängen 
 Steuerung von Versuchsanlagen 
 Büroautomatisierung (Verwaltung und Organisation) 
 Kommunikation, Internetnutzung, Stoffdaten und Literaturrecherchen 
Institut für Abfallwirtschaft und Altlasten 
 Modellierung und Simulation von wasserwirtschaftlichen/technologischen  Prozessen 
 Simulation von 2D und 3Dpartiellen Differentialgleichungen (Feldprobleme) und thermody
namische Reaktionsgleichungen in Kombination mit FuzzyLogic und wissensbasierten
Systemen 
 Visualisierung und Animationstechnik  
 indirekte Parameteridentifikation und Optimierung 
 geographische Informationssysteme  
 Messdatenerfassung und auswertung 




 Messdatengewinnung mittels computergesteuerter Analysengeräte
 Programmierung von und Datenaustausch mit Felddatenloggern 
 OnlineRegistrierung hydrometeorologischer Daten über Modem 
 Messdatenspeicherung und auswertung 
 Aufbau und Verwaltung von Wassergütedatenbanken 
 Büroautomatisierung (Verwaltung und Organisation) 
 Kommunikation 
Zusammenfassend können die Anforderung aus Forschung wie folgt dargestellt werden: 
Büroautomatisierung (Schreib, Tabellenkalkulations, Datenbank, Zeichensysteme u. a.)
Kommunikation (Mailsystem, WWWNutzung, Homepage, FTP, Telnet)
Konstruktionsarbeitsplätze (CAD) 
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Wissenschaftliches Rechnen für Ingenieure und Naturwissenschaftler 
Messdatenerfassung und .statistische Auswertung 
Steuerung von Versuchsaufbauten
Simulation mittels numerischer und wissensbasierter Methoden von: 
 technologischen Prozessen (Kläranlagen, Rohrnetze, Wasseraufbereitung u. a.) 
 Naturvorgängen (Meteorologie, ober und unterirdisches Fließgeschehen, parabolische und
hyperbolische Partielle Differentialgleichungen und chemische Unwandlungsprozesse, öko
logische Verhaltensweisen, Adsorptionsvorgänge, komplexe Gleichgewichtsreaktionen u. a.) 
Geografische Informationssysteme
2 Erreichter Stand der DV-Ausstattung (Stand 1/2010) 
Der wesentlichste Anteil an Mittel zur DVAusstattung fließt jetzt in den Instituten in Ersatzan
schaffungen von DVGeräten auf Grund des moralischen Verschleißes, der auch bedingt ist
durch den ständigen Generationswechsel bei Betriebssystemen und Standardsoftware. Nach
Angaben der Institute stehen an der Fachrichtung ca. 250 PCs und 10 Workstations zur
Verfügung. Damit verfügt durchschnittlich jeder wissenschaftliche Mitarbeiter und jede
Sekretärin über einen PCArbeitsplatz. Außerdem stehen in jedem Institut einige Arbeitsplätze
für die Anfertigung von Studien und Diplomarbeiten zur Verfügung. In den meisten Instituten
konnte durch Erbringung von Eigenleistungen eine Vernetzung mittels Thin Ethernet (10 Mbit/s)
und/oder Twisted Pair (10/100 Mbit/s) auf der Basis lokaler Subnetze erreicht werden. Durch
die große territoriale Zersplitterung der Fachrichtung Wasserwesen mit den Standorten
Neunzehnhain, Tharandt, Dresden (drei verschiedene) und Pirna ist die Anbindung der lokalen
Netze an das Campusnetz besonders schwierig, andererseits aber immer dringender not
wendig zur Absicherung der Lehre und Forschung. Hier konnte durch die Installation von DSL
Verbindungen mit VPNTunnelsystem Lösungen gefunden werden, die eine Internetarbeit er
möglicht. Unabhängig davon kann die Anbindung des TUCampus an das Wissenschaftsnetz
von den Außenstellen nicht voll ausgeschöpft werden, insbesondere wenn mehrerer Personen
gleichzeitig im Netz arbeiten. Mit der Fertigstellung des Neubaus, 2. Bauabschnitt – Chemie,
an der Bergstraße/Ecke Mommsenstraße werden die meisten Institute der Fachrichtung
Wasserwesen aus ihren dezentralen Standorten vor dem Wintersemester 2010/11 dorthin um
ziehen. Damit wird sich aus der Zusammenführung die Möglichkeit gemeinsamer Nutzungen
von Spezialsoftware und hardware ergeben. Da der Neubau direkt an das Campusnetz ange
schlossen ist, werden damit sich viele derzeitigen Unzulänglichkeiten in der DVVersorgung lö
sen (Tabelle 2).
3 Leistungen und Angebote der Fachrichtung 
Nach Rücksprachen mit den Institutsdirektoren kann entsprechende Spezialsoftware auf den
Institutsrechner genutzt werden (Tabelle 1).
4 Anforderungen der Fachrichtung  an das ZIH sowie externe Ressourcen 
4.1 Dienste 
FileService: 
 Bereitstellung größerer Massenspeicherkapazität an zentralen Rechnern für Zwischenspei
cherung bei Plattenwechsel und größere Datenaufkommen 
BackupServices:





 hochwertige, großformatige Print und Plottechnik  
 Scanner 
 Digitalisierungstechnik (A0) 
 DiaBelichter   
 Multimediageräte (Videosysteme u. a.)   
 NotebookAusleihe für Workshops und Weiterbildungsveranstaltungen 
ComputeServices:
 Bereitstellung von zentralen Rechnerressourcen für Institute und Arbeitsgruppen, die über
keine eigenen Ressourcen verfügen
 Bereitstellung von Hochleistungsrechentechnik und entsprechender Software, um zeitauf
wendige Simulationsaufgaben effektiv zu lösen 
 Angebot von Kursen und Beispiellösungen 
Kommunikationsservices:
 AdressServer, EMail, FTPServer, sshLogin, Netzdienst (WWW), Bibliotheksrecherchen,
Beratung   
 das bestehende zentralverwaltete HomepageSystem der TU Dresden ist hinsichtlich der
Handhabung und der Bearbeitungs(änderungs)geschwindigkeit dringend verbesserungswürdig
4.2 Datenkommunikation 
Mit der Einführung des DSLAnschlusses einschließlich des VPNSystems erfolgte eine Verbes
serung der Netzanbindung der dezentral angeordneten Gebäude (NabeshimaBau, Pirna
Copitz, Neunzehnhain) an das Campusnetz mit leistungsfähigeren Leitungen (>2 Mbit/s) zu den
ComputeServices. 
4.3 Software 
 zentrale Beschaffung von Campuslizenzen, Abschluss von Großkundenverträgen 
 Unterstützung bei Auswahl und Beschaffung mathematischtechnischer und anderer „aka
demischer“ Software 
4.4 Hardware- und Software-Service 
 Vorhalten von Testsoftware 
 Pflege und Erweiterung des FTPServers 
 Bereitstellung der Software für CIPPools und WAPCluster als Instrumentarium der stu
dentischen Ausbildung 
 regelmäßiger UpdateService (z. B. Virenscanner, Gerätetreiber u. a.) 
 Möglichkeit zu regelmäßiger fachkundiger Beratung 
 Bereitstellung von Wartungs und Reparaturkapazität für PCs und Workstations 
 Abschluss von Großkundenserviceverträgen mit ausgewählten Herstellern (entsprechend
der Rechnerverteilung) 
 Bereitstellung von Austauschmaschinen während der Reparaturzeit 
4.5 Ausbildung und Beratung 
 Bereitstellung von Lehrgängen für Mitarbeiter 
 Lehrveranstaltungen für Studenten zur Rechnernutzung (Hardware, Betriebssystem,
Standardtools) 
 fachkompetente Beratung bei Beschaffung und Betrieb von Hard und Software (Guru
System) 
 Unterstützung beim Aufbau lokaler und zentraler Netze 
 Beratung in Konfigurations und Sicherheitsfragen 
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Medizinische Fakultät Carl Gustav Carus
Die Medizinische Fakultät Carl Gustav Carus (http://tu-dresden.de/med/) erledigt ihre Aufgaben
in enger Beziehung mit dem Universitätsklinikum Dresden als Standort Hochschulmedizin
Dresden. Diese umfasst über 50 Institute und Kliniken im Bereich Johannstadt. Über 100 or
dentliche Professoren unterrichten knapp 2.300 Studierende (Stand Sommersemester 2009)
in den Studiengängen Medizin, Zahnmedizin, Public Health und Medical Radiation Sciences.
Die Lehre im Studiengang Medizin ist im Rahmen des Reformcurriculums DIPOL© organisiert.
Daneben hat die Fakultät zur Förderung der wissenschaftlichen Ausbildung ein MDProgramm
aufgelegt und ist in großem Umfang an der internationalen Graduiertenschule DIGSBB betei
ligt. Die Forschung an der Fakultät konzentriert sich auf die drei Profilschwerpunkte: 
A.Mechanismen der Zelldegeneration und Zellregeneration als Grundlage diagnostischer und
therapeutischer Strategien,
B.Diagnose und Therapie maligner Erkrankungen sowie 
C.Public Health / Versorgungsforschung. 
Die Bearbeitung der Schwerpunkte erfolgt im Rahmen zahlreicher BMBF und DFG geförder
ter Projekte wie dem ZIK OncoRay und dem SFB 655 „Cells into tissues“. Es bestehen zudem
intensive Kooperationen mit den umliegenden Forschungseinrichtungen wie dem Max Planck
Institut für Molekulare Zellbiologie und Genetik (MPICBG), dem Zentrum für Regenerative
Therapien Dresden (CRTD) und dem Biotechnologischen Zentrum der TU Dresden (Biotec). 
1 Wesentliche Anforderungen aus Lehre und Forschung an die DV-Versorgung
1.1 Anforderungen aus der Lehre
Die Studiengänge der Medizinischen Fakultät sind in Form von größeren Modulen organisiert,
die aus dem koordinierten Zusammenspiel von Vorlesungen, Seminaren, Praktika, Unterricht
am Krankenbett und problemorientierten Tutorien in kleinen Gruppen resultieren. Die
Organisation der vernetzten Veranstaltungen erfordert eine flexible ITUnterstützung in Form
eines leistungsfähigen Stunden und Raumplanungssystems zum Management der Lehren
den und Lernenden sowie die Möglichkeit von komplexen Einschreibungsverfahren für die
Studierenden. Letztere erwarten, dass alle Informationen und Unterlagen zu den Lehrveran
staltungen an einer zentralen Stelle online zur Verfügung gestellt werden. Die Lehrenden
benötigen einen einfachen Weg, die Unterlagen und Informationen in ein geschütztes Content
ManagementSystem einpflegen zu können. Die Studierenden wünschen zum Zugriff auf die
genannten Informationen neben Arbeitsplätzen in einem Computerpool insbesondere auch die
möglichst flächendeckende Verfügbarkeit von WLAN. Die aufgrund der neuen Approbations
ordnung hohe Anzahl von Prüfungen ist kaum noch ohne eine automatisierte Auswertung der
Klausuren zu realisieren. Zudem kann eine ITgestützte Erstellung durch Einführung eines
ReviewProzesses die Qualität der gestellten Klausuren erhöhen. Die Auswertung muss ent
sprechende Qualitätsmerkmale wie Schwierigkeitsgrad und Trennschärfe liefern, um die
Resultate einer Klausur zu evaluieren. Hinzu kommen spezielle Prüfungsformen wie die
Jahresabschlussprüfung des vierten Studienjahres (JAP4) und sogenannte OSCEs (Objective
Structured Clinical Examination), die aufgrund ihrer Komplexität nur mit ITUnterstützung rea
lisierbar und auswertbar sind. Zudem kommt zunehmend Videotechnik in der studentischen
Ausbildung zum Einsatz, beispielsweise bei der Aufzeichnung und Nachbearbeitung von
Gesprächen mit standardisierten Patienten. Während die Verwaltung der immatrikulierten
Studierenden über das HISSOS System der TU Dresden erfolgt, sind zusätzliche Lösungen er
forderlich, um das Auswahlverfahren der Hochschule (AdH) für die hohe Anzahl an Bewerbern
für die Studiengänge Medizin und Zahnmedizin zu unterstützen. Zudem werden pro Jahr mehr
als 200 Promotionen an der Medizinischen Fakultät abgeschlossen, wobei eine IT
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Unterstützung des gesamten Workflows von der Anmeldung bis zur Verteidigung erforderlich
ist. Analoge Anforderungen existieren bei Habilitationsvorgängen, außerplanmäßigen
Professuren und Berufungen. Nicht zuletzt ist eine gute Integration der Systeme erforderlich,
um einen strukturierten Datenaustausch zu gestatten.  
1.2 Anforderungen aus der Forschung
Zentrale Bedeutung für die Forschung hat die Verfügbarkeit des Datennetzes, um sowohl die
Kooperation mit Forschungspartnern als auch den OnlineZugriff auf ein möglichst breites
Spektrum von Fachzeitschriften und Fachdatenbanken zu ermöglichen. Für die im Rahmen der
Forschung erhobenen experimentellen Daten muss häufig eine vor allem statistische
Auswertung erfolgen, die den Einsatz und die Verfügbarkeit leistungsstarker statistischer
Software bedingt, häufig begleitet von zusätzlichen Beratungen zur Auswahl der Verfahren und
Methoden. Die vor allem im Rahmen von bildgebenden Verfahren stark zunehmenden
Datenmengen (z. B. bei Bildern aus konfokalen Mikroskopen, MRT oder PET) stellen zusätzli
che Anforderungen sowohl an Datenspeicherung und Backup als auch an die Netzbandbreite
zur Übertragung großer Bilddatenmengen innerhalb und zwischen den Forschungseinrichtun
gen. Simulationen von mathematischen Modellen auf Hochleistungsrechnern bleiben im
Bereich der Medizin weiterhin die Ausnahme. Größere nationale und internationale For
schungsverbände, die mit der Fakultät in Verbindung stehen, benötigen geeignete Web und
Kommunikationsplattformen, die über einfache Webseiten hinausgehen. Zur Forschungsadmi
nistration und zur Vergabe von leistungsorientierten Mitteln (LOM) müssen Publikationen und
Drittmittel erfasst und analysiert werden. Diese Kennwerte finden auch Eingang in die
Außendarstellung und in die Planungen der weiteren Entwicklung der Fakultät.
2 Erreichter Stand der DV-Versorgung
Die einzelnen Einrichtungen der Medizinischen Fakultät sind flächendeckend mit Computerar
beitsplätzen (vorwiegend auf WindowsBasis) ausgestattet und über das Campusnetz des
Uniklinikums an das Intranet und Internet angebunden. Der interne Backbone des medizini
schen Campus wurde durch das Medizinische Rechenzentrum erneuert und deutlich in seiner
Bandbreite ausgebaut. Ebenfalls wurde die Bandbreite der Anbindung an das Campusnetz der
TU Dresden erhöht. Die Betreuung der Netzinfrastrukur wird zentral vom Medizinischen
Rechenzentrum übernommen. In den einzelnen Einrichtungen erfolgt ein dezentrales Manage
ment der eingesetzten Hard und Software. Von zentraler Stelle betreut die Abteilung
Informationstechnologie der Medizinischen Fakultät 10 Linuxbasierte ServerSysteme, um die
benötigten Applikationen für Forschung und Lehre anbieten zu können. Diese Server stellen
die selbst entwickelten Anwendungen zur OnlineEinschreibung, das EvaSysEvaluationssys
tem sowie das Zope/Plone basierte sogenannte ePortal zur Verfügung, das den zentralen
Anlaufpunkt für Lehrunterlagen und Informationen zum Studium darstellt. Eine zentrale
Benutzerverwaltung für die Accounts der Studierenden und Mitarbeiter auf Basis von LDAP
ermöglicht den Zugang sowohl zum ePortal als auch zu anderen Diensten wie der Online
Einschreibung oder der Stundenplanung. Das Stunden und Raumplanungssystem wurde im
Jahr 2009 in den produktiven Betrieb genommen. Auf der Basis der Systeme HISLSF zur
Datenhaltung und dem Planungstool TimeEdit der Firma Evolvera ist nun eine durchgängige
Planung der komplexen Stunden und Raumpläne möglich. Mitarbeiter und Studierende kön
nen sich über eine Webseite mit Suchfunktionalität über die Pläne informieren. Die
Studierenden haben Zugriff zu den Informationen u. a. über einen Computerpool mit 20
Arbeitsplätzen im Institut für Medizinische Informatik, der auch für Lehrveranstaltungen und
Schulungen genutzt wird. Zudem wurde in 2009 die bisherige WLANTechnologie der Fakultät
von der zentralen Lösung des ZIH abgelöst. In Kooperation mit dem Medizinischen
Rechenzentrum konnten über VPNWege viele neue Bereiche, in denen sich Studierende auf
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halten, mit WLAN versorgt werden: Neben dem MTZ und der Zweigbibliothek Medizin, sind
nun auch die Häuser 105 (Skillslab), das Dekanat (Haus 40) und Teile des Hauses 21 mit WLAN
versorgt. Bis Ende 2009 wurden insgesamt 18 Access Points installiert.  
Im Bereich der Lehre wurde eine Eigenentwicklung zur Auswertung von MultipleChoice
Klausuren durch das kommerzielle System IMSm abgelöst. Mit diesem auch an anderen me
dizinischen Fakultäten verwendeten System kann zusätzlich der Klausurfragebogen online er
stellt werden. Zudem ist ein review von Fragen zwischen einer Gruppe von Dozenten möglich
und es kann auf einen deutschlandweiten Fragenpool zugegriffen werden. Im Bereich E
Learning wurde die Struktur des eingesetzten ePortal gründlich überarbeitet, um den Aufbau
des Studiums im ContentManagementSystem besser sichtbar zu machen. Den Studierenden
und Lehrenden stehen nun verschiedene Sichten auf die Inhalte zur Verfügung. Zudem wurde
ein Vergleich mit dem Bildungsportal Sachsen / OPAL durchgeführt und Überlegungen zu ei
ner möglichen Migration auf das TUweite Lernsystem angestellt. Unabhängig vom praktischen
Migrationsaufwand fehlen aber noch Funktionalitäten, um einen Wechsel des Systems ange
hen zu können. Fallbasiertes Lernen wurde weiter auf dem medizinnahen CASUSLernsystem,
das an der LMU München entstanden ist, realisiert. Viele kleinere Anwendungen unterstützen
zudem den Verwaltungsbereich des Dekanats, beispielsweise Systeme zum Management von
über 300 Tutoren oder zur Realisation des Auswahlverfahrens der Studienbewerber. Im Bereich
der Forschungsadminstration werden weiterhin Publikationen, Patente, eingeworbene
Drittmittel und Lehrleistungen erfasst, die zur leistungsorientierten Mittelvergabe herangezo
gen werden. 
3 Anforderungen der Fakultät an das ZIH, das MZ und die SLUB
Die Medizinische Fakultät ist über das Campusnetz des Uniklinikums und das ZIH leistungs
fähig an das Deutsche Forschungsnetz angebunden. Neben EMail und insbesondere Viren
und Spamschutz werden die über Nationallizenzen bzw. Angebote der SLUB verfügbaren elek
tronischen Fachjournale, Bücher und Datenbanken intensiv genutzt. Die Fakultät setzt für ihren
Webauftritt und für viele Institutsseiten das zentrale WCMS ein und greift dabei auf die
Unterstützung des Medienzentrums zurück. Beratungen durch die genannten Einrichtungen im
Bereich Netz, Computersicherheit, PCPoolbeschaffung, High Performance Computing,
Multimedia und ELearning werden gerne genutzt. Die Fakultät hofft zudem durch die Tätigkeit
der DoITGruppe auf Impulse für die Optimierung der internen Verwaltungsprozesse.
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