How dense can every induced subgraph of b nc vertices (0 < 1) of a triangle-free graph of order n be? Tools will be developed to estimate the local density of graphs, based on the spectrum of the graph and on a fractional viewpoint. These tools are used to refute a conjecture of Erd} os et.al. about the local density of triangle-free graphs for a certain range of , by estimating the local density of the Higman-Sims graph via its eigenvalues. Moreover, the local density will be related to a long-standing conjecture of Erd} os, saying that every triangle-free graph can be made bipartite by the omission of at most n 2 =25 edges. Finally, a conjecture about the spectrum of regular triangle-free graphs is raised, which can be seen as a common relaxation of the two previous questions.
Abstract
How dense can every induced subgraph of b nc vertices (0 < 1) of a triangle-free graph of order n be? Tools will be developed to estimate the local density of graphs, based on the spectrum of the graph and on a fractional viewpoint. These tools are used to refute a conjecture of Erd} os et.al. about the local density of triangle-free graphs for a certain range of , by estimating the local density of the Higman-Sims graph via its eigenvalues. Moreover, the local density will be related to a long-standing conjecture of Erd} os, saying that every triangle-free graph can be made bipartite by the omission of at most n 2 =25 edges. Finally, a conjecture about the spectrum of regular triangle-free graphs is raised, which can be seen as a common relaxation of the two previous questions.
Introduction and main results
It is an easy exercise to verify that every graph on n vertices can be made bipartite by the omission of This would be best possible, since that many edges are needed to make the 5-cycle bipartite (the lexicographic product C 5 K r ] is an in nite family for which this bound is tight). The current record is that the deletion of n 2 =18 edges su ces to make triangle-free graphs bipartite 7] . How dense can a triangle-free graph be locally? More precisely, our objective is to determine for real numbers (0 1) the smallest real number ( ) with the following property:
Every triangle-free graph of order n has a subset of b nc vertices which span at most ( )n 2 edges.
Generalizing an older conjecture of Erd} os 6], saying that (1=2) = 1=50, the following conjecture was raised. As we will see in the sequel, the precise determination of ( ) might be very hard if is signi cantly smaller than 3=5. Therefore we will investigate estimates obtained from graph spectra. Let 1
2
: : :
n be the eigenvalues of the adjacency matrix of a graph G of order n (for more information, see e.g. the monograph of Cvetkovi c, Doob, and Sachs 5] on graph spectra).
The investigation of eigenvalues has recently attracted much attention for measuring expansion properties and pseudo-random behaviour of regular graphs (see 1, Section 9.2]). Especially, the relations between the largest, second largest and smallest eigenvalue are of importance in this context. If G is a regular graph then the largest eigenvalue 1 equals the degree of regularity. Moreover, 1 > 2 if and only if G is connected, and n ? 1 where equality holds if and only if G has a bipartite component. Fiedler 9] proved that the di erence 1 ? 2 is a lower bound for the vertex connectivity of a non-complete regular graph (in fact, the second smallest Laplacian eigenvalue is a lower bound for the connectivity of any graph). We will show that the di erence between n and ? 1 is a measure, how far a regular graph is from being bipartite. Theorem 1.4 The minimum number of edges which need to be deleted to make a regular graph G of order n bipartite is at least ( 1 + n )n=4.
In view of this result, and as we are investigating dense graphs, the following parameter appears to be an interesting object of study. Call the function (G) = ( 1 + n )=n (1) the spectral ratio of the graph G. If the spectral ratio of a regular graph is large, this means that the graph is dense and its least eigenvalue is relatively large at the same time. For triangle-free graphs (or, more generally, for graphs with bounded clique number) these concepts seem to be opposed.
Conjecture 1.5 If G is a regular triangle-free graph then (G) 4=25:
A direct consequence of Theorem 1.4 is that Conjecture 1.1 holding for regular graphs would imply Conjecture 1.5. As the truth of Conjecture 1.2 for = 1=2 veri es Conjecture 1.1 restricted to regular graphs, Conjecture 1.5 can be viewed as a common relaxation of the two former conjectures. In contrast to the other conjectures, the bound of Conjecture 1.5 is perhaps not tight. The largest spectral ratio of a regular triangle-free graph known to the author is 7=50 = :14, attained by the Higman-Sims graph. Anyway, it would be hazardous speculation to conjecture that this bound is optimal.
Generalizing this concept it might be worthwhile to determine the function (s) = sup
where the supremum extends over all regular graphs G which do not contain K s+1 . Theorem 1.6 (a) (2) This function can be made continuous in a natural way by allowing subgraphs to have fractional parts of vertices. The density of these fractional subgraphs can be reinterpreted as limits of the (integral) subgraph density of lexicographic products G K r ]. It should be mentioned that several of these concepts are implicitly used by Krivelevich 11] .
Let G be a graph and w : V (G) ! 0; 1] be a real-valued function, assigning a weight w(x) = w x to each vertex x. We call the tuple (G; w) a fractional subgraph of G, and we de ne the order of (G; Note that if all weights are integral, then the order and size of (G; w) correspond to the order and size of the subgraph induced by the vertices of weight 1. Let (G; t) denote the smallest size of a fractional subgraph of order t of G. Proof. Let (G; w) be a fractional subgraph of order n and size (G; n)
where two vertices x and y have fractional weights. We will show that we can change the weights of x and y to make one of the weights integral, without changing the order and without increasing the size. This, indeed, implies that in a fractional subgraph of size (G; n) with the largest number of integral vertices, the weights of all but at most one vertices are integral. So looking for fractional subgraphs with small density we can restrict our attention to (integral) induced subgraphs, where just one suitable vertex is chosen fractionally, and if n is an integer then (G; n) is the size of an induced subgraph of G.
De ne the local density function of G by (G; ) = (G; n)=n 2 . We can express (G; ) in terms of the integral subgraph density of lexicographic products of G with K r . Recall that the lexicographic product G H] has vertex set V (G) V (H) and (u; x) and (v; y) are adjacent, if and only if (1) uv 2 E(G) or (2) The original form of Conjecture 1.2 in 8] had the additional requirement of the order n being su ciently large, and in 11] this requirement was given globally throughout the paper. Concerning the investigation of ( ) this restriction is not necessary. Any small order counterexample G would give rise to an in nite sequence of counterexamples G K r ], r 2 N.
Eigenvalue estimates
It is di cult to determine the exact minimum density of subgraphs of larger order graphs, in fact, this is an NP-hard problem. So we need tools that provide reasonable estimates. For regular graphs we get an estimate from the least eigenvalue of the graph. where all but possibly one vertex v have integral weights. Such a fractional subgraph exists by Proposition 2.1. If t = k or t = k +1 then the result is an immediate consequence. So assume k < t < k + 1 whence 0 < w v < 1. Let U V (G) be the subset of vertices of weight > 0. As e(hU nfvgi) (G; k) and e(hUi) (G; k + 1) and e(G; w) = e(hU n fvgi) + w v jN U (v)j = (t ? k)e(hUi) + (k + 1 ? t)e(hU n fvgi) the result immediately follows. 2
More precisely, the function is concave between consecutive integral points, since it is the minimum of linear functions on the interval k; k + 1].
Next we estimate the local density of the Higman-Sims graph 10] (denoted H 100 ).
Proof of Theorem 1.3. It is well-known (see e.g. 4 Let us now turn to the problem, how many edges need to be deleted to make a graph bipartite. Denote this number by (G). If (U; W ) is a maximum edge cut, i.e. (U; W ) is a partition of V (G), where the maximum number of edges are joining U to W , then (G) is just the number of edges in U plus the number of edges in W . If G is a regular graph then (G; k)
is attained by a maximum edge cut (U; W ) with jUj = k, so we get
for regular graphs G. Now the proof of Theorem 1.4 is a simple application of Theorem 3.1.
Proof of Theorem 1.4. Using the fact that the estimate in Theorem 3.1 is a convex function we get
We conclude this section with the proof of Theorem 1.6. The upper bound for s 3 is due to an anonymous referee, whose proof is repeated here.
Proof of Theorem 1. =9 edges, which is the number of edges needed to make the complete balanced tripartite graph bipartite. Note that in view of the upper bound (3) :4006::: in Theorem 1.6 there is no hope to nd counterexamples to this conjecture just by the eigenvalue estimate in Theorem 1.4, in contrast to Conjecture 1.1.
While the estimate for (G; ) derived from Theorem 3.1 is a convex function, the function itself is not necessarily convex. This is, e.g., the case for the local density function of the Clebsch graph (cf. 4, Chapter 8]), which is not di cult to compute by hand.
A surprising consequence is that the local density function of the Clebsch graph exceeds the function of C 5 within two intervals of , namely :313 ' 5=16 < < 103=220 ' :468 and :588 ' 47=80 < < 29=48 ' :604. The dependence of the local density function on the structure of the graph seems to indicate that a precise calculation of ( ) might be very hard when is signi cantly smaller than 3=5, because many graphs are potential candidates to determine ( ) for smaller . An appendix containing details about density functions and the spectral ratio of certain triangle-free graphs and the current records for ( ) is available and can be requested directly from the author.
