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Abstract—Terahertz (THz) communications open a new fron-
tier for the wireless network thanks to their dramatically wider
available bandwidth compared to the current micro-wave and
forthcoming millimeter-wave communications. However, due to
the short length of THz waves, they also suffer from severe
path attenuation and poor diffraction. To compensate the THz-
induced propagation loss, this paper proposes to combine two
promising techniques, viz., massive multiple input multiple output
(MIMO) and intelligent reflecting surface (IRS), in THz multi-
user communications, considering their significant beamforming
and aperture gains. Nonetheless, channel estimation and low-cost
beamforming turn out to be two main obstacles to realizing this
combination, due to the passivity of IRS for sending/receiving
pilot signals and the large-scale use of expensive RF chains
in massive MIMO. In view of these limitations, this paper
first develops a cooperative beam training scheme to facilitate
the channel estimation with IRS. In particular, we design two
different hierarchical codebooks for the proposed training pro-
cedure, which are able to balance between the robustness against
noise and searching complexity. Based on the training results,
we further propose two cost-efficient hybrid beamforming (HB)
designs for both single-user and multi-user scenarios, respectively.
Simulation results demonstrate that the proposed joint beam
training and HB scheme is able to achieve close performance
to the optimal fully digital beamforming (FDB) which is imple-
mented even under perfect channel state information (CSI).
Index Terms—Terahertz communications, intelligent reflecting
surface, channel estimation, beam training, hierarchial codebook,
massive MIMO.
I. INTRODUCTION
Data rate demands in wireless communications have soared
rapidly in the last few decades. Due to this dramatically
increasing demand, the available bandwidths in the sub-6
gigahertz (GHz) and millimeter-wave (mmWave) bands will
become inadequate to support various bandwidth-hungry ap-
plications in the future, such as virtual reality, augmented
reality, and so on. Recently, terahertz (THz) communication
has emerged as an appealing technology to cope with the
above bandwidth “crisis”, by shifting the current frequency
bands to the under-exploited and wide frequency bands 0.1-
10 THz [2], [3]. Despite the orders-of-magnitude increase in
the bandwidth, THz communications inevitably possess two
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major shortcomings owing to the short length of THz waves,
i.e., severe signal attenuation and poor diffraction [4], which
render the THz signals very susceptible to obstacles, thus
severely limiting their coverage [5].
To break this short-range bottleneck and realize uninter-
rupted wireless connectivity, this paper proposes to combine
two promising techniques, namely, massive multiple-input
multiple-output (MIMO) [6] and intelligent reflecting surface
(IRS) [7] in THz communication, considering their appeal-
ing potentials for signal enhancement. Specifically, massive
MIMO can compensate for the severe signal attenuation by
generating narrow beams with strong beamforming gains,
whereas IRS can provide additional aperture gains via con-
trollable signal reflection. By mounting the IRS on suitable
positions for signal enhancement, the THz signal blockage can
be significantly reduced.
A. Prior Works
Thanks to the small wavelength in the THz frequency band,
more antenna elements can be packed in an antenna array with
half-wavelength spacing, thus facilitating the use of massive
MIMO in THz communication for expanding the communi-
cation distance and enhancing achievable data rates [8], [9].
Nonetheless, the increased transmit/receive dimensions also
complicate the signal processing and scale up the hardware
costs, as each antenna requires a dedicated radio frequency
(RF) chain and an analog-to-digital converter (ADC) in fully-
digital beamforming (FDB) architecture [10]. To reduce the
hardware cost, hybrid beamforming (HB) that implements part
of MIMO beamforming in the analog domain only using phase
shifts (PSs) has been considered as a viable alternative [11]. In
particular, since the THz channel can be modeled as the accu-
mulation of multiple propagation paths with different angles of
departure/arrival (AoD/AoA) and path gains [5], one common
HB design is by setting the analog precoder/combiner as the
array response vector (ARV) corresponding to the directions
of the propagation paths [13], [14] due to the property of
beam orthogonality in massive MIMO [15], while leaving
the digital precoder/combiner (with reduced computational
dimension compared to FDB) for optimization only. By this
means, the overall complexity of beamforming design can be
greatly decreased.
On the other hand, IRS is a novel hardware technology that
extends the signal coverage with low energy consumption and
implementation complexity [16]. Most of the existing works
on IRS aim to optimize its PSs) for enhancing communication
performance. For example, the authors in [17]–[19] aimed
ar
X
iv
:1
91
2.
11
66
2v
4 
 [c
s.I
T]
  2
7 M
ay
 20
20
2to maximize the network spectral efficiency and energy ef-
ficiency, under the assumption that zero-forcing beamforming
is applied at the base station (BS). Furthermore, the authors
in [20]–[22] considered joint BS beamforming and IRS phase
shift optimization for maximizing the total received signal
power at the destination. Similar design problems have also
been investigated for maximizing the minimum signal-to-
noise-plus-interference ratio (SINR) [23], multi-user weighted
sum-rate [24], secrecy rate in physical layer security [25], and
so on. Nonetheless, the above works focused merely on the
multiple-input single-output (MISO) system. The investigation
on the more challenging scenario of IRS-assisted MIMO is still
limited. In [26] and [27], two suboptimal BS beamforming
and IRS phase shift designs were derived by applying the
sum-path-gain maximization (SPGM) criterion and alternating
optimization algorithm, respectively, assuming a point-to-point
MIMO system.
It is worth noting that all of the aforementioned works
[17]–[27] assumed perfect channel state information (CSI)
knowledge on all links involved. However, the CSI acquisition
is a non-trivial issue in IRS-assisted wireless communications
since IRS cannot actively transmit/receive signals as BS or
user due to the lack of RF chains. To overcome this chal-
lenge, several works have looked into new channel estimation
schemes for the IRS-assisted MIMO systems recently [28]–
[30]. However, it is practically inefficient to combine the
channel estimation schemes in [28]–[30] and beamforming
solutions in [26], [27] in THz massive MIMO systems, as
their proposed schemes are hardly scalable with the number of
transmit/receive dimensions, which could result in extremely
high implementation complexity.
B. Main Contributions
Motivated by the above, in this paper, we propose a
low-complexity beam training strategy for multi-user IRS-
assisted massive MIMO systems with HB architecture in THz
communications, so as to facilitate both efficient channel
estimation and beamforming design. It is worth noting that in
the conventional beam training scheme without IRS, the chan-
nel information can be estimated by exhaustively searching
over all available AoD/AoA beam combinations at BS/users.
However, this method is ineffective in our considered system
with IRS, as IRS cannot generate or receive beams by itself.
Our main contributions are summarized as below.
• We first present an exhaustive beam training method to
acquire the optimal AoDs/AoAs combination for the di-
rect line-of-sight (LoS) links and reflecting links, respec-
tively. In particular, we propose a new beam training cri-
terion that applies the beams with the same coverage-edge
energy instead of the conventional uniformly distributed
beams (i.e., the beams with the same bandwidth), which
is shown able to reduce the misalignment probability.
• Furthermore, owing to the overly high searching com-
plexity of the exhaustive method, we propose a low-
complexity cooperative beam training method that com-
bines partial search at IRS-PSs and hierarchical search at
BS and users. Specifically, we first show that with the
proposed scheme, there is no need to search the exact
path AoD/AoA at IRS itself but only need to search the
angle differences in the sine space with fewer codewords.
To implement the beam search, we propose a ternary-tree
hierarchical beam search at BS and users, which is proved
to be more efficient compared to the binary-tree search
used in the conventional beam training [31]–[34].
• To realize the ternary-tree search, we design two novel
training codebooks, viz., tree dictionary (TD) codebook
and PS deactivation (PSD) codebook. These two code-
books share the same bottom-stage narrow beams but
differ in upper-stage wide beams, so as to cater to differ-
ent application scenarios. In particular, the TD codebook
has higher anti-noise capability but requires all RF chains
in the realization of each wide beam, whereas the PSD
codebook is more sensitive to noise but only requires one
RF chain per wide beam, which thus shortens the search
time by enabling simultaneous test of multiple beams.
• Based on the training results, the IRS-PS and the ana-
log precoder/combiner can be determined straightfor-
wardly as the optimal IRS codeword and the ARVs
with corresponding AoD/AoA [13], [14], respectively. To
determine the digital precoder/combiner, we first con-
sider the single-user scenario, for which the analog pre-
coder/combiners are naturally close to the singular vec-
tors of the effective channel between the BS and the user
with the IRSs. As such, the digital precoder/combiner
design is approximately equivalent to the direct power al-
location (DPA) over the transmit beams via water-filling.
However, for the multi-user scenario, the DPA method
may result in inter-user interference and thus impair
the sum-rate performance. As such, we apply the block
diagonalization (BD) on the effective channels between
all users’ digital combiner and the BS’s digital precoder,
so as to maximize the sum rate while eliminating the
inter-user interference.
• Simulation results demonstrate that the proposed ternary-
tree beam training schemes by the two codebooks can
both realize 100% detection probability in the high signal-
to-noise ratio (SNR) regime. Moreover, the proposed HB
designs under the estimated CSI are able to achieve close
performance to the optimal FDB which is implemented
even under perfect CSI.
C. Organization and Notations
The remainder of the paper is organized as follows. The
system model is introduced in Section II. The exhaustive
beam training method and the proposed low-complexity beam
training method are presented in Section III and Section IV,
respectively. Designs of IRS-PSs and HB are presented in
Section V. Numerical results are provided in Section VI, and
conclusions are finally drawn in Section VII.
We use small normal face for scalars, small bold face
for vectors, capital bold face for matrices, C for complex
numbers, and N+ for positive integers. E{·}, det(·), | · |,
and ‖·‖p represent expectation, determinant, modulus, and
p-norm, respectively. The superscript {·}T , {·}†, and {·}H
denote the transpose, conjugate, and Hermitian transpose,
respectively. a(n) and A(:, n) represent the nth element and
the nth column of a and A, respectively. diag(·) denotes a
diagonal matrix whose diagonal elements are given by its
argument. ⊗ and  are Kronecker product and Hadamard
product operators, respectively. b·c is the floor integer function
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Fig. 1. A multi-user massive MIMO system with the HB architecture at the
BS and the user sides.
and d·e is the ceiling integer function. span(·) denotes the
subspace spanned by the collection of vectors and ⊥ denotes
the orthogonal complement of a subspace. CN (µ, σ2) means
circularly symmetric complex Gaussian (CSCG) distribution
with mean of µ and variance of σ2. IN denotes the N × N
identity matrix.
II. SYSTEM MODEL
A. Massive MIMO Architecture with HB
We consider a narrowband downlink multi-user massive
MIMO system as depicted in Fig. 1, where a BS with Nt
antennas intends to send Ns data streams to K users, each
with Nu antennas and Dk required data symbols and Ns =∑K
k=1Dk. The results in this paper can be also extensible
to the uplink. A transmit vector x ∈ CNt is generated at
the BS via the following HB process. First, a data stream
vector s ∈ CNs is precoded by a baseband digital precoder
FB ∈ CNtRF×Ns , and then up-converted to the RF domain by
passing through N tRF RF chains before being precoded by an
analog precoder FRF ∈ CNt×NtRF . Each column of FRF can
be selected from a set of ARVs implemented by PSs, i.e.,
FRF (:, i) ∈ FRF = {aNt(ϕ1), ...,aNt(ϕN )}, ∀i, (1)
where {aNt(ϕn)}Nn=1 represent N predefined ARVs. For ease
of exposition, we consider a uniform linear array configuration
and the normalized ARV with Na ∈ {Nt, Nu} antenna
elements is given by
aNa(φ) =
1√
Na
[1, ejkda sin(φ), ..., ejkda(Na−1) sin(φ)]T , (2)
where k = 2pi/λ, λ is the wavelength, da is the antenna
spacing, and ϕ denotes the AoD or AoA. Considering a
normalized power constraint ‖FRFFB‖22 = 1, the transmitted
signals by HB can be written as
x =
√
PFRFFBs =
√
P
K∑
i=1
FRFF
i
Bsi, (3)
where P is the total transmit power of the BS, FiB ∈ CN
t
RF×Di
and si ∈ CDi are the subprecoders and the data stream
vector for useri, i.e., FB = [F1B ,F
2
B , ...,F
K
B ] and s =
[sT1 , s
T
2 , ..., s
T
K ]
T . Here, we assume E[ssH ] = INs . For userk,
its received signal can be expressed as
yk =
√
PHk
(
FRFF
k
Bsk︸ ︷︷ ︸
desired signal
+
K∑
i6=k
FRFF
i
Bsi︸ ︷︷ ︸
interference signal
)
+ n, (4)
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Fig. 2. Illustration of the channel between the BS and userk, i.e., Hk .
where Hk ∈ CNu×Nt is the channel matrix from the BS to
userk, n ∈ CNu is additive white Gaussian noise following
CN (0, σ2nINu) with σ2n denoting the noise power for each
user antenna element. At userk, the received signal yk ∈ CNu
is first processed by an analog combiner WkRF ∈ CNu×N
u,k
RF
selected from N predefined antenna ARVs, i.e.,
WkRF (:, i) ∈ WRF = {aNu(ϕ1), ...,aNu(ϕN )}, ∀i, (5)
and then down-converted to the digital domain via Nu,kRF RF
chains and combined by a baseband digital combiner WkB ∈
CN
u,k
RF ×Nq , which results in
y˜k =
√
PWHk Hkxds +
√
PWHk Hkxis + W
H
k n︸ ︷︷ ︸
effective noise
, (6)
where xds = FRFFiBsi, xis =
∑K
i 6=k FRFF
i
Bsi, and Wk =
WkRFW
k
B .
B. THz Channel Model with IRS
We consider that each user is served by Ni IRSs which are
installed on a surrounding wall to enhance its communication
quality with the BS, as shown in Fig. 2, where l1k, l
2
k, ..., l
Ni
k
denote the indices of the IRSs serving userk. Note that in
THz communication, the power of scattering component is
generally much lower (more than 20 dB) than that of LoS
component [35]. Thus, we ignore the scattering component and
the channel between the BS and userk should be dominated
by the LoS component and can be expressed as
Hk(f,dk)=GtGr
[
HLoSk (f, dk,0)+
Ni∑
m=1
HRefk,m(f, d
M
k,m, d
N
k,m)
]
,
(7)
where Gt and Gr are the transmit and receive antenna
gains, respectively, HLoSk is the BS-userk direct LoS channel,
{HRefk,m}Nim=1 are Ni BS-IRS-uesrk cascaded channels, f is the
carrier frequency, and dk = [dk,0, dMk,1, d
N
k,1, ..., d
M
k,Ni
, dNk,Ni ]
is the path distance vector, with dMk,m (resp. d
N
k,m) denoting the
distance between the BS and IRSm (resp. IRSm and userk).
Each IRS can dynamically adjust its Nr reflecting elements
to shift the phase of the incoming signals in a passive manner
(i.e., without energy amplification). As such, the received
signal at IRSm can be linearly transformed by a diagonal
PS matrix Θmk , diag(βejθ
k,m
1 , βejθ
k,m
2 , · · · , βejθk,mNr ), m =
1, 2, ..., Ni, and reflected to userk, where j =
√−1,
{θk,mi }Nri=1 ∈ [0, 2pi), and β ∈ [0, 1] are imaginary unit, PSs,
and amplitude reflection coefficient, respectively. Thus, the Ni
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Fig. 3. A basic three-node communication model of the IRS-assisted systems.
reflecting links between the BS and userk due to the Ni IRSs
in (7) can be expressed as
Ni∑
m=1
HRefk,m(f, d
M
k,m, d
N
k,m) =
Ni∑
m=1
ηNmk Θ
m
k M
m
k , (8)
where η is the path-loss compensation factor (to be specified
in (12)), Mmk is the BS-IRSl
m
k LoS channel, and N
m
k is the
IRSlmk -userk LoS channel. The LoS channels in (7) and (8)
can be more explicitly written as a combination of ARVs, i.e.,
HLoSk (f, dk,0) = a(f, dk,0)a
U
Nu
(
ϕkU,H
)
aBNt
(
ϕkB,H
)H
,
Mmk (f, d
M
k,m) = a(f, d
M
k,m)a
R
Nr
(
ϕk,mR,M
)
aBNt
(
ϕk,mB,M
)H
,
Nmk (f, d
N
k,m) = a(f, d
N
k,m)a
U
Nu
(
ϕk,mU,N
)
aBNr
(
ϕk,mR,N
)H
,
(9)
where ϕ is the path AoD/AoA1, and a(f, d) is the path
gain which consists of the free-spread loss and the molecular
absorption loss in THz communication and satisfies [5]
a(f, d) =
c
4pifd
e−
1
2 τ(f)d, (10)
where c stands for the speed of light and τ(f) is the medium
absorption factor. According to [37], the cascaded path loss of
the BS-IRSlmk -userk link should satisfy
ηa(f, dMk,m)a(f, d
N
k,m)=
GNrc
8
√
pi3fdMk,md
N
k,m
e−
1
2
τ(f)(dMk,m+d
N
k,m).
(11)
where G is the IRS element gain. Thus, the path-loss com-
pensation factor is given by
η =
2
√
pifGNr
c
. (12)
III. EXHAUSTIVE BEAM TRAINING METHOD
For the geometric THz channel in (9), the main aim of
channel estimation is to secure the path parameters, i.e.,
AoAs, AoDs, and path gains. As shown in Fig. 3, a basic
three-node communication model consists of six path angles
ϕkB,H , ϕ
k
U,H , ϕ
k,m
B,M , ϕ
k,m
R,M , ϕ
k,m
R,N , and ϕ
k,m
U,N to be estimated.
In the rest of this section, we develop an exhuastive beam
training method to find the path angles for both the direct
LoS link and the reflecting link.
1The subscripts U, R, and B represent the user, IRS, and BS, respectively,
and the subscripts H, M, and N represent the channel H, M, and N,
respectively. The superscripts k and k,m represents the BS-userk link and
the BS-IRSlkm-userk link, respectively.
A. Beam Training for Direct LoS Link
To estimate the angles ϕkB,H and ϕ
k
U,H for the BS-
userk path (see Fig. 3,), we can define N narrow beams
{aNa(ϕn)}Nn=1 in (1) and (5) with N ≥ Na that cover the
whole space and search an optimal beam pair by enumerating
N×N narrow-beam combinations [32]. By this means, ϕkB,H
and ϕkU,H can be estimated accordingly based on the directions
of the optimal beam pair. Different from [32] which assumes
that the N narrow beams are uniformly distributed within
[0, 2pi], we first show that it suffices to consider these beams
only within [−pi2 , pi2 ] due to the following lemma.
Lemma 1: Beams within [−pi2 , pi2 ] and beams within [pi2 , 3pi2 ]
are isomorphic. In particular, the narrow beam in direction ϕ
is equivalent to that in direction pi − ϕ, i.e.,
aNa(ϕ) = aNa(pi − ϕ). (13)
Proof: Following the convention, we define the angle
perpendicular to the array plane as 0 and accordingly the front
range (FR) is [−pi2 , pi2 ]. It is easy to verify (13) due to the fact
sin(ϕ) = sin(pi − ϕ).
For simplicity, we use the notation ϕn for a pair of front-
back symmetric beams. Next, we design the distribution of
the N narrow beams, i.e, design the directions of {ϕn}Nn=1,
which are different from the uniform distribution as proposed
in [32]. To this end, we first define the beam coverage of a
narrow beam aNa(ϕ) as [33]
CV (aNa(ϕ)) = {ψ | A (aNa(ϕ), ψ) ≥ ρ} (14)
where ρ is the coverage-edge energy, A (aNa(ϕ), ψ) is the
normalized beam power of aNa(ϕ) in the direction of ψ, i.e.,
A (aNa(ϕ), ψ) =
∣∣∣aNa(ϕ)HaNa(ψ)∣∣∣ (15)
=
∣∣∣∣∣ 1Na
Na∑
n=1
ejkda(n−1)[sin(ψ)−sin(ϕ)]
∣∣∣∣∣ ≤ 1.
To design the distribution of the N beams {aNt(ϕn)}Nn=1,
we use ϕn and ϕn±1n to represent the central direction and
coverage-edge direction of the nth beam, respectively. The
length of coverage is referred to as beamwidth ∆ϕ, i.e. ∆ϕ =
ϕi+1i − ϕi−1i . Considering half-wavelength antenna spacing,
we have the following Proposition and Corollary concerning
the distribution of the beams with the same ρ and with the
same beamwidth, respectively.
Proposition 1: If the N narrow beams {aNa(ϕn)}Nn=1 cover
the whole space with the same coverage-edge energy, we have
sinϕn+1i − sinϕn = sinϕn − sinϕn−1i =
1
N
, (16)
and the coverage-edge energy ρ is
ρ =
sin[(Napi)/2N ]
Na sin[pi/2N ]
, (17)
which is monotonically increasing with N . As such, the
directions of {ϕi}Ni=1 are given by
ϕi =

arcsin
[
2i− 1
N
− 1
]
, ϕi ∈ FR
pi − arcsin
[
2i− 1
N
− 1
]
, otherwise
, i = 1, 2, ..., N.
(18)
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Fig. 5. Two beams with the same beamwidth but with different ρ.
To better illustrate (18), Fig. 4 shows the narrow beams cov-
ering the whole space with the same ρ. It is observed that the
beams have different beamwidth ∆ϕ. However, Proposition 1
implies that these beams have the same beamwidth in the sine
space, i.e., sin(ϕi+1i )− sin(ϕi−1i ) = 2/N .
Corollary 1: If the N narrow beams {aNa(ϕn)}Nn=1 cover
the whole space with the same beamwidth, i.e., ∆ϕ = pi/N ,
the beam directions of {ϕn}Nn=1 are given by
ϕn =

−pi
2
+
(2n− 1)pi
2N
, ϕn ∈ FR
3pi
2
− (2n− 1)pi
2N
, otherwise
(19)
for i = 1, 2, ..., N with
CV(aNa(ϕn))=

[
−pi
2
+
(n− 1)pi
N
,−pi
2
+
npi
N
]
, ϕn ∈ FR[
3pi
2
−npi
N
,
3pi
2
− (n− 1)pi
N
]
, otherwise
.
(20)
In this case, the coverage-edge energy ρ is variable and lower
bounded by the following function of ∆ϕ for all beams, i.e.,
ρ >
sin[(∆ϕNapi)/4]
Na sin[(∆ϕpi)/4]
. (21)
Proof: Proofs of Proposition 1 and Corollary 1 are
relegated to Appendix A.
Note that [32] considered the uniformly distributed beams
(i.e., beams with the same beamwidth) as in Corollary 1, we
propose to apply the beams with the same ρ as in Proposition
1. This is because a misalignment issue may happen if the
beams have different ρ in the beam training. For example,
as seen from Fig. 5, the path angle in the misalignment
range of beam 2 will be wrongly estimated as beam 1 even
without noise. The advantages of the proposed beams over the
uniformly distributed beams in [32] will also be more clearly
shown in Fig. 12 in Section VI-A.
B. Beam Training for Reflecting Links
Despite the angles for BS-userk path can be estimated by
steering beams as previously mentioned, this method cannot
be directly applied to the BS-IRSlmk path and IRSl
m
k -userk
path since the IRS cannot transmit/receive beams by itself.
As such, we propose an exhaustive beam training method
for the BS-IRSlmk -userk cascaded path. Assume that all
AoDs/AoAs are taken from the N points given in (18), the
cascaded path must be one of the N ×N2 ×N = N4 paths.
In our prior work [1], we have shown how to determine the
optimal combination manner for any single path. Therefore,
we could enumerate and compare the communication perfor-
mance by all the N4 combinations and find the optimal one,
then obtain the corresponding angles ϕk,mB,M , ϕ
k,m
R,M , ϕ
k,m
R,N , and
ϕk,mU,N for the BS-IRSl
m
k -userk cascaded path.
IV. LOW-COMPLEXITY BEAM TRAINING METHOD
Though the path angles can be optimally found via the ex-
haustive beam training approach, it is impractical to implement
it in massive MIMO systems due to the unaffordable training
overhead, especially for large N . Based on the narrow beams
given in Proposition 1, in this section, we propose a low-
complexity beam training scheme that combines partial search
at IRS and a ternary-tree hierarchical search at BS and users.
A. Partial Search for IRS-PSs
Based on (9), the BS-IRSlmk -userk cascaded path (normal-
ized by the antenna gains) can be expressed as
Nmk Θ
m
k M
m
k
a(f, dNk,m)a(f, d
M
k,m)
(22)
= aUNu
(
ϕk,mU,N
)
aBNr
(
ϕk,mR,N
)H
Θmk a
R
Nr
(
ϕk,mR,M
)
︸ ︷︷ ︸
effective gain
aBNt
(
ϕk,mB,M
)H
,
and the optimal PSs of IRSlmk should maximize the effective
gain in (22), which can be rewritten as∣∣∣∣aBNr(ϕk,mR,N)HΘmk aRNr (ϕk,mR,M)∣∣∣∣
=
β
Nr
∣∣∣∣∣
Nr∑
n=1
ej[kda(n−1)(sinϕ
k,m
R,M−sinϕk,mR,N )+θn]
∣∣∣∣∣ ≤ β.
(23)
Thus, an optimal IRS-PS solution can be expressed as
Θm,optk = diag(βe
jθ1 , βejθ2 , · · · , βejθNr ), (24)
θn = kda(n− 1)(sinϕk,mR,N − sinϕk,mR,M︸ ︷︷ ︸
, ∆k,m
), n = 1, 2, ..., Nr,
where ∆k,m is the angle difference in the sine space.
Proposition 2: The set of optimal IRS-PSs solutions in (24)
is smaller than that of the considered paths by exhaustive
search. More specifically, there are only 2N − 1 candidate
IRS-PS solutions versus N2 possible paths with different
AoD/AoA combinations.
Proof: Given the AoDs/AoAs in (18), the path angles are
taken from a uniform grid of N points in the sine space with
sinϕ ∈ {−1+ 1N ,−1+ 3N , ..., 1N −1}. As | sinϕi+1−sinϕi| =
2
N , we have ∆k,m ∈ {−2+ 2N ,−2+ 4N , ..., 2− 2N } with 2N−1
candidate solutions.
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Fig. 6. Beam coverage structure of the ternary-tree hierarchical codebook.
It follows from Proposition 2 that there is no need to search
the exact path angles at IRS itself (i.e., ϕk,mR,M , ϕ
k,m
R,N in Fig. 3)
but only need to search ∆k,m in (24), which helps to reduce
the complexity.
B. Ternary-Tree Hierarchical Search
To find the path angles at BS and the users, we propose a
ternary-tree hierarchical search that realizes the beam search
via multiple stages with wide beams and narrow beams, rather
than exhaustively searching over all narrow-beam pairs. Let
ωsn denote the nth beam vector in the sth stage, Fig. 6 shows
the beam coverage structure of a ternary-tree codebook, where
S = logN3 is the number of the bottom stage. In particular, the
codewords {ωSn}Nn=1 in stage S is exactly the narrow-beam
codewords proposed for exhaustive search, i.e,
ωSn = aNa(ϕn) =
1√
Na
[1, ejpi sin(ϕn), ..., ejpi(N−1) sin(ϕn)]T ,
ϕn =

arcsin
[
2n− 1
N
− 1
]
, ϕi ∈ FR
pi − arcsin
[
2n− 1
N
− 1
]
, otherwise
, n = 1, ..., N.
(25)
While hierarchical searching schemes are commonly
adopted as the binary-tree search [31]–[34], we first establish
that the ternary-tree search is actually more efficient than the
binary-tree search, as shown in the following Proposition.
Proposition 3: Ternary-tree search has the lowest searching
complexity among all tree search schemes.
Proof: Assume that N narrow beams are implemented
in the bottom stage. In M -ary tree search scheme, the range
covered by a beam in the current stage is M times as much
as that in the next stage. As such, the total number of stages
is logNM and the search time (number of tests) taken to find
the best narrow beam is given by
T (M,N) = M logM N. (26)
Assuming M is continuous, we can find M that minimizes
T (M,N) by taking the derivative with respect to M ,
∂T (M,N)
∂M
=
(lnM − 1) lnN
(lnM)
2 = 0 ⇒M = e. (27)
For discrete M , we compare T (M,N) on two adjacent
integers around e. Define q(N) = T (2, N) − T (3, N) =
2 log2N − 3 log3N . It follows that q(N) increases monoton-
ically with N since dq(N)/dN = (2/ ln 2− 3/ ln 3)/N > 0.
Due to q(1) > 0, we have q(N) > 0 holds true for all discrete
N ≥ 1. Thus, ternary-tree search leads to the minimum search
time among M -ary tree search schemes.
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Fig. 7. Beam candidates of ternary-tree hierarchical scheme when N = 27.
Next, we design two novel training codebooks, namely, TD
codebook and PSD codebook, for realizing all beams used in
the ternary-tree search. As shown in Fig. 7, each wide beam
covers three descendant beams in the next stage.
1) TD Codebook: The narrow-beam codewords {ωSn}Nn=1
in the bottom stage are given in (25). To design the wide-beam
codewords in the upper stages of the ternary-tree structure, i.e.,
{ωsn}S−1s=1 ∈ CNa×1, we expect that
(ωSi )
Hωsn =
{
1, ωSi is a descendant of ω
s
n
0, otherwise
(28)
holds true for all i = 1, 2, ..., N . Let Ξs = [ωs1 ω
s
2 ... ω
s
3s ]
represent the wide beams in stage s. Then, we can rewrite (28)
in a more compact form as
[ωS1 ω
S
2 ... ω
S
N ]
HΞs = L
HΞ = Ds, (29)
where Ds is an N × 3s matrix. The ith column of Ds has an
element of 1 in the rows {(i−1)3S−s+n, | n = 1, 2, ..., 3S−s}
and an element of 0 in other rows. As a result, the nth
codeword in stage s can be obtained as
ωsn = (LL
H)−1LDS(:, n). (30)
With an HB architecture, this codeword is realized by ωsn =
FRF f
s,n
B s, for which FRF and f
s,n
B s can be determined by
solving a classical minimum Euclidean distance problem:
{FRF , fs,nB } = arg min ‖ωsn − FRF fs,nB ‖F (31a)
s.t. ‖FRF fs,nB ‖= 1, (31b)
FRF (:, i) ∈ FRF, ∀i. (31c)
Problem (31) has been well studied and the orthogonal match-
ing pursuit (OMP) algorithm can be applied to resolve it [13].
It is worth noting that by using the TD codebook, each wide
beam realization requires all RF chains. In the following, we
further propose a PSD codebook, whereby only one RF chain
is needed for each wide beam realization. Thus, the overall
searching time can be reduced by simultaneously testing
multiple beams. Despite that the PSD codebook yields lower
search complexity, we should mention that the TD codebook
is still appealing due to its stronger anti-noise capability, as
will be shown in Section VI-A.
2) PSD Codebook: Still, the narrow-beam codewords
{ωSn}Nn=1 in the bottom stage are given in (25). The key
of the PSD codebook is to let each RF chain control a
subset of antenna elements by deactivating some PSs, so
as to realize wide beam via less active antenna elemtents.
Specifically, each RF chain occupies 3s adjacent antenna
elements to transmit/receive beam in stage s = 1, 2, ..., smax,
with smax =
⌊
logNa3
⌋
. Whereas in stage s = smax + 1, ..., S,
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Fig. 8. Beam modes for the active terminal (BS or user) and that for the
passive terminal (IRS) in the proposed beam training procedure, respectively.
all Na antennas are used to transmit/receive beam. Thus, the
nth beam codeword in stage s can be expressed as
ωsn =
{
a3s(ϕi(N,n,s)), s = 1, 2, ..., smax
aNa(ϕi(N,n,s)), s = smax + 1, ..., S
, (32)
and the angle index is given by
i(N,n, s) =
N · 3−s(2n− 1) + 1
2
, (33)
where the definition of ϕi is the same as that in (25). To
illustrate the angle index in (33), we present an angle map in
Fig. 7 with setting N = 27, where the angle of each beam
is depicted vertically below it. For example, the angle index
below the beam ω24 in Fig. 7 is 11 as the red one. It should
also follows from (33) that i(27, 4, 2) = 11.
With the PSD codebook, the coverage of each wide beam
ωsn (s 6= S) can be similarly defined as in (14) and we have
the following proposition.
Proposition 4: Consider the PSD codebook. By setting the
coverage-edge energy ρ of each beam in stage s as
ρ(s) =

1
3s sin
(
pi
2·3s
) , s = 1, ..., smax
sin
(
Napi
3s
)
Na sin
(
pi
2·3s
) , s = smax + 1, ..., S , (34)
it follows that each beam in stage s (s 6= S) can cover three
beams in stage s+ 1, i.e.,
CV(ωsn) = CV(ωs+13n−2) ∪ CV(ωs+13n−1) ∪ CV(ωs+13n ). (35)
.
Proof: The proof is relegated to Appendix B.
While the bottom-stage narrow beams are shown to cover
the whole space by Proposition 1, Proposition 4 implies that
by setting a proper ρ for each upper stage, the wide beams
in the same stage can still cover the whole space since each
beam exactly covers three beams in the next stage.
C. Cooperative Beam Training Procedure
Based on the partial search approach and the ternary-tree
codebooks, we develop a cooperative training procedure in
this subsection. For ease of exposition, we first define four
modes as below and also illustrated in Fig. 8.
• Transmitting Mode:
We use solid red line to represent the transmit beams.
In this mode, the transmitter uses ω as the precoder to
form beam in a certain coverage range. If the AoD of
a propagation path H is within this coverage range, we
have ||Hω||2  0; otherwise, we have ||Hω||2 → 0.
• Receiving Mode:
The solid-broken blue line denotes the receive beams.
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Fig. 9. Phase 1 of the cooperative beam training procedure.
In this mode, the receiver uses ω as the combiner to
detect the signal in a certain range, so as to determine
the existence of path. If the AoA of a propagation path
H is within this beam range, we have ||ωHH||2  0;
otherwise, we have ||ωHH||2 → 0.
• Reflecting Mode:
We use solid red arrow and solid yellow line to represent
the incoming signal and the reflected signal, respectively.
In this mode, the IRS-PSs are set in the following form:
Θref(x) = diag(βe
jθ1 , βejθ2 , · · · , βejθNr ),
θn = kda(n− 1)x, n = 1, ..., Nr.
(36)
It is easy to verify that for any incoming narrow-beam
vector aNr , the reflected signal Θref(x)aNr still follows
the narrow-beam structure as in (2).
• Searching Mode:
The yellow round arrow represents that the IRS is ap-
plying different predefined codewords successively the in
reflecting mode. In this mode, we need to search ∆k,m
in (24). Specifically, the IRS applies Θref(−2 + 2iN ),
i = 1, 2, ..., 2N − 1, one by one in 2N − 1 time slots.
To obtain the required channel information, i.e., ∆k,m and
path angles at the BS and userk (see Fig. 3), three phases are
developed to achieve different groups of measurements in a
cooperative manner as stated below.
1) Phase 1 (see Fig. 9): In Phase 1, we aim to obtain
∆k,m in (24). To this end, we test 3 × 3 wide beams in
stage 1 in 9 successive intervals with BS using {ω1p}p=1,2,3
in the transmitting mode and userk using {ω1q}q=1,2,3 in the
receiving mode. The resulting signal can be expressed as
yq,p =
√
P (ω1q )
HHkω
1
ps+ n, (37)
where s = 1 is the normalized pilot signal. In each interval,
all IRSs apply the searching mode simultaneously in 2N − 1
time slots. For IRSlmk , there is only one beam pair (pm× qm)
that covers both the BS-IRSlmk link and the IRSl
m
k -userk link
(see aligned case in Fig. 9), i.e.,
(ω1qm)
HHRefk,l ω
1
pm = (ω
1
qm)
HNmk Θ
m
k M
m
k ω
1
pm , (38)
where |(ω1qm)HNmk ||2  0 and ||Mmk ω1pm ||2  0. During
the interval when this beam pair (aligned case) is used, userk
will detect an energy pulse in the time slot when IRSlmk uses
Θmk = Θref(∆k,m), i.e.,
∆k,m = arg max
x
(ω1qm)
HNmk Θref(x)M
m
k ω
1
pm
s.t. x = −2 + 2i
N
, i = 1, ...., 2N − 1.
(39)
We note that each IRS is able to use spatial modulation to
label identity information [36]. Thus, userk can utilize the
pulse slots plus identity information to get ∆k,m.
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Fig. 10. Phase 2 of the cooperative beam training procedure.
2) Phase 2 (see Fig. 10): In Phase 2, we turn off all IRSs
and aim to obtain ϕkB,H and ϕ
k
U,H via the following three
steps. In step 1, 9 wide-beam pairs in stage 1 are tested for
alignment and the resulting signals can be written in a vector
form as
yUes1 =
√
Pvec(GtGrQ
H
1 H
LoS
k P1 + Nnoise)
= ck
[
PT1 a
B
Nt
(
ϕkB,H
)†]⊗ [QH1 aUNu (ϕkU,H)]+ n.
(40)
where P1 = Q1 = [ω11 ,ω
1
2 ,ω
1
3 ], Nnoise is the noise matrix
and ck =
√
PGtGra(f, dk,0). Userk compares the received
energy in 9 intervals and determines the aligned pair with the
maximum power, i.e., n∗ = arg maxn[yUes1 (yUes1 )†](n). The
aligned pair is labeled by recording the beam choice of both
sides with p∗1 = dn∗/3e and q∗1 = n∗ − 3(p∗1 − 1). In step 2,
BS transmits the wide beam ω1p∗1 and userk uses the ternary-
tree search by codewords in stage s = 2, ..., S to obtain ϕkU,H .
Thus, the resulting signals in stage s can be written as
yUess =
√
PGtGrQ
H
s H
LoS
k ω
1
p∗1
+ n, (41)
where Qs=[ωs3q∗s−1−2,ω
s
3q∗s−1−1,ω
s
3q∗s−1
]. Meanwhile, we calcu-
late the parameters q∗s = 3q
∗
s−1+arg maxn[y
Ues
s (yUess )†](n)
to choose Qs+1 for the next stage. By recursively repeating
the above procedure, userk can find the desired narrow beam
in stage S and the angle ϕkU,H is estimated by the direction of
ωSq∗S
. In step 3, userk transmits the narrow beam ωSq∗S and BS
uses the ternary-tree search in the same way to obtain ϕkB,H
and the resulting signals in stage s = 2, ..., S can be written
as
yBess =
√
PGtGrP
H
s (H
LoS
k )
T
ωSq∗S + n, (42)
where Ps = [ωs3p∗s−1−2,ω
s
3p∗s−1−1,ω
s
3p∗s−1
] and we calculate the
parameters p∗s = 3p
∗
s−1 + arg maxn[y
Bes
s  (yBess )†](n) to
choose Ps+1 for the next stage. Likewise, the angle ϕkU,H is
estimated by the direction of ωSp∗S , and the path gain a(f, dk,0)
can be detected by the received energy via narrow-beam pair.
3) Phase 3 (see Fig. 11): In Phase 3, we aim to obtain
ϕk,mB,M and ϕ
k,m
U,N through three steps similar to Phase 2. With
the obtained ∆k,m in Phase 1, we successively turn on IRS
with reflecting mode Θmk = Θref(∆k,m) in Ni intervals. In
each interval, there exist two propagation paths from BS to
userk, i.e., BS-IRSlmk -userk path and BS-userk path. Note that
the BS-userk path has been estimated in Phase 2. Hence, we
assign the corresponding codewords (ωSp∗S and ω
S
q∗S
) to vectors
mp and mq , respectively. To estimate the AoA and AoD of the
Algorithm 1: Cooperative Beam Training Procedure for
userk in IRS-assisted THz MIMO Systems.
Input: Number of IRS Ni, number of narrow beams N ;
hierarchical codebook {ωsn}Ss=1, S = logN3 .
Phase 1:
for p = 1 : 3 do
BS uses precoder ω1p.
for q = 1 : 3 do
Userk uses combiner ω1q
for i = 1 : 2N − 1 do
All IRSs turn to Θref(−2 + 2iN ).
if userk detects a pulse with identity m. then
Output result: ∆k,m = −2 + 2iN .
Phase 2: Turn off all IRSs.
/∗ After 9 tests for alignment: ∗/
yUess =
√
Pvec(QHs HkPs + Nnoise).
n∗ = arg maxn[yUess  (yUess )†](n),
p∗1 = bn∗/3c and q∗1 = n∗ − 3(p∗1 − 1).
for stage s = 2 : S do
BS uses precoder ω1p∗1 .
for q = 3q∗s−1−2 : 3q∗s−1 do
Userk uses combiner ωsq .
yUess =
√
PQHs Hkω
1
p∗1
+ n.
q∗s = 3q
∗
s−1 + arg maxn[y
Ues
s  (yUess )†](n).
for stage s = 2 : S do
Userk uses precoder ωSq∗S .
for p = 3p∗s−1−2 : 3p∗s−1 do
BS uses combiner ωsp.
yBess =
√
PPHs H
T
kω
S
q∗S
+ n.
p∗s = 3p
∗
s−1 + arg maxn[y
Bes
s  (yBess )†](n).
mp=ω
S
p∗S
,mq=ω
S
q∗S
, calculate a(f, dk,0).
Phase 3:
for l = 1 : Ni do
Turn on IRSlmk and shut down other IRS.
/∗ After 9 tests for alignment: ∗/
Calculate (43).
n∗ = arg maxn[yUess  (yUess )†](n),
p∗1 = bn∗/3c and q∗1 = n∗ − 3(p∗1 − 1).
for stage s = 2 : S do
BS uses precoder ω1p∗1 .
for q = 3q∗s−1−2 : 3q∗s−1 do
Userk uses combiner ωsq .
Calculate (44).
q∗s = 3q
∗
s−1 + arg maxn[y
Ues
s  (yUess )†](n).
for stage s = 2 : S do
Userk uses precoder ωSq∗S .
for p = 3p∗s−1−2 : 3p∗s−1 do
BS uses combiner ωsp.
Calculate (45).
p∗s = 3p
∗
s−1 + arg maxn[y
Bes
s  (yBess )†](n).
Record the directions of ωSp∗S and ω
S
q∗S
Output result: Path angles and path gains.
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Fig. 11. Phase 3 of the cooperative beam training procedure.
reflecting paths, we can use the ternary-tree search with small
modification. Specifically, in each stage, the receiver removes
the signal from the BS-userk path when determining the best
beam. By this means, the effective received signals in step 1
are calculated as
yUes1 =
√
Pvec(QH1 HkP1+Nnoise)︸ ︷︷ ︸
received power
(43)
−
√
Pvec
(
GtGra(f, dk,0)Q
H
s mq(mp)
H
P1
)
︸ ︷︷ ︸
BS-userk signal
.
In step 2, the effective received signals are calculated as
yUess =
√
PQHs Hkω
1
p∗1
+ n (44)
−
√
PGtGra(f, dk,0)Q
H
s mq(mp)
H
ω1p∗1 .
In step 3, the effective received signals are calculated as
yBess =
√
PPHs H
T
kω
S
q∗S
+ n (45)
−
√
PGtGra(f, dk,0)P
H
s (mp)
†(mq)
T
ωSq∗S .
After Ni intervals, we find Ni narrow-beam pairs in the
reflecting paths. The angles ϕlB,M , ϕ
l,k
U,N and path gains can
be obtained by the corresponding narrow-beam pair.
The core process of the whole channel estimation procedure
for userk in IRS-assisted THz MIMO systems is summarized
in Algorithm 1. We should mention that for a basic three-
node communication model (see Fig. 3), the search time of
the exhaustive beam training is N2 +N4 tests, whereas that of
this proposed low-complexity training scheme is only 18N +
12 logN3 −3 tests. For example, when N = 27, the exhaustive
beam training needs 532170 tests, but the proposed scheme
only needs 519 tests, which is much more efficient.
V. DESIGNS OF IRSS AND HYBRID
PRECODER/COMBINERS
Given the beam training results, in this section, we aim
to design the IRS-PSs and hybrid precoder/combiners at the
BS/users to maximize the achievable rate of the considered
downlink IRS-assisted MIMO system.
A. Design of IRS-PSs and Analog Precoder/Combiners
We assume that all BS-user paths can be estimated (i.e., no
obstacles between BS and users) and N tRF = K(Ni + 1). Let
ϕˆk,mB,M , ϕˆ
k
B,H , ϕˆ
k
U,H , and ϕˆ
k,m
U,N denote the estimated quantized
angles for userk. Since the optimal IRS codewords and the
beam codewords in (1) and (5) have been directly obtained
via the beam training, the IRS-PS designs are given by
Θmk = Θref(∆k,m), k = 1, 2, ...,K, m = 1, 2, ..., Ni. (46)
The BS’s analog precoder and the users’ analog combiners are
given by
FRF =
[
aBNt
(
ϕˆ1B,H
)
,aBNt
(
ϕˆ1,1B,M
)
, ...,aBNt
(
ϕˆ1,NiB,M
)
,
aBNt
(
ϕˆ2B,H
)
,aBNt
(
ϕˆ2,1B,M
)
, ...,aBNt
(
ϕˆ2,NiB,M
)
,
..., (47)
aBNt
(
ϕˆKB,H
)
,aBNt
(
ϕˆK,1B,M
)
, ...,aBNt
(
ϕˆK,NiB,M
)]
,
and
WkRF =
[
aBNu
(
ϕˆkU,H
)
,aUNu
(
ϕˆk,1U,N
)
,aUNu
(
ϕˆk,2U,N
)
,
...,aUNu
(
ϕˆk,NiU,N
)]
, k = 1, 2, ...,K,
(48)
respectively. In the case that some paths cannot be estimated
by the proposed beam training (due to the LoS blockage or
idle users), we remove the corresponding ARVs in FRF and
WkRF and use fewer RF chains.
B. Design of Digital Precoder/Combiners
Next, we design the digital precoder/combiners. In par-
ticular, we first propose a DPA scheme for the single-user
scenario and then apply the BD approach [40] to the multi-
user scenario. First, a key lemma is introduced as below.
Lemma 2 ([15]): For a ULA system with azimuth AoA
or AoD drawn independently from a continuous distribu-
tion, the transmit and receive ARVs are orthogonal, i.e.,
a(φk)⊥span({a(φl)|∀l 6= k}), as the number of antenna
elements, Na, tends to infinity.
Lemma 2 indicates that for massive MIMO channels, prop-
agation paths with different AoD/AoA combinations possess
a property of approximate space orthogonal on account of the
large antenna number.
1) DPA: Considering that only userk is scheduled to be
served, the analog precoder FRF applies the corresponding
Dk ARVs and N tRF = N
u,k
RF = Dk. According to Lemma
2, it is easy to verify that the ARVs in FRF and WkRF
can be approximately viewed as the singular vectors of Hk,
which are equivalent to the SVD precoder/combiner design
for point-to-point MIMO channel. Based on this fact, the
BS digital precoder can be directly designed as a diagonal
power allocation matrix, with its diagonal elements denoting
the power allocated to the Dk spatial paths. Such a DPA can
be mathematically expressed as
FB=F
k
B=diag
(√
S1,
√
S2, ...,
√
SDk
)
, WkB=IDk , (49)
where {Si}Dki=1 are the power allocation factors. As such, the
spectral efficiency of userk is degraded as
Rk = log2det
[
IDk +
P
σ2n
WHk HkFkF
H
k H
H
k Wk
]
= log2det
[
IDk +
P
σ2n
(FkB)
Hdiag(aloss)F
k
B
]
, (50)
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where Fk = FRFFkB is the effective precoder component for
userk and aloss is the path gains vector. The remaining task is
to determine the power allocation factor over these paths for
maximizing the achievable rate, i.e,
max
Si
Dk∑
i=1
log2
[
1 +
P
σ2n
aloss(i)
2Si
]
s.t.
∑Dk
i=1
Si = 1, {Si}Dki=1 ≥ 0.
(51)
Problem (51) is a classic water-filling problem and the optimal
solution is given by
Si =
⌈
1
ln 2 · µ −
σ2n
Paloss(i)2
⌉+
, i = 1, 2, ..., Dk, (52)
where d·e+ = max{·, 0}. The parameter µ > 0 is determined
by the bisection search to satisfy the constraint
∑Dk
i=1 Si = 1.
2) BD: For the case that multiple users are served simul-
taneously, the achievable rate of userk is given by [39]
Rk = log2det
[
INu + PWkC
−1
k W
H
k HkFkF
H
k H
H
k
]
, (53)
where Ck = PWHk Hk
(∑
i 6=k FiF
H
i
)
HHk Wk+σ
2
nW
H
k Wk
is the covariance of the effective interference plus noise at
userk. In this case, a straightforward strategy is to extend the
DPA and directly allocate power over the all paths between the
BS and users. However, with this strategy, inter-user interfer-
ence cannot be completely eliminated since these spatial paths
are only approximately orthogonal due to the finite number of
antenna elements. With the increase in the transmit power, the
inter-user interference by DPA will greatly impair the sum-rate
of all users, as will be shown in Section VI.
To overcome the weakness of DPA at the high transmit
power regime, we propose to apply the BD [40] that utilizes
the digital domain of the BS to eliminate the inter-user
interference. First, the effective channel between BS’s digital
precoder and userk’s digital combiner can be written as an
Nu,kRF ×N tRF matrix with N tRF = Ns and Nu,kRF = Dk:
Heff,k = GtGr(W
k
RF )
H× (54){
WkRFdiag(aloss)[FRF (:, Ek−1 + 1 : Ek)]
H︸ ︷︷ ︸
estimated channel for userk
}
FRF ,
where Ek =
∑K
i=1Dk and FRF (:, Ek−1 +1 : Ek) represents
the columns of FRF from the (Ek−1 + 1)th column to the
Ekth column. Then, we formulate the zero-interference space
for each user (should lie in the null space of the effective
channel between the BS and the other users). For userk, we
concatenate the effective channels of other users as
Heff,k = [H
T
eff,1, ..., H
T
eff,k−1,H
T
eff,k+1, ...,H
T
eff,K]
T . (55)
By applying the SVD on the concatenated channels Heff,k,
which is an (Ns −Dk)×Ns matrix, we have
Heff,k = UkΣk
[
V
eff
k ,V
zero
k
]H
. (56)
Let Lk represent the rank of Heff,k with Lk ≤ Ns −Dk. As
such, the null-space orthogonal basis of Heff,k should consist
of the last (Ns −Lk) right singular vectors, i.e., Vzerok . Thus,
the projection of Heff,k into the null space of Heff,k can
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Fig. 12. Comparison of the misalignment rates between the proposed narrow
beams and the uniformly distributed narrow beams.
be written as Heff,kV
zero
k . Then, we apply the SVD on this
projected channel to maximize the achievable rate of userk
without causing inter-user interference, i.e.,
Heff,kV
zero
k =[U
eff
k ,U
zero
k ]
[
Σk 0
0 0
]
[Veffk ,V
zero
k ]
H ,
(57)
where Ueffk (resp. V
eff
k ) represents the first Dk left (resp. right)
singular vectors. Σk is a diagonal matrix that contains Dk
elements. Thus, such a BD design can be written as
FB =
[
V
zero
1 V
eff
1 ,V
zero
2 V
eff
2 , ...,V
zero
K V
eff
K
]
× diag(
√
S1,
√
S2, ...,
√
SNs), (58)
WkB=U
eff
k , k = 1, 2, ...,K, (59)
where the allocated powers (S1, ..., SNs ) at BS can be obtained
via the water-filling power allocation over all the diagonal
elements in {Σk}Kk=1 and given by
Si =
⌈
1
ln 2 · µ −
σ2n
PΣ2i
⌉+
, i = 1, 2, ..., Ns, (60)
where {Σi}Nsi=1 are the Ns diagonal elements of
diag(Σ1,Σ2, ...,ΣK) in order and µ ≥ 0 is determined by
the bisection search to satisfy the constraint
∑Ns
i=1 Si = 1.
VI. SIMULATION RESULTS
In this section, we provide the simulation results to illustrate
the performance of the proposed beam training scheme with
hierarchical codebooks and the proposed HB designs with IRS.
A. Performance of the Proposed Beam Training
In our proposed beam training scheme, the TD codebook
and PSD codebook share the same bottom-stage narrow beams
(see (25)) but differ in upper-stage wide beams. In this
subsection, we first evaluate the proposed narrow beams by
testing the misalignment rate by the exhaustive search, with
uniformly distributed narrow beams for comparison. Then,
we study the beam patterns of the proposed TD codebook
and PSD codebook and evaluate their performance by testing
the correct detection rate (which means the probability of
successful alignment in all stages), where the codebook in
[32] is presented as a benchmark. Unless otherwise specified,
we set the number of antenna elements as Na = 32 and the
number of narrow beams as N = 81.
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Fig. 13. Beam patterns of the proposed codebooks and that of the benchmark
codebook [32], where Na = 32 and N = 81.
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Fig. 14. HB patterns of the codewords in the second stage by using different
numbers of RF chains, where Na = 32 and N = 81.
Fig. 12 plots the misalignment rate versus SNR with dif-
ferent implementation parameters. As seen, with the increase
in SNR, the misalignment rate of our proposed narrow-beam
design gradually decreases to zero. In contrast, if the uniformly
distributed narrow beams are used for the exhaustive beam
training, misalignment occurs even at the high SNR regime.
Fig. 12 also shows that the minimum SNR that satisfies zero
misalignment rate is related to the implementation parameters.
It decreases with the antenna number Na and increases with
the narrow beam number N .
Fig. 13 illustrates the beam patterns of different code-
books. For beams generated by the benchmark codebook, we
observed that the beamwidth is identical for all beams on
each side of array, e.g., [−pi/2, pi/2], but the coverage-edge
energy of each beam is different. On the contrary, the beams
generated by the proposed codebooks have identical coverage-
edge energy but different beamwidth. Comparing TD to PSD,
we observe that the TD beams can better suppress the energy
in the unintended directions. Thus, while the PSD codebook
has the advantage of simultaneously testing multiple beams
(since the realization of each codeword only needs one RF
chain), the TD codebook is expected to show better anti-noise
performance.
It is worth mentioning that the HB with the benchmark
codebook and the TD codebook are obtained by solving (31).
To find the minimum number of RF chains needed to approach
the codebook patterns shown in Fig. 13, we test the HB
patterns by adding RF chains successively in the simulation,
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Fig. 16. The simulated IRS-assisted MIMO communication scenario.
and some of the test examples are demonstrated in Fig. 14. It
is observed that the HB requires 11 RF chains to be close to
the benchmark pattern in the second stage, whereas the HB
requires only 5 RF chains to be close to the TD patterns. This
reveals that the proposed TD codebook is cost-efficient for HB
realization.
Fig. 15 shows the correct detection rate by the proposed
ternary-tree search with different codebooks. It is observed
from Fig. 15 that when the SNR is 30 dB, the proposed
ternary-tree search with TD codebook and PSD codebook
can both achieve 100% correct detection, whereas the ternary-
tree search with benchmark codebook can only achieve 85%
correct detection. Comparing the performance by the TD
codebook and PSD codebook, we observed that by using TD
codebook, the minimum SNR needed to achieve 100% correct
detection is lower than that of PSD, which validates the better
anti-noise performance of the TD codebook
B. Performance of the IRS-assisted HB Schemes
In this subsection, we evaluate the performance of the
proposed HB schemes. As illustrated in Fig. 16, we consider
an indoor scenario where the BS is randomly located at (0, dB)
with dB ∈ [0, 4] and K = 3 users are randomly located
at (0, duk ∈ [4, 10]). The ith IRS is located at (4, 2 + i),
i = 1, 2, ..., 6. The antenna spacing for the BS and all users is
da = λ/2 and the reflection coefficient for each IRS is β = 1.
We assume the number of BS/user antennas and IRS elements
are all identical Nt=Ni=Nu , denoted as Na. The operating
frequency is set to 0.3 THz and the background noise power
at the receiver is σ2n = −80 dBm. Absorption coefficient is
τ(0.3T ) = 0.0033/m and antenna gains are considered as
Gt=Gr = 4 + 20 log10(
√
Na) [41]. All the results presented
were averaged over 10,000 random channel realizations. In
particular, we plot the following schemes for comparison.
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• FDB with optimal IRS-PSs: It applies the optimal IRS-
PSs and the FDB (SVD for single-user scenario, zero-
forcing precoding, for multi-user scenario).
• Proposed HB with DPA: It applies the proposed IRS-
assisted HB with DPA digital precoder (for both single-
user and multi-user scenario).
• Proposed HB with BD: It applies the proposed IRS-
assisted HB with BD digital precoder (only for multi-user
scenario).
• FDB with random IRS-PSs: We randomly set the IRS-
PSs and then apply FDB (SVD for single-user scenario,
zero-forcing precoding for multi-user scenario).
• FDB without IRS: In the scenario, we treat IRS as an
indoor wall whose the first-order ray attenuations are
between 5.8 dB and 19.3 dB compared to the LoS
[35]. Thus, we set Θ =
√
0.1INr (10 dB) and then
perform FDB (SVD for single-user scenario, zero-forcing
precoding for multi-user scenario).
1) Single-user Scenario: We first evaluate the IRS-assisted
HB with DPA in a single-user scenario, where all six IRSs
serve one user. Fig. 17 plots the spectral efficiency versus
the transmit power for different schemes with Na = 32 and
Na = 128. It is observed that the performance gains of the
IRS-assisted schemes are significant compared to the schemes
with random IRS PS and without IRS. This is expected as the
IRSs are able to provide aperture gains via their controllable
reflection. Moreover, as the number of antennas Na increases
from 32 to 128, the spectral efficiency achievable by the
proposed HB with DPA gets closer to the that achievable by
FDB with optimal IRS-PSs, which validates the applicability
of the proposed scheme in massive MIMO systems.
2) Multi-user Scenario: Next, we evaluate the IRS-assisted
HB schemes in the multi-user scenario, where each user is
served by two IRSs. Fig. 18 and Fig. 19 plot the sum-rate
versus transmit power at Na = 32 and Na = 128, respectively.
Fig. 18 shows that the performance of HB with DPA is
degraded at the high transmit power regime. This is because
the inter-user interference greatly compromises the sum rate.
Compared to Fig. 18, the performance of HB with BD in Fig.
19 is closer to that of the FDB with optimal IRS-PSs baseline.
This can be explained as follows. The increase in Na leads
to higher beam orthogonality which reduces the interference
in the analog domain, thus larger zero-interference space is
available to each user via the BD. Finally, it is observed that
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scenario, with Na = 128 and Ns = 6.
the HB with DPA outperforms the HB with BD when the
transmit power is 10 dB and Na = 32, which validates the
effectiveness of the former in the low transmit power regime.
3) Joint Beam Training and IRS-assisted HB: Last, as
shown in Fig. 20, we evaluate the performance of IRS-assisted
HB with DPA and BD with the estimated CSI obtained by
the proposed beam training with N narrow-beam candidates.
The gap to the performance with the perfect CSI is due to the
AoDs/AoAs quantization error. Obviously, with increasing the
accuracy ratio N/Na, the performance gap due to the quantiza-
tion error should decrease. It is observed that the performance
of the proposed joint beam training and HB designs is close
to that of the FDB implemented under perfect CSI, which
validates the effectiveness of the proposed schemes.
VII. CONCLUSION
We considered a low-complexity beam training and HB
design for THz multi-user massive MIMO system with IRS.
First, we established that there is no need to search the exact
path AoD/AoA at IRS but only need to search the angle
differences in the sine space. To further reduce the search com-
plexity, an efficient ternary-tree search is proposed for the BS
and users, and it is proved to be more efficient compared to the
binary-tree search. Further, we designed two novel codebooks,
viz., TD codebook and PSD codebook, for implementing the
ternary-tree search. In particular, the bottom-stage beams are
distributed with the same coverage-edge energy, which is
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shown to lead to lower misalignment probability compared
to the uniformly distributed beams. With the training results,
we then proposed two cost-efficient HB designs with DPA
and BD for maximizing the achievable rate. Numerical results
showed that incorporating IRS yields significant performance
improvement over the non-IRS-assisted counterparts and the
proposed joint beam training and HB scheme are comparable
to the FDB scheme implemented under perfect CSI. Thus,
with the implementation of the large-scale antenna array and
adequate quantization resolution, the proposed scheme would
be rather appealing in future THz massive MIMO network,
due to its close-to-optimal performance and low complexity
of hardware and signal processing.
APPENDIX A
PROOF OF PROPOSITION 1 AND COROLLARY 1
For narrow beam in direction ϕ, the normalized beam power
in (15) can be further expressed as
A (aNa(ϕ), ψ) =
∣∣∣∣∣ 1Na
Na∑
n=1
ejkda(n−1)[sin(ψ)−sin(ϕ)]
∣∣∣∣∣
=
∣∣∣∣∣∣ 1Na
ej
Nakdam
2
(
ej
Nakdam
2 − e−jNakdam2
)
ej
kdam
2
(
ej
kdam
2 − e−j kdam2
)
∣∣∣∣∣∣
=
∣∣∣∣ 1Na ej (Na−1)kdam2 sin[(Nakdam)/2]sin[(kdam)/2]
∣∣∣∣ ,
(61)
where m = sin(ψ)−sin(ϕ). Thus, for half-wavelength antenna
spacing, i.e., da = λ/2, the normalized beam power of
aNa(ϕi) is given by
A (aNa(ϕi), ψ) =
∣∣∣∣∣ sin[Napi2 (sin(ψ)− sin(ϕi))]Na sin[pi2 (sin(ψ)− sin(ϕi))]
∣∣∣∣∣ . (62)
Define a function T(x) = | sin(Napi2 x)/[Na sin(pi2x)]|. As
shown in Fig. 21, it can be observed that the beam power
is monotonically decreasing with the increase in |x| when
|x| ≤ 2/Na. Thus, the same ρ yields an identical |x| for all
beams, and for any beam i, we have
| sinϕi+1i − sinϕi| = | sinϕi − sinϕi−1i | = χ(ρ), (63)
where χ is a constant and satisfy the inverse function ρ =
T(χ). As N beams cover all directions with the same ρ, we
have 2N constant χ which uniformly divide the interval[−1, 1]
with χ = 1/N and the condition N ≥ Na implies χ < 1/Na.
Thus, ρ is monotonically increasing with the increase in N . In
Fig. 4, sinϕ1 , ..., sinϕN uniformly divides the interval [−1, 1]
and it is easy to obtain the beam direction by combining the
feasible domain of the arcsine function.
Before proving Corollary 1, we first provide a key lemma
which serves as the basis of the derivations that follows.
Lemma 3: Given two angle directions ϕ1 and ϕ2, we have
| sinϕ1 − sinϕ2| =
∣∣∣∣2 cos ϕ1 + ϕ22 sin ϕ1 − ϕ22
∣∣∣∣
≤ 2
∣∣∣∣sin ϕ1 − ϕ22
∣∣∣∣ (a)< |ϕ1 − ϕ2|, (64)
where (a) is due to | sinx| < |x| if |x| > 0.
For beams with the same beamwidth, the ith beam direction
and the coverage-edge direction in FR is given by
ϕi=
2i−1−N
2N
, ϕi−1i =
(2i−2−N)pi
2N
, ϕi+1i =
(2i−N)pi
2N
,
Then, by leveraging lemma 3, it follows that
ρ = min
{
T
(| sinϕi+1i − sinϕi|) ,T (| sinϕi − sinϕi−1i |)}
> T(
pi
2N
) = T(
∆ϕ
2
) =
sin[(∆ϕNapi)/4]
Na sin[(∆ϕpi)/4]
(65)
holds true for all beams2, which completes the proof.
APPENDIX B
PROOF OF PROPOSITION 4
According to (32), the active antenna number for each wide
beam is Nact = 3s for s = 1, 2, ...smax. Let ϕn and ϕen
denote the beam direction and coverage-edge direction of ωsn.
By setting ρ of each beam in stage s as in (34), we have∣∣∣∣∣ sin
[
Nactpi
2 |sinϕn − sinϕen|
]
Nact sin
[
pi
2 |sinϕn − sinϕen|
] ∣∣∣∣∣ (66)
=
∣∣∣∣∣ sin
[
Nactpi
2 (sinϕn − sinϕen)
]
Nact sin
[
pi
2 (sinϕn − sinϕen)
] ∣∣∣∣∣
= A(aNact (ϕn) , ϕ
e
n) = ρ(s) =
1
3s sin
(
pi
2·3s
)
=
sin
(
3spi
2
1
3s
)
3s sin
(
pi
2
1
3s
) = ∣∣∣∣∣ sin
(
Nactpi
2
1
3s
)
Nact sin
(
pi
2
1
3s
) ∣∣∣∣∣ ,
⇒ |sinϕn − sinϕen| =
1
3s
. (67)
2This is because T(x) is monotonically decreasing with |x| when |x| ≤
2/Na, and N ≥ Na leads to |∆ϕ/2| < 2/Na.
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By substituting (33) into (25), the beam direction is given by
ϕn =
{
arcsin
(
3−s(2n− 1)− 1) , ϕn ∈ FR
pi − arcsin (3−s(2n− 1)− 1) , otherwise . (68)
From (67), we obtain the coverage-edge direction as
ϕen =
{
arcsin
(
3−s(2n− 1± 1)−1) , ϕen ∈ FR
pi − arcsin (3−s(2n− 1± 1)−1) , otherwise .
(69)
Thus, the beam coverage of ωsn can be expressed as
CV(ωsn) ={ [
arcsin
(
3−s(2n−2)−1) , arcsin (3−s2n−1)] , ϕen ∈ FR
pi−[arcsin (3−s(2n−2)−1) , arcsin (3−s2n−1)] , otherwise .
(70)
It can be similarly proved that (70) still holds for s = smax +
1, ..., logN3 . As a result, it follows that
CV(ωsn) = CV(ωs+13n−2) ∪ CV(ωs+13n−1) ∪ CV(ωs+13n ), (71)
which completes the proof.
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