Introduction
Modern semiconductor lasers in the infrared wavelength regime are suitable for a variety of applications that especially include telecommunications (Murphy, 2010) . Emission wavelengths of 1300 nm enable more efficient optical telecommunications. For this, novel GaAs-based material systems, in particular type-II laser systems, are suggested (Zegrya & Andreev, 1995; Meyer et al., 1998) . In these systems, electrons and holes are spatially separated in different quantum wells (QWs). For wavelengths greater than 1200 nm, a design based on a 'W'-type quantum well heterostructure ('W'-QWH) was proposed (Berger et al., 2015) and successfully grown (Fuchs et al., 2017) . The active region of this design is Marburg, Germany. Tel +49 64212825713; fax +49 642128935; e-mail:
pirmin.kuekelhan@physik.uni-marburg.de a (GaIn)As/Ga(AsSb)/(GaIn)As-QWH. The origin of the name 'W'-QWH comes from the resemblance of the band structure to the letter 'W'. Based on this structure, a vertical-externalcavity surface-emitting laser at 1200 nm has also been realised (Möller et al., 2016) .
To achieve laser devices at higher emission wavelengths, an efficient interplay between the theoretical prediction of the optical properties, growth of the designed structure and both the optical and structural characterisation of the realised structure is necessary. The theoretical predictions are based on a fully microscopic theory. These 'W'-QWHs can be grown by metal organic vapour phase epitaxy (MOVPE). For the first optical characterisation, photoluminescence (PL) measurements are suitable. Structural characterisation can be carried out, for example, by X-ray diffraction (XRD) (Fuchs et al., 2017) or conventional transmission electron microscopy (TEM). Although with the first method a quantitative analysis on a larger scale is possible, some TEM techniques offer an atomic resolution of the structure. For a quantitative analysis at an atomic scale, atomically resolved high angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) is an appropriate method. This has been used in the present work for a quantitative characterisation of the grown 'W'-QWHs. In addition, the dominant Z-contrast of atomic resolution HAADF-STEM offers the possibility of quantifying the composition of a sample. Here, the intensity in the image is determined both by the atomic number of the present element (Pennycook & Jesson, 1991) and by the thickness of the sample (Watanabe et al., 2001) . Alongside atomic-scale composition determination (Van Aert et al., 2009; Rosenauer et al., 2011) , HAADF-STEM has also been successfully applied to the characterisation of interfaces (Han et al., 2017) . A good method for the quantitative interpretation of HAADF-STEM images is the comparison to image simulations (Jones, 2016) . Image simulation as a comparative tool is widespread and able to reproduce experimental results very precisely (LeBeau et al., 2008) . By comparing results obtained both experimentally and through simulations, a more in-depth analysis is possible. When using HAADF-STEM for the investigation of QWHs, it is necessary to consider strain relaxation of the thin TEM specimen for the interpretation of the resulting HAADF images. This can lead to a severe modification of the intensities in the image , thus resulting in a misinterpretation when determining composition. In this work, through the use of linear elastic theory (De Caro et al., 1995) and valence force field (VFF) relaxation (Keating, 1966) this strain relaxation is included in the image simulation. Hence, a comparison to image simulations can prevent a misinterpretation of the experimentally obtained intensities. Furthermore, for the quantitative evaluation procedure of the image intensities the concept of Voronoi-cells is applied to reduce the influence of strain relaxation on the image intensities (E et al., 2013) .
With this approach, it is possible to identify the different elements in the respective QWs and determine their spatial distribution. The concept of segregation coefficients of elements during growth by MOVPE, which has previously been used for similar material systems (Muraki et al., 1992; Volz et al., 2009) , enables a further quantitative characterisation of both the structure and the growth. Using this, it is possible to correlate the obtained structural properties with both the growth by MOVPE and the optical properties. This can then be combined with theoretical calculations of the optical properties in order to improve material systems for laser applications.
In this work, first the HAADF images of two 'W'-QWHs grown at different temperatures by MOVPE are presented and evaluated quantitatively. This gives rise to both an atomic depiction of the 'W'-QWH and a determination of parameters including both the aforementioned segregation coefficient and the material homogeneity. Finally, the atomic structure is correlated to the optical properties of the samples.
Materials and methods
The epitaxial growth of the 'W'-QWHs was carried out using an AIXTRON AIX 200 GFR (Gas Foil Rotation) (Aixtron SE, Herzogenrath, Germany) metal organic vapour phase epitaxy (MOVPE) reactor system. The growth process was carried out on exactly oriented, semi-insulating GaAs (001) substrates at a reactor pressure of 50 mbar. Triethylgallium (TEGa) and trimethylindium (TMIn) were used as group III precursors, whereas tertiarybutylarsine (TBAs) and triethylantimony (TESb) were used as group V precursors. Here, the reactor pressure is the sum of all partial pressures and the carrier gas, whereas the partial pressures of group III and group V precursor gases are smaller than 1 mbar. High-purity H 2 was used as the carrier gas and a TBAs-stabilised bake-out procedure was applied prior to the sample growth in order to remove the native oxide layer from the substrates. Growth temperatures of 525°C and 550°C were chosen in order to achieve a sufficiently high antimony concentration while preventing the incorporation of impurities into the materials. V/III ratios of 2.5 and 4 were chosen for the growth of Ga(AsSb) at 525°C and 550°C, respectively (Fuchs et al., 2017) . Thereby, the ratio of the partial pressures of In to group III elements was 0.75 at both growth temperatures, whereas the ratio of the partial pressures of Sb to group V elements was 0.39 at 525°C and 0.73 at 550°C.
Cross-sectional TEM samples in the [010]-direction were prepared by grinding and polishing with a Multiprep TM System (Allied High Tech Products, Inc., Rancho Dominguez, CA, United States) down to a thickness of around 20 µm. The final thinning and polishing was carried out with a precision ion polishing system (model 691 Gatan, Inc., Pleasanton, CA, United States) using Ar-ions. Acceleration voltages ranged from 4 to 1.2 kV and the inclination angle of the ion beam on the sample surface was set to 4°. This preparation procedure results in wedge-shaped samples. Plasma cleaning (model 1020 E. A. Fischione Instruments, Inc., Export, PA, United States) was performed prior to the STEM measurements.
To characterise the samples with HAADF-STEM, a double C S -corrected JEOL JEM2200FS (Jeol Ltd., Tokyo, Japan) with an acceleration voltage of 200 kV was used. A condenser aperture size of 40 µm resulted in an electron probe with a convergence semi-angle of α = 24 mrad. The nominal camera length was set to 4 cm yielding inner and outer detector angles of 84 and 174 mrad, respectively (JEOL EM-24590YPDFI dark-field image detector). The inner angle was determined by measuring the shadow of the detector on a CCD camera and the outer angle is limited by the geometry of the microscope. Each image is an average of ten images taken with a dwell time of 3 µs and aligned with help of the software Smart Align (Jones et al., 2015) . The images were then normalised to the impinging beam which was determined from a beam image (He & Li, 2014) on the CCD camera.
For simulating the expected STEM contrast of the 'W'-QWH, the software package STEMsalabim (Oelerich et al., 2017) , based on the multislice method (Kirkland, 2010) , was utilised. Thermal diffuse scattering is considered using the frozen phonon approximation (Loane et al., 1991) and different phonon configurations. For each configuration, atomic displacements representing thermal vibration were randomly chosen. To incorporate chromatic aberration, a defocus series (Kuramochi et al., 2009 ) was carried out with 7 defoci centred on f = −2 nm with a full width half maximum (FWHM) of 7.5 nm. The source size of the simulation was adopted to match that of the experiment using a Lorentzian convolution with σ = 0.048 nm. Further main parameters were also chosen corresponding to the experiment (cf. Table 1 ). In the simulated supercell, the respective amount of In and Sb was distributed randomly in the respective atomic columns of the QWs. These amounts of In (20.5%) and Sb (25.5%) were chosen as determined by XRD for the sample grown at 550°C. The QWs have a width of 6 nm ((GaIn)As) and 4 nm (Ga(AsSb)), respectively. To reconstruct a thin TEM sample, the supercell was relaxed by finite element calculation with linear elastic theory (De Caro et al., 1995) and valence force field relaxation (Keating, 1966) to account for the lattice mismatch and the strain of the materials. The finite element calculations were realised with COMSOL Multiphysics R (Comsol Multiphysics GmbH, Göttingen, Germany) suite employing the elasticity parameters given in (Vurgaftman et al., 2001) for binary materials, which have been extended for ternary materials using Vegard's law (Denton & Ashcroft, 1991) . The parameters used are given in the supplementary material.
The simulated super cell had a width of 10 unit cells, whereas in the growth direction the super cell is only simulated to the centre of the 'W'-QWH in order to reduce computation time. This is possible because the described ideal 'W'-QWH is symmetric when not considering possible experimental effects like segregation. Next, the simulated image was mirrored to get the intensity profile for the whole 'W'-QWH. The thickness of the sample was chosen in accordance to the experimental samples for which the thickness can be determined from a comparison of the intensities of binary regions. Hence, the simulated super cell had a size of 5.7 nm × 12.8 nm × 22.5 nm (width × length × thickness). Additionally, two unit cells were added at the edges in x-and y-direction to exclude edge artefacts.
Photoluminescence (PL) measurements were carried out at room temperature by nonresonantly exciting the samples using a frequency-doubled Nd:YAG laser at a photon wavelength of 532 nm. An excitation power of 100 mW was chosen. The spectral resolution was obtained by dispersing the PL signal using a grating monochromator and detecting the resulting signal with a liquid nitrogen-cooled germanium detector and a lock-in amplifier. The theoretical modelling of the luminescence signal of the 'W'-QWHs is carried out using the fully microscopic theory described by Berger et al. (2015) based on the k · p model and solving the semiconductor luminescence equations (SLE).
Results and discussion
Both simulated and experimental quantitative HAADF-STEM were used to investigate the atomic structure of the 'W'-QWH. In Figure 1 , the obtained images are shown along with a schematic of the 'W'-QWH (Fig. 1A) . The origin of the name 'W'-QWH comes from the resemblance of the band structure shown in the schematic to the letter 'W'.
A simulated STEM image of the ideal 'W'-QWH in the [010]-direction (Fig. 1B ) reveals the expected contrast and structure of the experimentally grown structures. In the [010]-direction, the sublattices of group III and group V elements can be easily separated, as indicated in the image (Fig. 1C) .
Due to Z-contrast, the differences in atomic numbers for different elements in addition to the different QW structures built using these elements can be distinguished. On the group V sublattice, the Sb has the highest atomic number (Z = 51) and so causes the highest intensity leading to the detection of the Ga(AsSb)-QW.
Meanwhile, In has the highest atomic number on the group III sublattice and so identifies the (GaIn)As-QWs. On both sides of the 'W'-QWH the GaAs-barriers are the darkest regions. This is also the case for the experimental STEM images obtained for the samples grown at both 550°C (Fig. 1C) and 525°C (Fig. 1D) , where the growth direction is from left to right. The sample grown at 550°C is mentioned first from now on because this is the original growth temperature for the 'W'-QWHs (cf. Fuchs et al., 2017) . In addition to the Zcontrast, intensity differences in the GaAs-barriers originate from a thickness gradient introduced during sample preparation. The thickness of the investigated samples was in the range of 20 nm.
The respective intensity profiles were extracted from the images as follows: for each atomic column position, the intensity was averaged with a Voronoi cell (Rosenauer et al., 2011; Jones et al., 2014; Nguyen et al., 2014) . The main reason for using this approach is that the strain relaxation of the crystal for a thin TEM sample has been found to have a significant influence on the intensity of atomic columns in HAADF-STEM images . The application of Voronoi cells decreases this influence because it is counter-balanced by averaging the intensity of an atomic column over its Voronoi cell and therefore attributing the de-channelled intensity back to the respective column (Rosenauer et al., 2011; E et al., 2013) .
Initially, the relaxation of the thin TEM specimen has only a small influence in the centre of the QWH, but this intensity modification effect increases closer to and at the interfaces of the QWs. Due to the long range of this effect, the intensity in the GaAs-barriers is also influenced. These effects must be taken into account when analysing the atomic structure of the 'W'-QWH.
In addition to using Voronoi cells, strain relaxation is also included in the STEM image simulation for the ideal 'W'-QWH. A comparison between simulation and experiment can be made to take into account the strain relaxation of the crystal.
Having determined the column intensities with Voronoi cells, a lattice plane is introduced for each layer of the respective sublattices in the growth direction (cf. Fig. 1D ). For these lattice planes, a mean intensity and standard deviation is obtained. This gives layer-resolved intensities of the separate sublattices in the growth direction, which allows for the intensity profiles of both group III and group V sublattices to be deduced (cf. Fig. 2 ). (A) . Additionally, the band structure with conduction (CB) and valence band (VB) is shown. The simulated STEM image (B) is obtained with all main parameters in accordance to the experimental images. Note that the image is mirrored in the centre of the 'W'-QWH. A STEM image of the sample grown at 550°C is shown in (C) together with a small inset illustrating the lattice separation into group III (blue) and group V (red). For the sample grown at 525°C, the STEM image is displayed in (D). Here, a small inset explains the separation into lattice planes. Due to the Z-contrast of the images, the different QWs are detectable.
The intensity profiles of group III and group V sublattices are shown for the simulated STEM image of the ideal 'W'-QWH, as well as for the two samples grown at temperatures of 550°C and 525°C (Fig. 2) . The thickness gradient of the experimental samples was corrected by applying a linear background to the intensity in the GaAs-regions for both sublattices independently. Additionally, the intensities were normalised to the intensities in the GaAs-regions, that is to the intensity of Ga for the group III sublattice and the intensity of As for the group V sublattice, respectively. These two steps allow for a better comparison between the different intensity profiles to be made. All profiles are centred on the midpoint of the Ga(AsSb)-QW.
Due to the Z-dependency (Krivanek et al., 2010) , the intensities are correlated to the composition of the considered layer. For the group III profile, the intensity in the GaAs-regions is linked to Ga (Z = 31). In the (GaIn)As-QWs the higher Fig. 2 . Intensity profiles deduced from the STEM images. To guide the eye, the intensity values, which are lattice plane resolved, are interpolated linearly. The intensity profiles are thickness corrected and normalised to the intensities of Ga for the group III lattice and As for the group V lattice. For the group III lattice (blue colours), the intensity is increased in the (GaIn)As-QWs due to the higher atomic number of the included In. Similarly, the group V lattice intensity (red colours) is increased in the Ga(AsSb)-QW because of the higher atomic number of Sb. Intensity profiles are shown for the simulated image (solid, dark lines) and the two experimental samples grown at 550°C (solid, light colours) and 525°C (dotted, light colours).
intensity is caused by the In with a higher atomic number (Z = 49) being present in addition to the Ga. Similarly, for the group V profile, the intensity in the GaAs-regions is connected to the As-content (Z = 33). The Sb-concentration (Z = 51) in the Ga(AsSb)-QW causes an increased intensity in the corresponding region.
In addition, the intensity is also influenced by cross scattering from elements on the other sublattice (Nellist & Pennycook, 2000) which will be discussed in more detail later on.
First, the intensity profile of the ideal 'W'-QWH obtained from the simulated STEM image is discussed. From this, the expected intensity profile of the ideal structure is known and deviations of the grown samples can be identified afterwards.
In a simple approach, for the simulated intensity profiles box-like shapes are expected. To some degree, the intensity profile (shown in Fig. 2 ) agrees with this expectation. Fluctuations within the QW-regions are caused by the random distribution of In and Sb in the crystal in those regions, which lead to statistical fluctuations of the intensity. These can be decreased by using a larger simulation area, because a larger field of view contains more atomic columns for which the composition is statistically varying around the preset values. Therefore, the composition per lattice plane (as seen in the profile) approaches the preset values. A larger field of view, however, increases the computational costs. Furthermore, the edges in the intensity profile are not totally abrupt as designed in the simulated super cell, but slightly graded, which is caused by the included strain relaxation and modelled source size. This also leads to an overlap of the increased group III intensity in the (GaIn)As-QW and the increased group V intensity in the Ga(AsSb)-QW.
A general comparison of the simulated and the experimental intensity profiles shows a qualitative agreement between them. In the following, the width of the QWs and the grading of the QW interfaces are discussed quantitatively for the simulated and experimental data.
In order to define the width of the respective QWs, the positions of the QW edges were determined. For this, a criterion to locate the QW edge was defined: the edge is located at that position, where the intensity has changed by 50% of the total intensity change at the edge. This criterion makes it possible to find the edge positions.
From the QW edge positions, the width of the single QWs can be easily determined. These values are shown in Table 2   Table 2 . Width of the different QWs for the simulation and experimental samples. The width is determined by applying a 50% criterion to the intensities.
Simulation 550°C 525°C
First In-QW 6.1 ± 0.1 nm 5.5 ± 0.1 nm 5.6 ± 0.1 nm Second In-QW 6.1 ± 0.1 nm 5.5 ± 0.2 nm 5.3 ± 0.1 nm Sb-QW 4.3 ± 0.1 nm 3.7 ± 0.1 nm 3.0 ± 0.1 nm for the simulated STEM image and both experimental samples. For the simulated image, the widths of the QWs are slightly higher than the preset ones, which is caused by the strain relaxation and beam broadening leading to a widening of the intensity profiles. Nonetheless, preset and measured widths are in good agreement. The widths of the (GaIn)As-QWs are similar for both experimental samples, but smaller than for the simulation. The widths of the QWs in the supercell were chosen according to the XRD results, which assume box-like composition profiles. This leads to the observed differences between experiment and simulation. These arguments can also be transferred to the Ga(AsSb)-QWs. For the two samples grown at 550°C and 525°C, the widths of the Ga(AsSb)-QWs are significantly different, with the Ga(AsSb)-QW being thinner for 525°C. Because the QW thicknesses have been calibrated by growing Ga(AsSb)/GaAs reference structures, this can be caused by the combination of different segregation behaviour at different temperatures (see below) and the growth on GaAs/(GaIn)As. In addition, the grading of the interfaces for the simulated and experimental intensity profiles is investigated. The interfaces of the 'W'-QWH in the simulated image are almost box shaped, whereas the experimental edges are more graded. Besides a physically graded interface of the QWs, an apparent graded edge in the intensity profile could also be caused by, for example, beam broadening or the relaxation of the crystal. Because all of these influences are also included in the simulation, these explanations can be excluded and the interfaces of the experimentally grown samples are indeed graded.
The grading of the interfaces is also analysed quantitatively for the experimental samples. For this, the Muraki model for segregation (Muraki et al., 1992 ) is applied to describe the expected segregation of In and Sb during the growth of the 'W'-QWHs. This segregation leads to the present saw toothlike segregation profile shape for the experimentally grown samples that is expected from the growth conditions used. There are more complex models than the Muraki model that could be used to describe the segregation (Godbey & Ancona, 1997 ) as the Muraki model was found to fail in some cases (Walther et al., 1997; Norris et al., 2014) . These more complex models will be applied in the future when the composition of the QWs can be determined more reliably to consider the effects of cross scattering, quaternary composition and relaxation on the intensity. By doing this, it should be possible to ensure that a change in the profile is not caused by one of these factors.
In the Muraki model, the concentration of the segregating element at the first interface of the QW (in the growth direction) is described by
Here, I n is the concentration in the nth monolayer, x 0 the nominal concentration and S the segregation coefficient characterising the fraction of the supplied element segregating to the next layer. Note, that to a first approximation this concentration is directly connected to the intensity profiles deduced as mentioned before if other influences on the intensity are not taken into account. Hence, the Muraki model is fitted to the intensity profiles even if the exact concentration of each layer is unknown.
The second interface of a QW is modelled by
Segregation leads to an incorporation of the respective element in the mth layer after the supply of this element is stopped. Examples of fits of the Muraki model to the intensity profiles for the sample grown at 525°C, are shown in Figure 3 . The group III and V intensity profiles are shown in Figures 3(A) and (B), respectively. In both the figures, the determined intensity values are marked by blue crosses and the obtained fits of the Muraki model to the different QWs are illustrated by red lines. The segregation and R 2 -parameters of these fits are shown as well. Additionally, the resulting segregation coefficients for both samples as well as the R 2 -parameters of the fits are given in Table 3 . Fig. 3 . Muraki model for segregation fitted to the group III (A) and group V (B) intensity profiles of sample grown at 525°C. The In-and Sb-QWs were fitted with the given segregation coefficients yielding the shown R 2 -parameters. Between the In-QWs, the intensity values are larger than zero mainly due to cross scattering (see above explanations). The Muraki model is further discussed in the main text. Looking at the first (GaIn)As-QW (in the growth direction), the segregation coefficient is higher for the sample grown at 550°C than for the sample grown at 525°C. This finding is in agreement with a higher In-segregation at higher temperatures that was found for (GaIn)As-QWs grown on GaAs before (Schowalter et al., 2006; Han et al., 2015) .
Looking at the second (GaIn)As-QW (in the growth direction), the segregation coefficients obtained from the fits are lower than that of the first (GaIn)As-QW. This could be related to the growth of this QW on GaAs/(GaIn)As/Ga(AsSb) instead of only GaAs, and so the growth is taking place on a strained layer. Additionally, the results indicate an unexpected behaviour: at the higher growth temperature (550°C), the fitted segregation coefficient is lower. Considering the related R 2 -parameters and accuracies of the fits, the resulting segregation coefficients could hint towards different growth behaviours than those known from the growth of (GaIn)As on GaAs. However, this should be investigated in more detail prior to being trusted. Here, for example, a larger field of view along the QW interfaces appears promising for improving the statistics.
Looking at the Ga(AsSb)-QW, a parallel argument to the second (GaIn)As-QW can be made. Again, the segregation coefficients are lower than for the first (GaIn)As-QW and lower at the higher temperature. Likewise, the accuracy and the R 2 -parameters indicate the need for further investigation that will be carried out in the same manner as mentioned before.
To conclude, the results obtained for the first (GaIn)As-QW grown on GaAs are in accordance with former results: Mehrtens et al. (2013) found a segregation coefficient of S = 0.85 for a sample grown by molecular beam epitaxy at 520°C by using STEM-HAADF. Piscopiello et al. (2005) investigated structures grown by MOVPE at 550°C by composition evaluation via the lattice fringe analysis method and determined a segregation coefficient of S = 0.65. Results presented by Schowalter et al. (2006) approve this value range, as well as segregation coefficients increasing with temperature. However, a direct comparison of results at the same temperature is difficult because the absolute calibration of growth temperature is problematic in general.
The results for the second (GaIn)As-and the Ga(AsSb)-QW are surprising and point towards a different behaviour for the growth on strained layers and in presence of a surface segregation layer. As such, they demand a more detailed investigation.
Another difference between the two experimental profiles is the intensity of the single-element lattice in the respective QW-region: the group III intensity in the Ga(AsSb)-QW and the group V intensity in the (GaIn)As-QW.
Generally, the group III intensity in the Ga(AsSb)-QW region is expected to be comparable to the group III intensity in the GaAs-barriers because there should be only Ga on the group III sublattice. However, this intensity can be increased in two ways: In-segregation in the Ga(AsSb)-QW or cross scattering due to the heavy atoms on the other sublattice being in close proximity, which is Sb in this case. For the increased group V intensity in the (GaIn)As-QWs, a parallel argument can be made. The increased intensities described above will be called 'cross-intensities' in the following discussion.
To find out the origin of the 'cross-intensities', the comparison to the simulated intensity profiles is a promising approach. Here, the QWs are ternary by design so that only cross scattering is present.
The simulation is compared to the intensity profile of the sample grown at 550°C which has the higher 'crossintensities' of the two experimental samples. This comparison gives a good agreement of the group III intensities in the Ga(AsSb)-QW and the group V intensities in the (GaIn)AsQWs. This supports the idea of 'cross-intensities' being mainly caused by cross scattering, even with some degree of segregation. From this, it can be deduced that the lower 'crossintensities' of the sample grown at 525°C are caused by less cross scattering rather than by less segregation. Because cross scattering is thickness dependent (Allen et al., 2003) , the smaller amount of cross scattering is caused by the smaller thickness of the sample grown at 525°C -the observed decrease was caused by a difference of less than 1 nm. This helps to explain the different 'cross-intensities' of the two samples.
Having determined the respective regions of the different QWs in the intensity profiles, one can also analyse the material homogeneity of the single QWs. This is correlated to the material quality and therefore influences the properties of the final device.
The homogeneity of the QWs is determined separately for each sublattice and QW-or GaAs-region: the standard deviation of the intensity (SDI) of the included lattice planes is averaged. The values for the two GaAs-regions are averaged. Because in these regions there is only Ga on the group III lattice and only As on the group V lattice, the SDI should be zero for both sublattices. As this is not the case, the resulting SDI is caused by experimental noise such as from the detector. The total SDI is assumed to take the following form:
Here, I is the measured SDI of each QW, noise is the contribution from experimental noise and composition is the homogeneity of the QWs correlated to the material quality. Associating the mean SDI for Ga and As with noise , one can determine the homogeneity of the QWs for both sublattices. Additionally, composition is divided by the mean intensity of each QW-region for normalisation purposes. The uncertainties given for the QW results are due to the standard deviation of the SDI values for the lattice planes involved. The resulting composition values for both the two sublattices and samples are shown in Table 4 . Considering the statistical uncertainty, these values do not appear to differ between both samples and sublattices. Therefore, the homogeneity of the QWs is the same for both samples grown at different temperatures. Looking at the actual values, a composition value of below 2% is also quite small compared to other material systems (Wegele et al., 2016) .
The homogeneity of the QWs can be further supported by evaluating the standard deviations of the column composition and the column intensity for the simulated super cell. In the (GaIn)As-QW, a standard deviation for the group III intensities (the In-containing columns) is determined to be 0.018, whereas the standard deviation of the composition is 0.321. This is the expected order of magnitude for a Poisson distribution of In on the atomic columns proving that the grown In-QWs are as homogenous as possible by assuming a statistical distribution of In.
In the Ga(AsSb)-QW, the determined values give a standard deviation of 0.020 for the group V intensities (the Sbcontaining columns) and a compositional standard deviation of 0.284. As such, the same argument can be made as for the (GaIn)As-QWs showing the homogeneity of the grown Ga(AsSb)-QWs.
Because the investigated 'W'-QWHs are of actual use for laser devices, the determined structures are correlated to the measured optical properties. Therefore, as a first Fig. 4 . Experimental and calculated PL of both samples. The experimental PL (A) was measured using the given parameters. For the calculated PL (B), the SLE are solved for approximated composition profiles deduced from the intensity profiles of the STEM images. Both PL spectra are shown on arbitrary intensity scales. Further discussion is taking place in the main text. approximation composition profiles are deduced from the shown intensity profiles of both samples. The resulting PL of 'W'-QWHs featuring these compositions is calculated by solving the SLE (Berger et al., 2015) . This calculated PL is then compared to the experimentally measured PL of both samples.
The evaluation of the composition profiles is carried out in the following way: in the GaAs-regions, there is no In or Sb incorporated. So, the corresponding intensity is set to be the reference level of zero for both compositions. The averaged intensity in the QW-regions is correlated to the respective In-and Sb-concentration as determined by XRD measurements for the sample grown at 550°C (In-content: 20.5%, Sb-content: 25.5%). By these two reference values, the compositions are linearly assigned to the intensities in the respective QW-regions. To match the resolution of the theoretical calculations, these composition profiles are averaged with 1 nm bins. For these structural compositions, the SLE is solved.
In Figure 4 (A) the PL measured experimentally for the two samples grown at different temperatures is shown. For visual purposes the PL spectra were smoothed over a span of five data points, as in this wavelength range the water vapour in the laboratory air leads to sharp absorption structures in the experimental PL spectra. Although the peak position of the PL for both samples is only slightly different, the peak intensity is higher by a factor of 2 for the sample grown at 525°C.
The calculated PL that is based on the composition profiles deduced from the STEM images is shown in Figure 4(B) . Here, the PL intensity of the sample grown at 525°C is higher than the one of the sample grown at 550°C by a factor of 1.4. Because this result is based on composition profiles determined from the STEM intensity profiles in combination with XRD measurements in a rather simplistic manner, the qualitative trend is reasonable. Current work is aiming to get more precise results based on a quantitative intensity comparison to STEM simulations in addition to taking into account the influence of strain relaxation on these intensities.
In addition to the difference in intensities, the different energies compared to the experiment are notable. For similar 'W'-QWH with Sb-concentrations of around 20% in the central Ga(AsSb) layer, we have observed a deviation in emission energies of 20 meV between experiment and theory (Berger et al., 2015) . This is in very good agreement keeping in mind that: (i) a change in absolute chemical concentrations by 1% would already lead to a change in emission wavelength of 15 meV and (ii) that the hetero-offsets in these QWH systems are only determined with a precision of about 50 meV. Increasing the Sb-content to 25% in this study results in an increase in the deviation between experiment and theory to 50 meV. This observation points to a compositional dependence of the hetero-offset ratio between the respective conduction and valence band states of (GaIn)As and Ga(AsSb).
Additional theoretical modelling studies are underway to clarify this hetero-offset behaviour in detail and, thus, to further improve the agreement in emission energy between experiment and theory.
Conclusion
In this work, investigations into the atomic structure of (GaIn)As/Ga(AsSb)/(GaIn)As-QWHs by STEM were presented. By evaluating the intensities of each sublattice in the IIIV semiconductor crystal, a determination of the respective QW-regions was possible. The samples grown at 550°C and 525°C have different segregation coefficients of In and Sb, respectively. In both samples, the segregation coefficient of In is different for the two (GaIn)As-QWs grown on GaAs and Ga(AsSb). However, the material homogeneity of both samples is the same. A comparison to a simulated STEM image of the 'W'-QWH proved helpful when evaluating the experimental data and has shown great promise for use in precise quantitative determination of the atomic structure in future investigations. Finally, the calculated PL spectra obtained from first approximations of the experimental composition profiles are in reasonable agreement with the measured PL of both samples.
