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Abstract
We illustrate self-assembly with several systems which aim to harness the pro-
cess of assembly to create new functional structures. The concept of kinetic
trapping preventing assembly and the importance of reversibility, breaking as
well as making bonds, for avoiding such traps are introduced. We aim to identify
how reversible systems are, with the aim of affecting the prediction, control and
design of new systems.
In four systems a lattice gas model, and three models based upon patchy par-
ticle schemes, a yield is defined and used to identify optimal assembly at a given
time. Three measurements relevant to reversibility are described, applied, and
compared with the results of similar studies. The first simply counts the bonding
and un-bonding events, or kinks, over the whole assembly process and compares
the total number of events with the net bonding events. We measure values of
100− 1000kinks per bond in crystal systems, and 60− 200 for closed structures.
In analogy with a toy model the values can be related to a ‘forgivingness’, a ratio
of bad bonding sites, to good ones.
We then turn to measurements at early times which allow for the prediction
of when assembly will occur. These include rate measurements of kinks which
provide an instant measure of reversibility and comparison of correlation and
response functions with the equilibrium fluctuation dissipation theory. These
methods examine the dynamics of the assembly process while our third approach
examines the structures during assembly. We examine how each of the mea-
surements provide information about the assembly process and how it relates to
the particles, their interactions and the final structure. The possibility of using
the methods in combination is shown to be relevant to the prediction of assembly
and how they might be used to implement design and control schemes to improve
assembly.
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Chapter 1
What is self-assembly?
Self-assembly is the spontaneous evolution of an initially disordered system of
particles into an ordered equilibrium structure[33]. Structures can be extended,
such as novel crystals[18, 30, 49, 62], or closed as with viral capsids[23]. Crystals
may contain typically NA ≈ 6×1023 atoms or molecules, while at the other end of
the scale examples from biological systems may contain just tens of proteins[58].
In addition to the variety in numbers of particles, their size may vary from single
atoms to micron-sized colloids[25].
Experimental work exploiting the properties of biological systems, particu-
larly DNA[40, 65], has driven a growing interest in self-assembly. A contributing
factor is that despite the magnificent efforts of silicon, our ability to manipu-
late it physically and electronically is (or at least may be) reaching its limits[41].
Even the traditional approach of top-down design and manufacture is recog-
nised as being open to reappraisal and particularly keen on new possibilities are
those who see self-assembly as the basis for a ready made alternative to current
technologies[30, 65].
The potential scale and functionality of artificial self-assembled structures
appears endless. If you want a ‘conventional’ transistor[39], an optoelectronic
device [68], a laser[73] or even a quantum computer[7], self-assembly may be the
answer. It all seems too good to be true: design a basic unit(s) that will assemble
into your desired device and watch it make itself. And presumably it will ...
Unfortunately it doesn’t and there has been much interest in understanding
the processes involved in assembly[76, 36, 74, 59]. The problem is that an as-
sembling system changes from a disordered state away from equilibrium to an
ordered one which is at equilibrium. In spite of over 100 years of research, there
is no general theoretic approach to non-equilibrium systems[20]. Thermodynam-
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Figure 1-1: Electron micrograph of the CCMV capsid[23]. Individual proteins form
pentagons and hexagons which assemble into the final ‘football’ structure.
ics can tell us the equilibrium properties of a system at different state points,
but not how long it will take to relax into its new structure if we change its
condition abruptly, for example quenching a fluid to a solid. We know that if we
waited forever our system would achieve the intended structure, but that’s not
particularly spontaneous, or useful from a manufacturing perspective. The focus
of the present work is identifying and relating general features in the dynamics
of self-assembly, in order to aid the design and control of systems and predict
their behaviour. Before introducing the prominent themes of the present work,
it is useful to illustrate the difficulties of producing a self-assembling system by
considering some experimental systems and their potential applications. First we
examine a standard model of assembly, the viral capsid in detail.
1.1 Self-assembling systems
1.1.1 Viral capsids: A paradigm for self-assembly
A virus consists of two principal parts: the viral genome, containing the ge-
netic material of the virus, and the capsid, a shell which allows the virus to
move between and within hosts[1]. The capsid is an assembly of, often iden-
tical, ‘coat proteins’ in a shell which encloses the genome. In the case of the
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cowpea chlorotic mottle virus (CCMV) 180 proteins assemble into a 28nm diam-
eter football like structure in two stages: first individual proteins assemble into
pentagonal and hexagonal capsomers; in the second stage twelve pentagons and
twenty of the hexagons become the faces of the capsid[23]. Figure 1-1 shows an
electron micrograph[23] of the CCMV capsid in which the individual proteins and
capsomers are readily identified.
The proteins are coded by the genome[1] and when produced by the host cell
they fold into a particular shape, the conformation, due to interactions between
hydrophobic and hydrophilic groups along the protein and the solvent[1]. Once
folded, the proteins interact with each other and the solvent through the groups
that are left exposed on the surface of the conformation. Studies have shown that
the proteins continue to assemble in vitro[23], in the absence of the viral genome,
indicating that the capsid structure is the thermodynamic equilibrium state for
the system[23].
Although each virus has a different coat protein, the icosahedral symmetry of
the CCMV is common to many viruses. Others, for example the tobacco mosaic
viral capsid, have a helical structure composed of rod like proteins[1]; while the
capsid of the foot and mouth virus is composed of three different proteins[13].
Aside from the variety of structures, what is most astonishing about viral capsids
is the quantity of high fidelity product: tens or hundreds of millions can be
produced in a single infected cell, all identical[1].
The potential uses of artificial capsids are wide ranging involving varying
degrees of variation from the naturally occurring examples. The most subtle of
changes has already been mentioned, to assemble the capsid without enclosing
the viral genome. When viruses enter a host it is the external surface of the capsid
that the body ‘sees’; this is what antibodies recognise and react to in order to
attack the virus before it is able to infect a cell. If you can produce capsids empty
of infectious disease then you have an ideal vaccine, identical to the original but
non-infective[10].
Another proposed use of designer capsids is for drug delivery[10]. Chemother-
apy is often a component in the treatment of cancers using drugs that target
dividing cells, but unfortunately they attack all cells indiscriminately, including
those that are not cancerous. Encapsulating the drug in an artificial capsid would
offer significant benefits: the drug is chemically isolated until the capsid is bro-
ken down; the assembling protein can be designed to have surface groups that
are naturally delivered to specific locations in the body; the capsid can be bro-
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Figure 1-2: Schematic illustration of surfactants forming bilayers and micelles (the
latter may be spherical or cylindrical). Polar, hydrophilic, ‘heads’ readily dissolve in
aqueous solution, while the hydrophobic tails group together.
ken apart using laser or ultrasound further confining the treatment to the target
location. In combination these features could improve treatments by allowing
a larger specific dose to the cancer while reducing the total dose and greatly
reducing side-effects.
Viral capsids offer a hint of what might be achievable if we can develop an
experimental and theoretical understanding of the structures that may be assem-
bled. If the proteins that form capsids can be modified without affecting their
assembly, while making the resulting structures electronically or optically active
then capsids may be a route to a new generation of devices. An additional ben-
efit of self-assembly is that it may be possible to modify capsids so that they
assemble into 3-dimensional systems which would offer a significant improvement
over existing manufacturing techniques which are currently restricted to 2D. Al-
though ideas for altering or designing new capsids are still in their infancy there
have been many successful attempts to create viable and potential products from
assembled structures some of which we consider next.
1.1.2 From nano-fabrication to crystallisation
Although held up as a paradigm for self-assembly capsids are far from being the
only system whose natural behaviour we would like to harness, or indeed have.
We briefly discuss some of the systems where our findings might be put to use.
Historically surfactants were the first self-assembling systems to be harnessed to
man’s ends, as soaps[12]. In water, the hydrophilic ‘heads’ and hydrophobic ‘tails’
of surfactants can lead to the formation of structures including bilayer sheets and
micelles[79] illustrated in Fig. 1-2. Besides a 5000 year history as soap however,
surfactants are involved in many vital biological functions, such as the absorption
of complicated fats, vitamins and as cell membranes[1] .
More recently DNA based subunits have been used to grow a variety of
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structures[65] by harnessing DNA hybridisation that couples single DNA strands
into the famous double helix. Either alone or in combination with existing tech-
nologies several remarkable experimental systems have been developed. With
advanced bio-engineering of molecules the electronic properties of the resultant
structures can be altered[40] by modifying the groups on the DNA to form de-
sired structures and encapsulate optically or electronically active components.
DNA is seen as one of the leading candidates upon which to base bottom-up
nano-fabrication.
Chaperonins are an assembly of a small number of proteins, that are be-
lieved to play in a role in the folding other other proteins[1]. One class found
in extremophiles, heat shock protein of the Archaea, has been found to have in-
teresting assembling properties separate from any biological function. As with
capsids, proteins assemble into chaperonins, composed of two rings of nine units,
in a roughly spherical form and some groups again remain exposed and able
to interact with other chaperonins. By making small modifications to the base
protein, the chaperonins they form may assemble into 2D crystal sheets or 1D
filaments[58].
The problems of nucleation and growth of high quality crystals plays an
important role in modern technologies from computers to medical science and
climatology. For computing applications large high quality crystals are grown
using empirically developed techniques. The individual wafers that are used to
manufacture chips are cut from this. In medical science the crystallisation of
proteins plays a vital role in the process of determining the protein structure via
diffraction studies[17]. Climatology currently receives a great deal of attention,
however a full understanding of clouds, in particular the role of nucleation in
cloud formation in the atmosphere is absent[69]. Until it is better understood
the inclusion of the effect of clouds in climate models will be guesstimated at
best.
1.1.3 Novel Experimental Systems
Since the present work will focus on simulations of simple models it is interest-
ing to link with experimental systems by considering colloidal systems. Novel
approaches to self-assembling systems have sought to create an interaction from
scratch rather than piggybacking on DNA or other biological systems. Two exam-
ples that are currently receiving a great deal of attention are the family of Janus
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particles and lock and key colloids. Having sizes on the order of µm, colloids
are an ideal model system for studying self-assembly and other non-equilibrium
processes: colloids are small enough that they undergo Brownian motion in sus-
pension but big enough to be imaged with light. Furthermore advances in the
manufacture of colloids and the level of control over their size and shape have
led to some very interesting results. The particularly attractive aspect of colloids
is that they stand as it were between simulation and experiment, realising the
modellers ideal of simple shapes and interactions.
Lock and key colloids require deforming a large sphere so that it has a hollow
‘lock’ particle into which a smaller ‘key’ snugly fits[67]. If the two particles are
put into suspension with some polymer particles typically an order of magnitude
smaller then the locks and keys come together to form a dimer. The interaction
is due to the depletion effect[48]: the smaller polymers are unable to approach
within their radius of the locks and keys, leading to an excluded volume. By
forming a dimer some of the excluded volume of the lock and key overlaps mak-
ing the additional volume available to the polymer. This results in an effective
interaction between lock and key stabilising the dimer state, becoming stronger
as the density of the polymer is increased.
The depletion effect is interesting as it is a purely geometric, entropic interac-
tion not requiring the tailoring of particle surfaces[37]. This means that once you
have the ability to readily manufacture mono-disperse spheres the only challenge
is to distress the surface of the locks. The remarkable techniques of colloidal sci-
entists have been successful in growing locks with sufficient reproducibility and
precision to achieve lock and key assemblies. One of the particularly interesting
aspects of the lock and key system is that the product is flexible. If nano- and
micro-machines are to be realised then the lock and key joint could become an
important feature of devices.
Janus particles are named after the two-faced, Roman god of transitions.
Janus particles were designed to act as solid surfactant-like particles having one-
half hydrophobic and one half hydrophilic[14]. Originally produced to investigate
their properties at liquid-liquid interfaces, they have since been found to exhibit
interesting self-assembling properties. The development of manufacturing tech-
niques has also led to the tri-block Janus or ternary particle[56] which has different
interactions at the poles and the equator. These have shown two stage assembly,
first clustering in small groups before crystallising into standard HCP or FCC
structures. Recent simulation work has shown how a slight modification in the
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design of the particles can allow selection between the two structures[64]. This
is significant since normally they have similar free energies at equilibrium and
have similarly likely probabilities of formation in assembly/crystallisation pro-
cesses. This is of particular interest in optics since although the two polymorphs
have similar free energies and so are similarly likely to form, FCC and associated
structures have preferable optical characteristics[64].
1.1.4 Beyond Self-assembly
Self-assembly is one of many open problems in non-equilibrium physics, but can
its elucidation inform other areas? Perhaps its closest relation is self-organisation,
another process of which many examples are found in biological systems. Whereas
self-assembly involves the evolution to an ordered equilibrium state, self-organisation
describes systems where ordering occurs as a result of a perturbation which
maintains the system in a non-equilibrium steady state (NESS)[33]. The per-
turbation may be anything which involves a flow of energy through the system.
Self-organisation has a breadth applicability potentially greater even than self-
assembly.
Self-organised behaviour has been identified in systems as varied as life and
sand piles and from lasers to earthquakes[6]. One of the measurements studied
here has previously received attention in relation to NESSs and ideas of the two
approaches are closely related, with both leading to ordering of the system as it
changes. It is likely that if the results here are not able to directly benefit the
study of self-organisation then the advances in both areas will help direct future
studies and approaches to non-equilibrium processes in general.
A further process of vital importance in biological systems is the folding of
proteins. As has been mentioned in relation to viral capsids, proteins are initially
formed in a disordered state by the machinery of the host cell and quickly fold
into a particular conformation depending upon the cellular environment. Folding
commences while the protein is still being produced[1] and typically completes on
timescales of µs to ms[47]. The single stable conformation is dependent upon the
environment of the protein and often alters in order to interact with other proteins
and biomolecules. The folding pathways are vital to life and failures resulting in
denaturing of proteins can result in illnesses including eyesight loss[21] and are
believed to play a crucial role in some neurological disorders[71].
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1.2 The dynamics of self-assembly: Towards a
general theoretic approach
The majority of theoretic and simulation work on self-assembly has focussed
on particles and the structures they form. A number of papers have inves-
tigated the process of assembly initially qualitatively and more recently sev-
eral have considered the dynamics and structures observed during the assembly
process[36, 43, 28, 27, 32, 59, 77, 78]. This aim of this work is to contribute to
the understanding of self-assembling systems aiding their design, their prediction,
and how obstacles to assembly may be avoided or overcome.
The criterion that the system evolves to an equilibrium state is a essential
feature of self-assembly. It means that in principle the tools of thermodynamics
and statistical mechanics can be used to identify the favoured structure at differ-
ent state points. Unfortunately despite 100 years of study into non-equilibrium
systems, no general approaches exist which can tell us how long a particular
system will take to relax to its equilibrium state[20]. An intriguing feature of
self-assembly is that in principle we can use thermodynamics, either analytically
or through numerical studies, to identify the final state of a system, but not how
it gets there. Conversely the physical system appears to know how to get ‘there’,
but not where it’s going.
In particular the effects of kinetic trapping cannot be taken into account
with standard equilibrium treatments. Kinetic trapping occurs when ‘imperfect’
bonds form, which are not present in the final structure and are unable to relax
on experimental timescales. This can occur as the temperature T/b is lowered
increasing the activation time exp(−b/T ) associated with breaking bonds. In
the limit of T/b → 0, bonds never break and any defects that form will be unable
to anneal.
For the present purpose, the yield of a system is defined as the proportion of
particles in the assembled state, having all bonds formed in the correct orienta-
tion. In the case of simple crystallisation where a single crystal state condenses
from a fluid then thermodynamics will say that highest equilibrium yield will be
achieved at the lowest temperature. The consideration of kinetic trapping shows
that this is not the case in evolving systems however and instead we observe an
non-monotonic yield with optimal assembly occurring at a temperature, T ∗, at
the kinetic crossover where trapping is not yet significant but the equilibrium
product has a good yield.
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Figure 1-3: a) Target structure for viral capsid model and b) examples of malformed
structures at low temperature. c) Yield plot for viral capsid simulations showing non-
monotonic yield in temperature.[36]
For illustration we present plots showing the non-monotonic yield of some
model systems. Fig.1-3c) reproduced from Jack et al [36] demonstrates the key
features of yield plots in self-assembling systems. This is one of a number of model
viral capsid formers where the equilibrium state at low temperature is a stable
closed structure[31] (we discuss more of the detail of the model in the following
chapter). At high temperature the particles exist as a gas since thermal processes
break up clusters. As the temperature is reduced the system forms closed units
shown in Fig.1-3a)[36] . The yield, at a fixed simulation time and temperature,
measures the proportion of particles that are in complete capsids.
At low temperature as in Fig.1-3b) we observe malformed capsids where closed
structures have formed but contain defects. At intermediate temperatures defects
are able to relax and the majority of particles form into complete capsid struc-
tures. Once a closed structure has formed several bonds have to be broken in
order to remove one particle making a very stable configuration and preventing
full assembly in the kinetically trapped examples.
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Figure 1-4: Yield plot for sticky spheres showing configurational snapshots of the
system at different state points.[43]
A second example is provided by sticky spheres, shown in Fig. 1-4 repro-
duced from Klotsa et al [43] (again the model is discussed in more detail in the
following section). This is a simple model of a crystal former and here the yield
is a measure of the crystallinity, with only particles within particular local struc-
tures contributing. The behaviour of the yield is however consistent with that of
the capsid model in spite of the great differences between the particles and final
structures. At high temperature no large crystals form and the crystallinity re-
mains zero. At low temperature long-lived fractal like structures form, preventing
assembly and leading to a low yield. At intermediate temperatures the system is
able to proceed quickly towards its equilibrium state.
1.2.1 (Ir)reversibility
Reversible processes are defined as those which can be ‘exactly retraced by in-
finitesimal changes in control parameters’[15]. As a result a system undergoing
reversible change has to do so slowly so that it remains at equilibrium throughout
the process. Conversely irreversible changes abound in real systems where theo-
retical conditions of infinitesimal and arbitrarily slow change are just theoretical.
By definition optimal assembly occurs when the system has assembled the
quickest, this means that its behaviour is irreversible, starting in a non-equilibrium
state, and ending in an equilibrium one. It is then perhaps surprising and para-
doxical that the importance of kinetic trapping preventing assembly at low tem-
peratures has led to the recognition of the role played by reversibility in self-
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assembling systems[76]. This qualitative statement about the dynamics of self-
assembly is very persuasive: in order to assemble, bonds that aren’t present in
the final structure must break or anneal before the system reaches equilibrium.
In order that this happens Whitesides argues that the local environment must be
explored reversibly to avoid kinetic trapping.
The matter of reversibility is far from trivial however. Although on the
microscopic length and timescales the system must appear reversible, on macro-
scopic, experimental, scales the irreversibility must come to dominate behaviour.
Measuring the microscopic reversibility, the timescales over which this relaxes
to irreversible behaviour, and how these measurements relate to the assembling
particles and structures formed is the focus of this thesis. Quantifying the role of
reversibility in different classes of assembling systems and gaining an understand-
ing of the processes involved can only aid the design and control of assembly.
The two yield plots reproduced in the previous section are taken from papers
which examined the measurement of reversibility through comparison of corre-
lation and response functions[36, 43]. These can reveal interesting information
about the reversibility of a system’s dynamics by comparing the measurements
with the Fluctuation Dissipation Theory (FDT) which describes their behaviour
at equilibrium. The aims of this work were to identify whether measurements at
early times in assembly processes could reveal the long term behaviour. Part of
the findings of this work are that FDT measurements demonstrate Whitesides’
idea of the importance of reversibility in self-assembly. Furthermore they can
reveal information on different timescales that systems should appear reversible
on short timescales and irreversible over long trajectories.
The work of Wilber et al [77, 78] is of interest on several counts. In the
first instance they describe a systematic approach to producing closed structures
based upon spherical particles designed to assemble into a Platonic solid. In
the target structure particles are located at the vertices of the chosen solid and
interact via patches positioned where particles touch. In doing so they describe
a system which at high temperature exists as a gas of separate particles while at
low temperature particles assemble into the chosen solid which then exist as a
‘cluster gas’.
An important finding in their work is the role of stabilising intermediary struc-
tures in assembly pathways. Of the five solids, three, the tetrahedra, octahedra
and icosahedra have triangular faces, while for the cube and dodecahedra the
faces are square and pentagonal respectively. This is found to have an strong ef-
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fect on the time dependency of yield: triangle faces require only three particles to
come together and form a stable structure. In contrast for square faces four par-
ticles have to come together correctly to four a stable intermediary when making
cubes (increasing to five for the dodecahedra). While the squares and pentagons
require more particles to arrive at the stabilising structure they also allow more
opportunity for forming kinetically trapped clusters which further suppress yield.
Although the idea of reversibility in terms of making and breaking bonds sug-
gests that the dynamics of the systems should be of interest, several approaches
have considered structures present in assembling systems. Rapaport[59] has stud-
ied a model system of viral capsids showing that in self-assembling systems clus-
ters are in general more likely to undergo disassociation than growth, confirming
that bond breaking and hence reversibility are important in the assembly process.
The exceptions to this were stable structures where energy minimised structures
had additional stability.
More recently a study by Hagan et al [32] has considered rates of growth and
in particular the quality of clusters in more detail. This approach is rooted in
the idea that it is not sufficient to grow large clusters but these must also be high
quality to avoid kinetic trapping. The quality of clusters is assessed by comparing
the properties of equilibrated clusters with those in an assembling steady state.
Both a model viral capsid system and the Ising Lattice Gas show clearly that as
temperature is reduced, the quality of growing clusters, how closely they approach
their equilibrium properties, falls. This approach to quantifying the quality of
clusters has been referred to as cluster equilibration, in a later chapter we use
local equilibration as clusters are locally equilibrated, for a similar study.
A final point of consideration before we turn to the focus of the present work
is to ensure that effects such as kinetic trapping are not artificially introduced to
model systems through a poor choice of system and/or dynamics. One method
for ensuring realistic dynamics is Virtual Move Monte Carlo (VMMC) due to
Whitelam et al [74]. This details how a system’s dynamics may be based upon
cluster moves chosen to mimic the physical behaviour of the real system and avoid
unphysical artefacts. We use a variation of their scheme, where appropriate, and
explain how trapping is avoided when simpler dynamics are sufficient.
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1.3 What we will do
Our aims in the present work are severalfold. In the first instance we need
to measure the yield of systems in order to identify where self-assembly occurs.
This will be done in a variety of systems that represent both closed and extended
systems. Second we wish to clarify the role of reversibility in self-assembly and
in particular identify methods of quantifying how (ir)reversible each system is at
a range of temperatures, at optimal assembly and in poor assembly regimes. We
can then use these methods to clarify the mechanism by which assembly occurs
and how it relates to the equilibrium phase diagram of the systems.
Once we have measurements of reversibility we can begin to identify relation-
ships between the different measurements and how the measurements vary across
systems with different particles and target structures. This leads on to the final
objectives which are to help understand how reversibility on short timescales can
give way to irreversible behaviour at longer times. This should help to predict,
design and control new assembling systems.
To be of use, particularly in the case of predicting where and when assembly
will occur, measurements of the dynamics of assembly will primarily concentrate
on times far earlier than those at which we observe significant yield. In order to be
useful for experiments we would ideally make measurements at times two or more
orders magnitude earlier than those that at which we observe significant yield.
With this in mind, once we have established the yield of systems we concentrate
on the behaviour at early times when there may be little or no yield, or indication
of where high yield would be achieved at long times.
With regard to the design and control of systems, as we have already inti-
mated, since thermodynamics allows us to identify equilibrium behaviour, assem-
bling particles for particular target structures are relatively easy to design. Un-
derstanding how different inter-particle interactions modify assembling pathways
and how readily (or not) systems assemble will assist in the design of assembling
systems.The idea of controlling assembly would be to harness the knowledge de-
veloped to design assembly protocols that accelerate assembly. These schemes
might vary temperature monotonically or fluctuate it in order to accelerate as-
sembly rather than operating at a fixed temperature. While the last two long
term goals are not addressed directly we will return to assess progress toward
them in our concluding remarks.
In the following chapter we will introduce the chief protagonists of our story,
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two model systems: the Ising lattice gas and a system of ‘patchy’ particles. The
former, in its various forms is one of the most studied models in physics. Initially
conceived as a simple model of ferromagnetism it has subsequently been found to
have wider applicability. The latter has been conceived as a simple but elegant
solution by Wilber et al [78] for the simulation of designer systems as with the
capsid model discussed earlier. Their relevance to self-assembly and how their
behaviour compares with other model systems are discussed. Additionally two
important methods, a cluster algorithm for ensuring physically realistic motion
and a ‘no-field’ method for measuring responses functions are presented.
In model systems, a naive approach to measuring reversibility is simply to
count the making and breaking of bonds, focussing on the dynamics of the
process[28, 27]. Two forms of this measurement are explored in Chapter 3, com-
paring integrated or cumulative and rates of traffic and flux. Traffic is the total
activity, obtained from the sum of breaking and making events, while the flux
is the net bond making, the difference between the two measurements. The
behaviour of the measurements in different systems and the relationship to the
particles and their assembly product is examined.
In Chapter 4 more subtle correlations and response functions and the rele-
vance of fluctuation dissipation theory are considered. In particular, analysis of
the relationship of the functions to each other, the system and to bond making
and breaking is presented. This shows a correspondence with traffic and flux
measurements in keeping with the qualitative idea of microscopic reversibility
and hints at how the crossover to macroscopic irreversibility might be studied.
An alternative approach to reversibility examining how structures present
in systems evolve to their equilibrium state is considered in Chapter 5. This
builds on previous work which has examined the role of local equilibration a
local measure of the departure from equilibrium. The chapter begins with a brief
overview of classical nucleation theory (CNT) before detailing the problems with
its approach in relation to self-assembly. After presenting measurements of the
different systems the potential relationship with the dynamic measures of the
previous chapters, in particular correlation and response functions is examined.
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Chapter 2
Models & Techniques
Modelling is a key aspect of many areas of science, particularly in physics, where
in essence, all hypotheses and theories are to one degree or another based upon
models. Since Newton’s discovery of the laws of motion, the idea of reality behav-
ing as if it were a mathematical system has become ubiquitous (one could even
take this back to the Greeks’ supposition of the circular orbits of the stars and
planets). The use of simple models that retain just sufficient detail to reconstruct
experimental results is a hugely powerful tool in understanding (apparently) com-
plex phenomena in our environment. Atomistic models of many particle systems
led Boltzmann to his discoveries of statistical mechanics and allowed Einstein to
evidence the atom with his analysis of the origin of Brownian motion.
With the advent of the computing age the increasing ability to perform com-
putational experiments ‘in silico’ has offered the potential to greatly assist both
traditional experiments and theory. While they cannot replace experiments, sim-
ulation can be used for preliminary studies of systems to confirm the principles
of theory, allowing specific experiments to consider a reduced, specific set of con-
ditions. In other cases exact analytic results are not derivable in theory and
numerical approaches are the only ones open to workers.
Monte Carlo methods have a long history, originating in the work of Buffon.
In order to obtain a value for pi, Buffon proposed dropping a needle onto a paper
ruled with a grid[55]. He had obtained an expression for pi relating the size of the
grid, needle and proportion of attempts where the needle intersected the grid.
Although statisticians have demonstrated the speed at which application of the
estimate converged shows that later experimenters almost certainly cheated, the
principle of the method has survived, finding use in many areas of science.
Monte Carlo methods rely upon the random sampling of phase space, in
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Buffon’s experiment this is the random dropping of the needle onto the paper,
a form of numerical integration. It received its name following its use in the
Manhattan project when the method was used to solve a variety of problems
that were not analytically tractable. The name arose because of the correspon-
dence to the randomness of gambling and its association with the Monte Carlo
Casino in Monaco[55]. Although the methods require the generation of pseudo-
random number sequences they were the quickest available. Since their intro-
duction Monte Carlo methods have been applied to problems from condensed
matter[54] to astronomy[24] and medicine[22].
In simulation, Monte Carlo methods have flourished with new algorithms
under continual development[4, 2, 3, 16, 74]. The alternative method of Molecular
Dynamics(MD) considers trajectories of particles[60]. A particle’s coordinates
and velocities are supplemented by the acceleration due to interactions with other
particles, and at each time-step all particles’ coordinates are updated. If one is
simulating a system of particles in suspension in a solvent however, all particles
must be considered explicitly, both those of interest and those of the solvent,
and simulation time can be too costly. An alternative method is to use Brownian
Dynamics where the solvent is effectively integrated out by modifying the particle
velocity by an additional random, uncorrelated nudge at each time-step and a
damping force.
In contrast Monte Carlo simulations generally begin from moving a single
particle at a time. Moves are proposed sequentially and accepted with proba-
bilities chosen to ensure that the system behaves in accordance with the laws of
thermodynamics. The nature of moves may vary enormously depending upon
the system and problem studied and the resources available. If the problem is
to identify phase behaviour, non-local and unrealistic moves such as inserting
or removing a particle from the system might be appropriate. As more complex
problems have been addressed simulation schemes have been devised where many
particles may be moved in a single move or particles introduced through a series
of phantom stages. Provided phase space is sampled correctly and the simulation
runs in a sensible time there is an opportunity to let one’s creativity run wild.
In the present work these techniques are not always appropriate however.
When considering a finite number of particles assembling into a cluster, and the
dynamics of that process, it is necessary to carefully consider how to mimic the
process in simulation. Proposing and accepting a move which takes a random
distribution of the particles and puts them straight into the assembled state
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clearly will not tell you anything about the assembly process. Instead local moves
are employed whereby the particles move to a nearby location in a way which
has a clear physical interpretation, i.e. diffusion. The current work makes use
of Monte Carlo simulations of one-component systems chosen because they can
reproduce typical features of real self-assembling systems.
2.1 Ising Model
The Ising model was first suggested as a simplified model of a ferromagnetic
system by Lenz in 1920 though it derives its name from a paper by his student
Ising in 1925[34]. The motivation for the model was to provide a theoretical basis
for phase transitions in ferromagnets[15]. At the Curie point the susceptibility of
a ferromagnet diverges and the material may be magnetised by an infinitesimal
field. The divergence or discontinuity of thermodynamic properties is a general
characteristic of phase transitions [79] suggesting that the underlying microscopic
behaviour can not only be simplified but that the particular system under study
is unimportant at the critical point. The point is to ignore the particular detail
of the system and concentrate on emergent cooperative behaviour[11].
The model operates on a lattice of spins of a given dimension and the energy of
the system is given most generally by
E = −
∑
〈ij〉
Jijσiσj −
∑
i
hiσi (2.1)
where 〈ij〉 indicates that the sum is over nearest neighbours, σi is the spin taking
values ±1, Jij is the coupling between sites, typically 1 for nearest neighbours and
0 otherwise, and hi is an applied site-dependent field. Since the system will tend
to lower energy, a positive Jij or hi will encourage alignment with neighbours, or
with the applied field.
Ising was able to show that in 1D there is no phase transition and proposed
that this remained the case in higher dimension. This was however incorrect and
the model does indeed exhibit a phase transition in 2D. A full solution in 2D,
without an applied field and with J constant was given by Onsager in 1944[57].
The model remains unsolved in higher dimensions. If the up and down spins are
instead taken as empty and occupied sites the system is instead a simple model of
a fluid. Instead of a coupling between spins there is a bonding between particles
and at temperatures below the critical point the up and down phases are high
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and low density regions, liquid and gas.
2.1.1 Lattice Gas
We will study the Lattice Gas in 2D of dimension L containing a fixed number of
particles N ≤ V = L2, having a nearest neighbour coupling b and where no site
can have more than one particle. With no applied field the energy of the system,
E, may be written as
E = −b
2
∑
p
np (2.2)
where the sum runs over all particles p and np is the number of bonds (occupied
nearest neighbours) of a particle. The yield, the amount of optimal product, is
just the proportion of particles having all their nearest neighbour sites occupied,
in the case of 2D this is just the proportion of particles with four neighbours. As
we have in mind a dilute solution of assembling particles the number of particles
is fixed at N = 1638 and lattice size L = 128 giving a density φ = N/Ld ≈ 0.1.
In grand canonical implementations of the Lattice Gas, particle insertions/removals
are attempted at random. Under this scheme the density fluctuates allowing
phase space to be sampled but the physical interpretation of appearing and dis-
appearing particles means that the dynamics is not realistic. Instead we make
use of the canonical ensemble where realistic behaviour is obtained by fixing the
number of particles and attempting local moves.
In the simplest implementation Kawasaki moves[38] are proposed by picking
a random particle, p, and a random direction in which to move a single lattice
spacing. If the new site is already occupied the move is rejected because each
site can only hold one particle. Otherwise the difference in the number of bonds
the particle has in its initial and proposed position is used to generate a move
acceptance probability. Because the number of neighbours relates directly to the
system’s energy change, ∆E = ∆npb, a specific choice of acceptance probabilities
ensures that the system behaves in accordance with the laws of thermodynamics.
The important condition is detailed balance and it ensures that at for a system
at equilibrium the system is in a steady state:
W (ν ← µ)ρeq(µ) = W (µ← ν)ρeq(ν) (2.3)
where W (ν ← µ) is the transition rate from configuration µ to ν and ρeq(µ) is the
probability of being in µ at equilibrium. Since this must be the case for all pairs
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Figure 2-1: Exact phase diagram for the lattice gas. At high temperature the system
equilibrates in a single fluid phase while below the binodal it separates into high and low
density phases.
of configurations the probabilities must be constant at equilibrium. In order to
ensure configurations are visited with appropriate frequencies in accordance with
the Boltzmann factor, transition rates obey
W (ν ← µ)
W (µ← ν) = exp(−β∆E(ν, µ)) (2.4)
where β = 1
kBT
is the inverse temperature, here and throughout kB is set to unity.
2.1.2 A simple model of self-assembly
At equilibrium the behaviour of the system depends only upon the ratio T/b
and the volume fraction φ = L/N and is exactly described by sinh4(b/2T ) >
(1 − (2φ − 1)8)−1[8], illustrated in Fig. 2-1. Here and throughout b = 1 where
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it is not included explicitly in expressions, also, whenever we refer to increasing
temperature, we could equivalently, decrease bonding strength and vice-versa.
The thick black line is the binodal which separates different phase behaviour.
Above the critical temperature, Tc, the system exists in a single fluid phase.
Below the critical temperature and outside the binodal the system is either a
gas or liquid. Inside the binodal the system phase separates into gas and liquid
having volume fractions of the binodal, and this is the region of interest. For T
and φ the relative proportion of each phase, σg and σl having volume fractions
φg and φl is obtained by the lever rule
σl =
φ− φg
φl − φg . (2.5)
This is the thermodynamic behaviour of the model given that it is at equilibrium,
and is exactly known analytically. As soon as a system departs from equilibrium
however the situation is not as clear. If the system having a fixed number of
particles is initialised in a random configuration corresponding to a high temper-
ature fluid and quenched to T within the binodal then the system must spatially
separate into the two phases and no general theory exists to calculate how long
the process will take. If the dense fluid phase is taken as an approximation of a
crystal, then high quality is obtained by growing a single large cluster having a
paucity of defects. No clustering or growing disordered clusters corresponds to
poor assembly.
In what follows the Lattice Gas will be shown as a crude analogy for self-
assembly in spite of its simplicity. That it turns out to be valid shows that by
carefully retaining sufficient detail of the real system, particular information may
be subsumed and only specific features such as dimension, shape, or interaction
range are required to obtain complex behaviour. The aim is that in simple systems
the reasons why features manifest in the way they do might be identified more
readily.
2.1.3 Cluster Moves
The system described above, utilising single particle moves, has an unphysical
feature which can fortunately be avoided with relatively little cost, from either
computation or implementation viewpoints. The problem is the unphysical dif-
fusion of clusters of particles. In Brownian systems clusters of n particles diffuse
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with a rate D ∝ 1/n[74]. If particles are moved individually however, then in
order to move, particles will have to separate from the cluster and move to their
new position in turn. A naive (under)estimate of the diffusion rate, assuming
each particle only needs to break a single bond, D ∝ exp(−βn), shows moves
will have an unphysical, exponential, temperature and size dependence. The
solution is to use a cluster algorithm which recovers Brownian type diffusion.
The ‘Cleaving Algorithm’ due to Whitelam[74] achieves this for the Ising
model. It involves selecting a seed particle randomly and adding neighbouring
particles to the growing cluster to generate a cluster of particles to move. Each
bond is tested at most once with the new particle added to the cluster with
probability 1−exp (−λb/T ) (if both particles are already in the cluster the bond
is not tested). λ is a parameter that determines a fictive temperature at which the
bonds are tested. For the present work λ = 0.9 for reasons that are set out below.
Bonds are tested recursively until bonds to all neighbours of particles in the
cluster have been interrogated. The proposition probability of a particular move
is just the product Pprop(C, µ) =
∏
x 1−exp (−λb/T )
∏
y exp (−λb/T ) 1N , where
x is the number of unbroken bonds and y the number of bonds broken during
the formation of the cluster, C, µ is a configuration and 1/N is the probability
of selecting the seed.
In order to ensure that the model exhibits Brownian like diffusion, for each
move a maximum cluster size, nmax, always greater than unity, is generated ran-
domly from the distribution P (nmax > n) = 1/n
2. If the size of the proposed
cluster, n, is greater than nmax then the move is automatically rejected. Because
clusters of size n are chosen with a probability proportional to n, each particle
is equally likely to be chosen as the seed, the choice of distribution ensures that
a Brownian like dependence upon cluster size, D ∝ n × 1/n2 = 1/n, should be
approximated.
Next a random direction is chosen and a move of one lattice spacing in that
direction attempted. Since no site can hold more than one particle, moves are
rejected if they would result in particles overlapping. Finally the energy change,
∆E, associated with the move can be evaluated and the move accepted in accor-
dance with the acceptance probability, Pa given by
Pa(∆E) =

1 ∆E < −δ/2
2α
1+exp([1−λ]β∆E) −δ/2 < ∆E < δ/2
exp(−[1− λ]β∆E) ∆E > δ/2
(2.6)
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Figure 2-2: Schematic plot of the acceptance probability, Pa as a function of energy
change ∆E. The Metropolis probability is modified by a small Glauber form about
∆E = 0.
where setting δ
2
= −ln(2α−1)
β
ensures that the Pa is continuous at all energy changes.
The full acceptance probability is illustrated in Fig.2-2 showing the three com-
ponents separated by vertical dashed lines indicating the values of δ/2 with a
horizontal dashed line for α = 0.9. For the purposes of the figure the factor
[1−λ]β is set to 1, but in practice the particular choice of λ and the temperature
will alter the acceptance probabilities.
This choice allows the implementation of a Metropolis acceptance probabil-
ity for the majority of moves which approximate physically realistic behaviour:
downhill energy moves are accepted with unit probability and those which in-
crease the energy are thermally activated. The no-field method for the response,
detailed below, requires the acceptance probability to be differentiable about pos-
sible energy changes[16]. With the introduction of the Glauber type part with the
limits above and as long as |b|  | δ2 |  |hk|, where hk is the strength of the per-
turbation, the acceptance probability is continuous, monotonic and differentiable
about allowed integer changes in energy.
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Figure 2-3: Plot of yield n4(t) against reduced temperature T/b, for t = 104 and 106
MCS. For this range of times, the yield is maximised at T/b ≈ 0.35. The equilibrium
yield is shown (labelled ‘eqbm’): as t→∞ the yield approaches this result. The binodal
at T/b = 0.547 is shown as a vertical line.
The values of α and λ depend upon the the physical system we have in
mind and the measurements we wish to make. In particular aside from physical
considerations, the way in which the method used to obtain response functions
couples to the system has a bearing on the values chosen. For our purposes the two
parameters should be as close to unity as possible. In order to ensure a monotonic
acceptance probability we require α > e−1 but since there is no physical barrier
to diffusion, setting α = 0.9 more closely approximates the behaviour we aim to
replicate. In the case of λ → 0 tested bonds are always broken when building
a cluster and the cleaving algorithm reduces to single particle moves. Since the
algorithm is implemented to specifically avoid the unrealistic diffusion of single
particle dynamics we take λ = 0.9[27].
To summarise: the probability of a move P (ν
C←− µ) from one configuration µ
to another ν via a particular cluster C of size nC is given by:
P (ν
C←− µ) = δnν−nµP (nmax > n)Pa(∆E(ν, µ))Pprop(C, µ), (2.7)
where the delta function δnν−nµ rejects overlapping particles, it is 1 if the number
of particles in the two configurations is equal and 0 otherwise.
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Figure 2-4: Configurations are shown for three reduced temperatures T/b =
0.15, 0.35, 0.5, illustrative of kinetic trapping, optimal assembly, and poor assembly at
t = 104 and 106 MCS.
2.1.4 Yield in the Lattice Gas
Finally we are in position to examine the dynamic behaviour of the system which
is illustrated in Fig.2-3. As in the previous section where we reproduced yield in
a capsid and crystal model, the yield measures the quality, or amount, of product
in the system at a particular time. In the 2D lattice gas we define the yield as the
fraction of particles having four occupied neighbour sites. We plot the yield, n4(t),
the proportion of particles which have all nearest neighbours occupied at t =
104, 106 after initialisation in random configurations for a range of temperatures
and averaged over many trajectories. The location of the binodal at the density
simulated, φ = 0.1, and the equilibrium yield, n4(∞) are also indicated. The
equilibrium expectation does not reach 100% because the relatively small number
of particles in the systems gives a relatively large surface where particles are
not fully bonded. The yield shows the non-monotonic temperature dependence
typically observed in self-assembling systems[36, 43, 28].
Above the binodal the yield quickly reaches the equilibrium expectation and
by the later time, temperatures below but close to the binodal are approaching
the equilibrium expectation. Optimal assembly occurs at T ∗ ≈ 0.35 and shows
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a broad, stable peak between the two times considered. At lower temperatures
the yield falls well below the equilibrium expectation. To help illustrate why this
occurs we include configurational snap shots for systems at T/b = 0.15, 0.35, 0.5
in Fig.2-4 at the two times for which the yield is plotted.
Beginning with the righthand column at temperatures just within the binodal,
small clusters at early times grow and merge to form a single large, but poor qual-
ity cluster when the system approaches equilibrium, though a large proportion
of particles remain dispersed in the low density phase. At low temperature the
system rapidly forms small string-like clusters which assemble into a single fractal-
like structure similar to those produced in diffusion limited aggregation[53]. At
optimal assembly the system assembles steadily into large clusters having few
defects with few particles remaining in the dilute phase.
2.2 Patchy Particles
Many studies have considered simplified particles designed to assemble into
specific structures while retaining varying levels of detail of the original systems.
Recent examples have included capsid models[31, 59], chaperonin schemes[74, 75]
and the family of Janus particles[63]. While these have taken inspiration directly
from biological systems or experimental advances, other work has considered
systems of patchy particles designed to assemble into the platonic solids[77, 78].
Spherical particles are positioned at the vertices of the given solid and have
circular patches located about the points where edges cut the sphere and neigh-
bouring particles touch. Particles experience a Lennard-Jones like interaction if
patches on both particles are intersected by the line connecting their centres. The
size of the patches and the range and angular dependence of the interaction are
chosen to approximate hydrophobic interactions[77].
2.2.1 The Model
We take the same basic model for our system of patchy hard particles, but in-
stead of a circle and angular-dependent Lennard-Jones-like interaction, ‘patches’
are points and if two patches are within a distance r then they interact with
an energy, −b. As with the lattice gas the system is initialised in a random
configuration and undergoes translational or rotational moves of single particles.
Translational moves are generated randomly within a cube of ±δr and rotational
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Figure 2-5: Geometry for maximum range of inter-patch interactions in the patchy
particle scheme. A projection of the three particles show all touching. The patch (red)
on particle 1 points towards the contact point between particles 2. Patches on particles 2
are then oriented towards the patch on particle 1 giving a maximum range of ≈ 0.1195σ.
moves, about a random axis r by a random angle θr such that the maximum arc
length that may be travelled at the equator equals δr.
Proposed moves are accepted with the same modified Metropolis probability,
Eq.2.6, that was used earlier for the lattice gas. However, since only single par-
ticle moves are attempted, the [1 − λ] term does not appear and acceptance is
decided just on the basis of the energy difference between the initial and pro-
posed configurations. Finally the type of move is selected at random for each
move with equal probability of translational and rotational moves. Provided the
interaction range b is comparable with the maximum move size δr then clusters
of particles are able to move without breaking bonds. This means that although
single particle moves will not necessarily approximate Brownian diffusion, they
do not result in the unphysical activated diffusion that is found in the lattice gas.
In order for the particles to assemble as intended, it is important to consider
the limitations to the range of the interaction between ‘patches’; importantly
each must only be able to interact with one other ‘patch’. Illustrated in Fig.2-5
the limit can be obtained by positioning three particles so that they all touch:
a patch on particle (marked 1 in the figure) points towards the contact of the
other two particles; the patches on the remaining particles (marked 2) point
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towards the patch on the first. The interaction range is limited by the distance
between the patches and is found by simple geometry to be r < 0.1195σ. This is
independent of the type of assembling particle (and target structure) simulated
here and we take r = 0.1σ throughout. Checking distances between patches
scales as n2p which is a drawback of the model system. The interaction is simple
to consider analytically but quite computationally costly to implement compared
to that used in the work of Wilber and in the capsid simulation which scales with
np.
A simple square well interaction has several useful features: particles are
either bonded or not, relationships between measurements that we derive for the
Lattice Gas are easily generalised to the system and bonded particles are able to
diffuse without breaking the bond, and without having to implement a cluster
algorithm. Additionally the design of patchy particles can easily be modified to
assemble into extended structures meaning that the dynamics of the assembly of
both classes of structure may be addressed within the same model system. While
time constraints limit the extent to which this is investigated in the present work
preliminary results with the systems are presented and compared with results
obtained in the Lattice Gas.
Throughout data is presented for a system of N = 1000 particles and a cubic
cell structure of length L = 24σ. For δr = r = 0.1σ typical of values used in
the study this gives a volume fraction of ρ ≈ 0.038. The energy of the system is
calculated in just the same way as in the Lattice Gas model, Eq. 2.2, while the
maximum number of bonds is the number of patches np. In the present work we
present preliminary results for systems forming tetrahedra, np = 3, icosahedra,
np = 5 and close-packed extended hexagonal sheets, np = 6.
These three systems are chosen because they are all composed of triangular
units. In their studies Wilber et al [78] found that in simulations of closed struc-
tures the tetrahedra and icosahedra with triangular faces assembled more readily
than cubic or dodecahedral systems. They argued that this is because the cube,
for example, having square faces required four particles to come together in sta-
ble configuration before further assembly could take place. In contrast triangular
faces are almost self-stabilising, when clusters of three particles form they will
naturally form triangles.
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2.2.2 Yield in patchy particle systems
We now turn to the yield of the three systems, beginning with the two closed
systems in Fig.2-6. Yield, y(t) is now taken as the proportion of particles fully
bonded and in fully formed closed structures. In the first plot, the yield in the
tetrahedra is plotted first with the icosahedral yield below. For clarity, snapshots
imaging the target structure are included here and, where relevant, fully bonded
particles are shown in grey. We simulate both systems for 107MCS at which point
we use the yield to identify optimal assembly, however we also include plots of
the yield at earlier times.
In the tetrahedral system optimal assembly is at T ∗ = 0.95 with a yield of
≈ 90% and unlike in the lattice gas where T ∗ remained broadly stable over several
orders of magnitude, the location of optimal assembly changes substantially as
the system evolves. At t = 106 the maximum in yield is at T ≈ 0.105 so the
location of optimal assembly falls as the systems age. At t = 105 there is no
significant yield across the range of temperatures. This also contrasts with the
lattice gas where substantial yield is observed two orders of magnitude before we
stop simulations.
In the icosahedral system we observe similar general features with the yield
remaining small at all temperatures at t = 106. Again the peak at the earlier
time is located at T ≈ 0.13 while by the end of simulation optimal assembly is
found to be T ∗ = 0.12. Despite having to make clusters of twelve particles rather
than the four in the tetrahedral system roughly 80% of particles are found in the
target structure, comparable with the simpler system.
In Fig.2-6 we present similar data for the close packed sheet and include
illustrative snapshots of systems at low temperature and at optimal assembly, the
final time is again at t = 107. Yield is now just the proportion of particles fully
bonded (shown in grey in snapshots). Optimal assembly is located at T = 0.155,
achieving a yield of about 70% and differently from the closed systems this has
increased in temperature from the earlier time. Although this is smaller than the
two closed systems it should be borne in mind that crystals have a surface where
particles will have free bonds and this puts an upper bound on the yield (this is
also seen in the lattice gas where the equilibrium yield is about 90%).
The snapshot at optimal assembly shows the majority of particles in a single
sheet spanning the periodic boundaries of the system. Two pairs of particles are
highlighted in red and circled. These are all in the sheet but are not fully bonded
at the time the configuration is recorded. They have undergone a spontaneous
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fluctuation which has temporarily broken a bond in each pair however this would
be expected to quickly relax back to the fully bonded state. In the snapshot
at lower temperature the system is more disordered having disparate clusters
of particles. In a larger cluster we identify two rings of particles surrounding a
particle vacancy, typical of the defects found in kinetically trapped systems.
2.3 Chaperonin Model & Other systems
While the two systems described above have been studied by the author it is
useful to compare their behaviour with other systems to ascertain the generality
or limitations of the methods and measurements we will describe. The simplest
of these are continuum analogies of the lattice gas in two and three dimensions,
sticky disks and spheres. In these systems short-range square-well attractive
interactions favour phase separation into high and low density phase as the tem-
perature is lowered.
The assembling behaviour of the lattice gas was compared with that of the
Chaperonin model in our recent paper, and some of these results are repro-
duced here. Whitelam’s Chaperonin model[74], like the patchy particle system of
Wilber, makes use of an angular dependent Lennard-Jones interaction which can
be tuned to favour polar or equatorial bonding. This choice selects between the
Chaperonins forming chains or sheets at low temperature/high bonding strength.
Additionally the angular dependence may be adjusted to alter how specifically
aligned particles must be in order to interact.
The final system we consider simulates viral capsids and was studied in a
paper[36] from which the major themes of the present work continue. This is
one of several classes of models designed to mimic the symmetry of the viral
capsids[31]. Again particles interact through patchy particles having modified
Lennard-Jones attractions and form closed structures having greater complexity
than the simple Platonic solid formers described above.
2.4 Measuring Responses
Response functions are of interest because one approach to measuring the way in
which a non-equilibrium system deviates from equilibrium is to compare response
and correlation functions. A brief summary of the Fluctuation Dissipation The-
ory (FDT), which equates correlation and response functions at equilibrium, its
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Figure 2-6: Yield plots for patchy particle systems forming tetrahedra (top) and icosa-
hedra (bottom) as a function of temperature at t = 105, 106 and 107 MCS. At the earliest
time there is no significant yield in either systems. The peak in assembly moves to lower
T/b reaching 80-90% during the simulation. Snapshots of the target product are shown
for each system where fully bonded particles are shaded in dark grey.
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Figure 2-7: Yield plots for patchy particle system forming closed packed hexagonal
sheets (bottom). Yield is plotted at t = 105, 106 and 107 MCS. At the earliest time
there is no significant yield and the peak in assembly moves to higher temperatures at
later times. Configurational snapshots are shown for the final time for poor and optimal
assembly systems. In the former many disordered clusters make up the system, two hole
defects are indicated in a large fragment. In contrast at optimal assembly a single high
quality sheet dominates the system having only four (highlighted) particles within the
sheet that are not fully bonded having undergone a fluctuation.
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Figure 2-8: Procedure for measuring the impulse response. The system is initialised
in a random configuration. After a waiting time, w, a perturbation is applied for a
single MC move during which the system attempts a move from configuration µ to ν.
The field is then switched off and the system allowed to evolve until time t, at which
point its configuration is denoted by γ. The typical response of the system is indicated,
together with snapshots showing how particles might move through the system. (The
cluster that moves in the step while the perturbation is applied is highlighted.)
origins and a derivation is given in Chapter 4. The method we implement for
measuring responses plays an important role in the design of our model systems,
with particular relevance to the parameters α and λ introduced earlier. Here we
introduce the idea of a response and derive the no-field method for measuring
the response for the general case and specifically how it applies to the systems
studied.
If a system for instance a ferromagnet in the earth’s magnetic field, is sub-
jected to a magnetic field, its magnetism will change. Changing the relative
strength of protein-protein interactions by modifying the pH of their solvent will
alter the behaviour of the proteins. In both cases the systems respond to a pertur-
bation. In general one can write the impulse response, R(t, w), of an observable,
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〈A(t)〉, as
R(t, w) =
1
δt
∂〈A(t)〉
β∂hw
. (2.8)
The response is a two time function depending on w, the time at which the field,
hw is applied, and t the time at which the response is measured. This is illustrated
in Fig. 2-8. The impulse response is represented schematically by a step function
at a time w, historically this is the ‘waiting’ time, following initialisation, at
which the field is applied. The observable responds to the perturbation during its
application and begins to relax once the field is turned off. In practice however,
whether in experiment or simulation, it is difficult to obtain measurements of
R(t, w) directly, because of statistical noise in measurements.
As a result most studies have considered the integrated response[20, 66, 36]
χ(t, w), to a field which is turned on at w and remains applied until the later
time t,
χ(t, w) =
∫ t
w
R(t, t′)dt′, (2.9)
which has the same affect as applying a series of impulse perturbations suc-
cessively from w until t. Although it is still necessary to average over many
instances, measuring the response of a system over a finite interval means that
the measurement is less susceptible to statistical noise and in some cases similar
information may be obtained from it by taking the measured integrated response
and differentiating numerically with respect to the time of the perturbation, w.
In order to differentiate one needs many measurements of R(t, w) with dif-
ferent w and simulations must be run turning the field on at each w. To obtain
measurements at different w one cannot simply use the same data set for the
different measurements, as once the field is turned on the system is no longer
in its original unperturbed state (different t may be obtained by simply running
the experiments/simulations and making measurements at successive t). Under
this methodology responses have been measured in experiments and simulations.
Even then the need to guarantee a linear response requires the consideration of
different strength fields and as the strength of the perturbation is reduced so is
the response relative to noise, increasing the difficulty of measurement.
Recently however studies of responses[16, 61, 26, 50, 51, 5, 70] have found
that in simulation, and in particular with Monte Carlo techniques, it is possible
to measure the response of the system without having to apply a field. These
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build on work expressing the response as a correlation function of the form
R(t, w) = 〈A(t)B(w)〉 (2.10)
where A(t) remains the observable that the field couples to and B(w) is a function
of the system at the time at which the field is applied.
These methods are of great benefit to those studying response functions be-
cause it means that data for many w can be obtained in a single simulation, since
no field is applied the system is always in an unperturbed state. Also by definition
the linear response is being measured so there is no need to repeat simulations at
successively weaker field strengths to check the measurements. These mean that
the number of simulations required to obtain accurate data is greatly reduced
allowing more detailed numerical study.
2.4.1 The No-Field Method
In deriving expressions for the no-field method it is useful to start from expressions
of the observable 〈A(t)〉. In a system at equilibrium this may be written as
〈Aeq〉 =
∑
µ
A(µ)ρeq(µ) (2.11)
where we use µ to represent a configuration and A(µ) is the value of the observable
A in that configuration. ρeq(µ) is the equilibrium probability of being in µ and
the sum is performed over all configurations. For a system not at equilibrium the
expression must be modified to
〈A(t)〉 =
∑
µ
A(µ)ρt(µ) (2.12)
where ρt(µ) is now the time dependent probability of being in configuration µ.
In order to measure the response it is necessary to represent the trajectory of
the system in configuration space. After a single attempted move, taking δt, we
may write the expectation value as
〈A(t+ δt)〉 =
∑
γµC
A(γ)δtW 0(γ
C←− µ)ρt(µ). (2.13)
where we have introduced the transition rate W 0(γ
C←− µ) = P 0(γ C←− µ)/δt,
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the superscript 0 is used to indicate that the system is not perturbed, while we
have included the dependence upon the proposed cluster C (since this can in
principle affect the no-field method) and summation over possible cluster moves.
Expanding to longer trajectories and introducing u = t − w for compactness of
notation, the propagator, G0u(γ ← µ) is the probability of being in configuration
γ at time t given that the system was in µ at time w. The value of the observable
at time t may now be expressed in terms of the probability distribution at time
w
〈A(t)〉 =
∑
γµ
A(γ)G0u(γ ← µ)ρw(µ). (2.14)
The sum is now over both configurations γ and µ.
If the effect of the perturbation at w to the trajectory is introduced the
propagator is Ghu(γ ← µ), h indicating the field. But if the field is applied
only at w for a single move attempt δt the propagator may be separated into a
perturbed part, at w and an unperturbed part for the remainder of the trajectory.
Using u′ = t− w − δt this gives
Ghu(γ ← µ) =
∑
νC
G0u′(γ ← ν)δtW h(ν C←− µ). (2.15)
Figure 2-8 helps to clarify what this describes: Greek letters represent configura-
tions, t and w times, while u and u′ are intervals of time. At time w the system
is in configuration µ; it attempts a move to configuration ν under the influence of
the perturbation; after δt the field is turned off and the system evolves to the final
configuration γ at time t. The transition rate W h(ν
C←− µ) is used for convenience
later. The expectation value of the observable A(t) under the application of a
field at an earlier time is obtained by combining Eq.2.14 and Eq.2.15,
〈A(t)〉 =
∑
γνµC
A(γ)G0u′(γ ← ν)δtW h(ν C←− µ)ρw(µ). (2.16)
The response is just the derivative of the perturbed expectation value with
respect to the field. Because the field is only applied at w and the only part of
the trajectory that depends upon the field is the transition rate, the response is
R(t, w) =
1
δt
∂
β∂hw
〈A(t)〉
=
1
β
∑
γνµC
A(γ)G0u′(γ ← ν)
∂
∂hw
W h(ν
C←− µ)ρw(µ).
(2.17)
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We need to normalise by the time step δt because of the discrete time step of the
methods we implement, and this cancels with the δt in Eq.2.16. The final step
in obtaining the general result for the no-field method measurement of response
is to re-write the derivative of the transition rate using ∂X
∂x
= X ln ∂X
∂x
to obtain
R(t, w) =
1
β
∑
γνµC
A(γ)G0u′(γ ← ν)W 0(ν C←− µ)
∂
∂hw
lnW h(ν
C←− µ)ρw(µ) (2.18)
and it is just left to recognise the result of the transition probability G0u′(γ ←
ν)W 0(ν ← µ) is just the probability of an unperturbed trajectory starting in
µ and ending in γ, of duration u, via ν through the cluster C at w. This is
then just a correlation function of the form of Eq. 2.10 where B(w) receives the
contribution
B(ν
C←− µ) = ∂
β∂hw
lnW h(ν
C←− µ). (2.19)
2.4.2 The Chatelain Field in the Lattice Gas
The last step in developing no-field methods is to decide how to measure B(w).
In the method due to Chatelain[16], B(w) is measured by considering the effect
of a perturbation on the move that happens at w, i.e. in the attempted move
from µ to ν. Other implementations have noticed that rather than the particular
move that occurs at w, all moves that could occur can be included, B(w) =∑
C,ν B(ν
C←− µ), improving the statistics of the measurement[50, 19]. In order
to do this however one must be able to account for all possible moves at w
and whether this is practical or possible depends upon the particular dynamics
employed. For the cluster algorithm and continuum models it is convenient to
use Chatelain’s method[27].
In order to utilise the method clearly the transition rates for moves must be
differentiable, otherwise B(w) cannot be evaluated. As described earlier we im-
plement a Metropolis algorithm as this best approximates the physical systems we
have in mind. For energy decreasing moves the Metropolis-like acceptance proba-
bility is always unity and so if E(ν) < E(µ) the application of an infinitesimal field
does not change the probability of the move and the contribution to the Chatelain
field is B(ν, µ) = 0. Conversely, if E(ν) > E(µ) and ∆E(ν, µ) = E(ν) − E(µ)
the move is accepted with a Boltzmann probability Pa = exp(−∆E(ν, µ)).
The contribution now depends on the way in which the perturbation couples
to the move probability. If the perturbation affects the coupling between particles
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then the additional energy change of the move is
∆Eh(ν, µ) = hp∆np(ν, µ), (2.20)
where ∆np = np(ν) − np(µ) is the change in the numbers of bonds of the
particle whose bonding strength is changed. In our implementation the ef-
fect of this is incorporated directly into the acceptance probability giving Pa =
exp(−∆E0(ν, µ)−∆Eh(ν, µ)). Since this is the only component of the transition
rate that depends on the field we can evaluate B(ν
C←− µ) by taking the natural
logarithm, followed by the derivative with respect to the applied field. This gives
Bp(ν
C←− µ) = ∂
β∂hw
(−β∆E0(ν, µ)− β∆Eh(ν, µ))
= ∆np(ν, µ),
(2.21)
where the subscript p indicates that each particle receives its own Chatelain field
contribution at each attempted move. This is the contribution to the individual
particles ‘Chatelain field’ if the move would result in an increase in the system
energy and accepted. What if the proposed move is instead rejected? Returning
to Eq. 2.17, if a move to the ν configuration is rejected one may write
R(t, w) =
1
β
∑
γνµC
A(γ)G0u′(γ ← µ)
×W 0(µ C←− µ) ∂
∂hw
lnW h(µ
C←− µ)ρt(µ)
(2.22)
where the need to consider the particular cluster is now clear, many rejected
moves leave the system unchanged, and the propagator now runs from µ since
the rejected move at w leaves the system unchanged. But the change in the
transition rate for rejecting the move is just the negative of the change observed
when the move is accepted which gives
R(t, w) =
1
β
∑
γνµC
A(γ)G0u′(γ ← µ)
×
(
−W 0(ν C←− µ) ∂
∂hw
lnW h(ν
C←− µ)
)
ρt(µ).
(2.23)
In order to identify the contribution to Bp(w) it is necessary to combine the
propagator and transition rate, but this must be for the rejected rate as in Eq.
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2.22 not the accepted rate as in Eq. 2.23. This can be simply manipulated to
R(t, w) =
1
β
∑
γνµC
A(γ)G0u′(γ ← µ)W 0(µ C←− µ)
×
(
−W
0(ν
C←− µ)
W 0(µ
C←− µ)
∂
∂hw
lnW h(ν
C←− µ)
)
ρt(µ).
(2.24)
The contribution to the Chatelain field for rejected moves, Bp(µ
C←− µ) may then
be extracted from this giving
Bp(µ
C←− µ) = −W
0(ν
C←− µ)
W 0(µ
C←− µ)
∂
∂hw
lnW h(ν
C←− µ), (2.25)
where the notation B(µ
C←− µ) implies that the system stays in its initial con-
figuration by rejecting a move of the cluster C. This is just the negative of the
contribution from accepted moves, modified by the ratio of the probabilities of
each move. Physically the origin of the negative is clear, if the perturbation
makes the move more likely, it increases the probability of making the move, and
decreases the chances of rejecting the move.
The contributions derived are for energy increasing and decreasing moves.
As the Metropolis formula has a discontinuous gradient at ∆E0 = 0, it is not
compatible with the no-field method. To see this consider a perturbation applied
during a move which would otherwise leave the system energy unchanged. If
under the perturbation the move would decrease the system energy, acceptance
probability would remain equal to unity. Conversely if the perturbation would
increase the final energy, the acceptance probability would be decreased as de-
scribed above. Now since one direction has a modified probability but not the
reverse a situation would result which is not consistent with detailed balance.
Previous studies have considered Glauber acceptance probabilities, in part
because this gives a continuous and differentiable function for all energy changes.
Earlier the parameter α = 0.9 was used to determine the acceptance probability
for moves where the energy remains unchanged. For the purposes of imple-
menting the no-field method a Glauber form is introduced for moves where the
unperturbed energy change is zero:
Pa(∆E(ν, µ)) =
2α
1 + ∆E(ν, µ)
. (2.26)
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This is now differentiable and it is simple to show that it gives a contribution to
accepted moves
Bp(ν
C←− µ) = 1
2
∆np(ν, µ). (2.27)
Rejected moves have a contribution modified by the acceptance probability di-
vided by the rejection probability as with energy increasing moves. The appear-
ance of the factor of a half is natural because whereas uphill-downhill pairs of
moves only receive a response from the uphill move, when the move is energy
neutral both directions contribute to the response. The different contributions
to the Chatelain field can be summarised as Bp(ν, µ) = Θ(∆E
0(ν, µ))I∆np(ν, µ),
where Θ is the step function with Θ(0) = 1
2
, I = 1 if the move is accepted and
I = −W (ν C←− µ)/(1 −W (ν C←− µ)) if the move is rejected. This formulation is
valid for any system employing the acceptance probability described and having
discrete energy levels allowing it to be applied directly to the patchy particle
system.
2.4.3 Implementing No-field Methods
Now that the contributions to the response have been derived it is worthwhile fully
describing the implementation. From the correlation form of the response it is
clear that two measurements must be recorded: the Chatelain field contributions
Bp(w) and the conjugate observable Ap(t), which for the perturbation considered
is just the energy, or equivalently the number of bonds of the particle. These
must be recorded for each particle during the simulation so that the correlation
may be calculated at the end.
In practice we do not measure the impulse but the integrated response so
the individual Bp(w) are instead recorded in ‘bins’ Bp(i) of width ∆t, i.e. all
contributions to a particle’s Chatelain field in the interval w < t′ < w + ∆t,
where i is used as the index for the bins such that i = w/∆t. The response is
calculated according to
χ(t, w) =
∑
p
np(t)×
i=(t/∆t)−1∑
i=w/∆t
Bp(i). (2.28)
The models we have described show behaviour consistent with more detailed
models of assembling systems considered in previous studies. Demonstrating that
systems assemble is however only the start of our story. We will now investigate
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the behaviour of a series measurements in our model systems with the aim of
improving our understanding of why assembly occurs where and when it does.
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Chapter 3
Flux and Traffic
The work presented in this chapter includes material reproduced from two papers
published by the author: Grant et al [28] and Grant and Jack[27].
Having introduced the models and techniques we are now in position to con-
sider measurements of the dynamics of self-assembly. The importance of the role
of reversibility in self-assembly is qualitatively persuasive, however in order to
make use of the idea it needs to be put on a more quantitative foundation. In
this chapter we will describe a measurement that ‘in silico’ is both intuitive and
easily measured. Applied to several systems it will allow us to address two im-
portant questions, ‘how reversible must a system be to assemble?’ and ‘how does
the reversibility relate to the particles and assembled structure?’.
We begin by illustrating two versions of the measurement in the Lattice Gas
together with a toy model that helps to interpret the results. This results in the in-
troduction of complementary features of systems, ‘forgivingness’ and ‘specificity’
which will be defined and examined in the patchy particle model and compared
with earlier results for the chaperonin system.
3.1 Kinks
A naive approach to measuring reversibility is simply to count (un)bonding events
of particles, or ‘kinks’. We record all events in which particles’ bond numbers
either increase or decrease, K±(t1, t2), in a given interval t1 to t2. If we consider
a system from initialisation, t1 = 0, until t we can define an integrated traffic, or
dynamic activity,
T (t) = 〈K
+(t)〉+ 〈K−(t)〉
N
(3.1)
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as the sum of bonding and unbonding events normalised by the number of par-
ticles. Similarly we can define the integrated flux,
F(t) = 〈K
+(t)〉 − 〈K−(t)〉
N
(3.2)
as the net number of bonding events and we have again normalised by the number
of particles[28]. The integrated flux is just the number of bonds an average
particle gains during the simulation. We can consider two limiting cases for
measurements of the flux and traffic: for a system initialised at equilibrium there
is no net flux, F(t) = 0 (or will plateau when a non-equilibrium system reaches
equilibrium), while in the limit T/b → 0 unbonding events are not allowed and
we have F(t) = T (t). In general, the higher T (t)/F(t), the more reversible a
system’s dynamics.
In a system which has evolved to the assembled state by t, F(t) ≈ Nmax is just
the number of bonds that each particle has gained, where Nmax is the maximum
number of bonds a particle can have. The integrated traffic, T (t) is the number
of kinks, the number of times the particle makes or breaks bonds, in order to
arrive in the assembled state. We aim to use the measurements to quantify a
system’s reversibility over the assembly process and investigate how reversibility
at optimal assembly relates to the properties of the assembling particle.
3.1.1 Making product reversibly: Two steps forward, One
step back
In Fig.3-1 traffic and flux measurements are plotted for the lattice gas (φ ≈ 0.1)
for the range of temperatures considered for the yield measurements, optimal
assembly T ≈ 0.35 is indicated. (In this plot, and in general throughout, where
we make comparisons across a range of temperatures we use a spread of colours
from red, for the hottest temperature, through purples to blue, for the coldest.)
The traffic is monotonic in temperature with the greatest activity taking place at
high temperature. Further at high temperature the traffic is approximately linear,
as expected of a system close to equilibrium. As the temperature is reduced the
traffic is seen to follow a series of plateaus associated with the activation times
t ≈ exp(∆nb/T ) for moves breaking ∆n bonds. At t = 105 the traffic ranges
across almost four orders of magnitude for the range of temperatures considered.
In contrast the behaviour of the flux is very different in time and temperature.
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Figure 3-1: Integrated traffic and flux in the Ising Lattice Gas. The traffic is mono-
tonic in temperature at all times and is approximately linear at high temperature, while
at lowest temperature a plateau associated with activation is observed. The flux is
limited by the number of neighbours and shows a peak coinciding approximately with
optimal assembly. Inset, flux plotted as a function of temperature at t = 10, 103, 105.
Since the flux is limited to the number of bonds a particle can form the variation
with temperature is far smaller than with the traffic. In the inset we plot flux
against temperature for t = 10, 103, 105 which shows that apart from at very
early times the flux is non-monotonic in temperature peaking near to optimal
assembly. In practice the peak in flux is at lower temperature than optimal
assembly since only those particles having 4 neighbours contribute to the yield.
At low temperatures bonds initially form giving a high flux but kinetic trapping
prevents further flux, delaying it reaching its equilibrium state.
The traffic divided by the flux as the system approaches the assembled state
gives an indication of the reversibility of the assembly process. For the density
considered at t = 105 the traffic is a few hundred at optimal assembly meaning
that the number of kinks per net bond making event is typically of the order
100. This value may be a little surprising, in terms of the amount of making
and breaking of bonds to obtain each bond. One might expect a few mistakes
to be made before a particles joins a cluster in a correct position, but the large
value is consistent with the idea of reversibility playing an important role in self-
assembly. This of course is just one system at a single density and even here the
broad assembly peak seen in Fig.2-3 means that a value in the range 10 − 1000
(corresponding to 0.35 ≤ T ≤ 0.4) covers two orders of magnitude a feature that
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Figure 3-2: a) Schematic for the toy model of kinetic trapping showing the three states
and possible moves between the monomer state and either of M misbound states, or a
single optimal state. b) Yield plot of the toy model with M = 10 and c) M = 0.[28].
would be useful to relate to the particles and structure formed.
3.1.2 A simple toy model
In order to compare and interpret the results in the different systems, it is useful
to consider a toy-model of assembly which captures some of the behaviour. The
model is illustrated in Fig. 3-2 having a disordered state of energy, E = 0, in
which each particle is initiated, M poorly, or misbound states of energy E = −1
and a single optimally bound state with E = −2[28]. Particles make random
moves with a Metropolis algorithm ensuring that downhill energy moves are al-
ways accepted while those exiting bound states are activated. Moves between
misbound and optimally bound states are forbidden. Although the model makes
no pretence of capturing spatial behaviour of more physical models it does capture
the principle effects of kinetic trapping.
Denoting the unbound, misbound and optimally bound states by 0, 1, 2 re-
spectively, the model is described by a master equation
d
dt
P (t) = WP (t), (3.3)
where P (t) ≡ (P0(t), P1(t), P2(t)); the variable Pi(t) is the probability that a
particle resides in state i at time t; and the matrix W is
W =
−c(M + 1) ζ ζ
2
cM −ζ 0
c 0 −ζ2
 . (3.4)
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We have defined ζ ≡ e−b/2T for compactness of notation and c = 0.01 is a
concentration like parameter measuring the availability of optimally bound sites.
The yield in this model is nopt ≡ P2.
All particles start in the monomer state, so that Eq. 3.3 is to be solved with
the initial condition P (0) = (1, 0, 0) and the solution obtained by matrix diago-
nalisation. In the long-time limit, P (t) converges to the equilibrium distribution
s = 1
Z
(ζ2, cMζ, c) where Z = c + cMζ + ζ2 is the partition function. Thus the
equilibrium (long-time) yield is neq = c/(c+ cMζ + ζ
2).
Figures 3-2b) and c) show the evolution of the system for M = 10 and M = 0,
the former being indicative of the typical behaviour observed in 2D crystallisation
while the latter may be thought of as a illustrative of a 1D filament former. With
no misbound states the yield is monotonic, there is no possibility of becoming
trapped, in the same way, when growing filaments there is no way in which a
particle can be added in a way that prevents further assembly. As soon as there
are misbound states however the non-monotonic yield seen in the Lattice Gas
and patchy particle model is observed.
Flux and traffic measurements can be calculated for the model and, taking
flux to be moves into the optimally bound state, total traffic is typically observed
to be ≈ 2(M+1) (see Fig. 3-4a)) when the model approaches equilibrium. This is
consistent with the idea of visiting each of the misbound states before finding the
optimally bound configuration. Applying this idea directly to the results of the
previous section gives the idea that if each particle makes ≈ 100 bond making
and breaking moves for each net bond, before arriving in its final destination
there are of the order of 50 misbound states. It important to identify whether
this is a realistic interpretation of the values of flux and traffic values observed.
The toy model presents a simple interpretation of the possibilities of mis-
binding. For instance in real spacial systems the accessibility of sites, whether
bonding at a location will increase the number of optimal or misbound sites avail-
able, will all affect the observed behaviour. As a result the idea of forgivingness
of the system has been introduced to aid interpretation of results[28]. A forgiving
system will allow assembly more readily, corresponding to a low effective value of
M in the toy model. A system which is not forgiving will ‘punish’ a misbinding
of particle and require particles to search out correct bonding sites enduring a lot
of traffic to locate the optimally bound state.
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3.1.3 Flux-Traffic Rates and Ratio
An alternative application of kinks is to consider rates of bonding and unbonding.
If we record the number of events in an interval ∆t then we can define rates of
traffic
τ(t,∆t) =
〈K+(t, t+ ∆t)〉+ 〈K−(t, t+ ∆t)〉
∆tN
(3.5)
and flux
f(t,∆t) =
〈K+(t, t+ ∆t)〉 − 〈K−(t, t+ ∆t)〉
∆tN
(3.6)
in the limit ∆t → 0 the measurements converge on the true rates τ(t) and f(t)
but in practice we must approximate these by integrating over a finite interval.
This is accurate as long as the change in rates over the period is negligible.
We define the flux-traffic ratio
Q(t) =
f(t)
τ(t)
(3.7)
which provides a dimensionless measure of the instantaneous reversibility of the
system. While it is more difficult to obtain good statistics for rates than the
integrated quantities described above, Q(t) is closer to the qualitative descrip-
tion of (an instantaneous measurement of) reversibility and allows changes in the
behaviour to be observed as the system evolves. This is because while the inte-
grated quantity effectively averages over greatly varying stages of assembly, the
rates allow comparison with the typical states of the system during its evolution.
As with the integrated measurements one can consider limiting values of the
ratio Q(t): if all moves are coagulative then we have f(t) = τ(t) and Q(t) =
1; a system at equilibrium will have Q(t) = f(t) = 0. Additionally since the
integrated flux is limited to at most the number of bonds a particle can form we
know that at long times f(t) ≤ t−1 and since τ(t) tends to a constant at long
times and equilibrium, the same limiting behaviour also applies to Q(t).
3.1.4 Flux and traffic rates in the lattice gas
Rate data for the traffic, flux and the flux-traffic ratio in the lattice gas is pre-
sented in Fig.3-3. This is consistent with the findings of the integrated measure-
ments, the traffic varies least with time at high temperature, and at fixed time
reduces rapidly with temperature. The flux however shows little temperature
dependence, and may be approximated by t−1 as required by the limitation of
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Figure 3-3: Rates of traffic and flux in the Ising Lattice Gas. By later times the
traffic varies over 4 orders of magnitude across the temperature range considered. In
contrast the flux, constrained by the maximum number of neighbours, shows little vari-
ation across the temperature range. Dashed lines indicate t−1 in plots of flux and the
ratio. The ratio of flux and traffic is dominated by the traffic, with assembly occurring
at a range of ratios, relaxing approximately as t−1[28].
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the integrated flux. Intriguingly the flux-traffic ratio shows that rather than a
certain level of reversibility corresponding to optimal assembly in a particular
system there is great variation in time. For example for times t ≤ 106 optimal
assembly is stable at T ∗ = 0.35 but the ratio lies in the range 1 < Q(t) < 10−4,
but all other T/b have Q(t) in this range during the times considered.
While there is no clear separation between temperatures representative of dif-
ferent regimes allowing the prediction of the different regimes of behaviour there
are features that may contribute to understanding of the processes. At high tem-
perature Q ≈ t−1 and as the temperature is reduced a shoulder begins to develop
as optimal assembly is passed. This continues to grow into a plateau when kinetic
trapping occurs revealing the activation associated with kinetic trapping. Fur-
ther investigation may reveal more detailed information relating to the decrease
in Q(t) which will allow us to make predictions based upon the measurement.
The flux-traffic ratio is an instantaneous measure of reversibility, it is the
number of kinks required to make a net bond per particle at a given time. In
dilute systems initial random configurations consist primarily of monomers. This
means that at early times all temperatures will have values of Q(t) close to one
since no bond breaking moves will be possible until some bonds have begun to
form. Understanding the decrease in Q(t) across the range of temperatures and
how its behaviour at optimal assembly relates to the assembling particle, the final
product and the system’s M value (if one is appropriate) are the key challenges
addressed in the remainder of this chapter.
3.2 Flux and Traffic measurements
3.2.1 Integrated Measurements
The use of kinks to measure reversibility in assembling systems was first reported
in Grant et al [28], where we presented integrated flux and traffic measurements
in the chaperonin model and the lattice gas at density ρ = 0.002. Parametric
plots of the flux against traffic are reproduced in Fig.3-4, isochrones, shown as
dashed lines, for the lattice gas are at 104, 105 and 106. Certain features of these
plots are common to all system: At low temperature systems have significant flux
at low traffic as bonding events dominate dynamics while at high temperatures
flux remains low until high values of traffic. At optimal assembly, near to where
the highest flux is observed we can estimate the reversibility of the process by
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F(t)
Figure 3-4: Plots of integrated flux against traffic for a) toy model with M=10, b)
chaperonin sheet former and c) lattice gas at density ρ = 0.002. The dashed lines
represent isochrones which are plotted at t = 104, 105 and 106 for the lattice gas. The
schematic model gives an intuitive result of ≈ 20 kinks for each net bond. In each of
the other systems this value rises to ≈ 1000[28].
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Figure 3-5: Plots of integrated flux against traffic for patchy particles forming a)
tetrahedra, b) icosahedra and c) close packed hexagonal sheets at volume fraction of
φ = 0.076. Isochrones (dashed lines) are plotted at t = 104, 105 and 106 MCS.
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comparing the total flux and traffic. For the toy model it is found that typically
2M + 1 events are required for each net bonding event into the optimal state.
As suggested earlier, with M = 0 optimal assembly occurs when T = 0 since no
kinetic trapping is possible and yield is maximised by never breaking bonds.
In the previous section we showed that in the lattice gas with a volume fraction
of φ = 0.1 roughly 100 bonding and unbonding events were required to make
each bond at optimal assembly. In the chaperonin and more dilute lattice gas
φ = 0.002 models this rises to ≈ 1000, suggesting that the system is highly
reversible over the course of the assembly process. That the two models happen to
have similar values is interesting and suggests that the forgvingness of the systems
at the densities simulated may be similar. However any general explanation for
their similarity must also account for the difference observed with change of
volume fractions. Before attempting an explanation we will first consider three
instances of the patchy particle model, which show distinct variation that may
be interpreted more easily.
In the chaperonin and lattice gas models the equilibrium structures are ex-
tended crystals. In contrast the tetrahedral and icosahedral systems form closed
structures. Furthermore since the patches are located at specific locations the
possibility of forming misbound structures is reduced. For instance the particles
forming tetrahedra can form two low energy three particle structures, illustrated
schematically in Fig.3-6. The three particles form a stable triangular structure in
which each is bonded to the others, bonds are shown in red. The free, unbonded
patches of the particles are free to point ‘up’ or ‘down’ with the patches aligned as
in Fig.3-6a), or with one misaligned, Fig.3-6b) (we borrow the magnetic notation
for the free patches directed into and out of the page). Simple considerations
suggest that the correct structure will be achieved in one quarter of occurrences.
A fourth particle is likely to attach, forming a tetrahedron, whenever these struc-
tures form. This leads us to expect the tetrahedra system to be able to tolerate
a far lower value of M than seen in extended systems, and the icosahedra should
lie somewhere in between.
This is indeed the case and for tetrahedra we see in Fig.3-5, where optimal
assembly occurs at T ∗ = 0.095 at t = 107, that a final T (t) = 200 corresponding
to an effective M ≈ 30. For the icosahedra formers optimal assembly occurs
at T ∗ = 0.12 for which the traffic gives a value of forgivingness M ≈ 100. In
contrast the close-packed sheet former gives a value of M ≈ 500. These results
are consistent with the interpretation of forgivingness and how it relates to the
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a) b)
Figure 3-6: Schematics of stable trimers of tetrahedron forming particles. Bonds
between the three particles are shown in red and magnetic notation of up and down
fields is borrowed for the orientation of the free patch. In a) the free patches are aligned
and assembly can proceed easily with the addition of a forth particle. In b) the free
patches are not aligned and the trimer must break at least one bond and reorient before
assembly can occur.
particle and target structure. The tetrahedra system, being the simplest structure
has the lowest M indicating that it is the most forgiving of the three systems.
The extended close-packed sheet is the most complex final structure and is the
least forgiving, its high M revealing the highly reversible dynamics required for
assembly, and the icosahedral system lies in between. The useful feature of the
patchy particle systems is that it allows the comparison of measurements in closed
and extended model systems; although the particles and target structures differ,
the dynamic scheme and inter-particle interactions are the same.
Additionally the measurements can also help to identify the mechanism by
which assembly takes place. In the sheet forming patchy particles, chaperonins
and at high temperature lattice gas there are characteristic signals of nucleation
prior to phase separation and in the first two systems optimal assembly lies in the
nucleation regime. This is identified in parametric plots of flux against traffic by
increasing T initially at constant F . At a certain point the flux rises indicating
the formation of a stable nucleus from which phase separation can then proceed
readily. In contrast at lower temperatures in extended systems and in closed
systems, structures appear to form more by aggregation and annealing. The
dynamic properties of the different mechanism will be found to be of importance
as we seek to use measurements to predict long term assembly from measurements
early in the process.
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There are however caveats that need to be considered. The time at which
we stop simulations is to a certain extent arbitrary: for each system simulations
have been run until a significant yield has been achieved, but this varies from
70-90% across the systems considered. This has a significant effect on the value
of T (t) when the simulation is stopped and so on the value M that is extracted.
However, considering just patchy particle systems the achieved yield is highest
in the tetrahedral system and lowest in the close-packed sheet. Thus as yield
increases in each of the systems we would expect the trend in value of M to be
preserved or increased in line with our analyses.
More relevant with regard to the aims of the present work is that M is only ob-
tained once a system has assembled. In this respect the measurement has limited
potential for predicting assembly. It does however offer a way of demonstrating
and quantifying the need for reversibility in assembling systems. We now turn to
measurements of rates of flux and traffic which being instantaneous indicators of
reversibility may allow the prediction of the long-term behaviour of systems in
addition to confirming the validity of the forgivingness interpretation of flux and
traffic measurements.
3.2.2 Rate Measurements
In Fig.3-3 measurement of the rates of flux and traffic and their ratio Q(t) in the
lattice gas were presented. These measurements at volume fraction φ = 0.1 show
at that optimal assembly the flux traffic ratio decreases approximately as t−1.
As the temperature is lowered there is a shoulder which extends to longer times,
signalling the excess of bond-making that results in kinetic trapping. An initial
period of bond formation at all temperatures leads to Q > 0.1 at early times, as
monomers aggregate. At the stage of dimer formation it is not possible to form a
kinetically trapped state, all dimers are equivalent. Trapping and the need for its
prevention through more reversible behaviour only becomes significant as larger
clusters begin to form in the system.
Fig.3-7 presents measurements of Q(t) in patchy particle systems for times up
to t = 105, two orders of magnitude shorter than is required for significant yield
to be achieved. As with the integrated measurements we expect the systems to
require more reversible dynamics in order to assemble as we consider the closed
tetrahedra, icosahedra and extended close-packed sheets. For a large range of
temperatures in the tetrahedral formers Q(t) > 0.1 and only at the highest tem-
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Figure 3-7: Plots of flux-traffic ratio for patchy particles forming a) tetrahedra, b)
icosahedra and c) close packed hexagonal sheets at volume fraction of φ = 0.076.
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perature considered is the limiting decrease approaching t−1 observed. At optimal
assembly the ratio decreases from 1 to ≈ 0.2 by t = 105. In the icosahedral for-
mers values of the flux-traffic ratio are typically smaller than for the tetrahedral
system, with optimal assembling showing a value Q(t) ≈ 0.02 at t = 105 an order
of magnitude smaller than in the tetrahedral system.
In the sheet formers values are in general lower still (values of Q(t) less than
10−3 are not shown due to poor statistics). In the sheet forming patchy particles
we have already noted that optimal assembly is located in the nucleation regime.
Here we find that the flux traffic ratio has fallen rapidly in the times considered
and there is little indication in dynamic measurements up to t = 105 whether the
system quenched to T/b = 0.155 will assemble. We would expect the flux to rise
at optimal assembly once nucleation occurs, but as with integrated measurements
we would have to wait until assembly has occurred before we can identify the
location of optimal assembly with any confidence. As such we cannot expect
the flux-traffic ratio alone to serve as a predictor of optimal assembly in systems
which may undergo nucleation near to the location of optimal assembly.
3.3 Discussion
We have described the use of kinks in simulation which provide intuitive measure-
ments of reversibility. The integrated flux and traffic allow the reversibility of the
assembly process as a whole to be quantified and serve to verify the qualitative
argument originally put forward by Whitesides[76]. A naive ‘two steps forward,
one step back’ approach might lead to the idea that a particle needs to make
and break bonds a handful of times in order to assemble. Where the equilibrium
state is an extended crystalline structure however, instead we find that bonds
may need to be made and broken thousands of times before a bond is formed
that remains present in the final structure.
By analogy with a simple toy model this value can be associated with a
‘forgivingness’ of the assembly process which can be thought of as a measure of
the ratio of misbound sites to optimal sites. In a more forgiving system, with a
lower value of M , a particle is less likely to bond incorrectly or at the wrong site
than it is to bond optimally, allowing closed structures to form or crystals to grow.
This interpretation is borne out by the study of the patchy particle system, for
which tetrahedral formers have only a limited possibility of forming trapped states
and a correspondingly low value of M is recorded. Icosahedral formers have an
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intermediate forgivingness, while patchy particles forming extended close-packed
sheets returns to the values typically seen in lattice gas and chaperonin systems.
Although the idea and measurement of forgivingness as it stands may be ap-
propriate for systems forming closed structures such as the tetrahedra its applica-
bility to the self-assembly of crystal structures is not as clearly defined. We have
already seen the dependence upon the density of the lattice gas, the variation in
measured M is at least an order of magnitude. Furthermore the measurements of
the flux-traffic ratio, Q(t) shows that the ‘instantaneous forgivingness’ of systems
can vary enormously over the course of the assembly process. While work is still
needed to clarify how the particular values observed relate to the particles, their
dynamics and assembled structure, we briefly discuss possible approaches before
turning to a second measurement of reversibility.
The high values of Q(t) observed at short times in all systems measured have
been put down to the aggregation of monomers. From an assembly perspective
however it is useful to note that with the particles considered there is no way in
which a dimer can be malformed (this is not necessarily the case as particles could
have different ‘patches’ with differing interactions meaning that not all bonds are
equivalent). In the systems we have considered kinetically trapped arrangements
of particles can only form once at least three particles have formed a cluster. In
this case at very early times the system is very forgiving, like filament forming
chaperonins. As soon as the cluster begins to grow further however the possibility
of developing kinetic traps increases, requiring increasingly forgiving dynamics in
order to continue assembling. By this same argument it is possible to envisage a
situation where the measured Q(t) is too forgiving, bonds are being broken more
often than they need to be, and assembly might be accelerated by reducing the
temperature such that Q(t) is more appropriate for the structures present.
3.4 Summary
So have we been able to answer the questions with which we started the chapter?
How reversible are assembling systems and how does the measurement relate
to the particles and structures? We can provide an intuitive measurement of
the reversibility of systems, quantifying the requirement for reversibility in self-
assembly[76]. In measurements over the entire assembly process we find that
in models of particles forming tetrahedral and icosahedral structures at optimal
assembly a typical particle will make and break each bond 60 and 200 times
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respectively. These correspond to a forgivingness, the ratio of bad bonding sites
to optimal sites, of M = 30 and 100. Simulation of crystals give a value of
M = 100 to 1000 depending upon the density of the system and the particular
crystal model.
The case of tetrahedra provide a persuasive argument as to how the measured
reversibility depends upon the particles and target structure. The tetrahedral is
the most irreversible of the systems measured. Through geometric considera-
tions we have explained how this is likely due to the relative paucity of ‘wrong’
structures at a key stage in the assembly pathway. The increasing complexity of
structure formed is further argued as the cause of larger reversibility of icosahe-
dral and crystal formers.
We have answered one question and the second has resulted in more. By
considering the forgivingness of a system as a function of time we have provided
evidence that the rate of bonding and unbonding may vary considerably during
assembly and we will investigate this further in the following chapter. This has
already led to the idea of ‘specificity’ of interaction resulting in the observed
forgivingness. Were it possible a perfect novel assembling system is suggested:
ensure that interparticle interactions only allow correct bonds to form and as
with chaperonins assembling into 1D filaments the possibility of kinetic trapping
is avoided.
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Chapter 4
Correlations, Responses and the
Flux Relation
The work presented in this chapter includes material reproduced from Grant and
Jack[27].
In the previous chapter we focussed on quantifying reversibility over the whole
assembly process and how it changed as the system developed. We discussed how
the measured reversibility relates to the particles while measuring an instanta-
neous rate of reversibility begins work towards predicting when self-assembly is
likely to occur. In the present chapter we will investigate whether it is possible
to identify reversibility giving way to irreversibility as we move from microscopic
to macroscopic timescales using correlation and response functions. A brief in-
troduction will introduce these potentially confusing objects and the relationship
between them.
We then ask whether the crossover from reversible to irreversible behaviour
is measurable. This is an important feature of assembling systems, they need to
be reversible to avoid kinetic traps but assemble as quickly as possible to attain
the highest yield. If the change happens on short enough timescales it could be
used as a predictor of where self-assembly will occur. As before it would be useful
to relate measurements to the particles and final structure. Further, correlation
and response functions are more readily measurable in experiment[35, 29] than
the measurements of flux and traffic so it would be useful to relate the two
approaches. This would allow the complex behaviour of the functions to be
related to the intuitive idea of breaking and making bonds potentially aiding the
interpretation of reversibility and its role in self-assembly.
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4.1 Fluctuation Dissipation Theory
4.1.1 Onsager’s Regression Principle
Fluctuation dissipation theory(FDT) is a result of statistical mechanics that
relates two-time correlation and response functions in a system at equilibrium[20].
In experimental systems at equilibrium this is useful since it is often easier to
measure one to obtain the other. Historically FDT goes back to the Einstein
relation between the diffusive macroscopic Brownian motion of particles and the
underlying fluid. It finds a clear description in Onsager’s Regression Principle
relating linear responses to fluctuations in a system.
The regression principle rests upon the idea that a system at equilibrium
is macroscopically and statistically stationary but at the microscopic level is
in constant motion, fluctuating about its mean behaviour. This is represented
schematically in Fig.4-1a) by a Gaussian probability distribution as a function
of energy. If a small perturbation is switched on, a configuration, initially at
the equilibrium energy, is now displaced from the new equilibrium energy, as in
Fig.4-1b) and will relax to a new distribution having a different mean energy as
shown in Fig.4-1c).
Alternatively imagine the perturbation was already applied and the system
now at equilibrium about E2 had undergone a spontaneous fluctuation to a con-
figuration close to E1 as in Fig.4-1c). The system disturbed from its mean ex-
pectation will relax as the effects of the fluctuation dissipate. But if the systems
are previously at equilibrium, are in the same or similar configurations and are
at the same conditions, there can be no historical dependence on the subsequent
behaviour of each. There is nothing different in the two cases described. Pro-
vided we stay in the linear regime the relaxation of the correlation relevant to
the fluctuation in the second case is equal to the response to the perturbation in
the first[20]. (Alternative formulations of the regression principle may consider a
system initially perturbed which is subsequently allowed to relax. The argument
is equivalent.)
Since Onsager, FDT has developed into a study in its own right and various
mathematical formulations have been developed which demonstrate the equiva-
lence of the two functions. In non-equilibrium systems comparisons of correlation
and response functions with the equilibrium expectation of FDT have been used
extensively in the study of glasses. The idea has been that if a system is close
to equilibrium it will behave similarly to one at equilibrium and the prediction
61
P(E)
EE1
EE1 E2
P(E)
EE1 E2
P(E)
Figure 4-1: Top: The system is prepared at equilibrium in state 1 where we represent
the probability of a configuration with a given energy by a simple Gaussian. Middle: A
perturbing field is applied such that it doesn’t alter the energy of the current configura-
tion but shifts the equilibrium energy and associated distribution of configurations of the
new state, 2. Bottom: The energy of the system relaxes from its original configuration
to its new equilibrium expectation value.
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of FDT will be closely followed. If a system is far from equilibrium then the
opposite will be true and it will be very different from the prediction.
4.2 Correlations and Responses
We have already seen the response function R(t, w) expressed as a correlation
function in Eq.2.10 as part of the derivation of its ‘no-field’ measurement. Here
the measurements are explored in detail in order to introduce the plots required
to compare the two functions and the proximity of the system to equilibrium
behaviour. Correlation functions can be of many forms taking a single or several
properties of the system, such as the energy or number of bonds of a particle or
the occupation of a cell or lattice site, and can be over time or space. For our
purposes the appropriate choices are two-time correlation functions. As will be
explained in the following sections the measurement of interest is the relaxation
of fluctuations in the system, how strongly the properties of the system correlate
as the system ages. These can be written generally as
C(t, w) = 〈A(t)B(w)〉 − 〈A(t)〉〈B(w)〉
= 〈δA(t)δB(w)〉
(4.1)
where δA(t) = A(t) − 〈A(t)〉 is introduced for compactness of notation. This is
the form of the connected correlation function where the product of the average
values of the observables at the two times is subtracted (in the unconnected
correlation function this term is not included). The result of subtracting the
average terms is that the function relaxes to zero when there is no correlation
between the system at the two times.
The relevant correlation functions, which are the focus of the present work,
take particle energies as the observable of interest. In this instance the correlation
function is obtained by setting the observables to the particle energy, A = B = Ep
and averaging over particles and trajectories. The energy correlation function
measures the relaxation of fluctuations in particle energies averaged over the
ensemble. If all particles energies are the same, Ep = 〈Ep〉∀p, at either time then
from Eq.4.1 the correlation function evaluates to zero.
More typically, particles will not have identical environments and the corre-
lation function will have a finite value. If we concentrate on the first term of the
correlation function we may re-write it as a sum over particles, p, initial, µ, and
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Figure 4-2: Example hot and cold behaviour of a) correlation functions, b) response
functions and c) the Fluctuation Dissipation (FD) plot. At high temperature, even
though the system is not at equilibrium the prediction of FDT is closely followed. In
contrast at low temperature the response is much lower than predicted.
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final, γ, configurations
〈Ep(t)Ep(w)〉 =
∑
p,µ
PAu (ν)Ep(µ)ρw(µ), (4.2)
where we have defined a general propensity PAu (µ) =
∑
γ A(γ)Gu(γ ← µ) and
if we set A(γ) = Ep(γ) we obtain the expectation of the energy of particle p
a time u = t − w after being in configuration µ. When u is small, initial and
final configurations will be similar meaning that there will be a strong correlation
between particle energies at the two times. As u increases however the system
will explore configuration space such that PAu (µ) → 〈Ep(t)〉 the energies are in-
dependent. The result is that as the separation increases beyond the relaxation
time for the system it remembers less of its initial state and the correlation be-
tween each particle’s energy at the two times decreases to zero. If the correlation
function is normalised by the one time correlator C˜(t, w) = C(t, w)/C(t, t) then
the correlation function relaxes from one to zero as the separation between t and
w increases.
Recall that the impulse response is defined, generally, as the change in an
observable at the time of measurement t due to the application of a perturbation
at time w. In the specific case of the response of particles’ energy to a perturbation
the response is
R(t, w) =
1
δt
∂
β∂hw
〈Ep(t)〉. (4.3)
FDT says that for a system at equilibrium this is equal to the waiting time (w)
derivative of the correlation function. Since we will be studying non-equilibrium
systems we define the equilibrium expectation,
S(t, w) =
∂
∂w
C(t, w), (4.4)
so that at equilibrium R(t, w) = S(t, w). For integrated measurements we have
seen that the integrated response is defined by
χ(t, w) =
∫ t
w
R(t, t′)dt′, (4.5)
and at equilibrium this is equal to C(t, t)− C(t, w).
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The functions S(t, w) and R(t, w) and their integrated counterparts C(t, w)
and χ(t, w) are two time quantities. This can make them appear obscure and in
particular the plot that is used commonly to compare integrated measurements in
fluctuation dissipation studies is not immediately intuitive. As a result it is useful
to consider the latter two functions in detail and illustrate typical behaviour with
some representative data before introducing the ‘FD plot’ and its interpretation.
Fig.4-2 shows example behaviour of correlation and integrated response func-
tions for, illustrative, high and low temperatures obtained in the lattice gas. The
first two figures, a) correlation and b) response functions are at fixed w = 0
varying t ≤ 104. The correlation function is at a maximum when t = w and
at both temperatures relaxes quickly, quicker at higher temperature. Conversely
the response is initially zero at t = w, and as the field is applied for longer the
response increases. At high temperature the response quickly saturates, the plots
show that the statistical noise in measuring response is typically much greater
than for correlation functions (only those particles which acquired a contribution
to their Chatelain field contribute to the response whereas all particles contribute
to the correlation).
The second line of plots c) and d) are made for fixed t = 104 for 0 ≤ w ≤ t
so that the function approaches 1 for both temperatures when w → t. The
choice of whether to fix t or w does not affect the correlation function as it is
symmetric if the times are interchanged, C(t, w) = C(w, t), however the choice
is significant in non-equilibrium systems when correlation and response functions
are compared[72]. Because t needs to be fixed to extract relevant information
about the system, it means that it is useful to read the plots from right to left, so
that the relaxation occurs with increasing separation between t and w. At high
temperature, bonds are broken more readily allowing the correlation function to
relax more quickly. At lower temperatures the relaxation is slower because bonds
persist longer and may result in multistage relaxation corresponding to breaking
single, double etc. bonds.
Fig.4-2d) shows integrated response functions for the same system and times
as the correlation functions. This is the response to a field that is turned on at
w until the measurement at t. Again reading from right to left, we see that if w
is close to t, the field has not been on long, the system has not had the chance
to respond and the measurement is close to zero. As the separation increases the
system responds increasingly due to the increasing duration of the field so that
the response increases. For a system close to equilibrium, which has relaxed, as
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is the case for the high temperature system, the response saturates at 1, as would
have been predicted by FDT. In the low temperature case when the system is
far from equilibrium, even when w → 0 the response remains relatively small,
R(t, 0) < 1− C(t, 0).
Information relating the response and correlation functions can be intuitively
seen by making a parametric, fluctuation dissipation (FD) plot, of the response
against the correlation, as a function of w again keeping t fixed. This is done for
the correlation and response data in Fig.4-2e) which also has a line marked FDT.
The FDT line is what the plot would look like for equilibrium systems. The hot
system closely follows the equilibrium expectation for all w, indicating that the
system may be regarded as behaving in a manner close to equilibrium. The cold
system however departs immediately from the FDT line indicating that is is far
from equilibrium.
The plots are read in decreasing w, from the bottom right to the left. As a
result the plots are read with increasing length of trajectories, u, or application
of the field, as the correlation relaxes and the response grows. The high tempera-
ture plot closely follows the FDT prediction at all times. Fluctuations at earliest
w are just due to the statistical noise seen in the response Fig.4-2d). At low tem-
peratures the behaviour falls away from the equilibrium behaviour immediately
indicating that even over short histories the dynamics are not equilibrium-like.
At earliest w in the cold system the FD plot reveals that the system moves further
from the FDT expectation, behaving less reversibly as the length of the trajectory
increases.
If reversibility is equated with equilibrium-like systems and irreversibility with
far from equilibrium behaviour then FD plots may be used to discriminate be-
tween different assembly regimes. The remainder of the chapters focusses on
whether and how correlation and response functions and these plots may be
interpreted and quantified to identify the (ir)reversible nature of the assembly
process. In particular we are interested to know whether this information may
be obtained at times two or three orders of magnitude earlier in the assembly
process than it takes for a system giving optimal assembly to produce significant
yield.
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4.2.1 Departure from equilibrium
When correlation and response measurements are made in non-equilibrium sys-
tems the Fluctuation Dissipation Theory no longer necessarily applies. Sev-
eral relationships have been derived between the response and correlation func-
tions. Typically these introduce the fluctuation dissipation ratio(FDR) or relation
X(t, w)[72],
X(t, w) =
R(t, w)
S(t, w)
(4.6)
and describe limits to its value. In particular, when combined with the definition
of the response one may obtain the effective temperature[72]
Teff =
T
X(t, w)
. (4.7)
This interpretation of the departure from equilibrium is attractive because it is
intuitive to say that the effective temperature arises because the non-equilibrium
system behaves similarly to an equilibrium system at a higher temperature, Teff
recovering FDT. Under specific conditions it can be shown that there are certain
limits under which Teff has a well defined value. While these reinforce the idea
that the effective temperature is a real property of the dynamics of the system it
is interesting to ask when Teff applies.
Teff is derived from correlation and response functions of times t and w. In
particular it relates the measurement at t to a perturbation at w. In our measure-
ments Teff taken as a function of one of the times, with the other fixed, changes
continuously. It is not simply a case of saying Teff is the effective temperature
of the system at w. In our measurements, of assembling and in general, rapidly
changing systems, Teff is not a simple function of the two times but depends upon
the two times and the trajectories between them.
Our studies[27] have taken the difference between the correlation and response
functions, ∆(t, w)[27], as the object of interest, for example we define a deviation
∆(t, w) = S(t, w)−R(t, w), (4.8)
which is related to the FDR as X(t, w) = 1 − ∆(t, w)/S(t, w). This does not
have the same intuitive interpretation as the effective temperature but we will
show that it allows us to clearly identify irreversibility as the origin of departure
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annealing of disordered clusters. This motivates our use of
the term “kinetic crossover.” Clearly, the existence of a re-
gime of efficient assembly requires that the kinetic crossover
is not too close to the thermodynamic one. If the system
crosses over smoothly from free subunits to disordered clus-
ters, then there is no temperature at which assembly is effi-
cient on the time scale tyield.
B. Local equilibration
We now return to the link between the kinetic crossover
and the FDR. The general idea is that dynamics that is lo-
cally time-reversal symmetric allows disordered states to an-
neal into ordered states. This idea is not new !for example,
see Ref. "22#, especially its Fig. 1$. However, the FDR pro-
vides a quantitative measure of this effect.
The crystalline state of the two-dimensional system of
disks is close packed, with each particle bonded to six neigh-
bors. During assembly, the fraction of such particles in a
given cluster provides a measure of its crystallinity. As clus-
ters form, there are many possible states with low crystallin-
ity, and the system tends to visit these states quite frequently.
The effectiveness of assembly depends on whether these
states are able to anneal into crystalline clusters. This anneal-
ing becomes more difficult as the disordered clusters grow.
For example, annealing the disordered clusters of Fig. 2 into
crystallites requires highly cooperative processes with large
activation energies, while annealing small disordered clusters
requires less cooperativity.
Our results indicate that, near optimal assembly, large dis-
ordered clusters are avoided because the system remains lo-
cally equilibrated at each stage of the assembly process !al-
though the system is globally out of equilibrium$. At any
stage of assembly, there will be a set of likely states. The
condition of local equilibration is that the relative probabili-
ties of these likely states reflect their relative Boltzmann
weights. If this condition holds, the system avoids the disor-
dered states that are precursors to the large disordered clus-
ters of Fig. 2. For example, small disordered clusters have
smaller Boltzmann weights than crystalline clusters of the
same size, so local equilibration suppresses the disordered
states. On the other hand, if disordered states are likely at
any stage of assembly, this indicates that they are not being
annealed into crystallites, and are likely to evolve into larger
disordered clusters.
To link this argument with the FDR, we first demonstrate
a link between local equilibration and an approximate time-
reversal symmetry. We consider two states C and C! that are
both likely at a given stage of assembly. The rate with which
the system makes transitions from C to C! is
!!C→ C!,t$ = W!C!%C$p!C,t$ , !7$
where p!C , t$ is the probability that the system is in state C at
time t, and W!C! %C$ is the rate for transitions to state C!
given that the system is initially in state C. "The rate W!C %C!$
depends only on the dynamical rules of the model, while the
rate !!C→C! , t$ depends also on the state of the system at
time t.#
For models that obey detailed balance, we have
W!C!%C$exp!"EC!$ = W!C%C!$exp!"EC$ . !8$
Further, if the system is locally equilibrated, then we have
p!C,t$exp!"EC$ & p!C!,t$exp!"EC!$ , !9$
where C and C! are likely states at this time. Thus, the rates
for forward and reverse transitions between these states are
equal:
!!C→ C!,t$ & !!C!→ C,t$ . !10$
This relation is an approximate time-reversal symmetry of
the locally equilibrated state, which holds on time scales for
which the set of likely states is not changing significantly.
The extent to which this approximate time-reversal sym-
metry holds is correlated with the degree of local equilibra-
tion, and hence with the extent to which the system is dis-
criminating between high-energy disordered states and low-
energy ordered ones. By avoiding the high-energy disordered
states, the locally equilibrated system tends to assemble ef-
fectively.
To link this local equilibration with the FDR, we show in
the Appendix that, for systems obeying detailed balance, de-
viations from the FDT arise from differences between the
probabilities of trajectories and their time-reversed counter-
parts, during the time between perturbation and measure-
ment. The key result is !A5$. We conclude that the FDR is a
probe of the degree to which the system obeys time-reversal
symmetry between times tw and t, and hence of the degree of
local equilibration.
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FIG. 6. !Color online$ Correlation response plots for !a$ the
capsid system at t=1920 and 960# tw# t, and !b$ the disk system at
t=8$104. These systems are all well away from equilibrium, but
the response is in accordance with the prediction of the FDT at the
higher temperatures. The response decreases rapidly as the system
passes through the kinetic crossover and falls out of equilibrium.
The red and blue coloring is consistent with that of Figs. 1 and 2.
FLUCTUATION-DISSIPATION RATIOS IN THE… PHYSICAL REVIEW E 76, 021119 !2007$
021119-5
i r r cl sters. his otivates our use of
i ti r ss er.” learly, the existence of a re-
fi i t s l re uires that the kinetic crossover
l t t t er odyna ic one. If the system
t l fr free subunits to disordered clus-
t i t erature at hich asse bly is effi-
t ti l tyield.
. cal equilibration
t r t t li bet een the kinetic crossover
. ral i ea is that dyna ics that is lo-
r l s etric allo s disordered states to an-
r t t s. is idea is not ne !for exa ple,
. , i ll its ig. 1$. o ever, the FDR pro-
tit ti s re of this effect.
t lli st t f t e t o-di ensional syste of
l , it each particle bonded to six neigh-
i l , t e fraction of such particles in a
t r i s easure of its crystal inity. As clus-
, t r ssible states ith lo crystal in-
t t s t isit these states quite frequently.
ti f sse ly depends on hether these
l t l i t crystal ine clusters. This anneal-
r iffi lt as the disordered clusters grow.
l , li t e isordered clusters of Fig. 2 into
ir i l c operative processes with large
r i , ile a ealing s al disordered clusters
l r ti it .
lt i i t t at, ear opti al asse bly, large dis-
ordered clusters are avoided because the system remains lo-
cally equilibrated at each stage of the as embly proces !al-
though the system is globally out of equilibrium$. At any
stage of as embly, there will be a set of likely states. The
condition of local equilibration is that the relative probabil -
ties of these likely states reflect their relative Boltzman
weights. If this condition holds, the system avoids the disor-
dered states that are precursors to the large disordered clus-
ters of Fig. 2. For example, small disordered clusters have
smal er Boltzman weights than crystalline clusters of the
same size, so local equilibration sup res es the disordered
states. On the other hand, if disordered states are likely at
any stage of as embly, this indicates that they are not being
annealed into crystal ites, and are likely to evolve into larger
disordered clusters.
To link this argument with the FDR, we first demonstrate
a link betwe n local equilibration and an ap roximate time-
reversal symmetry. We consider two states C and C! that are
both likely at a given stage of as embly. The rate with which
the system makes transitions from C to C! is
!!C→ C!,t$ = W!C!%C$p!C,t$ , !7$
where p!C , t$ is the probability that the system is in state C at
time t, and W!C! %C$ is the rate for transitions to state C!
given that the system is initially in state C. "The rate W!C %C!$
depends only on the dynamical rules of the model, while the
rate !!C C! , t$ depends also on the state of the system at
time t.#
For models that obey detailed balance, we have
W!C!%C$exp!"EC!$ = W!C%C!$exp!"EC$ . !8$
Further, if the system is locally equilibrated, then we have
p!C,t$exp!"EC$ & p!C!,t$exp!"EC!$ , !9$
where C and C! are likely states at this time. Thus, the rates
for forward and reverse transitions betwe n these states are
equal:
!!C→ C!,t$ & !!C!→ C,t$ . !10$
This relation is an ap roximate time-reversal symmetry of
the local y equilibrated state, which holds on time scales for
which the set of likely states is not changing significantly.
The extent to which this ap roximate time-reversal sym-
metry holds is cor elated with the degre of local equil bra-
tion, and hence with the extent to which the system is dis-
criminating betwe n high-energy disordered states and low-
energy ordered ones. By avoiding the high-energy disordered
states, the local y equilibrated system tends to as emble ef-
fectively.
To link this local equilibration with the FDR, we show in
the Appendix that, for systems obeying detailed balance, de-
viations from the FDT arise from differences betwe n the
probabilities of trajectories and their time-reversed counter-
parts, during the time betwe n perturbation and measure-
ment. The key result is !A5$. We conclude that the FDR is a
probe of the degre to which the system obeys time-reversal
symmetry betwe n times tw and t, and hence of the degre of
local equilibration.
0.2 0.4 0.6 0.8 1
(t,tw) / (t,t)
.
.
.
.
χ(
t,t
w
)/
C
(t
,t)
T 0.33
0.28
0.25
0.20
T = 0.17
( )
. . ! l r li e$ orrelation response plots for !a$ the
t t t a d 960 tw t, and !b$ the disk system at
. s ste s are all el a ay fro equilibrium, but
i i r a ce ith the prediction of the FDT at the
t r t r s. e response decreases rapidly as the system
t t i etic crossover and fal s out of equilibrium.
l l ri is consistent ith that of Figs. 1 and 2.
I - I I I I S I T E PHYSICAL REVIEW E 76, 021 9 !20 7$
021 9-5
(a)
(b)
Optimal
Optimal
Optimal
T/!b
χ˜(t, w)
C˜(t, w)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
0.50.450.40.350.30.250.20.150.1
Optimal
Viral Capsids Sticky Spheres
Sticky Disks Lattice Gas
a)
b)
c)
d)
Figure 4-3: FD plots for the a) viral capsid model[36], b) a 2D system of sticky
disks[36], c) a sticky sphere model[43] and d) the lattice gas in 2D[27].
from equilibrium. Additionally our analysis arrives at a formulation for the devi-
ation which provides an explanation of the continuous variation of the effective
temperature approach.
Other studies have not explicitly derived forms for ∆(t, w) but have related
expressions for the response to the expected correlation in attempts to identify
how the departure from equilibrium arises mathematically[50, 5]. The impor-
tant feature of all approaches is that one can make co parisons of response and
correlation functions in order to quantify the departure from equilibrium of a
non-equilibrium system’s dynamics.
4.2.2 Integrated M a urem nts
Having descr bed the basic features and method logy of the FD plots and general
behaviour of the correlation and response functions we are now in position to
compare the measurements in different systems, in order to identify the signature
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of assembly. In Fig.4-3 we reproduce a selection of FD plots taken from recent
papers for the viral capsid model and sticky disks[36], spheres with a short range
attractive square well[43] and the 2D lattice gas[27]. These show a range of
behaviour from FDT-like to far from equilibrium, as temperature is decreased
which at first inspection appears qualitatively similar in spite of the very different
underlying nature of the systems and particles. In each plot optimal assembly is
indicated.
Recall that the plots are read from right to left, in decreasing w, which in-
creases the length of trajectories u over which perturbations are measured. At
high temperature all four systems closely follow the expectation of FDT in spite
of the systems remaining far from equilibrium at the latest measurement time t.
At the highest temperatures any slight departure from the FDT prediction arises
only over long trajectories, when u = t−w is large, which appear in the top left of
plots. This largest departure from equilibrium therefore corresponds with when
the system is changing most quickly during aggregation from the initial random
configuration.
At very low temperatures the behaviour falls away from the equilibrium be-
haviour immediately indicating even at short times the irreversible dynamics of
the systems. Over longer histories in cold systems the response is seen to plateau
indicating at the time t that the system does not respond to a field applied at
much earlier times. (Later we will see cases where the response can fall at longer
times.) In between the two limiting conditions of reversible or irreversible we
observe optimal assembly and varying degrees of departure from FDT.
Setting aside briefly the viral capsid plots in the top left of Fig.4-3, the three
crystal formers, whether 3D for spheres or 2D for the disks and lattice gas show
consistent behaviour in spite of differences in dimension and being lattice or
continuum models. Typically optimal assembly, indicated in each plot, shows
strongly FDT like behaviour when u = t − w is small (bottom right of plots),
indicating that short timescale behaviour appears largely reversible. This gives
way to progressively more irreversible dynamics as u increases. This is reminiscent
of the role of reversibility in self-assembly where we expect reversible short term
behaviour giving way to irreversibility on macroscopic scales.
The situation with viral capsid formers is slightly different as here optimal
assembly coincides with dynamic behaviour that is clearly irreversible even over
short histories. The response almost plateaus over the duration of simulations,
indicating that the continued application of the perturbation is not producing
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further response. Since this is the only one of the four systems in the figure
which forms closed equilibrium structures the more irreversible behaviour over
short timescales may be related to the findings of the previous chapter. We will
consider the patchy particle systems before looking at impulse measurements that
allow more direct comparison with flux-traffic measurements.
As we have previously noted the benefit of considering closed and extended
systems within the patchy particle scheme means that both bonding and dy-
namics are identical minimising the differences between the three systems and
simplifying comparison. The FD plots in Fig.4-4 are for the three structures de-
scribed in the previous chapter, tetrahedra, icosahedra and close-packed sheets
with t = 105 when there is little yield at any temperature. Again a broad range
of behaviour is seen in systems ranging from hot to cold. Optimal assembly in
each of the systems is identified and shows a progression towards more reversible,
FDT-like dynamics, as the size and complexity of making the target structure
increases. In the two closed systems optimal assembly, as it is for the capsids,
appears irreversible throughout its history.
The trend across the systems is consistent with the behaviour found in the
previous chapters measurements of flux and traffic. As the complexity of the
particle and target structure increases the systems are more reversible, having
a higher value of Q(t) at optimal assembly. In the case of close-packed sheets
optimal assembly is FDT-like until the very longest time separations.
4.2.3 Impulse Measurements
The integrated measurements are made at fixed time of measurement t, plotted
as a function of the time at which the field is switched on, w. This means that
in the previous section when we considered trajectories of increasing length and
noted their decreasing reversibility with increasing length of trajectory, there is
the caveat that different initial times are being compared. In order to directly
compare the changing reversibility from a single w we turn to measurements
of the impulse response. Since the response can only be calculated for finite
trajectories, and in order to obtain reasonable statistics the response is calculated
for an impulse lasting ∆t = 10MCS.
Figure 4-5 shows plots of the normalised equilibrium expectation according to
FDT, S˜∆t(t, w) = S∆t(t, w)/S∆t(w + ∆t, w), normalised by the ‘immediate’ cor-
relation (that is immediately following the period of the impulse) S∆t(w+∆t, w).
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Figure 4-4: FD plots for the patchy particles systems forming tetrahedra (top), icosa-
hedra (middle), and closed packed hexagonal sheets (bottom) at t = 105. In the tetrahe-
dra optimal assembly is located further from the FDT expectation than for icosahedra
formers. In closed pack sheets optimal assembly is located on the FDT expectation,
while it remains in pre-nucleation metastable regime.
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Figure 4-5: Data for S˜∆t(t, w), R˜∆t(t, w) and ∆˜∆t(t, w) at three representative tem-
peratures. The data are obtained at fixed w = 103 MCS, while the time t is varied.
The deviation between correlation S(t, w) and response R(t, w) is small in both good
assembly and poor assembly regimes, but significant in the kinetically frustrated regime.
The normalised response R˜∆t(t, w) = R∆t(t, w)/S∆t(w + ∆t, w) and deviation
∆˜∆t(t, w) = ∆∆t(t, w)/S∆t(w + ∆t, w) are similarly defined. Measurements are
in the lattice gas at 10% volume fraction. The plots are for the temperatures
indicative of each regime of behaviour a) kinetic trapping, T = 0.15, b) opti-
mal assembly, T = 0.35, and c) poor assembly T = 0.5 As the temperature is
increased the deviation from the prediction of FDT, ∆˜∆t(t, w) decreases, indicat-
ing that the system is becoming more irreversible, consistent with the findings of
the integrated response and correlation functions and flux-traffic measurements.
In the measurements at T = 0.15 and 0.35 the FDT expectation S˜(t, w)
decreases to 0.5 and 0.1 respectively over the times considered. The response
also decreases significantly, however in both cases the deviation from equilib-
rium expectation is approximately constant (it should be noted that this is for
a trajectory of up to 500MCS, 50 times the duration of the impulse field). At
optimal assembly the deviation is initially small in comparison with S and R
but is comparable by the final times considered, again suggestive of the property
of assembly appearing microscopically reversible but noticeably irreversible over
longer trajectories. This difference in timescales for the relaxation of R and ∆
suggests that the contributions to the correlation which result in the deviation are
in some way decoupled from those which are able to relax on shorter timescales.
This phenomenon and its physical origins are examined in the remainder of the
chapter.
73
4.3 The Flux Relation: A Proof of FDT
It has been seen that in quenched systems comparisons of response and correla-
tion functions, whether integrated or impulse measurements, reveal information
which correlates with the assembly of the system. It would be useful however
to obtain an expression for the departure from equilibrium and see whether this
can be related to other features, for example the flux and traffic measurements
explored in Chapter 3. Several such expressions have been derived previously and
will be discussed at the end of the section. Here we relate a form of the deviation
that we published in a recent paper[27] that may prove to be useful in quantify-
ing the idea of reversibility in self-assembly and aiding the design of assembling
systems. Additionally this serves as a mathematical proof of FDT that has so far
has only been presented qualitatively through Onsager’s Regression Principle.
The derivation makes use of the notation introduced in the initial derivation
of the no-field method for measuring the response. In this notation the general
form of the correlation is written as
S(t, w) =
∑
νµC
[PAu (ν)− 〈A(t)〉]δA(ν, µ)W 0(ν C←− µ)ρw(µ) (4.9)
where we define PAu (ν) =
∑
γ A(γ)Gu(γ ← ν) as the propensity, which gives the
expectation of the observable A a time u after being in configuration ν. The
correlation only picks up contributions when the observable A changes at w, and
the propensity PAu (ν) differs from the total expectation.
Earlier it was seen that the no-field method for the response does not receive
contributions from energy decreasing moves, because the perturbation does not
change the probability of accepting the move. Additionally contributions from
diffusive moves were shown to involve a factor of a half due to the Glauber
type acceptance probability. To account for these factors we introduce the step
function Θ(∆E(ν, µ)) where Θ(0) = 1
2
. Finally, in order to simplify the analysis
we sum over fixed intermediate configurations ν so that the propensity terms
from rejected and accepted moves are the same.
R(t, w) =
∑
νµC
[PAu (ν)− 〈A(t)〉]
(
Θ(∆E(ν, µ))δA(ν, µ)W (ν
C←− µ)ρw(µ)
−Θ(∆E(µ, ν))δA(µ, ν)W (µ C←− ν)ρw(ν)
) (4.10)
The first term counts the contributions from accepted moves from µ into ν, while
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the second arises from the rejected moves, from ν to µ. The contribution to
the Chatelain field for rejected moves includes the ratio of the acceptance and
rejection probabilities. This is why the acceptance rate W (µ
C←− ν) appears in
the second term even though no move takes place.
In the definition of the correlation form of the response the unconnected form
is used R(t, w) = 〈A(t)B(w)〉. The expression for the response above however
corresponds to the connected form R(t, w) = 〈A(t)B(w)〉 − 〈A(t)〉〈B(w)〉 since
this simplifies the analysis when S(t, w) and R(t, w) are compared. This is pos-
sible because contributions to the ‘Chatelain field’ from accepted and rejected
moves are equal and opposite. As a result under the average, 〈B(w)〉 = 0, and
so the connected part is zero and its inclusion leaves the response unchanged.
Introducing the Θ notation, making use of 1 ≡ Θ(∆E(µ, ν)) + Θ(∆E(ν, µ))
into the expression for the correlation in Eq.4.9 gives
S(t, w) =
∑
νµC
[PAu (ν)− 〈A(t)〉][Θ(∆E(µ, ν)) + Θ(∆E(ν, µ))]
× δA(ν, µ)W 0(ν C←− µ)ρw(µ),
(4.11)
allowing the deviation term ∆(t, w) = S(t, w)−R(t, w) to be evaluated
∆(t, w) =
∑
νµC
[PAu (ν)− 〈A(t)〉]
(
Θ(∆E(µ, ν))δA(ν, µ)W (ν
C←− µ)ρw(µ)
+ Θ(∆E(µ, ν))δA(µ, ν)W (µ
C←− ν)ρw(ν)
) (4.12)
Noting that δA(ν, µ) = −δA(µ, ν) and defining a current
Jw(µ
C←− ν) = W (µ C←− ν)ρw(ν)−W (ν C←− µ)ρw(µ) (4.13)
the final form of the flux relation is obtained:
∆(t, w) =
∑
νµC
[PAu (ν)− 〈A(t)〉]Θ(∆E(µ, ν))δA(ν, µ)Jw(ν C←− µ). (4.14)
This is an interesting result for several reasons. The first point to notice is
that in systems at equilibrium by definition there are no currents. These devia-
tion terms vanish at equilibrium providing a further derivation of the fluctuation
dissipation theory, R = S. For systems that are not at equilibrium the deviation
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arises at the time at which the perturbation is applied. The way in which de-
viation propagates to later time, whether it dominates the behaviour or relaxes
away depends upon the propensity of the configurations. In considering this it is
worth spending a little time on the physical origin of the deviation.
4.3.1 Immediate responses and the flux traffic ratio
An interesting relation that can be demonstrated relates the flux traffic ratio
of the previous chapter and the fluctuation dissipation ratio, X(t, w) = 1 −
∆(t, w)/S(t, w). We define flux as any property of the system that may be written
in the form:
Z(w) =
∑
ν,µ
z(ν, µ)Jw(ν ← µ), (4.15)
where z(ν, µ) is an observable or property related to an observable of interest.
(We have dropped explicit dependence upon the particular cluster as the functions
considered depend only upon configurations, but this will not be generally true.)
When z(ν, µ) = δEp(ν, µ), the change in energy of particles then Z(w) is similar
the flux rate f(t) described in the previous chapter, weighted by the energy
change. We omit this in our definition of the flux but this has a minimal affect
as the vast majority of kinks involve energy changes of ±b[27].
If however we set
z(ν, µ) = [PAu (ν)− 〈A(t)〉]Θ(∆E(µ, ν))δA(ν, µ), (4.16)
we see that the FDT deviation term may also be written in the general form of a
flux, although much complicated behaviour has been absorbed into the propen-
sity. In the limit of t → w, i.e. turning on the perturbation and measuring the
response as soon as it is switched off, the instantaneous response, the propensi-
ties depend only upon the initial configuration PA0 (ν) = Ep(ν). In this case the
function z(ν, µ) takes a form similar to the case of the flux rate, f(t), weighted
by an additional factor of particle energies.
On the other hand when currents are small in comparison with the traffic the
correlation is dominated by the activity from each accepted move weighted by
propensity term and energy change so is similar to the traffic. Now although the
particular weightings complicate the relationship this means that the flux traffic
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Figure 4-6: Plots of flux traffic ratio against FDR in the lattice gas. (Top) Plot of the
immediate FDR for t < 1500 and (bottom) parametric plot of FDR against flux traffic
ratio.
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ratio, Q(t) and instantaneous deviation term ∆˜(w+ δt, w) both take the form of
a flux divided by a traffic. This suggests that the instantaneous departure from
FDT like behaviour may be related directly to the flux traffic ratio.
In Fig. 4-6 we test the relationship with a plot ∆˜∆t(t + δt, t) against time
and parametrically against Q(t) for the lattice gas. As before the subscript ∆t
recalls that we measure the response over a finite interval in order to obtain
reasonable statistics. As a function of time the deviation term falls rapidly from
early times where monomer aggregation into dimers dominates the dynamics.
The behaviour soon settles down to a relatively stable value for the remainder
of the times accessible. While the parametric plot of the deviation term against
the flux traffic ratio is not linear there is clear correlation between measurements
in spite of the differences in the weighting factors and complexity of the move
algorithm. Of particular significance is the lack of temperature dependence of
plots in spite of the vastly different dynamic regimes ranging from poor assembly
at high temperature to kinetic trapping in cold systems.
In Fig.4-7 we present similar plots for the patchy particle models using just
three sample temperatures. Only in tetrahedra formers is there large deviation
from an approximately linear relationship, where this is believed to arise from
the high values of ∆˜∆t(w + δt, w). Since the approximation ∆˜∆t(w + δt, w) ≈
∆˜(w + δt, w) assumes particles undergo a single kink during the interval it is
likely invalid when the rate of kinks is high at early times or rapidly aggregating
systems. The remaining plots for icosahedra and close-packed sheets give similar
results to the lattice gas with a clear relationship between the two measurements,
independent of temperature and dynamic regime.
4.4 Coupling of the response
In the measurements of response presented so far the perturbation has been
applied to the bonding strength of particles. This is relevant to the investigation
of the dynamics of self-assembly because it measures the persistence of bonds
which is vital to the study of reversibility as it measures whether or not bonds
are being made and broken. It is not the only choice of perturbation however
and it is interesting to examine the behaviour of the response when an alternative
choice is made. The lattice gas is used for illustration.
A logical alternative to perturbing the bonding between particles comes straight
from the original definition of the energy of the Ising model given in Eq. 2.1. In
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Figure 4-7: Plots of flux traffic ratio against FDR for patchy particles systems forming
tetrahedra (top), icosahedra (middle), and closed packed hexagonal sheets (bottom).
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addition to the energy due to bonding between particles (or spins) this allows
for the application of a site dependent field hi, where i is the site index. The
no-field method for measuring the response works in much the same way as the
perturbation to a particle’s bonding strength. The acceptance probability for
moves would be modified if a site’s occupancy changes while a perturbation is
applied at that site.
In this case the response is the change in the occupancy of the site at which
the field is applied
R2(t, w) =
1
δt
∂
β∂hw
〈ni(t)〉, (4.17)
where 〈ni(t)〉 is the occupation of the ith site. The conjugate correlation function
is the two-time site correlator
C2(t, w) = 〈ni(t)ni(w)〉 − 〈ni(t)〉〈ni(w)〉. (4.18)
As for the perturbation to a particle’s bonding strength the impulse response
R2(t, w) is equal to the waiting time derivative of the correlation at equilibrium.
The integrated response and normalised quantities are defined in the same way.
In order to demonstrate how the effect of site field differs from the perturbation
to particle bonding strength, two cases are considered, which also allows the
importance of the choice of dynamic scheme to be highlighted. Figure. 4-8
shows four fluctuation dissipation ratio plots: the upper panels are for energy
perturbation, the lower panels, site fields; the left panels are for cluster cleaving
dynamics, the right are for single particle moves. The comparison of the two
move types helps to clarify the differences between the two perturbations.
At high temperature there is little difference between the systems with all
showing equilibrium like behaviour. Additionally the energy perturbation shows
little variation when the dynamics is changed. The site dependence is greatly
affected by the choice of dynamics however. When single particle moves are im-
plemented the energy and site perturbations behave similarly as the temperature
is varied. This is because both perturbations rely upon the breaking of bonds
to relax. If two particles form a bond, both responses relax through a thermally
activated mechanism. We also note the apparent negative response in the bot-
tom left panel in a low temperature simulation measuring the energy response
with single particle moves. This pathological behaviour producing a negative
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Figure 4-8: FD plots for lattice gas. Top plots are for the cluster algorithm described
above, the bottom plots are where only single particle moves are accepted. Left are for
the response coupling to the bonding described above while the right are for the response
to site dependent field and site correlation function.
response has previously been observed and has been identified with activated
ageing processes[52].
When cluster algorithms are used the two measurements are distinctly dif-
ferent reflecting the difference in the relaxation. The energy response is again,
naturally, dependent upon the breaking of bonds. With the site response however
the relaxation is no longer an activated process. Since clusters are able to diffuse
away from the location where they formed the response relaxes once the cluster
has moved. The relationship can be further clarified by considering the zero tem-
perature limit where, in both dynamic schemes bonds once formed are unable to
break. This means the energy response is never able to relax, and the same is
true for site dependence when implementing single particle moves. However, as
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discussed, in the cluster algorithm, clusters are able to diffuse from their initial
position only the site dependence is able to relax.
The choice of perturbation and dynamics is therefore very important as if the
response couples to the wrong relaxation mode then it will not be relevant to the
properties of interest. It shows that when using a cluster algorithm the bonding
perturbation is relevant justifying our choice. The cluster algorithm is imple-
mented in order to obtain physically realistic diffusion. Were this unnecessary
however and single particle moves appropriate, either perturbation would suffice
as they reveal similar information.
4.5 Alternatives to the flux relation
Before concluding this chapter we will briefly review some other fluctuation dis-
sipation relations that have been presented in the literature and compare them
with our flux relation. The flux relation is based upon Chatelain’s approach to
measuring the response using a no-field method. At least two other forms fall
into this general scheme[70] and one in particular has been used to derive a rela-
tionship for the departure from FDT. Where the no-field method we have used
calculates the response for the trajectory followed, the alternative due to Lip-
piello et al [50] rather considers all possible moves that could happen at a certain
time and evaluates contributions to B(w) from these.
The expressions derived for the departure from FDT have a simple formu-
lation in non-equilibrium steady states. Rather than considering the deviation
from equilibrium directly, the response is written as a sum of symmetric and
antisymmetric functions[50]. At equilibrium these are equal to each other and
summed, equal to the correlation. In non-equilibrium systems such as we have in
studies of self-assembly a third term must also be considered[27]. For the present
purposes the benefit of the flux relation is that it gives an expression for the devi-
ation directly, equating part of the correlation with the observed response leaving
the remainder as a function of currents at the earlier time w and the persistence
of bonds formed at this time as measured by the propensity[27]. Furthermore
the expression is valid for all non-equilibrium systems, not just those in steady
states.
In Jack et al [36] a similar expression for the deviation is also considered. This
however considered the time reversal symmetry of the trajectories considered,
with the deviation term in integrated measurements depending upon (in our no-
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tation) Gu(γ ← µ) − Gu(µ ← γ). The flux relation applies directly to impulse
measurements and separates the deviation into terms which can be more easily
related to the qualitative ideas of reversibility and irreversibility that more intu-
itively describe what we expect and are beginning to observe in self-assembling
systems.
4.6 Summary
As with previous studies of correlation and response functions in relation to
self-assembly[36, 43] we find a range of behaviour that corresponds with the
qualitative description of behaviour in different regimes of good and bad assem-
bly. At high temperature where systems do not assemble, we typically observe
equilibrium-like fluctuation dissipation plots throughout the majority of histories.
Where deviation is observed at high temperature, it is usually in relation to the
earliest times when systems undergo an initial aggregation from a random config-
uration. In contrast at low temperature far from equilibrium behaviour is seen at
all timescales. This is the case for all systems, however when we consider optimal
assembly the situation is not as clear-cut, and like the flux traffic measurements,
depends sensitively upon the particular system studied.
In the majority of crystal formers we observe similar behaviour at optimal as-
sembly, corroborating the idea of reversibility giving way to irreversibility as we
consider longer timescales. Over short histories the measurements are consistent
with those of the flux-traffic ratio appearing indistinguishable from equilibrium
systems on short enough timescales. As the timescale is increased the mea-
surements fall away from the prediction of fluctuation dissipation theory (FDT)
indicating that the irreversible nature of trajectories is being revealed. The ‘long’
timescales at which we observe this crossover from reversibility to irreversibility
are still very early in the assembly measurements generally two orders of mag-
nitude earlier than the later yield measurements which we used to identify the
location of optimal assembly. This means that as well as confirming qualitative
ideas of the process of assembly, correlations and responses, which are measurable
in experimental systems, provide the potential of predicting when self-assembly
is likely to occur.
In the closed systems studied, tetrahedra, icosahedra and viral capsids, the
situation is a little different. We do not see the equilibrium-like behaviour over
short histories that is seen in crystal formers. Instead the systems show a depar-
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ture from the prediction of FDT at all times, though the deviation does increase
with the length of the trajectory. In the patchy particle system we have argued in
the previous chapter that the tetrahedra assemble relatively irreversibly because
there are only a few structures that can lead to kinetic trapping. This explains
the relatively high flux traffic ratio measured and suggests why correlations and
responses depart strongly from FDT measurements even at early times. In the
viral capsid the departure from the FDT expectation is more pronounced and
this may be related to the interaction between particles. Having an angular de-
pendence the interaction tends to funnel particles into the orientation forming
the strongest bond. A succession of downhill moves are likely to result in far from
equilibrium behaviour. A similar result would however be expected if the times
at which correlation and responses are measured is early in the assembly process
when we have observed systems aggregate quickest and are most irreversible.
The flux relation provides a useful way of interpreting departure from equi-
librium. Relating the flux-traffic ratio and instantaneous deviation from FDT
supports the reversibility interpretation of FDT-like behaviour at early times.
Furthermore the flux relation allows us to clearly identify how the relaxation of
events can lead to the variation in reversibility of events. In self-assembling sys-
tems some events will lead to the target structure, some will not. Those events
that do not aid progress toward equilibrium need to relax ‘quickly’, while those
that do, need to persist. This results in a similar decrease in both response and
correlation functions, which in turn increases relative contribution of the devia-
tion term resulting in the varying fluctuation dissipation ratio (FDR) as systems
assemble. In contrast in cold systems becoming kinetically trapped, events do
not relax on the timescales measured, and are consistently far from equilibrium.
In order to be useful for prediction we need a clear distinction between dif-
ferent regimes. This means we must be able to distinguish between optimal
assembly and poor assembly at high temperature and between optimal assembly
and kinetic trapping. The clearer the distinction and the more specifically we can
identify optimal assembly the better our prediction will be. At present we have
provided further evidence of reversibility on short timescales giving way to irre-
versible behaviour over longer histories is a general feature of many assembling
systems.
There are many caveats in these measurements. Establishing the timescales
and values of the deviation term or FDR that reveal information currently have to
be developed on a system by system basis, however the apparent generality across
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the different systems presented suggests that correlation and response functions
provide a robust means of classifying the dynamics of assembling systems and
predicting where assembly will occur. It is important that correct measurements
are made, coupling to modes that are appropriate to the information required.
Also plots and data should be in the correct form, but provided this is done our
observations provide further evidence that in some cases comparisons with FDT
provide a promising means of identifying and potentially controlling assembly[44].
The patchy particle system forming close-packed sheets was the exception to
this rule, with the system appearing FDT-like throughout the times considered.
This however was not due to any failure of the flux relation or inability to make
measurements but because of the nature of the system and its dynamics. Unlike
the other systems we have studied in this section in the close-packed sheets self-
assembly occurs in the nucleation regime, where the system needs to undergo
a spontaneous fluctuation in order to develop a critical nucleus upon which the
crystal can grow. Until this nucleus exists the system is in a quasi-equilibrium
state so we should not be surprised to see equilibrium like behaviour of the
correlation and response functions. If there is no sign of assembly in dynamic
measurements we will not be able to locate it. In the following chapter we will
look at a different type of measurement which considers instead the structures
present in systems to see whether this can supplement the dynamic measurements
or replace them in the case of nucleation driven assembly.
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Chapter 5
Local Equilibrium
At the end of the last chapter we found that under certain conditions, particularly
when optimal assembly is located in the nucleation regime in crystal systems
dynamic measurements may not contain information about where assembly is
likely to occur. Here we ask whether alternative approaches can complement
the measurements of the previous two chapters to provide additional information
that can help us predict the behaviour of assembling systems.
5.1 The Idea
In the study of glasses and other non-equilibrium processes there has been some
discussion as to whether dynamics or structure plays the principal controlling
factor in the changes to the system[42]. The two approaches to measuring re-
versibility considered in the previous chapters were dynamic approaches. We now
turn to an alternative method which looks at structure, examining the properties
of growing product as the system evolves towards equilibrium. Here the aim is
to show that where limited information may be obtained from measurements of
the dynamics, our understanding of a system’s evolution may be improved by
additional measurements of the structures present.
The principle of this idea is that in order for a system to self-assemble two fea-
tures are required: Firstly large clusters must grow on experimental timescales;
secondly these must either assemble directly or quickly anneal into locally equi-
librated structures before undergoing further aggregation. If annealing occurs at
faster rate than aggregation, clusters will look like they would at equilibrium,
while if aggregation is faster it will ‘freeze-in’ existing defects leading to kinetic
trapping. By comparing the properties of growing clusters with those in a system
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Figure 5-1: Plots of cluster distributions by cluster size showing the development of a
high density (large cluster) phase as the systems evolve. The peak at large cluster size
develops quickest at low temperature a) where a lack of unbonding results in very few
monomers and small clusters, b) at optimal assembly two peaks remain clearly defined
while in c) close to the binodal the emergence of a high density phase is marked by
a shoulder which moves steadily to larger cluster sizes as regular bond breaking limits
their growth.
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at equilibrium we can examine whether individual clusters are equilibrium-like.
We will use the term local equilibrium for these measurements, though cluster
equilibration and quasi-equilibrium have also been used.
In the lattice gas below the binodal clusters grow as the system undergoes
phase separation. Plotting the evolution of the distribution of cluster sizes we
typically see two peaks at small and large cluster size representative of the low
and high density phases. In Fig.5-1 we plot the probability of a particle being in
a cluster of size n, p′t(n) for three temperatures. In all cases clusters grow larger
as the systems evolve, though distinctions can be identified that are indicative of
the three assembly regimes represented. At T/b = 0.15 we see a rapid growth of
clusters as particles and smaller clusters aggregate, while weak thermal interac-
tions rarely break any bonds and few particles remain as monomers or in small
clusters by t = 104. At T/b = 0.35 the second peak moves rapidly to larger
cluster sizes but the continued presence of monomers and small clusters in the
system indicates that regular bond breaking events are taking place. Close to
the binodal T/b = 0.5 we see slow growth of clusters as bonds are more easily
broken and a shoulder marks the steady emergence of the high density phase.
In theories of phase separation and nucleation cluster size, n, is taken as
a reaction co-ordinate to quantify the progression to equilibrium. This assumes
that the detail of structures is unimportant, that clusters are locally equilibrated.
Krzakala [46] notes in a study using single particle moves, Kawasaki dynamics,
that while the predicted growth rate t
1
3 [9] does occur at long timescales there are
significant deviations at early times. It is these early times which are relevant to
self-assembly and predicting optimal assembly.
Krzakala identifies two timescales associated with breaking single bonds with
a timescale t1 ∝ eβ (for the lattice gas) at which the system breaks away from
the ‘zero temperature plateau’. In the limit of T = 0 no bonds can be broken
since energy increasing moves are never accepted and all systems behave similarly.
Theoretical behaviour is delayed further however until times greater than t2 ∝
e2β. This is the timescale associated with breaking 2 bonds simultaneously or
consecutively, necessary to evaporate larger clusters. Between the limits t1 and
t2 current theories are not adequate to describe behaviour in the simplest systems.
We will argue that one component in the failure of theories is due to the cluster
size n alone being an inadequate as a sole reaction coordinate.
If we consider 2 clusters of size n having morphologies denoted by F and 
then we expect the probabilities of each cluster at equilibrium, ρ0(n, ι), to be
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related as[32]
ρ0(n,F)
ρ0(n,)
= exp(β(E(n,)− E(n,F))) (5.1)
where E(n,F) is the energy of morphology F. The star and diamond, might
represent fractal like, and compact clusters. In evolving systems we expect this
criterion to determine whether or not theoretic behaviour is observed. If the
distribution of clusters of size n satisfies Eq. 5.1 then they are locally equilibrated
and n should be a good reaction coordinate.
Probabilities of individual cluster morphologies are not easily measured mak-
ing it difficult to test test Eq.5.1 directly. The average yield (or energy) of clusters
of a given size is accessible however and comparison with equilibrium yields by
size of cluster allows us to consider relative quality of clusters, indirectly prob-
ing of the condition for local equilibrium. The cluster distribution serves as a
measure of the quantity of product but must be complemented by measurements
of the quality of clusters of a given size relative to the equilibrium expectation.
In comparing these measurements we measure the local-equilibration of clusters
and provide a breakdown of yield by cluster size.
The work described here complements that of Hagan et al [32] where steady
state measurements of assembling systems (viral capsid and lattice gas) were
made by periodically removing clusters of a certain size and replacing them with
randomly dispersed monomers. Measurements of clusters in the steady state were
then compared with equilibrium properties in order to determine the degree of
local equilibration at different temperatures as the systems evolved. In addition
to the presentation of measurements the protocol here is different in that we
consider trajectories and their properties at different times during assembly.
One particularly interesting idea presented by Hagan is that of breaking the
yield into two components
Y ield = Quantity ×Quality, (5.2)
although they use rate rather than quantity[32]. As we have already seen it is not
sufficient to grow large clusters if at low temperature they are poor quality fractal-
like, or at high temperature where they typically have a high density of vacancies
in the structure. By definition self-assembly occurs at the peak in yield due to
the play off between rapid and quality production. We compare measurements of
the time dependent and equilibrium yield as a function of cluster size to identify
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(if and) when particular systems fall out of equilibrium and whether there is a
correlation with self-assembly.
5.2 Measuring Local Equilibrium
We can establish the equilibrium properties of clusters by performing umbrella
sampling where we reject moves which would produce clusters larger than a cut off
size numb. In doing so we restrict transition probabilities so that the probability
of a move from configuration µ to ν, the latter having a largest cluster of size
nmax(ν) is given by
P (ν
C←− µ, nmax) =
{
P (ν
C←− µ) nmax(ν) ≤ numb
0 nmax(ν) > numb
(5.3)
where P (ν
C←− µ) is just the move probability in the unrestricted ensemble. This
ensures that allowed configurations are sampled in accordance with detailed bal-
ance and relax to an equilibrated state. By allowing the systems to equilibrate in
the reduced ensemble and performing simulations with a range of numb we obtain
properties across the range of cluster sizes.
In Fig.5-2 we plot equilibrium yield distributions y0(n) for the lattice gas as a
function of cluster size for n < 150 at a range of temperatures. The equilibrium
yield increases with decreasing temperature but at low temperature accurate
umbrella sampling, like phase separation is hindered by kinetic trapping. As
an estimate of yield distribution at low T/b we also plot the energy-minimised
maximal yield which serves as a limit to the yield distribution. This is obtained
by forming the lowest energy arrangement of n particles, with the highest yield.
At T/b = 0.3, just below optimal assembly, we see that this limit is already
being approached for the range of cluster sizes presented, justifying its use when
T/b < 0.3.
The sawtooth nature of the energy-minimised maximal yield distribution
arises because of ‘magic numbers’ in cluster morphologies. If we consider a square
cluster of 9 particles, the energy minimised structure, it has only one optimally
bound particle and a yield of 1/9. Adding a tenth particle to the middle of one
side gives a maximal yield of 2/10, almost doubling the value. The requirement
of energy minimisation means that adding two more particles next to the tenth
leaves the number of optimally bound particles unchanged while the yield reduces
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Figure 5-2: Plots of equilibrium sampled yield for n < 150 for accessible temperatures.
Also plotted are the energy-minimised maximum yield and a linear interpolation which
removes the saw tooth effect of the ‘magic numbers’ which is not observed in simulation
data.
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with increasing cluster size. Since the saw tooth is not present in measured distri-
butions we perform a linear interpolation between the minima when comparing
low temperature systems with equilibrium expectation.
Although we do not present equilibrium yield measurements for the patchy
particle system umbrella sampling could be used to obtain similar information.
As will become apparent however, the time-dependent measurements converge to
the equilibrium yield so if measurements remain constant we have an indication
that they are at or close to the equilibrium value (provided that activation is not
significant).
5.3 Cluster Quality and Self-assembly
5.3.1 Lattice gas
We do not observe the lattice gas assembling directly to assembled structures
by monomer addition to a growing equilibrated cluster. Rather small clusters
aggregate into larger imperfect ones, before annealing to the equilibrium struc-
ture. If clusters anneal at a faster rate than they grow then typically they will
have properties close to the equilibrium expectation. When this is not the case
we expect defects to become frozen-in to the structure leading to kinetic trap-
ping. We will examine whether comparison with locally equilibrated structures
can be used to predict the system’s behaviour and discriminate between different
assembly regimes.
In Fig.5-3 we plot integrated cluster distribution and yield, yt(n), for the lat-
tice gas at temperatures and times considered previously in Fig.5-1. The use of
the integrated cluster size distribution allows a quick comparison between quality
and probability of clusters sizes. In contrast with the probability plots seen previ-
ously, integrated plots are monotonic having a growing plateau between small and
large cluster sizes, over cluster sizes unrepresentative of the high and low density
phases. By comparing the yield plots with the integrated size distribution we can
identify the proportion of particles in ‘good’ and ‘bad’ clusters.
There are several general features of the yield plots which provide clear in-
formation about the nature of the process of cluster growth and assembly which
we discuss before considering the particular properties of the different regimes.
Yield of a given cluster size increases monotonically in time as clusters anneal
approaching their equilibrium properties. As the system evolves to equilibrium
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Figure 5-3: Plots of integrated yield evolution in comparison with equilibrium expecta-
tion. At the latter two temperatures the evolving yield is initially close to the equilibrium
expectation before falling away at large cluster size, indicating that the smaller cluster
are in local equilibrium but that the larger have not yet annealed. Only at the lowest
temperature is significant departure from the equilibrium expectation seen at all cluster
sizes.
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the clusters must also move towards their expectation value, since clusters with
more bonds are more stable on average the yield will increase.
At small cluster size we typically observe a yield yt(n) close to the equilibrium
expectation. For small clusters there are few morphologies, for instance monomers
and dimers have only one state, having zero and one bond respectively and energy
minimised structures have zero yield until clusters of size n ≥ 7. Thus the very
smallest clusters have a limited range of yield and the equilibrium like yield is
essentially a trivial matter, nothing else is possible. For clusters greater than this
however the equilibrium yield is significant and suggests that clusters up to a
certain size are locally equilibrated. As time passes local equilibration extends to
larger cluster sizes although the maximum equilibrated cluster size has a strong
temperature dependence.
As larger clusters are considered the yield falls away from the equilibrium
expectation and soon after falling away from equilibrium value the yield reaches
a plateau at nplat. The interpretation of this is that larger clusters, n > nplat can
be viewed as simple aggregations of smaller clusters. Having similar properties
the clusters will anneal at similar rates meaning that the plateau continues to
have the same yield as nplat even as nplat moves to larger cluster sizes with higher
yield as the systems develop. As an indication of this we include three snapshots
from cold configurations at T = 103 in the top right of Fig.5-3. In the box
are typical clusters of the size n at which the yield plateaus. The lower two of
these are close together in the simulation and likely to aggregate. Also shown
is a cluster approximately three times the size of the smaller, showing similar
appearance as expected from the yield plot.
These general features appear across temperature ranges and systems however
the specific details vary considerably as we will identify beginning with the lattice
gas. In the hot system we see that at high T/b the yield, yt(n), remains close
to the equilibrium expectation as cluster size increases with typically ∼ 80% of
particles in clusters which are locally equilibrated. At low T/b yt(n) falls away
from the maximum yield almost immediately and the proportion of particles
in equilibrated clusters is ∼ 0%. We also draw attention to the plateauing of
the yield above nplat, easily identified at low T/b, though present at all T/b
considered, which suggests that clusters where n > nplat are essentially non-
annealed aggregates of the smaller clusters. As would be expected the clusters
are least equilibrated↔most kinetically trapped in cold systems.
As we have shown, few particles at high T/b are in clusters larger than nplat
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consistent with our idea of local equilibrium that newly formed clusters anneal
before undergoing further aggregation, low production and the low quality of
equilibrium product limit yield. In the low T/b case the majority of particles
are in clusters where n > nplat which is consistent with the idea that systems far
from local equilibrium evolve via kinetically trapped states, in this case it is the
poor quality of clusters that dominates yield.
We now compare the proportion of particles in equilibrated clusters and above
nplat during optimal assembly with the high and low T/b limits. In contrast
to the measurements at high and low temperature the proportion of particles,
at optimal assembly in the lattice gas in equilibrated clusters falls significantly
during the times considered. The plots at T = 0.35 in Fig.5-3 show that the
probability of finding particles in equilibrated clusters drops from ∼ 50% at 102
to ∼ 20% at 103 and ∼ 10% by 104. At the same times the proportion of particles
in clusters where n > nplat increases from ∼ 0% to ∼ 20% and ∼ 50%, though we
note that determining an exact value nplat is more difficult at optimal assembly.
As a result we can clearly differentiate optimal assembly from the other regimes
by considering its local equilibration, though the qualitative interpretation needs
further study. It should also be borne in mind that the high and low temperatures
have been chosen as illustrative of qualitative behaviour, rather than there being
a clear transition between regimes.
Returning to our initial premise, ‘in order to assemble, clusters in a system
must anneal faster than they aggregate’ we note that this does not completely
describe the behaviour we observe at optimal assembly; rather when this happens
the system is at high temperature in a poor assembly regime. During optimal
assembly we instead find a significant departure from local equilibrium and one
which at the times considered is increasing. This means that a significant pro-
portion of particles are in clusters that are yet to completely anneal, i.e. that
there have already been aggregation events that allow for increasing yield through
annealing. In the initial premise the requirement that all clusters must be an-
nealed before aggregation implies that aggregation is much slower than annealing
whereas for optimal assembly there appears to be a balance between aggregation
and annealing rates.
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Figure 5-4: Plots of cluster distribution and yield by cluster size in tetrahedra formers.
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Figure 5-5: Plots of cluster distribution and yield by cluster size in icosahedra formers.
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Figure 5-6: Plots of cluster distribution and yield by cluster size in close packed sheet
formers.
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5.3.2 Patchy Particles
We now present similar figures for the patchy particle models, with the only
difference from the lattice gas measurements being the use of the average number
of bonds of particles, bt(n) in clusters rather than the yield. This is used as
an indicator of local equilibrium because even for the longest times considered
here, t = 105, the yield is essentially zero for all patchy particle systems at all
temperatures. Following the previous plot, for each of the patchy particle systems
we present data made at temperatures representative of the hot, optimal and cold
regimes and a snap shot of the systems as a reminder of the target structure. As
in the previous chapters we consider the systems in order of increasing complexity
of the particles and product.
The general behaviour seen in the lattice gas is broadly repeated with systems
showing some equilibration of small clusters and a plateau in yield as function
of cluster size. Fig.5-4 shows cluster distribution and yield plots for tetrahedra
formers at low temperature (T/b = 0.8, 0.95 and 0.12). Because the equilibrium
structure is finite there is only a narrow range of cluster sizes generally accessible
at the temperatures of interest, the maximum number of bonds for tetrahedra
forming particles is 3. Except for the trivial case of dimers none of the tem-
peratures suggest that clusters are equilibrated at the times considered. In the
cold and optimal systems both distributions and yield measurements are similar
showing a small proportion of particles in clusters of size n > nplat and larger
than the target structure. At high temperature few particles are in clusters larger
that the product.
In the icosahedral system the measurements presented in Fig.5-5 again reveals
similar information. Temperatures are T/b = 0.1, 0.12 and 0.15 for the cold,
optimal and hot systems respectively. In cold and optimal system only a few
particles are in clusters greater than the product with twelve particles and there
is little in the measurements to separate behaviour at the two state points. In
both the closed product systems the limited size of the structures produced means
that there is limited variation shown across the range of temperatures considered.
In spite of this, the difference between optimal and hot regimes may prove to be
useful in our understanding of the evolution of assembling systems.
For patchy particles undergoing crystallisation into close-packed sheets, the
final structure is similar to the lattice gas, even if the assembly process, via
nucleation is different. Data are presented for three temperatures representative
of the three assembly regimes, T/b = 0.1, 0.155, 0.16. Recall that in the yield for
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the sheet forming patchy particle model assembly occurs via nucleation after 105
the latest time shown in these plots. In contrast with the closed systems there
is little difference between measurements in optimal and hot systems, however
this is not surprising given the proximity of the state points. The main difference
between these two systems is that there has been a slight change in the probability
distribution between t = 104 and 105 in the optimal system. However there is
little to suggest the subsequent difference between the systems once nucleation
has occurred in the optimal system.
5.4 Summary
Our measurement of local equilibration in evolving systems reveals interesting
information that appears to correlate with a qualitative idea of cluster growth in
assembling systems and extends previous work[32]. By looking at the evolution
of cluster properties rather than concentrating on an assembling steady state we
reveal dynamic information about the structural measurements. These reveal
that at high temperature clusters grow (or particles aggregate) slowly and the
properties of those containing the majority of particles are equilibrium like at all
times.
As the temperature is dropped the quality of larger clusters relative to their
equilibrium properties falls. At small cluster size we see some equilibration of
clusters but eventually the yield plateaus suggesting that clusters larger than nplat
can be thought as cluster aggregates of that size. At low temperature the majority
of particles are found in clusters larger than nplat indicating that clusters are not
annealing before undergoing further aggregation indicative of kinetic trapping. In
contrast at optimal assembly the proportional of particles in equilibrated clusters
reduces steadily indicating that although clusters are annealing there is a balance
between the rates.
The fact that there is not a clear separation between annealing and growth
rates at optimal assembly distinguishes the behaviour from that at hot and cold
systems where in the former annealing dominates and in the latter aggregation.
The initial premise that annealing must happen at a faster rate than aggregation
proves to be too strong a statement but it is apparent from the observations
that information may be extracted that moves to put our expectation on more
qualitative ground.
In the plots presented particularly in the case of the the patchy particle system
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the statistics could be improved with extended studies. In all cases this would
allow us to consider the rates of growth and annealing directly and this may help
to discriminate between the different regimes of poor and good assembly. In the
final chapter we will consider the results of combining the measurements and how
they have improved our understanding of the process of assembly and whether
we are any closer to our goals of predicting, designing and controlling assembly.
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Chapter 6
Outlook
6.1 Discussion
Our initial aims were connected with the measurement of reversibility, putting
the idea of Whitesides[76] on quantitative foundations. This idea emphasised
the need to both make and break bonds during assembly processes in order to
avoid kinetic trapping. We set out to measure how reversible systems are dur-
ing assembly and how measurements of reversibility relate to the particles and
the structures they form. We conclude by assessing the progress towards this
objective and how our findings suggest further lines of enquiry that may aid pre-
diction, design and control in experiment to enable the process of self-assembly
to be exploited.
We have seen several measurements which pursue two general approaches to
quantifying reversibility in self-assembly: dynamic and structural. The first dy-
namic approach measured the number of kinks, which are particle energy changing
moves, allowing us to generate a flux and traffic. From these we identify the aver-
age number of bonding and unbonding events (per bond) a particle undergoes as
it assembles. This can be used to generate a forgivingness, Meff , which measures
the reversibility of the whole assembly process. Values of 100− 1000 in crystals
give support to the importance of reversibility in assembling systems. Particles
do not try to bond two or three times to make a lasting bond but have to make
many attempts.
The toy model, which leads to the idea of the forgivingness of assembly pro-
cesses, shows how the value of M may be interpreted as a ratio of bad to good
bonding sites. In closed systems, such as the tetrahedral and icosahedral systems,
smaller values are observed and these can be related to the relative difficulty of
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forming kinetically trapped structures, particularly in the tetrahedral formers.
The ‘specificity’ of the interaction is responsible for limiting the formation of
poor configurations. In tetrahedra, stable trimers form easily and on average a
quarter of these will be able to assemble without any breaking of bonds. In the
case of the capsid system the channelling of the interaction is believed to play an
important role in the irreversible assembly observed. The specificity of structures
or interactions between particles is therefore identified as an important parameter
in determining the level of (ir)reversibility at which a system assembles.
By making rate measurements and introducing the flux traffic ratio Q(t) we
extend the use of kinks from identifying the reversibility of an (already) assembled
system to something having the potential for prediction. The rate measurements
show that over the course of assembling the reversibility may vary by several
order of magnitudes. We have explained why the high values Q(t) ≈ 1, in the
systems studied, at the very earliest times arise from the fact that two particles
cannot bond to form a structure that is kinetically trapped (this can only occur
in larger clusters).
The second dynamic approach compared correlation and response functions
with expectation of the fluctuation dissipation theory (FDT). Although these
measurements are difficult both to make and interpret, they are experimentally
realisable. We can use the instantaneous deviation from FDT to extract a value
for the instantaneous reversibility of processes. The flux relation allows compar-
ison of the instantaneous deviation and flux traffic ratio showing that the two
reveal similar information.
The flux relation also allows us to identify the persistence of bonds required
for assembly as a key feature in the use of longer time FDT measurements. While
much of the reversible bond making and breaking is quickly forgotten those that
remain are a key indicator of assembly, allowing us to discriminate, at least
qualitatively, between assembly regimes. At high temperature, systems tend to
follow the prediction of FDT as the length of trajectories is increased. At low
temperature systems tend to deviate from equilibrium behaviour regardless of
the length of the trajectories.
At optimal assembly we typically observe a crossover from equilibrium-like
at short times to far from equilibrium behaviour over longer histories. Further
both these timescales are far shorter, two orders of magnitude, earlier than when
we identify optimal assembly. The problem of prediction is however not im-
mediately resolved. The particular level of reversibility, irreversibility and the
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timescales for each depend upon the particular system and the structure of the
product. Quantifying the relationship between the properties and particular mea-
surements remains an open problem though our findings should help to shape the
understanding of these effects, particularly through the idea of forgivingness and
the flux relation.
Our final approach was to consider structures within the systems through
local equilibration, or cluster equilibrium. Rather than considering reversibility
as a dynamic idea, measuring events that take place in the system, this considers
the structures and how they develop during simulations. We made measurements
of clusters and compared their properties as a function of the size of clusters with
those of equilibrated clusters. The name comes from the idea that while clusters
are not representative of a system at equilibrium which we expect to be phase
separated, clusters of a given size may still have properties that they would have
were they found in an equilibrated system; thus the clusters would be locally
equilibrated.
As with the measurements of the dynamics, since the formation of dimers (in
our systems) cannot happen incorrectly, small clusters are trivially equilibrated.
As significant and non-trivial sized clusters are reached, interesting properties
of the systems are revealed. Extending previous work[32] we considered the
structure dynamically rather than in a steady state scenario. Clusters are seen
to improve in quality with increasing size, having equilibrium properties until a
certain size nplat at which the quality plateaus. Particularly noticeable in cold
and self-assembling systems this suggests that large clusters can be viewed simply
as aggregates of clusters of size nplat. In the lattice gas this is consistent with
illustrative snapshots of clusters drawn from systems.
As the system develops these clusters anneal at a similar rate so that the
plateau is maintained but with nplat increasing as smaller clusters achieve their
equilibrium properties. Although we argued that in order to assemble, particles
should be in locally equilibrated clusters, annealing faster than they grow, we
find at optimal assembly that the clusters fall away from locally equilibrated
structures as the system ages. This suggests that there is more of a balance
between the two rates. However further work would be required to extend the
local equilibrium measurements to rate measurements as we have achieved with
the two measurements of reversibility.
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6.2 Future Work
An interesting possibility for enabling the prediction of where assembly will occur
might be achieved through combining measurements. With FDT measurements
we can identify the separation between high temperature, where the system re-
mains equilibrium like throughout trajectories, and optimal assembly. Similarly
at low temperature we observe systems deviating from the equilibrium expecta-
tion but not changing markedly as longer trajectories are considered. Although
we don’t know the exact degree of irreversibility required we can reduce the range
of temperatures likely to result in optimal assembly. Local equilibrium measure-
ments should also be able to aid prediction though may require the measurement
and study of rates of growth and annealing of clusters. By combining the different
measurements we will further restrict the range of temperatures where systems
will assemble.
The exception in our systems were the close packed patchy particle sheets
where optimal assembly is located in the nucleation regime, reducing the amount
of information that is available either through dynamic or structural measure-
ments: the changes that lead to assembly have not occurred on the timescales
we have been simulating. As we move from considering prediction to design and
control of assembling system we will try and avoid this problem altogether. Re-
call that by design we mean designing systems that assemble readily rather than
simply having an ordered equilibrium state.
Ultimately, contributing to assembling useful functional systems has been
the aim of this project. In designing systems that assemble, the recognition
by Wilber[78] that triangular intermediate states found in their tetrahedral and
icosahedral systems assemble more readily than for example the squares required
for cubes is important. Avoiding kinetic trapping has been shown to be an impor-
tant feature of assembling systems but flux and traffic measurements interpreted
with the toy model of assembly have shown that the simplest approach would
be to design systems that avoid kinetic trapping altogether. As an example,
patterning of a number of patches could ensure that particles only bind in the
correct orientation leading to assembly. These particles would be more complex
than those currently envisioned however, complicating the manufacture and re-
moving much of the elegance of the model systems. Additionally the idea would
not help in the design of systems which piggyback on DNA or proteins where the
interaction cannot be designed from scratch.
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In order to think about design of assembling pathways in a more general
sense we have to turn to the control of assembling systems. In the work we have
described we have worked at fixed state points, temperature, density, no applied
fields and this has in general been the case in similar studies[36, 77, 78, 59, 43,
28, 27]. This however need not be the case, indeed if we wish to aim for 100%
yield changing the temperature is essential. We know that highest yield will be
at low temperature, but optimal assembly is at higher temperature due to kinetic
trapping effects. The very simplest scheme to improve yield would be to allow
a system to assemble at optimal assembly T ∗ and then reduce the temperature,
increasing the equilibrium yield.
An idea for a more active control method[44] is to use fluctuation dissipation
ratios(FDRs) to monitor the assembly process to gauge the system’s reversibility.
While thresholds would have to be devised for each system the general behaviour
we have observed should help to determine appropriate levels. The feedback
loop would involve measuring response and correlation functions for a period of
time, over which the system relaxes into (the longer time) irreversible regime of
behaviour. If the FDR is high, for example close to 1, the system is being too
reversible and the feedback loop would reduce the temperature. Conversely an
FDR of 0.2 over the duration of measurement might be too low and result in an
increase to the temperature. This would maintain the temperature in the assem-
bly regime throughout its application, automatically reducing the temperature as
systems approach equilibrium, ‘intelligently’ mimicking the effects of the simple
scheme suggested above.
A feature of using FDR measurements within a single simulation or experi-
ments is that the system will respond to fluctuations in the dynamics. In measure-
ments of integrated correlation and response functions we have typically obtained
statistics over 103 to 104 simulations of ≈ 103 particles. To obtain similar level of
statistical accuracy in a single simulation or experiment would require a system
of at least 106 particles. Provided meaningful statistics are achieved however
the natural fluctuations might be easily dealt with by the feedback system. A
spontaneous fluctuation which resulted in more irreversible events which needs
to be annealed would be overcome by the increase in temperature by the feed-
back. When the fluctuation resulted in more reversible behaviour, dropping the
temperature would encourage net bond-making necessary for assembly.
An alternative approach might be to operate about a fixed temperature (or
a slowly reducing one) and apply an alternating perturbation (via a real ap-
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plied field or temperature sweep) to drive the system through periods of less
and more reversible behaviour. Previous work has shown that an oscillating field
in grand canonical implementations of the Ising model can reduce the critical
temperature[45]. If similar behaviour could be demonstrated in the lattice gas
model at fixed density then it might suggest dynamic schemes that would in-
crease the rate at which systems can be pushed towards equilibrium. If a scheme
could be described for systems in general, the result would be a big step towards
controlling assembly and commercial viable implementations.
Although the measurements we have used, in simulations at fixed state points
cannot tell us what will happen when we use schemes to design and control
assembly, the approaches we have described will aid the interpretation of results.
The ability to interpret results systematically through analysing the reversibility
of dynamics and the properties of structures will remain key features of self-
assembling systems. Indeed it may well be the case that identifying whether and
how assembly protocols are working may help our understanding of measurements
in systems at fixed state points.
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