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RESUMEN. Aplicando una tecnica desarrollada por Adams y Dziobiak se demues-
tra que el retfculo de las cuasivariedades de los reticulos distributivos simetricos
tiene la cardinalidad del continuo.
1. Introducci6n
Una variedad es una clase de algebras del mismo tipo cerrada para la forrnacion
de subalgebras, productos directos e imageries homomorfas, mientras que una
cuasivariedad es una clase de algebras del mismo tipo cerrada para la forrnacion
de subalgebras, productos directos (incluyendo productos de familias vacias) y
ultraproductos. Notese que toda variedad es en particular una cuasivariedad.
El conjunto de todas las subvariedades (respectivamente, subcuasivariedades)
contenidas en una variedad (respectivamente, cuasivariedad) dada V forma,
con respecto a la inclusion, un retfculo que se denota L; (V) (respectivamente,
Lq(V)).
Este trabajo se ocupa de la estructura de Lq (S) donde S es la variedad de los
reticulos distributivos simetricos, Esta varied ad fue recientemente introducida
en [4]. Un miembro de S es un algebra (L;V,A,T,O,l) del tipo (2,2,1,0,0)
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donde (L; V, /\, 0,1) es un reticulo distributivo con 0 y 1 y T : L -t L preserva
/\, V,O, 1 y adernas T2(x) = x; en otras palabras, T es un D01-automorfismo
involutivo de L. DOl denota aqui la varied ad de los reticules distributivos con
Oyl.
La estructura de Lv(S) es bastante simple; una cadena de tres elementos
a saber: la subvariedad trivial, la subvariedad generada por la cadena de dos
elementos donde T es la identidad y finalmente, la variedad S misma. Lq(S)
es bastante mas compleja como se vera en este trabajo. Si en lugar de un D01-
automorfismo involutivo L estuviera dotada de un automorfismo involutivo
dual (es decir, una aplicacion involutiva que invierte el orden del retfculo), se
estarfa en presencia de una algebra de Morgan. La variedad de dichas algebras
se denotara por M. Es bien sabido que Lv(M) = {T c l3 eKe M} donde
T es la variedad trivial, l3 es la variedad de las algebras booleanas y K es la
varied ad de las algebras de Kleene. En [3], Adams y Priestley muestran que
M es universal. De esto se sigue que ILq(M)1 = 2No• Adams y Dziobiaken [2]
prueban, usando un metoda desarrollado en [1], que Lq(K) contiene una copia
isomorfa del reticulo libre en w generadores como subreticulo. En esta nota,
usando el mismo metodo, se probara un resultado igual para S. Concretamente,
se probata el siguiente teorema.
Teorema 1.1. Lq(S) contiene una copia isomorfa del reticula libre en w ge-
neradores como subretfeulo y su cardinalidad es 2No. En particular, Lq(S) no
satisface identidad no trivial alguna de reticula.
Notese que no hay subcuasivariedades estrictas (es decir, subcuasivariedades
que no son subvariedades) contenidas en la subvariedad de S generada por
la cadena de dos elementos (ella es esencialmente DOl), de manera que toda
subcuasivarledad estricta contienen a dicha subvariedad.
En realidad, el aporte nuevo de esta nota es la construccion de una familia
infinita de reticulos distributivos simetricos finitos que satisface ciertas condi-
ciones las cuales perrnitiran aplicar el metoda mencionado anteriormente (ver
la Seccion 3). Para la presentacion de estos reticulos finitos, se desarrollara en
la Seccion 2 una representacion de los miembros finitos de S por medio de con-
juntos parcialmente ordenados (la Hamada dualidad de Priestley para reticules
distributivos simetricos).
2. Dualidad
Un espacio de Priestley es una tripla (P,::;, T) donde (P,::;) es un conjunto par-
cialmente ordenado, T es una topologfa compacta sobre P y para cada x "i. y
en P, existe un subconjunto cerrado-abierto decreciente U de P tal que x E U
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y y (j. U. En [7] Priestley prueba que la categorfa 'DOL de los retfculos distri-
butivos con 0 y 1 con morfismos los homomorfismos de reticules con 0 y 1 es
dualmente equivalente a la categorfa P de los espacios de Priestley con morfis-
mos las funciones continuas que preservan el orden. La categorfa de los espacios
de Priestley (P,:::; T, 'P) dotados con un endomorfismo involutivo continuo 'P tal
que x:::; y si y solo si 'P(x) 2: 'P(Y) Ycon las funciones monotonas continuas que
conmutan con 'P como morfismos es dualmente equivalente a la categorfa )\;{ de
las algebras de Morgan con homomorfismos de algebras de Morgan como mor-
fismos (ver [5]). Se podrfa probar que la categorfa de los espacios de Priestley
(P, :::; T, 'P), como arriba, con la diferencia de que x :::; y <=} 'P( x) :::; 'P(Y) es dual-
mente equivalente a la categorfa S de los reticules distributivos simetricos, Sin
embargo, como este trabajo se refiere solo a reticules distributivos simetricos
finitos, no se considera aspecto topologico alguno. Asi, en lugar de tratar con
espacios de Priestley en general, se consider a aquf solamente conjuntos finitos
parcialmente ordenados ya que para estructuras finitas, la topologfa es siempre
discreta. A continuacion se describe brevemente la dualidad de Pri stley para
elementos finitos de 'DOL.
Un subconjunto U de un conjunto parcial mente ordenado (conjunto p.o.
para abreviar) P se dice creciente si para p, q E P, p E U Y p:::; q implican
q E U. La dualidad mencionada anteriormente permite identificar cada retfculo
distributivo finito Leon el retfculo de los conjuntos crecientes del conjunto p.o.
constituido por los filtros primos de L. EI orden en dicho conjunto p.o., que
se suele llamar el dual de L, es por supuesto la inclusion. Recuerdese que
un filtro primo x en un retfculo es un subconjunto del reticule, creciente y
no vacio, cerrado para la operacion 1\ y tal que si a V b E x entonces a E x
o b E x. Un ideal primo es un filtro primo para el orden dual. Dado un
conjunto p.o. P, el retfculo constituido por los subconjuntos crecientes de P
con operaciones de reticule union e intersecci6n de conjuntos y 0 y P como
o y 1 respectivamente, se denomina el dual de P. EI dual del dual de un
reticulo (conjunto p.o) es isomorfo al retfculo (conjunto p.o) mismo. Si L1
y L2 son retfculos distributivos finitos con conjuntos p.o.'s duales PI y P2
respectivamente, hay una correspondencia biunivoca entre los homomorfismos
f : L1 -+ L2 (en 'DOL) y las funciones mon6tonas </J : P2 -+ PI dada por
</J-1(a) = f(a) para to do a ELI.
Las aplicaciones </J y f se llaman duales la una de la otra. Adernas, f es uno a
uno si y solo si </J es sobre mientras que f es sobre si y solo si </J es un isomorfismo
de orden.
Definicion 2.1. Un conjunto p.o. P se dira simetrico si esta dotado con un
automorfismo de orden involutivo ( : P -+ P, es decir, x :::;y <=} ((x) :::; ((y) y
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(2 es la identidad de P. Una aplicacion monotona 1>: (P1,(t} -+ (P2,(2) entre
conjuntos p.o. simetricos se dice simetrica si ¢ 0 (1 = (2 01>.
EI siguiente teorema, cuya prueba se omite por ser directa, establece una
equivalencia dual entre la categoria de los reticulos distributivos simetricos
finitos con homomorfismos algebraicos como morfismos y la categorfa de los
conjuntos finitos p.o. simetricos (P,O con morfismos las funciones monotonas
simetricas,
Teorema 2.2. Sea L E S con dual P. Entonces (P,O con ( dado por ((x) =
{T(a) : a E x} es un conjunto p.o. sunetrico. Recfprocamente, dado (P,O.
conjunto p.o. simetrico tal que L es el reticula dual de P, entonces L, con T
dado por T(a) = {((x) : x E a} es un miembro de S. Si f : (L1, T1) -+ (L2, T2)
es un homomorfismo en S entonces su aplicaci6n dual ¢ : (P2, (2) -+ (PI, (1)
es tal que ¢((2(X)) = (l(¢(X)). Recfprocamente, si ¢: (P2,(2) -+ (PI, (1) es
una aplicaci6n mon6tona sunettice, su aplicaci6n dual f : (L1, Tt} --+ (L2, T2)
es tal que f(T1(a)) = T2(f(a)).
Como los productos finitos de reticulos distributivos simetricos finitos co-
rresponden a uniones disjuntas de conjuntos p.o. simetricos finitos, para el
propos ito de esta nota es mas facil trabajar con estos iiltimos y asf se hara,
3. Las herramientas
En esta seccion se presentan las herramientas que seran usadas en la demos-
tracion del Teorema 1.1 tal como aparecen en las secciones 2 y 3 de [2].
Para un conjunto A de algebras del mismo tipo, Q(A) denota la cuasiva-
riedad generada por A. Denotese con Pjin(W) el conjunto de todos los sub-
conjuntos finitos de W y considerese una familia infinita (Aw : W E Pjin(w))
de algebras finitas del mismo tipo que satisface las siguientes condiciones para
X, Y y" Z elementos de Pjin(W):
(PI) A0 es un algebra trivial.
(P2) Si X = Yu Z, entonces Ax E Q( {Ay, Az}).
(P3) Si X -=I- 0 y Ax E Q({Ay}) entonces X = Y.
(P4) Si Ax es una subalgebra de B x C donde B y C son miembros finitos de
Q({Aw: WE Pjin(w)}) entonces existen Y y Z tales que Ay E Q({B}),
Az E Q({C}) y X = YUZ.
El resultado principal de esta nota se basa en el siguiente resultado de Adams
y Dziobiak. Ver [1, Proposicion 3.1] 0 [2, Proposicion z.I]
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Proposlcion 3.1. Si A es una cuasivariedad de algebras de tipo finito que
contiene una familia infinita de algebras finitas que satisface (Pl)-(P4),enton-
ces el reticulo de ideales del reticulo libre con w generadores es isomorfo a un
subreticulo de Lq(A). En particular, Lq(A) no satisface identidad no trivial
alguna de reticulo y su cardinalidad es 2No.
Recuerdese 10 siguiente: un grafo G = (V, E) es un conjunto V de elementos
llamados vertices junto con un conjunto E cuyos elementos, llamado lados, son
subconjuntos de 2 elementos de V. Un grafo es conexo si para cada par x, y
de elementos distintos de V hay una sucesion Zo, Zl, ... , Zn de elementos de V
tales que x = Zo, Y = Zn Y {Zi' z, + I} E E para cada i < n. Una funcion ip
de un grafo G = (V, E) a un grafo G' = (V', E') se dice compatible si, para
x, y E V, {ip(x), ip(y)} E E' siempre que {x, y} E E.
En la siguiente seccion se construira una familia apropiada de miembros de
S, (Lw; WE Pfin(W)), que satisafaga las propiedades (P1)-(P4) de la Propo-
sicion 3.1. Para ella se procedera exactamente como en [2], construyendo los
espacios simetricos duales haciendo uso de la existencia de una familia infinita
(Gi = (Vi, Ei) : i < w) de grafos para la cual no hay aplicaciones compatibles
entre miembros distintos de la familia y las unicas aplicaciones compatibles de
un miembro de la familia en si mismo son sobreyectivas. La existencia de tal
familia se sigue de Hedlrin y Sichler [6]. Se asumira que para distintos i,j < W,
G, Y Gj no tienen vertices en cormin.
4. La construcci6n
Para W E Pfin(W) con W i- 0, se define el conjunto (P(W),::::: (w), p.o.
sirnetrico, asi:
P(W) = {a, b, c} u U Di U U s,
iEW iEW
donde a, b, c son elementos fijos y o, = Vi X {O, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Elorden
parcial en P(W) esta dado por las siguientes relaciones: .
• , Para i E W Y x E Vi, (x,O) < (x,3); (x,l) < (x,2), (x,4), (x,9);
(x, 5) < (x, 8); (x, 6) < (x, 4), (x, 7), (x, 9); a < (x, 2), (x, 4), (x, 9),
(x, 7); b < (x,2), (x,3), (x, 4); c < (x, 7), (x,8), (x,9) .
• Para i E W Y {x, y} E Ei, (x,O), (y,O), (x, 1), (y, 1), (x,5), (y,5), (x,6),
\y, 6), a < {x, y}.
La Figura 1 muestra una porcion del orden parcial en P(W). Notese que todos
los elementos de P(W) son maximales 0 son minimales. La funcion (w esta
definida por las relaciones (w(b) = c; (w(x, i) = (x, i + 5), (suma modulo 10);
(w( {x, y}) = {x, y} y (w(a) = a.
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(x,2) (x,3) (x,4) {x,y} (x,9) (x, S) (x,7)
b
FIGURA 1. Una porcion del orden parcial de P(W).
Los dos lemas que siguen se refieren a una aplicacion simetrica ip : P(X) --+
P(Y) donde X, Y E Pfin(W).
Lema 4.1. Si ep({a, b, c}) -=I- {a, b, c} se tiene que para cada kEY y
z E Vk, {(z,3), (z, S)} n ep(P(X)) = 0.
Prueba. Observese que rp( a) E {a, {u, v} } para algun j E Y y {u, v} E E].
Caso ep(a) = {u, v}. En este caso, ya que ep es monotona, se tiene que para todo
i E X Y x E Vi, ep(x, 2) = ep(x, 4) = ep(x, 9) = ep(x, 7) = {u, v}. De acuerdo con
esto, es claro que
{ep(b), ep(c), ep(x, 1), ep(x, 0), ep(x, S), ep(x, 6)} n {(u, 3), (u, S), (v, 3), (v, S)} = 0.
f
Deb< (x,2)sesigueep(b) E {{u,v},(u,1),(u,6),(u,0),(u,S)}. Siep(b) = (u,O)
entonces ep(x,S) E {(u,3),(u,0),{u,v}}. Se descarta ep(x,S) E {(u,0),(u,3)}
asi: siep(x,S) = (u,3), comoep(c) = (u,S) yc < (x,S) entonces (u,S):::; (u,3) 10
que contradice el orden en P(Y). De forma similar se descarta ep(x, S) = (u,O).
Luego,.si ep(b) = (u,O), ep(x,S) = ep(x,3) = {u,v}. Par simetria se concluye
que si ep(b) = (u,S); entonces ep(x,S) = ep(x,3) = {u,v}. Si ep(b) = (u,l),
entonces b < (x,3) implica que ep(x,3) E {(u,2),(u,4),(u,1),(u,9),{u,v}}
y por tanto, ep(x,S) E {(u,7),(u,9),(u,6),(u,4),{u,v}}. Si ep(b) = (u,6),
b < (x,3) implica que ep(x,3) E {(u,9),(u,4),(u,7),(u,6),{u,v}} y por tan-
to ep(x,S) E {(u,4),(u,9),(u,2),(u,1),{u,v}}. Finalmente, si ep(b) = {u,v},
entonces ep(x,3) = ep(x,S) = {u,v}.
Caso ep(a) = a. Si <p(b) = {u,v} entonces <p(x,2) = ep(x,3) = ep(x,4)
ep(x,9) = ep(x,S) = ep(x, 7) = ep(c) = {u,v} y obviamente
{<p(x, 1),<p(x,0),<p(x,S),ep(x,6)} <:;:; {{u,v}, (u,k),v(k): k = 0, 1,S,6}.
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Si cp(b) = (u,1), b < (x,k),k = 1,2,3, implica que (u,1):S: cp(x,k),k = 1,2,3;
de donde
{(u,3), (u,8)} n {cp(x,k): k = 2,3,4, 7,8,9} = 0.
{cp(x, k) : k = 0, 1,5, 6} n {(u, 3), u, 8)} = 0 pues en caso contrario cp({x, Y}) E
{(u, 3), (u, 8)} 10 que no puede ser pues (y(cp( {x, Y})) = cp({x, y}). Si cp(b) =
(u,O), como b < (x,2) entonces (u,O) :s: cp(x, 2) de donde
cp(x,2) E {(u,0),(u,3),{u,v}},
10 cual no es posible pues a = cp(a) :s: cp(x,2). cp(b) = (u,2) implica cp(x, 2) =
cp(x,3) = <p(x,4) 10 que a su vez implica que (u,3),(u,8) (j. cp(P(X)). A
10 mismo se llega si cp(b) E {(u, 4), (u, 7), (u, 9)}. Si cp(b) = a, puesto que
b < (x, 3), (x, 8) entonces a :s: cp(x, 3), cp(x, 8) de donde
cp(x,3),cp(x,8) E {a,(u,2),(u,4),(u,7),(u,9)}.
Igual sucede con cp(x, 2), cp(x, 4), cp(x, 7), cp(x, 9).
Lema 4.2. Si cp({a, b, c}) = {a, b, c} entonces:
(i) X ~ Y;
(ii) Para i E X, cp(Di) ycp({{x,z} E Ei : i EX}) = {{x,z} E Ec . i EX}.
Prueba. Para i E X Y z E Vi, como b, c < (z, 3), entonces b, c :s: cp(z,3) yesto
implica que cp(z,3) E {(u,3),(u,8)} para algunj E Y y u E Vj. Supongase
primero que cp(z,3) = (u,3). Entonces como (z,O) < (z,3), cp(z,O) :s: (u,3)
de donde se deduce que cp(z,O) E {b,c, (u,O), (u,3)}. Supongase que cp(z,O) =
(u,3) y sea t E Vi tal que {z, t} E Ei. Tal t debe existir pues los grafos en
consideracion son conexos. Entonces cp({z, t}) = (u, 3). Pero esto no puede ser
pues se tendrfa
(u,8) = (y(u, 3) = (y(cp( {z, t})) = cp((x( {z, t})) = cp({z, t})) = (u,3).
cp(z,O) = b (0 c) implica que b (0 c) :s: cp({z, t}) 10 que no puede ser pues
cp({z, t} E Ek para algun kEY 0 cp({z, t} = a. En conclusion, cp(z,O) = (u,O).
Se puede deducir en forma similar que si cp(z,3) = (u,8) entonces cp(z,O) =
(u, 5). En cualquier caso se tiene que
cp({(z, 3), (z, 8), (z, 0), (z, 5)}) = {(u, 3), (u, 8), (u, 0), (u, 5)};
cp({(z,0),(z,5)}) = {(u,0),(u,5)};
Considerese ahora los grafos
G = U'(Gi : i E X) y H = U (Gj : j E Y).
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EI punta encima del simbolo de union representa union disjunta. Definase la
aplicacion
IJI : G ---+ H; 'ljJ(z) = y
donde 'P({(z,k) : k E {O,3,5,8}}) = {(y,k) : k E {O,3,5,8}}. Es claro que
IJI esta bien definida. Se afirma ahara que IJI es compatible. Para verificar
esta afirrnacion sea {z, z'} un lado de G y sea y = 'ljJ(z) y y' = 'ljJ(z'). Como
'P({(z,O),(z,5)}) = {(y,O),(y,5)} y 'P({(z',O),(z',5)}) = {(y',O),(y',5)} y co-
mo (z,O),(z,5),(z',O) y (z',5) son menores que {z,z'} entonces (y,O), (y,5),
(y',O) y (y',5) son menores que 'P({z,z'}) que, par la definicion de P(Y) y
el hecho de que 'P es simetrica, debe ser un lado de H. Mas aiin, dicho lado
debe ser {y, y'}; esto es, '1'( {z, z'}) = {y, y'}. Esto prueba que IJI es compatible.
Recuerdese que para cada i E X, Gi es conexo. Entonces existe j E Y tal que
IJIIG. : G, ---+ Gj es una aplicacion compatible 10 cual, por la forma como fue
escogida la familia (Gi : i < w), solo es posible cuando j = i y esto muestra que
X ~ Y. Ademas, como las unicas aplicaciones compatibles de G, en si mismo
son biyectivas entonces 'P(Di) = D, y cp(Ei) = Ei. Esto completa la prueba.
Ahora se define la familia (Lw : W E Pjin(W)) de miembros de S asi: L0
es el reticulo distributivo simetrico trivial. Para 0 i- W E Pjin(W) sea Lwei
miembro de S cuyo espacio simetrico dual es (P(W), (w). La que sigue es la
verificacion de que esta familia satisface (Pl)-(P4). Dicha verificacion, con los
cambios obvios, es igual a la dada en [2, Lemas 3.4 3.5 y 3.6]. Incluimos en la
siguiente sec cion dicha verificacion solo para hacer el articulo autocontenido.
,
5. La veriflcacion
Lema 5.1. (Lw : WE Pjin(W)) satisface (P2-P3).
Prueba ..Para verificar que (P2) se satisface sean X, Y, Z E Pjin(W) tales que
X = Y U Z y considerese la aplicacion simetrica natural
'P: P(Y) U P(Z) ---+ P(X)
la cual es claramente sobreyectiva. En consecuencia, por el Teorema 2.2, la
aplicacion dual de 'I' es una aplicacion inyectiva de Lx en Ly x Lz y por 10
tanto Lx E Q({Ly,Lz}).
Para verificar que (P3) se satisface sean X, Y E Pjin(W), X i- 0, tales
que Lx E Q(Ly). Entonces Lx es isomorfo a una subalgebra de Ly para
algiin m ~ 1. Ahora, de nuevo por el Teorema 2.2, la aplicacion dual del
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homomorfismo inyectivo correspondiente
m
rp: Uk=l Pk(y) -t P(X)
(cada Pk(Y) es una copia de P(Y)) es una aplicacion simetrica sobreyectiva.
N6tese que para cada k, rpk = rplPdY) : Pk(Y) -t P(X) es una aplicacion
simetrica, Escojase i E X Y x E Vi, Como rp es sobreyectiva, (x,3) E rp(Pk(Y))
para algun k < m. Se sigue de los Lemas 4.1 y 4.2 que Y ~ X. Ademas, como
(x,3) E Di, (x,3) E rp(Dj) para algiin j E Y y, de nuevo par el Lema 4.2,
rp(Dj) = Dj de donde se sigue que i = j E Y; esto es, X ~ Y. Par tanto,
X = Y como era deseado.
Lema 5.2. (Lw : WE Pjin(W)) satisface (P4).
Prueba. Sean X E Pjin(W) Y B,G E Q({Lw : W E Pjin(W)}), By G ambos
finitos y Lx subalgebra de B x G. Si X = 0, (P4) se satisface can Y = Z = 0.
Asiimase ahora que X =1= 0 y den6tese can PB y Pc los duales de B y G
respectivamente. Entonces existe una aplicaci6n simetrica sobreyectiva
rp: PB U Pc -t P(X).
Ademas, exist en dos sucesiones Yo, ... ,1';'11-1; Zo, ... , Zn-1 de elementos de
Pjin(W) tales que B es isomorfo a una subalgebra de nZ'=-ol LYk y G 10 es a una




IB = {k: k < m Y 'P0'PBlp(Yk)({a,b,c}) = {a,b,c}},
lc = {k: k < n Y 'PO'PCIP(Zk)({a,b,c}) = {a,b,c}},
Y = U(Yk : k E IB) y Z = U(Zk : k E Ie).
Se afirma ahora que Y U Z = X. En efecto, dado i EX, esc6jase x E Vi, Como
sp, rpB Y 'Pc son sobreyectivas,
Si (x,3) E rpOrpB(UO<k<m)P(Yk)) entonces para algun k < m, (x,3) E
'P ° 'PB(P(Yk)) 10 cual,- debido a los Lemas 4.1 y 4.2, implica que k E Ie-
Entonces, por el Lema 4.2, (x,3) E rp ° rpB(Dj) para algun Dj en Pk(Y) con
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j E Y. Como (x,3) E Di y, por el Lema 4.2, <po<pB(Dj) = Dj, se sigue que
i = j (puesto que Gj y G, no tienen vertices comunes para i =1= j). Asi, i E Y.
Si (x,3) E <p0 <Pc(Uo<k<nP(Zk)), con un argumento similar al anterior se
concluye que i E Z. Por 10 tanto se ha probado que X ~ Y u Z. La otra
inclusion se sigue de las definiciones de Y y Z y el Lema 4.2. Para completar
la prueba falta verificar que Ly E Q( {B}) y Lz E Q( {C}). Como X = Y u Z
y X =1= 0, uno de los dos Y 0 Z es no vacio, Supongase que Y =1= 0. Entonces
por el Lema 4.2(ii) y ya que <PBes sobreyectiva se tiene que
P(Y) ~ <P0 <PB(U' P(Yk)) = <p(PB) ~ P(X).O$,k<m
Por el Lema 4.1, para k rf. IB,
<P0 <PB(P(Yk)) ~
P(Y) uU(lti x {1,2,4,5,6, 7,9}: i EX" Y) UU(Ei: i EX" Y),
por 10 tanto,
P(Y) ~ <p(PB) ~
P(Y) uU(lti x {1,2,4,5,6, 7,9}: i EX" Y) UU(Ei: i EX" Y).
Escojase un lado {z, w} E Ej para algun j E Y y deffnase la aplicacion Wy
<p(PB) -+ P(Y) como la identidad en P(Y) y las formulas
Wy(x, k) = (z, k) si (x, k) E <p(PB) "P(Y),
Wy({u,v}) = {z,w} si {u,v} E <p(PB) <, P(Y).
Claramente, Wy es una aplicacion simetrica (preserva () sobreyectiva. Enton-
ces, Ly ~ By par 10 tanto Ly E Q( {B}) como era deseado. Con un argumento
similar se prueba que Lz E Q( {C}) con 10 cual se completa la prueba.
La Proposicion 3.1 y los Lemas 5.1 y 5.2 constituyen la prueba del Teore-
rna 1.1.
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