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Introducción 
En este manual, y haciendo uso del sistema de álgebra computacional wxMaxima [1], se describen 
técnicas y métodos fundamentales en Biología Matemática, en particular algunos modelos clásicos 
de ecuaciones diferenciales ordinarias (EDOs) así como la metodología para resolver con wxMaxima 
sistemas de dos y tres ecuaciones diferenciales lineales de primer orden. Se asume que el lector 
conoce la teoría y los razonamientos, explicándose únicamente los procedimientos y rutinas de 
cálculo con wxMaxima. En cualquier caso, en el libro [2] el lector encontrará información suficiente a 
nivel de divulgación sobre los aspectos biológicos de algunos modelos matemáticos clásicos en 
Biología, por ejemplo el modelo de Verhulst, Leslie, el caos en la ecuación logística, el modelo 
predador presa de Volterra-Lotka, los fractales, álgebra de matrices, etc. entre otros; incluyéndose 
un bosquejo histórico sobre los orígenes de la Biomatemática. El libro [3] expone en toda su 
extensión y con suficiente profundidad el concepto de simulación clásica del que se hace uso en este 
manual. Asimismo, los libros [4, 5] son de interés para un estudio en profundidad de los aspectos 
formales, es decir matemáticos, de las EDOs y de los sistemas de ecuaciones diferenciales. En 
resumen, el manual es una colección de protocolos de computación simbólica con los que haciendo 
uso del entorno wxMaxima es posible resolver toda una serie de casos prácticos en el “Laboratorio 
de Biomatemática” [6].  
 
 I. Métodos para la resolución con wxMaxima de ecuaciones diferenciales 
ordinarias (EDOs) en Biología 
A continuación se describen algunos de los métodos y técnicas con EDOs que son habituales en 
Biomatemática.  
I.1. Estudio general de un fenómeno con EDOs 
Supóngase que un biólogo desea estudiar un fenómeno que responde a una cierta EDO: 
 
1 2'y k y k y= −  
 
A continuación, explicaremos los pasos a seguir para estudiar dicho fenómeno con wxMaxima: 
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A. Parámetros del modelo y ecuación del modelo. 
 
Asumiremos que los parámetros k1 y k2 son conocidos así como las condiciones iniciales y0. Para 
escribir con wxMaxima la EDO lo haremos escribiendo y’ con la orden: 
 
‘diff(y,t) 
 
(NOTA: en el teclado español utilice el apóstrofe ‘ de la tecla con el símbolo ?). A continuación, 
asignaremos un nombre a la EDO, por ejemplo ecuacion (no escribir acento).  Utilizaremos, según la 
sintaxis que se muestra más abajo, las órdenes ode2 para obtener la solución general de la EDO y la 
orden ic1 para la solución particular: 
 
 
 
Una vez evaluadas las celdas se obtienen los resultados que se muestran más abajo. Evaluaremos a lo 
largo del ejemplo las celdas, una a una, es decir usando la opción Evaluar celda(s): 
 
 
 
Pantalla de wxMaxima mostrando la ventana con las opciones de ‘Celda’ 
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B. Campo de direcciones. 
 
El estudio del campo de direcciones o pendientes requiere que carguemos plotdf con la orden load. 
Seguidamente en la orden plotdf especificaremos la expresión de la EDO e indicaremos que 
deseamos obtener la trayectoria que pasa por el punto de condiciones iniciales, tal y como se 
muestra a continuación: 
 
 
 
De la evaluación de las dos celdas anteriores resultará la gráfica del campo de direcciones y la 
trayectoria de la solución particular que pasa por el punto (0, y0): 
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En los fenómenos biológicos x es el tiempo t, razonándose a partir de la gráfica el significado 
biológico de la solución particular.  
 
C. Curvas solución analítica y numérica: experimentos de simulación. 
 
Además de la solución analítica (obtenida “a mano” o con wxMaxima usando las órdenes ode2 e 
ic1), y la gráfica de la solución particular (obtenida con wxMaxima con la orden plotdf), podemos 
realizar experimentos de simulación obteniéndose en cada experimento la solución numérica.  Un 
experimento de simulación consiste en hacer una predicción del estado o comportamiento futuros 
del sistema o fenómeno cambiando en cada experimento el valor (i) de los parámetros, (ii) las 
condiciones iniciales o (iii) ambos a la vez, es decir de los parámetros y condiciones iniciales. La curva 
solución numérica se obtiene aplicando el método numérico de Runge-Kutta de 4 orden, utilizándose 
para tal fin la orden rk. Asignamos un nombre al procedimiento rk, por ejemplo numsolrk, el cual 
recogerá una lista de todos los puntos (t, y) de la curva, siendo necesario que especifiquemos la 
siguiente información:  
 
rk(expresión de la EDO, variable en estudio (y), valor inicial de la variable en estudio (y0), [variable 
independiente (t), valor inicial de t (0), valor final de t (por ej. 10), precisión o intervalo de integración (0.1, 
0.01, 0.001, etc.)]); 
 
 
 
Una vez que evaluemos las celdas, obtendremos los siguientes resultados: 
 
 
que vuelven de nuevo a mostrarse al invocar a numsolrk: 
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El tiempo de espera o velocidad de cálculo necesario para que wxMaxima muestre los resultados 
depende del hardware del ordenador.  
Finalmente, la representación gráfica de las curvas solución y analítica se obtiene con la orden 
wxplot2d. Por ejemplo, si deseamos obtener la curva numérica, escribiremos en wxMaxima y 
evaluaremos, obteniendo: 
 
wxplot2d([discrete,numsolrk],[legend,"Ejemplo curva  numerica"], [xlabel,"t"], [ylabel,"y"], [color,blue])$ 
 
 
 
De forma similar si lo que deseamos es obtener la curva analítica, escribiremos la orden: 
 
wxplot2d(%e^(k1*t-k2*t),[t,0,10],[legend,"Ejemplo -curva solución "],[xlabel,"t"],[ylabel,"y"],[color,blue])$ 
 
resultando el siguiente gráfico: 
 
 
Compruebe que en ambos casos la sintaxis de wxplot2d es similar, excepto al principio de la orden, 
utilizándose ([discrete,numsolrk] en un caso, y %e^(k1*t-k2*t),[t,0,10] en el otro. Aunque 
obviamente ambas curvas deben ser similares, en la práctica utilizaremos la curva numérica para 
establecer las predicciones del fenómeno en estudio así como las correspondientes conclusiones. 
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I.2. Aplicación del modelo logístico a datos experimentales 
En la práctica la aplicación del modelo logístico suele utilizar la expresión: 
 
−= + 0( )1 r t t
ky
ce
 
 
en lugar de esta otra: 
 
0
0 0( )
r t
kyy
y k y e−
=
+ −
 
 
que es la habitual en explicaciones teóricas.  
Supóngase que estudiamos a lo largo de 22 días el crecimiento de un cultivo de levaduras en el 
laboratorio siendo el tope k igual a 668. Seguidamente, describiremos los pasos para la aplicación 
con wxMaxima del modelo logístico al experimento descrito. 
 
A. Tabla de datos experimentales. 
 
En primer lugar, indicaremos en que instante se define el tiempo inicial (que llamaremos por ej. T0) y 
el valor del tope k (668), construyendo con wxMaxima la matriz que representa a la tabla de datos 
del experimento: 
 
 
Observe que al definir los valores del tiempo t y del crecimiento de la levadura y como dos vectores 
fila, debemos trasponer la matriz resultante con la orden transpose: 
 
 
 
De forma auxiliar se usa la orden length que devuelve el número de filas (número de observaciones o 
datos experimentales) de la matriz. 
 
Al evaluar las celdas se obtiene finalmente la  matriz de datos, y a la que de forma arbitraría hemos 
llamado tabladatos: 
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B. Estimación de los parámetros c y r del modelo logístico. 
 
En algunas ocasiones el tiempo inicial es distinto de 0 o se trata de una fecha como ocurre por 
ejemplo en estudios con poblaciones humanas, efectuándose en tal caso la siguiente operación: 
 
 
 
A continuación, y tras multiplicar por y el denominador de la expresión, reordenar los términos y 
tomar logaritmos se obtiene: 
 
0ln 1 ln( ) ( )
k c r t t
y
 
− = + − 
 
  
 
o lo que es lo mismo: 
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YT ln( ) Tc r= +  
 
 
 
En ambas tareas hemos utilizado la orden col(tabladatos, num) extrayendo en un caso el primer 
vector columna y en el otro el segundo vector columna de la matriz con nombre tabladatos. El 
parámetro numer le ordena a wxMaxima que exprese numéricamente los valores. Si evaluamos 
ambas celdas, obtendremos:  
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Ahora construiremos con la orden addcol la matriz de datos transformados a la que ahora 
llamaremos matrizdatos: 
 
 
 
obteniendo tras la evaluación de la celda: 
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Seguidamente estimaremos los parámetros del modelo logístico por medio del método de los 
mínimos cuadrados (Caja 1). El método se aplica a los puntos (T, YT) obteniéndose la recta de 
regresión lineal YT = a + b T como sigue. En primer lugar, se carga la biblioteca de órdenes 
estadísticas stats: 
 
 
 
En segundo lugar, se escribe la llamada al método de regresión lineal: 
 
 
 
Caja 1 
 
Supóngase que realizamos un cierto experimento, en donde tomamos los valores de dos medidas Xi 
e Yi en n individuos extraídos al azar. Si a continuación representamos gráficamente (X1, Y1), (X2, Y2), 
…, (Xn, Yn) obtendremos una nube de puntos. Si la distribución de los puntos muestra una tendencia 
lineal entonces podremos estimar los coeficientes o parámetros a (origen en ordenadas) y b 
(pendiente) de la ecuación a partir de los datos experimentales (Xi, Yi): 
Y = a + b X 
Si la distancia de los puntos (Xi, Yi) a la recta es mínima entonces la recta se llama recta de regresión, 
y el procedimiento que permite estimar los coeficientes de la recta de regresión se conoce con el 
nombre de método de los mínimos cuadrados [7]: 
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2
2
i i i i
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n x y x y
b
n x x
−
=
 
−  
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n
−
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∑ ∑
 
 
 
Si a continuación evaluamos las dos celdas, obtendremos: 
 
 
 
En los resultados de wxMaxima que se muestran arriba leeremos la expresión de la recta de 
regresión: 
model =3.9874 – 0.4998 x       
 
 (NOTA: tomamos cuatro decimales, model es YT y x es T) 
 
estimando los parámetros del modelo, tal y como se muestra a continuación: 
 
c = exp(a)       r= - b 
 
Utilizando de nuevo wxMaxima y evaluando las celdas, tendremos que: 
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C. Curva del modelo y datos experimentales. 
 
¿Cómo escribir la expresión del modelo? Se puede optar por hacerlo “a mano” o siguiendo el 
siguiente procedimiento.  
En primer lugar, Reiniciar Maxima y Limpiar memoria, según se muestra a continuación: 
 
 
Pantalla de wxMaxima mostrando las opciones de ‘Maxima’ 
 
En segundo lugar, si escribimos la celda %i6, y según el ejemplo, evaluamos una a una, y por este 
orden, %i1, %i2, %i30, %i31 y %i6 entonces se escribirá la expresión del modelo: 
 
 
 
Finalmente, escribiremos la orden wxdraw2d:  
 
wxdraw2d(points(tabladatos),color=red, explicit(668/(53.91452919826607*%e^(-0.4998*x)+1),x,0,21)); 
 
y una vez evaluada la celda obtendremos con wxMaxima - en color rojo - la curva de la solución 
particular del modelo, es decir la curva de la expresión %o6, y en color azul los puntos que 
representan los datos experimentales: 
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A partir de la representación gráfica estaremos en condiciones de preguntarnos ¿se ajustan los datos 
experimentales al modelo? Obviamente sí, un simple vistazo nos informa de la bondad del modelo.  
 
I.3. Aplicación del modelo de von Bertalanffy a datos experimentales 
Supóngase que estudiamos durante 6 meses el crecimiento (cm) de una especie de peces con interés 
en acuicultura, siendo su tamaño inicial (L0) igual a 9.6 cm. Seguidamente, describiremos los pasos 
para la aplicación con wxMaxima del modelo de von Bertalanffy al experimento descrito. 
 
A. Tabla de datos experimentales. 
 
En primer lugar, especificaremos el tamaño inicial de los peces (L0) para el tiempo inicial t=0, 
construyendo con wxMaxima la matriz que representa a la tabla de datos del experimento: 
 
 
 
Una vez evaluadas las celdas, obtendremos: 
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B. Estimación de los parámetros Lmax y k de von Bertalanffy. 
 
Asumiremos que la solución particular de la EDO de von Bertalanffy es: 
 
max 0 max( )
ktL L L L e−= + −  
 
Por consiguiente, deberemos estimar los valores de la talla o longitud máxima (Lmax) para esa especie 
y el parámetro de curvatura (k). El procedimiento que utilizaremos representa los puntos formados 
por parejas de valores de la talla medida en el tiempo t y t+1, es decir (Lt, Lt+1). En el ejemplo 
llamaremos matrizdatos a la matriz formada por estos puntos, y que obtendremos con wxMaxima 
según se muestra a continuación: 
 
  
 
Una vez evaluadas las celdas: 
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La recta de regresión: 
 
1t tL a bL+ = +  
 
se obtiene aplicando el método de los mínimos cuadrados (véase Caja 1). Con este fin cargamos con 
la orden load la biblioteca stats, obteniendo la recta de regresión con la orden 
simple_linear_regression cuya entrada es la matriz de nombre matrizdatos. Los parámetros de von 
Bertalanffy son estimados a partir de las siguientes expresiones: 
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max ln( )1
aL k b
b
= = −
−
 
 
Realizando estos pasos con wxMaxima, y una vez evaluadas las celdas, se obtienen los resultados que 
se muestran más abajo. Observe que en wxMaxima la orden log(x) devuelve el logaritmo neperiano 
de x, y que es suficiente con tomar cuatro decimales de los valores a y b de la recta de regresión.  
 
  
 
C. Curva del modelo y datos experimentales. 
 
Finalmente, y concluidas las etapas anteriores, representaremos la curva del modelo siguiendo el 
procedimiento descrito anteriormente: 
 
 
 
y utilizando la orden draw2d (NOTA: escríbase en una sola línea): 
 
wxdraw2d(points(tabladatos),color=red,explicit(57.53288062902072-47.93288062902072*%e^(-
0.32822632776736*x), x,0,21),title="Ejemplo",xlabel="tiempo",ylabel="cm"); 
 
obtendremos la siguiente figura: 
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Recuérdese que en color rojo representamos la curva de la solución particular del modelo, es decir 
la que tiene la expresión %o4, y en azul los datos experimentales. 
 
I.4. Aplicación del modelo de Leslie 
Aunque no se trate de una EDO el modelo de Leslie permite proyectar, es decir predecir para t+1, la 
estructura de una población por clases de edad, incluyéndolo en este manual por su utilidad práctica 
en la gestión de poblaciones en la Naturaleza. Además, es un modelo que ilustra la utilidad del 
álgebra lineal en la simulación de los sistemas dinámicos. A diferencia de las EDOS la predicción es el 
resultado de multiplicar la matriz de Leslie por un vector de población en el tiempo t: 
 
1 2
1 1
1
2 2
2
1
0 0
0 0
0 0 0 0
i
i it t
i
f f f
N N
s
N N
s
N N
s+
 
    
    
    =
    
    
    
 
 
 
 
 
    
 
 
siendo fi  el promedio de hijas por hembra en una cierta clase de edad i y si la tasa o probabilidad de 
que las hembras de la clase de edad i pasen, es decir sobrevivan, a la clase de edad i+1. 
 
Supóngase que estudiamos una población de cabra montesa Capra pyrenaica obteniéndose los 
siguientes datos: 
 
Clase de edad (i) Censo (Ci) Fecundidad (mi) 
0 1000 0.29 (no se utiliza) 
1 498 0.70 
2 317 1.1 
3 149 1.1 
4 51 1.1 
 
A continuación, se muestran los pasos a seguir para estudiar esta población con wxMaxima: 
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A. Matriz de Leslie. 
 
El modelo utiliza una matriz, la llamada matriz de Leslie, dándose en la práctica dos situaciones 
posibles: la matriz es conocida o hay que obtenerla partir de los datos experimentales. 
Consideraremos la segunda situación. En tal caso los valores de fi  y si son obtenidos como sigue 
(método pre-nacimiento): 
 
1 1
0
i
i i i
i
C CS f m
C C
+= =  
 
Por consiguiente, utilizando los datos experimentales de que disponemos tendremos que:  
 
s1=317/498=0.636    s2=149/317=0.470    s3=51/149=0.342 
 
siendo: 
 
f1= (0.7).(0.498) = 0.348 
f2=f3=f4= (1.1).(0.498) = 0.548 
 
Si asumimos que los datos experimentales son tomados en el tiempo inicial t=0, entonces el vector 
de población inicial es: 
 
 
 
tal que al evaluar las celdas se mostrará el contenido del vector: 
 
 
 
A continuación, construiremos la matriz de Leslie a la que llamaremos leslie, obteniendo una vez 
evaluada la celda: 
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B. Proyección de la estructura de la población. 
 
En primer lugar, construimos el vector de población inicial y definimos el tiempo máximo de 
simulación (Tmax), por ejemplo deseamos hacer una proyección o predicción a 15 años: 
 
 
 
En segundo lugar, escribimos la siguiente rutina en lenguaje wxMaxima: 
 
 
 
Una vez evaluada la rutina, obtendremos en un listado el vector de población que para cada t (en el 
ejemplo, años) recoge la estructura de la población para las clases de edad 1, 2, 3 y 4: 
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…  
 
 
Es importante recordar que la computación en wxMaxima con vectores y matrices requiere Reiniciar 
Maxima y Limpiar memoria. También deberían borrarse todos los resultados previos. 
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II. Métodos para la resolución con wxMaxima de sistemas de ecuaciones 
diferenciales lineales de primer orden con coeficientes constantes (SEDLPOH) 
Se supone que un biólogo desea estudiar un fenómeno o sistema que puede ser representado por 
compartimentos, tal que a un compartimento i  (población, tanque, órgano, sustancia química, etc.) 
le  hacemos corresponder una cierta variable yi que especifica su estado. Sabemos que la tasa de 
cambio y’ puede ser expresada como la diferencia E – S, siendo E y S los términos de entrada y salida 
del compartimento respectivamente. La  E recoge todo aquello que hace aumentar y la S disminuir la 
tasa de cambio (o derivada) del sistema o fenómeno que es objeto de estudio. 
 
Sea un fenómeno o sistema biológico que deseamos estudiar y al que representaremos por el 
siguiente sistema de ecuaciones diferenciales (ED):  
 
Y’ = A.Y + F 
 
A continuación, y según sea la matriz de coeficientes A, explicaremos los pasos a seguir para estudiar 
dicho fenómeno o sistema con wxMaxima. El estudio consiste en resolver el sistema de ecuaciones 
diferenciales lineales de primer orden homogéneo (abreviadamente SEDLPOH) y predecir el 
comportamiento futuro del fenómeno a partir de las condiciones iniciales Y0. Por consiguiente al 
tratarse de sistemas homogéneos sólo se estudian sistemas con el término F igual a 0, es decir que 
carecen de un término del tipo t+1, exp(2t), Sen(3t), etc. en la expresión ecuación diferencial. 
 
 
 
 
Diagonalización de una matriz con wxMaxima, mostrando la opción de ‘Cargar paquete’ 
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II.1. A2x2 y valores propios reales con multiplicidad uno 
Sea el sistema el que se muestra a continuación: 
 
1 1 2
2 1 23
' .
5 4 1
, (0)
1 5 0
5 4
5
Y A Y
A Y
y y y
y y y
=
   
= =   
   
= +
 = +
 
 
En primer lugar cargaremos el paquete SEDLPOH.mac (véase APENDICE), introducimos la matriz de 
coeficientes A y diagonalizamos obteniendo los valores propios, su multiplicidad algebraica y los 
vectores propios. La librería SEDLPOH.mac es una colección de rutinas con las que resolver sistemas 
de dos y tres ecuaciones con valores propios reales: 
 
 
 
obteniéndose: 
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En segundo lugar, introducimos los vectores propios v1 y v2: 
 
 
En tercer lugar, estaremos en condiciones de declarar las soluciones parciales del sistema z1 y z2, 
utilizando para tal fin la orden spah(lambda, v), siendo lambda el valor propio y v el vector propio 
asociado: 
 
 
 
Un paso importante consiste en verificar si la solución obtenida es válida, es decir una vez obtenida la 
matriz fundamental G ¿son sus vectores linealmente independientes? Con objeto de responder a 
esta pregunta obtendremos el rango de la matriz G. Adicionalmente, se puede calcular su 
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determinante que deberá ser distinto de cero. La matriz G se construye con la orden addcol siendo 
sus columnas son z1 y z2: 
 
 
 
En cuarto lugar, obtendremos la solución general de la homogénea (SGH), es decir Y(t)= G.C, tal que 
C es el vector de constantes 1
2
c
c
 
 
 
 utilizando la orden sghec2(G) al tratarse de un sistema con dos 
ecuaciones: 
 
 
En quinto, y último lugar, obtendremos la solución particular de la homogénea (SPH). Introducimos 
el vector de condiciones iniciales Y0, es decir los datos experimentales para el t=0. Seguidamente, 
con la orden sisconstec2(Y0) que resuelve el sistema de ecuaciones de las constantes c1 y c2 -que es 
compatible determinado- obtenemos sus valores. A continuación, con la orden sphec2(c1, c2) 
obtendremos la solución particular: 
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Concluiremos representando gráficamente las soluciones particulares. Extraemos las expresiones de 
%o20 con list_matrix_entries almacenándolas en una variable a la que llamamos por ejemplo solpal, 
utilizando la orden wxplot2d: 
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II.2. A3x3 y valores propios reales con multiplicidad uno 
Resolveremos el sistema que se muestra a continuación:  
 
1 1 2 3
2 1 2 3
3 1 2 3
' .
1 1 4 10
3 2 1 , (0) 5
2 1 1 2
4
3 2
2
Y A Y
A Y
y y y y
y y y y
y y y y
=
−   
   = − =   
   −   
= − +
 = + −
 = + −
 
 
El método a seguir es similar al del ejemplo anterior, excepto que ahora el sistema es de tres 
ecuaciones y las órdenes específicas de la librería SEDLPOH.mac tienen ahora la terminación ec3. Sea 
el siguiente ejemplo, una vez cargada la librería, diagonalizamos la matriz de coeficientes con el fin 
de averiguar en qué caso estamos: 
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A continuación, introducimos los tres vectores propios v1, v2 y v3, obteniendo las soluciones 
parciales correspondientes z1, z2 y z3: 
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Ahora es el momento de construir la matriz fundamental G, evaluando la validez de la solución 
obtenida:  
 
 
Puesto que el rango es 3, y el determinante distinto de cero, los vectores son linealmente 
independientes por lo que la solución encontrada es válida. 
¿Cuál es la solución general del sistema homogéneo? La SGH, es decir Y(t)=G.C, se obtiene 
multiplicando la matriz G por el vector de constantes C, esto es el vector 
1
2
3
c
c
c
 
 
 
 
 
.  Utilizamos ahora la 
orden sghec3(G): 
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Seguidamente, introducimos el vector de condiciones iniciales Y0 con los datos experimentales en 
t=0, resolvemos el sistema de ecuaciones con sisconstec3(Y0) e introducimos los valores obtenidos 
de las constantes como parámetros de la orden sphec3(c1, c2, c3) cuya salida u output es la solución 
particular del sistema homogéneo (SPH): 
 
Finalmente, representamos gráficamente las curvas solución particular aplicando el siguiente 
procedimiento. Definimos una variable a la que le damos un nombre arbitrario, por ej. solpal que 
recoge las expresiones vía list_matrix_entries, obteniendo las curvas con la orden wxplot2d:  
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II.3.    A2x2 y valores propios complejos con multiplicidad uno 
Sea el sistema a resolver: 
 
1 1 2
2 1 2
' .
2 8 6
, (0)
1 2 2
2 8
2
Y A Y
A Y
y y y
y y y
=
   
= =   − −   
= +
 = − −
 
 
En primer lugar, y aunque en este caso no utilicemos ninguna de sus rutinas, cargamos siguiendo el 
protocolo de ejemplos anteriores el paquete SEDLPOH.mac; introducimos la matriz de coeficientes y 
diagonalizamos. Observamos que se trata de un polinomio característico p(λ  )= 2 4λ +  con raíces 
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complejas: 1 2iλ =  y 1 2iλ = − . Al tratarse de una raíz compleja, las soluciones parciales z1 y z2 las 
obtendremos de la “raíz positiva”, es decir de 2i en el ejemplo.  
 
 
Anotamos la parte real 0α =  y la compleja 2β =  de la raíz del polinomio característico así como la 
parte real Re y compleja Im del vector propio complejo:  
 
1 1 0
1 1 1 1
4 4 4 4
i
i
     
     = +
     − + −
     
 
 
y que es “razonado” por wxMaxima por un procedimiento similar al que se muestra en el recuadro 
inferior (Caja 2). 
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Caja 2 
 
 
 
 
No obstante, y para ejercitarnos, utilizaremos en el ejemplo el vector propio obtenido “a mano”:  
 
2 2 2 2
1 1 0
i
i
+     
= +     − −       
 
y que nosotros “razonamos” a partir de un procedimiento en wxMaxima, que mostramos en el 
siguiente recuadro (Caja 3). 
 
Caja 3 
 
 
 
 
Obsérvese que M.x es equivalente a escribir M.x=0, obteniendo el vector propio que utilizaremos a 
partir de las expresiones en %o9, tal que -(2+2i)w2 = w1. 
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Volviendo al ejemplo que estamos resolviendo, continuaremos como se indica a continuación. 
Obviamente, si se prefiere, también podríamos haber utilizado el vector propio que se obtiene con 
wxMaxima: 
 
 
 
Concluida esta etapa, cargamos la librería SEDLPOHRC.mac (véase APENDICE) que es una colección 
de rutinas para sistemas A2x2 y A3x3 con raíces complejas. Las órdenes específicas de la librería 
SEDLPOHRC.mac tienen ahora la terminación i. 
 
La orden spahi, y que ejecutaremos con $ en lugar de ; con el fin de evitar que nos muestre 
operaciones intermedias, proporciona las soluciones parciales z1 y z2. Si quisiéramos obtenerlas “a 
mano” entonces tales soluciones se obtendrían a partir de las siguientes expresiones (Caja 4). 
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Caja 4 
 
Sea el producto del vector propio complejo por teλ , tal que utilizando la expresión de Euler, 
obtendremos: 
 
( )
( )
1 1 1
2 2 2
1 1
2 2
1 1
2 2
. .
. .
. . cos :
tt
t i t
t
w w w
e i e
w w w
w w
i e e
w w
w w
i e t i sen t
w w
α βλ
α β
α β β
+      = + =      
      
    
+ =    
    
    
+ +    
    
 
Por tanto, las soluciones parciales son: 
Re Im
1 1
1
2 2
Im Re
1 1
2
2 2
( ) cos
( ) cos
t
t
w w
Z t e t sen t
w w
w w
Z t e t sen t
w w
α
α
β β
β β
    
= −    
     
    
= +    
     
 
 
 
Con wxMaxima tendremos que: 
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Construiremos ahora la matriz fundamental G: 
 
 
 
obteniendo la solución general del sistema homogéneo (SGH) con la orden sghi: 
 
 
 
Aunque para esta clase de sistema G es siempre válida, siendo sus vectores linealmente 
independientes, se puede comprobar, confirmándose su validez: 
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Introduciremos el vector de condiciones iniciales Y0, resolvemos el sistema de constantes con la 
orden sisconsti(Y0), obteniendo finalmente las soluciones particulares del sistema homogéneo 
(SPH) con la orden sphi(c1, c2): 
 
 
 
 
Las curvas de la solución particular se pueden representar gráficamente aplicando el protocolo 
descrito anteriormente: 
 
Aunque sea un sistema lineal ¿A qué modelo no lineal recuerdan las curvas obtenidas? A simple vista, 
y sin entrar cuestiones teóricas, las curvas solución recuerdan al modelo predador-presa de Volterra-
Lotka. 
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II.4.    A3x3 con un valor propio real y el resto valores propios complejos 
Sea el sistema el que se muestra a continuación: 
 
1 2 3
2 1 2 3
3 1 2 3
' .
0 2 2 101
4 2 2 , (0) 201
4 2 2 100
2 2
4 2 2
4 2 2
Y A Y
A Y
y y y
y y y y
y y y y
=
− −   
   = − =   
   −   
= − −
 = − +
 = − +
 
 
En este caso resolveremos el sistema en dos etapas, en una trabajaremos con el valor propio real, en 
la otra con el valor propio compleja. Cargamos la librería SEDLPOH.mac, diagonalizamos la matriz de 
coeficientes y obtenemos los valores propios y vectores propios.  
 
El procedimiento general que aplicaremos consiste en obtener primero las soluciones parciales z1 y 
z2 a partir de la raíz compleja, y en segundo lugar z3 a partir del valor propio real. Por consiguiente, 
la solución del sistema es posible ya que se hace uso combinado de las técnicas descritas 
anteriormente. 
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Con el fin de ejercitarnos utilizaremos en el ejemplo el vector propio obtenido “a mano”, y no el 
sugerido por wxMaxima, aunque muy bien podría utilizarse este último: 
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En primer lugar  trabajaremos con el valor propio complejo.  Cargamos el paquete SEDLPOHC.mac 
con rutinas para el caso con valores propios complejos, obteniendo con spahi$ las soluciones 
parciales z1 y z2, la parte correspondiente de la solución general del sistema homogéneo (SGHI) con 
la orden sghi: 
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En segundo lugar, continuaremos resolviendo el sistema trabajando ahora con el valor propio real. 
Introducimos el vector propio v3, obtenemos la solución parcial z3 con la orden spah(lambda, v), y la 
parte de la solución general de la homogénea correspondiente (SGHR) por medio de la siguiente 
operación: sghr:z3*c3: 
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En tercer lugar, construimos la matriz fundamental G reuniendo las soluciones parciales que hemos 
obtenido, evaluando su validez: 
 
 
 
En cuarto lugar, obtendremos la solución general del sistema homogéneo (SGH) reuniendo en sgh la 
sghi y sghr, incluido el paso adicional que se muestra en %i24: 
 
 
En quinto, y último lugar, introducimos el vector de condiciones iniciales Y0, obtenemos el valor de 
las constantes c1, c2 y c3, que sustituiremos en la orden sphec3(c1, c2, c3) con la que se obtiene la 
solución particular del sistema homogéneo (SPH) de tres ecuaciones: 
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En este caso para que wxMaxima realice la gráfica de las curvas solución particular, efectuaremos los 
pasos siguientes: 
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II.5. A3x3 con dos valores propios reales y matriz de coeficientes no diagonalizable 
Sea el sistema que se muestra a continuación: 
 
' .
3 0 1 60
0 3 0 , (0) 2
1 2 1 100
Y A Y
A Y
=
−   
   = =   
   −   
 
  
Se trata de una matriz A3x3 que no es diagonalizable por lo que deberemos “tantear y buscar el 
vector propio” que nos falta, y con el que se obtiene una de las soluciones parciales del sistema de 
ecuaciones homogéneo. En primer lugar, cargamos la librería SEDLPOH.mac, diagonalizamos la 
matriz de coeficientes y obtenemos los valores propios y vectores propios: 
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En segundo lugar, con el valor propio con multiplicidad 1, esto es con 1 13 ( 1)mλ = = , obtenemos la 
primera solución parcial z1 con la orden spah. Escribimos el vector propio v1 sugerido por wxMaxima 
pero multiplicando por dos sus componentes. Esta operación es útil si resolviéramos el sistema “a 
mano”, siendo anecdótica para la resolución con wxMaxima:  
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Seguidamente y con el valor propio con multiplicidad 2, esto es con 2 22 ( 2)mλ = = , obtenemos 
aplicando un procedimiento similar al del primer valor propio la segunda solución parcial z2, 
escribiendo el vector propio v2 sugerido por wxMaxima: 
 
En tercer lugar, necesitamos un tercer vector propio, buscándose por “tanteo” empleando la 
expresión de la Caja 5. Esta tarea puede ser realizada con la orden M(A, λ , n) incluida en la librería 
SEDLPOH.mac 
 
Caja 5 
( ) 0nA I Vλ− =
 
 
En este caso, con la matriz de coeficientes A del ejemplo, 2λ = y n=2, si realizáramos las 
operaciones “a mano” tendríamos que resolver el sistema compatible indeterminado que resulta de 
la siguiente matriz: 
21 0 1 1 0 1 1 0 1 0 2 0
0 1 0 0 1 0 . 0 1 0 0 1 0
1 2 1 1 2 1 1 2 1 0 0 0
− − −       
       = =       
       − − − − − −       
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Con el fin de evitar operaciones “a mano” podemos hacer uso de wxMaxima tal y como se muestra 
en la Caja 6. 
 
Caja 6 
 
Observe que wxMaxima escribe los operadores * como ‘punto arriba’ y . como ‘punto abajo’. 
 
Basta observar la matriz para comprobar que la segunda componente del vector propio vale 0, 
mientras que la primera y tercera pueden tomar cualquier valor. Volviendo a la explicación del 
procedimiento, tendremos que llamando a la rutina y asignándole los parámetros de nuestro caso 
M(A, 2, 2), obtendremos la estructura del vector propio que estamos buscando, v3: 
 
Puesto que hay dos posibles vectores propios que sean útiles para nuestro caso 
0
0
1
 
 
 
 
 
 y 
1
0
0
 
 
 
 
 
 elegimos 
por ejemplo el segundo de ellos.  
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Obtendremos la solución parcial z3 con la orden spah2(A, λ , v) que la calcula a partir de la siguiente 
expresión (Caja 7): 
 
Caja 7 
( ) . ( )tiz t e V A I V t
λ λ = + − 
 
 
 
 
 
En cuarto lugar, construimos la matriz fundamental G y comprobamos su validez. Puesto que el 
rango es 3, efectivamente los vectores son linealmente independientes continuando con el 
procedimiento que nos llevará a encontrar la solución del sistema homogéneo. Obtenemos la 
solución general del sistema homogéneo (SGH) de 3 ecuaciones con la orden sghec3(G): 
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Finalmente, introducimos el vector de condiciones iniciales Y0, obtenemos los valores de las 
constantes c1, c2 y c3, y concluimos ejecutando la orden sphec3(c1, c2, c3) con la que se obtiene la 
solución particular del sistema homogéneo (SPH): 
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La representación gráfica de las curvas solución particular es efectuada aplicando el procedimiento 
descrito anteriormente: 
 
 
 
II.6. A3x3 con un valor propio real y matriz de coeficientes no diagonalizable 
Resolveremos el sistema que se muestra a continuación: 
 
' .
4 5 2 60
2 2 1 , (0) 278
1 1 1 10
Y A Y
A Y
=
−   
   = − − =   
   − −   
 
  
Se trata de un caso relacionado con II.5 ya que la matriz A3x3 no es diagonalizable, excepto que ahora 
deberemos “tantear y buscar dos vectores propios” en lugar de uno como en el caso anterior. En 
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primer lugar, cargamos la librería SEDLPOH.mac, diagonalizamos la matriz de coeficientes y 
obtenemos los valores propios y vectores propios: 
 
 
 
 
En segundo lugar, introducimos el único vector propio proporcionado por wxMaxima al obtenerse un 
único valor propio 1λ =  con multiplicidad 3, construyendo la primera solución parcial z1: 
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En tercer lugar, y a partir del mismo planteamiento teórico expuesto en el ejemplo anterior (1.5) en 
este caso con la matriz de coeficientes A del ejemplo, 1λ =  y n=2 tanteamos con M(A, 1, 2) 
buscando alguno de los vectores propios de los dos que nos faltan. En este caso, y si realizamos las 
operaciones “a mano”: 
23 5 2 1 2 1
2 3 1 1 2 1
1 1 0 1 2 1
− −   
   − − = − −   
   − − − −   
 
obtenemos de ( )2 0A I V− =
 
un sistema de ecuaciones tal que v1 +2v2 –v3 =0 deduciendo un vector 
propio con estructura 
2
α
β
α β
 
 
 
 + 
ya que v3=v1+2v2. Asignando valores 1,0 y 0,1 a ,α β conseguimos 
dos vectores propios, 
1
0
1
 
 
 
 
 
y 
0
1
2
 
 
 
 
 
respectivamente. Observe que wxMaxima nos devuelve un vector 
propio con estructura equivalente 
α β
β
α
− 
 
 
 
 
2
, tal que para distintos valores de los parámetros 
tenemos los vectores 
− 
 
 
 
 
2
1
0
y 
 
 
 
 
 
1
0
1
. Utilizaremos los dos vectores propios v2 y v3 que sugiere 
wxMaxima, obteniendo las soluciones parciales z2 y z3 para cada vector con la orden spah2(A, λ , v). 
Recuérdese que ésta orden calcula cada solución parcial utilizando la siguiente expresión: 
( ) . ( )tiz t e V A I V t
λ λ = + − 
 
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En cuarto lugar, construimos la matriz fundamental G y comprobamos su validez. Puesto que el 
rango es 2, la matriz G no es válida. Más aún, si simplificamos la expresión del determinante de la 
matriz G  con la orden ratsimp(determinant(G)) de wxMaxima comprobamos que su valor es 0: 
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Por consiguiente, alguno de los vectores propios que hemos tanteado debe ser eliminado, 
continuando con la búsqueda de un nuevo vector propio. Por ejemplo, eliminaremos el tercer 
vector, v3, y por tanto z3 y la tercera columna de la matriz fundamental G. El tanteo de un nuevo 
vector propio requiere ahora que ( )3 0A I V− =
 
. Obsérvese que la estructura del vector propio que 
devuelve la orden M(A, 1, 3) es tal que “cualquier” vector elegido es válido siempre y cuando sea 
distinto de los dos que hemos utilizado para construir la primera y segunda columnas de la matriz 
fundamental G. Esto se confirma con la matriz nula que resulta de efectuar la operación                   
(A-1*ident(3))^^3  que realizamos con el fin de comprobar el resultado en wxMaxima: 
 
En consecuencia ¿qué vector propio elegimos como v3? Por ejemplo, el vector 
1
0
0
 
 
 
 
 
, obteniendo con 
el vector elegido la solución parcial z3. Puesto que estamos tanteando por segunda vez la búsqueda 
de un vector propio, utilizaremos la orden spah3(A, λ , v) que calcula la solución parcial a partir de la 
siguiente expresión: 
2
2( ) . ( ) ( )
2!
t
i
tz t e V A I V t A I Vλ λ λ
 
= + − + − 
 
  
 
Construimos de nuevo la matriz fundamental G con las soluciones parciales que obtuvimos 
anteriormente, z1 y z2, y la nueva solución z3, preguntándonos una vez más sobre su validez. 
Obviamente G debe ser válida en congruencia con la matriz nula del paso %o18 al indicarnos éste 
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último resultado que las componentes del vector propio son independientes unas de otras, pudiendo 
tomar cualquier valor con tal de que el vector no sea 0

. Finalmente, comprobamos la validez de la 
matriz G ya que el rango es 3 y la expresión simplificada del determinante –exp(3t), es decir distinta 
de cero (%o23): 
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En quinto lugar, la solución general del sistema homogéneo (SGH) es obtenida con la orden 
sghec3(G): 
 
 
Finalmente, en sexto y último lugar, encontraremos la solución particular del sistema homogéneo 
(SPH) como en ejemplos anteriores. Introducimos el vector de condiciones iniciales Y0, resolvemos 
el sistema de constantes con la orden sisconstec3(Y0) siendo la solución el parámetro de la orden 
sphec3(c1, c2, c3): 
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Concluiremos el protocolo de resolución del sistema representando gráficamente las curvas solución 
particular: 
 
 
 
 
III. Estudio con wxMaxima de sistemas de ecuaciones diferenciales no 
lineales: el modelo predador-presa de Volterra-Lotka 
Estudiaremos el sistema de ecuaciones diferenciales propuesto por V. Volterra y A. Lotka para 
modelar la coexistencia de dos poblaciones, una de predadores (y1) y otra de presas (y2): 
 
'
1 1 1 1 1 2
'
2 2 2 2 1 2
y k y y y
y k y y y
α
α
 = − +

= −  
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siendo k1 la tasa de mortalidad de los predadores y k2 la tasa de crecimiento de las presas. Los 
coeficientes 1α  y 2α modelan la interacción entre ambas poblaciones. En el modelo los puntos de 
equilibrio son: 
 
Una de las vías para resolver el sistema es hacer un cambio de variable, tal que podremos “trabajar” 
en situaciones prácticas ya sea con el ordenador o “a mano” a partir de la siguiente figura: 
 
 
  
Estudiaremos el modelo de Volterra-Lotka con wxMaxima. Supóngase dos poblaciones en 
interacción, una de predadores y otra de presas, con los siguientes parámetros del modelo y 
condiciones iniciales, obteniéndose en (%o5) y (%o6) las coordenadas del punto de equilibrio: 
R. Lahoz-Beltra. (2014). Métodos en Biomatemática II: Ecuaciones Diferenciales con wxMaxima. eprints.ucm.es/26851/ 
 
 Métodos en Biomatemática II: Ecuaciones diferenciales 
 
59 
 
 
Aplicando el método de Runga-Kutta de 4º orden: 
 
 
 
obtendremos: 
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Una vez obtenidos los puntos, ejecutaremos las siguientes órdenes en wxMaxima: 
 
Ahora, ya estaremos en condiciones de obtener con wxMaxima las curvas clásicas del modelo de 
Volterra-Lotka. En primer lugar, y con el fin de obtener la curva de predadores y presas escribiremos 
la orden que se muestra a continuación (NOTA: escribir en una sola línea): 
 
(%i41) plot2d( [[discrete, predadoresL],[discrete, presasL]], [x, 1, 120],[style, [lines, 5]], [y, 1, 450], [ylabel, " 
"], [xlabel, "t"], [legend, "y1", "y2"])$ 
obteniendo: 
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En la figura ¿qué curva corresponde a los predadores y a las presas? 
En segundo lugar, representaremos el ciclo solución: 
 
 
 
 
IV. APENDICE 
Es importante recordar que la computación en wxMaxima con vectores y matrices requiere Reiniciar 
wxMaxima y Limpiar memoria con cierta frecuencia, antes de ejecutar las órdenes. Estas opciones 
están disponibles en wxMaxima en la barra de tareas. También deberían borrarse todos los 
resultados previos, opción disponible en Celda: 
 
 
Pantalla de wxMaxima mostrando la tarea ‘Borrar todos los resultados’ 
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Los ejemplos han sido resueltos utilizando las librerías de rutinas SEDLPOH.mac (Caja 8) y 
SEDLPOHRC.mac (Caja 9) simplificándose notablemente el trabajo. La primera librería es una 
colección de rutinas útiles cuando las raíces del polinomio característico son  mientras que la 
segunda librería simplifica los cálculos en el caso de que el polinomio característico tenga raíces  .  
 
Caja 8 
 
/* 
Práctica. Laboratorio de cálculo. Librería SEDLPOH.mac 
*/ 
 
/* 
 Rafael Lahoz-Beltra. Departamento de Matemática Aplicada (Biomatemática). Facultad de Biología. UCM. 
*/ 
 
/* 
Polinomio con raices reales A3x3: (1) Distintas: lambda1 (m1=1), lambda2 (m2=1), lambda3 (m3=1) (2) lambda1 (m1=1) y 
lambda2 (m2=2) (3) lambda1 (m1=3) 
*/ 
M(A,%lambda,n):=block(w:matrix([w1],[w2],[w3]),linsolve(list_matrix_entries((A-%lambda*ident(3))^^n.w),[w1,w2,w3]))$ 
spah(%lambda,v):=%e^(%lambda*t)*v$ 
spah2(A,%lambda,v):= block ( exp(%lambda*t)*(v + (A-%lambda*ident(3)).v*t))$ 
spah3(A,%lambda,v):=block ( exp(%lambda*t)*(( v + (A-%lambda*ident(3)).v*t) + (((A-%lambda*ident(3))^^2).v*(t^2)/2)))$ 
sghec3(G):= G.transpose([c1,c2,c3])$ 
sphec3(c01,c02,c03):=subst([c1=c01,c2=c02,c3=c03],sghec3(G))$ 
sisconstec3(Y0):=block(se:subst(0, t, sghec3(G))-Y0, sistecs:list_matrix_entries(se), linsolve(sistecs,[c1,c2,c3]))$ 
 
/* 
Polinomio característico con raices reales A2x2: 
*/ 
sghec2(G):=G.transpose([c1,c2])$ 
sphec2(c01,c02):=subst([c1=c01,c2=c02],sghec2(G))$ 
sisconstec2(Y0):=block(se:subst(0, t, sghec2(G))-Y0, sistecs:list_matrix_entries(se), linsolve(sistecs,[c1,c2]))$ 
 
 
El contenido de este manual es principalmente docente aunque las técnicas y métodos que se 
describan sean también de utilidad en la realización de proyectos. Los ejemplos han sido elegidos de 
diferentes fuentes con una finalidad didáctica siendo resueltos por el autor de este manual con 
wxMaxima. Su autor no se responsabiliza de posibles perjuicios derivados de cualquier otro uso de 
este manual fuera del ámbito para el que ha sido elaborado. 
 
Caja 9 
 
/* 
Práctica. Laboratorio de cálculo. Librería SEDLPOHRC.mac 
*/ 
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/* 
Rafael Lahoz-Beltra. Departamento de Matemática Aplicada (Biomatemática). Facultad de Biología. UCM. 
*/ 
 
/* 
Polinomio característico con raices complejas A2x2: 
*/ 
spah_i(%alpha,%beta,Re,Im):=block(z1:exp(%alpha*t)*(Re*cos(%beta*t)-Im*sin(%beta*t)), 
z2:exp(%alpha*t)*(Im*cos(%beta*t)+Re*sin(%beta*t)))$ 
spahi:spah_i(%alpha,%beta,Re,Im)$ 
sghi:c1*z1+c2*z2$ 
sisconsti(Y0):=block(se:subst(0, t, sghi)-Y0, sistecs:list_matrix_entries(se), linsolve(sistecs,[c1,c2]))$ 
sphi(c01,c02):=subst([c1=c01,c2=c02],sghi)$ 
 
/* 
Resolución de sistema de tres ecuaciones de constantes para el caso de un polinomio característico con una raiz real y la 
otra raiz compleja. 
*/ 
sisconstec3(Y0):=block(se:subst(0, t, sgh-Y0), sistecs:list_matrix_entries(se), linsolve(sistecs,[c1,c2,c3]))$ 
sphec3(c01,c02,c03):=subst([c1=c01,c2=c02,c3=c03],sgh)$ 
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