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Abstract
In this paper, we introduce a novel regularization method
called Adversarial Noise Layer (ANL) and its efficient ver-
sion called Class Adversarial Noise Layer (CANL), which are
able to significantly improve CNN’s generalization ability by
adding carefully crafted noise into the intermediate layer acti-
vations. ANL and CANL can be easily implemented and inte-
grated with most of the mainstream CNN-based models. We
compared the effects of the different types of noise and visu-
ally demonstrate that our proposed adversarial noise instruct
CNN models to learn to extract cleaner feature maps, which
further reduce the risk of over-fitting. We also conclude that
models trained with ANL or CANL are more robust to the
adversarial examples generated by FGSM than the traditional
adversarial training approaches.
Although Convolutional Neural Networks (CNNs) are pow-
erful and widely used in various computer vision tasks, they
suffer from over-fitting due to the excessive amount of pa-
rameters (Srivastava et al. 2014). The initial development of
the neural network was inspired by the mechanism of hu-
man brain (Rosenblatt 1957) which does not work as pre-
cisely as the computer. Inspired by the difference, we infer
that adding noise into the process of training could instruct
CNNs to learn more robust feature representations to against
the effect of noise, thereby reducing the risk of over-fitting.
Many regularization methods (Zhong et al. 2017; Si-
monyan and Zisserman 2015; Krizhevsky, Sutskever, and
Hinton 2012) have been proposed to prevent over-fitting by
adding noise into the training data. Besides, methods like
DisturbLabel (Xie et al. 2016) randomly changed the label
of a small subset of samples to incorrect value each iteration,
thereby regularizing the CNNs on loss layer.
Sankaranarayanan et al. proposed a regularization method
called Layerwise Adversarial Training (LAT) (Sankara-
narayanan et al. 2018) which uses the gradients of the pre-
vious batch to generate noise for the current batch during
training. Different from data augment methods, LAT adds
the perturbations not only to the input images, but also the
intermediate layer activations.
In this work, we propose a variant of LAT and its efficient
version, we call them Adversarial Noise Layer (ANL) and
Class Adversarial Noise Layer (CANL) respectively. Unlike
LAT, ANL generates the noise base on the current batch
gradients. CANL further reduces additional time costs by
caching the gradients based on image category.
ANL and CANL are well compatible with various CNN
architectures and can be injected without changing the de-
sign philosophy. ANL and CANL are only embedded in the
model during the training, so that it actually takes no extra
computation in the inference process. Our main contribu-
tions are summarized as follows:
• We introduce a CNN regularization method called ANL.
The empirical results show that ANL can significantly im-
prove the performance of various mainstream deep con-
volution neural networks on popular datasets (Fashion-
MNIST, CIFAR-10, CIFAR-100, ImageNet).
• We introduce the CANL algorithm, which is an efficient
version of ANL. Compared to ANL, CANL takes less
training time, but at the cost of slight degeneration in reg-
ularization performance.
• We demonstrate that ANL and CANL provide stronger
regularization compared to LAT and Dropout. We also
verified that ANL and CANL can improve the robustness
of the CNN models, comparable to the traditional adver-
sarial training approach, under the attack of Fast Gradient
Sign Method (Goodfellow, Shlens, and Szegedy 2015).
Related Work
The recent rapid progress of CNNs in computer vision tasks
such as image classification, semantic segmentation (He
et al. 2017) and image restoration (Qian et al. 2017) is
partly due to the creation of large-scale dataset such as Im-
ageNet (Russakovsky et al. 2015b) etc. It is commonly be-
lieved that robust models usually require large-scale suffi-
cient training data set or expensive computation to avoid
over-fitting (Lee et al. 2015). Therefore, to overcome the
over-fitting challenge, various methods and techniques are
proposed such as optimization techniques (Srivastava et al.
2014), regularization methods and etc.
The early solutions for avoiding over-fitting is to constrain
the parameters by using the `2 regularization (Krizhevsky
and Hinton 2009) or to stop training before convergence.
Various regularization methods aim to reduce over-fitting
are proposed recently. With a certain probability, the dropout
method reduces over-fitting in large feed-forward neural net-
works by masking a random subset of the hidden neurons
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with zero during training (Srivastava et al. 2014) but per-
forms unsatisfactorily in tiny or compact networks. Drop-
Connect (Wan et al. 2013) randomly masks the weights with
zero in training phase. Stochastic Pooling (Zeiler and Fergus
2013) changes the deterministic pooling operation with ran-
domly selects activations according to a certain distribution
during training.
Recently, regularization methods by adding noise are
introduced (Krizhevsky, Sutskever, and Hinton 2012; Si-
monyan and Zisserman 2015; Zhong et al. 2017). Simonyan
et al. (Simonyan and Zisserman 2015) introduced the meth-
ods to avoid over-fitting by random horizontal flipping train
data, which directly enlarge the training dataset. Zhong et
al. (Zhong et al. 2017) and Krizhevsky et al. (Krizhevsky,
Sutskever, and Hinton 2012) further proposed data aug-
mentation methods through erasing training and crop train-
ing dataset randomly. Adversarial Training (Goodfellow,
Shlens, and Szegedy 2015) enlarged training data set by
adding adversarial training data to reduce the model sensitiv-
ity and improve the robustness of CNN models. DisturbLa-
bel (Xie et al. 2016) added noise at the loss layer through
randomly changing the label of a small subset of samples
to incorrect values during training, thereby regularizing the
CNN models.
Different from the methods mentioned above, our ap-
proaches regularizes CNN models by adding adversarial
noise in hidden layers, learning more robust feature repre-
sentations. ANL can be integrated easily into the most CNN-
based models and obtain better performance.
Method
Terminology and Notation
To simplify, in this paper we use the following notations and
terminologies to illustrate our algorithm:
• J(x, y;θ) denotes the cost function used to train the
model, where x denotes the input image, y denotes the
corresponding true label, and θ denotes the parameters of
the model.
• ht denotes the output of tth layer of the neural network.
• s(ht) is the standard deviation of ht.
• ηt is the adversarial noise for ht. Suppose the network
has L layers, and we treat the input as the 0th layer,
η = (η0,η1,η2, ...,ηL)
T denotes the entirety of the ad-
versarial noise.
•  is the hyper-parameter used to control the magnitude of
the noise for ANL and CANL.
• Clip<a,b>(v) denotes the element-wise clipping v, with
vi clipped to the range [a, b].
• N (µ, σ2) denotes the Gaussian distribution where µ is the
mean and σ is the standard deviation (std).
Adversarial Noise Layer
The minimum distance to the decision boundary, which is
regarded as the notation of margin, plays a foundational role
in several profound theories and has empirically contributed
to the overwhelming performance of both classification and
regression tasks (Vapnik 1995). It is commonly believed that
a robust image classification model has a large margin. Take
linear classifier into consideration, the direction of gradient
vector ∇xJ(x, y) vertically points to the decision bound-
ary, meaning that xˆ = x +  ∇xJ(x) is more close to the
decision boundary than x.
Taking xˆ to train will lead to higher cross-entropy loss
and push the decision boundary away from x more signifi-
cantly, which contributes to producing a larger margin clas-
sifier (Goodfellow, Shlens, and Szegedy 2015).
Similarly, we apply this idea to CNNs. The modern view
of deep CNN architectures is that deep neural network ex-
tracts the vision features layer by layer (Zeiler and Fergus
2014). We use ht to represent the output of tth layer; denote
the sub-network from the first layer to the tth layer as N−t ;
denote the sub-network from (t+1)th layer to the last layer
as N+t . ht is the output of N
−
t and the input of N
+
t .
Adding the specific perturbation ∇htJ to ht leads to
higher cross-entropy loss for N+t , which is also the loss
for the whole network N . Although it is difficult to figure
out the rigorous mathematical proofs on deep neural net-
work, we conjecture that to reduce the loss, two changes will
be conducted by the back-propagation update. For the sub-
networkN+t which takes the ht as input, the update tends to
push the boundary away from ht. For the sub-network N−t
which generatesht as output, the update tends to push theht
away from the boundary. As result, the perturbation ∇htJ
instructsN+t to learn a larger margin classifier; instructsN
−
t
to extract more distinctive features ht for different class x
(Figure 3). Considering these assumptions, we further pro-
pose Adversarial Noise Layer (ANL). ANL simply adds the
adversarial noise ηt to ht using Eq. (1) and pass hˆt to the
next layer in the process of training.
hˆt = ht + ηt (1)
The noise is only added during training. After the training
ends, the noise layers will be wipe out and hˆt will be set
as ht in the inference phase. Therefore, ANL actually takes
no extra computation in inference. According to the assump-
tions above, the adversarial noise ηt is designed on the basis
of the gradient of ht (Eq. 4).
r = Clip<0,>{N
( 
2
, (

4
)2
)
} (2)
gt = ∇htJ(x, y;θ,η)|η=0 (3)
ηt = r s(ht)
gt
‖gt‖∞ (4)
The random scalar r is used to control the magnitude of
the noise. We found that CNN models trained with dynamic
magnitude noise achieve better performance than the models
trained with fixed magnitude. We also multiply r by s(ht)
for the intuition that the layer with a wide range of activa-
tions could tolerate relatively large perturbation. We verified
the validity of s(ht) in Experiments section.
Training with ANL requires an additional forward and
backward propagation to generate the adversarial noise. We
name this process as the two-rounds-training strategy which
Figure 1: An illustration of two-rounds-training strategy that used by ANL. In the first round (a), ANL calculates s(ht) in
forward phase and ∇ht Jˆ in backward phase. In the second round (b), ANL will generate noise in accordance with s(ht) and
∇ht Jˆ , then the parameters of the network will be updated by back-propagation. For CANL, only one round of training is
required because the gradients come from the cache.
is shown in Figure 1. As the figure shows, adversarial noise
is calculated after the first back-propagation and network is
updated after the second back-propagation (Algorithm 1).
Algorithm 1 Training with ANL
Require:  > 0
repeat
Sample a batch {X,Y } from the training data.
Forward-propagation calculate the loss J(X,Y ;θ, 0)
and standard deviation of intermediate activations.
Backward-propagation calculate the gradients.
for t := 1 to L do
update ηt with Eq. (4)
end for
Second forward-propagation get J(X,Y ;θ,η)
Second backward-propagation calculate the gradients.
Update network with θ ← θ − λ∇θJ(x, y;θ,η)
until training finish
Class Adversarial Noise Layer
The two-rounds-training strategy almost doubles the train-
ing time, which is the main drawback of ANL. To reduce the
extra time cost, we further proposed Class Adversarial Noise
Layer (CANL) that caches gradients according to the sample
category and use it for the next batch training. The noise cal-
culation of CANL is similar to ANL’s formula Eq. (4). The
difference is that CANL obtains gt from the cached gradi-
ents according to the class of the current sample. Please refer
to Algorithm 2 for more details.
The reason why we cache gradients by class is that the
gradients generated by the same class of samples are much
class c 0 1 2 3 4
ϕ 0.77 0.07 -0.13 0.09 0.03
class c 5 6 7 8 9
ϕ -0.10 -0.12 0.05 -0.08 0.02
Table 1: The average of gradient similarity between samples
from class 0 and samples from class c. It should be noted that
we first normalize the gradients using the maximum norm,
and then calculate the similarity by Eq. (5).
more similar. We trained a LeNet-5 (LeCun et al. 1998) net-
work on MNIST for 3 epochs. Table 1 shows the average
of the gradient similarity between samples from class 0 and
samples from other classes. The similarity is calculated by
Eq. (5). As shown in Table 1, different samples from the
same class produced the gradients that were much more sim-
ilar than the gradients of samples from different classes.
ϕ(ga, gb) =
ga · gb
‖ga‖2 · ‖gb‖2 (5)
Compare to LAT
Both LAT and our approaches provide regularization by per-
turbing the intermediate layer activations. LAT calculates
the perturbation by Eq. (7).
gbt = ∇htJ(x, y;θ, ηˆbt ) (6)
ηˆb+1t =  sign(g
b
t ) (7)
gbt is the gradients of the t
th layer, calculated by back-
propagation when the model takes the batch b samples as
input. LAT simply stores the gradients from previous batch
training and use them for the current batch training noise.
Algorithm 2 Training with CANL
Require:  > 0
Gct is the t
th layer gradient cache for class c. The network
containing L convolutional blocks. Training data contain-
ing C classes.
for t := 1 to L do
for c := 1 to C do
Gct ← 0
end for
end for
repeat
Sample a batch {X,Y } from the training data.
for t := 1 to L do
Get gradients gt from the cache Gt according to Y
to calculate noise ηt.
end for
Forward-propagation calculate the loss J(X,Y ;θ,η)
Backward-propagation calculate the gradients.
for t := 1 to L do
For every class c in Y , we random sample a cor-
responding x from X and then update cache with
Gct ← ∇htJ(x, y;θ,η).
end for
Update network with θ ← θ − λ∇θJ(X,Y ;θ,η)
until training finish
ηˆb+1t is the noise calculated base on g
b
t , and it will be added
to the activations of tth layer during the batch b+1 training.
LAT and our approaches differ in the following ways:
• LAT uses the gradients from the previous batch to gener-
ate perturbations for the activations of the current batch.
Since the gradients similarity between different classes is
relatively low, there is no guarantee that the noise calcu-
lated by LAT will always increase the loss, which limits
the regularization performance of LAT. Unlike LAT, ANL
adopts the gradients from the current batch to ensure the
effectiveness of the noise. On the other hand, CANL takes
advantage of the cached gradients from the same class
samples. We demonstrate, in Experiments section, that
ANL and CANL have achieved better results than LAT
in our tests.
• We regulate noise according to the standard deviation of
the layer activations. We verify the validity of standard de-
viation in the Experiments section. Other minor improve-
ments have also been adopted, including random magni-
tude and maximum norm (Eq. 4).
Experiments
We first conduct a qualitative study on ANL and CANL
by analyzing the influence of different noise on the feature
maps. Then, we demonstrate the high compatibility of ANL
and CANL by carrying out experiments in various main-
stream CNN architectures. In the end, we validated the ro-
bustness of the models trained with ANL and CANL to the
adversarial samples generated by FGSM.
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Figure 2: The standard deviation of the activation of layers
under different epoch.
The Impact of Various Noise
It is a straightforward way to visually illustrate the impact of
adversarial noise by analyzing the feature maps calculated
by the convolutional layers. We conducted the experiments
with the LeNet-5 (LeCun et al. 1998) 1 network on Fashion-
MNIST (Xiao, Rasul, and Vollgraf 2017) dataset.
Firstly, under the same initialization conditions, we
trained five LeNet-5 models with different types of noise on
the Fashion-MNIST dataset. Then we wipe out all of the
noise layers and extract the output of the first convolution
layer, and put them through a sigmoid function to get the
feature maps.
Figure 3 shows the feature maps while the input was sam-
pled from the test dataset. Compared with the baseline, it is
observed that the Gaussian noise make little difference while
adversarial noise has an apparent impact on feature extrac-
tion for the network. In addition, the feature maps from the
model trained with adversarial noise have sharper skeleton
and structure, which indicates the model trained with adver-
sarial noise tends to extract more distinct features for differ-
ent class images. CANL shows the similar effects to ANL. It
has also been found that adding the noise opposite to adver-
sarial noise, i.e., setting negative , tends to severely blur the
feature maps, which leads to a tremendous score drop in our
test. This is in line with our expectations, because accord-
ing to the assumptions we discussed in the Methods section,
noise that is opposite to adversarial noise might shorten the
margin distance.
The quantitative comparison is shown in Table 2. We also
explore the effects of different noises on the VGG-16 (Si-
monyan and Zisserman 2015) and ResNet (He et al. 2016a)
models using CIFAR-10 and CIFAR-100 (Krizhevsky and
Hinton 2009) datasets. The models are initialized with the
same random seed. We follow the experiments setting em-
ployed in (Sankaranarayanan et al. 2018): We use the SGD
solver with Nesterov momentum of 0.9. The learning rate
started at 0.1 and it is dropped by 5 every 50 epochs. All
models are trained for 300 epochs. We also randomly per-
form horizontal flips and take a random crop with size 32x32
from images padded by 4 pixels on each side for the CIFAR-
10 and CIFAR-100 experiments.
1CONV-ANL-RELU-POOL-CONV-ANL-RELU-POOL-FC-
RELU-FC-RELU-FC
Figure 3: An illustration of feature maps from LeNet-5 (LeCun et al. 1998) models trained with different noise. Each row
represents the feature maps of all 6 channels of the first convolutional layer. The left is the input image. (a) is the feature
maps from the baseline network which is trained without noise. (b) is from the network trained with the Gaussian noise from
N (0, (/4)2) where  = 0.03. (c) is from the network trained with ANL where  = 0.03. (d) is from the network trained with
CANL where  = 0.03. (e) is from the network trained with ANL where  = −0.03.
Model Dataset Baseline Gaussian LAT ANL  = 0.03 ANL  = -0.03 CANL  = 0.03
Lenet-5 Fashion-MNIST 9.44 9.49 - 8.87 12.00 9.21
VGG-16 CIFAR-10 7.81 7.92 7.35 6.19 54.31 6.32
ResNet-20 CIFAR-10 9.71 9.88 8.90 7.14 74.06 7.45
ResNet-56 CIFAR-10 8.45 8.54 5.90 5.35 75.80 5.46
ResNet-20 CIFAR-100 36.3 37.2 33.1 30.5 81.27 31.9
ResNet-56 CIFAR-100 31.9 32.6 28.6 27.3 97.52 27.8
Table 2: The test error (%) of models trained with various noises.
As shown in Table 2, Gaussian noise slightly reduced the
accuracy of the model. LAT, ANL and CANL all show reg-
ularization capabilities and achieve better accuracy than the
baseline. Compared with the other regularization methods,
ANL achieves the best results. CANL is slightly inferior to
ANL, but significantly better than LAT. In addition, we no-
tice that the VGG-16 model achieved 99.6% accuracy on the
CIFAR-10 training set after few epochs of training using the
ANLs that configured with negative , but the accuracy on
test set is not higher than 45.69%. For the ResNet models,
the degeneration is even significant. We infer that the noise
opposite to the adversarial noise will result in a significant
reduction in model’s accuracy because the model is unable
to extract distinct features.
We implement ANL and CANL base on the Pytorch
framework and ran experiments on the Titan Xp GPUs. The
average time to train the VGG-16 baseline model on CIFAR-
10 for one epoch was 14.26 seconds. The model that inte-
grated with ANL cost 27.57 seconds to train for one epoch,
while CANL took 15.83 seconds which is very close to the
baseline. In general, CANL has achieved a good tradeoff be-
tween training cost and regularization capability.
Further research on ANL and CANL capabilities
We first verify the validity of the standard deviation in
Eq. (4). Then we investigate the effect of the hyper-
parameter . Further, we demonstrate that ANL and CANL
can be integrated with most of the mainstream CNN archi-
tectures and compared them with Dropout. Lastly, we con-
duct experiment on ImageNet to demonstrate the regulariza-
tion capabilities of ANL and CANL on large-scale data set.
Validity of the standard deviation We first train a VGG-
16 network integrated with ANL on CIFAR-10, of which
the adversarial noise was calculated without s(ht). Figure 2
shows the standard deviation of the activation of layers. As it
shows, the standard deviation varies from layer to layer and
changes as the model converges. The insight of using stan-
dard deviation is that if the output of the layer has a relatively
Model  Cifar10 Cifar100Baseline +Dropout +ANL +CANL Baseline +Dropout +ANL +CANL
MobileNet 0.02 9.25 9.88 7.84 7.98 34.28 34.19 30.71 31.16
MobileNet v2 0.02 7.83 7.86 5.54 5.71 29.64 30.70 25.51 25.93
VGG-11 0.05 8.45 8.37 7.67 7.79 30.47 29.97 29.19 29.30
VGG-16 0.05 7.47 7.16 5.81 5.88 29.45 28.91 26.61 26.73
ResNet-18 0.05 5.98 5.03 4.21 4.35 24.16 22.83 22.23 22.61
ResNet-34 0.08 5.34 4.70 3.90 3.97 23.42 22.14 21.50 21.82
PyramidNet-48 0.01 5.62 5.16 4.38 4.50 25.14 25.24 23.33 24.03
PyramidNet-270 0.10 4.68 4.10 3.03 3.12 19.55 18.94 17.51 17.94
Table 3: Test errors (%) with different architectures on CIFAR-10 and CIFAR-100 (Krizhevsky and Hinton 2009). Baseline
is the model trained without noise and dropout (Srivastava et al. 2014). In (+Dropout), we insert dropout between FC layers
and set drop ratio to 0.5 according to (He et al. 2016b). In (+ANL) and (+CANL), we insert noise layers after every batch
normalization, and the choice of  is based on the amount of parameters of the network.
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Figure 4: The test error(%) of (a) the MobileNet-V2 (Sandler
et al. 2018), (b) VGG-16 (Simonyan and Zisserman 2015)
on CIFAR-10, trained with ANL under different . Results
reported are average of 5 runs.
large standard deviation, it should be compatible with large
perturbation. The error rate drops from 6.53% to 5.91% by
taking s(ht) into account while the error rate of the baseline
model that trained without noise is 7.47%.
The choice of the hyper-parameter.  is the only hyper-
parameter required by ANL and CANL. To investigate the
effect of different choices of , we train models with two
different CNN architectures on CIFAR-10 with various .
As the Figure 4 shows, each architecture has one of the
most suitable choices of . According to our experience, the
network with more trainable parameters performs better on
relative big . For example, the number of parameters of
MobileNet-V2 is 2.3 million, and its best  is 0.02. The best
 for VGG-16 (14.7 million) is about 0.05, while the best 
for ResNet-18, which has around 11.2 million trainable pa-
rameters, is also close to 0.05. But it is not always the case,
because the optimal value of  is also affected by the model
architecture.
Integrate with various CNN architectures To show the
compatibility of ANL and CANL in various architectures,
we train various models with and without the noise lay-
ers on the CIFAR-10 and the CIFAR-100 dataset. Five ar-
chitectures are adopted: MobileNet (Howard et al. 2017),
MobileNet v2 (Sandler et al. 2018), VGG (Simonyan and
Zisserman 2015), ResNet (He et al. 2016a) and Pyramid-
Net (Han, Kim, and Kim 2017). We also compared the pro-
posed algorithms with dropout.
The learning rate started at 0.1 and would be divided by
2 unless the last 5 epoch validation loss reaches lower value
than the best ever seen. Each learning rate stays at least 5
epoch and the minimum learning rate is 0.001. We use a
weight decay of 5e-4 and momentum of 0.9 for all experi-
ments. We train the baseline for 200 epoch. In comparison,
the network is trained with ANL and CANL for the first 100
epoch. Then we disable the noise layers and set the learning
rate to the minimum (i.e. 1e-3) before we train the network
for another 100 epoch.
The following observations can be made from Table 3.
The proposed noise layer is compatible with various CNN
architectures and shows a noticeable improvement from
baseline. ANL had achieved the best results in all compar-
isons, while CANL presented very close regularization capa-
bility to ANL. For the experiments on the MobileNet model,
Dropout slightly reduced accuracy, but ANL and CANL still
demonstrated good regularization.
Imagenet Experiment In order to test the applicability of
the proposed regularization methods on large-scale dataset,
we conduct an experiment on the ImageNet (Russakovsky
et al. 2015a) dataset. We implement AlexNet (Krizhevsky,
Sutskever, and Hinton 2012) integrated with CANL, and set
 = 0.05. Both the baseline and the regularized model are
trained from scratch to 90 epochs. The learning rate started
δ 0 2 4 6 8
Baseline 92.0 53.8 42.2 37.4 33.8
AT(=0.05) 91.9 74.5 68.8 59.7 53.9
ANL(=0.01) 92.6 67.1 57.0 52.4 47.7
ANL(=0.05) 93.9 79.2 71.8 63.7 61.0
CANL(=0.01) 92.6 66.9 56.3 51.0 46.3
CANL(=0.05) 93.7 75.7 65.0 58.3 55.8
Table 4: The test accuracy(%) of the VGG-16 networks on
the adversarial examples that generated by FGSM with dif-
ferent δ.
from 0.01 decayed by 10 every 30 epochs. The classifica-
tion accuracy of the baseline is 56.35%, while the accuracy
of the regularized model is 60.52%. This shows that our ap-
proaches can significantly improve the performance of deep
neural networks on the large datasets like ImageNet.
Adversarial Attack Evaluation
Deep convolutional neural networks are easily fooled by
careful designed adversarial examples. Plenty of litera-
tures (Goodfellow, Shlens, and Szegedy 2015; Papernot et
al. 2017; Kurakin, Goodfellow, and Bengio 2017; Moosavi-
Dezfooli et al. 2017) show that small perturbations cause
well-designed deep networks to misclassify the image eas-
ily. Although the main focus of our proposed methods is to
prevent model from overfitting, we have found it is helpful
in improving the robustness of the model to the adversarial
examples as well.
In our experiment, we use the Fast Gradient Sign Method
(FGSM) (Goodfellow, Shlens, and Szegedy 2015) to gener-
ate adversarial examples. Assuming the input image x is in
the range 0 to 255, the perturbed image xˆ is generated as
xˆ = x + δ sign(∇xJ(x)). The value of δ is usually set to
small number relative to 255 to generate the perturbations
imperceptible to human but degrade the accuracy of a net-
work significantly.
We train six different VGG-16 networks on CIFAR-10 for
the FGSM white-box attack tests. We add the noise layers
not only after the convolution layers but also to the input x.
The baseline model is trained without noise. For the ANL
and CANL tests, we try different values of . We also test
the AT algorithm introduced by (Goodfellow, Shlens, and
Szegedy 2015), which enhances the robustness of the net-
work by using the adversarial examples for training.
The results is shown in Table 4. The value of δ indi-
cate the strength of the adversarial perturbation, generated
by FGSM, which is added to the image to produce adver-
sarial examples. From the table, we have the following ob-
servations: (1) δ = 0 means no adversarial perturbation is
added to the images. Compared to AT, the proposed methods
significantly improve the performance of the original data.
(2) ANL and CANL show comparable robustness enhance-
ments to AT (3) For ANL and CANL, a larger  increases
the perturbation to the intermediate activations, providing a
stronger robustness enhancement for the network.
Conclusion
In this paper, we propose two regularization algorithms
called ”Adversarial Noise Layer” and ”Class Adversarial
Noise Layer”. They are easy to implement and can be in-
tegrated with the most of CNN-based models. The proposed
methods require only one hyper-parameter , and the choice
of  is related to the number of trainable parameters of the
network. The noise is only added during the training process,
so there is no additional computation cost for CNN models
in the inference phase. Models trained with ANL or CANL
have been proved to be more robust under the FGSM attack.
Currently, we only apply ANL and CANL in image clas-
sification tasks. In future work, we will explore other com-
puter vision tasks such as object detection and face recogni-
tion. It is also interesting to explore the application of ANL
and CANL in the area beyond computer vision, such as nat-
ural language processing and voice recognition.
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