Objective: To provide a parsimonious clustering pipeline that provides comparable performance to deep learning-based clustering methods, but without using deep learning algorithms, such as autoencoders.
as spectral decomposition) of the Laplacian matrix [19] . Spectral clustering usually performs better than K-means and the aforementioned classical algorithms due to its ability to cluster non-spherical data [4] . A key issue in spectral clustering is to solve the multiclass clustering problem. This is accomplished by representing the graph Laplacian in terms of k eigenvectors, k being the number classes [20] . Then, either K-means clustering [18] , exhaustive search [17] , or discretization [21] is applied to this lower dimensional representation of the Laplacian to determine the final cluster memberships. Recently, autoencoders have been applied on the Laplacian to obtain the spectral embedding provided by the eigenvectors [22] . Another approach has been to use a deep learning network that directly maps the input data into the lower dimensional eigenvector representation, which is then followed by a simple clustering algorithm [23] .
Research aim
The drawback of deep learning methods is that they tend to have many hyper-parameters, such as learning rates, momentum, sparsity parameters, and number of features and layers [14, 24, 25] . All of which can make deep learning models difficult to train, since hyper-parameters can severely effect performance [24] . Typically, choosing the correct hyper-parameters requires expertise and ad hoc selection [14, 25] . However, the high degree of complexity in implementing deep learning-based algorithms [24] may be a limiting factor of their application in non-computer science based research fields. To have real-world applicability, clustering applications need to have as few hyper-parameters as possible [14] .
In this study, the aim is to provide a parsimonious and accessible clustering processing scheme that incorporates deep learning-style feature extraction, but without the complex hyper-parameter tuning procedure. The goal is to bridge the gap between deep learningbased clustering methods and widely available standard clustering techniques. This is accomplished by using two procedures. First, we improve the clustering accuracy of standard clustering algorithms by applying independent component analysis (ICA) [26] blind source separation (BSS) after the initial matrix factorization step in principal component analysis (PCA) and graph-based clustering algorithms. Second, we improve the features used for constructing the distance matrix in graph-based clustering techniques by performing feature extraction using deep learning-inspired feature learning techniques. Prior to any clustering algorithm, we implement the unsupervised feature learning (UFL) algorithms of ICA with reconstruction cost (RICA) [27] and sparse filtering (SFT) [28] , both of which have only one tunable hyper-parameter-the number features [28] .
By implementing these two procedures we demonstrate that effective clustering performance that is on par with more complex deep learning clustering models can be achieved. Thus, the clustering methodologies provided herein are designed to be simple to implement and train in different data applications.
Materials and methods
An overview of the clustering pipeline implementing unsupervised feature learning and ICA blind source separation is provided in Fig. 1 . The clustering pipeline consists of four key components: (1) feature extraction, (2) graph construction, (3) graph embedding, and (4) K-means clustering. In the following, the datasets are first described and then the four components are introduced.
Data
In order to test the generalizability of the proposed clustering methodology, six benchmark datasets are used for the experiments; five image datasets and one text dataset (see Table 1 for a summary of datasets).
Feature extraction and unsupervised feature learning
For all image datasets, L 2 -normalization (each observation input feature vector is transformed to have a unit norm) was performed on the image pixel intensities (each observation input feature vector is transformed to have a unit norm). The simplest processing pipeline to obtain clustering results consists of a L 2 -normalization on the data, followed by K-means clustering. The processing stream with the most components would consist: (1) L 2 -normalization followed by UFL using either RICA or SFT; (2) similarity graph construction; (3) GNMF or spectral decomposition followed by ICA blind source separation; and (4) K-means clustering Table 1 Description of datasets used in experiments COIL20: grayscale images for object recognition dataset containing 20 objects positioned at 72 different angles [29] . COIL100: RGB images of 100 objects at 72 different poses [29] . The images were downsampled to 32 × 32 pixels from the original 128 × 128 pixels to facilitate analysis for unsupervised feature learning [24] . CMU-PIE: grayscale images of 68 human faces with 4 different poses [30] . USPS: grayscale images of handwritten digits (0-9) from the USPS postal service [31] . MNIST: grayscales images of handwritten digits (0-9) obtained from NIST [32] . REUTERS-10K: A Reuters news service dataset containing text documents in English that is used for topic recognition, which was processed according to Xie et al. [8] . The term frequency-inverse document frequency (tf-idf ) [33] L 2 -normalization has been empirically shown to improve clustering performance [16] . The L 2 -normalization was not performed directly on the raw input data of the REUTERS-10K text document dataset because for text documents, the tf-idf matrix [33] was constructed. Nonetheless, each observation still has unit norm [7] . At this stage, the normalized image and text data can be used as input into the clustering algorithms. Following normalization, the feature extraction component diverges into two separate stages. The first stage is performed by principal components analysis (PCA), which is a linear method of feature extraction and data compression [34] . PCA is performed on the normalized datasets by using singular value decomposition (SVD). SVD has been shown to be successful in topic recognition for text documents (Latent Semantic Indexing [35] ) and face recognition in images (using eigendecomposition in Eigenfaces [36] ). SVD provides a good baseline for comparison to more complex feature extraction algorithms [7, 37] . To determine the number of principal components, we used spectral clustering as our inspiration. In spectral clustering, the number eigenvectors used to embed the graph Laplacian is set to the number of clusters expected in the observed/input data. The goal is to embed the signal that is unique to each class into a vector. Thus, in our processing pipeline the number of principal components extracted is set to the number of classes in each dataset, as in spectral clustering [19] . Then the principal components obtained from PCA are used in K-means clustering. PCA with K-means clustering has been used in other studies as well, such as in Cai et al. [7] . However, in Cai et al. [7] , the number of principal components is not limited to the number of classes, as in our processing. Rather, the full dimensionality of the original input data is preserved. For example in the CMU-PIE dataset, for the pipeline proposed in our study, 68 principal components are extracted, whereas in [7] 32 × 32 = 1024 principal components are extracted.
After PCA is applied, blind source separation (BSS) can be applied to the extracted components. BSS is the problem of resolving the mixed signal sources, without knowing the nature of the mixture [38, 39] . ICA is mathematical model of BSS, where the mixed signals are separated into their original sources. This is accomplished by determining the mixing matrix that the maximizes non-Gaussianity and minimizes the mutual information [26] . ICA has been shown to successfully separate source signals into biological meaningful signals in electroencephalography (EEG) [40, 41] and functional magnetic resonance imaging (fMRI) data [42, 43] . In our pipeline, ICA is applied to the components obtained by PCA, with the goal to provide more salient embedding vectors to the K-means clustering algorithm. In a recent study by Nascimento et al. [44] in 2017, without any PCA dimension reduction, applied ICA directly to the input data prior to hierarchical clustering. However, ICA following PCA has been shown to be more effective at separating the source signals [45] . In our study, the popular FastICA algorithm is used for the application of ICA [46] .
The second stage of our feature extraction, which is separate from the first stage, uses unsupervised feature learning (UFL). UFL is a general term that is used to describe deep neural network-type feature extraction methods that do not use labels during model training. Examples of UFL are the deep learning methods of Restricted Boltzmann Machine (RBM) and autoencoders neural networks [9] . Many of the deep clustering methods use autoencoders in the core of their models [8, 10, 11, [13] [14] [15] .
A disadvantage of deep neural networks such as autoencoders is their parameter complexity during training [24] . To overcome this complexity, RICA and SFT algorithms have been used as substitutes for the feature learning algorithm. These algorithms have greatly reduced the number of parameters needed to train an effective model, thus decreasing training time [27, 28] . Both algorithms have only one hyperparameter, which is the number of features or hidden nodes that need to be learned for proper feature extraction. A summary of RICA [27] and SFT [28] is given below, where X = x ij ∈ R q×s is the input data (with q as the of # observations and s as the # of features in a random image patch) and W = w ij ∈ R K ×N is the weight matrix (with K as the # of learned features and N as the # of input features):
Reconstruction ICA
RICA relaxes the orthonormal constraint of ICA to learn an over-complete feature representation. Over-complete features are more robust to noise, sparse, and may capture the underlying structure of the data better [47] . The RICA algorithm minimizes W using the following objective function,
+ �Wx� , where λ is a sparsity parameter.
Sparse filtering
SFT directly learns the kth feature f k of the data by L 1 -minimization, without ever modeling the data itself. The feature f k for the ith input x (i) is defined by the soft absolute func-
. The feature f k is L 2 -normalized first by the rows and then the columns. Then L 1 -minimization is performed following the normalization steps to ensure equally distributed sparse feature activation. The second stage of UFL feature extraction is only applied to the image datasets. This is due to the 2D image patch extraction process that is required to implement RICA and SFT [27, 28, 48] . A detailed discussion about how features are extracted and convolved to represent a new feature space can be found in [24, 48, 49] .
In summary, there are three types of feature extraction streams for the input data: (1) L 2 -normalization of the input features, (2) using the L 2 -normalized data, PCA feature extraction with the added option of ICA BSS, and (3) unsupervised feature learning with RICA or SFT using the L 2 -normalized features. At this stage, K-means clustering can be directly applied to each of the three types of feature representations, without using any of the graph-based clustering techniques described in the subsequent subsection.
Graph embedding and clustering
After the feature representation of the input data is finalized, the graph embedding procedure can be performed on the new representations of the data. This is a twostep process in which the similarity graph is first constructed and then followed by a matrix factorization step. Once the matrix factorization is obtained, clustering can be performed.
We briefly review the process for constructing the similarity graph (for a detailed review see [19] ), as used in this study. First, using the Gaussian similarity function,
2 /2σ 2 , all pairwise similarities among the observations X = x ij ∈ R m×n (where m is the # of observations and n is the # of input features) are computed, controlled by the scaling factor σ. Using the similarities S = s ij ∈ R m×m (where m is the # of observations) and the k-nearest neighbor (kNN) criterion, the similarity graph, otherwise known as the weighted adjacency matrix W, is constructed [19] . Essentially, the kNN criterion simplifies the similarity matrix to a sparse matrix where each observation is connected to only its k-nearest neighbors and all other entries are set to 0.
To perform clustering using the similarity graph W, it needs to be represented by k eigenvectors or basis vectors by way of matrix factorization [7] . One method to accomplish this is through the standard spectral clustering algorithm [19] . In this study, the two popular spectral clustering algorithms, both of which require the construction of the normalized graph Laplacian, are used. The unnormalized graph Laplacian is defined as L = D − W, where D = d ij ∈ R m×m (where m is the # of observations) is the diagonal degree matrix with diagonal elements set to d ii = m i=1 w ij and all other entries set to 0. The first version of spectral clustering used, is the method formulated by Ng et al. [18] and called SPC-SYM in our study, normalizes the graph Laplacian according to the following equation, L sym = D −1/2 LD −1/2 , where L sym is a symmetric matrix. The second formulation by Shi and Malik [17] , called SPC-RW subsequently (also known as the Normalized Cut algorithm), performs the normalization by L rw = D −1 L , where L rw is a related to a random walk matrix [19] . Both algorithms obtain embedding of the similarity graph by using the k eigenvectors (where k is the number of classes) computed from the eigendecomposition of their normalized graph Laplacians. SPC-SYM and SPC-RW both conclude with K-means clustering on the obtained eigenvectors [19] .
The second method used in our study to obtain embedding of the similarity graph W, is the Graph Regularized Non-negative Matrix Factorization (GNMF) algorithm [7] . GNMF extends Non-negative Matrix Factorization (NMF) by including the geometrical information of the input data during the minimization phase of the NMF algorithm [7] . In NMF, the data and the decomposed components are assumed to be non-negative [50] , whereas in SVD the components may take on negative values. GNMF incorporates the unnormalized Laplacian L while solving for the NMF basis vectors of the input data [7] . Thus, GNMF embeds the graph structure into k basis vectors. To cluster with the GNMF, K-means clustering is performed on the k basis vectors. For comparison purposes and as in Cai et al. [7] , we also provide the cluster memberships obtained from NMF that is performed directly on the data feature matrix.
On each of the aforementioned graph embedding algorithms, we apply ICA BSS immediately after the k eigenvectors (from SPC-SYM and SPC-RW) and basis vectors (from GNMF) are obtained. Then, K-means is applied to obtain the cluster memberships. ICA BSS is also directly applied on the symmetric Laplacian L sym matrix, which is called the ICA-SYM method. This is done to compare to ICA BSS performed on the pre-embedded vectors obtained from SPC-SYM, SPC-RW, and GNMF. In ICA-SYM, K-means clustering was applied on the k independent components as the final step.
Overall, graph embedding is obtained from four different methods, (1) SPC-SYM, (2) SPC-RW, (3) GNMF, and (4), ICA-SYM. Since the end goal of each method is to obtain clustering using K-means, these four methods are referred to as clustering methods rather than specific embedding methods.
Experimental setup
As addressed in Dizaji et al. [14] , successful clustering algorithms need to have a few hyper-parameters for wide applicability in real-world situations. Dizaji et al. [14] in their deep learning-based clustering algorithm, limited their hyper-parameter space to a fixed set of values, i.e., they did not perform a parameter search. Following the same principle, the hyper-parameter values used in our clustering processing are summarized in Table 2 .
In summary, the clustering methods used to achieve the aims of this study are
• Without graph embedding: K-means, PCA with K-means, and NMF with K-means.
• With graph embedding: SPC-SYM, SPC-RW, ICA-SYM, and GNMF-all of which used K-means as a final step to obtain the clusters.
The clustering experiments were implemented in the academic and industry standard numerical computing environment MATLAB (version 2017b) on a Linux based operating system of Ubuntu (version 14.04). The computational environment was setup on a computer with 20 GB of memory and AMD-FX-6300 3.5 GHz 6-Core CPU.
Performance evaluation
To evaluate the clusters, the standard protocol and performance metrics provided in other studies [8, 14, 52] are used. The number of clusters in all algorithms is provided by the number of unique ground-truth labels in each dataset. The first metric used to assess clustering performance is the normalized mutual information (NMI), which measures the dependence of two labels of the same data [53] . NMI is independent of the label permutations of the clusters and its values range from 0 (completely independent) and 1 (completely identical). The second measure, unsupervised clustering accuracy (ACC), is the common accuracy metric computed for the best matching permutation between Table 2 Cluster processing pipeline parameters used in experiments PC: principal component. IC: independent component. PCA: The number of features is set to the number of classes. ICA BSS: The number of source signals is set to the number of classes. UFL: The number of features is 256 for both RICA and SFT, which was determined by the source code examples from [27, 28] . kNN graph: The nearest neighbor value k is set to 5, as in Cai et al. [7] . The σ scaling factor is set to the mean of value of all of the kth nearest neighbors from the similarity matrix [19] . On large datasets, a smaller set of observations from the data is used to calculate σ, using the method of estimating population proportions [51] . Spectral Clustering: Two types of normalized graph Laplacians were used, the symmetric Laplacian and random walk Laplacian [19] . GNMF and NMF: The default parameters as provided in the code available from Cai et al. [7] were used. K-means algorithm: 200 repetitions of the algorithm were used in order to obtain stable clusters a Some processing components have more than one hyper-parameter. Thus, a second hyper-parameter is provided where needed b Spectral clustering also refers to the use of eigendecomposition for the Laplacian matrix clustered labels and ground-truth labels, provided by the Hungarian algorithm [54] . Implementation details about the two metrics can be found in Xu et al. [53] . Calculating the ACC and NMI allows the results obtained in this study to be compared with almost any other clustering study, since these two metrics are the most widely used for evaluation. This is evidenced especially in the most recent state-of-the-art clustering methods [14, 23] .
Results
The results of implementing the new clustering pipeline on the six datasets are provided here. Performing ICA blind source separation, after the initial matrix factorization step, provided the maximum clustering performance (Table 3 ) in four out of six datasets (COIL100, CMU-PIE, MNIST, and REUTERS-10K). Applying UFL as an initial processing component helped to provide the maximum performance in three out of six datasets (USPS, COIL20, and COIL100). Although on the COIL100 dataset, where both ICA BSS and UFL increased performance, no interaction effect between the two processing components has been shown (see the multivariate analysis of variance provided below). Furthermore, across all datasets the maximum performing clustering algorithms were GNMF (COIL100 and USPS), SPC-SYM, (COIL20 and MNIST) and PCA (CMU-PIE and REUTERS-10K) as shown in Table 3 . This demonstrates that in four out of six datasets, graph-based clustering provides the maximum performance. None of the datasets exhibited maximum performance without using ICA BSS and/or UFL, which demonstrates that at least one type of the processing components is necessary to achieve the best clustering. To test the statistical significance and any interaction of the processing components, a three-way multivariate analysis of variance (MANOVA) was performed. The MANOVA revealed that there is no significant interaction among ICA BSS, unsupervised feature learning, and clustering methods (Pillais' Trace = 0.009, F(6,166) = 0.0959, p < n.s.). This demonstrates that the performance effects of the three components are independent of each other (as shown by the NMI results in Fig. 2a and ACC results in Fig. 2b) .
The key results of the processing components on each of the six datasets are summarized below: Table 3 Comparison of maximum performance across processing components Both NMI and ACC are presented in each cell, where the first value is the NMI. Italic font within a row indicates the maximum performance obtained for a dataset. The clustering algorithm providing the maximum performance for a given processing component and dataset is indicated by the following symbols: The results from this study are compared to state-of-the-art deep learning-based and non-deep learning-based clustering methods given in Table 4 . The implementation of ICA BSS and/or unsupervised feature learning with graph-based clustering algorithms outperformed all other state-of-the-art non-deep learning clustering methods (Table 4) . With respect to deep learning-based clustering algorithms, our methodology performed second best after the JULE algorithms (JULE-SF and JULE-RC) in three out of six datasets (COIL20, COIL100, and CMU-PIE).
The main comparison results from Table 4 for each of the six datasets are summarized below:
• COIL20: Our SPC-SYM with SFT feature learning was 3.5 percentage points (p.p.) less than JULE (both JULE-SF and JULE-RC had perfect NMI) in NMI performance. The JULE algorithms denoted by JULE-SF and JULE-RC, are the same Table 4 Comparison of clustering performance across different datasets and clustering techniques a The maximum clustering performance obtained by the processing components proposed in this study is provided for each dataset. When available, both NMI and ACC are presented in each cell, where the first value is the NMI. If the cell is blank then the clustering method was not used on the dataset. Italic font within a row indicates the maximum performance obtained for a dataset. The full names and references of the compared methods are: Deep Embedding Network (DEN) [11] , Discriminatively Boosted Clustering (DBC) [55] , Infinite Ensemble Clustering (IEC) [56] , Autoencoder-based Clustering (AEC) [10] , Deep Embedded Clustering (DEC) [8] , Deep Clustering Network (DCN) [13] , Deep Convolutional Embedded Clustering (DCEC) [57] , Deep Embedded Regularized Clustering (DEPICT) [14] , Variational Deep Embedding (VaDE) [15] , autoencoder with K-means clustering (AE + K-means) [8] , Information Maximizing Self-Augmented Training (IMSAT) [58] , NMF with Deep learning model (NMF-D) [59] , Joint Unsupervised Learning (JULE) "-SF" and "-RC" [16] , Task-specific Deep Architecture for Clustering (TSC-D) [60] Graph Degree Linkage-based Agglomerative Clustering (AC-GDL) [61] and Agglomerative Clustering via Path Integral (AC-PIC) [62] , Spectral Embedded Clustering (SEC) [63] , and Local Discriminant Models and Global Integration (LDMGI) [52] Baseline 8:25 method except that the "-RC" is the fine-tuned version of the "straight-forward" "-SF" version [16] . Overall, SPC-SYM with SFT ranked 2nd (out of 6) compared to 5 other deep clustering methods.
• COIL100: GNMF with RICA feat learning and ICA BSS performed 1.6 p.p. and 2.3 p.p. less than JULE-SF and JULE-RC, respectively, in NMI. GNMF with RICA and ICA BSS ranked 2nd (out of 5) compared to 4 other deep clustering methods.
• CMU-PIE: The simple combination of PCA with ICA BSS performed almost on par with the much more complex JULE algorithm, which uses a combination of recurrent and convolutional neural networks. Specifically, before any model fine-tuning is applied to the JULE algorithm (JULE-SF), our PCA and ICA combination was 0.2 p.p. higher in NMI performance. However, this advantage is lost once the JULE algorithm is fine-tuned (JULE-RC The running times for the new clustering algorithms using the different processing components are found to be similar to other studies. For the largest dataset, (MNIST), the running time for our best performing algorithm (SPC-SYM with ICA BSS) is 20 min. With feature learning, such as SFT, in addition to graph-based clustering, the running increases to 5 h for GNMF and 4.9 h for SPC-SYM. These times are comparable to JULE-SF (4.4 h) and JULE-RC (8.3 h) and DEPICT (2.8 h) [14] . For the USPS dataset (the second largest dataset), our best result using RICA feature learning with GNMF clustering took 18 min to run. Adding a separate ICA BSS (~ 0.5 s), does not noticeably increase the running time because clustering time is reduced by one second on the ICA components. Clustering with JULE (either SF or RC), and DEPICT takes about 28 min to run on the USPS dataset [14] .
Discussion
It is demonstrated that standard clustering techniques, especially graph-based methods, can be used to achieve equivalent or better clustering performance than deep learning clustering algorithms when ICA blind source separation and unsupervised feature learning algorithms are applied. ICA BSS applied to either the PCA features vectors or to the graph-embedding vectors increased the saliency of the class-specific feature embedding. This is the first study to apply ICA BSS as an improvement to the multiclass problem in graph-based clustering algorithms. UFL using RICA and SFT helped build an improved similarity graph representation of the original input data, which is critical in graphbased clustering algorithms such as spectral clustering and GNMF.
In Fig. 3a , ICA BSS separates the CMU-PIE face signals into distinct sources, which are indicated by a step function-like feature in each signal. Whereas the PCA signals (Fig. 3b) do not exhibit any distinct feature across the different class source signals. With PCA, the majority of the source signal information is carried in the first few components, thus confusing the different class information. Surprisingly, in the CMU-PIE dataset, PCA with ICA BSS and K-means clustering performed better than the more advanced graph-based clustering algorithms that used UFL extracted features. This may be due to the fact that UFL may be extracting noisy features thus decreasing the Furthermore, limiting the number principal components to only the number of classes in K-means combined with PCA, helped to extract only the pertinent class-specific features. First, PCA captures only the necessary variance by eliminating the extra information, and then BSS using ICA separates the signals pertaining to each class. Although unexpected, clustering success in the REUTERS-10K text document dataset is not altogether surprising. Since, ICA has been shown to perform reasonably well on text documents in the task of topic classification and information retrieval [64] [65] [66] . Fig. 4 Visualization of the USPS clusters using multidimensional scaling. (MDS). MDS is performed on the similarity matrix of the observations, which is also used in GNMF clustering. a Clusters based on RICA extracted features are more distinct and homogeneous. b Clustering on the pixels only after applying L 2 -normalization did not provide sufficient separation of the clusters Figure 4 plots the estimated clusters obtained from GNMF for the USPS dataset using both the L 2 -normalized and RICA features. The L 2 -normalized features used for clustering fail to highlight distinct groupings (Fig. 4b) in the USPS digit data, while the RICA features provide much more compact clusters (Fig. 4a) , which is also evidenced by the higher clustering NMI and ACC. This shows that employing UFL for feature extraction is better able to capture the underlying structure in data, which is important for building an accurate similarity matrix [8] . Furthermore, without any hyper-parameter search in the feature learning procedure, high clustering performance better than many advanced deep clustering techniques is achieved. In fact, by using only a consumer-level 6-core CPU (AMD-FX-6300) we are able to achieve equivalent computation times with respect to deep clustering algorithms that require high-end video cards (NVIDIA Titan X Pascal) [14, 16] , which have many more GPU cores than standard video cards.
The limitations of the clustering methodology presented in our study are mainly due to the processing speed of the similarity graph and the matrix factorizations [23] . However, the speed limitation of the matrix factorization is due to the initial eigendecomposition and NMF computations. Otherwise, once the k basis vectors or eigenvectors have been obtained, the ICA computation is fast since the dimensionality of these vectors are small. Nonetheless, as a simple and effective boost to spectral clustering and GNMF, ICA blind source separation can be used alongside UFL with RICA or SFT.
Given the multiple stages of processing in the proposed clustering pipeline, guidelines for its recommended usage are provided. Initially, PCA with the number components set to the number of classes and ICA BSS using K-means should be applied as a simple baseline. This should be an effective baseline for text documents. In image datasets, another effective baseline would be to use GNMF or SPC-SYM using ICA BSS. GNMF or SPC-SYM using UFL with RICA and SFT for feature extraction can also be used as alternate clustering algorithm. Finally, GNMF or SPC-SYM using ICA BSS and UFL feature extraction can be used as a last attempt to obtain high clustering performance.
The proposed pipeline is effective for small (1000-2000 observations, such as COIL20, COIL100 and CMU-PIE) to medium-large datasets (10,000-50,000 observations, such as USPS and REUTERS10-K). Beyond 50,000 observations, deep clustering methods may be more suitable due to computation time of the similarity graphs, basis vectors, and eigenvectors [23] . The pipeline can be very useful for medical data, specifically in the analysis of electronic health records, where the number of observed patients is typically ~ 1000 [67] , due to the difficulty of collecting pertinent patient data. On a dataset with less than 50,000 observations, deep clustering algorithms may require too much overhead in terms of hyper-parameter setup, without providing a large improvement in terms of clustering performance.
Conclusions
From the new cluster processing pipeline presented in this study, the three main methodological findings are:
• Graph-based clustering performance can easily be improved by applying ICA blind source separation during the graph Laplacian embedding step.
