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Neuhauser (1992) considered the competition between two contact processes and
showed that on Z2 coexistence is not possible if the death rates are equal and
the particles use the same dispersal neighborhood. In this thesis we consider two
variations of the competition model. In the ¯rst model a species with a long
range dispersal kernel competes with a superior competitor with nearest neighbor
dispersal. We show that the two species can coexist when we introduce blocks
of deaths due to \forest ¯res". In the second model particles with long range
dispersals compete in an environment with two distinct seasons. Birth rate for
each species is piecewise constant and periodic. We show that there is coexistence
when the two species have distinct growing seasons.BIOGRAPHICAL SKETCH
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Introduction
Let S be a countable set of sites. A contact process on S with birth rate ¯ and
death rate ± is a continuous time Markov process At on the space X = f0;1gS. The
dynamics of the process is determined by a collection of transition rates c(x;A):
c(x;A) =
8
> <
> :
± if A(x) = 1;
¯
P
y2N(x) A(y) if A(x) = 0;
where N(x) is the neighborhood of x 2 S. When N(x) = fy : ky ¡ xk1 = 1g,
we say the process has nearest neighbor dispersal. The waiting time for a °ip at
site x from 0 to 1 or vice versa is a Poisson process with parameter c(x;A). The
contact process is often considered as a model for the spread of a population, and
a con¯guration A 2 X can be thought of as the set of sites occupied by individuals
(or particles).
Often we want to extend the contact process to accommodate for more com-
plicated situations. For instance, A multi-type contact process on the space X =
f0;1;:::;ngS with birth rates ¯i and death rates ±i (for i = 1;:::;n) is a Markov
process that contains n types of particles (or species). The dynamics again is
determined by a collection of transition rates ci(x;A):
ci(x;A) =
8
> <
> :
±i if A(x) = i;
¯i
P
y2Ni(x) 1fA(y)=ig if A(x) = 0:
One can think of this as a competition between n contact processes on S competing
for space.
When there is more than one type of particle, a major question to ask is
whether there is coexistence of types. When S = Zd, we say that type i dies out
12
if P(At(x) = i) ! 0 as t ! 1 for all x 2 S, and the process is said to have
coexistence if there exists a nontrivial, translation invariant stationary distribution
¹ which concentrates on con¯gurations with in¯nitely many particles of each type.1
The ¯rst coexistence result for the two-type contact process was due to Neuhauser
(1992). In her paper, all particles have equal death rates and dispersal kernels, i.e.,
±1 = ±2 and N1 = N2. She shows that for d ¸ 3, there is coexistence if ¯1 = ¯2.
However, for d · 2, she shows that only the particles with the higher birth rate
survive:
Theorem 1.0.1 (Theorem 1 in Neuhauser (1992)). If ¯1 < ¯2, the \1's die out".
That is, if the initial distribution A0 is translation invariant and P(A0(0) = 2) > 0,
then At ) ¹2 the limit starting from all sites = 2.
Here ) stands for weak convergence, which in this setting is equivalent to con-
vergence in ¯nite dimensional distributions. Furthermore she conjectures that the
same will occur when more than two types of particles are involved.
In this thesis we further investigate the mechanisms by which there is coexis-
tence. More speci¯cally, we will examine two variations of the two-type contact
process. Throughout this thesis we will concentrate on processes de¯ned on the
two dimensional integer lattice. Our inspirations come from ecology; if we think of
At as a stochastic spatial model in which two species are competing for space, then
Theorem 1.0.1 is a mathematical statement of the competitive exclusion principle.
Therefore nature is our best source for ¯nding our way out.
1A distribution ¹ on X = f0;:::;ngS is translation invariant if the probabilities
¹(A(x + y1) = i1;:::;A(x + yk) = ik) do not depend on x, see Durrett (1995).3
1.1 Inspirations from Ecology
The competitive exclusion principle, sometimes referred to as the \Gause's princi-
ple", arose from the works of Lotka (1925) and Volterra (1928). In their models,
m species with population densities Ni, i = 1;:::m, are competing for a single
resource R. Assuming that the per capita growth rate for each species increases
linearly with the amount of resource available
1
Ni
dNi
dt
= ¯iR ¡ ±i;
they proceeded to show that only one of the species survives the competition. The
theory was later generalized to n resources by MacArthur and Levins (1964) and n
limiting factors by Levin (1970). Levin concludes that, when the per capita growth
rates are linear functions of limiting factors zp
1
Ni
dNi
dt
= fi(z1;:::;zp);
no stable equilibrium can be attained in an ecological system of n > p species.
However, nature is not homogeneous and coexistence is observed in many eco-
logical systems. This apparent contradiction with the exclusion principle encour-
ages ecologists to look for mechanisms that will explain the discrepancies. An
example of such is described in a paper by Pacala et al. (1996), in which a spatial
mechanistic model is formulated and calibrated with ¯eld data. The outcome re-
veals a \variety of strategic trade-o®s" among species. For instance, the strongest
competitors, which ultimately take over an undisturbed patch of forest, are those
that need the least amount of light to grow. However, other species that require
more sunlight are better dispersers and are quicker at colonizing gaps in the forest.
These trade-o®s provide a mean for coexistence when the forest is under periodic
disturbances.4
A similar result was noted by Holmes and Wilson (1998). In their paper they
consider a competition between two contact processes. They ¯rst one has an in-
¯nite range dispersal and the second one has nearest neighbor dispersal. They
conclude that there is a region on the parameter space on which trade-o® be-
tween competitive ability and the ability to spread to a longer distance can lead
to coexistence.
Another source of inspiration for our investigation is a paper by Armstrong and
McGehee (1976). This work uses ordinary di®erential equation models and shows
that seasonal changes in per capita growth rate can lead to coexistence. More
speci¯cally, they consider a set of n species inhabiting in a periodic environment
with period 1. Let Ii = [ai;bi] ½ [0;1] be the growing season for species i, and z =
zmax¡
Pn
i=1 siNi be the amount of resource available. Let ³ =
Pn
i=1 exp(¡±i(ai+1¡
bi)). Suppose the per capita growth rates are described by
1
Ni
dNi
dt
= ¯iz ¢ 1ft2n+Iig ¡ ±i; n 2 N:
If the intervals Ii are disjoint, they show that
¯izmax(bi ¡ ai)(1 ¡ ³) > ±i
is a su±cient condition for coexistence. Based on this, they then proceeded to show
that a system with four conservative resources (meaning it is a linear function of
population densities) can support more than four species without any one going
into extinction.
1.2 Coexistence Caused by Forest Fires
Inspired by the works of Pacala et al. (1996) and Holmes and Wilson (1998), we
consider a Markov process on Z2 with the following properties:5
(i) There are two types: 1 and 2. Particles of type i die at rate ±i and give birth
at rate ¯i, for i = 1;2.
(ii) The 1's use a long range dispersal: a 1 born at site x is sent to site y, which
is chosen according to a truncated power-law distribution.
(iii) The 2's use nearest neighbor dispersal: a 2 born at site x is sent to a site y
chosen uniformly from N2(x) = fy : kx ¡ yk1 = 1g.
(iv) Forest ¯res: for each x 2 Z2, death to a block of size F £ F centered at x
occurs at rate ±0 for some F > 0.
We call this the forest ¯re model. The properties above imply that each type of
particle behaves individually like a contact process. In addition we also assume
that forest ¯res can kill o® all the occupants in blocks of size F £ F. Note that
the size of a ¯re is ¯xed since F is a constant.
For coexistence, we require the following conditions:
(i) The 2's form a superior competitor: we let
¯2=±2 > ¸c(N2)(1 + ¯1=±1) > ¯1=±1
where ¸c(N2) 2 (1;2) is the critical value of ¯=± for the contact process with
neighborhood N2.
(ii) The 1's form a supercritical2 contact process: we let ¯1=±1 > ¸c(N2). This
implies that when c2 = 0 particles of type 1 can survive in the absence of 2's.
(iii) Fire rate ±0 is in the order of F ¡3.
2A contact process is supercritical if it survives with positive probability.6
To explain the intuition behind, note that the 1's die at rate ±1 and are born
at a site at rate at most ¯1. It follows that the set of sites occupied by 1's is
dominated by a product measure with density ¯1=(±1 + ¯1). If we ¯x ¯1=±1, then
as ±1 ! 1 the 2's dominate a contact process with birth rate ¯2±1=(¯1 + ±1) and
death rate ±2. Thus it su±ces to have ¯2=(1 + ¯1=±1) > ±2¸c(N2) for the 2's to
survive in the system with no ¯re. Once this is done it is easy to use known results
for the contact process to show if the ¯re rate is small the 2's also survive in the
presence of ¯res.
On the other hand, the 1's survive by migrating from existing patches to newly
created ones. By choosing the ¯re size F appropriately, the probability that a
square contains a cleared area which remains open (free of 2's) for a long period of
time is high. The third condition implies our process produces enough such gaps
for invasion, but also does not burn them again before we are ready.
1.3 Coexistence Caused by Seasonal E®ects
For our next model, we make use of the idea of Armstrong and McGehee (1976)
that birth rates can vary from one season to another. We consider a Markov
process on Z2=L = fx=L : x 2 Z2g with the following transition rates:
transition season 1 season 2
0 ! 1 ¯11f1 ¯12f1
0 ! 2 ¯21f2 ¯22f2
1;2 ! 0 ± ±
Here fi is the fraction of neighbors of site x in state i. The dispersal kernel is
the same for all particles, which is to choose uniformly from the set N(x) = fy 2
Z2=L : 0 < ky ¡ xk1 · 1g. The rates above imply that each type of particle7
behaves individually like a contact process. However, their associated birth rates
change at the beginning of every season. We call a contact process with periodic
birth rate a periodic contact process and our model the periodic competition model.
If season 1 is the growing season for the 1's, and season 2 is the growing season for
the 2's, we represent this by ¯11 > ¯12 and ¯21 < ¯22.
When the range of interaction is large (i.e., when L ! 1), the dynamics of
our model converges (in ¯nite volume) to a mean-¯eld model, which is represented
by a set of di®erential equations:
du1
dt
= ¯
1(t)u1(1 ¡ u1 ¡ u2) ¡ ±u1
du2
dt
= ¯
2(t)u2(1 ¡ u1 ¡ u2) ¡ ±u2;
where ui denote the population density of species i and ¯i(t) are periodic step
functions with period 2D:
¯
i(t) =
8
> <
> :
¯i1; 0 · t < D
¯i2; D · t < 2D
for i = 1;2:
In the absence of a competitor, ui evolves according to a pair of logistic equa-
tions. Let
pij = lim
n!1
ui(2nD + (j + 1)D) while holding u3¡i ´ 0:
It is the limiting density of species i at the beginning of season j in the absence of
a competitor. We will show that for the periodic competition model, the equations
1
2
·
¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21)
¸
> ± + 1
1
2
·
¯21(1 ¡ p12) + ¯22
µ
1 ¡
p11 + p12
2
¶¸
> ± + 1
form a su±cient condition for coexistence when the range of interaction is large.8
To explain the ¯rst equation, note that in the absence of 1's, u2 converges to a
piecewise-smooth periodic curve ¹ u2 that moves between p21 and p22. It is then easy
to show that the average number of empty sites available for invasion in seasons
1 and 2 are at least 1 ¡ (p21 + p22)=2 and 1 ¡ p21, respectively. Therefore the 1's
dominate a contact process with birth rate ¯11(1¡(p21+p22)=2) in season 1 and a
contact process with birth rate ¯12(1 ¡ p21) in season 2. Using a few convergence
properties of the periodic contact process, one can show that the ¯rst equation
implies the survival of species 1 in the model. For the second equation, there is
a °ip in symmetry because the 2's have a di®erent growing season. Together the
two equations form a su±cient condition for coexistence.
The arrangement of this thesis is as follows: In Chapter 2, we consider the
forest ¯re model. Our proof for coexistence is broken into two parts. We ¯rst
show that if ¯1=±1 is ¯xed and ±0 = O(F ¡3), then as ±1 ! 1 the 2's dominate
a supercritical contact process. This requires us to invoke the classical result of
Bezuidenhout and Grimmett (1990) which we will provide in Chapter 2. Then
we will spend some time on determining an appropriate size F for the forest ¯res.
Lastly we show that the 1's survive when ±0 = O(F ¡3). In Chapter 3, we consider
the periodic competition model. We ¯rst show a coexistence result for the mean-
¯eld model, then we move on to de¯ning the periodic contact process and showing
some convergence properties. Lastly we use the convergence properties to show
that there is coexistence in our model.Chapter 2
Coexistence Caused by Forest Fires
2.1 Introduction
Let »t : Z2 ! f0;1g be a continuous time Markov process such that for any site1
x 2 Z2
»t(x) =
8
> > > > <
> > > > :
0 if x is vacant at time t,
1 if x is occupied by a type 1 particle at time t,
2 if x is occupied by a type 2 particle at time t.
We formulate the evolution as follows:
(i) Particles of type i die at rate ±i and give birth at rate ¯i.
(ii) A 1 born at site x is sent to site y, which is chosen according to a truncated
power-law distribution
p1(x;y) = c11fky¡xk1=1g + c21f1<ky¡xk1·Mgky ¡ xk
¡½
1 ;
where c1;c2 > 0 and ½ < 3.
(iii) A 2 born at site x is sent to a site y chosen at random from N2 = fy :
kx ¡ yk1 = 1g (i.e., for these y, p2(x;y) = 1=8.)
(iv) If y is already occupied then the birth is suppressed.
(v) For each x, death to fy : kx ¡ yk1 · F=2g occurs at rate ±0. Here F > 0
represents the size of a \forest ¯re".
1Results of this Chapter have been published, see Chan and Durrett (2006).
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The rules above imply that each type of particle behaves individually like a contact
process. In addition we also assume that forest ¯res can kill o® all occupants in
blocks of size F £ F. We call this the forest ¯re model.
Neuhauser (1992) studies a model with ±0 = 0 and where both species have
the same dispersal distribution. She proves that coexistence2 is impossible on Z2 if
both species have the same death rate. Furthermore she conjectures that in general
the superior competitor (the species with the higher reproductive ratio ¯i=±i) will
win the competition. In this chapter, we show that it is possible for two species
to coexist in a model with forest ¯res if the weaker competitor has larger dispersal
range.
Inspiration for this result is based on a well-known phenomenon that occurs
consistently in forests: forest ¯re. As suggested in the work of Pacala et al. (1996),
the strongest competitors in a forest are usually those that need the least amount
of light to grow. However, other species that require more sunlight are better
dispersers and are quicker at colonizing gaps in the forest. These trade-o®s provide
a mean for coexistence when the forest is under periodic disturbances caused by
forest ¯res.
Our new result is not a counterexample to Neuhauser's conjecture, nor should
it cast doubt on it. The competitive exclusion principle, which has been proved in
the setting of ordinary di®erential equation models by Levin (1970), states that the
number of coexisting species cannot exceed the number of resources they compete
for.3 In Neuhauser's situation the two species compete for space, so there should
only be one winner, even if di®erent dispersal distributions are allowed. In our
2See Chapter 1 for de¯nitions of survival and coexistence.
3The result is for generic parameter values. In Neuhauser's model coexistence
is possible if ¯1 = ¯2, ±1 = ±2, and d ¸ 3, but in this case we do not really have
two species and therefore do not contradict with Levin's result.11
setting newly disturbed space is a second resource, so a species adapted to that
niche can coexist with a superior competitor.
To state our result we begin by ¯xing ¯2, ±2 and the ratio ¯1=±1 so that
¯2=(1 + ¯1=±1) > ±2¸c(N2) ¯1=±1 > ¸c(N2) (2.1.1)
where ¸c(N2) is the critical value of ¯=± for the contact process with neighborhood
N2 = fy : kx ¡ yk1 = 1g.
Theorem 2.1.2. Suppose (2:1:1). We can choose ±1, ±0, F, and M so that 1's
and 2's coexist.
The second condition in (2.1.1) implies that when c2 = 0 particles of type 1 can
survive in the absence of 2's. To explain the ¯rst condition, note that 1's die at
rate ±1 and are born at a site with rate at most ¯1. It follows that the set of sites
occupied by 1's is dominated by a product measure with density ¯1=(±1 + ¯1). In
the limit as ±1 ! 1 with ¯1=±1 ¯xed, the environment seen by the 2's at di®erent
birth attempts are independent in the dominating process. Thus in the limit as
±1 ! 1 the 2's dominate a contact process with birth rate ¯2±1=(¯1 + ±1) and
death rate ±2. Thus it su±ces to have ¯2=(1 + ¯1=±1) > ±2¸c(N2) for the 2's to
survive in the system with no ¯re. Once this is done it is easy to use known results
for the contact process to show if ±0 · c=F 2 and c is small 2's also survive in the
presence of ¯res.
Proposition 2.1.3. Suppose (2:1:1). There are constants c and ¢ so that for any
F > 0, ±1 ¸ ¢, and ±0 · c=F 2, the 2's survive.
The 1's survive by migrating from existing patches to newly created ones. By
choosing the ¯re size F appropriately, the probability that a square contains a12
cleared area which remains open (free of 2's) for a long period of time is high. We
choose ±0 to produce enough such gaps, but also to not burn them again before we
are ready.
Proposition 2.1.4. Suppose (2:1:1). Fix ±1 ¸ ¢. If ±0 = a=F 3 with a su±ciently
small, F ¸ F0(a) and M is chosen appropriately then the 1's survive.
Propositions 2.1.3 and 2.1.4 are proved by block constructions, so together they
imply the existence of a stationary distribution in which both types are present
with positive density. The remainder of the chapter is devoted to proving the two
propositions. For a numerical example, please refer to the appendix at the end.
2.2 Preliminaries on Contact Processes
In this chapter, unless stated otherwise, we denote a contact process on Z2 with
nearest neighbor dispersal and initial con¯guration A by AA
t .4 If A ½ [¡L;L]2,
one can de¯ne the corresponding truncated process LAA
t on [¡L;L]2; for this births
are not allowed outside [¡L;L]2. Set ¿A = minft : AA
t = ;g to be the extinction
time for AA
t , and L¿A the extinction time for LAA
t . We now state two results for
the contact process that will be used later on. First a survival condition, due to
Bezuidenhout and Grimmett (1990), which we take from Theorems 2.12 and 2.23
of Liggett (1999).
Theorem 2.2.1. At survives if and only if it satis¯es the following condition:
For every ² > 0 there are choices of n, L, T so that
P
n
L+2nA
[¡n;n]d
T+1 ¾ x + [¡n;n]
d for some x 2 [0;L)
d
o
> 1 ¡ ²
4If the initial con¯guration A = f0g, we denote the contact process by A0
t.13
and
P
8
> <
> :
L+2nA
[¡n;n]d
t+1 ¾ x + [¡n;n]d for some 0 · t < T;
and for some x 2 fL + ng £ [0;L)d¡1
9
> =
> ;
> 1 ¡ ²:
The main idea of this block construction is that, by choosing n, L and T appropri-
ately, one can generate enough particles at the boundary at time T (or t) so that
at least one of them will generate a cube of side length 2n at time T +1 (or t+1).
The next theorem is a shape theorem proved by Durrett and Gri®eath (1982).
It describes the limiting shape of a certain class of supercritical particle systems.
However, for the contact process they did this only for large enough birth rate.
Given the results described in Chapter 2 of Liggett (1999), it is natural to extend
this to all supercritical contact processes. Readers who do not want to take this
leap of faith can replace ¸c(N2) by the critical value for the one dimensional nearest
neighbor contact process.
Let ´t be a supercritical contact process, which includes the Richardson model
(contact process with death rate 0) as a special case. Let º be the upper invariant
measure of ´t, which is the limit starting from all 1's, and let ´º
t the stationary
process starting from º. Set ¿ = minft : ´0
t = ;g and t(x) = minft : x 2 ´0
tg. The
sites hit by time t are
Ht = fy 2 R
d : 9x 2 Z
d with kx ¡ yk1 · 1=2 and t(x) · tg;
The region where ´0
t and ´º
t are coupled (when using the same graphical represen-
tation) is
Kt = fy 2 R
d : 9x 2 Z
d with kx ¡ yk1 · 1=2 and ´
0
t(x) = ´
º
t (x)g:
Theorem 2.2.2. Let ´0
t be either a supercritical contact process or a Richardson
process (contact process with death rate 0) starting from 0. Let T0(²) < 1 be a14
random time. There is a convex set S ½ Rd such that for any ² > 0 and t ¸ T0(²)
(1 ¡ ²)S ½ t
¡1Ht ½ (1 + ²)S and
(1 ¡ ²)S ½ t
¡1(Ht \ Kt) ½ (1 + ²)S
a.s. on f¿ = 1g.
2.3 Proof of Proposition 2.1.3
We begin by constructing our process from a collection of Poisson processes. For
x;y 2 Z2 and i = 1;2, let fT i;x;y
n : n ¸ 1g, fUi;x
n : n ¸ 1g and fV x
n : n ¸ 1g be the
arrival times of Poisson processes with rates ¯ipi(x;y), ±i and ±0. At times Ui;x
n ,
we put a ±i at x to kill the particle at x if it is of type i. At times T i;x;y
n we draw
an arrow of type i from x to y to indicate that there is a birth from x to y if x
is occupied by type i and y is empty. At time V x
n we put a ± at all y such that
ky ¡ xk1 · F=2 to kill all the particles inside the square. Our process has ¯nite
range so it follows from a result of Harris (1972)5 that this gives a process well
de¯ned for all time.
We ¯rst show that the 2's survive when there are no forest ¯res, i.e., ±0 = 0.
This is done by showing that the set of sites occupied by 2's can out compete a
process that is stochastically larger6 than the sites occupied by 1's. Let ~ »i
t be the
set of sites occupied by i's when ±0 = 0. Let ~ ³i
t be the set of sites occupied by i's
when ±0 = 0 and each x 2 Z2 not in state 2 °ips from 0 to 1 at rate ¯1 and 1 to 0
5Technically, a contact process is built using semigroups, see Liggett (1985).
Harris shows that when the process has ¯nite range, the graphical representation
gives an equivalent construction of the contact process.
6For particle systems, At is stochastically larger than A0
t if the two processes
can be coupled in a way so that At ¸ A0
t a.s. in the natural order at all times.15
at rate ±1 independent of all other sites. When ±0 > 0, we denote the two sets by
»i
t and ³i
t, respectively.
Lemma 2.3.1. Suppose ~ »0 = ~ ³0. Using · for stochastically smaller than, we have
~ »1
t · ~ ³1
t .
Proof. Since the death rate of 1's in ~ »t is equal to that of ~ ³t while the birth rate of
1's is smaller, this follows from Theorem 1.5 in Chapter 3 of Liggett (1985).
Lemma 2.3.2. Let ¯2, ±2, ², µ, and the ratio r = ¯1=±1 be given. Let ° =
¯2±1=(¯1+±1) and let A = ~ ³2
0 be the set of sites occupied by 2's at t = 0. Let LA
A;¯
t
denotes the truncated process with birth rate ¯ and death rate ±2. Then there exists
a coupling such that whenever ±1 > ¢ and A ½ Z2 \ [¡L;L]2
P
³
LA
A;°¡²
t · L~ ³
2
t · LA
A;°+²
t for 0 · t · T
´
> 1 ¡ µ
for some ¢ > 0.
Proof. In the graphical representation, each site x receives a type-2 arrow at rate
¯2. The arrivals in [0;T] that touch some x 2 [¡L;L]2 are a Poisson point process.
Let T0 = 0 < T1 < T2 < ::: be the arrival times and N(t) be the number of arrivals
by time t. Choose N and ® so that P(N(t) ¸ N) · µ=3 and
P
µ
min
1·i·N
Ti ¡ Ti¡1 < ®
¶
· µ=3:
Since our model is a Markov process, the e®ect of a type-2 arrow to y at time
t + h depends only on the state of the process at time t. The process that °ips
between 1 and 0 at rates ±1 and ¯1 is a two state Markov process, so if ±1 is large
and ¯1=±1 is ¯xed the total variation distance between the process starting from
1 or 0 and product measure is smaller than µ=3N at all times t ¸ ®. Since the16
process of type-2 arrows is independent of the 1 °ipping, and the latter has a
stationary distribution ¯1=(¯1 +±1), combining the last three estimates proves the
result.
Note that this implies ~ ³2
t converges weakly to A
A;°
t for all ¯nite sets A and
t < 1, which in this setting is equivalent to convergence in ¯nite dimensional
distributions. Also by construction one has ~ »2
t ¸ ~ ³2
t for all t ¸ 0. Therefore once
we show that ~ ³A
t survives the forest ¯res, the proof of Proposition 2.1.3 is complete.
But this is easy if we limit the frequency of our ¯res so that they are but small
perturbations on the graphical representation.
Proof of Proposition 2.1.3. For any chosen ², the idea is to choose ±0 small enough
so that the chance of a forest ¯re interfering with a given space-time block has
probability · ² and hence can be neglected.
Let At be a contact process with birth rate °0 = ¯2 ±1=(¯1 + ±1) ¡ ²0 and death
rate ±2. Since ¯2±1=(¯1 + ±1) > ±2¸c(N2), we can pick ²0 small enough to have
°0 > ±2¸c(N2). Then by Theorem 2.2.1, there are choices of n, L and T so that in
the absence of ¯res
P
n
L+2nA
[¡n;n]2
T+1 ¾ x + [¡n;n]
2 for some x 2 [0;L)
2
o
> 1 ¡ ²
and
P
8
> <
> :
L+2nA
[¡n;n]2
t+1 ¾ x + [¡n;n]2 for some 0 · t < T;
and for some x 2 fL + ng £ [0;L)
9
> =
> ;
> 1 ¡ ²:
Since a ¯re eliminates all the points within [x¡F=2;x+F=2]2, our space-time
block [¡L¡2n;L+2n]2 £[0;T +1] is a®ected only if the center of a ¯re is inside
[¡F=2¡L¡2n;F=2+L+2n]2. Let ¿ = (F +2L+4n+1)2(T +1). The probability17
our space-time block is una®ected by ¯res is bounded below by
1 ¡
Z ¿
0
±0e
¡±0t dt = e
¡±0¿ > 1 ¡ ²
if ±0 · c=F 2, where c > 0 is some constant. Lemma 2.3.2 states that L+2n~ ³
2;[¡n;n]2
t ¸
L+2nA
[¡n;n]2
t with probability greater than 1 ¡ ² whenever ±1 ¸ ¢. Combining the
estimates above we get
P
n
L+2n³
2;[¡n;n]2
T+1 ¾ x + [¡n;n]
2 for some x 2 [0;L)
2
o
> (1 ¡ ²)
3
and
P
8
> <
> :
L+2n³
2;[¡n;n]2
t+1 ¾ x + [¡n;n]2 for some 0 · t < T;
and for some x 2 fL + ng £ [0;L)
9
> =
> ;
> (1 ¡ ²)
3:
Setting ² small enough, we have recreated the block events of Theorem 2.2.1 for
³2. For reasons that are explained in detail in Liggett's (1999) book, ³2
t dominates
a supercritical k-dependent oriented percolation and therefore has a positive prob-
ability of survival. This completes the proof since by construction »2
t ¸ ³2
t for all
time.
2.4 Proof of Proposition 2.1.4
2.4.1 Size of a Fire Box
We ¯rst determine an appropriate size F for our ¯res. Recall that the 1's survive by
colonizing the gaps created by forest ¯res. So we want a ¯re to create enough space
for the 1's to migrate from afar, and survive within the area for a long period of
time. To accommodate these needs, we de¯ne three squares centered at 0, labeled
B1, B2, and B3 with sides of lengths 2L, 2r1L and 2r2L = F, respectively, where18
1 < r1 < r2. The innermost square B1 provides the space for 1's to land, the
square B2 allows them room to grow and the perimeter area B3 ¡ B2 serves as a
bu®er against the 2's. We want to show the following.
Proposition 2.4.1. Suppose ¯2, ±2 are ¯xed and c1¯1 > ±1¸c(N2). Here c1 is the
coe±cient for short-range births in the dispersal function p1(x;y), and ¸c(N2) the
critical value of ¯=± for survival of the contact process with neighborhood N2. Then
there are choices of r1, r2, and T so that in the absence of interference of other
forest ¯res the following events happen with probability greater than 1¡µ for large
L:
(i) If B1 receives a type 1 particle whose descendant survive within B2 for a
period of T, then they will survive within B2 for a period of 7T=2.
(ii) If B3 does not contain any 2's at time 0, 2's do not reach B2 by time 7T=2.
In the ¯rst lemma we prove (i). To grow the set of 1's we only use the short
range edges, and hence have a version of the process Ax
t. Recall that r1L¿ is the
extinction time of r1LAx
t. Let Hx
t and Kx
t , as in Theorem 2.2.2, be the set of sites
hit and coupled for Ax
t. For simplicity let Cx
t = Hx
t \ Kx
t . Let DR(y) be a square
of side 2R centered at y and let DR = DR(0). Since ¯ and ± are ¯xed, there are
R1;2 > R1;1 > 0 such that DR1;1 ½ S ½ DR1;2, where S is the limiting shape of A0
t.
Set
G
x
t = f(1 ¡ ²)DR1;1 ½ t
¡1(C
x
t ¡ x);
t
¡1(H
x
t ¡ x) ½ (1 + ²)DR1;2g: (2.4.2)
Lemma 2.4.3. Let At be a supercritical contact process with birth rate ¯ and death
rate ±. Let T = 8L=7R1;1 and x 2 [¡L;L]2. For any µ > 0, we can choose r1 so19
that for large enough L
P(A
x
t ½ B2 for t · 7T=2 j r1L¿
x ¸ T) ¸ 1 ¡ µ
and P(r1L¿
x ¸ 7T=2 j r1L¿
x ¸ T) ¸ 1 ¡ µ:
Proof. Let ² = 1=2 in (2.4.2). Theorem 2.2.2 implies that there is a t¤ > 0 such
that P(Gx
t for all t ¸ t¤ j ¿x = 1) ¸ 1 ¡ µ. For L ¸ t¤R1;1=4, on E = \t¸t¤Gx
t we
have that
C
x
4L=R1;1 ¾ x + [¡2L;2L]
2 ¾ [¡L;L]
2 and
H
x
4L=R1;1 ½ x + [¡K;K]
2
where K = 3
2R1;2(4L=R1;1). Letting r1 = 6R1;2=R1;1 + 1 we have on E,
P
³
[¡L;L]
2 ½ C
x
4L=R1;1 ½ H
x
4L=R1;1 ½ Dr1L j ¿
x = 1
´
> 1 ¡ µ:
Now fGx
7T=2;¿x = 1g ½ fGx
7T=2;¿x ¸ Tg, so
P(G
x
7T=2 j ¿
x ¸ T) ¸ P(G
x
7T=2 j ¿
x = 1)
P(¿x = 1)
P(¿x ¸ T)
:
The fraction P(¿x = 1)=P(¿x ¸ T) tends to 1 as T ! 1. By the de¯nitions of
Gx
t and r1,
f¿
x ¸ Tg \ G
x
7T=2 = fr1L¿
x ¸ Tg \ G
x
7T=2:
Since 7T=2 = 4L=R1;1 and P(r1L¿x ¸ T) · P(¿x ¸ T) we have
P(G
x
7T=2 j ¿
x ¸ T) · P(G
x
7T=2 j r1L¿
x ¸ T)
· P(r1L¿
x ¸ 7T=2jr1L¿
x ¸ T):
The desired conclusions follow.20
To prepare for the proof of Lemma 2.4.6 we observe that P(Gx
7T=2 j ¿x = 1) !
1 as T ! 1. Working backwards through the last few calculations shows that for
large L
P(r1L¿
x ¸ 7T=2) ¸ (1 ¡ µ)P(¿
x = 1): (2.4.4)
The next lemma proves (ii) in Proposition 2.4.1.
Lemma 2.4.5. For large enough r2 and L, A0 \ B3 = ; implies
P(At \ B2 = ; for all t · 7T=2) ¸ 1 ¡ µ:
Proof. Set ² = 1=2. Let RA
t be the Richardson process with neighborhood N2
and growth rate ¯2. Let S be the convex set that is the limit in Theorem 2.2.2.
Suppose R2;2 > R2;1 > 0 are two numbers such that DR2;1 ½ S ½ DR2;2. Let
Gt = f(1 ¡ ²)DR2;1 ½ t
¡1R
0
t ½ (1 + ²)DR2;2g:
There is a constant t¤ such that P(Gt for all t ¸ t¤) ¸ 1 ¡ ±:
If t2 > t1 ¸ t¤
P(Gt1) ¸ P(Gt1; t2
¡1R
0
t2 ½ (1 + ²)DR2;2) ¸ 1 ¡ ±:
Since Rt is a Markov process,
± > P(Gt1; t2
¡1R
0
t2 6½ (1 + ²)DR2;2)
¸ P(t2
¡1R
(1¡²)t1DR2;1
t2¡t1 6½ (1 + ²)DR2;2)P(Gt1):
Since P(Gt1) ¸ 1 ¡ ±, taking t2 = t1 + t gives
P((t + t1)
¡1R
(1¡²)t1DR2;1
t 6½ (1 + ²)DR2;2) · ±=(1 ¡ ±):
Let µ = ±=(1 ¡ ±), m ¸ r1L and m ¸ (1 ¡ ²)t¤R2;1. We can ¯nd t1 ¸ t¤ so that
m = (1 ¡ ²)t1R2;1 and
P(R
[¡m;m]2
7T=2 ½ (3=2)(7T=2 + t1)DR2;2) ¸ 1 ¡ µ:21
J¡1;¡ J0;¡ J1;¡
J¡1;+ J0;+ J1;+
© © © © © © © © © © © © © © © © ¼
@
@
@
@
@
@
@ @ R
Figure 2.1: Boxes in the block construction for Theorem 2.1.2.
Let r2 = (3=2)(7T=2 + t1)R2;2=L and U = Dr2L. Since Rt is self-dual and B2 ½
[¡m;m]2 it follows that
P(R
Uc
7T=2 \ B2 = ;) = P(R
B2
7T=2 \ U
c = ;) = P(R
B2
7T=2 ½ U) ¸ 1 ¡ µ:
2.4.2 Block Construction
Like Proposition 2.1.3, Proposition 2.1.4 will also be shown by using a block con-
struction. We will make use of the following notation. Let L = f(m;n) 2 Z2 :
m + n is eveng and e1 = (1;0). We have already de¯ned F = 2r2L. Let ® > 0,
k = F ®, W = F + F 1+®, and de¯ne
J¡ = [¡kW;0]
2; J+ = (0;kW]
2 Jm;§ = 2mkWe1 + J§
(see Figure 2.1). Set
B(i;j) = [iW;(i + 1)W] £ [jW;(j + 1)W]; i;j 2 Z
and B2(x;y) = [x ¡ r1L;x + r1L] £ [y ¡ r1L;y + r1L]:22
For a given time T, we say there is a source of 1's at B(i;j) at stage n if there
is a block B2(x;y) ½ B(i;j) that is empty of 2's and contains at least one type 1
particle at all times between 2nT and 2(n + 1)T. Jm;+ is said to have a source of
1's at stage n if there is a source of 1's in one of the B(i;j)'s that make up Jm;+.
The next lemma is the key to proving Proposition 2.1.4.
Lemma 2.4.6. Suppose there is a source of 1's at J0;+ at stage 0. we can choose k
and W so that there are sources of 1's at J¡1;¡ and J1;¡ at stage 1 with probability
greater than 1 ¡ µ.
We alternate between + to ¡ for our sources to avoid possible interference.
Once Lemma 2.4.6 is proved, we will choose the cuto® M = 4kW. The events
described in Lemma 2.4.6 will have a ¯nite range of dependence. A standard
argument (e.g., see Durrett (1995)) implies that our process will dominate a su-
percritical oriented percolation on L and Proposition 2.1.4 follows.
Proof. Suppose there is a source in J0;+. There are three steps in creating a source
at J¡1;¡ and J1;¡:
² ¯re clears an area in [0;T=2] and no ¯re touches the clearing in [T=2;4T].
² dispersal brings a 1 to the box B1 inside the clearing during [T=2;T].
² the immigrant survives to time 4T without leaving B2, and without 2's com-
ing into B2.
We will show that the intersection of these events has probability greater than
or equal to ´ > 0 in a given W £ W square in J¡1;¡ and J1;¡. Since the J's are
a grid of k2 such squares, if k is large success will have high probability. At this23
point the reader might worry about ´ becoming small as k gets large but this point
will be addressed in the proof.
The probability of the ¯rst desired event happening in one speci¯ed W £ W
area is at least
Z (W¡F)2T=2
0
±0e
¡±0t dt ¢
Z 1
(2F)27T=2
±0e
¡±0t dt
= (1 ¡ e
¡±0(W¡F)2T=2)e
¡14±0F2T:
If we choose W = F + F 1+®, ® > 0, then to get
e
¡14±0F2T ¸ 1 ¡ µ and 1 ¡ e
¡±0(W¡F)2T=2 ¸ 1 ¡ µ
we need
±0F
2T · ¡log(1 ¡ µ)=14 and ±0F
2+2®T=2 ¸ ¡log(µ):
The ¯rst equality is guaranteed by our assumption ±0 · c=F 3 for a suitable choice
of c. Once we ¯x ±0 the second equality will hold when L (and hence F) is large.
Since there is a source in J0;+, it contains at least 1 particle for all times
between T=2 and T. Then the maximum L1 distance between our source and
an area cleared by a nice ¯re in J1;¡ or J¡1;¡ is 4kW (see Figure 2.1). Thus, the
minimum rate at which our source spreads to the target B1 within the cleared
area is u = c2¯1j4kWj¡½L2. If we let k = F ®, then there is a c < 1 so that the
probability of spread to the target area between T=2 and T is bounded below by
1 ¡ exp(¡uT=2) ¸ 1 ¡ exp(¡c¯1L
3¡(1+2®)½):
To check this note that W · 2F 1+® and recall F and T are multiples of L. If
(1 + 2®)½ < 3 then for large L the last quantity is ¸ 1 ¡ µ.24
Once a particle has landed on an empty area, the probability that its descendant
will survive there till t = 4T is bounded below by
P(r1LA
x
7T=2 6= ;) ¸ (1 ¡ µ)P(¿
x = 1)
as shown in (2.4.4).
Combining the last three estimates, we see that the probability of producing a
source in a given W £ W area in J1;¡ of J¡1;¡ is bounded below as L ! 1. The
number of independent opportunities, k = F ®, tends to 1 so the probability of
success tends to 1 and the proof is complete.Chapter 3
Coexistence Caused by Seasonal E®ects
3.1 Introduction
Consider an ecosystem inhabited by multiple species competing for a single re-
source R. Let ui denote the population density of species i. In the original models
of Lotka (1925) and Volterra (1928), the per capita growth rate for each species
increases linearly with the amount of resource available
1
ui
dui
dt
= ¯iR ¡ ±i:
When R is a decreasing function of population densities, Volterra shows that only
the species with the highest ¯i to ±i ratio survives as t ! 1.
However, the conclusion above requires that the per capital growth rates be
linear functions of R. Armstrong and McGehee (1976) demonstrate that there can
be coexistence if we loosen the requirement. In their paper they consider a set
of species living in a periodic environment with seasonal changes in birth rates.
When each species has a speci¯c growing season disjoint from all others (therefore
breaking the linearity assumption) and all resources are conservative (meaning it
is a linear function of population densities), they proceeded to show that a system
with four resources can support more than four species without any one going into
extinction.
In this chapter we extend their observation to competition models based on
interacting particle systems. When two contact processes with equal death rates
and dispersal kernels compete with one another on Z2, Neuhauser (1992) proves
that the species with the greater birth rate will win over the other. To search
2526
for coexistence, we follow the work of Armstrong and McGehee and consider an
environment with seasonal changes in birth rates.
To formulate the dynamics, suppose there are two seasons every period, and
the length of a period is 2D. Let N(x) = fy : 0 < ky ¡ xk1 · 1g be the
neighborhood of x 2 Z2=L. Let fi be the fraction of neighbors of site x in state i.
De¯ne »t : Z2=L ! f0;1;2g to be a Markov process with the following transition
rates:
transition season 1 season 2
0 ! 1 ¯11f1 ¯12f1
0 ! 2 ¯21f2 ¯22f2
1;2 ! 0 ± ±
The rates above imply that each type of particle behaves individually like a contact
process. However, their associated birth rates change at the beginning of every
season. We call a contact process with periodic birth rate a periodic contact process,
and the model »t the periodic competition model. The goal of this chapter is to
give a su±cient condition for coexistence.
To begin, observe that when the range of dispersal L is taken to the limit,
our population dynamics (in a ¯nite volume) converges to the following mean-¯eld
model:
du1
dt
= ¯
1u1(1 ¡ u1 ¡ u2) ¡ ±u1 (3.1.1)
du2
dt
= ¯
2u2(1 ¡ u1 ¡ u2) ¡ ±u2: (3.1.2)
Here ui (for i = 1;2) denote the population density of species i and ¯i(t) are
periodic step functions with period 2D:
¯
i(t) =
8
> <
> :
¯i1; 0 · t < D
¯i2; D · t < 2D:27
Suppose season 1 is the growing season for the 1's and season 2 is the growing
season for the 2's. We represent this by requiring ¯11 > ¯12 and ¯21 < ¯22. In the
absence of 1's, the 2's evolve according to a pair of logistic equations. Let
p2j = lim
n!1
u2(2nD + (j + 1)D) while holding u1 ´ 0:
It is the limiting density of the 2's at the beginning of season j in the absence of 1's.
Furthermore u2 converges to a piecewise-smooth periodic curve ¹ u2 that °uctuates
between p21 and p22. We call ¹ u2 the equilibrium curve for the 2's. One can de¯ne
p11, p12, and ¹ u1 for the 1's in a similar way. We will show in the next section that
the average number of empty sites available for the 1's in seasons 1 and 2 are at
least 1 ¡ (p21 + p22)=2 and 1 ¡ p21, respectively.
We now return to our stochastic model. Convergence of u2 to ¹ u2 in the mean-
¯eld model implies that as L ! 1 the number of type 2 particles is bounded by ¹ u2.
Therefore the 1's dominate a contact process with birth rate ¯11(1¡(p21 +p22)=2)
in season 1 and a contact process with birth rate ¯12(1¡p21) in season 2. When the
birth rates ¯ij are chosen appropriately, one can compare the 1's with a discrete
time, supercritical branching process and show that the 1's survive in the model.
Theorem 3.1.3. Suppose ¯11 > ¯12 and ¯21 < ¯22. Also suppose that
1
2
·
¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21)
¸
> ± + 1
1
2
·
¯21(1 ¡ p12) + ¯22
µ
1 ¡
p11 + p12
2
¶¸
> ± + 1:
Then when the range of interaction is large there is coexistence. Here pij is the
density of species i at the beginning of season j in the mean-¯eld equilibrium.
We will see that the terms on the left are lower bounds for the birth rates of
1's and 2's averaged over time. Therefore the assumptions say there is coexistence28
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Figure 3.1: Diagram showing the inequalities required for Theorem 3.1.3. The x
and y axes represent the birth rates in seasons 1 and 2, respectively. The 1's can
invade the 2's if the point (¯11;¯12) is above the line for species 2, and vice versa.
Note that the point (¯11;¯12) can be located below the line for species 1 because
it is only a su±cient condition.
if the average birth rate is greater than the death rate with a margin for each
species. One can visualize the assumptions in Theorem 3.1.3 as two lines on the
1-2 plane. See Figure 3.1 for an illustration. For a numerical example, please refer
to the appendix at the end.
3.2 Mean-¯eld Model
In this section we prove a coexistence result for the mean-¯eld model which is
analogous to Theorem 3.1.3:
Proposition 3.2.1. Suppose b11 > b12 and b21 < b22. There is coexistence in the29
mean-¯eld model ((3.1.1) and (3.1.2)) when
1
2
·
¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21)
¸
> ±
1
2
·
¯21(1 ¡ p12) + ¯22
µ
1 ¡
p11 + p12
2
¶¸
> ±
are satis¯ed.
A common way for showing coexistence for two species models is to show that
the two species are mutually invadable, i.e., species 1 can invade a community of
2's when the 1's are small in number and vice versa. This implies their densities
are bounded away from the axes on the u1-u2 plane. We will see that the trajectory
of (u1;u2) converges to a limit cycle in our case.
When the 1's are absent, the 2's evolve according to a pair of logistic equations
du2
dt
=
8
> <
> :
¯21u2(1 ¡ u1 ¡ u2) ¡ ±u2 if t 2 [2nD;2nD + D);
¯22u2(1 ¡ u1 ¡ u2) ¡ ±u2 if t 2 [2nD + D;2nD + 2D):
There is exactly one non-trivial ¯xed point for each season. One can easily check
that these points are stable nodes, so that u2 °ows toward K21 = 1 ¡ ±=¯21 in
season 1 and K22 = 1 ¡ ±=¯22 in season 2.1 Eventually the trajectory converges
to a piecewise-smooth periodic curve ¹ u2, which we call the mean-¯eld equilibrium
of the 2's. If we denote by p2j the limiting density of the 2's at the beginning of
season j when the 1's are absent, then ¹ u2 °uctuates between p21 and p22 as time
tends to 1. One can de¯ne K11, K12, p11, p12, and ¹ u1 for the 1's in a similar way.
Let
½(¸;t;¯;±) =
(¯ ¡ ±)¸e(¯¡±)t
¯¸e(¯¡±)t ¡ ¯¸ + ¯ ¡ ±
be the analytic solution to the logistic equation u0 = ¯u(1 ¡ u) ¡ ±u with ini-
tial population density ¸ > 0. Since the 2's grow according to a pair of logistic
1The origin is an unstable node in both cases.30
equations, p21 and p22 are related by
½(p21;D;¯21;±) = p22 and
½(p22;D;¯22;±) = p21:
There are two equations with two unknowns. Solving them simultaneously gives
p21 =
K21e(¯21¡±)D ¡ K21h
he(¯21¡±)D ¡ h
and p22 = p21h (3.2.2)
where
h =
K21e(¯21¡±)D(e(¯22¡±)D ¡ 1) + K22(e(¯21¡±)D ¡ 1)
K22e(¯22¡±)D(e(¯21¡±)D ¡ 1) + K21(e(¯22¡±)D ¡ 1)
:
Let j = (n mod 2) + 1 and ¹ u2(0) = p21. We can de¯ne ¹ u2 recursively by
¹ u2(nD + µ) = ½(¹ u2(nD);µ;¯2j;±) for 0 · µ < D:
Similarly one can de¯ne the equilibrium curve ¹ u1 for species 1 by setting ¹ u1(0) = p11
and
¹ u1(nD + µ) = ½(¹ u1(nD);µ;¯1j;±) for 0 · µ < D:
Since ¯21 < ¯22, ¹ u2 is convex in season 1 and concave in season 2. Furthermore it
gives p21 > p22. We are now ready to prove Proposition 3.2.1.
Proof of Proposition 3.2.1. Suppose u1(t) < ² for all t 2 [0;2D] for some ² > 0. It
follows that
du1
dt
> ¯
1u1(1 ¡ ² ¡ u2) ¡ ±u1:
Dividing both sides by u1 and integrating from 0 to 2D gives
logu1(2D) ¡ logu1(0) > (1 ¡ ²)(¯11 + ¯12)D ¡
Z 2D
0
¯
1u2 dt ¡ 2±D
> (1 ¡ ²)
·
(¯11 + ¯12)D ¡
Z 2D
0
¯
1u2 dt
¸
¡ 2±D:31
Therefore if u2 satis¯es the condition
(¯11 + ¯12)D ¡
Z 2D
0
¯
1u2 dt > 2±D
one can choose ² small enough so that u1(2D) > u1(0). Recalling the de¯nition
for ¯1 and rearranging the equation above gives
1
2
·
¯11
D
Z D
0
(1 ¡ u2)dt +
¯12
D
Z 2D
D
(1 ¡ u2)dt
¸
> ±: (3.2.3)
Since
R
(1 ¡ u2)=Ddt is the average number of empty sites available for invasion,
the term on the left represents the average growth rate for the 1's averaged over
time. Therefore (3.2.3) says if the average growth rate is greater than the death
rate ±, then the 1's can invade a community of 2's.
If we let u2(0) < p21, then u2(t) · ¹ u2(t) at all times. Since ¹ u2 is convex in
season 1 and concave in season 2, we have
¯11
D
Z D
0
(1 ¡ ¹ u2)dt +
¯12
D
Z D
0
(1 ¡ ¹ u2)dt > ¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21):
Substituting this into (3.2.3) yields a su±cient algebraic condition for the 1's to
invade the 2's:
1
2
·
¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21)
¸
> ±: (3.2.4)
To establish coexistence, we simply repeat the same argument for the 2's and get
1
2
·
¯21(1 ¡ p12) + ¯22
µ
1 ¡
p11 + p12
2
¶¸
> ±: (3.2.5)
The symmetry is °ipped because the 2's have a di®erent growing season.
3.3 Preliminaries on Periodic Contact Processes
For the rest of this chapter, we call a contact process that gives birth at rate ¯(t)
and dies at rate ± a periodic contact process and denote it by At(¯;±). Here the32
birth rate ¯(t) is a piecewise constant function
¯(t) =
1 X
j=1
¯j ¢ 1t2[(j¡1)D;jD)
where D is the length of a season, with ¯j = ¯j+n (n is the number of seasons in
a period). We shall also assume that ¯j > 0 for all j ¸ 1. Similarly, a periodic
branching random walk on R2 is a branching random walk whose particles jump
at rate ¯(t) and die at rate ± and is denoted by Zt(¯;±). We ¯rst prove a few
convergence properties of At(¯;±) that will be used later on.
Lemma 3.3.1 (Convergence to branching random walk). If ¯(t) is piecewise con-
stant and periodic, then AA
t (¯;±) converges weakly to ZA
t (¯;±) as L ! 1.
Proof. This is a classical result when ¯(t) is a constant (e.g., see Durrett (1991)).
To begin, we set T > 0. Let K = jAj be the size of the initial distribution and
b = maxi ¯i. For any t · T, the number of births up to time t is dominated by the
branching random walk ZA
t (b;0) and therefore
EjA
A
t (¯;±)j < EjZ
A
t (b;0)j = Ke
bt < Ke
bT:
Then by Markov's inequality we have
P(jA
A
t (¯;±)j > L
1=3) ·
KebT
L1=3 ! 0 as L ! 1:
Conditional on fjAA
t (¯;±)j · L1=3g, the probability of having a birth land on an
occupied site is less than
L
1=3 ¢
L1=3
(2L + 1)2 ! 0:
Therefore when T is ¯xed, one can create a coupling so that with high probability
all particles of AA
t are always within L1=3=L distance in the uniform norm of their
counterparts in the branching random walk, which implies AA
t (¯;±) converges to
ZA
t (¯;±) weakly as L ! 1.33
In fact At(¯;±) on Z2=L is almost deterministic when L is large. If we focus our
attention to a space-time box of ¯nite dimensions, one can show that the number
of particles does not deviate much from its expected value.
Lemma 3.3.2 (Convergence to expected value). Let N(x;t) = jAA
t \ x + [0;1]2j.
If ¯ is piecewise constant and periodic, then
P
0
B
@
jN(x;t) ¡ EN(x;t)j > 5²2L2 for some
x 2 [¡
p
T;
p
T]2 and some t · S
1
C
A ! 0
as L ! 1.
Proof. Here we follow the proof of Durrett and Lanchier (2007), in which they prove
the result for the case when ¯(t) is a constant. Let N²(x;t) = jAA
t \ x + [0;²]2j.
The main observation is that, for y;z 2 x + [0;²]2, if t is ¯xed then the number of
descendants of the duals ^ Ay and ^ Az (starting from t) are independent of L and the
probability that they collide is O(1=L2). Bounding the collision probability and
the fact that AA
t (y) and AA
t (z) depend only on the percolation structure, allow us
to invoke a result of Gri®eath (1978), which implies that the covariance is bounded
by the collision probability:
cov(A
A
t (y);A
A
t (z)) · C1=L
2:
Since N²(x;t) =
P
y2x+[0;²]2 AA
t (y), this implies
varN
²(x;t) · ²
2L
2 + (²
2L
2)
2C1=L
2 · C2²
2L
2
and by Chebyschev's inequality
P(jN
²(z;t) ¡ EN
²(z;t)j > ²
3L
2) · C3=L
2 ! 0: (3.3.3)
Using (3.3.3), one can show
jN(x;t) ¡ EN(x;t)j < 3²L
234
at ¯nitely many instances. Lastly, one extends the bound to all times by applying
the continuity argument in the proof of Lemma 3.4.1.
If we start the periodic contact process A1
t = A1
t(¯;±) with all sites occupied
by 1's, then by duality the probability that a random site x is occupied at time t
equals the survival probability of Ax
t = Ax
t(¯;±):
P(x 2 A
1
t) = P(A
x
t \ Z
2=L 6= ;):
When the range of interaction is large, the right hand side converges to the survival
probability of a branching random walk Zx
t = Zx
t (¯;±) by Lemma 3.3.1.
Let Xn = jZx
2nDj be the number of progeny at the end of each period, which is
a discrete time, Markovian age-dependent process. When ¯(t) = ¯ is a constant,
its probability generating function FX(s;n) = f(s;2nD;¯;±) where
f(s;t;¯;±) =
±(s ¡ 1) ¡ e(±¡¯)t(¯s ¡ ±)
¯(s ¡ 1) ¡ e(±¡¯)t(¯s ¡ ±)
(see Athreya and Ney (1972)) and one can easily check that
1 ¡ f(s;t;¯;±) = ½(1 ¡ s;t;¯;±):
Here ½ is the analytic solution to the logistic equation as stated in the introduction.
Let fj(s;t) = f(s;t;¯j;±) and ½j(1 ¡ s;t) = 1 ¡ fj(s;t), for j = 1;:::;n. When
the ¯i are distinct,
FX(s;n) = f1(f2(¢¢¢fn(f1(¢¢¢fn(s;D)¢¢¢D);D)¢¢¢D);D)
= 1 ¡ ½1(½2(¢¢¢½n(½1(¢¢¢½n(1 ¡ s;D)¢¢¢D);D)¢¢¢D);D):
Setting s = 0 gives the survival probability of Zx
t :
P(Z
x
t \ Z
2 6= ;) = 1 ¡ F(0;t):35
When n = 2 and ¯(t) = ¯1(t),
lim
t!1
F(0;t) = p12
which is the density of species 1 at the beginning of season 2 in the mean-¯eld
equilibrium (see (3.2.2)). In other words, p12 is an upper bound for the survival
probability of the 1's when the 2's are absent. This idea can be further generalized
into the following lemma.
Lemma 3.3.4 (Convergence to ODE). Let A1
t = A1
t(¯;±) be a periodic contact
process that starts with all 1's. Let uL(x;t) = P(x 2 A1
t(¯;±)). Then uL converges
to a solution u(t) of the di®erential equation
du
dt
= ¯u(1 ¡ u) ¡ ±u (3.3.5)
with u(0) = 1 as L tends to 1.
The convergence here is pointwise convergence. We obtain uniform convergence
on ¯nite time intervals if we limit ourselves to a ¯nite space-time box.
Proof. At t = 0 there is a particle at every site on Z2=L so uL(x;0) = 1. Since A1
is invariant under translation, it also implies that the probability of having x 2 At
does not depend on the actual location of x. Therefore one can denote uL(x;t) by
uL(t).
Set T > 0. Let S(t) be the semigroup that generates At. For functions f that
depend on ¯nitely many coordinates, the Hille-Yosida Theorem states that
d
dt
S(t)f = S(t)Lf
where L is the generator of S(t). If f(At) = 1fx2Atg, then S(t)f = Ef(At) = uL(t)
and
d
dt
P(x 2 At) = ¡±P(x 2 At) +
X
y2N(x)
¯2(t)
L2 P(x 62 At;y 2 At): (3.3.6)36
For any t < T, we claim that fx 2 Atg and fy 2 Atg are asymptotically indepen-
dent and therefore
P(x 62 At;y 2 At) ! P(x 62 At) ¢ P(y 2 At): (3.3.7)
To see this, let ^ A be the dual process of A1. By duality x 2 A1
t if and only if
^ Ax
t 6= ;. Since t is bounded, if L is large enough the number of particles of ^ A
fx;yg
t
is bounded by L1=3 at all times before t. This means the probability for ^ Ax
t and ^ A
y
t
to collide on the graphical representation is less than L1=3 ¢L1=3=(2L+1)2 ! 0, so
in the limit ^ Ax
t and ^ A
y
t converge to two independent branching random walks that
never collide. Combining (3.3.6) and (3.3.7) then gives the desired result.
3.4 Proof of Theorem 3.1.3
3.4.1 Block Construction
We ¯rst construct »t using a graphical representation. Let ¯j = max(¯1j;¯2j) be the
greater birth rate in season j. For x;y 2 Z2=L and j 2 f1;2g, let fT j;x;y
n : n ¸ 1g
and fUx
n : n ¸ 1g be the arrival times of independent Poisson processes with rates
¯jq(x ¡ y) and ±, where q(u) = 1=4L2 if 0 < kuk1 · 1. At time T j;x;y
n we draw
an arrow from x to y if bT j;x;y
n =Dc ´ j (mod 2). We then toss a coin with success
probability j¯1j ¡ ¯2jj=¯j at each arrow. If success we label the arrow with a M
to indicate that only particles with the greater birth rate can give birth through
these arrows. At time Ux
n we put a ± at x to kill any particle at x. Then by the
result of Harris (1972) this process is well de¯ned for all time since it is of ¯nal
range.
Our proof for Theorem 3.1.3 relies on the use of a block construction, which is
now a standard technique for proving similar results. In particular we are using37
a block construction that modi¯es the one of Durrett and Lanchier (2007). The
idea is to show that, when viewed on suitable length and time scales, our process
dominates the wet sites of a M-dependent2 oriented percolation on
L = f(m;n) 2 Z
2 : m + n is even and n ¸ 0g:
Let Ni(x;t) be the number of type i particles in x + [0;1]2 at time t. To begin
we assume
N1(0;t) > L
2 exp(¡T) at some time t 2 [0;D)
N2(0;t) > L
2 exp(¡T) at some time t 2 [D;2D)
Denote the point (
p
T;0) by z. Our goal is to show that
N1(z;t) > L
2 exp(¡T) at some time t 2 [2kD;2kD + D)
N2(z;t) > L
2 exp(¡T) at some time t 2 [2kD + D;2kD + 2D)
where k is chosen so that 2kD · T · 2kD+D. Then if we say the site (m;n) 2 L
is wet whenever N1(mz;t) > L2 exp(¡T) at some time t 2 [2nkD;2nkD +D) and
N2(z;t) > L2 exp(¡T) at some time t 2 [2nkD + D;2n(k + 1)D), this implies our
process dominates an oriented percolation with probability p close to 1, and it is
M-dependent because it is of ¯nite range, and the proof is complete.
Since the proofs for the two inequalities above are identical, we will only show
the ¯rst one here. There are three steps in showing the survival of species 1 (see
Figure 3.2 for an illustration):
(i) If type 2 particles survive for a period of T1, then its density in [0;1]2 is
bounded by the mean-¯eld equilibrium ¹ u2 thereafter.
2The sites are M-dependent with density 1 ¡ ° if whenever (xi;ni), i · i · I
is a sequence with k(xi;ni) ¡ (xj;nj)k > M if i 6= j then P(!(xi;ni) = 0 for 1 ·
i · I) · °I, see Durrett (1995).38
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Figure 3.2: Boxes in the block construction for Theorem 3.1.3
(ii) If type 1 particles survive within [0;1]2 for a period of T1, they will grow
exponentially fast for a period of T ¡
p
T ¡ T1 within [0;1]2.
(iii) If [0;1]2 contains at least L2 exp(¡T=3) type 1 particles at time T ¡
p
T,
they will spread to the square
p
T + [0;1]2 by time T.
3.4.2 Proofs of Lemmas
In the ¯rst lemma we prove (i). We need a way to count the number of type 2
particles in [0;1]2. Let ³t = fx : »t(x) = 2g be the set of sites occupied by 2's.
Let ´t be a periodic contact process with birth rate ¯2(t) and death rate ±. If we
start ´t with the initial con¯guration ´0 ´ 1, we can couple ³t with ´t on the same
graphical representation so that ´t(x) ¸ ³t(x). Therefore ´t is stochastically larger
than ³t and provides an upper bound on the count of type 2 particles.
Lemma 3.4.1. For any ² > 0, there exists a constant T1 ¸ 2D that depends only39
on ¯2 and ± such that with high probability
N2(0;t) · ¹ u2(t)L
2 + 5²L
2 for all t 2 [T1;T] as L ! 1:
Here ¹ u2 is the equilibrium curve for species 2 in the mean-¯eld model.
Proof. We ¯rst bound the number of type 2 particles in [0;1]2 at ¯nitely many
instances. Divide [0;T] into T=¿ sub-intervals. The value of ¿ will be chosen later.
Set
Gk = fN(0;k¿) < u(k¿)L
2 + 3²L
2g: (3.4.2)
By Lemma 3.3.4, we know uL(x;t) = P(x 2 ´t) converges to a solution u(t) of
the di®erential equation
du
dt
= ¯
2u(1 ¡ u) ¡ ±u (3.4.3)
as L ! 1, which implies
P(x 2 ³t) · P(x 2 ´t) < u(t) + ²:
Since fx 2 ´tg and fy 2 ´tg are asymptotically independent as L ! 1, the
number of type 2 particles inside [0;1]2 is dominated by a binomial distribution X
with parameters n = L2 and p = u(t) + 2². An application of the large deviation
inequality for the binomial
P(X ¸ n(p + z)) · exp(¡nz
2=2p)
with z = ² then gives Gk with high probability.
Let ¹ u2 be the equilibrium curve for species 2 in the mean-¯eld model. Since
u(t) converges to ¹ u2(t) as t ! 1, there is a time T1 ¸ 2D that depends solely on40
¯2 and ± such that ju(t)¡¹ u2(t)j < ² for all t 2 [T1;T]. Combining this with (3.4.2)
then gives
N2(0;k¿) < (¹ u2(k¿) + ²)L
2 + 3²L
2 = ¹ u2(k¿)L
2 + 4²L
2
for all k 2 [T1=¿;T=¿].
To complete the proof, we need to pick a ¿ that is independent of L, and show
that the number of births in [0;1]2 in between k¿ and (k + 1)¿ is less than ²L2.
Let b = max(¯21;¯22) and ¿ be such that 1 ¡ exp(¡¿b) · ²=2. For any x 2 [0;1]2,
the rate at which particles give birth to it is at most b. Therefore
P (»k¿ ¸ »t(x) at all times between k¿ and (k + 1)¿) ¸ exp(¡¿b):
Then another application of the large deviation inequality gives the desired result.
In preparation for proving (ii), we need to show that for a periodic contact
process At(¯;±) with period nD, if the average birth rate
P
¯i=n is greater than the
death rate ±, then the process dominates a discrete-time, supercritical branching
random walk when they are small in number. This implies that the process will
grow exponentially fast for a ¯nite period of time.
Lemma 3.4.4. Let At(¯;±) be a periodic contact process and ¹ At its restriction on
IT = [¡
p
T;
p
T]2, i.e., particles landed outside IT are killed. Let s > r > 0 be
given. Then when T is large, for all x;y 2 JT = [¡
p
T=2;
p
T=2]2 and t 2 [rT;sT]
Ej ¹ A
x
t(¯;±) \ (y + [0;1]
2)j ¸ exp
µ
c
Z t
0
¯(s) ¡ ± ds
¶
for some positive number c < 1 as L ! 1.41
Proof. Since Ax
t(¯;±) converges weakly to Zx
t (¯;±) by Lemma 3.3.1, it su±ces
to show the equivalent statement for ¹ Zx
t (¯;±), the restriction of Zt on IT. Let
Sx
t (¯) be a random walk that jumps at rate ¯(t) and ¹ Sx
t its restriction on IT. Let
m(t;x;A) = j ¹ Zx
t (¯;±) \ Aj be the mean number of particles in A at time t. We
claim that
m(t;x;A) = exp
µZ t
0
(¯(s) ¡ ±)ds
¶
P(¹ S
x
t (¯) 2 A):
This is true because both sides of the equation satisfy the di®erential equation
dm(t;x;A)
dt
= ¡±m(t;x;A) +
Z
m(t;x;dy)º(A ¡ y)
where º is the uniform probability measure on fy : kykp · 1g.
Since the ¯j (for j = 1:::;n) are positive numbers, one can re-scale time so
that the process becomes a random walk with constant jump rate minj ¯j. Let
t = uF(T), x = v
p
F(T) and y = w
p
F(T) with v;w 2 [¡1=2;1=2]2. Here
F(T) = O(T) is a piecewise linear function with 1 · F(T)=T · maxj ¯j. Then an
application of the invariance principle shows that ¹ Sx
t (¯) converges to a Brownian
motion in probability when time and space are properly scaled. Sending T ! 1
we have
F(T) ¢ P(¹ S
x
t (¯) 2 y + [0;1]
2) ! ¹ pu(v;w)
where ¹ pu(v;w) is the time-u transition probability of some 2-dimensional Brownian
motion from v to w that is killed outside [¡1;1]2. ¹ pu(v;w) is bounded below since
jv ¡wj · 1. Therefore for T large P(¹ Sx
t (¯) 2 y +[0;1]2) = O(T ¡1), which implies
m(t;x;A) = exp
µZ t
0
¯(s) ¡ ± ds
¶
¢ O(T
¡1)
¸ exp
µ
c
Z t
0
¯(s) ¡ ± ds
¶
for some positive number c < 1.42
In the next lemma we prove (ii). The idea is to show that, since the 1's grow
exponentially fast in the period [T1;T ¡
p
T], they can regain all possible losses
happened before time T1.
Lemma 3.4.5. Suppose N1(0;t) > L2 exp(¡T) at some time t 2 [0;D). Then as
L ! 1 we have with high probability that
(a) N1(0;T1) ¸ e¡±T1L2 exp(¡T)=2,
(b) the 1's grow exponentially fast in [T1;T ¡
p
T], and
(c) N1(0;T ¡ 2
p
T) > L2 exp(¡T=3).
Proof. For (a), suppose births for type 1 particles are not allowed before time
T1. The probability that a type 1 particle remains alive is p = e¡±T1. Another
application of the large deviation inequality for binomial gives
P(N(x;T1) · e
¡±T1L
2 exp(¡T)=2) · exp(¡e
¡±T1L
2=8) ! 0:
For (b) and (c), we want to compare the growth of type 1 particles with a
supercritical branching process. For t 2 [T1;T¡
p
T], the density of type 2 particles
inside [0;1]2 is bounded by ¹ u2 + 5² by Lemma 3.4.1. This means birth rate for
the 1's is reduced by at most a factor of ¹ u2 + 5². When they are small in number,
assumptions of Theorem 3.1.3 imply that the 1's dominate a supercritical branching
process with birth rate ¯(t) = ¯1(t)(1 ¡ ¹ u2(t) ¡ 5²).
To continue, pick ² < log(2)=(max(b11;b12)T). Then when L is large, combining
Lemmas 3.3.2 and 3.4.4 gives
N1(0;T ¡ 2
p
T) > C1L
2 exp(¡T)exp
Ã
c
Z T¡
p
T
T1
¯
1(1 ¡ ¹ u2) ¡ ± dt + ²C2T
!43
where C2 = max(b11;b12).3 Furthermore, assumption on ¯1 in Theorem 3.1.3 gives
Z T¡
p
T
T1
¯
1(1 ¡ ¹ u2) ¡ ± dt > (2D + ²
0) ¢
T ¡
p
T ¡ T1
2D
¼ (1 + ²
00)T
and therefore
N1(0;T ¡ 2
p
T) > C3L
2 exp(²
00T)
for some ²00 > 0. This means the 1's grow exponentially fast between times T1 and
T ¡
p
T, and (c) follows as T tends to 1.
To complete the proof of Theorem 3.1.3, it remains to move our particles from
[0;1]2 to
p
T +[0;1]2 and show that L2 exp(¡T) of them will live till time T. Our
last lemma shows (iii) in the list.
Lemma 3.4.6. Assuming the results of Lemmas 3.4.1 and 3.4.5, we have with
high probability that N1(
p
T + [0;T]2;T) > L2 exp(¡T) as L tends to 1.
Proof. Our proof follows a similar result in Durrett and Lanchier (2007). Suppose
N1(0;t) ¸ L2 exp(¡T=3) = ¤. Let Bm = (m=2;0) + [0;1=2]2 and
Hm;n = jfx 2 (m=2;0) + [0;1=2]
2 : »n(x) = 1gj:
If Hm; t ¸ 2e±¤ at any time t 2 (m;m + 1], the chance that a particle remains
alive at time m+1 is at least e¡±. Since these events are independent, if no births
are allowed between time m and m + 1, Hm+1;m+1 is binomially distributed with
n ¸ 2e±¤ trials and success probability e¡±. An application of the large deviation
result for the binomial
P(X · n(p ¡ z)) · exp(¡nz
2=2p)
3Technically, Lemma 3.4.4 was proved for the case when ¯(t) is piecewise con-
stant. But since ¹ u2 is piecewise continuous, one can always approximate it using
a piecewise constant function.44
then gives
P(Hm+1;m+1 · np=2) · exp(¡np=8) · exp(¡¤=4)
and therefore Hm+1;m+1 ¸ ¤ with probability that goes to 1 when T ! 1.
If Hm; t < 2e±¤ at all times between m and m + 1, the probability that a type
1 particle in Bm at time m gives birth to a particle in Bm+1 that dies after time
m + 1 is bounded below by
p0 =
1
16
e
¡±(1 ¡ e
¡¯2)(±=¯4 ¡ 2e
±¤=L
2)
where ±=¯4¡2e±¤=L2 = ±=¯4¡2exp(±¡T=3) is a lower bound on the probability
that the landing site is empty. As L ! 1, we have with high probability that
Hm+1;m+1=Hm;m ¸ p0=2. Since it takes at most 2
p
T steps for the 1's to travel a
length of
p
T, there is a time t · 2
p
T such that
N1(z;t) ¸ L
2(p0=2)
2
p
T exp(¡T=3):
Repeating the large deviation again we have with large probability that
N1(z;2
p
T) ¸ L
2(p0=2)
2
p
T exp(¡T=3)exp(¡2±
p
T)=2
¸ L
2 exp(¡T):Appendix A
Simulation results
In the appendix we present two numerical simulations to show the explicit behav-
iors of our particle system models.
A.1 Example 1
We simulate the forest ¯re model in Chapter 2 on a 300£300 square with periodic
boundary conditions. The process is started from a Bernoulli product measure. In
the pictures, green sites refer to type 1 particles (long range dispersal) and red sites
to type 2 particles (nearest neighbor). We set ¯1 = 40 and ±1 = 20, so the ¯1 : ±1
ratio is 2 : 1. We also set ½ = 1 and c1 = 0:5 in the distribution kernel p1(x;y).
Since ¸c(N2) · 2 (2 is an upper bound for the critical value of the 1-dimensional
nearest neighbor contact process), Theorem 2.1.2 requires ¯2 : ±2 to be at least
6 : 1, so we let ¯2 = 9:0 and ±2 = 1:5. Finally if the radius of a forest ¯re is equal
to 10 (so F = 20), then the ¯re rate ±0 is in the order of 20¡3 = 0:000125. We are
able to observe coexistence if we set ±0 = 0:0004.
A.2 Example 2
For the second example, we simulate the periodic competition model in Chapter 3
on a 200 £ 200 square with periodic boundary conditions. The process is started
from a Bernoulli product measure. In the pictures, green sites refer to type 1
particles and red sites to type 2 particles. The range of interaction is equal to 10,
and the parameters are equal to ¯11 = 15, ¯12 = 2, ¯21 = 2, ¯22 = 15, ± = 2:5 and
D = 1. Simple computations show p11 = p22 = 0:2187 and p12 = p21 = 0:8333.
4546
The average growth rate for both species is at least
1
2
·
¯11
µ
1 ¡
p21 + p22
2
¶
+ ¯12(1 ¡ p21)
¸
> 3:7217 > ± + 1:
Note that there is a switch in domination when we go from season 1 to season 2.47
(a) t = 10:0 (b) t = 10:2
(c) t = 10:4 (d) t = 10:6
(e) t = 10:8 (f) t = 11:0
Figure A.1: Pictures of the forest ¯re model at times t = 10:0 to t = 11:0.48
(a) t = 10:0 (b) t = 10:4
(c) t = 10:8 (d) t = 11:2
(e) t = 11:6 (f) t = 12:0
Figure A.2: Pictures of the periodic competition model at times t = 10:0 to
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