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АНАЛИЗ ГЛОБАЛЬНЫХ ЗАВИСИМОСТЕЙ  
В ГЕКСАГОНАЛЬНОМ ТАЙЛИНГЕ
Аннотация. Техника тайлинга широко применяется на практике для решения задач эффективного использо-
вания многоуровневой памяти и оптимизации обменов данными при разработке как последовательных, так и па-
раллельных программ. В работе исследуется задача получения глобальных, уровня тайлов, зависимостей. Задача 
решается в контексте применения параметризованного гексагонального тайлинга к алгоритмам с двумерной обла-
стью вычислений. Приведено формализованное определение гексагонального тайла, а также представлены крите-
рии плотного покрытия области вычислений гексагональными тайлами. Cформулировано и доказано утверждение, 
позволяющее получить все глобальные зависимости между тайлами. Построены формулы, дающие возможность 
определить множества итераций гексагональных тайлов, порождающих эти зависимости. Множества итераций, по-
рождающих глобальные зависимости, получены в виде многогранников с явным выражением их границ.
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GLOBAL DEPENDENCES IN HEXAGONAL TILING
Abstract. Tiling is a widely used technique to solve the problems of the efficient use of multilevel memory and optimize 
data exchanges when developing both sequential and parallel programs. This paper investigates the problem of obtaining 
global dependencies, i.e. informational dependencies between tiles. The problem is solved in the context of parametrized 
hexagonal tiling in application to algorithms with a two-dimensional computational domain. The paper includes a formalized 
definition of the hexagonal tile and the criteria for dense coverage of the computational domain with hexagonal tiles. Herein, 
we have formulated a statement that permits to obtain all global dependencies between tiles. Formulas are constructed for the 
determination of sets of iterations of hexagonal tiles generating these dependencies. The sets of iterations that generate global 
dependencies are obtained in the form of polyhedra with an explicit expression of their boundaries.
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Введение. Для решения задач эффективного использования многоуровневой памяти и опти-
мизации обменов данными при разработке программных продуктов на практике широко при-
меняется техника тайлинга [1–5]. Суть тайлинга состоит в увеличении зернистости алгоритма: 
множество операций алгоритма разбивается на группы-тайлы, каждый тайл рассматривается 
как зерно вычислений или макрооперация. 
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Традиционно техника тайлинга основана на использовании тайлов в форме n-мерных парал-
лелепипедов. Техника постоянно развивается, и одним из ее перспективных направлений явля-
ется идея использования тайлов гексагональной формы [6]. Применение гексагональных тайлов 
для ряда паралельных алгоритмов дает возможность оптимизировать коммуникации более эф-
фективно, чем это позволяет сделать классический тайлинг. Перспективность гексагонального 
тайлинга делает актуальной задачу разработки данной техники. Особое значение приобретает 
решение указанной задачи в рамках формализованного подхода – на базе строгого математиче-
ского аппарата. Поскольку тайлинг – это преобразование алгоритма, то математический подход 
автоматически гарантирует его корректность. Кроме того, формализация обеспечивает большую 
вариативность тайлинга и, что не менее важно, дает возможность его интеграции в компилято-
ры последовательных и параллельных программ.
Техника тайлинга предполагает последовательное решение следующих задач: определение 
конфигурации тайлов, плотное покрытие ими области вычислений алгоритма, определение гло-
бальных, уровня макроопераций-тайлов, зависимостей и, наконец, преобразование алгоритма − 
установление порядка выполнения макроопераций алгоритма и порядка выполнения операций 
внутри тайлов. В [7] предложен формализованный подход к разработке техники гексагональ-
ного тайлинга: представлено формальное определение параметризованного гексагонального 
тайлинга, а также получены необходимые и достаточные условия плотного покрытия области 
вычислений гексагональными тайлами. Настоящая статья является продолжением работы [7] 
и посвящена решению задачи определения глобальных зависимостей между гексагональными 
тайлами. Основным результатом являются формулы для определения зависимостей между тай-
лами. Кроме того, получены формальные представления множеств итераций, порождающих эти 
зависимости, в виде многогранников с явным выражением их границ.
Гексагональный тайлинг. Будем предполагать, что область вычислений алгоритма (индекс-
ное множество) V – выпуклый многоугольник, состоящий из точек 21 2( , )J J J Z∈  с целочислен-
ными координатами. Областью вычислений такого вида, например, чаще всего характеризуются 
алгоритмы (программы), заданные в виде тесновложенных гнезд циклов. Каждой операции алго-
ритма ставится в соответствие точка многомерного целочисленного пространства. Размерность 
пространства определяется глубиной вложенных циклов программы. Координаты точки, как 
правило, – это упорядоченный набор значений счетчиков циклов, при которых выполняется опе-
рация алгоритма. Множество всех таких точек образует область вычисления алгоритма. 
Основу теории гексагонального тайлинга составляет покрытие пространства Z2, в том числе 
области вычислений V, гексагональными тайлами – выпуклыми шестиугольниками с тремя па-
рами параллельных и равных сторон. В [7] представлено формальное определение гексагональ-
ного тайла как множества точек целочисленного пространства Z2 в виде
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где точки ( ) 2 ,   1 6,iJ Z i∈ ≤ ≤  являются вершинами шестиугольника (нумерация по часовой стрел-
ке), а унимодулярные матрицы H(k) и векторы ( ) ,   1,2,kR k =

 – параметрами, определяющими фор-
му и размеры гексагонального тайла. Фактически тайл образован пересечением двух параллело-
граммов, заданных двумя нижними треугольными матрицами H(k), k = 1, 2, и двумя векторами 
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Рис. 1. Гексагональный тайл T6
Fig. 1. Hexagonal tile T6
Отметим, что в определении (1) явно присутствуют не все вершины тайла. Вершины J(3) и J(6) 
присутствуют в нем неявно, как точки пересечения сторон параллелограммов. Вариант гексаго-
нального тайла, определяемого таким образом, изображен на рис. 1. 
Матрицы H(1) и H(2) составлены построчно из координат нормальных векторов ( ) ,   1 ,   2,kih i k≤ ≤

 1  i, k ≤ 2, 
прямых, на которых расположены стороны параллелограммов. Векторы (1)R

 и (2)R

 определяют 
размеры параллелограммов, в то время как матрицы H(1) и H(2) задают их форму и ориентацию на 
плоскости. Точки J(1) и J(2) являются точками привязки параллелограммов к плоскости и связаны 
равенством ( )(2) (1) 00, ,J J= + ω  где ω0 − положительный целочисленный параметр, определяю-
щий смещение параллелограмма с матрицей H(2) относительно параллелограмма с матрицей H(1) 
вдоль прямой с нормальным вектором (1)1 .h

 Значение параметра ω0 влияет на соотношение между 
длинами параллельных сторон получаемого шестиугольника-тайла. Значение смещения (0,ω0), 
при котором достигается необходимое по определению гексагонального тайла равенство его па-
раллельных сторон, определяется через параметры H(k) и ( ) ,   1,2 :kR k =

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После определения конфигурации тайлов далее необходимо осуществить покрытие ими про-
странства Z2 и, тем самым, области вычислений V. Покрытие тайлами осуществляется с полным 
сохранением их конфигурации, при этом каждый тайл получает свой уникальный идентифи-
катор (индекс) 2.glJ Z∈  Данный идентификатор необходим для определения глобальных зави-
симостей между тайлами, установления отношения соседства между ними и, в целом, порядка 
выполнения тайлов как макроопераций при конечном преобразовании алгоритма. О том, каким 
образом задаются Jgl, будет сказано ниже. 
По аналогии с традиционным тайлингом вводится понятие начальной вершины тайла. В дан-
ном случае начальной вершиной гексагонального тайла будем называть точку J(1). Начальная 
вершина фактически является точкой привязки тайла к плоскости (в пространстве Z2). Тогда, 
с формальной точки зрения, покрытие пространства Z2 тайлами вида (1) можно задать аффинной 
функцией вида
 
(1) 0 2( ) , .gl gl glJ J J PJ J Z= + ∈

 (2)
Функция вида (2) устанавливает соответствие между идентификаторами тайлов и их началь-
ными вершинами. Другими словами, данная функция для каждого тайла определяет точку его 
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привязки в пространстве Z2. Функция, задающая покрытие, характеризуется двумя параметрами 
0 2J Z∈

 и 2 2.P Z ×∈  Точка 0J

 по существу есть начальная вершина «нулевого» тайла ( 0).glJ =

 
Невырожденная матрица P является ключевым параметром, поскольку определяет положение 
тайлов относительно друг друга. Именно от выбора этой матрицы зависит плотность укладки. 
Таким образом, гексагональные тайлы вида (1) вместе с аффинной функцией (2), при выбранных 
параметрах ( ) ( ) 0,   ,   k kH R J


 и P, определяют гексагональный тайлинг в пространстве Z2. 
В соответствии с определением гексагонального тайла в виде (1) каждая вершина J  (i)(J  gl) 
шестиугольника T6(J  
gl) может быть получена из начальной вершины путем ее сдвига на вектор 
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Из данного представления следует, что если выполняется условие 
 
(2) (1)
0 02 2
(1) (2) (1) (2)
21 21 21 21
1 1
, ,
r r
Z Z
h h h h
− ω − − ω −
∈ ∈
+ +  
(3)
то координаты всех вершин гексагональных тайлов в покрытии будут иметь целочисленные ко-
ординаты. Множество всех целочисленных точек гексагонального тайла (1) с учетом определен-
ных выше параметров тайлинга теперь может быть представлено в виде
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или в развернутом виде с явным определением границ 
{
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Плотные покрытия. Для преобразования алгоритма посредством техники тайлинга необ-
ходимо получить плотное покрытие тайлами области вычислений. Пусть конфигурация гекса-
гональных тайлов задана в соответствии с определением (1), причем параметры тайлинга допол-
нительно удовлетворяют условию (3). В работе [7] для такого вида тайлов представлено решение 
задачи плотного покрытия, которое заключается в нахождении матрицы P, обеспечивающей по-
средством отображения вида (2) плотную укладку тайлов на плоскости. 
118  Proceedings of the National Academy of Sciences of Belarus. Рhysics and Mathematics series, 2020, vol. 56, no. 1, рр. 114–126
Определение 1. Покрытие пространства Z2, а следовательно, и области вычислений 
V ⊂ Z2, непересекающимися тайлами, будем называть плотным, если для любой точки J ∈ Z2 
существует единственный тайл в покрытии, которому эта точка принадлежит.
Формализованное решение задачи плотной укладки непосредственно зависит от выбора на-
правлений идентификации тайлов индексами J  gl. Направления идентификации тайлов, в свою 
очередь, определяют порядок выполнения операций конечного алгоритма на уровне макроопе-
раций. Выбор направлений осуществляется с использованием понятия соседства на множестве 
тайлов. 
Зафиксируем векторы (1) (1)1 2,  ξ ξ
 
 и (2)2ξ

 с координатами, по модулю не превосходящими еди-
ницы, и такие, что (2) (1) (1)2 1 2 .ξ = ξ − ξ
  
Определение 2. Соседними к заданному тайлу T6(J  
gl) будем называть тайлы ( )(1)6 1 ,glT J + ξ

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 и ( )(2)6 2 ,glT J + ξ

 начальные вершины которых удовлетворяют условиям
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Данное определение фактически устанавливает, что соседними к текущему тайлу T6(J  
gl) яв-
ляются ближайшие тайлы по направлениям (1) (1)1 2,  ξ ξ
 
 и (2)2ξ

 на множестве индексов тайлов. При 
этом направления, определяющие соседние тайлы, связаны с нормальными векторами прямых, 
на которых лежат стороны тайла. В плотных покрытиях соседние тайлы являются граничными 
к текущему в направлениях (1) (1)1 2,  h h
 
 и (2)2 .h

 
Существует множество вариантов идентификации тайлов, обусловленных разнообразием 
связей направлений ( )ijξ

 с нормалями ( ) .ijh

 В свою очередь решение задачи плотной укладки за-
висит от конкретного ее выбора. Далее выберем и зафиксируем один из вариантов идентифика-
ции: (1) (1)1 2 21 2,   e e eξ = + ξ =
 
 и (2) 12 ,eξ =

 где e1 и e2 − единичные векторы в пространстве Z
2. Таким 
образом, соседними тайлами, лежащими в покрытии в направлениях (1) (1)1 2,  h h
 
 и (2)2 ,h

 будем по-
лагать ближайшие тайлы, находящиеся в направлениях e1 + e2, e2 и e1 на множестве индексов J  
gl. 
С учетом вида функции покрытия (2), условия (5) при таком выборе векторов ( )ijξ

 приводят в со-
вокупности к системе уравнений, решением которой является матрица P в параметризованном 
виде
 ( )
(1)
1
(2) (2) (1) (1) (1)
21 2 2 21 1
.
p r p
P
h p r r h r p
 −
 =
 − − −   
(6)
Параметризованность матрицы P вида (6) приводит к наличию множества вариантов уклад-
ки гексагональных тайлов. Варианты укладок приведены на рис. 2. В работе [7] показано, что 
множество вариантов укладок для тайлов с целочисленными координатами вершин включает 
в себя только два варианта плотной укладки (рис. 2, b, c). Значения параметра p, соответствую-
щие этим укладкам, обозначены как p0 и p1.
Утверждение 1 [7]. Пусть параметры гексагонального тайла удовлетворяют услови-
ям (3), направления идентификации тайлов определяются векторами (1) (1)1 2 21 2,   e e eξ = + ξ =
 
 
и (2) 12 ,eξ =

 а покрытие тайлами пространства Z2 определяется функцией вида (2). Тогда, при 
сделанных предположениях, укладка тайлов определяется матрицей P вида (6), причем для то-
го, чтобы укладка была плотной, необходимо и достаточно, чтобы параметр p принимал зна-
чение ( ) ( )(2) (1) (2)0 02 21 211 /p r h h= − ω − +  либо ( ) ( )(2) (1) (2)1 02 21 211 / 1.p r h h= − ω − + +
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                   a                                                  b                                                c                                                d
Рис. 2. Варианты покрытий гексагональными тайлами: a – неплотная укладка (p > p1); b – плотная укладка (p = p1); 
c – плотная укладка (p = p0); d – неплотная укладка (p < p0)
Fig. 2. Ways of coverage by hexagonal tiles: a – nondense coverage (p > p1); b – dense coverage (p = p1);  
c – dense coverage (p = p0); d – nondense coverage (p < p0)
Таким образом, в соответствии с утверждением, для тайлов с целочисленными координатами 
вершин существует ровно два варианта плотного покрытия пространства Z2. Необходимо отме-
тить, что полученный критерий плотности укладки характерен только для указанного в утверж-
дении варианта идентификации тайлов. Вид матрицы P и значения параметра p, задающие плот-
ное покрытие, индивидуальны для каждого выбора направлений идентификации тайлов.
Векторы глобальных зависимостей. Согласно технике тайлинга, после установления 
конфигурации тайлов и плотного покрытия ими области вычислений алгоритма необходимо 
решить следующую задачу – определить векторы глобальных зависимостей между тайлами. 
Нахождение этих зависимостей требуется для установления порядка выполнения операций ал-
горитма на уровне макроопераций-тайлов, а также для установления и организации обменов 
данными между процессорами в случае параллельной реализации алгоритма. 
Для случая тайлов формы параллелепипеда задача получения глобальных зависимостей 
между тайлами и определения множеств итераций тайлов, порождающих эти зависимости, ре-
шена в [4, 5]. Подход к получению глобальных зависимостей, предложенный в этих работах, 
используется с обобщением на случай гексагональных тайлов и в настоящей статье.
Каждый вектор зависимостей ϕ ∈ Ф исходного алгоритма может порождать несколько векто-
ров глобальных зависимостей φgl между тайлами. Множество всех таких векторов для фиксиро-
ванного ϕ ∈ Ф будем обозначать .glϕΦ  Формально оно определяется следующим образом:
 { }
2
6 6( ) , ( ) , 0 .
gl gl gl gl gl glZ J T J V J T J VϕΦ = ϕ ∈ ∈ ⊆ + ϕ∈ + ϕ ⊆ ϕ ≠  
(7)
Таким образом, задача определения глобальных зависимостей между тайлами сводится 
к получению множеств glϕΦ  для каждого из векторов ϕ ∈ Ф. Построение множеств 
gl
ϕΦ  будем 
осуществлять, оперируя системами неравенств, которые порождаются определением (7) и свя-
зывают координаты глобальных векторов зависимостей с координатами векторов зависимостей 
ϕ ∈ Ф, параметрами тайлинга, индексами тайлов и точками области вычислений. 
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Используя определение (4) гексагонального тайла и функцию покрытия тайлами простран-
ства Z2 вида (2), множество glϕΦ  можно представить в следующем виде:
{ ( )2 (1) (1) (1)|0 ( ) 1,gl gl glZ H J J J RϕΦ = ϕ ∈ ≤ − ≤ − 
( )(1) (1) (1) (1) (1)( ) ( ) 1 ( ),gl gl glH P H J J J R H Pϕ − ϕ ≤ − ≤ − + ϕ − ϕ  
( )(2) (2) (1) (2) (2)0 0(0, ) ( ) 1 (0, ),glH H J J J R Hω ≤ − ≤ − + ω  
  (2) (2) (2) (1) (2) (2) (2)0 0(0, ) ( ) ( ) 1 ( ) (0, ),  0 .gl gl gl glH H P H J J J R H P H              
Обозначим через A+

 ( )A−

 вектор, полученный из вектора ,A

 обнулением всех его отрицатель-
ных (соответственно положительных) координат. Тогда каждая пара двойных неравенств в при-
веденном выше представлении множества glϕΦ  может быть заменена одним соответствующим 
неравенством:
 
( ){ ( ) ( )
( ) ( )
( ) }
2 (1) (1) (1) (1) (1)
(2) (2) (2) (1)
0
(2) (2) (2)
0
( ) ( ) 1 ( ) ,
(0, ) ( ) ( )
1 (0, ) ( ) , 0 .
gl gl gl gl gl
gl gl
gl gl
Z H P H J J J R H P
H H P H J J J
R H H P
ϕ
+ −
+
−
Φ = ϕ ∈ ϕ − ϕ ≤ − ≤ − + ϕ − ϕ
ω + ϕ − ϕ ≤ − ≤
≤ − + ω + ϕ − ϕ ϕ ≠


 
(8)
С целью обобщения дальнейших выкладок по построению множеств glϕΦ  сразу для двух ви-
дов плотной укладки тайлов обозначим через Pi матрицу P при значениях параметра p = pi, i = 0, 1 
(в соответствии с утверждением 1, 0 ,   0,1ip p i i= + = ).
Исходя из представления (8), для того чтобы множество glϕΦ  не было пустым, необходимо 
выполнение условий 
 
( ) ( ) ( )1 ( ) 1,    1,2.k k gl kR H P R k− + ≤ ϕ − ϕ ≤ − =
  
 (9)
Переходя в формулировке условия (9) к координатной записи, с учетом соотношений 
 
( ) ( )
( )( ) ( )
(2) (1) (2) (1) (2)
02 21 21 21 21
(1) (1) (2) (1) (1) (2)
02 21 21 1 21 21
1 ,
1 (1 ) ,
i
i
r h h p i h h
r h h r p i h h
− + = ω + − +
− + − = ω + − − +
 
(10)
которые следуют из определения параметров pi, i = 0, 1, в утверждении 1 и определения параме-
тра ω0, получим эквивалентную систему из трех неравенств
( ) ( )
( ) ( )( )( )
( ) ( )( )
(1) (1) (1) (1)
1 1 1 2 1 1
2(1) (1) (1) (1) (1)
02 21 21 1 2 2 2 2
(2) (2) (1) (2) (2) (2)
02 2 1 21 21 2 2 2
1 1,
1 1 1,
1 1 (1 ) 1.
gl gl
i i
gl gl
gl gl
r p r p h r
r i h h r h r
r r i h h h r
− − ≤ ϕ + − ϕ − ϕ ≤ −
− − ≤ − ω + − + ϕ + ϕ − ϕ ≤ −
− − ≤ ϕ − ω + − − + ϕ − ϕ ≤ −



Выражая в неравенствах первую координату 1
glϕ  вектора глобальной зависимости φgl, получим
( ) ( ) ( ) ( ) ( ) ( )
(1) (1) (1) (1) (1) (1)
1 1 2 1 1 1 2 11 1
2 1 2
1 1
,
gl gl
i igl gl gl
i i
h r p r h r p r
A A
p p
− +
ϕ ϕ
ϕ − − ϕ − − ϕ − − ϕ + −
ϕ = ≤ ϕ ≤ = ϕ
 
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( ) ( )( )
( )
( ) ( )
(1) (1) (1) (1) (1) (1)
2 2 2 2 2 2 2 22 2
2 1 2(1) (2) (1) (2)
0 021 21 21 21
1 1
,
1 1
gl gl
gl gl gl
h r r h r r
A A
i h h i h h
− +
ϕ ϕ
− ϕ + ϕ − − − ϕ + ϕ + −
ϕ = ≤ ϕ ≤ = ϕ
ω + − + ω + − +
 
( )
( )( )( ) ( )(2) (1) (2) (2)02 21 21 2 23
2 1(2)
2
1 1 1gl
gl gl
h i h h r
A
r
−
ϕ
ϕ + ω + − − + ϕ − −
ϕ = ≤ ϕ ≤

 
( )( )( ) ( ) ( )
(2) (1) (2) (2)
02 21 21 2 2 3
2(2)
2
1 1 1
.
gl
gl
h i h h r
A
r
+
ϕ
ϕ + ω + − − + ϕ + −
≤ = ϕ

Из этих неравенств следует ограничение для первой координаты 1
glϕ  глобальных векторов зави-
симостей, порождаемых вектором ϕ ∈ Ф,
( ) ( ) ( )( ) ( ) ( ) ( )( )1 2 3 1 2 32 2 2 1 2 2 2max , , min , , .gl gl gl gl gl gl glA A A A A A− − − + + +ϕ ϕ ϕ ϕ ϕ ϕ           ϕ ϕ ϕ ≤ ϕ ≤ ϕ ϕ ϕ             (11)
Необходимое требование для существования целочисленных решений 1 ,
gl Zϕ ∈  определяе-
мых неравенством (11), задается условиями
   2 2 ,    1 ,    3,    ,gl gli jA A i j i j       
из которых следуют ограничения для второй координаты 2
glϕ  глобальных векторов зависимо-
стей, порождаемых вектором ϕ ∈ Ф. Так из условий ( ) ( )1 22 2gl glA A− +ϕ ϕϕ ≤ ϕ  и ( ) ( )2 12 2gl glA A− +ϕ ϕϕ ≤ ϕ
следует ограничение 1,2 1,22 ,
glA A− +ϕ ϕ≤ ϕ ≤  из условий ( ) ( )1 32 2gl glA A− +ϕ ϕϕ ≤ ϕ  и ( ) ( )3 12 2gl glA A− +ϕ ϕϕ ≤ ϕ
следует ограничение 1,3 1,32 ,
glA A− +ϕ ϕ≤ ϕ ≤  а из условий ( ) ( )2 32 2gl glA A− +ϕ ϕϕ ≤ ϕ  и ( ) ( )3 22 2gl glA A− +ϕ ϕϕ ≤ ϕ
следует ограничение 2,3 2,32 ,
glA A− +ϕ ϕ≤ ϕ ≤  где
( )( )( ) ( )( )( ) ( )( )
( ) ( )( )
(1) (2) (1) (1) (1) (2) (1) (1)
0 021 21 1 2 21 21 1 21,2
(1) (1) (1) (2)
02 1 21 21
1 1 1 1
,
1
i i
i i
i h h h p h i h h r p r
A
p r r p i h h
±
ϕ
ω + − + + ϕ ± ω + − + − + −
=
+ − ω + − +
 
 
( ) ( ) ( )( )
( )( )( ) ( )
(2) (1) (2) (2) (1) (2)
2 1 2 2 1 21,3
(1) (2) (2) (1)
0 21 21 2 1
1 1
,
1 1
i i
i i
r h p h r r p r
A
p i h h r r p
±
ϕ
− ϕ ± − + −
=
ω + − − + + −
 
 
( )( )( ) ( )( )( ) ( )( )
( ) ( )( )
(1) (2) (2) (2) (1) (1) (2) (2) (2) (1)
0 021 21 2 2 2 21 21 2 2 22,3
(1) (2) (1) (2)
0 02 2 21 21
1 1 1 1
.
1 1
i h h h r h i h h r r r
A
r r h h
±
ϕ
ω + − + + ϕ ± ω + − + − + −
=
− ω + ω + − +
 
С учетом соотношений (10) и равенства ( )(1) (2) (1) (1) (2)2 2 1 21 21h h h h h+ = +
  
 (как следствия из опре-
деления параметров тайлинга), имеет место соотношение, связывающее знаменатели дробей 
1,2 1,3,  A A± ±ϕ ϕ  и 2,3 :A 
( )( )( ) ( )(1) (2) (1) (2) (1) (2)0 02 2 21 21 21 21( 1) 1 /r r h h h h− ω + ω + − + + =
 
( )( ) ( ) ( ) ( )( )(1) (2) (2) (1) (1) (1) (1) (2)0 021 21 2 1 2 1 21 211 (1 ) 1 ;i i i ip i h h r r p p r r p i h h= ω + − − + + − = + − ω + − +
соотношение, связывающее коэффициенты при векторе зависимостей φ
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( )( )( ) ( )
( )( )
(1) (2) (2) (2) (1) (1) (2) (2) (1) (2)
0 21 21 2 2 2 21 21 2 1 2
(1) (2) (1) (1)
0 21 21 1 2
1 /
1 ;
i
i
i h h h r h h h r h p h
i h h h p h
ω + − + + + = − =
= ω + − + +
   
 
а также равенство
( )( )( ) ( )( ) ( ) ( ) ( )( (1) (2) (2) (2) (1) (1) (2) (2) (1) (2)0 21 21 2 2 2 21 21 2 1 2min 1 1 1 / , 1 1 ,ii h h r r r h h r r p rω + − + − + − + − + −  
( )( )( ) ( )) ( )( )( ) ( )(1) (2) (1) (1) (1) (2) (1) (1)0 021 21 1 2 21 21 1 21 1 1 1 1 1 .i ii h h r p r i h h r p rω + − + − + − = ω + − + − + −
Из этих соотношений следуют равенства
( ) ( )1,2 1,3 2,3 1,2 1,2 1,3 2,3 1,2max , , ,    min , , .A A A A A A A A− − − − + + + +ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ               = =               
Таким образом, неравенство
( ) ( )1,2 1,3 2,3 1,2 1,3 2,32max , , min , ,glA A A A A A− − − + + +ϕ ϕ ϕ ϕ ϕ ϕ           ≤ ϕ ≤           
для определения целочисленных значений второй координаты 2
gl Zϕ ∈  принимает вид
 
( ) ( )( )( ) ( )( )
( ) ( )( )
( ) ( )( )( ) ( )( )
(2) (1) (2) (1) (2) (1) (1)
02 1 2 21 21 1 2 1,2
2(1) (1) (1) (2)
02 1 21 21
(2) (1) (2) (1) (2) (1) (1)
02 1 2 21 21 1 21,2
(1)
2 1
1 1 1
1
1 1 1
i i
gl
i i
i i
i
r h p h i h h r p r
A
p r r p i h h
r h p h i h h r p r
A
p r r
−
ϕ
+
ϕ
 − ϕ − ω + − + − + −   = ≤ ϕ ≤   + − ω + − +  
− ϕ + ω + − + − + −
 ≤ =  +
 
 
( ) ( )( )(1) (1) (2)0 21 21
,
1ip i h h
 
 
 
− ω + − +    
(12)
а в целом справедливо 
Утверждение 2. Пусть параметры гексагонального тайлинга заданы в соответствии 
с определением (1) и удовлетворяют условию (3), направления идентификации тайлов опреде-
ляются векторами (1) (1)1 2 21 2,   e e eξ = + ξ =
 
 и (2) 12 ,eξ =

 а покрытие тайлами области вычислений 
алгоритма, заданное функцией вида (2), является плотным. Тогда координаты глобальных век-
торов зависимостей ( ) 21 2, ,gl glgl Zϕ = ϕ ϕ ∈  порождаемых вектором зависимостей ϕ ∈ Ф, удов-
летворяют условиям (11) и (12).
Векторы зависимостей ϕ ∈ Ф связывают информационно зависимые операции (итерации) ал-
горитма. В случае, когда информационно зависимые операции принадлежат разным тайлам, по-
рождаются глобальные зависимости между тайлами. В следующем разделе приведено описание 
множеств операций алгоритма, которые обусловливают появление глобальных зависимостей.
Множество итераций алгоритма, порождающих зависимости между гексагональными 
тайлами. При разработке параллельных приложений для систем с распределенной памятью су-
ществование зависимостей между тайлами означает необходимость выполнения соответствую-
щих коммуникаций при выполнении параллельной программы. Из этого следует необходимость 
определения множества точек тайла, операции которых информационно связаны с операциями, 
приписанными точкам других тайлов. 
Пусть область вычислений алгоритма представлена в виде 
 { } { }
2 2 ( , , ) ( , , ) ,V J Z LJ I J Z F L I J J F L I J+ −= ∈ ≥ = ∈ ≤ ≤
 
(13)
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где целочисленная матрица 2  mL Z ×∈ и целочисленный вектор I ∈ Zm являются параметрами, 
определяющими область вычислений; функции ( , , )F L I J+  и ( , , )F L I J−  задают границы изме-
нения циклов (в представлении алгоритма в виде гнезд циклов) и явно или неявно зависят от па-
раметров L, I области вычислений и координат точки J ∈ V с меньшими номерами.
Для каждого гексагонального тайла T6(J  
gl) в плотном покрытии области вычислений V, век-
тора зависимости ϕ ∈ Ф и порождаемого им глобального вектора зависимости gl glϕϕ ∈Φ  опреде-
лим следующие два множества точек:
{ }26 6 6,( ) ( ) , ( )glloc gl in gl gl glV J J Z J T J V J T J Vϕ ϕ = ∈ ∈ − ϕ∈ − ϕ 
– множество точек гексагонального тайла T6(J  
gl), принадлежащих области вычислений алгоритма 
и информационно зависимых от точек области вычислений, принадлежащих тайлу T6(J  
gl – φ gl); 
{ }26 6 6,( ) ( ) , ( )glloc gl out gl gl glV J J Z J T J V J T J Vϕ ϕ = ∈ ∈ + ϕ∈ + ϕ 
– множество точек гексагонального тайла T6(J  
gl), операции которых непосредственно влияют на 
результат выполнения операций, соответствующих точкам J + φ тайла T6(J  
gl + φ gl).
Из представления области вычислений V в виде (13) следует, что требование J ∈ V, J + ϕ ∈ V, 
равносильно условию J ∈ V  + ϕ, где
{ } { }2 2| , | ( )V J Z LJ I LJ I L J Z LJ I L+ϕ −= ∈ ≥ ≥ − ϕ = ∈ ≥ − ϕ =  
   2 | , ( ) , , ( ) , .J Z F L I L J J F L I L J         
В соответствии с приведенными определениями имеет место равенство
 
6 6
, ,
( ) ( ) ,gl gl
loc gl in loc gl outV J V J
ϕ ϕ −ϕ −ϕ
=
 
(14)
поэтому достаточно иметь формальное представление только одного из этих множеств. 
Множество 6
,
( ) gl
loc gl outV J
ϕ ϕ
 состоит из точек J ∈ Z2, удовлетворяющих одновременно услови-
ям 6,  ( )
glJ V J T J+ϕ∈ ∈  и 6 ( ).gl glJ T J+ ϕ∈ + ϕ Принадлежность точек J, J + ϕ ∈ V соответствен-
но гексагональным тайлам T6(J
gl) и T6(J
gl + φgl) при плотном покрытии определяется неравенства-
ми в представлении (8) множества глобальных зависимостей .glϕΦ  Переходя в этих неравенствах 
к покоординатной записи и выражая координаты точки J, получим
( ) ( )(1) (1) (1) (1) (1)11 1 1 1 1( ) ( ) 1 ( ) ( ),gl gl gl glh P J J J r h P J J+ −ϕ − ϕ + ≤ ≤ − + ϕ − ϕ +
 
 
( ) ( )(1) (1) (1) (1) (1) (1) (1)(1) (1)1 2 12 2 21 21 2 2 2( ) ( ) 1 ( ) ( ) ,gl gl gl glh P h J J h J J h J r h J J h P+ −ϕ − ϕ + − ≤ ≤ − + − + + ϕ − ϕ
   
 
( )
( )
(2) (2) (2) (2)(1)
1 0 221 2 2 2
(2) (2) (2)(1)
1 021 2 2
1 ( ) ( )
( ) ( ) .
gl gl
gl gl
h J r h J J h P J
h J h J J h P
−
+
+ ω − + − − ϕ − ϕ ≤ ≤
≤ + ω − − ϕ − ϕ
 
 
Для того чтобы вторая координата J2 удовлетворяла обоим неравенствам и определялась как
( )(
( ) )
(1) (1) (1) (2) (2)(1)
1 1 02 2 21 21 2
(2) (2)(1)
22 2
max ( ) ( ) , 1
( ) ( )
gl gl
gl gl
h P h J J h J h J r
h J J h P J
+
−
ϕ − ϕ + − + ω − + −
− − ϕ − ϕ ≤ ≤
 
 
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 
  
(1) (1) (1) (1) (2)(1)
1 1 021 2 2 2 21
(2) (2)(1)
2 2
min 1 ( ) ( ) ,
( ) ( ) ,
gl gl
gl gl
h J r h J J h P h J
h J J h P


          
   
 
 
необходимо, чтобы выполнялись условия
( ) ( )(1) (1) (1) (2) (2) (2)(1) (1)1 1 02 2 21 21 2 2( ) ( ) ( ) ( ) ,gl gl gl glh P h J J h J h J h J J h P+ +ϕ − ϕ + − ≤ + ω − − ϕ − ϕ
   
 
 
 
(2) (2) (2) (2)(1)
1 021 2 2 2
(1) (1) (1) (1)(1)
121 2 2 2
1 ( ) ( )
1 ( ) ( ) ,
gl gl
gl gl
h J r h J J h P
h J r h J J h P


        
       
 
 
которые, в свою очередь, порождают дополнительное ограничение на первую координату J1
( ) ( )(1) (2) 02 2(1) (1) (1)
11 1 1(1) (2)
21 21
( ) ( )
( ) ( ) 1
gl gl
gl gl
h P h P
J J J J J r
h h
+ +
ϕ − ϕ + ϕ − ϕ − ω
+ ≤ ≤ + − +
+
 
 
( ) ( )(1) (2) 02 2
(1) (2)
21 21
( ) ( )
.
gl glh P h P
h h
− −
ϕ − ϕ + ϕ − ϕ + ω
+
+
 
Из полученных неравенств, фактически определяющих границы изменения координат точек 
множества 6
,
( ) ,gl
loc gl outV J
ϕ ϕ
 следует представление этого множества в виде
{ }6 1 1 1 2 2 2,( ) , ,glloc gl out l r l rV J J V B J B B J B+ϕϕ ϕ = ∈ ≤ ≤ ≤ ≤
где
( )
( ) ( ) ( )( )( ) ( )
(1)
1 1
(1) (2) (1) (2) (1) (2)
02 2 2 2 21 21max ( ) ( ) , ( ) / ,
l gl
gl gl gl
B J J
h P h P h h P h h
+ + +
= +
+ ϕ − ϕ + ϕ − ϕ − ω + ϕ − ϕ +
   
( ) ( ) ( )( )( ) ( )
(1) (1)
1 1 1
(1) (2) (1) (2) (1) (2)
02 2 2 2 21 21
1 ( )
min ( ) ( ) , ( ) / ,
r gl
gl gl gl
B r J J
h P h P h h P h h
− − −
= − + +
+ ϕ − ϕ + ϕ − ϕ + ω + ϕ − ϕ +
   
 
 
  
(1)
2 2
(1) (1) (1) (2) (2) (2)(1) (1)
1 1 02 21 21 2 2 2
max ( )
( ) , 1 ( ) ( ) ,
l gl
gl gl gl
B h P
h J J h J h J r h J J h P


    
         

  
 

    
(1) (1) (1) (1)
2 121 2 2
(1) (2) (2) (2)(1)
1 02 21 2 2
min 1 ( )
( ) , ( ) ( ) .
r gl
gl gl gl
B h J r h J J
h P h J h J J h P
 
     
        

  
Множество 6
,
( ) gl
loc gl gl inV J
ϕ ϕ
+ ϕ  может быть получено из соотношения (14):
 6 1 1 1 2 2 2,( ) , ,glloc gl gl in l r l rV J J V С J С С J С        
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где
         
         
(1)
1 1
(1) (2) (1) (2) (1) (2)
02 2 2 2 21 21
(1) (1)
1 1 1
(1) (2) (1) (2) (1) (2)
02 2 2 2 21 21
( ) ( ) ( )
( )
( )
min , / ,
1 ( )
max , /( ) ( ) ,
gl gl gl
gl g
l gl gl
r g
l g
l gl
l
С J J P
h h h h h h
С r
P P P
J J P
h h h h hP hP P
  
  
   
     
     

     
         
   
   
   
    
   
(1) (1) (1)(1)
2 12 2 21
(2) (2) (2) (2)(1)
1 021 2 2 2
(1) (1) (1) (1)(1)
2 121 2 2 2
(2) (2) (1)
1 021 2
max ( ) ,
1 ( ) ,
min 1 ( ) ,
( )
( )
( )
( )
gl
gl
g
l gl gl
gl gl
r gl gl l
gl
С h h J J P h J
h J r h J J P h
С h J r h J J P h
h J h J
P
P
J
P



     
       
       
  
 
  
  
 
 
 
     (2)2 ( ) .gl glPP h    

Полученные в данной работе результаты могут быть использованы для оптимизации как по-
следовательных, так и параллельных алгоритмов, ориентированных на реализацию на вычисли-
тельных системах с распределенной памятью.
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