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Abstract
We develop efficient techniques for the non-rigid registration of medical images by
using representations that adapt to the anatomy found in such images.
Images of anatomical structures typically have uniform intensity interiors and
smooth boundaries. We create methods to represent such regions compactly using
tetrahedra. Unlike voxel-based representations, tetrahedra can accurately describe
the expected smooth surfaces of medical objects. Furthermore, the interior of such
objects can be represented using a small number of tetrahedra. Rather than describing
a medical object using tens of thousands of voxels, our representations generally
contain only a few thousand elements.
Tetrahedra facilitate the creation of efficient non-rigid registration algorithms
based on finite element methods (FEM). We create a fast, FEM-based method to
non-rigidly register segmented anatomical structures from two subjects. Using our
compact tetrahedral representations, this method generally requires less than one
minute of processing time on a desktop PC.
We also create a novel method for the non-rigid registration of gray scale images.
To facilitate a fast method, we create a tetrahedral representation of a displacement
field that automatically adapts to both the anatomy in an image and to the displace-
ment field. The resulting algorithm has a computational cost that is dominated by
the number of nodes in the mesh (about 10,000), rather than the number of voxels in
an image (nearly 10,000,000). For many non-rigid registration problems, we can find
a transformation from one image to another in five minutes. This speed is important
as it allows use of the algorithm during surgery.
We apply our algorithms to find correlations between the shape of anatomical
structures and the presence of schizophrenia. We show that a study based on our
representations outperforms studies based on other representations. We also use
the results of our non-rigid registration algorithm as the basis of a segmentation
algorithm. That algorithm also outperforms other methods in our tests, producing
smoother segmentations and more accurately reproducing manual segmentations.
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Chapter 1
Introduction
Advances in non-invasive imaging have revolutionized surgery and neuroscience. Imag-
ing techniques such as magnetic resonance imaging (MRI) and computed tomography
(CT) scanning yield three-dimensional images of the insides of living subjects. This
information allows physicians to diagnose and plan treatment without opening the
patient or to carefully plan surgery to avoid important anatomy. Additionally, re-
searchers can use these images to investigate anatomical structures in living patients,
rather than in cadavers. In fact, not only can scientists investigate the structure
of anatomy, but through techniques such as functional magnetic resonance imaging
(fMRI), they can infer the function of anatomy.
Neuroscientists and clinicians have created a demand for medical image process-
ing tools. One example is the desire for tools that automatically register three-
dimensional images such as those in Figure 1-1. Physicians sometimes look for changes
between two images by overlaying them. However, because of differences in patient
positioning during each image acquisition, images generally need to be aligned be-
fore being compared. Physicians would like to avoid the somewhat tedious process
of manual registration. Instead, they prefer an automatic way to register volumetric
images.
In many cases, even after alignment, simply overlaying two images is not sufficient
to compare them. For example, a common procedure to detect tumors in the liver is
to inject an agent into a patient that preferentially enhances tumors in MRI images.
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Figure 1-1: From left to right: A slice through a three-dimensional CT of a human
head; a slice through a three-dimensional MRI (T2) of the same subject; a checker-
board visualization of the two images overlaid; a checkerboard visualization of the
two images overlaid after a manual registration. Without registration (center right)
the nose and ears and eyes are clearly not registered properly. It is therefore difficult
to compare the images by overlaying them. The manual rigid registration (right)
makes comparing the images much easier.
To decide if a region contains tumor, doctors will compare two images in time and see
if that region becomes brighter. However, as the liver expands and contracts upon
breathing [Ros02], the regions move and deform. Thus, overlaying two images of the
same liver at different points in the breathing cycle makes comparing the two images
difficult. In order to readily make that comparison, one would like to non-rigidly
register the images. Non-rigid registration is the process of registering two images
while allowing the images to deform into each other.
Not only is non-rigid registration useful in comparing images of the same subject,
it is useful in comparing images of different subjects. Physicians are interested in
comparing images of different subjects to find differences in anatomy due to biological
processes such as aging or disease. For example, there is evidence that the size
and shape of some anatomical structures in the brain correlate with the presence or
absence of schizophrenia [SKJ+92]. One way to compare anatomical structures across
subjects is to use non-rigid registration. An example of anatomical structures to be
compared is shown in Figure 1-2.
Non-rigid registration has another important application other than comparing
images; it is also used to map information from one image to another. This second
application is of particular importance for intra-operative imaging. Intra-operative
18
Figure 1-2: The surfaces of four left thalami. The examples were taken from subjects
in a study trying to correlate the presence of schizophrenia with the shape of the
thalamus. Note the differences in size between the thalami, as well as the difference in
the shape of the "hook-shaped" part of the thalamus (the lateral geniculate nucleus).
The left thalamus is a structure in the left part of the brain.
imaging is the process of acquiring new images during surgery. These images give
surgeons updated information about the location of deforming tissues. Unfortu-
nately, intra-operative images are often of lower quality than pre-surgical images'.
Additionally, while physicians have time to annotate pre-operative data with surgi-
cal path planning and segmented structures, they rarely have time to stop surgery
and annotate intra-operative data. An example of the need to map information onto
intra-operative data is shown in Figure 1-3 for the case of a prostate surgery. The
major zones of the prostate have carefully been identified in an image taken weeks
before surgery (left). Physicians are would like to target the peripheral zone in the
prostate because they believe it is the source of cancer growth. Unfortunately, the
intra-operative image (right) does not have sufficient contrast to view the separate
zones. This surgery would benefit from updated information on the location of the
peripheral zone; that information could be obtained using non-rigid registration.
While surgeons could benefit greatly by non-rigidly mapping augmented, high-
contrast, pre-operative data to intra-operative data, in practice non-rigid registration
is rarely used during surgery. Most non-rigid registration algorithms require several
'The lower quality results partly from the fact that during surgery, physicians are unwilling to
wait the long periods necessary to obtain high contrast images. Also important is that in order
to make surgery and imaging compatible, intra-operative imaging equipment can be less sensitive
than typical imaging equipment. For example, intra-operative MRI imagers use significantly lower
magnetic fields than normal imaging magnets, resulting in lower contrast images.
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Figure 1-3: Left: pre-operative image of a male pelvis. The prostate central zone has
been outlined in blue; the prostate peripheral zone has been outlined in red. Right:
image taken just before surgery commences. In the right image, the peripheral zone
is difficult to see. Physicians would benefit by knowing its location. They could
obtain that information by non-rigidly registering the pre-operative image (left) to
the inter-operative image (right).
hours to complete, making them unusable during surgery.
In summary, neuroscientists and clinicians have created a demand for medical
image processing tools. One such tool is non-rigid registration which is useful for
comparing images across subjects, in comparing images of the same subject, and
in general mapping information from one image to another. It is our goal to make
contributions to the field of non-rigid registration of three-dimensional images. In
particular, we will develop methods to compare anatomical structures across subjects
and to make a non-rigid registration algorithm that is fast enough to be used during
surgery.
1.1 Motivating Concepts
To create efficient non-rigid registration algorithms, we note that in many fields of
research, the use of a representation that is related to the structure of a problem
leads to compact descriptions and efficient algorithms. For example, variations in
camera images can be dominant in any direction. Freeman found that by using filters
that could be aligned to the direction of variation, he could make far more compact
descriptions of the image and more effective algorithms based on that representation
[Fre92]. As another example, when solving Maxwell's equations, the potential due to
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---- .......
Figure 1-4: Left: Slice through a voxel representation of a prostate. Center Left:
Surface of a voxel representation of a prostate. The region encompasses 80,000 voxels.
Center Right: Surface of a tetrahedral mesh representation of a prostate using 3500
tetrahedra. Right: thin slice through the mesh. The representation using tetrahedra
is roughly 20 times smaller and better represents the expected smooth surface of the
anatomy.
a source of charge varies quickly close to the source, and slowly far away. Multipole
methods effectively use representations that are adapted to this rate of variation
[Phi97]. By using such representations, multi-pole methods for solving Maxwell's
equations can be made much more computationally efficient than other methods.
In medical images, the primary structure is due to anatomy. We believe that
using representations that conform to the shapes of anatomical images will lead to
compact representations of data, as well as efficient algorithms. We therefore begin
by developing compact representations of anatomical objects using tetrahedra. Those
tetrahedra will facilitate the creation of efficient finite element based methods to non-
rigidly align medical images.
1.2 Compact Representations of Anatomical Struc-
tures
Images of anatomical structures frequently have uniform intensity interiors and smooth
surfaces. A typical medical object is segmented and then described using tens of thou-
sands of voxels, with each voxel storing redundant data (a voxel is the name given
to a point in a three-dimensional image). Such regions are inefficiently described
21
using a uniform grid of points. In fact, not only is the description inefficient, but the
resulting surface of such a representation is described as an unrealistic jagged edge
(see Figure 1-4). We seek a volumetric representation that more accurately represents
smooth surfaces while representing uniform regions efficiently. We propose using vol-
umetric meshes to describe medical objects. Volumetric elements have the ability
to compactly represent large uniform regions. The surfaces of such elements can be
chosen to correspond to the surfaces of medical objects, so that smooth surfaces can
be well described. The interior of medical objects can be filled with a small number
of volume elements. For these reasons, volumetric meshes should represent medical
data more efficiently than uniform grids of voxels.
We develop methods to create tetrahedral meshes to describe anatomical struc-
tures. We choose tetrahedra because they are the simplest three-dimensional volu-
metric element; compared to other volumetric elements with more nodes, tetrahedra
are relatively easy to manipulate. However, as we describe in Chapter 2, there are
numerous challenges to overcome to obtain a good tetrahedral representation of an
object. Figure 1-4 compares a voxel based representation of a prostate and a repre-
sentation using a mesh of tetrahedra we created. The voxel based representation uses
80,000 voxels. The tetrahedral mesh based representation is much smaller; it uses
only 3500 tetrahedra.
1.3 Non-rigid Matching of Anatomical Structures
Having developed compact representations of an anatomical structure, we proceed to
use those representation to develop fast algorithms to non-rigidly register anatomical
structures from different subjects. As tetrahedra facilitate the creation of efficient
algorithms based on finite element methods (FEM), we develop FEM based methods
to find a registration.
Finding a good non-rigid registration between two medical shapes can be chal-
lenging because medical shapes typically have smooth surfaces. As shown for the
thalamus in Figure 1-2, it is not obvious where points in one smooth surface should
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Figure 1-5: The surfaces of four left thalami with colored spheres indicating corre-
spondences.
lie on a second such surface. To overcome this challenge, we register anatomical
shapes while minimizing an elastic energy. That is, during the matching process, we
treat one of the objects like a linear elastic material. We then try to find a trans-
formation from the first shape to the second that maximizes overlap and minimizes
a linear elastic energy. Intuitively, in a good match, high curvature regions in one
object should match to high curvature regions in a second object. Matching by mini-
mizing a linear elastic energy should accomplish this goal. Matching a sharp portion
of one surface against a sharp portion of another surface results in a lower energy
configuration than flattening a region to match against a less sharp adjacent region.
Unfortunately, such linear-elastic matching leads to a set of ill-conditioned equa-
tions that are difficult to solve. However, while the equations may be poorly condi-
tioned, the problem is not. We present a fast, linear-time algorithm that overcomes
the ill-conditioned nature of the equations. Because we use compact tetrahedral
representations during this process, the resulting algorithm generally finishes in less
than 30 seconds on a desktop machine. Using the non-rigid registration algorithm,
we can take anatomical shapes such as the thalami shown in Figure 1-2, and find
correspondences on the surface such as those shown Figure 1-5.
Once anatomical shapes have been registered across subjects, we use the resulting
transformations in two, applications. First, we use the transformation as a way to
compare shapes in a morphological study. Second, we create a segmentation algorithm
that uses the measured variability in a set of structures to identify new examples of
structures.
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Figure 1-6: Shape differences of the left thalamus between normal and first episode
schizophrenic subjects. The thalami are from three normal subjects. The color coding
indicates how to change the surface of the thalami to make them be more like the left
thalamus in schizophrenic subjects.
1.3.1 Morphological Studies
As we have already described, researchers are interested in comparing anatomical
structures to correlate shape with biological processes, such as the effects of aging
and disease. We show that correspondences found using the method discussed in the
last section are effective for use in a study of shape.
We develop methods to find shape differences between two groups. We choose
a reference shape and then represent each other shape using the displacement field
from the reference to the other shape. We then form a classifier using support vector
machines to separate the two groups of shapes. Finally, using the methods developed
by Golland et al. [GGSKO1], we take derivatives of the classification function to
determine shape differences.
In this work, we use these methods to find shape differences in anatomical struc-
tures in the brain between groups of normal subjects and groups of schizophrenic
subjects. In particular, we examine the amygdala-hippocampus and the thalamus.
For the amygdala-hippocampus, we not only show that displacement fields are effec-
tive at determining shape differences, but they are more effective than methods based
on another representation [Gol01]. For the thalamus, we find shape differences that
were hitherto unknown. Those shape differences are shown in Figure 1-6.
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1.3.2 Segmentation
The morphological studies that we perform are based on manual segmentations of
shape. That is, a researcher identified voxels in the image that she believed contained
the tissue of interest. Manual segmentation is a tedious, time consuming and error
prone task [Dem02, KSG+92]. For studies involving tens of cases, manual segmenta-
tion may be a viable option. However, for studies involving hundreds or thousands
of cases, manual segmentation can be impractical.
For large studies, it is desirable to use automatic methods to identify anatomical
structures. Unfortunately, automatically identifying tissue types in medical images
has proven challenging. That challenge is partly due to noise and image inhomo-
geneities, and partly due to the nearly invisible borders between some anatomical
structures.
Automatic, intensity based segmentation methods have been very successful in
dealing with some of those challenges. In particular, such methods are able to handle
imaging noise and image inhomogeneities. However, these methods have difficulties
finding low contrast borders. Deformable models are a second class of methods that,
conversely, often work well with nearly invisible boundaries. These methods create a
generative model based on training representations of shape, and try to segment by
fitting that generative model to a new image. But, these methods also have draw-
backs. First, it is challenging to accurately model the variability in many structures.
Second, these methods are typically trained on images from one imager. They there-
fore have difficulties with other types of images, or even other imagers of the same
type.
We develop a new method that combines the deformable model and intensity
based methods. We use an intensity based method to capture all information in the
image that is known about the various tissue classes to be segmented. That method
produces an image of probabilities showing which voxels are most likely in which
tissues. We then fit a deformable model to those tissue probabilities. The resulting
fit can be given back to the intensity based method so that method can incorporate
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(a) Prior Method (b) New Method (c) manual segmentation
Figure 1-7: 3D models of the right (maroon) and left (violet) thalamus generated
by (a) existing intensity based algorithm, (b) the new algorithm and (c) a manual
segmentation. Note that the thalami produced with a shape prior (b) are significantly
smoother than those produced without a shape prior, which have protrusion and sharp
edges.
all information.
To accomplish that fit, we create a deformable model based on the correspondences
found by our non-rigid registration algorithm. We also create a new non-rigid regis-
tration algorithm to fit the deformable model to the image of probabilities produced
by the intensity based method.
We show that adding shape information into an intensity based method has signifi-
cant advantages over a such a method alone. We segment the thalamus within an MRI
of the brain and find that our new method yields boundaries which are significantly
smoother than an intensity based method. Also, the new method yields boundaries
which are significantly closer to those of manual segmentations. A comparison of the
three segmentations can be found in Figure 1-7.
1.4 Non-rigid Registration of Images
In the research discussed up to this point, we adapted representations to anatomical
structures that had been previously identified. In this section, we describe methods
to non-rigidly register images, where anatomical structures have not previously been
identified.
To make a fast non-rigid registration algorithm, we make the key observation that
the information most useful for non-rigid registration is not uniformly distributed in
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Figure 1-8: From left to right: Axial MRI of male pelvis, coronal MRI of a brain,
and axial abdomen CT. These three images are examples of medical data appearing
nearly uniform over large regions. In the pelvis, the muscle and fat has roughly
uniform intensity. The white matter in the brain is nearly uniform intensity. In the
CT image, the interior of the colon (in black), the liver (lower right), as well as other
soft tissue all appear nearly uniform.
an image; it is generally concentrated at the boundaries of anatomical structures. As
shown in Figure 1-8, large fractions of the image have uniform intensity (or texture).
One would expect that by finding the displacement field in those regions, one could
accurately capture the majority of the displacement field, which could be interpolated
into regions of uniform intensity. Thus similarly to previous methods we automatically
adapt representations to the anatomy in the image.
We also make a second key observation: the displacement fields between images
need not be represented at the same resolution everywhere. Displacement fields be-
tween pre-operative images and intra-operative images are generally continuous and
smooth (though there are exceptions which can be dealt with explicitly such as in
[MSH+02].) and slowly varying in large portions of the image. For example, a cur-
sory review of brain warping papers suggests that displacement fields often change
very quickly near an incision, but much more slowly far away it [FMNWOO, HRS+99,
MPH+00, SD99]. Because displacement fields are mostly smooth, regions of slowly
varying displacements can be accurately described using a small number of vectors
that are interpolated within those regions. Thus, one way to create a compact repre-
sentation of a displacement field is to identify regions of slowly-varying displacements
and to represent those regions with as few vectors as possible.
To take advantage of the two observation made, we develop a representation of
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a displacement field using the nodes of a mesh of tetrahedra. The nodes of the
tetrahedral mesh can be created using different densities in different parts of the
image, and selectively adapted as needed. Furthermore, the surfaces of the tetrahedra
can be aligned to the surfaces of anatomical structures in the image. If segmentations
are available, it is straightforward to include the surfaces of such regions directly in
the mesh. If segmented regions are not available, the nodes of the mesh can be moved
to places of large intensity variations where information for non-rigid registration is
maximized.
We create a non-rigid registration algorithm based on this representation. The
resulting algorithm has a computational cost that is dominated by the number of
nodes in the mesh (often roughly 10000), rather than the number of voxels in an
image (nearly 10 million). For many non-rigid registration problems, we can find a
transformation from one image to another in five minutes. As example of the results
of the algorithm is shown in Figure 1-9. Note how the mesh is concentrated in the
region of largest deformations.
1.5 Contributions
In this thesis, we are concerned with using the structure of anatomical images to make
efficient non-rigid registration algorithms. To that end, we contribute the following
algorithmic developments in this thesis:
1. Methods to compactly represent medical shapes with tetrahedra.
2. Methods to quickly non-rigidly register anatomical shapes.
3. Methods to use the results of the non-rigid algorithm to form a representation
of shape to be used in a morphological study.
4. A segmentation algorithm using the correspondences found with the non-rigid
registration algorithm.
5. An adaptive non-rigid registration algorithm that adapts to both anatomy and
to the displacement field so that the dominant computational cost need not
scale linearly with the number of voxels in an image.
We use those methods to create the following clinical results:
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Target Image to be warped
Result of warping Mesh used to represent the displacement field
Figure 1-9: Top left: MRI of a brain taking during surgery with edges highlighted.
Top right: MRI taken of the same brain later in the surgery, with the edges from left
image overlayed. Bottom left: the result of warping the top right image onto the top
left image, with the edges of the top-left image overlaid. The non-rigid registration
algorithm has effectively captured the deformation. The bottom right shows a mesh
used in the registration process. Note how the mesh is very coarse in most areas, and
fine in areas near the incision where most of the deformation is.
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1. Correlating shape differences between the presence and absence of schizophrenia
with the shape of the thalamus and the shape of the amygdala-hippocampus
complex.
2. An automatic brain segmentation algorithm.
3. A non-rigid registration algorithm that is fast enough to be used during surgery.
1.6 Conclusions
We start by making representations that adapt to anatomy which we then use to
create efficient algorithms to match anatomical structures. Using the results of that
algorithm, we create effective methods to find shape differences in a morphological
study and an effective segmentation algorithm.
We also recognize that displacement fields between images are often slowly chang-
ing in large portions of the image so that dense representations of a displacement field
need not be used in the entirety of the image. Using these observation and adapting
our representations to anatomy, we create a fast non-rigid registration algorithms.
Overall, we use compact representation that adapt to the structure of the non-rigid
registration problem in order to make fast and effective algorithms.
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Chapter 2
Forming Tetrahedral Meshes
The main objective of this thesis is to create compact descriptions of medical ob-
jects in order to make computationally efficient non-rigid registration algorithms. In
this chapter, we focus on finding compact representations of anatomical structures.
Anatomical structures often have uniform intensity interiors and smooth surfaces. A
typical medical object is described using tens of thousands of voxels, with each voxel
effectively storing redundant data. Not only is the representation inefficient, but the
resulting surface of such a representation is an unrealistic jagged edge. Figure 2-1
shows an example of the prostate central and peripheral zone being described using
this representation.
We seek a description of a region that more accurately represents smooth surfaces
and represents uniform regions efficiently. We propose using volumetric meshes-±o
describe medical objects. Volumetric elements have the ability to compactly represent
large uniform regions. The surfaces of such elements can be chosen to correspond to
the surfaces of medical objects, so that smooth surfaces can be well described. The
interior of medical objects can be filled with a small number of volume elements. For
these reasons, volumetric meshes should represent medical data more efficiently than
uniform grids of voxels.
We have chosen to use meshes of tetrahedra. Tetrahedra are a good choice to
represent medical data since it is particularly straightforward to use them to describe
smooth surfaces. Also, tetrahedra are the simplest three dimensional volumetric
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Figure 2-1: Left: Surface of voxel representation of a prostate central (green) and
peripheral zone (blue). The region encompasses eighty thousand voxels. Right: the
same region represented after smoothing the left surface and filling with tetrahedra.
The brown lines represent the surface edges of the mesh. The region is described
by seven thousand tetrahedra. The tetrahedra-based representation is much smaller
than the voxel-based representation and better describes the expected smooth surface
of the prostate.
element; compared to other volumetric elements with more nodes, tetrahedra are
relatively easy to manipulate. Figure 2-1 shows a prostate represented using a tetra-
hedral mesh; the resulting representation uses a factor of 10 fewer nodes than the
voxel based representation and better describes the smooth surface of the prostate.
Tools to fill shapes with tetrahedra are typically designed to process surfaces from
Computer Aided Design (CAD) programs. Medical data has two key properties not
typically found in CAD data. First, the surfaces of medical structures are often
irregular, including non-convex regions. Second, it is usually the case that any set
of nodes that describe a medical object's surface are equally acceptable descriptions
of that surface. Therefore, it is not important that the nodes of a tetrahedral mesh
exactly overlap those of the original surface, as long as the surface is well described.
Here, well described means that the volume overlap between the tetrahedral mesh
and the surface interior is near 100%, and the distance from the surface to the surface
of the mesh is small enough.
In this chapter, we begin by describing the goals of a tetrahedral mesher for
medical data. We then review desirable properties of tetrahedral meshes. We discuss
32
. . ........... - ,
the mesh formation methods we will use, and mesh improvement methods. We then
present resulting tetrahedral meshes, showing that the quality of the meshes is above
our target threshold.
2.1 Goals
In this chapter, we create a toolkit of meshing techniques. We incorporate a subset of
those techniques into two different algorithms to satisfy the needs of Chapter 3 and
Chapter 4.
For Chapter 3, we will create deformable models from tetrahedral meshes to de-
form a medical shape from one subject into the same medical shape in another. Thus,
we will solve a set of partial differential equations (PDE) on the tetrahedral mesh. As
we have no prior information on the variability of one part of the surface of a struc-
ture over another part, we desire a roughly uniform description of the surface of the
structure. That is, we desire the faces of the tetrahedra that determine the surface to
be approximately the same size. To create an efficient algorithm, we will also desire
the interior of the structure to be as sparse as possible. Thus, for Chapter 3, we will
create a approximately uniform description of the surface at a resolution specified by
the programmer, while making the interior described as sparsely as possible.
In Chapter 4, we will desire not only a roughly uniform tiling of the surface, but a
uniform description of the interior. In that chapter, we will use the displacement field
of the deformable model as a representation of shape. As we desire a dense sampling
of the displacement field inside the shape, we will create meshes with roughly uniform
node density in the interior. Thus, a second algorithm in this chapter will create a
roughly uniformly description of the interior and surface of a structure.
2.2 Desirable Properties of Tetrahedral Meshes
Tetrahedral meshes are generally used to solve partial differential equations (PDE).
Typically, the tetrahedra are finite elements that represent small chunks of material.
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Figure 2-2: Left: Three tetrahedra. The dot indicates a t-vertex: a vertex on the edge
of the left tetrahedron but not one of the corners of that tetrahedron. If that vertex
moves a small amount as indicated by the arrow, the leftmost tetrahedron ceases to
be a tetrahedron as shown in the right image.
In that role, there are several desirable properties of the tetrahedra. To review those
properties, consider the problem of solving for the final position of a block of rubber
that is being compressed. To be accurate, it is clear that the volume elements de-
scribing the rubber must describe the entire block. Holes in the rubber would ignore
interactions between small elements of rubber. Thus, the first desirable property of
a tetrahedral mesh is that it must completely fill the region being simulated.
A second desirable property of tetrahedral meshes is that no edge crossings are
allowed. An edge crossing forms what is know as a T-vertex; such a vertex is shown
in Figure 2-2. If the vertex in the figure moves, and all other vertices remain fixed,
the left most tetrahedron will cease to be a tetrahedron. There are ways to address
this problem [GKS02], but in this chapter we will avoid the additional complications
of such methods by not allowing such vertices.
A third desirable property of tetrahedral meshes is that the tetrahedra be nearly
equilateral. Tetrahedra that are particularly skewed slow down and produce errors
in the solutions given by partial differential equation (PDE) solvers [Ber99, FJP95].
The reason for these problems is that the equations corresponding to skewed tetra-
hedra can be very poorly conditioned. Bern and Plassman classify "poorly-shaped"
tetrahedra into the five classes as shown in Figure 2-3 according to dihedral angle and
solid angle (Dihedral angles are the angles between triangles in a tetrahedron). In
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Needle
Wedge
Sliver Cap Spindle
Figure 2-3: Examples of the five classes of poorly-shaped tetrahedra [BPar] . A
"needle" has the edges of one triangle much smaller than the other edges. A "wedge"
has one edge much smaller than the rest. A "sliver" has four well-separated points
that nearly lie in a plane. A "cap" has one vertex very close to the triangle spanned
by the other three vertices. A "spindle" has one long edge and one small edge.
each case, a small motion of one vertex relative to the average length of a tetrahedron
edge can cause the tetrahedron to have zero volume or "negative volume". Returning
to the rubber simulation example, this situation corresponds to a small piece of the
rubber compressing to zero volume and then continuing to compress, an unphysical
result.
To avoid numerical problems, it is important to assure the quality of the tetrahedra
in a mesh. There are several useful quality metrics [Ber99, LDGC99] which measure
the skewness of tetrahedra. The metrics are 0 for a degenerate tetrahedron and 1
for an equilateral tetrahedron. We have chosen to use the following quality metric
[LDGC99]:
Quality = sign (Volume) 37 4 (2.1)(4= Area ()3
where 37 is a normalization factor and the sum in the denominator is over the squared
areas of each face of the tetrahedron and the sign of the volume is the sign of the de-
terminant of the scalar triple product used to calculate the volume of the tetrahedron.
This measure is one of several that becomes small for all five types of poorly-shaped
tetrahedra, and becomes 1 for an equilateral tetrahedron. The measure also has the
property that it becomes negative if a tetrahedron inverts.
For a given PDE on a particular domain, it is generally desirable to find a solution
using as few computations as possible. It is therefore desirable to create tetrahedral
meshes that lead to as few computations as possible when solving a PDE. When
solving a finite-element based PDE in 3 spatial dimensions, each edge in the mesh
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will result in two 3x3 non-zero sub-matrices in the solution matrix. The sub-matrices
relate the displacements of the two nodes in the mesh. As we will be seeking fast
algorithms, we would like to design meshes with as few edges as possible for a given
node density. Similarly, for a given number of nodes, we often would like to minimize
the number of tetrahedra in the mesh. When forming the solution matrix, calculations
must often be done for every tetrahedron.
However, the number of non-zero entries in a matrix and the size of the matrix
are not the only properties that determine the speed of solving a system of equations.
Poorly shaped tetrahedra result in poorly conditioned matrices that can make itera-
tive matrix solvers noticeably slower than they would be for well-shaped tetrahedra
[BPar]. It is typically worthwhile to add additional tetrahedra and additional nodes
in order to have well shaped tetrahedra.
In summary, we seek to create a mesh that (1) completely fills the region of
interest, (2) has no T-vertices, (3) contains high quality tetrahedra, and (4) leads to
as few computations as possible in a finite element simulation.
2.3 Prior Work
There are several publicly available, open-source tetrahedral meshers [Gei93, Owe98,
SFdC+95], most of which are specialized for particular types of problems. Medical
shape data has two important properties. First, surfaces are typically derived by
running marching cubes [LC87] on a segmented volume and then smoothing and
decimating the resulting surfaces [GNK+01, SMLT98]. The resulting nodes are not
particularly important; that is, any set of nodes that describes the surface of the
object is sufficient. Therefore, it is not critical that nodes of the surface mesh are
also nodes in the volumetric mesh. A second property of medical shapes is that
their surfaces can be complicated and non-convex. This causes problems for some
less-sophisticated Delaunay meshers that are unable to handle this property.
Ferrant [Fer97] found that the meshers he tested on medical data were unable to
produce desirable meshes. These meshers were unable to handle the non-convexity of
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the medical data, produced many poorly-shaped tetrahedra, or produced many very
small tetrahedra. He therefore wrote his own mesher by cutting tetrahedra using a
marching tetrahedron algorithm.
We tested Ferrant's mesher on several anatomical structures and found the mesher
lacking in some respects. In earlier versions of Ferrant's mesher, many of the tetra-
hedra were strongly skewed. In later versions, Ferrant et al. [Fer97] introduced a
Laplacian smoothing term, which greatly improved the shape of the tetrahedra in
the cases he tested. Unfortunately, Laplacian smoothing can often worsen the quality
of meshes [ABE97, DjiOO, Owe98]. We therefore did not further pursue the Ferrant
mesher. Instead, we pursue methods to create our own mesher.
2.4 Mesh Formation
The goal of the tetrahedra mesher is to fill space with tetrahedra, conforming to a
surface while creating as few skewed tetrahedra as possible (see Figure 2-3). There
are three general methods for forming tetrahedral meshes [Owe98]: Delaunay tetrahe-
dralization of pre-selected points, advancing front based methods, and oct-tree based
methods. Each method has advantages and disadvantages.
Delaunay triangulation attempts to find the tetrahedralization of a given set of
points such that the sphere through the four points of each tetrahedra (the circum-
sphere) contains no other points inside it. Generally, the resulting meshes are of
high quality, though they often contain sliver-shaped tetrahedra [BPar]. The major
difficulty for such methods is choosing the location of the points to be meshed; the
decision process can be complicated.
Advancing front methods are very similar to Delaunay methods. In Delaunay
methods, all of the nodes are placed first and then meshed. In advancing front
methods, new nodes are added to the mesh one at a time by placing them outside
the boundary of an existing mesh and adding tetrahedra. These methods face the
same challenges of Delaunay methods in that deciding where to place points can be
difficult.
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Figure 2-4: Two ways to subdivide a cube into tetrahedra. On the left, a cube is
subdivided into five tetrahedra, of which only the center is shown. On the right a
cube is subdivided into twelve tetrahedra by adding a point in the center. Only four
tetrahedra are shown, the remaining eight can be created by adding an edge on each
face.
Oct-tree based methods involve dividing space into cubes and sub-dividing the
cubes into tetrahedra. Using these methods, it is straightforward to form a mesh.
The challenge lies in making the mesh conform to the structure of interest. We pursue
oct-tree methods because they are simplest to implement. Also, oct-tree methods will
allow the user to specify at what resolution he wishes to represent a surface.
We build meshes by filling space with cubes and then sub-dividing the cubes into
tetrahedra in a consistent way. We divide all cubes into five or all cubes into twelve
tetrahedra as shown in Figure 2-4. For subdivision into five tetrahedra, an alternating
pattern of the subdivision shown, and one rotated 90 degrees relative to an edge of
the cube is necessary for a consistent mesh. For twelve tetrahedra per cube, no such
tiling is necessary.
2.5 Multiple Resolution Meshes
It is often important to have meshes with a spatially varying density of nodes. For
example, for meshes containing multiple shapes one might want one shape to contain
more tetrahedra than another. For some shapes, one might want smaller tetrahedra
near the surface and larger tetrahedra in the interior. Or, one may wish more tetra-
hedra in regions of high curvature of a surface. In this section, we briefly describe
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Figure 2-5: Common methods of subdividing a tetrahedron. From left to right: edge
bisection which splits a tetrahedron in 2; face trisection which splits a tetrahedron in
4; adding a point in the middle, which splits a tetrahedron in 4; and bisecting all the
edges which splits the tetrahedron in 8. Note that only the third method does not
affect the neighboring tetrahedra.
methods for making meshes with different sized tetrahedra. A review of such methods
is found in [SFdC+95].
There are several ways of forming multi-resolution tetrahedral meshes within oct-
tree mesh generation. The first involves subdividing cubes before converting them to
tetrahedra [SFdC+95]. The challenge in this method is making sure that after dividing
the different size cubes into tetrahedra, the resulting tetrahedra at the surfaces of the
cubes share faces rather than crossing in T-junctions. This result can be obtained
using complicated case-tables or using local Delaunay triangulation. We do not pursue
these methods, with one exception. It is straightforward to divide some cubes into
five and some cubes into twelve tetrahedra. This ability allows us to generate meshes
with roughly a factor of 2 variation in node and tetrahedra density.
A second method to subdivide meshes is to place nodes and then locally re-mesh.
Usually, remeshing is done using Delaunay methods. A third technique to making
multi-resolution meshes is to modify an existing mesh by subdividing the mesh. These
methods include: edge bisection, face subdivision, placing a point in the middle of a
tetrahedra, and subdividing all the edges of a tetrahedron (Figure 2-5). The main
challenge with using these methods is that repeated application of a method can lead
to arbitrarily low quality tetrahedra [AMPOG]. Or conversely, an algorithm can over-
refine a region in order to guarantee good-quality tetrahedra [AMPOO, SFdC+95].
We have implemented three simple but effective methods to subdivide tetrahedra
(Figure 2-5). The first two are bisection and edge collapse. To subdivide via the
bisection method, we serially bisect the longest edge in the region subject to the
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constraint that the resulting tetrahedra are of quality above a threshold. Bisecting
the longest edge of a tetrahedron does not guarantee good quality tetrahedra. But in
practice, the method is useful. The reverse process is edge-collapse. As in bisection,
we serially collapse the shortest edge in a region subject to the constraint that the
resulting tetrahedra are of high quality. Edge collapse is further described in Section
2.7.2.
The final method is octasection, which subdivides all the edges of a tetrahedron.
In this method, many tetrahedra are subdivided simultaneously to achieve large vari-
ations in tetrahedral density. The major disadvantage of this method is that neigh-
boring tetrahedra of tetrahedra that have been subdivided are also subdivided. For
repeated iterations of octasection, these neighboring tetrahedra can become very low
quality. This problem has led to the "red", "green" tetrahedron subdivision method.
Tetrahedra that are octasected are labeled red. Tetrahedra that are subdivided be-
cause only some of their edges were subdivided are labeled green. In subsequent
iterations of this method, if a green tetrahedron needs to be further subdivided, the
last subdivision of that tetrahedron is undone and replaced by octasection and then
the new subdivision takes place. The red-green method is generally stable, though it
leads to large increases in tetrahedral density.
2.6 Fitting a Mesh to a Surface
After forming an initial mesh, we adapt that mesh to an object by intersecting the
edges of the mesh with the surface of the object. If the object is specified as labeled
voxels, intersections are found by checking for edges in which the two nodes of the
edge overlap different labels. If the surface is specified as a polygonal surface mesh,
we place the surface mesh in a object oriented bounding box (OBB) tree [GLM96]
and intersect the OBB tree with an oct-tree of the edges of the mesh.
Once intersections are found, one subdivides the tetrahedra, introducing new
nodes at intersections. There are 26 = 64 different ways the six edges of the tetrahe-
dra can be intersected. Taking into account symmetries, there are 11 configurations
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(0) (1) (2) (3) (4)
Figure 2-6: The most common ways that a tetrahedron is intersected. Each displayed
point indicates an intersection. From left to right: (0) Nothing need be done for an
un-cut tetrahedron. (1) A tetrahedron with I intersection is split into two tetrahedra.
(2) A tetrahedron with 2 intersections is split into three tetrahedra. (3) A tetrahedron
with 3 intersections is split into four tetrahedra. (4) A tetrahedron with 4 intersections
is split into two prisms. A point is added in the center of each prism so that a total
of 24 tetrahedra are created. It is straight forward to see that if the intersection
points are near the vertices of the initial tetrahedron, the tetrahedron resulting from
subdivision will be skewed.
of intersections [RM98]. We show the 5 most common configurations in Figure 2-
6. Splitting a tetrahedron with one, two or three intersections is straightforward;
though, one must be careful to do it in a consistent manner so as not to introduce
T-vertices. For example, in the case of two intersections, Figure 2-6 shows that on
one face, the two intersections and two corners of the tetrahedra form a quadrilateral,
to which a diagonal is added. Similar faces exist in the three and four intersection
case. We introduce the shorter diagonal to the quadrilateral as it produces better
quality tetrahedra and is suggested by the Delaunay criterion.
2.7 Mesh Improvement
After a mesh is adapted to a surface, some fraction of the tetrahedra on the boundary
are typically skewed. There are three methods generally used to improve the quality
of the tetrahedra in a mesh [ABE97, FOG96]: inserting or removing points, local
re-meshing, and mesh smoothing to relocate grid points.
To proceed, it will be necessary to have a metric of the quality, or lack of skewness
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of a tetrahedron. We use the quality metric of a tetrahedron presented in Section 2.2:
37 Volume4
Quality = sign(Volume) 3'4 ,olume4 (2.2)(4= Area 2)3
where the sum in the denominator is over the squared areas of each face of the
tetrahedron. The metric is 0 for a degenerate tetrahedron and 1 for an equilateral
tetrahedron.
2.7.1 Mesh Smoothing
The simplest mesh improvement technique is Laplacian smoothing. With this method,
each node point is moved towards the center of all its neighbors. Laplacian smooth-
ing is local; each node is only affected by its neighbors. Laplacian smoothing also
requires few computations. Alas, this algorithm can actually decrease the quality of
the tetrahedral mesh [FJP95, FOG96]. Looking at Figure 2-7, one can understand
some of the problems with Laplacian smoothing. The point in the figure is roughly
at the center of its neighbors, where Laplacian smoothing would move it. Unfortu-
nately, the green tetrahedron is nearly flat in the resulting configuration; its quality
is therefore close to zero.
Figure 2-7: A point to be smoothed and all the tetrahedra which have it as a vertex.
The green tetrahedron has much lower quality than the remaining tetrahedra; all of
its nodes lie in a plane (it is a sliver). Laplacian smoothing would leave the point
roughly where it is. However, a smoothing algorithm's goal should be to increase the
quality of the green tetrahedron to become similar to the rest.
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To improve the smoothing algorithm, while still keeping it a local method, one
considers the quality of the tetrahedra. At each point p, one would like to move the
point to increase the quality of the tetrahedra containing p. Specifically, it is the
minimum quality one would like to increase. One possible function to maximize is:
XP = arg max [ min Quality(t)] (2.3)XP tETetp
where 7, is the position of point p,and Tet, are the tetrahedra with p as a vertex.
Thus, an alternative mesh improvement algorithm moves each node to the location
that maximizes the minimum quality of the surrounding tetrahedra. This method
was proposed by Freitag and Olliver-Gooch, and more generally by Amenta et al.
[ABE97]; we call it the "local optimum search method" because it searches for an
optimum to Equation 2.3. Like Laplacian smoothing, the method is local; each node
is moved based only on its neighbors. Unlike Laplacian smoothing the local optimum
search algorithm has the property that each node movement strictly improves the
minimum quality of the tetrahedra that possess that node as a vertex. This property
is very useful because it guarantees the minimum quality of tetrahedra in the mesh
can never decrease.
We have found two difficulties with the local optimum search method. First, the
qualities of tetrahedra must be evaluated many times during an iteration, so that each
iteration is computationally expensive. More importantly, we find that the method
converges to a locally optimal mesh that is often of much lower quality than we have
achieved using other methods. In particular, after two or three iterations, the local
optimum search method has often mostly converged. Because the algorithm is local,
the small number of iterations only allows interactions between nodes that are close
to each other in the mesh; neighborhoods of tetrahedra that are far away do not
interact. For a smoothing algorithm to work well, one would expect that it should
possess the ability to allow long range iterations.
Based on this expectation, we hypothesize a "noisy" smoothing algorithm might
perform better than the local optimum search method. Such a smoothing algorithm
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would explore more of the search space of possible node positions. We therefore
designed a new method that moves a node in a direction to increase the quality of the
lowest quality surrounding tetrahedron, rather than to find the maximum-minimum
quality as suggested by Equation 2.3. By making approximations to the direction
and how far a node is moved, we expect to explore more of the search space of node
positions before convergence. This new technique is described in Section 2.8.2.
2.7.2 Edge Collapse
Edge Collapse
Figure 2-8: Example of edge collapse. The points, indicated with dots, are collapsed
into one point causing a tetrahedron to be deleted. In this case, a "wedge" is deleted.
Edge Collapse is another important algorithm which we pursue. As shown in
Figure 2-8, it is often possible to delete poor quality tetrahedra simply by collapsing
them out of the mesh. Edge collapse has the effect of removing one node from the
mesh. We consider collapsing edges of the lowest quality tetrahedra after smoothing.
We find the lowest quality tetrahedra, and decide if collapsing an edge will decrease or
increase the minimum quality of the tetrahedron affected. Edge collapse is known to
sometimes cause surrounding tetrahedra to invert; however, this situation is prevented
by our quality criterion.
2.7.3 Edge Flipping
Rather than removing points, one can attempt to change the connectivity of a region.
Several researchers have tried Delaunay re-triangulation of a small region [K098].
Others have tried local face swaps or edge swaps [ES96]. We implemented edge
swapping for two simple cases: an edge owned by 4 tetrahedra and an edge owned
by 3 tetrahedra, as shown in Figure 2-9. Each swap is performed only if the swap
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3 Tet to 2 Tet 4 Tet to 4 Tet
Figure 2-9: Two examples of swappable configurations. On the left three tetrahedra
are transformed to two tetrahedra. On the right, the inner edge of four tetrahedra is
moved to create four different tetrahedra.
increases the quality of the resulting tetrahedra. In practice, we use edge-flipping
techniques only on the lowest quality tetrahedra.
2.8 Methods
We summarize the two algorithms we present in this chapter, and introduce a new
mesh smoothing algorithm. The first algorithm is a single resolution method. For
the first algorithm, we begin by filling space with cubes of a size set by the user. The
edge lengths of the cube set the scale of the edge lengths that will be used in the
mesh, including on the surface of the object to be meshed. The intersections of the
mesh with a surface, or the boundaries of a labelmap are then determined. Often
intersections occur very near one corner of a tetrahedron so that when subdividing
tetrahedra (Figure 2-6) to conform to the edge intersections, the resulting tetrahedra
are typically tiny and skewed. Instead, when possible, we move nodes of the mesh
to the cutting surface. We have found that using this method reduces the number of
tetrahedra that need to be subdivided by 60 to 90%, which substantially increases the
average quality of the cut tetrahedra. After the intersections are found, we proceed
to improve the quality of the tetrahedra.
45
2.8.1 Mesh Improvement
We create a new smoothing algorithm to improve the quality of the tetrahedra in
the mesh after intersection with a surface. To motivate the smoothing algorithm, we
define the following energy, E, on the mesh:
E = - t min Quality(t) (2.4)
pEvertices et
where Quality(tqmin) is the quality of the lowest quality tetrahedron that contains
vertex p. We minimize this energy using a modified Newton iteration, moving one
vertex in each iteration:
d[ min Quality(t)]
6Xp= a L2 CTet (2.5)
where a is a parameter in the smoothing algorithm between 0 and 1, L is the average
length of the lowest quality tetrahedron, and the derivative is evaluated numerically.
One can view this iteration as a modified Newton solver where the inverse of the
Hessian Matrix is approximated by aL2 . Or, one can also view the iteration as
gradient descent, where the step size is proportional to a local squared length; squared
length is appropriate so that the units on both sides of the equation are the same.
Like the local optimum search method, Equation 2.5 is a local iteration. Unlike
that method, the qualities of the tetrahedra that possess a node need only be calcu-
lated once per iteration. Also, the new method does not guarantee that the minimum
quality of tetrahedra in the mesh can never decrease. In fact, the new iteration is
subject to over-shooting. When the derivative term is sufficiently high, the move-
ment in the point can be arbitrarily large. In order to avoid over-shooting, we use
the following update rule:
/L
h = e Pf o , p reventi (2.6)
The extra multiplier has the effect of preventing the node from moving more than
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OL, where /3 is a number between 0 and 1. We call this iteration "local gradient-based
smoothing ". We have chosen this name because Equation 2.4 is a local method that
moves nodes more in regions where the gradient of the minimum quality tetrahedron
is largest. Such an algorithm roughly fits into the framework of force directed methods
present by Djidjev [Dji00]. In these methods, nodes with large forces applied to them
are moved further in each iteration than nodes with small forces applied to them.
Convergence of the local gradient-based smoothing algorithm can be determined by
monitoring the average quality of the lowest quality tetrahedra in the mesh. Because
the algorithm is somewhat of a noisy search, examining only the lowest quality tetra-
hedron in the mesh can be a noisy measure. A more robust measure is the average
of the smallest few tetrahedra. We have chosen to use the average of the five lowest
tetrahedra. When that average ceases to increase, the method is converged.
Our overall mesh improvement method consists of smoothing using the local
gradient-based smoothing technique. We then use edge collapse methods, followed
by edge swapping methods. As the great majority of tetrahedra have high enough
quality so that the gains using edge collapse and edge swapping are minimal, we use
these last methods only on tetrahedra whose quality are below a quality of interest.
We have found a quality threshold of 0.1 to be far more than sufficient for our simu-
lations. This quality generally corresponds to a tetrahedron that has a smallest edge
that is approximately one forth the size of its largest edge.
Colleagues with experience solving PDEs using tetrahedral meshes have recom-
mended a minimum tetrahedron quality; simulations with tetrahedra below this value
tend to lead to inaccurate results and collapsed tetrahedra. A quality (using Equa-
tion 2.1) of about 0.015 is the suggested threshold1 , though qualities far higher than
this are preferred.
1Ashraf Mohammed at Johns Hopkins University doing simulations with ABAQUS originally
suggested this number.
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2.8.2 Compact Representations
Our second algorithm is identical to the first except that it uses multi-resolution
methods to create a compact representation of a volume. The goal of this algorithm
is to create a mesh with a sparsely represented interior while maintaining the quality
of the mesh. We obtain this result using edge collapse methods. A review of the
literature finds several allusions to edge collapse as a method to reduce the number
of tetrahedra in a mesh, but we have not found any actual implementations. We
therefore describe one here.
To edge collapse a list of tetrahedra, one collapses the smallest tetrahedra first.
However, collapsing tetrahedra stretches neighboring tetrahedra. We call the min-
imum quality of the "stretched" tetrahedra affected by an edge collapse, collapse
quality. It is desirable to collapse those tetrahedra that lead to the largest collapse
quality first.
We therefore maintain a list of candidate tetrahedra to be collapsed primarily
sorted by volume. However, if the volumes of two tetrahedra are within 10% of
each other, then we sort by collapse quality. Thus, when the algorithm attempts to
edge collapse a list, it collapses the smallest tetrahedra that are expected to lead
toward high quality meshes first. To avoid unnecessary calculations, at the start of
the algorithm all tetrahedra are set to have a collapse quality of 1, which indicates
collapse quality is unknown. (One is an upper bound on the collapse quality.)
The tetrahedron at the top of the list (lowest volume, highest collapse quality)
is removed from the top of the list. If the shortest edge of that tetrahedron can be
collapsed with a collapse quality greater than the target threshold, the tetrahedron
is collapsed. If not, the collapse quality is cached for that tetrahedron and more
tetrahedra are successively removed from the list until a tetrahedron can be collapsed.
Once a tetrahedron is collapsed, the cached collapse quality of each tetrahedron that
was stretched is no longer accurate; it is reset to 1. All tetrahedra that were not
collapsed out of the mesh are placed back on the list. As these tetrahedra have been
tested for edge collapse already and edge collapse produced a low collapse quality,
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these tetrahedra are generally inserted into the the middle of the list, rather than
the top. Thus, the next tetrahedra that the algorithm will attempt to collapse will
generally not be from those that were just tried.
When collapsing an edge, two nodes in the mesh become one. It is possible to
place the resulting node at any location. In practice, we find that it is effective to
place the resulting node at either end point, so that no other candidate locations need
be tried. However, after many iterations, edge collapse leads to skewed tetrahedra
so that another edge collapse is not possible without a collapse quality less than the
threshold. A simple way to fix this problem is to smooth the mesh. To prevent
this problem from happening, after every 100 collapses, we smooth the remaining
tetrahedra for two iterations. A small amount of smoothing has shown to be effective
at solving this problem.
The algorithm terminates when no tetrahedra can be collapsed and when smooth-
ing is no longer helpful toward this end. We summarize the edge collapse algorithm
as follows
done = False
While (Not done)
{
I) Form the list of candidate tetrahedra to be collapsed
1) Set the collapse quality of all tetrahedra to 1
2) Sort tetrahedra by volume, smallest first.
If the volume of two tetrahedra are within 10%
of each other, secondarily sort by collapse quality,
largest first.
II) While ((the list is not empty) and (number of collapses less than 100))
1) Get tetrahedron.
2) If collapse quality is greater than threshold,
try to collapse smallest edge
3) If successful
i) Reset collapse quality of all tetrahedra effected.
ii) Put all tetrahedra back on main list
4) If not successful
i) Cache collapse quality.
III) Smooth tetrahedra for 2 iterations.
IV) If no tetrahedra have been collapsed in step (II) on two
successive iterations, done = True
}
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2.8.3 Summary
We present two algorithms in this chapter. In the first method:,
1. The user chooses a cube size.
2. Cubes are divided into 5 tetrahedra.
3. The tetrahedra are intersected with the mesh.
4. The resulting mesh is smoothed using the local gradient-based smoothing method.
5. Edge collapse is performed on the lowest quality tetrahedra
6. Edge flipping is used to improve the quality of the lowest quality tetrahedra.
The second method is identical to the first, except that after the formation of the
mesh, edge collapse is used to remove tetrahedra from the mesh.
2.9 Results
We first consider whether the single resolution method presented here can sufficiently
well describe the surfaces of medical data. In each of Figure 2-10, Figure 2-11 and
Figure 2-12, space was filled with cubes at a set resolution, subdivided into tetrahedra,
intersected with a polygonal surface and then smoothed. Figure 2-10 shows the surface
of tetrahedral meshes of a sphere at two different resolutions. Figure 2-11 shows the
surface of meshes of an amygdala-hippocampus complex at two different resolutions.
Figure 2-12 shows a mesh of Heschyl's gyrus. The complex was chosen because it is
a medical shape of average difficulty to mesh, in that it is not convex, and has only a
few regions of large curvature. Heschyl's gyrus, conversely, is an example of a difficult
to mesh medical shape because it is very thin. The sphere is an example of a shape
that should be relatively easy to mesh due to its uniform curvature.
The tetrahedral mesh volumes overlap the surface volumes to better than 95% at
the lower resolutions, and 99% at the higher resolutions. The medical surfaces were
produced using marching cubes [LC87] on a segmented volume, followed by a smooth-
ing and triangle decimation algorithm. The volume changes due to the smoothing
and decimation algorithm were significantly larger than those due to meshing.
One issue with this method is that it uses the same density of tetrahedra every-
where, rather than adapting to the curvature of the surface mesh. The central image
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Figure 2-10: The surfaces of a low resolution and a high resolution tetrahedral mesh
of a sphere.
Figure 2-11: From left to right: the initial shaded surface mesh of an amygdala-
hippocampus complex, the surface of a coarse mesh overlaid with the original surface,
the edges of the surface of the mesh, a fine mesh overlaid the original surface, the fine
mesh alone.
Figure 2-12: From Left to Right: the initial surface mesh of Heschyl's gyrus from a
healthy patient; the surface of a tetrahedral mesh overlaid on the original surface; the
edges of the tetrahedral mesh overlaid on a smoothed version of the original surface.
In order to make the edges visible in the right most image, the surface was smoothed.
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in Figure 2-11 illustrates this issue. There is a sharp corner in that mesh which does
not appear in the original surface. One of the dangers of choosing a mesh to be
represented at a particular scale is that features of a smaller scale cannot be accu-
rately represented. This difficulty can be handled by selectively further subdividing
tetrahedra based on curvature.
A second issue with this meshing method is shown well in the high-resolution
sphere. There are numerous skewed triangles on the surface of that sphere. Those
triangles are faces of tetrahedra; they therefore guarantee that the connecting tetra-
hedra will be skewed to some degree. Figure 2-13 shows quality profiles of three
tetrahedral meshes. There are typically a small number of tetrahedra having a qual-
ity of approximately 0.1. This quality corresponds to a tetrahedron that has a smallest
edge that is approximately one fourth the size of its largest edge. Dihedral angles in
the meshes ranged from 40 degrees to 160 degrees, with a maximum ratio of lengths
of 4.4. The dihedral angle and length ratios reported here are as good or better than
dihedral angles and length ratios recently reported for another mesher designed for
deformable bodies [MBF03].
2.9.1 Smoothing
Figure 2-14 illustrates the poor performance of the local optimum search method to
improve the quality of the mesh. The algorithm effectively converges after two itera-
tions. However, the quality of the resulting tetrahedra is below the desired threshold.
Conversely, the local gradient-based smoothing method was able to significantly im-
prove the quality of the tetrahedra, producing a mesh with qualities greater than
the desired threshold, although, this new algorithm required many more iterations to
converge.
Examining Figures 2-15 and 2-16, the local optimum search algorithm again con-
verges after a very small number of iterations. The local gradient-based smoothing
method required more iterations to converge. However, the quality of the resulting
meshes is clearly significantly improved by using the local gradient-based smoothing
algorithm over the local optimum search algorithm.
52
Sorted Tetrahedra Quality
o o Complex
Sphere
++ Heschyl's Gyrus
0 0+
1 10 10
I I III I I I1 I IiI I Il1II
0 1000 1e4
Sorted Tetrahedra
1 e5
Figure 2-13: The quality of tetrahedra in three typical meshes: the amygdala-
hippocampus complex, the densely represented sphere, and Heschyl's gyrus. To form
these meshes, an initial mesh of cubes was subdivided into tetrahedra, cut with a
surface and then acted on by mesh improvement techniques. All tetrahedra, both
inside and outside the surfaces, are included in the above plot. The tetrahedra are
sorted by quality. The dashed line indicates the minimum acceptable quality, 0.015.
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Figure 2-14: For a Heschyl's gyrus mesh, the lowest quality tetrahedra at each it-
eration of the gradient-based and optimal-searching algorithms. The smoothing al-
gorithm required approximately 42 iterations to converge. The local optimal search
algorithm effectively converged after 2 iterations; further iteration had almost no
effect on the mesh.
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Figure 2-15: For a mesh of a sphere, the lowest quality tetrahedra at each iteration
of the local gradient-based smoothing and local optimum search algorithms. The local
optimum search algorithm effectively converged in 3 iterations. The local gradient-
based smoothing algorithm required many more iterations, but yielded a higher quality
mesh.
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Figure 2-16: For a mesh of a amygdala-hippocampus complex, the lowest quality
tetrahedra at each iteration of local gradient-based smoothing and local optimum
search algorithms. The local optimum search algorithm effectively converged in 3
iterations. The local gradient-based smoothing algorithm required many more itera-
tions, but yielded a higher quality mesh.
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Figure 2-17: The quality of tetrahedra in three typical meshes from the previous
section after edge collapse: the higher resolution amygdala-hippocampus complex,
the higher resolution sphere, and Heschyl's gyrus. Unlike in Figure 2-13, which is the
previous plot of tetrahedron qualities, only tetrahedra inside the meshed object are
included in the above plot. The tetrahedra are sorted by quality. The dashed line
indicates the minimum acceptable quality, 0.015.
There are two parameters for the local gradient-based smoothing algorithm, a and
/. In practice, we find that numbers between 0 and 0.3 work well for both parameters.
Setting the numbers too low leads to slow convergence. Setting the numbers too high
leads to over-shooting, that is moving nodes too far. The results we show here use
a = 0.2 and 3 = 0.1, which have worked well for all the meshes we tested.
We attempted to smooth using various ordering of the nodes including the fol-
lowing four ways: moving all the nodes simultaneously, a different random order in
each iteration, smoothing the nodes of the lowest quality tetrahedra first, ordering
the nodes in a list and traversing the list in increasing and then decreasing order
repeatedly. The local search method gave results almost independent of search order.
In some cases, randomizing node order in every traversal through the nodes of the
mesh somewhat helped the smoothing algorithm.
2.9.2 Compact Meshes
To make the meshes more compact, we use edge-collapse in the interiors of a mesh
to remove as many nodes as possible while still maintaining a high quality. In Fig-
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Figure 2-18: Thin slices through compact mesh representations. Only the interior
(blue) of each mesh was edge collapsed so that the exterior (red) represents the
original resolution. Note the large increase in node density near the surfaces
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ure 2-17, we show the resulting quality profiles after collapsing the gyrus, the higher
resolution complex and the higher resolution sphere from the previous section. The
edge collapse algorithm guarantees no loss of quality below the quality threshold. As
that threshold was set to 0.1, no tetrahedra were modified to a quality less than 0.1.
Table 2.1 shows the decrease in the number of nodes and the number of tetrahedra
in each mesh. The most important result of the table is that for all three meshes,
the resulting representation contained more than 75% of the nodes of the mesh in the
surface. Thin slices through each mesh are shown in Figure 2-18.
Results of Edge Collapse
Before Edge Collapse After Edge Collapse Both
Structure Num Tet Num Node Num Tet Num Node Num Node on Surface
Sphere 21880 5033 5564 1690 1290
Complex 12719 3256 5612 1764 1360
Gyrus 14044 3903 9047 2800 2171
Table 2.1: The number of tetrahedra and the number of nodes in each mesh before
and after edge collapse. Note that in all three cases, more than 75% of the nodes in
the mesh lie on the surface of the mesh after edge collapse.
It is worth noting that most meshing algorithms choose octasection for creating
sparse meshes. Unfortunately, octasection somewhat degrades tetrahedron quality.
When the resulting skewed tetrahedra are intersected with a surface, the results
are typically even more skewed. For example, using octasection to create a mesh
of the sphere with a similar number of nodes to the one in Figure 2-17, produced
qualities as low as 0.025 after mesh improvement. Most other researchers achieve
much higher qualities using smoothing methods on the surface of the mesh. We have
not implemented such methods.
2.9.3 Other Multi-resolution Technologies
In the previous section, we examined edge collapse. In this section, we briefly demon-
strate other multi-resolution capabilities of the mesher. The simplest way to achieve
a node density difference is to subdivide cubes into different numbers of tetrahedra.
Figure 2-19 demonstrates subdividing cubes into 5 tetrahedra everywhere except near
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the polygonal surface, which is subdivided into 12 tetrahedra, roughly a factor of 2
change in tetrahedron density and node density.
Figure 2-20 demonstrates edge bisection and edge octasection. The central mesh
in that figure was generated by subdividing the edges of the left-most mesh in order
to increase the density of tetrahedra by a factor of 4. The subdivision was done
with essentially no loss of mesh quality. The right most image was generated using
octasection on an entire region. In this case, the tetrahedral mesh was subdivided
before intersection with the surface mesh.
2.10 Discussion and Conclusion
We created a tetrahedral mesher to represent the surfaces of medical objects with
meshes of sufficient quality. We demonstrated this capability along with the ability
to produce meshes of varying resolution.
We introduced a new mesh smoothing algorithm that produced meshes of sig-
nificantly higher quality than the local optimum search method. In our experience,
the local gradient-based smoothing method is effectively a noisy search. In regions
with low quality tetrahedra, large quality gradients in the positions of nodes cause
the smoothing method to yield relatively large node displacements - often somewhat
over-shooting the location that would be determined by the local optimum search
method. The effects of over-shooting propagate through a region, creating interac-
tions between tetrahedra that are not direct neighbors. Conversely, the local optimum
search algorithm converges to a locally optimum mesh in just a few iterations, pre-
venting interactions from tetrahedra that are not direct neighbors.
The local optimum search algorithm has the advantage of guaranteeing that the
minimum quality found in the mesh after searching is always equal to or greater than
the minimum quality in the mesh before smoothing. The smoothing iteration we
proposed has no such guarantee; it is possible to move points in such a way as to
decrease the quality of the lowest quality tetrahedron in the mesh. The energy to
be minimized is a global energy, and therefore it should decrease with each iteration.
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Figure 2-19: Two mesh of a sphere. The mesh on the left was generated from cubes
subdividing into 5 tetrahedra. The mesh on the right was generated in the same way,
except cubes intersecting the surface of the sphere are subdivided into 12 tetrahedra,
roughly doubling the density of mesh nodes near and on the surface.
Figure 2-20: Meshes of an amygdala-hippocampus complex with varying density.
From left to right: an initial mesh generated according to Section 2.9. The same
mesh after edge-bisection of the complex and some neighboring tetrahedra in order
to increase the number of tetrahedra by a factor of 4. The same initial mesh, sub-
divided using octasection before intersecting it with the surface
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However, in practice, there are sufficient constraints on the motion of the nodes so
that the quality of tetrahedra do not drop significantly between iterations.
We introduced an edge collapse algorithm to reduce the number of tetrahedra in
the interior of meshes. The meshes that resulted from the algorithm had slightly
more than 75% percent of their nodes on the surface of the mesh, and easily met
our quality goals. Overall, the meshing algorithms met our goals, producing meshes
above the quality threshold that we desired, and dihedral angles and ratios of the
lengths of tetrahedra in a range similar to other meshers.
There are several areas of improvement for the meshing algorithms presented here.
Clearly, the ability to smooth tetrahedra within the surface would be very helpful. In
fact, we have recently implemented such a smoothing function, but we have not yet
fully evaluated its performance.
The meshes created in this chapter will be used in the Chapter 3 and Chapter 5
for shape-matching and deformable models. The tools developed here will be essential
for image matching in Chapter 6.
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Chapter 3
Free Form Shape Matching
In the previous chapter, we developed compact tetrahedral representations to describe
anatomical objects. In this chapter, those representations will facilitate the creation
of efficient methods for the non-rigid registration of shapes.
The non-rigid matching of three dimensional shapes is a core technology for several
medical image analysis applications. Such matching is used to find the correspondence
between an anatomical atlas and a volumetric dataset [FCM+01, GRB93], allowing
atlas information to be transferred to a patient. Non-rigid warping of shapes is
also used between two labeled volumes to derive a deformation field that can be
used to match corresponding gray scale images [DP94, FWN+00]. In addition, in
order to correlate shape and disease, medical structures can be non-rigidly aligned
enabling machine learning algorithms to classify them based on deformation fields.
[DVR+96, MG98, TGG+02].
Unfortunately, finding correspondences between medical shapes can be difficult.
Surface points on one shape can be matched to the surface of a different structure in
an infinite number of ways. Choosing a meaningful match is difficult because medical
objects typically have smooth surfaces. Often, it is not intuitive where points in one
smooth surface should lie on a second surface.
Matching medical shapes is further complicated by errors in the segmentation
process. For example, intensity based segmentations methods can result in discon-
nected regions of what should be a single object (see Chapter 5). The surfaces of
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manual segmentations can suffer from features such as protrusions, inlets, and other
sharp features that are likely mistakes by the person who created the segmentation
[KSG+92]. These defects can appear prominently on one medical surface, but not at
all on a different medical surface. An example is shown in Figure 3-1.
Figure 3-1: Left: Surface of voxel representation of a manually-segmented amygdala-
hippocampus complex. The surface of the complex was smoothed after the manual
segmenter finished identifying voxels. Right: a slice through the complex. The arrow
points at an "inlet" in the segmentation. This feature does not appear in any other
amygdala-hippocampus complex in the data sets examined. The inlet is likely an
error due to a manual-segmenter.
One way to overcome these challenges is to find recognizable landmarks on surfaces
to guide the match. Unfortunately, while many medical surfaces have recognizable
undulations, they often do not have distinct points which can be accurately and
robustly identified.
A separate way to non-rigidly register shapes is to minimize an energy while
forming the match. This approach is known as free-form shape matching, and it is
the approach we take. We model one of the shapes as a linear elastic object to be
matched to the other shape. Intuitively, in a good match, high curvature regions in
one object should match to high curvature regions in a second object. Matching by
minimizing a linear elastic energy should accomplish this goal. That is, matching a
sharp portion of one surface against a sharp portion of another surface is lower energy
than flattening the region to match against a less sharp adjacent region.
We are not the first to pursue elastic models with matching [DP94, FWN+00,
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WS98, GBBH95]. Elastic models have become a popular choice because they are
easy to understand and because their properties resemble the mechanical properties
of tissue (Real tissue properties are far more complicated. See [MC02] for example).
Unfortunately, in the absence of landmarks, linear elastic matching leads to a set of
ill-conditioned equations which makes the problem difficult to solve. However, while
the equations may be poorly conditioned, the problem is not. We present a novel,
linear-time matching algorithm that uses a linear elastic model and overcomes the
associated ill-conditioned equations.
3.1 Related Work
Because of the importance of shape matching, there have been a number of different
methods proposed for finding correspondences between shapes. Many of the methods
use a deformable model that is warped on the basis of an image agreement term and
a smoothness prior. The prior insures that the model deforms onto its target in a
smooth way.
Christensen et al. [CRM96], for example, introduced models that deform using a
viscous fluid prior. Because these models deform like fluids, they have the tremendous
flexibility that could be necessary to match two arbitrary shapes. However, the
flexibility of these models can be a drawback. In some applications these models may
yield unphysical deformations spread over large regions [WS98].
Ferrant et al. implemented a shape matcher using an active surface algorithm
[FWN+00]. The surface is treated like a membrane and is attracted to the closest
point on the surface of the target shape. Once the surface correspondences between
shapes are established, interior correspondences are formed by interpolating the sur-
face correspondences using a linear elastic model. We find it somewhat un-natural to
match a surface without using an elastic prior, and then to subsequently use elasticity
in the interior, rather than simultaneously.
Davatzikos and Prince examined a method which is closer to a full elastic solver
[DP94]. They establish correspondences between surfaces at a series of points. They
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then use an elastic force and an image derived force to fill in the rest of the deformation
field. Wang and Staib [WS98] found that constraining the deformation field at a
series of points led to a "jiggling effect" near the surface. They therefore modified
this method by not forcing the deformation field to be fixed at the surface points, but
rather to penalize the deformation field for deviating from the set points.
Our methods are similar to those of Wang and Staib [WS98] in the use of an
elastic energy smoothness prior with a statistical image agreement term. Wang and
Staib note that with these two terms alone, the resulting equations are ill-conditioned
and difficult to solve. They add landmark points to improve the conditioning of the
equations to make them easier to solve.
However, it can be challenging to find landmark points on smooth medical surfaces.
We would prefer to match shapes without the need to specify landmarks. In this
chapter, we develop a method to solve the ill-conditioned equations that result from
using an elastic energy smoothness prior with a statistical image agreement term.
3.2 Choice of Representation
Non-rigid shape matchers generally hold one shape fixed and deform the other shape
onto it. The target shape is most often represented as a three dimensional image,
with voxels inside the object labeled 1 and voxels outside the object labeled 0. In
the medical image processing community, the two major choices of representations
that are used for deforming shapes are deformable surface models and voxel based
representations.
Deformable surface models, or snakes, are typically matched to a target surface by
following gradients (boundaries) in the target image. In this process, one of the nodes
of the surface mesh overlays a gradient in the target image, moves onto the maximum
of the gradient, pulling its neighbor nodes into a capture range of the gradient. The
capture range can be increased by smoothing the target image or by doing a local
search around each node.
Deformable surface models have the disadvantage that image forces can only be
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applied to the small part of the surface near image gradients. Ferrant et al. [FWN+00]
addresses this issue by using a surface mesh that is attracted to the closest point in
the surface of the target image. To move a mesh node towards the closest target point,
they calculate a distance map around the surface of the target image and evaluate
the gradient of the distance map at each node in the surface mesh. By using distance
maps, Ferrant can apply image forces to all nodes in the mesh. Unfortunately, while
distance maps can be effective, they are computationally costly to compute relative
to other shape matching methods.
A second way to create image forces in many parts of the deformable model is to
use a volumetric deformable model using a voxel based representation such as in the
work of Thirion [Thi98] or Christensen et al. [CRM96]. In this type of method, there
is a volumetric agreement term between the deformable image and the target image.
Forces can be applied anywhere in the deformable model where there are gradients
in either the initial or target image. However, often forces are only applied based on
gradients in the target image.
Figure 3-2 illustrates this method in two dimensions for a blue disk being attracted
to a green disk. The disk is broken into small chunks that prefer to overlap the green
disk rather than the background. Those chunks that partially overlap background
and partially overlap foreground feel a force to be attracted to the foreground. In
this way, the blue disk is attracted into the green disk.
We seek to form an efficient algorithm using a volumetric representation of a
deformable model. As discussed in the previous chapter, voxel representations ineffi-
ciently describe the volume and represent the surfaces of medical objects as unrealistic
jagged edges. Therefore, instead of using voxels to represent a deformable object, we
use tetrahedral elements. The faces of the tetrahedra can be aligned to the surface
of the object to be deformed. The interior of the objects can be filled with a small
number of volume elements.
One might expect volumetric methods to be relatively slow compared to de-
formable surfaces because volumetric descriptions can be much larger than surface
representations. For example, if a surface mesh of a sphere uses n 2 points, a volumet-
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Figure 3-2: Illustration of a volumet-
ric attraction in two dimensions for the
case of a blue disk being attracted to
a green disk. The blue circle is bro-
ken into small pieces which prefer over-
lapping the green circle to the back-
ground. Small pieces, that partially
overlap background and partially over-
lay the green circle, feel a force to move
them onto the green disk, indicated by
the arrows.
Figure 3-3: A thin slice through a
tetrahedral mesh of a sphere illustrat-
ing that volumetric data can be com-
pactly represented. The entire mesh
contains 1690 nodes; the majority of
nodes, 1290, are on the surface.
ric mesh might have on the order of n3 points. In fact, the increase in the number
of nodes can be much smaller than this simple three halves power law would predict
because the interior of the deformable object can be represented sparsely. A thin slice
of such a representation of a sphere is shown in the right of Figure 3-3. In that case,
the surface of the tetrahedral mesh contains 1290 points, and the interior of the mesh
contains an additional 400 points. For this case, the cost of switching from a surface
mesh to a volumetric mesh is about 30% in the number of nodes.
3.3 Methods
The matching process starts with two labeled volumes, each with 1's inside the shape
and O's outside. One volume is filled with a mesh of tetrahedra. The mesh then aligns
itself to the other label volume by minimizing a combination of an elastic energy term
and an image agreement term.
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3.3.1 Representation
Figure 3-4: Representations used during shape matching. Left: thin slice through
tetrahedral mesh. Tetrahedra inside the mesh are labeled 1, indicated by black.
Tetrahedra outside the mesh are labeled 0, indicated by light gray. Right: slice
through a target shape. The tetrahedra labeled 1 are attracted to the interior of the
target. The tetrahedra labeled 0 are attracted to the background. The examples are
sagittal slices through left amygdala-hippocampus complexes.
We begin by dividing a 3D shape into a mesh of tetrahedra using methods devel-
oped in Chapter 2. That is, a tetrahedral mesh at a chosen resolution is conformed
to the surface of the shape; then as many tetrahedra are removed from the interior
of the shape as possible. The resulting mesh includes tetrahedra that are inside the
shape and outside the shape as shown in Figure 3-4. Each tetrahedron is labeled
1 if it is inside the initial shape or 0 if it is outside. During the matching process,
the tetrahedra with label 1 will be attracted to the interior of the target shape. The
tetrahedra outside the initial shape will be repelled by the target shape.
3.3.2 Matching Framework
We use a probabilistic framework to match two shapes. We choose such a framework
in order to motivate a principled way to merge an image agreement term and a linear
elastic energy term. Let U be the target image, V be the mesh, and ' the displacement
of the nodes of the mesh. We write the joint probability density of U, V and r' as
p(U, V, r) = P(U VgFrp(F) (3.1)
where V is the displaced mesh. We use probability densities rather than probabilities
because r' and interpolated intensities within U are continuous variables. One way to
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write a maximum a posteriori estimator is to find f that maximizes the logarithm of
Equation 3.1,
r= arg max log p(U, VF i) + log p(V). (3.2)
To estimate p(i), note that p(f) is the probability density that the mesh is in a certain
configuration. In statistical physics, the probability density that a system is in a
configuration is proportional to e-E/r where E is the energy of the system and T is a
temperature. We treat the mesh like a linear elastic material so that the energy of the
mesh is the elastic bending energy. That energy is given by the integral of the stress
strain product, o-TC, over the mesh. Using standard finite element methods (FEM),
the total elastic energy of the mesh is simply the sum of the elastic energies from
each tetrahedron in the mesh. By assuming a linear displacement field within each
tetrahedron, through standard means [ZT89], the integral can be linearized about a
current configuration so that
E Ivo-ume T6 dV 2 (3.3)
volume2
where K is an elasticity matrix. The matrix K is proportional to Young's modulus
Y and also depends on Poisson's ratio v - both of which have been assumed to be
uniform in the mesh. The matrix K has the key property that it is sparse; most
of its elements are 0, as shown in Figure 3-5. Note that the elements of the matrix
K changes each time the location of the nodes is updated; though, the "sparseness
structure" of the matrix does not change.
Using K, the probability density p(f) becomes proportional to e--KKF/r. Because
K is proportional to Y, the exponential term has two unknown parameters, v and
'7
, which will become parameters in the model. Note that large y corresponds to a
stiffer deformable model; one which large image derived forces would be necessary to
overcome.
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Figure 3-5: An image of the matrix K for a mesh of the amygdala-hippocampus
complex. The image uses black points to indicate non-zero elements in K. Because
of the connectivity of the mesh, most of the elements of K are zero.
3.3.3 Image Mesh Agreement Term
There are two principled ways to estimate p(U, VA|F) which we investigated. The first
approach initially seems intuitive, but in fact is not an appropriate approach. In the
first method, we introduce a spatially stationary (or spatially invariant) probability
density p(u, v) where u and v are overlapping intensities in the image and mesh re-
spectively. Using this method, the probability of the mesh overlapping the image in a
given configuration is the integral of the probability density function over space. This
method is generally not appropriate for our problem. In this method, we effectively
divide space into small units and add the probability density in each unit. Probabil-
ity densities add for events that are mutually exclusive; that is, for a set of events in
which only one can happen at one time. As the mesh overlaps many different units
of space simultaneously, this derivation does not well model the matching problem.
A more appropriate assumption is that the probability of overlap of each unit
of volume is independent of the next unit. This model is too strong because we
expect spatial correlations within the shapes we are matching. However, since the
spatial correlation can effectively be modeled by the regularization of the mesh, the
independence assumption may still be useful, especially in view of its simplicity.
We proceed with the standard assumption that the probability of overlap at each
voxel is independent of every other voxel. Let UT be the intensity of the voxels inside
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tetrahedron T, and IT be the label of a tetrahedron where both take on the values 0
or 1,
log p(U, Vd|i) = log p(u, iT|f) (3.4)
T UEUT
Z Vvosei (log p(u, ITr) T (3.6)
where (-)T represents the continuous average over tetrahedron T, NT is the number
of voxels in T, Vvoxei is the volume of a voxel and VT is the volume of the tetrahedron.
The progression from Equation 3.5 to Equation 3.6 is the change from the discrete,
voxels, to continuous space, where u becomes a continuous variable and is determined
through trilinear interpolation. To make that advance, we have effectively performed
the thought experiment of upsampling the image many times. In this case, there
are many voxels within each tetrahedron, so that continuous approximations become
appropriate.
There are a number of probability densities, p(u, 1TIr), that might be appropriate
for a shape registration problem. As long as it is more probable that similar labels
in the mesh and image overlap than different labels overlap, the probability density
should be acceptable. In practice, the exact form of the probability density determines
the strength of the image forces relative to the elastic forces. However, as the elastic
forces have a free parameter Y which determines their strength between the twoT
forces, a careful choice of probability density should not be necessary. We choose the
following exponential probability density:
P(u, ITr) = e- - *1 e (3.7)
e - 1
where the constant is a normalization factor. Using this density, tetrahedra with
label 1 are attracted to intensities near 1 and tetrahedra with label 0 are attracted
to intensities near 0. Substituting into the initial maximization and simplifying, the
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objective function becomes
-rTKr V VT
=-r Z (U- Z (-Ur)T. (3.8)
TG{lT=1} Voxel T{lT=0O} Voxel
3.3.4 Solving Technique
One standard way to maximize a function is to use a Newton based solver to find the
zeros in the gradient of the maximization function. A standard Newton solver would
find that given the guess r in the kth iteration, the change in the deformation field,
6r, in the k + 1 th iteration solves
K _HP] -Kr ± VT d VT d
- -H o = + V (urk T + (--UlrT
[T F Vvoxei d7Vvoxei dr7,
- TE {lT=1} TE {lT=O0}
(3.9)
where Hp is the Hessian of the image agreement term, and the gradient and the
Hessian terms can be estimated numerically. The terms on the right of the equation
can be recognized as elastic forces due to the existing displacement of the mesh and
image forces. The terms on the left can be recognized as the change in the elastic
force and the change in the image force due to the candidate displacement.
Unfortunately, the standard Newton solver formulation has several difficulties in
maximizing Equation 3.8. The first difficulties come from H. Because the Hessian
term is estimated locally, it can have positive eigenvalues. These positive eigenvalues
make the solver unstable. To understand this problem, consider a node between
voxels in a region where locally the intensity quadratically increases. If that node is
attracted to high intensities, the solution to the system of equations could be to move
the node infinitely far in one direction. A second difficulty with the formulations is
that the elasticity matrix K is also singular. For example a rigid translation of the
entire mesh causes no elastic energy increase, and therefore a rigid translation is in
the null space of the elasticity matrix.
To address these issues, we do not calculate Hp. (Note that changing the left hand
side of the equation does not affect the maximum found. Convergence occurs when
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the forces on the right hand side of the equation balance, so that 6r = 0.) Instead,
we replace it by -cI where c is a small positive number and I is the identity matrix.
This term essentially penalizes 6r. If one considers each iteration, a time step, then
6r is a velocity, so that this term is effectively a velocity drag force. One can also
think about this matrix as equivalent to adding a small constant to the diagonal of
K. Adding a small constant to the diagonal of a matrix is a standard technique to
improve the conditioning of the matrix. The iteration becomes
K -r- -Kri k VV d ~)VT d (UrT
-+I 6 r= + - (- T~ + E 
-u~-rT T voeldk Vvoxeldri[+±ci15=1± z VT d + TE11Tz=O} VT k )
- ~~T E{lT=1} TE{r0
(3.10)
While the tI term improves the conditioning of the elasticity matrix, the elasticity
matrix is still somewhat poorly-conditioned. Solving a poorly-conditioned linear sys-
tem is not a problem for standard Krylov subspace based iterative solvers. A solver
of this sort attempts to minimize the squared error in the system of equations while
minimizing the norm of the solution vector. However, because there may be no ex-
act solution, an iterative solver will require many iterations before it converges. We
therefore do not try and solve the system of equations to high precision. Since the
overall algorithm is iterative, a small error in one solution step can be corrected in
the next step. Instead of solving the equations to high precision, we use only a few
iterations of an iterative matrix solver to solve Equation 3.10. Using this technique,
the matrix solve times can be improved by more that a factor of 100. And, because
there may be no exact solution, little is lost in solving the equations approximately.
As the velocity drag term in Equation 3.10 is small, the resulting solution ? can be
very large, significantly larger than one voxel. Because the image forces are estimated
locally, those forces are no longer accurate after a displacement of roughly one voxel.
Such inaccuracies can lead to instabilities in the convergence of the algorithm. We
therefore limit the motion of the nodes of the mesh in any iteration to the spacing
between the voxels. Should the maximum displacement of a node exceed that spacing,
we scale 6r so that the maximum displacement is exactly that spacing. This type of
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method is a standard technique for solving non-linear equations and is referred to as
velocity limiting.
Figure 3-6: A target shape is shown in translucent white; the deformable model
is in blue. From left to right: An initial alignment, after 12 iterations, after 13
iterations, after 14 iterations. The arrow shows that between iterations 12, 13 and 14
the dominate motion of the model was moving back and forth within the target.
Figure 3-6 shows a deformable model evolving using the algorithm we have just
mentioned. In that match, the deformable model deformed most of the way to the
target in the first 12 iterations. Afterwards, much of the changes in the model were
simply moving back and forth within the target. The cause of this motion is that as
the model moves to one side, the forces on that side go to zero, and increase on the
other side. Thus, an oscillatory motion results.
There are two methods to obtain convergence. The first is to work with the
Hessian H directly. One might expect that near the solution, the Hessian might lead
to stable equations. Unfortunately, our experience is that the Hessian is almost always
unstable. A second technique is to damp out oscillations using another drag force, a
drag force on changes in velocity. We add such a drag in the form of -a(6 rk - 6rk-i
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where a is positive. The final iteration becomes
K - -Kr±±
-- + (E + a)II 6r, = -iark-1 +
VT d VT dS ( rk)T + W7 v (-U Ir T.
TCl=}voa~eldrk T{TO}vxel drkT E {1=1} T E {T=0}
(3.11)
3.3.5 Matching Parameters
It is challenging to set parameters for Equation 3.11 that will create an accurate
matcher. For example, if the bending forces are too large compared to the image
forces, the mesh will never move at all. If the bending forces are too small compared
to the image forces, the mesh is torn apart.
When matching across populations, the elastic properties of the mesh are not
true material properties; instead they are pseudo-material properties that lead to a
solution with desirable smoothness characteristics. Thus, we end up choosing material
properties that work well. We set Young's modulus and Poisson's ratio to the numbers
of Vulcanized Rubber; we use Y of ten thousand pounds per square inch (psi), and
v of 0.4. We choose r as 106, so that Y/T = 0.01. Using this form, the terms in the
matrix K/T are mostly within an order of magnitude of 0.01.
As Equation 3.11 includes both a velocity drag and an acceleration drag, it is
effectively a second order temporal, partial differential equation. Such equations can
generally be described as overdamped, underdamped or critically damped. We seek
equations that are critically damped or overdamped in order to prevent oscillations.
However, we don't want to overdamp the system so much that it never moves any-
where. We choose a = 0.01 and E = 104 which accomplishes this goal.
3.3.6 Validation
In this chapter, we will only be able to determine whether correspondences found
are good ones by examining them visually. In the coming chapters, we will use
the correspondences found as the basis for other algorithms. The success of those
74
algorithms will be a good indication of the usefulness of the matches found here.
We will be able to evaluate whether the deformable model was able to deform into
its target. We use the 80% Hausdorff distance to evaluate the distance between the
deformable model and the target shape [HKR93, LevOG]. To compute that distance,
we find the distribution of distances from the surface of the first object to the closest
point on the second object. We then repeat the process from the second object to
the first object, take the fourth quintile of the non-zero values in each distribution,
and use the maximum of the two numbers. We choose the 80% Hausdorff distance
instead of the full Hausdorff distance in order to reduce the effect of outliers. When
matching manually segmented objects, we expect such outliers due to small errors in
manual segmentation.
3.4 Amygdala-Hippocampus Complex Dataset
Figure 3-7: The location of the left amygdala and hippocampus in the brain. The two
structures are shown in green in the image. The hippocampus is the long structure
and the amygdala is the bulbous structure. In an MRI, it is difficult to tell the two
structures apart so that they are typically segmented as one large complex.
In the first set of experiments, we consider a data set of 30 left amygdala-hippocampus
complexes, and separately 30 right amygdala-hippocampus complexes that were taken
from a study of schizophrenic and control subjects [SKJ+92]. The complex is found
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in the brain as shown in Figure 3-7. The amygdala is the bulbous shape shown in
light green; the hippocampus is the longer shape shown in green.
In this study, one example structure was meshed and matched to the remaining
29 complexes. The meshes contained nearly 1500 nodes. The resulting matching
algorithm converged in 20 to 50 iterations, depending on the case. This computation
generally required between 30 and 90 second on a 1.5 ghz desktop computer.
Examples of a few correspondences are shown in Figure 3-8. The correspondences
found appear appropriate. For example, Point 1 in the figure is consistently at the
tail of the hippocampus, no matter at what angle the amygdala lies. Point 2 in the
figure appears in roughly the same spot in the amygdala. Point 3 in the figure appears
somewhat after the bend in the hippocampus tail.
The Hausdorff distances between the matches are shown in Figure 3-9. Most
of the distances are less than 1 voxel, indicating good agreement between the final
deformed model and the target shape. A few of the distances are somewhat larger.
An examination of the larger Hausdorff distances found errors in the segmentations as
shown in Figure 3-1. In a couple of the examples with larger Hausdorff distances, the
target had features that were not found in the deformable model. Such an example
is shown in Figure 3-10. That target shape has two ends to the tail of the amygdala;
the deformable model has one. There is also no small crease between the amygdala
and the hippocampus in that target; there is such a crease in the deformable model.
3.5 Thalamus Dataset
In a second set of experiments, we consider 53 segmented left and right thalami. The
thalamus is a structure in the brain as shown in Figure 3-11. These thalami come
from a study of normal and first episode schizophrenia patients that we will describe
in a following chapter.
Time to convergence for the thalamus matching problem is very similar to the
amygdala matching problem. For meshes of roughly 1500 nodes, the matching algo-
rithm converged in typically 20 to 50 iterations, in less than a minute on a 1.5 Ghz
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Figure 3-8: The colored spheres indicate a few points on the surfaces of six amygdala-
hippocampus complexes that were found to correspond. Points 1, 2, and 3 are refer-
enced in the text.
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Figure 3-10: Illustrations of errors in matching for one amygdala-hippocampus com-
plex. The blue surface represents the deformable model. The white jagged edge is the
edge of a slice through the target complex. On the right image, a translucent white
surface of the target image has been added. The two models are within one voxel of
each other in all places except at two locations. The first error occurs at the top of
the image where there are two "ends" of the hippocampus tail, as indicated by the
arrows. The deformable model matched to one and not the other. The second error
is in the center of the image. There, the amygdala did not expand upwards into the
"bulge" in the target as it cost too must elastic energy to do so. In particular, the
deformable model has a small crease between the hippocampus and the amygdala.
The target has no such crease, and therefore the match in that region is difficult.
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Figure 3-11: The location of the left thalamus in the brain. The structure is shown
in red.
desktop machine.
Examples of a few correspondences are shown in Figure 3-12. The correspondences
found appear appropriate. For example, Point 1 in the figure is consistently to the left
of the hook-shaped part of the thalamus (lateral geniculate). Point 2 is consistently
near the lower end of the thalamus (anterior portion).
As with the amygdala-hippocampus complex study, the thalamus study matches
were generally very good, with Hausdorff distances at or below one voxel. Several
distances were larger as indicated by Figure 3-13. Some of those errors were caused by
"holes" in the segmentation where the segmenter left out a voxel in the middle of the
structure. Other errors in Figure 3-13 came from problems in capturing protrusions
that existed on some thalami. One such protrusion appears prominently in the top
center thalamus in Figure 3-12, in the top right of the thalamus.
3.6 Discussion and Conclusion
We created a non-rigid matching algorithm to find correspondences between shapes
without using landmarks. Our method uses a balance between linear elasticity and
image agreement, and is able to overcome the ill-conditioned nature of the resulting
equations. By using the compact tetrahedral representations developed in the previ-
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Figure 3-12: The colored spheres indicate a few corresponding points on the surfaces
of six right thalami. The numbered points are referenced in the text.
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Figure 3-13: 80% Hausdorff distances between the thalami and the deformable tem-
plate. The left plot is for the left thalami; the right plot is for the right thalami.
Several of the larger distances result from holes in the thalamus segmentation.
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ous chapter, the algorithm converges quickly, generally in less than one minute. For
most cases, the method was able to deform a template into a target with errors less
than one voxel. The algorithm did have problems matching to features in a target
shape that were not present in the deformable model. We view this as an indication
that the template we chose was not the optimal one for the data set. In fact, it is
reasonable to expect that when choosing one shape as a template to match to other
shapes that the template will be missing features found in the remainder of the data
set. A better method would find a model that captures the variations in the examples
to be matched. In fact, one could imagine forming an adaptive model that introduces
variability only where the set of example shapes call for it. For example, Davies et
al. have developed such a model [DCTOl] in a minimum description framework.
In general, free-form matchers are susceptible to finding local minima in the match-
ing equations that are not necessarily valid. We gave the example in Figure 3-10 of
the target having two tails and the deformable model having one. As the model is not
guided in any way, we expect that the final result in such a matching problem would
strongly depend on the initial alignment. For more complicated structures which we
did not examine here, we would therefore expect our matcher to yield poor results.
For example, using our methods to match cortical folds between subjects would likely
result in folds in the deformable model being attracted to the wrong folds in the
target.
Another important limitation of our algorithm is the possibility of having a tetra-
hedron invert during the matching process. We chose the parameters in our model
carefully so that tetrahedron collapse was not a problem in the experiments. How-
ever, it is reasonable to expect that we will find shape matching challenges where
tetrahedron inversion will be a problem.
To end, we remind the reader that while the correspondences found here appear
reasonable, we have not yet shown they are good ones. In the coming chapters, we
will use the correspondences found here as the basis for other algorithms. If the
correspondence found here are good ones, our expectation is that algorithms that use
them will work well.
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Chapter 4
Application: Morphological
Studies
Statistical studies of shape generally compare the shape of structures selected from
two different groups. Such studies are used to test hypotheses about the anatomical
differences between genders [GSSLO1, DVR+96, MG98] and to understand the effects
of aging on anatomy [Dav96, SGA+84]. Morphological studies are also used to form
connections between shape and the presence of disease [GSSLO1, GGSK01]. For this
application, physicians are interested in developing early diagnosis tools and in better
modeling the disease.
We pursue shape studies as a method of demonstrating the usefulness of the
correspondences found in the previous chapter. We will show that a shape study
based on those correspondences shows improved performance over the same shape
study based on other representations.
We begin by reviewing some of the issues that are important to the success of a
shape study, including representation, alignment technique, volume normalization and
the choice of statistical classifier. We then create a representation of shape based on
the correspondences found in the previous chapter. We then use that representation in
a morphological study of segmented amygdala-hippocampus complexes from fifteen
schizophrenic subjects and fifteen control subjects [SKJ+92]. This study has been
examined by other researchers using different representations so that the sensitivity
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of the performance of the shape study to representation used can be explored. We
further examine the effects of other key factors on the quality of the results including
alignment technique, volume normalization and choice of statistical classifier. After
demonstrating the success of our methods for the amygdala-hippocampus study, we
create a study of the thalamus in eighteen first episode schizophrenia subjects and
eighteen normal control subjects. We are the first to find correlation in shape of the
thalamus with schizophrenia.
4.1 Background: Performance Issues in Morpho-
logical Studies
The process of finding morphology differences between classes of shapes typically
involves three steps. First, a descriptor of shape is found to represent each of the
input data. Second, a classifier is trained to attempt to separate the two groups of
shapes. Third, differences between shapes are mapped back onto the space of the
input data to visualize shape differences.
4.1.1 Choice of Shape Descriptor
There are numerous attractive representations of shape for use in a morphological
study. There are generally two key factors that guide a choice of a descriptor: ease
of extraction and sensitivity to noise. One might expect that a choice of shape
descriptor would be guided by the ability of a descriptor to capture morphological
differences between groups. To our knowledge, the results in this chapter are the
first comparing the effectiveness of different shape descriptions in a morphological
study. Thus, it is yet to be demonstrated which shape descriptors better capture
morphological differences.
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Shape Descriptors
We divide shape descriptors into two classes: those that establish explicit surface
correspondences between shapes and those that do not. The correspondence-based
representations are generally more difficult to form than the correspondence-free rep-
resentations. This relative difficulty is partly due to the challenge of finding corre-
spondences, which was discussed in the previous chapter. It is also stems from the
ability to form a correspondence-free representations of a particular shape in isolation
from the other shapes. For example, spherical harmonics can be used to implicitly
represent a surface [GSSLO1] and are therefore in the correspondence-free class of
shape descriptor. Using spherical harmonics, the representation of each shape can be
described using little or no information from the other shapes. Conversely, when cor-
respondences are established, it is generally necessary to examine at least two input
shapes at one time.
Figure 4-1: A slice through a signed distance map representation of an amygdala-
hippocampus complex. Each voxel in a volume is labeled by its distance from the
surface of the shape. The sign of each label is changed so that voxels inside the
object have positive sign and outside the object have negative sign. Image provided
by Polina Golland.
Examples of correspondence-free representations include spherical harmonics, dis-
tance maps and medial representations or skeletons. Distance maps embed a surface
by labeling the voxels of a 3D-volume with the distance from the surface [GGSKO1].
An example is shown in Figure 4-1. Medial representations [PFY+96] are closely
related to skeletons. They parameterize shapes based on a chain or sheet of atoms
that project a surface. All of the representations in this class have the property that
they implicitly determine a surface so that no explicit correspondences are made.
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And, these descriptors of shape have the property that once the parameters of the
representation are chosen, the representation of each shape can be formed separately.
Members of the class of correspondence-based representations include polygo-
nal surface meshes, displacement fields, and volume element based representations.
Polygonal surface meshes describe each shape using the same mesh, where the ver-
tices of the mesh on each input shape are placed at corresponding points [CTCG92.
Displacement fields are sets of vectors that transform one example shape to the other
[DVR+96, TGG+02]. This representation is not only based on correspondences at
the surface of an object, but is based on the correspondences in the interior. Be-
cause shapes are typically assumed to be uniform in their interior, correspondences
in the interior are frequently interpolated from the surface. Volume element based
representations are based on displacement fields [MG98]. In a volume element based
representation, an input sample is divided into small pieces which expand or contract
as the shape is deformed into other shapes. The representation of each shape is the
expansion or compression of one input sample into the remaining shapes. Thus, while
displacement fields describe directions of change in an example shape, volumetric el-
ements describe compression and expansion.
In this chapter, we create classifiers based on one correspondence-free represen-
tation, distance maps, and one correspondence-based representation, displacement
fields. We also briefly examine a classifier based on volume elements in Section 4.3.3.
Confounding Factors
After a representation has been extracted of each input shape, a classifier is typically
used to separate the two groups. The choice of representation effects the performance
of the classifier; there are three major confounding factors of a classifier that can
guide the choice of a representation in a morphological study. The first such factor is
shape alignment. Variations in patient position during imaging causes misalignment
between data sets. This misalignment can confuse the training phase of a classifier.
That is, a classifier must find differences between the data sets while ignoring affects
due to alignment errors. To mitigate the effects of misalignment, one typically rigidly
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Figure 4-2: Illustration of the challenges of automatic alignment. To align two shapes,
one typically places the central point of the shapes at same location and then rotates
the shapes into alignment. For this example of a black circle (left) aligning to a
green circle with a bump (center), a desirable outcome is that the center of the two
circles become co-located in alignment. But, many alignment techniques would find
the result on the right, with the center of the two shapes co-located, not the center
of two circles.
aligns the data before classification. In this chapter, we examine several different
alignment methods in the attempt to quantify the importance of rigid alignment
technique.
Misalignment can be addressed in more than one way. Correcting the misalign-
ment is one method, although as illustrated in Figure 4-2, alignment techniques some-
times do not yield the most desirable outcome. A second method for addressing mis-
alignment is to choose a representation that is independent of the orientation of a
shape. Spherical harmonic representations can satisfy this requirement; volumetric
elements can also solve this requirement. To see if this second method might be
effective, we examine the volume elements representation in Section 4.3.3
Volumetric effects are a second factor that can confuse a classifier. As subjects are
generally of varying size, one would expect their anatomical structures to be of dif-
ferent size. Thus, volume differences in anatomical structures can be unrelated to the
differences between groups. However, when studying aging for example, Davatzikos
finds that parts of the brain atrophy with age[Dav96]. Thus, volume differences can
be directly related to the differences between groups. In this chapter, we examine the
effects of normalizing the data by volume.
A third confounding factor is noise in the determination of the input surfaces. It
is often the case that there are ambiguities in the exact location of a surface. Even for
an individual experienced in segmenting a particular structure, the decision whether
to include a particular voxel in the structure of interest can be difficult [Dem02]. Also,
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both manual segmenters and automatic segmentation algorithms are subject to error.
It is therefore important that a description of shape lead to a classifier that is robust
to small changes in the surface measurement. For example, spherical harmonics may
not be an optimal surface descriptor because a small change in the surface can entirely
change the set of coefficients describing the surface.
Both displacement fields and distance maps are somewhat robust to noise. Using
distance maps, small changes in the surface of an object affect only a small set of
voxels in the representation [Gol01]. Displacements fields are also somewhat robust to
noise in the determination of the surface. As interior correspondences between shapes
are usually found by weighted averages of the displacement of the surface, interior
displacements typically change a small amount due errors in the determination of the
surface. Furthermore, the non-rigid matcher developed in the last chapter - which
we will used to generate displacement fields - was specifically designed to mitigate
the effects of errors in surface determination such as protrusions.
4.1.2 Statistical Separation
Once representations of the input shapes have been formed, they are used in a sta-
tistical separation method to attempt to capture differences between the classes of
shapes. Early research in this area used technology that was originally developed
for automatic segmentation [CHTH92]. In automatic segmentation, a deformable
model of shape is often formed using Principal Component Analysis (PCA) on rep-
resentations of example structures (this method will be described in Chapter 5). A
generative model can then be created by allowing the shape to deform along the most
important modes of variation. To compare two groups, one forms such a model for
each group, and separates the two models using a hyperplane. Visualization of differ-
ences between classes can be examined by moving perpendicular to the hyperplane
[MG98, MPK94].
The biggest concern with this method is that the number of example data sets in
medical images is often in the tens, not the hundreds or thousands. Using PCA on
each class effectively estimates a Gaussian probability density over each data set. It
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is unclear whether an accurate estimate of the probability density can be formed with
such a small numbers of examples. Furthermore, it is entirely unclear if the Gaussian
assumption is appropriate.
More recently, Golland et al. [GGSKO1] introduced an approach that avoids mak-
ing explicit assumptions on probability densities over the input data. They used non-
parametric support vector machine (SVM) based classification methods to perform
morphological studies of shape and demonstrated that non-linear SVM classification
can potentially improve the separation between groups of shapes over linear meth-
ods. Furthermore, they showed that the gradient of the classifier can be used to show
differences between classes of shapes.
While non-linear methods outperform linear methods in classification accuracy,
there are some advantages to linear classifiers. First, the shape differences found by
linear classifiers are much easier to interpret than those found by non-linear classifiers.
Second, because there are usually a small number of examples in a medical classi-
fication problem, there is a danger that a non-linear classifier will over-fit the data
and find differences between the groups that will not generalize to further examples
[Gol01]. Because of the advantages and disadvantages of each method, we explore
classifiers using both linear and non-linear methods.
Review of Support Vector Machines
We briefly review the machinery of support vector machines we will use. Readers can
see [Gol01] for more details. We begin by letting X' be the representation vector of
the shapes for a representation. The squared distance between two shapes, |- ||2,
is defined to be (' - - 2). For displacement fields, this distance is simply
the square of the length(12 norm) of the samples of the displacement field between
each shape. For distance maps, there is no simple interpretation of distance between
shapes.
Support vector machines (SVM) form the basis of the classification methods we
will use. Given m measurements {4}, with labels {yA} which are 1 for one group
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and -1 for the other, the SVM finds the optimal classification function
m
fK(') = akykK(X, k)+ b (4.1)
k=1
where b and ak are constants, K is the kernel function, and new examples x are
classified based on the sign of fK. The kernel function maps two examples into a
high dimensional space and takes a dot product in that space. The SVM effectively
finds an optimal separating hyperplane in that higher dimensional space. The sepa-
rating hyperplane is optimal in the sense that the distance from the examples to the
hyperplane is maximized.
For the non-linear classifier, we use a family of radial basis functions (RBF)
K(5, i) ---- el--k 2/Y where 'y is proportional to the square of the width of the
kernel. We pick 7 to optimize the cross validation accuracy of the classifier, which
is evaluated by leave one out testing. For the linear classifier, the kernel function is
simply the dot product: K(', 'k) = - k.
4.1.3 Visualization of Differences
The goal of a morphological study may be to create a classifier to identify new example
shapes as being a member of one or the other group. Such a classifier could be used
to as an early diagnostic test, for example. More often, the goal of a morphological
study is to explicitly represent and visualize the shape differences between groups.
A linear classifier uses a hyper-plane to separate the groups. Thus, the shape
differences between groups are effectively encoded in the normal to the hyperplane.
For the non-linear kernel, differentiating the pre-thresholded, RBF classifying function
with respect to shape would seem to yield the answer [GGSKO1]. The derivative at
5 is given by:
2 C IY~x I 5)1X-k 112  (4.2)
k=1
where the {ak} are constraints determined by the SVM and {Yk} are -1 for on group
and 1 for the other. Using distance maps the derivative is not sufficient to find the
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shape differences between classes. A small change to a distance map does not yield
another distance map. To address this issue, one must project a derivative back onto
the manifold of distance maps [GGSK01]. However, displacement fields form a vector
space; a small change in a displacement field yields another displacement field. Thus
for this case, differentiating the classifier is sufficient for our goals.
4.2 Methods
Having reviewed the issues and methods that are important in a morphological study,
we develop methods to perform such a study based on displacement fields. To form the
displacement field representation, one of the example shapes is chosen as a template
and meshed with tetrahedra to facilitate the matching process. The mesh is then
treated as a linear elastic material and deformed in order to match the other example
shapes as described in the previous chapter and in [TGKWO1]. The nodes of the
tetrahedral mesh form a roughly uniform sampling of the displacement field. The
vector representation of shape is simply a the displacements of the nodes of the
tetrahedra from the template assembled into a large vector. In the studies we will
consider, there will be shapes from cortical substructures on the right and left side of
the brain. Templates are formed for each side separately. When both structures are
consider together, the vectors on each side are simply concatenated.
In the following sections, we explore several issues that are important to shape-
based classification including normalization by volume, alignment technique, and the
choice of using a linear or a non-linear classifier.
In each section, we will indicate whether data have been normalized by volume, or
not scaled at all. When normalization was used, each shape was isotropically scaled
to the same interior volume. Note that since we will examined structures in the brain,
normalizing by brain volume may be biologically relevant, but unfortunately brain
volumes were not available for all subjects.
Except where stated, all results use a second order moment alignment of the
data. In Section 4.3.3, we also align using the second order moments of the mesh,
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and absolute orientation [Hor87] (removing global translations and rotations from a
deformation field). Also in that section we test two additional representations that
are independent of orientation. The first representation is a vector of the volumes of
the tetrahedra used to describe each structure. That is, the tetrahedra in one shape
are ordered and the volumes placed in a vector according to that order. The same
vector can be formed for the other shapes using the volumes of the corresponding
tetrahedra for each shape. Rather than using the volumes of tetrahedra, one can
also use the edge lengths of the tetrahedra for a representation that is independent
of global alignment. Thus, we consider a second representation that is a vector of the
edge lengths of the tetrahedral meshes used to describe each shape.
We use support vector machines (SVM) as the basis for classification, using both
RBF and linear kernels as described in Section 4.1.2.
4.3 Results: Amygdala-Hippocampus Study
The first study we examine consists of thirty hand segmented amygdala-hippocampus
complexes. Half of the complexes came from subjects suffering from chronic schizophre-
nia and half from control subjects [SKJ+92]. This study was chosen because it has
already been examined by other researchers so that comparisons of results can be
made.
We compare our results using displacement fields to results provided by Polina
Golland using signed distance maps. The distance maps are formed by labeling
each voxel with its distance from a surface as described in [GGSKO1]. The resulting
representation is the vector of labels of the voxels.
We also report results by Gerig et al. [GSSLO1] who examined the same data set.
They formed a classifier explicitly comparing the asymmetry of the left and right
amygdala. Each shape was normalized by volume and represented using spherical
harmonics. The left and right complexes were overlayed, and points on one surface
were set to correspond to the closest point on the other surface. Gerig et al. used a
support vector machine (SVM) using radial basis functions (RBFs) to classify based
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on correspondences. They furthermore added volume as a separate variable and made
a classifier based on both volume and shape differences.
4.3.1 Comparison of Representation
Distance Matrix: Disp. Field Distance Matrix: Dist. Map
E
0 0
Diseased Normal Diseased Normal
0 Increasing Distance -P
Figure 4-3: The squared distances between the 30 amygdala-hippocampi. The left
matrix uses a displacement field representation; the right uses distance maps. Num-
bers are mapped linearly to the colorbar shown. Each row represents the squared
distance between a particular complex and all the complexes. This data is used to
compute the last row in Table 4.1. It uses both complexes, aligned by second-order
moments of the label-maps, without any normalization for volume.
Once the representations of the input shapes have been formed, the first step
in classification is to determine the distances between the shapes. To classify well,
one would intutively expect that examples from one group would be similar to other
example shapes from the same group, but be different from examples in the other
group. Figure 4-3 shows some, but not all of those properties.
Figure 4-3 shows the distance between amygdala-hippocampus complexes using
the displacement field representation and the distance map representation. The two
distance matrices show strong similarities. In both cases the distances between the
complexes from normal subjects (lower right quadrant) were relatively small. Con-
versely, examining the distances between complexes from diseased subjects (upper left
quadrant), many of them strongly differ from each other. Examining the off-diagonal
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Cross Validation Accuracy using Linear Classifier
Structure Displacement Field Distance Map
Left Complex 63 t 18% 57 + 18%
Right Complex 63 ± 18% 53 ± 18%
Both Complexes 67 ± 18% 53 ± 18%
Structure Cross Validation Accuracy using RBF
Displacement Field Distance Map Gerig et al.
Left Complex 80 ± 17% 73 ± 17%
Right Complex 77 ± 17% 70± 17%
Both Complexes 87 ± 16% 70 ± 17% 87 t 16%
Table 4.1: Cross-validation accuracy for the different representations using RBF and
linear classifiers. For the third column, volume was added separately to shape data
[GSSLO1]. The range is the 95% confidence interval [Bey9l].
Normalized Cross Validation Accuracy using Linear Classifier
Structure Displacement Field Distance Map
Left Complex 57 18% 57 + 18%
Right Complex 70 ± 18% 53 ± 18%
Both Complexes 70 18% 53 ± 18%
Normalized Cross Validation Accuracy using RBF
Structure Displacement Field Distance Map Gerig et al.
Left Complex 73 ± 18% 70 ± 17%
Right Complex 77 ± 17% 77 ± 17%
Both Complexes 87 ± 16% 67 ± 18% 73 ± 17%
Table 4.2: A comparison
The data is normalized to
of cross-validation accuracy for RBF and linear classifiers.
the same volume. The range is the 95 % confidence interval.
quadrants of the matricies, one can see that in both representations, some of the
complexes from diseased subjects are similar to complexes from normal subjects.
Because Figure 4-3 does not show all the properties one would expect to make
a good classifier, one might expect that the resulting classifier would not perform
perfectly. Table 4.1 illustrates this result. None of the classifiers have perfect cross-
validation accuracy.
Table 4.1 shows that linear classifiers based on displacement fields seem to outper-
form linear classifiers based on distance maps by approximately 10 percentage points.
For nonlinear classifiers that use RBFs, again those classifiers based on displacement
fields performed better than those based on distance maps, by roughly 17 percentage
points. Also note that classifiers based on displacement fields were able to improve
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using information from the right and left complexes, while the same does not hold
for classifiers based on distance maps.
Gerig et al. [GSSLO1] examined the data set using a method that explicitly ex-
amined left right complex assymetry. They also used an RBF based classifier, and
found similar results to the displacement field based classifier as shown in Table 4.1.
4.3.2 Effects of Volume Normalization
One of the issues faced in a shape study is whether or not normalizing by volume
will affect the results. Table 4.2 shows classification results with all the input data
normalized to the same volume and aligned by second order moments. For this
study, normalizing by volume had very small effects. For most entries in tabels, there
are only small differences between Table 4.2 and Table 4.1. Most of the differences
are 3 percentage points or less. However, there are two entries that decreased by 6
percentage points. Note that the classifier by Gerig et al. decreased by 14 percentage
points. Thus the methods used by Gerig seem to be more sensitive to volumetric
effects for this study.
4.3.3 Effects of Alignment Technique
Using displacement fields, several different alignment techniques may be appropriate.
We examined several alignment methods to see if they would produce significantly
different results. Figure 4-4 shows the effect of three different alignment methods
on the resulting classification accuracy for both linear and RBF based classifiers,
without normalizing by volume. The effect of alignment caused a range generally
10 percentage points or less between the best and worst cross validation accuracy -
though in one case, the linear classifier using both the left and right complexes, the
range was 17 percentage points. The first two alignment methods are both based on
second order moments and therefore one would expect would yield very similar results.
For the non-linear RBF based classifier, this result was found; the largest effect was
3 percentage points. For the linear classifier, larger effects were observed. Thus, the
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linear classifier shows results consistent with being more sensitive to alignment than
the non-linear classifier.
1 Linear RBF 100
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Figure 4-4: The effect of alignment method on classification accuracy using displace-
ment fields as a representation. We used three different alignment techniques. Method
(1) aligned the meshes on the basis of the second order moments of the meshes.
Method (2) aligned the meshes by the second order moments of the labelmaps (which
was used in Tables 4.2 and 4.1. Method (3) aligned the meshes by absolute orienta-
tion [Hor87l. For both linear and RBF based classifiers, "Left", "Right" and "Both"
refers to a classifier based on just the left complex, just the right complex or both.
Because of the observed increased sensitivity of the linear classifier to rigid align-
ment technique, we hypothesized that a linear classifier based on a representation that
was independent of orientation might show increased performance over the linear clas-
sifier based on displacement fields. We therefore created two new representations: the
first a vector consisting of the volumes of the tetrahedra in the mesh, the second a
vector consisting of the edge lengths of the tetrahedra. Those representations both
yielded classification accuracies between 67 and 76 percent for the left, right and
combined complexes. This performance is as good or better than the best linear
classifier based directly on displacement fields - though, it is interesting to note that
that RBF based classifiers based on these two representations yielded no performance
improvement over linear classifiers.
4.3.4 Visualization of Differences
One of the important goals of a shape study is to visualize the differences between the
classes of shapes. Figure 4-5 and Figure 4-6 show those differences for the right and left
complexes. Those differences were found from derivatives of the RBF based classifier
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evaluated at examples as described in Section 4.1.3. There are several interesting
observations about the figures. First, for a non-linear classifier it is not guaranteed
that the gradients computed for the two groups are equal and opposite. However,
Figure 4-5 and Figure 4-6 shows that for both classifiers, the changes detected to
make one group look more like the other are similar in nature but opposite in sign.
This finding holds for both complexes, and both representations.
Ideally, the shape differences found between the classes would be indpendent of
representations. For right complexes, (Figure 4-5), there are strong similarities in
the shape differences found by the classifiers based on each displacement fields and
distance maps. In particular, at the posterior portion of the tail of the hippocampus
(the top of the shapes shown) and the base of the hippocampus (the bottom of the
shapes shown), the shape differences found by the two classifiers appear very similar.
For left complexes (Figure 4-6), there are disparities between shape differences found
by the classifiers based on each representation. These disparities are particularly
evident at the base of the amygdala (the bottom of the shapes in the figure) and the
tail of the hippocampus (near the top of the shapes in the figure).
Given that the two representations yielded different morphological differences, we
seek evidence as to which answer is the correct one. There are two factors which
suggest the answer. Firstly, examining the gradients found at every left complex
(not shown), the displacement field based classifier yielded visually similar gradients
at each left complex. However, for many of the left complexes, the gradients found
using the distance map based classifier were visually very different from each other.
Thus, because the shape differences found were consistent across all left complexes
for displacement field based methods, but not for distance map based methods, the
shape differences found using displacement fields are more likely. Note that for the
right complex, the classifiers based on both representation yielded visually similar
gradients at each right complex.
For a second indication of which of the two classifiers yielded the correct answer,
we can consider a third classifier. Figure 4-7 shows the morphological differences
found between the two groups as determined by a linear classifier using displacement
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Figure 4-5: The top four plots show the "deformation" of the surfaces relative to the
surface normal for the right amygdala-hippocampus complex. For diseased subjects,
"deformation" indicates changes to make the complexes more like a normal control.
For normal subjects, "deformation" indicates changes to make the complexes more
diseased. The four pairs of surface plots show deformations of diseased/control sub-
jects using distance maps/displacement fields as representations. In each pair of
surface plots, the two examples with the largest deformations evaluated at the sup-
port vectors of the SVM classifier are shown; the larger one is on the left. The color
coding is used to indicate the direction and magnitude of the deformation, changing
from blue (inward) to green (no motion) to red (outward). The bottom two plots
are the deformations fields used to generate the plots directly above them. Note that
motion along the surface does not affect the colors in the surfaces.
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Figure 4-6: The top four plots show the deformation of the surfaces relative to the
surface normal for the left amygdala-hippocampus complex. The figure is otherwise
identical to Figure 4-5.
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Figure 4-7: The "deformation" of the right and left complex determined using a
linear classifier based on displacement fields. The results shown were determined by
two separate classifiers, one for each side. Both example shapes are from the same
diseased subject. The remainder of the figure is described in Figure 4-5.
fields. We consider only a linear classifer based on displacement fields and not a linear
classifier based on distance maps due to the poor cross validation accuracy of the linear
classifier based on distance maps. Comparing the shape differences in Figure 4-7
with those found in Figure 4-5 and Figure 4-6, there are several similarities in the
shape differences found by the linear classifier and the non-linear classifier based on
displacement fields, particularly at interface of the hippocampus and amygdala. Thus,
the shape differences found using the linear classifier based on displacement fields
supports the shape differences found by the non-linear classifier using displacement
fields, not those of the non-linear classifier based on distance maps.
Displacements fields have the potential to yield information not present using dis-
tance maps. In the bottom of Figures 4-5, 4-6, and 4-7, the derivatives of the classifier
based on displacement fields are shown in the form of a vector field. Because distance
maps do not use correspondences, it is not possible to show motions tangential to the
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surface using distance maps. The vector fields show that there is motion along the
surface in several places. Most notably, in Figure 4-6, there is a clear rotation of the
tail of the hippocampus. This effect is not clearly visible in the surface changes; it is
only visible using the vector field.
4.4 Results: Thalamus Study
We apply our methods to a second study of shape. To our knowledge, no one has
searched for morphological differences of the thalamus between schizophrenic and nor-
mal individuals. However, as the nuclei in the thalamus in part control and integrate
cortical activity, the thalamus may play a role in schizophrenia [PGS+98]. In this
section, we present preliminary results of a morphological study of the thalamus in
18 first episode schizophrenic subjects and 18 normal subjects. The results presented
here are preliminary because some subjects may be excluded from the study in order
to have relatively consistent economic status, education, and socioeconomic status
across patients. Also, the manual segmenter who identified the thalami has indicated
that she had difficulties locating the borders of the thalamus in some of the subjects
due to blurriness in the original image [Wie03]. Those subjects may also be removed
from the study.
The subjects in this study did not participate in the study of the amygdala-
hippocampus complex [SKJ+92]. However, some of the subjects in this study par-
ticipated in the study reported in [KSS+03] which examined superior temporal gyrus
volumes.
Morphological differences were determined using displacement fields. We report
results using an absolute orientation alignment; other alignment yielded nearly iden-
tical results. That is, cross validation accuracies differed by less than 3% using the
different alignment techniques. Each thalamas was normalized to the same volume.
In this study, normalizing volume consistently produced increased classification per-
formance in both linear and non-linear classifiers by between 3 and 8 percentage
points.
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Figure 4-8: The "deformation" of the surfaces relative to the surface normal for the
left and right thalamus. Deformation is as described in Figure 4-5. In each quadrant
of the plot, the three largest deformation are shown, evaluated at the support vectors
of the SVM; the largest vector is leftmost and the third largest is second from the
left. The top two rows are for two different views of the left thalamus; the bottom
two are for the same views of the right thalamus. An RBF classifier was used with
displacement fields to generate the figure. Displacement fields are not shown because
the projections of them are difficult to interpret for the thalamus.
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Control
Cross Validation Accuracy
Structure Non-Linear Classifier Linear classifier
Left Thalamus 73 ± 15% 55 ± 19%
Right Thalamus 63± 15% 45 ± 20%
Both Thalami 71 ± 15% 55 ± 19%
Table 4.3: Cross-validation accuracy for the thalamus using Linear and non-linear
(RBF based) classifiers. The range is the 95% confidence interval.
Table 4.3 shows the cross-validation accuracy of linear and non-linear classifiers
on the thalamus. The non-linear classifier was better able to separate left thalami
(73% accuracy) than the right thalami (63% accuracy). The performance of the non-
linear classifiers were significantly better than the performance of the linear classifiers,
which achieved classification accuracies near 50%.
Shape differences are shown for the left and right thalamus in Figure 4-8. Ex-
amining the figure, many of the changes between the diseased and normal groups
are localized indentations or protrusions, particularly on the inferior portions of the
right and left thalamus. As with the amygdala-hippocampus complexes, the changes
needed to make one group appear more like the opposite are similar in nature but
opposite in sign. Examining gradients at the remaining complexes (not shown), there
were strong similarities of the gradients evaluated at all the left complexes and all
the right complexes.
4.5 Discussion
We compared classifiers based on displacement fields and distance maps for a shape
study of the amygdala-hippocampus as it related to the presence of schizophrenia. It
is clear from the similarity matrices in Figure 4-3 that both representations provide
some information to separate shapes. However, classifiers based on displacement
fields consistently outperformed those based on distance maps, by up to 20 percentage
points. In particular, linear classifiers based on distance maps did little better than
random while linear classifiers based on displacement fields performed as well as 70%
cross-validation accuracy.
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The shape differences found using the two different classifiers were visually similar
for the right complex, but very different for the left complex. There were two pieces
of evidence that suggested that the results based on displacement fields were more
likely. First, the linear classifier based on displacement fields yielded very similar
results to the non-linear classifier based on displacement fields. Second, examining
the derivatives of the classifier based on displacement fields at all of the left complexes
yielded similar results, while the derivatives of the classifier based on distance maps
did not.
The difference in the answers found by the two classifiers is an indication of one
of our main concerns: classifiers created from such small numbers of examples may
not generalize to new data[Gol01]. That the displacement field based classifiers found
a qualitatively similar class difference evaluated at many complexes may be a good
indicator of those classifiers' ability to generalize to other data. Also, the observation
that in several cases displacement-field based classifiers worked reasonably well with
a simple linear classifier (Section 4.3.1) may also be such an indication.
We not only examined the effects of shape representation on classification ac-
curacy, but we examined the effects of alignment, volume normalization, and clas-
sification choice. For the amygdala-hippocampus study, shape representation and
classification method produced the largest effects on classification accuracy. That
is, non-linear classifiers outperformed linear classifiers by 10 to 20 percentage points.
Alignment was second most important, causing a range of plus or minus 5 percentage
points. Volume normalization had the smallest effect, approximately 3 percentage
points.
In Section 4.3.3, we examined two representations that were independent of global
orientation: one based on the volumes of the tetrahedra in a description of an object
and a second based on the edge lengths. The relatively good performance of the linear-
classifiers based on volume element representations was surprising to us. Because of
the lack of directional information in the volumes of the tetrahedra, we expected
classifiers based on this representation to perform rather poorly. The success of
this method, and its lack of directional information, suggests that a representation
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that is independent of global orientation but maintains local orientation information
might be very successful. In particular, the representations based on multi-resolution,
progressive meshes [GSS99, DGSS99] seem to capture these ideas and are likely worth
investigating.
Examining the thalamus study, we were initially skeptical of the shape differences
found between the classes. We expected a smoothly varying shape difference, not
relatively localized "bumpiness". However, the segmenter who identified the struc-
tures has specifically noted that a number of the examples appear bumpy [Wie03].
Furthermore, as the thalamus consists of collection of nuclei, the bumpiness could be
an indication that only some nuclei are affected by the presense of disease. Thus, the
results may be reasonable. When the study nears its completion, we will examine the
data to see if a human can observe the bumpiness in one group and not the other.
Currently, the study is blinded as to which anatomical structures come from diseased
subjects and which come from normal controls.
4.6 Conclusion
The primary goal of this chapter is to demonstrate that the correspondances developed
in the last chapter can yield a performance improvement in a mophological study
over over representations. To accomplish this goal, we performed a shape study
based on the correspondences and based on a very different representation, distance
maps. We found that a classifier based on the shape matching algorithm was able to
achieve a cross validation accuracy roughly 15 percent points higher than the classifier
based on distance maps. Furthermore, we were able to achieve 70% seperation of the
groups using a linear classier based on displacement fields; the classifier based on
distance maps achieved accuracies slightly more than 50%. Thus, for the amygdala-
hippocampus study, displacement fields outperformed distance maps.
We also examined the sensitivity of classification cross-validation accuracy to sev-
eral other issues. The most important issue was the choice of classification method:
non-linear RBF based methods outperformed linear classifiers by 10 to 20 percentage
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points for both studies examined. Volume normalization and alignment method had
smaller effects.
Finally, we used our methods to find new results correlating shape differences in
the thalamus with first episode schizophrenia. We found statistically significant shape
differences in the left and right thalamus and visually showed the differences.
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Chapter 5
Application: Segmentation
In the previous chapter, segmented structures were used to correlate shape and dis-
ease. Those structures were segmented manually, an extremely tedious, time con-
suming, and error prone task [Dem02, KSG+92]. For studies involving tens of cases,
manual segmentation may be a viable option. However, it is very challenging to use
manual segmentation for studies involving hundreds or thousands of cases.
Automatically identifying tissue types in medical images has proven challenging.
The challenge stems partly from confounding effects in imaging. MRI images, for
example, suffer from noise, and from image inhomogeneities due to varying magnetic
fields, as indicated by Figure 5-1. Adding difficulty of the segmentation task is the
fact that the boundaries of structures are sometimes of extremely low contrast. In
fact, some boundaries are defined by convention rather than intensity differences. For
instance in the brain, the border between the plenum temporalis and Heschyl's gyrus
is defined by a straight line across the grey matter [KMaJEA+99]. Other boundaries,
such as those of the thalamus, are very weakly visible in MRI [PGS+98], as shown in
Figure 5-1.
Most automatic segmentation algorithms are able to handle some, but not all, of
these confounding issues. For example, intensity based methods have proven success-
ful in correcting for imaging noise and image inhomogeneities [WGKJ96], but have
difficulty with barely detectable or invisible boundaries. The addition of spatial in-
formation on the location of tissue classes is somewhat helpful to these methods, but
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Figure 5-1: Left: MR image with arrows pointing to the right (black arrow) and left
(white arrow) thalamus. The borders of these structures are very difficult to identify.
Right: the same MR image displayed with a different linear intensity scale. Note
that the white matter on the bottom left appears brighter than the remaining white
matter, indicating imaging inhomogeneities
as we will show, intensity based methods have difficulties even with a spatial prior.
Deformable model based methods use prior shape information to locate boundaries
that intensity based methods do not [CHTH92, CET98, KSG99]. However, these
methods have trouble with structures that show large variation in shape and size.
Structures like gray matter, which can be found reasonably well using intensity based
methods, are hard to capture using deformable models.
Both intensity based methods and deformable model based methods have their
strengths and weaknesses. We introduce a new segmentation technique that incorpo-
rates these two methods to make a more robust and more accurate final method.
In this chapter, we continue to show that the shape matching algorithm given in
Chapter 3 finds correspondences that are relevant and useful by using them as part
of an automatic segmentation algorithm. We begin by providing a brief overview of
existing segmentation methods. We then give a detailed description of the methods
we will combine: an intensity based method that uses a spatial prior and a deformable
model. To combine the two methods, we create a new non-rigid matching algorithm
that adapts a deformable model to the results of an intensity based method. The
results of the deformable model are then fed back into the intensity based method
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through the spatial prior. By returning the results to the intensity based method, the
latter method can incorporate the new information into the entire segmentation. We
test our algorithm on MRI images of the brain, using shape information to segment
the left and right thalamus. We end the chapter by validating our method, comparing
thalamus segmentations of the new algorithm with those provided by a manual seg-
menter, and with those produced by an intensity based method alone. We show that
adding shape information into an intensity based method has significant advantages
over such a method alone.
5.1 Overview of Segmentation Techniques
Simple segmentation strategies, such as thresholding, have not produced results that
are comparable to expert, manual segmentations of MRI. The medical community has
therefore introduced more complicated methods. We divide the strategies used into
three types: intensity based methods, spatial distribution algorithms, and deformable
shape models.
Intensity based methods use only the voxels' gray values to segment MR images.
They often focus on the estimation of intensity inhomogeneity artifacts by using fuzzy
clustering techniques [SUOG, PP99] or the expectation-maximization (EM) method
[WGKJ96]. To decrease the effects of noise and intensity deviations within tissue
classes, a Markov Random Field (MRF) can be added [Kap99, ZBS01]. MRFs model
the relationship between neighboring voxels; for example, neighboring voxels often
belong to the same tissue class.
As intensity based methods use no spatial information, they have difficulties sep-
arating out structures of similar intensity, even if these are well separated. To fix this
problem, spatial distribution methods have been created. These methods use prior
spatial distributions on the locations of tissue classes, also known as atlases. They do
so by first registering the atlas to the patient and then modifying an intensity based
framework to make use of the atlas information. Often they use the expectation-
maximization algorithm in conjunction with a Markov Random Field (EM-MRF)
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[LMVS99, PWG+02, MVB+02] or with K-nearest neighbor classifiers [WRK+00].
These methods still make large errors in segmenting structures [LMVS99]. As we
will show in this chapter, when weakly visible boundaries appear in images, these
methods can find unphysical results such as disconnected regions of the same tissue
class, small protrusions or sharp edges.
A different class of segmentation methods is based on deformable shape models.
These models generally incorporate a representation of shape and its allowed modes
of variation, along with expected intensity distributions or gradients that the models
will overlay. Shape surfaces have been modeled successfully in many different ways,
including level sets [LFGOO, TYW+01], spherical harmonics [KSG98], point based
models [CHTH92, CET98, DCT01] and skeleton or medial representations [PGJA02].
Generally principal component analysis (PCA) is used to find the largest modes of
variation across a particular representation [CHTH92]. A generative model is then
formed which allows a shape to deform along the principal modes of variation.
Deformable models have been very successful in characterizing many anatomical
structures. Using prior information about the shape of tissue classes, they are able
to locate boundaries in images that are barely visible, and therefore not typically
found by intensity based or spatial distribution methods. But, deformable models
are limited by the model used to determine their modes of variation. And, they are
limited by their training examples. For structures with tremendous variability, like
gray matter, it is unlikely that a small number of training examples will sufficiently
well populate the space of gray matter shapes to make a deformable model that
accurately captures the variability of that structure. Conversely, intensity based
methods capture grey matter reasonable well [WGKJ96].
In this chapter we combine a spatial distribution method and a deformable shape
method to generate a new algorithm that combines the strengths of both methods. In
particular, the EM-MRF algorithm generates probabilities that each voxel contains a
particular tissue class. We adapt a deformable model to fit these results. The results
are then given back to the EM-MRF method so that information from intensity and
shape can be merged. In order to feed the shape information back into the EM-MRF
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algorithm, we treat the results of the deformable model as a second patient-specific
atlas. We then combine the initial atlas and the results of the deformable model, and
give the combined atlas back to the EM-MRF algorithm.
5.2 Segmentation Techniques Used
We commence by describing in detail the two methods we will combine. We use
a spatial distribution algorithm developed by Pohl et al. [PWG+02] which has been
shown to be successful in segmenting some brain structures. We choose a deformable
model that uses many of the ideas developed by Cootes and Taylor [CHTH92], which
have also achieved numerous successes.
5.2.1 Atlas Matching
Figure 5-2: Sagittal slice through an atlas of white matter. Note that the atlas does
not have sharp boundaries. The atlas is useful for generally locating white matter,
but is not useful for accurately describing the boundaries of the structure.
Pohl et al. [PWG+02] begin the spatial distribution method by warping an atlas
onto the image to be segmented. The main purpose of the atlas is to aid an EM-
MRF algorithm in differentiating between spatially-separated structures with similar
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intensities. To generate the atlas, up to 80 manual segmentations were warped onto
a randomly chosen segmentation using a non-rigid registration procedure [WRH+01].
The MRI corresponding to the randomly chosen segmentation is the template case.
From these aligned segmentations, the probability of each tissue class at each voxel
is estimated. These spatial tissue distributions define the atlas.
The atlas is aligned onto the image to be segmented in order to generate an atlas
specific to that image. To achieve this alignment, the template MRI is non-rigidly
registered to the image to be segmented [GRAM01, Thi98]. The same warping is then
applied to the atlas. The result is an atlas in the coordinate system of the subject of
interest. We call the probability determined by the atlas of tissue 7 at voxel x P(7Yx).
As an example of an atlas for a single tissue class, a slice through the probability of
white matter is shown in Figure 5-2. A similar slice through the probability for the
left-thalamus is shown in Figure 5-5. Note that in both examples, the atlas does
not have sharp edges. The atlas is useful in roughly localizing a structure, not in
accurately describing its shape.
The atlas has a secondary purpose besides providing localization information. In
order to label a particular structure, it is necessary to know the expected intensity
distribution of that structure. This intensity distribution will change depending on
the particular imager used and imaging modality chosen. One way of obtaining the
intensity distribution automatically is to examine the intensities of voxels at locations
where the atlas is very confident that a particular tissue class is found. Based on this
idea, Pohl [Poh03] estimates the probability p(YIy) that intensity Y comes from tissue
class y by a Gaussian distribution fit to the log intensity of the voxels where the atlas
is at least 95% certain that tissue class 7 will be found.
5.2.2 Inhomogeneity and Tissue Estimation
The core of the segmentation algorithm consists of an expectation maximization (EM)
technique used in conjunction with a Markov random field (EM-MRF). The algorithm
iterates between an expectation step (E-step) and a maximization step (M-step). For
each tissue class, y, the E-step computes the probability of the tissue class, W(lx),
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at each voxel x. These probabilities are generally called weights in the EM-MRF
framework. The estimate for the next iteration n+ 1 is based on the image intensities
Y, the current estimate of additive image inhomogeneities, or bias field, B, the
probabilities from the atlas p('ylx), and the estimated intensity distribution of each
tissue class p(Yj'y). The estimate is also affected by a neighbor energy function
EN (-y, x), which reflects the likelihood that two tissue classes occur in neighboring
voxels
Wn+1(- _ ) P (y(X) 11n (X), 7)p (-yIx) EN (-, X), (5.1)Z
where Z is a normalization factor. Equation 5.1 effectively calculates the posterior
probability of a tissue class at a particular voxel, given the intensity distribution of
the tissue class, the probability that a tissue class is assigned to a particular voxel
according to the atlas, and the neighbor energies. Because of the neighbor energy
function, Equation 5.1 can be viewed as a description of a Markov random field, and
solved approximately using the mean-field approximation. Use of this approximation
avoids having to calculate the normalization factor Z.
The M-step calculates the maximum a posteriori (MAP) estimate of the additive
bias field, B, which models intensity inhomogeneity artifacts. That is, one finds the
value of B which maximally predicts the measured intensities at each voxel given a
prior probability on B:
B'+' - arg maxp(BIY, W"+') = arg maxp(B)p(Y B, W +1 ). (5.2)
B B
The probability distribution of the additive bias field p(B) is assumed to be a sta-
tionary, zero mean Gaussian with a given variance, and covariance across neighboring
voxels. The covariance gives the additive bias field smoothness properties. The sec-
ond term in Equation 5.2 asks how well a given bias field B and weights W predict the
measured intensities. The solution to this equation can be shown to be [WGKJ96]
LBn+1 = H - R (5.3)
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where H is a smoothing filter determined by the covariance of B, and R is the mean
residual field of the predicted image in relation to the real image. In words, the addi-
tive bias field is roughly a smoothed version of the difference between the predicted
image using the weights and the measured image (see [WGKJ96, PWG+02] for more
details).
The E- and M- Steps are repeated until the algorithm converges to a local maxi-
mum.
5.2.3 Deformable Models
We introduce shape-based information into the EM-MRF framework using a de-
formable model very similar to the ones presented by Cootes and Taylor [CHTH92].
Deformable model based segmentation methods use prior information on the shape
of an object. They typically begin by describing a set of training shapes using a com-
mon description. Depending on the choice of shape descriptor, the representation can
be very large, often using thousands of parameters to describe the object. However,
researchers argue that the majority of the variations in the data can be captured by
a few important modes of variation. Principal component analysis is commonly used
to find these modes of variation [CHTH92, DHSO1]. Given the representations of
the examples, PCA finds an mean representation, and a set of orthonormal vectors
ei, that maximally describe the variation of the training examples about their mean.
PCA additionally finds the variances of of the examples in each direction ei.
To use the results of PCA as the basis of a segmentation process, the mean model
is deformed to agree with an image. The mean model is only allowed to deform in the
subspace defined by the vectors ei with largest variance. Choosing enough vectors to
account for 98% of the variation in a space is typical. When the model is deforming,
the target image voxels inside the final model are identified as the voxels of interest.
The matching process is carried out within a maximum a posteriori (MAP) frame-
work. An MAP estimator finds the representation that maximizes a combination of
an agreement term between the model and the image, the prior probability on the
representation and pose. The prior probability on the representation comes directly
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from PCA, which is equivalent to forming a Gaussian prior on the changes in the
model with covariance matrix E eie2. The image agreement term can be in the
form of the expected intensity that the deformable model will overlap, or a measure
of "edge-ness" that the boundaries of the model will overlie. One typically further
trains the models to include covariances between image intensity variations and shape,
though we will not use these ideas here. Instead, we will fit the deformable model to
the image weights W, as we describe in the next section.
5.3 Methods
The main contribution of this chapter is to merge deformable models and spatial
distribution methods into one segmentation technique. Our idea is to have a spatial
distribution based method to capture all known information about intensities and
a deformable model to capture all information about shape. The results of the de-
formable model can then be fed back into the EM-MRF algorithm by updating the
atlas. That is, we consider the deformable model as essentially providing patient-
specific atlas information with sharp boundaries.
The overall algorithm is characterized by three major steps (see Figure 5-3). First,
an atlas representing tissue probability is non-rigidly matched to the image of interest,
as discussed in Section 5.2.1. The EM-MRF method is used to estimate the bias field
and tissue weights at each voxel, as described in Section 5.2.2. The EM-MRF method
therefore captures all intensity information in the image. Finally, a deformable model
aligns itself to the tissue class probabilities found by the EM-MRF algorithm, thereby
adding shape information. The results of the deformable model are returned to the
EM-MRF algorithm by updating the atlas. The latter algorithm can integrate the
shape information with other available information. The EM-MRF algorithm iterates,
taking shape information from a deformable model in each iteration.
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Figure 5-3: The three main steps of the algorithm.(1) Atlas Matching. The atlas is
warped to the image of interest. One of the tissue classes in the atlas, white matter,
is shown as an example. (2) the EM-MRF algorithm incorporates the atlas, estimates
the weights of each tissue class at each voxel, and estimates image inhomogeneities.
Bottom: the weights W of a particular tissue class is fit by a deformable model.
The results feed back into the EM-MRF algorithm. (3) A deformable model of the
right thalamus is shown. The gray values indicate the first principal component of
variation. White indicates expansion of the model and black indicates compression.
We now describe the particulars of our deformable model as well as the details of
the feedback of shape.
5.3.1 Deformable Model
In order to integrate the shape constraints into the segmentation process, a deformable
model for tissue class -y is defined and matched to the weights W(y x). This matching
problem is very similar to the one addressed in Chapter 3. The weights W(yIx) vary
between zero and one, just as interpolated binary intensity varies between zero and
one in Chapter 3. The model here will deform according to prior information; the one
in Chapter 3 deformed according to linear elasticity. There is one major difference
between the two non-rigid registration problems: in Chapter 3, the target images
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Figure 5-4: A thin slice through a tetrahedral mesh of a right thalamus. The dark
tetrahedra are inside the thalamus. The lighter tetrahedra are outside the thalamus.
During matching, the dark tetrahedra are attracted to region that are more likely to
contain thalamus, the light tetrahedra are attracted to regions less likely to contain
thalamus.
had well-defined boundaries, while there is no reason to expect the weights W to
have such boundaries. However, the matching methods developed in Chapter 3 rely
on a volumetric image agreement term so that clear boundaries are not needed for
those methods to function. We therefore develop similar methods to the ones used in
Chapter 3.
We use a separate mesh for each tissue class. While there are potential advantages
to representing many different tissue classes with one mesh, there are disadvantages
due to topology changes between subjects. For example, some subjects have a right
and left thalamus that touch each other; in other subjects these are separated by a
thin layer of the ventricles. A mesh that included all of these structures would have
difficulty capturing these connectivity changes.
For each tissue class, a mesh is created by filling one randomly-chosen training
example with tetrahedra. Tetrahedra are added to the mesh outside the segmented
regions as shown in Figure 5-4. Each tetrahedron is labeled as to whether it is inside
or outside the tissue class. The mesh is then warped to all the other examples using
the techniques of Chapter 3, so that all the training examples are represented by the
same mesh. To adjust for differences in patient positioning during imaging, all the
meshes are aligned to one coordinate system using the absolute orientation of the
mesh nodes [Hor87]. We use PCA on the node coordinates of the mesh. The results
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are an average mesh, which will become a deformable model, and P(r), a Gaussian
probability on the displacements of the nodes j' relative to the average mesh.
The deformable model is deformed onto the weights W'(VIyx) using a maximum a
posteriori (MAP) matcher. We find the pose P and the displacements of the nodes
of the mesh r that maximize the posterior probability of the pose and displacements
(, f') arg max log[P (j', P I W(71 x), Mesh)]
(5.4)
argmaxlog[P(W (7x), MeshjrA P(r-) P(P)]
where P(W(-ylx), Meshlr') is the probability that the mesh overlaps the tissue weights,
P(r) is the Gaussian probability determined by PCA, and P(P) is the probability of a
given position and orientation of the model. To estimate the overlap probability of the
mesh, we begin by using the standard assumption that the probability distribution of
the label of each voxel is independent of every other voxel. Then, letting xT, represent
the voxels inside tetrahedron T,
log P(W(71x), Mesh If) = log P(W(YIx), T I ) (5.5)
TI' x xi
= N ( 1 log P(W(7|x),Ti)) (5.6)
T x(5.7)
e (log P(W(71X), T|F)) (5
where (-)T represents the continuous average over tetrahedron T, VT represents the
j
volume of tetrahedron T and V 0 , 1 is the volume of a voxel. The progression from
Equation 5.6 to Equation 5.7 is the change from the discrete (voxels) to continuous
space. To make that advance, we have effectively performed the thought experiment
of upsampling the image many times. In the present case, there are many voxels
within each tetrahedron, so that continuous approximation become appropriate.
The probability that a voxel x with weight W(-yx) is overlapped by a tetrahedron
initially inside the structure is exactly W(-yx). If only tetrahedra representing the
118
structure of interest were included in the template, the mesh would have a tendency to
collapse to the most likely region (that is, where W(ylx) is greatest). The tetrahedra
in the template that were originally outside the initial example prevent this problem
from occurring. These tetrahedra are attracted to regions where W(Ylx) is small. The
probability that a voxel with weight W(-ylx) is overlapped by a tetrahedron initially
outside the structure is 1 - W(y|x). The image agreement term becomes,
log P(W, Mesh I) = (logW( X))+ Z (log(1-TW.X)))g
Ti ETeti, Voxel TcTetout voxel
(5.8)
where Teti, and Tetout are the set of tetrahedra labeled inside and outside respectively.
The last term to estimate is the probability of pose. To keep the overall method
general, allowing images at any orientation, it is not appropriate to model absolute
pose. We therefore currently use a uniform prior on position and orientation. Thus,
the MAP estimator becomes
(F,') =arg max log P(datalr)P(r)P(P)
Zr a VT VT
argax , (log W(dx))T + S(log(-
F Tj Teti, voxel TjiTetut voxel
rTe e-i
i i
(5.9)
where the last term comes from the P() as determined by PCA, and the nodes of the
mesh are only allowed to deform along the principal components of the tetrahedra ei.
The initial pose of the model can be determined by alignment to the outcome of
the EM-MRF algorithm. In each iteration, the pose is updated by treating the model
as a rigid object and moving the object in the direction of the torque and the total
force due to image forces. After a new estimate a pose is found, a gradient descent
algorithm is used to update the displacements of the deformable model.
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5.3.2 Error in Weight Estimates
The derivation in the previous section implicitly assumed that the weights W were
accurate. This is not necessarily the case. In fact, we expect the weights to have
errors because, if they did not have errors, the EM-MRF algorithm would segment
the tissue class of interest with no help from the deformable model.
Note that the objective function is very sensitive to errors. For example, consider
a single voxel that has weight 0.1, that should actually be a weight of 0.3. The change
in the image agreement term is roughly ln(0.3) - In(0.1) = 1.1. This is the slightly
more than the contribution to the objective function by moving the entire mesh one
standard deviation in a mode, which is exactly 0.5. Thus, errors in one voxel are
sufficient to make a significant difference in the mesh. Errors in several voxels can
cause much larger effects.
To define an equation more robust to errors in the estimates of the weights ),
one can model errors in the estimates. Alternatively, one can introduce a prior on
the probability of the weights. Both methods have the same effect. We assume a
spatially stationary prior probability of 0.5 that a voxel will be assigned to the tissue
class of interest. We can then form a convex combination of the two estimates of the
weights of tissue at each voxel; we use a weighting of 0.5 for each estimate of weight.
In practice, this means mapping W) from the range 0 to 1, to the range 0.25 to 0.75.
As the image agreement term is most sensitive to errors in probability near 0 and 1,
this type of prior should mitigate the problems due to errors in the estimates of the
weights.
5.3.3 Feedback of Shape Information
The deformable model returns a binary map of 1's inside the estimate of the shape
and O's outside. This information is essentially a very sharply defined patient-specific
atlas. We therefore use this information to update the prior probability of the tissue
class, P(-&z), which originated in the atlas. In particular, we update the atlas by
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Figure 5-5: Changes in the atlas of the left thalamus through three iterations with
A = 0.5. From left to right: the initial atlas is somewhat diffuse. The updated atlas
slowly converges toward a binary map. Black indicates 0 tissue probability; white
indicates probability 1. After each iteration, the atlas becomes more sharply defined
and patient-specific.
taking a convex combination of the atlas and the results of the deformable model:
p(7yx) <- (1 - A) -p(-yl) + A - S(x) (5.10)
where A E [0, 1] is a weight factor and S(x) is the binary map returned from step
three. The influence of the deformable model is defined by A. It roughly states
how confident we are in the deformable model. For shapes like gray matter that are
difficult to model, A should be set near 0. For shapes models in which we have high
confidence, A should be set near 1. Currently A is set manually by trial and error
on a few cases. For the cases we have examined using shape information with the
thalamus, the algorithm returns nearly identical results for a sizable range of A values,
so we have found its exact value is not critical. For the thalamus, we use A = 0.5. As
shown in Figure 5-5, the spatial probability distribution of the atlas converges toward
a binary map describing the tissue class region.
5.4 Experiments
The gray scale images tested were acquired using a standard SPGR MRI acquisition
system. Each image has 256x256x234 voxels with 0.9375x0.9375x1.5 millimeter voxel
spacing. In each image, we segmented skin, cerebrospinal fluid (including the ven-
tricles), gray matter, white matter and the left and right ventricles. We use shape
information for the right and left thalamus.
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We used fifty-five manual segmentations of the thalami for training the deformable
model and for validating the method. We used a leave-one-out validation method so
that the manual segmentation of a case was not used to train the deformable model
used to segment that case. Manual segmentations by one segmenter were used as a
gold standard. Since manual segmenters are error prone [KSG+92], we would ideally
have preferred not to use manual segmentations as a standard. However, for the
thalamus, manual segmentation is the best gold standard we have.
5.5 Results
inward change N F - outward change
Eigenmode 1 Eigenmode 2 Eigenmode 3
Figure 5-6: The three largest principal modes of variation found using PCA for the
left thalamus and the three largest principal modes for the right thalamus. Colors
indicate changes to the structure relative to the surface normal. Note that modes
were found separately for the right and left thalamus. It is remarkable how similar
the first three principal modes of the left thalamus are to the first three principal
modes of the right thalamus.
Deformable models of the thalamus were trained on 54 right and 54 left thalami.
After representing each thalamus with tetrahedra, the principal components of varia-
tion of the nodes of the meshes were found. The first three modes of variation of the
right and left thalami are shown in Figure 5-6. It is remarkable that the first three
modes of both sides are very similar. They are roughly an expansion/compression
mode, a rotation of the anterior portion of the thalamus, and motion of the lateral
geniculate (the hook-shaped object). To represent 98% of the variation of the right
model (Figure 5-7) required 41 modes; the left required 38 modes. The fact that so
many modes were required to describe the variations of 53 examples is a good indica-
tion that the variations in the model are not well-modeled by a Gaussian distribution.
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Figure 5-7: The fraction of the total variance of the space covered by the first n
principal components of the right thalamus. One typically uses enough components
to describe 98% of the space, which is 41 in this example.
5.5.1 Algorithm Sensitivities
We begin by examining one case that presents typical challenges to the alignment
process. Figure 5-8 illustrates such a case. The purple outline indicates the gold
standard boundaries, as determined by a manual segmenter. The gray scale image
represents the weight W(-ylx) that thalamus tissue is present. One can see that there
are several regions inside the gold standard boundary that have very low probability.
Those weights are roughly 0.02. An examination of the data shows that the EM-
MRF algorithm has underestimated the intensities that should be inside the thalamus.
Furthermore, the nearest neighbor energy had the effect of making the weights change
from almost 1 to close to 0 in a voxel or less.
This type of problem is not one that deformable modeling technologies were de-
signed to address. In particular, deformable models are generally used when part of
the boundary is well defined, and part of the boundary is not. Figure 5-8 shows sharp
boundaries around the entirety of the weights, W(7x). For the matcher to work well
in this type of example, the "correct boundary" found by the weights in the top right
of the image should be better defined than the "incorrect" one defined by the weights
in the lower left of the image. If this were the case, the objective function would have
been higher aligning a boundary of the model to the top right of the image, then
aligning the boundary of the model to the lower left of the image. However, both
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Figure 5-8: Illustration of the difficulty of the matching problem. Left: The purple
line indicates the boundary of the gold standard manual segmentation for the left
thalamus for a particular image. The image in the background shows the weights
sent to the deformable matcher. White indicates weight close to 1; black indicates
weight near 0. Surveying the "black" regions inside the border of the gold standard
shows that the average weight in those regions is roughly 0.02. The average weight
in the regions just outside the model are roughly the same. Thus the boundaries of
the weights are roughly equally well defined on both sides. Right: the resulting error
in the deformable model is mostly a pose error. The deformable model (blue) ends
up slightly rotated to the gold standard (purple). That is, in the image, the lateral
geniculate (hook shape) of the deformable model is to the left of the gold standard
hook shape; the bottom of the deformable model is slightly to the right of the bottom
of the gold standard. The two errors are indicative of a rotation of deformable model
relative to the gold standard.
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boundaries are equally well defined. Thus, the result is an error in the estimate of
the thalamus. In particular, most of the error was an error in the estimate of pose,
as shown by the right side of Figure 5-8.
5.5.2 Segmentation without a Shape Prior
We begin by segmenting using the EM-MRF algorithm alone in order to create a
baseline with which to compare our algorithm. For the EM-MRF algorithm, we
effectively set A to zero in Equation 5.10. In several of the cases we examined, the
algorithm found a primary region of right thalamus, and one or more secondary
regions detached from the primary region. An example of such a detached region is
shown in the top right of Figure 5-10. Figure 5-10 and Figure 5-9 also shows that
the EM-MRF algorithm resulted in jagged edges, and protrusions coming out of the
surface. As we expect the surface of the thalamus to be fairly smooth, these surface
features are unlikely.
The method made a large overestimate of the posterior portion of the thalamus
(top of the image) as shown in the three dimensional surface model in Figure 5-10. It
also overestimated the other end (anterior) of the thalamus, which is somewhat visible
in the top portion of the 3D model of Figure 5-10. For that segmentation, the intensity
based method found a thalamus several voxels longer than the manual segmentation.
These results are consistent with the observations by Pohl et al. [PWG+02] who noted
that EM-MRF algorithms tend to make large over or under estimates of the "ends"
of small structures.
5.5.3 Segmentation with a Shape Prior
We segmented the brain using our new algorithm which includes shape information
for the right and left thalami. Thus, after each iteration, the atlas was updated by the
deformable model as shown in Figure 5-5. Unlike the EM-MRF algorithm, in every
case the new algorithm found only one connected region of left thalamus and only
one connected region of right thalamus. As shown in Figure 5-11 and Figure 5-9,
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(a) no shape prior (b) using shape prior (c) manual segmentation
Figure 5-9: 3D models of the right (maroon) and left (violet) thalamus generated
by (a) the segmentation algorithm without shape priors, (b) the new algorithm with
shape priors, and (c) a manual segmentation. Note that the thalami produced with a
shape prior (b) are significantly smoother than those produced without a shape prior,
which have protrusion and sharp edges.
Without Shape Prior
Figure 5-10: Comparison between the
automatic segmentation with no shape
prior and the experts segmentation.
The left image shows the right (ma-
roon) and left (violet) automatic seg-
mentations of the thalamus. The black
line shows the border of the manual seg-
mentation. Note that the automatic
segmentation is sharp protrusions and a
jagged surface. The right image shows
a 3D model of the left thalamus (ma-
roon) overlapping the manual segmen-
tation (yellow). The automatic seg-
mentation is somewhat translucent so
that one may see the overshoot at the
top of the image from the goal stan-
dard. Note also the jagged surface
structure and the separated secondary
region of thalamus in the top of the im-
age.
With Shape Prior
Figure 5-11: The same as Figure 5-10
except using the new algorithm that in-
corporates shape. Note that surface of
the result is much smoother than the
manual one. The left thalamus (violet)
is somewhat rotated from the goal stan-
dard position indicative of a pose esti-
mation error in the deformable model.
The 3D model produced by the new
algorithm better matches the manual
segmentation than the 3D model gen-
erated without the shape prior in Fig-
ure 5-10.
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Figure 5-12: The Dice similarity metric for the left and right thalamus of four test
cases compared to the gold-standards. For the Dice similarity measure, larger is
better. The Dice similarity measure is generally slightly larger for the shape based
algorithm than for the EM-MRF algorithm.
the resulting segmentations were smooth, which matches our expectation that the
thalamus should be at least somewhat smooth. In fact, the resulting segmentations
were smoother than the gold-standard manual segmentations.
Visually inspecting the "ends" of the thalami in Figure 5-11, the new method did
well locating the lateral geniculate. It also did better than the EM-MRF algorithm
at locating the other end of the thalamus (not visible in the image). Resulting seg-
mentations were generally smoother that the manual or EM-MRF algorithm. The
3D models are shown in the center of Figure 5-9.
As described in Section 5.5.1, the largest errors made by the new method generally
consistently of small errors in pose. One example of such an error is visible in Figure 5-
11 for the left thalamus; the segmentation appears somewhat rotated and translated
from the gold-standard.
5.5.4 Validation
Producing expected smooth results is only one important goal of a segmentation
process; a second goal is producing results similar to manual segmenters. We validate
the results of our algorithm by comparing the automatic segmentations to the manual
segmentations using 2 metrics. The first metric is the Dice similarity coefficient which
is the ratio , where V and V2 are the two segmented regions and. indicates
volume. The measure is 0 for non-overlapping regions and 1 for regions that perfectly
127
MShape Prior
OEM-MRF
E 8- 8
E 24 27
C 5 5
) 4 -4
0 3
0 2
U
M 0 1L 2L 3L 4L 1iR 2R 3R 4R 0
Figure 5-13: The Hausdorff distance for the left and right thalamus of four test cases
compared to the gold-standards.. For the Hausdorff distance, smaller is better. The
Hausdorff distance is generally significantly smaller for the shape based method than
the EM-MRF algorithm.
overlap. The Dice Coefficient is a measure of general region agreement. The second
measure we use is the symmetric Hausdorff distance, which is the maximum distance
between the two surfaces of the segmentations. This metric is generally useful for
finding outliers in the segmentation.
Figure 5-12 and Figure 5-13 show the measures for four cases. The Dice metric
is roughly uniform across all subjects for both algorithms. Both algorithms yielded
dice similarity coefficients of about 0.87; though the algorithm that used shape prior
generally had a slightly larger Dice metric. While the new algorithm slightly out-
performed the EM-MRF method using a Dice metric, the new method dramatically
outperformed the EM-MRF algorithm using the Hausdorff metric. In many thalami,
the Hausdorff metric was significantly smaller for the new shape based algorithm than
for the EM-MRF algorithm, sometimes by as much as a factor of two. Qualitatively,
the results suggests that the shape-based algorithm overlayed the manual segmenta-
tions slightly better than the EM-MRF based algorithm, and the largest errors made
by the shape-based method were much smaller than the largest errors made by the
EM-MRF method.
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Figure 5-14: A slice through the full brain segmentation using the new algorithm
with shape prior. White matter is labeled white. Gray matter is labeled gray. Cere-
brospinal fluid is labeled blue. Maroon and Purple are the thalami. Pink is skin.
5.6 Discussion
There are numerous small structures in the brain whose boundaries are either weakly
determined or not visible at all. The thalamus is an example of such a structure.
Intensity based methods have difficulties finding the boundaries of such structures.
As we have shown, such methods can produce protrusions, jagged surfaces, and even
disconnected regions of tissue.
We introduced a new algorithm that is a merger of shape information informa-
tion and intensity based methods. The new method produced significantly smoother
surfaces than the old method, without protrusions and without disconnected regions
of tissue - the surfaces produced by the new method were much closer to our ex-
pectations than the surfaces produced by the method without shape information.
According to the Dice measure the volume overlap of the manual segmentations with
the segmentations produced with this algorithm was slightly more than the purely
intensity based EM-MRF algorithm. Furthermore, the Hausdorff distance clearly
showed that the surfaces produced with our new method were significantly closer to
the surfaces of the manual segmentation that those of the EM-MRF algorithm.
We identified errors in pose estimates as the largest source of error for the new
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algorithm that used shape information. In particular, given the errors in the weights
of tissues, W, it was difficult to accurately estimate a pose. One way to signif-
icantly mitigate this problem is to add more information by considering adjacent
structures. Rather than having a deformable model that consists of tetrahedra that
are "thalamus" and "not thalamus", we can re-label the "not thalamus" tetrahedra
by a probability distribution over what structures they should overlay. Some parts
of the thalamus are always directly next to ventricles; others overlay gray matter. It
should be straight forward to train a model to account for this information. Unfortu-
nately, the data on which we trained the deformable model only contained thalamus
segmentations. Thus, we were not able to pursue this idea here.
It is worth noting that the idea of using prior models on relative location is related
to work by Kapur [KGWK98]. Kapur used histograms of the distances between
structures to aid in the segmentation of structures. The distances she used were not
directional. Our suggestion is effectively to use directional distances, which can be
represented in a straightforward way using tetrahedra.
While we compared our method to an EM-MRF based method, we did not com-
pare our method to "purely" deformable model based method. We have no reason to
expect that our current method would outperform a deformable model based method.
However, our method has two important advantages over a purely deformable model
based method. First, if the image to be segmented were changed from MRI to CT,
our methods would still function, starting with atlas registration and proceeding.
A deformable model that directly incorporated intensity information would need to
be retrained on the image intensities in the new image. A second advantage of our
method over a pure deformable model is that our method allows feedback of the re-
sults of the deformable model into the EM-MRF framework so that other structures
can benefit from the information found using shape.
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5.7 Conclusion
We have introduced a new segmentation method based on a merger of deformable
models and EM-MRF based algorithms. We have applied that method to full brain
segmentations, using shape information to help identify the thalami. Unlike the EM-
MRF algorithm we compared it to, the new algorithm using shape produces smooth
surfaces, and connected regions of tissue. The new method also produces segmenta-
tions of the thalamus with larger Dice similarity coefficients with the gold-standard
manual segmentations than the EM-MRF method, and much smaller Hausdorff Dis-
tances to those segmentations.
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Chapter 6
Non-Rigid Registration of Medical
Images
In this thesis, we have argued that using a representation that conforms to anatomy
will facilitate the creation of efficient and effective algorithms. In each of the previous
chapters, we began by conforming tetrahedral representations to already segmented
anatomical structures. In this chapter, we assume that such segmentations are not
available; instead, we develop methods that automatically adapt to the anatomy in
an image.
In this chapter, we are primarily concerned with non-rigidly registering pre-operative
images to intra-operative images. In the context of image guided surgery, intra-
operative images give surgeons updated information of the locations of key anatomi-
cal structures. Intra-operative images are especially useful when tissue has deformed
significantly between pre-operative imaging and actual surgery [NBG+O1] - in this
case pre-operative images no longer accurately represent the surgical situation. The
disadvantage of using intra-operative images is that surgeons are typically unwilling
to delay surgery to annotate these images with information such as surgical paths.
This information is more easily added to pre-operative images because of the relative
lack of time constraints. Furthermore many imaging modalities, such as diffusion
tensor imaging (DTI) and function magnetic resonance imaging (fMRI), can be ac-
quired before surgery, but are generally not available during surgery. Surgeons could
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benefit greatly from an automatic procedure that warps pre-operative data onto intra-
operative data, so that information available before surgery can be transformed to
the current surgical situation [FWN+00].
Unfortunately, many medical image non-rigid registration tools take several hours
to run, making them unsuitable for use during surgery. Hence, we aim to develop
a fast, intensity-based, non-rigid registration technique that can map pre-operative
data onto intra-operative data in a few minutes. To accomplish that goal, we develop
a non-rigid registration algorithm that automatically adapts to anatomy and to the
displacement field between images. Our key contribution is a method whose dominant
computation cost need not scale linearly with the number of voxels in an image. Thus,
even though medical images can easily have 256x256x124 (or roughly 8 million) voxels,
for many non-rigid registration tasks, our algorithm can finish in a few minutes.
We begin this chapter by describing the key concepts that we will use to create
the adaptive algorithm. We then review some of the research in the field of non-rigid
registration, and describe the similarities and differences between our methods and
others' methods. We describe the details of our method, paying special attention to
the adaptive representation that we apply to non-rigid registration. We then examine
the results of the algorithm and conclude by examining lessons learned.
6.1 Key Concepts
Our key contribution in this chapter is the development of a non-rigid registration
algorithm whose dominant computational cost does not necessarily scale linearly with
the number of voxels in an image. To accomplish that goal, we create compact,
adaptive representations of displacement fields. There are two key concepts that we
will use to create such representations. The first is that displacement fields between
images need not be represented at the same resolution everywhere. The second is that
in an image, the information most useful for non-rigid registration is generally not
uniformly distributed; it is generally concentrated at the boundaries of anatomical
structures.
134
Figure 6-1: The red box on the left can be matched to the region on the right.
The edge in the first image very likely corresponds to the edge in the second image.
However, the green box on the left is in a uniformly white region. It is clear that
it matches somewhere in the white region on the right, but finding the exact corre-
spondence is difficult. In particular, the green box might correlate best to the target
position shown in the right image, but that correlation is only marginally higher than
the correlation to surrounding regions.
We begin by noting that displacement fields between pre-operative images and
intra-operative images are generally smooth' [GMVS98, HRS+99, RHS+98, WS98],
and slowly varying in large portions of the image. For example, a cursory review
of brain warping papers suggests that displacement fields often change very quickly
near an incision, but much more slowly far away it [FMNWOO, HRS+99, MPH+00,
SD99]. Because displacement fields are generally smooth, regions of slowly varying
displacements can be accurately described using a small number of vectors that are
interpolated within those regions. Thus, one way to create a compact representation
of a displacement field is to identify regions of slowly-varying displacements and to
represent those regions with as few vectors as possible.
While our first observation suggests the density of vectors required to represent
a displacement field, our second observation suggest where to make measurements of
the displacement field. The second observation is that the information in an image
that is most useful for matching is generally concentrated in regions of large intensity
variations. One would expect that by finding the displacement field in those regions,
one could accurately capture the majority of the displacement field, which could
'Deformation fields are often assumed to be smooth because tissue is generally well connected
within and across anatomical structures. There are situations where slipping is known to occur;
these situations can be dealt with explicitly such as in [MSH+02].
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Figure 6-2: From left to right: Axial MRI of male pelvis, coronal MRI of a brain, and
axial chest CT. These three images are examples of medical data appearing nearly
uniform over large regions. In the pelvis, the muscle and fat has roughly uniform
intensity or texture. The white matter in the brain also has nearly uniform intensity.
In the CT image, the interior of the colon (in black), the liver (lower right), as well as
other soft tissue all appear nearly uniform. In these regions it is difficult to accurately
non-rigidly match between subjects.
later be refined by adding information from less information rich regions. Thus, we
advocate a hierarchical scheme based on image intensity variations, rather than based
on image resolution, as is normally done [DS88].
To quantify this concept mathematically, we build a non-rigid registration algo-
rithm using a combination of a linear elastic energy and an image agreement term. In
regions of nearly uniform intensity, correspondences found between one image and its
target are known with very little confidence, as demonstrated in Figure 6-1. That is, a
point found to correspond in such a region will match that correspondence marginally
better than voxels close by. Therefore, image derived forces that drive a non-rigid
matcher will be relatively weak in relation to elastic forces. The resulting displace-
ment fields in such regions will therefore be smooth, so that an efficient representation
would represent such regions with a small number of vectors.
In previous chapters, we have discussed the importance and usefulness of using
representations that adapt themselves to anatomy. Our methods here effectively
continue to use the same ideas. In particular, anatomical structures are often imaged
as nearly uniform intensity (or uniform texture) regions, as shown in Figure 6-2.
Regions of maximal intensity variations are often the borders between anatomical
structures. Thus, representing the displacements in regions of the highest intensity
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variations is often equivalent to representing the displacements of the borders of
anatomical features.
To take advantage of our observations, we develop a representation of a displace-
ment field using the nodes of a mesh of tetrahedra. The nodes of the tetrahedral mesh
can be created using different densities in different parts of the image, and selectively
adapted as needed. Furthermore, the surfaces of the tetrahedra can be aligned to
the surfaces of anatomical structures in the image. If segmentations are available, it
is straightforward to include the surfaces of such regions directly into the mesh. If
segmented regions are not available, the nodes of the mesh can be moved to places of
large intensity variations where information for non-rigid matching is maximized.
Our resulting algorithm therefore uses an adaptive mesh that adapts both to
the anatomy of a structure and to the displacement field. In the event that the
deformation field is only varying in a small part of an image, the algorithm will
concentrate its attention in that part of the image. Thus, the primary determination
of computation time will not be the number of voxels in the image because most
of the image will not be used. Instead, the computation time be controlled by the
number of nodes used in the mesh.
6.1.1 Previous Work
In this chapter, we are primarily concerned with representation. We therefore catego-
rize previous work in non-rigid registration according to choice of representation. For
example, there have been a number of grayscale based non-rigid registration meth-
ods that use a voxel based representation of a deformation field [CHF01, HNW+99,
Thi98, WRD+98]. Another useful representation are b-splines, which typically place
one control point at every voxel [RHS+98]. The work of Schnabel et al. [SRQ+01]
using b-splines is particularly relevant to this paper. Schnabel used hierarchical b-
splines to represent deformation fields. Schnabel was able to significantly reduce the
number of control points needed by only selecting control points in regions of the im-
age with large intensity variations. (The deformation field was represented at every
voxel in the image.)
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Our work is partially motivated by the successes of surface-based matching [SD99,
MPH+00, FWN+001 and combined surface and grayscale based matching [HHCS+02,
SD02]. In particular, Ferrant et al. [FWN+00] match surfaces of segmented regions
and then interpolate the interior. The success of the method suggests that by accu-
rately measuring the displacements of a few points on surfaces, the remaining dis-
placement field can be interpolated.
Also relevant are the methods developed by Krysl, Grinspun and Schroder [GKSO2,
KGS01]. They demonstrated the use of hierarchical tetrahedral meshes to interpo-
late a deformation field of a surface into the interior. In this method, refinement is
entirely dependent on the deformation field. Tetrahedra with a large stress-strain
integral (high elastic energy) are refined.
We view our work as a combination of the ideas of Krysl et al. and Schnabel et al..
We combine the power of adaptive multi-resolution tetrahedral methods to minimally
represent a deformation field, with the concepts of finding a deformation field using
regions of the data with large intensity variations.
6.2 Methods
We begin by developing an initial configuration of tetrahedra to represent the dis-
placement field. We then develop a multi-resolution description of a vector field that
adapts to the initial representation. We use this representation to simultaneously find
a displacement field and adapt the representation to it. Finally, we create methods
to determine the displacement field given a particular tetrahedral mesh.
6.2.1 Initial Representation
We form a very coarse mesh by dividing space into cubes and subdividing each cube
into five tetrahedra. We then subdivide each tetrahedron into 8 tetrahedra (The
reason for this step will be explained in the following section.). After the mesh is
created, we remove tetrahedra that entirely overlay the background of an image. We
design the final mesh to have a roughly 5 mm spacing between nodes; we have found
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Figure 6-3: Left: a thin slice through an initial mesh overlayed on an MRI of a female
pelvis. Right: the mesh, after being adapted to the surfaces of the pelvis. Note that
many of the nodes lie on surfaces of the image.
this spacing is generally sufficient so that the algorithm will not overlook a localized
displacement that occurs entirely within a tetrahedron.
When surfaces of anatomical objects have been found through segmentation, those
surfaces can be incorporated directly into the tetrahedral mesh through intersection,
and smoothing as described in Chapter 2. More often those surfaces will not be
available. In that case, we locally move nodes to surfaces. For each node, we define a
small box around it within which we move that node. The half-width of the box is set
to one third the distance to a nearest node in each direction. We chose that distance
so that the resulting tetrahedra are not overly skewed. Within that box, we find the
voxel with the highest local intensity variations around it, where intensity variation
is measured using local image entropies. (Local intensity variance is an alternative
measure; our experience is that both measures work well for mesh adaptation.) We
then move the node to that voxel. The positions of the nodes of the mesh end up at
points which we expect will be maximally useful for non-rigid registration. In effect,
we have written a simplistic surface finder. A slice through an example mesh is shown
in the right of Figure 6-3. Note that many of the nodes in the mesh lie exactly on
surfaces in the image.
The resulting mesh has properties that should be important for a good represen-
tation. In particular, the mesh covers the entirety of the image with nearly uniform
spacing. And, most of the nodes are in regions of high intensity variation.
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6.2.2 Adaptive Representation of a Vector Field
.ni-ia Measure Predict Measure Compare
Representation 
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Figure 6-4: The schematic of the adaptive representation.
Our goal is to find the displacement field, while avoiding over-describing it. Our
method for accomplishing this goal is described schematically in Figure 6-4, and
pictorially in Figure 6-5. The method consists of three key steps: Predict, Measure
and Adapt.
We initialize the representation of the displacement field with the initial tetrahe-
dral representation developed in the last section. We then assume that a function is
available that will take the nodes of the tetrahedral mesh and sample (or measure) a
vector field at the nodes of that representation - we describe such a function in the
next section. Calling that function, we measure an initial vector field.
In the Predict step, we introduce new nodes into the representation by subdividing
the initial representation. We add nodes to the edges of each tetrahedron as shown in
the second line of Figure 6-5. This subdivision corresponds to dividing a tetrahedron
into eight (octasection), as described in Chapter 2. We then linearly interpolate the
measured vectors to the new nodes, as a prediction of what the vectors will be at the
new nodes. We have chosen a linear interpolation scheme because linear interpolation
is particularly straightforward within a tetrahedron.
In the Measure step, we call the function that measures the vector field at the
nodes of the subdivided mesh. We can then compare the measured vectors to the
predicted vectors. If the vector on an edge agrees with the measured vector to within
a certain tolerance, then subdividing the edge did not yield any new information
about the displacement field. In the Adapt step, we remove all subdivisions that were
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(i) Initialize Mesh
(i) Subdivide
Find Vectors
Remove Accurately Predicted Vectors
Figure 6-5: The adaptive representation in pictures. Top: the initial mesh is formed
and vectors found. Predict Step: the mesh is subdivided and vectors predicted for the
new nodes. Measure: the actual vector field is measured and compared to the pre-
diction. Adapt: Accurately predicted vectors are removed and the mesh is reformed.
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unnecessarily introduced, and reform the mesh, as shown in the last row of Figure 6-5.
If a tetrahedron is not subdivided, it is marked so that it is not subdivided again.
The algorithm recurses, until subdivision is not necessary anywhere.
When subdividing meshes, there are two key concerns: maintaining connectivity of
the mesh and tetrahedron skewness. To maintain connectivity, tetrahedra neighboring
subdivided tetrahedra may need to be subdivided themselves because some of their
edges are cut. This can be done following the scheme presented by Ruprecht and
Muller [RM98] which was reviewed in Chapter 2. Unfortunately, when a tetrahedron
has 4 or 5 edges cut, the resulting subdivided tetrahedra tend to be particularly
skewed. To avoid this problem, we cut additional edges on those tetrahedra. This
idea is a variant on the red-green subdivision scheme discussed in Chapter 2.
Note that sometimes the initial mesh representation over-describes the displace-
ment field, and should therefore be reduced in density. It is straightforward to detect
this condition, though it is not straightforward to reduce the density of an arbitrary
mesh. In the previous section, we formed a mesh using octasection. We used that
method so that it would be straightforward to reduce the density of the mesh - that
is by undoing the octasection.
Figure 6-6 illustrates an example of this algorithm in practice. A tetrahedral mesh
was placed in a sinusoidal vector field and asked to find a representation of the vector
field within 1% error. In this case, determining the displacement field is simply a
function call. One would expect that the number of nodes needed to represent the
field would be smaller in the linear regions and larger in the high curvature regions
of the sinusoid. This expectation is consistent with the results in the figure.
It is worth pointing out that the representation of a vector field that we develop
is very similar in nature to a wavelet representation. In particular, the lifting method
for forming wavelets [DGSS99] includes the same subdivide and prediction steps that
we include here. Methods and analysis developed that extend the lifting method to
irregularly sampled data are particularly relevant [DGSS99], and would be important
if we were to use a non-linear interpolation scheme.
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Figure 6-6: A slice of a tetrahedral mesh in a half-period of a sinusoidal vector field.
The arrow size indicates vector length. (Note that the arrows are shortest at the top
and bottom of the image, and longer in the middle.) Left: an initial mesh. Middle:
the mesh after subdivision. Right: the mesh after the representation algorithm has
converged.
6.2.3 Particulars of Image Matching
One reason to mark a tetrahedron to remain at the current resolution (without subdi-
vision) is that the displacement is already sufficiently well described. When matching
images, there are other reasons to mark a tetrahedron to remain without subdivision.
First, if the tetrahedron in roughly the size of a voxel in the image, we do not sub-
divide it further. We make this decision because we expect there will be no further
information in the image at a finer scale. A second reason to leave a tetrahedron
without subdivision is that the tetrahedron lies entirely in a uniform intensity region.
Such a region will almost definitely not contribute useful information to the matching
problem. To determine if a tetrahedron is in a "uniform region", we pre-calculate the
entropy in a small region around each voxel in an initial image and form a histogram
of all the local image entropies. For the images we have examined, that histogram has
a large peak near zero entropy, a local minimum, and then another peak at higher
entropy. We define a tetrahedron as being in a uniform region if all the voxels it
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Original First Iteration Second Iteration
Figure 6-7: Left: an initial tetrahedral mesh of an ellipsoid. Middle: subdivision
of the mesh, only in regions of entropy greater than the threshold. Right: another
level of subdivision. Tetrahedra were divided if any part overlapped a voxel with
entropy higher than the threshold, or if the subdivision scheme necessitated they be
subdivided to maintain mesh consistency.
overlaps have entropies less than the entropy of the local minimum in the histogram.
Such a tetrahedron is marked to remain un-subdivided. Figure 6-7 shows an example
mesh of an ellipsoid subdivided only in regions of entropy larger than the minimum.
There is one other minor change to the algorithm. When image matching, we
will determine the displacements of all nodes simultaneously. Effectively, we do the
Predict and Measure steps simultaneously. That is, we subdivide and determine the
displacements of all nodes simultaneously. We can then ask if the displacements of the
new nodes can be determined from the displacements of the old nodes. We therefore
summarize the adaptive representation as follows:
I) Form coarse mesh of tetrahedra (unmarked).
1) Adapt mesh to image.
2) Mark tetrahedra in uniform regions.
II) While (there are unmarked tetrahedra remaining)
1) Subdivide all unmarked tetrahedra.
2) Subdivide extra tetrahedra to maintain consistency.
3) Measure the displacement field at all nodes.
4) Unsubdivide and mark tetrahedra that over-sample
the deformation field.
5) Mark small tetrahedra, and tetrahedra in uniform regions
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6.2.4 Determining the Deformation Field
We use a probabilistic approach to find the displacement r' that will transform one
image V into another image U. To motivate that formulation, we define a random
variable x that indexes all spatial positions, so that U and V become random variables,
depending on x. We write the joint probability of U, V and i' as
P(U, V, r-) P(U, Vjr 0)P(r). (6.1)
where VF(xi) is the position xi in the transformed image V. The first term P(U, VFir)
is an image agreement term and the second term P(r) is a prior probability which
will ensure the smoothness of r. We maximize the posterior probability of j', which
in this case is equivalent to maximizing the joint probability P(U, V, r) because the
marginal P(U, V) is independent of r.
To form P(r-), we look to statistical physics: the probability that a system is in
a configuration is proportional to e-E/(KBT) where KBT is a temperature (which will
become a parameter in our model) and E is the linear elastic energy. We use a linear
elastic energy because the energy is straightforward to calculate and because it has
desirable properties which are similar to those of tissue. (Although, as pointed out
in [MC02], tissue is actually a far more complicated material.)
As the images U and V may be of different modalities, a probabilistic image agree-
ment term can be useful to align the images [BTO1, PMVOO, WVK95, ZFW03]. In
certain cases, P(U, V.r) is known when the two images are perfectly aligned - this
information can be obtained from previously solved matches. In this case maximiz-
ing Equation 6.1 is equivalent to minimizing an entropy term and a KL divergence.
To show this let PF(U(xi), VF(xi) r') be the probability of joint intensity overlap as
determined by histogramming and let Po (U(xi), Ve(xi) r) be the probability of the
current intensity overlap using the known intensity distribution at alignment. Let
the joint intensity probability at every pixel be independent of every other pixel, and
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identically distributed (IID) so that
r = arg max log Pi, (U, VFJF) + log P(r) (6.2)
F
= arg max log PW(U(Xi), Vi(Xi)I/) + log P(V) (6.3)
= arg max n log P6 (U(xi), VF(xi)Ir) + log P(r) (6.4)
F n
arg max nEp,[log PF. (U, V|F )] + log P(r) (6.5)
FPFO(U V(65)
arg max nEp,[log F(U' VF1) + log PF(U, Vri|)] + log P(r) (6.6)F PF(U, Verl
=argmax - nD(P(U, VF~r||PO(U, V-r|Y) - nH(Pi(U, VirY ) + log P(f). (6.7)
F
The advance from Equation 6.2 to Equation 6.3 uses the independence of the joint
intensity distribution at every voxel. The advance from Equation 6.4 to Equation 6.5
uses the large of large numbers.
More commonly, one does not does have advance knowledge of P6 (U, Vfji). In
this case, one can form an iterative algorithm, estimating PFo from the histogram
intensities that overlap in the current pose, FO, to try to estimate a better pose r.
This is the method we use.
Using this type of iterative algorithm, the KL divergence term can be made as
small as desired by taking r' arbitrarily close to ro; that is by making small changes in
' in each iteration. Thus the minimization is nearly a minimum entropy formulation.
It is worth noting that if n is large enough, the smoothing term, log P(T), becomes
small compared to the image agreement term - it is generally true in MAP estimators
that priors become less important as the amount of data increases. It is perhaps also
worth noting that for large n and for a transformation T that makes the objective
function larger than ra, E[log PO(U, VFe )] > E[log PQ(U, VF Iro)]. It seems doubtful
that a new transformation would be more likely than an old transformation, using the
probability distribution found under the old transformation. Some analysis suggests
that spatial correlations can make this type of matcher work. A review of this method
in comparison to other methods by Zollei et al. can be found in [ZFW03].
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6.2.5 Locally Maximizing the Objective Function
Let K be the elasticity matrix of the mesh determined in the standard fashion [ZT89j.
Inserting the linear elastic energy formula into the objective function, Equation 6.3
becomes:
arg max log PF (U(xi), V,(xi)Ir) + 2K T _f. (6.8)
F xiEAll Voxels 2B
To solve this equation, we are motivated by the fact that many medical images are
uniform over large areas. As shown in Figure 6-1, matching in uniform regions is diffi-
cult; any candidate displacement in a uniform intensity region will be only marginally
better than a neighboring candidate displacement. To quantify this idea mathemati-
cally, we use block matching [GM90].
At each iteration, we use block matching to find a candidate displacement di of
each voxel. That is, we take a small region around each voxel and test several possible
displacements to see where in the other image that region best matches.
However, finding a candidate displacement is not sufficient for Equation 6.8. That
equation looks to find a displacement field that trades off quality of match and smooth-
ness. This tradeoff can be made by comparing the probability of each block matched
result with the probability of matching to neighbors around that result. We use this
information to approximate each term in the sum in Equation 6.8 as a quadratic,
making the equation easily solvable. That is, we approximate
log Pr(U(Xi), VF(xi)) (r_ - ;)T (r-i - d) (6.9)
where r'i is the displacement of voxel xi and Mi is a 3x3 matrix evaluated by block
matching. Re-examining Figure 6-1, it is clear that the red box matches to some point
on the surface in the target image. Matching to a location in the normal direction
to the target surface is unlikely. However, matching to slightly to the right or left
on the target surface may be reasonable. The quadratic approximation to the image
matching energy should capture this information.
Note that by approximating each term as a quadratic, we are effectively making a
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Newton solver where we are approximating the Hessian as being zero for each node-
node interactions. We expect this approximation to work very well for voxels that are
well-separated; and poorly for neighboring voxels. However, for voxels that are near
each other, the elastic matching energy should capture some of those interactions.
Equation 6.9 suggests an approximation to reduce the number of calculations
needed to form the Hessian. In regions where the quadratic is known to have insignif-
icant curvature relative to the curvature of the elasticity matrix, one can approximate
Mi as being exactly 0 and avoid calculating it. In uniform regions, for example, if
we were to spend the computational effort to find matches, the matches found would
be insignificantly better than a match to a neighboring block. By ignoring voxels in
nearly uniform regions, we effectively ignores terms in the summation in Equation 6.8
that are nearly independent of the displacement field r. That is, the quadratic ap-
proximation of that term has insignificant curvature.
We therefore modify the summation in Equation 6.8 so that we only consider
voxels in regions of high intensity variations. Equation 6.8 becomes
arg max (- ai Ti- ai (6.10)
-xiESelected Voxels 2KBT
In practice, we only consider voxels close to nodes of the current mesh. We start
the first iteration using only those nodes that lie in the largest 50% of intensity varia-
tions (as determined by local image entropies). We then add nodes that lay in regions
of smaller and smaller intensity variations until convergence. Equation 6.10 becomes
a quadratic equation in r', and is easily maximized. Although, as the algorithm is iter-
ative, it will typically require several iterations before convergence of a displacement
field.
Equation 6.10 has been examined by Papademetris et al. [POS+01]. They note
that when image matching, one primarily desires the warped images to match, and
secondarily for the transformation to have desired smoothness properties. They pro-
pose the use of a memory-less mesh - a memory-less mesh is not aware that it has
already been stretched in previous iterations. By using a memory-less mesh, the
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elastic energy is reset to 0 after each iteration so that after enough iterations, one
effectively only maximizes the image agreement term. However, the final transfor-
mation is a sum of smooth transformation that are the solutions to Equation 6.10.
Thus, the memory-less mesh concept leads to a solution with desirable smoothness
properties, but a good final image agreement term. As these are properties we seek,
we use the methods proposed by Papademetris et al..
In order to extend the range of motions that the method can capture, we down-
sample the images for the lowest resolution mesh. For all other resolution meshes, we
match using the original images.
6.2.6 Comparison to Chapter 3
The methods we develop here are very similar to those of Chapter 3. The MAP esti-
mator in each chapter is nearly identical. Both methods use free form shape matching
- that is both methods determine a non-rigid registration without landmarks. How-
ever, there are two key differences between the two sets of methods. First, we use
adaptive methods here, while in Chapter 3, we used a mesh with an unchanging
number of nodes. Second, here we solve by finding a candidate displacement, and
then letting the node slide along a surface according to the confidence in the match
in each direction. In Chapter 3, we applied image derived forces and elastic forces to
the nodes and let the nodes move in the direction of the sum of those forces.
It is also worth realizing that in Chapter 3, we worked very hard to obtain conver-
gence due to the ill-conditioned nature of the equations solved. Here, the equations
are very well conditioned due to the approximation of the Hessians about maximums
in the image agreement function for each node.
6.2.7 Summary
In summary, we create an algorithm for the non-rigid registration of images. To
accomplish that goal, we form an initial mesh which we adapt to place nodes in
the highest intensity regions of the image. We then solve Equation 6.10. and use the
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Predict, Measure and Adapt protocols to find a new mesh to describe the displacement
field.
6.3 Results
6.3.1 Shape Matching
Figure 6-8: An oblique view of a slice through an ellipsoid. The white region indicates
the compression of the ellipse. The vectors shown represent the deformation field.
Note that nearly all the vectors are clustered around the surface that deformed, with
more arrows in the regions of largest deformation. The arrows are scaled and colored
by vector length.
We begin by matching shapes since the results are particularly easy to understand.
Figure 6-8 shows part of the deformation field found between an initial ellipsoid
and an ellipsoid compressed on one side. The maximum deformation was 3 voxels,
and the maximum allowed error in the representation was 0.1 voxels. The resulting
representation of the deformation field used approximately 7000 nodes. Though, at
its densest, it used 14000 nodes. The entire process required less than 20 seconds to
run on a single processor 2 Ghz processor. Note in the image how the vectors are only
dense in the left portion of the image where the deformation is greatest. On the right
portion of the image, where there is little deformation, there are very few vectors.
We have matched other shapes with similar results to the ellipsoid case. For three
patients, we matched intra-operative segmentations of the prostate to pre-operative
segmentations of the prostate; resulting correspondences are shown for one case in
Figure 6-9. For these images, we allowed an error in the representation of the dis-
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Figure 6-9: Non-rigid matching of intra-operative prostate (left) to pre-operative
prostate (right). The colored spheres indicate points on the surface of the initial
prostate and their corresponding location on the target prostate. Note the "bulge" in
the prostate on the left. Methods in Chapter 3 were designed to not match to such
protrusions that are not in the other image. However, methods in this chapter are
designed to match to it.
placement field of 0.2 mm. Those matches used roughly 4000 nodes to describe the
deformation field and were finished in less than one minute. Hausdorff distances be-
tween the resulting warped label map and the target label map were one voxel or
less.
Note that one of the differences between the methods in Chapter 3 and this chapter
is shown in Figure 6-9. In Chapter 3, the matcher was designed to use an elastic
energy prior to avoid matching to protrusions. As the elastic prior in this chapter is
memoryless, the matcher presented here is able to find a reasonable match.
6.3.2 Brain Images
Figure 6-10 shows two MRI images of the same brain taken during brain surgery.
The images have 256x256x124 voxels with 0.9375x0.9375x1.5 millimeter spacing. A
visual comparison of the two images shows that nearly all the deformation between
the two images occurs near the incision. The result of the non-rigid registration
algorithm is shown in the lower left of the figure. The warped image is remarkably
similar to the initial target image. In particular, the small displacement of the left
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Target Image to be deformed
Result of deformation
Figure 6-10: Top left: slice through MRI of a brain taking during surgery with edges
highlighted. Top right: MRI taken of the same brain later in the surgery, with the
edges from left image overlayed. Bottom left: the result of deforming the top right
image onto the top left image, with the edges of the top-left image overlaid.
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First Adaptation
Final Mesh
Figure 6-11: Top Left: projection of the initial mesh used for the non-rigid registration
process onto a slice of the image. Top Right: projection of the first adaptation of
the mesh. Bottom Right: projection of the final mesh. No further adaptation was
needed because the tetrahedra would otherwise become too small.
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Initial Mesh
and right ventricles was captured. The boundaries near the incision appear to be in
the appropriate places as well.
The plots in Figure 6-11 shows an initial coarse mesh used to represent the vector
field, an intermediate description and the final representation of the vector field. The
final mesh is heavily concentrated in the regions where the deformation field varies
the most, and very sparse in all other regions. The final match used 8500 nodes,
and the entire matching process was finished in less than 6 minutes on a 2 Ghz
desktop computer. If the mesh had been represented uniformly everywhere, the mesh
would have contained 5 million nodes and solving Equation 6.10 would not have been
practical on a desktop machine.
While it is difficult to see in the images in Figure 6-10, there are small, slowly
varying motions of 1 millimeter or less in the brain in the bottom right of the images,
far away from the incision. The adaptive process was able to find these motions.
However, the method determined that it was not necessary to represent those dis-
placements finely.
To validate the found deformation field, we compare manually found landmarks
in the initial images and the deformed image. Such landmarks are shown in a slice
through the data in Figure 6-12. In the slice shown, motions are as large as 5 mil-
limeters. The majority of that motion was captured by the non-rigid registration al-
gorithm, with disagreements between manually chosen landmarks and the algorithm
of 1 millimeter or less. These disagreements may not be significant because tests to
re-locate landmarks generally found different locations than the original locations by
1 millimeter.
Examining errors in the remainder of the brain (not shown), the majority of
the motion was captured by the non-rigid registration algorithm - that is, errors
in the algorithm were generally significantly smaller than the motions of tissue. In
particular, errors in the estimate of the motion of the ventricle closest to resection were
generally 1 millimeter or less. However, errors at a small part of the posterior of right
ventricle reached 2 millimeters. A careful examination of this portion of the ventricle
found that the ventricle had collapsed to effectively zero width in the image to be
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Image to be deformed
Deformed Image
Figure 6-12: Comparison of manually labeled fiducials on the initial images and
deformed image. Top Right: Image to be deformed with fiducials in green. Top
Left: Target image with fiducials in red. The green fiducials from the top right image
are also shown. Bottom: the deformed image with the red fiducials from the target
image overlayed on the fiducials found in the warped image, in green. Notice that
most of the motion of the fiducials is captured. Maximum motions within the image
are between 4 and 5 millimeters; errors in motion estimation are 1 millimeter or less.
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Target
deformed - the non-rigid registration algorithm was unable to "re-create" that region
of the ventricle to do the matching. Nonetheless, as motion of that ventricle reached
a maximum of 5 millimeters, the majority of the motion was captured. Motion of gyri
and sulci not directly in the resection region were captured to within 1 millimeter in
all parts of the brain; motions of those structured were between 5 and 6 millimeters
near the incision and 0 and 2 millimeters far away from the incision.
Near the incision, the outer cortical surface motions were captured very accurately,
mostly to within 1 millimeter. However there were errors at the surface of resection
that reached 2 to 3 millimeters. It was challenging for the non-rigid registration
algorithm to correctly determine the motion because tissue was resected between
images. However, while the method made errors near the resection, it was able to
capture a majority of the motion in that region, which reached a maximum of 13
millimeters. Furthermore, such errors are approximately the same as those made by
other methods designed to capture brain tissue deformation during surgery [FNM+01].
6.3.3 Female Pelvis Images
The top of Figure 6-13 shows two images of a female pelvis. The images are MRI
acquisitions with 512x512x8 voxels and 0.78125x0.78125x5 millimeter spacing. In
one of the images, the subject was asked to engage her pelvic muscles. This image
sequence was taken to aide a researcher in understanding the motion of pelvis muscles.
The bottom left image of Figure 6-13 shows the resulting warped image overlayed
by edges of the target image. The majority of edges of the warped image appear
underneath edges of the initial image.
A slice through the representation of the vector field is shown in the bottom right
image of Figure 6-13. Note that there are regions where there are very few vectors
because very little deformation occurred in those regions. The resulting representation
used 4000 vectors and required roughly 5 minutes to compute.
To validate the matching algorithm, corresponding points in the warped and tar-
get image were found manually by a single individual at 10 points, as shown in
Figure 6-14. Because of the difficulties of finding landmarks in three dimensions for
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Figure 6-13: Top left: MRI of a female pelvis. Orange lines indicate edges of this
image and have been placed over all images for easy comparison. Top Right: MRI
of the same subject after being asked to squeeze. Bottom Left: Warped version of
the picture in the top right. Bottom Right: vector representation of the deformation
field. Note the large region where the deformation field is sparsely represented.
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Figure 6-14: The points in the image indicate points at which the pelvis correspon-
dences were validated.
Point 1 2 3 4 5 6 7 8 9 10
Error(mm) 1 3 1 1 1 0 0 7 2 2
Disp.(mm) 10.0 6.4 4.3 2.2 3.1 2.6 4.1 0.6 8.2 6.3
Table 6.1: Errors in the non-rigid registration algorithm at the 10 points in Figure 6-
14. The table shows numbers rounded to the nearest millimeter as it is doubtful that
any further digits are meaningful. Axial Displacements of the points found using the
non-rigid registration algorithm are shown to demonstrate that errors in the method
were generally much smaller than the local displacement field.
this data set, those comparisons were made in two dimensions only, within an axial
slice. Attempts to re-locate already chosen correspondence resulted in errors up to
1.5 millimeters, indicating that differences between the algorithm and the manually
located correspondences below 1.5 mm may not be significant.
Table 6.3.3 shows the errors made by the algorithm in comparison to the manually
segmented data. Most errors are 1 millimeter or less, consistent with other non-rigid
registration algorithms [FNM+01]. However, there is a larger error made at Point
2, where the correspondence found was slightly shifted to the actual correspondence.
Also, the algorithm made a large error at the most posterior boundary between the
levator muscle and fat (Point 8 in Figure 6-14) where the method failed to capture
the motion of the bottom of the levator. Both errors are visible in examining the
bottom left image in Figure 6-13.
Examining the results of the algorithm carefully showed that the errors were not
directly due to the representation. There were nodes of the tetrahedral mesh in both
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regions where errors were made. The image-agreement term simply found that the
correct correspondence was not as good a match as another region.
6.3.4 Computational Analysis
We divide the time that we use to solve the algorithm into three parts: time to
manipulate the mesh, time to block match, and time to solve each iteration. For a
5 minute solve time with the roughly 10,000 nodes the algorithm has been using, we
have found that mesh manipulation uses no more than a few seconds. Solving the
equations in all the iterations together takes about 30 seconds of the solve time. Most
of the remainder of the time involves block matching. Thus, to speed the algorithm
further, effort should be put into block matching methods. For example, caching
block matched results from one iteration to the next could reduce the run time of the
method.
Our algorithm does access every voxel in the image, including once in each iteration
to calculate image entropies and once to place the nodes of the mesh. Thus the
algorithm does have computational complexity O(N) where N is the number of voxels
in the image. However, in practice, the amount of time the algorithm requires to
complete is proportional to O(M) where M is the number of nodes in the mesh.
That is, O(M) calculations are done to form the system of equations using block
matching. Solving the system of equations is worst case O(M 2 ) because the matrix
is symmetric and sparse. However, as the equations are well-conditioned, in practice
solving the system of equations requires O(M) time.
6.4 Discussion
Our aim was to develop an intensity-based non-rigid matcher that would be fast
enough to use during image guided surgery. To that end, we created a non-rigid
registration tool based on an adaptive multi-resolution representation of a deformation
field. For the deformed ellipsoid, the prostate shapes, the female pelvis data set, and
the brain data set, the matcher was able to find deformation fields in a few minutes.
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The matcher showed the ability to adapt to the matching problem, adding nodes in
regions where the nodes were needed, instead of uniformly subdividing everywhere.
The resulting computational cost savings allow matches to be found with less than
10,000 nodes and in less than 10 minutes. Without the multi-resolution abilities the
brain-data set, for example, would have needed roughly 5 million nodes to find the
deformation field. Solving such a system of equations would not have been possible
on a desktop computer.
Unlike other intensity-based non-rigid registration algorithms with which we are
familiar, the time our algorithm takes to converge is not dominated by the number of
voxels in the image; it is instead dominated by the number of nodes in the mesh. For
displacement fields that slowly vary over much of the image, like those often found
between pre-operative and intra-operative images, this type of representation is very
efficient.
While the representation we use is efficient for registering pre-operative and intra-
operative images, for other types of non-rigid registration problems, the representation
may not be an optimal one. In particular, when matching across subjects, one could
imagine that there would be large deformations everywhere. If the adaptive algorithm
must adapt everywhere, then the method loses any computational advantage over
voxel based methods. In fact, when the number of nodes in the mesh approaches the
number of voxels in the image, voxel based methods can be significantly faster than
the methods we present here due to the overhead of solving on an unstructured grid
rather than a regular grid.
Comparing the results of our method to manually located correspondences, the
algorithm performed very well, generally making errors less than 1 millimeter. These
errors are roughly the same size of errors found by other non-rigid registration al-
gorithms [FNM+01]. However, the algorithm did make one particularly large error:
missing the motion of the bottom of the levator muscle. This error resulted from
the image agreement term. Statistical image agreement terms can make errors and
it seems this error was a manifestation of that fact.
One might expect that our algorithm could make further errors by initially sam-
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pling the displacement field too coarsely. That is, the algorithm can entirely miss
deformations to an image localized within a tetrahedron. We view this problem as a
standard one in hierarchical methods. For a hierarchical matcher, if a coarse resolu-
tion representations of a displacement field fails to find a reasonable approximation of
the final displacement field, then finer representations typically have the same prob-
lems. While the danger of missing motions is present, it can be minimized by starting
with a mesh that is sufficiently fine to capture all expected displacements. In our ex-
perience, starting with 5 millimeter spacing is more than sufficient for the non-rigid
matching problems we explore.
Finally, it is worth point out that the fact that intra-operative data matching is the
application of interest could be more fully exploited by the algorithm. In particular,
as pre-operative data is often collected many hours before surgery, there is a lot of
time for pre-processing. One of the most important improvements that could be made
with that additional time is in the creation of the initial mesh. One could make a
very complicated algorithm to adapt the mesh to the surfaces in the pre-operative
image, rather than the simple method we have presented here. Such an adaptation
might lead to further speed gains due to an improved representation of anatomy, and
therefore perhaps reduced need to block-match elsewhere, or convergence in fewer
iterations of the non-rigid matching algorithm.
6.5 Conclusion
Our aim was to develop an intensity-based non-rigid matcher that would be fast
enough to use during image guided surgery. In particular, our aim was to develop
methods whose dominant computational complexity do not scale like the number of
voxels in an image. We accomplished those goals. We developed methods based on
an adaptive tetrahedral mesh that is used to represent a displacement field. Those
methods were able to non-rigidly warp three dimensional images into each other in
roughly 5 minutes. The algorithm made errors that generally less than 2 millimeters,
which is comparable to other methods [FNM+01}.
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Chapter 7
Conclusion
In this thesis, we argue that by making compact representations of anatomical fea-
tures, we can make more efficient and more effective algorithms. We began by noting
that voxel based representations inefficiently describe uniform regions found in seg-
mented anatomical structures. Furthermore those representations describe the surface
of anatomical structures as unrealistic jagged edges. We therefore developed a com-
pact tetrahedra-based representation of an anatomical structure. The representations
we created used fewer tetrahedra than the voxel-based representations used voxels.
Furthermore, the tetrahedra-based representation could straightforwardly describe a
smooth surface.
We then used the compact representations we developed to create free-form non-
rigid shape matcher using a linear elastic regularization term. We overcame the
ill-conditioned equations that resulted to create a non-rigid matcher that typically
converged in thirty seconds to a minute on a desktop machine.
We used the results of that non-rigid registration algorithm to perform morpho-
logical studies of shape. We showed that the correspondences found by the non-rigid
registration algorithm led to classifiers with improved performance over classifiers
based on distance maps. We furthermore showed that the correspondences we found
led to effective linear classifiers, while distance maps did not.
Not only did the non-rigid shape registration algorithm lead to effective morpho-
logical studies, it also led to an effective deformable model for segmentation. We cre-
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ated a deformable model based on the non-rigid registration of a group of anatomical
structures and merged that deformable model with an intensity based segmentation
method. The result was a more accurate final method than intensity based methods
alone. In particular, the segmentations found by intensity based method alone in-
cluded disconnected regions of tissue, jagged edges, and unrealistic protrusions. Our
combined method produced smooth surfaces and one connected region of tissue. Fur-
thermore, our method achieved greater agreement with manual segmentations than
the intensity based method alone.
Finally, we created a novel, adaptive method to non-rigidly register medical im-
ages. That technique uses a tetrahedral representation of a displacement field that
adapts both to anatomy and to the displacement field between images. The result-
ing method had a computational cost that was dominated by the number of nodes
in the mesh, rather than the number of voxels in the image. The resulting method
converged in about five minutes, making it fast enough for use during surgery.
Clinically, we validated other's results on finding the correlation of shape of the
amygdala-hippocampus with Schizophrenia. Furthermore, we presented new results
showing a correlation between the shape of the thalamus and first episode schizophre-
nia. We developed a full brain segmentation algorithm and validated the accuracy of
that method in segmenting the thalamus. Finally, we developed a non-rigid registra-
tion tool for use during surgery.
7.1 Future Directions of Research
In this thesis, we discussed representational issues in medical images. We plan to
continue pursuing that direction of research. In particular, we have pointed out that
segmented anatomical shapes have uniform intensity regions. Medical images have
nearly uniform textures or uniform intensity over large regions; it seems inefficient to
describe such regions using a voxel representation. We plan to investigate representing
a gray scale image using volumetric elements - it should be possible to represent an
image as low order polynomials over tetrahedra. The large regions of uniform intensity
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could be represented very efficiently. Though, it will be very challenging to find an
efficient representation in regions of the image where the intensity varies a lot; in
these regions volumetric elements may not be an efficient representation.
A second direction of research we would like to pursue concerns hierarchical vol-
umetric representations of anatomical objects. Such a representation could be very
powerful for non-rigidly matching complicated shapes between subjects such as the
cortical folds. In particular, the non-rigid shape matcher developed in Chapter 3 has
very little chance of succeeding in matching the cortical fold because of the strong
likelihood that a cortical fold in the deforming structure would be attracted to the
wrong cortical fold in the target structure. A hierarchical method, where an align-
ment is done one level at a time, may be able to overcome that problem. Furthermore,
much of the technology needed to create such a representation was already developed
in Chapter 6.
A hierarchical representations may also be particularly useful for comparing anatom-
ical structures. Nodes in a hierarchical mesh in one level of the mesh can be introduced
based on local coordinate system relative to the coarser level of the mesh. Such a
representation has the advantage of having a dependence on global orientation only
in its coarsest level. As discussed in Chapter 4, choosing the "correct" orientation is
often a problem when comparing shapes. A hierarchical description using this type
of relative coordinate system could strongly mitigate these problems; on the coarsest
level would have any dependence on orientation.
There is a second direction of research we intend to pursue. In our view, choosing
a good representation is only part of the challenge of developing efficient and effective
methods. Another part of the challenge is using a good metric to compare those
representations. In Chapter 4 and Chapter 5, we used Euclidean metrics to compare
displacement fields or node locations. As displacement fields form a vector space
(Section 4.1.3), a Euclidean metric is probably appropriate.
However, we are also interested in comparing tensors. In particular, we desire to
compare local strain or stress tensors between subjects, rather than comparing the
vector field. Furthermore, researchers at Brigham and Women's hospital are collecting
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diffusion tensor data across many subjects which they would like to compare. For
tensor comparisons, we believe that the Amari metric [Ama98] or the metric recently
introduced by Miller and Chefd'hotel [MC03] are likely appropriate choices to compare
strain matrices. Both of these choices have been designed to account for the group
structure of tensors. We expect improved performance using metrics that account for
group structure over metrics that do not.
7.2 Conclusion
We argued that incorporating anatomical features directly into representations would
lead to more compact representations and more efficient algorithms. We created non-
rigid registration algorithms using this idea. We demonstrated the efficiency and
effectiveness of those methods.
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