Purpose We propose an approach of 3D convolutional neural network to segment the prostate in MR images. Methods A 3D deep dense multi-path convolutional neural network that follows the framework of the encoder-decoder design is proposed. The encoder is built based upon densely connected layers that learn the high-level feature representation of the prostate. The decoder interprets the features and predicts the whole prostate volume by utilizing a residual layout and grouped convolution. A set of sub-volumes of MR images, centered at the prostate, is generated and fed into the proposed network for training purpose. The performance of the proposed network is compared to previously reported approaches. Results Two independent datasets were employed to assess the proposed network. In quantitative evaluations, the proposed network achieved 95.11 and 89.01 Dice coefficients for the two datasets. The segmentation results were robust to variations in MR images. In comparison experiments, the segmentation performance of the proposed network was comparable to the previously reported approaches. In qualitative evaluations, the segmentation results by the proposed network were well matched to the ground truth provided by human experts. Conclusions The proposed network is capable of segmenting the prostate in an accurate and robust manner. This approach can be applied to other types of medical images.
Introduction
Magnetic resonance (MR) imaging has been increasingly adopted for diagnostic and therapeutic purposes [1] [2] [3] . It is, in particular, advantageous to prostate cancer diagnosis and management; it enables the visualization and localization of suspicious lesions in the prostate; it facilitates a targeted biopsy [3, 4] and therapy [5, 6] . Many of such applications require the accurate segmentation of the prostate per-slice basis. The segmentation of the prostate permits the localization of the prostate, registration with other imaging modalities (e.g., ultrasound), and the measurement of the B Jin Tae Kwak jkwak@sejong.ac.kr 1 prostate volume. The volume of the prostate is useful for measuring prostate-specific antigen (PSA) density, determining treatment options, and assessing treatment response. However, examining MR imaging is a subjective, tedious, and time-consuming task. About 25-30 images are obtained from a patient. Readers need to assess each individual image (or slice). The prostate varies in size and shape and, sometimes, is hard to distinguish from the tissues in vicinity. The intensity level of MR images often varies from patient to patient due to the differences in scanners and scanning protocols. Therefore, an automated, accurate, and robust segmentation method for prostate MR images is needed.
Numerous automated tools have been developed for prostate segmentation. Statistical shape-based models have been widely proposed. For example, a 2D active shape model was combined with a 3D statistical shape model in [7] . In [8] , a 3D shape model and gray-level voxel classification were utilized to identify peripheral zone and central gland in the prostate. A shape-appearance model and a probability distribution of intensities of the pixels within an object were combined in [9] . A Bayesian posterior classifier was used in combination with a deformable shape model in [10] . In [11] , a semi-automated method that incorporates a priori knowledge of the shape of the prostate was presented. In [12] , an active appearance model that utilizes image-derived attributes and a level-set method was proposed. Furthermore, 2D prostate segmentation, utilizing ridge extraction and non-maximal suppression method, was performed in polar-transform space in [13] . In [14] , a multi-valued levelset deformable model was proposed for simultaneous 2D or 3D segmentation of multimodality images. In [15] , an atlas matching method based on non-rigid registration was proposed. In [16] , wavelet transformation was utilized to identify prostate borders. Normalized gradient fields crosscorrelation was introduced in [17] , later improved by a graph search-based method using appearance, shape, and topology information [18] .
In recent years, deep learning-based methods have shown to be effective in medical image segmentation. In [19] , a convolutional neural network (CNN) model was used for infant brain segmentation in MR images. In [20] , a multi-level CNN model was proposed to segment pancreas in computed tomography (CT) images. In [21] , a contour-aware CNN model was proposed to segment glands in pathology images. In [22] , a CNN model was utilized to segment nuclei in pathology images, in combination with a shape-based model and a local repulsive deformable model. Some efforts have been also made to improve the segmentation of the prostate in MR images. For instance, in [23] , CNN was combined with an active appearance model; in [24] , deeply supervised layers were incorporated into CNN; in [25] , a CNN model utilizing 3D convolution and long and short residual connections was proposed.
A majority of the segmentation methods have adopted the renowned encoder-decoder framework [26, 27] . The encoder is generally considered as a feature extractor, extracting highlevel hierarchical feature representation while reducing the spatial size of the input. The decoder attempts at interpreting the abstract information (or features), recovering the spatial resolution, and generating segmentation maps. It is noteworthy that the recent successes of deep learning have been, by and large, derived by the innovations in the network design such as a stack of convolution layers [28] , residual connections [29] , and dense connections [30] . Determining the optimal design or the effect of such designs for a specific task (e.g., image segmentation) is still an ongoing research topic. Herein, we present an approach of 3D CNN for prostate segmentation. The proposed network employs the advanced network designs for both encoder and decoder. The encoder adopts densely connected processing blocks, and the decoder utilizes the residual connections and multi-path layout. In the encoder, the direct connections among the processing blocks facilitate information exchange, leading to an improved feature representation. In the decoder, the short connections are implemented in a multi-path manner where the feature maps are split into a number of paths (or groups), separately processed (or transformed), and merged at the end, which is also known as grouped convolution. The combined architecture of the short connections and grouped convolution aids in interpreting the learned features and in generating fine segmentation maps. We systematically evaluate the proposed network using two independent datasets. The first dataset was collected from a single institute. The second dataset was collected from multiple institutes that is publicly available and has been widely used in other studies [31] . The promising results on these two datasets suggest that the proposed network is capable of segmenting the prostate in an accurate and robust manner.
Methods

Datasets
Two independent datasets were employed in this study. The first dataset comprises 200 cases (or patients) from a single institute (dataset1) (Fig. 1) . T2-weighted and diffusionweighted (DW) MR images were acquired with a 3-T MR imager (Achieva Tx, Philips Healthcare, Best, NL) with endorectal coil (BPX 30, Medrad, Indianola, PA, USA). No pre-examination bowel preparation was required. The balloon of each endorectal coil is distended with approximately 45 mL of perfluorocarbon (Fluorinert FC-770, 3 M, St Paul, MN, USA) to reduce imaging artifacts related to air-induced susceptibility. Each T2-weighted image has a spatial size of 512 × 512 pixels and a resolution of 0.27 × 0.27 mm. ADC maps were calculated with monoexponential fitting per voxel of DW images at various b values. Each case contains 26 T2-weighted and ADC images (or slices). The ground truth boundary for the prostate is first generated by research software (iCAD Inc, Nashua, NH, USA) and further adjusted by an experienced radiologist (B.T.).
The second dataset was obtained from MICCAI Prostate MR Image Segmentation (PROMISE12) challenge. The PROMISE12 dataset (dataset2) contains 50 and 30 T2-weighted MR images for the training and test, respectively. The ground truth for the training set is provided by the challenge organizer. Meanwhile, the ground truth for the test set is kept in secret so that the segmentation performance can only be evaluated by the organizer, keeping the test results objective. dataset2 was collected from various sites and protocols. Hence, images are heterogeneous in terms of intensity, contrast, size, and resolutions. The shape of the prostate also varies across different cases. Unlike dataset1, dataset2 lacks ADC maps. For dataset2, we resize the MR images into a resolution of 0.625 × 0.625 × 1.5 mm. A sliding window of size 160 × 160 × 24, which only slides in the sagittal plane, is used to crop the sub-volumes to train and test the proposed network. For training, the sliding window first starts from the volume center and then moves toward apex and base with a stride of 8. Each cropped sub-volume is required to contain at least 10 slices that have the prostate. In the test phase, the sliding window slides from the leftmost slice to the rightmost slice with a stride of 6. For both training and test set of dataset2, T2-weighted images are normalized by using the statistics of each chunk of 5 consecutive slices, e.g., every voxel in the ith slice is subtracted and divided by the mean and standard deviation of the slices from ith to (i + 4)th. Voxels whose intensities exceed 3 standard deviations from the mean are excluded from the statistics estimation. In addition, we smooth the ground truth label boundary using SavitzkyGolay filter with the window width of 45 and polynomial order of 2.
The segmentation output of the proposed network undergoes three post-processing steps per slice basis: (1) remove any blob whose size is less than 36 mm 2 , (2) retain only one blob having the center of mass closest to the slice center, and (3) fill holes within a blob.
Network architectures
The proposed 3D deep dense multi-path neural network (3D DM-net) is presented in Fig. 2 . The network consists of two consecutive processing blocks-encoder and decoder. The encoder is built based upon densely connected processing blocks, and the decoder utilizes a residual layout and grouped convolution.
Densely connected encoder
The encoder performs a series of multiple operations, including convolution, pooling, activation and normalization, while down-sampling the input (usually, by half). The encoder is construed by adopting the framework of DenseNet [30] where each layer is directly connected to any subsequent layers in the network. The details of the network are as follows: (1) The network consists of 5 processing blocks, with the highest number of feature maps in each block being 8, 32, 64, 128 and 256, respectively. (2) The first convolution block has a kernel of size 3 × 3 × 3 with max-pooling that 
Multi-path residual decoder
The decoder is composed of four decoding blocks and one prediction block (including one convolution layer and one softmax layer). Each decoding block includes a deconvolution block (Deconv) and a residual decoder block (ResDBlock). Deconv takes an input from the preceding block and conducts 2 × 2 × 3 transposed convolution that doubles its spatial size in the x-and y-dimension, while reducing the number of feature maps by half. The output of Deconv is concatenated with the output from the corresponding encoder block via a long skip connection. Afterward, it is fed into ResDBlock that adopts a residual layout, i.e., a stack of three kernels of size 1 × 1 × 3, 3 × 3 × 3 and 1 × 1 × 3 and a short skip connection. However, it differs from the original residual block in terms of the number of feature maps, the short skip connection operation and the implementation of the convolution operation. As the input goes through ResDBlock, the number of feature maps stays constant. The output of ResDBlock is concatenated with the input via a short skip connection. Furthermore, 3 × 3 × 3 convolution is performed in a multi-path (or grouped convolution) fashion [32] . Grouped convolution is implemented in three ways; the number of feature maps in each group is fixed to 16, 8 and 4, respectively. This implementation differs from the previously proposed one in [32] where the number of groups is fixed, not the number of feature maps. In [32] , it was pointed out that increasing the number of groups to a certain level, the network was able to learn a more robust feature representation; however, by fixing the number of groups, the effect of grouped convolution across the layers may be disproportionate. In our implementation, therefore, the number of feature maps is fixed, and thus the number of groups in grouped convolution gradually reduces as the number of feature maps decreases (from ResDBlock3 to ResDBlock0) ( Table 1 ). The four decoding blocks produce 32, 128, 256 and 512 feature maps, respectively. In the prediction block, the convolution layer has a kernel of size 1 × 1 × 1 and the softmax layer generates the probability maps for the segmentation.
Baseline networks
In addition to the proposed network, we explore other networks as baselines for comparative study.
Non-grouped convolution (3D DM-net-no-gconv) ResDBlock contains the regular convolution (1-grouped convolution). Except this alteration, the network architecture is identical with the proposed network. We employ this model to evaluate the effectiveness of grouped convolution.
3D U-net [35] An architecture of 3D U-Net is chosen since it has been widely adopted for many segmentation applications and achieved good performance. The network architecture is constructed following the description in [35] . A few modifications have been made, including (slight) reduction in the number of channels to ¾ of the original architecture (due to memory limitation) and adoption of Dice coefficient as the objective function rather than using the weighted softmax loss.
2D deeply supervised CNN [24] (2D DS-net) This method performs the segmentation of the prostate in 2D. Additional loss term at the output of each stage, in both encoder and decoder, is added to form the deeply supervised layers. Dice coefficient is employed as the objective function to avoid the class imbalance problem. [25] (3D MRC-net) This method utilizes skip connection and deep supervision mechanism to perform the prostate segmentation in 3D. Long and short skip connections are employed to improve the propagation of the network information both locally and globally. The deep supervision mechanism is implemented in the decoder, as a strong regularization. The objective function is the weighted sum of cross-entropy losses of the main and auxiliary predictions.
3D mixed residual connections CNN
Training strategy
The proposed network adopts ADAM optimizer [33] with parameters β1 0.9, β2 0.999, epsilon = 10 −8 , and a fixed learning rate of 10 −3 . The batch size of 1 and 6 is empirically chosen for dataset1 and dataset2, respectively. Dice coefficient is used as the loss term, following the implementation of [34] . The network is trained for 10,000 steps.
In the training phase, data augmentation is used to avoid overfitting and to mimic the natural variations present in the dataset. It is performed on-the-fly with a random chance of 0.5 in a random order. Augmentation methods include volume shifting, slice shifting, flipping in transverse planes, random rotations (largest rotating angle is 30°), and adding Gaussian noise.
For each of the baseline networks, hyper parameters, e.g., learning rate, optimizer choices, batch size, are chosen as described in the original papers, with two exceptions. For 3D MRC-net, we use a learning rate of 0.01 instead of 0.001; the batch size for training 2D DS-net is set to 4 (not 1). These alterations help the networks obtain substantially better results on dataset1.
Experimental design
Employing the two independent datasets, the segmentation performance of the proposed network is assessed. For dataset1, we split the entire dataset into three disjoint sets. These three datasets are training, validation and test sets, including 100, 50 and 50 cases, respectively. The training set is used to train the proposed network and baseline networks, i.e., adjusting weights of the networks. The validation set is utilized to select the model that is used to evaluate the testing set. The model with the highest performance on the validation set is chosen for testing. To ensure the robustness of the proposed network, we repeat the above experiment by randomly splitting the data into three sets 10 times. The averaged performance of the proposed network and baseline networks on the test set is reported and compared. Three implementations of the proposed network are separately evaluated: (1) 3D DM-net-16feat, (2) 3D DM-net-8feat, and (3) 3D DMnet-4feat, maintaining 16, 8, and 4 feature maps per group in grouped convolution, respectively. To further assess the efficiency and effectiveness of the proposed network, dataset2 is utilized. Trained on the training set of 50 cases (including T2-weighted MR images only), prostate segmentation is performed on the test set and submitted and evaluated by the challenge organizer. Among the baseline networks, 3D MRC-net has been tested on dataset2, and the results are publicly available. The averaged performance of the two networks is reported and compared.
Evaluation metrics
To quantitatively assess the effectiveness of the proposed network, Dice coefficient is employed. Dice coefficient between two segmentation results (in volume) X and Y can be written as
The average, median, minimum, maximum, and standard deviation are computed on the entire test set over 10 repetitions. All of the reported Dice coefficients are multiplied by 100 for the display purpose.
Implementation details
Prostate segmentation was performed on a PC with Intel ® Core™ i7 3.4 GHz processors, 32 GB of RAM, and 3 NVIDIA GeForce GTX 1080 Ti 11 GB Graphics Processing Units (GPUs). The proposed network was implemented using the open-source library MXNet version 1.0.0 (https:// mxnet.incubator.apache.org/).
Results and discussion
Quantitative assessment of the proposed network and baseline networks on dataset1 is available in Table 2 . Trained on the training set of 100 cases and tested on the test set of 50 cases, the three variants of the proposed network achieved > 94.90 Dice coefficient on average and < 0.80 standard deviation. This suggests that the proposed network is not only capable of identifying the prostate with high accuracy but also robust to the intrinsic variations in signal intensities and shape of the prostate that are often observed in MR images. On average, the best performing network was 3D DM-net8feat where 8 feature maps are used in each group in grouped convolution.
The performance of 3D DM-net-no-gconv was evaluated and compared to that of the proposed network. The results were comparable with 3D DM-net-16feat. 3D DM-net-nogconv, in fact, adopts the identical architecture with the proposed network except the regular convolution (1-grouped convolution). This contains the more number of features in a group compared to the three variants of the proposed network. As shown in Table 2 , reduction in the number of features in a group in grouped convolution, by and large, resulted in higher Dice coefficient. 3D DM-net-4feat was, however, inferior to 3D DM-net-8feat though, suggesting that each group in grouped convolution should better maintain a certain number of features (such as 8). Nonetheless, it is notable that 3D DM-net-4feat showed the most consistent performance, given the lowest standard deviation of Dice coefficients and the highest minimum Dice coefficient across all the experiments. On the contrary, 3D DM-net-16feat has the highest standard deviation and the lowest minimum Dice coefficient.
Moreover, the proposed network outperformed other baseline networks (Table 2 ). On average, 93.80, 92.47, and 92.37 Dice coefficients were obtained by 3D U-net, 2D DS-net, and 3D MRC-net, respectively. These three baseline networks obtained a much lower minimum Dice coefficient (3D Unet: 85.85, 2D DS-net: 86.75, and 3D MRC-net: 87.01) and much higher standard deviation of Dice coefficients (> 2.00) than the three variants of the proposed network. This may indicate that the segmentation results by the baseline networks are more sensitive to image quality and characteristics. Further, 2D DS-net attained the averaged Dice coefficient of 92.47, which is lower than most of the 3D-based networks except 3D MRC-net. This result is consistent with other studies [35] and confirms the advantage of 3D CNN compared to 2D CNN in medical image analysis.
We also qualitatively assessed the segmentation results on dataset1 by 3D DM-net-8feat network. To better visualize the segmentation results and compare them to the ground truth, the predicted boundary (not the whole volume) by the proposed network and the ground truth boundary by human experts were overlaid on the corresponding MR images. As shown in Fig. 3 , the overall segmentation results were well matched to the ground truth provided by human experts. However, some cases were poorly segmented by the proposed network (Fig. 4) . These cases, in general, include the prostates near the apex or base (usually small in size) and the prostates with irregular shapes, known to be that automated methods underperform on such cases. Furthermore, we investigated the performance of the proposed network on dataset2 (Table 3) . Tested on the test set of 30 cases (assessed by the challenge organizer), the proposed network achieved 89.01 Dice coefficient on average, which is substantially lower than what achieved on dataset1. The performance of the proposed network was comparable with that of 3D MRC-net. Both networks showed a relatively high standard deviation of Dice coefficients (> 2.6), which may be ascribable to the heterogeneity of the dataset.
We note that there are substantial differences between dataset1 and dataset2. dataset1 contains T2-weighted images and ADC maps from a single institute, whereas dataset2 only includes T2-weighted images from multiple institutes with differing imaging protocols. Moreover, dataset1 employs 200 cases (100 training, 50 validation and 50 test cases) and dataset2 includes 80 cases (50 training and 30 test cases) in total. Due to the differences in imaging protocols, images in dataset2 are more heterogeneous with respect to intensity, contrast, size and resolutions than the ones in dataset1. The size of dataset2, in particular, is substantially smaller than that of dataset1, which has a huge impact on CNN. The inclusion of ADC maps in dataset1 may provide additional information that is useful in identifying the prostate. Overall, the combined effect of the heterogeneity, size, and lack of ADC maps may have resulted in the lower segmentation performance on dataset2, in comparison with what achieved on dataset1. Furthermore, the additive value of DW imaging (ADC maps and high-b-value DW imaging) in analyzing prostate cancers has been already proved in many literatures [36, 37] , and thus their utility in prostate segmentation may be substantial, but less utilized in the segmentation of the prostate.
We examined the number of parameters that were used in the proposed network and the baseline networks ( Table 4) . The baseline networks required~2-9-fold more number of parameters than the three variants of the proposed network. It is striking that the proposed network utilized much smaller number of parameters than the baseline networks but achieved better or comparable segmentation results on both dataset1 and dataset2. Hence, by combining dense, residual and multi-path designs, we constructed an efficient and effective network for prostate segmentation without substantially losing the learning capability of the network. We further assessed the training time and prediction (feed forward) time of the proposed network and baseline networks using dataset1, respectively ( Table 4 ). The training time of the networks was measured over the same number of training steps on the training set. The prediction time was obtained by performing the prediction on the test set ten times and taking the average. While the three variants of the proposed network took~5 h to be fully trained, their prediction time was only about 10 s. The proposed network was not the fastest network in terms of the training and prediction time but comparable to the baseline networks. Among the three variants of the proposed network, 3D DM-net-4feat required the longest training time and 3D DM-net-16feat required the shortest training time. Similar trend was observed on the prediction time of the three variants of the proposed network. This may be ascribable to grouped convolution; increase in the num-ber of groups in grouped convolution leads to longer training and prediction time. This is apparent with 3D DM-net-nogconv, which uses the same network architecture with the three variants but without grouped convolution and required the shortest training time. Moreover, the training and prediction time for the baseline networks greatly varied. 3D U-Net required the longest training and prediction time, indicating the inefficiency of the network. ≤ 4 h was required to train the two deeply supervised networks (2D DS-net and 3D MRCnet). 2D DS-net showed the shortest prediction time, possibly due to the 2D segmentation. Although 3D MRC-net showed the least training time, its prediction time was slightly slower than the proposed network. 3D MRC-net, in fact, performs the prediction on multiple randomly cropped sub-volumes. The additional time required to crop and assemble the subvolumes was not included in our measurement. We note that the training and prediction time are highly software and hardware dependent. The training time, in particular, is dependent on many factors including hyper parameters, choice of optimizers. Hence, the presented training and prediction time should not be understood as the absolute measurements on the networks.
In addition, the pre-and post-processing steps could have a substantial impact on the segmentation results. In the preprocessing step, the center sub-volume cropping was used to eliminate the unnecessary background areas, assuming that the prostate is aligned around the center of MR images. In our experiments, we have not observed any single case that the proposed method misses the prostate due to the center cropping. In a real clinical practice, however, the prostate could be placed far away from the center, leading to missegmentation. To resolve this issue, a sliding window scheme could be adopted to process the entire MR image. In the postprocessing step, an empirical threshold value of 36 mm 2 was used to remove small, arbitrary blobs. In the training set of dataset1, the smallest size of the prostate in MR images was 90 mm 2 . The threshold value was set to 40% of the smallest size. This could, however, result in a loss of a prostate in the real applications, leading to a lower segmentation performance. Advances in the post-processing step would aid in improving the accuracy as well as robustness of the segmentation.
Conclusion
We propose an architecture of 3D deep dense multi-path convolutional neural network for the segmentation of the prostate in MR images. Equipped with the advanced encoder and decoder design, the proposed network could achieve highly accurate segmentation performance on the two independent datasets in an efficient and effective manner. A substantial difference in the performance of the segmentation was, however, found between the two datasets regardless of the architecture and/or configuration of the networks. This emphasizes the importance of the training and test datasets in building and evaluating the networks. It is not only the amount of the dataset but also the heterogeneity and availability of imaging modalities that have a great deal of influence on the goodness and applicability of the networks. Hence, our future work will entail evaluation of the proposed network on a large-scale dataset that involves heterogeneous and multiple imaging modalities such as ADC maps and high-b-value DW imaging.
