AbstractÐThe Object-Process Methodology (OPM) specifies both graphically and textually the system's static-structural and behavioral-procedural aspects through a single unifying model. This model singularity is contrasted with the multimodel approach applied by existing object-oriented system analysis methods. These methods usually employ at least three distinct models for specifying various system aspectsÐmainly structure, function, and behavior. Object Modeling Technique (OMT), the main ancestor of the Unified Modeling Language (UML), extended with Timed Statecharts, represents a family of such multimodel object-oriented methods. Two major open questions related to model multiplicity vs. model singularity have been 1) whether or not a single model, rather than a combination of several models, enables the synthesis of a better system specification and 2) which of the two alternative approaches yields a specification that is easier to comprehend. In this study, we address these questions through a double-blind controlled experiment. To obtain conclusive results, real-time systems, which exhibit a more complex dynamic behavior than nonrealtime systems were selected as the focus of the experiment. We establish empirically that a single model methodologyÐOPMÐis more effective than a multimodel oneÐOMTÐin terms of synthesis. We pinpoint specific issues in which significant differences between the two methodologies were found. The specification comprehension results show that there were significant differences between the two methods in specific issues.
INTRODUCTION
O BJECT-ORIENTED methods are being widely used for system analysis and specification. The majority of these methods advocate the use of a combination of several modelsÐusually a static-structural, or object model, a functional model, a behavioral model, and a host of additional optional modelsÐto describe the various aspects of the system under consideration. The use of multiple models to describe a system from various aspects is the cause for the model multiplicity problem. The problem is that, to understand the system being studied and the way it operates and changes over time, the reader must concurrently refer to various models. Technical solutions that involve sophisticated CASE tools to impose consistency alleviate manual consistency maintenance, but they do not address the core problem of mental integration.
Since fusion of the various models within one's mind is extremely difficult, our conjecture was that it might adversely affect the two transformations involved in the development and use of information systems [1] . The first of these transformations is modeling, i.e., specifying the real-world system using a particular single-model or multimodel methodology. The second is comprehending (interpreting) the system specified in a particular methodology. Indeed, with some reservations, the empirical study described in this research supports this conjecture. We compared OPM/T [2] (OPM [3] with temporal extension), a graphic object-oriented system specification method that specifies the structural, functional, and dynamic aspects of systems in a single model, with T/OMT (Timed OMTÐa temporal extension of OMT) [4] , [5] , [6] which was selected as a representative of multiplemodel methods. The core of this research is a double-blind controlled experiment aimed at demonstrating the model multiplicity problem through a comparison between the two methods. To obtain conclusive results, real-time systems, which exhibit a more complex dynamic behavior than non-real-time systems, were selected as the focus of the experiment. For the sake of brevity, we refer to the two methods compared as OPM and OMT rather than OPM/T and T/OMT.
The rest of this paper is structured as follows: Section 2 addresses related studies. Section 3 describes the research design and hypotheses. The results of the experiment are presented in Section 4, and interpreted in Section 5. A discussion concludes the paper. Appendix A is a brief introduction to OMT, OPM, and their temporal extensions, while Appendix B provides the details of the case studies used in the experiments and the error types that were addressed. Appendix C contains the data of the comparisons between the two test groups used in the experiment in terms of their background and skill level.
RELATED STUDIES
Several prior studies compared different modeling methods in an experimental setting. These studies usually concentrated on comparing different data models, such as entityrelationship diagrams (ERD), object models, and relational models. Surveys of such studies can be found in [7] and [8] .
In an extensive literature survey that we did, we could not find any work that empirically compared entire system analysis and design methodologies such as OMT and UML. The studies described in [7] , [9] , [10] , [11] , [12] , [13] compared extended entity-relationship (EER) models with other semantic models, such as object-oriented models. The subjects of these experiments were students with varying degrees of training in information systems and databases. The study of Shoval and Frumermann [7] addressed specification comprehension. The comprehension study was based on a questionnaire in which questions were classified according to various constructs of data models so as to enable measurement of comprehension not only in overall terms, but also of the various constructs. The subjects of the experiment were students of behavioral science and management that were taking the course entitled Information Systems Implementation. All of them had previously taken two computer science courses and had the same background. In order to motivate the students, they were told in advance that their performance in the experiment would be considered as part of the final grade in the course. The authors found a significant difference in comprehension of ternary relationships in favor of the EER model. Kim and March [9] compared two semantic modelsÐEER and Nijssen Information Analysis Method (NIAM)Ðfrom the point of view of user comprehension. The subjects of the experiment were 28 graduate business students who were randomly assigned to one of two groups, and trained in the appropriate data modeling formalism. The authors prepared two equivalent specifications of a manufacturing company, one in each method, and measured user comprehension by the number of correct answers to questions about modeling constructs. No difference in comprehension between the two methods was found.
Palvia et al. [10] conducted an experimental study on end-user comprehension of three conceptual data models: ERD, data structure diagram (DSD), and OO. Their subjects were students of an introductory MIS course in a business school who had only limited exposure to computers. The authors prepared three versions of a database with identical data in each. The databases were trivial in terms of size and complexity. Comprehension was measured on overall terms only by counting the total number of correct answers to 30 questions. The results show that the OO model produced better overall comprehension. In a second study (reported in the same paper), Palvia et al. evaluated the same models for a set of 17 characteristics (e.g., communication ability to users, ease of use, ease of learning, and overall quality). The participants were 30 MBA students with greater MIS and database exposure than the participants of the first study. The students had to rank each characteristic on a scale from 1 to 5. The results show no significant differences between the three models for almost all of the dimensions. Therefore, the authors infer that comprehension will improve as users become more experienced in computers and data processing.
The EER and OO specification quality experiment of Shoval and Shiran [11] measured quality in terms of correctness of the specification, time to complete the task, and the subjects' preference of the models. The subjects of the experiment were Information System majors at an advanced stage of their studies, all having the same background. In order to motivate the subjects, they were told in advance that their performance in the experiment would be part of their final grade. The authors found that the EER model is better than the OO model in specifying unary and ternary relationships, that it takes less time to generate EER schemas, and that the EER model is preferred by the students.
Gorla et al. [12] compared three different methods used for specification of bottom-level processes in DFDs: structured English, decision tables, and Nassi-Schneiderman charts. The authors measured two performance types: method-based comprehension, to find understandability of the information in the method itself, and context-based comprehension, to find understandability of information in the method in combination with the information in the rest of the DFD specification. The experiments were conducted with student subjects of different backgrounds (second-year graduate students, taking the Systems Analysis and Design class, who were either Computer Science or Business majors), and with problems of varying size. The studies examined two measures of performance: accuracy of comprehension, and speed of comprehension. The students were offered an incentive of up to 5 percent extra credit on their final course grade depending on their performance in the experiment. They were also told that their performance would be determined by the accuracy of their answers and by the amount of time they took to answer the questions. The results of the study show that textual tools (structured English) are better than both graphical tools (N-S charts) and tabular tools (Decision Tables), when the problem size is small and the users are technically oriented. The tabular tools (Decision Tables) are better than graphical tools and textual tools when the problem is moderately large and the users are nontechnically oriented.
The specification quality studies [7] , [13] tried to classify the errors found in the specifications into different categories. In the specification comprehension part of the experiment, we classified the questions we asked into categories that matched the different specification issues while the errors, found in the specification generation quality part of the experiment, were classified into categories according to the error types that were relevant to that part.
RESEARCH DESIGN AND HYPOTHESES
As noted, we compared OPM and OMT in terms of two crucial issues: 1) specification quality and 2) specification comprehension. We carried out the experiment within the final examination of a System Analysis and Specification course, described below. In this section, we present the research population and the two experiment parts which we call specification quality and specification comprehension.
Population Background and Training
The research population consisted of 88 information systems engineering students. information systems engineering is an engineering program conducted jointly by the Faculty of Industrial Engineering and Management and the Faculty of Computer Science at the Technion, Israel Institute of Technology (see http://iew3.technion.ac.il:8080/ subhome.phtml?/Home/academic). Of the students, 82 were undergraduates in their second to fourth year of study, one took the course externally, and five were graduate students. As shown in Appendix C, using the proportion test, we found no significant differences between the two groups of students in the proportion of students of these different statuses.
The experiment took place during the academic year 1997 at the end of the Systems Analysis and Specification course, which follows a series of mandatory computer-and information-related courses, including Introduction to Computers, and Design and Implementation of Information Systems. The Systems Analysis and Specification course covered, among other topics, the system development life cycle and the two system analysis and specification methods that we compared in this studyÐOMT and OPM, including their temporal extensions. The same instructor (the second author) taught the whole class, both OMT and OPM, while two teaching assistants (one of whom is the first author) conducted the class recitations in four separate groups. Each teaching assistant (TA) taught the members of his/her group both methods. OMT was taught first for four weeks, then OPM was taught for three weeks. Next, OPM/T was taught for two weeks, then T/OMT was taught for two more weeks. The students were required to submit solutions to four exercises, one on each of the methodsÐOMT, T/OMT, OPM, and OPM/T. They took a midterm examination that covered only the object and the functional (DFD) models of OMT and did not cover OPM at all.
Experimental Setting
The experimental procedure was as follows: The class was randomly divided into two Groups, consisting of 47 and 41 students 1 each for the test. In the specification quality part of the experiment, the participants of both groups received the same problem statement. The participants of the first group were asked to specify the system described textually in the problem statement using OMT, while the participants in the second group were asked to specify the same system using OPM. The use of scaling (zooming) mechanisms of OPM or DFD (OMT's Functional Model) was required in the solutions. The quality of the resulting specifications was thoroughly analyzed, as explained in Section 3.2.
For the specification comprehension part, the specification methods were swapped: The participants of the first group, who were requested to specify the textual problem statement using OMT, were now asked to demonstrate comprehension of a system specification provided in OPM. Likewise, the participants of the second group, who were requested to specify the textual problem statement using OPM, were now asked to demonstrate comprehension of a specification provided in OMT. The OMT and OPM specifications used in the specification comprehension part of the experiment were equivalent. The first author prepared the two system specifications. An attempt was made to obtain the best solution for each specification method. Two experts verified the solutions: the second author and a TA in the Systems Analysis and Specification course.
Comprehension of both specification types (OPM and OMT) was determined by the students' responses to a questionnaire. Students of both groups received the same questionnaires. The students were allowed to use any written material, including class notes. Overheads were used, both in the lectures and TA sessions, and were made available to the students. The lecture overheads were put in the library and the TA sessions were distributed in class. Both the lectures and TA sessions included examples. The same case study examples were used in the TA sessions and in the lectures for both OPM and OMT and for both OPM/T and T/OMT. In addition, a paper on OPM (not covering OPM/T) was put in the library, and copies of the OMT book by Rumbaugh et al. [4] were available at the library. We allocated an hour and a half for the specification comprehension part of the experiment and two hours to complete the specification quality part. This time allotment proved to be sufficient for all the students.
At the end of the experiment, we asked the students to respond to a posttest questionnaire designed to rule out any bias between the two test groups that might have been present in spite of the random division into two groups. The questionnaire included five questions about the students' background: whether they had previously learned ERD, the Object Model, DFD, Statecharts, or OPM. None of the students had learned OPM. Almost all of them learned ERD in the prerequisite course (Design and Implementation of Information Systems), and few had previously learned DFD or Statcharts. We used the proportion test to determine if there was a significant difference between the two groups in the proportion of students who had previously learned the above-mentioned methods, comparing the proportions of each of the five methods separately. No significant differences were found between the two groups in any of these comparisons (as shown in Appendix C). This result indicates that the two groups had similar background. To further rule out any potential bias between the two groups, in terms of their ability and skill level, we measured three more criteria. We checked the students' grade point average, their average homework grades in the course, and their average grade in the midterm. Using T-test, no significant differences were found between the two groups of students in these criteria (as shown in Appendix C).
The questionnaire asked the students to rate their preference between the two methods on a seven-point scale, ranging from absolute preference for OPM to absolute preference for OMT.
The students were told that they must answer the questionnaire, but that their answers would not affect their grade in the course. Note that not all students answered the questionnaire, and of those who did, some did not answer all of the questions (some did not answer which method they preferred: OPM or OMT). We assumed that the students who answered the questionnaire represent all the students who took part in the experiment.
Specification Quality
In the specification quality part of the experiment, both groups were given the same textual problem statement. Each student was told to specify a real-time system in the methods he/she had been assigned. The problem statement was adapted from Laplante [14] ; possible solutions for it in both methods are shown in Appendix B.1.
Following the experimental design of Shoval and Frumermann [7] , we classified the errors we found into 38 error types. Table 5 of Appendix B lists some exemplary error types. Due to differences in facilities the methods provide, three of the 38 error types could only occur in one of the methods and not in the other. These are 1) confusion between an external entity and a datastore; 2) confusion between an activity and an action; and 3) confusion between an effect link and an instrument link. The first two error types could only occur in OMT, while the third could only occur in OPM. For these three error types, we hypothesized that there would be a difference in the proportion of students who made these error types between the two methods. These error types are therefore one-sided. For the other 35 error types, we hypothesized that there would be no difference between the methods. These errors are therefore two-sided.
Specification Comprehension
For the specification comprehension part of the experiment, we used two equivalent, preprepared diagrammatic system specifications of the same real-time Home Heating System case study, based on Toetenel and Katwijik [15] : one in OPM and the other in OMT. Due to the method swapping explained above, the students who received the OMT Heating System specification diagrams were previously asked to produce a set of diagrams using OPM and vice versa. The details of the real-time Home Heating System case study are given in Appendix B.2.
Each participant was asked to respond to a questionnaire consisting of 33 closed questions concerning the Home Heating System specifications. We classified the questions according to different specification issues. These issues, along with exemplary questions, are listed in the first two columns of Table 3 . The purpose of this classification was to determine if there is a difference in the overall specification comprehension between the two methods, and also to pinpoint specific issues, if any, in which a significant difference between the methods exists. Our set of null hypotheses (r H ) were that there is no difference between OMT and OPM in any of the comprehension issues. Note that the issues in the specification comprehension part do not necessarily overlap with those listed in the specification quality part.
RESULTS
In this section, we present the statistical tests that were deployed in our research and their results.
Specification Quality Results
We used the test for equality of proportion to determine whether there is a significant difference between the two specification methods in the number of students who made specification errors of various types. The results are summarized in Table 1 , where we show the proportion of errors for each error type in each method, along with the value of the test statistic and the p-Value. Results with pElues b HXHS are assumed to be nonsignificant. Note that three error types (4.5, 6.7, 6.12) are one-sided, meaning that they could occur only in one of the methods. As Table 1 shows, in eight out of 35 error-types, which could have occurred in both methods, OPM produced significantly fewer modeling error types while OMT produced significantly fewer modeling error types in only one.
The one-sided error type that could have occurred only in OPM (confusion between an effect link and an instrument link) resulted in an expected significant difference in favor of OMT. Of the two one-sided error types that could have occurred in OMT, only one (confusing a datastore with an external entity) resulted in a significant difference in favor of OPM. The third one-sided error type that could have occurred only in OMT (confusion between an activity and an action) was not significant.
We used the T-test to measure the difference between the mean number of error types per student for each of the two method types OMT and OPM. Error types that could occur in only one of the methods were left out of the overall calculations. The results are shown in Table 2 . In the first row, we have assumed that all error types have the same weight. The results show an overall advantage of OPM over OMT.
Since some error types may be more severe than others, a weighting scheme may need to be developed. The development of such a scheme is beyond the scope of this paper. However, to get a feel for the significance of the overall results (in favor of OPM), a weighting scheme that assumes bias in favor of OMT was chosen. Error types for which OMT had a better score than OPM (even if not a significant advantage) were each given a weight of four, while the weights of the other error types remained one. These results, presented in the second row of Table 2 , show that even under this extreme weighting scheme OPM is still significantly better than OMT in terms of overall specification quality.
Specification Comprehension Results
The level of comprehension was measured for each issue separately by counting for each student the number of (fully) correct answers. For the multiple-question issues, we applied the Wilcoxon-Mann-Whitney test with ties [16] to compare two distributions, $ p x and $ p y and check whether b y T `y. For each issue and each method, we counted the number of students who answered exactly zero questions correctly, one question correctly, two questions correctly, and so on, up to the maximum number of questions in each issue. A different distribution between the two methods in the number of correct answers per issue results in a significant difference. The Wilcoxon-Mann-Whitney test accounts for the difference in sample size; therefore, the actual number of students who answered i questions correctly was taken, and not the proportion of correct answers. Table 3 lists example questions and results of the specification comprehension test for multiple-question issues. The issue names and example questions are given in the first two columns. The third column shows the possible number i of correct answers that can be given by a student for each issue, where i ranges from zero to the number of questions in the issue. The fourth and fifth columns give the The three one-sided errors (4.5, 6.7, 6.12) are marked by the letter c. a) Errors due to model multiplicity; b) errors due to graphics; c) one-sided errors, and d) domain errors. number of students who gave i correct answers in an issue using OMT and OPM, respectively. The column before last gives the value of the test statistic. Negative values of the test statistic reflect an advantage of OPM while positive values reflect an advantage of OMT. The right-most column shows the p-Values. We considered results with pElues HXHS to be significant.
For the single-question issuesÐtiming exceptions and cyclic processesÐwe used the proportion difference test to determine whether there is a significant difference between the two methods. No significant difference between the two methods was found for either one of these two issues. The results are given in Table 4 .
Participants' Preference
As discussed in Section 2.2, we measured the students' satisfaction level by their stated preference, indicated on a seven-point scale in which one signified absolute preference for OPM and seven signified absolute preference for OMT. Averaging the scores given by the 65 out of 88 students who answered that question, we received an average score of PXSV with standard error of HXPP, which is much less then the expected average of R.
INTERPRETATION
In this section, we discuss the experimental results, and propose possible explanations for the significant differences found between the two methods in both the specification quality and the specification comprehension experiment parts.
Specification Quality
Overall, our findings show that the specification quality of the OPM group in this part of the test was significantly better than that of the OMT group. Looking carefully into these error types, we have classified them into the following groups: 1) model multiplicity-related errors; 2) graphic expressive power-related errors; 3) method specific errors; and 4) domain specific errors. The superscript letters through d, in the second column from the right of Table 1 , show the error types classification into these four categories.
Model multiplicity-related errors: OPM specification had a significantly smaller error count in the following error types (see Table 1 ): The fact that students who used OPM made fewer errors of the above types might be explained by the use of a single model in OPM, as opposed to the multiple models of OMT. Since generating a single-model OPM specification involves no transition between models, no errors can occur in which some information is erroneously omitted from one of the models, or is presented in one of the models in a way that is inconsistent with the way it is presented in another model.
The fact that OPM specifications produced fewer missing features errors than OMT can be explained by the fact that in OPM the required features emerge naturally as the analyst is trying to describe all the processes that take place in the system within the single OPM model. He/she needs to consider all the objects associated with each process in order to do so. Since features in OPM are denoted as objects and processes (that generalize attributes and operations, respectively), they are hardly ever missed. Conversely, considering the appropriate features for each object in OMT is done only in the object (static) model when the analyst considers the static structure of the system, leaving the modeling of the functional and dynamic aspects for later stages. He/she is likely to miss operations (methods) of objects in the system. Even when their omission is realized later, it is not convenient to update the static model which is, thus, left incomplete. The tip frequently given to developers to work concurrently on more than one model is not easy to implement.
Similarly, an analyst creating an OMT specification has to consider activities both in the functional model and in the dynamic model. He/she is therefore more likely to miss an activity in one of the models, or to assign an activity to the state of the wrong object. In OMT, associating an activity with an object state is analogous to, in OPM, assigning that object state as input to the process (activity). In OPM, this task is performed while creating the (single) OPM model.
Among the errors that occurred significantly more frequently in OMT's dynamic model than in OPM were missing events, missing transitions, and incorrect transitions. These differences can be explained by the fact that, by definition, state changes in OPM always result from the occurrence of some process. Therefore, when considering all the processes in the system, the analyst is less likely to miss a transition to an output state or specify an output transition to a wrong state. In OMT, modeling processes is done mainly in the functional model (and not in the dynamic model), where states are not considered, so this kind of error is more likely to occur, as shown by the experimental results.
Errors related to graphic expressive power. The error types in this category consist of incorrect specification of events and errors in distinguishing between parallel and mutually exclusive processes. Both can be explained by differences in the graphic expressive power between the two methods. In OPM, events are specified by graphically linking the triggering object to the triggered process. For example, a state entrance event is specified by linking the triggering object state to the triggered process. In OMT, on the other hand, an event is defined textually, without linking the triggering object to the triggered process. Introducing event specification errors is therefore more likely. Textually specifying an event as a state change of an object that is not part of the system is one specialization of this error type. For example, ªSwitch pushedº is specified as triggering the transition of the aircraft from ªoffº to ªonº whereas ªSwitchº is not specified as an object in the system or its environment.
Distinguishing between parallel and mutually exclusive processes is done graphically both in OMT's timed statecharts model and in OPM. In timed statecharts, parallelism is expressed by a dashed line that separates sets of possible parallel states containing activities (processes). Processes that are mutually exclusive are represented by activities performed in substates that are not separated by a dashed line in the superstate. Fig. 1a shows the timed statecharts notation for processes 1 and 2 that are executed concurrently, as they occur in the parallel states S1 and S2 of the superstate S. Fig. 1b shows the Timed Statecharts notation for the mutually exclusive processes 1 and 2. In OPM, parallel processes are depicted in the OPD at the same height, and a XOR relation between procedural links is used to express processes that are mutually exclusive. Fig. 1c shows the OPM notation expressing the concurrent execution of processes 1 and 2, while Fig. 1d shows the OPM specification of the mutually exclusive processes 1 and 2. The experimental results show that fewer students made errors of modeling mutually exclusive processes as parallel processes. This might be due to the fact that the OPM notation for specifying mutually exclusive processes is more ªexplicitº and is therefore clearer.
Method-specific errors. Three error types could only be made in one method, but not in the other. Confusing a datastore with an external entity, and confusion between an activity and an action can occur only in OMT, while errors of confusing an instrument link with an effect link can occur only in OPM. Significant differences between the methods in these error types are therefore expected. It might be interesting to note that the error type of confusing an instrument link with an effect link, which could occur only in OPM, occurred in 17 out of 41 student responses. The error types that could have occurred only in OMT occurred in only six and four out of the 47 students who used OMT in their solutions.
Domain-specific errors. Domain specific error types, in particular the error of not distinguishing real-world values from measured ones, occurred more in OPM. This may be due to the functional model of OMT, DFD, which forces the analyst to distinguish between external (realworld) entities and datastores (representations of realworld entities in the model).
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Since there were 35 error types, which could have occurred in both methods and a p-Value cut-off of HXHS was used, it is reasonable to expect up to two tests to be significant just by chance. We, therefore, looked for the ones that are least significant as candidates to happen by chance. The first of these two error types is IHXIÐno separation between real-world values and their measured values, whose p-Value is HXHS, denoting a significant difference in favor of OMT. The second error type is WXRÐassigning transitions between states that should not have been connected, with p-Value of HXHPR in favor of OPM. If indeed two insignificant outcomes came out significant by chance, these are the most likely ones.
Specification Comprehension
The results show that there were significant differences between the two methods in specific issues. A significant difference in favor of OPM was found in three issues:
1. Identifying triggering events of processes; 2. identifying processes that are triggered by a given event; and 3. identifying objects that participate in a process. A significant difference in favor of OMT was found in two other issues:
1. Identifying events that affect objects by changing their state, and 2. determining process execution order. The different number of models required for representing the first two issues can explain the advantages of OPM/T over T/OMT in these issues, as demonstrated in Fig. 2 . Answering questions related to these issues in OPM entails locating a process in the single OPM model and following the links attached to that process. In OMT, identifying triggering events of processes and identifying processes triggered by an event requires consulting two OMT models: the dynamic model (timed statecharts) and the functional model (DFD). Identifying objects that participate in a process also requires two models: the functional model and the object model, the latter for identifying the object class to whom the process serves as a method (service).
As noted, there are two issues in which OMT has been found to be better than OPM: identifying events that affect objects by changing their state, and determining the relativity of process execution time. These advantages can also be explained on the basis of the number of required models. The information for both these issues can be retrieved from the dynamic model of OMT alone, without the need for any one of its two other models. In the single OPM model, a process separates each triggering event from the object whose state is changed; this practice may obscure the relationship between the object's state change and the corresponding triggering event. Retrieving information from a single OMT model can therefore be easier than retrieving the same information from the single OPM model, which is more complex. However, no significant differences 4 between the two methods were found in the five other issues that involve just a single model of OMT. These issues are:
1. Identifying objects that are affected by an event, which involves OMT's Dynamic model; 2. Identifying object states, which also involves the dynamic model; 3. Identifying structural relationships between objects, which involves the object model; 4. Identifying cyclic processes, which can be spotted by the self-looping invocation link in the OPM model, and in the self looping transitions in the dynamic model of OMT; and 5. Identifying a timing exception, which again involves only the dynamic model. The relatively large number of issues for which no difference between the methods exists underlines the advantage of focusing on a single model over spreading the specification information over several models.
Three of the five issues for which no significant difference between the methods were found are modeled using special symbols, which are similar in both methods. Structural relationships are modeled in both OPM and OMT using a link between two objects; states are represented in both methods by roundtangles (roundedcorner rectangles) and; cyclic processes are represented by the self-looping invocation link in OPM, and by a self looping transition in timed statecharts.
Timing exceptions are represented graphically in OPM. In OMT, they are textually specified by the word ªtimeout.º Locating the textual specification of the timeout event in OMT involves inspecting only the timed statecharts model, which is not a difficult task. The inspection of the OPM model for the occurrence of an exception link is not difficult either. Therefore, this task was easy for the students and nearly all of them succeeded in performing it so that there was no significant difference between the two methods in identifying timing exceptions.
We could not find an explanation for the fact that identifying objects that are affected by an event did not result in a difference between the two methods, while identifying events that change objects by changing their states showed significantly fewer comprehension errors using OMT.
Critical Review of the Experiment Setting
The experiment presented in this paper has several limitations. For one, the authors, who developed OPM and OPM/T, were the same people who taught and tested the methodologies, a fact that might have affected the experimental outcomes. Other limitations are due to the fact Fig. 2 . How different issues are resolved using OPM and OMT. The five issues shown in the figure are the issues in which a significant difference was found between OPM and OMT in the specification comprehension part of the experiment. In the first three issues, shown in the first two rows, OPM was better than OMT, and in the last two, OMT was better than OPM. Text and symbols shown in bold represent the part given in each issue, while those in italics represent parts sought.
that the teaching of the two methods was not symmetric; there was a certain order in which the two methods were taught, different amounts of time were spent on each method, and the midterm covered OMT only. The fact that OMT was taught first might have positively affected the learning of OPM. Furthermore, OPM and OPM/T were taught in sequence, while OMT and T/OMT were taught five weeks apart; this could have helped the students learn OPM/T better than T/OMT.
OMT was taught for a longer time than OPM (total of six weeks vs. five for OPM). The midterm examination included only OMT. So, overall the students spent more time on studying OMT than OPM, and may have been better prepared for it. Students may have had clearer recall of T/OMT concepts because it was the most recently taught notation. On the other hand, the fact that the midterm covered only OMT could have given a bias in favor of OPM since the students may have felt that since they were already tested on OMT they did not need to review it as much. We note, however, that the students were informed in advance that the final examination would cover both methods and would include specification generation as well as specification comprehension. The participating students did their best in the final examination since it determined at least half of their final grade. It counted as 50 percent of the final grade in case their grade on the midterm test was higher than their grade on the final, and 70 percent otherwise.
To explore the effect of the midterm examination on the students' OMT skills, we compared the class average of the midterm results with the average results of the OMT parts of their final examination. To compute the average OMT score in the final examination, we considered the results of the OMT specification comprehension from one group and the results of the OMT specification quality from the other group. We compared the actual grades that were given to the students on the two tests. These grades reflect a grading scale that was decided upon by the teacher assistants, and does not necessarily assign an equal weight to each error type. Using paired T-test, we found no significant differences between the midterm and final examinations, as shown in Appendix C. We concluded that the students maintained the same level of OMT knowledge from the midterm to the final exam.
In the specification quality part of the experiment, we measured the overall quality of the specifications by the mean number of error types per student. We did not distinguish between more important and less important errors. 5 Also, we measured only the average number of error types, and not the actual number of errors.
We instructed the students to use zooming/scaling in their solutions for this part of the experiment. There was no significant difference between OPM and OMT in the number of errors due to incorrect application of scaling rules. Although the problem that the students were asked to specify was not too large in size, OPM solutions require the use of scaling mechanisms in order to avoid diagram clutter, which results from the fact that all system aspects are shown in the single OPM model. All students were asked to apply scaling so that their specifications would be equivalent. In this experiment, we did not examine the design choices made by the students as to which of the processes were to be zoomed into. Further experimentation, including a larger scale problem, could examine this issue.
DISCUSSION
This study reports the results of a double-blind controlled experiment designed to compare the expressive power of OPM and OMT. The comparison was done in terms of 1) the quality of the resulting system specification, as measured by the nature and quantity of specification error types; and 2) the quality of specification comprehension, i.e., how easy it is for users to interpret and understand a given specification. To obtain conclusive results, real-time systems, which exhibit a more complex dynamic behavior than nonrealtime systems, were selected as the focus of the experiment.
The experimental outcomes and their rigorous statistical analysis establish that specification quality is significantly better in OPM than in OMT. This difference is due to specific issues, in which significant differences between the two methods were found. The specification comprehension results show that there were significant differences between the two methods in specific issues. Our study is inconclusive regarding overall specification comprehension.
Since not all ten issues that were examined in that part of the experiment contained the same number of questions, an overall score, which assigns each question the same weight, is likely to be incorrect. Since the development of a weighting scheme for the different issues was beyond the scope of this paper, we decided not to present the overall score, although, when giving each question the same 5. In future experiments, it might be necessary to develop a grading scheme that assigns different weights for the various error types.
weight, we obtain an overall significant difference in favor of OPM. Another result that was obtained from an analysis of a postcourse questionnaire shows that most students who took part in the experiment significantly preferred OPM to OMT.
Our conclusions are based on a specific experimental setting, i.e., certain tasks, subjects, and analysis methods. The tasks were moderate in size and complexity, and the subjects were either intermediate or advanced students in information systems engineering. The analysis methods were not trivial. We verified in several ways (as reported in Appendix C) that there were no significant differences between the two test groups in terms of their background and skill level. The efficiency (i.e., the time it takes to complete the task) of specification comprehension and specification generation was not considered as a factor in this experiment. The time allotted for both methods was equal, and the subjects of the experiment knew that their grade depended only on the effectiveness of their solutions, not on their efficiency.
Multimodel vs. Single-Model Methods
A primary contribution of the research is opening a debate around the advantages and disadvantages of multimodel methods vs. single model ones. To the best of our knowledge, no such study has been conducted before because there was a tacit agreement that to fully analyze and design a system, a methodology ought to make use of a number of models. In the experiment described in this paper, OMT was selected as the representative of multimodel methods because at the time we designed the experiment Unified Modeling Language (UML), [17] was just starting to emerge and was not yet taught in class. As we have shown, the source of most of the errors in OMT is the lack of integration among the method's different models and the need to maintain consistency and gather information that is scattered across these models. OPM and its temporal extension, OPM/T, avoid these problems in the first place by incorporating all the information within a single model and managing the complexity through a scaling mechanism.
It is important to isolate results arising from OMT's limitation from results that relate to the use of multiple models in general. We found six error types that could occur in both OPM and in OMT specifications, but that occurred less in OPM, due to the different number of models that these two methods employ. These error types are:
1. Wrong assignment of a process/activity into an object state; 2. missing process/activity; 3. missing event; 4. missing transitions between states; 
5.
assigning transitions between states which should not have been connected; and 6. missing feature. All of these error types can also occur in other multiple model methods, such as UML. 6 Specification comprehension can become unwieldy if specification details that are related to a certain aspect of system behavior are scattered across different models. Choosing a good set of models in which different types of questions can be answered by looking at a single model can alleviate this problem. If this single model is part of a multiple model method, then it may actually aid in comprehension as compared to the single, but generally more loaded, OPM model. For example, interaction diagrams (collaboration and sequence diagrams) in UML might be helpful in answering questions related to identifying objects participating in a process, identifying processes triggered by an event, and identifying triggering events of a process. These are the three issues of Specification Comprehension for which OPM proved to be significantly better than OMT. In OMT, two model types are required to answer these questions. In a multimodel method containing a large variety of models, the analyst usually does not prepare all the model types for the entire system. For example, collaboration diagrams can be drawn for only some of the processes that occur in the system. Moreover, one has to know what model type to explore while looking for an answer to a specific type of question. Hence, although different questions may be easier answered by examining a single model of a multiple model method, the particular diagram that contains the required information may not be available. If it does exist, knowing where to look for the answer might require expertise and prove to be tedious.
The Role of CASE Tools
A high-quality CASE tool that maintains good correlation among the different models can detect inconsistencies between different models. The missing feature error type, for example, may be eliminated this way. It may be argued that with a good CASE tool the multiple model approach is better since it allows the developer to focus on a single, well-defined aspect of a system at a time, while many of the Fig. 7 . The DFD part of the T/OMT heating system specification.
6. Regarding wrong assignments of a process/activity into an object state, this error type may occur less if the activity disgrams of UML are used. However, activity diagrams are usually used for specifying activities along with transitions that represent internal events only, and reference to external events, as well as specification of timing constraints is restricted to timed statecharts.
ªchoresº are taken care of by the CASE tool. The analyst is still confronted with the need to switch back and forth among the different graphic models, where symbols for the same ontological concepts differ from one diagramming scheme to the other. Since we do acknowledge the merit of a high-quality CASE tool, regardless of whether a singlemodel or a multiple-model approach is taken, we are currently working on the second version of OPCAT (Object Process CASE Tool). Among other features, we consider designing this new version to automatically create different OPDs that will represent different views of the single OPM specification corresponding to the different standard UML diagrams.
Other Criteria for Evaluation of Modeling Methods
The decision as to whether to select a multimodel approach vs. a single model approach for real-life applications may be influenced by factors other than ease of specification generation and comprehension. One such factor is reuse. One may argue that if all aspects of the specification are tied together in a single model, it may be difficult to benefit from reuse. However, it is possible to obtain views of the various system aspects from the single OPM model. Another factor is scalability. Our experiment has shown empirically that help is needed in dealing with multiple models. One may, however, argue that OMT and other methods are multimodel because they are meant for industrial-sized application, and that a single model method just doesn't scale up to real-world use. Contrary to this claim, our experience with real-life applications has been that OPM is easily and naturally scalable. The scaling mechanism of OPM is based on detail-level decomposition (which includes zooming in/ out, unfolding/folding, and state expressing/suppressing) rather than aspect-based decomposition (into separate models for the static aspect, the dynamic aspect, the functional aspect, etc.), which multimodel methods employ.
There is no a priori reason to assume that aspect-based decomposition is better than detail-level based decomposition.
Future Experiments
Future experiments should be conducted from the point of view of both users and designers, and should be based on larger and more complex systems. They should also examine and measure the time and effort needed for learning the method and using it for modeling complex systems. The experiments should be repeated with the order of teaching the two methods reversed, and with different course lecturers and teaching assistants. Since, in practice, a lot of time is spent in trying to understand an incorrect model and identifying its errors, future experiments could address this aspect of modeling. It may be interesting to address the question of whether the results of this experiment are transferable from students to modelers in an industrial environment. While intriguing, carrying out a similar experiment in which the subjects are professional information system engineers may be prohibitively costly. Since commercial interests are in favor of the existing multimodel approach, funding for such an experiment does not seem realistic at this point.
APPENDIX A THE METHODOLOGIES USED IN THE EXPERIMENT
In this appendix, we present OMT and OPM, and their corresponding temporal extensions T/OMT and OPM/T. Since OMT is more widespread than OPM, we elaborate more on the latter methodology. 
A.1 OMTÐObject Modeling Technique and Its Temporal Version T/OMT
The Object Modeling Technique (OMT), developed by Rumbaugh et al. [4] , specifies a system from three different aspects: structural, functional, and behavioral. The structural aspect concerns objects and the relationships among them using the object model, which is an extension of ERDÐen-tity-relationship diagram. The functional aspect concerns the processes executed in the system, including their inputs and outputs, using DFDsÐdata flow diagrams. The behavioral aspect concerns control of process execution and changes in object states, which are expressed using Statecharts. Statecharts extend conventional state machines with notations for describing hierarchy, concurrency, and communication. The object model and the dynamic model of OMT are incorporated into the Booch, Jacobson, and Rumbaugh's widely used Unified Modeling Language (UML [17] ).
The behavioral model of OMT is extended with real-time elements to specify systems that exhibit complex dynamic behavior such as reactive and real-time systems. Timed statecharts [5] , [6] enable expression of upper and lower bounds on the time spent in a state, and upper and lower bounds on the enabling time of a transition.
A.2 The Object Process MethodologyÐOPM and Its Temporal Version OPM/T
The Object-Process Methodology (OPM), proposed by Dori [3] , is a system development approach that is intended to cater to the natural train of thought humans normally apply while trying to understand complex systems. The structure and behavior of such systems are intertwined so tightly that any separation between them further complicates the already complex description. OPM, therefore, incorporates the static-structural and behavioral-procedural aspects of a system into a single unifying model. OPM achieves this by treating both objects and processes as equally important entities in the system's specification.
OPM/T extends OPM with temporal features for specification of systems that exhibit a complex dynamic behavior, in particular real-time systems. OPM and OPM/T use Object Process Diagrams (OPDs) for expressing the objects of a modeled system and the processes that affect them. Objects are persistent, state preserving entities that interact with each other through processes. Processes are transient entities that affect objects by changing their state, or by generating or consuming objects. Fig. 3 shows an OPD, which describes a top-level view of an avionics navigation system, a possible partial solution to the specification quality part of the experiment. It represents only a top-level view. Objects and processes are denoted by rectangles and ellipses, respectively. Object states are shown as rounded rectangles.
Two different kinds of procedural links are used in the OPD of Fig. 3 to connect objects to processes, depending on the roles that these objects play in the process to which they are linked. Objects may serve as enablersÐ instruments or intelligent agents, which are involved in the process without changing their state. An enabling link is denoted either byÐ, in the case of an instrument, such as the object Measurement Instruments, used for the Monitoring process in Fig. 3a . An enabling link can also be an agent link, denoted byÐ, in the case of an intelligent agent.
Objects may also be transformed as a result of a process acting on them. The transformation link is denoted by a single-head directed arrow to signify the object is generated or consumed, or by a double-head arrow to signify a state change. The link in Fig. 3a from the process Monitoring to the object Measured Values is a result link. Flaps Control The grade point average data was taken nearly two years after the experiment was conducted so that it reflects the students GPA at graduation or at their last semester.
TABLE 10 Comparison of Average Homework Grades
The homework was done in pairs.
in Fig. 3 is an instance of an affecting process, the effect of which is to change the state of Opening Angle of the Flaps.
Both objects and processes can be simple or compound entities. A compound entity generalizes, aggregates, or features other entities. Flap in Fig. 3 is an example of a complex entity, which features the simple object Opening Angle.
The OPD of Fig. 3 also shows dynamic information. For example the letter e attached to the procedural link from Calculated Values to Flaps Control indicates that process Flaps Control is triggered by the event of object Calculated Values changing its state. Another triggering event shown in Fig. 3 is a process termination event. It is marked by the lightening shaped invocation link. In Fig. 3 , the self-looping invocation link from process Data Sending to itself specifies that this process is iterative; the termination of each iteration triggers the next iteration of the process. Other triggering event types that are not shown in Fig. 3 are external events, state entrance events, and exception events.
The annotation on the invocation link in Fig. 3 also shows a temporal constraint. A temporal constraint may specify lower and upper bounds on the duration of a process, on the time spent in a state, or on the time between the occurrence time of a triggering event and the execution of the triggered process. In this case, the reaction time constraint (1,000, 1,000) specifies that the time between the termination of an iteration of the process Data Sending and the start time of this process' next iteration is 1,000 milliseconds.
APPENDIX B THE CASE STUDIES USED IN THE EXPERIMENT
This appendix presents the specification quality and the specification comprehension case studies used in the experiment. For the specification quality part, we enumerate and exemplify the different error types that we considered for the error classification. Fig. 4 lists the problem statement for the specification quality part of the experiment. Adapted from Laplante [14] , this basic avionics real-time system consists of the objects Aircraft, Monitor, Flap, Engine, Navigation System, Gyroscope, Accelerometer, and Path-data, and the processes Acceleration Monitoring, Angle Monitoring, Precise Calculation, Alternative Calculation, Flaps Control, and Data Sending. The aggregation relation should be used to represent the aircraft's parts, and a general structural relation is required to model the relationship between the Aircraft and the Path Data.
B.1 The Specification Quality Part
Three of the processesÐAcceleration Monitoring, Angle Monitoring and Data SendingÐare cyclic, and Precise Calculation is duration-constrained. The process Alternative Calculation is triggered by a timing exception of Precise Calculation. Two of the processes are triggered by state changes: Precise Calculation is triggered by a new value of the measured Angle, and Flaps Control is triggered by the newly calculated values Position, Height, and Velocity.
We classified the errors in the students' specifications into 38 error types. Some example error types are listed in Table 5 .
B.2 The Specification Comprehension Part
The case study used for this part of the experiment is a home heating system, adapted from Toetenel and Katwijik [15] . Fig. 5 lists the actual problem statement.
The specification in both OPM/T and T/OMT span some five one-page diagrams so it is not feasible to provide them all. We give a sample diagram from each method. Fig. 6 is a partial top-level Object-Process Diagram from the OPM/T specification. Fig. 7 is a DFD from the corresponding T/OMT specification.
TABLE 11 Comparison of Average Midterm (pretest) Grades
Although there were two different versions for the midterm, there were no significant differences between the average grades of the two versions, using a t-test.
TABLE 12 Comparison of Average Midterm and Final Exam Grades
For the midterm, the class was randomly divided into two groups, which were different than the two groups of the final exam. One group had to generate a specification in DFD, based on a textual problem statement (describing laboratories conducting experiment), while the other group used the same problem statement to generate an Object Model. Then, in the second part of the midterm, the students had to comprehend preprepared specifications in either the Object Model or DFD, both describing a system comprised of customers, suppliers, and salesmen for ordering and supplying goods and machines. The group, which used DFD to generate a specification, now had to comprehend a specification given in the Object Model, and vice versa. There was no significant difference between the mean grades of the two midterm-groups.
APPENDIX C COMPARISON DATA BETWEEN THE TWO TEST GROUPS IN TERMS OF BACKGROUND AND SKILL LEVEL
The two groups were not equal in size due to differences in the sizes of the classrooms in which the tests were administered, and due to an administrative error. The students were grouped alphabetically by their last names in four different classrooms. We shuffled the two tests, handing each student one of the versions of the specification generation part: a version asking for an OMT specification or a version asking for an OPM specification. Due to an administrative error, the versions were not shuffled in two of the classrooms, so the majority of the students in one classroom were assigned one version while the majority of the students in the other classroom were assigned the other version. Since one of these classrooms was bigger, more students generated a specification using OMT (47) than using OPM (41). Tables 6, 7 , 8, 9, 10, 11, and 12 compare the two groups of students in terms of their background and skill level. He is coeditor of two books and author of more than 60 journal papers and book chapters, and 60 conference publications. He is a fellow of the IAPR, a senior member of the IEEE, a member of the IEEE Computer Society, and the ACM.
