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Structure Identifiability of an NDS with LFT Parametrized Subsystems
Tong Zhou
Abstract—Requirements on subsystems have been made clear
in this paper for a linear time invariant (LTI) networked dynamic
system (NDS), under which subsystem interconnections can be
estimated from external output measurements. In this NDS,
subsystems may have distinctive dynamics, and subsystem inter-
connections are arbitrary. It is assumed that system matrices of
each subsystem depend on its (pseudo) first principle parameters
(FPPs) through a linear fractional transformation (LFT). It has
been proven that if in each subsystem, the transfer function
matrix (TFM) from its internal inputs to its external outputs
is of full normal column rank (FNCR), while the TFM from
its external inputs to its internal outputs is of full normal row
rank (FNRR), then the NDS is structurally identifiable. Moreover,
under the condition that there are no information transmission
from an internal input to an internal output in each subsystem,
a necessary and sufficient condition is established for NDS
structure identifiability. A matrix valued polynomial (MVP) rank
based equivalent condition is further derived, which depends
affinely on subsystem (pseudo) FPPs and can be independently
verified for each subsystem. From this condition, some necessary
conditions are obtained for both subsystem dynamics and its
(pseudo) FPPs, using the Kronecker canonical form (KCF) of a
matrix pencil.
Index Terms—first principle parameter, Kronecker canonical
form, large scale system, linear fractional transformation, matrix
pencil, networked dynamic system, structure identifiability.
I. INTRODUCTION
Networked dynamic systems (NDS) have been attracting
research attentions for a long time, which are some times
also called large scale systems, especially in the 60s of the
last century [13], [16], [23]. With technology developments,
especially those in communications and computers, the scale
of a system becomes larger and larger. Moreover, some new
issues also arise, such as attack prevention, random commu-
nication delay/failure, etc. On the other hand, some classic
problems including revealing the structure of an NDS from
measurements, computationally efficient conditions for NDS
controllability/observability verifications, etc., still remains
challenging [2], [7], [11], [12], [14], [20]. Among these, an
essential issue is NDS identification which is widely realized
as the basis for developing effective methods in NDS analysis
and synthesis [15], [23].
Particularly, in order to monitor the behaviors of an NDS
or to improve its performances, it is usually required to under-
stand the dynamics of its subsystems, as well their interactions.
While in some applications both of them are known from the
NDS working principles and/or constructions, there are also
various situations in which both of them or one of them must
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be estimated from experimental data. For example, in an NDS
with wireless communications, some subsystem interactions
may fail to work due to unpredictable communication con-
gestion; in an NDS constituted from several mobile robots,
information exchange among these robots may vary with
changing environments; in a gene regulation network, a direct
interaction is usually hard and/or too expensive to measure;
etc. In these applications, an essential task is to understand
subsystem interactions from measured experimental data [12],
[16], [15], [23].
In NDS dynamics description, the adopted approaches can
be briefly divided into two categories. One of them treat
each measured variable as a node, while transfer functions
among these variables as edges, which has been used in many
researches on NDS analysis and synthesis. Examples includes
[19], [5], [17] and the references therein. The other approach
treat each subsystem as a node, while interactions among
subsystems as edges. This approach has also been widely
adopted and appears more natural and popular, for example
[12], [13], [16], [18], [23] and the associated references.
No matter which of these two approaches are adopted in
NDS dynamics descriptions, further efforts are still required
for developing efficient methods that estimates the associated
model from experimental data [19], [18], [23].
In particular, several recent studies make it clear that there
is no guarantee that NDS subsystem interactions can always
be estimated from experimental data. For example, it is shown
in [4] that even if the transfer function matrix (TFM) of an
NDS can be perfectly estimated, there are still possibilities
that its subsystem interactions can not be identified. To clarify
situations under which NDS structure can be identified, some
eigenvector based conditions are derived in [10] for an NDS
with descriptor subsystems and diffusive subsystem coupling,
so that variations of its subsystem interactions can be detected.
[18] studies topology identifiability when subsystems of an
NDS are coupled through their outputs. It is proved that
an NDS is topologically identifiable only when the constant
kernel of a TFM which is completely determined by subsystem
dynamics, is equal to a zero vector. It has also been shown
there that this condition becomes also sufficient under some
special situations.
In this paper, we investigate requirements on the NDS model
adopted in [22], [24] such that its subsystem interactions
can be identified from experimental data. In this NDS, each
subsystem is permitted to have distinctive dynamics, and
subsystem interactions are directed. In addition, the system
matrices of each subsystem depend on its (pseudo) first princi-
ple parameters (FPP) through a linear fractional transformation
(LFT). This NDS model includes those adopted in [4], [10],
[18] as special cases, and may be considered as the most
general one among linear time invariant NDS models. It is
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proved that this NDS model is structurally identifiable, if
two transfer function matrices (TFM) associated with each of
its subsystem independently, are respectively of full normal
column rank (FNCR) and full normal row rank (FNRR).
Based on this result, it is further shown that this FNCR/FNRR
condition is respectively equivalent to the FNCR of two
matrix valued polynomials (MVP) that depends affinely on
the (pseudo) FPPs of each subsystem. Moreover, under the
condition that there are no information transmission from
an internal input to an internal output in each subsystem,
a necessary and sufficient condition is established for NDS
structure identifiability. This condition can be verified for
each two subsystems independently, and its computational
complexity increases only quadratically with the number of
subsystems in an NDS.
The outline of the remaining of this paper is as follows. At
first, in Section II, problem descriptions are given, together
with the NDS model adopted in this paper and some prelimi-
nary results. NDS structure identifiability is studied in Section
III, in which some necessary and sufficient conditions on the
transfer function matrices of a subsystem are derived. Section
IV investigates relations between NDS structure identifiability
and subsystem (pseudo) FPPs. Some concluding remarks
are given in Section V in which several further issues are
discussed. Finally, an appendix is included to give proofs of
some technical results.
The following notation and symbols are adopted. C stands
for the set of complex numbers. det (·) represents the deter-
minant of a square matrix, null (·) the (right) null space of
a matrix, ·⊥ the matrix whose columns form a base of the
(right) null space of a matrix, while A ⊗ B the Kronecker
product of these two matrices. diag{Xi|
L
i=1} denotes a block
diagonal matrix with its i-th diagonal block being Xi, while
col{Xi|
L
i=1} the vector/matrix stacked by Xi|
L
i=1 with its i-
th row block vector/matrix being Xi, and vec{X} the vector
stacked by the columns of the matrix X . In, 0m and 0m×n
represent respectively the m dimensional identity matrix, the
m dimensional zero column vector and the m×n dimensional
zero matrix. The subscript is usually omitted if it does not
lead to confusions. The superscript T is used to denote the
transpose of a matrix/vector.
II. PROBLEM DESCRIPTION AND SOME PRELIMINARIES
In a real world NDS, its subsystems may have distinctive
dynamics. When an NDS is linear and time invariant (LTI),
a model is suggested in [22], [23], [24] to describe relations
among subsystem inputs, outputs and its (pseudo) FPPs. More
specifically, for an NDS Σ consisting of N subsystems, the
following model is utilized to describe the dynamics of its i-th
subsystem Σi.
 δ(x(t, i))z(t, i)
y(t, i)

=

Axx(i) Axv(i) Bx(i)Azx(i) Azv(i) Bz(i)
Cx(i) Cv(i) Du(i)



x(t, i)v(t, i)
u(t, i)

 (1)
Moreover, interactions among NDS subsystems are described
by the following equation
v(t) = Φz(t) (2)
in which z(t) and v(t) are assembly expressions respectively
for the internal subsystem output and input vectors of the
whole NDS. That is, z(t) = col{z(t, i)|Ni=1} and v(t) =
col{v(t, i)|Ni=1} respectively.In addition, the system matrices
Axx(i) etc. of the subsystem Σi are assumed to depend on its
FPPs through the following LFT,

Axx(i) Axv(i) Bx(i)Azx(i) Azv(i) Bz(i)
Cx(i) Cv(i) Du(i)

=

A
[0]
xx(i) A
[0]
xv(i) B
[0]
x (i)
A
[0]
zx(i) A
[0]
zv(i) B
[0]
z (i)
C
[0]
x (i) C
[0]
v (i) D
[0]
u (i)

+

Hx(i)Hz(i)
Hy(i)

P (i) [Imgi −G(i)P (i)]−1[Fx(i) Fv(i) Fu(i) ](3)
in which the matrix P (i) is in principle constituted from fixed
zero elements and (pseudo) FPPs of Subsystem Σi, while all
the other matrices are prescribed. Moreover, mgi stands for
the number of the rows of the matrix G(i).
An (pseudo) FPP may be a concentration or a reaction ratio
in biological/chemical processes, a resistor, an inductor or a
capacitor in electrical/electronic systems, a mass, a spring or
a damper in mechanical systems, etc., or a simple function of
them, which can usually be chosen/tuned in system designs.
The matrices G(i), H⋆(i) with ⋆ = x, z or y, and F⋆(i)
with ⋆ = x, v or u, are introduced to indicate how the
system matrices of this subsystem is changed by its (pseudo)
FPPs. These matrices, as well as the matrices A
[0]
∗#(i), B
[0]
∗ (i),
C
[0]
∗ (i) and D
[0]
u (i), in which ∗,# = x, u, v, y or z, are often
used to represent chemical, biological, physical or electrical
principles governing subsystem dynamics, such as Newton’s
mechanics, the Kirchhoff’s current law, etc., which implies
that they are usually prescribed and can hardly be chosen or
tuned in designing a system.
In the above NDS model, δ(·) denotes either the deriva-
tive of a function with respect to time or a forward time
shift operation. In other words, the above model can be
either continuous time or discrete time. Moreover, t stands
for the temporal variable, x(t, i) the state vector of its i-
th subsystem Σi, y(t, i) and u(t, i) its external output and
input vectors respectively, z(t, i) and v(t, i) its internal output
and input vectors respectively, representing signals sent to
other subsystems and signals gotten from other subsystems.
In addition, the matrix Φ describes influences among different
NDS subsystems, and is called subsystem connection matrix
(SCM). If each subsystem is regarded as a node and each
nonzero element of its SCM as an edge, a graph can be
constructed for an NDS, which is usually called the structure
or topology of the corresponding NDS.
The above model reflects the well known fact that in a real
world plant, elements in its system matrices are usually not
algebraically independent of each other, and some of them
can even not be tuned in system designs. A more detailed
discussion can be found in [24] on engineering motivations of
the aforementioned model. To have a concise presentation, the
dependence of a system matrix of the subsystem Σi on its pa-
rameter matrix P (i) is usually not explicitly expressed, except
when this omission may cause some significant confusions.
13–3
To clarify dependence of the NDS Σ on its SCM Φ, it is
sometimes also written as Σ(Φ).
Throughout this paper, the following assumptions are
adopted.
A.1) The vectors u(t, i), v(t, i), x(t, i), y(t, i) and z(t, i)
respectively have a dimension of mui, mvi, mxi, myi
and mzi.
A.2) Every NDS subsystem, that is, Σi with i ∈
{1, 2, · · · , N}, is well-posed, which is equivalent to that
the matrix Imgi −G(i)P (i) is invertible.
A.3) The NDS Σ itself is well-posed, which is equivalent to
that the matrix I − Φdiag
{
Azv(i)|
N
i=1
}
is invertible.
The first assumption is introduced to clarify vector size,
while well-posedness of a system means that its states respond
solely to each pair of their initial values and external inputs.
That is, Assumptions A.2) and A.3) are necessary for a system
to properly work [9], [16], [21], [23]. It can therefore be
declared that all these three assumptions should be met by
a practical system. In other words, the assumptions adopted
here are not quite restrictive.
Definition 1: The NDS of Equations (1) and (2) is called
structurally identifiable if for an arbitrary initial state vector
col
{
x(0, i)|
i=N
i=1
}
and any two distinctive SCMs Φ1 and Φ2
satisfying Assumption A.3), there exists at least one external
input time series col
{
u(t, i)|
i=N
i=1
}∣∣∣t=∞
t=0
, such that the NDS
Σ(Φ1) and the NDS Σ(Φ2) have a different external output
time series col
{
y(t, i)|
i=N
i=1
}∣∣∣t=∞
t=0
. Otherwise, it is called
structurally unidentifiable.
From this definition, it is clear that if an NDS is not struc-
turally identifiable, then its subsystem interactions can not be
determined through experiments only, no matter what probing
signals are used to stimulate it, how long an experiment data
length is, and what estimation algorithm is adopted. In other
words, for this NDS, experiments only are not informative
enough to distinguish its structure. This means that structure
identifiability defined above is a property held by an NDS.
To develop a computationally feasible condition for veri-
fying NDS structure identifiability, the following results are
introduced [3], [6], [24].
Lemma 1: Divide a matrix A as A =
[
AT1 A
T
2
]T
, and
assume that A1 is not of FCR. Then the matrix A is of full
column rank (FCR), if and only if the matrix A2A
⊥
1 is.
When the matrix A1 is of FCR, A
⊥
1 = 0. In this case, for an
arbitrary matrix A2 with a compatible dimension, the matrix
A =
[
AT1 A
T
2
]T
is of FCR obviously.
Lemma 2: Assume that A
[j]
i |
i=3,j=m
i=1,j=1 and B
[j]
i |
i=3,j=m
i=1,j=1 are
some matrices having compatible dimensions, and the matrix[
A
[1]
2 A
[2]
2 · · · A
[m]
2
]
is of FCR. Then the matrix
diag
{
A
[1]
1 , A
[1]
2 , A
[1]
3
}
· · · diag
{
A
[m]
1 , A
[m]
2 , A
[m]
3
}
[
B
[1]
1 B
[1]
2 B
[1]
3
]
· · ·
[
B
[m]
1 B
[m]
2 B
[m]
3
]


is of FCR, if and only if the following matrix has this property
 diag
{
A
[1]
1 , A
[1]
3
}
· · · diag
{
A
[m]
1 , A
[m]
3
}
[
B
[1]
1 B
[1]
3
]
· · ·
[
B
[m]
1 B
[m]
3
]


The following definitions and results are well known on
matrix pencils, which can be found in many published works
including [1], [8].
Definition 2: Let G and H be two arbitrary m × n
dimensional real matrices. A matrix valued polynomial (MVP)
Ψ(λ) = λG +H is called a matrix pencil.
• This matrix pencil is called regular, wheneverm = n and
det(Ψ(λ)) 6≡ 0.
• If both the matrices G and H are invertible, then this
matrix pencil is called strictly regular.
• If there exist two nonsingular real matrices U and V ,
such that Ψ(λ) = UΨ¯(λ)V are satisfied by two matrix
pencils Ψ(λ) and Ψ¯(λ), then these two matrix pencils are
said to be strictly equivalent.
The following symbols are adopted throughout this paper.
For an arbitrary positive integer m, the symbol Hm(λ) stands
for an m×m dimensional strictly regular matrix pencil, while
the symbols Km(λ), Nm(λ), Lm(λ) and Jm(λ) respectively
for matrix pencils having the following definitions,
Km(λ)=λIm+
[
0 Im−1
0 0
]
, Nm(λ)=λ
[
0 Im−1
0 0
]
+Im(4)
Lm(λ) =
[
Km(λ)
[
0
1
] ]
, Jm(λ) =
[
KTm(λ)
[0 1]
]
(5)
These matrix pencils are often used in constructing the Kro-
necker canonical form (KCF) of a general matrix pencil.
Obviously, the dimensions of the matrix pencils Km(λ) and
Nm(λ) arem×m, while the matrix pencils Lm(λ) and Jm(λ)
respectively have a dimension ofm×(m+1) and (m+1)×m.
Moreover, when m = 0, Lm(λ) is a 0× 1 zero matrix whose
existence means adding a zero column vector in a KCF without
increasing its rows, while Jm(λ) is a 1×0 zero matrix whose
existence means adding a zero row vector in a KCF without
increasing its columns. On the other hand, Jm(λ) = L
T
m(λ).
For a clear presentation, however, it appears better to introduce
these two matrix pencils simultaneously.
In other words, the capital letters H , K , N , J and L are
used in this paper to indicate the type of the associated matrix
pencil, while the subscript m its dimensions.
When a matrix pencil is block diagonal with the diagonal
blocks having the form H∗(λ), K∗(λ), N∗(λ), L∗(λ) and
J∗(λ), it is called KCF. It is now extensively known that any
matrix pencil is strictly equivalent to a KCF [1], [3], [8], which
can be stated as follows.
Lemma 3: For any matrix pencil Ψ(λ), there are some
unique nonnegative integers ξH, ζK, ζL, ζN, ζJ, ξL(j)|
ζL
j=1 and
ξJ(j)|
ζJ
j=1, as well as some unique positive integers ξK(j)|
ζK
j=1
and ξN(j)|
ζN
j=1, such that Ψ(λ) is strictly equivalent to the
block diagonal matrix pencil Ψ¯(λ) defined as
Ψ¯(λ) = diag
{
HξH(λ), KξK(j)(λ)|
ζK
j=1, LξL(j)(λ)|
ζL
j=1,
NξN(j)(λ)|
ζN
j=1, JξJ(j)(λ)|
ζJ
j=1
}
(6)
The following results are obtained in [24], which explicitly
characterizes the null spaces of the matrix pencils H∗(λ),
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K∗(λ), N∗(λ), L∗(λ) and J∗(λ). This characterization is
helpful in clarifying subsystems with which a structurally
identifiable NDS can be constructed.
Lemma 4: Let m be an arbitrary positive integer. Then the
matrix pencils defined respectively in Equations (4) and (5)
have the following null spaces.
• Hm(λ) is not of full rank (FR) only at m isolated
complex values of the variable λ. All these values are
not equal to zero.
• Nm(λ) is always of FR.
• Jm(λ) is always of FCR.
• Km(λ) is singular only at λ = 0, and K
⊥
m(0) =
col {1, 0m−1}.
• Lm(λ) is not of FCR at any complex λ, and L
⊥
m(λ) =
col
{
1, (−λ)j
∣∣m
j=1
}
.
III. NDS STRUCTURE IDENTIFIABILITY
To establish conditions on a subsystem such that an NDS
constituted from it is structurally identifiable, define TFMs
Gzu(λ, i), Gzv(λ, i), Gyu(λ, i) and Gyv(λ, i) respectively for
each subsystem Σi of the NDS Σ, in which i = 1, 2, · · · , N ,
as
[
Gyu(λ, i) Gyv(λ, i)
Gzu(λ, i) Gzv(λ, i)
]
=
[
Du(i) Cv(i)
Bz(i) Azv(i)
]
+
[
Cx(i)
Azx(i)
]
×
[λImxi −Axx(i)]
−1 [
Bx(i) Axv(i)
]
Moreover, define block diagonal TFMs G⋆#(λ) with ⋆ = z
or y and # = u or v as
G⋆#(λ) = diag
{
G⋆#(λ, i)|
N
i=1
}
Note that the well-posedness of the NDS Σ is equivalent
to that the matrix Imz −AzvΦ is invertible, in which Azv =
diag
{
Azv(i)|
N
i=1
}
and mz =
∑N
k=1mzk [22], [24]. On the
other hand, define matrices Azx, Axx and Axv respectively
as Azx = diag
{
Azx(i)|
N
i=1
}
, Axx = diag
{
Axx(i)|
N
i=1
}
and Axv = diag
{
Axv(i)|
N
i=1
}
. Moreover, denote
∑N
k=1mxk
by mx. Then when the NDS Σ satisfies Assumption A.3),
we have that from the block diagonal structure of the TFM
Gzv(λ),
Imz −Gzv(λ)Φ
= Imz −
{
Azv +Azx [λImx −Axx]
−1
Axv
}
Φ
= (Imz −AzvΦ)
{
Imz−(Imz−AzvΦ)
−1
×
Azx [λImx−Axx]
−1
AxvΦ
}
(7)
Hence, from the determinant equality det(I−AB) = det(I−
BA) which is well known in matrix theories [3], [6], we have
that
det{Imz −Gzv(λ)Φ}
= det(Imz −AzvΦ)×
det
{
Imz−(Imz−AzvΦ)
−1
Azx [λImx−Axx]
−1
AxvΦ
}
= det(Imz −AzvΦ)×
det
{
Imx−AxvΦ (Imx−AzvΦ)
−1
Azx [λImx−Axx]
−1
}
= det(Imz −AzvΦ)×
det
{
λImx−
[
Axx+AxvΦ (Imx−AzvΦ)
−1
Azx
]}
×
det−1(λImx−Axx) (8)
Recall that all the matrices and TFMs in the above equation
are of finite dimension. This means that when the NDS Σ is
well-posed, det{Imz −Gzv(λ)Φ} is not constantly equal to
zero. That is, the TFM Imz −Gzv(λ)Φ is of full normal rank
(FNR). Hence, its inverse is well-defined. On the basis of these
observations, define a SCM Φ dependent TFM H(λ,Φ) as
H(λ,Φ)=Gyu(λ) +Gyv(λ)Φ [Imz−Gzv(λ)Φ]
−1
Gzu(λ)
(9)
Then the following results can be established for the structure
identifiability of the NDS Σ, while their proof is deferred to
the appendix.
Theorem 1: Assume that the NDS Σ is well-posed. Then it
is structurally identifiable, if and only if for each SCM pair Φ1
and Φ2 satisfying Φ1 6= Φ2, H(λ,Φ2) 6= H(λ,Φ1) at every
λ ∈ C.
This theorem makes it clear that the structure identifiability
studied in this paper is equivalent to that investigated in [4],
[18], in which an NDS is called structurally identifiable if
any two different SCMs lead to different TFMs of the whole
system.
The necessity and sufficiency of the above condition are to
some extent clear from an application viewpoint. Particularly,
when there are two sets of subsystem interactions that lead
to the same external outputs for each external stimulus, it is
not out of imagination that these two subsystem interaction
sets result in the same TFM of the whole NDS from its
external inputs to its external outputs. On the other hand, if
two SCMs lead to the same NDS TFM, the external outputs of
the corresponding NDSs are usually hard to be distinguished
when they are stimulated by the same external inputs.
On the basis of these results, as well as properties of an
LFT, a computationally feasible condition is derived for the
structure identifiability of the NDS Σ.
Theorem 2: Assume that the NDS Σ satisfies Assumptions
A.1)-A.3). If for each i = 1, 2, · · · , N , the TFM Gyv(λ, i)
is of FNCR, while the TFM Gzu(λ, i) is of FNRR, then this
NDS is structurally identifiable.
The proof of the above theorem is given in the appendix.
From this theorem, it is clear that structure identifiability of
an NDS can be completely determined by the dynamics of its
individual subsystems. This is quite attractive in NDS con-
structions including subsystem dynamics selection, external
input/output position determination, etc., as well as experiment
designs for NDS identification.
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When subsystem parameters are known, the associated sub-
system matrices are completely determined and therefore the
corresponding TFMs Gyv(λ, i)|
N
i=1 and Gzu(λ, i)|
N
i=1. Under
such a situation, the condition of Theorem 2 can be simply
verified through directly investigating their Smith-McMillan
forms, etc.
More precisely, let m¯vi and m¯zi with i = 1, 2, · · · , N , stand
respectively for the maximum ranks of the TFMs Gyv(λ, i)
and Gzu(λ, i) when λ varies over the set C. Then it is
obvious from the dimensions of these TFMs that 0 ≤ m¯vi ≤
max{mvi, myi} and 0 ≤ m¯zi ≤ max{mzi, mui}. Moreover,
their Smith-McMillan forms can be respectively written as
follow,
Gyv(λ, i)=Uyv(λ, i)

diag
{
α[j]yv(λ,i)
β
[j]
yv(λ,i)
∣∣∣∣
m¯vi
j=1
}
0
0 0

Vyv(λ, i)
(10)
and
Gzu(λ, i)=Uzu(λ, i)

diag
{
α[j]zu(λ,i)
β
[j]
zu(λ,i)
∣∣∣m¯zi
j=1
}
0
0 0

Vzu(λ, i)
(11)
in which the zero matrices in general have different dimen-
sions, while Uyv(λ, i), Uzu(λ, i), Vyv(λ, i) and Vzu(λ, i) are
respectively myi ×myi, mzi ×mzi, mvi ×mvi and mui ×
mui dimensional unimodular matrices, and α
[j]
yv(λ, i)|
m¯vi
j=1 ,
α
[j]
zu(λ, i)|
m¯zi
j=1, β
[j]
yv(λ, i)|
m¯vi
j=1 and β
[j]
zu(λ, i)|
m¯zi
j=1 are real coef-
ficient polynomials that are not constantly equal to zero and
have a finite degree.
As argued in the proof of Theorem 2, the TFM Gyv(λ, i)
is of FNCR, if and only if m¯vi = mvi. On the other hand, the
TFM Gzu(λ, i) is of FNRR, if and only if m¯zi = mzi. Note
that the dimensions of a subsystem in an NDS are usually not
very large. This means that the Smith-McMillan forms of the
aforementioned TFMs can be easily obtained in general, and
therefore the condition of Theorem 2 can be easily verified.
While the above theorem gives a condition for the NDS
structure identifiability which can be easily verified, it is only
sufficient. Currently, it still appears mathematically difficult
to establish a necessary and sufficient condition that is com-
putationally feasible for the NDS described by Equations (1)
and (2). For some particular NDSs, however, applicable results
have been obtained.
For this purpose, partition the unimodular matrices
Vyv(λ, i) and Uzu(λ, i) of Equations (10) and (11) respec-
tively as
Vyv(λ, i)=
[
V
[1]
yv (λ, i)
V
[2]
yv (λ, i)
]
, Uzu(λ, i)=
[
U
[1]
zu(λ, i) U
[2]
zu(λ, i)
]
in which the sub-MVP V
[1]
yv (λ, i) has m¯vi rows, the sub-MVP
U
[1]
zu(λ, i) has m¯zi columns, while the other sub-MVPs have
compatible dimensions. Moreover, denote the highest degrees
of the MVP V
[1]
yv (λ, i) and the MVP U
[1]
zu(λ, i) respectively by
m
[i1]
yv and m
[i1]
zu . Then these two MVPs can be rewritten as
V [1]yv (λ, i)=
m[i1]yv∑
j=0
V [1]yv (i, j)λ
j , U [1]zu(λ, i)=
m[i1]zu∑
j=0
U [1]zu(i, j)λ
j
(12)
in which V
[1]
yv (i, j)|
m[i1]yv
j=1 and U
[1]
zu(i, j)|
m[i1]zu
j=1 are some real
matrices with an appropriate dimension. Furthermore, for each
i, j = 1, 2, · · · , N , denote the following matrix by Ξ(i, j),
col


min{k,m[i1]zu }∑
s=max{0,k−m
[i1]
zu }
U [1]Tzu (i, k−s)⊗ V
[1]
yv (j, s)
∣∣∣∣∣∣
m[i1]zu +m
[i1]
yv
k=0


With these symbols, the following results are obtained for
the structure identifiability of the NDS of Equations (1) and
(2), while their proof is postponed to the appendix.
Theorem 3: Assume that each subsystem of the NDS Σ
is well-posed. Moreover, assume that its subsystem TFM
Gyv(λ, i) is constantly equal to zero for each i = 1, 2, · · · , N .
Then this NDS is structurally identifiable, if and only if for
every i, j = 1, 2, · · · , N , the matrix Ξ(i, j) is of FCR.
Note that the condition of this theorem can be checked
for each two subsystems independently, its computational
complexity increases only quadratically with the subsystem
number. This is attractive in large scale NDS analysis and
synthesis, in which the scalability of a condition is essential
for computational considerations. From the proof of the above
theorem, it is clear that in addition to using the Smith-
McMillan forms of the TFMs Gyv(λ, i) and Gzu(λ, i), similar
results can be obtained through their left and right coprime
matrix polynomial descriptions, which have also been widely
adopted as a plant model in system analysis and synthesis [9],
[21]. The details are omitted due to their obviousness.
While the hypothesis adopted in Theorem 3, that is,
Gyv(λ, i) ≡ 0 for each i = 1, 2, · · · , N , is quite restrictive, the
corresponding NDS model still includes those adopted in [10],
[18] as a special case. Further efforts are required to remove
this hypothesis, as it can not be easily satisfied in solving real
world problems.
IV. DEPENDENCE ON SUBSYSTEM PARAMETERS
System designs usually consist of dynamics selection and
parameter tuning. While Theorem 2 of the previous section
clarifies requirements on a subsystem such that the structure of
an NDS constituted from it can be estimated from experiment
data, it is still not clear how to select the dynamics and
parameters of a plant to meet these requirements.
As pointed before, elements in system matrices of a plant
are usually not algebraically independent of each other. Gener-
ally, these elements are functions of plant FPPs. In this section,
we investigate relations among subsystem (pseudo) FPPs and
the structure identifiability of an NDS constituted from these
subsystems, under the condition that system matrices of a
subsystem are expressed as an LFT of its (pseudo) FPPs.
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In order to study these relations, introduce auxiliary signal
vectors w(t, i) and r(t, i) for each subsystem Σi with i =
1, 2, · · · , N , as follows,
w(t, i) =
[
Fx(i) Fv(i) Fu(i)
] x(t, i)v(t, i)
u(t, i)

+G(i)r(t, i) (13)
r(t, i) = P (i)w(t, i) (14)
With these auxiliary signal vectors, the dynamics of the i-th
subsystem Σi, which are given by Equations (1) and (3), can
be equivalently expressed as follows

δ(x(t, i))
w(t, i)
z(t, i)
y(t, i)

=


A
[0]
xx(i) Hx(i) A
[0]
xv(i) B
[0]
x (i)
Fx(i) G(i) Fv(i) Fu(i)
A
[0]
zx(i) Hz(i) A
[0]
zv(i) B
[0]
z (i)
C
[0]
x (i) Hy(i) C
[0]
v (i) D
[0]
u (i)




x(t, i)
r(t, i)
v(t, i)
u(t, i)


(15)
This approach has also been adopted in [24] to rewrite the
subsystem model of an NDS with LFT parametrized subsys-
tems in a form used in [22], so that the results developed there
can be applied. The purposes here, however, are completely
different. Particularly, it is used to get an explicit expression
respectively for the TFM Gyv(λ, i) and the TFM Gzu(λ, i).
Taking Laplace/Z transformation on both sides of Equations
(14) and (15) under the condition that the initial states of this
subsystem are all equal to zero, the following equality are
obtained,
r(λ, i) = P (i)w(λ, i) (16)

λx(λ, i)
w(λ, i)
z(λ, i)
y(λ, i)

=


A
[0]
xx(i) Hx(i) Axv(i) B
[0]
x (i)
Fx(i) G(i) Fv(i) Fu(i)
A
[0]
zx(i) Hz(i) A
[0]
zv(i) B
[0]
z (i)
C
[0]
x (i) Hy(i) C
[0]
v (i) D
[0]
u (i)




x(λ, i)
r(λ, i)
v(λ, i)
u(λ, i)


(17)
Define TFMs H⋆‡(λ, i) with ⋆ = w, z or y, and ‡ = r, v
or u, as follows,
Hwr(λ, i) Hwv(λ, i) Hwu(λ, i)Hzr(λ, i) Hzv(λ, i) Hzu(λ, i)
Hyr(λ, i) Hyv(λ, i) Hyu(λ, i)


=


G(i) Fv(i) Fu(i)
Hz(i) A
[0]
zv(i) B
[0]
z (i)
Hy(i) C
[0]
v (i) D
[0]
u (i)

+


Fx(i)
A
[0]
zx(i)
C
[0]
x (i)

(λImxi−
A[0]xx(i)
)−1[
Hx(i) A
[0]
xv(i) B
[0]
x (i)
]
(18)
Then straightforward matrix operations prove that the relations
among w(λ, i), z(λ, i), y(λ, i), etc., which are given by
Equation (17), can be equivalently expressed as
w(λ, i)z(λ, i)
y(λ, i)

=

Hwr(λ, i) Hwv(λ, i) Hwu(λ, i)Hzr(λ, i) Hzv(λ, i) Hzu(λ, i)
Hyr(λ, i) Hyv(λ, i) Hyu(λ, i)



 r(λ, i)v(λ, i)
u(λ, i)


(19)
Let mwi stands for the dimension of the auxiliary signal
vector w(t, i). With similar arguments as those of Equations
(7) and (8), it can be proved that if this subsystem is well-
posed, which is equivalent to that the matrix I −G(i)P (i) is
invertible, then the TFM Imwi−Hwr(λ, i)P (i) is not constantly
equal to zero. That is, its inverse is well defined. Combing
Equations (16) and (19) together, direct algebraic manipula-
tions show that the TFMs Gzv(λ, i), Gzu(λ, i), Gyv(λ, i) and
Gyu(λ, i) of the previous section, can also be expressed as[
Gzv(λ, i) Gzu(λ, i)
Gyv(λ, i) Gyu(λ, i)
]
=
[
Hzv(λ, i) Hzu(λ, i)
Hyv(λ, i) Hyu(λ, i)
]
+[
Hzr(λ, i)
Hyr(λ, i)
]
P (i) [Imwi−Hwr(λ, i)P (i)]
−1×[
Hwv(λ, i) Hwu(λ, i)
]
(20)
That is, all the TFMs of the i-th subsystem Σi can be ex-
pressed as an LFT of the matrix constituted from its (pseudo)
FPPs.
From this LFT expression, the following results are estab-
lished for the TFM Gyv(λ, i) being of FNCR.
Theorem 4: Assume that the i-th subsystem Σi is well-
posed. Then its TFMGyv(λ, i) is of FNCR, if and only if there
exists a λ ∈ C such that the matrix pencil M(λ, i) defined as
follows is of FCR,
M(λ, i)=

 λImxi−A
[0]
xx(i) −A
[0]
xv(i) −Hx(i)
C
[0]
x (i) C
[0]
v (i) Hy(i)
P (i)Fx(i) P (i)Fv(i) P (i)G(i)−Impi


(21)
in which mpi stands for the number of the rows in the matrix
P (i) that are constructed from the (pseudo) FPPs of this
subsystem.
The proof of the above theorem is provided in the appendix.
The matrix pencil M(λ, i) in the above theorem has a
form very similar to the matrix pencil M(λ) of [22], [24]
which is used for controllability/observability verification of an
NDS. The conditions, however, are completely different. More
precisely, in NDS controllability/observability verifications,
the matrix pencil M(λ) is required to be FCR at each λ ∈ C.
But the above theorem only asks for the existence of one
particular λ ∈ C, at which the matrix pencil M(λ, i) is of
FCR. On the other hand, some of the techniques developed in
[22], [24] can be borrowed here to deal with NDS structure
identifiability.
When the matrix
[
C
[0]
x (i) C
[0]
v (i) Hy(i)
]
is of FCR, it
is obvious that at each λ ∈ C, the matrix pencil M(λ, i) is
of FCR. That is, the TFM Gyv(λ, i) is certainly of FNCR.
Therefore, in the remaining of this section, we only investigate
the situation in which this matrix is column rank deficient.
In this case, its right null space has nonzero elements and[
C
[0]
x (i) C
[0]
v (i) Hy(i)
]⊥
is not a zero vector.
Partition the matrix
[
C
[0]
x (i) C
[0]
v (i) Hy(i)
]⊥
as
[
C
[0]
x (i) C
[0]
v (i) Hy(i)
]⊥
= col{Nx(i), Nv(i), Nw(i)}
(22)
in which the sub-matrices Nx(i), Nv(i) and Nw(i) respec-
tively havemxi,mvi andmpi rows. Then according to Lemma
1, the matrix pencil M(λ, i) is of FCR at a particular λ ∈ C,
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if and only if at this λ, the following matrix pencil M¯(λ, i)
is of FCR,
M¯(λ, i)
=
[
λImxi−A
[0]
xx(i) −A
[0]
xv(i) −Hx(i)
P (i)Fx(i) P (i)Fv(i) P (i)G(i)−Impi
]Nx(i)Nv(i)
Nw(i)


=
[
λNx(i)−
[
A
[0]
xx(i)Nx(i)+A
[0]
xv(i)Nv(i)+Hx(i)Nw(i)
]
P (i) [Fx(i)Nx(i)+Fv(i)Nv(i)+G(i)Nw(i)]−Nw(i)
]
(23)
To verify whether or not the matrix pencil M¯(λ, i)
is of FNCR, the KCF of the matrix pencil λNx(i) −[
A
[0]
xx(i)Nx(i)+A
[0]
xv(i)Nv(i)+Hx(i)Nw(i)
]
is utilized.
According to Lemma 3, there exists two invertible real
matrices U(i) and V (i), some unique nonnegative integers
ξ
[i]
H , ζ
[i]
K , ζ
[i]
L , ζ
[i]
N , ζ
[i]
J , ξ
[i]
L (j)|
ζ
[i]
L
j=1 and ξ
[i]
J (j)|
ζ
[i]
J
j=1, as well as
some unique positive integers ξ
[i]
K (j)|
ζ
[i]
K
j=1 and ξ
[i]
N (j)|
ζ
[i]
N
j=1, such
that
λNx(i)−
[
A[0]xx(i)Nx(i)+A
[0]
xv(i)Nv(i)+Hx(i)Nw(i)
]
= U(i)K(λ, i)V (i) (24)
in which
K(λ, i) = diag
{
L
ξ
[i]
L
(j)
(λ)|
ζ
[i]
L
j=1, Hξ[i]
H
(λ), K
ξ
[i]
K
(j)
(λ)|
ζ
[i]
K
j=1,
N
ξ
[i]
N
(j)
(λ)|
ζ
[i]
N
j=1, Jξ[i]
J
(j)
(λ)|
ζ
[i]
J
j=1
}
(25)
From this KCF and Lemma 2, the following results are
obtained, while their proof is deferred to the appendix.
Corollary 1: Define matrices Θ(i) and Π(i) respectively as
Θ(i)=[Fx(i)Nx(i)+Fv(i)Nv(i)+G(i)Nw(i)]V
−1(i,m(i))
Π(i)=Nw(i)V
−1(i,m(i))
in which m(i) = ζ
[i]
L +
∑ζ[i]
L
j=1 ξ
[i]
L (j), while V
−1(i,m(i)) is
the sub-matrix of the inverse of the matrix V (i) consisting of
its first m(i) columns. Then the matrix pencil M¯(λ, i) is of
FNCR, if and only if the following matrix pencil M˜(λ, i) is
of FNCR,
M˜(λ, i) =

diag
{
L
ξ
[i]
L
(j)
(λ)|
ζ
[i]
L
j=1
}
P (i)Θ(i)−Π(i)

 (26)
Compared with the matrix pencil M¯(λ, i), the matrix pencil
M˜(λ, i) usually has much less columns. This means that the
condition of Corollary 1 is in general much more compu-
tationally attractive than that of Theorem 4. On the other
hand, from the proof of the above corollary, it is also clear
that if ζ
[i]
L = 0, that is, if there does not exist a matrix
pencil in the form of L⋆(λ) in the KCF of the matrix pencil
λNx(i)−
[
A
[0]
xx(i)Nx(i)+A
[0]
xv(i)Nv(i)+Hx(i)Nw(i)
]
, then
the matrix pencil M¯(λ, i), and therefore the TFM Gyv(λ, i),
is certainly of FNCR.
To establish a more direct and computationally attractive
condition on subsystem dynamics and (pseudo) FPPs, partition
the matrix Θ(i) and the matrix Π(i) respectively as
Θ(i) =
[
Θ1(i) Θ2(i) · · · Θζ[i]
L
(i)
]
(27)
Π(i) =
[
Π1(i) Π2(i) · · · Πζ[i]
L
(i)
]
(28)
Here, for each j = 1, 2, · · · , ζ
[i]
L , both the sub-matrix Θj(i)
and the sub-matrix Πj(i) have ξ
[i]
L (j) + 1 columns. Define a
positive integer ξ
[i]
L as
ξ
[i]
L = max
j∈
{
1,2,··· ,ζ
[i]
L
} ξ
[i]
L (j) (29)
Moreover, for every j belongs to the set
{
1, 2, · · · , ζ
[i]
L
}
,
define a matrix Θ¯j(i) and a matrix Π¯j(i) respectively through
Θ¯j(i) = [Θj(i) 0] , Π¯j(i) = [Πj(i) 0] (30)
so that all of them have ξ
[i]
L + 1 columns.
On the basis of the structure of the null space of a matrix
pencil with the form L⋆(λ), the following conditions are
derived using the above symbols for the TFM Gyv(λ, i) to be
FNCR. These conditions are computationally more attractive,
give more direct requirements on subsystem dynamics and
(pseudo) FPPs, and therefore may be more insightful in
selecting subsystem dynamics and parameters.
Theorem 5: Define MVPs Θ(λ, i) and Π(λ, i) respectively
as
Θ(λ, i)=
[
Θ1(i)col
{
λk
∣∣ξ[i]L (1)
k=0
}
· · · Θ
ζ
[i]
L
(i)col
{
λk
∣∣ξ[i]L (ζ[i]L )
k=0
}]
Π(λ, i)=
[
Π1(i)col
{
λk
∣∣ξ[i]L (1)
k=0
}
· · · Π
ζ
[i]
L
(i)col
{
λk
∣∣ξ[i]L (ζ[i]L )
k=0
}]
Moreover, define a matrix Γ(i) as
Γ(i) =
[
(Θ¯1(i)⊗ I)vec(P (i))− vec(Π1(i)) · · ·
(Θ¯
ζ
[i]
L
(i)⊗ I)vec(P (i))−vec
(
Π
ζ
[i]
L
(i)
)]
Then
• the TFM Gyv(λ, i) is of FNCR, if and only if the MVP
P (i)Θ(λ, i)−Π(λ, i) is.
• the TFM Gyv(λ, i) is of FNCR, only if the matrix Γ(i)
is of FCR.
The proof of this theorem is also deferred to the appendix.
Using similar arguments as those between Equation (a.36)
to (a.40) in the proof of Corollary 1, it can be proved that
the MVP P (i)Θ(λ, i)−Π(λ, i) is of FNCR, if and only if its
Smith form has the following structure
U(λ, i)

 diag
{
α[j](λ, i)
∣∣ζ[i]L
j=1
}
0

V (λ, i)
in which both U(λ, i) and V (λ, i) are unimodular matrices
with a compatible dimension, while α[j](λ, i)|
ζ
[i]
L
j=1 are some
nonzero and real coefficient polynomials with a finite degree.
The latter can be verified through various standard methods
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developed in matrix analysis, system analysis and synthesis,
etc. [9], [21].
Note that
P (i)Θ(λ, i)−Π(λ, i) =
[
P (i) −I
] [ Θ(λ, i)
Π(λ, i)
]
(31)
It is obvious that the MVP P (i)Θ(λ, i)−Π(λ, i) is of FNCR,
only if the MVP col{Θ(λ, i), Π(λ, i)} is. As the latter is
independent of the subsystem parameters, it gives conditions
on subsystem dynamics such that a structurally identifiable
NDS can be constituted from it.
The 2nd condition of Theorem 5 depends affinely on
subsystem (pseudo) FPPs, which is helpful in understanding
influences of these parameters on NDS structure identifiability.
Note that the TFM Gzu(λ, i) is of FNRR, if and only if
the TFM GTzu(λ, i) is of FNCR. This means that the above
results for verifying whether or not the TFM Gyv(λ, i) is of
FNCR, can also be applied to verify whether or not the TFM
Gzu(λ, i) is of FNRR. The details are omitted due to their
obviousness and close similarities.
V. CONCLUDING REMARKS
In this paper, we have investigated conditions on a subsys-
tem such that a linear time invariant NDS constructed from it is
structurally identifiable, that is, the subsystem interactions can
be estimated from experimental data. Except well-posedness,
there are neither any other restrictions on subsystem dynamics,
nor any other restrictions on subsystem connections. It is
proved that an LTI NDS is structurally identifiable, if the
TFMs of its subsystems meet some rank conditions. Based
on this result, it has been further shown that in order to
guarantee the satisfaction of this condition, it is necessary
and sufficient that the (pseudo) FPPs of its subsystems make
a MVP have a full normal column/row rank which depends
affinely on these (pseudo) FPPs. Moreover, under the condition
that no direct information transmission exists from an internal
input to an internal output of a subsystem, a matrix rank
based necessary and sufficient condition is established for NDS
structure identifiability. This condition can be independently
verified with any pair of two subsystems, and is scalable for
large scale NDSs.
From these results, it is conjectured that rather than the
particular value of subsystem (pseudo) FPPs, it is the connec-
tions among subsystem states, internal/external inputs/outputs
and (pseudo) FPPs that determine the structured identifiability
of an NDS. That is, structured identifiability of an NDS
is possibly a generic property, which is similar to its con-
trollability and observability, as well as NDS identifiability
with prescribed structure. This is an interesting topic under
investigations. In addition, further efforts are required to get
a computationally scalable necessary and sufficient condition
removing the assumption on direct internal input-output infor-
mation delivery.
APPENDIX: PROOF OF SOME TECHNICAL RESULTS
Proof of Theorem 1: For each i ∈ {1, 2, · · · , N}, let
x(0, i) denote the initial value of the state vector of the i-
th subsystem Σi. Take the Laplace transformation on both
sides of Equation (1) when δ(·) is the derivative of a function
with respect to time, and the Z transformation when δ(·)
represents a forward time shift operation. Moreover, let ⋆(λ, i)
represent the associated signal after the transformation, in
which ⋆ = x, u, v, y, z. Then according to the properties of
the Laplace/Z transformation, we have the following relations
 λx(λ, i) − x(0, i)z(λ, i)
y(λ, i)


=

 Axx(i) Axv(i) Bx(i)Azx(i) Azv(i) Bz(i)
Cx(i) Cv(i) Du(i)



 x(λ, i)v(λ, i)
u(λ, i)

 (a.1)
For each # = x , v or z , define a vector #(λ) as
#(λ) = col
{
#(λ, i)|Ni=1
}
. Moreover, denote the vector
col
{
x(0, i)|Ni=1
}
by x(0). Furthermore, define a matrix Du
as Du=diag
{
Du(i)|
N
i=1
}
. In addition, define matrices A∗#,
B∗ and C∗ with ∗,# = x, y, v or z respectively as
A∗# = diag
{
A∗#(i)|
N
i=1
}
, B∗ = diag
{
B∗(i)|
N
i=1
}
, C∗ =
diag
{
C∗(i)|
N
i=1
}
. With these symbols, relations among all the
transformed signals of all the subsystems in the NDSΣ, which
is given by Equation (a.1), can be compactly represented by
 λx(λ) − x(0)z(λ)
y(λ)

 =

 Axx Axv BxAzx Azv Bz
Cx Cv Du



 x(λ)v(λ)
u(λ)

 (a.2)
From this equation, as well as the definitions of the TFMs
Gzu(λ), Gzv(λ), Gyu(λ) and Gyv(λ), direct algebraic ma-
nipulations show that[
z(λ)
y(λ)
]
=
[
Gzv(λ) Gzu(λ)
Gyv(λ) Gyu(λ)
][
v(λ)
u(λ)
]
+[
Azx
Cx
]
(λImx−Axx)
−1
x(0) (a.3)
in which mx =
∑N
k=1mxk.
On the other hand, from Equation (2), we have that the
following relation exists between the transformed internal
input/output vectors of the NDS Σ,
v(λ) = Φz(λ) (a.4)
Combing Equations (a.3) and (a.4) together, and recalling
that the inverse of the TFM Imz − Gzv(λ)Φ is well defined
when the NDS Σ is well-posed, we immediately have that
y(λ,Φ) = G(λ,Φ)x(0) +H(λ,Φ)u(λ) (a.5)
Here, in order to clarify the dependence of NDS outputs on
its SCM Φ, the vector valued function y(λ) is replaced by
y(λ,Φ). In addition
G(λ,Φ) =
{
Cx +Gyv(λ)Φ [Imz −Gzv(λ)Φ]
−1
Azx
}
×
(λImx −Axx)
−1
Let Φ1 and Φ2 be two arbitrary different SCMs in the NDS
Σ. Then with the same but arbitrary initial state vector x(0)
and the same also arbitrary inputs u(λ), the difference between
the associated outputs can be expressed as
y(λ,Φ1)−y(λ,Φ2) = [G(λ,Φ1)−G(λ,Φ2)]x(0) +
[H(λ,Φ1)−H(λ,Φ2)]u(λ) (a.6)
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Assume that there exists two different SCMs Φ1 and Φ2 in
the NDS Σ, such that H(λ,Φ1) = H(λ,Φ2) for every λ ∈ C.
The above equation implies that if all the initial states of the
NDS Σ are equal to zero, then for these two SCMs, we have
that for each input series, the following equality holds,
y(λ,Φ1) = y(λ,Φ2), ∀λ ∈ C (a.7)
Recall that both the Laplace transformation and the Z-
transformation are bijective mappings [9], [21], [23]. It is
obvious that for these two SCMs Φ1 and Φ2, the associated
outputs of the NDS Σ(Φ1) and the NDS Σ(Φ2) are always
the same, no matter what input signals are used to stimulate
it and how long the outputs are measured, provided that its
initial states are all equal to zero. This implies that this NDS
Σ is not structurally identifiable.
On the contrary, assume that for two arbitrary different
SCMs Φ1 and Φ2 of the NDS Σ, there exist some λ ∈ C
such that H(λ,Φ1) 6= H(λ,Φ2). Then according to Equation
(a.6), if [G(λ,Φ1)−G(λ,Φ2)]x(0) 6≡ 0, then the input
u(t)|∞t=0 satisfying u(λ) ≡ 0, that is, the zero inputs, leads
to y(λ,Φ1) 6≡ y(λ,Φ2). In other words, the outputs of the
NDS Σ associated respectively with the SCMs Φ1 and Φ2 are
different.
On the other hand, for an initial state vector x(0) satisfying
[G(λ,Φ1)−G(λ,Φ2)] x(0) = 0 for every λ ∈ C, let u(λ) =
ej in which j is an element of the set consisting of the column
numbers of the TFM H(λ,Φ1) − H(λ,Φ2) with which the
corresponding column is not consistently equal to zero, while
ej is the j-th standard basis of the Euclidean space C
mu in
which mu =
∑N
k=1muk. From Equation (a.6), it is obvious
that this input satisfies y(λ,Φ1) 6≡ y(λ,Φ2). That is, there
exists at least one input time series, such that the outputs of
the NDS Σ(Φ1) and the NDS Σ(Φ2) are not equal to each
other at every time instant.
The above arguments means that the NDS Σ is structurally
identifiable under the aforementioned condition. This com-
pletes the proof. ♦
Proof of Theorem 2: Let Φ1 and Φ2 be two arbitrary SCMs
satisfying the well-posedness assumption. Then both the TFM
Imz−Gzv(λ)Φ1 and the TFM Imz−Gzv(λ)Φ2 are of FNR. This
implies that both the TFM H(λ,Φ1) and the TFM H(λ,Φ2)
are well defined. From the definitions of the TFM H(λ,Φ),
we have that
H(λ,Φ1)−H(λ,Φ2)
= Gyv(λ)
{
Φ1 [Imz−Gzv(λ)Φ1]
−1
−
[Imv−Φ2Gzv(λ)]
−1
Φ2
}
Gzu(λ)
= Gyv(λ) [Imv−Φ2Gzv(λ)]
−1
(Φ1−Φ2)×
[Imz−Gzv(λ)Φ1]
−1
Gzu(λ)
= Gyv(λ)∆(λ)Gzu(λ) (a.8)
in which
∆(λ) = [Imv−Φ2Gzv(λ)]
−1
(Φ1−Φ2) [Imz−Gzv(λ)Φ1]
−1
Note that
det {Imv−Φ2Gzv(λ)}=det {Imz−Gzv(λ)Φ2}
This means that the TFM Imv−Φ2Gzv(λ) is also of FNR and
invertible for almost each λ ∈ C. These imply that if Φ1 = Φ2
then ∆(λ) = 0 for all the λ ∈ C.
On the contrary, assume that ∆(λ) = 0 for almost all the
λ ∈ C. As both the TFM Imv −Φ2Gzv(λ) and the TFM
Imz−Gzv(λ)Φ1 are of FNR, it can be proven using arguments
similar to those between the following Equations (a.9) (a.14),
that there certainly exists at least one λ0 ∈ C, such that
∆(λ0) = 0, while Imv−Φ2Gzv(λ0) and Imz−Gzv(λ0)Φ1 are
invertible. From the definition of the TFM ∆(λ), this means
that Φ1 = Φ2.
The above arguments mean that Φ1 = Φ2 if and only if
∆(λ) = 0 for all the λ ∈ C.
O the other hand, according to the Smith-McMillan form of
a TFM, it can be declared that there exist a nonnegative integer
m¯z not greater than mz, an mz×mz dimensional unimodular
matrix Uzu(λ), an mu ×mu dimensional unimodular matrix
Vzu(λ), as well as nonzero and real coefficient polynomials
α
[i]
zu(λ)|
m¯z
i=1 and β
[i]
zu(λ)|
m¯z
i=1 of a finite degree, such that
Gzu(λ) = Uzu(λ)

 diag
{
α[i]zu(λ)
β
[i]
zu(λ)
∣∣∣m¯z
i=1
}
0
0 0

Vzu(λ) (a.9)
Here, the dimensions of the zero matrices are in general
different. They are not clearly indicated for brevity.
Divide the unimodular matrix Uzu(λ) as Uzu(λ) =[
U
[1]
zu(λ) U
[2]
zu(λ)
]
with U
[1]
zu(λ) having m¯z columns. Then
from Equation (a.9), we have that
Gzu(λ) =
[
U [1]zu(λ)diag
{
α
[i]
zu(λ)
β
[i]
zu(λ)
∣∣∣∣∣
m¯z
i=1
}
0
]
Vzu(λ) (a.10)
As Uzu(λ) is an unimodular matrix, there exists another
unimodular matrix U
[iv]
zu (λ), such that
U [iv]zu (λ)Uzu(λ) = Imz (a.11)
Partition the unimodular matrix U
[iv]
zu (λ) as U
[iv]
zu (λ) =
col
{
U
[iv]
zu,1(λ), U
[iv]
zu,2(λ)
}
with U
[iv]
zu,1(λ) having m¯z rows. It
can then be declared from Equation (a.11) that
U
[iv]
zu,2(λ)U
[1]
zu(λ) ≡ 0 (a.12)
Construct a polynomial vector ζ(λ) as
ζ(λ) = ξ(λ)U
[iv]
zu,2(λ) (a.13)
in which ξ(λ) is an arbitrarymz−m¯z dimensional polynomial
vector with real coefficients that does not make the associated
polynomial vector ζ(λ) being equal to zero at any λ ∈ C. The
existence of this polynomial vector is guaranteed by the fact
that the MVP U
[iv]
zu (λ) is unimodular, which means that the
sub-MVP U
[iv]
zu,2(λ) is of FRR at each complex λ. Substitute
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this ζ(λ) into Equation (a.10). It is immediate from Equation
(a.12) that
ζ(λ)Gzu(λ)
= ξ(λ)U
[iv]
zu,2(λ)
[
U [1]zu(λ)diag
{
α
[i]
zu(λ)
β
[i]
zu(λ)
∣∣∣∣∣
m¯z
i=1
}
0
]
Vzu(λ)
≡ 0 (a.14)
The above arguments show that if the integer m¯z is smaller
than mz, then the TFM Gzu(λ) is row rank deficient at every
λ ∈ C, and is therefore not of FNRR.
Assume now that for each i ∈ {1, 2, · · · , N}, the TFM
Gzu(λ, i) is of FNRR, while the TFM Gyv(λ, i) is of FNCR.
From the block diagonal structure of the TFMs Gzu(λ) and
Gyv(λ), it can be directly declared that the TFM Gzu(λ) is
of FNRR, while the TFM Gyv(λ) is of FNCR.
From these observations and Equation (a.14), it is clear
that there exist an mz ×mz dimensional unimodular matrix
Uzu(λ), an mu×mu dimensional unimodular matrix Vzu(λ),
as well as nonzero and real coefficient polynomials α
[i]
zu(λ)|
mz
i=1
and β
[i]
zu(λ)|
mz
i=1 with a finite degree, such that
Gzu(λ) = Uzu(λ)
[
diag
{
α[i]zu(λ)
β
[i]
zu(λ)
∣∣∣mz
i=1
}
0
]
Vzu(λ) (a.15)
In addition, noting that a TFM is of FNCR if and only if
its transpose is of FNRR. This implies that there also exist an
my×my dimensional unimodular matrix Uyv(λ), anmv×mv
dimensional unimodular matrix Vyv(λ), as well as nonzero
and real coefficient polynomials α
[i]
yv(λ)|
mv
i=1 and β
[i]
yv(λ)|
mv
i=1
with a finite degree, such that
Gyv(λ) = Uyv(λ)

 diag
{
α[i]yv(λ)
β
[i]
yv(λ)
∣∣∣∣
mv
i=1
}
0

Vyv(λ) (a.16)
Equations (a.15) and (a.16) means that the TFM Gzu(λ) is
right invertible for almost every λ ∈ C, while the TFM Gyv(λ)
is left invertible for almost every λ ∈ C.
More precisely, define sets Λzu and Λyv respectively as
Λzu =
mz⋃
i=1
{
λ
∣∣∣α[i]zu(λ) = 0, λ ∈ C}
Λyv =
mv⋃
i=1
{
λ
∣∣∣α[i]yv(λ) = 0, λ ∈ C}
As both the polynomials α
[i]
zu(λ)|
mz
i=1 and the polynomials
α
[i]
yv(λ)|
mv
i=1 are of finite degree, it is obvious that each of
these two sets has only finite elements. On the other hand,
from Equations (a.15) and (a.16), it is clear that the TFM
Gzu(λ, i) is not of FRR only when λ ∈ Λzu, while the TFM
Gyv(λ, i) is not of FCR only when λ ∈ Λyv. Therefore for
every λ ∈ C /{Λzu
⋃
Λyv} , the TFM Gzu(λ) is of FRR and
the TFM Gyv(λ) is of FCR, and hence are respectively right
and left invertible.
Combining these observations with Equation (a.8), it can
be declared that if H(λ,Φ1) = H(λ,Φ2) for all the λ ∈ C,
then for each λ ∈ C /{Λzu
⋃
Λyv} , ∆(λ) = 0. This further
implies that ∆(λ) = 0 for every λ ∈ C. Hence, Φ1 = Φ2.
That is, the NDS Σ is structurally identifiable.
This completes the proof. ♦
Proof of Theorem 3: Let Φ1 and Φ2 be two arbitrary
SCMs. When the TFM Gzv(λ, i) is constantly equal to zero
for each i = 1, 2, · · · , N , the TFM Gzv(λ) also hold this
property. Hence, both the TFM Imz−Gzv(λ)Φ1 and the TFM
Imz −Gzv(λ)Φ2 are in fact the identity matrix Imz and are
therefore always of FNR. That is, the associated NDSs Σ(Φ1)
and Σ(Φ2) are always well-posed.
On the other hand, under the situation that Gzv(λ) ≡ 0, it
is obvious from Equation (a.8) that
H(λ,Φ1)−H(λ,Φ2) = Gyv(λ)(Φ1 − Φ2)Gzu(λ) (a.17)
Partition the SCMs Φ1 and Φ2 respectively as
Φ1 =
[
Φ1(i, j)|
N
i,j=1
]
, Φ2 =
[
Φ2(i, j)|
N
i,j=1
]
(a.18)
in which Φ1(i, j) and Φ2(i, j) are mvi×mzj dimensional real
submatrix. Moreover, denote Φ1(i, j) − Φ2(i, j) with i, j =
1, 2, · · · , N , by ∆(i, j) for brevity. Then from the consistent
block diagonal structure of the TFMs Gyv(λ) and Gzu(λ), it
is immediate that H(λ,Φ1)−H(λ,Φ2) ≡ 0 if and only if for
every i, j = 1, 2, · · · , N ,
Gyv(λ, i)∆(i, j)Gzu(λ, j) ≡ 0 (a.19)
Substitute Equations (10) and (11) into the above equation.
Noting that both the MVPs Uyv(λ, i) and Vzu(λ, i) are uni-
modular, as well as that the polynomials α
[j]
yv(λ, i)
∣∣∣m¯vi
j=1
and
α
[j]
zu(λ, i)
∣∣∣m¯zi
j=1
are nonzero and have finite degree, it can be
straightforwardly shown that Equation (a.19) is satisfied, if
and only if
V [1]yv (λ, i)∆(i, j)U
[1]
zu(λ, i) ≡ 0 (a.20)
In addition, from Equation (12), we have that
V [1]yv (λ, i)∆(i, j)U
[1]
zu(λ, i)
=

m
[i1]
yv∑
p=0
V [1]yv (i, p)λ
p

∆(i, j)

m[i1]zu∑
q=0
U [1]zu(j, q)λ
q


=
m[i1]yv∑
p=0
m[i1]zu∑
q=0
V [1]yv (i, p)∆(i, j)U
[1]
zu(j, q)λ
p+q
=
m[i1]yv +m
[i1]
zu∑
k=0

 min{k,m[i1]zu }∑
s=max{0,k−m
[i1]
zu }
V [1]yv (i, k−s)∆(i, j)U
[1]
zu(j, s)

λk
(a.21)
Therefore, Equation (a.20) is satisfied, if and only if for each
k = 0, 1, · · · ,m
[i1]
yv +m
[i1]
zu ,
min{k,m[i1]zu }∑
s=max{0,k−m
[i1]
zu }
V [1]yv (i, k−s)∆(i, j)U
[1]
zu(j, s)=0 (a.22)
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which is equivalent to
vec

 min{k,m[i1]zu }∑
s=max{0,k−m
[i1]
zu }
V [1]yv (i, s)∆(i, j)U
[1]
zu(j, k−s)


=

 min{k,m[i1]zu }∑
s=max{0,k−m
[i1]
zu }
U [1]Tzu (j, k−s)⊗ V
[1]
yv (i, s)

vec(∆(i, j))
= 0 (a.23)
Assume now that the matrix Ξ(i, j) is of FCR. Then Equa-
tions (a.20)-(a.23) means that Equation (a.19) has a unique
solution ∆(i, j) = 0, and vice versa. It can therefore be
declared from Theorem 1 that the condition that the matrix
Ξ(i, j) is of FCR for each i, j = 1, 2, · · · , N , is both necessary
and sufficient for the NDS Σ being structurally identifiable.
This completes the proof. ♦
Proof of Theorem 4: From Equation (20), we have that
Gyv(λ, i)=Hyv(λ, i)+Hyr(λ, i)P (i)×
[Imwi−Hwr(λ, i)P (i)]
−1
Hwv(λ, i) (a.24)
For a particular λ ∈ C, assume that there is a vector α
satisfying Gyv(λ, i)α = 0. Define a vector β as
β = P (i) [Imwi−Hwr(λ, i)P (i)]
−1
Hwv(λ, i)α (a.25)
Obviously, the vector β can also be expressed as
β =
[
Impi−P (i)Hwr(λ, i)
]−1
P (i)Hwv(λ, i)α (a.26)
Hence, the vectors α and β satisfy[
Hyv(λ, i) Hyr(λ, i)
P (i)Hwv(λ, i) P (i)Hwr(λ, i)−Impi
][
α
β
]
= 0
(a.27)
On the other hand, from Equation (18), it can be straight-
forwardly proved that[
Hyv(λ, i) Hyr(λ, i)
P (i)Hwv(λ, i) P (i)Hwr(λ, i)−Impi
]
=
[
0 0
0 −Impi
]
+
[
I 0
0 P (i)
]{[
C
[0]
v (i) Hy(i)
Fv(i) G(i)
]
+
[
C
[0]
x (i)
Fx(i)
](
λImxi−A
[0]
xx(i)
)−1[
A
[0]
xv(i) Hx(i)
]}
(a.28)
in which the zero matrices in general have different dimen-
sions.
Define a vector ξ as
ξ =
(
λImxi−A
[0]
xx(i)
)−1[
A
[0]
xv(i) Hx(i)
] [
α
β
]
(a.29)
Then we have that
[
λImxi−A
[0]
xx(i) −A
[0]
xv(i) −Hx(i)
] ξα
β

 = 0 (a.30)
Moreover, from Equations (a.27) and (a.28), as well as the
definition of the vector ξ, direct matrix manipulations show
that[
C
[0]
x (i) C
[0]
v (i) Hy(i)
P (i)Fx(i) P (i)Fv(i) P (i)G(i)− Impi
] ξα
β

 = 0
(a.31)
Combining Equations (a.30) and (a.31) together, the defi-
nition of the matrix pencil M(λ, i) leads immediately to the
following equality,
M(λ, i)col{ξ, α, β} = 0 (a.32)
Assume now that the TFM Gyv(λ, i) is not of FNCR. Then
for an arbitrary λ ∈ C, there exists an nonzero vector α
satisfying Gyv(λ, i)α = 0. The above arguments show that
under such a situation, the corresponding vector col{ξ, α, β}
with its sub-vectors β and ξ being defined respectively by
Equations (a.25) and (a.29), are also nonzero and satisfy
Equation (a.32). This means that the matrix pencil M(λ, i)
is not of FNCR, also.
On the contrary, assume that the matrix pencil M(λ, i) is
not of FNCR. Then for each λ ∈ C, there exists at least one
nonzero vector ζ such that M(λ, i)ζ = 0. Partition this vector
ζ as
ζ = col{ξ, α, β} (a.33)
with the sub-vector ξ having mxi elements, the sub-vector
α having mvi elements, and the sub-vector β having mpi
elements. On the basis of Equation (a.32), direct algebraic
manipulations show that the sub-vector α must not be a
zero vector and satisfies Gyv(λ, i)α = 0. Hence, the TFM
Gyv(λ, i) is also not of FNCR.
This completes the proof. ♦
Proof of Corollary 1:
Substitute the KCF of Equation (24) into Equation (23), the
following equality is obtained,
M¯(λ, i)=diag{U(i), Irmpi} Mˆ(λ, i)V (i) (a.34)
in which
Mˆ(λ, i)=

 K(λ, i)P (i) [Fx(i)Nx(i) + Fv(i)Nv(i)+
G(i)Nw(i)] V
−1(i)−Nw(i)V
−1(i)

 (a.35)
Note that both the matrix U(i) and the matrix V (i) are
invertible and independent of the complex variable λ. It is
obvious that the matrix pencil M¯(λ, i) is of FNCR, if and only
if the matrix pencil Mˆ(λ, i) is. As the matrix pencil M˜(λ, i) is
in fact the sub-matrix of the matrix pencil Mˆ(λ, i) constituted
from its first m(i) columns, this means that the matrix pencil
M¯(λ, i) is of FNCR, only if the matrix pencil M˜(λ, i) is.
On the contrary, assume that the matrix pencil M˜(λ, i) is
of FNCR. Then there exists at least one λ0 ∈ C, such that for
an arbitrary m(i) dimensional nonzero complex vector ζ, the
matrix M˜(λ0, i) satisfies M˜(λ0, i)ζ 6= 0.
On the other hand, according to the Smith form
of a MVP, there exist a nonnegative integer m¯(i), an
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(∑ζ[i]
L
j=1 ξ
[i]
L (j) +mpi
)
×
(∑ζ[i]
L
j=1 ξ
[i]
L (j) +mpi
)
dimensional
unimodular matrix U˜(λ, i), an m(i)×m(i) dimensional uni-
modular matrix V˜ (λ, i), as well as nonzero and real coefficient
polynomials α˜[j](λ)|
m¯(i)
j=1 with a finite degree, such that
M˜(λ, i) = U˜(λ, i)
[
diag
{
α˜[j](λ)
∣∣m¯(i)
j=1
}
0
0 0
]
V˜ (λ, i)
(a.36)
in which the zero matrices may not have the same dimension.
Assume that m¯(i) < m(i). Divide the unimodular matrix
V˜ (λ, i) as V˜ (λ, i) = col
{
V˜1(λ, i), V˜2(λ, i)
}
with V˜1(λ, i)
having m¯(i) columns. Then the sub-MVP V˜2(λ, i) is not
empty. Moreover, from Equation (a.36), we have that
M˜(λ, i) = U˜(λ, i)
[
diag
{
α˜[j](λ)
∣∣m¯(i)
j=1
}
0
]
V˜1(λ, i) (a.37)
Note that V˜ (λ, i) is an unimodular matrix. There exists
another unimodular matrix V˜ [iv](λ, i) satisfying
V˜ (λ, i)V˜ [iv](λ, i) = Im(i) (a.38)
Partition the unimodular matrix V˜ [iv](λ, i) as V˜ [iv](λ, i) =[
V˜
[iv]
1 (λ, i) V˜
[iv]
2 (λ, i)
]
with V˜
[iv]
2 (λ, i) having m(i)− m¯(i)
columns. It can then be declared from Equation (a.38) that the
sub-MVP V˜
[iv]
2 (λ, i) is of FCR at every λ ∈ C, and
V˜1(λ, i)V˜
[iv]
2 (λ, i) ≡ 0 (a.39)
Combing Equations (a.36)-(a.39) together, we have that for
an arbitrary λ ∈ C and an arbitrary vector ξ with an appropriate
dimension,
M˜(λ, i)V˜
[iv]
2 (λ, i)ξ
= U˜(λ, i)
[
diag
{
α˜[j](λ)
∣∣m¯(i)
j=1
}
0
]
V˜1(λ, i)V˜
[iv]
2 (λ, i)ξ
= 0 (a.40)
This is a contradiction with the assumption that the matrix
pencil M˜(λ, i) is of FNCR. Hence, m¯(i) =m(i). This means
that when the matrix pencil M˜(λ, i) is of FNCR, it is column
rank deficient only at finite λ ∈ C. Particularly, let Λ1(i)
denote the set of the complex numbers at which the matrix
pencil M˜(λ, i) is column rank deficient. Then
Λ1(i) =
m¯(i)⋃
j=1
{
λ
∣∣∣ α˜[j](λ) = 0, λ ∈ C} (a.41)
Let Λ2(i) denote the set of the complex numbers at which
the matrix pencil H
ξ
[i]
H
(λ) is singular. Then from Lemma 4,
this set also consists of only finite elements. On the other
hand, Lemma 4 also reveals that the matrix pencils K
ξ
[i]
K
(j)
(λ)
with j = 1, 2, · · · , ζ
[i]
K are not of FCR only at λ = 0, while
all the matrix pencils N
ξ
[i]
N
(j)
(λ) with j = 1, 2, · · · , ζ
[i]
N and
J
ξ
[i]
J
(j)
(λ) with j = 1, 2, · · · , ζ
[i]
J are of FCR at each λ ∈ C.
The above arguments show that if the matrix pencil M˜(λ, i)
is of FNCR, then for each
λ ∈ C
/{
Λ1(i)
⋃
Λ2(i)
⋃
{0}
}
(a.42)
all the matrix pencils H
ξ
[i]
H
(λ), K
ξ
[i]
K
(j)
(λ)|
ζ
[i]
K
j=1, Nξ[i]
N
(j)
(λ)|
ζ
[i]
N
j=1
and J
ξ
[i]
J
(j)
(λ)|
ζ
[i]
J
j=1, as well as the matrix pencil M˜(λ, i),
are of FCR. As both the set Λ1(i) and the set Λ2(i) have
only finite elements, the set C /{Λ1(i)
⋃
Λ1(i)
⋃
{0}} is not
empty. Hence, the existence of the desirable λ is guaranteed.
From Equation (a.34) and Lemma 2, as well as the block
diagonal structure of the matrix pencil K(λ, i), it can be
further declared that at every λ satisfying Equation (a.42), the
matrix pencil M¯(λ, i) is of FCR, also.
This completes the proof. ♦
Proof of Theorem 5: Note that the requirement that the matrix
pencil M˜(λ, i) is of FNCR is equivalent to that the matrix
pencil M˜(−λ, i) is of FNCR. On the other hand, from Lemma
4, we know that for each j = 1, 2, · · · , ζ
[i]
L and for an arbitrary
λ ∈ C,
null
(
L
ξ
[i]
L
(j)
(−λ)
)
=
{
ajcol
{
1, λk
∣∣ξ[i]L (j)
k=1
}
, aj ∈ C
}
(a.43)
Hence, for an arbitrary α satisfying
diag
{
L
ξ
[i]
L
(j)
(λ)|
ζ
[i]
L
j=1
}
α = 0
there certainly exist some complex a1, a2, · · · and aζ[i]
L
, such
that
α = col

ajcol
{
1, λk
∣∣ξ[i]L (j)
k=1
}∣∣∣∣
ζ
[i]
L
j=1

 (a.44)
On the contrary, direct matrix multiplications show that ev-
ery vector α having an expression of Equation (a.44) belongs
to the null space of the matrix diag
{
L
ξ
[i]
L
(j)
(λ)|
ζ
[i]
L
j=1
}
.
Denote the vector col
{
aj |
ζ
[i]
L
j=1
}
by a. From the above
observations, it is straightforward to prove that the matrix
pencil M˜(λ, i) is of FNCR, if and only if there exists a λ ∈ C,
such that
[P (i)Θ(i)−Π(i)] col

ajcol
{
1, λk
∣∣ξ[i]L (j)
k=1
}∣∣∣∣
ζ
[i]
L
j=1


= [P (i)Θ(λ, i)−Π(λ, i)] a
6= 0 (a.45)
for arbitrary complex numbers a1, a2, · · · and aζ[i]
L
that are
not simultaneously equal to zero, which is equivalent to that
a 6= 0. The last inequality of Equation (a.45) exactly means
that the MVP P (i)Θ(λ, i)−Π(λ, i) is of FNCR.
On the other hand, from the definition of the integer ξ
[i]
L ,
as well as those of the matrices Θ¯j(i)|
ζ
[i]
L
j=1 and Π¯j(i)|
ζ
[i]
L
j=1, it
is obvious that
[P (i)Θ(i)−Π(i)] col

ajcol
{
1, λk
∣∣ξ[i]L (j)
k=1
}∣∣∣∣
ζ
[i]
L
j=1


=


ζ
[i]
L∑
j=1
aj
[
P (i)Θ¯j(i)− Π¯j(i)
] col
{
1, λk
∣∣ξ[i]L
k=1
}
(a.46)
13–13
It can therefore be declared that if the matrix pencil M˜(λ, i)
is of FNCR, then for every a 6= 0,
ζ
[i]
L∑
j=1
aj
[
P (i)Θ¯j(i)− Π¯j(i)
]
6= 0 (a.47)
Note that
vec

ζ
[i]
L∑
j=1
aj
[
P (i)Θ¯j(i)− Π¯j(i)
] = Γ(i)a (a.48)
The inequality of Equation (a.47) implies that the matrix Γ(i)
is of FCR.
This completes the proof. ♦
REFERENCES
[1] T. Beelen and P. Van Dooren. An improved algorithm for the computa-
tion of kronecker’s canonical form of a singular pencil. Linear Algebra
and Applications, 105:9–65, 1988.
[2] J. F. Carvalho, S. Pequito, A. P. Aguiar, S. Kar, and K. H. Johansson.
Composability and controllability of structural linear time-invariant
systems: distributed verification. Automatica, 78:123–134, 2017.
[3] F. R. Gantmacher. The Theory of Matrices. Chelsea, New York, USA,
1959.
[4] J. Goncalves and S. Warnick. Necessary and sufficient conditions for
dynamical structure reconstruction of lti networks. IEEE Transactions
on Automatic Control, 53(7):1670–1674, 2008.
[5] J. M. Hendrickx, M. Gevers, and A. S. Bazanella. Identifiability of
dynamical networks with partial node measurements. IEEE Transactions
on Automatic Control, 64(6):2240–2253, 2019.
[6] R. A. Horn and C. R. Johnson. Topics in Matrix Analysis. Cambridge
University Press, Cambridge, UK, 1991.
[7] Y. F. Huang, I. Tienda-Luna, and Y.F. Wang. Reverse engineering gene
regulatory networks. IEEE Signal Processing Magazine, 26(1):76–97,
2009.
[8] S. Iwata and M. Takamatsu. On the Kronecker canonical form of singu-
lar mixed matrix pencils. SIAM Journal on Control and Optimization,
55(3):2134–2150, 2017.
[9] T. Kailath. Linear Systems. Prentice Hall, Englewood Cliffs, New Jersey,
USA, 1980.
[10] D. Patil, P. Tesi, and S. Trenn. Indiscernible topological variations in
dae networks. Automatica, 101:280–289, 2019.
[11] S. Pequito, S. Kar, and A. P. Aguiar. A framework for structural
input/output and control configuration selection in large-scale systems.
IEEE Transactions on Automatic Control, 61(2):303–318, 2016.
[12] R. J. Prill, D. Marbach, J. Saez-Rodriguez, P. K. Sorger, L. G. Alex-
opoulos, X. W. Xue, N. D. Clarke, G. Altan-Bonnet, and G. Stolovitzky.
Towards a rigorous assessment of systems biology models: the dream3
challenges. PLoS ONE, 5(2):e9202, 2010.
[13] D. D. Siljak. Large-scale Dynamic Systems: Stability and Structure.
North-Holland Books, New York, USA, 1978.
[14] T. H. Summers, F. L. Cortesi, and J. Lygeros. On submodularity and
controllability in complex dynamical networks. IEEE Transactions on
Control of Network Systems, 3(1):91–101, 2016.
[15] P. M. J. Van den Hof, A. Dankers, P. S. C. Heuberger, and X. Bombois.
Identification of dynamic models in complex networks with prediction
error methods-basic methods for consistent module estimates. Automat-
ica, 49(10):2294–3006, 2013.
[16] J. H. Van Schuppen, O. Boutin, P. L. Kempker, J. Komenda, T. Masopust,
N. Pambakian, and A. C. M. Ran. Control of distributed systems: tutorial
and overview. European Journal of Control, 17(5-6):579–602, 2011.
[17] H. J. Van Waarde, P. Tesi, and M. K. Camlibel. Necessary and sufficient
topological conditions for identifiability of dynamical networks. IEEE
Transactions on Automatic Control, DOI 10.1109/TAC.2019.2957345,
2019.
[18] H. J. van Waarde, P. Tesi, and M. K. Camlibel. Topology identification
of heterogeneous networks of linear systems. In Proceedings of the 58th
Conference on Decision and Control, pages 5513–5518, Nice, France,
2019.
[19] H. H. M. Weerts, P. M. J. Van den Hof, and A. Dankers. Identifiability
of linear dynamic networks. Automatica, 89:247–258, 2018.
[20] J. Xiong and T. Zhou. Structure identification for gene regulatory
networks via linearization and robust state estimation. Automatica,
50:2765–2776, 2014.
[21] K. M. Zhou, J. C. Doyle, and K. Glover. Robust and Optimal Control.
Prentice Hall, Upper Saddle River, New Jersey, USA, 1996.
[22] T. Zhou. On the controllability and observability of networked dynamic
systems. Automatica, 52:63–75, 2015.
[23] T. Zhou, K. Y. You, and T. Li. Estimation and Control of Large Scale
Networked Systems. Elsevier, Butterworth-Heinemann, Oxford, UK,
2018.
[24] T. Zhou and Y.Y. Zhou. Affine dependence of network control-
lability/observability on its subsystem parameters and connections.
arXiv:1902.04440v5 [cs.SY] 27 Oct, 2019.
