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Abstract
We calculate the probability that random polynomial matrices over
a finite field with certain structures are right prime or left prime, re-
spectively. In particular, we give an asymptotic formula for the prob-
ability that finitely many nonsingular polynomial matrices are mutu-
ally left coprime. These results are used to estimate the number of
reachable and observable linear systems as well as the number of non-
catastrophic convolutional codes. Moreover, we are able to achieve an
asymptotic formula for the probability that a parallel connected linear
system is reachable.
1 Introduction
Since the research work of Rosenbrock (see [10]) polynomial matrices over
finite fields have played an important role when investigating discrete time
linear systems. In [2], Fuhrmann introduced the so-called polynomial model;
a generalization of it, the so-called fractional model was developed in [9]. As
the transfer function of a linear system is a matrix of proper rational func-
tions, it admits a coprime polynomial matrix fraction representation. This
∗The final publication is available at http://link.springer.com/article/10.1007/s00498-017-0191-z
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factorization was used by Fuhrmann and Helmke [3] to study networks of
linear systems, especially their reachability and observability. In this con-
nection, they proved criteria for these properties, which consist of coprime-
ness conditions on the polynomial matrices describing the node systems. In
particular, they showed that a parallel connection of reachable systems is
reachable if and only if the denominator matrices in the representation for
the transfer functions of the node systems are mutually left coprime [1], [3].
Additionally, polynomial matrices are essential in the theory of convolutional
codes. One could define a convolutional code as the image of a polynomial
matrix, which right primeness is equivalent to the important property of the
code to be non-catastrophic. On the other hand, it is possible to construct
a convolutional code out of a linear system [11], [12]. Rosenthal and York
showed that such a code is represented by the corresponding linear system
in a minimal way if and only if the system is reachable and that in this case,
the code is non-catastrophic if and only if the system is observable, too [12].
In [6] and [5], a formula for the number of reachable linear systems over
a finite field was proven via computing the number of polynomial matri-
ces in Hermite form. In this article, we continue that work by calculating
the number of minimal systems as well as the number of non-catastrophic
convolutional codes based on an estimation for the number of right coprime
polynomial matrix pairs. Moreover, we give an asymptotic expression for the
number of mutually left coprime polynomial matrices, which enables us to
calculate the probability that a parallel connected linear system is reachable.
The paper is structured as follows. We start with some definitions and pre-
liminary results concerning linear systems, polynomial matrices and general
counting strategies. In Section 3, we calculate the probability that a linear
system is minimal. In Section 4, we prove the main theorem of this paper,
Theorem 4.8, which provides a formula for the probability of mutual left
coprimeness. This enables us to compute the probability of reachability for
a parallel connected linear system in Subsection 5.1. Finally, in Subsection
5.2., we calculate the probability of non-catastrophicity for a convolutional
code.
2
2 Preliminaries
2.1 Linear Systems and Polynomial Matrices
We start this subsection with some definitions and properties concerning
polynomial matrices over an arbitrary field F.
Definition 2.1.
A polynomial matrix Q ∈ F[z]m×m is called nonsingular if det(Q(z)) 6≡ 0.
It is called unimodular if det(Q(z)) 6= 0 for all z ∈ F, i.e. if det(Q(z)) is
a nonzero constant. This is true if and only if Q is invertible in F[z]m×m.
Thus, one denotes the group of unimodular m × m-matrices over F[z] by
Glm(F[z]). Throughout this paper, F[z] should denote the ring of polynomial
matrices and F(z) the field of rational functions with coefficients in F.
Definition 2.2.
A polynomial matrix H ∈ F[z]p×m is called a common left divisor of
Hi ∈ F[z]
p×mi for i = 1, . . . , N if there exist matrices Xi ∈ F[z]
m×mi with
Hi(z) = H(z)Xi(z) for i = 1, . . . , N . It is called a greatest common left
divisor, which is denoted by H = gcld(H1, . . . , HN), if for any other common
left divisor H˜ ∈ F[z]p×m˜, there exists S(z) ∈ F[z]m˜×m with H(z) = H˜(z)S(z).
A polynomial matrix E ∈ F[z]p×m is called a common left multiple of
Ei ∈ F[z]
mi×m for i = 1, . . . , N if there exist matrices Xi ∈ F[z]
p×mi with
Xi(z)Ei(z) = E(z) for i = 1, . . . , N . It is called a least common left mul-
tiple, which is denoted by E = lclm(E1, . . . , EN), if for any other common
left multiple E˜ ∈ F[z]p˜×m, there exists R(z) ∈ F[z]p˜×p with R(z)E(z) = E˜(z).
One defines a (greatest) common right divisor, which is denoted by
gcrd, and a (least) common right multiple, which is denoted by lcrm,
analoguely.
Definition 2.3.
Polynomial matrices Hi ∈ F[z]
p×mi are called left coprime if there exists
X ∈ F[z]m×p such that H = gcld(H1, . . . , HN) satisfies HX = Ip. In partic-
ular, one polynomial matrix H ∈ F[z]p×m is called left prime if there exists
X ∈ F[z]m×p with HX = Ip. Analoguely, one defines the property to be right
coprime or right prime, respectively. Note that in the case p = m, right
primeness and left primeness are equivalent to the property to be unimodular.
For our probability estimations later in this work, we will mainly use the
following characterization of coprimeness.
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Theorem 2.4. [3, Theorem 2.27]
(a) The polynomial matrices Hi ∈ F[z]
p×mi are left coprime if and only if
rk([H1(z) · · ·HN(z)]) = p for all z ∈ F[z].
(b) The polynomial matrices Hi ∈ F[z]
pi×m are right coprime if and only if
rk

H1(z)...
HN(z)

 = m for all z ∈ F[z].
For parallel connections of linear systems, the following property will be
crucial.
Definition 2.5.
Nonsingular polynomial matricesD1, . . . , DN ∈ F[z]
m×m are calledmutually
left coprime if for each i = 1, . . . , N , Di is left coprime with lcrm{Dj}j 6=i.
This criterion for mutually left coprimeness is not very easy to handle.
Thus, we will employ an equivalent characterization to prove Theorem 4.8,
the main result of Section 4.
Theorem 2.6. [3, Proposition 10.3]
Nonsingular polynomial matrices D1, . . . , DN ∈ F[z]
m×m are mutually left
coprime if and only if
DN :=

 D1 D2 0. . . . . .
0 DN−1 DN


is left prime.
Finally, in Section 3, we will need the following well-known criterion for
coprimeness of scalar polynomials.
Theorem 2.7.
Two polynomials p(z) =
∑m
i=0 piz
i and q(z) =
∑n
i=0 qiz
i are coprime if and
only if the Sylvester resultant
Res(p, q) :=


p0 q0
...
. . .
...
. . .
pm p0 qn q0
. . .
...
. . .
...
pm qn

 ∈ F
(n+m)×(n+m)
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is invertible.
For the second part of this subsection, we consider discrete-time linear
control systems of the form
x(τ + 1) = Ax(τ) +Bu(τ)
y(τ) = Cx(τ) +Du(τ) (1)
with A ∈ Fn×n, B ∈ Fn×m, C ∈ Fp×n, D ∈ Fp×m, input u ∈ Fm, state vector
x ∈ Fn, output y ∈ Fp and τ ∈ N0.
In the following, we will frequently identify this system with the matrix-
quadruple (A,B,C,D). Moreover, we denote by T (z) = C(zI −A)−1B +D
the transfer function of the system and by δ(T ) its McMillan degree.
Theorem 2.8. [3, Theorem 2.29]
Let T ∈ F(z)p×m be arbitrary. Then, there exist right coprime polynomial
matrices P ∈ F[z]p×m and Q ∈ F[z]m×m nonsingular such that T (z) =
P (z)Q(z)−1.
If P˜ ∈ F[z]p×m and Q˜ ∈ F[z]m×m are right coprime with Q˜ nonsingular
such that P˜ (z)Q˜(z)−1 = T (z) = P (z)Q(z)−1, then there exists a (unique)
unimodular matrix U ∈ Glm(F[z]) with P˜ = PU and Q˜ = QU .
Amongst this set of unimodular equivalent right coprime factorizations,
we focus on two particular choices, where the denominator matrix has some
special properties. To this end, we first need the following definitions.
Definition 2.9.
The j-th column degree of a polynomial matrix H(z) ∈ F[z]p×m is defined
as νj := degj H := max1≤i≤p deg(hij). Furthermore, let [hij ] denote the
coefficient of zνj in hij. Then, the highest column degree coefficient
matrix [H ]hc ∈ F
p×m is defined as the matrix consisting of the entries [hij ].
For p = m, one calls H column proper if [H ]hc ∈ Glm(F).
Definition 2.10. [3, Corollary 2.42], [7, Proposition 5.1]
Let Q ∈ F[z]m×m be nonsingular. Then, there exist
(a) a unimodular matrix U1 ∈ Glm(F[z]) such that
QU1 = Q
H :=


q
(H)
11 0 . . . 0
...
. . .
. . .
...
...
. . . 0
q
(H)
m1 . . . . . . q
(H)
mm


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with q
(H)
ii monic and deg q
(H)
ij < deg q
(H)
ii =: κm+1−i for 1 ≤ j < i ≤ m.
QH is unique and is called Hermite canonical form. Moreover, QH
is called of simple form if κj = 0 for j ≥ 2.
(b) a unimodular matrix U2 ∈ Glm(F[z]) such that
QU2 = Q
KH :=

 q
(KH)
11 . . . q
(KH)
1m
...
...
q
(KH)
m1 . . . q
(KH)
mm


with q
(KH)
ii monic, deg q
(KH)
ij < deg q
(KH)
ii for j 6= i, deg q
(KH)
ji < deg q
(KH)
ii
for j < i and deg q
(KH)
ji ≤ deg q
(KH)
ii for j > i.
QKH is unique and is called Kronecker-Hermite canonical form.
Note that it is always column proper.
Theorem 2.11.
Let T (z) = P (z)Q(z)−1 with P ∈ F[z]p×m, Q ∈ F[z]m×m, det(Q) 6≡ 0 a right
coprime factorization of the transfer function. Then, it holds:
(a) δ(T ) = deg(det(Q)) [3, Theorem 4.24].
(b) For every unimodular matrix U ∈ Glm(F[z]), the pair (PU,QU) is also
a right coprime factorization of the corresponding transfer function.
Consequently, one could either assume that Q = QKH or that Q = QH .
So far, we only focused on the structure of the denominator matrix Q.
But if it is in Kronecker-Hermite from, i.e. in particular, column proper, one
also has some knowledge about the nominator matrix P .
Lemma 2.12. [3, Proposition 2.30]
Let (A,B,C,D) ∈ Fn×n × Fn×m × Fp×n × Fp×m and C(zI − A)−1B + D =
P (z)Q(z)−1 with P ∈ F[z]p×m, Q ∈ F[z]m×m, det(Q) 6≡ 0 and Q column
proper. Then, one has for j = 1, ...., m:
degj P (z) ≤ degj Q(z) and degj P (z) < degj Q(z) if D = 0.
The aim of this article is to achieve probability results by counting the
number of coprime polynomial matrix factorizations with special properties.
Therefore, in the following subsection, we list some basic counting formulas,
which will be useful for these purposes.
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2.2 General Counting Strategies
To compute the probability that a mathematical object has a special prop-
erty, it is necessary to count mathematical objects. Therefore, in the follow-
ing, we restrict our considerations to a finite field F, which is endowed with
the uniform probability distribution that assigns to each field element the
same probability
t =
1
|F|
and denote the corresponding probability of a set A by Pr(A).
For our computations, we will need the following lemmata. Those which
are not proven here are well-known formulas.
Lemma 2.13.
The number of invertible n× n-matrices over F is equal to
|Gln(F)| = t
−n2
n∏
j=1
(1− tj).
Lemma 2.14. (Inclusion-Exclusion Principle)
Let A1, . . . , An be finite sets and X =
⋃n
i=1Ai. For I ⊂ {1, . . . , n}, define
AI :=
⋂
i∈I Ai. Then, it holds
|X| =
∑
∅6=I⊂{1,...,n}
(−1)|I|−1|AI |.
Lemma 2.15. [4]
The probability that N monic polynomials d1, . . . , dN ∈ F[z] with deg(di) =
ni ∈ N for i = 1, . . . , N are coprime is equal to 1− t
N−1.
Definition 2.16.
For n1, . . . , nN ∈ N, let X(n1, . . . , nN) be the set of all N-tuples of matrices
Di ∈ F[z]
m×m in Hermite form with deg(Di) = ni for i = 1, . . . , N . More-
over, denote by κ
(i)
m , . . . , κ
(i)
1 the row degrees of Di, i.e. the (j, j)-entry of Di
has degree κ
(i)
m−j+1 and κ
(i)
m + · · ·+ κ
(i)
1 = ni. Furthermore, for
κ = (κ
(1)
m , . . . , κ
(1)
1 , . . . , κ
(N)
m , . . . , κ
(N)
1 ), let Xκ(n1, . . . , nN) be the subset of
X(n1, . . . , nN ) for which the row degrees are equal to κ. Finally, one calls
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DN =

 D1 D2 0 00 . . . . . . 0
0 0 DN−1 DN

 of simple form if κ(i)j = 0 for j ≥ 2 and
1 ≤ i ≤ N .
Lemma 2.17.
The cardinality of Xκ(n1, . . . , nN) is equal to
N∏
i=1
m∏
j=1
t−(m−j+1)·κ
(i)
j = t−m(n1+···nN )
N∏
i=1
m∏
j=1
t(j−1)·κ
(i)
j
and the cardinality of X(n1, . . . , nN) is equal to
t−m(n1+···+nN )
N∏
i=1
∑
κ
(i)
1 +···+κ
(i)
m =ni
m∏
j=1
t(j−1)·κ
(i)
j = t−m(n1+···+nN )(1 +O(t)).
Consequently, it holds
|Xκ(n1, . . . , nN)|
|X(n1, . . . , nN)|
= tcκ · (1− O(t)) with cκ =
N∑
i=1
m∑
j=1
(j − 1)κ
(i)
j . (2)
In particular, one has cκ = 0 if DN is of simple form.
Proof.
The j − 1 polynomials beyond the diagonal of Di in row j are of degree
less than κ
(i)
m−j+1, which means that one has t
−κ
(i)
m−j+1 possibilities for each of
them. For the monic polynomial on the diagonal of row j, one has t−κ
(i)
m−j+1
possibilities, too. Thus, the set Xκ(n1, . . . , nN) has cardinality
N∏
i=1
m∏
j=1
t−j·κ
(i)
m−j+1 =
N∏
i=1
m∏
j=1
t−(m−j+1)·κ
(i)
j =
N∏
i=1
t−m
∑m
j=1 κ
(i)
j
m∏
j=1
t(j−1)·κ
(i)
j =
= t−m(n1+···nN )
N∏
i=1
m∏
j=1
t(j−1)·κ
(i)
j
because ni =
∑m
j=1 κ
(i)
j . The formula for |X(n1, . . . , nN)| follows by summing
over all possible values for κ. For the asymptotic result, one employs that∏m
j=1 t
(j−1)·κ
(i)
j = 1 for simple form and
∏m
j=1 t
(j−1)·κ
(i)
j = O(t), otherwise.
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Lemma 2.18.
The number of monic irreducible polynomials in F[z] of degree j is equal to
ϕj =
1
j
∑
d|j
µ(d)t−j/d =
1
j
t−j +O(t−(j−1))
where µ counts the number of distinct prime factors of an integer and is zero
if the integer is the multiple of a square-number.
Remark 2.19.
If one denotes by fz0 the minimal polynomial of z0 ∈ F over F and sets
gz0 := deg(fz0), then for g ∈ N, the number of z0 ∈ F with gz0 = g is at
most ϕg · g = O(t
g) since there are ϕg possible minimal polynomials for z0
and each of them has at most g different zeros. In particular, for g = 1, this
number is equal to t.
Lemma 2.20.
Let z0, z1 ∈ F with z0 6= z1 as well as n ∈ N be fixed. Then, it holds:
(a) The number of d ∈ F[z] monic with deg(d) = n such that d(z0) = 0 is
equal to t−n+gz0 if n ≥ gz0 and zero if n < gz0. Moreover, the number
of d ∈ F[z] monic with deg(d) = n such that d(z0) = d(z1) = 0 is equal
to t−n+deg(lcm(fz0 ,fz1)) if n ≥ deg(lcm(fz0, fz1)) and zero otherwise. In
particular, for z0, z1 ∈ F, it is equal to t
−n+2 if n ≥ 2 and zero if n = 1.
(b) Let w, w˜ ∈ F(z0)[z] with w˜(z0) 6= 0 be fixed. Then, the number of
d ∈ F[z] monic with deg(d) = n such that w(z0) = w˜(z0) · d(z0) is at
most t−n+1. Moreover, the number of d ∈ F[z] with deg(d) < n such
that w(z0) = w˜(z0) · d(z0) is at most t
−n+1. In particular, for z0 ∈ F,
it is equal to t−n+1 in both cases.
(c) Let w, w˜ ∈ F(z0, z1)[z] with w˜(z0) 6= 0 6= w˜(z1) be fixed. Then, for
n ≥ 2, the number of d ∈ F[z] with deg(d) < n such that w(z0) =
w˜(z0) · d(z0) and w(z1) = w˜(z1) · d(z1) is at most t
−n+2. In particular,
for z0, z1 ∈ F, it is equal to t
−n+2.
Proof. (a) It holds d(z0) = 0 if and only if fz0 divides d(z). Thus, one has
to count the number of degree n monic multiples of fz0, which coincides
with the number of monic polynomials in F[z] of degree n− gz0 if the
last expression is non-negative; otherwise fz0 cannot divide d. There-
fore, one has t−(n−gz0) possibilities for d if n ≥ gz0 and if n < gz0, the
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number of possibilities is equal to zero.
For the second part of statement (a), one has the condition that lcm(fz0 , fz1)
has to divide d, which could be treated with a similar argumentation
as above. Note that there are only the two possibilities lcm(fz0 , fz1) =
fz0 = fz1 and lcm(fz0 , fz1) = fz0 ·fz1 because fz0 and fz1 are irreducible.
Since z0 6= z1, for z0, z1 ∈ F, one has lcm(fz0 , fz1) = (z − z0)(z − z1).
Thus, for n = 1, the number of possibilities is equal to zero and for
n ≥ 2, there are t−(n−2) possibilities for d.
(b) If d is fixed to w(z0)/w˜(z0) ∈ F at z0, one could choose all coefficients
of d but the constant one randomly and then, solve the corresponding
equation with respect to this constant coefficient. Therefore, it is fixed
by the other coefficients, which leads to a factor of at most t for the
number of possibilities. Note that if z0 /∈ F, for some random choices,
one gets a value for the constant coefficient that is not in F and thus,
not all choices for the other coefficients are possible. But this only
decreases the number of possibilities. Thus, one has at most t−n+1
possibilities for d. If z0 ∈ F, all choices for the other coefficients are
possible and hence, one has exactly t−n+1 possibilities.
(c) Denote by a0, . . . , an−1 the coefficients of d. If one chooses a2, . . . , an−1
arbitrarily, one gets a system of two linear equations of the form[
z0 1
z1 1
]
·
(
a1
a0
)
=
(
y1
y2
)
where y1 and y2 depend on w, w˜, z0, z1 and a2, . . . , an. Since det
[
z0 1
z1 1
]
=
z0 − z1 6= 0, there exists a unique solution for a0 and a1. Hence, these
two coefficients are fixed by the others which gives a factor of t2 for
the number of possibilities. As in part (b), it is not clear that one gets
values for a0 and a1 that are elements of F. Therefore, the number of
possibilities is at most t−n+2. For z0, z1 ∈ F, one gets a0, a1 ∈ F, and
hence, one has exactly t−n+2 possibilities.
At the end of this section, a method should be introduced, which will be
applied several times througout this article.
Lemma 2.21. (Method of Iterated Column/Row Operations)
Let G ∈ F[z]n×m and z0 ∈ F with rk(G(z0)) < min(n,m).
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(a) Ifm < n, there exist k ∈ {0, . . . , m−1}, a set of row indices {i1, . . . , ik} ⊂
{1, . . . , n} and values λr ∈ F(z0), which (only) depend on entries gij of
G with i ∈ {i1, . . . , ik} and on z0, such that
gi,m−k(z0) =
m∑
r=m−k+1
gir(z0) · λr for i ∈ {1, . . . , n} \ {i1, . . . , ik}.
(3)
(b) If n < m, there exist k ∈ {1, . . . , n}, a set of column indices {j1, . . . , jk−1} ⊂
{1, . . . , m} and values λr ∈ F(z0), which (only) depend on entries gij
of G with j ∈ {j1, . . . , jk−1} and on z0, such that
gkj(z0) =
k−1∑
r=1
grj(z0) · λr for j ∈ {1, . . . , m} \ {j1, . . . , jk−1}. (4)
Proof. (a) Set p := n−m. If
rk

 g11 . . . g1m... ...
gm+p,1 . . . gm+p,m

 (z0) < m,
than either g1m(z0) = · · · = gm+p,m(z0) = 0, which implies that equa-
tions (3) are fulfilled for k = 0 and one is done, or it is possible to
choose a nonzero entry from the set {g1m(z0), . . . , gm+p,m(z0)}. In this
case, one chooses the nonzero entry with the least row index, which
should be denoted by i1. Then, one subtracts the last column times
gi1,j(z0)
gi1,m(z0)
from the j-th column for j = 1, . . . , m − 1, which nullifies the
i1-th row but its last entry. Afterwards, this changed i1-th row is used
to nullify the other entries of the last column by adding appropriate
multiplies of it to the other rows. Note that this final step only changes
the last column of G. Define G(1) ∈ F[z](m+p)×m by
g
(1)
ij =
{
gij for i = i1, j = m
gij − gim ·
gi1j
gi1m
otherwise
.
Then, it holds m > rk(G(z0)) = rk(G
(1)(z0)). One iterates this proce-
dure, i.e. if column m− 1 of G(1)(z0) contains an entry that is unequal
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to zero, one uses it to nullify its row, whose index should be denoted
by i2, and afterwards its column. Setting G
(0) := G, this leads to
a sequence of matrices G(k) ∈ F[z](m+p)×m with rk(G(k))(z0) < m for
0 ≤ k ≤ m− 1, which is obtained by the recursion formula
g
(k)
ij =


g
(k−1)
ij for i = ik, j = m− k + 1
g
(k−1)
ij − g
(k−1)
i,m−k+1 ·
g
(k−1)
ik,j
g
(k−1)
ik,m−k+1
otherwise
.
One stops this iteration when all entries of columnm−k of G(k) are zero
at z0. Note that the last k columns of G
(k)(z0) are linearly independent
since for j = 0, . . . , k−1, it holds g
(k)
ij+1,m−j
(z0) 6= 0 and g
(k)
i,m−j ≡ 0 for i 6=
ij+1, as well as is 6= ir for r 6= s, per construction. If the iteration does
not stop in between, one ends up with the matrix G(m−1), whose entries
g
(m−1)
i,1 for i ∈ {1, . . . , n} \ {i1, . . . , im−1} are not zero per construction
but have to be equal to zero at z0 because of rk(G
(m−1))(z0) < m.
Generally, if one stops with G(k), one has the conditions g
(k)
i,m−k(z0) = 0
for i ∈ {1, . . . , n} \ {i1, . . . , ik}. Using the recursion formula, this leads
to
g
(k−1)
i,m−k(z0)−g
(k−1)
i,m−k+1(z0)·
g
(k−1)
ik,m−k
(z0)
g
(k−1)
ik,m−k+1
(z0)
= 0 for i ∈ {1, . . . , n}\{i1, . . . , ik}.
Based on this formula, we will show per (reversed) induction with re-
spect to s that for 0 ≤ s ≤ k, there exist λ
(s)
r ∈ F(z0), which only
depend on entries of G with row index contained in the set {i1, . . . , ik}
as well as on z0, such that
g
(s)
i,m−k(z0) =
m∑
r=m−k+1
g
(s)
ir (z0) · λ
(s)
r for i ∈ {1, . . . , n} \ {i1, . . . , ik}.
(5)
The base clause s = k is trivial since one already knows g
(k)
i,m−k(z0) = 0
for i ∈ {1, . . . , n} \ {i1, . . . , ik}. Now, one assumes that the statement
12
is valid for s and considers the case s− 1. One obtains,
g
(s−1)
i,m−k(z0) = g
(s)
i,m−k(z0) + g
(s−1)
i,m−s+1(z0) ·
g
(s−1)
is,m−k
(z0)
g
(s−1)
is,m−s+1
(z0)
=
=
m∑
r=m−k+1
g
(s)
ir (z0) · λ
(s)
r + g
(s−1)
i,m−s+1(z0) ·
g
(s−1)
is,m−k
(z0)
g
(s−1)
is,m−s+1
(z0)
=
=
m∑
r=m−k+1
(
g
(s−1)
ir (z0)− g
(s−1)
i,m−s+1(z0) ·
g
(s−1)
is,r (z0)
g
(s−1)
is,m−s+1(z0)
)
· λ(s)r +
+ g
(s−1)
i,m−s+1(z0) ·
g
(s−1)
is,m−k
(z0)
g
(s−1)
is,m−s+1(z0)
=
=
m∑
r=m−k+1
g
(s−1)
ir (z0) · λ
(s−1)
r
with λ
(s−1)
r := λ
(s)
r for r 6= m− s+ 1 and
λ
(s−1)
m−s+1 :=
g
(s−1)
is,m−k
(z0)
g
(s−1)
is,m−s+1(z0)
−
∑
m−s+16=r≥m−k+1
g
(s−1)
is,r (z0)
g
(s−1)
is,m−s+1(z0)
· λ(s)r .
Setting s = 0 in (5), completes the proof of part (a).
(b) One could prove statement (b) analogously to statement (a). Instead
of starting with the last column, one starts considering the first row of
G(z0). If it is not identically zero, one chooses the nonzero entry with
the largest column index. Then, one nullifies its row and column with
a iteration procedure similar to part (a) but employing row operations
instead of column operations.
Alternatively, one could apply part (a) to the matrix GT with inverse
numbering of the rows.
3 Probability of Reachability and Observabil-
ity
The aim of this section is to calculate the probability that a linear system is
reachable and observable, i.e. minimal. In [6], Helmke et al. computed the
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probability that a linear system over a finite field is reachable and achieved
the following formula:
Theorem 3.1. [6, Theorem 1]
The probability that a pair (A,B) ∈ Fn×n × Fn×m is reachable is equal to
Pn,m(t) =
n+m−1∏
j=m
(1− tj) = 1− tm +O(tm+1). (6)
Using the duality between reachability and observability, one could easily
deduce the probability of observability:
Corollary 3.2.
The probability that a pair (A,C) ∈ Fn×n × Fp×n is observable is equal to
n+p−1∏
j=p
(1− tj) = 1− tp +O(tp+1).
The proof for Theorem 1 of [6] uses that the number of reachable pairs is
strongly connected with the number of matrices in Hermite form. Employing
this correlation again, this theorem leads to the following corollary as well:
Corollary 3.3.
The number of nonsingular polynomial matrices Q ∈ F[z]m×m in Hermite
form whose determinant is a (monic) polynomial of degree n is equal to
Hn,m(F) =
∑
κ1+···+κm=n
t−
∑m
i=1(m−i+1)·κi =
t−n
2−nm · Pn,m(t)
|GLn(F)|
=
= t−mn
n∏
j=1
1− tm+j−1
1− tj
. (7)
Proof.
The first equality follows from Lemma 2.17 and the second equation of (7)
is part of the proof for Theorem 1 of [6]. Finally, the third equation is a
consequence of this theorem itself, i.e. of Theorem 3.1 of this work, and of
Theorem 2.13.
Remark 3.4.
Since both Hermite form and Kronecker-Hermite form are unique, the num-
ber of Kronecker-Hermite forms is equal to Hn,m(F), as well.
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In the remaining part of this section, we want to count the number of
right coprime matrix pairs (P,Q) as in Theorem 2.11, where we assume
that Q is in Kronecker-Hermite form to ensure that the factorization of the
corresponding transfer function is unique. Since it seems very complicated
to achieve an exact formula for the cardinality or probability, respectively,
we investigate the asymptotic behaviour, when 1/t - the size of the field -
tends to infinity.
Definition 3.5.
LetM(p, n,m) be the set of all polynomial matrices G =
(
Q
P
)
∈ F[z](m+p)×m
with P ∈ F[z]p×m and Q ∈ F[z]m×m, where Q is in Kronecker-Hermite form
with deg(det(Q)) = n and degj P (z) ≤ degj Q(z) for j = 1, ...., m. Moreover,
denote by P rcp,n,m(t) the probability that G ∈M(p, n,m) is right prime.
We continue with a lemma that enables us to write the probability of
minimality as a product of the probability for right primeness with the prob-
ability of reachability.
Lemma 3.6.
The probability that a linear discrete-time system described by (A,B,C,D) ∈
F
n×n × Fn×m × Fp×n × Fp×m is minimal is equal to P rcp,n,m(t) · Pn,m(t).
Proof.
For each (A,B,C,D) ∈ Fn×n×Fn×m×Fp×n×Fp×m describing a minimal sys-
tem, there exists exactly one right coprime pair (P,Q) ∈ F[z]p×m × F[z]m×m
where Q is in Kronecker-Hermite form and C(zI−A)−1B+D = P (z)Q(z)−1.
According to Theorem 2.11 (a), deg(det(Q)) = n and according to Lemma
2.12, it holds degj P (z) ≤ degj Q(z) for j = 1, ...., m. On the other hand,
for every such pair (P,Q), there exist exactly |GLn(F)| minimal realizations
(A,B,C,D). Consequently, the number of minimal systems is equal to the
number of pairs (P,Q) times |GLn(F)|. According to Remark 3.4, the num-
ber of Kronecker-Hermite forms is equal to t
−n2−nm·Pn,m(t)
|GLn(F)|
. Moreover, for
each of them, there are
∏m
i=1 t
−p(κi+1) = t−p
∑m
i=1(κi+1) = t−p(n+m) polynomial
matrices P ∈ F[z]p×m which fulfill degj P (z) ≤ degj Q(z) for j = 1, ...., m.
Consequently, the corresponding probability is equal to
P rcp,n,m(t) · t
−(np+mp) · t
−n2−nm·Pn,m(t)
|GLn(F)|
· |GLn(F)|
|Fn×n × Fn×m × Fp×n × Fp×m|
= P rcp,n,m(t) · Pn,m(t).
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To achieve a formula for the probability of minimality, it remains to
calculate P rcp,n,m(t).
Theorem 3.7.
P rcp,n,m(t) = 1− t
p +O(tp+1).
Proof.
We prove this theorem by computing the probability of the complementary
set, i.e. the probability that there exists z0 ∈ F such that rk(G(z0)) < m.
If qii ≡ 1 for some i = 1, . . . , m, all other elements in row i are equal to
zero. Hence, rk(G(z0)) = 1 + rk(Gi(z0)), where the index i denotes the fact
that the i-th row and column of G are deleted. Consequently, one has to
prove the statement for m− 1 in this case. Thus, one could assume without
restriction that all column degrees of Q are unequal to zero, i.e. Q has no
constant diagonal elements. Hence, the matrix G contains no fixed zeros,
i.e. entries that have to be zero because of degree restrictions due to the
Kronecker-Hermite form of Q. Moreover, no entries of P are forced to be
constant by those degree restrictions.
First, one considers GH :=
(
QH
PH
)
:=
(
QU
PU
)
= GU , where U is the
unimodular matrix such that QH is in Hermite form. Then, one applies the
method of iterated column operations to GH (see Lemma 2.21 (a)). Since QH
is lower triangular, the diagonal entries of it are not changed by this iteration
process and the entries above the diagonal are identically zero, anyway. Thus,
if the iteration stops after step k, one has qHm−k,m−k(z0) = 0 as first condition.
The method of iterated column operations implies that if qH
m−k˜,m−k˜
(z0) 6= 0 for
k˜ < k, one chooses ik˜+1 = m− k˜. Therefore, if a row that belongs to P
H , i.e.
with index greater than m, is nullified, one knows qH
m−k˜,m−k˜
(z0) = 0. Define
I := {i1, . . . , ik}∩{i > m}. Then, one has the conditions q
H
m−j+1,m−j+1(z0) =
0 for ij ∈ I and p
H
i−m,m−k(z0) =
∑m
r=m−k+1 p
H
i−m,r(z0) · λr for i ∈ {m +
1, . . . , m+ p} \ I by Lemma 2.21 (a).
For P , Q and QH , one knows from Lemma 2.20 that fixing several of the
polynomial entries (that are not identically zero due to degree restrictions)
at z0 reduces the number of possible matrices at least by a factor of the
form th for some h ∈ N. But unfortunately, one has no information about
the effect of fixing polynomials of PH because one does not know anything
about the possible degrees of the entries of this matrix. Thus, one has to
16
switch back from PH to P . Since PH = PU , one has pHij =
∑m
l=1 pilulj.
Inserting this into the above formula, leads to
m∑
l=1
pi−m,l(z0)ul,m−k(z0) =
m∑
r=m−k+1
m∑
l=1
pi−m,l(z0)ulr(z0) · λr,
which is equivalent to
m∑
l=1
pi−m,l(z0)
(
ul,m−k(z0)−
m∑
r=m−k+1
ulr(z0) · λr
)
= 0. (8)
If ul,m−k(z0)−
∑m
r=m−k+1 ulr(z0)·λr = 0 for l = 1, . . . , m, columnsm−k, . . . , m
of U were linearly dependent at z0, which is a contradiction to the fact that U
is unimodular. Hence, there exists l0 ∈ {1, . . . , m} such that one could solve
equation (8) with respect to pi−m,l0 . Consequently, the p − |I| polynomials
pi−m,l0 with i ∈ {m+1, . . . , m+p}\I are fixed at z0 by Q
H (which determines
Q and U) and the other entries of P . Note that λr only depends on entries
of GH whose row index is contained in the set {i1, . . . , ik} and hence, only
on entries of G whose row index belongs to {i1, . . . , ik} and on U .
Let n1, . . . , n|I| denote the degrees of the monic polynomials q
H
m−j+1,m−j+1
with ij ∈ I and n|I|+1 the degree of q
H
m−k,m−k. Moreover, n|I|+2, . . . , np+1
should denote the maximal degrees of the p − |I| fixed polynomial entries
from P , which are not necessarily monic. Fix g and z0 with g := gz0 ≤
min(n1, . . . , n|I|+1) := nmin as well as Q
H such that qHm−k,m−k(z0) = 0 and
qHm−j+1,m−j+1(z0) = 0 for ij ∈ I. Then, Q and U are determined. Next,
choose the polynomials pi−m,j with i ∈ I arbitrarily and define
wi := −
∑
l 6=l0
pi−m,l
(
ul,m−k −
∑m
r=m−k+1 ulr · λr
)
for i ∈ {m+1, . . . , m+p}\I
as well as w˜ := ul0,m−k −
∑m
r=m−k+1 ul0,r · λr. Applying Lemma 2.20 (a) and
(b) as well as Remark 2.19, one gets that the probability is at most
nmin∑
g=1
g · ϕg ·
∏|I|+1
i=1 t
−ni+g
∏p+1
i=|I|+2 t
−ni−1+1
t−(n1+n2+···+np+1+p−|I|)
= O
(
nmin∑
g=1
tp
)
= O(tp).
Furthermore, if one has the additional condition that QH is not of simple
form, the probability is even O(tp+1). This is true since the probability that
G is not of simple form is O(t) (see (2)) and the considerations we made so
far are valid for all values of κ, which is defined as in Definition 2.16. Thus,
17
it remains to consider the case that QH is of simple form. Here, one has the
condition:
rk


Im−1 0
qHm1 . . . q
H
mm
pH11 . . . p
H
1m
...
...
pHp1 . . . p
H
pm

 (z0) < m⇔ q
H
mm(z0) = p
H
1m(z0) = · · · = p
H
pm(z0) = 0.
Again, one has to switch back from PH to P . Doing this, one obtains the
condition
qHmm(z0) =
m∑
l=1
p1lulm(z0) = · · · =
m∑
l=1
pplulm(z0) = 0. (9)
There are at most g ·ϕg · t
−n+g = O(t−n) possibilities for z0 with gz0 = g and
qHmm monic with deg(q
H
mm) = n and q
H
mm(z0) = 0. One fixes z0 and Q
H with
these properties, which determines U and Q as well. Since U is unimodular,
there is a l0 with ul0,m(z0) 6= 0. Fix all entries of P but those in column
l0 and set u := ul0,m, p
(j) := pj,l0 and s
(j) :=
∑
l 6=l0
pjlulm for j = 1, . . . , p.
Moreover, denote by f := fz0 the minimal polynomial of z0. Then, one has
the conditions p(j) · u + s(j) = f · h(j) for some h(j) ∈ F[z] and j = 1, . . . , p.
Note that here, u, f and s(j) are already fixed. If one writes the involved
polynomials as sums of monomials, one gets( νl0∑
i=0
p
(j)
i z
i
)
·
(
γ∑
i=0
uiz
i
)
+

 βj∑
i=0
s
(j)
i z
i

 =
(
g∑
i=0
fiz
i
)
·
(
αj∑
i=0
h
(j)
i z
i
)
,
where the degrees γ and βj are already fixed and αj = max(νl0 + γ, βj)− g.
Equating coefficients, leads to

−u0 f0
...
. . .
...
. . .
−uγ −u0
... f0
. . .
... fg
...
−uγ
. . .
...
fg


︸ ︷︷ ︸
:=F∈F
(αj+g+1)×(νl0
+αj+2)


p
(j)
0
...
p
(j)
νl0
h
(j)
0
...
h
(j)
αj


=


s0
...
sβj
0
...
0


,
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where fg = 1 because minimal polynomials are monic per definition. The
number of possibilities for h(j) and p(j) to fulfill this equation is at most
t−(νl0+αj+2−rk(F )). Therefore, one has to determine rk(F ). In the following, it
is shown that F is of full rank, i.e. rk(F ) = min(αj + g + 1, νl0 + αj + 2).
Case 1: g ≤ νl0 + 1
In this case, one has to show the surjectivity of F . Since f has been defined
as the minimal polynomial of z0 and u(z0) 6= 0, one knows that −u and f are
coprime. According to Lemma 2.7, this implies that the Sylvester resultant
Res(−u, f), which is the submatrix of F consisting of columns 1, . . . , g, νl0 +
2, . . . , νl0 + γ + 1 and rows 1, . . . , γ + g, is invertible. This is well-defined
because νl0+αj+2 ≥ νl0+(νl0+γ−g)+2 ≥ γ+g. Denote by F˜ the matrix for
which in F the columns g+1, . . . , νl0 +1 are replaced by columns containing
only zeros. Obviously, rk(F˜ ) ≤ rk(F ) and thus, it is sufficient to show the
surjectivity of F˜ . The span of the first γ+g rows of F˜ is equal to the span of
the vectors e⊤1 , . . . , e
⊤
g , e
⊤
νl0+2
, . . . , e⊤νl0+γ+1
∈ F1×(νl0+αj+2), where ej denotes
the j-th unit vector in Fνl0+αj+2. The matrix consisting of the remaining
rows of F˜ has the form

 0 . . . 0 −1 ∗... ... . . .
0 . . . 0 0 −1

 ∈ F(αj+1−γ)×(νl0+αj+2),
i.e. its row span is equal to the span of e⊤νl0+γ+2
, . . . , e⊤νl0+αj+2
. Consequently,
the row span of F˜ is equal to the span of e⊤1 , . . . , e
⊤
g , e
⊤
νl0+2
, . . . , e⊤νl0+αj+2
and
hence F˜ and F are surjective.
Case 2: g > νl0 + 1
Here, one has to show that F is injective. Choose (p
(j)
0 , . . . , p
(j)
νl0
, h
(j)
0 , . . . , h
(j)
αj )
⊤
with F · (p
(j)
0 , . . . , p
(j)
νl0
, h
(j)
0 , . . . , h
(j)
αj )
⊤ = (0, . . . , 0)⊤, i.e.
−u(z)p(j)(z) + f(z)h(j)(z) = 0. Since f and u are coprime, it follows that
f divides p(j). But because of deg(f) = g > νl0 + 1 > deg(p
(j)) this implies
p(j) ≡ 0 and hence h(j) ≡ 0, too. This shows the injectivity of F .
In summary, the probability that (9) is fulfilled is at most
g · ϕg · t
g ·
p∏
j=1
t−(αj+1)+min(αj+g+1,νl0+αj+2) = g · ϕg · t
g ·
p∏
j=1
tmin(g,νl0+1).
For g ≥ 2, this probability is O(t2p) = O(tp+1) since we assumed νi ≥ 1 for
i = 1, . . . , m at the beginning of this proof.
For g = 1, write F = {z1, . . . , zt−1} and let Ai be the set of matrices
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G ∈ M(p, n,m) for which (9) is fulfilled for zi. Then, it follows from the
preceding computations that P rcp,n,m(t) = 1 − Pr
(⋃t−1
i=1Ai
)
+ O(tp+1). Using
the inclusion-exclusion principle (see Lemma 2.14), one gets
P rcp,n,m(t) = 1−
∑
∅6=I⊂{1,...,t−1}
(−1)|I|−1Pr(AI) +O(t
p+1).
Since Pr(AI) := Pr(
⋂
i∈I Ai) only depends on |I|, it follows:
P rcp,n,m(t) = 1 +
t−1∑
k=1
(−1)k
(
t−1
k
)
Pr(A˜k) +O(t
p+1),
where Pr(A˜k) is the probability for the intersection of k pairwisely different
sets Ai. Furthermore, according to Lemma 2.20 (a) and (b) with w˜ := u and
wj := −s
(j), it holds Pr(Ai) = t
p+1 for i = 1, . . . , t−1 and therefore,
P rcp,n,m(t) = 1− t
p +
t−1∑
k=2
(−1)k
(
t−1
k
)
Pr(A˜k) +O(t
p+1).
Define ak(t) :=
(
t−1
k
)
Pr(A˜k) ≥ 0. It holds Pr(A˜k+1) ≤ t · Pr(A˜k) since
the number of possibilities for qHmm decreases by (at least) the factor t if
one requires an additional zero for this polynomial (for k + 1 > n, there
is even no possibility for qHmm), and surely, the number of possibilities for
the polynomials from P can only decrease if one has additional conditions.
Consequently, the sequence ak(t) is decreasing and one obtains
t−1∑
k=2
(−1)k
(
t−1
k
)
Pr(A˜k) =
t−1∑
k=2
(−1)kak(t) ≤ a2(t).
Hence, it remains to show that a2(t) = O(t
p+1). Therefore, one has to
consider equations (9) for z0, z1 ∈ F with z0 6= z1 and ul0,m(z0) 6= 0 6=
ul1,m(z1). The number of possibilities for q
H
mm is at most t
−n+2. Moreover,
one chooses l1 = l0 if possible. Then, the polynomials p1,l0, . . . , pp,l0 are fixed
at z0 and z1 by the values of the other polynomials from G. According to
Lemma 2.20 (c), which could be applied since νl0 ≥ 1, this decreases the
number of possibilities by the factor t2p. Hence, one has a2(t) ≤
(
t−1
2
)
t2+2p ≤
t2p ≤ tp+1 in the case l1 = l0. If it is not possible to choose l1 = l0, one knows
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ul0,m(z1) = 0. Thus, the values of the polynomials pi,l1 for i = 1, . . . , p at
z1 are independent of the polynomials pi,l0 for i = 1, . . . , p. Hence, one first
chooses the entries of P but those of columns l0 and l1 randomly, which fixes
column l1 at z1. This decreases the number of possibilities by the factor t
p.
Afterwards, one chooses the polynomials of column l1 in such way that they
fulfill the mentioned condition at z1, which finally, fixes the polynomials of
column l0 at z0. This contributes again the factor t
p to the probability. In
summary, one has a2(t) ≤
(
t−1
2
)
t2+p+p ≤ tp+1, which completes the proof of
the whole theorem.
Inserting the preceding estimation as well as the result from Theorem
3.1 into the formula of Lemma 3.6, one finally obtains an estimation for the
probability of minimality.
Theorem 3.8.
The probability that a linear discrete-time system described by (A,B,C,D) ∈
F
n×n × Fn×m × Fp×n × Fp×m is minimal is equal to
1− tm − tp +O(tmin(p,m)+1).
4 Probability of Mutual Left Coprimeness
The aim of this section is to calculate the probability that finitely many
nonsingular polynomial matrices are mutually left coprime. This main result,
stated in Theorem 4.8, will be needed in the following section concerning
parallel connections of linear systems. We start with the case N = 2, then
prove a recursion formula for the considered probability, which we will finally
solve to achieve Theorem 4.8.
Theorem 4.1.
The probability that two matrices D1, D2 ∈ F[z]
m×m in Hermite form with
deg(Di) = ni for i = 1, 2 are left coprime is equal to 1− t
m +O(tm+1).
Proof.
Since the statement is already known for m = 1 (see Lemma 2.15), in the
following, it is assumed that m ≥ 2. Again we consider the complementary
set and show that the cardinality of S ⊂ X := X(n1, n2) of matrices for
which D2 is not left prime is O(|X| · t
m) and that the cardinality of the
subset of S for which D2 is not of simple form is O(|X| · t
m+1).
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Denote the entries of D2 by dij for i = 1, . . . , m and j = 1, . . . , 2m and choose
z∗ ∈ F such that D2(z∗) is not of full row rank. As in the method of iterated
row operations (see Lemma 2.21 (b)), start considering the first row of this
matrix. Either it is identically zero, which means d
(1)
11 (z∗) = d
(2)
11 (z∗) = 0, or
one could assume without restriction that d
(2)
11 (z∗) 6= 0. For the first case,
one has a cardinality of |X| · t due to the fact that the two polynomials
have a common zero. Moreover, they cannot be constant, i.e. κ
(i)
m ≥ 1 for
i = 1, 2. Thus, it follows from (2) that one has an additional factor for the
cardinality of at most t2(m−1), which in summary, leads to a cardinality of
O(|X| · t2m−1) = O(|X| · tm+1) for m ≥ 2 and one is finished. If d
(2)
11 (z∗) 6= 0,
one proceeds as in the method of iterated row operations, i.e. in the first
step, one subtracts multiples of the first row to the rows further down in such
way that all entries in column m+ 1 but d
(2)
11 (z∗) are nullified. From Lemma
2.21 (b), one knows that there exist k ∈ {1, . . . , m}, a set of column indices
{j1, . . . , jk−1} ⊂ {1, . . . , 2m} and values λr ∈ F(z∗), which (only) depend on
entries dij of D2 with j ∈ {j1, . . . , jk−1} and on z∗, such that
dkj(z∗) =
k−1∑
r=1
drj(z∗) · λr for j ∈ {1, . . . , 2m} \ {j1, . . . , jk−1}. (10)
Moreover, sinceD1 andD2 are lower triangular, it holds dij ≡ 0 for i < j ≤ m
or i+m < j ≤ 2m. Therefore, (10) is equivalent to
dkj(z∗) =
k−1∑
r=1
drj(z∗) · λr for j ∈ {1, . . . , k,m+ 1, . . . , m+ k} \ {j1, . . . , jk−1}.
(11)
Note that {j1, . . . , jk−1} is a subset of {1, . . . , k − 1, m + 1, . . . , m + k − 1}
because di,ji(z∗) 6= 0 for 1 ≤ i ≤ k − 1 per construction and hence, ji ≤
i ≤ k − 1 or m + k − 1 ≥ m + i ≥ ji > m. Furthermore, it follows that
d
(1)
kk (z∗) = dkk(z∗) =
∑k−1
r=1 drk(z∗) · λr = 0 and d
(2)
kk (z∗) = dk,m+k(z∗) =∑k−1
r=1 dr,m+k(z∗) · λr = 0. This could also be seen directly by observing
that the iteration process only changes entries beyond the diagonals of the
matrices D1 and D2.
Thus, one has the conditions d
(1)
kk (z∗) = d
(2)
kk (z∗) = 0, which moreover, ensure
κ
(i)
m−k+1 ≥ 1 for i = 1, 2. In particular, this implies that the polynomials
d
(i)
kj for j < k and i = 1, 2 are not fixed to zero by degree restrictions. But
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since d
(1)
kj = dkj and d
(2)
kj = dk,j+m for j = 1, . . . , k − 1, one knows from
(11) that 2(k − 1) − (k − 1) = k − 1 of these polynomials are fixed at z∗
by the remaining polynomials of D2. We fix g := gz∗ and apply Lemma
2.20 (a) and (b) with w˜ ≡ 1 and wj :=
∑k−1
r=1 drj · λr for j ∈ {1, . . . , k −
1, m + 1, . . . , m + k − 1} \ {j1, . . . , jk−1}. One obtains a cardinality that is
O(|X| ·ϕg · t
2g+k−1) = O(|X| · tg+k−1) for the above conditions. Additionally,
one gets the factor t2(m−k) from (2) since κ
(i)
m−k+1 ≥ 1. In summary, the
cardinality is O(|X| · t2m−k+g−1) = O(|X| · tm+1) for k ≤ m − 1. For i = m,
one has a factor of O(|X| · tm). If there is no simple form, it follows from (2)
that this cardinality is decreased by a factor of at most t. Hence, the overall
cardinality is O(|X|·tm+1). This shows the claim of the first paragraph of this
proof for the case that g is fixed. But since g is bounded above by min(n1, n2),
it is also valid for summing over all possible values for g. Moreover, note that
the considered cardinality is O(|X| · tm+g−1) = O(|X| · tm+1) for g ≥ 2, even
for simple form.
It remains to compute the coefficient of tm. It follows from the previous
paragraph that for this computation it is sufficient to consider only matrices
of the form
Dj =
[
Im−1 0
d
(j)
1 · · · d
(j)
m−1 d
(j)
m
]
for j = 1, 2 for which there exists z∗ ∈ F such that
[
D1(z∗) D2(z∗)
]
is
singular, which is the case if and only if d
(1)
m (z∗) = d
(2)
m (z∗) = 0 and d
(1)
k (z∗) =
d
(2)
k (z∗) for 1 ≤ k ≤ m−1. According to Lemma 2.20 (a) and (b) with w˜ ≡ 1,
wj = d
(2)
j for j = 1, . . .m − 1 and g = 1, the probability for this is equal to
ϕ1 · t
2+m−1 = tm. Hence, the proof of the theorem is complete.
In the following, we want to extend the previous result to N ≥ 3 matrices.
But before we approach our actual goal, which is to compute the probability
that N matrices are mutually left coprime, we first consider the case of
pairwise left coprimeness, which could be deduced from the case N = 2,
where pairwise and mutual left coprimeness coincide.
Theorem 4.2.
For m ≥ 1, the probability of N matrices Di ∈ F[z]
m×m in Hermite form
with deg(det(Di)) = ni for i = 1, . . . , N to be pairwisely left coprime is equal
to
1−
N(N − 1)
2
· tm +O(tm+1).
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Proof.
Let S be the subset ofX := X(n1, . . . , nN) (see Definition 2.16) for which the
tuples consist of pairwisely left coprime matrices and E := {ij | 1 ≤ i < j ≤
N}. Thus, S = X \
⋃
r∈R Sr with R = F× E and S(z∗,ij) = {(D1, . . . , DN) ⊂
X |
[
Di(z∗) Dj(z∗)
]
is singular}. By the inclusion-exclusion principle,
one obtains:
|S| =
∑
T⊂R
(−1)|T ||ST | with ST =
⋂
r∈T
Sr and S∅ = X.
From Theorem 4.1, it follows that the probability |S|
|X|
is equal to 1 + O(tm).
Moreover, from the proof of this theorem, it follows that for the computation
of the coefficient of tm, it is sufficient to consider only matrices of the form
Dj =
[
Im−1 0
d
(j)
1 · · · d
(j)
m−1 d
(j)
m
]
for j = 1, . . . , N for which there exist z∗ ∈ F and 1 ≤ i < j ≤ N such that[
Di(z∗) Dj(z∗)
]
is singular. Recall that
[
Di(z∗) Dj(z∗)
]
is singular if
and only if d
(i)
m (z∗) = d
(j)
m (z∗) = 0 and d
(i)
k (z∗) = d
(j)
k (z∗) for 1 ≤ k ≤ m− 1.
For the case that there exist z˜∗ ∈ F and 1 ≤ u < v ≤ N with (u, v) 6=
(i, j) such that
[
Du(z˜∗) Dv(z˜∗)
]
is singular, too, it is obvious that the
probability is O(t2m) = O(tm+1) if {i, j} ∩ {u, v} = ∅. If {i, j} ∩ {u, v} 6= ∅,
assume without restriction that j = u. Then, one could choose d
(j)
1 , . . . , d
(j)
m−1
as well as z∗, z˜∗ ∈ F arbitrarily, which affects that d
(i)
1 , . . . , d
(i)
m−1 are fixed
at z∗ and d
(v)
1 , . . . , d
(v)
m−1 are fixed at z˜∗. If z˜∗ = z∗, it follows from Lemma
2.20 (a) and (b) that the probability is t−1+3+2(m−1) = O(tm+1). If z˜∗ 6= z∗,
for which there are O(t−2) possibilities, Lemma 2.20 (a) and (b) lead to a
probability of O(t−2+4+2(m−1)) = O(tm+1).
Thus, in all these cases, the probability is O(tm+1), which means that they
are not relevant for the coefficient of tm. Consequently, only T ⊂ R of the
form T = {(z∗, ij)} with z∗ ∈ F give a contribution to the coefficient of t
m,
namely |ST | = |X| · t
m (see end of proof for Theorem 4.1). This leads to
|S|
|X|
= 1−
∑
z∗∈F,ij∈E
|S(z∗,ij)|
|X|
+O(tm+1) = 1−
∑
ij∈E
tm +O(tm+1) =
= 1−
N(N − 1)
2
tm +O(tm+1).
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Remark 4.3.
For m ≥ 2, N ≥ 3 mutual left coprimeness is a stronger condition than
pairwise left coprimeness, as the following example shows.
Example 4.4.
Consider the pairwisely left coprime matrices in Hermite form D1(z) =[
1 0
1 z
]
, D2(z) =
[
1 0
0 z
]
and D3(z) =
[
z 0
0 1
]
. We show in two dif-
ferent ways that they are, however, not mutually left coprime. One way to
see that is to consider
[
D1(z) D2(z) 0
0 D2(z) D3(z)
]
=


1 0 1 0 0 0
1 z 0 z 0 0
0 0 1 0 z 0
0 0 0 z 0 1

 .
Since this matrix is singular for z = 0, D1, D2 and D3 are not mutually
left coprime. A second way to show this is to compute a least common right
multiple of e.g. D2 and D3, denoted by D23. It is easy to see that one can
choose D23(z) =
[
z 0
0 z
]
, which is clearly not left coprime with D1(z). The
following lemma shows in particular that for N = 3 only matrices whose
determinants have a common zero (here z = 0) could be pairwisely but not
mutually left coprime.
Lemma 4.5.
Let D1, . . . , DN be not mutually left coprime with ξDN(z∗) = 0 for some
z∗ ∈ F and ξ ∈ F(z∗)
m(N−1). Moreover, every set consisting of N − 1 of
these matrices should be mutually left coprime. Then, it holds ξ ∈ (F(z∗) \
{0})m(N−1) and det(Di(z∗)) = 0 for i = 1, . . . , N .
Proof.
According to Theorem 2.6, D1, . . . , DN are mutually left coprime if and only
if
DN :=

 D1 D2 0 00 . . . . . . 0
0 0 DN−1 DN

 is left prime.
Since this is not true, there exist z∗ ∈ F and ξ := (ξ1, . . . , ξN−1) 6= 0 with
ξi ∈ F(z∗)
1×m for i = 1, . . . , N − 1 such that ξDN(z∗) = 0, i.e.
ξ1D1(z∗) = 0, (ξi−1+ ξi)Di(z∗) = 0 for i = 2, . . . , N −1 and ξN−1DN(z∗) = 0.
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Consequently, one has to show
ξ1 6= 0, ξi−1 + ξi 6= 0 for i = 2, . . . , N − 1 and ξN−1 6= 0
if every proper subset of {D1, . . . , DN} consists of mutually left coprime
matrices. This is shown per contradiction.
If ξN−1 = 0, i.e. ξ˜ := (ξ1, . . . , ξN−2) 6= 0, it follows ξ˜DN−1(z∗) = 0, i.e.
D1, . . . , DN−1 would not be mutually left coprime. Similarly, if ξ1 = 0,
D2, . . . , DN would not be mutually left coprime. To show ξi−1 + ξi 6= 0 for
i = 2, . . . , N − 1, one needs ξi 6= 0 for i = 2, . . . , N − 2. If ξk = 0 for
some k = 2, . . . , N − 2, it follows (ξ1, . . . , ξk−1) 6= 0 or (ξk+1, . . . , ξN−1) 6= 0.
In the first case, D1, . . . , Dk would not be mutually left coprime, in the
second case, Dk+1, . . . , DN would not be mutually left coprime. Now, assume
ξk−1 + ξk = 0 for some k = 2, . . . , N − 1. Define ξˆ := (ξˆ1, . . . , ξˆN−2) with
ξˆi = ξi for i ≤ k− 1 and ξˆi = −ξi+1 for i ≥ k. Then ξˆ 6= 0 and ξˆ1D1(z∗) = 0,
(ξˆi−1 + ξˆi)Di(z∗) = 0 for i = 2, . . . , k − 1, (ξˆi−1 + ξˆi)(−Di+1(z∗)) = (ξi +
ξi+1)Di+1(z∗) = 0 for i = k, . . . , N − 2 and ξˆN−2(−DN(z∗)) = ξN−1DN(z∗) =
0. This means that D1, . . . , Dk−1,−Dk+1, . . . ,−DN are not mutually left
coprime. But thenD1, . . . , Dk−1, Dk+1, . . . , DN are not mutually left coprime,
too. Consequently, the proof is complete.
Next, we prove a recursion formula for the probability of mutual left
coprimeness, which will be crucial for the proof of Theorem 4.8.
Theorem 4.6.
For N ≥ 2, the probability that N matrices Di ∈ F[z]
m×m in Hermite form
with deg(det(Di)) = ni for i = 1, . . . , N are mutually left coprime is equal to
Pm(N) = 1 +
N−2∑
k=1
(−1)k
(
N
k
)
(1− Pm(N − k))−
min(m,N−1)∑
i=N−1
tm +O(tm+1),
where Pm(N−k) denotes the probability that N−k such matrices are mutually
left coprime.
Proof.
For N = 2, the formula has already been proven in Theorem 4.1. There-
fore, one could assume N ≥ 3. Let mut(N) be the subset of X(N) :=
X(n1, . . . , nN) for which the tuples consist of mutually left coprime matrices.
Moreover, for i = 1, . . . , N , Ai(N) should denote the subset of X(N) for
which the matrices in the set {D1, . . . , DN} \ {Di} are not mutually left co-
prime. Finally, define AN+1(N) := (X(N)\mut(N))∩ (X(N)\
⋃N
i=1Ai(N)),
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i.e. AN+1(N) consists of those tuples that are not mutually left coprime but
all subsets of N − 1 matrices are mutually left coprime.
Thus, mut(N) = X(N) \
⋃N+1
i=1 Ai(N). By the inclusion-exclusion principle,
one obtains:
|mut(N)| =
∑
I⊂{1,...,N+1}
(−1)|I||AI(N)|
with AI(N) =
⋂
i∈I
Ai(N) and A∅(N) = X(N).
From the definition of Ai(N), it follows AN+1(N)∩Ai(N) = ∅ for i = 1, . . . , N
and consequently,
|mut(N)| = |X(N)| − |AN+1(N)|+
∑
∅6=I⊂{1,...,N}
(−1)|I||AI(N)|. (12)
In the following, it is used that D1, . . . , DN are mutually left coprime if and
only if
DN :=

 D1 D2 0 00 . . . . . . 0
0 0 DN−1 DN

 is left prime; see Theorem 2.6.
At first, it is shown that X(N)\mut(N) has a cardinality that is O(|X(N)| ·
tm) and that the subset of X(N)\mut(N) which contains only tuples of ma-
trices such that DN is not of simple form has a cardinality that is O(|X(N)| ·
tm+1). Doing this, one uses the following claim.
Claim 1:
If Di =
[
vi 0
wi D
(m−1)
i
]
with vi ∈ F[z] and vi(z∗) 6= 0 for i = 1, . . . , N and
some z∗ ∈ F, it holds
rk(DN(z∗)) =
= rk




w1 −
v1
v2
w2 D
(m−1)
1 D
(m−1)
2
(w3
v3
− w2
v2
)v1 D
(m−1)
2 D
(m−1)
3
...
. . .
. . .
(−1)N (wN−1
vN−1
− wN
vN
)v1 D
(m−1)
N−1 D
(m−1)
N

 (z∗)

+
+N − 1.
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Proof of claim 1:
This proof uses a method that is similar to the method of iterated row opera-
tions introduced in Lemma 2.21 (b). However, one applies only one iteration
step to special subblocks of DN(z∗).
One starts adding row (N − 2)m + 1 of DN(z∗) times
−wN,r
vN
(z∗) to row
(N − 2)m+ 1 + r for r = 1, . . . , m− 1. Here, wN,r denotes the r-th compo-
nent of the vector wN . Afterwards, deleting row (N − 2)m + 1 and column
(N − 1)m + 1 decreases the rank of DN(z∗) by 1. This affects only the
block [DN−1 DN ](z∗), whose first row and (m + 1)-th column are deleted
and whose first column is changed to (wN−1−
vN−1
vN
wN)(z∗). Moreover, some
zeros of the zero blocks are deleted. Now, one continues adding multiples of
row (N − 3)m + 1 to all rows further down in such way that the entries in
these rows which are in column (N −2)m+1 are nullified. This additionally
changes the entries of these rows that are in column (N − 3)m + 1 but no
other entries. Afterwards, row (N − 3)m+ 1 and column (N − 2)m+ 1 are
deleted decreasing the rank by 1. Hence, per induction with respect to N ,
one could assume
rk(DN(z∗)) =
rk




v1 0 v2 0
w1 D
(m−1)
1 w2 D
(m−1)
2
w2 −
v2
v3
w3 D
(m−1)
2 D
(m−1)
3
...
. . .
. . .
(−1)N−1(wN−1
vN−1
− wN
vN
)v2 D
(m−1)
N−1 D
(m−1)
N

 (z∗)


+N − 2.
Now, one adds the first row to all rows beyond in such way that column
m+1 is nullified and afterwards, deletes the first row and (m+1)-th column.
Doing this, one gets
rk(DN(z∗)) =
rk




w1 −
v1
v2
w2 D
(m−1)
1 D
(m−1)
2
(w3
v3
− w2
v2
)v1 D
(m−1)
2 D
(m−1)
3
...
. . .
. . .
(−1)N (wN−1
vN−1
− wN
vN
)v1 D
(m−1)
N−1 D
(m−1)
N

 (z∗)


+N − 1
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and claim 1 is proven.
Next, denote by D
(m˜)
N the matrix formed by blocks which consist of the last
m˜ columns and rows of the matrices Di for i = 1, . . . , N and define the sets
A(m˜, k) := {DN with rk(D
(m˜)
N )(z∗) ≤ (N − 1)m˜− k for some z∗ ∈ F} and
Af (m˜, k) := A(m˜, k) ∩ {DN with no simple form}.
Claim 2:
For m˜, k ∈ N with m˜+ k ≤ m+ 1, the cardinality of A(m˜, k) is
O(|X(N)| · tm˜+k−1) and the cardinality of Af (m˜, k) is O(|X(N)| · tm˜+k).
Proof of claim 2:
We proceed per induction with respect to m˜ and start with the base clause
m˜ = 1. For k > N −1, it holds A(1, k) = Af(1, k) = ∅, which has cardinality
O(|(X(N)| · tm(n1+···+nN )) = O(|X(N)| · tm˜+k+1) since m(n1 + · · · + nN) ≥
mN ≥ (m˜+ k − 1) · 2 = 2k ≥ k + 2 = m˜+ k + 1 because k ≥ N ≥ 2. Thus,
it is sufficient to consider the case k ≤ N − 1. The blocks that form D
(1)
N are
just the scalar polynomials d(i) := d
(i)
m,m for i = 1, . . . , N . In A(1, k), there
exists z∗ ∈ F such that all matrices consisting of N − k rows of D
(1)
N are not
of full rank at z∗. Especially, the first N − k rows are linearly dependent
at z∗, which is equivalent to the fact that at least two of the polynomials
d(1), . . . , d(N−k+1) are zero at z∗. Since permutating the set {d
(1), . . . , d(N)}
does not change the rank of D
(1)
N , every subset of N − k + 1 polynomials
contains two polynomials that are zero at z∗.
Now, one proceeds in the following way: First, choose the polynomials
d(1), . . . , d(N−k+1) and denote the polynomials that are zero at z∗ by d1,1 and
d1,2. Then, consider the set of polynomials {d
(1), . . . , d(N−k+2)} \ {d1,1} and
iterate this procedure until ending up with the set
{d(1), . . . , d(N)} \ {d1,1, . . . , dk−1,1}. In summary, at least the k + 1 different
polynomials d1,1, . . . , dk−1,1, dk,1, dk,2 are zero at z∗. Hence, the cardinality of
A(1, k) is O(|X(N)| · t1+k−1) (see Lemma 2.15). Moreover, the cardinality of
Af (1, k) is O(|X(N)| · tk+1) since the not simple form decreases the cardinal-
ity by at least the factor t; see (2).
For the step from m˜ to m˜+ 1, three cases are distinguished.
Case 1: k > (N − 1)(m˜+ 1)
Here, A(m˜ + 1, k) = Af (m˜ + 1, k) = ∅, which has a cardinality that is
O(|X(N)| · tm(n1+···+nN )) = O(|X(N)| · tm˜+k+1) since m(n1 + · · · + nN ) ≥
mN ≥ 2m ≥ m+ 1 ≥ m˜+ k + 1.
Case 2: k = (N − 1)(m˜+ 1)
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This means rk(D
(m˜+1)
N (z∗)) = 0, i.e. D
(m˜+1)
N (z∗) ≡ 0. In particular, all diago-
nal elements are identically zero, which implies κ
(i)
j ≥ 1 for j = 1, . . . , m˜+ 1
and i = 1, . . .N . Consequently, according to Lemma 2.15 and equation (2),
the corresponding cardinality is O(|X(N)| · tN(m˜+1)−1+Nm˜) = O(|X(N)| ·
tk+m˜+1). Case 3: k ≤ (N − 1)(m˜+ 1)− 1⇔ m˜(N − 1) ≥ k + 2−N
Case 3 is divided into three subcases.
Case 3.1: d
(1)
m−m˜,m−m˜(z∗) = · · · = d
(N)
m−m˜,m−m˜(z∗) = 0
That these polynomials have a common zero contributes a factor of O(tN−1)
to the cardinality. Additionally, these polynomials cannot be identically
1, which implies 1 ≤ κ
(i)
m−(m−m˜)+1 = κ
(i)
m˜+1 (in particular, one has no sim-
ple form) and contributes a factor of O(tNm˜) to the cardinality; see (2).
In summary, the cardinality is O(|X(N)| · tm˜+1+k) since N − 1 + Nm˜ ≥
N − 1 + m˜+ k + 2−N = m˜+ 1 + k.
Case 3.2: d
(1)
m−m˜,m−m˜(z∗), . . . , d
(l−1)
m−m˜,m−m˜(z∗) 6= 0 and d
(l)
m−m˜,m−m˜(z∗) = · · · =
d
(N)
m−m˜,m−m˜(z∗) = 0 for some l ∈ {2, . . . , N}
All entries of row (l − 2)(m˜ + 1) + 1 of D
(m˜+1)
N (z∗) but d
(l−1)
m−m˜,m−m˜(z∗) 6=
0 are equal to zero. Hence, deleting the row and column of this entry
decreases the rank by 1. After that, for l ≥ 3, row (l − 3)(m˜ + 1) +
1 of the remaining matrix consists only of zeros but d
(l−2)
m−m˜,m−m˜(z∗) 6= 0
and the procedure could be iterated until all rows and columns of the en-
tries d
(1)
m−m˜,m−m˜(z∗), . . . , d
(l−1)
m−m˜,m−m˜(z∗) are deleted and the rank is decreased
by l − 1. Moreover, the entries of the rows (l − 1 + j)(m˜ + 1) + 1 for
j = 0, . . . , N − l − 1 of D
(m˜+1)
N that are no fixed zeros are contained in
the set {d
(l)
m−m˜,m−m˜, . . . , d
(N)
m−m˜,m−m˜}. Thus, these rows consist only of zeros
at z∗ and could be deleted without changing the rank. Deleting also the
columns of these entries, could only decrease the rank and one ends up with
D
(m˜)
N (z∗), which, consequently, has rank at most (N −1)(m˜+1)−k− l+1 =
(N − 1)m˜ − (k + l − N). Per induction, this leads to a cardinality of
O(|X(N)| · tm˜+k+l−N−1).
Since each z∗ such that D
(m˜)
N (z∗) is not of full row rank is a common zero of
all full size subminors of D
(m˜)
N , it is, in particular, a zero of
∏N
i=1 det(D
(m˜)
i ).
Therefore, for each D
(m˜)
N , there exist only finitely many such z∗ ∈ F. Con-
sequently, one could regard z∗ as already fixed when considering the further
conditions d
(l)
m−m˜,m−m˜(z∗) = · · · = d
(N)
m−m˜,m−m˜(z∗) = 0. Thus, these conditions
contribute the factor tN−l+1+m˜(N−l+1) to the cardinality. Here, the summand
m˜(N−l+1) is due to the fact that d
(i)
m−m˜,m−m˜ 6≡ 1 for i = l, . . . , N ; see (2). In
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summary, the cardinality is O(|X(N)| ·tm˜+k+m˜(N−l+1)) = O(|X(N)| ·tm˜+k+1).
Case 3.3: d
(i)
m˜−m,m˜−m(z∗) 6= 0 for i = 1, . . . , N
From claim 1 with D
(m˜+1)
i =
[
vi 0
wi D
(m˜)
i
]
and vi = d
(i)
m˜−m,m˜−m for i =
1, . . . , N , one knows rk(D
(m˜+1)
N (z∗)) = rk(r(z∗) D
(m˜)
N (z∗)) + N − 1, where
r =

 w1 − v1v2w2. . .
(−1)N(wN−1
vN−1
− wN
vN
)v1

 ∈ F(N−1)m˜[z]. It follows rk(r(z∗) D(m˜)N (z∗)) ≤
(N − 1)m˜− k. If rk(D
(m˜)
N (z∗)) ≤ (N − 1)m˜− k− 1, one knows per induction
that the cardinality is O(|X(N)| · tm˜+k). If DN is not of simple form, one has
an additional factor of at most t, no matter if D
(m˜)
N is of simple form or not.
If rk(D
(m˜)
N (z∗)) = (N−1)m˜−k, one knows that the cardinality is O(|X(N)| ·
tm˜+k−1) and additionally, that r(z∗) lies in the column span of D
(m˜)
N (z∗).
Hence, one has to show that this second condition leads to an additional fac-
tor for the probability that is O(t). As seen above, for each D
(m˜)
N , there exist
only finitely many z∗ ∈ F with rk(D
(m˜)
N (z∗)) = (N − 1)m˜− k. Consequently,
one just has to consider the case that z∗ and D
(m˜)
N are fixed and the vector
r(z∗) lies in the column span of D
(m˜)
N (z∗). If (N − 1)m˜ − k < 0, one has a
cardinality that is O(|X(N)| · tm˜+k+1), anyway (see case 1).
If (N − 1)m˜ − k = 0, one has D(m˜)N (z∗) ≡ 0 and r(z∗) ≡ 0. Hence, κ
(i)
j ≥ 1
for i = 1, . . . , N and j = 1, . . . , m˜, and thus, the vectors w1, . . . , wN contain
no entries that are fixed (to zero) by degree conditions. Furthermore, one
has, amongst others, w1(z∗) =
v1
v2
w2(z∗), which means, in particular, that the
first component of w1 is fixed by the other polynomials, which contributes a
factor that is O(t) to the cardinality; see Lemma 2.20 (b)).
If (N−1)m˜−k > 0, one could choose (N−1)m˜−k linearly independent rows
in D
(m˜)
N (z∗). If there exist i ∈ {1, . . . , N−1} and j ∈ {1, . . . , m˜} such that the
j-th components of wi and wi+1 are fixed to zero by degree conditions, which
is the case if and only if κ
(i)
m˜+1−j = κ
(i+1)
m˜+1−j = 0, row m˜(i− 1) + j has ones in
the positions m˜(i − 1) + j and m˜i+ j and zeros, elsewhere. Thus, all these
rows are linearly independent and one could assume without restriction that
they are contained in the chosen set of linearly independent rows. Permute
the rows of [r D(m˜)N ] in such way that the entries of the chosen rows of D
(m˜)
N
are contained in rows 1, . . . , (N − 1)m˜ − k, which we call upper part, while
the other rows of D
(m˜)
N should be called lower part. Clearly, interchanging
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rows does not change the rank of the whole matrix. In the following, [r D
(m˜)
N ]
should denote the matrix with the already interchanged rows. Note that the
Hermite form is lost by this interchanging process but that does not matter
for the following considerations.
Next, delete m˜ + k columns of D
(m˜)
N (z∗) such that the remaining entries
of the upper part form an invertible matrix, denoted by D. The matrix
consisting of the remaining entries of the lower part should be denoted by
D. Analogously, denote the corresponding parts of r by r ∈ F[z](N−1)m˜−k
and r ∈ F[z]k, respectively. Since the column rank of
(
D(z∗)
D(z∗)
)
is still
(N − 1)m˜ − k, its column span is equal to the column span of D(m˜)N (z∗)
and therefore, r(z∗) is contained in it. Hence, there exists λ ∈ F
(N−1)m˜−k
with
(
D(z∗)λ
D(z∗)λ
)
=
(
r(z∗)
r(z∗)
)
, i.e. r(z∗) = D(z∗)D
−1
(z∗)r(z∗). Denote the last
row of DD
−1
by d1, . . . d(N−1)m˜−k. Then rk(z∗) =
∑(N−1)m˜−k
l=1 dlrl(z∗). More-
over, wi,j should denote the j-th component of the vector wi ∈ F[z]
m˜. Thus,
rk = (−1)
i
(
wi,j
vi
− wi+1,j
vi+1
)
v1 for some i ∈ {1, . . . , N − 1} and j ∈ {1, . . . , m˜}.
The polynomials wi,j and wi,j+1 could not both be fixed to zero due to de-
gree conditions since otherwise (−1)i
(
wi,j
vi
− wi+1,j
vi+1
)
v1 would belong to r per
construction of upper and lower part. Assume without restriction that wi,j
is no fixed zero.
First, consider the case that (−1)i
(
wi,j
vi
− wi−1,j
vi−1
)
v1 is not contained in r and
hence, wi,j is not contained in the term for any entry of r. Then, one could
choose all polynomial entries of D
(m˜+1)
N but wi,j arbitrarily, which effects that
wi,j(z∗) is fixed. However, this contributes a factor of O(t) to the cardinal-
ity; see Lemma 2.20 (b). If (−1)i
(
wi,j
vi
−
wi−1,j
vi−1
)
v1 is contained in r, assume
without restriction that it equals r1. Then, one has
wi,j
vi
(1− d1)v1(z∗) =
(
wi+1,j
vi+1
−
wi−1,j
vi−1
d1
)
v1(z∗) + (−1)
i
(N−1)m˜−k∑
l=2
dlrl(z∗).
(13)
Consider d1(z∗) =
∑(N−1)m˜−k
l=1 Dk,lD
−1
l,1 (z∗).
Case 3.3.1: The entries of κ are so that d1 ≡ 0 (by degree conditions).
Here, one has, in particular, d1(z∗) 6= 1 and could, therefore, solve equation
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(13) with respect to wi,j(z∗). Hence, one has a factor that is O(t) for the
cardinality and is done.
Case 3.3.2: The entries of κ are not so that they imply d1 ≡ 0.
If d1(z∗) = 0, which also implies that one could solve equation (13) with
respect to wi,j(z∗) and consequently, is done as well, there exists l∗ such that
neither Dk.l∗ ≡ 0 nor D
−1
l∗,1 ≡ 0 due to degree restrictions (caused by the
values of κ). Thus, either D
−1
l∗,1(z∗) = 0, which leads to a factor which is
O(t) for the cardinality, or one could solve the equation d1(z∗) = 0 with
respect to Dk,l∗(z∗) (that is no fixed 1 per construction of upper and lower
part), which provides the factor O(t), too. Therefore, the probability that
d1(z∗) = 0 if not d1 ≡ 0 due to degree conditions, is O(t). Hence, it only
remains to investigate what happens if d1(z∗) 6= 0, which is true with a
probability of 1 − O(t) in the considered case. This implies that the proba-
bility that rk(D
(m˜)
N (z∗)) = (N − 1)m˜ − k under the condition d1(z∗) 6= 0 is
O(tm˜+k−1)
1−O(t)
= O(tm˜+k−1).
Per construction ofD andD, it does not influence the condition rk(D
(m˜)
N (z∗)) =
(N−1)m˜−k, which nonzero value is taken by d1(z∗). This is true since D(z∗)
is invertible and therefore, the rows of D(z∗) are linearly dependent on the
rows of D(z∗), anyway. Moreover, multiplying a row by a nonzero factor,
does not influence linear dependence, i.e. does not influence the number of
possibilities for the entries of D(m˜)N which are not contained in D or D. If
d1(z∗) 6= 1, one could solve equation (13) with respect to wi,j(z∗) and is done.
If 1 = d1(z∗) =
∑(N−1)m˜−k
l=1 Dk,lD
−1
l,1 (z∗), there exists l0 ∈ {1, . . . , (N − 1)m˜−
k} such that D
−1
l0,1
(z∗) 6= 0 and Dk,l0 is no fixed zero (it cannot be a fixed
1 per construction of upper and lower part). Consequently, one could solve
the above equation with respect to Dk,l0(z∗). Because it follows from the
preceding considerations that the condition d1(z∗) = 1 is independent from
the condition rk(D
(m˜)
N (z∗)) = (N−1)m˜−k, one gets an additional factor that
is O(t) for the cardinality. As in previous cases, the cardinality is decreased
by a factor of at most t if one has no simple form and thus, all cases are
finished.
Note that it is sufficient to consider these three cases since the order of
D1, . . . , DN is not relevant for the property to be mutually left coprime.
Therefore, the proof of claim 2 is complete.
Using claim 2 with m˜ = m and k = 1, completes the first part of this proof.
Next, one needs to compute the probability for the case that DN ⊂ AN+1(N)
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is of simple form, i.e. the case that Di =
[
Im−1 0
d
(i)
1 · · · d
(i)
m−1 d
(i)
m
]
for i =
1, . . . , N .
Claim 3:
For
D :=

d
(1)
1 − d
(2)
1 . . . d
(1)
m−1 − d
(2)
m−1 d
(1)
m d
(2)
m
d
(3)
1 − d
(2)
1 . . . d
(3)
m−1 − d
(2)
m−1 d
(2)
m d
(3)
m
...
...
. . .
. . .
(−1)N (d
(N−1)
1 − d
(N)
1 ) . . . (−1)
N(d
(N−1)
m−1 − d
(N)
m−1) d
(N−1)
m d
(N−1)
m

 ,
it holds rk(DN) = rk(D) + (m− 1)(N − 1).
Proof of claim 3:
One proceeds as in the proof of claim 1 (with vi = 1) and achieves:
rk(DN) =
= rk


w1 − w2 D
(m−1)
1 D
(m−1)
2
w3 − w2 D
(m−1)
2 D
(m−1)
3
...
. . .
. . .
(−1)N(wN−1 − wN) D
(m−1)
N−1 D
(m−1)
N

+N − 1,
where wi = (0, . . . , 0, d
(i)
1 )
⊤ ∈ F[z]m−1 and D
(m−1)
i ∈ F[z]
(m−1)×(m−1) is in
simple form for i = 1, . . . , N . One iterates this procedure m − 1 times and
since one always adds the first row of a block to rows further down, the first
column of the whole matrix is not affected. Deleting the corresponding row,
only deletes one zero in each of the vectors wi. After m − 1 iterations, one
ends up with the statement of claim 3 and thus, claim 3 is proven.
Consequently, for simple form, D1, . . . , DN are not mutually left coprime if
and only if there exist z∗ ∈ F and ξ ∈ F
1×(N−1)
\ {0} such that ξD(z∗) = 0,
which is equivalent to
ξ1d
(1)
i (z∗)− (ξ1 + ξ2)d
(2)
i (z∗) + · · ·+ (−1)
N(ξN−2 + ξN−1)d
(N−1)
i (z∗)+
+(−1)N+1ξN−1d
(N)
i (z∗) = 0 for i = 1, . . .m− 1
ξ1d
(1)
m (z∗) = 0
(ξi−1 + ξi)d
(i)
m (z∗) = 0 for i = 2, . . . , N − 1
ξN−1d
(N)
m (z∗) = 0. (14)
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Next, define A˜N+1(N) as the subset of X(N) for which there exists z∗ ∈ F
such that DN(z∗) is singular and det(Di(z∗)) = 0 for i = 1, . . . , N . From
Lemma 4.5, it follows AN+1(N) ⊂ A˜N+1(N). In the following, we compute
the cardinality of A˜N+1(N) for simple form, i.e. the probability that there
exist z∗ ∈ F and ξ ∈ F(z∗)
1×(N−1) \ {0} with d
(i)
m (z∗) = 0 for i = 1, . . . , N ,
such that the first m− 1 equations of (14) are fulfilled. Firstly, that these N
polynomials have a common zero gives a factor to the cardinality of O(tN−1).
If m < N − 1, this leads to a cardinality that is O(|X(N)| · tm+1).
To consider the case m ≥ N − 1, one sorts the possible values for z∗ with
respect to the degree of their minimal polynomial and sets g := gz∗ . Then,
ξ ∈ (Fg)1×(N−1) \ {0}, where Fg denotes the extension field of F with t−g
elements. Hence, there are t−g(N−1) − 1 possibilities for the choice of ξ.
Since there exists i ∈ {1, . . . , N − 1} with ξi 6= 0, at least one element of
{ξ1, ξ1 + ξ2, . . . , ξN−2 + ξN−1, ξN−1} is unequal to zero and thus, there exists
j0 ∈ {1, . . . , N} such that one could solve equations 1 to m− 1 of (14) with
respect to d
(j0)
i (z∗) for i = 1, . . . , m−1. Assume without restriction that j0 =
1. If the other entries of DN as well as z∗ are fixed, for ξ, ξˆ ∈ (F
g)1×(N−1)\{0},
one obtains the same values for ξ1d
(1)
i (z∗) if and only if
(ξ1 + ξ2)d
(2)
i (z∗) + · · ·+ (−1)
N+1ξN−1d
(N)
i (z∗) =
(ξˆ1 + ξˆ2)d
(2)
i (z∗) + · · ·+ (−1)
N+1ξˆN−1d
(N)
i (z∗)
for i = 1, . . . , m − 1. But these equations hold if and only if the vector
 ξ1 + ξ2...
(−1)N−1ξN−1

−

 ξˆ1 + ξˆ2...
(−1)N−1ξˆN−1

 is contained in the kernel of
D(z∗) :=

 d
(2)
1 . . . d
(N)
1
...
...
d
(2)
m−1 . . . d
(N)
m−1

 (z∗).
The probability that the column rank of D(z∗) is min(N − 1, m− 1) is equal
to 1 − O(t). This is true because the probability that a full size minor of
this matrix is zero at a fixed value z∗ is equal to O(t) if one chooses d
(i)
j with
deg(d
(i)
j ) < ni for j = 1, . . .m − 1 and i = 1, . . . , N randomly; this follows
from Lemma 2.20 (a) and (b) because that a minor is zero implies that either
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one of the involved polynomial entries is zero or one of the entries is fixed by
the others. Consequently, for m ≥ N , i.e. min(N − 1, m− 1) = N − 1, the
probability that the kernel of D(z∗) is zero is equal to 1 − O(t). Therefore,
the probability that ξ = ξˆ is equal to 1− O(t), too.
For m = N −1, one has min(N−1, m−1) = N−2 and thus, the probability
that the kernel has dimension one is equal to 1−O(t). This means that only
ξ that differ by a nonzero scalar factor lead to the same solution. But if one
multiplies ξ by a factor from Fg \ {0}, the set of possible values for the Di
which fulfill (14) does not change, anyway.
In summary, with probability 1 − O(t), one has t
−g(N−1)−1
t−g−1
=
∑N−2
k=0 (t
−g)k =
t−g(N−2)(1 − O(t)) possibilities for ξ and according to Lemma 2.20 (a) and
(b), for each ξ, there are O(|X(N)| · tg(N−1)+m−1) possibilities for DN . Hence,
the probability is O(tg+m−1) = O(tm+1) for g ≥ 2. Since one already knows
that fz∗ divides d
(i)
m for i = 1, . . . , N , one has g ≤ min(n1, . . . , nN), i.e.
there are only finitely many possibilities for g. Consequently, only the case
g = 1 is relevant for the computation of the coefficient of tm. Here, one has
t−(N−2)(1 − O(t)) possibilities for ξ and according to Lemma 2.20 (a) and
(b), tN+m−2 possibilities for z∗ and DN . Hence, the probability of A˜N+1(N)
is tm +O(tm+1).
Next, we show that for simple form, it holds |AN+1(N)| = |A˜N+1(N)| +
O(|X(N)| · tm+1), which imples |AN+1(N)| = |X(N)| ·O(t
m+1) if m < N − 1
and |AN+1(N)| = |X(N)| · (t
m +O(tm+1)) if m ≥ N − 1, i.e.
|AN+1(N)| = |X(N)| ·

min(m,N−1)∑
i=N−1
tm +O(tm+1)

 .
We prove this by showing that for simple form, MC(N) := X(N) \mut(N)
and A := (MC(N) \AN+1(N)) ∩ A˜N+1(N), one has |A| = O(|X(N)| · t
m+1).
It holds (D1, . . . , DN) ∈ A if and only if there exist z∗, z˜∗ ∈ F such that
d
(i)
m (z∗) = 0 for i = 1, . . . , N and the first m−1 equations of (14) are fulfilled
for z∗ and there exists a subset of N − 1 matrices which fulfil equations
(14) at z˜∗. Since the number of choices for this subset is equal to N and
therefore finite, it follows from preceding computations that the probability
ofMC(N)\AN+1(N) (i.e. of the condition concerning z˜∗) is O(t
m). Without
restriction, let the mentioned subset be {D1, . . . , DN−1}. If z∗ = z˜∗, one has,
amongst others, the additional condition d
(N)
m (z˜∗) = 0, which gives a factor
that is O(t) for the probability, according to Lemma 2.20 (a). If z∗ 6= z˜∗,
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one has the additional conditions that d
(i)
m (z∗) = 0 for i = 1, . . . , N , which
contributes a factor that is O(tN−1) = O(t). Consequently, in summary, one
has that the probability of A is O(tm+1), which is what we wanted to show.
It remains to compute |AI(N)|. From claim 2, one already knows |AI(N)| =
|X(N)| · O(tm). First consider Ai(N) ∩ Aj(N), i.e. I = {i, j} with i 6= j,
and assume without restriction i = 1 and j = N . It holds (D1, . . . , DN) ∈
A1(N) ∩ AN(N) if and only if {D2, . . . , DN} and {D1, . . . , DN−1} are not
mutually left coprime. Since the condition that {D2, . . . , DN} are not mutu-
ally left coprime causes already a factor for the probability that is O(tm+1)
if DN is not of simple form, it is only necessary to consider simple form.
Denote by Aˆ1,N(N) the subset of X(N) for which {D2, . . . , DN−1} are not
mutually left coprime and write |A1(N) ∩ AN(N)| = |A1(N) ∩ AN (N) ∩
Aˆ1,N(N)| + |A1(N) ∩ AN(N) ∩ Aˆ
C
1,N(N)|, where Aˆ
C
1,N (N) denotes the com-
plementary set X(N) \ Aˆ1,N (N). Moreover, denote by D
(1)
N the matrix that
is achieved if the first m rows and columns of DN are deleted. Analogously,
denote by D
(N)
N the matrix that is achieved if the last m rows and columns
of DN are deleted. If DN ∈ A1(N) ∩ AN(N) is of simple form, one knows
that equations (14) are valid for D(1)N as well as for D
(N)
N . Denote the cor-
responding ξ, z∗ and gz∗ by ξ
(1), z
(1)
∗ , g(1) and ξ(N), z
(N)
∗ , g(N), respectively. If
DN ∈ A1(N) ∩ AN (N) ∩ Aˆ
C
1,N(N), one has ξ
(1)
N−2 6= 0 as well as ξ
(N)
1 6= 0
and therefore, d
(N)
m (z
(1)
∗ ) = d
(1)
m (z
(N)
∗ ) = 0 (see proof of Remark 4.5). For
fixed z
(1)
∗ and z
(N)
∗ (where without restriction deg(d
(N)
m ) = nm ≥ g
(1) and
deg(d
(1)
m ) = n1 ≥ g
(N) since otherwise, A1(N) ∩ AN(N) ∩ Aˆ
C
1,N (N) = ∅, any-
way), this contributes a factor of tg
(1)
for the probability that D2, . . . , DN
are not mutually left coprime and a factor of tg
(N)
for the probability that
D1, . . . , DN−1 are not mutually left coprime. Thus, the other equations of
(14) for D
(1)
N contribute a factor that is O(t
m−g(1)) and the other equations
of (14) for D
(N)
N contribute a factor that is O(t
m−g(N)). Assume without re-
striction g(1) ≥ g(N). Then, one has a contribution to the probability that is
O(tm−g
(1)
) by the equations for D
(1)
N and D
(N)
N but d
(N)
m (z
(1)
∗ ) = d
(1)
m (z
(N)
∗ ) = 0
and the additional factor tg
(1)+g(N) for these equations. Hence, in summary,
|A1(N)∩AN (N)∩Aˆ
C
1,N (N)| = O(|X(N)|·t
m+g(N)) = O(|X(N)|·tm+1). Conse-
quently, |A1(N)∩AN (N)| = |A1(N)∩AN (N)∩Aˆ1,N (N)|+O(|X(N)|·t
m+1) =
|Aˆ1,N(N)| + O(|X(N)| · t
m+1). Therefore, |Ai(N) ∩ Aj(N)| = |X(N)| · (1 −
Pm(N − 2) +O(t
m+1)) for i, j ∈ {1, . . . , N} with i 6= j.
Next, it is shown per induction with respect to |I| that |AI(N)| = |AˆI(N)|+
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O(|X(N)| · tm+1) for 2 ≤ |I| ≤ N − 2, where AˆI(N) denotes the subset of
X(N) for which the N−|I| matrices from the set {Di}i∈{1,...,N}\I are not mu-
tually left coprime. The proof of the corresponding base clause has already
been done in the preceding paragraph. For |I| = k with 3 ≤ k ≤ N − 2, as-
sume without restriction that I = {N−k+1, . . . , N}. Since AˆI(N) ⊂ AI(N),
one has
AI(N) =AN−k+2,...,N(N) ∩ AN−k+1,N−k+3,...,N(N) =
=AˆN−k+2,...,N(N) ∩ AˆN−k+1,N−k+3,...,N(N)+
+(AN−k+2,...,N(N) ∩AN−k+1,N−k+3,...,N(N))\
(AˆN−k+2,...,N(N) ∩ AˆN−k+1,N−k+3,...,N(N)).
Furthermore,
|(AN−k+2,...,N(N) ∩AN−k+1,N−k+3,...,N(N))\
(AˆN−k+2,...,N(N) ∩ AˆN−k+1,N−k+3,...,N(N))| ≤
≤ |(AN−k+2,...,N(N) ∩AN−k+1,N−k+3,...,N(N)) \ AˆN−k+2,...,N(N)|+
+ |(AN−k+2,...,N(N) ∩AN−k+1,N−k+3,...,N(N)) \ AˆN−k+1,N−k+3,...,N(N)| ≤
≤ |AN−k+2,...,N(N) \ AˆN−k+2,...,N(N)|+
+ |AN−k+1,N−k+3,...,N(N) \ AˆN−k+1,N−k+3,...,N(N)| = O(|X(N)| · t
m+1)
per induction since |{N −k+2, . . . , N}| = |{N −k+1, N −k+3, . . . , N}| =
k−1. Moreover, it holds AˆN−k+2,...,N(N) = AˆN−k+2(N−k+2) = AN−k+2(N−
k+2) and AˆN−k+1,N−k+3,...,N(N) = AˆN−k+1(N−k+2) = AN−k+1(N−k+2).
Consequently,
|AI(N)| = |AN−k+2(N − k + 2) ∩AN−k+1(N − k + 2)|+O(|X(N)| · t
m+1) =
= |AN−k+1,N−k+2(N − k + 2)|+O(|X(N)| · t
m+1) =
= |AˆN−k+1,N−k+2(N − k + 2)|+O(|X(N)| · t
m+1) =
= |AˆI(N)| +O(|X(N)| · t
m+1). (15)
Here, the third equation follows from the base clause.
For |I| = N − 1, assume without loss of generality that I = {2, . . . , N}.
Analogous to the first line of (15) (with setting k = N−1), one gets |AI(N)| =
|S12 ∩ S13| + O(|X(N)| · t
m+1), where S12 and S13 are the subsets of X(N)
for which D1, D2 and D1, D3 are not left coprime, respectively. In the proof
38
of Theorem 4.2, it has been shown that |S12 ∩ S13| = O(|X(N)| · t
m+1).
Therefore, |AI | = O(|X(N)| · t
m+1) for |I| = N − 1 and consequently, |AI | =
O(|X(N)| · tm+1) for |I| = N , too.
In summary, one has |AI | = |X(N)|·(1−Pm(N−|I|)+O(t
m+1)) for |I| ≤ N−2
and |AI | = |X(N)| · O(t
m+1) for |I| ∈ {N − 1, N}.
Inserting all achieved results into (12), using that there are
(
N
|I|
)
subset of
{1, . . . , N} with cardinality |I| and dividing by |X(N)| completes the proof
of the whole theorem.
To prove Theorem 4.8, we continue by developing an explicit formula for
the coefficient of tm in Pm(N). Therefore, we write
Pm(N) = 1 + C(N) · t
m +O(tm+1)
with coefficients C(N) ∈ N, which remain to be computed. From the recur-
sion formula of Pm(N), one can deduce a recursion formula for C(N), which
has the following form:
C(N) =
N−2∑
k=1
(−1)k+1
(
N
k
)
C(N − k)−
min(m,N−1)∑
i=N−1
1.
Solving this recursion formula, one achieves:
Lemma 4.7.
C(N) = −
m+1∑
y=2
(
N
y
)
Proof.
We show this formula per induction with respect to N . For N = 2, one
has −
∑m+1
y=2
(
2
y
)
= −1, which coincides with the result of Theorem 2.15.
Moreover, per induction, one knows
C(N) =
N−2∑
k=1
(−1)k
(
N
k
)m+1∑
y=2
(
N − k
y
)
−
min(m,N−1)∑
i=N−1
1 =
=
N−2∑
k=1
min(m+1,N−k)∑
y=2
(−1)k
N !
k! · y! · (N − k − y)!
−
min(m,N−1)∑
i=N−1
1 =
=
min(m+1,N−1)∑
y=2
N−y∑
k=1
(−1)k
N !
k! · y! · (N − k − y)!
−
min(m,N−1)∑
i=N−1
1
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To simplify this term, one substitutes M = N − y and uses
M∑
k=1
(−1)k
1
k!(M − k)!
=
M∑
k=0
(−1)k
1
k!(M − k)!
−
1
M !
=
=
1
M !
(
M∑
k=0
(−1)k
(
M
k
)
− 1
)
= −
1
M !
,
which is true since applying the binomial theorem yields
∑M
k=0(−1)
k
(
M
k
)
= 0.
Hence, one achieves
C(N) = −
min(m+1,N−1)∑
y=2
(
N
y
)
−
min(m,N−1)∑
i=N−1
1.
If m ≤ N − 2, the second sum vanishes and min(m + 1, N − 1) = m + 1.
Thus, C(N) = −
∑m+1
y=2
(
N
y
)
. If m ≥ N − 1, the second sum is equal to 1 and
min(m+1, N − 1) = N − 1. Hence, one obtains C(N) = −
∑N−1
y=2
(
N
y
)
− 1 =
−
∑N
y=2
(
N
y
)
= −
∑m+1
y=2
(
N
y
)
since
(
N
y
)
= 0 for y > N .
Finally, we reach the aim of this section and obtain an explicit formula
for the probability of mutual left coprimeness:
Theorem 4.8.
For m,N ≥ 2, the probability that N nonsingular polynomial matrices from
F[z]m×m are mutually left coprime is equal to
Pm(N) = 1−
m+1∑
y=2
(
N
y
)
tm +O(tm+1).
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5 Application to Parallel Connected Linear
Systems and Convolutional Codes
5.1 Reachability of Parallel Connected Linear Systems
The aim of this section is to compute the probability that the parallel con-
nected system
x1(τ + 1) =A1x1(τ) +B1u(τ)
... (16)
xN (τ + 1) =ANxN (τ) +BNu(τ)
with state vectors xi ∈ F
ni for i = 1, . . . , N and input u ∈ Fm is reachable. To
this end, consider right coprime factorizations (zI −Ai)
−1Bi = Pi(z)Q
−1
i (z).
Proposition 5.1. [3]
The parallel connected system (16) is reachable if and only if
(a) (Ai, Bi) are reachable for i = 1, . . . , N and
(b) Q1(z), .., QN (z) are mutually left coprime.
Our aim is to count the number of reachable interconnections by counting
possible coprime factorizations of the transfer functions of the node systems.
Therefore, we need the following statements.
Lemma 5.2.
Let Q ∈ F[z]m×m nonsingular be in Hermite form with deg(det(Q(z))) = n.
Then, there are exactly |GLn(F)| reachable pairs (A,B) ∈ F
n×n × Fn×m with
(zI − A)−1B = P (z)Q(z)−1 for some P ∈ F[z]n×m such that P and Q are
right coprime. In other words, there are exactly |GLn(F)| polynomial matrices
P ∈ F[z]n×m such that P and Q are right coprime and PQ−1 could be written
in the form P (z)Q(z)−1 = (zI − A)−1B, where (A,B) ∈ Fn×n × Fn×m is
reachable.
Proof.
According to Proposition 2.3 of [13], there exist a reachable pair (A,B) and
a polynomial matrix P that is right coprime to Q, such that (zI −A)−1B =
P (z)Q(z)−1. Now, one considers the orbit of this pair (A,B) under the sim-
ilarity action on the state space, i.e. the set {(TAT−1, TB) | T ∈ GLn(F)},
which clearly consists only of reachable pairs. If (zI − TAT−1)−1TB =
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P˜ (z)Q˜(z)−1 is a right coprime factorization of the transfer function with Q˜
in Hermite form, it follows from Theorem 2.4 a, of [13] that Q = Q˜U with
a unimodular matrix U ∈ GLn(F[z]). But since the Hermite form of a ma-
trix is unique and Q˜ and Q are both in Hermite form, one knows Q˜ = Q.
Thus, Q leads to at least |GLn(F)| reachable realizations (A,B). On the
other hand, the reverse direction of the statement of Theorem 2.4 a, of [13]
shows that the right coprime factorizations (zI−A1)
−1B1 = P1(z)Q(z)
−1 and
(zI −A2)
−1B2 = P2(z)Q(z)
−1 together with the reachability of (A1, B1) and
(A2, B2) imply (A2, B2) = (TA1T
−1, TB1) for some T ∈ GLn(F). Therefore,
Q leads to at most |GLn(F)| reachable realizations (A,B).
Lemma 5.3.
Let (A,B) ∈ Fn×n × Fn×m and G(z) = (zI − A)−1B = P (z)Q(z)−1 be
the corresponding transfer function with P ∈ F[z]n×m, Q ∈ F[z]m×m, where
det(Q) 6≡ 0. Then, the reachability of (A,B) only depends on P .
Proof.
By the well-known Kalman test, system (A,B) is reachable if and only if
c = 0 is the only solution of cAiB = 0 for 0 ≤ i ≤ n− 1 with c⊤ ∈ Fn. Note
that cAiB = 0 for 0 ≤ i ≤ n− 1 implies cAiB = 0 for i ≥ 0 by the theorem
of Cayley-Hamilton. Since (zI−A)−1 =
∑∞
i=0
Ai
zi+1
, reachability is equivalent
to the fact that c = 0 is the only solution of c(zI −A)−1B ≡ 0 with c⊤ ∈ Fn.
This means that cP ≡ 0 for cT ∈ Fn implies c = 0, which is a criterion that
only depends on P .
Now, we are ready to prove the main theorem of this section:
Theorem 5.4.
The probability that the parallel connected system given by (16) is reachable
is
N∏
i=1
ni+m−1∏
j=m
(1− tj) · Pm(N),
where Pm(N) is the probability that N polynomial matrices from F[z]
m×m in
Hermite form are mutually left coprime.
Proof.
For i = 1, . . . , N , consider right coprime factorizations (zI − Ai)
−1Bi =
Pi(z)Qi(z)
−1. From Theorem 2.11 (a) one knows that deg(det(Qi)) = ni for
i = 1, . . . , N and from Theorem 2.11 (b) that one could assume that the
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polynomial matrices Q1, . . . , QN are in Hermite form. According to Lemma
5.2, for every such Qi, there exist exactly |GLni(F)| reachable pairs (Ai, Bi).
Therefore, the probability that condition (b) of Proposition 5.1 is fulfilled is
equal to the probability that arbitrary polynomial matrices Qi (in Hermite
form) with deg(det(Qi)) = ni for i = 1, . . . , N are mutually left coprime.
Since this condition only depends on the matricesQi and according to Lemma
5.3, the reachability of the node systems only depends on Pi, one could just
multiply the probability of mutual left coprimeness with the probabilities
that the node systems are reachable (see Theorem 3.1 for the corresponding
formula).
Remark 5.5.
Since the reachability of the parallel connection of (Ai, Bi, Ci, Di) is indepen-
dent of (Ci, Di) for i = 1, . . . , N , the formula of the preceding theorem is also
valid if (Ci, Di) are chosen randomly and are not fixed to (I, 0) as in (16).
Finally, we obtain an asymptotic formula for the probability of reachabil-
ity for a parallel connection.
Theorem 5.6.
The probability that the parallel connection of N linear systems with m inputs
is reachable is equal to
1−
m+1∑
y=1
(
N
y
)
tm +O(tm+1).
Proof.
Inserting the formula of Theorem 4.8 into Theorem 5.4, leads to
N∏
i=1
ni+m−1∏
j=m
(1− tj) · Pm(N) =
= (1−N · tm +O(tm+1)) ·
(
1−
m+1∑
y=2
(
N
y
)
tm +O(tm+1)
)
=
= 1−
m+1∑
y=1
(
N
y
)
tm +O(tm+1).
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5.2 Non-Catastrophic Convolutional Codes
In this final section, we want to transfer the results of the preceeding sections
to convolutional codes. Therefore, we start with a short introduction about
convolutional codes and their correlation with linear systems.
Definition 5.7.
A convolutional code C of rate k/n is a free F[z]-submodule of F[z]n of
rank k. Hence, there exists G ∈ F[z]n×k of full column rank such that
C = {v ∈ F[z]n | v(z) = G(z)m(z) for some m ∈ F[z]k}.
G is called generator matrix of the code and is unique up to right multi-
plication with a unimodular matrix U ∈ Glk(F[z]).
Definition 5.8.
Let ν1, . . . , νk be the column degrees of G ∈ F[z]
n×k. Then, ν := ν1 + · · ·+ νk
is called the order of G. The degree δ of a convolutional code C is defined as
the minimal order of its generator matrices. Equivalently, one could define
the degree of C as the maximal degree of the k × k-minors of one and hence,
each generator matrix of C.
Theorem 5.9.
It holds ν = δ, i.e. G is a minimal basis of C, if and only if G is column
proper.
Definition 5.10.
A convolutional code C is called non-catastrophic if one and therefore,
each of its generator matrices is right prime.
In the following, it should be explained, how one could construct a convo-
lutional code based on a linear system (see [12]). To this end, we start with
a linear system (A,B,C,D) ∈ Fs×s × Fs×k × F(n−k)×s × F(n−k)×k and define
H(z) :=
[
zI −A 0s×(n−k) −B
−C In−k −D
]
.
The set of
(
y
u
)
∈ F[z]n with y ∈ F[z]n−k and u ∈ F[z]k for which there
exists x ∈ F[z]s with H(z) · [x(z) y(z) u(z)]⊤ = 0 forms a submodule of
F[z]n of rank k and thus, a convolutional code of rate k/n, which is denoted
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by C(A,B,C,D). Moreover, if one writes x(z) = x0z
γ + · · · + xγ , y(z) =
y0z
γ+· · ·+yγ and u(z) = u0z
γ+· · ·+uγ with γ = max(deg(x), deg(y), deg(u)),
it holds
xτ+1 = Axτ +Buτ
yτ = Cxτ +Duτ
(xτ , yτ , uτ) = 0 for τ > γ.
Furthermore, there exist X ∈ F[z]s×k, Y ∈ F[z](n−k)×k, U ∈ F[z]k×k such that
ker(H(z)) = im[X(z)⊤ Y (z)⊤ U(z)⊤]⊤ and G(z) =
(
Y (z)
U(z)
)
is a generator
matrix for C with C(zI −A)−1B +D = Y (z)U(z)−1.
Conversely, for each convolutional code C of rate k/n and degree δ, there
exists (A,B,C,D) ∈ Fs×s × Fs×k × F(n−k)×s × F(n−k)×k with s ≥ δ such that
C = C(A,B,C,D). Moreover, it is always possible to choose s = δ. In this
case, one calls (A,B,C,D) a minimal representation of C.
Theorem 5.11. [12]
(A,B,C,D) is a minimal representation of C(A,B,C,D) if and only if it is
reachable.
Theorem 5.12. [12]
Assume that (A,B,C,D) is reachable. Then C(A,B,C,D) is non-catastrophic
if and only if (A,B,C,D) is observable.
Since a convolutional code might have different realizations, partly mini-
mal and partly not, we will need the following theorem to be able to compute
the probability of non-catastrophicity for a convolutional code.
Theorem 5.13.
If (A,B,C,D) is a minimal representation of a convolutional code C, the set
of all minimal representations of C is given by {(SAS−1, SB, CS−1, D) | S ∈
Glδ(F)}.
Proof.
Clearly, (SAS−1, SB, CS−1, D) is a minimal representation of C. On the
other hand, let (A,B,C,D) and (A˜, B˜, C˜, D˜) be minimal representations of
C. Set K :=
(
−I
0
)
, L :=
(
A
C
)
and M :=
[
0 B
−I D
]
and define K˜, L˜ and
M˜ analogously. It follows from Theorem 3.4 of [11] that there exist (unique)
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invertible matrices S and T such that (K˜, L˜, M˜) = (TKS−1, TLS−1, TM).
Write T =
[
T1 T2
T3 T4
]
. Thus, the first of the preceding equations, implies
T1 = S and T3 = 0. Inserting this into the second equation, leads to A˜ =
SAS−1+T2CS
−1 and C˜ = T4CS
−1. Finally, the third equation yields T2 = 0,
T4 = I and using this B˜ = SB as well as D˜ = D.
With the help of the preceding theorems, it is possible to transfer the
probability results for linear systems to probability results for convolutional
codes.
Theorem 5.14.
The probability that a convolutional code of rate k/n and degree δ ≥ 1 is
non-catastrophic is equal to
P rcn−k,δ,k =
Pr((A,B,C) ∈ Fδ×δ × Fδ×k × F(n−k)×δ reachable and observable)
Pr((A,B) ∈ Fδ×δ × Fδ×k reachable)
(17)
= 1− tn−k +O(tn−k+1). (18)
Proof.
Equations (17) and (18) are simply the statements from Lemma 3.6 and The-
orem 3.7. Hence, it remains to show that the probability of non-catastrophicity
is equal to one of the expressions from (17). Consequently, there are two pos-
sibilities to prove this theorem.
The first way is to show that the probability of non-catastrophicity is equal
to P rcn−k,δ,k. From the previous subsection, one knows that there exists
(A,B,C,D) ∈ Fδ×δ×Fδ×k×F(n−k)×δ×F(n−k)×k such that C = C(A,B,C,D)
and a generator matrix of C of the form G =
(
Y
U
)
with C(zI−A)−1B+D =
Y (z)U(z)−1. Since G is of full column rank and unimodular equivalent gen-
erator matrices define the same convolutional code, one could assume that U
is in Kronecker-Hermite form. In particular, it is column proper and because
Y U−1 is proper, it follows from Lemma 2.12 that degj(Y ) ≤ degj(U) for j =
1, . . . k. Finally, one knows from Theorem 5.9 that deg(det(U)) = δ. Conse-
quently, G ∈M(n−k, δ, k) (see Definition 3.5) and since non-catastrophicity
of C is equivalent to right primeness of G, the statement follows.
A second way to prove this theorem is to use Theorem 5.12. According to
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Theorem 5.13, each convolutional code of degree δ has exactly |GLδ(F)| min-
imal representations (A,B,C,D), i.e. exactly |GLδ(F)| representations with
(A,B) reachable; see proof of Lemma 3.6. Moreover, if one of these repre-
sentations is observable, they are all observable and this is the case if and
only if the corresponding code C(A,B,C,D) is non-catastrophic. Hence, the
probability of non-catastrophicity is equal to the right hand side of equation
(17).
6 Conclusion
We calculate the probability that a polynomial matrix of a special structure is
right prime as well as the probability that N polynomial matrices in Hermite
form are mutually left coprime. Furthermore, we use these results to obtain
asymptotic formulas for the probabilities that a linear system is reachable
and observable, that a convolutional code is non-catastrophic as well as for
the probability that a parallel connected linear system is reachable. The
correspondence between linear systems and convolutional codes was further
investigated in [14], where multidimensional systems and codes over finite
rings were considered. It remains an open question for future research to
study other correlations between polynomial matrices or linear systems and
convolutional codes, e.g. in the field of convolutional network coding [8].
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