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A Cramer-Rao type lower bound for minimum loss unbiased estimators with 
values in a manifold is derived, and the corresponding notion of efftciency is 
investigated. A by-product is a generalisation of the concept of covariance of a 
multivariate statistic to one of a statistic with values in a manifold. 0 1991 Academic 
Press, Inc. 
1. INTRODUCTION 
Let (a, p) be some measure space, and S: Q -+ A4 a measurable mapping 
from 52 into a smooth manifold M. 
Given a probability distribution f(w) C+(O) on Sz, so that f: B + IF4 is a 
nonnegative integrable function with Jof(a) dp(o) = 1, then S may be 
considered as a random point on M. Under certain circumstances one is 
tempted to see S as an estimator of some point 4 of M, characterizing a 
property of J: 
Let be given a nonnegative measurable function r: Mx A4 --) R, 
expressing for x, y E A4 the penalty that S takes the value y while 4 =x. 
Then one may consider the (expected) loss function L: M+ [0, a] 
L(x)= E(r(x, S)) = J, 4x, S(w))f(o) 44o). 
If this function attains a global minimum for x = 4, 4 is said to be a 
minimal loss approximation of S. Of course this notion gains interest if the 
loss function L attains its minimum in a unique point. 
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Now consider a family of probability distributions f(O, CO) C&(O) on Q 
indexed by 8 E 0, where 0 is a smooth manifold. Suppose 4: 0 + M is a 
mapping, such that d(e) is a minimal loss approximation of S with respect 
tof(8, o) &L(w). One wil then say that S is an unbiased estimator of 4. In 
this report we investigate the phenomenon that there is a lower bound to 
the accuracy of unbiased estimators of 4. This finds its expression in the 
information inequality (Theorem 3.2) also called Cramer-Rao inequality. 
Formulated in the case that 0 = M and 4 equals the identity it takes the 
form 
Cov,(S) z I, ‘. 
This expression may be compared to Cencov [2, Theorem 15.31. The left 
side is the covariance form of the random point S which appears as a 
symmetric bilinear form on the cotangent space T&M. The appearance of 
the cotangent space reflects the fact that in general there is no reasonable 
way to give a global coordinatization of M (as is possible if M were a 
vectorspace). The right side is the inner product on T,*Q induced by the 
Fisher information inner product on the tangent space TOO. Our theorem 
takes the form of the information inequality of Rao [ 10, Section 5a.31, and 
generalizes it to estimators of parameters in a manifold. We feel confirmed 
by Cencov [2, Theorem 15.31, where the use of covectors is introduced. 
As an application, we will consider the particular case where M is a sub- 
manifold of Euclidean space and where the penalty function r equals the 
square of the Euclidean distance, r(x, y)= Ilx-v11*. In this case the 
covariance of an estimator S only depends on the classical expectation 
value of S and the differential geometry of the embedding of A4 in IWN 
(Theorem 4.1). 
Finally we study families of probability distributions where the 
Cramer-Rao inequality is in fact an equality. This leads to the notion of 
efficiency of the estimator S. As special examples for Theorem 5.2 we find 
the family of Fisher-von Mises distributions on S” with given concentra- 
tion parameter. Then we restrict as above to the case where M is a 
submanifold of Euclidean space. We derive that if S is an efficient estimator 
for a parameter of a family of probability distributions f(0, o) &(w), 
the family f(0, o) L+(W) can be embedded in an exponential family 
(Theorem 6.1). We also obtain a criterion for subfamilies of exponential 
families whose parameter is efficiently estimated by S (Proposition 6.1). 
This leads to a generalization of the classical theory of efficient estimators 
to the case of estimators of parameters with values in a sphere Sk 
(Example 6.2). 
Besides the usual hypotheses associated to the family of probability dis- 
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tributions, additional hypotheses on the penalty function r and the estimator 
S should make available the techniques of d$f erential geometry. In particular 
we do not intend to obtain the generality of W&man [ 111. 
2. GENERAL NOTATIONS AND DEFINITIONS 
Let M be a smooth manifold and x E M. The tangent space of M at x is 
denoted by T,M. The cotangent space T,*M is by definition the dual 
vectorspace (T,M)* of T,M. 
If v E T,M and f is a smooth function defined on (a neighborhood of x 
in) M, then the derivative off in the direction v is denoted by vf More 
generally V is a smooth vectorfield on M if for any x E M a tangent vector 
V(x) E T,M is given, so that for every smooth (real valued) function f on 
M the function x H (Vf )(x) = V(x) f is smooth. 
Let 0 be another smooth manifold. Suppose 4: 0 -P M is a differentiable 
map and 6 E 0. Then there is a linear map 4*: TOO --t TbC,,M defined by 
d,(y) f = y(f 0 d), where y E TOO and f: M -+ IF! is a smooth function. The 
linear map 4, gives rise to the dual map QI*: T&, M-P T,+O, defined by 
(4*(v))(Y) = rl(d*(Y)). 
Next we describe the notations associated to Cartesian products. For 
(x, 6) E Mx 0, the tangent space TCx,B, M x 0 is canonically isomorphic 
to the direct sum T,M@ TOO and the corresponding inclusions as a 
direct summand are denoted iCx,sj: T,M+ T(,,,Mx 0 and jcx,s,: TOO + 
T,, 8) M x 0, respectively. They are induced by the smooth maps 
i,: M + M x 0 and j.y: 0 + M x 0 defined by is(x) = (x, 6) and j,(6) = 
(4 0) as follows: icx,O, = (ioh+., jcx,81 = (jx)*. 
Let V be a smooth vectorfield on M, then we will denote by P the 
vectorfield on M x 0 with p(x, 6) = i (X,B)( V(x)). Letf: Xx Y + Z be a map 
and y E Y, then fV : X + Z is defined by fY(x) = f (x, y). 
Let f: M -+ R! be a differentiable map and x E M. The point x is called 
stationary (or critical) if for all v E T,M one has the equality vf = 0. This is, 
of course, the case if x is a local minimum or maximum forJ: 
Next we describe the “second derivative” at a stationary point, following 
Milnor [9, p. 31. Suppose x is a stationary point. Let V and W be smooth 
vectorfields on M, then Ux)(Wf)=(UWf))(x)=(CK wlf)@)+ 
( W US))(x) = (C K Wl(x)f I+ Wx)( J!f) = Wx)( vf 1. Therefore Ux)( V-1 
only depends on V(x) and W(x). In particular, we may define a bilinear 
form H, f on T,M, called the Hessian off at the stationary point x as 
follows: H,f(v, w) = v( Wf), where W is a smooth vectorfield with 
W(x) = w. It is clear that H,f is symmetric. Moreover, if x is a minimum, 
the symmetric form H, f is positive semi-definite (H, f 3 0). The stationary 
point is called non-degenerate if H, f is non-singular. A non-degenerate 
stationary point is isolated (among the stationary points). 
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3. THE MAIN RESULT 
3.1. The Objects 
Let P(0) be the collection of positive measurable functions f: 52 -+ R 
such that Iof &(w) = 1. Let 0 be a smooth manifold andj 0 + P(Q) 
be a map. We will denote (f(Q)(o) byf(t?, o) orfJ0). Associated tofone 
has the function I: 0 x Q + [w, defined by I(0, o) = log(f(8,o)). 
Let 4: 0 --) M be a differentiable map and S: Q + M be a measurable 
map. Let r: Mx M+ R be a nonnegative smooth function. We will 
consider the function L: M x 0 + IF! u {co } defined by 
L(x, 0) = j 4x, S(o)).f(e, 0) 44~) = E,(r(x, S)). (3.1) R 
We will assume that the function x H L,(x) = L(x, 0) is bounded and 
differentiable of class C*. 
S is an unbiased estimator of 4 if the function L,(x) is minimal for 
x=+4(e). S is a stationary estimator of 4 if b(e) is a stationary point of 
the function L,(x). Remark that an unbiased estimator is a stationary 
estimator. 
3.2. The Equations 
Suppose S is a stationary estimator of 4. Thus for any tangent vector 
u E TbCe,M, we have the equation vL, = 0 (stationarity condition at e), and 
more generally, if V is a smooth vectorfield on M, 
for all 0 E 8 (stationarity condition). 
(3.2) 
Note that FL: Mx 8 + [w is differentiable for any smooth vector-held V 
on M. 
From Eq. (3.2) we will use only the first-order infinitesimal form at &,, 
as follows: 
1. For any tangent vector v E TmceO, M we obtain the equation 
vLeo = 0. (3.3) 
2. For any smooth vector field V on A4 and y E T,,Q, using the chain 
rule, we obtain the equation 
0 =Y(e H (Wbw 0)) = (ioce,,,e,,4*(~))( fQ4 +(jc4c00J,00~ Y)( vu. (3.4) 
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Remark about the first term of Eq. (3.4) that 
where Ho,, denotes the Hessian Hbco,,Loo of L,, at the stationary point 
d(O,). If L,,(x) is minimal for x = d(O,) then H, is positive semi-definite. 
3.3. The Integral Expressions 
This subsection may be considered as a summary of further conditions 
posed on r, S, and J To simplify the formulas, we will introduce the 
function p = pS: M x 52 + IF& defined by p(x, w) = r(x, S(w)). Under 
suitable hypotheses on Y, S, and f we obtain the following expressions: 
For all u E TbcB,,,M, 
0 = G90 = I (wuJf(4h 0) &(a). (3.5) n 
The Hessian of L, at &O,) is given by 
(3.6) 
where V, w E T,,,,,M and W is a smooth vectorlield with W(4(&)) = w. 
Note that the integrand does depend on the choice of W, but the integral 
does not. 
The second term of Eq. (3.4) is given by 
(j(@(Oo).Bo) v)( m 
= s R (V(~(e,))p,)(yl,)f(e,, 4 444. 
Thus Eq. (3.4) leads to the equivalent expression 
-b&u~)~ u)+f ~Ww~b&Mvo~ 4 &(w) 
R 
all YE To,0 and u 6 Tm,,M. (3.7) 
We will suppose that w H up, and o ~yl,, belong to L2(f(&,, o) dw). 
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3.4. The Consequences 
In this section we will further study Eq. (3.7). It wil lead to an analog of 
the classical information inequality. Define the symmetric nonnegative 
bilinear forms C on T4(B,,l M and I on TO,0 as follows: 
For 0, w E T4~oo~ A4 one defines C(u, w) = CO&u, w) = jQ (up,)(wp,) 
f(&, w) 4(w), and for Y, - 7 E TO,,0 one delfines Z(y, z) = jn (yf,)(zZ,) 
f(O,, w) &(o). Note that Z is the so-called Fisher information form. The 
symmetric form I is supposed to be positive definite. - m 
Define H= H,: T@(,,,,M + TX,,, M, by (A(o))(w) = H,,(u, w), and define 
1”=7,,: Te,O-+T~O by (~(~i))(yz)=Z(y,, y2). By hypothesis Zis positive 
definite, so that 7 is an isomorphism. Define the positive definite bilinear 
form I-’ on TZO by ZZ’(ti, t2)= <,(T-‘(5,)). Remark that this is the 
inner product on T,*,O for which 7 is an isometry. 
LEMMA 3.1. 
where the maximum is taken ouer y E TOO 0 with Z( y, y) = 1. 
ProoJ We will seek to maximize y H HO&b,(y), V) = H,,,(u, d,(y)) = 
#*(&u))(y) with the constraint Z(y, y) = 1. Since Z is positive definite, the 
maximum is attained. Suppose the maximum is attained at y,. There wil 
exist a Lagrange multiplier 1 E Iw, such that for each h E TO,@, 
4*(&))(h) = A .WY,, h) = 24?iy,))(h), 
so that in particular 4*(fi(u))(y,) = 2;1Z(yy,, y,) = 21 and r”-‘(4*&u)) = 
2~~0. Thus {~*G%NY,))~ = 23 .4*(ffW(~,) = ~*G%WM = 
Z-‘(4*(&u)), 4*(&u))). This proves the lemma. 
THEOREM 3.1 (Basic inequality). Suppose S is a stationary estimator of 
4, then one has for u E T,o,M: 
C(u, u) 2 z-‘($*8(u), cj*R(u)). (3.8) 
Proof Applying the Cauchy-Schwartz inequality to Eq. (3.7) it follows 
that 
W,,(4,(Y)~ 4’ G C(u, u) .m Y). (3.9) 
Applying the previous lemma to the left-hand side gives the theorem. 
The classical information inequality has a somewhat different form. We 
may establish this in the following way. 
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DEFINITION 3.1. If fi is invertible, the covariunce (form) of S with 
respect tof(&, o) &(w) is defined to be the positive semi-definite form 
~v?&m1~ 52)= afi-‘(t,), mm (51, tz E T&I&). 
In the classical situation this form gives the covariance matrix of the 
multivariate estimator S. (See Example 4.1.) Note that the covariance of S 
remains unchanged if the penalty function r is multiplied by a positive 
scalar. The hypothesis that fi is invertible means that He, is a non singular 
bilinear form and that d(6),) is a non degenerate stationary point of L,,. In 
particular 4(&J is an isolated stationary point. If, moreover, S is unbiased 
then H, is positive definite. We may formulate the information inequality 
as follows. 
THEOREM 3.2 (Information inequality). Suppose S is a stationary 
estimator of 4 and fi is invertible, then one has for 5 E T$OO,M: 
COV,W)(~~ e, 2 ~-‘(d*(t), 4*(r)). (3.10) 
4. EXAMPLES 
EXAMPLE 4.1. Consider the Euclidean space M = IV’, with the function 
r(x, v) = [Ix - yJ/ 2. In this example the tangent space T,M can be identified 
with 68” and the cotangent space with the dual (IV)*. The isomorphism 
R” + (w)* induced by the standard inner product will be denoted 
by x H x’. The loss function will be L(x, 0) = E,( I/x - Sll’). Suppose 
S is an unbiased estimator of 4. Suppose E,(S) and E,(llSl12) exist (and 
are finite). Then L&x) = E,( ((x - S(12) = E,( ((x - E,(S) + E,(S) - S(l’). But 
E,((x - E,(S))’ (E,(S) - S)) = (x-E,(S))’ (E,(S) - EJS)) = 0. Therefore 
L,(x) = [Ix- Es(S)/12 + EB( IlEe - Sll’), which is minimal for x = E,(S). 
Thus & 0) = EB( S). 
For U E R” define the constant vectorfield u on Iw” by 8(x) = U. Let V, , 
v2 E R". Then H,(v,, u~)=U”~(~(~))~~(L~(X))=U”~(~(~))B~(X’X-~~’E~(S) 
+ llEs(S)l12) = 2v:v,. In particular, &vi) = 2::. 
Furthermore, for UE IJV’ we have (UpJ(x) = 2(x- S(o))‘U, so 
that C(v,, v2) = Ee(2(&8) - S)(ui +2(4(e) - S)*v2) and Cov,(S)(v;, us) = 
EB((d(N - WV, . (4(e) - Wv2) = Eo((vlY (d(Q - s) . (~2)’ (4(e) - s)), 
which is the classical covariance form. The information inequality is the 
classical one as can be found, e.g., in Rao [ 10, Section 5a.31. 
If, moreover, 8 = M and 4: 0 -P M is the identity, then 4* = 
Id: TgO,M + T,*@ and the information inequality can be found, e.g., in 
Cencov [2, Theorem 15.31. 
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Remark 4.1. Define a: [w”’ + [w” by v’(a(w)) = Cov,(S)(v’, w’), then we 
have the incidental equality 
Trace(a) = L(4(0), 0). 
Loosely spoken: the trace of the covariance equals the variance. In general, 
if A4 has a Riemannian structure, there is a natural isomorphism 
T,,,,M + T,*,,,M denoted by v H v’, and the corresponding mapping 
a: T,,,,M + T4(,,M can still be defined. But in the general situation the 
above equality need not hold. 
EXAMPLE 4.2. Consider the sphere M= S”, with the function r(x, y) = 
IJx - yll* (Euclidean square distance). Let i denote the inclusion of M in 
R m+ I. Then for x E A4 the tangent space T,M may be identified via i, with 
the vectors v with x’v = 0. The loss function will be L(x, 19) = E,( /Ix - SII *). 
Suppose S is an unbiased estimator of 4. 
It is clear that E,(S) and Ee( llSl1*) exist. Thus, as in the previous 
example, L,(x) = E( IIx - Sll*) = E,( [Ix - E,(S) + E,(S) - S[l*). But 
E,((x - E,(S))’ (EO(S) - S)) = (x-E&S))’ (E,(S) - E,(S)) = 0. Therefore, 
L@(x) = IIx - E,(S)11 * + E,( IlEe - SII 2), which is minimal for any point 
x E A4 for which the square distance IIx - Ee(S)II ’ is minimal. Thus 
4: 0 + S” is such that l/#(e) - Ee(S)II * is minimal. Theorefore, if E,(S) # 0, 
d(0) = E,(S)/IIE,(S)II. If E,(S) = 0, no restriction exists for 4(e). 
Let UE T,FP, then one may form the tangent vectorlield 0 of S” with 
0(y) = U - (y’U) y. In particular, 8(x) = U. 
Note that L@(x) = -2x’E,(S) + terms independant of x, and that 
~(~(@)‘E,(S) = 0. Let vl, v2 E Tb,,,S”. Then 
ffdu1, ~2) = o,fi,Wdx))= ~,o”2(-2x%(S)) 
= vl( -2(v, - (x’v~)x)~E~(S)) 
= 2(4v,)(~(~)YE,(W + 2(#(@‘~2)4EdS) 
= 2(v:u2) IIEe(S))II. 
In particular, &v,) = 2 lIEe(S vi. Thus fi is invertible if EB(S) # 0. 
Furthermore, for UE [w” we have (up,)(x) =2(x - S(w))‘U, so that 
C(v,, v2) = E&34(@ - s)’ (vl) .2($(@ - W (v2)) and 
cov,(s)(v;) v;, = W(v,Y (4(e) - s). (~2)’ (4(e) - s)) 
IIEs(Wl12 
By Mardia [8, p. 1181 this quantity is named the divergence of S. Remark 
that U&O), 0) = EdIM(~) - Sll’) = 1+ 1 - 2 lIEe(S = 2(1- II~e(WI ), so 
that lIEe(S = 1 - $L(b(8), 0). 
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EXAMPLE 4.3. We generalize the previous example to the case of 
Euclidean manifolds as considered in Hendriks, Janssen, and Ruymgaart 
[S]. In this context it is proposed to name the minimal 10s approximation 
4(O) of S, the mean location MB(S) of S. 
Let Mc IWN, with the function r(x, y) = 11x -yl12 (Euclidean square dis- 
tance). Suppose, for definiteness, that A4 is given by a C2 map f: IW”’ + Oflk, 
so that M=f -l(O) and the Jacobian J,f is of maximal rank k for all 
XE M. In that case T,M may be identified with Ker(J,f) = { UE [W”‘; 
(J,f) U= 0 E (Wk}. For UE T,M, a vectorfield along M is defined by 
QY) = u- Vyf)’ CJJ(J.Yf)‘l -l (JJ) u. (4.1) 
In particular, 8(x) = U. Suppose E,(S) and E,( llS112) exist. Let x E M, then 
~e(x)=Ee(Ilx-Ee(S)+E~(S)-S(~)ll~) 
=Eo(Ilx-W~)l12+ IIEe(~)-~(~)l12) 
= Ilx-US)I12 +E,(IlWS)- W4112), 
which is minimal if IIx - Es(S)11 2 is minimal. 
Conclusion 4.1. S is an unbiased estimator of 4, if and only if #(tI) 
minimizes JIx - Ee(S)lI 2 for x E M. 
Note that if M is a closed subset of [WN, a map 4 as in Conclusion 4.1 
exists. Suppose that S is an unbiased estimator of 4. Stationarity (Eq. (3.3)) 
implies that for x = d(0), and all U E T,M, UL, = U( y H II y - EB(S)l12) = 
2(x - E&S))’ U = 0, so that 
(d(e) - E,(S)) 1 T,,,& (4.2) 
For any mapping W: A4 + [WN and VE T,M, let V, WE IWN denote the 
componentwise derivative of W in the direction V. Define the second 
fundamental form of A4 at x, 
a: TJ4 x T,M + (T,M)‘, 
as follows: a( U, V) is the orghogonal projection on (T,M)’ of V, v, where 
P is any tangent vectorlield of M with r(x) = V. From Eq. (4.1) we obtain 
the following. 
Conclusion 4.2. a( U, V) = -(J, f )' [J, f. (J, f )‘] -’ U(Jf) V. 
Here U(Jf) denotes the componentwise derivation of the matrix Jf in the 
direction U. The mapping a is symmetric bilinear. 
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Given r E (T,M)’ a linear map 
A,,: T,M+ T,M 
is defined by (A,,(U))’ V= c(( U, V)‘v. (See Kobayashi and Nomizu 
[7, Chap. VII, Section 31.) We will call A, the Weingarten map associated 
with v. 
Given U, VE TmcH, M, one has 
ff,(U, V= U&4= U(~(YH IIY-E,(W*)) 
= WY H XY - J%(S))’ @Y)) 
=2U'V+2(&tl- E,(S))‘V,P 
=2U'V+2(&8)-E,(S))'a(U, V) 
=2(U+A ~(e,-E~(S)ww~ 
Conclusion 4.3. R(U) = 2( U + A,,+ ER(SJ U))’ (U E T,,,,M). 
Therefore fi is completely determined by the classical expectation value 
E,(S) and the geometry of M. 
As C( U, V) = Ee((2(d(8) - S(o))‘U)(2(#(8) - S(w))! I’)), from Eq. (4.2) 
one obtains the following 
Conclusion 4.4. C(U, V) = 4E,((E,(S) - S(o))‘U. (EJS) - S(o))'V) 
(U I/E Tqs(o,W. 
C is completely determined by the classical covariance form of S. 
THEOREM 4.1. The information inequality only depends on the classical 
expectation value and covariance of S, the classical Fisher information form 
and the differential geometry of the embedding of A4 in R”. 
APPLICATION 4.1. We redo Example 4.2. Let M = s” = (x E Iw”+ ‘; 
xfx= l}. Then T,ME {UER”+‘; 2x’U= 0} and if Eo(S) # 0, the point 
nearest to E,(S) is 
E,(S) 
'(@= IIEs(S)ll' 
For UE T,M we have the vectorfield a(x) = U- (x’U)x. Therefore 
a( U, V) = - (U’V)x and A,,(U) = - EU, so that A,(,,- Eo(SJ U) = 
-ll#(e)-E,(s)11 U= -(l- IIEe(S)Ij)U. As a consequence, 
A(U) = 2( U- (1 - lIEe(S U)‘= 2 lIEe(S U’. 
Other explicit examples may be found in Hendriks, Janssen, and 
Ruymgaart [ 51. 
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5. EFFICIENCY 
Suppose that for some u E T ,,e,,,(M), Eq. (3.8) sharpens to an equality 
C(v, u) =z-‘(#*ii(v), (4*Lqzgj. 
Then let y = r-‘(d*R(v)) so that C(V, u) = Z(y, y). We obtain the following 
equalities: ff~,(+,(yL 0) = ff~,(v, 4,(~)) = fi(v)(4,(~)) = (4*&u))(~) = 
I(Y) Y = ICY, Y) = C(u, 0). 
In particular, the inequality in Eq. (3.9) sharpens to an equality, and 
therefore from Eq. (3.7), op, and yl, are linearly dependent, 3L E I&! such 
that up, = Lyzyl,. Moreover, from Eq. (3.7) it follows that il= - 1. Thus 
VP, = -f-‘f$*A(u)Z, (for almost all w EL?). 
The stationary estimator S is efficient, if by definition for all 13 E 0 and 
for all UE TdO,, M: 
G?(u, 0) = z,1(~*m4,4*&w (5-l 1 
THEOREM 5.1 (Differential criterion for efficiency). The estimator S of a 
map 4: 0 + M is stationary and efficient if and only if for all 0 E 0 there 
exists a linear map Ze: Tdo,M + TO@ such that for all v E T,,,,M we haue 
VP, = -Z,(u)Z, (for almost all w~Q). (5.2) 
Moreover, if Ze satisfies Eq. (5.2) then 
Proof We only need to prove the sufficiency. Suppose Ze be given. 
Then for u E T W+ we have vLe = j bW)fo(Qdw = -j Z&)(CJf,W 
dw = -Z,(u) f f,(O) do = -Z,(v) 1 = 0. Therefore #(6) is a stationary 
point of L,, and S is a stationary estimator. As a consequence Eq. (3.7) is 
satisfied: 
O= H,(#,(Y)> v) + j (up,)(yl,)f(R 0) dw 
R 
= &h44,(~)) - j (-G(u)LJ(YLJ~(~~ 0) dw 
R 
= &W(4*(Y)) - ZeG(vL Y) = (4*&44)(Y) - mwN(Y) 
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for all y E THO, so that Z,, = 7; ‘#*A,. Furthermore, 
CC% 0) = 1 (v,)(w,)f(~, 0) da R 
= I R (7-‘~*A(v))1,(7-‘~*t7(u))l,,f(e, co) do 
= 1(7-‘q5*&u), ?-‘$d*A(v)) = (B-‘~*I)(u))(7-‘~*R(u)) 
=I-‘(#*fir(u), q5*&u)). 
Therefore S is efficient. 
This criterion is still quite complicated. Fortunately it simplifies enor- 
mously in the following situation: 
APPLICATION 5.1. The purpose of the remainder of the section is to give 
an interesting instance of an efficient estimator. Assume that 0 is an 
(arcwise) connected homogeneous G-space, that Sz and M are G-spaces, 
that S: IR + M is a G-equivariant map (i.e., S(go) = gS(w)) and that p is 
a G-invariant measure on Q. Suppose, moreover, that the penalty function 
r is G-invariant, i.e., r( gx, gy) = r(x, y) (g E G), that the function f(0, w) is 
G-invariant, and that the map 4 is G-equivariant. Finally assume that for 
each 8 E 0, the isotropy group G0 of 0 acts irreducibly on T,O. 
LEMMA 5.1. Let V be a finite dimensional real vectorspace and A be a 
group acting linearly on V, such that V is irreducible, Let K and L be two 
A-invariant symmetric bilinear forms on V such that K is positive definite. 
Then K and L are proportional. 
ProofI One can find a basis for V for which K is represented by the 
identity matrix. According to the theorem of Sylvester one may change this 
basis such that, moreover, L has a diagonal matrix. Let I be a diagonal 
element of L, then L - IK has a nontrivial null space. As this null space is 
A-invariant this implies that it is V so that L - 1K = 0. 
One may apply this lemma to the situation where V= T,O, K(x, y) = 
Z,(x, y), and L(x, y) = H,(d,(x),t,(y)), A = G,. Thus there is a scalar 1, 
such that K= 1,L. Therefore $*H@d* =&l,. By the G-invariance proper- 
ties it follows also that & is independent of 8. The efficiency of S then 
implies by Eq. (5.2) and Eq. (5.3) that there is a scalar 1 such that for all 
8~0 and ye T,O we have 
Y(P,d) = 4*(Y)PuJ = -~YL (for almost all w E 52). 
Since 0 is arcwise connected, this implies that p,(&B)) = -Al,(e) + 
v(w). As above v is a G-invariant function. Consequently, 
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THEOREM 5.2. Suppose the above described symmetry conditions. Sup- 
pose that I?, is non-singular and that q5 is not constant. If S is an efficient 
unbiased estimator then there is a real number, A > 0 and a G-invariant 
measure p on 52, ji and p mutually absolutely continuous, such that 
=exp - 
( 
r(d(W, S(w)) dfi(w) 
1 ) 
Conversely, be given a family of functions f (8, w) of the above form, such 
that ~nf(&W)44~)= 1 f or some 0. Suppose, moreover, that q5* is surjec- 
tive. Then S is a stationary and efficient estimator of 4. 
Proof If 4 is not constant, 4, # 0. Then the non-singularity of H, 
implies that Iz #O. Moreover, the unbiasedness of S implies that HO is 
positive definite so that A> 0. The first part then follows from the introduc- 
tion to the theorem. Note that the measure p equals exp(v(w)/A) d,u(w). 
Note that, by G-invariance, the condition l f(0, co) du(o) = 1 for some 19 
implies it for all 8. To prove the converse, let Z,(v) = -AY,(v), where YB is 
a left inverse for 4,. Then formula Eq. (5.2) is true. The converse part now 
follows from Theorem 5.1. 
In particular we have the following instances where r is supposed to be 
the Euclidean square distance, and 0 = Q = A4, S = ~,4 = Id: 
i. For M= R”, together with the group G of rigid motions 
(generated by the translations and the orthogonal group O(n)), we have 
the normal distributions with given variance. 
ii. For M= S’, taking G = S0(2), we have the von Mises distribu- 
tions with given “concentration parameter” (see Mardia [S, p. 573). 
iii. For A4 = s”, taking G = SO(n + 1 ), we get the Fisher distributions 
with given “measure of precision” or “concentration parameter” (see Fisher 
[3], Mardia [S, p. 2281, or Barndorff-Nielsen [ 1, Example 8.11). 
6. EXPONENTIAL FAMILIES 
In this section we will show that in the case of Euclidean manifolds 
MC RN endowed with the Euclidean square distance as penalty function, 
the families of probability distributions with a stationary and efficient 
estimator can be put in the form of an exponential family. In this situation 
it is useful to consider the linear subspace Vs of R” defined by 
Vs= n span{S(o)- S(0,); o, o0 E Q’}, where the intersection is taken 
over all subsets Q’ c Q for which Q - Sz’ has zero measure. 
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THEOREM 6.1. Let M be a submanifold of RN, r(x, y)= lix-yli” 
(x, ye RN). Suppose given a family f (0, w) dp(w) of probability distrihu- 
tions, where 9~ 0, with 0 a connected manifold. Let 4: 0 + A4 be u 
parameter with stationary and efficient estimator S: Q -+ M. Suppose that 
the maps Z, = 7; ‘c$*I)~ are surjective. Then there are maps [: 0 + Vs and 
a: 0 + [w such that [(0,) = 0, ~(0,) = 0, and 
hf(4 0) = ue = 40) + i(d) ‘S(W) + L(hJ (for almost all 0 E Q). 
(6.1) 
Note that ZB is surjective under the (reasonable) hypothesis that Z, is 
non-singular, and He is positive definite and q5.+ is injective. 
Proof: Note that V,, as a linear subspace of RN, inherits an 
inner product. The inner product will be denoted by a dot. One may 
choose a base S(o,)-S(Q), . . . . S(q)- S(q) for Vs. Then there are 
elements $i~ V, with v = C (tii. v)(S(oi) - S(w,)) (v E Vs). Considering 
T,(,,M as a linear subspace of RN we can write up, = 2~. (d(e)- S(o)). 
We have -Z,(v)(Z, - I,,,) = up, - up,, = -2v.(S(o) - S(o,)) = 
-2v’C ($i’CstO) -  s(OO)))(s(wi) -  s(OO)) = C tvPw, -  vPw,)ll/i’ 
(S(o) -  S(wJ) = -Z,(v) C (Lr  -  L,)lCI, . (S(o) -  S(aJ). Now it 
is given that Z0 is surjective. Let /?: 0 -+ V, be defined by B(e) = 
C (L,(e) - L,UW,~ then L(e) - Lo(e) = B(e). (Sk4 - SbJ) + ~(4, 
for some function x. Therefore l,(0) - Z,(&,) = l,(e) - l,,(&,) + 
uw) - md . (~(4 - s(d) = l,,(e) - 4db) - uw - md . 
sbd + uw - i-w,)) --vd. 
Now consider the “full” family of probability distributions T(z, o) dp(o) 
(ZE Vs), such that 
i0g7(z, 0) =7~~) = qz) + z. s(0) + l,(e,). (6.2) 
Of course it may be necessary to restrict the domain to z E W c Vs in 
order that ii is defined and that B is differentiable. See Barndorff-Nielsen 
[l, Chap. 81, for more details. 
Remark 6.1. i. H(0) = 0 and T,(O) = l,(e,). 
ii. ii(z) = -log E,(exp(z . S)). 
iii. For y E Tz V, = V, we have the inner product y . S: Q -+ R and 
E,( y . S) = -y(c) = -y .grad ii. 
iv. The family f(z, o) dp(o) has nonsingular Fisher information form 
(if it is defined). 
v. S: Q -+ S(o,) + Vs c RN is a stationary and efficient estimator of 
the parameter -grad ii: 0 -+ RN. 
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Proof The first assertion is obvious. The second assertion follows from 
the following: 1 = jy( 2, co) dp(w) = j exp(ii(z) + z. S(o))f(O, 0) &(w) = 
exp(G(z))E,(exp(z .S)) . The third follows by differentiating this equation 
with respect to z in the direction y. The fourth can be established as 
follows: Let z E V,, y, E T=( V,) = V,. Suppose Z(y,, y) = 0 for all y E V,; 
then in particular Z(y,, y,,) = 0. But yOT, = -E,(y, . S) +yO. S(o), so 
that JR 1 yO. S(o)/ * f(z, o) &(o) = IEJy, . S)l*. By the Cauchy-Schwartz 
inequality, this is only possible if there is some scalar II such that 
y,. S(o) = 1 for almost all o E 52. This is equivalent to the property that 
y, . v = 0 for all v E V,. And this implies that y0 = 0. The fifth point follows 
from Eq. (5.2), using the homomorphisms Z,(v) = 2v. 
Now, conversely, we will investigate the efficiency condition for a family 
of the form Eq. (6.1). 
PROPOSITION 6.1. Let [: 0 + V, be map. { defines a family of probability 
distributions with non-singular Fisher information form if and only if [ is an 
immersion; i.e., i, 1 B is injective (6 E 0). Suppose the parameter q5: 0 + M of 
this family is stationarily estimated by S. In order that S is an efficient 
estimator of q5 it is necessary and sufficient that 
(6.3) 
(the three involved vectorspaces are considered in the canonical way as 
subspaces of W”). 
Proof As c preserves the Fisher information form, the nonsingularity of 
the Fisher information form for the familyT((1(8), o) dp(w), will imply that 
i, is injective. Note that for y E T,(O) we have 
YL = Aa + it@) . S(o)) = ~(fi(Ue)) + C(e) . S(o)) 
= -(i, Y) . (E&S) - S(w)). 
Suppose S is a stationary and efficient estimator. Let Z,: T+(,,M + TO0 be 
linear maps such that up, = -Z,(v)/, . Then 
22~. (d(e) - s(o)) = UP, = -Z,(v)(L) = (i,-%(u)). (E,,,,(S)- s(o)). 
According to Eq. (4.2) v . (E&S) -4(e)) =O, so that we have the 
equality (2v - c,Z,(v)) . (E,,,,(S) - S(o)) = 0. Thus 2u - c,Z,(v) E Vi. 
To establish the sufficiency of condition Eq. (6.3), remark that one 
may define Z,(v)=2(1, Is)-’ (u-u’). Here v’ denotes the normal com- 
ponent of u to V,, i.e., the element v’ of Vi for which v-v’ E Vs. 
Using the stationarity of S we have up, = 2v . (4(e) - S(w)) = 
260 HARRIE HENDRIKS 
(<*(Z,(u))). (E{,,,(S) - S(w)) = -Z,(U)~,. According to the differential 
criterion for efficiency (Theorem 5.1), this implies that S is efficient. 
We would like to make the following remarks on the relation between 4 
and S. As a matter of fact, if S is an unbiased estimator, d(0) minimizes the 
distance between points of M and the Euclidean expectation vector 
E,,,,(S). Especially, if S estimates #(0) very well, Ecgur(S) will be quite close 
to M and there will be a unique point d(e) of M nearest to EC,,,(S). 
According to Hendriks [4], supposing that A4 is a closed subset of UP’, 
there is an open subset U of IWN, whose complement has measure zero, such 
that there is a differentiable map $: U+ A4 such that for x E U, rl/(~) is the 
unique point of M that realizes the distance, i.e., 
Let WC V, be an open subset chosen so that for z E W, E,(S) E U. Then 
6: W+ M defined by &z) = t&E=(S)) is a function for which S is an 
unbiased estimator. (See Example 4.3, Conclusion 4.1.) 
We may consider Eq. (6.3) as an equation for [. Suppose that V,= UP. 
Construct a distribution (plane field) F= on W by 
Remark 6.2. The equation for maps <: 0 -+ [WN, 
F i-(e)=i*T,Q=span{y(i); YE T,Q} (6.5) 
is a well-known one in differential geometry. It is the equation for an 
integral manifold of the distribution { Fz} (see Kobayashi and Nomizu 
[6}). In this situation 2, is an isomorphism, and therefore 4* is an 
isomorphism, so that one may suppose that, locally, 4 is a bijection. 
In the following we suppose I’, = lRN and 0 (arcwise) connected, and we 
will formulate solutions [: 0 + V, with [(f$) = 0. 
EXAMPLE 6.1. In case M= IWN, then Fz = TZitN = LWN and one has the 
solutions with 8 an open subset of RN with 0, = 0 E 0 and 5: 0 + [WN the 
inclusion map. 
EXAMPLE 6.2. In case M= SN- ‘, Fz is the orthoplement (E=(S))l of 
E,(S), provided E;(S) # 0. Then Eq. (6.5) means that 0 = i,(y). E&S). 
But according to Remark 6.l.iii i,(y) -E,,,,(S) = - ([,(y))(ii) = -y(X). 
This means that rS[ is constant. As cT([(e,)) = 0, we will find as solution a 
map 5: 0 -+ [WN such that [, 1 e is injective, that [(0,) = 0, and that a[ = 0. 
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By the implicit function theorem, such a solution exists in a neighborhood 
of 4, if E,(S) # 0. 
In case A4 is an (N- 1)-dimensional sphere in LIP with any center 
and radius, there are correspondingly general solutions. Restricting to 
manifolds A4 which are a closed subset of RN (spanning IV” as an affme 
space), we believe that these are the only examples with the property 
that given any initial probability density f(0,, o) C+(O) and estimator 
S: $2 + A4, there exist (possibly under weak conditions) an exponential 
family y([(B), o) &(o) and a map 4: 0 + M, constructed as above, which 
is efficiently and stationarily estimated by S. 
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