Abstract. Many imaging methods involve probing a material with a wave and observing the back-scattered wave. The back-scattered wave measurements are used to compute an image of the internal structure of the material. Many of the conventional methods make the assumption that the wave has scattered just once from the region to be imaged before returning to the sensor to be recorded. The purpose of this paper is to show how this restriction can be partially removed and also how its removal leads to an enhanced image, free of the artifacts often associated with the conventionally reconstructed image.
1. Introduction. In many inverse problems and imaging modalities, one seeks to recover internal properties of an object from remote measurements. A good example of this is Synthetic Aperture Radar (SAR), which is a very successful imaging technique in which a plane or satellite carrying an antenna moves along a flight track. The antenna emits pulses of electromagnetic radiation, which scatter off the terrain and the scattered waves are detected with the same antenna. The received signals are then used to produce an image of the terrain (see [4] , [12] , [13] , [14] ).
A similar procedure is used for Synthetic Aperture Sonar, using an array of transducers instead of an antenna; here the goal is to map the seafloor. Synthetic Aperture focusing techniques are also used in non-destructive evaluation such as ultrasonic medical imaging, where high-frequency acoustic energy is transmitted into the human body using a set of transducers (see [7] , [9] ). Another very popular application of these kinds of techniques is in geophysics (see [1] , [2] , [3] , [11] , [16] ).
The nature of the imaging problem depends on the directivity of the antenna. Here we are interested in the case where the antenna has poor directivity and a typical example of that is the foliage-penetrating RADAR (see [12] , [20] , [21] ), whose low frequencies do not allow for much beam focusing.
We consider the case when a single pass is made over the scene, so that backscattered data is known for sensor positions along a curve (a straight line in our case). The data depend on two variables, namely the (fast) time variable and the position of the antenna along the flight track (slow variable). Because the data depend on two degrees of freedom, we expect to be able to reconstruct a two-dimensional image of the scene. We assume that the target to be imaged is located on the ground, which has known topography and that it is also near a perfectly reflective vertical wall. This will improve the traditional backprojection imaging methods.
This problem has been considered in [15] where the case of a focused beam is treated. In the presence of the aforementioned wall, the emitted wave has four different ways it can scatter before returning to be recorded. These correspond to the different paths that the wave can take when scattering to and from the ground. For example the wave may scatter directly to and from the ground or it may first scatter from the wall and then off the ground, etc. We will refer to these different scattering paths as "experiments" throughout the paper. In [15] the authors analyse the case when individual data due to different experiments can be isolated from the full data collected; the reconstruction of the image can be done there separately by back-projecting any individual data set. The present paper differs from [15] as we use the theory of microlocal analysis to explain how the imaging works, how artifacts arise, and how they may be eliminated. Moreover, in this work the RADAR is assumed to be operating with a poor directivity, so the beam forming of the wave is not applicable in this situation, where the receiver and source antenna beam patterns coincide. This implies that different experiments will interfere with each other (see [15] ).
The high-frequency deviation of the speed of wave propagation from that in air is known as the ground reflectivity function. The forward scattering operator (by definition) maps the reflectivity function to the scattered waves that are recorded by the same emitting antenna (i.e., the antenna acts as a source and receiver). A weak-scattering approximation is used here which makes the forward scattering operator a linear one. Moreover the operator is a Fourier Integral Operator (FIO) (see [6] , [8] , [15] , [19] ). Such operators map singular distributions to other singular distributions and the relationship between the input and the output singularities forms what is called a canonical relation. Canonical relations associated to FIOs are Lagrangian manifolds and have a rich geometric structure (see [6] , [14] ). The authors study this in detail for the case of RADAR.
The paper is organized as follows. In Section 2 we briefly recall the mathematical model for the scattering operator in the presence of a vertical wall. This model is obtained via the method of images (see [15] for more details). Section 3 is devoted to the analysis of the scattering operator and its canonical relation. The forward operator is a sum of four forward operators (see [15] ) to which four canonical relations are associated. These correspond to the different paths that the wave can take when scattering to and from the ground. To obtain an image, we must backproject the data which means applying a sum of four adjoint scattering operators to the data. This leads to sixteen possible contributions to the image. There is a lot of symmetry and we are able to analyse the resulting image. We show that it is possible to have artifacts in the image and we indicate the relationship between the true scatterer and the artifact. We also quantify how narrow a beam is required (if beam forming is possible) in order to avoid such artifacts. Our analysis focuses on the case where the antenna is moving at a fixed height along a straight line perpendicular to the vertical wall. The choice of this particular flight path affords a simple enough setting to be able to analyse the imaging process completely and concretely. Moreover, we show that similar results can be obtained when the antenna is flying on a straight line at a fixed height and making a small angle with the perpendicular to the wall. This shows our results are stable with respect to the direction of the flight track.
In the case of a flight path which is not close to being perpendicular to the wall, the analysis becomes much more awkward. However, we illustrate that the qualitative nature of the artifacts is unchanged for such non-perpendicular flight path. We conclude the paper with two appendices and some conclusions. In Appendix 1 we give a technical calculation needed in Section 3, while Appendix 2 is devoted to some further analysis of the composition of the canonical relations.
2. The mathematical model of scattering. We consider the simple scalar wave equation to model the wave propagation (2.1)
where U is the wave field, f describes the source, and the function c is the wave propagation speed. Although the correct model is Maxwell's equations, 2.1 is commonly used in SAR and represents a good model for sonar and ultrasound for example. As in [15] we make the following assumptions.
Assumption 1. We assume that the target is well separated from the region where the sensors are located and that in the intervening region c(x) = c 0 , where c 0 is the (assumed constant) speed of light in air.
Assumption 2. We assume that the target to be imaged is a-priori known to lie on the ground and lies strictly on one (known) side of a vertical wall. We assume that the ground is locally flat, so if we denote by (x 1 , x 2 , x 3 ) the cartesian coordinates in R 3 , then the ground can be locally identified with the plane {(
The vertical wall can be taken for simplicity as the infinite vertical plane x 1 = 0 so we can identify the area to be imaged by the set R
We write the total field U as the sum
where U in and U sc represent the incoming field emanated from the antenna (or source array) and the scattered field respectively. We denote by
the curve describing the antenna flight track, i.e. Γ + (s) is the source (antenna) location, for any s ∈ (s min , s max ). Let us also define for any s ∈ (s min , s max ), Γ − (s) as the mirror image of Γ + (s) with respect to the plane x 1 = 0. We will say that Γ + (s), Γ − (s) are the real and the virtual source respectively, for any s ∈ (s min , s max ). There are four ways for the wave to hit the target on the ground and return to the antenna. Indeed the wave may scatter directly to and from the target. Or, the wave may scatter first from the wall, then from the target and finally back to the antenna. The third means of scattering is the reverse of the former and finally, the last method involves scattering from the wall on the way down to the target and again from the wall on the way back to the antenna. See Figure 2 for an illustration of this.
In [15] , the following (readily interpretable) expression for the scattered wave field d(s, t) collected at antenna position Γ + (s), at time t has been derived
where
is the reflectivity function. The reflectivity function encodes rapid changes in material properties. For example, when the radio wave impinges on a building on the ground, the propagation speed changes suddenly, according to the building materials. The second line of 2.2 incorporates two symmetric situations, the first being the one where the wave bounces off the wall and scatters on the ground to go back to the source, the second being the other way around. The amplitudes involved in these two experiments are a 2 and a 3 respectively but a 2 = a 3 in the case when the receiver and source antenna beam patterns coincide (see [15] ). The amplitudes a i , i = 1, . . . 4 are geometrical optics amplitudes, and encode the geometrical spreading, beam pattern, etc, for the emitted and measured waves. The phases in 2.2 are readily identifiable with the travel times associated with the four different experiments. These four different situations are illustrated in Figure 2 . More detail on this is given later in this paper. We wish to reconstruct the function V from the data d, i.e., solve an inverse problem.
Statement of the inverse problem:
The idealized inverse problem consists in determining V from the knowledge of d(s, t), for any (
2.1. The scattering operator. We follow the idea of [15] in representing the (perfectly reflecting) wall via the method of images, by placing a virtual source Γ − (s) symmetrically on the other side of the wall from the actual source Γ + (s). Note that the argument s in Γ ± (s) denotes the current real and virtual source position respectively, as it is moved over a path parametrized by s.
The data that is collected contains all four kinds of scattering events in it. The amplitudes a i , 1 ≤ i ≤ 4 in 2.2 are given by the following expressions (see [15] )
where j s and p(ω) are terms due to the fact that in the real scenario the antenna is not a point source δ(x) and the signal sent to the antenna is not a delta function δ(t). In fact, j s is related to the current density distribution over the antenna, and p(ω) is the Fourier transform of waveform P (t) sent to the antenna (see [10] ). Finally m(s, t) is a mute used to avoid artifacts that would occur due to the fact that we abruptly cut off the signal at the start and end of the flight track and also at the start and end of the recording time interval:
For technical reasons, we need to assume
+ and α, β, δ, ρ are arbitrary multi-indices of the appropriate dimension.
The above assumption is valid for example when the waveform P is approximately a delta function and the antenna is sufficiently broadband (see [1] , [13] ).
Definition 2.1. We denote the scattering region R 2 + by X and the data space
We denote the scattering operator from scene V to data d given by 2.2 by F so that
where F 2 = F 3 . Assumption 3 implies that the forward operators F j , 1 ≤ j ≤ 4 are Fourier integral operators (FIOs) [15] .
3. Analysis of the scattering operator. We start this section by recalling some arguments regarding FIOs. We saw in Section 2 that F i , 1 ≤ i ≤ 4 is a FIO and standard arguments in FIO theory give us information about how F i , 1 ≤ i ≤ 4 maps singularities from the scene into the data. We will review this below, and to begin with, we recall the following Definition 3.1. Let X , Y be as in Definition 2.1, E (X ), E (Y) be the spaces of distrubutions with compact support in X and Y respectively. If F is a Fourier Integral Operator
given by the oscillatory integral
for any u ∈ E (X ), then its (twisted) canonical relation is the set
where D x and D y denote the gradients with respect to the x and y variable respectively and {0} is the zero section of T * (X × Y). The set C φ is defined as the critical set points
which is called the critical manifold, and EssSupp(a) is defined via its complement:
C EssSupp(a) ={(y, x, ω) | a(y, x, ω) and its derivatives decrease faster than any negative power of ω, as | ω |→ ∞}.
Note that the frequency ω can be multi-dimensional. Definition 3.2. If we denote by D (X ) the set of distributions on X and if u ∈ D (X ), then the wave front set WF(u) of u is defined as the complement in T X \ {0} of the collection of all (x, ξ) ∈ T X \ {0} such that there exists a neighborhood U of x and a neighborhood U of ξ such that for any ϕ ∈ C ∞ 0 (U ), with x ∈ supp(ϕ) and any N ∈ N:
Here F(ϕ u) denotes the Fourier transform of ϕ u.
Remark 1. WF(u) is a closed cone in T X \ {0} and its singular support satisfies singsupp(u) = π W F (u) , where π is the natural projection of T X \ {0} into X (see [6] ).
It turns out (see [6] ) that
where"•" stands for the following composition
Let us compute the canonical relations Λ Fi , 1 ≤ i ≤ 4. Note that Λ F2 = Λ F3 , so we will only compute Λ Fi , i = 1, 2, 4.
whereΓ denotes the derivative of Γ with respect to s. The forward map is given by the four contributions
and the adjoint of F , F by
where F i is the adjoint of F i . Singularities in the scene will be mapped into singularities in the data by any of the F i , while singularities in the data will be mapped into singularities in the scene by the adjoint maps F i .
Forming an image usually involves operating on the data with a weighted adjoint operator (the reason for this will become clear soon).
Our goal is to analyse the resulting image, determine which kind of artifacts it may contain, and see if we can avoid them. To do so we need to analyse the composition of the (twisted) canonical relations
and the superscript t denotes the transposed relation.
The reason for this is that if we denote by I the reconstructed image, FIO theory implies
The compositions in 3.9 and 3.10 are meant as compositions of relations, i.e. if
3.1. Perpendicular trajectory case. 
In RADAR terminology, equations 3.11 and 3.12 define the so called iso-doppler and iso-range contours of a bistatic SAR scenario, respectively (see [17] , [22] ). For sake of simplicity we make the following assumption.
Assumption 4. The antenna is flying perpendicular to the wall x 1 = 0 at constant height h, i.e.
so that with arc length as the parametrization, the real and the virtual velocity fields are as followsΓ
With appropriate time units, we may take c 0 = 1. Define
so that 3.11, 3.12 become
Notice that the travel time condition given by 3.17 tells us that for any s and t the iso-range contours are located at the intersection of the ellipsoid of revolution (whose foci are Γ + (s) and Γ − (s)) with the earth's surface. In our specific case where the earth is locally flat, this intersection is an ellipse. The equation
and by substituting R − = t−R + in the latter equation and rearranging it we obtain (3.20) 
2 , but R + < t/2, which leaves the unique solution
By 3.23 and 3.20 we finally get (3.24)
so that x 1 is uniquely determined. Since we are operating the RADAR in side-scan mode, x 2 is uniquely determined (no sign ambiguity) by (3.18), and since x 3 = 0 for a scatterer on the ground, we have that the scatterer location x is determined. This shows that there are no artifacts present in the image obtained from experiment 2.
Remark 2.
(3.25) 0 < α < t 2 .
The latter inequality is needed for a real root in (3.24) and we prove it in Appendix 1.
Analysis of the non-diagonal terms. We analyse the relations Λ F * i
• Λ Fj for i = j in this subsection. Again we assume that the antenna is flying perpendicularly to the wall i.e. Assumption 4 holds. In that case we have
(3.26)
Notice that
By 3.13, 3.14 we have that R + > (x 1 − γ 1 ) and R − > (x 1 + γ 1 ), which imply that ∂ x1 σ 1 > 0 and ∂ x1 σ 4 < 0, respectively, i.e. σ 1 is increasing and σ 4 is decreasing in the x 1 -direction. Moreover R − > R + > 0 as the target is located on the right hand side of the vertical wall x 1 = 0, which implies that ∂ x1 σ 2 > 0, ∂ x1 σ 3 > 0, i.e. σ 2 , σ 3 are increasing in the x 1 -direction. Therefore, it's impossible to get a common value between σ 1 and σ 4 and between σ 2 or σ 3 and σ 4 . We can therefore conclude that the composition in 3.9 is empty for the pairs (i, j) = (1, 4), (4, 1), (2, 4), (4, 2), (3, 4), (4, 3) (see Figures 6 and 7) . Let us consider pairs (i, j) = (1, 2), (2, 1). Cases (i, j) = (1, 3), (3, 1) can be treated in a similar way. We assume again that Assumption 4 holds and we denote by x = (x 1 , x 2 , 0) and z = (z 1 , z 2 , 0) two points on the ground. In order to compose
• Λ F1 ) at points x, z we must have (for coincidence of σ values)
, moreover x, z must satisfy the two travel time conditions respectively
where we have used the notation R x + for R + defined in (3.13) for the scattering point x and R z + when the scattering point x is replaced by z, etc. By combining 3.29, 3.30 and 3.31 we obtain (3.32)
, from which we extract the following expression for z 1 as a function of x (3.33)
. Using equations (3.21) and (3.23), it follows that (3.34)
which in turn implies that
Note that α (defined in (3.22) ) is a function of p, which is a function of x 1 . Therefore, (3.35) gives us a formula for the distance between z 1 and x 1 in terms of x 1 . It follows that if we want to avoid artifacts resulting from back-projecting with (possibly weighted) operators F * i , i = 1, 2, we must ensure that the beam width in the first coordinate direction is smaller than that predicted by the right hand side of (3.35). Note that this implies a variable beam width restriction, which depends on the (x 1 ) location that is being illuminated for imaging. This beam forming can be done synthetically and it therefore does not impose extra logistical difficulties in acquiring the data.
If the required beam forming is not possible, then artifacts will be present in the scene and their location can be predicted by intersecting the line given by (3.35) for any fixed x 1 , with the circle given by the intersection between the sphere (3.31) and the earth. Of course, this may not be a complete determination if the usual left-right ambiguity of RADAR is still present (due to not being able to operate in side-scan mode). Figures 9, 10, 11 show the intersection of the iso-range and iso-doppler contours of F 1 , F 2 (or F 3 ) and F 4 respectively.
3.2.
Non-perpendicular case. Let us suppose the antenna is flying along a straight line at a fixed height h, at an angle θ to the vertical to the wall, and define (3.36) k = tan θ.
For any x = (x 1 , x 2 , 0), we also define the usual range quantities .38) 3.2.1. Analysis of the diagonal terms. In this case equations 3.16, 3.17 are replaced by
respectively. For a fixed value of p, we define
If F : R × R 2 −→ R 2 is the map defined by
and we compute the jacobian of F at (0;
we obtain (3.41)
, where
It is possible to give a proof that J does not vanish at points away from the wall in certain situations. Rather than do this we instead give a plot of J as a function of x 1 (see figure 1) , which clearly demonstrates that it is a strictly monotonic function and vanishes only at x 1 = 0.
By the Implicit Function Theorem, for any point x = (x 1 , x 2 , 0) satisfying
and J(0; x 1 , x 2 ) = 0, x 2 = 0, there exists a neighborhood U of 0, neighborhoods V 1 , V 2 of x 1 , x 2 in R respectively and two unique functions g 1 :
We can therefore conclude that the behavior of artifacts for small angles θ is similar to case above where θ = 0.
3.2.2.
Analysis of the non-diagonal terms. We start by considering the interaction between experiment 1 and 2, i.e., the (1, 2) case (the case (1, 3) can be treated similarly). Following the same argument of Section 3.2.1 we define for any x = (x 1 , x 2 , 0), z = (z 1 , z 2 , 0)
Let us consider the map F : R × R 4 −→ R 4 defined by
whose Jacobian with respect to the last four variables valuated at k = 0 is given by
, where J(0; x 1 , x 2 ) is explicitly given by 3.42. Then we obtain (3.54)
. Like for case (2, 2), if one stays away from imaging the axis x 2 = 0, x 3 = 0, then the quantity to check for non-vanishing is J(0; x 1 , x 2 ).
We proceed by considering the pair (2, 4) (or similarly (3, 4) ). Expressions 3.46-3.49 are replaced by the following
and if F : R × R 4 −→ R 4 is the map with components F i , i = 1, . . . , 4 given by 3.55-3.58, then its Jacobian with respect to the last four variables, evaluated at k = 0 is given by
. . , L 4 are given by 3.50 -3.53. By computing the above determinant we get (3.59)
, where J(0; x 1 , x 2 ) is explicitly given by 3.42. 3.59 is very similar to 3.54 with R z + being replaced by R z − .
We finally analyse case (1, 4) . 3.46-3.49 are replaced by
and if F : R × R 4 −→ R 4 is the map with components F i , i = 1, . . . , 4 given by 3.60-3.63, then its Jacobian with respect to the last four variables evaluated at k = 0 is given by
, which gives us (3.64)
, which never vanishes as along as one stays away from the axis x 2 = 0, x 3 = 0. This completes our study of stability of our imaging results for flight tracks that are not too far from being perpendicular to the wall.
4.
Conclusions. In this study we have provided a theoretical supplement to [15] . We focused our analysis on the case where the source/receiver is moving at a fixed height, along a straight line perpendicular to the wall. Such a particular case provides a simplification in the analytical study of the problem and a better understanding on how artifacts arise in the scene and how they can be avoided if operating the RADAR in side-scan mode (see Fig 3, Fig 4 and Fig 5 for example) .
We have also shown that similar results to those obtained in the perpendicular case hold for small deviation of the trajectory of the antenna from the perpendicular one too. This proves that our results are stable with respect to the direction of the flight track.
For large deviations from the perpendicular trajectory, such as for example 45 0 , similar results to those found in this work can be shown numerically (Fig 12, Fig 13  below illustrate how artifacts produced in this setting are qualitatively of the same kind as those introduced in the perpendicular case). Figures 14 and 15 show the intersections between the iso-range and iso-doppler contours of F 1 and F 2 (or F 3 ) in this situation (a similar picture to the one obtained in Fig 14 for F 1 can be found for F 4 ). We notice that the iso-doppler contours in Fig 14 and Fig 15 look very similar to the rotation of 45 0 of the iso-doppler contours obtained for the perpendicular case (Fig 9 and Fig 10 respectively) and this similarity is quite evident for the case of F 1 .
Appendix 1.
Proof of Remark 2. We start by proving the right hand side inequality of 3.25 and in order to do so, we show that
As a first step we prove that (c 0 = 1)
Let us suppose by contradiction that 4.2 does not hold, i.e. pt ≤ −4γ 1 , then by 3.17 we get
If we recall 3.16 and define β = γ which is a contradiction due to the definition of β, and so we have
which proves that α < t 2 . Moreover notice that 4.6 together with the triangle inequality 2γ 1 < t proves also that α > 0 and this concludes the proof.
If the antenna is not flying perpendicularly to the wall i.e. v 2 = 0, then for any point z = (z 1 , z 2 , 0) on the circle 4.9, equation 4.13 represents the line through the reflected pointz = (−z 1 , z 2 , 0) of z with respect to the x 2 -axis and slop −v 1 /v 2 . By intersecting this line with circle 4.7, we get a point x = (x 1 , x 2 , 0) for which
and conclude that x, z are the real scatterer and the artifact (or viceversa) when forming the back-projected image given by pair (1, 4) or (4, 1) (see Figure 16 ).
This kind of artifacts arising in the image are partially avoided by illuminating only one side of the wall and partially by operating in side-scan mode.
When the antenna is flying perpendicularly to the wall, then 4.13 is simply replaced by (4.16)
and a similar argument stated for the case when v 2 = 0 can then be adopted to the case v 2 = 0 as well.
5.
Figures. Figure 2 . In experiment 1, the wave scatters directly to and from the target. In experiments 2, the wave scatters from the wall to the target and back to the receiver. In experiment 3, the wave scatters from the target to the wall and back to the receiver. Finally, in experiment 4, the wave scatters to the wall to the target and back to the wall again before returning to the receiver. • Λ F2 : the spheres, centred at the real source moving along the flight track, intersect the ellipsoids, with foci along the flight track, at the scatterer (50, 50) and at the artifact locations. Here the antenna is moving perpendicularly to the wall at a fixed height h = 30. 
