Abstract. We extend classical results of Holley{Stroock on the characterization of extreme Gibbs states for the Ising model in terms of the irreducibility (resp. ergodicity) of the corresponding Glauber dynamics to the case of lattice systems with unbounded (linear) spin spaces. We rst develop a general framework to discuss questions of this type using classical Dirichlet forms on in nite dimensional state spaces and their associated di usions. We then describe concrete applications to lattice models with polynomial interactions (i.e., the discrete P (') d {models of Euclidean quantum eld theory). In addition, we prove the equivalence of extremality and shift{ergodicity for tempered Gibbs states of these models and also discuss this question in the general framework.
Introduction and preliminaries
Since the classical work of Holley and Stroock (cf. HSt 76] ) it is well{known that in the Ising model a Gibbs state is extremal if and only if the semigroup of operators given by the corresponding Glauber dynamics considered as an L 2 ( ){semigroup is irreducible (or equivalently ergodic, see Section 2 below). The purpose of this paper is to prove this equivalence for classes of lattice models with non{compact, but linear spin space. The irreducibility of a symmetric L 2 ( ){semigroup is equivalent to the irreducibility of the corresponding Dirichlet form, which in our cases are classical Dirichlet forms in the sense of AR 90 a]. We thus also obtain a wide variety of examples of irreducible classical Dirichlet forms on in nite dimensional state space of which so far only a few (mainly Gaussian type) examples have been known. To explain our main results more explicitly we need some preparations. We start with introducing the notion of Gibbs states associated with a \vector eld" b = (b k ). Let E be a locally convex topological vector space (over the real numbers R) which for simplicity is assumed to be Souslinean (i.e., the continuous image of a complete (ii) 
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From now on we assume that K is countable and such that X k2K j`(k)j 2 < 1 for all`2 E 0 :
(1. be the generator corresponding to (E ; D(E )), i.e., the unique negative de nite self{adjoint operator such that
Let T t := e tL ; t 0, denote the corresponding strongly continuous semigroup on L 2 (E; ) (cf. e.g. MR 92, Chap. I, Sections 1,2]) for details. The irreducibility of (E ; D(E )) is equivalent to the irreducibility of (T t ) t 0 (i.e., if u 2 L 2 (E; ) such that T t (uf) = uT t f for all f 2 L 1 (E; ); t > 0, then u is a constant). For this and other elementary characterizations of irreducibility (e.g. in terms of (L ; D(L ))) we refer to Proposition 2.3 below resp. the Appendix. Our rst main result (which is in particular a consequence of Theorem 6.15 (i) in BoR 94]) is the following general structure result: Theorem 1.2. Let K; b be as above such that (1.4) holds and let 2 G b . Then (E ; D(E )) is irreducible if and only if 2 G b ext . The proof of Theorem 1.2 will be given among other things in the next section. In Section 3 we discuss the relation of the irreducibility of (E ; D(E )) with K{ ergodicity (i.e., ergodicity w.r.t. shifts in K) of . We show that irreducibility always implies K{ergodicity (cf. Theorem 3.4) while the converse holds only under the additional assumption (3.2) (cf. Theorem 3.7 and Remark 3.9 (ii)) which is, however, ful lled in many cases (cf. Remark 3.9 (iii) and Section 5). Under assumption (3.2) one can also prove that G b ext 6 = ; provided G b 6 = ; and that one has an integral representation of an arbitrary element in G b in terms of extreme ones (cf. Remark 3.9 (iv) below). In particular, one obtains the above mentioned irreducible classical Dirichlet forms. In Section 4 the connection of the irreducibility of (E ; D(E )) with the corresponding di usion process M is studied provided it exists. We particularly point out in detail the essential role which is played by the so{called Markov uniqueness problem. The main results are summarized by Theorem 4.9. We would also like to draw attention to Remark 4.10 about S. M uck's result in M u 92], M u 94] on large deviations from ergodic behaviour which by Theorem 4.9 applies to M provided 2 G b ext . In Section 5 we discuss applications. The main technique is simply to prove that the (tempered) Gibbs states G V for some local speci cation V of some lattice model in statistical mechanics coincide with G b . In this paper for simplicity and to illustrate the basic ideas we restrict ourselves to lattice models and interactions of polynomial type which are approximations for the so{called P(') d {models in Euclidean quantum eld theory. Applications to more general models will be discussed in the forthcoming paper AKoR 95]. For the P(') d {lattice models all result in Sections 1 { 4 apply and we obtain Theorem 5.15 characterizing tempered extreme Gibbs states in four di erent ways (giving an extended analogue of HSt 76, Theorem (1.12)]). In the last subsection of Section 5 we discuss an alternative construction of the di usion process M of Section 4 which is (unlike before) independent of the a priori given Gibbs measure and is just universal w.r.t. all Gibbs measures. Such a construction is possible due to the regularity of the interaction potentials for the P( ) d {lattice models. As a consequence, we nally prove that two distinct tempered extreme Gibbs measures are not only (as is well{known) singular in the sense of measures, but even in the sense of the corresponding exceptional sets (resp. nests; cf. By Remark 1.1 (iii) and the product rule (cf. AKR 90, Theorem 2.5]) it follows that 1 ; 2 2 G b . Since ; 2]0; 1 , + = 1, and = 1 + 2 , this and the assumption imply that = 1 = 2 , hence p must be constant {a.e., therefore 1. Consequently, G b ;ac = f g and thus Theorem 2. In the following two sections we shall discuss some consequences of irreducibility. We close this section with the following proposition which is proved by standard means and essentially well{known. We include a short and simple proof for the convenience of the reader in the Appendix. Proposition 2.3. Let 2 G b . Then the following assertions are equivalent:
(ii) (T t ) t 0 is irreducible.
(iii) If u 2 L 2 (E; ) such that T t u = u for all t > 0 then u is a constant.
0 for all g 2 L 2 (E; ). (In this case (T t ) t>0 is also sometimes called ergodic).
We note that clearly L 1 = 0 (thus T t 1 = 1 for all t 0), hence the implication in Proposition 2.3 (v) is really an equivalence.
3. Irreducibility and shift ergodicity Let E; K; b be as in Section 1 such that (1.4) holds, and let be a probability measure on B(E K{ergodic. For the proof we need a result from RZ 92] (cf. Proposition 3.5 below) which requires some preparations.
So, let 2 G b and x k 2 K. We recall that for any closed subspace E k of E such that E = kR E k if k : E ! E k is the canonical projection, there exists a function k : E k R ! 0; 1 such that k (x; s)ds is a subprobability kernel from (E k ; B(E k )) to (R; B(R)) and for all u : E ! 0; 1 ; B(E){measurable,
Here z = x + sk with x 2 E k , s 2 R uniquely determined, k := ?1 k , and ds denotes Lebesgue measure on R. Furthermore, for k {a.e. x 2 E k , k (x; ) satis es Hamza's condition (H). We recall that a B(R){measurable function : R ! 0; 1 satis es (H) if = 0 ds{a.e. on R n R( ) where main result (i.e., Theorem 3.2, particularly part (ii)) in AR 90 a] and also AKR 90, Proposition 2.2.]). We also note that correspondingly L 2 (E; ) can then be written as a direct integral of L 2 {spaces over R, i.e.,
in the sense that each u 2 L 2 (E; ) corresponds to a \ eld of vectors" (u x ) x2E k where u x := u(x + k), x 2 E k (cf. AR 90 a] for details and references). Proposition 3.5. Let and @ f @k = 0.
Proof. By Fubini's theorem and the k{invariance of f we have
Hence there exists t 2 R such for k {a.e. x 2 E k f(x + sk) = f(x + tk) ds{a.e. on R( k (x; )) ; since k (x; ) > 0 ds{a.e. on R( k (x; )). Therefore, for k {a.e. x 2 E k , s 7 ! f(x + sk) has a ds{versionf x which is constant on R( k (x; )), hence df x ds = 0 on R( k (x; )). Consequently, @f x ds
and hence f 2 D(E ;k ) with @ f @k = 0 by Proposition 3.5.
Proof of Theorem 3.4. Let f be a K{invariant B(E){measurable function. Then by Corollary 3.6, f 2 D(E ) and E (f; f) = 0. Hence by assumption f is constant ( {a.e. (ii) It is well{known that condition (3.2) in Theorem 3.7 cannot be dropped. There is a corresponding example even in the case E = R (cf. AH{K 77, Example 3.1]). The importance of the smaller form (E 0 ; D(E 0 )) is that (in contrast to (E ; D(E ))) it is known to be quasi{regular (cf. below) which has several important consequences. In order to explain this in more detail and to recall the de nition we need some preparations. We formulate everything for a xed abstract Dirichlet form (E; D(E)) (cf. MR 92]) on L 2 (E; ). For the simplicity the non{expert reader may think that (E; D(E)) stands for (E 0 ; D(E 0 )) or (E ; D(E )). (iii) There exist u n 2 D(E), n 2 N, having E{quasi{continuous {versionsũ n ; n 2 N, and an E{exceptional set N E such that fũ n j n 2 Ng separates the points of E n N. Remark 4.8. Concerning uniqueness of invariant measures, Corollary 4.7 is the best result one can hope for in our very general situation. The fact that we can prove uniqueness among all probability measures charging no E 0 {exceptional sets rather merely among all which are absolutely continuous w.r.t. , comes from the quasi{strong{Feller property of (p t ) t>0 (cf. BoR 93, Sect. 1]) (i.e., p t f is E 0 {quasi{ continuous for all t 0 and all f : E ! R, bounded, B(E){measurable; cf. Theorem 4.4). On the other hand, in general, one cannot hope to prove uniqueness among all probability measures without further regularity assumptions on (E 0 ; D(E 0 )). Since trivially the irreducibility of (E ; D(E )) implies that of (E 0 ; D(E 0 )) we can summarize the results of this section and Section 2 as follows.
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9 (iii) Again by AKR 90, Proposition 2.4], it is known that condition (3.2) can be expressed entirely in terms of b. More precisely, (3.2) is equivalent to the following: for every k 2 K there exists E k as above such that for the corresponding k ; k one has that for k {a.e. x 2 E
De nition
Theorem 4.9. Let 2 G b . Consider the following assertions:
Then (i) , (ii) ) (iii) , (iv) . In particular, if Markov uniqueness holds for , then (i) { (iv) are equivalent and all results of this section hold for (E ; D(E )).
Remark 4.10. We note that if 2 G b ext , hence (E 0 ; D(E 0 )) is irreducible or equivalently P is (time) ergodic, the large deviations of the occupation density of M from ergodic behaviour are described by the rate function which is exactly the Dirichlet form E 0 . This is a result which in this generality is due to S. M uck (cf. M u 92], M u 94]). In particular, by the existence result on extreme elements in G b described in Remark 3.9 (iv), we obtain a large variety of non{Gaussian examples in in nite dimensions to which S. M uck's result applies.
Applications in classical statistical physics
In this section we shall apply the results of the previous sections to the equivalence of extremality of Gibbs measures and ergodicity of the stochastic dynamics in some models of classical lattice systems with unbounded spins. Our considerations will also essentially use a general approach to the study of the essential self{adjointness of Dirichlet operators developed in AKoR 92], AKoR 93 a], AKoR 93 b]. In order to avoid too many technical complications which usually arise in case the spin spaces are not bounded (cf. COPP 78] and also BeH{K 82]), we con ne ourselves to models which are lattice approximations for Euclidean quantum elds of polynomial type (\P(') d {type" for short). The main ideas will become clearer this way. An application to more general lattice models will be discussed in the forthcoming paper AKoR 95].
5.1 Classical lattice systems and Gibbs measures. In the said models of P(') d {type the interaction has a more concrete form. We will use as the one{particle potential V any polynomial of the form V (q) = a 2m q 2m + + a 1 q + a 0 ; q 2 R; a 2m > 0 ; with m 2 :
The interaction W fk;jg is a quadratic nearest neighbors interaction, i.e., Gibbs measures for our interaction will be denoted by G t ( ). In the sequel we shall also use a subset G exp ( ) of G t ( ) which is characterized by the following 
Markov uniqueness for 2 G exp ( ).
We shall prove in this subsection that Markov uniqueness holds for all 2 G exp ( ). So, let 2 G exp ( ). Let (E 0 ; D(E 0 )) resp. (E ; D(E )) be the minimal resp. maximal Dirichlet forms associated with as introduced in Section 4 (with E; K as above).
Note that (E 0 ; D(E 0 )) (E ; D(E )) are de ned since 2 G b by Proposition 5.9.
Recall also that we are in the situation of Example 2.2 so that is essentially self{adjoint (i.e., the closure of (L ; e FC 1 b (K)) on L 2 (E; ) is self{ adjoint). In particular, Markov uniqueness holds for all 2 G exp ( ). Proof. Let 2 G exp ( ). The rst part of the assertion is an immediate consequence of (the proof of) AKoR 93 b, Theorem 5]. We emphasize that the assumption that there is only one Gibbs state made there, is not needed for the proof. It is easy to check that it is enough to have the exponential integrability property ( 5.4 Characterizations of (G exp ( )) ext . Let 2 G exp ( ) and M = ( ; F; (F t ) t 0 ; ( t ) t 0 ; (X t ) t 0 ; (P x ) x2E ) be the di usion process on E properly associated with (E ; D(E )) (cf. Theorem 4.4) and P := R P x (dx). Before we state and prove the main result of this section we note:
Remark 5.14. Since b k is continuous on E for all k 2 Z d , it follows by Remark 3.9 (iii) that condition (3.2) in Theorem 3.7 is ful lled for any 2 G b , hence by Proposition 5.9 by any 2 G exp ( ). Consequently, Theorem 3.7 applies to any 2 G exp ( ) and each is, in particular, K{quasi{invariant. Theorem 5.15. Let 2 G exp ( ) and M as above. Then the following assertions are equivalent: (i) 2 (G exp ( )) ext .
(ii) is K{ergodic. (iii) (E ; D(E ))(= (E 0 ; D(E 0 ))) is irreducible. (iv) (T t ) t 0 is irreducible (resp. ergodic). (v) P is (time) ergodic.
In this case Fukushima's quasi{everywhere ergodic theorem applies.
Proof. Corollary 5.11, Theorems 3.4, 3.7, 4.9, 5.13 , and Proposition 2.3 imply that (i) { (v) are all equivalent. The last part of the assertion follows by Theorem 4.6. A de ciency of the above theorem is that the di usion process M , in this case sometimes called the stochastic dynamics associated with the interaction , is constructed from (E ; D(E )) hence depends on (i.e., all path space measures P x , x 2 E, already depend on ). In our particular situation here we have enough regularity of b to give an alternative process construction using an appropriate stochastic di erential equation instead of the Dirichlet form (E ; D(E )). This process is then universal, i.e., independent of 2 G exp ( ). This is possible due to known results and will be illustrated in the next subsection.
