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Naslov: Napovedovanje oblike obraza iz genomskega zapisa
Avtor: Tomazˇ Sˇtrus
Diplomsko delo predstavi postopek preslikave genske sekvence z vnaprej
dolocˇenimi SNP-variacijami v morfolosˇki model cˇlovesˇkega obraza. Opiˇse
postopek priprave podatkov in ucˇenje modela za preslikavo ter uporabo
programa Meshmonk za parametrizacijo obraza, prek katerega uporablja
tocˇke obraza za ucˇenje modela. Predstavi tudi dobljene rezultate pri ucˇenju
razlicˇnih modelov in izboljˇsavo parametrov vsakega predstavljenega modela.
Kljucˇne besede: genom, napovedovanje oblike obraza, strojno ucˇenje.

Abstract
Title: Predicting face shape from genome sequence
Author: Tomazˇ Sˇtrus
In the thesis, we show how to transform a genome sequence with known SNP
variations into a morphological human face model. The thesis describes the
preparation of the data set and the face phenotyping transformation using
the Meshmonk program. We show results for different models and their
parameter improvements.




V diplomskem delu preucˇujemo problem preslikave dolocˇenih genomskih lo-
kusov v 3D predstavitev obraza posameznika. Glavna sˇtudija, po kateri se
zgledujemo, je Genome-wide mapping of global-to-local genetic effects on hu-
man facial shape [2].
Glavni cilj diplomskega dela je dobiti cˇim bolj podobno rekonstrukcijo
obraza posameznika s pomocˇjo njegovih izmerjenih lokusov. Zajeti zˇelimo
razne posebnosti na obrazu, ki jih imajo posamezniki, kot so velik nos, sˇiroke
ustnice, velik podbradek, itd.
Sorodna dela so predstavljena v naslednjih cˇlankih. V cˇlanku I’ve Just
Seen a (DNA-Generated) Face [4] naredijo rekonstrukcijo obraza z njegovo
barvo kozˇe, samo iz genomskega zapisa. V cˇlanku Building a Face, and a
Case, on DNA [5] uporabljajo rekonstrukcijo obraza iz genomskega zapisa za
pomocˇ pri kriminalisticˇnih raziskavah. Predlagani model lahko dolocˇi spol,
barvo kozˇe, barvo ocˇi, barvo las in celo regijo c. V cˇlanku Toward DNA-based
facial composites: Preliminary results and validation [1] v napovedovni model
vkljucˇijo podatke o spolu, regiji predniˇstva in 24 zapisov SNP. Prek spola in
regije predniˇstva naredijo grobo obliko obraza, ki jo izpopolnijo s 24 zapisi
SNP.
Diplomsko delo je razdeljeno na vecˇ logicˇnih poglavij. V 2. poglavju
bomo predstavili vhodne podatke, s katerimi delamo v diplomskem delu. V
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3. poglavju bomo predstavili dve metodi parametrizacije obraza in preizku-
sili razlicˇne metode redukcije parametrov obraza, ter in izbrali najboljˇso. V
4. poglavju predstavimo ucˇenje modela. Preucˇimo transformacijo vhodnih
parametrov, ki so ustrezni za namen strojnega ucˇenja. Nato primerjamo
razlicˇne metode ucˇenja, kako dobro se obnesejo in kaksˇno uspesˇnost napove-
dovanja imajo. V 5. poglavju zakljucˇimo s povzetkom celotnega procesa ter
dobljenih rezultatov, in predlagamo izboljˇsave za nadaljnje delo.
Poglavje 2
Predstavitev vhodnih podatkov
Podatke sta pridobila Aljazˇ Rudolf in Eva Smrekar za namen njune razstave,
ki je trenutno v razvoju. Prostovoljci so se strinjali s sodelovanjem v projektu.
Vse prostovoljce smo obvestili in seznanili z uporabo zbranih podatkov v
razstavi in za namen tega diplomskega dela. Trenutni podatki obsegajo 18
prostovoljcev. Vsi prostovoljci so opravili skeniranje 3D obraza in donirali
biolosˇki material (bris), na osnovi katerega so bili genotipizirani na izbranih
mestih genoma. Projekt je financˇno omejen in testiranja niso bila opravljena
tako podrobno kot v prejˇsnji sˇtudiji, iz katere izhajamo. Zato smo se odlocˇili
dobiti podatke samo tocˇno dolocˇenih lokusov. V sˇtudiji [2] so porocˇali o 15
posebnih lokusih, ki imajo najvecˇji vpliva na obliko obraza.
Predstavitev teh ugotovitev se vidi v naslednjih slikah, ki so jih pripravili
avtorji sˇtudije Genome-wide mapping of global-to-local genetic effects on hu-
man facial shape [2]. Slika 2.1 pokazˇe, kako so v sˇtudiji hierarhicˇno razdelili
dele obraza na drevesno strukturo (vsak del obraza se deli na dva dela). S
slike je, na primer, razvidno, da se na najviˇsji ravni obraz razdeli na dve
mnozˇici, kjer je v prvi del obraza (na sliki 2.1 oznacˇeno z 2) z nosom in
njegovo okolico in na drugo mnozˇico (na sliki 2.1 oznacˇeno s 3), ki izkljucˇuje
prvo mnozˇico (torej vse razen nosu in okolice), nato pa se naprej razdelita
vsaka na sˇe dve podmnozˇici. Koncˇni rezultat je drevesna struktura obraznih




Slika 2.1: Hierarhicˇna razdelitev obra-
znih struktur. Vir: [2]
Slika 2.2: Po barvah predstavljen vpliv
posameznih genomov in lokusov zno-
traj njih na razlicˇne obrazne strukture
s slike 2.1. Vir: [2]
Na sliki 2.2 se v zgornjem delu
vidi ista drevesna struktura kot na
sliki 2.1. V spodnjem delu slike
pa vidimo graf logaritmicˇne odvi-
snosti oblike obraza od posame-
znega lokusa na razlicˇnih kromoso-
mih. V grafu je narejena pika pri 15
najuporabnejˇsih lokusih, ki imajo
najvecˇjo tezˇo pri obliki dolocˇenega
dela cˇlovesˇkega obraza. Na sliki je
tudi z barvami predstavljeno, ka-
teri kromosomi vplivajo na tocˇno
dolocˇen del obraza. Tako se vidi, da
ima prvi kromosom najvecˇji vpliv
na obrazni del, ki je na sliki 2.1
oznacˇen z 2 in 5, torej oblika nosu.
Torej smo se v projetku odlocˇili,
da bomo od prostovoljcev izmerili
podatke le na teh 15 lokusih, da
prihranimo sredstva, saj nam bi vsi
drugi lokusi dali veliko manj infor-
macij o obliki obraza.
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2.1 Izmerjeni lokusi
V tabeli 2.1 vidimo v vsakem stolpcu vrednosti na dolocˇenem lokusu, v vsaki
vrstici pa so podatki posameznega prostovoljca. Vrednosti lokusov smo, za-
radi varstva podatkov, pretvorili v vrednost A in B namesto oznak T, G,
A, C, itd. Prav tako smo namesto pozicije lokusa, npr. 1q20, samo oznacˇili
stolpec kot L1 do L15. V podatkih je takoj razvidno, da je nekaj lokusov
zelo redundantnih, saj so vrednosti iste pri vseh prostovoljcih. To so lokusi
L3, L10 in L15. Ti lokusi bodo odstranjeni iz ucˇnega procesa, saj ne nosijo
nobene informacije glede razlike v obliki obraza posameznika. Kar se ticˇe
razlike med posamezniki, je potrebna bolj podrobna analiza. Tu se vidi, da
imata identicˇne vrednosti samo oseba 3 in 5. Te dve osebi nista tako neupo-
rabni kot ponavljajocˇi se lokusi, saj lahko nasˇ model najde, kako so si pari
obrazov podobni med sabo. Edina tezˇava je, da ne more podobnosti pripeti
kateremu koli od lokusov, saj nikjer ni razlicˇnih.
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L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15
1 A A A A A B B A B A A B B A B
2 A A A B A A B B B A A B A B B
3 A A A A A A B B A A A B B A B
4 A A A A A B B B B A A A B A B
5 A A A A A A B B A A A B B A B
6 A A A A A A A A A A B B A A B
7 A A A B A A B B A A A B A A B
8 A A A B A A B B A A A B A B B
9 A A A B A A B A B A A B B A B
10 B A A A A A B B A A A B B A B
11 A A A B A A B B B A A A B B B
12 A A A B A A B A B A A B B B B
13 B A A A A B B B B A A B A A B
14 A B A A A A B B B A A A B A B
15 A A A A A A B B A A A A B B B
16 A A A A A A B A B A A B B B B
17 A A A A A A B B A A B B B A B
18 B A A B A B B A B A A A B B B
Tabela 2.1: Izmerjene vrednosti 15 lokusov na 18 razlicˇnih prostovoljcih.
2.2 Zajem oblike obraza v 3D
Od vsakega prostovoljca smo dobili obraz, skeniran v 3D. Na sliki 2.3 so sˇtirje
obrazi, ki so bili samo porezani, da imajo samo obraz (originalni skeni 3D
imajo tudi ramena in lase, usˇesa, ipd.). Ti obrazi so predstavljeni z razlicˇnim
sˇtevilom tocˇk, saj so kaksˇni obrazi, npr. malenkost vecˇji od drugih. To se
vidi na sliki 2.3, cˇe primerjamo desna obraza, vidimo, da je zgornji vecˇji od
spodnjega (vsi obrazi so prikazani na isti povecˇavi).
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Originalni modeli 3D obrazov, pridobljeni s skenerjem 3D, so za uporabo
v strojnem ucˇenju v izvirnem formatu precej neuporabni. Prva tezˇava je
razlicˇno sˇtevilo tocˇk v modelu 3D. Na sliki 3.1a je obraz, ki je sestavljen iz
19696 tocˇk, obraz na sliki 3.1b pa je sestavljen iz 18250 tocˇk. Druga tezˇava
je, da imajo modeli 3D zaradi napake skenerja 3D razne pomanjkljivosti, kot
so razne luknje na delih obraza, kot se vidi na sliki 3.1b.
Najvecˇja tezˇava so isto lezˇecˇe tocˇke, ki na istem indeksu razlicˇnega obraza
ne predstavljajo isti del obraza. Za primer je podana slika 3.1, kjer so tocˇke
obraza pobarvane glede na njihov indeks (torej svetlejˇsa barva predstavlja
bolj zacˇetne tocˇke in temnejˇsa barva kasnejˇse tocˇke). Na prvi pogled je videti,
kot da so vse tocˇke isto pobarvane, ampak je to le tezˇava predstavitve. Edina




(a) Obraz 1 (b) Obraz 2
Slika 3.1: Primerjava vseh tocˇk dveh obrazov, pobarvanih po njihovem inde-
ksu v posameznem obrazu.
Za boljˇso predstavitev tezˇave je na sliki 3.2 prikazana le vsaka 50. tocˇka
obraza. Tu se tezˇava opazi, cˇe pogledamo v konico nosu. Na sliki 3.2a nobena
izmed novo izbranih tocˇk ne lezˇi na vrhu nosu, na sliki 3.2b pa vidimo nekaj
tocˇk, ki so povsem na vrhu nosa. Resˇitev za to tezˇavo je, da obraz 3D
predelamo po standardiziranih postopkih parametrizacije in s tem dobimo
tocˇno strukturirane podatke.
(a) Obraz 1 (b) Obraz 2
Slika 3.2: Primerjava vsake 50. tocˇke, pobarvane po njihovem indeksu v
posameznem obrazu.
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3.1 Preprosta parametrizacija s knjizˇnico dlib
Kot prvo mozˇnost parametrizacije smo preverili knjizˇnico Python dlib [3].
Ta omogocˇa preprosto parametrizacijo obraza s pomocˇjo 68 znacˇilk, kot se
vidi na sliki 2.1. S slike je tudi razvidno, da je vsaka znacˇilka vedno na
istem mestu, torej bo znacˇilka sˇtevilka 34 vedno na konici nosa, neodvisno
od obraza. Ta parametrizacija dela odlicˇno na vseh frontalnih slikah, torej
slikah, kjer sta vidni obe ocˇesi. Ena od tezˇav take parametrizacije je, da
je narejena za izvajanje nad sliko 2D obraza in bi morali nasˇe obraze 3D
spremeniti v frontalne slike 2D. Za nasˇ projekt se je ugotovilo, da obraz iz
samo teh 68 znacˇilk izgubi prevecˇ informacij. Veliko znacˇilk je postavljenih
na obrobje obraza, kar nam pove veliko o obliki in velikosti obraza, vendar
je za nasˇ namen to manj uporabna informacija, saj bi hoteli vedeti cˇim vecˇ
o drugih delih obraza, kot so nos, licˇka, podbradek, usta, itd. Torej, tukaj
manjkajo znacˇilke, ki bi predstavljale lica, zgornji del cˇela in podbradek, itd.
Zaradi tega smo ta nacˇin parametrizacije v diplomskem delu ovrgli.
Slika 3.3: Parametrizacija obraza dlib z 68 znacˇilkami. Vir: [3]
3.2 Parametrizacija Meshmonk
V cˇlanku [7] je opisano orodje Meshmonk. To je orodje v Matlab, ki je name-
njeno natancˇni parametrizaciji obrazov 3D. Orodje postavi njihov genericˇen
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obraz 3D, sestavljen iz 7160 tocˇk in ga postavi na zˇeleni obraz 3D in ga
iterativno prilagaja tako, da na razlicˇnih obrazih isti indeks predstavlja isto
podrobnost obraza. Na sliki 3.4 se na levi strani vidi genericˇen obraz 3D in
na desni strani prilagojen model 3D na treh razlicˇnih obrazih.
Slika 3.4: Parametrizacija obraza Meshmonk. Vir: [7]
3.2.1 Opis postopka parametrizacije Meshmonk
Meshmonk obsega tri glavne korake parametrizacije.
1. Nalozˇi sliko 3D obraza, ki ga zˇelimo parametrizirati in sliko 3D ge-
nericˇnega obraza, t. i. predloga, glej sliko 3.5a.
2. Toga poravnava obraza. Ta se naredi s pomocˇjo petih znacˇilk obraza,
ki so po vrsti desni kot levega ocˇesa, levi kot desnega ocˇesa, vrh nosu,
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ter levi in desni kot ustnice. S pomocˇjo teh znacˇilk togo transformira
genericˇni model obraza na zˇeleni obraz, kot se vidi na sliki 3.5b. Pri
tej transformaciji genericˇen obraz samo prilagodi velikost, rotacijo in
lokacijo, ne naredi pa nobene spremembe v obliki genericˇnega obraza.
3. Netoga poravnava obraza. V tem koraku se v vecˇ korakih postopoma
genericˇni obraz priblizˇuje realnemu obrazu. Pri tem pa algoritem pazi,
da ohrani vsak del obraza na svojem indeksu. Koncˇni rezultat koraka
se vidi na sliki 3.5c.
Slika 3.5: Trije koraki parametrizacije Meshmonk. Vir: [7]
3.2.2 Aplikacija parametrizacije na skeniranih
obrazih 3D
Ko pozˇenemo orodje Meshmonk, nad nasˇimi obrazi dobimo lepo prilagojene
tocˇke obraza 3D, ki so sedaj lepo indeksirane. Prav tako nam Meshmonk
popravi morebitne napake, ki jih je imel skener 3D. Na sliki 3.6 vidimo, da
imata oba obraza na istih lokacijah obraza tocˇke z istim indeksom. Prav tako
vidimo, da obraz 2 na sliki 3.6b nima vecˇ luknje pri nosu, tako kot jo je imel
na sliki 3.1b.
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(a) Obraz 1 (b) Obraz 2
Slika 3.6: Po indeksih pobarvane tocˇke obrazov, ki smo jih dobili iz Me-
shmonk.
3.3 Redukcija sˇtevila parametrov obraza
Zaradi premajhne ucˇne mnozˇice smo morali narediti kompromis pri natancˇ-
nosti napovedovanja obraza. Zˇeleli smo zmanjˇsati sˇtevilo tocˇk, ki opisujejo
obraz iz 7160 tocˇk, ki smo jih dobili iz Meshmonk, na najvecˇ 1000 tocˇk ali
manj. Sedaj pridemo do tezˇave, kako izbrati te tocˇke. Odlocˇili smo se, da
bomo tocˇke izbrali prek grucˇenja tocˇk na obrazu.
Cilj postopka je torej najti najucˇinkovitejˇsi algoritem grucˇenja, ki bo iz-
bral tocˇke tako, da bodo cˇim bolj razporejene po obrazu in imajo cˇim vecˇ
posebnosti obraza. V nadaljevanju opiˇsemo nekaj postopkov grucˇenja, cˇez
katerega smo reducirali tocˇke na obrazu na samo 50 tocˇk, da je bolje predsta-
vljivo delovanje iz slik. Za implementacijo vseh algoritmov smo uporabljali
Python knjizˇnico sklearn [6].
3.3.1 Algoritem K-voditeljev
Prva metoda je najosnovnejˇsa metoda grucˇenja s k-voditelji (angl. k-means
clustering). Metoda dela v naslednjih korakih.
1. Med podane tocˇke nakljucˇno postavimo k-centroidov.
2. Za vsako tocˇko oznacˇimo, kateremu centroidu je najblizˇja.
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3. Vsak centroid premaknemo tako, da je na povprecˇni vrednosti vseh
njegovih tocˇk, ki so mu bile dodeljene v koraku 2.
4. Ponovimo korak 2 in 3, dokler tocˇke ne spreminjajo vecˇ, kateremu cen-
troidu spadajo oziroma dokler ne dosezˇemo maksimalnega sˇtevila ite-
racij, ki smo ga dolocˇili.
Rezultati metode na obrazu dajo lepe rezultate. Vse dele obraza lepo poraz-
deli na 50 delov in vsak del obraza ima lepo enakomerno povrsˇino. Na desni
strani slike 3.7 vidimo, da so vsi centroidi grucˇ lepo razporejeni po obrazu,
brez kakrsˇnih koli vecˇjih lukenj.
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Slika 3.7: Na levi so slike obraza, kjer so tocˇke pobarvane z barvo grucˇe,
ki smo jo dobili z metodo k-voditeljev, v kateri so. Na desni so prikazani
centroidi grucˇ.
Diplomska naloga 17
3.3.2 Algoritem premikanja povprecˇja
Drugi algoritem grucˇenja je premikanje povprecˇja (angl. mean-shift). Algori-
tem se uporablja, ko zˇelimo dolocˇiti, kje se tocˇke najbolj zgosˇcˇajo. Algoritem
dela po naslednjih korakih.
1. Na eno od tocˇk postavi srediˇscˇe okna dolocˇenega radija.
2. Okno tocˇke premakne tako, da pogleda, kje je povprecˇje vseh tocˇk, ki
se nahajajo v tem oknu in ga postavi v to tocˇko. Torej premaknemo
okno proti smeri, kjer so trenutne tocˇke v njem najbolj zgosˇcˇene.
3. Korak 2 ponovimo tolikokrat, dokler se okno ne ustavi v neki tocˇki.
4. Ponovimo korak 1 in 2 tolikokrat, kolikor je tocˇk.
5. Kot rezultat dobimo vecˇ oken, ki se prekrivajo in imajo center v isti
tocˇki. Vse tocˇke, katerih okno se je ustalilo v isti tocˇki, spadajo v isto
skupino.
Rezultati metode se vidijo na desni strani slike 3.8. Kot vidimo v primerjavi z
levo sliko, kjer so rezultati grucˇenja s k-voditelji, so grucˇe bolj razlicˇne v veli-
kosti in obliki. Algoritem premikanja povprecˇij naredi veliko bolj pravokotne
in trikotne oblike, medtem ko so pri algoritmu k-voditeljev bolj pravokotne
in sˇesterokotne oblike.
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Slika 3.8: Na levi so slike obraza, kjer so tocˇke pobarvane z barvo grucˇe, ki
smo jo dobili z metodo k-voditeljev, na desni pa so tocˇke pobarvane z barvo
grucˇe, ki smo jo dobili z metodo premikanja povprecˇja.
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3.3.3 Razvrsˇcˇanje z zdruzˇevanjem
Tretji algoritem je razvrsˇcˇanje z zdruzˇevanjem (angl. agglomerative cluste-
ring). Algoritem povezˇe tocˇke v grucˇe glede na njihovo razdaljo eno od druge.
Algoritem dela po naslednjih korakih.
1. Vsako tocˇko definiramo kot samo svojo grucˇo.
2. Izracˇunamo razdaljo vseh grucˇ med seboj (torej razdalje med vsemi
tocˇkami).
3. Grucˇe, ki so najblizˇje, zdruzˇimo v skupno grucˇo in odstranimo ti dve
zdruzˇeni grucˇi s seznama ter dodamo novo nastalo grucˇo na seznam.
4. Ponovimo korak 3, dokler ne ostane samo eno cela grucˇa.
5. Kot rezultat dobimo dendrogram, ki ga lahko prerezˇemo na poljubni
viˇsini, da dobimo zˇeleno sˇtevilo grucˇ.
Rezultati metode se vidijo na desni strani slike 3.9. Kot vidimo v primerjavi
z levo sliko, kjer so rezultati grucˇenja s k-voditelji grucˇe, niso lepo okrogle in
so raztegnjene ter so videti kot sestavljanka. Prav tako je velikost grucˇ zelo
razlicˇna in vsaka zajema razlicˇno sˇtevilo tocˇk.
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Slika 3.9: Na levi so slike obraza, kjer so tocˇke pobarvane z barvo grucˇe, ki
smo jo dobili z metodo k-voditeljev, na desni pa so tocˇke pobarvane z barvo
grucˇe, ki smo jo dobili z zdruzˇevanjem.
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3.3.4 Izbira metode grucˇenja
Za nadaljevanje smo se odlocˇili, da bomo uporabljali metodo k-voditeljev.
Za to metodo smo se odlocˇili iz naslednjih razlogov.
1. Pri metodi k-voditeljev so grucˇe predstavljene z istim sˇtevilom tocˇk,
kar je bolj ustrezno za nadaljnje procesiranje.
2. Grucˇe pri metodi k-voditeljev so najbolj okrogle oblike, niso raztegnjene
ali zobcˇaste tako kot pri drugih dveh metodah.
3. Na vseh obrazih so grucˇe skoraj identicˇno porazdeljene. Glej sliko 3.10.
Slika 3.10: Primerjava metode k-voditeljev na dveh razlicˇnih obrazih.
3.3.5 Izbira tocˇk iz dobljenih grucˇ
Za izbiro, katere tocˇke bomo uporabljali v ucˇenju, smo iz vsake grucˇe izbrali
tisto tocˇko, ki je najblizˇja centroidu grucˇe. Torej tisto, ki je najblizˇje pov-
precˇju vseh tocˇk v grucˇi. Ker imajo razlicˇni obrazi iste indekse tocˇk na istih
delih obraza, moramo dobiti samo seznam indeksov tocˇk, ki so bile izbrane iz





V naslednjih podpoglavjih bomo predstavili transformaciji podatkov za na-
mene strojnega ucˇenja, primerjavo rezultatov razlicˇnih modelov in splosˇni
rezultat ucˇenja. Za vse strojne modele in validacijo smo uporabili knjizˇnico
Python sklearn [6].
4.1 Transformacija lokusov iz diskretne oblike
Za namene strojnega ucˇenja nam vrednosti lokusov v trenutni obliki niso
vsˇecˇ. Tezˇava je, da ucˇni algoritem pricˇakuje sˇtevilcˇno opis vrednosti lokusov,
ki pa so zapisani s cˇrkami. To pomeni, da bo ucˇni algoritem vzel za vrednost
lokusov kar vrednost znaka in bo dobil razlicˇen sˇtevilcˇni razpon, ki bo lahko
vplival na napacˇno utezˇenje razlicˇnih vrednosti lokusov. V ta namen je treba
lokuse zapisati v drugacˇni obliki. Odlocˇili smo se, da uporabimo t.i. kodiranje
one-hot.
Kodiranje one-hot vsako razlicˇno vrednost vsakega atributa zapiˇse z bi-
narno vrednostjo kot nov atribut. Za primer sta podani tabela 4.1, kjer
so podane vrednosti pred transformacijo, in tabela 4.2, kjer vidimo rezultat
preslikave prve tabele z one-hot kodiranjem. Kot vidimo, so iz atributa 1
nastala dva nova atributa 1.A in 1.B, iz atributa 2 pa so nastali trije novi
atributi 2.C, 2.D in 2.E, saj ima ta atribut tri razlicˇne vrednosti. Pri osebi 1
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vidimo, da ima oznacˇeno 1 pri atributih 1.A in 2.C, saj je imela v tabeli 4.1
take vrednosti za prvi in drugi atribut, vsi drugi atributi pa so nastavljeni
na 0.
Atribut 1 Atribut 2
Oseba 1 A C
Oseba 2 B D
Oseba 3 A E
Tabela 4.1: Primer vrednosti dveh atributov pri treh razlicˇnih osebah.
Atribut 1.A Atribut 1.B Atribut 2.C Atribut 2.D Atribut 2.E
Oseba 1 1 0 1 0 0
Oseba 2 0 1 0 1 0
Oseba 3 1 0 0 0 1
Tabela 4.2: Vrednosti po kodiranju one-hot.
Po transformaciji smo dobili iz 15 vrstic 26 kodiranih vrstic one-hot. Podatki
so tako pripravljeni, da jih lahko damo na vhod v model.
4.2 Precˇno preverjanje modelov
Spodnja meja, ki jo mora model izboljˇsati, je uspesˇnost povprecˇnega modela
(angl. dummy-model). Povprecˇni model dela tako, da ne gleda na vhodne
podatke, ampak samo izracˇuna povprecˇje vsakega napovedovanega razreda
in za katerikoli vhodni podatek vrne povprecˇne vrednosti razredov. Prav
tako bomo za validacijo uporabljali k-kratno precˇno preverjanje (angl. k-fold
cross-validation).
K-kratno precˇno preverjanje dela tako, da podatke razdelimo na k-delov.
Nato se k-1-delov podatkov uporabi za ucˇno mnozˇico in 1 del podatkov za
testno mnozˇico. To se ponovi k-krat in vsakicˇ se zamenja del za testno
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mnozˇico. Tako bo vsak podatek vecˇkrat v ucˇni mnozˇici in enkrat v testni
mnozˇici. Rezultat je nato povprecˇna vrednost rezultatov uspesˇnosti vseh
iteracij modela.
Ker imamo v diplomskem delu samo 18 prostovoljcev, bomo delali po-
sebno precˇno preverjanje, ki se mu recˇe izpusti enega (angl. leave-one-out).
To pomeni, da za vsako iteracijo vzame samo en podatek za testno mnozˇico,
vsi drugi se pa uporabijo v ucˇni mnozˇici. Pri nas se bo torej en podatek
uporabil za testno mnozˇico in 17 podatkov za ucˇno mnozˇico, preverjanje pa
se bo ponovilo 18-krat. Nacˇin izpusti enega je torej k-kratno precˇno pre-
verjanje, kjer je K sˇtevilo vrstic za ucˇenje oziroma v nasˇem primeru sˇtevilo
prostovoljcev.
4.3 Primer napovedanega obraza
Na naslednjih slikah se vidi, kaksˇen obraz dobimo, ko napovedujemo tocˇke
iz podanih lokusov. Na prvi pogled je videti oblika obraza precej podobno
resnicˇnemu obrazu. Prva vecˇja razlika, ki se lahko opazi, je velikost obraza.
Na sliki 4.1 na levi strani vidimo napovedan obraz v rdecˇi barvi, predstavljen
ob pravem obrazu v modri barvi. Napovedan obraz je veliko vecˇji pri regijah,
kot so nos, cˇelo in brada. Do tega pride zaradi tega, ker je obraz, ki ga
napovedujemo, veliko manjˇsi od povprecˇja vseh obrazov. Cˇe na sliki 4.1
pogledamo desni stolpec vidimo, da je z zeleno narisan povprecˇen obraz.
Nasˇ model seveda napoveduje vrednosti, ki so le malenkost odmaknjene od
povprecˇja, saj nimamo toliko podatkov, da bi se naucˇili velikost obraza iz
podanih lokusov.
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Slika 4.1: Na sliki so z rdecˇo narisane napovedane pike iz modela metode
podpornih vektorjev. Z modro so narisane pike pravega obraza. Z zeleno so
narisane povprecˇne pike, torej s povprecˇnim modelom.
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4.4 Centriranje tocˇk obraza na
povprecˇen obraz
Pri graficˇnem prikazu tocˇk smo videli, da napovedni model slabo napove-
duje tocˇke, ki so ob robu obraza, torej tocˇke, ki so dlje od izhodiˇscˇa. Na-
mrecˇ, razlicˇne tocˇke so razlicˇno oddaljene od izhodiˇscˇa in nosijo zaradi tega
drugacˇno vrednost. Model zaradi tega napacˇno oceni, kam mora postaviti
tocˇko. Modelu lahko pomagamo, da tocˇke obraza centriramo na povprecˇen
obraz. To lahko naredimo tako, da vsaki tocˇki obraza odsˇtejemo povprecˇno
vrednost tocˇke, ki se pojavi pri vseh obrazih. Tako se bo model moral samo
naucˇiti, v katero smer od povprecˇne vrednosti mora prestaviti tocˇko, ki jo
zˇeli napovedati in ne, kje v prostoru je tocˇka.
Izboljˇsave ni mogocˇe videti prek slik, ampak se vecˇini modelov izboljˇsa
povprecˇna kvadratna napaka. Rezultati nekaterih modelov, kot so Lasso in
regresija Ridge, pa ostanejo nespremenjeni.
4.5 Primerjava modelov
Tukaj bomo predstavili rezultate, dobljene prek validacije. Zacˇetne primer-
jave smo naredili na naslednjih modelih, ki so implementirani v knjizˇnici
sklearn [6]:
1. Povprecˇen regresijski model (angl. dummy regressor) s povprecˇno stra-
tegijo.
2. Linearna regresija (angl. linear regression).
3. Regresija Lasso (angl. lasso regression).
4. Regresija Ridge (angl. ridge regression).
5. Hkratno ucˇenje vecˇ nalog Lasso (angl. multi-task lasso).
6. Vecˇnivojska elasticˇna mrezˇa (angl. multi-layer elastic net).
7. Nevronska mrezˇa vecˇnivojski perceptron (angl. multi-layer perceptron
regressor).
8. Metoda podpornih vektorjev (angl. support vector machine).
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V tabeli 4.3 vidimo rezultate, dobljene pri precˇnem preverjanju. Valida-
cija nam za vsako iteracijo modela vrne njegovo povprecˇno kvadratno napako
(angl. mean squared error). V tabeli je v prvem stolpcu prikazano ime mo-
dela, v drugem povprecˇje dobljenih rezultatov validacije, v tretjem stolpcu
pa standardni odmik rezultatov od povprecˇja. Kot vidimo, so sˇtirje modeli
boljˇsi od povprecˇnega regresijskega modela, ampak ne za prav veliko. Line-
arna regresija ima najvecˇje napake, kar je bilo pricˇakovano, regresija Ridge in
hkratno ucˇenje vecˇ nalog Lasso pa sta prav tako precej slabsˇi od povprecˇnega
regresijskega modela.
Ime modela Povprecˇni rezultat MSE Standardni odmik MSE
Nevronska mrezˇa vecˇnivojski perceptron 12,189 7,906
Regresija Lasso 12,297 7,294
Vecˇnivojska elasticˇna mrezˇa 12,436 8,226
Metoda podpornih vektorjev 13,793 8,411
Povprecˇen regresijski model 14,065 8,870
Regresija Ridge 20,460 10,503
Hkratno ucˇenje vecˇ nalog Lasso 26,341 13,939
Linearna regresija 60,251 45,435
Tabela 4.3: Rezultati modelov po precˇnem preverjanju.
4.6 Izbiranje parametrov modelov
Pri trenutnih rezultatih smo parametre vseh modelov pustili na njihovi pri-
vzeti vrednosti. Zato bomo tu izboljˇsali parametre najboljˇsih modelov iz
tabele 4.3. Torej nevronske mrezˇe vecˇnivojski perceptron, regresije Lasso in
vecˇnivojska elasticˇna mrezˇa in metodo podpornih vektorjev. Vsakega od teh
modelov smo ucˇili po postopku, kot ga vidimo na sliki 4.2.
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Slika 4.2: Postopek iskanja najboljˇsih parametrov vsakega modela.
4.6.1 Regresija Lasso
Regresija Lasso ima parameter α, ki je namenjen regularizaciji atributov.
Med ucˇenjem vsakega modela je bil preiskan parametricˇni prostor med 0 in 1
s korakom 0,5 in med 1 in 10 s korakom 1. Iz histograma 4.3 smo za regresijo
Lasso dobili najvecˇkrat najboljˇse rezultate pri 0, 35 < α > 0, 55, tako da smo
v praksi izbrali α vrednost 0,5.
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Slika 4.3: Histogram najboljˇse izbranih vrednosti α regresije Lasso.
4.6.2 Vecˇnivojska elasticˇna mrezˇa
Prav tako kot pri regresiji Lasso imamo pri vecˇnivojski elasticˇni mrezˇi para-
meter α. Med ucˇenjem vsakega modela je bil preiskan parametricˇni prostor
med 0 in 1 s korakom 0,5 in med 1 in 10 s korakom 1. Iz histograma 4.4
vidimo, da so najboljˇsi rezultati razporejeni od vrednosti 1 do 3, ampak so
najboljˇsi pri 1 < α > 2 tako, da bi v praksi izbrali tak parameter.
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Slika 4.4: Histogram najboljˇse izbranih α vrednosti vecˇnivojske elasticˇne
mrezˇe.
4.6.3 Metoda podpornih vektorjev
Pri metodi podpornih vektorjev imamo na izbiro dva parametra. Prvi para-
meter je izbor jedro. Na voljo imamo linearno jedro, polinomsko jedro,
radialno bazno funkcijo in sigmoidno funkcijo. Pri vseh iteracijah je bila
sigmoidna funkcija dalecˇ najboljˇsa, zato smo se odlocˇili za iskanje samo s
tem jedrom. Drugi parameter pa je C, ki nam pove, kako mocˇno se kaznuje
regresija, ki je cˇez rob neke napovedi. Torej nekako nam lahko omehcˇa ro-
bove regresije. Vecˇji kot je parameter C, manjˇse robove imamo in obratno
z manjˇsim parametrom. Med ucˇenjem vsakega modela je bil preiskan para-
metricˇni prostor med 0 in 1 s korakom 0,1 in med 1 in 15 s korakom 1. Iz
histograma na sliki 4.5 vidimo, da je najboljˇsi parameter pri C=10, cˇeprav
je bilo kar nekaj najboljˇsih modelov okoli vrednosti 0,5, 6 in 7.
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Slika 4.5: Histogram najboljˇse izbranih vrednosti C s sigmoidno funkcijo pri
metodi podpornih vektorjev.
4.6.4 Nevronska mrezˇa vecˇnivojski perceptron
Nevronska mrezˇa vecˇnivojski perceptron je pocˇasnejˇsa za ucˇenje. Ima ve-
liko parametrov, kot so velikosti skritih ravni, kaksˇne aktivatorje uporablja,
vrednost α, itd. Za nasˇe namene nismo preiskovali tega parametricˇnega pro-
stora, ampak smo samo pregledali, kako se obnasˇa model, cˇe mu spreminjamo
parameter za hitrost ucˇenja (angl. learning rate init), ki pove, koliko utezˇi
mrezˇo na vsakem koraku ucˇenja. Med ucˇenjem je pri nizki vrednosti parame-
tra, torej 0, 001, zˇe koncˇal vse iteracije, preden je zacˇel konvergirati, zato ima
tudi veliko slabsˇe rezultate. Iz histograma na sliki 4.6 vidimo, da so najboljˇsi
rezultati od vrednosti 0, 1. Tako da bi tako vrednost uporabil tudi v praksi.
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Slika 4.6: Histogram najboljˇse izbranih vrednosti za hitrost ucˇenja pri ne-
vronski mrezˇi vecˇnivojski perceptron.
4.6.5 Rezulati validacije
Vse modele, za katere smo med ucˇenjem dobili najboljˇse vrednosti parame-
trov, smo preverili na dveh obrazih, ki sta bila odvzeta pred ucˇenjem modela.
Za vsak par obrazov, najprej smo napovedali tocˇke enega obraza, nato pa
smo primerjali, ali so napovedane tocˇke blizˇje pravemu obrazu ali pa so blizˇje
drugem obrazu. Enako smo storili tudi za drugi obraz. Tako smo preverili
obraze za vse razlicˇne pare v mnozˇici, torej 153 parov in med njimi je bilo
306 primerjav. Rezultate modelov vidimo v tabeli 4.4. Iz tabele je razvidno,
da je najboljˇsi model bil regresija Lasso, ki je pravilno ugotovil primerjave
pri 184 obrazih, kar pomeni, da je imel 60, 13 % natancˇnost. Vsi modeli
pa so bolje zaznali obraze kot pa pri povprecˇnem modelu. Primer je tukaj
nevronska mrezˇa vecˇnivojski perceptron, ki je sicer imel vecˇjo povprecˇno na-
pako modela, ampak je sˇe vedno uspesˇneje napovedoval obraze kot povprecˇni
model.
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Ime modela Povprecˇen MSE Povprecˇen odklon MSE Pravilno zaznani obrazi
Povprecˇni model 14,065 8,870 153/306 (50 %)
Regresija Lasso 12,197 7,292 184/306 (60,13 %)
Vecˇnivojska elasticˇna mrezˇa 12,375 8,094 176/306 (57,51 %)
Metoda podpornih vektorjev 12,849 7,897 175/306 (57,18 %)
Vecˇnivojski perceptron 18,489 10,279 179/306 (58.49 %)
Tabela 4.4: Rezultati modelov pri najboljˇsih parametrih za vse pare obrazov.
Poglavje 5
Zakljucˇek
Pokazali smo, da na podanih podatkih najbolje deluje regresija Lasso. To
je mogocˇe zaradi majhnega sˇtevila podatkov, saj bi drugi strojni modeli
ponavadi potrebovali veliko vecˇ podatkov. Kar se ticˇe napovedovanje pravega
obraza prek primerjave med enim in drugim, so bili vsi modeli uspesˇnejˇsi kot
povprecˇni model.
Nadaljnje delo bi lahko vkljucˇevalo vrsto izboljˇsav. Poskusiti bi bilo treba
ucˇenje z naborom podatkov, ki so bile uporabljene v sˇtudiji [2]. Omenjena
zbirka vkljucˇuje okoli 3000 obrazov z njihovimi genomskimi zapisi.
V nasˇih podatkih bi lahko dodali atribut o spolu osebe. To bi lahko po-
magalo pri ucˇenju, kako velik mora biti obraz, saj se velikost obraza navadno
razlikuje med spoloma. Preverili bi lahko, kako dodatni podatki o genomu
posameznikov pripomorejo k izboljˇsani napovedi.
Trenutni rezultati temeljijo na podatkih o 18 prostovoljcih. Zˇe na tako
skromnem sˇtevilu oseb je mogocˇe napovedovati obliko obraza in razlikovati
pare oseb z natancˇnostjo 60, 13 %. Sˇtudijo bi bilo vsekakor vredno ponoviti,
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