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1. Introduction
The Bell polynomials Bn(x) are defined by [1]
Bn(x) =
n∑
k=0
Snk x
k, n = 0, 1, . . . ,
where Snk is a Stirling number of the second kind [2]. They have the generating function
∞∑
n=0
Bn(x)
tn
n! = exp
[
x
(
et − 1)] , (1)
from which it follows that
B0(x) = 1 (2)
and
Bn+1(x) = x
[
B′n(x)+ Bn(x)
]
, n = 0, 1, . . . . (3)
The first few Bn(x) are
B1(x) = x, B2(x) = x (1+ x) , B3(x) = x
(
1+ 3x+ x2) ,
B4(x) = x
(
1+ 7x+ 6x2 + x3) , B5(x) = x (1+ 15x+ 25x2 + 10x3 + x4)
and in general
Bn(x) = x+
(
2n−1 − 1) x2 + · · · + n(n− 1)
2
xn−1 + xn. (4)
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The arithmetic properties of Bn(x) were considered in [3] and in [4], where he also showed that the polynomials Bn(x)
have simple roots. The same result was proved in [5], using other arguments.
The strong asymptotics of Bn(x) [6] and their zero distribution [7] was studied by C. Elbert applying the saddle point
method to (1). Zhao [8], investigated the uniform asymptotic behavior of Bn(x) on the negative real axis, where all the zeros
are located. He obtained an expansion in terms of the Airy function and its derivative.
In this paper, we will use a different approach and analyze (3) instead of (1). The advantage of our method is that no
knowledge of a generating function is required and therefore it can be applied to other sequences of polynomials satisfying
differential-difference equations [9,10].
2. Asymptotic analysis
To analyze (3) asymptotically as n→∞, we use a discrete version of the ray method [11]. Replacing the ansatz
Bn(x) = ε−nF (εx, εn) (5)
in (3), we get
F(u, v + ε) = u
(
ε
∂F
∂x
+ F
)
, (6)
with
u = εx, v = εn (7)
and ε is a small parameter. We consider asymptotic solutions for (6) of the form
F(u, v) ∼ exp [ε−1ψ (u, v)] K(u, v), (8)
as ε→ 0. Using (8) in (6) we obtain, to leading order, the eikonal equation
eq − u (p+ 1) = 0 (9)
and the transport equation
∂K
∂v
+ 1
2
∂2ψ
∂v2
K − u exp
(
−∂ψ
∂v
)
∂K
∂u
= 0, (10)
where
p = ∂ψ
∂x
, q = ∂ψ
∂v
. (11)
The initial condition (2), implies
ψ (u, 0) = 0, K(u, 0) = 1. (12)
To solve (9) we use the method of characteristics, which we briefly review. Given the first order partial differential
equation
F (u, v, ψ, p, q) = 0,
with p, q defined in (11), we search for a solution ψ(u, v) by solving the system of ‘‘characteristic equations’’
u˙ = du
dt
= ∂F
∂p
, v˙ = dv
dt
= ∂F
∂q
,
p˙ = dp
dt
= −∂F
∂u
− p ∂F
∂ψ
, q˙ = dq
dt
= −∂F
∂v
− q ∂F
∂ψ
,
ψ˙ = dψ
dt
= p∂F
∂p
+ q∂F
∂q
,
where we now consider {u, v, ψ, p, q} to all be functions of the new variables t and s.
For (9), we have
F (u, v, ψ, p, q) = eq − u (p+ 1)
and therefore the characteristic equations are
u˙+ u = 0, v˙ = eq, p˙− p = 1, q˙ = 0. (13)
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Solving (13), subject to the initial conditions
u(0, s) = s, v(0, s) = 0, p(0, s) = B(s)− 1, (14)
we obtain
u = se−t , v = Bst, p = Bet − 1, q = ln (Bs)
where we have used
0 = F|t=0 = eq(0,s) − sB.
From (12) and (14) we have
ψ(0, s) = 0, K(0, s) = 1, (15)
which implies
0 = d
ds
ψ (0, s) = p(0, s) d
ds
u (0, s)+ q(0, s) d
ds
v (0, s)
= (B− 1)× 1+ ln (Bs)× 0 = B− 1.
Thus,
u = se−t , v = st, p = et − 1, q = ln (s) . (16)
The characteristic equation for ψ is
ψ˙ = pu˙+ qv˙ = (et − 1) (−se−t)+ s ln (s) ,
which together with (15) gives
ψ (t, s) = s (1− t − e−t)+ st ln (s) . (17)
We shall now solve the transport equation (10). From (16), we get
∂t
∂u
= − te
t
s (t + 1) ,
∂t
∂v
= 1
s (t + 1) ,
∂s
∂u
= e
t
t + 1 ,
∂s
∂v
= 1
t + 1 (18)
and therefore,
∂2ψ
∂v2
= ∂q
∂v
= ∂q
∂t
∂t
∂v
+ ∂q
∂s
∂s
∂v
= 1
s (t + 1) . (19)
Using (18) and (19) to rewrite (10) in terms of t and s, we have
K˙ + 1
2 (t + 1)K = 0
with solution
K(t, s) = 1√
t + 1 , (20)
where we used (15).
Solving for t, s in (16), we obtain
t = W
(v
u
)
, s = v
W
(
v
u
) , (21)
where W (·) denotes the Lambert W function [12], defined by
W (z) exp [W (z)] = z. (22)
Replacing (21) in (17) and (20), we get
ψ (u, v) = v
W
(
v
u
) + v ln[ v
W
(
v
u
)]− (u+ v),
K(u, v) = 1√
W
(
v
u
)+ 1
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and from (8) we find that
F(u, v) ∼ exp
{
v/ε
W
(
v
u
) + v
ε
ln
[
v
W
(
v
u
)]− (u+ v
ε
)}
1√
W
(
v
u
)+ 1 , (23)
as ε→ 0. Using (7) and (23) in (5), we conclude that
Bn(x) ∼ exp
{
n
W
( n
x
) + n ln[ n
W
( n
x
)]− (x+ n)} 1√
W
( n
x
)+ 1 , (24)
as n→∞.
2.1. The LambertW function
For a biography of Johann H. Lambert (1728–1777) and historical notes on the function W (z), we refer the interested
reader to the introduction and appendix of [12].
Taking the derivative of (22) and solving for W′ (z), we obtain
W′ (z) = W (z)
z [W (z)+ 1] , z 6= 0.
Hence, W (z) is singular when W (z) = −1, i.e., for z = −e−1. It follows that W (z) has two real-valued branches for
−e−1 ≤ z < 0, denoted by W0 (z) (the principal branch of W) and W−1 (z), satisfying
W0 :
[−e−1, 0)→ [−1, 0) , W−1 : [−e−1, 0)→ (−∞,−1] ,
with
W0
(−e−1) = −1 = W−1 (−e−1) .
For z ≥ 0,W (z) has only one real-valued branch
W0 : [0,∞)→ [0,∞)
and for z < −e−1,W0 (z) and W−1 (z) are complex conjugates.
In order to find a power series expansion of W (z) around z = −e−1, we consider the equation
W (z) exp [W (z)] = z2 − e−1. (25)
Replacing
W (z) = −1+
∑
k≥1
akzk
in (25) and expanding in powers of z, we find that
a1 = ±
√
2e, a2 = −23 e, a3 = ±
11
36
√
2e
3
2 , a4 = − 43135e
2.
Hence, if we write p = √2 (ez + 1) (where we choose the branch of the square root that is positive for positive argument),
we have
W0 (z) =
∑
k≥0
µkpk, W−1 (z) =
∑
k≥0
(−1)k µkpk, (26)
with
µ0 = −1, µ1 = 1, µ2 = −13 , µ3 =
11
72
, µ4 = − 43540 .
It can be shown [12] that the series (26) converge for |p| < √2 and that in general
µk = k− 1k+ 1
(µk−2
2
+ τk−2
4
)
− τk
2
− µk−1
k+ 1 , k ≥ 1,
where
τ0 = 2, τ1 = −1, τk =
k−1∑
j=2
µjµk+1−j, k ≥ 2.
In the vicinity of z = 0, we have [12]
W0 (z) =
∑
k≥1
(−k)k−1
k! z
k, |z| < e−1, (27)
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while
W−1 (z) = L1 − L2 +
∑
m≥1
Pm (L2)
(L1)m
, (28)
for−e−1 < z < 0, with L1 = ln(−z), L2 = ln [− ln (−z)] and
Pm (x) = (−1)m+1
m∑
k=1
smm+1−k
xk
k! ,
where smk denotes the Stirling number of the first kind.
If we introduce the function
Φn(x; k) = exp [Ψn(x; k)] 1√
Wk
( n
x
)+ 1 ,
where
Ψn(x; k) = n
Wk
( n
x
) + n ln[ n
Wk
( n
x
)]− (x+ n),
we see from (27) and (28) that
Φn(x; 0) ∼ n ln (|x|) , |x| → ∞, Φn(x;−1) ∼ −x− n, x→−∞.
Since from (4) we have
Bn(x) ∼ n ln (|x|) , |x| → ∞,
we conclude that onlyΦn(x; 0) contributes to the asymptotic approximation of Bn(x) for values of x away from the origin.
Therefore, we need to consider three separate regions:
Remark 1. 1. An exponential region for x > 0 or x < −en. Here we have
Bn(x) ∼ Φn(x; 0), n→∞. (29)
2. An oscillatory region for −en < x < 0. In this interval, W0 (z) and W−1 (z) are complex conjugates and therefore we
need to consider the contributions fromΦn(x; 0) andΦn(x;−1).
3. A transition region for x ' −en. We will analyze this region in the next section.
2.2. The transition region
When x = −en, the quantity W ( nx ) + 1 vanishes and (29) is no longer valid. To find an asymptotic approximation in a
neighborhood of−en, we introduce the stretched variable β defined by
x = −en− βn 13 , β = O(1). (30)
Using (30) in (26), we have,
W0
(
n
−en− βn 13
)
∼ −1+
√
2e−1βn−
1
3 − 2
3
e−1βn−
2
3 − 7
36
√
2e−3β3n−1, β → 0+. (31)
Hence,
exp
[
Ψn(−en− βn 13 ; 0)
]
∼ ϕ (β, n) , β → 0+,
with
ϕ (β, n) = (−1)n exp
{
[ln(n)+ e− 2] n− (e−1 − 1)βn 13 } . (32)
We now consider solutions for (3) of the form
Bn(−en− βn 13 ) = ϕ (β, n)Λ (β) = ϕ
[
−
(
e+ x
n
)
n
2
3 , n
]
Λ
[
−
(
e+ x
n
)
n
2
3
]
, (33)
for some functionΛ (β). Replacing (33) in (3) and using (30) we obtain, to leading order
d2Λ
dβ2
− 2e−3βΛ = 0,
with solution
Λ (β) = C1Ai
(
2
1
3 e−1β
)
+ C2Bi
(
2
1
3 e−1β
)
, (34)
where Ai (·) , Bi (·) denote the Airy functions.
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To determine the constants C1, C2 in (34), we shall match (29) with (33). Using (30) and (31) in (29), we have
Bn(−en− βn 13 ) ∼ ϕ (β, n) exp
(
−2
3
√
2e−
3
2 β
3
2
) (
2e−1β
) 1
4 n−
1
6 , β → 0+. (35)
On the other hand, the Airy functions have the well-known asymptotic approximations [2, (10.4.59, 10.4.63)]
Ai (z) ∼ 1
2
√
pi
exp
(
−2
3
z
3
2
)
z−
1
4 , z →∞,
Bi (z) ∼ 1√
pi
exp
(
2
3
z
3
2
)
z−
1
4 , z →∞
and therefore we conclude that
C1 = √pi2 56 n 16 , C2 = 0. (36)
Replacing (34) and (36) in (33), we find that for x ' −en, we have
Bn
(
−en− βn 13
)
∼ √pi2 56 n 16 ϕ (β, n)Ai
(
2
1
3 e−1β
)
, n→∞. (37)
2.3. The oscillatory region
We shall now analyze the interval (−en, 0). In this interval, we have
Bn(x) ∼ γ1Φn(x; 0)+ γ2Φn(x;−1), n→∞, (38)
for some constants γ1 and γ2 to be determined. Using (30) in (26), we have
W0
(
n
−en− βn 13
)
∼ −1+
√
−2e−1βn− 13 i− 2
3
e−1βn−
2
3 − 7
36
√
−2e−3β3n−1i,
and
W−1
(
n
−en− βn 13
)
∼ −1−
√
−2e−1βn− 13 i− 2
3
e−1βn−
2
3 + 7
36
√
−2e−3β3n−1i,
as β → 0−. Hence,
exp
[
Ψn(−en− βn 13 ; 0)
]
∼ ϕ (β, n) exp
[
1
3
(−2e−1β) 32 i] ,
exp
[
Ψn(−en− βn 13 ;−1)
]
∼ ϕ (β, n) exp
[
−1
3
(−2e−1β) 32 i] ,
and [
W0
(
n
−en− βn 13
)
+ 1
]− 12
∼ (−2e−1β)− 14 n 16 exp (pi
4
i
) 1
i
,
[
W−1
(
n
−en− βn 13
)
+ 1
]− 12
∼ − (−2e−1β)− 14 n 16 exp (−pi
4
i
) 1
i
as β → 0−. Thus, using the results above in (38), we find that
Bn
(
−en− βn 13
)
∼ ϕ (β, n) (−2e−1β)− 14 n 16 1
i
×
{
γ1 exp
[
1
3
(−2e−1β) 32 i+pi
4
i
]
− γ2 exp
[
−1
3
(−2e−1β) 32 i−pi
4
i
]}
, β → 0−. (39)
On the other hand, using the well-known asymptotic approximation
Ai (z) ∼ 1√
pi (−z) 14
sin
[
2
3
(−z) 32 + pi
4
]
, z →−∞,
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Table 1
A comparison of the exact and asymptotic approximations for Bn(x).
n x = −150 x = −en x = −1 x = 1
5 .9999 1.0981 1.043 .9716
10 .9997 1.0759 .9414 .9821
15 .9995 1.0655 .9928 .9865
20 .9993 1.0590 .9760 .9890
25 .9988 1.0545 1.007 .9907
30 .9982 1.0511 .9932 .9919
35 .9970 1.0484 .9882 .9927
40 .9948 1.0462 .9564 .9934
45 .9895 1.0443 1.002 .9940
50 .9714 1.0427 .9968 .9945
Fig. 1. A comparison of the exact (solid curve) and asymptotic (ooo) values of B5(x).
in (37), we obtain
Bn
(
−en− βn 13
)
∼ 2
5
6 n
1
6(
−2 13 e−1β
) 1
4
ϕ (β, n) sin
[
2
3
(
−2 13 e−1β
) 3
2 + pi
4
]
, β →−∞. (40)
Matching (39) with (40), we conclude that γ1 = γ2 = 1 and therefore
Bn(x) ∼ Φn(x; 0)+ Φn(x;−1), n→∞, (41)
for−en < x < 0.
This concludes the asymptotic analysis of Bn(x) for large n.
3. Numerical results
In this section, we give some numerical and graphical examples that illustrate the accuracy of the results obtained in the
previous section.
In Fig. 1, we plot B5(x) and the asymptotic approximation in the exponential region (29), both multiplied by e| x2 | for
display purposes. We observe that the approximation (29) breaks down in the neighborhood of−5e ' −13.59.
In Fig. 2, we plot the logarithmic graphs of B20(x) and the asymptotic approximation in the transition region (37).
In Fig. 3, we plot B10(x) and the asymptotic approximation in the oscillatory region (41), both multiplied by ex for better
display. We see that the transition between (29) and (41) is smooth.
Finally, in Table 1 we give numerical evaluations of the ratio
Bn(x)
Asymptotic approximation
,
for values of x corresponding to the different asymptotic regions.We see that our formulas are quite accurate, even for small
values of n.
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Fig. 2. A comparison of the exact (solid curve) and asymptotic (ooo) values of B20(x).
Fig. 3. A comparison of the exact (solid curve) and asymptotic (ooo) values of B10(x).
4. Comparison with previous results
In [7], Elbert obtained the following Plancherel–Rotach type asymptotics for Bn(x):
1. For x 6∈ (−en, 0),
Bn (x) = n!√
2pin
1
wn
exp
[ n
w
(
1− e−w)] 1√
1+ w
[
1+ O (n−1)] , (42)
withwew = nx .
2. For x ∈ (−en, 0),
Bn [nx (φ)] = kn (φ)
{
sin
[
n
(
pi − φ + sin
2 φ
φ
)
+ η (φ)
]
+ O (n−1)} , (43)
where φ ∈ (0, pi) ,
x (φ) = − sin (φ)
φ
exp [φ cot (φ)] ,
kn (φ) = n!
√
2
pin
exp
{
−n
[
ln
(
φ
sinφ
)
+ x (φ)+ sin(φ) cos(φ)
φ
]}
[(
φ
sinφ − cosφ
)2 + sin2 (φ)] 14 ,
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η (φ) = pi
2
+ 1
2
arccos
[
1− φ cot (φ)√
(1− φ cotφ)2 + φ2
]
.
3. For x ' −en,
Bn (zn) = n!
pi
(−1)n exp
{
(e− 1)
[
n−
(n
6
) 1
3
ζ
]}(
6
n
) 1
3 [
A(ζ )+ O
(
n−
1
3
)]
, (44)
whereA (ζ ) = Ai (ζ ) and zn = −en
[
1− (6n2)− 13 ζ] .
Formula (42) is equivalent to (29), after taking into account Stirling’s formula
n!√
2pin
∼ exp [n ln(n)− n] , n→∞ (45)
and using the fact that − n
w
e−w = −x, since wew = nx . To show that (41) equals (43), requires a bit of work. First, writing
W0(z) = A(z)+ iB(z), for z < −e−1, we have
[A(z)+ iB(z)] exp [A(z)+ iB(z)] = z,
or
A(z) = −B(z) cot [B(z)] , − B(z)
sin [B(z)]
exp {−B(z) cot [B(z)]} = z.
Setting z = nx and B(z) = φ, gives
W0
(n
x
)
= −φ cot (φ)+ iφ, (46)
with
x = −n sin (φ)
φ
exp [φ cot (φ)] .
In order to have x ∈ (−en, 0), we need φ ∈ (0, pi) .
From (46), we obtain
W0
(n
x
)
= φ
sin (φ)
exp [(pi − φ) i] ,
1
W0
( n
x
) = − [cot (φ)+ i] sin2 (φ)
φ
, (47)∣∣∣W0 (nx)+ 1∣∣∣ =
√
[1− φ cot (φ)]2 + φ2,
arg
[
W0
(n
x
)
+ 1
]
= arccos
[
1− φ cot (φ)√
[1− φ cot (φ)]2 + φ2
]
.
Replacing (47) in (41), gives
Φn(x; 0)+ Φn(x;−1) = nn exp
[
−n cot (φ) sin
2 (φ)
φ
− n ln
(
φ
sinφ
)
− (x+ n)
]
× 2 cos
[
n
sin2 (φ)
φ
+ n (pi − φ)+ 1
2
arccos
(
1− φ cotφ√
(1− φ cotφ)2 + φ2
)]
× [(1− φ cotφ)2 + φ2]− 14 , (48)
where we have used W−1
( n
x
) = W0 ( nx ), for x ∈ (−en, 0). Formulas (43) and (48) are equivalent, since from (45)
n!
√
2
pin
∼ 2nn exp(−n), n→∞,
sin
(
pi
2 + x
) = cos(x) and
(1− φ cotφ)2 + φ2 =
(
φ
sinφ
− cosφ
)2
+ sin2 (φ) .
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Formula (44) is more troublesome. If we relate ζ with β by
ζ = −e−16 13 β,
then (44) reads
Bn
(
−en− βn 13
)
= n!
pi
ϕ (β, n)
(
6
n
) 1
3 [
A
(
−e−16 13 β
)
+ O
(
n−
1
3
)]
or, using (45)
Bn
(
−en− βn 13
)
∼ 3
1
3√
pi
n
1
6 2
5
6 ϕ (β, n)A
(
−e−16 13 β
)
, n→∞,
which agrees with (37) if
A (z) = pi3− 13 Ai
(
−3− 13 z
)
,
instead ofA (z) = Ai (z) .
To show the correctness of our result, we give another derivation of (37) in the Appendix, using a different method.
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Appendix
Setting x = −y in (3), we have
Bn+1(y) = y
[
dBn
dy
(y)− Bn(y)
]
, n = 0, 1, . . . . (49)
Replacing Bn(y) = eygn(y) in (49), we obtain
gn+1(y) = ydgndy (y), (50)
with g0(y) = e−y. Taking the Mellin transform of (50), we get [13]
Mn+1(z) = −zMn(z), (51)
where
Mn(z) =M [gn] (z) =
∫ ∞
0
gn (y) yz−1dy.
Solving (51) with the initial condition
M0(z) =M
[
e−y
]
(z) = Γ (z),
we obtain
Mn(z) = (−z)n Γ (z).
Thus, using the inversion formula for the Mellin transform, we can represent Bn(−x) as
Bn(y) = ey (−1)n 12pi i
∫
Br
zny−zΓ (z)dz, (52)
where Br is a vertical contour on the complex plane, on which Re(z) > 0.
To study (52) asymptotically as n→∞ and x ' −en,we define
ξ(z) = n ln(z)− z ln(y)+ ln [Γ (z)]
and we have
ξ(z) ∼ ξ(z0)+
[
Ψ (z0)+ nz0 − ln(y)
]
(z − z0)+ 16
[
Ψ
′′
(z0)+ 2n
(z0)3
]
(z − z0)3 , (53)
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where Ψ (z) is the Psi function (the logarithmic derivative of the Gamma function) and z0 (n) is defined by
Ψ ′(z0)− n
(z0)2
= 0. (54)
Using the asymptotic approximation [2]
Ψ (z) ∼ ln(z)− 1
2z
− 1
12z2
, z →∞
in (54), we get
z0 (n) ∼ n− 12 −
1
6n
, n→∞. (55)
Using (55) and replacing y by en+ βn 13 in (53) gives, to leading order,
ξ(z) ∼ [ln(n)− 2] n− e−1βn 13 + 1
2
ln
(
2pi
n
)
− 2 13 e−1βϑ + ϑ
3
3
, n→∞,
where ϑ is defined by
z = z0(n)+ 2 13 n 23 ϑ.
Therefore, using the above results in (52), we find
Bn(−en− βn 13 ) ∼ √pi2 56 n 16 ϕ (β, n) 12pi i
∫
C
exp
(
ϑ3
3
− 2 13 e−1βϑ
)
dϑ, n→∞,
where we have deformed Br to be a new contour C starting at∞ with argument −pi3 and ending at∞ with argument pi3 ,
that crosses the real axis at ϑ = z0(n). Using the integral representation of the Airy function [2], we conclude that
Bn(−en− βn 13 ) ∼ √pi2 56 n 16 ϕ (β, n)Ai
(
2
1
3 e−1β
)
, n→∞,
in agreement with (37).
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