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Abstract
We consider the translationally invariant but parity (left-right sym-
metry) breaking Ising chain Hamiltonian
H = −U2
∑
k
sksk+1 − U3
∑
k
sksk+1sk+3
and let this system evolve by Kawasaki spin exchange dynamics. Monte
Carlo simulations show that perturbations forcing this system off equi-
librium make it act as a Brownian molecular motor which, in the
lattice gas interpretation, transports particles along the chain. We
determine the particle current under various different circumstances,
in particular as a function of the ratio U3/U2 and of the conserved
magnetization M =
∑
k sk. The symmetry of the U3 term in the
Hamiltonian is discussed.
Keywords: Ising chain Hamiltonian, parity breaking, Brownian mo-
tor
LPT Orsay 14/xx
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I
n biological cells, one important class of molecular motors consists of those
that move in a preferential direction along microtubules and transport a
cargo of cellular material. A directed current is possible only due to certain
specific properties of the cellular environment. These motors are of the Brown-
ian type and the transport is the result of random fluctuations of, say, the local
temperature or the concentration of cellular constituents, even though such fluctu-
ations do not a priori favor a preferential direction of transport. Indeed, if the cell
were in a state of thermodynamic equilibrium, random fluctuations could not lead
to a systematic current. This intuitively evident fact is formally a consequence of
the equations of physics obeying detailed balance, or, at the microscopic level, time
reversal symmetry (TS). When the system is forced out of equilibrium, detailed
balance no longer holds, but even in that case we would still be able to conclude
that the current along a microtubule vanished on the basis of parity symmetry
(PS, left-right symmetry) – if indeed such a symmetry prevailed.
If however the chemical structure of the microtubule is spatially asymmetric
along its axis – as we know it is – and the cell is forced out of equilibrium even
so slightly, then both PS and TS are violated. Then, unless the system still
has another invariance, we no longer have any symmetry argument available to
conclude that there cannot be a current. These by now well-known facts have
been discussed in several review articles [1, 2, 3, 4, 5, 6, 7, 8, 9, 10].
It is important to have at hand a diversity of toy models which, without aiming
at direct applicability to specific experimental situations, illustrate the physical
principles that are at work. Existing models actually show that in the absence of
both TS and PS random fluctuations are rectified and lead to nonzero currents.
In these models TS breaking is easily implemented in a variety of ways, such as
by submitting the system to a periodic or a random temperature variation, or
to almost any other parity symmetric perturbation. PS may be also violated in
several different manners.
The probably most popular model consists of a Fokker–Planck equation for a
Brownian particle (or: ‘motor’) in a periodic parity breaking potential, e.g. an
asymmetric sawtooth potential or Bartussek’s double-sine potential [11]. Lee et
al. [12] exhibit the rectification effect in what is perhaps its simplest form, by
considering a particle hopping in discrete time between the nearest neighbor sites
of a one-dimensional lattice with hopping probabilities that are 3-periodic and
asymmetric in space. Kafri et al. [13] derived, with great care for biophysical
considerations, a 2-periodic lattice model with asymmetric hops governed by a
master equation; this model became popular among later workers who investigated
more formal properties involving out-of-equilibrium fluctuations [14, 15, 16]. Van
den Broeck et al. [17] have studied a model without any periodicity, consisting of
asymmetric triangle-shaped particles in continuous space and confined to a tube.
In this case the asymmetry of the interaction leads to a nonzero particle current.
Numerous physical and chemical properties of macromolecules have been re-
formulated in terms of the dynamics of Ising chains. Here we add to this list an
important phenomenon that was still missing: an illustration of the principles of
the Brownian molecular motor entirely in terms of Ising language. We believe
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this work is of interest, on the one hand, as a toy model in the field of Brownian
motors, and on the other hand as a contribution of a new kind to the rich field of
Ising model dynamics.
Let an Ising chain with spin configuration s = (s1, s2, . . . , sL) have the dimen-
sionless Hamiltonian H(s) given by
H(s) = −U2
L∑
k=1
sksk+1 − U3
L∑
k=1
sksk+1sk+3 , (1)
where sk = ±1 and periodic boundary conditions sL+k = sk are understood. The
U2 term in (1) is the standard Hamiltonian of the Ising chain with nearest neighbor
interactions; the U3 term, however, is a novelty: apart from breaking the up-down
spin symmetry, it also breaks PS due to the absence of the spin with index k + 2.
It is, moreover, the simplest possible translationally invariant term that does so.
We are not aware of PS violating Ising models ever to have been considered before.
Since the system breaks parity, the possibility – under appropriate dynamics – of
a current along the chain should certainly be expected. This work is motivated,
essentially, by our interest in the dynamical consequences of the U3 interaction.
The reason for the additional presence of the parity-symmetric U2 term will become
clear below.
We consider spins up (spins down) as particles (vacancies) and endow H(s)
with Kawasaki nearest-neighbor spin exchange dynamics; each exchange is there-
fore equivalent to a particle hopping to an empty nearest-neighbor site. The
total magnetization M =
∑
k sk or, equivalently, the total number of particles
N = 12(M + L), is conserved. When the system is in contact with a heat bath
of dimensionless temperature T , we adopt an exchange probability w
(k,k+1)
T for
the spins sk and sk+1 that satisfies detailed balance with respect to exp(−H/T ).
Explicitly,
w
(k,k+1)
T (s) =
1
2
[
1− tanh
(
∆E(k,k+1)(s)/2T
) ]
, (2)
where ∆E(k,k+1) is the energy increment associated with the exchange. Monte
Carlo simulations are carried out in the usual way: each update attempt consists
of selecting randomly a link (k, k + 1) and exchanging the values of sk and sk+1,
if different, with probability w
(k,k+1)
T . The physical time variable t is measured in
units of L update attempts.
We pause here to note that our approach – the parity breaking Hamiltonian (1)
with the transition probabilities (2) – is in some sense opposite to the extensive
literature on kinetically constrained Ising models. There one considers a spin
system that is either noninteracting or has a standard parity symmetric Ising
Hamiltonian; and then sets a (possibly PS breaking) subclass of the usual transition
probabilities equal to zero. Since the 1980’s such models have attracted the interest
of physicists and mathematicians alike as models of glassy relaxation (see, e.g. [18,
19, 22, 20, 21, 23, 24]). Attention to the connection between kinetically constrained
models and certain properties of Brownian molecular motors is only very recent
[25, 26].
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We have performed four different sets of simulations on a system of L = 7 ×
104 sites under different conditions. In order to investigate how the observed
phenomena depend on the ratio of the interaction constants U2 and U3 we set
U2 =
√
2 cosφ, U3 =
√
2 sinφ, (3)
so that by varying φ we move along a circle in the U2U3 plane. We set M = 0
(half-filling) unless stated otherwise. Each of our simulations started with a fully
disordered spin configuration.
In the first set of simulations we submitted the system to a stepwise varying
temperature of period τ = τ1 + τ2 such that
T = T1, 0 ≤ tmod τ < τ1,
T = T2, τ1 ≤ tmod τ < τ. (4)
In the simulations we took temperatures T1 = 1 and T2 = ∞ and time intervals
τ1 = 2.4 and τ2 = 1.6, whence τ = 4. We set the interaction energies equal to
U2 = U3 = 1, which corresponds to the choice φ = π/4 in (3). After a transient the
system properties enter a periodic cycle. Each period has been divided into 103
subintervals of duration τ/1000. After discarding the first 500 periods we obtained
the average energy per site E(t) and the average particle current per unit time J(t)
as averages over corresponding subintervals of the next 500 periods. The value of
J(t) includes an averaging over all bonds. The results are shown in Fig. 1.
After each temperature step the average energy per site E(t) is seen to start
relaxing towards an equilibrium value at alternatingly T1 and T2. In the τ1 phase
the net particle current J(t) appears to be small, of the order of 0.01 particle per
unit of time. It is nevertheless clearly different from zero, in contradistinction
to what happens in the infinite temperature τ2 phase, where the Hamiltonian no
longer intervenes and parity symmetry dictates J(t) = 0 up to fluctuations.
The particle current J averaged over the full period of duration τ is equal to
J = 0.0060 particles per unit of time, indicated by the dashed horizontal line in
Fig. 1. This nonzero period averaged current shows that this system acts as a
Brownian molecular motor, which is the effect that we wished to demonstrate.
In a second set of simulations we introduced a ‘mixing’ parameter 0 ≤ λ ≤ 1. In
each update attempt we submitted the selected spin pair randomly to the exchange
probability wT1 (with probability 1 − λ) or to wT2 (with probability λ), which
amounts to an effective exchange probability w w = (1 − λ)wT1 + λwT2 . Again
we chose T1 = 1 and T2 = ∞ and restricted ourselves to M = 0. Under this
algorithm, a spin exchange (particle move) along some bond (k, k + 1) which is
realized due to wT2 may be interpreted as a random energy deposition on that
bond. The system enters a stationary state which, except for λ = 0 and λ = 1,
is a nonequilibrium one. In Fig. 2 we show the average particle current J st as a
function of λ for two different Hamiltonians, viz. with φ = 7π/8 and φ = 5π/8,
which have (U2, U3) = (−0.54, 1.30) and (U2, U3) = (−1.30, 0.54), respectively. In
both systems the currents vanish for λ = 0 (equilibrium at T1 = 1) and for λ = 1
(equilibrium at T2 =∞), in agreement with theory, but are nonzero in the interior
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Figure 1: Variation of the average energy per site E(t) (dimensionless) and particle
current J(t) (in particles per unit of time) under a periodic temperature variation
with period τ = 4. During the intervals τ1 = 2.4 and τ2 = 1.6 the temperature
is equal to T1 = 1 and T2 = ∞, respectively. Parameters are U2 = U3 = 1 and
M = 0. The horizontal dashed line indicates the period-averaged value J¯ of the
current.
of the λ interval, as expected. The current is negative for φ = 7π/8, it changes
sign (and is more than ten times smaller) for φ = 5π/8, where it has a shallow
minimum of depth J st(5π/8) ≈ 9.2 × 10−5 at λ ≈ 0.8.
Each data point in Fig. 2 was obtained after discarding a transient of at least
200 time units before data taking. Each data point for φ = 5π/8 results from
an average over 104 time units, except those in the interval 0.65 ≤ λ ≤ 1.00,
where each results from an average over 2× 105 time units, this in order to clearly
distinguish it from zero. For φ = 7π/8 the error bars are of the order of the symbol
sizes; for φ = 5π/8 and 0 ≤ λ ≤ 0.60 they are slightly larger and for 0.65 ≤ λ ≤ 1
they are smaller than the symbol sizes.
In a third set of simulations we investigated how for fixed λ = 0.5 the average
current J st depends on the angle φ. The results are shown in Fig. 3. The sym-
metry property J st(φ) = −J st(2π − φ) and its consequence J st(π) = 0 are easily
derived theoretically and are well borne out by the simulation. When φ = 0, π, 2π
the triplet coupling U3 vanishes and the chain ceases to be parity breaking; in
accordance with this the current vanishes at these points. The figure shows that
even on the restricted interval 0 < φ < π the current does not have a unique sign.
There is a flat maximum of height J st ≈ 0.0005 at φ ≈ 0.59π. It is noteworthy that
the curve does not pass through zero at φ = π/2 and φ = 3π/2, as attested by the
insert. We have in fact the extremely small value J st(π/2) = (2.2 ± 0.3) × 10−5.
We will return to this point later.
Each data point in the insert results from an average over 2 × 106 time units
and its error bar has been indicated; each other data point for 5π/16 ≤ φ ≤ 11π/16
results from an average over 2 × 105 time units and its error bar is smaller than
the symbol size; and each remaining point in the graph results from an average
over 2× 104 time units, leading to an error bar of at most the symbol size.
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Figure 2: Stationary state particle current J st for two different values φ = 5π/8
and φ = 7π/8 [see Eqs. (1) and (3)] at magnetization M = 0 as a function of
the mixing parameter λ. This parameter interpolates the transition probabilities
between those of the equilibria at T1 = 1 (for λ = 0) and at T2 = ∞ (for λ = 1).
Lines are a guide to the eye.
We remark that the values of φ selected for Fig. 2 are those near the maximum
and near the minimum of J st(φ) in the interval 0 < φ < π in Fig. 3.
The dynamics conserves the number of particles or, in spin language, the mag-
netization. All the above simulations were carried out at half-filling, that is, for
a total magnetization M = 0. We have in the fourth and last set of simulations
considered the pure triplet Hamiltonian and studied its behavior as a function
of the magnetization per spin m = M/L, or equivalently, the particle density
ρ = 12(1 +m). The results are shown in Fig. 4. The current appears to be small
for all m. For m = 0 the same extremely small value of J st(π/2) reappears that
was found in Fig. 3. Each of the five data points in the insert is based on an
average over 106 time units; its error bar has been indicated. Each remaining data
point in Fig. 4 results from an average over 2 × 105 time units; its error bar is at
most twice the symbol size. Finally, in simulations for system sizes L = 70, 700,
and 7000, we found within error bars the same value of J st(π/2), so that we may
conclude that this nonvanishing current is not a finite size effect.
An initial exploratory simulation for pure triplet interactions (U2 = 0, hence
φ = π/2) at M = 0, seemed to suggest that there was no motor effect, and this
motivated us to extend our search by adding to the Hamiltonian the U2 term.
Subsequent closer inspection has shown, however, that J st(π/2) < 0, as is clearly
brought out by the inserts of Figs. 3 and 4. We therefore discuss this case in
greater detail. For the special value φ = π/2 the Hamiltonian H is invariant under
each of the transformations R1,R2, . . . ,R7 defined by Rℓf(s) = f(sℓ), where
sℓk =


−sk if kmod7 = (ℓ+ i)mod 7
with i = 0, 2, 3, or 4;
sk otherwise.
(5)
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Figure 3: Stationary state particle current J st for λ = 0.5 andM = 0 as a function
of the angle φ [Eq. (3)]. Parameters are T1 = 1 and T2 =∞. Lines are a guide to
the eye. The current is antisymmetric with respect to φ = π. Insert: The curve
does not pass through zero at φ = π/2.
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Figure 4: Stationary state particle current J st for the pure triplet model φ = π/2
(i.e. U2 = 0 and U3 = 1) at λ = 0.5 as a function of the magnetization per spin
m =M/L. Parameters are T1 = 1 and T2 =∞. Lines are a guide to the eye. The
current is very small for all m and does not pass through zero for m = 0. Insert:
Zoom on the five data points closest to the origin.
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We will refer to this additional invariance as ‘R-symmetry’ (RS). Together with
the unit operator, the Rℓ constitute a group isomorphic to Z2 × Z2 × Z2. Hence
H has eight ground states related by these symmetries: for U3 > 0 these are the
ferromagnetic state and the seven states obtained by periodically repeating the
sequence / + + − + − − − / or one of its cyclic permutations. We observe for
later reference that knowing the triplet of spin values at three successive positions,
say (sj−2, sj−1, sj), selects a unique ground state among the eight (note that the
same triplet at another position j′ may correspond to a different ground state).
An ensemble P (s, t) in configuration space is R-invariant if P (sℓ, t) = P (s, t) for
all ℓ = 1, 2, . . . , 7. Such an ensemble has 〈sk〉 = 0 and therefore an average total
magnetization 〈M〉 = 0; furthermore, it is easily shown that under Kawasaki
dynamics it also has an average particle current J(t) = 0.
Our simulations are carried out in an M -ensemble, that is, one in which all
spin configurations s have exactly
∑L
k=1 sk = M . Since R-invariance implies that
〈sk〉 = 0, only a 0-ensemble can be R-invariant. However, since the time evolution
operator does not commute with the symmetry operations Rℓ, a 0-ensemble which
is R-invariant at some time t will nevertheless break RS at later times. We suspect
that these facts are responsible, in a way still to be elucidated, for the extreme
smallness of J st in the case of pure triplet interactions and M = 0.
The appearance of a nonzero current J st is due to the parity breaking U3 term
in the Hamiltonian (1). Fig. 4 shows that (away from the special point m = 0)
this current is typically of the order 10−4. However, comparison of Figs. 4 and 3
shows that in the presence of the parity symmetric U2 term in the Hamiltonian,
J st is hugely enhanced and typically two orders of magnitude larger. A theoretical
explanation of these facts, and of the role of RS and its violation, remains to be
given.
We make several further comments. One is best illustrated for the special case
U3 = 0. Any spin configuration s may then be viewed as a succession of domains
that each belong to one of the eight ground states. The local ground state at
site j may be fixed by convention, e.g., as the one belonging to the spin triplet
(sj−2, sj−1, sj). Domains may therefore have any length ≥ 1 and are separated by
domain walls that cost an energy 2U3. In contrast to what happens in for example
a one-dimensional 8-state Potts model with nearest neighbor interactions, certain
domain wall moves require energy barriers to be overcome. Due to this thermally
activated domain wall motion, the system when its temperature is lowered suf-
ficiently will acquire spin glass-like properties. For U2 6= 0 the analysis is more
complicated but similar energy barriers exist. These properties have no direct
bearing on the motor effect that we wanted to demonstrate here, but gain im-
portance when lower temperatures are considered than those of the present work.
The model of this paper belongs to the class that incorporates interactions
between the particles (or ‘motors’). Such collective dynamics of motors enjoys
an increasing interest and was recently considered by several authors [28, 29, 27].
Interactions are also a feature of ‘molecular spiders’ [30]. A model much more
elaborate than ours and simulated by Malgaretti et. al. [31], incorporates both
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an external potential and hydrodynamic interactions between the particles. Com-
peting teams of motors coupled to the same cargo and allowing for bidirectional
transport were modeled very recently by Klein et. al. [32] with great attention to
the values of the biophysical parameters.
The particle interaction due to Hamiltonian (1) may easily be reexpressed in
terms of the site occupation numbers nk =
1
2(1 + sk) = 0, 1. It involves 1-, 2-,
and 3-particle terms and has a range of three lattice units. Beyond the hard-core
repulsion, this interaction is, at least for U2, U3 > 0, essentially attractive: in order
to minimize the energy, particles prefer to cluster together. The precise form of
these interactions was of course motivated only by the simplicity of expression
(1) rather than by biophysical considerations; nevertheless, experiments [33] seem
to suggest that motor proteins interact locally via short-range potentials that are
weakly attractive and lead to ‘motor clustering’.
For the toy model of this work one easily shows that at low (high) particle
density the molecular motor effect requires the presence of at least three particles
(vacancies) in the same neighborhood. We therefore deduce, but have not verified
by simulation, that the current behaves as J st ∼ ρ3 in the limit ρ→ 0 (m→ −1)
and as J st ∼ (1 − ρ)3 for ρ → 1 (m → 1). The curve of Fig. 4 seems compatible
with both relations.
We have seen that here, as in other models, the direction of the particle current
is not easily predictable a priori, and is certainly not intuitive. Our simulations
show that it is a complicated function of the model parameters.
In conclusion, we have for the first time in this work investigated a PS violating
Ising Hamiltonian. We have added to the standard nearest neighbor Hamiltonian
the simplest possible of all parity breaking interactions, viz. a triplet term. We
have shown that under Kawasaki dynamics, and when the system is pulled off
equilibrium, a Brownian motor effect arises. No appeal was made to any concept
extraneous to the Ising model. We have pointed out theoretical questions that
arise and to which we do not have the answers. The most intriguing ones have
to do with the symmetry of the U3 term in the Hamiltonian. Many additional
questions may of course be asked. The ability of particle to climb uphill against
an external force is a necessary direct consequence, that we have however not
tested by simulation. Nor have we considered, for example, the heat flow through
the system, its efficiency, fluctuation theorems, and so on. We leave all these
questions aside in this short note, whose sole purpose has been to present the
proof-of-principle of an ‘Ising motor’.
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