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Steady Vortex Patch Solutions to the Vortex-Wave System
Daomin Cao, Guodong Wang
Abstract
The vortex-wave system describes the motion of a two-dimensional ideal fluid in which the
vorticity includes continuously distributed vorticity, which is called the background vorticity,
and a finite number of concentrated vortices. In this paper we restrict ourselves to the case
of a single point vortex in bounded domains. We prove the existence of steady vortex patch
solutions to this system with prescribed distribution for the background vorticity. Moreover, we
show that the supports of these solutions “shrink” to a minimum point of the Kirchhoff-Routh
function as the strength parameter of the background vorticity goes to infinity.
Keywords: Vortex-wave system, Vortex patch, Euler equation, Desingularization,
Kirchhoff-Routh function, Maximization
1. Introduction
The vortex-wave system was firstly introduced by Marchioro and Pulvirenti in [15] to describe
the motion of a planar ideal fluid in which the vorticity consists of continuously distributed
vorticity(wave part) and k concentrated vortices(vortex part). In the whole plane the system
can be written as follows:

∂tω + u · ∇ω = 0,
dxi
dt
= J∇Γ ∗ ω(xi, t) +
∑
j 6=i κjJ∇Γ(xi − xj), i = 1, · · ·, k,
u = J∇Γ ∗ ω +
∑k
j=1 κjJ∇Γ(· − xj),
(1.1)
where Γ(x) = − 12pi ln |x| is the fundamental solution of −∆ in R
2, J(x1, x2) = (x2,−x1) denotes
clockwise rotation through pi2 , and Γ ∗ ω is the Newton potential of ω defined by
Γ ∗ ω(x, t) = −
1
2π
∫
R2
ln |x− y|ω(y, t)dy. (1.2)
Let us explain system (1.1) briefly. The first equation is a transport equation for the back-
ground vorticity ω(x, t), which means that the background vorticity is transported by the velocity
“generated” by itself(the term J∇Γ ∗ ω), and k point vortices(the term
∑k
j=1 κjJ∇Γ(· − xj)).
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The second equation means that the evolution of each vortex xi(t) is influenced by the velocity
“generated” by the background vorticity(the term J∇Γ∗ω(xi, t)) and the other k−1 vortices(the
term
∑
j 6=i κjJ∇Γ(xi−xj)). If κi = 0, i = 1, · · ·, k, then the system reduces to the vorticity form
of the Euler equation, which has been extensively studied, see[11, 14, 22] for example. If the
background vorticity vanishes, then the system becomes the Kirchhoff-Routh equation, which is
a model to describe the motion of k concentrated vortices, see [10, 13, 19] for example.
The existence and uniqueness to the non-stationary vortex-wave system in the whole plane
have been extensively studied over the past decades, see [1, 5, 7, 8, 15, 16] for example. However,
as far as we know, little work has been done in steady solutions to this system. Our purpose
here is to construct steady vortex patch solutions in the case of a single vortex. More precisely,
we will prove that for any vortex patch rearrangement class N µ defined by
N µ = {ω ∈ L∞(D) | ω = µIA, A ⊂ D,µ|A| = 1},
where µ is the vorticity strength parameter, there exists a steady solution to the vortex-wave
system, say (ωµ, xµ), satisfying ωµ ∈ N µ. Moreover, as the strength parameter µ goes to infinity,
both supp(ωµ) and xµ ”shrink” to a minimum point of the Kirchhoff-Routh function.
The basic idea to prove the existence of (ωµ, xµ) for fixed µ is to construct a family of steady
vortex patch solutions to the Euler equation, in which one part of the vorticity belongs to the
rearrangement class N µ while the other part “shrinks” to a point, then we show the limit is
in fact a steady solution to the vortex-wave system. We will use the result of Burton [2] on
maximization of convex functionals on rearrangement class to obtain approximate solutions,
while the proof of the convergence is based on the idea of Turkington [20].
It is worth mentioning that our result is closely related to the desingularization of point vor-
tices for the Euler equation, which has been studied by many authors, see [1, 4, 6, 12, 13, 19, 21]
for example. Roughly speaking, desingularization of vortices for the Euler equation is to jus-
tify the Kirchhoff-Routh equation by approximation of the classical Euler equation. There are
mainly two kinds of desingularization in the literature: the first kind is to consider a family of
initial vorticity, which is sufficiently concentrated in k small regions, then the evolved vortic-
ity according the Euler equation is also concentrated in k small regions for all time, and the
limiting positions of these small regions can be approximated by the Kirchhoff-Routh equation,
see [12, 13, 19] and the references therein; the second kind is to construct a sequence of steady
solutions to the Euler equation that “shrinks” to a critical point of the Kirchhoff-Routh func-
tion(or equivalently, a stationary solution to the Kirchhoff-Routh equation), see [4, 18, 20, 21]
for example.
Analogously, it is natural to consider the desingularization for the vortex-wave system. In [1],
the author considered the first kind of desingularization, i.e., given a sequence of initial vorticity
which is the sum of a given background vorticity and a concentrated vorticity “blob”, it was
proved that the sequence of the evolved solutions according to the Euler equation converges to
the vortex-wave system in some sense. In contrast to [1], in this paper we are concerned with
the the second kind of desingularization, i.e., we construct a family of steady Euler solutions in
which one part of the vorticity belongs to a given rearrangement class while the support of other
part “shrinks” to a point, and the limit is exactly a steady solution to the vortex-wave system.
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We end this section by giving outline of this paper. In Section 2, we introduce the vortex-
wave system in bounded domains and state our main results. Then we devote Section 3 to the
construction of approximate solutions by solving a certain variational problem. In Section 4
by comparing energy we show that the limit of approximate solutions is in fact a steady vortex
patch solution to the vortex-wave system. In Section 5 we consider the limit of the steady vortex
solutions obtained in Section 4 as the strength of the background vorticity goes to infinity.
2. Main Results
2.1. Notations
Let D ⊂ R2 be a bounded and simply-connected domain with smooth boundary. The Green’s
function for −∆ in D with zero Dirichlet boundary condition is written as
G(x, y) =
1
2π
ln
1
|x− y|
− h(x, y), x, y ∈ D, (2.1)
where h(x, y) is the regular part of G. Note that h(·, ·) is bounded from below in D ×D. The
Kirchhoff-Routh function of D is defined to be
H(x) =
1
2
h(x, x), x ∈ D, (2.2)
and limx→∂DH(x) = +∞, see [19], Lemma 2.2 for example. 2H is also called Robin function.
We shall use the following notations throughout this paper: J(a, b) = (b,−a) denotes clock-
wise rotation through pi2 for any vector (a, b) ∈ R
2, |A| denotes the two-dimensional Lebesgue
measure for any measurable set A ⊂ R2, A denotes the closure of some set A ⊂ R2 in the
Euclidean topology, and IA denotes the characteristic function of some planar set A, that is,
IA(x) = 1 if x ∈ A, IA(x) = 0 elsewhere. supp(g) denotes the support of some function g, that
is,
supp(g) = {x | g(x) 6= 0}. (2.3)
dist(·, ·) denotes the distance between two sets,
dist(A,B) = inf
x∈A,y∈B
|x− y|. (2.4)
For a given measurable function g on D, the rearrangement class of g is defined by
R(g) = {f is measurable | for any a ∈ R, |{f > a}| = |{g > a}|}. (2.5)
For any ω ∈ L∞(D), we also define the stream function of ω by
G ∗ ω(x) =
∫
D
G(x, y)ω(y)dy. (2.6)
Note that since ω ∈ Lp(D) for any p ∈ [1,+∞], by Lp estimate and Sobolev embedding G ∗ω ∈
W 2,p(D) ∩ C1,α(D) for any p ∈ [1,+∞) and α ∈ (0, 1).
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2.2. The vortex-wave system in bounded domains
We begin with a discussion on the Euler equation describing an ideal fluid with unit density
moving in D, 

∂tu+ (u · ∇)u = −∇P,
∇ · u = 0,
u · n|∂D = 0,
(2.7)
where u = (u1, u2) is the velocity field, P is the pressure, and n is the outward unit normal.
Here we impose the impermeability boundary condition.
Define the vorticity ω = ∂1u2 − ∂2u1. Since D is simply connected, u can be uniquely
determined by ω,
u = J∇G ∗ ω, (2.8)
see [14], §1.2 for example. So it suffices to consider the equation satisfied by ω. Using the
identity 12∇|u|
2 = (u · ∇)u+ ωJu, the first equation of (2.7) becomes
ut +∇(
1
2
|u|2 + P )− ωJu = 0, (2.9)
Taking the curl on both sides we obtain the vorticity form of the Euler equation
ωt + u · ∇ω = 0, (2.10)
which means that the vorticity is transport by the velocity u, where u is ”generated” by ω, i.e.,
u = J∇G ∗ ω.
When the vorticity is sufficiently concentrated at k points, equation (2.10) is approximated
by the following Kirchhoff-Routh equation:
dxi
dt
=
k∑
j=1,j 6=i
ajJ∇xiG(xi, xj)− aiJ∇H(xi), i = 1, · · ·, k, (2.11)
where xi(t) represents the position of the i-th vortex, and ai is the corresponding vorticity
strength. Equation (2.11) means that each vortex interacts with the others via the term
ajJ∇xiG(xi, xj) and with the boundary via the term −aiJ∇H(xi). The approximation from the
Euler equation to the Kirchhoff-Routh equation has been extensively studied, see [4, 6, 12, 13, 19]
and the references therein.
Now we combine the Euler equation and the Kirchhoff-Routh equation together, that is, we
assume that the vorticity consists of both continuously distributed vorticity denoted by ω(x, t)
and k concentrated vortices xi(t), i = 1, · · ·, k. Then it is reasonable that the evolution of ω(x, t)
and xi(t) obey the following system:

∂tω + u · ∇ω = 0,
dxi
dt
= J∇G ∗ ω(xi, t) +
∑k
j=1,j 6=i ajJ∇xiG(xi, xj)− aiJ∇H(xi),
u = J∇G ∗ ω +
∑k
j=1 ajJ∇G(xj , ·),
(2.12)
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which we call the vortex-wave system in bounded domains.
Let us explain (2.12) briefly. The first equation in (2.12) means that evolution of the back-
ground vorticity ω(x, t) is influenced by the velocity field J∇G∗ω “generated” by itself and the
velocity field
∑k
j=1 ajJ∇G(xj , ·) “generated” by the k point vortices with strength ai, and the
evolution of each xi(t) is influenced by the velocity field J∇G∗ω(xi, t) “generated” by ω and the
velocity
∑k
j=1,j 6=i ajJ∇xiG(xi, xj) “generated” by the other k − 1 point vortices together with
the boundary term −aiJ∇H(x). If ω ≡ 0, then (2.12) is exactly the Kirchhoff-Routh equation;
if ai = 0, i = 1, · · · , k, then (2.12) becomes the vorticity form of the Euler equation.
2.3. Main results
In the rest of this paper we will restrict ourselves to the stationary vortex-wave system with
a single point vortex(that is k = 1), and we assume that the point vortex has unit strength for
simplicity (namely a1 = 1).
More precisely, we will consider the following system:{
J∇(G ∗ ω +G(x, ·)) · ∇ω = 0,
∇G ∗ ω(x)−∇H(x) = 0.
(2.13)
Since we are going to deal with vortex patch solutions which are discontinuous, it is necessary
to introduce the weak formulation for the first equation in (2.13). To motivate the definition,
let us assume that ω is a smooth solution, then for any φ ∈ C∞c (D),∫
D
φJ∇(G ∗ ω +G(x, ·)) · ∇ωdy = 0. (2.14)
Now we claim that∫
D
φJ∇(G ∗ ω +G(x, ·)) · ∇ωdy = −
∫
D
ωJ∇(G ∗ ω +G(x, ·)) · ∇φdy. (2.15)
In fact, by the divergence theorem∫
D
φJ∇G ∗ ω · ∇ωdy =
∫
D
φdiv(ωJ∇G ∗ ω)dy
=
∫
D
div(φωJ∇G ∗ ω)dy −
∫
D
ωJ∇G ∗ ω · ∇φdy
=
∫
∂D
φωJ∇G ∗ ω · ndS −
∫
D
ωJ∇G ∗ ω · ∇φdy
=−
∫
D
ωJ∇G ∗ ω · ∇φdy,
(2.16)
where we use the fact that J∇G ∗ ω is a divergence-free vector field. To calculate the integral∫
D
φJ∇G(x, ·) · ∇ωdy, the singularity of ∇G need to to be dealt with. To this end define
Ωa = {y ∈ D |G(x, y) > a} and Da = D \Ωa. By the implicit function theorem, Ωa is a simply
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connected domain with smooth boundary if a > 0 is sufficiently large. Again by the divergence
theorem∫
Da
φJ∇G(x, ·) · ∇ωdy =
∫
Da
φdiv(ωJ∇G(x, ·))dy
=
∫
Da
div(φωJ∇G(x, ·))dy −
∫
Da
ωJ∇G(x, ·) · ∇φdy
=
∫
∂Da
φωJ∇G(x, ·) · ndS −
∫
Da
ωJ∇G(x, ·) · ∇φdy
=−
∫
Da
ωJ∇G(x, ·) · ∇φdy.
(2.17)
On the other hand, by Lebesgue’s dominated convergence theorem(notice that ∇G(x, ·) ∈
L1(D)) we have
lim
a→+∞
∫
Da
φJ∇G(x, ·) · ∇ωdy =
∫
D
φJ∇G(x, ·) · ∇ωdy, (2.18)
and
lim
a→+∞
∫
Da
ωJ∇G(x, ·) · ∇φdy =
∫
D
ωJ∇G(x, ·) · ∇φdy. (2.19)
Taking the limit we obtain∫
D
φJ∇G(x, ·) · ∇ωdy = −
∫
D
ωJ∇G(x, ·) · ∇φdy. (2.20)
Hence we have proved (2.15). In conclusion, if ω is a smooth solution to the system (2.13), then
it must satisfy ∫
D
ωJ∇(G ∗ ω +G(x, ·)) · ∇φdy = 0. (2.21)
Notice that the integral in (2.21) makes sense for any ω ∈ L∞(D) since G ∗ ω ∈ C1(D) and
∇G(x, ·) ∈ L1(D), so we have the following definition:
Definition 2.1. (ω, x) is called a weak solution to (2.13) if ω ∈ L∞(D), x ∈ D and

∫
D
ωJ∇(G ∗ ω +G(x, ·)) · ∇φdy = 0, ∀φ ∈ C∞c (D)
∇G ∗ ω(x)−∇H(x) = 0.
(2.22)
In this paper we are mainly interested in the vortex patch solution of (2.13), i.e., the solution
(ω, x) such that ω is of the form ω = aIA, where a is a real number representing the strength of
ω and A ⊂ D is a Lebesgue measurable set.
The main result of this paper is as follows:
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Theorem 2.2. Let µ be a positive real number satisfying µ > 1|D| , and N
µ be a rearrangement
class defined by
N µ = {ω ∈ L∞(D) | ω = µIA, A is a measurable set inD,µ|A| = 1}. (2.23)
Then there exist ωµ ∈ N µ and xµ ∈ D such that (ωµ, xµ) is a weak solution to the stationary
vortex-wave system (2.13), moreover, ωµ has the form
ωµ = µI{G∗ωµ+G(xµ,·)>bµ} (2.24)
for some bµ > 0.
Remark 2.3. If µ = 1|D| , then there is only one element in N
µ, that is ω ≡ µ. In this case ω is
a smooth function and the first equation in (2.13) is satisfied for any x ∈ D, so we need only
consider the second equation. Notice that H|∂D = +∞, so we can always choose x ∈ D such
that x is a maximum point, thus a critical point, for the function G ∗ ω −H.
As for the asymptotic behavior of (ωµ, xµ) as µ→ +∞, we can prove that up to a subsequence
“most part” of ωµ concentrates near a minimum point of H, say x∗, and at the same time
xµ → x∗.
Theorem 2.4. Let (ωµ, xµ) be the weak solution to the stationary vortex-wave system (2.13)
obtained in Theorem 2.2, then up to a subsequence we have xµ → x∗ as µ → +∞, where x∗ is
a minimum point of H. Moreover, there exists rµ, rµ → 0 as µ→ +∞, such that
lim
µ→+∞
∫
Brµ(x∗)
ωµ(x)dx = 1. (2.25)
Remark 2.5. Recalling that
∫
D
ωµ(x)dx = 1, it is easy to check that ωµ → δ(x∗) as µ→ +∞ in
the distributional sense, where δ(x∗) is the Dirac measure located at x∗. More precisely,
lim
µ→+∞
∫
D
ωµ(x)φ(x)dx = φ(x∗), ∀φ ∈ C∞c (D). (2.26)
In fact,∣∣∣∣
∫
D
ωµ(x)φ(x)dx − φ(x∗)
∣∣∣∣ =
∣∣∣∣
∫
D
(φ(x)− φ(x∗))ωµ(x)dx
∣∣∣∣
≤
∣∣∣∣∣
∫
Brµ(x∗)
(φ(x)− φ(x∗))ωµ(x)dx
∣∣∣∣∣ +
∣∣∣∣∣
∫
D\Brµ (x∗)
(φ(x)− φ(x∗))ωµ(x)dx
∣∣∣∣∣
≤ sup
x∈Brµ(x∗)
|φ(x)− φ(x∗)|+ 2 sup
x∈D
|φ(x)|
∫
D\Brµ (x∗)
ωµ(x)dx
(2.27)
which goes to 0 as µ→ +∞, where we use (2.25) and the continuity of φ at x∗.
Remark 2.6. When D is convex, H is a strictly convex function (see [3]), so there is only one
minimum point for H. In this case the phrase “up to a subsequence” in Theorem 2.4 can been
removed.
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3. Variational Problem
Throughout this section we assume that µ is a fixed positive real number. We will construct
a family of steady vortex patch solutions to the Euler equation and analyze their properties.
Let λ be a positive number. Define
Mλ = {ω ∈ L∞(D) | ω = ω1 + ω2, ω1 ∈ N
µ, ω2 = λIB, λ|B| = 1, supp(ω1) ∩B = ∅}. (3.1)
Recall that N µ is defined in Theorem 2.2. For sufficiently large λ, since µ > 1|D| , we know that
Mλ is not empty. Moreover, it is easy to check thatMλ is a rearrangement class of any element
in it if λ > µ, that is, for any ω ∈Mλ we have Mλ = R(ω). In the following we always assume
λ to be sufficiently large.
Now define the energy functional on Mλ by
E(ω) =
1
2
∫
D
∫
D
G(x, y)ω(x)ω(y)dxdy, ω ∈ Mλ, (3.2)
which represents the kinetic energy of an ideal fluid in D with vorticity ω.
Existence of a maximizer for E relative toMλ is an easy consequence of Corollary 3.4 in [2].
Therein by choosing L = −∆, E = Ψ, F =Mλ and K as the Green’s operator, we have:
Proposition 3.1. There exists a maximizer for E relative to Mλ; moreover, if ωλ is a maxi-
mizer, then ωλ = f(G ∗ ωλ) a.e. in D for some increasing function f : R→ R.
Remark 3.2. ωλ is in fact a steady weak solution to the Euler equation, we refer the interested
reader to [20] for a simple proof.
Let ωλ ∈ Mλ be a maximizer, then we can write ωλ = ωλ1 + ω
λ
2 , where ω
λ
1 ∈ N
µ, ωλ2 =
λIBλ , λ|B
λ| = 1, and supp(ωλ1 ) ∩ B
λ = ∅. For convenience we shall write ψλ = G ∗ ωλ and
ψλi = G ∗ ω
λ
i , i = 1, 2.
Lemma 3.3. ωλ2 = λI{ψλ>cλ} for some c
λ > 0.
Proof. Since |{ωλ2 = λ}| > 0 and ω
λ = f(ψλ) a.e. in D, it follows that {t ∈ R | f(t) = λ} is
not empty, then we can define cλ = inf{t ∈ R | f(t) = λ}. By the fact that f is an increasing
function and ψλ > 0 in D(by strong maximum principle), we have cλ > 0.
By the definition of cλ, ωλ = f(ψλ) ≡ λ a.e. on {x ∈ D |ψλ(x) > cλ}, and ωλ < λ a.e. on
{x ∈ D |ψλ(x) < cλ}. On the set {x ∈ D |ψλ(x) = λ}, we have ∇ψλ ≡ 0 a.e., which implies
ωλ = −∆ψλ ≡ 0 a.e..
In conclusion, we have proved that {x ∈ D |ωλ(x) = λ} = {x ∈ D |ψλ(x) > cλ}, then by
choosing λ > a we have Bλ = {x ∈ D |ψλ(x) > cλ}, which is the desired result.
Now we begin to analyze the asymptotic behavior of ωλ2 as λ → +∞. In this and the next
section we shall use C to denote various constants not depending on λ.
Lemma 3.4. E(ωλ) ≥ − 14pi ln ε− C, where ε satisfies λπε
2 = 1.
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Proof. We take the test function as follows: for any fixed x1 ∈ D, define ω¯
λ = ω¯λ1 + ω¯
λ
2 , where
ω¯λ2 = λIBε(x1), ω¯
λ
1 ∈ N
µ and ω¯λ1 = 0 a.e. in Bε(x1). It’s easy to check that ω¯
λ ∈ Mλ, so we
have E(ωλ) ≥ E(ω¯λ). By simple calculation,
E(ω¯λ) =
1
2
∫
D
∫
D
G(x, y)ω¯λ(x)ω¯λ(y)dxdy
=
1
2
∫
D
∫
D
G(x, y)(ω¯λ1 (x) + ω¯
λ
2 (x))(ω¯
λ
1 (y) + ω¯
λ
2 (y))dxdy
=E(ω¯λ1 ) + E(ω¯
λ
2 ) +
1
2
∫
D
∫
D
G(x, y)ω¯λ1 (x)ω¯
λ
2 (y)dxdy +
1
2
∫
D
∫
D
G(x, y)ω¯λ2 (x)ω¯
λ
1 (y)dxdy
=E(ω¯λ1 ) + E(ω¯
λ
2 ) +
∫
D
∫
D
G(x, y)ω¯λ1 (x)ω¯
λ
2 (y)dxdy,
(3.3)
where we use the symmetry of the Green’s function, that is, G(x, y) = G(y, x) for any x, y ∈ D.
Since G ∈ L1(D ×D), we have the following estimate for E(ω¯λ1 ):
|E(ω¯λ1 )| =
∣∣∣∣12
∫
D
∫
D
G(x, y)ω¯λ1 (x)ω¯
λ
1 (y)dxdy
∣∣∣∣ ≤ µ22
∣∣∣∣
∫
D
∫
D
G(x, y)dxdy
∣∣∣∣ ≤ C. (3.4)
For the term
∫
D
∫
D
G(x, y)ω¯λ1 (x)ω¯
λ
2 (y)dxdy in (3.3), by L
p estimate we have∣∣∣∣
∫
D
∫
D
G(x, y)ω¯λ1 (x)ω¯
λ
2 (y)dxdy
∣∣∣∣ =
∣∣∣∣
∫
D
G ∗ ω¯λ1 (y)ω¯
λ
2 (y)dy
∣∣∣∣ ≤ C
∫
D
ω¯λ2 (y)dy = C. (3.5)
It remains to estimate the lower bound of E(ω¯λ2 ),
E(ω¯λ2 ) =
1
2
∫
D
∫
D
G(x, y)ω¯λ2 (x)ω¯
λ
2 (y)dxdy
= −
1
4π
∫
D
∫
D
ln |x− y|ω¯λ2 (x)ω¯
λ
2 (y)dxdy −
1
2
∫
D
∫
D
h(x, y)ω¯λ2 (x)ω¯
λ
2 (y)dxdy
= −
λ2
4π
∫
Bε(x1)
∫
Bε(x1)
ln |x− y|dxdy −
1
2
∫
D
∫
D
h(x, y)ω¯λ2 (x)ω¯
λ
2 (y)dxdy,
(3.6)
Since |x− y| ≤ 2ε for x, y ∈ Bε(x1), we have
−
λ2
4π
∫
Bε(x1)
∫
Bε(x1)
ln |x− y|dxdy ≥−
λ2
4π
∫
Bε(x1)
∫
Bε(x1)
ln |2ε|dxdy
=−
1
4π
ln ε−
1
4π
ln 2.
On the other hand, by the continuity of h(x, y) in D×D, the integral
∫
Bε(x1)
∫
Bε(x1)
h(x, y)dxdy
converges to h(x1, x1), thus is uniformly bounded, as λ→ +∞, so
E(ω¯λ2 ) ≥ −
1
4π
ln ε− C. (3.7)
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Using (3.3),(3.4),(3.5) and (3.7) we complete the proof.
Now we define T (ωλ) = 12
∫
D
ωλ2 (x)(ψ
λ−cλ)(x)dx, which represents the kinetic energy of the
fluid on Bλ. To simplify presentation we write ζλ = ψλ − cλ. By the fact that ζλ = 0 on ∂Bλ,
so
T (ωλ) =
1
2
∫
Bλ
ωλ2 (x)ζ
λ(x)dx =
1
2
∫
Bλ
|∇ζλ(x)|2dx. (3.8)
We have the following uniform estimate for T :
Lemma 3.5. T (ωλ) ≤ C.
Proof. Firstly by Ho¨lder’s inequality, we have
T (ωλ) =
1
2
λ
∫
Bλ
ζλ(x)dx ≤
1
2
λ|Bλ|
1
2{
∫
Bλ
|ζλ(x)|2dx}
1
2 .
By the Sobolev embedding W 1,10 (D) →֒ L
2(D), we have{∫
Bλ
|ζλ(x)|2dx
} 1
2
=
{∫
D
|(ζλ)+(x)|2dx
} 1
2
≤C
∫
D
|∇(ζλ)+(x)|dx,
where (ζλ)+(x) = max{0, ζλ(x)}. It follows that
T (ωλ) ≤Cλ|B
λ|
1
2
∫
D
|∇(ζλ)+(x)|dx = Cλ|Bλ|
1
2
∫
Bλ
|∇ζλ(x)|dx ≤ Cλ|Bλ|
{∫
Bλ
|∇ζλ(x)|2dx
} 1
2
.
Notice that λ|Bλ| =
∫
D
ωλ2 (x)dx = 1, we obtain
T (ωλ) ≤ C
{∫
Bλ
|∇ζλ(x)|2dx
} 1
2
. (3.9)
By comparing (3.9) with (3.8) we get the desired result.
Lemma 3.6. There exists R0 > 0 such that diam(supp(ω
λ
2 )) ≤ R0ε.
Proof. Firstly we estimate the lower bound for cλ. By the definition of T (ωλ),
E(ωλ) = T (ωλ) +
1
2
∫
D
ωλ1 (x)ψ
λ(x)dx+
cλ
2
, (3.10)
It is easy to check that
∫
D
ωλ1 (x)ψ
λ(x)dx has a uniform upper bounded. In fact,∫
D
ωλ1 (x)ψ
λ(x)dx =
∫
D
ωλ1 (x)G ∗ (ω
λ
1 + ω
λ
2 )(x)dx
=
∫
D
∫
D
G(x, y)ωλ1 (x)ω
λ
1 (y)dxdy +
∫
D
∫
D
G(x, y)ωλ1 (x)ω
λ
2 (y)dxdy
≤µ2
∫
D
∫
D
|G(x, y)|dxdy + |G ∗ ωλ1 |L∞(D)
≤C.
(3.11)
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Now (3.10) together with Lemma 3.4 and Lemma 3.5 gives
cλ ≥ −
1
2π
ln ε− C. (3.12)
Now for any x ∈ supp(ωλ2 ), we have ψ
λ(x) ≥ cλ, that is,∫
D
G(x, y)wλ(y)dy ≥ −
1
2π
ln ε− C. (3.13)
Since h(x, y) is bounded from below on D ×D, we have∫
D
ln
1
|x− y|
ωλ(y)dy + ln ε ≥ −C, (3.14)
or equivalently, ∫
D
ln
1
|x− y|
ωλ1 (y)dy +
∫
D
ln
1
|x− y|
ωλ2 (y)dy + ln ε ≥ −C, (3.15)
Notice that ∣∣∣∣
∫
D
ln
1
|x− y|
ωλ1 (y)dy
∣∣∣∣ ≤ µ sup
x∈D
∣∣∣∣
∫
D
ln |x− y|dy
∣∣∣∣ ≤ C, (3.16)
so we get ∫
D
ln
ε
|x− y|
ωλ2 (y)dy ≥ −C. (3.17)
Now let R > 1 be a positive number to be determined. We divide the integral in (3.17) into
two parts, ∫
BRε(x)
ln
ε
|x− y|
ωλ2 (y)dy +
∫
D\BRε(x)
ln
ε
|x− y|
ωλ2 (y)dy ≥ −C. (3.18)
By the rearrangement inequality the first integral in (3.18) can be estimated as follows:∫
BRε(x)
ln
ε
|x− y|
ωλ2 (y)dy ≤ λ
∫
Bε(x)
ln
ε
|x− y|
dy = λ
∫
Bε(0)
ln
ε
|y|
dy =
1
2
. (3.19)
By comparing (3.18) with (3.19) we obtain∫
D\BRε(x)
ln
ε
|x− y|
ωλ2 (y)dy ≥ −C.
We observe now that∫
D\BRε(x)
ln
ε
|x− y|
ωλ2 (y)dy ≤
∫
D\BRε(x)
ln
1
R
ωλ2 (y)dy, (3.20)
therefore ∫
D\BRε(x)
ωλ2 (y)dy ≤
C
lnR
, (3.21)
Steady Vortex Patch Solutions to the Vortex-Wave System 12
which means ∫
BRε(x)
ωλ2 (y)dy ≥ 1−
C
lnR
. (3.22)
Choosing R large such that 1− ClnR >
1
2 , we have∫
BRε(x)
ωλ2 (y)dy >
1
2
. (3.23)
Since x ∈ supp(ωλ2 ) is arbitrary and
∫
D
ωλ2 (y)dy = 1, we get the desired result by choosing
R0 = 2R.
Up to now we have established a family of functions ωλ1 and ω
λ
2 , moreover, we show that
diam(supp(ωλ2 )) → 0 as λ → +∞. Now we are in a position to consider the limits of ω
λ
1 and
ωλ2 . To this end, define the center of ω
λ
2 by
xλ =
∫
D
xωλ2 (x)dx. (3.24)
Up to a subsequence, we can assume that as λ→ +∞, there exists xµ ∈ D such that
xλ → xµ.
On the other hand, since {ωλ1} is bounded in  L
∞(D)(recall that µ is fixed in this section),
up to a subsequence we assume that as λ→ +∞
ωλ1 → ω
µ weakly star inL∞(D)
for some ωµ ∈ N µ, where N µ denotes the weak star closure of N µ in L∞(D). By standard
elliptic equation theory we also have as λ→ +∞
G ∗ ωλ1 → G ∗ ω
µ inC1,α(D).
We end this section by showing the following lemma which will be frequently used in the
next section.
Lemma 3.7. We have
(1), |G ∗ ωλ1 |L∞(D) ≤ C, for some C > 0 not depending on λ.
(2), E(ωλ1 ) = E(ω
µ) + o(1),
(3),
∫
D
G ∗ ωλ1 (x)ω
λ
2 (x)dx = G ∗ ω
µ(xµ) + o(1),
where o(1) denotes quantities such that o(1)→ 0 as λ→ +∞.
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Proof. To prove (1), it suffices to notice that ωλ1 is bounded in L
∞(D), then the result follows
from Lp estimate and Sobolev embedding.
Now we turn to the proof of (2). By simple calculation,∣∣∣E(ωλ1 )− E(ωµ)∣∣∣ =
∣∣∣∣12
∫
D
ωλ1G ∗ ω
λ
1dx−
1
2
∫
D
ωµG ∗ ωµdx
∣∣∣∣
≤
1
2
∣∣∣∣
∫
D
ωλ1 (G ∗ ω
λ
1 −G ∗ ω
µ)dx
∣∣∣∣+ 12
∣∣∣∣
∫
D
G ∗ ωµ(ωλ1 − ω
µ)dx
∣∣∣∣
≤
µ
2
∣∣∣G ∗ ωλ1 −G ∗ ωµ∣∣∣
L∞(D)
+ o(1),
(3.25)
which goes to 0 as λ→ +∞.
To prove (2), noting that diam(supp(ωλ2 )) → 0 and x
λ → xµ, then we can choose rλ,
rλ → 0 as λ → +∞, such that supp(ωλ2 ) ⊂ Brλ(x
µ). By the continuity of G ∗ ωµ and the fact
G ∗ ωλ1 → G ∗ ω
µ in L∞(D), it follows that∣∣∣∣
∫
D
G ∗ ωλ1 (x)ω
λ
2 (x)dx −G ∗ ω
µ(xµ)
∣∣∣∣
=
∣∣∣∣
∫
D
(G ∗ ωλ1 (x)−G ∗ ω
µ(xµ))ωλ2 (x)dx
∣∣∣∣
=
∣∣∣∣∣
∫
B
rλ
(xµ)
(G ∗ ωλ1 (x)−G ∗ ω
µ(xµ))ωλ2 (x)dx
∣∣∣∣∣
≤ sup
x∈B
rλ
(xµ)
|G ∗ ωλ1 (x)−G ∗ ω
µ(xµ)|
≤ sup
x∈B
rλ
(xµ)
|G ∗ ωλ1 (x)−G ∗ ω
µ(x)|+ sup
x∈B
rλ
(xµ)
|G ∗ ωµ(x)−G ∗ ωµ(xµ)|
→0.
(3.26)
4. Proof of Theorem 2.2
In this section we will give proof of Theorem 2.2. Before doing this we need to establish
several preliminary lemmas first. We will show that the weakly star limit ωµ ∈ N µ of ωλ1
actually belongs to N µ, xµ ∈ D¯ actually in D and (ωµ, xµ) is a weak solution to the stationary
vortex-wave system (2.13).
Lemma 4.1. Let ω ∈ L∞(D), x ∈ D, then (ω, x) is a weak solution of (2.13) if the following
two conditions are satisfied
(1). For any y ∈ D, G ∗ ω(y)−H(y) ≤ G ∗ ω(x)−H(x).
(2). For any v ∈ R(ω),
E(v) +G ∗ v(x) ≤ E(ω) +G ∗ ω(x). (4.1)
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Proof. Condition (1) in Lemma 4.1 implies that x is a maximum point for the function G∗ω−H
in D, so ∇G ∗ ω(x)−∇H(x) = 0.
In the following, for the sake of convenience set
F (v, y) = E(v) +G ∗ v(y), v ∈ R(ω), y ∈ D. (4.2)
For any given φ ∈ C∞0 (D), define a family of C
1 transformations Φt(x) : D →֒ D for t ∈
(−∞,+∞) by the following ordinary differential equation:{
dΦt(x)
dt
= J∇φ(Φt(x)), t ∈ R,
Φ0(x) = x,
(4.3)
where J denotes clockwise rotation through pi2 as before. Note that (4.3) is solvable for all
t since J∇φ is a smooth vector field with compact support in D. It’s easy to see that J∇φ
is divergence-free, so by Liouville theorem(see [14], Appendix 1.1) Φt(x) is area-preserving, or
equivalently for any measurable set A ⊂ D
|Φt(A)| = |A|. (4.4)
Now define a family of test functions
ω(t)(x) , ω(Φ−t(x)). (4.5)
Since Φt is area-preserving, we have ω
(t) ∈ R(ω), then condition (1) in Lemma 4.1 implies that
F (ω(t), x) attains its maximum at t = 0, so d
dt
F (ω(t), x)|t=0 = 0. Expanding F (ω
(t), x0) at t = 0
gives
F (ω(t), x) =
1
2
∫
D
∫
D
G(y, z)ω(Φ−t(y))ω(Φ−t(z))dydz +
∫
D
G(x, y)ω(Φ−t(y))dy
=
1
2
∫
D
∫
D
G(Φt(y),Φt(z))ω(y)ω(z)dydz +
∫
D
G(x,Φt(y))ω(y)dy
=E(ω) + t
∫
D
ω(y)∇(G ∗ ω(y) +G(x, y)) · J∇φ(y)dy + o(t),
as t→ 0. So we have∫
D
ω(y)∇(G ∗ ω(y) +G(x, y)) · J∇φ(y)dy = 0, ∀φ ∈ C∞c (D),
which completes the proof.
To apply Lemma 4.1, we need more information about (ωµ, xµ).
Lemma 4.2. xµ ∈ D.
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Proof. By Lemma 3.7 and the symmetry of the Green’s function,
E(ωλ) =
1
2
∫
D
∫
D
G(x, y)(ωλ1 + ω
λ
2 )(x)(ω
λ
1 + ω
λ
2 )(y)dxdy
=E(ωλ1 ) + E(ω
λ
2 ) +
∫
D
∫
D
G(x, y)ωλ1 (x)ω
λ
2 (y)dxdy
=E(ωµ)−
1
4π
∫
D
∫
D
ln |x− y|ωλ2 (x)ω
λ
2 (y)dxdy +G ∗ ω
µ(xµ)−H(xµ) + o(1).
(4.6)
By rearrangement inequality(see [9], §3.4),
−
1
4π
∫
D
∫
D
ln |x− y|ωλ2 (x)ω
λ
2 (y)dxdy ≤ sup
x∈D
−
λ
4π
∫
D
ln |x− y|ωλ2 (y)dy
≤ −
λ
4π
∫
Bε(0)
ln |y|dy
≤ −
1
4π
ln ε+ C.
(4.7)
So we have
E(ωλ) ≤ E(ωµ)−
1
4π
ln ε+ C +G ∗ ωµ(xµ)−H(xµ) + o(1), (4.8)
that is
E(ωλ) +
1
4π
ln ε ≤ E(ωµ) +G ∗ ωµ(xµ)−H(xµ) + o(1). (4.9)
If xµ ∈ ∂D, then H(xµ) = +∞, which means that E(ωλ) + 14pi ln ε→ −∞ as λ→ +∞, which is
a contradiction to Lemma 3.4.
Lemma 4.3. supv∈Nµ(E(v) +G ∗ v(x
µ)) = supv∈Nµ(E(v) +G ∗ v(x
µ)).
Proof. Firstly it is obvious that supv∈Nµ(E(v) +G ∗ v(x
µ)) ≤ supv∈Nµ(E(v) +G ∗ v(x
µ)).
On the other hand, for any ω ∈ N µ we can choose a sequence {ωn} ⊂ N µ such that ωn → ω
weakly star in L∞(D), then
E(ωn) +G ∗ ωn(xµ)→ E(ω) +G ∗ ω(xµ),
which means that supv∈Nµ(E(v) +G ∗ v(x
µ)) ≥ E(ω) +G ∗ ω(xµ). Since ω ∈ N µ is arbitrary,
we have
sup
v∈Nµ
(E(v) +G ∗ v(xµ)) ≥ sup
v∈Nµ
(E(v) +G ∗ v(xµ)),
which completes the proof.
Lemma 4.4. E(ωµ) +G ∗ ωµ(xµ) = supω∈Nµ(E(ω) +G ∗ ω(x
µ)).
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Proof. Recall that ωλ2 = λIBλ . By choosing v
λ = vλ1 + ω
λ
2 , such that v
λ
1 ∈ N
µ, vλ1 ≡ 0 a.e. on
Bλ, it is obvious that vλ ∈ Mλ. As a consequence we have E(ωλ) ≥ E(vλ), that is,
E(ωλ1 ) + E(ω
λ
2 ) +
∫
D
G ∗ ωλ1 (x)ω
λ
2 (x)dx ≥ E(v
λ
1 ) + E(ω
λ
2 ) +
∫
D
G ∗ vλ1 (x)ω
λ
2 (x)dx, (4.10)
which gives
E(ωλ1 ) +
∫
D
G ∗ ωλ1 (x)ω
λ
2 (x)dx ≥ E(v
λ
1 ) +
∫
D
G ∗ vλ1 (x)ω
λ
2 (x)dx. (4.11)
By Lemma 3.7 it follows
E(ωµ) +G ∗ ωµ(xµ) ≥ E(vλ1 ) +G ∗ v
λ
1 (x
µ) + o(1). (4.12)
Since diam(supp(ωλ2 )) → 0 and E is a continuous functional on N
µ, vλ1 can be any element in
N µ as λ→ +∞, that is
E(ωµ) +G ∗ ωµ(xµ) ≥ E(v) +G ∗ v(xµ), ∀v ∈ N µ, (4.13)
which, combined with Lemma 4.3 leads to the desired result.
Lemma 4.5. ωµ ∈ N µ and ωµ = µI{G∗ωµ+G(xµ,·)>bµ} for some b
µ > 0.
Proof. Define F = {ω ∈ L∞(D) | 1 ≤ ω ≤ µ,
∫
D
ω(x)dx = 1}, then for F we have the following
two claims.
Claim 1: N µ ⊂ F .
Proof of Claim 1: By the definition of N µ it suffices to show that F is closed in the weak
star topology in L∞(D). Let ωn ∈ F , ωn → ω∗ weakly star in L∞(D), that is,
lim
n→+∞
∫
D
ωn(x)φ(x)dx =
∫
D
ω∗(x)φ(x)dx, ∀φ ∈ L1(D), (4.14)
it suffices to show that ω∗ ∈ F .
Firstly by choosing φ(x) ≡ 1 we have
lim
n→+∞
∫
D
ωn(x)dx =
∫
D
ω∗(x)dx = 1.
Now we prove 0 ≤ ω∗ ≤ µ by contradiction. Suppose that |{ω∗ > µ}| > 0, then there exists
ε0 > 0 such that |{ω
∗ ≥ µ+ ε0}| > 0. Denote A = {ω
∗ ≥ µ+ ε0}, then for φ = IA we have
0 = lim
n→+∞
∫
D
(ω∗ − ωn)(x)φ(x)dx = lim
n→+∞
∫
A
ω∗(x)− ωn(x)dx.
On the other hand
lim
n→+∞
∫
A
(ω∗ − ωn)(x)dx ≥ ε0|A| > 0,
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which is a contradiction. So we have ω∗ ≤ µ a.e. on D.
Lastly, a similar argument suggests ω∗ ≥ 0 a.e. on D, which completes the proof of Claim 1.
Claim 2: There exists ω˜ ∈ F such that E(ω˜) + G ∗ ω˜(xµ) = supω∈F E(ω) + G ∗ ω(x
µ),
moreover, any maximizer ω˜ has the form ω˜ = µλ{G∗ω˜+G(xµ,·)>bµ} for some b
µ > 0.
Proof of Claim 2: Firstly we show that supω∈F E(ω) + G ∗ ω(x
µ) < +∞. In fact, for any
ω ∈ F ,
E(ω) +G ∗ ω(xµ) =
1
2
∫
D
∫
D
G(x, y)ω(x)ω(y)dxdy +
∫
D
G(xµ, y)ω(y)dy
≤
µ2
2
∫
D
∫
D
|G(x, y)|dxdy + µ
∫
D
G|(xµ, y)|dy
≤C,
(4.15)
where C is a positive number not depending on ω(may depending on µ). Now we choose ωn ∈ F
such that ωn → ω˜ and E(ωn) +G ∗ ωn(xµ) → supω∈F E(ω) +G ∗ ω(x
µ). An argument similar
to the one used in Lemma 3.7 gives
E(ω˜) +G ∗ ω˜(xµ) = sup
ω∈F
(E(ω) +G ∗ ω(xµ)). (4.16)
Now we prove that ω˜ is a vortex patch with the form ω˜ = µλ{G∗ω˜+G(xµ,·)>bµ} for some b
µ > 0.
Define a family of test functions ω(s)(x) = ω˜ + s[z0(x)− z1(x)], s > 0, where z0, z1 satisfies

z0, z1 ∈ L
∞(D), z0, z1 ≥ 0,
∫
D
z0dx =
∫
D
z1dx,
z0 = 0 in D\{ω˜ ≤ µ− δ},
z1 = 0 in D\{ω˜ ≥ δ},
(4.17)
here δ is any positive number. Note that for fixed z0, z1 and δ, ω
(s) ∈ F provided s is sufficiently
small(depending on δ, z0, z1). So we have
d
ds
[E(ω(s)) +G ∗ ω(s)(xµ)]
∣∣∣
s=0+
≤ 0, (4.18)
which gives
sup
{ω˜<µ}
(G ∗ ω˜ +G(xµ, ·)) ≤ inf
{ω˜>0}
(G ∗ ω˜ +G(xµ, ·)). (4.19)
Now it is obvious that there exists r > 0 such that ω˜ ≡ µ a.e. in Br(x
µ)(otherwise the left hand
side of (4.19) equals +∞ ). Moreover, we can choose r sufficiently small such that
inf
{ω˜>0}
(G ∗ ω˜ +G(xµ, ·)) = inf
{ω˜>0}∩Dr
(G ∗ ω˜ +G(xµ, ·)), (4.20)
where Dr = D \Br(xµ). Then we have
sup
{ω˜<µ}∩Dr
(G ∗ ω˜ +G(xµ, ·)) ≤ inf
{ω˜>0}∩Dr
(G ∗ ω˜ +G(xµ, ·)). (4.21)
Steady Vortex Patch Solutions to the Vortex-Wave System 18
Since Dr is connected (for sufficiently small r) and {ω˜ < µ} ∩Dr ∪{ω˜ > 0} ∩Dr = Dr, we have
{ω˜ < µ} ∩Dr ∩ {ω˜ > 0} ∩Dr 6= ∅, then by the continuity of G ∗ ω˜ +G(x
µ, ·) on Dr,
sup
{ω˜<µ}∩Dr
(G ∗ ω˜ +G(xµ, ·)) = inf
{ω˜>0}∩Dr
(G ∗ ω˜ +G(xµ, ·)). (4.22)
Now define
bµ = sup
{ω˜<µ}∩Dr
(G ∗ ω˜ +G(xµ, ·)) = inf
{ω˜>0}∩Dr
(G ∗ ω˜ +G(xµ, ·)), (4.23)
by maximum principle it is easy to see that µ > 0, and it is also obvious that{
ω˜ = 0 a.e. in {G ∗ ω˜ +G(xµ, ·) < bµ} ∩Dr,
ω˜ = µ a.e. in {G ∗ ω˜ +G(xµ, ·) > bµ} ∩Dr.
(4.24)
On {G ∗ ω˜ + G(xµ, ·) = bµ} ∩ Dr, we have ∇(G ∗ ω˜ + G(x
µ, ·)) = 0 a.e., which gives ω˜ =
−∆(G ∗ ω˜) = −∆(G ∗ ω˜ +G(xµ, ·)) = 0. Now it remains to show that G ∗ ω˜ +G(xµ, ·) > bµ on
Br(x
µ). This is an easy consequence of the maximum principle. In fact, by (4.20)
bµ = inf
{ω˜>0}∩Dr
(G ∗ ω˜ +G(xµ, ·)),
= inf
{ω˜>0}
(G ∗ ω˜ +G(xµ, ·)),
≤ inf
Br(xµ)
(G ∗ ω˜ +G(xµ, ·))
≤ inf
∂Br(xµ)
(G ∗ ω˜ +G(xµ, ·)),
(4.25)
then by strong maximum principle we have G ∗ ω˜ +G(xµ, ·) > bµ on Br(x
µ).
In conclusion, we have proved that ω˜ has the form ω˜ = µI{G∗ω˜+G(xµ,·)>bµ} for some b
µ > 0,
which completes the proof of Claim 2.
Now we proceed to prove Lemma 4.5. By Claim 2 it is easy to see that
sup
ω∈Nµ
(E(ω) +G ∗ ω(xµ)) = sup
ω∈F
(E(ω) +G ∗ ω(xµ)), (4.26)
therefore we obtain
E(ωµ) +G ∗ ωµ(xµ) = sup
ω∈F
(E(ω) +G ∗ ω(xµ)).
Using Claim 2 again we get the desired result.
Remark 4.6. Lemma 4.5 is essential to this paper. We remark that Corollary 3.4 in [2] can not
be applied here anymore since ∇2G is not a locally integrable function. The proof we give here
is based on the idea of Turkington in [20] with some modifications.
Now we are ready to prove Theorem 2.2.
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Proof of Theorem 2.2. Firstly by Lemma 4.4 and Lemma 4.5, ωµ satisfies (2) in Lemma 4.1 and
has the form ωµ = µI{G∗ωµ+G(xµ,·)>bµ} for some b
µ > 0. It suffices to show that xµ satisfies (1)
in Lemma 4.1.
Fix x1 ∈ D and define v
λ = vλ1 + v
λ
2 , where v
λ
2 = λIBε(x1), v
λ
1 ∈ N
µ and vλ1 = 0 a.e. on
Bε(x1). It is easy to check that v
λ ∈ Mλ, so we have E(ωλ) ≥ E(vλ), that is,
E(ωλ1 ) + E(ω
λ
2 ) +
∫
D
G ∗ ωλ1 (x)ω
λ
2 (x)dx ≥ E(v
λ
1 ) +E(v
λ
2 ) +
∫
D
G ∗ vλ1 (x)v
λ
2 (x)dx, (4.27)
then by Lemma 3.7 for λ sufficiently large we have
E(ωµ)−
1
4π
∫
D
∫
D
ln |x− y|ωλ2 (x)ω
λ
2 (y)dxdy −H(x
µ) +G ∗ ωµ(xµ) + o(1)
≥ E(vλ1 )−
1
4π
∫
D
∫
D
ln |x− y|vλ2 (x)v
λ
2 (y)dxdy −H(x1) +G ∗ v
λ
1 (x1).
(4.28)
On the other hand, by Riesz’s rearrangement inequality(see [9], §3.7),
−
1
4π
∫
D
∫
D
ln |x− y|ωλ2 (x)ω
λ
2 (y)dxdy ≤ −
1
4π
∫
D
∫
D
ln |x− y|vλ2 (x)v
λ
2 (y)dxdy. (4.29)
So we have
E(ωµ)−H(xµ) +G ∗ ωµ(xµ) + o(1) ≥ E(vλ1 )−H(x1) +G ∗ v
λ
1 (x1). (4.30)
Again, since E is a continuous functional on N µ and |Bε(x1)| → 0, v
λ
1 can be any element in
N µ as λ→ +∞, that is,
E(ωµ)−H(xµ) +G ∗ ωµ(xµ) ≥ E(v) −H(x1) +G ∗ v(x1), ∀v ∈ N
µ. (4.31)
Especially we can choose v = ωµ, then it follows
−H(xµ) +G ∗ ωµ(xµ) ≥ −H(x1) +G ∗ ω
µ(x1), ∀x1 ∈ D, (4.32)
which means that xµ satisfies (1) in Lemma 4.1. Therefore we complete the proof.
5. Proof of Theorem 2.4
Up to now we have constructed (ωµ, xµ) as a steady vortex patch solution to the vortex-wave
system for fixed µ. Now we consider the asymptotic behavior of (ωµ, xµ) when µ → +∞. As
has been stated in Theorem 2.4, we will show that both the support of ωµ and xµ converge to
a minimum point of H, which is a stationary solution to the Kirchhoff-Routh equation.
In this section we shall use C to denote various positive numbers independent of µ. Theorem
2.4 is an easy consequence of the following several lemmas.
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Lemma 5.1. For any ω ∈ N µ, x ∈ D, we have
E(ω) +G ∗ ω(x)−H(x) ≤ E(ωµ) +G ∗ ωµ(xµ)−H(xµ).
Proof. For fixed x ∈ D, define a family of test functions vλ = vλ1 + v
λ
2 , v
λ
2 = λIBε(x), v
λ
1 ∈ N
µ
and vλ1 = 0 a.e. on Bε(x). It is easy to check v
λ ∈ Mλ, then by definition E(vλ) ≤ E(ωλ), that
is,
E(vλ1 ) + E(v
λ
2 ) +
∫
D
G ∗ vλ1 (y)v
λ
2 (y)dy ≤ E(ω
λ
1 ) + E(ω
λ
2 ) +
∫
D
G ∗ ωλ1 (y)ω
λ
2 (y)dy, (5.1)
again by Lemma 3.7
E(vλ1 )−
1
4π
∫
D
∫
D
ln |y − z|vλ2 (y)v
λ
2 (z)dydz −H(x) +G ∗ v
λ
1 (x)
≤E(ωµ)−
1
4π
∫
D
∫
D
ln |y − z|ωλ2 (y)ω
λ
2 (z)dydz −H(x
µ) +G ∗ ωµ(xµ) + o(1),
(5.2)
where o(1)→ 0 as λ→ +∞. Using Riesz’s rearrangement inequality, from (5.2) we have
E(vλ1 )−H(x) +G ∗ v
λ
1 (x) ≤ E(ω
µ)−H(xµ) +G ∗ ωµ(xµ) + o(1). (5.3)
As λ→ +∞, vλ1 can be any element in N
µ, so we obtain
E(ω)−H(x) +G ∗ ω(x) ≤ E(ωµ)−H(xµ) +G ∗ ωµ(xµ), for all (ω, x) ∈ (N µ,D). (5.4)
Remark 5.2. One can also maximize E(ω)+G∗ω(x)−H(x) for (ω, x) ∈ (N µ,D) to obtain steady
solution to the vortex-wave system, but it is much more interesting to construct solutions from
the Euler equation, because the vortex-wave itself is an approximation of the Euler equation
when a part of the vorticity is sufficiently concentrated.
In the following s will be the positive number defined by µπs2 = 1.
Lemma 5.3. There exists δ0 > 0, not depending on µ, such that dist(x
µ, ∂D) > δ0.
Proof. Fix x1 ∈ D and define ω¯
µ = µIBs(x1), then ω¯
µ ∈ N µ, by Lemma 5.1
E(ω¯µ) +G ∗ ω¯µ(x1)−H(x1) ≤ E(ω
µ) +G ∗ ωµ(xµ)−H(xµ). (5.5)
Using Riesz’s rearrangement inequality we get
−H(x1)− 2H(x1)−H(x1) + o(1)
≤−
1
2
∫
D
∫
D
h(x, y)ωµ(x)ωµ(y)dxdy −
∫
D
h(xµ, y)ωµ(y)dy −H(xµ),
(5.6)
since h is bounded from below in D ×D, we have
H(xµ) ≤ C, (5.7)
then we get the desired result by the fact limx→∂DH(x) = +∞.
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Lemma 5.4. G ∗ ωµ(xµ) ≥ − 12pi ln s− C.
Proof. Since dist(xµ, ∂D) > δ0, we can define ω¯
µ = µIBs(xµ) ∈ N
µ, then by Lemma 4.4
E(ω¯µ) +G ∗ ω¯µ(xµ) ≤ E(ωµ) +G ∗ ωµ(xµ). (5.8)
Again by Riesz’s rearrangement inequality we have
−
1
2
∫
D
∫
D
h(x, y)ω¯µ(x)ω¯µ(y)dxdy −
1
2π
∫
D
ln |xµ − y|ω¯µ(y)dy −
∫
D
h(xµ, y)ω¯µ(y)dy
≤−
1
2
∫
D
∫
D
h(x, y)ωµ(x)ωµ(y)dxdy +G ∗ ωµ(xµ),
(5.9)
since h is bounded from below in D ×D and xµ is away from ∂D, we get
G ∗ ωµ(xµ) ≥ −C −H(xµ)−
1
2π
∫
D
ln |xµ − y|ω¯µ(y)dy − 2H(xµ)
≥ −
µ
2π
∫
Bs(0)
ln |y|dy − C
≥ −
1
2π
ln s− C,
(5.10)
where we use
∫
Bs(0)
ln |y|dy = πs2(ln s− 12 ).
Lemma 5.5. There exists ρµ satisfying ρµ → 0 and
∫
Bρµ (xµ)
ωµ(x)dx→ 1 as µ→ +∞.
Proof. By Lemma 5.4,
−
1
2π
∫
D
ln |xµ − y|ωµ(y)dy −
∫
D
h(xµ, y)ωµ(y)dy ≥ −
1
2π
ln s− C, (5.11)
since h is bounded from below in D ×D, we get∫
D
ln
s
|xµ − y|
ωµ(y)dy ≥ −C. (5.12)
Now choose R > 1 to be determined, we have∫
BRs(xa)
ln
s
|xµ − y|
ωµ(y)dy +
∫
D\BRs(xµ)
ln
s
|xµ − y|
ωµ(y)dy ≥ −C. (5.13)
Observe that ∫
BRs(xµ)
ln
s
|xµ − y|
ωµ(y)dy ≤ µ
∫
Bs(xµ)
ln
s
|xµ − y|
dy =
1
2
, (5.14)
so we get ∫
D\BRs(xµ)
ln
s
Rs
ωµ(y)dy ≥
∫
D\BRs(xµ)
ln
s
|xµ − y|
ωµ(y)dy ≥ −C, (5.15)
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which gives ∫
D\BRs(xµ)
ωµ(y)dy ≤
C
lnR
, (5.16)
but
∫
D
ωµ(x)dx = 1, we have
1 ≥
∫
BRs(xµ)
ωµ(y)dy ≥ 1−
C
lnR
, (5.17)
then the lemma is proved by choosing R = s−
1
2 and ρµ = s
1
2 .
Since xµ is bounded and away from ∂D, we assume that xµ → x∗ ∈ D(up to a subsequence)
as µ → +∞. An argument similar to the one in Remark 2.5 shows that ωµ → δ(x∗) in the
distributional sense.
Lemma 5.6. H(x∗) = minx∈DH(x).
Proof. Since H = +∞ on ∂D, there exists x1 such that H(x1) = minx∈DH(x). It suffices to
show H(x1) ≥ H(x
∗). Define ω¯µ = µIBs(x1) ∈ N
µ, then by Lemma 5.1
E(ω¯µ) +G ∗ ω¯µ(x1)−H(x1) ≤ E(ω
µ) +G ∗ ωµ(xµ)−H(xµ), (5.18)
that is,
−
1
4π
∫
D
∫
D
ln |x− y|ω¯µ(x)ω¯µ(y)dxdy −
1
2
∫
D
∫
D
h(x, y)ω¯µ(x)ω¯µ(y)dxdy
−
1
2π
∫
D
ln |x1 − y|ω¯
µ(y)dy −
∫
D
h(x1, y)ω¯
µ(y)dy −H(x1)
≤−
1
4π
∫
D
∫
D
ln |x− y|ωµ(x)ωµ(y)dxdy −
1
2
∫
D
∫
D
h(x, y)ωµ(x)ωµ(y)dxdy
−
1
2π
∫
D
ln |xµ − y|ωµ(y)dy −
∫
D
h(xµ, y)ωµ(y)dy −H(xµ)
(5.19)
Taking the limit in (5.19), by rearrangement inequality we obtain
H(x1) ≥ H(x
∗), (5.20)
which completes the proof.
Proof of Theorem 2.4. By choosing rµ = ρµ + |xµ − x∗|, Theorem 2.4 is an easy consequence of
Lemma 5.5 and Lemma 5.6.
Remark 5.7. There may be a better convergence for ωµ, that is, the support of ωµ shrinks to
x∗ as µ → +∞, but we have not yet proved this. The main difficulty to estimate the size of
supp(ωµ) is that the mutual interaction energy between the background vorticity and the point
vortex is very large, and energy estimate does not provide enough information anymore.
Steady Vortex Patch Solutions to the Vortex-Wave System 23
Acknowledgements: D. Cao was supported by NNSF of China (grant No. 11331010) and
Chinese Academy of Sciences by grant QYZDJ-SSW-SYS021. G. Wang was supported by NNSF
of China (grant No.11771469).
References
[1] C. Bjorland, The vortex-wave equation with a single vortex as the limit of the Euler equation, Comm.
Math. Phys., 305(2011), 131-151.
[2] G. R. Burton, Variational problems on classes of rearrangements and multiple configurations for
steady vortices, Ann. Inst. Henri Poincar. Analyse Nonlineare., 6(1989), 295-319.
[3] L. Caffarelli and A. Friedman, Convexity of solutions of semilinear elliptic equations, Duke Math.
J., 52(1985), 431–456.
[4] D. Cao, S. Peng and S. Yan, Planar vortex patch problem in incompressible steady flow, Adv. Math.,
270(2015), 263–301.
[5] G. Crippa, M. C. Lopes Filho, E. Miot; H. J. Nussenzveig Lopes, Flows of vector fields with point
singularities and the vortex-wave system, Discrete Contin. Dyn. Syst., 36(2016), 2405-2417.
[6] A. R. Elcrat and K. G. Miller, Rearrangements in steady multiple vortex flows, Comm. Partial
Differential Equations, 20:9-10(1994), 1481–1490.
[7] C. Lacave and E. Miot, Uniqueness for the vortex-wave system when the vorticity is initially constant
near the point vortex, SIAM J. Math. Anal, 41(2009), 1138-1163.
[8] C. Lacave and E. Miot, Existence of a weak solution in Lp to the vortex-wave system, J. Nonlinear
Science, 21(2011), 685-703.
[9] E.H. Lieb and M. Loss, Analysis, Second edition, Graduate Studies in Mathematics, Vol. 14. Amer-
ican Mathematical Society, Providence, RI (2001).
[10] C. C. Lin, On the motion of vortices in two dimension – I. Existence of the Kirchhoff-Routh function,
Proc. Natl. Acad. Sci. USA, 27(1941), 570–575.
[11] A. J. Majda and A. L. Bertozzi, Vorticity and incompressible flow, Cambridge Texts in Applied
Mathematics, Vol. 27. Cambridge University Press, 2002.
[12] C. Marchioro, On the localization of the vortices, Bollettino U.M.I., Serie 8, Vol. 1-B(1998), 571-584.
[13] C. Marchioro and E. Pagani, Evolution of two concentrated vortices in a two-dimensional bounded
domain, Math. Meth. Appl. Sci., 8(1986), 328-344.
[14] C. Marchioro and M. Pulvirenti, Mathematical theory of incompressible nonviscous fluids, Springer-
Verlag, 1994.
[15] C. Marchioro and M. Pulvirenti, On the vortex-wave system, Mechanics, Analysis and Geometry:
200 years after Lagrange, 79-95, M. Francaviglia (ed), Elsevier Science, Amsterdam, 1991.
[16] E. Miot, Two existence results for the vortex-wave system, Riv. Math. Univ. Parma (N.S.), 3(2012),
No. 1, 131-146.
[17] J. Norbury, Steady planar vortex pairs in an ideal fluid, Comm. Pure Appl. Math., 28(1975), 679–700.
[18] D. Smets and J. Van Schaftingen, Desingulariation of vortices for the Euler equation, Arch. Ration.
Mech. Anal., 198(2010), 869–925.
[19] B. Turkington, On the evolution of a concentrated vortex in an idea fluid, Arch. Ration. Mech.
Anal., 97(1987), no. 1, 75-87.
[20] B. Turkington, On steady vortex flow in two dimensions. I, Comm. Partial Differential Equations,
8(1983), 999–1030.
[21] Y.-H. Wan, Desingularizations of systems of point vortices, Phys. D, 32(1988), 277-295.
[22] V. I. Yudovich, Non-stationary flow of an ideal incompressible fluid, USSR Comp. Math. &
Math.Phys, 3(1963),1407-1456[English].
