A comparison of methods for transformation of common offset seismic sections into zero offset sections by Arruda, Joan Guastalla, 1995-
UNIVERSIDADE ESTADUAL DE
CAMPINAS
Instituto de Matemática, Estatística e
Computação Científica
JOAN GUASTALLA ARRUDA
Uma comparação de métodos para
transformação de seções sísmicas de
afastamento comum em seções de afastamento
nulo
Campinas
2020
Joan Guastalla Arruda
Uma comparação de métodos para transformação de
seções sísmicas de afastamento comum em seções de
afastamento nulo
Dissertação apresentada ao Instituto de Mate-
mática, Estatística e Computação Científica
da Universidade Estadual de Campinas como
parte dos requisitos exigidos para a obtenção
do título de Mestre em Matemática Aplicada.
Orientador: Joerg Dietrich Wilhelm Schleicher
Coorientadora: Maria Amélia Novais Schleicher
Este exemplar corresponde à versão
final da Dissertação defendida pelo
aluno Joan Guastalla Arruda e ori-
entada pelo Prof. Dr. Joerg Dietrich
Wilhelm Schleicher.
Campinas
2020
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Ana Regina Machado - CRB 8/5467
    
  Arruda, Joan Guastalla, 1995-  
 Ar69c ArrUma comparação de métodos para transformação de seções sísmicas de
afastamento comum em seções de afastamento nulo / Joan Guastalla Arruda.
– Campinas, SP : [s.n.], 2020.
 
   
  ArrOrientador: Joerg Dietrich Wilhelm Schleicher.
  ArrCoorientador: Maria Amélia Novais Schleicher.
  ArrDissertação (mestrado) – Universidade Estadual de Campinas, Instituto de
Matemática, Estatística e Computação Científica.
 
    
  Arr1. Ondas sísmicas. 2. Método sísmico de reflexão. 3. Métodos de
continuação. I. Schleicher, Joerg Dietrich Wilhelm, 1964-. II. Schleicher, Maria
Amélia Novais, 1967-. III. Universidade Estadual de Campinas. Instituto de
Matemática, Estatística e Computação Científica. IV. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: A comparison of methods for transformation of common offset
seismic sections into zero offset sections
Palavras-chave em inglês:
Seismic waves
Seismic reflection method
Continuation methods
Área de concentração: Matemática Aplicada
Titulação: Mestre em Matemática Aplicada
Banca examinadora:
Joerg Dietrich Wilhelm Schleicher [Orientador]
Lucio Tunes dos Santos
Jessé Carvalho Costa
Data de defesa: 13-03-2020
Programa de Pós-Graduação: Matemática Aplicada
Identificação e informações acadêmicas do(a) aluno(a)
- ORCID do autor: 0000-0003-2659-2289
- Currículo Lattes do autor: http://lattes.cnpq.br/4924878377141294  
Powered by TCPDF (www.tcpdf.org)
Dissertação de Mestrado defendida em 13 de março de 2020 e aprovada 
 
pela banca examinadora composta pelos Profs. Drs. 
 
 
 
 
 
 
 Prof(a). Dr(a). JOERG DIETRICH WILHELM SCHLEICHER 
 
 
 
 
 
 Prof(a). Dr(a). LUCIO TUNES DOS SANTOS 
 
 
 
 
 
 Prof(a). Dr(a). JESSÉ CARVALHO COSTA  
 
 
 
 
  
 
 
A Ata da Defesa, assinada pelos membros da Comissão Examinadora, consta no 
SIGA/Sistema de Fluxo de Dissertação/Tese e na Secretaria de Pós-Graduação do Instituto de 
Matemática, Estatística e Computação Científica. 
      
 
 
 
 
 
      
Agradecimentos
O presente trabalho foi realizado com apoio da Coordenação de Aperfeiçoamento de Pessoal
de Nível Superior - Brasil (CAPES) - Código de Financiamento 001.
Agradeço aos professores do IMECC, por disponibilizarem seu tempo para me ajudar,
e ao meus colegas do Laboratório de Geofísica Computacional(LGC) pelas discussões e
opiniões.
Aos meus pais por todo apoio financeiro e preocupação.
Ao meu orientador Joerg Dietrich Wilhelm Schleicher por toda paciência e discussões
interessantes, e a minha coorientadora Maria Amélia Novais Schleicher por sempre puxar
minha orelha com os prazos e tentar me incluir mais na vida científica.
Aos meus amigos por sempre me apoiarem e acreditarem em mim.
À UNICAMP e o IMECC por toda estrutura e qualidade de pesquisa científica.
Resumo
Nesta dissertação fazemos uma comparação entre os primeiros métodos que surgiram com
o objetivo de transformar seções sísmicas de afastamento comum em seções sísmicas de
afastamento nulo (TZO). Os primeiro métodos que surgiram na literatura consideravam
um meio isotrópico, velocidade e densidade constantes, e apenas tinham o objetivo de
que a cinemática da transformação estivesse correta. Posteriormente com os conceitos
de amplitude verdadeira, surgem métodos TZO de amplitude verdadeira. Com exceção
do primeiro método apresentado (Yilmaz and Claerbout, 1980), os demais métodos
fazem uma transformação cinemática perfeita. Para comparar a qualidade dos resultados
obtidos por métodos de TZO de amplitude verdadeira, são feitos experimentos numéricos
em três dos seis métodos apresentados. O primeiro é um método que leva em conta
apenas a transformação cinemática, o segundo é um dos primeiros a trazer o conceito
de amplitude verdadeira em TZO na literatura, mas considera que o refletor seja plano
no cômputo do filtro de empilhamento do método, e o último método usa o mesmo
conceito de amplitude verdadeira do segundo, entretanto considera o efeito da curvatura
do refletor na amplitude, além de ser o único dos métodos apresentados que pode ser
aplicado em um meio de velocidade não constante. Como era esperado, os experimentos
numéricos mostram que cinematicamente os três métodos de TZO são idênticos, mas com
relação à amplitude, os que utilizam do conceito de amplitude verdadeira são melhores.
Curiosamente, mesmo que o segundo método não leve em conta a curvatura do refletor no
efeito da amplitude, os resultados obtidos pelo mesmo e o terceiro método são praticamente
iguais. Foi matematicamente provado que, de fato, o segundo e o terceiro métodos são
assintoticamente equivalentes quando aplicados em um dado sísmico de conteúdo de alta
frequência e em um meio de velocidade constante, inclusive, foi feito um experimento
numérico mostrando que em situações que tanto o segundo quanto o terceiro método
apresentam um maior erro de amplitude, o uso de um dado de mais alta frequência resulta
em um erro menor ainda. Por último, foi feito um experimento numérico com o terceiro
método em um modelo de velocidade com gradiente vertical constante. O experimento
mostrou que a acurácia na amplitude atingida é tão boa quanto a obtida na aplicação do
método em modelos de velocidade constante.
Palavras-chave: Onda sísmica. TZO. Amplitude verdadeira. Curvatura do refletor.
Abstract
In this dissertation, i compare the first methods that emerged with the aim of transforming
the common offset seismic sections into zero offset seismic sections (TZO). The first
methods that appeared in the literature considered an isotropic medium, constant speed
and density, and their only was to have a correct kinematic transformation. Later, with the
concepts of true amplitude, TZO methods of true amplitude appear. With the exception
of the first method presented (Yilmaz and Claerbout, 1980), the other methods perform a
perfect kinematic transformation. In order to compare the quality of the results obtained
by true amplitude TZO methods, numerical experiments are carried out on three of the six
methods presented. The first is a method that takes into account only the transformation
Kinematics, the second is one of the first to bring the concept of true amplitude in TZO
in the literature, but considers that the reflector is flat in the computation of the stacking
filter of the method, and the last method uses the same concept of true amplitude as the
second, however it considers the effect of the curvature of the reflector on the amplitude,
and is the only of the methods presented that can be applied in a medium of non-constant
speed. As expected, the numerical experiments show that,kinematically, the three methods
of TZO are identical, but with respect to amplitude, those using the concept of true
amplitude are really better. Interestingly, even though the second method does not take
into account the curvature of the reflector in the amplitude effect, the results obtained
by it and the third method are practically the same. It has been mathematically proven
that in fact the second and third methods are asymptotically equivalent when applied to
a high frequency content seismic data and a constant speed medium. An experiment on a
high frquency seismic data shows that even in situations where both the second and the
third method have a greater amplitude error, the use of a higher frequency data results in
a minor error. Finally, an experiment was carried out with the third method in a velocity
model with constant vertical gradient, the experiment showed that the accuracy reached
in amplitude is as good as that obtained in the application of the method in constant
speed models.
Keywords: Seismic waves. TZO. True amplitude. Reflector curvature.
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1 Introdução
Em um experimento sísmico 2D posicionam-se várias fontes e receptores em
uma disposição linear que chamamos de linha sísmica, sendo que o sinal emitido pela
fonte pode ser provindo de uma dinamite ou mecanismo vibratório, por exemplo. O que é
registrado no receptor corresponde a energia emitida pela fonte que foi refletida devido a
alguma descontinuidade do meio, como a mudança do tipo geológico de rocha por exemplo.
No subsolo ocorre uma mudança do tipo geológico de rocha quando as proprie-
dades físicas que a descrevem mudam bruscamente, produzindo um tipo de descontinuidade
em relação a certa propriedade física. A energia sísmica emitida por uma fonte em su-
perfície só pode ser registrada por um receptor também em superfície se houver reflexão
da perturbação gerada, e esta se deve às descontinuidades do meio em alguma curva em
subsuperfície que chamamos de refletor.
Os dados dos experimentos sísmicos são coletadas em uma configuração sísmica
chamada de tiro comum, podendo ser organizados de diversas formas, chamadas de
configurações sísmicas. A cada par de fonte e receptor, o sinal registrado no recepetor é
denominado traço sísmico, a coleção de diversos traços em uma determinada configuração
sísmica é uma seção sísmica. Como exemplo de configurações sísmicas, ilustra-se na Figura
1 geometrias segundo as quais seções de tiro comum, ponto médio comum, afastamento
comum e afastamento nulo são obtidas.
Figura 1 – O asterisco representa a fonte e triângulo o receptor. Arranjo de seções sísmicas
com diferentes configurações: (a) tiro comum; (b) ponto médio comum; (c)
afastamento comum; (d) afastamento nulo.
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Fonte comum (common source - CS) - os traços registrados são provenientes de uma
mesma fonte.
Ponto médio comum (common midpoint - CMP) - configuração em que os pares
fonte e receptor tem um ponto médio comum.
Afastamento comum (common offset - CO) - a distância entre fonte e receptor é
constante.
Afastamento nulo (zero-offset - ZO) - o receptor e a fonte se encontram na mesma
posição.
A configuração zero-offset não é possível de se obter na prática. Isto porque o
receptor geralmente é um dispositivo sensível, portanto seu posicionamento na posição
da fonte o destruiria, entretanto este tipo de configuração pode ser usado para várias
propósitos. Algumas das utilidades deste tipo de seção são:
• Melhor razão de sinal-ruído
• Análise de velocidade de migração
• Análise de velocidade
• Estimação do ângulo de reflexão
Além de fornecer, em meios geologicamente simples, uma visão aproximada da
geometria dos refletores.
A melhora na razão de sinal-ruído se deve ao fato de que todos os métodos que
apresentamos envolvem empilhamento ao longo de curvas sob os dados, e estas curvas de
empilhamento são montadas de forma a empilhar informação coerente, consequentemente
reduzindo o ruído (informação incoerente).
No artigo Sava et al. (2005) é apresentado uma forma de fazer Análise de
velocidade de migração por meio de seções zero-offset. Análise de velocidade também é
possível como mostrado mais a frente na seção que fala sobre o DMO de Black.
O cosseno do ângulo de reflexão pode ser obtido ao multiplicar algum filtro
de um método de TZO de amplitude verdadeira por cospθq, sendo que θ esta associado
ao ângulo de reflexões artificiais ou não ao longo de uma certa curva em subsuperfície
que será discutida. A razão entre as amplitudes pico das seções zero-offset simuladas com
o filtro de amplitude verdadeira e com o filtro modificado devem ser aproximadamente
iguais aos cossenos dos ângulos de reflexão associados às seções de afastamento comum.
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A sísmica de exploração tem como principal objetivo encontrar reservatórios
de petróleo, e para isto é necessário uma imagem acurada da subsuperfície em vista do
enorme gasto que envolve a perfuração do subsolo. O Imageamento do subsolo é feito
pelo que na geofísica se chama de Migração, com o objetivo de posicionar corretamente o
refletor na subsuperfície. Para tanto é importante que a migração providencie uma imagem
com o minímo possível de ruído, assim como posicionamento e amplitude correta ao longo
dos refletores.
Os métodos de migração mais baratos computacionalmente são os que usam
dados que já foram empilhados. O motivo disto é que são necessários muitos mais dados
para obter informação coerente do que em seções empilhadas, visto que o empilhamento
tende a aumentar a razão entre o que é sinal e o que é ruído.
Um método de empilhamento que é muito utilizado na Geofísica é a correção do
sobretempo normal (normal moveout - NMO). Este método aplica-se em seções CMP com
o objetivo de empilhar os traços depois de uma correção do tempo de trânsito excedente
em relação ao raio de incidência normal registrado no mesmo ponto médio associado a
seção CMP.
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Figura 2 – Ilustração dos raios que correspondem aos traços de uma seção CMP, sendo
que as marcações com x representam fontes, e os triângulos receptores.
Baseando-se na geometria da Figura 2 podemos obter uma expressão entre o
tempo de trânsito T pm,hq associado a um par de fonte e receptor de meio afastamento h
e ponto médio m, e o tempo do raio de incidência normal(ângulo de reflexão de 0 graus)
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T0pmq, em um meio de velocidade constante v, segundo a qual
T0pmq “
c
T pm,hq2 ´ 4h
2
v2
. (1.0.1)
A prova de tal relação pode ser encontrada no capítulo 6, seção 1 do livro Biloti (2018).
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Figura 3 – Nas duas figuras, o afastamento está em metros e o tempo em segundos.(a)
seção CMP; (b) corresponde a correção do sobretempo normal da seção CMP
ilustrada em (a).
Veja que todos os traços da seção CMP associados a geometria de refletor da
Figura 2 correspondem a um mesmo ponto de reflexão, portanto faz sentido empilhar os
traços após a correção do sobretempo normal, pois assim reforça-se informação coerente
associada a um mesmo ponto de reflexão.
O uso da correção NMO começa a não ser bom a partir do momento em que o
refletor não é mais horizontal e a velocidade não é constante. A seção CMP de um refletor
não horizontal em um meio de velocidade constante pode ser corrigida do sobretempo
normal, usando uma velocidade influenciada pela inclinação do refletor que chamaremos de
vNMO “ v{cospαq, em que α é a inclinação do refletor. Entretanto as reflexões neste tipo
de geometria em um seção CMP estão associadas a diferentes pontos de reflexão, portanto
já não teríamos a mesma justificativa para empilhar os dados resultantes da correção do
sobretempo normal.
Os métodos de transformação para zero-offset (TZO) apresentados neste traba-
lho mostram diferentes teorias que foram criadas para obter seções zero-offset de forma
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mais correta. As primeiras teorias se preocupando mais com o posicionamento correto dos
eventos de reflexão, e posteriormente outras como: MZO integral do tipo Kirchoff, DMO
integral de Black e continuação do afastamento, que levam em conta a amplitude também.
Ao longo do texto, os métodos de TZO que tenham a correção do sobretempo
normal como parte de seu fluxo de processamento serão chamados de métodos DMO, isto
porque a correção do sobretempo normal com a velocidade do meio, assume um refletor
horizontal, portanto as etapas subsequentes destes tipos de métodos devem então retirar o
efeito do mergulho do refletor, presente ainda após a correção do sobretempo normal.
Supondo que sabemos a posição exata de um refletor em subsuperfície, bem
como o modelo de velocidade do meio em questão, nos referiremos à demigração, no
sentido da cinemática, como sendo a construção da curva do tempo de trânsito associada
a reflexões primárias neste refletor, obtida por meio de certa configuração sísmica.
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2 Métodos de TZO
Neste capítulo apresentam-se teorias de TZO para seções de afastamento comum
discutidas neste trabalho: migração parcial pré-empilhamento, Smear-Stack operator, DMO
integral de Hale, equação da onda-imagem e MZO com integral do tipo Kirchhoff .
2.1 Migração Parcial Pré-Empilhamento
Com a dificuldade de obter uma seção zero-offset, começam a surgir métodos
de migração antes do empilhamento, servindo também como ferramentas para estimar o
modelo de velocidade. A desvantagem é que esses métodos são computacionalmente muito
mais caros que a migração pós empilhamento, e uma seção zero-offset pode ser util para o
interpretador identificar erros na migração devido a um modelo de velocidade impreciso.
A teoria proposta por Yilmaz and Claerbout (1980) é desenvolvida por meio
do operador DSR (Double Square Root), obtido pela teoria de migração por extrapolação
do campo de onda.
Ao considerar os casos específicos de correção NMO e migração zero-offset
no operador DSR, obtém-se as duas etapas utilizadas no processamento convencional
da época. A diferença entre o processamento convencional e o operador de extrapolação
do campo de onda deve então ser responsável por eliminar a influência da inclinação do
refletor no tempo de trânsito observado, e a partir deste operador é obtida uma Equação
Diferencial Parcial (EDP) cuja seção zero-offset simulada deve obedecer.
2.1.1 Extrapolação do campo de onda
A migração pós empilhamento de um dado sísmico pode ser descrita como o
processo que a partir do campo de onda Upx, z, tq de uma seção zero-offset P0pm0, tq “
Upm0, z “ 0, tq obtém a distribuição geométrica do meio pelo modelo do refletor explosivo.
Neste considera-se que as fontes estão sobre o refletor, explodem ao mesmo tempo, e que
a velocidade é metade da velocidade do meio, desse modo, em t “ 0 registra-se o campo
de onda Upm0, z, t “ 0q na posição do refletor
Em um meio de velocidade constante v a equação utilizada para a extrapolação
do campo de onda pode ser obtida por meio da transformada de Fourier aplicada na
equação da onda acústica 2D,«
B2
Bx2 `
B2
Bz2 ´
1
v2
B2
Bt2
ff
U “ 0 , (2.1.1)
Capítulo 2. Métodos de TZO 20
nas coordenadas horizontal e temporal.
Definimos a transformada de Fourier de U em relação a x e t por
Uˆpkx, z, ωq “
ż `8
´8
ż `8
´8
Upx, z, tqeikxxe´iωtdx dt . (2.1.2)
A aplicação das propriedades da transformada de Fourier na equação da onda
acústica fornece
B2
Bz2 Uˆpkx, z, ωq ´
˜
ω2
v2
´ k2x
¸
Uˆpkx, z, ωq “ 0 . (2.1.3)
A solução geral da equação acima se reduz a combinação linear
Upkx, z, ωq “ C´e
ω
v
d´
1´v
2k2x
ω2
¯
z ` C`e
´ω
v
d´
1´v
2k2x
ω2
¯
z
, (2.1.4)
onde C` e C´ são constantes reais quaisquer. A raíz presente em ambas as exponenciais
da solução geral (2.1.4) pode ser complexa caso
v2k2x
ω2
ą 1 . (2.1.5)
Diante da solução geral (2.1.4), queremos encontrar uma solução específica que
fisicamente descreva de maneira correta a extrapolação do campo de onda registrado nos
receptores. Para tanto, usaremos o conceito de onda plana descrito no Apêndice C.
A motivação do estudo de ondas planas no Apêndice C se deve ao fato de que
qualquer solução da equação da onda acústica (2.1.1) pode ser escrita como superposição
de ondas planas harmônicas, por meio da transformada inversa de Fourier. Além disso,
neste mesmo Apêndice concluímos que a inequação (2.1.5) só é satisfeita para ondas
evanescentes, também descritas no Apêndice C. Em vista de que tais ondas tem um
decaimento de amplitude exponencial a medida que o tempo passa, consideraremos apenas
o caso em que ˇˇˇˇ
vkx
ω
ˇˇˇˇ
ď 1 . (2.1.6)
Com essa condição, por meio da equação (C.0.11), podemos então reescrever a relação
senpθq “ vkx
ω
, (2.1.7)
sendo θ o ângulo entre o vetor normal, que define a direção de propagação de cada onda
plana harmônica, com o eixo z.
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Apesar de a interpretação física de que o campo de onda Upx, z, tq seja uma
superposição de ondas planas harmônicas ser obtida a partir do campo Uˆpkx, kz, ωq, e a
solução geral (2.1.4) ser dada em função do campo de onda Uˆpkx, z, ωq o significado físico
de θ como o ângulo associado ao vetor normal de cada onda plana harmônica deve ser
mantido. Note que, dados kx e ω, existe um único kzpkx, ωq associado, de acordo com a
equação (C.0.8) (sinal negativo).
Figura 4 – Extrapolação de uma onda plana de um ponto A até um ponto A1, e θ representa
a inclinação do segmento AA1 com o eixo z.
Para explicar melhor o significado das fases em cada exponencial da solução geral
(2.1.4), considere uma onda plana cujas componentes de frequência sejam pkx, kzpkx, ωq, ωq.
Na Figura 4 queremos calcular qual a diferença de tempo de trânsito do ponto A até o
ponto A1. Supondo que o ponto A1 esteja a uma distância v∆t. Por geometria básica, pela
Figura 4 temos que
∆t “ cospθq
v
∆z . (2.1.8)
Por meio da relação (2.1.7), a equação (2.1.8) para a nossa onda plana de componentes de
frequência pkx, kz, ωq, pode ser escrita como
∆t “ 1
v
gffe1´˜vkx
ω
¸2
∆z . (2.1.9)
Portanto a retropropagação da frente de onda registrada no ponto A até o
ponto A1 é equivalente a um deslocamento de fase da onda plana dada por ´iω∆t.
Diante da solução geral (2.1.4) da equação (2.1.3), escolhendo como solução da
equação (2.1.3) apenas a primeira parcela, temos que
C` “ Uˆpkx, 0, ωq , (2.1.10)
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obtendo assim que a onda unidirecional ascendente é dada por
Uˆ`pkx, z, ωq “ Uˆ`pkx, 0, ωqeikzz , (2.1.11)
sendo que
kz “ ´ω
v
gffe1´˜vkx
ω
¸2
. (2.1.12)
A equação (2.1.11) é chamada de equação unidirecional ascendente visto que a medida que
aumentamos a profundidade o tempo de trânsito diminui, conforme vimos no exemplo de
retropropagação da Figura 4. Analogamente, a segunda parcela da equação (2.1.4) tomada
como solução representa a onda unidirecional descendente.
A solução (2.1.11) obedece a equação unidirecional da onda ascendente:
BUˆpkx, z, ωq
Bz “ ikzUˆpkx, z, ωq . (2.1.13)
A equação (2.1.11) que deve ser utilizada na migração de uma seção zero-offset
por extrapolação do campo de onda, entretanto considerando a velocidade do meio como
sendo v{2 e C` “ Pˆ0pkx, ωq.
Podemos adaptar a teoria de extrapolação do campo de onda de uma seção
zero-offset para o caso de extrapolação do campo de onda registrado em um receptor de
coordenada g proveniente de um tiro dado em s denotado por P˜ ps, g, z, tq.
x
z
•
S• G•
ts tg
px, zq
Figura 5 – Extrapolação do campo de onda para um par de fonte e receptor (S,G) respec-
tivamente.
Na Figura 5, no ponto de reflexão px, zq extrapolamos fonte e receptor, associa-
dos ao campo de onda registrado no receptor no tempo ts ` tg “ t em z “ 0, para o ponto
px, zq. A idéia é fazer a retropropagação do campo de onda registrado no receptor até a
profundidade z, e com o princípio da reciprocidade, também retropropagar o campo de
onda na posição da fonte até o ponto px, zq.
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O processo descrito no paragráfo anterior pode ser implementado por meio da
equação (2.1.11). A perturbação do campo de onda registrada no receptor em z “ 0 deve
obedecer a expressão
Uˆ`pkg, 0, ωq “ Uˆ`pkg, z, ωqe
iω
v
d
1´
´
vks
ω
¯2
z
, (2.1.14)
onde kg é o numero de onda horizontal associado a transformada de Fourier de U`pg, 0, ωq
em relação a coordenada do receptor.
Analisando a equação (2.1.14), vemos que para extrapolar esse campo de
onda registrado no receptor para uma profundidade z, basta multiplicar Uˆ`pkg, 0, ωq pelo
operador
Fgpkg, ω, z; vq “ e
´iω
v
d
1´
´
vkg
ω
¯2
z
. (2.1.15)
Isso já é esperado de acordo com a solução da onda ascendente (2.1.11).
Utilizando o princípio da reciprocidade, podemos inverter o papel de fonte e
receptor, obtendo de forma análoga que a retropapagação da fonte até uma profundidade z
é obtida ao multiplicar o campo de onda Uˆ`pks, 0, ωq, com ks denotando o número de onda
horizontal associado a transformada de Fourier de U`ps, 0, tq em relação a coordenada da
fonte s, pelo filtro
Fspks, ω, z; vq “ e
´iω
v
d
1´
´
vks
ω
¯2
z
. (2.1.16)
O uso de números de onda distintos ks e kg, nas equações dos filtros (2.1.15) e
(2.1.16), se deve ao fato de que queremos poder retropropagar o campo de onda do receptor
e da fonte por diferentes ângulos com o eixo z (ondas planas harmônicas). Consideraremos
também que ˇˇˇˇ
vks
ω
ˇˇˇˇ
ď 1 , (2.1.17)ˇˇˇˇ
vkg
ω
ˇˇˇˇ
ď 1 . (2.1.18)
Pelo mesmo motivo segundo o qual a equação (2.1.7) é valida.
O campo de onda registrado em superfície P˜ ps, g, z “ 0, tq pode então ser
retropropagado por meio dos filtros (2.1.15) e (2.1.16), através da expressão
P˜ ps, g, z, tq “ 18pi3
ż `8
´8
ż `8
´8
ż `8
´8
ˆ˜P pks, kg, z “ 0, ωqe´ikss´ikgg`iωte´ikzzdksdkgdω ,
(2.1.19)
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onde agora kz é dado por
kz “ ´ω
v
# gffe1´˜vks
ω
¸2
`
gffe1´˜vkg
ω
¸2+
. (2.1.20)
Definindo As “ vks{ω , Ag “ vkg{ω , substituindo dentro das chaves de (2.1.20),
podemos escrever
DSRpAs, Agq “
a
1´ A2s `
b
1´ A2g , (2.1.21)
sendo DSR a função chamada de raiz quadrada dupla (Double Square Root), portanto
kz “ ´ω
v
DSRpAs, Agq . (2.1.22)
No processamento sísmico, geralmente a fonte e o receptor são parametrizados
pelas coordenadas do ponto médio e afastamento. Para modificar a função DSRpAs, Agq
em termo dessas coordenadas, fazemos a mudança de variáveis do par ps, gq para pm,hq,
com m representando o ponto médio e h o meio-afastamento, ou seja«
m
h
ff
“ 12
«
g ` s
g ´ s
ff
. (2.1.23)
Visto que P˜ ps, g, z, tq “ P pmps, gq, hps, gq, z, tq (abusando um pouco da notação
usada para P), usando a regra da cadeia, temos que
BP˜
Bs “
BP
Bm
Bm
Bs `
BP
Bh
Bh
Bs , (2.1.24)
BP˜
Bg “
BP
Bm
Bm
Bg `
BP
Bh
Bh
Bg . (2.1.25)
Sabendo que ˆ˜P pks, kg, z, ωq “ Pˆ pkmpks, kgq, khpks, kgq, z, ωq, ao aplicar a trans-
formada de Fourier nas duas equações presentes em (2.1.25), obtemos relações entre os
números de onda no novo sistema de coordenadas,«
ks
kg
ff
“ 12
«
km ´ kh
km ` kh
ff
. (2.1.26)
Multiplicando a equação acima por v{ω, chegamos a«
As
Ag
ff
“
«
M ´H
M `H
ff
, (2.1.27)
em que M e H são dados por «
M
H
ff
“ v2ω
«
km
kh
ff
. (2.1.28)
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Usando essa equação na definição da função DSRpAs, Agq em (2.1.21) resulta
em
DSRpM,Hq “a1´ pM ´Hq2 `a1´ pM `Hq2 . (2.1.29)
2.1.2 Processamento Convencional
O processamento convencional na epóca da publicação do trabalho de Yilmaz
and Claerbout (1980) consistia em fazer a correção do sobretempo normal de uma seção
CMP e empilhar a seção resultante, aumentando a razão sinal-ruído do dado, e posterior-
mente fazendo a migração da seção "zero-offset". A correção do sobretempo normal é dada
por
∆t “ t´ t0 “ t0
«d
1` 4h
2
v2t20
´ 1
ff
, (2.1.30)
onde t representa o tempo de reflexão na seção CMP, e t0 o tempo de reflexão normal.
Este tipo de processamento tem como hipótese que o refletor é plano horizontal
e a velocidade constante. Com essas suposição podemos obter o processamento convencional
a partir do operador DSR.
No caso de um meio homogêneo cujo refletor seja plano e horizontal, as reflexões
registradas estão associadas a ângulos de incidência da fonte iguais aos de emergência no
refletor. A equação (2.1.19) nos permite dar um sentido geomêtrico às quantidades As e
Ag no domínio da frequência, como ângulos de retropropagação da fonte e do receptor.
Desse modo, esperamos que a integral em (2.1.19) tenha uma maior contribuição quando
Ag “ ´As , (2.1.31)
v
ω
pkg ` ksq “ vkm
ω
“ 0 . (2.1.32)
Pelo que já discutimos nessa seção e no Apêndice C, a equação (2.1.31) representa a
igualdade entre os senos dos ângulos de incidência e emergência, portanto o sinal negativo
em As é consequência do ângulo de emergência do recepetor com o eixo z estar no sentido
contrário ao de incidência da fonte com o mesmo eixo.
Pela equação (2.1.32) torna-se evidente que a energia de reflexão está con-
centrada em M “ 0 no caso de um refletor plano, e assim o operador DSRpM,Hq se
torna
DSRp0, Hq “ 2?1´H2 . (2.1.33)
Em vista de que a equação (2.1.19) tem como objetivo extrapolar fonte e
receptor para uma mesma profundidade z, o operador DSRp0, Hq corresponde a um
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deslocamento de fase temporal até ponto de reflexão, a partir do que foi registrado no
receptor, com cospθq “ ?1´H2, o ângulo de incidência da fonte. Portanto se quisermos
associar a energia condensada no ponto de reflexão ao ponto médio entre fonte e receptor
um fator de tempo de trânsito de ida e volta até esse ponto deve ser adicionado. No
caso é um simples ´2iωz{v, portanto definimos o operador Stacking StpHq, que significa
empilhamento, como sendo
StpHq “ 2?1´H2 ´ 2 . (2.1.34)
Esse deslocamento de fase associa a energia condensada no ponto px, zq ao tempo t “ 2z{v,
e ponto médio x . Ao aplicar a Transformada Inversa de Fourier sobre Pˆ pkm.kh, z, ωq, isto
nada mais é do que a correção NMO e empilhamento feito no processamento convencional.
De fato a correção NMO é uma aproximação de fase estácionaria do operador StpHq.
No caso de zero-offset, o ângulo de reflexão é sempre nulo, ou seja, o ângulo de
incidência e emergência são iguais, e isso se traduz matematicamente como
Ag “ As , (2.1.35)
isto é, a maior contribuição na Integral (2.1.19) esta associada as frequências ks, kg, ω que
obedecem a equação (2.1.35).
Pela equação (2.1.35) é evidente que a energia de reflexão de uma seção zero-
offset se concentra em toro de kh “ 0, ou seja H “ 0. O operador obtido ao considerar
H “ 0 no DSR é chamado de Exploding Reflector ER(M), que significa refletor explosivo:
DSRpM, 0q “ ERpMq “ 2?1´M2 . (2.1.36)
Ao comparar a fórmula de ERpMq com a fase da equação da onda ascendente
(2.1.11) vemos que, com kx “ km, e usando a metade da velocidade do meio, é o mesmo
que uma migração zero-offset, ou seja, corresponde ao modelo do refletor explosivo.
2.1.3 O operador responsável pela correção DMO
A diferença entre o operador DSRpM,Hq e o processamento convencional é o
operador
DevpM,Hq “ DSRpM,Hq ´ StpHq ´ ERpMq , (2.1.37)
responsável por retirar a dependência da inclinação do refletor no tempo de trânsito
observado na seção sísmica a ser migrada, ou seja, corresponde ao operador que realiza o
DMO. Pela definição (2.1.37) temos que
DevpM,Hq “a1´ pM ´Hq2 `a1´ pM `Hq2 ´ 2?1´H2 ´ 2?1´M2 ` 2 .
(2.1.38)
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A parametrização do operador DSR em relação ao ponto médio e meio afasta-
mento trouxe a vantagem interpretativa do operador Dev como DMO. Entretanto é difícil
analisar ou pensar em um implementação da equação (2.1.38), sendo por isso feita uma
aproximação em série de Taylor para esta equação centrada em M “ 0, isto é, assumindo
um refletor não muito inclinado. Até segunda ordem em M , obtém-se
DevpM,Hq «
”
1´?1´H2´3
ı
M2 , |M | ! 1 . (2.1.39)
Esta expressão para o operador Dev depende do numero de onda do afastamento kh, e
assim não se torna possível a implementação da equação . Buscamos então uma aproximção
Hˆ para H. Essa aproximação pode ser obtida pelo método da fase estacionária aplicada na
Transformada Inversa de Fourier do dado P pm, z, h, tq que define H, isto é, considerando
km “ 0 (Hipótese do refletor plano e horizontal),
P pm, z, h, tq “
ż `8
´8
ż `8
´8
Pˆ pkm “ 0, z “ 0, kh, ωqeizϕ dkhdω , (2.1.40)
onde a fase da exponencial ϕ é dada por
ϕ “ ´ω
v
StpHq ` khh
z
´ ωt
z
. (2.1.41)
Calculando as derivadas da fase ϕ em relação a kh e ω obtemos, respectivamente, as
seguintes condições para encontrar o ponto estacionário dessa fase
Bϕ
Bkh “
H?
1´H2 “
h
z
, (2.1.42)
Bϕ
Bω “
1
p1´H2q “
vt
2z . (2.1.43)
Dessas duas expressões concluímos que Hˆ “ 2h{vt.
Implementando a aproximação (2.1.39) para o operador DevpM,Hq, obtemos
kz “ ´ω
v
DevpM, Hˆq . (2.1.44)
Substituindo Hˆ na expressão (2.1.39) obtemos, após as devidas simplificações,
ωkz “ ´v˜k2m , (2.1.45)
em que v˜ é dado por
v˜ “ v
#
1´
gffe1´˜2h
vt
¸2´3+
. (2.1.46)
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Multiplicando a equação que relaciona os números de onda (2.1.45) por
Pˆ pkm, kz, h, ωq, e fazendo a Transformada Inversa de Fourier em ambos os lados da equa-
ção, por meio da propriedade da transformada de Fourier de uma derivada, obtemos a
seguinte equação
B2P
BtBz “
v˜
4
B2P
Bm2 , (2.1.47)
que é a equação de migração parcial pré-empilhamento. Repare que o termo v˜ tem dimensão
da velocidade (veja equação (2.1.46)).
Podemos obter também uma equação para um meio em que a velocidade varia
com a profundidade, usando a velocidade da média quádratica (RMS, do inglês Root
Mean Square) ao longo de algum raio. Para isso, consideramos também a conversão da
profundidade para o tempo vertical de ida e volta
τpzq “ 2
ż z
0
1
vpξqdξ . (2.1.48)
A velocidade RMS vrms, é dada por:
vrms “
ştn
0 vpρpτqqdτştn
0 dτ
, (2.1.49)
em que ρpτq é uma parametrização no espaço px, zq de um raio de incidência normal em
função do tempo de trânsito τ .
Com as equações (2.1.48) e (2.1.49) obtemos a equação de migração parcial
pré-empilhamento
B2P
BtBτ “
v2rms
8
#
1´
gffe1´˜ 2h
vrmst
¸2´3+ B2P
Bm2 . (2.1.50)
A velocidade RMS é computada ao longo de um raio zero-offset, lembrando que
decompomos a migração de uma seção de afastamento comum em um termo DevpM,Hq
que tire a influência do mergulho para a correção NMO e um termo de migração de uma
seção de afastamento nulo. Assim, o melhor é escrever a equação (2.1.50) com a coordenada
temporal corrigida do sobretempo normal.
A única derivada que sofre influência dessa mudança é em relação a t, que se
torna:
BP
Bt “
BPn
Btn
Btn
Bt `
BPn
Bh
Bh
Bt , (2.1.51)
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de modo que Pnpm, τ, h, tnq “ P pm, τ, h, tq, e tn é o tempo t corrigido do sobretempo
normal com a velocidade RMS, dado por
tn “ t
gffe1´˜ 2h
vrmst
¸2
. (2.1.52)
Para efeitos de cálculo considera-se que pBPn{Bhq em (2.1.51) é um fator
negligenciável, portanto obtém-se que
BP
Bt “
BPn
Btn
Btn
Bt , (2.1.53)
e por (2.1.52) encontra-se:
Btn
Bt “
gffe1`˜ 2h
vrmstn
¸2
. (2.1.54)
Portanto a equação de migração parcial pré-empilhamento corrigida de NMO é
dada por
B2Pn
BtBτ “
v2
8
#
1´
gffe1`˜ 2h
vrmstn
¸2 3 +gffe1`˜ 2h
vrmstn
¸2 ´1 B2Pn
Bm2 . (2.1.55)
As equações (2.1.47) e (2.1.55) podem ser resolvidas por implementação de
algum algoritmo de diferenças finitas.
2.2 Smear-Stack operator
O Smear-Stack operator desenvolvido no artigo Deregowski and Rocca (1981)
tinha o objetivo de transformar uma seção de afastamento comum em uma de afastamento
nulo para um meio de velocidade constante de forma mais precisa do que havia sido feito
no trabalho de Yilmaz and Claerbout (1980). A idéia principal se baseia em considerar
como refletor a curva em subsuperfície que representa todos os possíveis pontos de reflexões
associadas a um par de fonte e receptor e um certo tempo de trânsito. A escolha de
tal curva considerando um experimento zero-offset traz uma formulação do método por
empilhamento ao longo da curva de demigração em configuração de afastamento comum.
Considerando um experimento de afastamento comum, o espalhamento da energia ao
longo da curva de demigração em configuração zero-offset é a outra possibilidade de
implementação do método.
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2.2.1 Fundamentação teórica e geométrica do método
As coordenadas de um único ponto em uma seção de afastamento comum,
contendo apenas reflexões primárias, trazem duas informações a respeito da onda que se
propagou sendo, essas a localização do par fonte-receptor (por meio do ponto médio na
primeira coordenada) e o tempo de trânsito da onda ao se propagar da fonte até algum
ponto de reflexão no subsolo e deste até o receptor.
Consideramos a seguir uma seção de afastamento comum 2h e escolhemos um
ponto pm, tq nesta seção, sendo m o ponto médio e t o tempo de trânsito. Se houver uma
onda registrada neste ponto, o ponto de reflexão associado precisa estar localizado em
algum ponto do subsolo de tal forma que a soma dos tempos de trânsito da fonte até ele e
dele até o receptor seja igual a t. Uma vez que todos os ponto satisfaçam essa condição
apresentariam tempos de reflexão iguais, a curva no subsolo formada por esses pontos é
denominada isócrona. Em um meio em que a velocidade v for constante, a isócrona é a
elipse centrada em m (Ponto O na Figura 6).
A isócrona referente a um ponto do evento de reflexão na seção de afastamento
comum é tangente ao refletor como mostrado no artigo Hagedoorn (1954), portanto as
isócronas são fundamentais para o processo de imageamento, visto que o espaço de busca
do ponto de reflexão em subsuperfície associado a um ponto do evento de reflexão, limita-se
a isócrona associada a este ponto.
x
z
O•S• G
•
•
ts tg
Figura 6 – Isócrona relativa ao par de fonte e receptor (S,G) de tempo de trânsito t “ ts`tg,
e ponto médio na origem.
A equação da elipse ilustrada na Figura 6 é dada por
x2
a2
` z
2
b2
“ 1 , (2.2.1)
onde
a “ 12vt , b “ v
c
t2
4 ´
h2
v2
“ vtn2 ,
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x
z
O•S• G•Q•
Q0
•
t0
Figura 7 – Isócrona da Figura 6 considerada como refletor. O segmento QQ0 representa
um raio de incidência normal na elipse, e t0 é o tempo de ida e volta deste raio.
em que z representa profundidade, x a coordenada no eixo em que estão localizados fonte
e receptor, e tn é o tempo de trânsito t corrigido do sobretempo normal.
Dado um ponto Q0 sobre a elipse considerada como refletor na Figura 7,
queremos descobrir qual o ponto Q “ pm0, 0q, de intersecção da reta normal à elipse em
Q0 com o eixo x, obtendo dessa forma também o tempo de trânsito t0 do raio de incidência
normal.
A elipse poder ser parametrizada por px “ a cospθq, z “ bsenpθqq, sendo θ o
ângulo formado entre o segmento que compreende a origem e um ponto da elipse com o
eixo z. Pela equação (2.2.1), temos que
z “
c
b2 ´ x
2b2
a2
, (2.2.2)
assim a inclinação local da elipse em Q0 é
dz
dx
“ ´ b
2
a2
x
z
“ ´ b
a
cospθq
senpθq . (2.2.3)
Usando a equação (2.2.3), a reta normal à elipse no ponto Q0 é dada por
z “ bsenpθq ` pm0 ´ a cospθqqasenpθq
b cospθq , (2.2.4)
portanto a coordenada m0, referente ao ponto de intersecção com a superfície Q “ pm0, 0q
é
m0 “
˜
a´ b
2
a
¸
cospθq . (2.2.5)
O tempo de trânsito t0 é por definição na Figura 7 dado por
t0 “ 2
v
|Q0Q| . (2.2.6)
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Usando as coordenadas obtidas para Q e a parametrização da elipse em função de φ,
obtemos que
t20 “ 4v2
«
b2sen2pθq ` cos2pθq b
4
a2
ff
, (2.2.7)
“ 4b
2
v2
«
sen2pθq ` cos2pθq b
2
a2
ff
, (2.2.8)
“ 4b
2
v2
«
1´ cos2pθq
˜
1´ b
2
a2
¸ff
. (2.2.9)
Substituindo as expressões de a e b nas equações (2.2.5) e (2.2.9) obtemos
m0 “ cospθq
˜
2h2
vt
¸
, (2.2.10)
t0 “ tn
gffe1´ cos2pθq˜ 4h2
v2t2
¸
. (2.2.11)
Veja que em (2.2.10) |m0| ď p2h2{vtq. Ao Inserir (2.2.10) em (2.2.11) resulta
na curva conhecida na literatura como Smile
t0 “ tn
gffe1´˜m0
h
¸2
. (2.2.12)
Se o ponto médio m não for nulo, a equação (2.2.12) pode ser transformada em
t0 “ tn
gffe1´˜m0 ´m
h
¸2
. (2.2.13)
Ainda é possivel inverter a equação (2.2.13) para o tempo corrigido de NMO
tn, obtendo assim
tn “ t0
gffe1´˜m0 ´m
h
¸2 ´1
. (2.2.14)
Com a equação (2.2.14) em mãos podemos considerar a isócrona zero-offset
associada a um ponto pm0, t0q como refletor. A razão pela qual não se começa com o
problema direto, ou seja, considerando o problema de demigrar cinematicamente a isócrona
zero-offset em uma configuração de afastamento comum, se deve ao fato de as contas
serem mais simples para o problema inverso. Veja que a isócrona associada a um ponto
pm0, t0q em uma seção zero-offset é um circulo, como pode ser visto ao tomar h “ 0 na
equação (2.2.1).
O Smear-Stack operator pode ser visto como um operador de empilhamento
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sobre a curva obtida pela demigração em configuração de afastamento comum da isócrona
zero-offset associada a um ponto pm0, t0q, ou como espalhamento da amplitude associada
a um ponto pm, tnq da seção de afastamento comum corrigida do sobretempo normal, ao
longo do smile na seção zero-offset.
Com as notações P0pm0, t0q “ P pm0, t0, h “ 0, z “ 0q, e correspondentemente
P pm, t, hq “ P pm, t, h, z “ 0q para as amplitudes registradas nas seções zero-offset e
afastamento comum respectivamente, o Smear-Stack Operator é dado por
P0pm0, t0q “
ż `8
0
ż `8
´8
P pm, t, hqSpm0 ´m, t0, tq dmdt , (2.2.15)
onde
Spm, t0, tq “
$’’’’&’’’’%
δ
«
t0 ´ tn
gffe1´˜m
h
¸2 ff
, para |m| ď 2h
2
vt
e t0 ą 0
0 , caso contrário,
(2.2.16)
sendo que δ representa a distribuição Delta de Dirac.
O TZO dado pela equação (2.2.15) pode ser implementado por empilhamento do
dado corrigido de NMO ao longo da curva dada em (2.2.14), ou por meio do espalhamento
da energia associado a um ponto pm, tq ao longo do Smile na seção zero-offset definido
em (2.2.13). Devido a possibilidade de implementação por empilhamento ou espalhamento
sobre os dados que o operador recebe este nome.
No artigo de Deregowski and Rocca (1981), o Smear-Stack Operator, com
exceção do termo de amplitude, aparece como sendo
P0pm0, t0q “
ż ż `8
0
P pm, t, hqSpm0 ´m, t0 ´ t, tq dmdt . (2.2.17)
O leitor então vê que na equação (2.2.15) não tem a convolução temporal
como na equação (2.2.17). Isso pode ter sido um erro de digitação no artigo, visto que o
mapeamento temporal dado pela equação (2.2.13) é a base do mapeamento cinemático do
método TZO.
2.2.2 Análise no domínio da frequência do operador de DMO
Esta análise no domínio da frequência foi proposta em Deregowski and Rocca
(1981), a partir da transformada de Fourier 2D sobre a equação (2.2.15) com o objetivo de
fazer alguma possível correção de amplitude no método.
Para que as contas fossem mais simples, considerou-se o caso de um modelo de
refletor plano e horizontal em subsuperfície, ou seja, a energia de reflexão se concentra em
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torno de t “ tc constante. Além disso note que na equação (2.2.15) temos uma convolução
em relação ao ponto médio, portanto utilizando o teorema da convolução, temos
Pˆ0pkm, ωq “
ż `8
0
Sˆpkm, ω, tqPˆ pkm, t, hq dt , (2.2.18)
como a maior contribuição nesta integral está em torno de t “ tc, estudaremos a expressão
de Sˆpkm, ω, tc q, que é dada por
Sˆpkm, ω, tc q “
ż 8
0
ż mmáx
´mmáx
Spm, t0, tcq exptirkmm´ ωt0su dmdt0 , (2.2.19)
“
ż mmáx
´mmáx
exp
#
i
«
kmm´ ωtn
˜
1´ m
2
h2
¸1{2ff+
dm . (2.2.20)
Assumindo que mmáx é pequeno, podemos usar a expansão em série de Taylor:˜
1´ m
2
h2
¸1{2
« 1´ m
2
2h2 . (2.2.21)
Com esta aproximação podemos escrever a integral em (2.2.20) como
Sˆpkm, ω, tcq “
ż mmáx
´mmáx
exp
#
i
«
kmm´ ωtn
˜
1´ m
2
2h2
¸ff+
dm . (2.2.22)
Para calcular a integral (2.2.22) multiplica-se o integrando por e´Am2 , esco-
lhendo A ą 0, de forma que este novo fator integrante seja aproximadamente unitário
dentro do intervalo de integração r´mmáx,mmáxs, e próximo de zero fora deste intervalo.
A escolha deste fator integrante se deve ao fato de ser conhecida a integral imprópria de
uma função Gaussiana, isto é,ż `8
´8
expt´am2 ´ bmu dm “
?
pi?
a
exp
#
b2
4a
+
. (2.2.23)
O modo como A é escolhido permite que o intervalo de integração de (2.2.22) seja
p´8,`8q, portanto
Sˆpkm, ω, tcq “ expt´iωtnu
ż `8
´8
expt´Am2u exp
#
´ i
«
´ kmm` ωm
2tn
2h2
ff+
dm ,
(2.2.24)
“ expt´iωtnu
ż `8
´8
exp
#
´
˜
A` iωtn2h2
¸
m2 ´ ip´kmqm
+
dm , (2.2.25)
“ expt´iωtnu
?
2pi h?
2Ah2 ` iωtn exp
#
´k2mh2
4Ah2 ` 2iωtn
+
. (2.2.26)
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O termo
a
2Ah2 ` iωtn no denominador em (2.2.26) pode ser colocado na
forma polar de um número complexo como sendo
1?
2Ah2 ` iωtn “
1
p4A2h4 ` ω2t2nq1{4 expt´iφu , (2.2.27)
φ “ 12 arctan
˜
ωtn
2h2A
¸
.
O argumento da segunda exponencial em (2.2.26) pode ser racionalizado do
seguinte modo
exp
#
´k2mh2
4Ah2 ` 2iωtn
+
“ exp
#
´4k2mh2A` 2iωtnk2mh2
16h4A2 ` 4ω2t2n
+
, (2.2.28)
“ exp
#
´Ak2m
4A2 ` ω2t2n
h4
+
exp
#
i
2ωtnk2mh2
8h4A2 ` 2ω2t2n
+
. (2.2.29)
Com as equações (2.2.28) e (2.2.29) a expressão (2.2.26) pode então ser escrita
como
Sˆpkm, ω, tcq “ expt´iωtnu
?
pih´
h4A2 ` ω2t2n4
¯1{4 exp
#
´Ak2m
4A2 ` ω2t2n
h4
+
ˆ
exp
#
´ i
«
φ´
1
2tnh
2ωk2m
4h4A2 ` ω2t2n
ff+
. (2.2.30)
Para que p1 ´ m2{h2q1{2 seja real, deve-se ter que m ď h, veja que mmáx “
2h2
vtc
ă h, e ainda considere que vt " 2h, defina A “ 1
m2máx
. O operador S para afastamentos
maiores é obtido fazendo com que AÑ 0 em (2.2.30) :
Sˆpkm, ω, tcq “ expt´iωtnu
?
2pih?
ωtn
exp
#
´ipi
4
+
exp
#
ik2mh
2
2ωtn
+
. (2.2.31)
O termo de correção do tempo de trânsito para zero-offset é
∆td “ k
2
mh
2
2ω2tn
. (2.2.32)
O motivo deste ser o termo de correção é mostrado de maneira simples na seção
3 do artigo Deregowski and Rocca (1981), além deste termo podemos identificar
exp
#
´ipi
4
+
ω´1{2 “ 1?
iω
(2.2.33)
um fator de frequência ,
exptiωtnu (2.2.34)
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como um Deslocamento de fase ,
?
2pih?
tn
(2.2.35)
um fator de amplitude .
No termo (2.2.35), repare que tn “
a
t2c ´ 4h2{v2 corresponde ao tempo de reflexão do raio
de incidência normal, portanto devemos fazer a multiplicação do dado por
?
t0{p
?
2pihq.
Com o objetivo de manter apenas o efeito de DMO, ao considerar a implemen-
tação por empilhamento do Smear Stack Operator, podemos obter um filtro de correção.
A partir da definição de meia derivada anticausal de uma função real fptq, dada por
D1{2´t1rfpt1qst1“t “
1
2pi
ż `8
´8
?´iω fˆpωqeiωt dω , (2.2.36)
o TZO de Deregowski por empilhamento que remove os fatores (2.2.33), (2.2.34) e (2.2.35)
é dado por
P0pm0, t0q “
ż `8
´8
c
t0
2pi
1
h
D1{2´t1rPnpm, apηqt1, hqst1“t0 dη , (2.2.37)
onde η “ m0 ´m, e apηq tem a expressão
apηq “
gffe1´˜η
h
¸2 ´1
. (2.2.38)
2.3 Integral DMO de Hale
O método de TZO desenvolvido na tese de Hale (1984) é uma ideia de im-
plementação no domínio da frequência do mapeamento feito com a correção NMO de
uma velocidade influenciada pela inclinação do refletor. Tal quantidade não se conhece a
priori, e o domínio da frequência é interessante devido a não necessidade de se conhecer
tal propriedade, como será visto. No sentido da cinemática, o que é proposto na tese Hale
(1984) não apresenta nada novo em comparação ao trabalho desenvolvido em Deregowski
and Rocca (1981). A principal vantagem está no fato de que o mesmo precisa no geral de
menos traços para que a integral de implementação do TZO seja avaliada, em vista de que
o conteúdo de frequência do ponto médio km geralmente é maior do que a quantidade de
traços disponíveis para empilhamento.
2.3.1 A Correção NMO utilizada no DMO
Na introdução desta dissertação foi mencionado que a correção NMO poderia
ser adaptada para um refletor com ângulo de inclinação θ, bastando que a velocidade
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verdadeira do meio seja dividida por cospθq. A limitação desta metodologia é que se faz
necessário o conhecimento prévio da inclinação do refletor, o que não se tem de antemão,
além de a correção supor que o evento registrado veio de um único ponto de reflexão.
x
z
•
•
m0
t0
Figura 8 – Isócrona relativa ao ponto médio m0 e tempo de ida e volta t0.
Em uma seção zero-offset, considerando um meio de velocidade constante, um
evento registrado no ponto médio m0 e tempo t0 pode ser a resposta de reflexão de qualquer
ponto de um círculo centrado em pm0, t0q, de raio vt0{2, como ilustrado na Figura 8.
A idéia presente na tese Hale (1984) foi usar o domínio da frequência para
estimar o seno do ângulo de inclinação do refletor por meio da equação obtida em (2.1.9),
além de considerar todas as possíveis inclinações do refletor na transformação para zero-
offset.
Em um modelo de velocidade constante, refletor plano e inclinado, podemos
obter uma relação simples entre os tempos de trânsito de um dado de afastamento comum
e a seção zero-offset associada aos pontos médios do dado.
m0•
θ
s g
r
s1
Figura 9 – Modelo de refletor plano e inclinado, em que s representa a fonte, g o receptor,
m0 o ponto médio, r o ponto de reflexão e θ a inclinação do refletor. O ponto
s1 é tomado de forma que rs1 seja paralelo à gr, e com o mesmo comprimento
do segmento sr.
Usando a lei dos cossenos no triângulo ss1g, e relações do triângulo retângulo
na Figura 9, obtemos que
ss1 “ 2ps´ x0qsenpθq , (2.3.1)
v2t2 “ s1g2 “ pss1q2 ` psgq2 ´ 2pss1qpsgq cos
´pi
2 ` θ
¯
, (2.3.2)
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em que x0 é a intersecção do refletor com a superfície, e t é o tempo de trânsito da fonte
até o ponto de reflexão, e deste ao receptor.
Substituindo (2.3.1) na equação (2.3.2), resulta na relação
v2t2 “ 4ps´ x0q2sen2pθq ` 4h2 ` 8hps´ x0qsen2pθq , (2.3.3)
que comparada com
4pm0 ´ x0q2sin2pθq “ 4ps´ x0q2sen2pθq ` 8hps´ x0qsen2pθq ` 4h2sen2pθq (2.3.4)
fornece as igualdades
v2t2 “ 4pm0 ´ x0q2sen2pθq ´ 4h2sen2pθq ` 4h2 , (2.3.5)
t “ 2
v
apm0 ´ x0q2sen2pθq ` h2 cos2pθq . (2.3.6)
O tempo de reflexão normal t0 relativo ao ponto médio m0 é dado por
t0 “ 2
v
pm0 ´ x0qsenpθq , (2.3.7)
de modo que com essa expressão para t0, a equação (2.3.6) se resume em
t “
˜
t20 ` 4h
2 cos2pθq
v2
¸1{2
. (2.3.8)
Por meio da equação (2.3.8), a simulação de uma seção zero-offset correta em
relação á cinemática pode ser obtida pela relação
P0pm, t0q “ P
˜
m,
c
t20 ` 4h
2 cos2pθq
v2
, h
¸
. (2.3.9)
Reescrevendo a equação (2.3.8), a relação entre os tempos de trânsito em (2.3.9)
pode ser decomposta em duas etapas, ao observar que
t “
˜
t20 ` 4h
2
v2
´ 4h
2sin2pθq
v2
¸1{2
. (2.3.10)
Defina como tn o tempo t corrigido de NMO
t “
´
t2n ` 4h
2
v2
¯1{2
. (2.3.11)
Comparando (2.3.10) e (2.3.11) concluímos que
tn “
˜
t20 ´ 4h
2sin2pθq
v2
¸1{2
. (2.3.12)
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Usando as equações (2.3.11) e (2.3.12) obtemos o TZO em dois passos.
1q Correção NMO
Pnpm, tn, hq “ Ph
˜
m,
c
t2n ` 4h
2
v2
, h
¸
. (2.3.13)
2q Correção DMO
P0pm, t0q “ Pn
˜
m,
c
t20 ´ 4h
2sin2pθq
v2
, h
¸
. (2.3.14)
Mas por quê dois passos? Poderíamos implementar o mesmo TZO por meio da
equação (2.3.9) em um único passo. A resposta se resume ao fato de que a correção NMO
pode ser utilizada como forma de estimar a velocidade do meio, e o segundo passo que é a
correção DMO pode ser feita sem conhecimento da velocidade do meio, e do ângulo de
mergulho do refletor.
Em uma seção zero-offset, dados dois tempos de reflexão normal t0 e t
1
0, relativos
aos pontos médios m e m1 , usando a equação (2.3.7) obtemos
t0 ´ t10 “ ∆t0 “ 2senpθqv pm
1 ´mq Ñ ∆t0∆m “
2senpθq
v
. (2.3.15)
Com a equação (2.3.15), a etapa de correção DMO se torna
P0pm, t0q “ Pn
˜
m,
gffet20 ´
˜
∆t0
∆m0
¸2
h2 , h
¸
. (2.3.16)
Parece ser uma boa opção usar a equação (2.3.16) para a correção DMO,
entretanto é necessário conhecer a inclinação dos eventos na seção zero-offset, que nesta
etapa é desconhecida.
2.3.2 O domínio da frequência como solução
Uma solução para o problema de usar a equação (2.3.16) na correção DMO
seria considerar todas as possíveis contribuições na amplitude observada P0pm, t0q devido a
diferentes inclinações do refletor. Neste sentido o domínio de Fourier pkm, ωq é interessante
devido a relação obtida na Seção 2.2 por meio da equação (2.1.7), na qual usando metade
da velocidade do meio, temos que
2senpθq
v
“ k
ω
. (2.3.17)
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A transformada de Fourier 2D de P0pm, t0q é dada por:
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
P0pm, t0qeikmme´iωt0dm dt0 , (2.3.18)
com t0 dada equação (2.3.12), ou seja,
t0 “
˜
t2n ` 4h
2sen2pθq
v2
¸1{2
“
˜
t2n `
˜
∆t0h
∆m
¸2¸1{2
, (2.3.19)
logo podemos fazer a mudança de variável na integral em (2.3.18), dt0 “ dtn{A, em que A
é por definição
A “ dtn
dt0
“ t0
tn
“
«
1`
˜
∆t0
∆m
¸2
h2
t2n
ff1{2
. (2.3.20)
Visto que P0pm, t0q “ Pnpm,
a
t20 ´ p∆t0{∆mq2h2 , hq de acordo com a equação
(2.3.16), assim transformada de Fourier (2.3.18) pode ser calculada por
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
1
A
Pnpm, tnqeikmme´iωAtndmdtn . (2.3.21)
Usando a relação (2.3.17), a expressão (2.3.20) se resume em
A “
˜
1` k
2
mh
2
ω2t2n
¸
. (2.3.22)
Aplicando a transformada inversa de Fourier sobre P0pkm, ωq obtemos então a
simulação de uma seção zero-offset
P0pm, t0q “ 14pi2
ż `8
´8
ż `8
´8
Pˆ0pkm, ωqe´ikmmeiωt0dkmdω . (2.3.23)
Observe que na equação (2.3.21) a transformada de Fourier em relação à m
de P0pm, t0q pode ser encarada como sendo de Pnpm, tn, hq, e a integração em tn deve ser
calculada com algum método numérico para cada km e ω. Algo a se considerar também é
que o afastamento deve ser constante na aplicação dos cálculos.
A sequência de dois passos envolvida no NMO e DMO pode ser usada como
forma de análise de velocidade. Um fato interessante sobre esta sequência de processamento
é que o DMO não depende da velocidade do meio, isto se deve a equação (2.3.17), portanto a
chave do processo está na correção NMO correta que fornece informação sobre a velocidade
do meio.
Por meio de uma seção CMP podemos aplicar a correção NMO com um chute
de velocidade inicial v0, aplicar o DMO para cada afastamento, desfazer a correção NMO
com a velocidade v0, e repetir esse processo com uma nova velocidade que horizontalize os
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eventos. A lógica de um algoritmo assim é que a correção DMO deve retirar a influência
da inclinação do refletor no tempo de trânsito observado nos dados, e dessa maneira, a
analise de velocidade é mais precisa. O fluxo de análise de velocidade utilizando o DMO
pode ser descrito então por:
1) Coleta de dados CMP
2) NMO com estimativa inicial de velocidade v0
3) DMO para cada afastamento h
4) NMO inverso com a velocidade v0
5) NMO com a velocidade de horizontalização
A velocidade é obtida pelo quinto passo desta sequência de processamento,
visto que o DMO tem como objetivo retirar a dependência da inclinação do refletor no
tempo de trânsito. A velocidade de horizontalização da seção CMP deve então de fato ser
próxima a velocidade verdadeira do meio.
2.4 Equação da Onda Imagem
O artigo de Hubral et al. (1996) traz um novo tipo de onda, a qual nomeiam de
onda imagem. De forma parecida com as ondas físicas que obedecem a equação da onda
acústica, a variável segundo a qual podemos ver a onda em diferentes posições à medida
que o tempo passa se torna o meio afastamento entre os pares de fonte e receptor. Primeiro
se deduz uma equação iconal que governa a cinemática das curvas relativas ao tempo de
reflexão de seções de afastamento comum, tal equação é obtida ao considerar a equação
(2.2.12) responsável pelo espalhamento da energia de um ponto da seção de afastamento
comum no smile da seção zero-offset. A partir da equação iconal obtida, busca-se uma
EDP de segunda ordem em que esta seja solução, sendo esta a equação da onda imagem
para o problema de TZO.
A teoria da equação da onda imagem proposta em Hubral et al. (1996) se
baseia no princípio de Huygens, que por sua vez é definido pelo conceito de frente de onda.
A frente de onda gerada por uma fonte em superfície pode ser definida por uma equação
do tipo T px, zq “ t, ou seja, o local geométrico em subsuperfície que a onda se encontra
no instante de tempo t, dada uma fonte que gerou tal onda em uma posição px0, z0q.
Segundo o princípio de Huygens, assim como ilustrado na Figura 10, cada
ponto de uma frente de onda referente a um instante de tempo t1 contribui como uma
fonte secundária para a propagação de uma nova frente de onda referente a algum tempo
posterior t ą t1. O envelope de todas as frentes de onda associados as fontes secundárias e
tempo t1 “ pt´ t1q forma a nova frente de onda.
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Fonte: ExamFear.com
Figura 10 – Ilustração do princípio de Huygens. A linha sólida representa a frente de onda
em um certo instante de tempo, e a linha tracejada de um instante de tempo
posterior, gerada por fontes secundárias denotadas pelos pontos pretos.
Considere uma onda propagada na subsuperfície através de uma fonte na su-
perfície que obedece a equação acústica da onda 2D.
B2Uˆ
Bx2 `
B2Uˆ
Bz2 `
ω2
v2
Uˆ “ 0 (2.4.1)
O método de Sommerfeld-Runge traz uma aproximação em série como solução
da equação acústica da onda (2.4.1), dada por
UNpx, z, ωq “ fˆpωqe´iωT px,zq
«
Apx, zq `
N´1ÿ
k“1
Akpx, zq
piωqk
ff
, (2.4.2)
onde fˆpωq denota o espectro de Fourier de um pulso sísmico fptq. A inserção desta série
como solução da onda acústica (2.4.1) nos permite determinar equações diferenciais parciais
que os coeficientes Ak devem satisfazer.
Podemos interpretar a aproximação (2.4.2) como uma onda que propaga ao
longo do meio, cujo formato permanece o mesmo, entretanto com uma variação espacial
da amplitude. Se considerarmos nesta série apenas o termo de ordem zero em ω, temos
uma aproximação de alta frequência para esta série, visto que a principal contribuição nas
altas frequência na expressão (2.4.2) é o termo de ordem zero.
Na teoria de raios, a aproximação utilizada é o termo de ordem zero da série
(2.4.2), que é dado por
Upx, z, ωq “ Apx, zqfˆpωqe´iωT px,zq . (2.4.3)
Capítulo 2. Métodos de TZO 43
Aplicando a transformada inversa de Fourier em relação a ω na equação (2.4.3), obtemos
a formulação espaço temporal
Upx, z, tq “ Apx, zqfpt´ T px, zqq (2.4.4)
utilizada na teoria de raios.
Com o princípio de Huygens podemos encontrar a equação iconal a qual T é
solução. Ao considerar a frente de onda num instante de tempo t1, em um meio isotrópico
de velocidade constante, tomando como fonte secundária o ponto px1, z1q sobre a curva
T px1, z1q “ t1, veja que T px, zq “ t pode ser obtido por
T px, zq “ t1 ` 1
v
apx´ x1q2 ` pz ´ z1q2 . (2.4.5)
Derivando a equação (2.4.5) em relação à x e z, a equação iconal˜
BT
Bx
¸2
`
˜
BT
Bz
¸2
“ 1
v2
(2.4.6)
já conhecida pode ser encontrada.
Ao usar a aproximação (2.4.3) como tentativa de solução de uma EDP de
segunda ordem genérica, veja que igualando o termo de ordem ω2 a zero define a equação
que governa a cinemática da propagação, assim conclui-se que qualquer equação do tipo
B2U
Bx2 `
B2Uˆ
Bz2 `
ω2
v2
Uˆ ` F px, z, ω, Uˆ , Uˆx, Uzq “ 0 (2.4.7)
tem a equação (2.4.5) como solução, visto que as derivadas mistas em relação a x e z
implicam em uma derivada mista do temo de trânsito, e esta não se encontra presente na
equação iconal (2.4.6). As derivadas de ordem menor que dois não mudam a cinemática
da solução, mas mudam a dinâmica. A equação da onda (2.4.1) é obtida simplesmente
tomando F “ 0.
Aplicando a aproximação (2.4.3) na equação (2.4.1), obtemos que
´ fˆpωqe´iωTω2
#
A
«˜
BT
Bx
¸2
`
˜
BT
Bz
¸2
´ 1
v2
ff+
´ fˆpωqe´iωT iω r 2∇A ¨∇T ` A∆T s
` fˆpωqe´iωT∆A “ 0 . (2.4.8)
Para que essa expressão possa ser identicamente nula, para todas as frequências ω, é
necessário que os coeficientes de ordem ω2 e ω sejam nulos, dessa forma encontramos
as equações iconal e do transporte respectivamente. Repare que na equação (2.4.8) para
frequências mais altas o termo de ordem zero não interfere muito, desde que não se tenha
muita variação de amplitude.
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No caso do TZO, o meio afastamento define o local geométrico da frente de um
novo tipo de onda. Como as ondas aqui já não são as mesmas que obedecem a equação da
onda acústica, Hubral et al. (1996) nomeiam esta como onda imagem.
O ansatz para equação da onda imagem similarmente a equação (2.4.3), pode
ser formulado como
Pˆnpm, tn, khq “ Ahpm, tnqe´iωHpm,tnqfˆpkhq , (2.4.9)
com m representando o ponto médio, h o meio afastamento e tn o tempo de trânsito
corrigido de NMO. A equação Hpm, tnq “ h representa a curva de tempo trânsito corrigida
de NMO associada ao meio afastamento h.
Dada a seção de afastamento comum P pm, t, hq, para obter a frente de onda
para o afastamento nulo realize os seguintes passos:
1) Aplique a correção NMO em P pm, t, hq, obtendo Pnpm, tn, hq pelo mapeamento
Pnpm, tn, hq “ P pm,
c
t2n ` 4h
2
v2
, hq . (2.4.10)
2) Tome um ponto pm1, t1q pertencente a um evento da seção de afastamento comum
Pnpm, tn, hq, faça a demigração em configuração zero-offset da isócrona associada a este
ponto, a curva obtida é o smile
tn “ t1
c
1´ pm´m1q
2
h2
. (2.4.11)
O envelope de todas as curvas (2.4.11) para cada fonte secundária sobre a seção
de afastamento comum corresponde a curva do tempo de trânsito da seção zero-offset
buscada.
A curva dada em (2.4.11) é chamada de smile por ser a mesma utilizada na
construção do operador de empilhamento na Seção 2.2, na equação (2.2.12).
A equação iconal da onda-imagem pode ser deduzida por meio da equação
(2.4.11). Inserindo h “ Hpm, tnq em (2.4.11), e diferenciando em relação a m e tn, com o
intuito de eliminar as constantes desconhecidas m1 e t1 em troca das derivadas de Hpm, tnq,
obtemos:
t1pm´m1q
WH2
´ t1pm´m1q
2
WH3
BH
Bm “ 0 , (2.4.12)
´ t1 pm´m1q
2
WH3
BH
Btn “ 1 , (2.4.13)
sendo que
W “ tn
t1
“
c
1´ pm´m1q
2
H2
. (2.4.14)
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Por (2.4.12) podemos concluir que
pm´m1q
H
“
˜
BH
Bm
¸´1
, (2.4.15)
além disso como tn “ t1W , encontramos a seguinte relação em (2.4.13)
W 2 “ ´tn pm´m1q
2
H3
BH
Btn . (2.4.16)
Substituindo (2.4.15) em (2.4.16) resulta em
W 2 “ ´ tn
H
BH
Btn
˜
BH
Bm
¸´2
, (2.4.17)
que pela definição (2.4.14) combinada com a equação (2.4.15), fornece
W 2 “ 1´
˜
BH
Bm
¸´2
. (2.4.18)
Igualando as equações (2.4.17) e (2.4.18) encontramos a equação iconal
H
˜
BH
Bm
¸2
´H ` tnBHBtn “ 0 . (2.4.19)
O objetivo agora é encontrar uma EDP que tenha a equação iconal (2.4.19)
associada a solução assintótica de ordem zero do ansatz (2.4.9) como tentativa de solução.
Para encontrar a EDP que cumpra com este propósito, deve-se determinar os coeficientes
da EDP
a1
B2Pˆn
Bm2 ` a2
B2Pˆn
Bt2n ´ a3k
2
hPˆn ` a4 B
2Pˆn
BmBtn ` ikha5
BPˆn
Bm ` ikha6
BPˆn
Btn “ 0 . (2.4.20)
Veremos que a equação, segundo a qual Hpm, tnq é solução se encontra no
termo de ordem k2h, da mesma forma que a equação iconal em (2.4.6)
Ao substituir o ansatz (2.4.9) em (2.4.20), e calcular todas as derivadas neces-
sárias, o coeficiente da ordem ´k2h é:
eikhH
˜
a1
˜
BH
Bm
¸2
Ah ` a2
˜
BH
Btn
¸2
Ah ` a3 ` a4BHBm
BH
BtnAh ´ a5
BH
BmAh ´ a6
BH
BtnAh
¸
.
(2.4.21)
Igualando (2.4.21) a zero e dividindo a equação resultante por AheikhH , resulta na equação
a1
˜
BH
Bm
¸2
` a2
˜
BH
Btn
¸2
` a3 ` a4BHBm
BH
Btn ´ a5
BH
By ´ a6
BH
Btn “ 0 . (2.4.22)
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Comparando-a com (2.4.19) deduzimos que a1 “ H, a2 “ 0, a3 “ ´H, a4 “ 0, a5 “ 0, a6 “
´tn .
Determinadas as constantes a1, a2, a3, a4, a5 e a6, aplicando a transformada
inversa de Fourier na equação (2.4.20), podemos encontrar que a equação da onda-imagem
para a continuação do afastamento é dada por
H
˜
B2Pn
Bm2 ´
B2Pn
Bh2
¸
´ tn B
2Pn
BhBtn “ 0 . (2.4.23)
Todavia, como estamos interessados no estudo dos eventos de reflexão à medida que se
varia o afastamento, consideramos Hpm, tnq “ h na equação da onda imagem deduzida,
isto é, no local geométrico de um evento de reflexão de uma seção de afastamento comum
h, corrigida de NMO, é valido considerar que
h
˜
B2Pn
Bm2 ´
B2Pn
Bh2
¸
´ tn B
2Pn
BhBtn “ 0 . (2.4.24)
Pelo menos à respeito da cinemática, a equação (2.4.24) em um meio acústico
e homogêneo está correta. Veremos mais à frente na Seção 2.7 que esta equação é a
mesma usada no artigo Fomel (2003), e prova-se no mesmo que em um meio de velocidade
constante a descrição da amplitude também esta correta, segundo um critério que será
apresentado na próxima Seção deste capítulo.
2.5 Integral DMO de Black
Os métodos de TZO discutidos nas Seções anteriores deste capítulo foram
formulados apenas com o objetivo de que a correção cinemática fosse correta. Existe mais
de uma definição do que significa um TZO de amplitude verdadeira. No artigo L.Black et al.
(1993) este conceito se baseia em supor que a amplitude pico de uma wavelet é constante
independente do afastamento ou geometria do refletor. A partir deste novo conceito,
propõe-se um filtro de amplitude verdadeira para o DMO por empilhamento desenvolvido
em Deregowski and Rocca (1981). Tal filtro é obtido pelo método da fase estacionária, com
o objetivo de que o ansatz do raio de ordem zero seja cumprido para a seção zero-offset
simulada. Além do trabalho de Deregowski and Rocca (1981), uma modificação na tese
Hale (1984) é proposta. A alteração visa associar a principal contribuição da integral
presente no método ao traço da seção de afastamento comum, cujo ponto de reflexão
seja o mesmo que o da seção zero-offset, ao invés de simplesmente fazer a transformação
cinemática do dado de afastamento comum para o zero-offset associado a um mesmo
ponto médio. Prova-se que os métodos modificados de Hale e Deregowski são equivalentes,
portanto o método modificado de Hale também é um método de amplitude verdadeira.
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2.5.1 Amplitude pico global: um conceito de TZO de amplitude verdadeira
Em uma seção sísmica obtida com uma mesma wavelet de banda limitada
espera-se que as amplitudes relativas a um evento de reflexão sejam proporcionais aos
respectivos coeficientes de reflexão, independente da inclinação do refletor ou forma final
da wavelet.
Quando um experimento sísmico é conduzido, a wavelet registrada no receptor
é diferente da inicial, sobretudo ocorre um estiramento da wavelet. Isto se deve à troca de
resolução horizontal por resolução vertical (Wu and Toksöz, 1987), e ocorre à medida que
o raio se distancia de ter um percurso vertical. A Figura 11 ilustra essa idéia.
Fonte: L.Black et al. (1993)
Figura 11 – Comparação entre picos de amplitude para uma mesma wavelet, de forma
que o coeficiente de reflexão do refletor 1 e 2 são iguais. Observe que há uma
mudança no espectro do traço com a perda de frequências mais altas.
Veja que na Figura 11 os eventos 1 e 2 são respostas de reflexão nos refletores
1 e 2 respectivamente, considerando que o coeficiente de reflexão em ambos é o mesmo,
apesar da wavelet final de cada um dos dois eventos serem diferentes, possuem o mesmo
valor máximo. Com essa informação que Black definiu um critério de amplitude verdadeira
(L.Black et al., 1993): A amplitude pico de um traço sísmico, cujo termo fonte é uma
wavelet fptq é proporcional a uma constante global fp0q, supondo que o pico da wavelet
fptq se encontra na origem.
Em uma seção de afastamento comum h, obtida num meio de velocidade
constante v, a resposta de reflexão esperada correspondente a um refletor plano, com a
solução da teoria de raios de ordem zero é
P pm, t, hq “ Rpαrqf rt´ T pm,hqs
vT pm,hq , (2.5.1)
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sendo Rpαrq o coeficiente de reflexão relativo ao ângulo de reflexão αR, fptq é a wavelet
da fonte sem atraso cuja amplitude pico é fp0q, e T pm,hq o tempo de reflexão associado a
um par de fonte e receptor de ponto médio m e meio afastamento h.
O TZO de amplitude verdadeira proposto por L.Black et al. (1993) segue três
passos: correção do espalhamento geométrico, correção NMO e correção DMO. Em cada
um dos passos busca-se que a amplitude pico da wavelet seja proporcional ao coeficiente
de reflexão.
1) Correção do espalhamento geométrico
A seção de afastamento comum corrigida do espalhamento geométrico, ao
considerar um refletor plano, é
Pspm, t, hq ” vt P pm, t, hq “ Rpαrq tT pm,hqwpt´ T pm,hqq . (2.5.2)
Como a wavelet fptq deve ter uma duração finita a razão t{T pm,hq pode ser
considerada unitária em torno do pico, portanto
Pspm, t, hq « Rpαrqwpt´ T pm,hqq . (2.5.3)
2)Correção NMO
Considere tn o tempo t corrigido de NMO, e analogamente Tnpm,hq o tempo
T pm,hq também corrigido de NMO. A seção sísmica corrigida de NMO é obtida pelo
mapeamento
Psnpm, tn, hq “ Pspm,
a
t2n ` 4h2{v2, hq . (2.5.4)
Substituindo (2.5.3) na equação (2.5.4), temos que
Psnpm, tn, hq “ Rpαrqwr
a
t2n ` 4h2 ` 4h2{v2 ´
a
T 2n pm,hq ` 4h2{v2s . (2.5.5)
Fazendo a expansão em série de Taylor do primeiro termo da wavelet em torno
de tn “ Tnpm,hq obtemosa
t2n ` 4h2{v2 «
a
T 2n pm,hq ` 4h2{v2 ` ptn ´ Tnpm,hqq dtdtn pTnpm,hqq . (2.5.6)
Inserindo (2.5.6) em (2.5.5), fornece
Psnpm, tn, hq – Rpαrqwrλnptn ´ Tnpm,hqqs , (2.5.7)
com
λn “ dt
dtn
pTnpm,hqq “ Tnpm,hqT pm,hq . (2.5.8)
O pulso resultante depois da correção NMO continua tendo o mesmo valor de
pico, entretanto a wavelet sofre um estiramento que é o fator dado por λn.
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3) Correção DMO
A correção DMO pode ser obtida com a cinemática correta ao considerar a
formulação integral em Deregowski and Rocca (1981) na equação (2.2.15), utilizando a
implementação por empilhamento.
Considerando uma aquisição sísmica 2D na direção de um vetor unitário eI ,
parametrizamos cada ponto médio m do dado por
m “ m0 ` ηeI , (2.5.9)
onde m0 esta associado a um ponto médio da seção zero-offset a ser simulada por meio de
Γ0pm0, t0q “
ż `8
´8
Psnpm, apηqt0, hq dη . (2.5.10)
A integral em (2.5.10) pode ser aproximada pelo método da fase estacionária.
Para isso aplica-se a transformada de Fourier na mesma em relação a t0. Pela equação
(2.5.7) obtemos que
Γˆ0pm0, ωq “
ż `8
´8
Y pηqeiωφpηq dη , (2.5.11)
Y pηq “ 1
λnapηqRpαrqfˆ
˜
ω
λnapηq
¸
, (2.5.12)
φ “ ´Tnpm,hq
apηq , (2.5.13)
sendo fˆpωq a transformada de Fourier da wavelet fptq.
A dedução feita para o ponto de fase estacionária pode ser explicada pelo
principio de tangência (Hagedoorn, 1954). Tal principio diz que a isócrona referente a um
ponto de um evento em uma seção de afastamento comum é tangencial ao refletor. Em
um dado ponto pm, T pm,hqq da seção de afastamento comum, a isócrona associada, como
já sabemos da Seção 2.1 é uma elipse. O ponto de fase estacionária que buscamos para
aproximar a integral (2.5.13) esta relacionado ao ponto pm0, T0pm0qq, cujo semicírculo
associado é tangencial a elipse no ponto de reflexão. Em outras palavras, o ponto de fase
estacionária corresponde a um certo η0, de modo que no ponto m0 “ m ´ η0eI , o smile
associado ao ponto pm, T pm,hqq é tangencial ao evento da seção zero-offset, visto que a
mesma é tangencial ao refletor em determinado ponto, logo existe uma vizinhança em
torno deste ponto de tangência em que a isócrona é muito próxima do refletor, implicando
assim que tal smile seja tangente ao evento da seção zero-offset em m0.
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Os smiles associados a diferentes pontos de um evento da seção de afastamento
comum corrigida de NMO podem ser equacionados por
τkpm0;m,hq “ Tnpm,hq
apηq , (2.5.14)
m0 “ m´ ηeI .
Matematicamente a condição de tangência entre o evento zero-offset e o smile
pode ser traduzida como
D1 “ dτkpm0;m,hq
dη
∣∣∣∣∣
η“η0
“ η0Tnpm,hqapη0q
h2
, (2.5.15)
onde D1 é a inclinação da seção zero-offset, e quando resolvida para η0 fornece
η0 “ D1h
2aT 2n pm,hq ` pD1hq2 . (2.5.16)
O raciocínio utilizado para encontrar η0 na equação (2.5.16) é o mesmo que
motiva a implementação do Smear-Stack operator por espalhamento, entretanto a integral
(2.5.11) é uma implementação por empilhamento, logo, neste caso o que está fixo é o ponto
pm0, T0pm0qq, mas a relação entre m0 “ m ´ η0eI e m é a mesma em ambos os casos, e
assim concluímos que a principal contribuição da integral (2.5.11) deve estar em torno
de m “ m0 ` η0eI . Provamos a seguir que η0 realmente corresponde ao ponto de fase
estacionária da fase φpηq presente na integral (2.5.11).
No calculo das derivadas de φpηq em relação a η, três propriedades serão úteis,
cuja dedução será dada em sequência, sendo estas
T 2pm,hq “ T 20 pmq ` 4h
2
v2
´ phD1q2 , (2.5.17)
T0pm` ηeIq “ T0pmq ` ηD1 , (2.5.18)
T 2n pm,hq “ T 20 pmq ´ phD1q2 . (2.5.19)
Por meio da equação (2.3.15), note que
D1 “ 2senpθq
v
, (2.5.20)
portanto podemos concluir que as equações (2.3.10) e (2.5.17) são equivalentes. A identidade
(2.5.19) pode ser obtida ao aplicar a correção de sobretempo normal na identidade (2.5.17).
Finalmente a identidade (2.5.18) vem do fato de que o evento de reflexão da seção zero-offset
é um segmento de reta com inclinação D1.
Usando a propriedade (2.5.19), podemos escrever η0 como
η0 “ D1h
2
T0pmq . (2.5.21)
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A derivada em relação a η da fase φpηq é dada por
φ1pηq “ ´ 1
a2pηqrT
1
npmqapηq ´ a1pηqTnpmqs . (2.5.22)
Para facilitar a notação nas contas considere que
a “ apηq , (2.5.23)
Tn “ Tnpm,hq , (2.5.24)
T ˚0 “ T0pmq , (2.5.25)
T0 “ T0pm0q . (2.5.26)
O uso da identidade (2.5.18) em (2.5.19) nos fornece
T 1n “ T0˚Tn D1 , (2.5.27)
e simplesmente diferenciando apηq temos que
a1 “ η
h2
a3 . (2.5.28)
Em mãos das equações (2.5.27) e (2.5.28), conclui-se que
φ1pηq “ ´ 1
a2
«
T0˚
Tn aD1 ´
η
h2
a3Tn
ff
. (2.5.29)
Avaliando apηq em η0, pelas equações (2.5.19) e (2.5.21) , veja que
apη0q “ T0˚Tn , (2.5.30)
com isto obtemos que φ1pη0q “ 0, provando assim que η0 é ponto de fase estacionária.
No ponto de fase estacionária η0, a integral em (2.5.10) é aproximada pelo
método da fase estacionária por
Γˆ0pm0, ωq «
?
2piY pη0qe´iωTnpm,hq{apη0qeisignp´φ2pη0qqpi{4 1a
ω|φ2pη0q| , (2.5.31)
onde sign representa a função sinal de um número real.
Pelo que já foi discutido fica claro que Tnpm,hq{apη0q “ T0pm0q, falta então
encontrar uma expressão para avaliar φ2pηq em η0.
Derivando (2.5.29) em relação a η, encontramos que
φ2pηq “ ´ 1
a4
#˜
T0˚
Tn aD1 ´
2η
h2
a4Tn
¸1
a2 ´ ηa
3
h2
˜
T0˚
Tn aD1 ´
η
h2
a3Tn
¸+
. (2.5.32)
Sabemos que o segundo parênteses de (2.5.32) avaliado em η0 é igual à zero
pelo mesmo motivo de (2.5.29) também o ser. O objetivo do algebrismo a ser feito se
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resume em deixar o primeiro parênteses em função de apη0q, para isso basta usar (2.5.30),
(2.5.21), (2.5.18) e a relação já conhecida T0pm0q “ Tnpm,hq{apη0q.
A derivada segunda de φpηq avaliada em η0 obtida é
φ2pη0q “ ´T0pm0q
h2
p2a2pη0q ´ 1q2 . (2.5.33)
Podemos finalmente calcular a aproximação de fase estacionária para a integral
(2.5.10), obtendo assim
Γˆ0pm0, ωq « e
ipi{4
?
ω
d
2pi
T0pm0q
1
λnapη0q fˆ
˜
ω
λnapη0q
¸
Rpαrq h2a2pη0q ´ 1 e
´iωT0pm0q , (2.5.34)
onde usamos que signp´φ2q “ 1.
A partir da expressão (2.5.34) é possível se pensar em um filtro que honre com
o objetivo de que a amplitude pico da seção zero-offset seja proporcional ao coeficiente de
reflexão, uma parte do filtro pode ser deduzida como sendo
Ωˆpη, ωq “ 2a
2pηq ´ 1
h
e´ipi{4
?
ω . (2.5.35)
Definindo Θˆpm0, ωq ” Ωˆpη, ωqΓˆpm0, ωq, aplicando a transformada inversa de
Fourier em relação a t0 sobre esta função, obtemos que
Θˆpm0, t0q “
ż `8
´8
2a2pηq ´ 1
h
D1{2´t1rPsnpm, apηqt1, hqst1“t0 dη , (2.5.36)
onde D1{2´t1 denota a meia derivada anti-causal, definida para uma função real fptq, por
meio da expressão
D
1{2
´t1rfpt1qst1“t “
1
2pi
ż `8
´8
?´iωfˆpωqeiωtdω . (2.5.37)
Em vista da definição de Θˆpm0, t0q na equação (2.5.36) e por meio da fórmula
de aproximação pelo método de fase estacionária (2.5.34), infere-se que
Θˆpm0, t0q « Θpm0, t0q “ Rpαrqfpλnapη0qrt0 ´ T0pm0qsq
d
2pi
T0pm0q . (2.5.38)
Portanto a simulação de seção zero-offset com amplitude verdadeira buscada pode ser
então escrita como
P0pm0, t0q “ Πpt0qΘpm0, t0q « Rpαrqfpλnapη0qrt0 ´ T0pm0qsq , (2.5.39)
ou seja,
Πpt0q “
c
t0
2pi . (2.5.40)
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O sinal de aproximado em (2.5.39) se deve ao fato de a razão t0{T0pm0q ser
aproximadamente unitária ao considerar que a wavelet wptq tenha uma duração curta.
Por meio de (2.5.35) e (2.5.40), podemos encontrar o filtro
Spη, t0q “
c
t0
2pi
2a2pηq ´ 1
h
, (2.5.41)
segundo o qual o TZO de Black pode ser formulado por
P0pm0, t0q “
ż `8
´8
Spη, t0qD1{2´t1rPsnpm, apηqt1, hqst1“t0 dη . (2.5.42)
2.5.2 Método de Hale modificado
O método DMO de Hale, apresentado na seção 2.3, também pode ser melhorado
em relação à dinâmica. As equações (2.3.13) e (2.3.14) são a base para o método, sendo
estas
Pnpm, tn, hq “ P pm,
a
t2n ` 4h2{v2, hq ,
P0pm, t0q “ Pnpm,
a
t20 ` 4h2sen2pθq{v2, hq .
A implementação no domínio de Fourier da equação (2.5.43) utiliza o mapea-
mento cinemático dado pela equação (2.3.20)
t0 “ Atn , (2.5.43)
sendo que
A “
«
1`
˜
D1h
tn
¸2ff1{2
“
«
1`
˜
kmh
ωtn
¸2ff1{2
. (2.5.44)
Usando a identidade (2.3.17) em (2.5.44) como já sabemos resulta na expressão
integral do TZO de Hale
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
1
A
Pnpm, tnqeikmme´iωAtndmdtn . (2.5.45)
O erro cometido no uso da equação (2.5.43) é com relação à amplitude, visto
que a amplitude associada a seção zero-offset não corresponde ao mesmo ponto de reflexão
da seção de afastamento comum como pode ser visto na Figura 12.
A equação (2.5.43) deve ser modificada de modo a realizar o seguinte mapea-
mento
P0pm0, t0q “ Psnpm, tnq . (2.5.46)
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Figura 12 – No método original de Hale associa-se a amplitude relativa ao raio SRG ao
raio MR1M . A modificação no DMO de Hale proposta por Black consiste
em mapear a amplitude do raio SRG na do raio de incidência normal S0RS0,
correspondente ao mesmo ponto de reflexão R.
Repare que este é o mesmo mapeamento que o método Deregowski and Rocca (1981) se
propõe a fazer, inclusive a transformação entre os pontos médios pode ser feita usando a
equação (2.5.16), ao notar que no ponto de fase estacionária temos que
1
a2pη0q “
«
1´ D1haT 2n pmq ` pD1hq2
ff
“ 1
1`
˜
D1h
T 2n pmq
¸2 , (2.5.47)
ou seja,
apη0q “ A . (2.5.48)
Em posse de (2.5.48), a equação (2.5.46) pode ser implementada no Domínio
de Fourier, usando as seguintes relações
t0 “ tn
A
, (2.5.49)
m0 “ m´ D1h
2
Atn
, (2.5.50)
de modo que a igualdade (2.5.50) pode ser verificada ao usar o mapeamento m0 “ m´ η0
e a relação T0pmq “ ATnpm,hq.
De forma similar ao método proposto por Hale, queremos calcular a transfor-
mada de Fourier 2D de P0pm0, t0q
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
P0pm0, t0qeikmm0e´iωt0 dm0dt0 , (2.5.51)
por meio do mapeamento dado pelas equações (2.5.49) e (2.5.50), o DMO pode ser calculado
por
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
JTPsnpm, tnqeikmpm´h
2km
Aωtn
qe´iω
tn
A dm dtn , (2.5.52)
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em que JT é o Jacobiano da mudança de variáveis
JT “ Bpm0, t0qBpm, tnq “
2A2 ´ 1
A3
. (2.5.53)
Pela equação (2.5.44), temos que
h2k2m
ω2t2n
“ A2 ´ 1 , (2.5.54)
portanto
h2k2m
Aωtn
“ Aωtn ´ ωtn
A
. (2.5.55)
Pela igualdade (2.5.55), a integral em (2.5.52), pode ser então calculada por
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
JTPsnpm, tn, hqeikmme´iωAtn dmdtn . (2.5.56)
Comparando os métodos DMO dados pelas integrais (2.5.45) e (2.5.56), observe
que possuem uma mesma fase, isto é, ambos os métodos de DMO estão corretos em relação
à cinemática. Logo a diferença se encontra apenas no Jacobiano de cada integral, e associar
a amplitude relacionada a um mesmo ponto de reflexão faz mais sentido.
2.5.3 Equivalência entre o método de Black e o DMO de Hale modificado
Os métodos TZO dados pelo Smear-Stack Operator e o DMO Integral de Hale
possuem um mesmo mapeamento cinemático, o que pode ser provado ao escrever a Integral
de Hale no domínio espaço-tempo. Tanto o método original de Hale quanto a adaptação
proposta em (2.5.56) pode ser escrita com um Jacobiano de mudança de variáveis genérico
JpAq, por meio da integral
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
JpAqPsnpm, tn, hqe´iωAtneikmm dmdtn , (2.5.57)
Com a mudança de variável η “ m´m0, a integral (2.5.57) se torna
Pˆ0pkm, ωq “
ż `8
´8
ż `8
´8
JpAqPsnpm, tn, hqeiΦ dη dtn , (2.5.58)
aplicando a transformada inversa de Fourier 2D, temos que
P0pm0, t0q “
ż `8
´8
ż `8
´8
#ż `8
´8
ż `8
´8
1
p2piq2JpAqe
iΦ dω dkm
+
Psnpm, tnq dη dtn , (2.5.59)
Φ “ ´ωpAtn ´ t0q ` kmpm´m0q . (2.5.60)
Na equação (2.5.59) calcularemos a integral em relação a km por meio do
método da fase estacionária. A derivada da fase Φ em relação a km é
BΦ
Bkm “ ´ωtn
BA
Bkm ` η , (2.5.61)
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e a derivada de Apω, kmq em relação a km por sua vez, pode ser calculada por
BA
Bkm “
1
A
kmh
2
ω2t2n
, (2.5.62)
que inserida na equação (2.5.61) resulta em
BΦ
Bkm “ ´
kmh
2
Aωtn
` η . (2.5.63)
No ponto de fase estacionária k˚m de (2.5.63) repare que
kmh
Aωtn
“ η
h
, (2.5.64)
e com a equação (2.5.44) obtemos
A2 ´ 1 “ A2 η
2
h2
, (2.5.65)
A2
˜
1´
˜
η
h
¸2¸
“ 1 . (2.5.66)
Pela equação (2.5.66) podemos concluir que no ponto de fase estacionária k˚m
temos que Apk˚m, ωq “ apηq, portanto o ponto de fase estacionária pode ser expresso por
k˚m “ ηh2apηqωtn . (2.5.67)
A fase Φ avaliada em k˚m é
Φpk˚mq “ ´ωtnapηq ` ωt0 ` k˚mη , (2.5.68)
“ ´ωtnapηq ` ωt0 ` ωtnpη{hq2apηq , (2.5.69)
“ ωrt0 ´ tn{apηqs . (2.5.70)
Falta então realizar o cálculo da segunda derivada de Φ em relação a km, e
avaliá-la em k˚m. Derivando (2.5.72) em relação a km, e por (2.5.54) temos que
B2Φ
Bk2m “ ´
h2
A3ωtn
, (2.5.71)
no ponto k˚m a expressão acima se reduz a
B2Φ
Bk2m
∣∣∣∣∣
km“km˚
“ ´ h
2
a3pηqωtn . (2.5.72)
Com as expressões (2.5.70) e (2.5.72) podemos finalmente computar a integral
em relação a km na equação (2.5.59), obtendo
P0pm0, t0q « 1p2piq2
ż `8
´8
ż `8
´8
c
2pia3pηq|tn|
h2
ż `8
´8
Jpapηqqa|ω|eisignp´ωqpi{4eiωrt0´tn{apηqs
Psnpm, tn, hq dω dη dtn . (2.5.73)
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Notando que
a|ω|ei signp´ωqpi{4 “ ?´iω, temos que
P0pm0, t0q “
ż `8
´8
ż `8
´8
Jpapηqq
c
a3pηq|tn|
2pih2
#
1
2pi
ż `8
´8
?´iω eiωrt0´tn{apηqsdω
+
Psnpm, tn, hq
dη dtn . (2.5.74)
Veja que a integral em relação a ω dentro das chaves na equação (2.5.74)
corresponde à meia derivada anticausal da distribuição delta de Dirac, isto é,
1
2pi
ż `8
´8
?´iω eiωrt0´tn{apηqsdω “ D1{2´t1rδpt1qst1“pt0´tn{apηqq . (2.5.75)
Com isso, a equação (2.5.74) se torna
P0pm0, t0q “
ż `8
´8
ż `8
´8
Jpapηqq
c
a3pηq|tn|
2pih2 D
1{2
´t1rδpt1qst1“pt0´tn{apηqqPsnpm, tn, hq dη dtn ,
(2.5.76)
considerando a mudança de variáveis ta “ tn{apηq, obtemos
P0pm0, t0q “
ż `8
´8
ż `8
´8
Jpapηqq
c
|ta|
2pi
a3pηq
h
D1{2´t1rδpt1qst1“pt0´taqPsnpm, apηqta, hq dη dta .
(2.5.77)
A integral em relação a ta na equação (2.5.77) pode ser vista como uma
convolução, entre a meia derivada anticausal da distribuição Delta de Dirac com uma
função real fptq, dada por
Ipτq “
ż `8
´8
D1{2´t1rδpt1qst1“pτ´tqfptq dt . (2.5.78)
A transforma de Fourier Iˆpωq de Ipτq pelo Teorema da Convolução é dada por
Iˆpωq “ ?´iωfˆpωq , (2.5.79)
assim, aplicando a transformada inversa de Fourier, temos que
Ipτq “
ż `8
´8
D1{2´t1rfpt1qst1“tδpτ ´ tq dt “ D1{2´t1rfpt1qst1“τ . (2.5.80)
Por meio do resultado (2.5.80), a equação (2.5.77) pode ser aproximada por
P0pm0, t0q «
ż `8
´8
Jpapηqqa
3pηq
h
c
|t0|
2pi D
1{2
´t1rPsnpm, apηqt1, hqst1“t0 dη , (2.5.81)
aqui o sinal de aproximado se deve ao fato de que foi considerada a meia derivada anti-
causal aplicada ao dado Psnpm, apηqta, hq, e não ao produto Psnpm, apηqta, hq
a|ta|. Isso
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é justificável, visto que, ta “ t0 define a curva de empilhamento apηqt0 no dado para a
aplicação do TZO de Deregowski.
Comparando a expressão (2.5.81) com (2.5.42), vemos que o mapeamento
cinemático é de fato o mesmo. Utilizando o Jacobiano dado em (2.5.53), o filtro de
amplitude do método de Hale modificado é exatamente o mesmo do usado no método
Integral DMO de Black em (2.5.42).
2.6 MZO integral do tipo Kirchhoff
Neste método de TZO (Tygel et al., 1998) considera-se um meio conhecido na
literatura como 2.5D, cujo modelo de velocidade seja do tipo vpx, zq, ou seja, independe
da direção y. Assim como na seção anterior, o conceito de TZO de amplitude verdadeira
será utilizado, e consideraremos o mesmo critério de que as amplitudes pico da wavelet
em cada traço tanto da seção zero-offset quanto dos dados é o mesmo.
O TZO aqui desenvolvido, cinematicamente segue a mesma linha de raciocínio
do TZO proposto por Deregowski, entretanto agora as isócronas não são mais necessa-
riamente elipses, e devem ser obtidas pela teoria de raios. Em relação a dinâmica entra
o fator de Fresnel na expressão do espalhamento geométrico, fator este responsável pelo
efeito da curvatura do refletor na amplitude da seção sísmica registrada.
Por meio do uso do método da fase estacionária obtém-se um filtro que corrige
assintoticamente o espalhamento geométrico da seção de afastamento comum para o
relativo ao raio de incidência normal num mesmo ponto de reflexão, mostra-se que tal filtro
não depende do conhecimento da curvatura do refletor como seria esperado, visto que a
zona de Fresnel deve ser calculada com base nesta quantia. A importância deste método em
comparação aos anteriores reside principalmente no fato de o modelo de velocidade poder
ser mais arbitrário, desde que seja suave, além da consideração do efeito da curvatura do
refletor na amplitude. Entretanto, surpreendentemente no caso de velocidade constante
mostramos nesta Seção e posteriormente com experimento numéricos que este método de
TZO e o DMO integral de Black são equivalentes na alta frequência.
2.6.1 Motivação do método
Em uma seção sísmica de afastamento comum, considerando que algum pro-
cessamento foi feito para retirada de múltiplas, supõe-se que para cada par de fonte e
receptor pS,Gq está associado um único ponto MR pertencente ao refletor ΣR. Um raio de
trajetória SMRG é denotado como sendo o raio que parte da fonte na posição S, reflete
em ΣR num ponto MR e é registrado no receptor na posição G. O objetivo do método
TZO desta seção é de transformar a amplitude relativa ao raio de trajetória SMRG no
de incidência normal em MR dado por S0MRS0 (vide Figura 13). A transformação de
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amplitude a ser feita consiste em transformar o espalhamento geométrico do raio SMRG
para o correspondente ao do raio S0MRS0.
x
z
t, t0
S GMS0
MR
T0 : t0 “ T0pm0q
T : t “ T
pmq
αr
ΣR
• • ••
η0
Figura 13 – Nesta Figura M “ m é o ponto médio entre o par fonte e receptor pS,Gq, e
S0 “ m0 é a coordenada referente ao raio de incidência normal no refletor
ΣR no ponto MR. As curvas T0pm0q, e T pmq representam as curvas de tempo
de trânsito referentes às configurações de zero-offset e afastamento comum
respectivamente.
Analogamente, supondo que para cada par de fonte e receptor, o ponto de
reflexão em ΣR é único, temos que os pontos MR “MRpmq pertencentes ao refletor ΣR
podem ser parametrizados pelo ponto médio. Abaixo segue a discussão geométrica que é a
base da formulação matemática do método.
2.6.2 Geometria do TZO
Cinematicamente, dado um ponto N0 na seção zero-offset, o método TZO
consiste em considerar a isócrona associada a N0 como refletor, e então demigrar cinemati-
camente a mesma em uma configuração de afastamento comum. A estratégia para fazer
isso pode ser sumarizada em:
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1) Construa a isócrona z “ ζ0px;N0q por meio do traçamento de raios no
domínio px, zq.
2) Considere a isócrona ζ0px;N0q como refletor. Para cada ponto sobre esta
isócrona construa a curva de Huygens em configuração de afastamento comum. O envelope
destas curvas é a curva de empilhamento buscada TMZOpm;N0q, ou seja, corresponde à
demigração cinemática da isócrona zero-offset em configuração de afastamento comum.
A justificativa do porquê se espera que um TZO baseado nos 2 passos acima
seja razoável vem do princípio generalizado de Hageedorn, que usa o conceito de Inplanats,
definido em Schleicher et al. (2007) como:"A curva no espaço de entrada que corresponde
a um ponto no espaço de saída". Com este conceito o princípio generalizado de Hageedorn,
na mesma referência é enunciado como: "O Inplanat correspondente a um ponto buscado
na curva de saída é tangente a curva do dado de entrada". Veja que o inplanat neste caso
é a curva TMZOpm;N0q, o espaço de entrada é a seção de afastamento comum e o de saída
corresponde a seção zero-offset. Espera-se então que um empilhamento associado ao longo
da curva TMZOpm;N0q seja expressivo, em comparação a pontos N0 que não pertençam a
um evento da seção zero-offset.
2.6.3 Implementação integral do TZO
Segundo a dedução geométrica feita, o método de TZO pode ser matematica-
mente expresso por
P0pm0, t0q “ 1?2pi
ż `8
´8
Mpm;m0, t0qD1{2´t rP pm, t, hqs|t“TMZOpm;m0,t0q dm , (2.6.1)
onde A corresponde ao intervalo que a seção de afastamento comum está definida,
Mpm;m0, t0q um filtro de amplitude a ser definido de forma que o método de TZO
seja de amplitude verdadeira.
A aproximação de ordem zero da teoria de raios para um raio associado a um
afastamento entre fonte e receptor de 2h é dado por
P pm, t, hq “ RpαrqLpm,hqF pt´ T pm,hqq , (2.6.2)
sendo αr o ângulo de reflexão, Lpm,hq o espalhamento geométrico do raio de trajetória
SpmqMRpmqGpmq, e fptq representa o sinal analítico do pulso emitido pela fonte.
Similarmente, um raio de incidência normal tem a seguinte aproximação de
raio de ordem zero
P0pm0, t0q “ Rp0qL0pm0qF rt0 ´ T0pm0qs , (2.6.3)
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com L0pm0q “ Lpm,h “ 0q representando o espalhamento geométrico do raio de incidência
normal S0pm0qMRpm0qS0pm0q.
De forma parecida com o que foi feito na seção anterior usaremos a equação
(2.6.2) na integral em (2.6.1), e em seguida tentaremos avaliar a integral resultante pelo
método da fase estacionária, de modo que o resultado final seja o mais próximo possível de
(2.6.3). Note que, assumir que o pulso sísmico da seção de afastamento comum seja igual
ao da seção de afastamento nulo baseia-se no conceito de amplitude verdadeira definida
em L.Black et al. (1993).
2.6.4 Aproximação pelo método da fase estacionária
Com o uso da equação (2.6.2) a integral em (2.6.1) pode ser escrita como
P0pm0, t0q “ 1?2pi
ż `8
´8
Mpm;m0, t0qRpαrqLpmqD
1{2
´t tF rTDIF pm;m0, t0qsu dm , (2.6.4)
de modo que TDIF pm;m0, t0q “ TMZOpm;m0, t0q ´ T pm,hq.
Para aplicar a aproximação de fase estacionária na integral em (2.6.4) criare-
mos uma variável artificial t, sendo que P0pm0, t0q “ P˜0pm0, t0, t “ 0q, e a nova função
P˜0pm0, t0, tq é dada por
P˜0pm0, t0, tq “ 1?2pi
ż `8
´8
Mpm;m0, t0qRpαrqLpmqD
1{2
´t tf rt` TDIF pm;m0, t0qsu dm . (2.6.5)
Aplicando a transformada de Fourier na equação (2.6.5) sobre a variável t
encontramos
ˆ˜P0pm0, t0, ωq “ 1?2pi
ż `8
´8
?´iωMpm;m0, t0qRpαrqLpmq fˆpωqe
iωTDIF pm;m0,t0q dm . (2.6.6)
Esta integral pode ser escrita como
ˆ˜P0pm0, t0, ωq “ 1?2pi
ż
A
Υpm,ωqeiφ dm , (2.6.7)
Υpm,ωq “ ?´iω RpαrqLpmqMpm;m0, t0qfˆpωq , (2.6.8)
φ “ ωTDIF pm;m0, t0q . (2.6.9)
Por definição o ponto de fase estacionária da fase φ obedece à equação
BTDIF pm;m0, t0q
Bm
∣∣∣∣∣
m“mr
“ BTMZOpm;m0, t0qBm
∣∣∣∣∣
m“mr
´ BT pm,hqBm
∣∣∣∣∣
m“mr
“ 0 , (2.6.10)
ou seja, corresponde ao ponto em que as curvas TMZOpm;m0, t0q e T pm,hq são tangentes.
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Com a definição de ponto de fase estacionária dada em (2.6.10) a integral em
(2.6.7) pode ser aproximada por
ˆ˜P0pm0, t0, ωq « 1?2pi
Rpαrq
LpmrqMpmr;m0, t0qfˆpωq
d
2pi
ω|Hpmrq| (2.6.11)
?´iω exp
#
iωTDIF pm;m0, t0q ` ipi4 SignpHpmrqq
+
,
(2.6.12)
com H dado por
Hpmrq “ dTDIF pm;m0, t0q
dm2
∣∣∣∣∣
m“mr
. (2.6.13)
Como no ponto de fase estacionária as curvas TMZOpm;m0, t0q e T pm,hq são
tangentes, segue que TDIF pmr;m0, t0q “ 0 e, assim,
P˜0pm0, t0, ωq “ RpαrqLpmrqMpmr;m0, t0qfˆpωq
1a|Hpmrq| (2.6.14)
exp
#
´ ipi2
p1´ signpHpmrqqq
2
+
.
Aplicando a transformada inversa de Fourier sobre a integral (2.6.14) obtemos
P˜0pm0, t0, t “ 0q “ RpαrqLpmrqMpmr;m0, t0qfp0q
1a
Hpmrq exp
#
´ ipi2κ
+
, (2.6.15)
κ “ p1´ signpHpmrqqq2 . (2.6.16)
A partir de (2.6.15) podemos concluir que o filtro que estávamos buscando é
dado por
Mpm;m0, t0q “ LpmqL0pm0q
a|Hpmq| exp#ipi2κ
+
. (2.6.17)
2.6.4.1 Decomposição do espalhamento geométrico
O espalhamento geométrico associado a um raio SMRG pode ser decomposto
em
LpS,Gq “ LpS,MRqLpMR, GqLF , (2.6.18)
de modo que LpS,MRq representa o espalhamento geométrico do raio partindo da fonte
até o ponto MR, e LpMR, Gq o espalhamento geométrico do raio que reflete em MR e
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é registrado no receptor. O fator LF é chamado de fator de Fresnel e tem a seguinte
expressão matemática
LF “ cospαrq
vR
expt1´ SignpHF q{2ua| detpHF q| , (2.6.19)
sendo SignpHF q a assinatura da matriz HF , que determina a zona de Fresnel no refletor,
αr o ângulo de reflexão e vR a velocidade do meio no ponto de reflexão MR.
Esboçamos aqui um roteiro de prova da decomposição (2.6.18) por de (Schleicher
et al., 2007), com o objetivo de expor em sequência os principais resultados desta referência
em relação ao espalhamento geométrico. Começando pelo capítulo 3, na solução da equação
do transporte, veja que o espalhamento geométrico tem a ver com o jacobiano J de mudança
de variáveis, que parametrizam os raios.
Em seguida uma teoria de aproximação linear nas variáveis que parametrizam
os raios, para posição e o vetor vagarosidade é desenvolvida para raios próximas a um
dado raio central. Na Seção 11 ainda no capítulo 3 é obtida uma matriz propagadora, tal
matriz, a partir dos parâmetros de posição e vetor vagarosidade escritos em coordenadas
cartesianas locais, de um raio paraxial (na vizinhança do raio central) fornece as coordena-
das cartesianas locais finais desses parâmetros no raio paraxial em função do comprimento
de arco percorrido ao longo do raio central. A submatriz B da matriz propagadora está
relacionada ao espalhamento geométrico de uma fonte pontual por meio de
LpS,Gq “
d
cospαSq cospαGq
vSvG
| detpBq|1{2e´ipi2 κ , (2.6.20)
onde αS representa o ângulo de incidência da fonte, αG o de emergência, vS e vG velocidades
nas posições de fonte e receptor respectivamente, κ um contador do número de caústicas
(vide seção 3.7 do livro citado) que o raio encontra em seu percurso da fonte ao receptor.
No capítulo 4 obtém-se uma fórmula para o cômputo do tempo de trânsito de
um raio paraxial em função de um raio central. A expressão obtida é uma aproximação de
segunda ordem em relação a uma pequena perturbação entre as coordenadas de fonte e
receptor, os coeficientes desta aproximção do tempo de trânsito são submatrizes da matriz
propagadora. Mostra-se também que é possível separar a propagação de um raio como
produto de matrizes propagadoras, associadas aos diferentes segmentos de raio em que a
separação foi considerada.
Consideramos o caso específico de um raio SMRG que sofre apenas uma reflexão.
A zona de Fresnel de um refletor depende do conteúdo de frequência do sinal sísmico, é
definida como a região do refletor que contribui construtivamente na amplitude registrada
após a reflexão. A matriz HF que determina a zona de Fresnel pode ser obtida como
HF “ B´12 BB´11 , (2.6.21)
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devido à propriedade de separação dos raios em segmentos com o produto de matrizes
propagadoras, sendo B1 e B2 submatrizes das matrizes propagadoras associadas aos
segmentos de raio SMR e MRG respectivamente, e B a submatriz associada a matriz
propagadora do raio total SMRG.
Com o uso da fórmula (2.6.21) para a matriz B em (2.6.20), podemos obter
que
|LpS,Gq| “ vRcospαrq
a| detpHF q||LpS,MRq||LpMR, Gq| . (2.6.22)
Ainda precisamos descobrir como computar o determinante da matriz HF . No capítulo 5,
usando o segundo teorema da dualidade (IIa,IIb) e a relação entre a matriz de derivada
segunda e a de curvatura equacionada no Apêndice C, podemos obter que
HF “ ´2 cospαrq
vR
pKI ´KRq , (2.6.23)
sendo KI a matriz de curvatura da isócrona no ponto de reflexão MR e KR a matriz de
curvatura do refletor neste mesmo ponto.
Finalmente com o uso de (2.6.23) na fórmula do módulo do espalhamento
geométrico resulta em
|LpS,Gq| “
d
2vR
cospαrq
a| detpKI ´KRq||LpS,MRq||LpMR, Gq| . (2.6.24)
A fase do espalhamento geométrico LpS,Gq é obtida no capítulo 6 por meio de uma
aproximação de fase estacionária na integral de Kirchhoff-Helmholtz, usada no modelamento
da propagação de onda, obtendo que o espalhamento geométrico pode então ser descrito
por
LpS,Gq “ |LpS,Gq| exp
#
´ipipκs ` κg ` κf q
2
+
, (2.6.25)
de forma que κs representa o número de cáusticas encontradas pelo raio SMR, κg quantidade
de cáusticas encontradas pelo raio MRG, e κF dado por
κf “ 1´ SignpHF q2 . (2.6.26)
Pelas equações (2.6.24),(2.6.25) e (2.6.26) fica fácil de ver o porquê de o fator de Fresnel
(2.6.19) ser dado por
LF “
d
cospαrq
2vR
exp
#
´ipiκf
2
+
1a
detpKI ´KRq . (2.6.27)
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2.6.4.1.1 Decomposição do espalhamento geométrico no caso 2.5D
No caso de um meio 2.5D, foi mostrado por Bleistein (1984) que ao considerar
no traçamento de raios em um meio 3D, e considerando a propagação apenas no plano
x ´ z, que o espalhamento geométrico 3D pode ser escrito em função do espalhamento
geométrico 2D, e a fórmula é
LpS,Gq “ L¯pS,GqaσpS,Gq , (2.6.28)
de modo que L¯pS,Gq representa a componente no plano x´ z do espalhamento geométrico
3D, ou seja, o espalhamento geométrico 2D. O fator σpS,Gq tem a ver com o fator de
espalhamento geométrico fora do plano de propagação, e é dado por
σpS,Gq “
ż G
S
vpsqds , (2.6.29)
que é uma integral da função velocidade vpsq ao longo do raio SMRG, em relação ao
comprimento do raio.
A decomposição do espalhamento geométrico (2.6.18) em um meio 2.5D pode
ser escrita usando a relação (2.6.28), resultando em
LpS,Gq “ L¯pS,MRqL¯pMR, GqL¯F
a
σpS,Gq , (2.6.30)
com L¯F representando o fator de Fresnel 2D, que com a equação (2.6.27) se simplifica a
L¯F “
d
cospαrq
2vR
exp
#
´ipiκf
2
+
1a|KI ´KR| , (2.6.31)
visto que as matrizes de curvatura KI e KR se tornam escalares no caso 2.5D.
No caso específico de um raio de incidência normal, por meio das fórmulas
(2.6.30) e (2.6.31), o espalhamento geométrico deste raio pode ser representado por
L0pm0q “ L¯pS0,MRqL¯pMR, S0qL¯0F
a
2σpS0,MRq , (2.6.32)
onde o fator de Fresnel L¯0F é dado por
L¯0F “
c
1
2vR
exp
#
´ipiκf
2
+
1a|K0 ´KR| , (2.6.33)
sendo K0 a curvatura no ponto de reflexãoMR no plano x´z, relativo a isócrona zero-offset
associada ao ponto pm0, T0pm0qq pertencente a um evento da seção zero-offset.
O filtro em (2.6.17) com as expressões (2.6.30) e (2.6.32) assume a forma
Mpm;m0, t0q “
d
σpmq
2σpm0q
a|Hpmq| L¯pS,MRqL¯pMR, GqL¯0pS0,MRqL¯0pMR, S0q L¯0FL¯F exp
#
ipiκ
2
+
. (2.6.34)
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2.6.4.2 Relação entre a Hessiana H e as zonas de Fresnel
A expressão da Hessiana H, no filtro em (2.6.17), é dada por H “ HMZO´HR,
nessa expressão é interessante introduzir a quantidade
HD “ d
2TDpm;MRq
dm2
∣∣∣∣∣
m“mR
, (2.6.35)
sendo que TDpm;MRq representa a curva de Huygens associada a um ponto do refletor
MR, e mR corresponde ao ponto médio cuja isócrona associada ao ponto pmR, TDpm;MRqq
e afastamento h é tangente ao refletor no ponto MR. Podemos usar HD para escrever H
como sendo
H “ pHD ´HRq ´ pHD ´HMZOq . (2.6.36)
A utilidade de escrever H com a expressão (2.6.36) é que podemos usar o
segundo teorema da dualidade em relação as matrizes de curvatura apresentado no
capítulo 5 de Schleicher et al. (2007), e no caso 2D isso simplifica-se a
HD ´HR “ ´
˜
vR
2 cospαrq
¸3
h¯2bpKI ´KRq´1 , (2.6.37)
em que h¯b é o determinante de Beylkin 2D, dado por
h¯b “ det
¨˚
˝ BTDpm;x, zqBx BTDpm;x, zqBzB2TDpm;x, zq
BmBx
B2TDpm;x, zq
BmBz
‹˛‚ , (2.6.38)
com as derivadas avaliadas no ponto m “ mR e px, zq “MR. O cálculo do determinante
de Beylkin no caso 2D já foi mostrado no trabalho de V.Červený and Castro (1993), no
qual
h¯b “ ´2 cospαrq
v3R
˜
cospαSq
L¯pMR, Sq2 `
cospαGq
L¯pMR, Gq2
¸
, (2.6.39)
sendo que nesta expressão foi usada a relação de reciprocidade entre os espalhamentos
geométricos 2D de fontes pontuais, associados à propagação de onda em sentidos opostos,
que é vSL¯pS,MRq “ vRL¯pMR, Sq, assim como mostrada no artigo Snieder and Chapman
(1998).
De maneira análoga a expressão (2.6.37), considerando a isócrona zero-offset
associado ao ponto pmR, T pmR, hqq como refletor, podemos usar o segundo teorema da
dualidade na segunda parcela em (2.6.36), obtendo
HD ´HMZO “ ´
˜
vR
2 cospαrq
¸3
h¯2bpKI ´K0q´1 . (2.6.40)
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Usando as expressões (2.6.37) e (2.6.40), veja que
H “
˜
vR
2 cospαrq
¸3
1
K ´K0
˜
K0 ´KR
K ´KR
¸
. (2.6.41)
O sinal de H entra na expressão de κ “ r1´signpHqs{2, analisando a expressão
(2.6.41), podemos inferir que
signpHq “ sign
˜
pKI ´K0qpKI ´KRqpK0 ´KRq
¸
. (2.6.42)
É facil ver que se a` b “ c, então
signpabcq “ signpaq ` signpbq ´ signpcq , (2.6.43)
para quaisquer números reais a,b e c. Considerando a “ pKI ´ K0q,b “ pK0 ´ KRq e
c “ pKI ´KRq, temos que
κ “ r1` signpK0 ´KIqs{2` r1` signpKI ´KRqs{2´ r1` signpK0 ´KRqs{2 .
(2.6.44)
Por meio do uso da expressão obtida para κ na equação (2.6.41) veja que, a
raíz do módulo da Hessiana H pode então ser escrita como
|H|1{2 “
˜
vR
2 cospαrq
¸3{2 |h¯b|a
cospαrq
1a|KI ´K0| L¯FL¯0F exp
#
ipir1´ signpKI ´K0qs
4
+
exp
#
´ipiκ
2
+
. (2.6.45)
Usando a relação de reciprocidade entre os espalhamentos geométricos 2D, e
inserindo a expressão (2.6.45) em (2.6.34), com a notação L¯S “ L¯pMR, Sq, L¯G “ L¯pMR, Gq,
L¯0 “ L¯pMR, S0q, e sendo v0 a velocidade em S0, encontramos a expressão final do filtro
Mpm;m0, t0q, dada por
Mpm;m0, t0q “ v0
vS
L¯SL¯G
L¯20
d
σpS,Gq
2σpS0,MRq
˜
cospαSq
L¯pMR, Sq2 `
cospαGq
L¯pMR, Gq2
¸˜
1
vR
¸3{2
(2.6.46)
exp
#
ipir1´ signpKI ´K0qs
4
+
1a
2|KI ´K0| . (2.6.47)
Note que esta expressão para o filtro de empilhamento do TZO não depende do co-
nhecimento da curvatura do refletor, apenas o modelo de velocidade é necessário para
obtê-lo.
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2.6.5 Filtro do TZO para o caso de velocidade constante
Em um meio de velocidade constante o filtro (2.6.47) se torna mais simples.
A isócrona zero-offset associada a um ponto pmR, T pmRqq é um círculo de curvatura
K0 “ ´1{l0, sendo l0 “ vT pmRq{2. No ponto MR em que a isócrona de afastamento
comum(elipse) e a isócrona zero-offset são tangentes, a curvatura da elipse é KI “
´ cos2pαrq{l0. Os espalhamentos geométricos 2D para os raios da fonte ao ponto de
reflexão, do ponto de reflexão ao receptor e do raio de incidência normal são dados por
L¯S “
c
ls
v
, L¯G “
c
lg
v
, L¯0 “
c
l0
v
, (2.6.48)
de forma que ls representa o comprimento do segmento de raio SMR, e lg o comprimento
do raio MRG. As componentes σpS,Gq e σpS0,MRq, em um meio de velocidade constante,
são
σpS,Gq “ vpls ` lgq , σpS0,MRq “ 2vl0 . (2.6.49)
Usando a lei dos senos no triângulo SMRG da Figura 14, temos as seguintes relações
cospαGq
ls
“ cospαSq
lg
“ senp2αrq2h . (2.6.50)
Inserindo as expressões para curvatura das isócronas e as equações (2.6.48)-(2.6.50), a
expressão para o filtroMpm;m0, t0q, em um meio de velocidade constante, fica sendo
Mpm;m0, t0q “ l
2
s ` l2g
hl0
d
ls ` lg
vlslg
cospαrq . (2.6.51)
Na Figura 14 veja que α é ângulo externo do triângulo SMRG. Sabemos que
α “ αS ` αG, o que implica em β “ αr. Portanto os triângulo SMRG e SG1G são
semelhantes, daí
ls
ls ` lg “
h´ η
2h . (2.6.52)
Em vista de que
ls ` lg “ vTMZOpm;m0, t0q , (2.6.53)
podemos representar o comprimento ls como sendo
ls “ vTMZOpm;m0, t0q2
«
1´ η
h
ff
. (2.6.54)
Analogamente, poderíamos ter construído na Figura 14 um segmento S 1MR, de forma que
S 1MR “ SMR e assim encontrando que
lg “ vTMZOpm;m0, t0q2
«
1` η
h
ff
. (2.6.55)
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Figura 14 – Nesta Figura MRG1 “MRG, considerando que M “ m, S0 “ m0 e 2S0MR “
t0, SMRG é um raio que parte da fonte em S, reflete em MR e é registrado
em G, cujo tempo de trânsito é TMZOpm;m0, t0q.
No Apêndice A, baseando-se no artigo (Bagaini, 1993), mostra-se que o cosseno
do ângulo de reflexão αr pode ser expresso por
cospαrq “ 2l0
ls ` lg a
2pηq , (2.6.56)
onde apηq continua sendo a mesma função que viemos utilizando desde a primeira seção
deste capítulo.
Em mãos das equações (2.6.53)-(2.6.56), substituindo na expressão (2.6.51),
obtemos uma expressão simples para o filtro no caso de velocidade constante:
Mpm;m0, t0q “
a
TMZOpm;m0, t0qapηqr2a
2pηq ´ 1s
h
. (2.6.57)
A curva TMZOpm;m0, t0q sobre a qual o empilhamento é feito na equação (2.6.1),
em um meio de velocidade constante, já sabemos pela equação (2.2.14) que
TDMOpm;m0, t0q “ apηqt0 , (2.6.58)
onde
TDMOpm;m0, t0q “
c
T 2MZOpm;m0, t0q ´ 4h
2
v2
, (2.6.59)
portanto é fácil concluir que
TMZOpm;m0, t0q “
c
a2pηqt20 ` 4h
2
v2
. (2.6.60)
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2.6.6 DMO do tipo Kirchhoff no caso de velocidade constante
Para que se possa comparar o método TZO do tipo Kirchhoff aplicado em um
meio de velocidade constante com outros métodos da literatura, no artigo (Schleicher
et al., 2007), transforma-se a integral de empilhamento (2.6.1) sobre os dados, em uma
integral de empilhamento sobre os dados corrigidos de NMO. A idéia é encontrar uma
relação entre a meia derivada em relação ao tempo e a meia derivada relativa ao tempo
corrigido de NMO. Primeiramente, escrevemos a transformada de Fourier de P pm, t, hq
em relação a t, que é por definição
Pˆ pm,ω, hq “
ż `8
´8
P pm, t, hqe´iωt dt . (2.6.61)
Com a mudança de variáveis de t “at2n ` 4h2{v2 para tn, obtemos
Pˆ pm,ω, hq “
ż `8
´8
Pnpm, tn, hq t
tn
e´iωtdtn , (2.6.62)
aplicando integração por partes, veja que
Pˆ pm,ω, hq “ ´Pnpm, tn, hqe
´iωt
iω
∣∣∣∣∣
`8
´8
` 1
iω
ż `8
´8
BPnpm, tn, hq
Btn e
´iωtdtn (2.6.63)
O primeiro termo resultante da integração por partes com certeza se anula a medida que
ω tende a infinito. No segundo termo na equação (2.6.63), usando que
t “ tn
d
1` 4h
2
v2t2n
, (2.6.64)
e fazendo uma expansão de ordem zero do termo dentro da raíz em torno de tn “
TDMOpm;m0, t0q, temos que
Pˆ pm,ω, hq « 1
iω
ż `8
´8
BPnpm, tn, hq
Btn e
´iω TMZOTDMO tndtn . (2.6.65)
A expansão de Taylor de ordem zero sobre (2.6.64) é baseado no fato de que
espera-se que dado um ponto pm0, t0q pertencente a um evento da seção zero-offset, se a
isócrona associada ao ponto pm, TDMOq e afastamento h for tangente a isócrona zero-offset
associado ao ponto pm0, t0q, exatamente no ponto de reflexão do refletor, então a maior
contribuição dos dados corrigidos de NMO na integral presente no segundo termo da
equação (2.6.63) está em torno deste tempo.
Veja que podemos enxergar a integral em (2.6.65) como sendo a transformada
de Fourier do dado corrigido de NMO, portanto
Pˆ pm,ω, hq « Pˆnpm,ωTMZO{TDMO, hq . (2.6.66)
Capítulo 2. Métodos de TZO 71
O operador de meia derivada em relação ao tempo aplicado no dado, presente
na integral (2.6.1), por meio da equação (2.6.66), pode ser expresso como
D1{2´t rP pm, t, hqs|t“TMZO “
1
2pi
ż `8
´8
?´iωPnpm,ωTMZO{TDMO, hqeiωTMZO dω , (2.6.67)
com a simples mudança de variável u “ ωTMZO{TDMO, encontramos que
D1{2´t rP pm, t, hqs|t“TMZO «
cTMZO
TDMOD
1{2
´tnrPnpm, tn, hqs|tn“TDMO . (2.6.68)
Para que possamos comparar o método DMO integral do tipo Kirchhoff com o
método DMO de Black, veja que
D1{2´tnrPnpm, tn, hqs|tn“TDMO “
1a
apηqD
1{2
´t1rPnpm, apηqt1, hqst1“t0 , (2.6.69)
portanto pela relação (2.6.68), podemos concluir que
D1{2´t rP pm, t, hqs|t“TMZO «
d
TMZO
TDMOapηqD
1{2
´t1rPnpm, apηqt1, hqst1“t0 . (2.6.70)
Usando a relação obtida entre as meias derivadas na equação (2.6.70) no TZO
(2.6.1), temos que
P0pm0, t0q “
ż `8
´8
M˜pη, t0qD1{2´t1rPnpm, apηqt1, hqst1“t0 dη , (2.6.71)
M˜pη, t0q “ TMZO
t0
c
t0
2pi
2a2pηq ´ 1
h
. (2.6.72)
Note que a diferença entre as integrais (2.6.72) e (2.5.42) são os filtros e que a meia
derivada no método de Black é aplicada em um dado corrigido de espalhamento geométrico,
considerando um refletor plano. A razão entre os filtros dos dois métodos é igual a
M˜pη, t0q
SBpη, t0q “
TMZO
t0
. (2.6.73)
Nos experimentos númericos em relação ao DMO de Black, que serão discutidos
mais a frente no próximo capítulo, foi usado um filtro um pouco diferente de SB. Como
queríamos comparar o efeito na amplitude ao considerar a curvatura do refletor, após a
aplicação do método de Black, a seção zero-offset simulada pelo mesmo era multiplicada
por pvt0q´1. Com isto a única diferença entre esse novo filtro e M˜ deveria ser o fator
TMZO, mas lembre-se que a meia derivada no método de Black é aplicada em uma seção
corrigida do espalhamento geométrico de um refletor plano. Na correção NMO, exceto
pelo estiramento produzido, as amplitudes continuam praticamente sendo as mesmas, em
torno da amplitude pico da wavelet, portanto temos que
D1{2´t1rPsnpm, apηqt1, hqst1“t0 « D1{2´t1r
a
a2pηqt12 ` 4h2{v2Pnpm, apηqt1, hqs|t1“t0 . (2.6.74)
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Veja que o termo
a
a2pηqt12 ` 4h2{v2 é justamente igual a TMZOpm;m0, t1q.
Descobrimos nesta dissertação que essencialmente, a principal diferença entre o método
de Black com filtro modificado e o DMO Integral do tipo Kirchhoff se resume a seguinte
questão: Qual é a diferença entre as funções D1{2´t rtfptqs e tD1{2´t rfptqs ?
A transformada de Fourier de tfptq, para um função real fptq qualquer é dada
por
Frtfptqspωq “ idfˆpωq
dω
. (2.6.75)
Usando esta igualdade, temos que
FrD1{2´t rtfptqsspωq “ i
?´iωdfˆpωq
dω
, (2.6.76)
do mesmo modo
FrtD1{2´t rfptqsspωq “ idr
?´iωfˆpωqs
dω
“ i?´iωdfˆpωq
dω
`?i fˆpωq?
ω
. (2.6.77)
A diferença entre os termos (2.6.76) e (2.6.77) é o segundo termo em (2.6.77), mas veja que
para as mais altas frequências o segundo termo tende a zero . Nos experimentos númericos
mostrados no capítulo 3 veremos que de fato, em um sinal sísmico de alta frequência, não
existe muita diferença entre aplicar o DMO de Black modificado (daqui para frente apenas
DMO de Black) ou o DMO Integral de Kirchhoff, independente da curvatura do refletor.
2.7 Teoria Diferencial da continuação do afastamento
A teoria diferencial da continuação do afastamento se baseia na equação
diferencial parcial
h
˜
B2Pn
Bm2 ´
B2Pn
Bh2
¸
´ tn B
2Pn
BhBtn “ 0 , (2.7.1)
que é a mesma equação obtida em (2.4.24). No artigo Fomel (2000) prova-se que tanto a
cinemática quanto a dinâmica da equação (2.7.1) estão assintoticamente corretas. Além
disso uma implementação integral da equação (2.7.1) por meio do método de Riemmann
é proposta. Nela veremos que para o caso especifíco de TZO a curva de empilhamento,
como já era de se esperar, é a mesma que a obtida no método de Deregowski. Em relação
a dinâmica o conceito de amplitude verdadeira é um pouco diferente, usando o conceito
de preservação espectral do traço. O diferencial deste método em relação aos demais
mostrados nesta dissertação está no fato de que a transformação pode ser feita para
qualquer afastamento, não apenas para o afastamento nulo.
Na Seção 2.4 em que se apresentou a equação da onda imagem, o objetivo era
a “propagação” de uma seção de afastamento comum Pnpm, tn, hq à medida que se varia
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o afastamento. O ansatz (2.4.9) foi usado para obtenção de tal equação, ao considerar
o afastamento como uma variável temporal, de modo análogo ao caso de propagação de
ondas físicas em subsuperfície.
Pelo que foi discutido na seção da equação da onda imagem, esperamos que
a cinemática esteja correta. A prova de equivalência cinemática pode ser interpretada
apenas como uma forma de se assegurar que o ansatz (2.4.9) realmente faça sentido.
Para que a prova de equivalência cinemática e dinâmica da equação (2.7.1) seja
feita, considere o ansatz
Pnpm, tn, hq “ Anpm,hqfptn ´ Tnpm,hqq , (2.7.2)
de modo que no fator An está embutido o espalhamento geométrico, coeficiente de reflexão
e demais fatores de amplitude associados à perda de energia sísmica por transmissão.
Inserindo o ansatz (2.7.2) como solução da equação (2.7.1), ao coletar os
coeficientes das derivadas de ordem 2 e 1 do pulso sísmico f , encontramos as equações
que descrevem a cinemática e dinâmica, respectivamente
h
«˜
BTn
Bm
¸2
´
˜
BTn
Bh
¸2ff
“ ´tnBTnBh , (2.7.3)˜
Tn ´ 2hBTnBh
¸
BAn
Bh ` 2h
BAn
Bm
BTn
Bm “ ´hAn
˜
B2Tn
Bm2 ´
B2Tn
Bh2
¸
. (2.7.4)
Como estamos interessados em estudar os eventos de reflexão, então na equação
(2.7.3), consideramos tn “ Tnpm,hq. Obtendo assim a equação iconal
h
«˜
BTn
Bm
¸2
´
˜
BTn
Bh
¸2ff
“ ´TnBTnBh . (2.7.5)
2.7.1 Prova de equivalência cinemática
Considere a transformação da curva do tempo de trânsito Tnpm,hq por meio
da relação
Tnpm,hq “
c
T 2pm,hq ´ 4h
2
v2
, (2.7.6)
que pode ser usada para escrever a equação iconal (2.7.5) como
h
«
T 2
˜
BT
Bm
¸2
´ T
˜
BT
Bh
¸2
`8h
v2
T BTBh ´
16h2
v4
ff
“
˜
T 2 ´ 4h
2
v2
¸˜
4h
v2
´ T BTBh
¸
. (2.7.7)
Aplicando a mudança de variáveis dada por T pm,hq “ T˜ pspm,hq, gpm,hqq, de modo que
s “ m´ h e g “ m` h , a equação (2.7.7) se transforma em˜
T˜ 2 ` pg ´ sq
2
v2
¸˜
BT˜
Bg ´
BT˜
Bs
¸
“ 2pg ´ sqT˜
˜
1
v2
´ BT˜Bg
BT˜
Bs
¸
. (2.7.8)
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Provaremos que em um meio de velocidade constante a função do tempo de trânsito
obedece a equação (2.7.8).
Por meio da aplicação da lei do senos no triângulo SRG, representado na
Figura 15, podemos encontrar as seguintes relações
|SR| “ |SG| cospα2qsenp2γq , (2.7.9)
|RG| “ |SG| cospα1qsenp2γq . (2.7.10)
x
z
S• G••M0
•
R
x1
α1 α α2
γ γ
Fonte: Fomel (2003)
Figura 15 – Raio de reflexão SRG em um meio de velocidade constante, de forma que α1
representa o ângulo de incidência da fonte S, γ o ângulo de reflexão, α2 o
ângulo de emergência no receptor G, e α o ângulo de emergência associado ao
raio de incidência normal M0RM0 no ponto de reflexão R “ px1, zpx1qq.
Usando o fato de que a soma dos ângulos internos de um triângulo qualquer é 180o,
analisando o triângulo SRG temos que
γ “ pα2 ´ α1q2 , (2.7.11)
analogamente podemos inferir do triângulo M0RG que
α “ pα2 ` α1q{2 . (2.7.12)
O comprimento total do raio SRG que parte da fonte em S, reflete no ponto R e registra-se
no receptor em G é dado por
|SR| ` |RG| “ |SG|cospα1q ` cospα2qsenp2γq , (2.7.13)
que por meio das relações (2.7.11) e (2.7.12) pode ser expresso por
|SR| ` |RG| “ |SG|cospα ´ γq ` cospα ` γqsenp2γq . (2.7.14)
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Com o uso das fórmulas de soma de arcos para as funções seno e cosseno, pela equação
(2.7.14) o tempo de trânsito do raio SRG pode ser computado por
T˜ ps, gq “ pg ´ sq
v
cospαq
senpγq . (2.7.15)
Para calcular as derivadas do tempo de trânsito do raio SRG em relação as
posições de fonte e receptor basta usar a seguinte formula do tempo de trânsito
T˜ ps, gq “aps´ x1q2 ` zpx1q2 `apg ´ x1q2 ` zpx1q2 . (2.7.16)
Derivando esta expressão em relação a s e g respectivamente, obtemos
BT˜
Bs “
senpα1q
v
, (2.7.17)
BT˜
Bg “
senpα2q
v
. (2.7.18)
A substituição das relações (2.7.15),(2.7.17) e (2.7.18) na equação iconal (2.7.8)
resulta em
pg ´ sq2
v3
«
cos2pαq ` sen2pγq
sen2pγq
ff
2senpγq cospαq “2pg ´ sq
2
v
cospαq
senpγqˆ«
1´ senpα ` γqsenpα ´ γq
v2
ff
. (2.7.19)
Pelas fórmulas de soma de arcos de seno e cosseno, temos
senpα ` γqsenpα ´ γq “ sen2pαq cos2pγq ´ sen2pγq cos2pαq . (2.7.20)
Assim, usando a identidade (2.7.20) na equação (2.7.19), podemos encontrar a relação
cos2pαq ` sen2pγq “ 1´ sen2pαq cos2pγq ` sen2pγq cos2pαq
“ 1´ cos2pαq ´ cos2pγq ` cos2pαq cos2pγq ´ cos2pγq cos2pαq . (2.7.21)
Pela equação (2.7.21), é imediato que a igualdade é verdadeira para quaisquer ângulos
α e γ, portanto está provado que a equação (2.7.1) trata corretamente a cinemática dos
eventos modelados pela mesma.
2.7.2 Equações características da iconal
Nesta subseção queremos encontrar uma solução da equação (2.7.5), que pode
ser reescrita como
hrH2 ´M2s “ ´TnH , (2.7.22)
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de modo que,
H “ BTnBh , (2.7.23)
M “ BTnBm . (2.7.24)
Podemos resolver a equação (2.7.22) pelo método das características, para tanto
considere a função auxiliar
F pm,h, Tn,M,Hq “ hpH
2 ´M2q
TnH ` 1 . (2.7.25)
Aplicando o método das caractéristicas (Bleistein, 1984) sobre a função auxiliar F , encon-
tramos o sistema de equações diferenciais
dm
dTn “ ´
2hM
TnH ,
dM
dTn “
M
Tn ,
dh
dTn “ ´
1
H
` 2hTn ,
dH
dTn “
M2
TnH . (2.7.26)
A equação mais fácil de se resolver do sistema (2.7.26) é a derivada em relação
a M , que pelo método das variáveis separáveis pode ser expressa por
MpTnq “ C1Tn , (2.7.27)
com C1 sendo uma constante. Usando a expressão (2.7.27) na EDO que define H, podemos
encontrar novamente pelo método das variáveis separáveis que
H2pTnq “ C21T 2n ` C2 . (2.7.28)
Veja que em (2.7.22) temos que pH2 ´M2q “ TnH{h, a partir dessa relação a
expressão (2.7.28) simplifica-se a
TnHpTnq
hpTnq “ C2 , (2.7.29)
ou seja,
HpTnq “ hpTnq
C3Tn , (2.7.30)
onde C3 “ 1{C2. O uso da constante C3 serve para obter uma expressão mais simples para
h.
A equação que define h no sistema (2.7.26) com a substituição da expressão
encontrada para H se torna
dh
dTn “ ´
C3Tn
h
` 2hTn , (2.7.31)
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e com a substituição de vpTnq “ hpTnq{Tn, temos que
dh
dTn “
dv
dTnTn ` v , (2.7.32)
combinando as equações (2.7.31) e (2.7.32), a equação (2.7.31) pode ser vista como
dv
dTnTn “ Gpvq ´ v ,
Gpvq “ ´C3
v
` 2v . (2.7.33)
As operações feitas para obter a equação (2.7.33) a partir de (2.7.31) constituem
um método de substituição conhecida na literatura para solução de EDO’s de primeira
ordem. Agora basta aplicar o método de separação das variáveis para resolver a equação
(2.7.33), obtendo assim
pv2 ´ C3q1{2 “ C4Tn . (2.7.34)
Caso a equação que define H fosse escrita com a constante C2 a diferença
pv2 ´ C3q presente na equação (2.7.34) seria pv2 ´ 1q elevada a C2. É imediato que da
equação (2.7.34) podemos obter
hpTnq “ Tn
a
C24T 2n ` C3 . (2.7.35)
Por meio da substituição C1 “ C5{C2, para alguma constante C5, a equação
(2.7.27) fica sendo
MpTnq “ C5
C3
Tn , (2.7.36)
o uso dessa substituição serve apenas para que a solução de m do sistema (2.7.26) não
dependa de três constantes de integração.
Finalmente, a equação que define m no sistema (2.7.26) pode ser resolvida
facilmente, bastando substituir as expressões paraM e H presentes nas equações (2.7.30) e
(2.7.36), integrando a expressão resultante em relação a Tn, seja a constante de integração
C6, temos que
m “ ´C5T 2n ` C6 . (2.7.37)
Até agora as equações (2.7.36), (2.7.30), (2.7.35) e (2.7.37) dependem das
constante de integração C3,C4,C5,e C6. Na tentativa de encontrar alguma relação entre as
constantes de integração, substituiremos as expressões para M e H, presentes nas equações
(2.7.36) e (2.7.30), na equação iconal (2.7.22), obtendo assim que
h
˜
h2
C23T 2n
´ C5Tn
C3
¸
“ Tn h
C3Tn . (2.7.38)
Capítulo 2. Métodos de TZO 78
Multiplicando a equação (2.7.38) por C3{h, posteriormente isolando h, encon-
tramos a seguinte expressão
h “ Tn
a
C25T 2n ` C3 , (2.7.39)
que quando comparada com a equação (2.7.35) imediatamente nos leva a concluir que
C4 “ C5.
Sumarizando, as soluções do sistema de EDO’s (2.7.26) podem ser expressas
por
m “ ´λ2T 2n ` λ1 , (2.7.40)
h “ Tn
a
λ22T 2n ` λ3 , (2.7.41)
M “ λ2
λ3
Tn , (2.7.42)
H “ h
λ3Tn , (2.7.43)
sendo que λ1 “ C5, λ2 “ C6 e λ3 “ C3. Para encontrar uma solução para as equações
(2.7.40)-(2.7.43) precisamos de condições iniciais para determinarmos as constantes λ1,λ2
e λ3. Supondo que a primeira derivada da função do tempo de trânsito Tn em relação ao
afastamento é continua, podemos usar as seguintes condições iniciais
T0pm0q “ Tnpm0, h “ 0q , BTnBh pm0, hq
∣∣∣∣∣
h“0
“ 0 . (2.7.44)
A derivada do tempo de trânsito em relação ao afastamento na equação (2.7.44)
é nula por ser continua e pelo fato da função do tempo de trânsito ser par em relação ao
afastamento (princípio da reciprocidade). Usando as condições iniciais (2.7.44) e a equação
(2.7.22) podemos então encontrar os valores das constantes
λ3 “ ´ 1pT 10 q2 ,
λ2 “ ´ 1T 10T0 , (2.7.45)
λ1 “ m0 ´ T0T 10 ,
de modo que T0 “ T0pm0q, e T 10 denota a derivada da função do tempo de trânsito zero-
offset em relação ao ponto médio. Substituindo as constantes obtidas em (2.7.45) nas
equações (2.7.40)-(2.7.43) encontramos
mpTnq “ m0 ` T
2
n ´ T 20
T0T 10
, (2.7.46)
hpTnq “ T 2n T
2
n ´ T 20
pT0T 10 q2 . (2.7.47)
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Obviamante não existe solução para o caso em que T 10 “ 0, porém neste caso apenas a
corrreção NMO é suficiente. O parâmetro que diferencia um raio de outro é o ponto de
reflexão, isto pode ser visto ao considerar as equações auxiliares
T0px1q “ Tvpx1q secpαq “ Tvpx1q
c
1` v
2
4 T
1
v px1q , (2.7.48)
m0px1q “ x1 ` v
2
4 Tvpx
1qT 1v px1q , (2.7.49)
onde Tvpx1q representa o tempo vertical até o ponto de reflexão, T 1v px1q a derivada de Tv
em relação a x1 (veja Figura 15). A partir das duas equações que obtemos, a derivada da
curva do tempo de trânsito zero-offset é
dT0
dm0
“ T
1
0 px1q
m
1
0px1q “
pTnq1vpx1qa
1` v2ppTnq1vpx1qq2{4
. (2.7.50)
As equações (2.7.48) a (2.7.50) mostram que os raios são unicamente determinados ao
fixar o ponto de reflexão, portanto um raio determinado pelo sistema de EDO’s (2.7.26) é
relativo a continuação do afastamento para um ponto de reflexão fixo.
2.7.3 Prova de equivalência dinâmica
A dinâmica da equação da continuação do afastamento (2.7.1) é controlada
nas frequências mais altas pela equação (2.7.1). Esta mesma pode ser escrita como«˜
Tn ´ 2hBTnBh
¸
Ha ` 2hMaBTnBm ` hAn
˜
B2Tn
Bm2 ´
B2Tn
Bh2
¸ff˜
TnBTnBh
¸´1
“ 0 , (2.7.51)
de modo que Ha “ BAn{Bh e Ma “ BAn{Bm. A multiplicação da equação (2.7.4) pelo fator
pTnBTn{Bhq´1 serve para que os raios pmpTnq, hpTnqq sejam os mesmos que os definidos em
(2.7.40) e (2.7.41).
Aplicando o método das características para resolver a equação (2.7.51), pode-
mos obter que
dAn
dTn “ Anh
«
B2Tn
Bm2 ´
B2Tn
Bh2
ff˜
TnBTnBh
¸´1
, (2.7.52)
cuja solução é dada por
AnpTnq “ AnpT0q exp
#ż Tn
T0
h
«
B2Tn
Bm2 ´
B2Tn
Bh2
ff˜
TnBTnBh
¸´1
dTn
+
. (2.7.53)
No caso de um refletor plano podemos encontrar uma solução simples para
a equação (2.7.53), para tanto veja que o tempo de trânsito após correção NMO de um
refletor inclinado pelas equações (2.3.7) e (2.3.12) é dado por
Tnpm,hq “ 2senpαq
v
?
m2 ´ h2 , (2.7.54)
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supondo que a intersecção do refletor com a superfície ocorre na origem. Calculando as
derivadas necessárias para resolver a integral na equação (2.7.53) encontramos que
AnpTnq “ AnpT0qT0Tn . (2.7.55)
Para um caso mais geral de um refletor curvo, primeiramente veja que o termo
hpTnBTn{Bhq é igual a constante λ3, isto pode ser visto na equação (2.7.43). Veja também
que por (2.3.15) temos que
h
˜
TnBTnBh
¸´1
“ ´ v
2
4sen2pαq . (2.7.56)
O cálculo das derivadas de segunda ordem dentro da integral em (2.7.53) é
feito no apêndice A de Fomel (2003), segundo o qual
Tn
˜
B2Tn
Bm2 ´
B2Tn
Bh2
¸
“ 4cos
2pγq
v2
˜
sen2pαq `DK
cos2pγq `DK
¸
, (2.7.57)
sendo que D é o comprimento do raio de incidência normal, e K a curvatura do refletor
no ponto de reflexão. Lembrando como já foi mostrado na subseção anterior que os raios
que obedecem a equação (2.7.4) estão associados a um mesmo ponto de reflexão, portanto
espera-se que um raio possa ser parametrizado pelo ângulo de reflexão.
Sabemos das seções anteriores que a relação entre os tempos de trânsito de um
raio de incidência normal e de um de afastamento comum é dada por
Tn “ T0 ha
h2 ´ pm´m0q2 , (2.7.58)
com a reescrita dos termos m0,m e h em função do ângulo de reflexão, a equação (2.7.58)
pode ser usada na mudança da variável de integração na equação (2.7.53).
Referindo-se a Figura 15 é simples ver que
m0 “ x1 `Dsenpαq . (2.7.59)
Os comprimento dos raios SR e RG podem ser escritos em função do raio de
incidência normal, que pela lei dos senos nos fornece
SR “ D cospαqcospα1q , (2.7.60)
RG “ D cospαqcospα2q . (2.7.61)
Com as relações entre os comprimentos dados pelas equações (2.7.60) e (2.7.61), as
coordenadas de fonte e receptor são dadas por
s “ x1 ` senpα1qSR “ x1 `D senpα1q cospαqcospα1q , (2.7.62)
g “ x1 ` senpα2qRG “ x1 `D senpα2q cospαqcospα2q . (2.7.63)
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Finalmente, usando que m “ ps` gq{2 e h “ pg ´ sq{2, pelas equações (2.7.62)
e (2.7.63) podemos obter que
m “ x1 `D senpαq cos
2pαq
cos2pαq ´ sen2pγq , (2.7.64)
h “ x1 `Dcospαqsenpγq cospγqcos2pαq ´ sen2pγq . (2.7.65)
Inserindo as equações (2.7.59), (2.7.64) e (2.7.65) na equação (2.7.58) podemos
encontrar que
a “ ha
h2 ´ pm´m0q2 “
cospαq cospγqa
cos2pαq ´ sen2pγq . (2.7.66)
Considerando x “ cos2pγq, a expressão (2.7.66) se torna
apxq “ cospαq
?
x
cos2pαq ´ 1` x , (2.7.67)
portanto a derivada de Tn em relação a x é dada por
dTn
dx
“ T0 12
«
cospαq?
x
a
cos2pαq ´ 1` x´ cospαq
?
xa
cos2pαq ´ 1` x
ff
1
cos2pαq ´ 1` x
“ ´Tn2
sen2pαq
pcos2pγq ´ sen2pαqq cos2pγq . (2.7.68)
Com o auxílio das equações (2.7.56), (2.7.57), e com o jacobiano de mudança
de variáveis (2.7.68), a integral em (2.7.53) pode então ser escrita como
´12
ż cos2pγq
cos2pγ0q
˜
1
x´ sen2pαq ´
1
x`DK
¸
dx , (2.7.69)
e analiticamente resolvida com a função logaritmo. A expressão final para a amplitude
AnpTnq se torna
AnpTnq “ AnpT0q
a
cos2pγq ´ sen2pαqa
cos2pγ0q ´ sen2pαq
˜
cos2pγ0q `DK
cos2pγq `DK
¸1{2
“ AnpT0q T0 cospγqTn cospγ0q
˜
cos2pγ0q `DK
cos2pγq `DK
¸1{2
. (2.7.70)
O espalhamento geométrico em um meio de velocidade constante, pode ser
obtido pela fórmula de decomposição do espalhamento geométrico dada em (2.6.18),
resultando em
LpmpTnq, hpTnqq “ v
gffeT 2n `
˜
2hpTnq
v
¸2c
2lslg
D
a
cos2pγq `DKa
cospγq , (2.7.71)
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de modo que ls e lg representam os comprimentos dos raios da fonte até a o ponto de
reflexão e do ponto de reflexão ao receptor respectivamente. Aplicando a lei dos senos nos
triângulos SRM0 e SRG podemos ver que
2lslg
D
“ 4hcospαqp2γq , (2.7.72)
portanto pela relação (2.7.15) concluímos que
LpmpTnq, hpTnqq “ v
gffeT 2n `
˜
2hpTnq
v
¸2a
cos2pγq `DK
cos γ . (2.7.73)
Com a fórmula (2.7.73) em mãos podemos identificar que a amplitude AnpTnq
é dada por
AnpTnq “ ApT0qL0L1
T
Tn , (2.7.74)
sendo que A representa o termo de amplitude de uma seção sísmica antes da correção
NMO, L0 “ LpmpT0q, hpT0q “ 0q e L1 “ LpmpTnq, hpTnqq. A relação obtida para AnpTnq
nos mostra que o espalhamento geométrico é transformado do inicial presente nos dados
para o novo, e além disso, veja que se a wavelet f do ansatz (2.7.2) for uma distribuição
Delta de Dirac, então
Aδpt´ T pm,hqq “ t
tn
Aδptn ´ Tnpm,hqq , (2.7.75)
portanto An “ Apt{tnq, assim exceto com relação ao coeficiente de reflexão, a equação da
continução do afastamento (2.7.1) preserva a amplitude espectral AnpTnq.
Com o uso de um fator de correção pt{tnq no estágio de correção NMO dos
dados, a transformação para zero-offset obedece o mesmo conceito de amplitude verdadeira
definida em L.Black et al. (1993).
2.7.4 Solução integral da equação da continuação do afastamento
Nesta subseção desenvolvemos pelo método de Riemann (H.Martin, 1951) uma
solução integral da equação da continuação do afastamento (2.7.1), para isso abrimos
em mais detalhes o Apêndice B (Fomel, 2000), que traz a solução pelo mesmo método,
entretanto de forma muito resumida. Considerando o seguinte problema de Cauchy
P p0qpm, tnq “ Pnpm, tn, h “ h1q , (2.7.76)
P p1qpm, tnq “ BPnpm, tn, hqBh
∣∣∣∣∣
h“h1
, (2.7.77)
para algum afastamento inicial h1.
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O método de Riemann pode ser descrito como um método de resolução integral
de EDP’s do tipo
B2f
BxBy ` a
Bf
Bx ` b
Bf
By ` cf ` d “ 0 , (2.7.78)
sendo a “ apx, yq,b “ bpx, yq,c “ cpx, yq,d “ dpx, yq e f “ fpx, yq.
Dada uma EDP no formato da equação (2.7.78), o método de Riemann resolve
o problema de Cauchy associado, isto é, supõe conhecidas a função f e suas derivadas de
primeira ordem em alguma curva no plano px, yq. A formulação matemática do método é
fpx, yq “ 12rfpXqgpXq ` fpY qgpY qs `
ż Y
X
˜
g
f
Bx ´ f
Bg
Bx
¸
´ apfgq dx
´
˜
g
Bf
By ´ f
Bg
By
¸
´ bfg dy , (2.7.79)
sendo que a integral é de linha, ao longo de uma curva Σ entre os pontos X e Y, e g é
solução da equação parcial diferencial adjunta da EDP (2.7.78).
A função g “ gpx1, y1;x, yq, chamada de função de Riemann, é definida como
solução da equação adjunta da EDP em (2.7.78), ou seja, satisfaz
B2g
BxBy ´
Bpagq
Bx `
Bpbgq
By “ 0 , (2.7.80)
com as condições iniciais
gpx, y1;x, yq “ exp
ż y1
y
bpx, tqdt , (2.7.81)
gpx1, y;x, yq “ exp
ż x1
x
apx, tqdt . (2.7.82)
2.7.4.1 Formatação da equação de continuação do afastamento
Por meio de uma mudança de variáveis podemos transformar a equação (2.7.1)
numa do tipo (2.7.78). Primeiramente considere que Pnpm, tn, hq “ HptnqtnQpm, tn, hq,
sendo que a introdução da função de Heaviside Hptnq serve para representar um dado
causal, e a multiplicação por tn uma estratégia para que a equação adjunta fique mais
simples e não dependa das derivadas de primeira ordem. A equação da continuação do
afastamento, escrita em função de Q é dada por:
h
B2Q
Bm2 “ h
B2Q
Bh2 ` tn
B2Q
BhBtn `
BQ
Bh . (2.7.83)
Com a transformada de Fourier sobre o ponto médio m na equação (2.7.83)
ficamos com
h
B2Qˆ
Bh2 ` tn
B2Qˆ
BtnBh `
BQˆ
Bh ` hk
2Qˆ “ 0 , (2.7.84)
Capítulo 2. Métodos de TZO 84
que pode ser resolvida pelo método de Riemann para cada valor de frequência k, mediante
uma mudança de variáveis.
Considere uma mudança de variáveis definida por Zpk, ξptn, hq, ηptn, hqq “
Qˆpk, tn, hq, de modo que o Jacobiano de mudança de variáveis seja não nulo na região
em que se quer resolver a EDP (2.7.1). O computo das derivadas da função Zpk, ξ, ηq são
dadas por
B2Z
Bh2 “
B2Z
BξBη
˜
2 BξBh
Bη
Bh
¸
` B
2Z
Bη2
˜
Bη
Bh
¸2
` B
2Z
Bξ2
˜
Bξ
Bh
¸2
` BZBξ
˜
B2ξ
Bh2
¸
` BZBη
˜
B2η
Bh2
¸
, (2.7.85)
B2Z
BtnBh “
B2Z
BξBη
˜
Bξ
Bh
Bη
Btn `
Bη
Bh
Bξ
Btn
¸
` B
2Z
Bξ2
˜
Bξ
Btn
Bξ
Bh
¸
` BZBη2
˜
Bη
Btn
Bη
Bh
¸
` BZBξ
˜
B2ξ
BhBtn
¸
` BZBη
˜
B2η
BhBtn
¸
.
Substituindo as relações para as derivadas encontradas em (2.7.85) na equação
(2.7.84) é facil ver que tanto η quanto ξ são determinados pela mesma equação (escrita
para η)
Bη
Bh
˜
h
Bη
Bh ` tn
Bη
Btn
¸
“ 0 , (2.7.86)
de onde imediatamente podemos inferir as equações
Bξ
Bh “ 0 , (2.7.87)
h
Bη
Bh ` tn
Bη
Btn “ 0 . (2.7.88)
A equação (2.7.87) nos diz que ξ deve ser apenas função de tn. Para resolver a
equação (2.7.88) veja que se ηptn, hptnqq “ C para alguma constante real C, sobre alguma
curva hptnq no domínio ptn, hq, então
Bη
Btn “
Bη
Btn `
Bη
Bh
dh
dtn
“ 0 , (2.7.89)
e nos leva a concluir que
dh
dtn
“ ´ BηBtn
˜
Bη
Bh
¸´1
, (2.7.90)
desde que a derivada de η em relação a h não se anule no domínio em questão.
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Usando a identidade (2.7.90) na equação (2.7.88) sob o domínio definido pela
curva hptnq, encontramos que esta curva deve obedecer a uma equação diferencial ordinária
de primeira ordem, dada por
dh
dtn
“ h
tn
. (2.7.91)
Pelo método de variáveis separáveis a EDO na equação (2.7.91) pode ser
facilmente resolvida por
h “ Ctn , (2.7.92)
sendo C uma constante real qualquer, portanto uma possível solução para a equação
(2.7.88) é
η “ p
˜
h
tn
¸
, (2.7.93)
com p sendo uma função qualquer de classe C1pDq, em que D corresponde ao domínio
ptn, hq a ser considerado na solução da equação (2.7.1).
Tomando ppxq “ x2{2, o coeficiente do termo que multiplica a derivada mista
de Z é 1, e pode ser usado para definir as seguintes mudanças de coordenadas
ξ “ t
2
n
2 , (2.7.94)
η “ h
2
2t2n
. (2.7.95)
A equação da continuação do afastamento (2.7.1) escrita em função de Z é
B2Z
BξBη ` k
2Z “ 0 , (2.7.96)
que é auto-adjunta, tomando Z “ fpφ1pξqφ2pηq, kq com f de classe C2,φ1pξq e φ2pηq
funções de classe C1, veja que a inserção desta tentativa de solução na equação (2.7.96)
resulta em
f2pφ1φ2, kqBφ1Bξ
Bφ2
Bη φ1φ2 ` f
1pφ1φ2, kqBφ1Bξ
Bφ2
Bη ` k
2fpφ1φ2, kq “ 0 , (2.7.97)
considerando que
Bφ1
Bξ
Bφ2
Bη “
k2
φ1φ2
, (2.7.98)
podemos concluir
Bφ1
Bξ “ k
1
φ1
, (2.7.99)
Bφ2
Bη “ k
1
φ2
. (2.7.100)
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Pelas equações (2.7.99) e (2.7.100) a equação (2.7.96) pode ser escrita como
f2pzq ` 1
z
f 1pzq ` fpzq “ 0 , (2.7.101)
que é uma solução da equação diferencial do tipo 1 de ordem zero de Bessel, portanto
Rpk, ξ, η; ξ0, η0q “ J0p2k
a
ξ ` C1
a
η ` C2q , (2.7.102)
para certas constantes reais C1 e C2 é solução da EDP (2.7.96).
Aplicando as condições iniciais presentes nas equações (2.7.81) e (2.7.82),
sabendo que a função J0 é igual a 1 somente em zero, implica que
Rpk, ξ0, 1´ C2; ξ0, η0q “ J0p2k
a
ξ0 ` C1q “ 1 , (2.7.103)
portanto concluímos que C1 “ ´ξ0, analogamente teremos que C2 “ ´η0, e assim a função
de Riemann, solução da EDP (2.7.96) pode ser expressa por
Rpk, ξ, η; ξ0, η0q “ J0p2k
a
ξ ´ ξ0?η ´ η0q . (2.7.104)
2.7.4.2 Solução pelo método de Riemann
A curva ao longo da qual devemos integrar no método de Riemann para resolver
a EDP (2.7.96) é uma curva que corresponde a um certo afastamento fixo h1, sendo definida
por ξ η “ h
2
1
4 , ou seja, se trata de uma hipérbole, portanto temos que
Zpk, ξ, ηq “ 12rZpXq ` ZpY qs
` 12
ż
Σ
˜
Rpk, ξ1, η1; ξ, ηqBZpk, ξ1, η1qBξ1 ´
BRpk, ξ1, η1; ξ, ηq
Bξ1 Zpk, ξ1, η1q
¸
dξ1
´ 12
ż
Σ
˜
Rpk, ξ1, η1; ξ, ηqBZpk, ξ1, η1qBη1 ´
BRpk, ξ1, η1; ξ, ηq
Bη1 Zpk, ξ1, η1q
¸
dη1
(2.7.105)
Integrando por partes as duas integrais em (2.7.105), podemos obter que
Zpk, ξ, ηq “ BBξ
ż
Σ
Rpξ1, η1, k; ξ, ηqZpξ1, η1, kq dξ1 ´
ż
Σ
Rpξ1, η1, k; ξ, ηqBZpξ1, η1, k; ξ, ηqBη1 dη1 .
(2.7.106)
Voltando para o domínio inicial ptn, hq, a integral na equação (2.7.106) deve
ser reescrita como
Pˆnpk, tn, hq “ HptnqpPˆ p0qn pk, tn, hq ` tnPˆ p1qn pk, tn, hqq , (2.7.107)
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de modo que
Pˆ p0qn pk, tn, hq “ BBtn
ż tn
ph1{hqtn
Pˆ p0qpk, |t1|qJ0
˜
k
gffe˜h2
t2n
´ h
2
1
t21
¸
pt2n ´ t21q
¸
dt1 , (2.7.108)
Pˆ p1qn pk, tn, hq “
ż tn
ph1{hqtn
Pˆ p1qpk, |t1|qJ0
˜
k
gffe˜h2
t2n
´ h
2
1
t21
¸
pt2n ´ t21q
¸
h1
t21
dt1 , (2.7.109)
e a notação Pˆ p0qpk, |t1|q e Pˆ p1qpk, |t1|q, correspondem respectivamente as transformadas de
Fourier em relação a m das funções P p0qpm, tnq e P p1qpm, tnq, assim como definidas nas
equações (2.7.76) e (2.7.77). A transformada inversa de Fourier em relação a k da função
de Bessel presente nas integrais (2.7.108) e (2.7.109) é dada por
F´1rJ0pakqspmq “ 1
pi
rectp´m{2aq?
a2 ´m2 , (2.7.110)
em que
a “
gffe˜h2
t2n
´ h
2
1
t21
¸
pt2n ´ t21q . (2.7.111)
Supondo que definamos um domínio de integração R`, em (2.7.108) e (2.7.109),
somente onde o argumento da raíz presente na transformada inversa de Fourier da função
de Bessel seja positiva, pelo teorema da convolução, podemos então obter as seguintes
formulações integrais
P p0qn pm, tn, hq “ BBtn
ż ż
D`
1
pi
P p0qpm1, t1qHpΘq?Θ dm1 dt1 , (2.7.112)
P p1qn pm, tn, hq “
ż ż
D`
1
pi
P p1qpm1, t1qHpΘq?Θ
h1
t21
dm1 dt1 , (2.7.113)
sendo que o argumento Θ “ Θpm1, t1, h1;m, tn, hq é dado por
Θ “
˜
h2
t2n
´ h
2
1
t21
¸
pt2n ´ t21q ´ pm1 ´mq2 . (2.7.114)
As funções P p0qn pm, tn, hq e P p1qn pm, tn, hq ainda podem ser simplificadas usando as relações
1?
pi
Hptq?
t
“ I1{2˘t δptq , (2.7.115)
Hpt2 ´ a2q?
t2 ´ a2 «
1?
2a
Hpt´ aq?
t´ a , (2.7.116)
sendo que I1{2˘t representa o operador de meia integral, com o sinal positivo é considerado
causal, caso contrário anticausal, e é definido por
I1{2˘t fptq “ 12pi
ż `8
´8
1?˘iω fˆpωqe
iωt dω . (2.7.117)
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A equação (2.7.115) pode ser obtida ao aplicar a transformada de Melin sobre a função
Hptq{?t. Na aproximação (2.7.116), considerando a decomposição pt2´a2q “ pt´aqpt`aq,
observe que Hppt´ aqpt` aqq “ Hpt´ aq para t, a ą 0 e que pt2 ´ a2q tende a 2apt´ aq à
medida que t se aproxima de a, validando a aproximação em questão.
Para podermos usar a igualdade (2.7.115) sobre o termo HpΘq{?Θ, vamos
usar a aproximação dada em (2.7.116). Para tanto faremos a decomposi¸ao Θ em relação
as suas raízes, ao considerar t1 como a unica variável. Veja que
t21t
2
nΘ “ ´t41h2 ` t21t2nph21 ` h2 ´ ξ2q ´ t4nh21 , (2.7.118)
com ξ “ pm1 ´mq, é uma equação quadrática em relação a t21. Portanto
θp˘q
2 “ t21 “ ´t
2
nU ˘
a
U2t4n ´ 4h2h21t4n
´2h2
“ t
2
n
h2
«
U ˘ V
2
ff
, (2.7.119)
com U e V definidos por
U “ h21 ` h2 ´ ξ2 , (2.7.120)
V “aU2 ´ 4h2h21 , (2.7.121)
Portanto os limites de integração no domínio D` em relação a m1 deve ser tomado de
forma que U ą 0, e isso implica que V ą 0 e U ą V .
Por meio das duas raízes de Θ em relação a t1 obtidas na equação (2.7.119),
temos que
Θ “ ´h
2
t21t
2
n
rpt21 ´ θp`q2qpt21 ´ θp´q2qs . (2.7.122)
As raízes θp˘q estão associadas ao tempo de trânsito de demigração da isócrona
associada a um ponto pm, tnq e meio afastamento h, em uma seção de meio afastamento h1
(vide apêndice B de Fomel (2000)). Veja que a continuação para afastamentos maiores cor-
responde a um expressão de tempo de trânsito maior, no caso contrário este tempo diminui.
Fisicamente então faz sentido considerar que a raíz a ser considerada no empilhamento
está relacionada à signph´ h1q. Supondo que ph´ h1q ą 0, veja que
HpΘq?
Θ
“ Hppθ
p`q2 ´ t21qpt21 ´ θp´q2qqapθp`q2 ´ t21qpt21 ´ θp´q2q t1tnh , (2.7.123)
para t1 próximo de θp`q temos aproximadamente que
HpΘq?
Θ
“ Hppθ
p`q2 ´ t21qpθp`q2 ´ θp´q2qqqa
θp`q2 ´ t21
apθp`q2 ´ θp´q2q t1tnh
“ Hpθ
p`q2 ´ t21qa
θp`q2 ´ t21
t1?
V
. (2.7.124)
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Na equação (2.7.124) note que θp`q2´ t21 ą 0, se e somente se t2n ą 2t21h2{pU `V q. Portanto
a equação (2.7.124) pode ser reescrita como
HpΘq?
Θ
“
H
´
t2n ´ t21 2h2U`V
¯
b
t2n ´ t21 2h2U`V
t1?
V
?
2h?
U ` V , (2.7.125)
que com a aproximação (2.7.116) resulta em
HpΘq?
Θ
“
H
´
tn ´ t1 h
?
2?
U`V
¯
b
tn ´ t1 h
?
2?
U`V
t1?
V
?
2h?
U ` V
1
21{4
pU ` V q 14?
h
1?
2
1?
t1
. (2.7.126)
Usando a igualdade (2.7.115) em (2.7.126), fornece
HpΘq?
Θ
“ I1{2`tnδ
˜
tn ´ t1
?
2h?
U ` V
¸?
ht1?
V
1
pU ` V q 14
1
2 14
. (2.7.127)
Substituindo a equação (2.7.127) nas integrais que definem P p0qn pm, tn, hq e P p1qn pm, tn, hq,
a integração em relação a t1 pode ser avaliada, devido a propriedade da peneira da
distribuição Delta de Dirac, obtemos
P p0qn pm, tn, hq “ D1{2`tn
ż
w
p`q
0 pξ; tn, h1, hqP p0qpm` ξ, θp`qq dξ , (2.7.128)
tnP
p1q
n pm, tn, hq “ I1{2`tn
ż
w
p`q
1 pξ; tn, h1, hqP p1qpm` ξ, θp`qq dξ , (2.7.129)
com as funções peso wp`q0 e w
p`q
1 dadas por
w
p`q
0 pξ; tn, h1, hq “ 1?2pi
θp`q?
tnV
, (2.7.130)
w
p`q
1 pξ; tn, h1, hq “ 1?2pi
?
tnh1?
V θp`q
. (2.7.131)
Para obter a função peso wp`q1 uma aproximação de alta frequência é usada,
esta aproximação pode ser obtida ao se perguntar: Qual a diferença entre tI1{2`t fptq e
I1{2`t rtfptqs ? Aplicando a transformada de Fourier sobre esses dois termos, veja que
FttI1{2`t fptqupωq “ i
#
´i
2piωq3{2 fˆpωq `
dfˆpωq
dω
1?
iω
+
, (2.7.132)
FtI1{2`t rtfptqsupωq “ idfˆpωqdω
1?
iω
. (2.7.133)
Comparando as transformadas de Fourier, percebe-se que a única diferença reside no
primeiro termo da equação (2.7.132), entretanto o mesmo tende a zero mais rápido que o
segundo termo, à medida que ω explode.
Capítulo 2. Métodos de TZO 90
Analogamente, se signph´ h1q ă 0, a aproximação (2.7.127) faz mais sentido
ao considerar que a maior contribuição nas integrais em (2.7.112)-(2.7.113) está em torno
de t1 “ θp´q. O mesmo raciocínio que foi empregado para obter as equações (2.7.132) e
(2.7.133) pode ser usado, resultando em um empilhamento sobre a curva θp´q, bem como
funções peso que dependem de θp´q. Veja também que em (2.7.127) deve aparecer um sinal
de negativo no termo
?
V . Portanto, os pesos terão a mesma expressão que em (2.7.130) e
(2.7.131), com θp´q no lugar de θp`q e multiplicados por ´i. Na definição de meia derivada
veja que I1{2`tn “ iI1{2´tn , além disso
B
Btn I
1{2
´tn “ ´D1{2´tn . (2.7.134)
De acordo com os comentários do parágrafo anterior, podemos então obter a
seguinte formulação para a solução integral da equação da continuação do afastamento
Pnpm, tn, hq “D1{2˘tn
ż
w
p˘q
0 pξ; tn, h1, hqP p0qpm` ξ, θp˘qpξ; tn, h1, hqq dξ
˘ I1{2˘tn
ż
w
p˘q
1 pξ; tn, h1, hqP p1qpm` ξ, θp˘qpξ; tn, h1, hqq dξ , (2.7.135)
sendo que as expressões para os pesos wp´q0 e w
p´q
1 são as mesmas que em (2.7.130) e
(2.7.131), bastando trocar θp`q por θp´q.
O caso particular da continuação para o afastamento nulo, pode ser obtido ao
usar a regra de L’Hôpital, no limite
θp´qpξ; tn, h1, h “ 0q “ lim
hÑ0
tn
h
c
U ´ V
2 ,
obtendo que
θp´qpξ; tn, h1, 0q “ tnh1a
h21 ´ ξ2
, (2.7.136)
além disso, notando que a correção NMO em uma seção zero-offset resulta na própria
seção, podemos identificar a curva de empilhamento (2.7.136) como sendo a mesma que a
obtida em (2.2.14).
Aplicando a transformada de Fourier em relação a tn nas equações (2.7.108) e
(2.7.109), podemos identificar integrais conhecidas (I.S.Gradshtein and I.M.Ryzhik, 1994),
portanto
Pˆ p0qn pk, ω, hq “ i
ż `8
´8
Pˆ p0qpk, |t1|qsenpAωt1q
A
dt1 , (2.7.137)
Pˆ p1qn pk, ω, hq “ i
ż `8
´8
h1
t21
Pˆ p1qpk, |t1|qsenpAωt1q
A
dt1 , (2.7.138)
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de modo que
A “
gffe1`˜kh1
ωt1
¸2
. (2.7.139)
O termo (2.7.137) é exatamente a parte imaginária do DMO de Hale, como pode
ser visto ao compará-lo com a equação (2.3.21). A.Stovas and S.Fomel (1996) mostram
que a parte real da integral de Hale traz mais ruído do que informação coerente, portanto
podemos concluir que o termo responsável pela correção de amplitude está associado ao
termo Pˆ p1qn .
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3 Experimentos Numéricos
Neste capítulo são apresentados experimentos numéricos realizados para a
simulação de uma seção zero-offset a partir de uma seção de afastamento comum. Os
métodos utilizados são: Empilhamento com o método de Deregowski, DMO integral de
Black e MZO integral do tipo Kirchhoff. Os dois últimos métodos, em um modelo de
velocidade constante, podem em sequência ser vistos como um aperfeiçoamento do método
de Deregowski, como se percebe na teoria utilizada em seu desenvolvimento.
Como o mapeamento cinemático do DMO integral de Black é o mesmo que o
método de Deregowski por empilhamento, então a respeito desse atributo não devemos ver
diferença nas seções zero-offset simuladas por ambos os métodos. O método de Deregowski
não se utiliza de nenhum critério de amplitude verdadeira, portanto para este método
compararemos apenas a qualidade da seção simulada com respeito a cinemática.
São apresentados experimentos numéricos usando os três métodos em dois
modelos de velocidade constante diferentes. Faremos também um experimento considerando
um dado de mais alta frequência, com o objetivo de mostrar que quanto mais alto o conteúdo
de frequência menor o erro de amplitude cometido, e por último é considerado um modelo
de velocidade com gradiente vertical constante para a aplicação do MZO integral do
tipo Kirchhoff. Deste modo, conseguimos fazer uma comparação de qualidade da seção
zero-offset simulada que obtemos pelos métodos utilizados em relação à seção zero-offset
modelada.
3.1 Modelos de velocidade constante
As seções de afastamento comum utilizadas nos métodos de TZO assim como as
seções zero-offset são modeladas por teoria de raios aplicados a equação da onda acústica,
com wavelet do tipo Ricker normalizada com frequência pico de 30 Hz, duração T “ 66 ms
sem atraso, e amostragem temporal de 2 ms. Para facilitar a comparação, consideramos o
coeficiente de reflexão unitário, visto que não temos como transformar o coeficiente de
reflexão presente em cada traço de um seção de afastamento comum para o coeficiente de
reflexão correspondente a um mesmo ponto de reflexão, presente em certo traço de uma
seção zero-offset.
3.1.1 Refletor circular
O primeiro modelo de refletor é dado por uma porção de um círculo, de modo
que, no meio em questão, acima do refletor a velocidade é v0 “ 2.5 km/s, e abaixo do
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refletor v1 “ 3 km/s, além disso tomamos que a densidade é unitária ao longo de todo
modelo. Tal modelo está ilustrado na figura 16.
Utilizamos como entrada para os método de TZO uma seção de afastamento
comum de 500 m, cujos pontos médios variam de 0 a 7 km, e espaçamento entre os pontos
médios de 10 m. O objetivo é simular a seção zero-offset que seria obtida ao considerar
os tiros nos mesmos pontos médios do dado. Na Figura 17 temos o dado de afastamento
comum modelado com o modelo de velocidade da Figura 16. Na Figura 18, temos as
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Figura 16 – Modelo de velocidade com a escala correta utilizado no pr imeiro experimento,
sendo que a descontinuidade do modelo esta localizada ao longo de um refletor
circular.
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Figura 17 – Seção de meio afastamento comum de 500 m modelada por teoria de raios.
duas curvas do tempo de trânsito das amplitudes pico das seções de afastamento comum e
zero-offset, modeladas por teoria de raios de ordem zero.
A seção zero-offset simulada com o dado da Figura 17 pelos três métodos de
TZO, bem como a seção zero-offset modelada com este mesmo modelo de velocidade está
representado na Figura 19.
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Figura 18 – Curvas que representam o tempo de trânsito das amplitudes pico das seções
modeladas: em azul o dado de entrada, e na cor laranja a seção zero-offset.
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Figura 19 – (a) Seção zero-offset modelada por teoria de raios de ordem zero. Simulações
da seção zero-offset: (b) DMO integral de Black; (c) MZO integral do tipo
Kirchhoff; (d) Método de Deregowski (Smear-Stack Operator).
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Analisando a Figura 19, vemos que a aplicação de todos os três métodos
apresentam a cinemática correta como já esperávamos da teoria. Um efeito fantasma pode
ser visto próximo ao evento de reflexão. Tal anomalia poderia ser removida por um taper
adequado, além disso observamos um certo estiramento da wavelet, como já esperávamos
da teoria.
Para se fazer uma análise mais precisa dos resultados obtidos na Figura 19 foi
feito um gráfico de erro na Figura 20c, mostrando os erros relativos entre as amplitudes
pico obtidas em cada traço das simulações obtidas nas Figuras 19b - 19c com a amplitude
pico de cada traço da seção zero-offset modelada da Figura 19a. As curvas do tempo de
trânsito das amplitudes pico, relativas às seções das Figuras 19a - 19c estão ilustradas na
Figura 20a, e na Figura 20b as amplitudes pico em cada uma dessas curvas.
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Figura 20 – (a) Curvas de tempo de trânsito de amplitudes pico construídas a partir de
cada traço das Figuras 19a-19c; (b) Amplitudes pico associadas as curvas
de tempo de trânsito da Figura 20a; (c) Erros relativos entre as curvas de
amplitude da seção zero-offset simulada com a modelada a partir da Figura
20b.
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As curvas de tempo de trânsito na Figura 20a são quase indistinguíveis, a
“maior” diferença encontra-se na borda, isto devido a falta de dados necessários para o
empilhamento. O efeito de borda pode ser visto mais claramente por meio da Figura 20b,
vemos que em praticamente todos os pontos médios as curvas de amplitude são muito
parecidas, todavia, na borda há uma grande divergência em relação a curva da seção
zero-offset modelada. Por este motivo que na Figura 20c cortamos os erros relativos dos
50 primeiros e últimos traços.
Veja na Figura 20 que o erro relativo tanto do método de Black quanto o MZO
integral do tipo Kirchhoff apresentam um erro muito pequeno em relação a amplitude,
com a maior parte numa faixa de 0.2 %.
3.1.2 Refletor senoidal
Consideremos agora um refletor senoidal, de modo que acima do refletor a
velocidade seja novamente de v0 “ 2.5 km/s, e abaixo do refletor v1 “ 3 km/s, considerando
a densidade unitária ao longo do experimento, o modelo de velocidade em questão está
ilustrado na Figura 21.
1 2 3 4 5 6 7 8 9 10 11 12 13
Distância [km]
1
2
3
4P
ro
fu
nd
id
ad
e 
[km
]
Figura 21 – Modelo de velocidade com escala correta, de modo que a descontinuidade do
modelo está localizada ao longo do refletor senoidal.
Foi usado como dado de entrada para os métodos de TZO uma seção de meio
afastamento comum de 500 m, com pontos médio em um intervalo de 0 a 7 km e incremento
de 10 m entre cada ponto médio. Simulou-se seções zero-offset nos mesmos pontos médios
do dado. Na Figura 22 encontra-se a seção de afastamento comum, e na Figura 23 as
curvas de tempo de trânsito das amplitudes pico das seções de afastamento comum e
zero-offset modeladas.
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Figura 22 – Seção de meio afastamento comum de 500 m modelada pela teoria de raios de
ordem zero.
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Figura 23 – Curvas do tempo de trânsito, referentes às amplitudes pico das seções de
afastamento comum e zero-offset modeladas pela teoria de raios de ordem
zero.
As seções zero-offset simuladas com o uso do dado ilustrado na Figura 22
como entrada dos métodos de TZO estão apresentadas na Figura 24. Cinematicamente,
novamente o mapeamento é perfeito, e assim como no modelo de refletor anterior é possível
ver um pouco do efeito fantasma perto do evento de reflexão e um efeito de borda mais
forte que no modelo de refletor anterior. Além disso, novamente como já imaginávamos,
um efeito de estiramento nos traços também pode ser percebido.
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Figura 24 – (a) Seção zero-offset modelada por teoria de raios de ordem zero. Simulações
da seção zero-offset: (b) DMO integral de Black; (c) MZO integral do tipo
Kirchhoff; (d) Método de Deregowski (Smear-Stack operator).
Neste experimento, na Figura 25a confirmamos o que já observamos na Figura
24, que o mapeamento cinemático é perfeito. Quanto às amplitudes associadas as curvas
de tempo de trânsito da Figura 25a, vemos assim como no experimento anterior com o
refletor circular, que próximo da borda, as curvas de amplitude associadas aos métodos
DMO integral de Black e MZO integral do tipo Kirchhoff são distantes da curva da seção
zero-offset modelada. Fora da borda o ajuste é melhor, todavia não tão preciso quanto no
experimento anterior.
Analogamente ao experimento anterior, na Figura 25c cortamos os erros relativos
associados aos primeiros 50 e últimos traços. Observe que a maior parte do erro relativo
resultante da aplicação do DMO integral de Black está numa faixa de 4.5%, já no MZO
integral do tipo Kirchhoff maior parte do erro relativo é um pouco maior, situando-se
numa faixa de aproximadamente 6%. O erro relativo próximo aos pontos médios de 2 km
e 5 km é maior, justamente onde o dado da seção de afastamento comum 22 apresenta
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Figura 25 – (a) Curvas de tempo de trânsito de amplitudes pico construídas a partir
de cada traço das Figuras 24-24c; (b) Amplitudes pico associadas as curvas
de tempo de trânsito da Figura 25a; (c) Erros relativos entre as curvas de
amplitude da seção zero-offset simulada com a modelada a partir da Figura
25b.
uma variação mais brusca de amplitude.
Um fator que influencia um maior erro em relação a amplitude pico pode ser
observado no dado, na Figura 22. Repare que a amplitude não varia continuamente em
todos os traços, isto é um indicativo de cáustica, visto que o principal fator que influência
a amplitude observada neste experimento é o espalhamento geométrico, logo deve existir
uma descontinuidade mais abrupta entre os pontos de reflexão, segundo os quais os raios
da seção de afastamento comum são refletidos. Próximo da região de cáustica do dado,
como já discutimos é onde os métodos DMO de Black e o MZO integral do tipo Kirchhoff
apresentam um maior erro, em vista de que a aproximação de alta frequência utilizada em
teoria de raios não é corretamente descrita em tais regiões.
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3.1.3 O efeito da alta frequência
Dos três métodos que escolhemos para fazer os experimentos numéricos, dois
se baseiam em aproximações de alta frequência. Com o objetivo de analisar o efeito de
um dado de conteúdo de frequência mais alto faremos um experimento com um dado de
meio afastamento comum de 500 m, utilizando a wavelet de Ricker, com frequência pico
de 40 Hz com duração T “ 50 ms, amostragem temporal de 2 ms e coeficiente de reflexão
unitário. O modelo de velocidade será o mesmo que o utilizado na seção 3.1.2.
O resultado da simulação das seções zero-offset obtido com o uso do dado da
Figura 26 está ilustrado na Figura 27. Assim como no experimento anterior, o mapeamento
cinemático está correto, existe um efeito fantasma pouco antes do evento de reflexão, e as
seções zero-offset simuladas sofrem um certo estiramento.
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Figura 26 – Seção de meio afastamento comum de 500 m modelada por teoria de raios.
Veja na Figura 28a que o ajuste ja é melhor do que o observado na Figura 25b,
como sempre o efeito de borda é catastrófico. Não fizemos o gráfico de curvas de tempo de
trânsito de amplitude pico porque ele é igual ao da Figura 25a.
Na Figura 28b maior parte do erro relativo entre a seção zero-offset modelada
e a simulada com o DMO integral de Black se encontra numa faixa de 3% e a modelada
com o MZO integral do tipo Kirchhoff na faixa de 4%. A influência da cáustica é presente
em ambos os métodos numa mesma região que do experimento passado, e como esperado
continua sendo a região de maior erro relativo. Todavia, inclusive nesta região o erro
relativo também diminuiu em comparação com o experimento anterior.
Concluímos então que o aumenta do conteúdo de frequência da wavelet resulta
em uma seção zero-offset simulada com mais qualidade em relação à amplitude. O método
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Figura 27 – (a) Seção zero-offset modelada por teoria de raios de ordem zero. Simulações
da seção zero-offset: (b) DMO integral de Black; (c) MZO integral do tipo
Kirchhoff; (d) Método de Deregowski (Smear-Stack operator).
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Figura 28 – (a) Curvas de amplitude pico associadas as seções das Figuras 27a-27c; (b)
Gráficos de erro relativo entre as curvas de amplitude pico da Figura 28a.
DMO de Black no geral apresentou erros relativos um pouco menores que o MZO integral
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do tipo Kirchhoff.
3.2 Modelo de velocidade com gradiente vertical constante
Com o intuito de testar a precisão do método MZO integral do tipo Kirchhoff
aplicado em um modelo de velocidade não constante, faremos um experimento numérico
em um modelo de velocidade com gradiente vertical constante. O modelo de velocidade
que usamos acima do refletor obedece a expressão v0pzq “ 2000 ` 0.2z e abaixo do
refletor v1 “ 2500, assim como ilustrado na Figura 29. Para a modelagem dos raios e
a implementação do MZO integral do tipo Kirchhoff, o artigo Ravve and Koren (2006),
especificamente as fórmulas presentes no Apêndice A foram utilizadas para calcular
analiticamente o espalhamento geométrico, que pelo artigo Hubral et al. (1995), neste
meio em questão, é uma integral da velocidade do meio ao longo do raio em relação ao
comprimento do raio, dividida pela velocidade do meio na posição da fonte relativa ao
segmento de raio (vide apêndice B).
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Figura 29 – Modelo de velocidade com a escala correta correta, sendo que a descontinuidade
do modelo localiza-se ao longo do refletor gaussiano.
A simulação da seção zero-offset foi feita usando um dado de entrada de meio
afastamento comum de 700 m, modelado por teoria de raios de ordem zero, usando o
modelo de velocidade da Figura 29. Consideraremos também que o coeficiente de reflexão
seja unitário ao longo de todo refletor, assim como nos experimentos anteriores.
Na figura 30 temos a ilustração do dado modelado com uma wavelet de Ricker
de amplitude normalizada e com frequência pico de 40 Hz de duração T “ 50 ms, e
amostragem temporal de 2 ms.
As curvas do tempo de trânsito do dado de afastamento comum ilustrado na
Figura 30 e da seção zero-offset modelada estão representadas na Figura 31.
As seções zero-offset modelada e simulada estão ilustradas na Figura 32. Com-
parando as seções 32a e 32b, percebemos que a cinemática é bem parecida. A seção
zero-offset simulada sofre um certo estiramento, além disso um efeito fantasma pode ser
visto próximo ao evento de reflexão, tal anomalia pode ser removida com o uso de um
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Figura 30 – Seção de meio afastamento comum de 700 m modelada por teoria de raios,
com ponto médios variando de 10 em 10 metros.
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Figura 31 – Curvas do tempo de trânsito, referentes às amplitudes pico das seções de
afastamento comum e zero-offset modeladas pela teoria de raios de ordem
zero.
taper adequado. Em relação à dinâmica aparentemente a tranformação também é bem
feita.
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Figura 32 – (a) Seção zero-offset modelada pela teoria de raios de ordem zero;(b) Simulação
da seção zero-offset pelo MZO integral do tipo Kirchhoff.
A Figura 33a confirma que o mapeamento cinemático é muito bom. As curvas
de amplitude pico correspondentes às curvas de tempo de trânsito da Figura 33a estão
ilustradas na Figura 33b, donde podemos ver que as duas curvas resultantes são semelhantes.
Uma maior discrepância ocorre próximo aos pontos médios de cáustica do dado da Figura
30, e naturalmente a maior diferença se encontra na borda.
O gráfico de erro relativo entre as amplitudes pico das seções zero-offset
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Figura 33 – (a) Curvas de tempo de trânsito de amplitudes pico construídas a partir de
cada traço das Figuras 32a-32b; (b) Amplitudes pico associadas as curvas de
tempo de trânsito da Figura 33a; (c) Gráfico de erro relativo entre as duas
curvas de amplitude da Figura 33b em relação a curva de amplitude da seção
zero-offset modelada.
modelada e simulada, com exceção dos 50 primeiros e últimos traços, está representado na
Figura 33c. Na mesmo podemos ver que maior parte do erro está em uma faixa de 2%, um
erro maior se encontra próximo da regiaão de cáustica do dado, visto que em dois trechos
dos pontos médios entre 2 e 3 km, e entre 4 e 5 km a amplitude do dado em cada traço
varia de forma mais abrupta.
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4 Conclusões
No que tange a obtenção de um seção zero-offset em um meio de velocidade
constante, a correção NMO foi o primeiro TZO que surgiu na literatura. Nela vemos que,
quando o refletor é inclinado, o empilhamento realizado após esta correção não faz mais
sentido, visto que os traços corrigidos não estão mais associados a um mesmo ponto de
reflexão.
O método de Yilmaz foi um dos primeiros na literatura que tentou lidar com o
problema de construção de um TZO que leve em conta a inclinação do refletor, a idéia foi
baseada na migração por extrapolação do campo de onda de uma seção de afastamento
comum. No domínio da frequência obtemos uma expressão analítica para o campo de
onda propagado em subsuperfície, e a partir de hipóteses simplificadoras obtemos dois
operadores associados ao processamento convencional, correspondendo a correção NMO e
migração de seção zero-offset por extrapolação do campo de onda. A diferença do operador
correspondente ao processamento convencional e o operador de extrapolação do campo de
onda de uma seção de afastamento comum deve ser o responsável por eliminar a influência
da inclinação do refletor no tempo de trânsito observado em uma seção de afastamento
comum, após feitas algumas aproximações neste operador da diferença, obtemos uma
equação diferencial parcial que a seção zero-offset simulada deve obedecer. Experimentos
numéricos feitos em (Yilmaz and Claerbout, 1980) mostram que esta equação, em relação
a cinemática é razoável no caso de refletores não muito inclinados, devido as aproximações
feitas.
O primeiro método TZO a fazer uma correção cinemática exata foi o método
obtido no artigo Deregowski and Rocca (1981) por meio do Smear-Stack Operator. Ao
considerar a demigração cinemática de um refletor associado a isócrona de um ponto da
seção zero-offset em configuração de afastamento comum, obtemos a curva segundo a qual
devemos empilhar na seção de afastamento comum, sendo este empilhamento uma das
duas formas de implementar este TZO. A segunda forma consiste em espalhar a energia
associada a um ponto da seção de afastamento comum, ao longo da curva conhecida na
literatura como Smile, obtida pela demigração cinemática da isócrona de afastamento
comum associado ao ponto em questão em uma configuração zero-offset.
Não muito depois da criação do método de Deregowski, a tese de doutorado
no artigo Hale (1984) apresenta um método TZO que faz a transformação espec´fica para
os pontos médios de uma seção de afastamento comum. Utilizando geometria básica,
encontrou-se uma expressão para o tempo de trânsito do raio de incidência normal em
função do raio associado ao par de fonte e receptor de mesmo ponto médio. A implementação
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do método depende do conhecimento da inclinação do refletor, todavia com a relação entre
a inclinação da seção zero-offset e o refletor, a partir da interpretação da transformada
inversa de Fourier como sendo a contribuição de todas as ondas planas cujas componentes
de frequências que a determina estão associadas a diferentes ângulos de propagação,
concluímos que os ângulos de propagação complementares ao ângulo de inclinação do
refletor que terão a maior contribuição, justamente devido a esta interpretação que o TZO
de Hale é implementado no domínio da frequência.
Com o objetivo de tratar melhor as amplitudes transformadas por um método
de TZO, o artigo L.Black et al. (1993), a partir da teoria de raios de ordem zero, define
um conceito de amplitude verdadeira, baseado na idéia de que a amplitude pico de uma
wavelet é uma constante global nos raios, independente do afastamento do raio em questão.
Assumindo um modelo de refletor plano e inclinado, são propostas duas correções diferentes,
uma para o operador de empilhamento do método de Deregowski, e outra para o método
de Hale. No método de Deregowski, ao considerar o ansatz da teoria de raio de ordem zero,
determinou-se um peso por meio de uma aproximação de fase estácionaria da integral de
empilhamento, de modo que o resultado fosse a multiplicação da wavelet com o coeficiente
de reflexão referente ao dado utilizado no empilhamento. Já a alteração no método de
Hale, foi no sentido de associar o mapeamento da seção zero-offset para um mesmo ponto
de reflexão da seção de afastamento comum, ao invés do ponto médio comum. Provou-se
que tanto o método de Hale modificado quanto o método de empilhamento modificado de
Deregowski são equivalentes.
Considerando um refletor genérico, não necessariamente plano, e além disso
um meio 2.5D, com possibilidade de que no plano a velocidade seja não homogênea, o
MZO integral do tipo Kirchhoff, surge como um método de TZO, utilizando a mesma
idéia de Deregowski, de demigração cinemática da isócrona associado a um ponto da seção
zero-offset em configuração de afastamento comum, e então fazer um empilhamento sobre
esta curva. Assumiu-se o mesmo conceito de amplitude verdadeira que Black, entretanto
agora com o objetivo adicional de transformar o espalhamento geométrico do raio associado
a um par de fonte e receptor, no relativo ao raio de incidência normal no mesmo ponto de
reflexão. Por meio da teoria paraxial de raios obtém-se um peso para o empilhamento que
só depende do conhecimento do modelo de velocidade.
No artigo Hubral et al. (1996), toma-se um ansatz para seções de afastamento
comum parecido com o da teoria de raios de ordem zero para propagação de ondas em
subsuperfície, de modo que as seções de afastamento comum passam a fazer o papel de
frente de onda. Utilizando o conceito de fontes secundárias de Huygens, por meio da
equação que define a demigração de uma isócrona associada a um ponto de uma seção
de afastamento comum em configuração zero-offset, num meio de velocidade constante,
obtém-se uma equação iconal. A substituição do ansatz da onda imagem em uma equação
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parcial diferencial de segunda ordem genérica, sob a condição de satisfazer a equação
iconal obtida nos fornece a equação da onda imagem.
A fim de estudar mais fundo a equação da onda imagem no artigo Fomel
(2003) foi provado que além de a mesma fazer o mapeamento cinemático de forma correta
para um afastamento qualquer, a dinâmica também esta correta segundo um critério
de amplitude verdadeira de preservação de densidade espectral dos traços. Uma solução
integral para a equação da onda imagem é proposta, obtida pelo método de Riemann, ao
considerar o problema de Cauchy associado a transformação entre afastamentos distintos.
Com esta implementação, vimos que para o caso especifico de TZO, a curva segundo a
qual empilhamos é a mesma que a do operador de empilhamento de Deregowski, além
disso no domínio da frequência o TZO corresponde exatamente a parte imaginária da
integral de Hale. Uma vantagem do TZO implementado com a equação da onda imagem,
é que o mesmo fornece uma forma de transformação de um afastamento inicial, para um
afastamento qualquer, em um meio de velocidade constante.
Nos experimentos numéricos, vimos que os três métodos de TZO, em que os
experimentos foram feitos, apresentaram um mapeamento cinemático perfeito. Apenas
no MZO integral do tipo Kirchhoff e o DMO de Black conseguimos de fato uma margem
de erro entre as amplitudes pico das simulações da seção zero-offset e a modelada de
no máximo 10%. Na prática o uso do MZO integral do tipo Kirchhoff é interessante
para o caso de um meio não homogêneo. Em um meio de velocidade constante foi
demonstrado matematicamente na seção 2.6, e por meio dos experimentos numéricos, que
ele é praticamente equivalente ao DMO de Black nas altas frequências. O DMO integral
de Hale modificado, foi provado ser equivalente ao DMO de Black no artigo L.Black et al.
(1993). Seu uso pode ser interessante por precisar apenas de componentes de frequência
dos traços da seção de afastamento comum, podendo ser menos afetado por efeitos de
falseamento, além de necessitar de um menor número de traços. Por fim, o experimento
com um modelo de velocidade com gradiente vertical mostrou que mesmo em casos que os
pontos de reflexão variam de forma um pouco abrupta na informação de amplitude no
dado de entrada, ainda assim a seção zero-offset simulada consegue recuperar a amplitude
pico com um erro de razoável.
Concluímos nesta dissertação que com excessão do TZO proposto por Yilmaz,
todos os demais podem ser implementados por meio de uma integral de empilhamento,
inclusive a curva segundo a qual devemos empilhar é a mesma em um modelo de velocidade
constante. O DMO proposto por Black trouxe a luz um conceito de amplitude verdadeira,
a partir de um ansatz proveniente da teoria de raios, juntamente com a idéia de que a
amplitude pico de uma wavelet é uma constante global. Segundo este conceito vimos que o
método de Hale modificado é equivalente ao DMO de Black, provamos matematicamente
e confirmamos por meio de experimentos numéricos que o DMO integral do tipo Kirchhoff
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é assintoticamente equivalente ao DMO de Black nas altas frequências. A equação da
continuação do afastamento, com o uso de um simples pós-processamento que propomos,
provou-se equivalente ao DMO integral de Kirchhoff, e assim, também equivalente ao
DMO de Black. Embora tenhamos feito experimentos numéricos em apenas três dos seis
métodos apresentados, os resultados esperados pelos métodos restantes não são distintos
(exceto o TZO de Yilmaz) devido as equivalências que possuem entre si.
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APÊNDICE A – Expressão para o cosseno
do ângulo de reflexão
Geometricamente é simples expressar a tangente do ângulo de reflexão em
função das coordenadas do ponto de reflexão, entretanto isto não é muito útil na aplicação
do TZO do tipo Kirchhoff, visto que teríamos que descobrir em qual ponto as isócronas de
afastamento comum e zero-offset se tangenciam. Uma forma mais inteligente de resolver esse
problema é expressar as coordenadas do ponto de reflexão em termos dos comprimentos dos
raios de afastamento comum e incidência normal, pois podemos expressar estas quantidades
em termos do tempo de trânsito da curva de empilhamento do TZO.
•• ••
•
• OS GS0
MR
H
αR
αS
αG
β
Figura 34 – Na Figura H é tomado como sendo pxR, 0q, de forma que o ponto de reflexão
MR “ pxR, zRq, sem perda de generalidade consideramos o ponto médio como
sendo a origem.
No triângulo representa na Figura 34, veja que β é angulo externo em relação
ao triãngulo MS0G, portanto αR “ pβ ´αGq. Caso o ponto de reflexão estivesse depois da
origem, correspondentemente teríamos que αR “ pβ´αSq, em ambos os casos, a expressão
para a tangente do ângulo de reflexão pode ser expressa por
tgpαRq “
˜
zR
|m0 ´ xR| ´
zR
h` |xR|
¸˜
1` z
2
R
|m0 ´ xR|ph` |xR|q
¸´1
. (A.0.1)
A coordenada m0 pode ser escrita em função da coordenada horizontal do ponto de reflexão
xR, veja que pela equação (2.2.10), tal relação é
m0 “ xR 4h
2
v2t2
. (A.0.2)
A relação entre t, e tn associado a correção NMO é
t2n “ t2 ´ 4h
2
v2
, (A.0.3)
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é facil ver a partir disso que
4h2
v2t2
“ 1´ t
2
n
t2
. (A.0.4)
Substituindo a relação (A.0.4) na equação (A.0.2), encontramos que
m0 “ xR ´ xR t
2
n
t2
. (A.0.5)
Inserindo a equação (A.0.5) em (A.0.1), resulta em
tgpαRq “
˜
zRt
2ph` |xR|q ´ t2nzR|xR|
t2n|xR|ph` |xR|q ` t2z2R
¸
, (A.0.6)
usando a equação (A.0.3) no numerador desta fração, fornece
tgpαRq “
˜
zR4h2{v2|xR| ` zRt2h
t2n|xR|ph` |xR|q ` t2z2R
¸
. (A.0.7)
Pela equação (A.0.2), temos que |xR|4h2{v2 “ |m0|t2, além disso com a substituição de
|xR| por meio da equação (A.0.2), obtemos
tgpαRq “ zRt2p|m0| ` hq
˜
t2nv
2t2m0
4h2
«
v2t2m0
4h2 ` h
ff
` t2z2R
¸´1
, (A.0.8)
simplificando por t2, resulta em
tgpαRq “ zRp|m0| ` hq
˜
v2t2
4h2
´ |m0|
h
¯2«t2nv2
4h2
ff
` v
2t2n|m0|
4h ` z
2
R
¸´1
. (A.0.9)
Novamente na Figura 34, pelo teorema de Pitágoras é fácil ver que
z2R “ l2g ´ ph` |xR|q2 , (A.0.10)
z2R “ l2s ´ ph´ |xR|q2 . (A.0.11)
Combinando estas duas equações, veja que
z2R “ pls ` lgq
2
2 ´ lslg ´ h
2 ´ x2R , (A.0.12)
e pelas equações (2.6.53),(2.6.54), (2.6.55), e (A.0.2), temos
z2R “ v
2t2n
4 `
v2t2
4
˜
m0
h
¸2
´ v
4t4
16h4m
2
0 . (A.0.13)
A expresão (A.0.13) para z2R quando inserida em (A.0.9), resulta em
tgpαRq “ zRp|m0| ` hq
˜
v2t2
4
´m0
h
¯2«v2t2n
4h2 ` 1´
v2t2
4h2
ff
` v
2t2n
4 `
v2t2n|m0|
4h
¸´1
.
(A.0.14)
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O termo entre colchetes é nulo devido a relação (A.0.3). A partir disso é trivial concluir
que
tgpαRq “ 4hzR
v2t2n
. (A.0.15)
Finalmente, a expressão para cospαRq pode ser computada, dada a relação
entre a secante e a tangente de um ângulo, pela qual, usando (A.0.15), é
cospαRq “ 1a1` 16h2z2R{pv4t4nq , (A.0.16)
substituindo z2R obtido em (A.0.13), temos que
cospαRq “ v2t2n
˜
v4t4n ` 4v2t2nh2 ` 4m20v2t2 ´ v4t4
˜
m0
h
¸2¸´1{2
(A.0.17)
“ v2t2n
˜
v2t2n
«
v2t2n ` 4h2 ` 4m20 t
2
t2n
´ v
2t4
t2n
˜
m0
h
¸2ff¸´1{2
, (A.0.18)
simplificando por vtn, implica em
cospαRq “ vtn
˜
v2t2
˜
1`
˜
m0
h
¸2«
4h2
v2t2n
´ t
2
t2n
ff¸¸´1{2
, (A.0.19)
a expressão entre colchetes é igual a menos um, portanto
cospαRq “ tn
t
«
1´
˜
m0
h
¸2ff´1{2
. (A.0.20)
Considerando que o ponto médio m do par fonte e receptor pS,Gq não esteja
necessariamente na origem, considerando η “ pm´m0q, a expressão (A.0.20), pode então
ser escrita como
cospαRq “ tn
t
apηq . (A.0.21)
Através da equação (2.2.14) que representa a demigração cinemática de uma isócrona
de afastamento comum associada ao tempo t, no tempo t0 do raio de incidência normal
S0MRS0, assim como ilustrado na Figura 34, logo a equação (A.0.21) se torna
cospαRq “ 2l0
ls ` lg a
2pηq , (A.0.22)
que é a expressão obtida em (2.6.56).
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APÊNDICE B – Espalhamento Geométrico
em um meio de velocidade com gradiente
vertical
Neste apêndice fazemos a exposição de uma expressão analítica para o es-
palhamento geométrico que encontramos para um meio que a velocidade varia apenas
verticalmente com um gradiente constante, começamos pela fórmula obtida em Hubral
et al. (1995), segundo a qual
LpS,MRq “ 1
vpSq
ż MR
S
vpsqds , (B.0.1)
sendo SMR um trecho de um segmento de raio, e a integral sendo avaliada ao longo do
raio que conecta a fonte em S “ pxS, 0q até o ponto MR “ pxR, zRq, e vpsq a velocidade
do meio avaliada ao longo do raio.
No apêndice A do artigo Ravve and Koren (2006), uma relação entre os ângulos
que o raio faz com a vertical ao longo de sua trajetória com o deslocamento vertical é
dada, assim como uma expressão para o comprimento de raio, sendo estas
zR “ vpSq
k
˜
senpαbq
senpαaq ´ 1
¸
, (B.0.2)
s “ vpSq
k
αb ´ αa
senpαaq , (B.0.3)
sendo que αa represente o ângulo que o raio forma com a vertical em S, αb o ângulo
formado na vertical com raio no ponto MR, e k o gradiente vertical. Note a correção na
equação (B.0.3) em relação a expressão apresentada em Ravve and Koren (2006), na qual
no denominador aparece senpαbq ao invés de senpαaq.
Por meio da equação (B.0.3), podemos fazer uma mudança na variável de
integração da equação (B.0.1), obtendo
LpS,MRq “ 1
ksenpαaq
ż αb
αa
vpSq ` kzpαq dα . (B.0.4)
O uso da equação (B.0.2) na expressão de zpαq na integral em (B.0.4), resulta em
LpS,MRq “ 1
k
ż αb
αa
vpSq senpαqsen2pαaq dα (B.0.5)
“ vpSq
k
cospαaq ´ cospαbq
sen2pαaq . (B.0.6)
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A expressão (B.0.6) é a que encontrei para expressar analiticamente o espalha-
mento geométrico. Uma dúvida prática ainda fica entretanto, que é de como computar
αa e αb. Novamente pelas fórmulas presentes no apêndice A do artigo Ravve and Koren
(2006), podemos resolver analiticamente este problema. Para tanto faremos uso da seguinte
fórmula, presente no artigo em questão
∆x “ |xS ´ xR| “ vpSq
k
cospαaq ´ cospαbq
senpαaq . (B.0.7)
Veja que através da equação (B.0.7), podemos deixar mais simples a equação (B.0.6),
obtendo
LpS,MRq “ ∆xsenpαq . (B.0.8)
Algo interessante de se notar, é que na verdade a equação (B.0.8) é igual a do
espalhamento geométrico em um meio de velocidade constante, visto que
LcpS,MRq “
apxS ´ xRq2 ` z2R “ |xS ´ xR|senpαaq , (B.0.9)
onde LcpS,MRq denota o espalhamento geométrico do segmento de raio SMR, considerando
um meio de velocidade constante.
A diferença entre o uso das fórmulas (B.0.8) e (B.0.9) se resume ao fato de
que os ângulos de incidência αa são diferentes. Finalmente, com o objetivo de calcular o
ângulo de incidência αa do raio que parte de S e passa por MR o artigo Ravve and Koren
(2006), novamente no apêndice A, traz a fórmula
αa “ arctan
˜
pzR ` aq2 ´ a2 ` p∆xq2
2∆x a
¸
, (B.0.10)
de modo que a “ vpSq{k.
Em mãos das equações (B.0.8) e (B.0.10), o espalhamento geométrico pode ser
calculado. Um certo cuidado só tem que ser tomado no fato de que o ângulo de incidência
da fonte não pode ser nulo, e naturalmente a inversão só é possível se existir algum raio
que passe pelo ponto desejado, um teste para isso é verificar se o cômputo de xS `∆x e
zR pelas fórmulas (B.0.2) e (B.0.7) batem com as coordenadas do ponto MR em questão.
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APÊNDICE C – Ondas planas em um meio
acústico e homogêneo
Num meio de velocidade e densidade constantes, a equação da onda acústica
2D dada por
B2U
Bx2 `
B2U
Bz2 ´
1
v2
B2U
Bt2 “ 0 (C.0.1)
possui uma solução especial, chamada de onda plana. Tal solução é matematicamente
dada por Upx, z, tq “ fpn ¨ x ´ vtq, onde n é um vetor unitário de R2, x “ px, zq, n ¨ x
denota o produto interno convencional em R2 e f é uma função possivelmente complexa e
duas vezes derivável.
A fase da onda plana fpn ¨ x´ vtq é constante quando pn ¨ x´ vtq “ cte, sendo
cte uma constante real qualquer. Veja que tal igualdade, para cada instante de tempo fixo,
representa a equação de um plano com vetor normal n. Segundo o quadro 2.8 no capítulo 2
da referência T.Ikele and Amundsen (2005), uma onda plana pode ser fisicamente definida
como uma onda que perturba todo o meio em qualquer instante de tempo, cuja amplitude
permanece constante em cada plano associado ao instante de tempo t e constante cte.
Podemos escrever qualquer solução da equação da onda (C.0.1), por meio da
transformada inversa de Fourier
Upx, z, tq “ 18pi3
ż `8
´8
ż `8
´8
ż `8
´8
Uˆpkx, kz, ωqe´ik¨x`iωtdkdω , (C.0.2)
onde k “ pkx, kzq e dk “ dkxdkz. A fase da exponencial na equação (C.0.2) pode ser
escrita como
´ik ¨ x ` iωt “ ´iω
v
˜
vkx
ω
x` vkz
ω
z ´ vt
¸
“ ´iω
v
pn ¨ x ´ vtq . (C.0.3)
Provaremos que
n “
˜
vkx
ω
,
vkz
ω
¸
(C.0.4)
é um vetor unitário. Com isso, temos a motivação para definir um tipo especial de onda
plana, chamada de onda plana harmônica, obtida ao considerar a função complexa
f : R ÞÑ C (C.0.5)
fpy; pq “ eipy .
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Pela equação (2.1.3), temos que
B2Uˆpkx, z, ωq
Bz2 “
˜
ω2
v2
´ k2x
¸
Uˆpkx, z, ωq . (C.0.6)
Aplicando a transformada de Fourier em relação a z na equação (C.0.6), pela propriedade
da transformada de Fourier de uma derivada, podemos concluir que
k2z “ ω
2
v2
´ k2x . (C.0.7)
Através da relação de dispersão (C.0.7), podemos ver que o vetor n definido
na equação (C.0.4) é unitário. Nos resta ainda definir kz, visto que
kz “ ˘ω
v
c
1´ v
2k2x
ω2
(C.0.8)
satisfaz a relação de dispersão (C.0.7).
No caso em que ˇˇˇˇ
vkx
ω
ˇˇˇˇ
ą 1 (C.0.9)
kz se torna complexo, e portanto para tais kx e ω, teremos que
e´ik¨x`iωt “ eImpkzqze´
iω
v
´
vkx
ω
x´vt
¯
, (C.0.10)
onde Impkzq denota a parte imaginária de kz.
A equação (C.0.10) representa uma onda plana harmônica que se propaga na
direção do eixo x, cuja amplitude aumenta ou decai exponencialmente à medida que a
profundidade de propagação aumenta. Queremos que haja um decaimento exponencial,
portanto escolhemos kz com o sinal negativo. Isso porque em um experimento sísmico
espera-se que a amplitude da onda diminua à medida que a profundidade aumenta, em
virtude de fatores como espalhamento geométrico, perda de energia em forma de calor
entre outras razões.
Ondas planas harmônicas do tipo (C.0.10), que apresentam o vetor normal na
direção x e decaimento de amplitude exponencial são ondas de superfície chamadas de
ondas evanescentes, e são registradas nos receptores ao propagar ao longo dos refletores.
Um discussão mais detalhada sobre este tipo de onda pode ser encontrada em T.Ikele and
Amundsen (2005).
Considerando o caso em que a desigualdade (C.0.9) não é verificada, ou seja,
kz é real, o ângulo θ formado pelo vetor normal n com o eixo z deve obedecer a relação
senpθq “ vkx
ω
. (C.0.11)
