Real world networks often have nodes belonging to multiple communities. While traditional community detection methods focus on non-overlapping communities (where a node can belong to exactly one community), the problem of finding overlapping communities has gained attention recently. While provably consistent algorithms exists, they either make assumptions about the population that are hard to check [29] , or are too computationally expensive [2] . We consider the detection of overlapping communities under the popular Mixed Membership Stochastic Blockmodel (MMSB) [1] . Using the inherent geometry of this model, we link the inference of overlapping communities to the problem of finding corners in a noisy rotated and scaled simplex, for which consistent algorithms exist [10] . We use this as a building block for our algorithm to infer the community memberships of each node, and prove its consistency. As a byproduct of our analysis, we derive sharp row-wise eigenvector deviation bounds, and provide a cleaning step that improves the performance drastically for sparse networks. We also propose both necessary and sufficient conditions for identifiability of the model, while existing methods typically present sufficient conditions for identifiability of the model involved. The empirical performance of our method is shown using simulated and real datasets scaling up to 100,000 nodes.
Introduction
In most real-world networks, a node belongs to multiple communities. In an university collaboration network, professors have joint appointments to multiple departments; students have ties to different departments through courses, majors and minors; a movie like "Dirty Harry" in the Netflix recommendation network belongs to action, thriller, and the drama genre according to Google; in a book recommendation network like goodreads.com, "To Kill a Mockingbird" can be classified as a classic, historical fiction, young-adult fiction, etc. The goal of community detection is to consistently infer each node's community memberships from just the network structure.
A well-studied variant of this problem assumes that each node belongs to a single community. For instance, under the Stochastic Blockmodel [12] , the probability of a link between two nodes depends only their respective communities. One often assumes that the linkage probability for two nodes within a community is larger than that for nodes from different communities. Thus, two nodes linked by an edge are typically in the same community. However, when each node can belong to multiple communities, this intuition does not hold any more. In this setting two nodes may be neighbors because they belong to multiple groups simultaneously. This leads to more identifiability issues than those faced under a Stochastic Blockmodel. Thus, methods developed for provably consistent inference under the Stochastic Blockmodel (such as [17] ) are not immediately applicable for the general problem.
In this paper, we work with the popular Mixed Membership Stochastic Blockmodel [1] . This generalizes the Stochastic Blockmodel by letting each node i have different degrees of membership in all communities. In particular, each node i is associated with a community membership vector θ i ∈ R K (θ i ≥ 0, θ i 1 = 1), drawn from a Dirichlet prior. The probability P ij of linkage between nodes i and j is given by P ij = θ T i Bθ j , where B is a K × K matrix of probabilities. Intuitively, B ij is the probability of linkage between a node belonging solely to community i with a node belonging solely to community j. The network is generated by independently sampling a Bernoulli with probability P ij for each pair of nodes i and j (i < j). The goal of community detection under the Mixed Membership Stochastic Blockmodel is to recover Θ (matrix with the i th row as θ T i ) and B from the observed network structure.
Prior work on this problem include MCMC [1] and variational methods [11] which do not have any guarantees of consistency. The only algorithm that has been shown to be theoretical consistent uses tensor-based methods [2] . However, its computation that is quadratic in the number of nodes n and therefore is prohibitive for very large networks. Zhang et al. [29] propose a provably consistent algorithm for a model where θ i are of unit 2 norm (instead of θ i being a discrete probability distribution, as in the Mixed Membership Stochastic Blockmodel). The authors present sufficient conditions for identifiability and propose a scalable spectral algorithm that is provably consistent. However, B must be positive semidefinite, and the {θ i } must satisfy strong conditions which are hard to check in practice.
When B is positive definite, one can also frame the problem (as we will show in detail later) in terms of Symmetric Non-negative Matrix Factorization. The nonnegative factorization of a matrix is easily interpretable and has become a popular tool for obtaining overlapping clusters [22, 26, 27] . However, the corresponding objective function is nonconvex, and the solution is often not unique. There has been some work on provable algorithms using non-negative matrix factorization for topic models [3] and Mixed Membership models with balanced cluster sizes [19] . However, its applicability to general Mixed Membership Stochastic Blockmodels is unclear.
We first derive both necessary and sufficient conditions for identifiability of an MMSB model. To the best of our knowledge, this is the first work to present both sets of conditions. We show that it is sufficient to have at least one pure node (a node that belongs to exactly one community) in each cluster if B is full rank. Surprisingly, even a B ∈ R K×K of rank K − 1 is sufficient if no row of B is an affine combination of the other rows of B. When elements of B are strictly between zero and one, we show that one pure node per cluster is necessary for identifiability.
It is not hard to see that for the Mixed Membership Stochastic Blockmodel, the population eigenvectors (i.e., eigenvectors of the matrix P) form a rotated and scaled simplex. Therefore we can apply existing methods (such as [10] ) to detect the corners of the simplex. These corners correspond to the pure nodes, from which the community memberships Θ and the community connection probabilities B can be inferred. The main computational cost lies in the top-K eigendecomposition of the network adjacency matrix. We prove the consistency of this algorithm when the model parameters satisfy the sufficiency condition with a full rank B. The average degree only needs to grow faster than the log n, and hence our algorithm works well for real world networks which are often sparse.
Typically analysis of such methods requires sample splitting [20, 8] , which is somewhat cumbersome and is almost never used in practical implementations. Instead, we develop a different approach, based on three ideas. First, we use Kato's technique of equating eigenspaces with certain contour integrals of the resolvent of a matrix. Second, we show that the population eigenvectors are delocalized with high probability, that is, no one element of any eigenvector has more than Θ(1/ √ n) mass. Note that this is a high probability statement, unlike in Stochastic Blockmodels, because the population eigenvectors and the θ i are random quantities that depend on draws from a Dirichlet distribution. The third ingredient is a path counting argument from recent random matrix theory literature [9] which can be easily adapted to our setting.
The paper is organized as follows. In Section 2 we present relevant notation and related work in detail. Next in Section 3 we present theorems on necessary and sufficient conditions on identifiability of MMSB and present the algorithms use. We present the main theoretical results in Section 4, and experiments on simulated and real data in Section 5. Section 6 contains the proofs of the the theorems on identifiability and row-wise deviation bounds for empirical eigenvectors. Finally, in the Appendix A we provide the auxiliary results on eigenvector and eigenvalue concentration, and in Appendix B the and proofs of consistency of inferred parameters.
Notations and related work
We assume that the observed network is generated by the popular Mixed Membership Stochastic Blockmodel [1] . Each node i has a discrete probability distribution θ i = (θ i1 , . . . , θ iK ), drawn from a Dirichlet prior, representing the fractional memberships of node i in each of the K available communities. The connection strength between communities is given by a matrix of probabilities B ∈ R K×K . The adjacency matrix A of the graph is generated as follows:
where ρ is a parameter that controls the sparsity of the generated network. For identifiability we assume max ij B ij = 1. For assortative community structures, B has higher values on its diagonal as compared to the off-diagonal, implying that two nodes with a high membership in the same community are more likely to form an edge. In disassortative settings, (bipartite graphs being an extreme case) off-diagonal elements are larger than diagonal elements. The quantity α 0 = K a=1 α a controls the level of overlap between members of different communities: as α 0 → 0, the Mixed Membership Stochastic Blockmodel degenerates to the Stochastic Blockmodel [12] where each node belongs to a single community. For this paper we will take α 0 to be a constant. We only observe the generated network A. The goal is to recover Θ and B. Assumption 2.1. We assume that nρ ≥ (log n) 2 , ν := α 0 /α min ≤ min( n 27 log n , nρ log n )
The first assumption essentially specifies that our algorithm works in the semidense degree regime, where the average degree grows faster than logarithm of n. This is the most common regime where most consistency results on network clustering are shown [2, 17, 20] etc. If the network is dense, α 0 = O(1), and λ * (B) = Θ(1), since ν ≥ K, the second and third conditions essentially states that K = o( √ n), allowing K to grow with n. Finally, note that in the simple case of ρB = (p n − q n )I K + q n 1 K 1 T K , we have ρλ * (B) = (p n − q n ). Thus the third condition can be interpreted as a lower bound on cluster separation, since in the simple case mentioned above
For any matrix M, we will use M i , M 1:i,: , and M 1:i,1:j to denote the i th row, the submatrix formed by the first i rows, and the submatrix formed by the first i rows and first j columns respectively. We will use M and M F to respectively denote the operator and Frobenius norms of a n × n matrix, v to denote the Euclidean norm of a vector v. We use e i to denote the binary vector with all zeros and 1 at the i th position. We useÕ andΩ to denote upper and lower bounds up to logarithmic factors. Finally we present a consolidated list of notations in table 1. 
All ones vector of length m e i e i (j) = 1(i == j)
Related Work
We now present existing work on overlapping network clustering. Chang [7] proposes scalable MCMC methods whereas Gopalan and Blei [11] propose computationally efficient variational approximation methods (SVI). While these methods offer interesting insights about real world datasets, they are not provably consistent. Another promising direction is to observe that if B is positive semi-definite, the P matrix can be written as P = WW T , where the W = ΘB 1/2 matrix has only non-negative entries. Thus, algorithms for Symmetric Non-negative Matrix Factorization (SNMF) can be used to directly estimate ΘB 1/2 , from which Θ and B can be estimated after post-processing. SNMF has been widely studied [16] and has also been empirically used for community detection [26, 27] . However, there are no known global convergence guarantees for general off the shelf SNMF algorithms. In addition, even determining if a given non-negative matrix has a unique SNMF decomposition is NP-Hard in general [13] . For the problem of (not necessarily symmetric) non-negative matrix factorization, Arora et al. [3] present an algorithm to consistently estimate parameters, and show its applicability to topic models, which are different from mixed membership network models. Mao et al. [19] propose a geometric algorithm (GeoNMF) for MMSB with positive semidefinite B and α = α 0 1 K /K. The authors prove consistency in the dense regime where average degree grows faster than the square root of n.
Ball et al. [6] propose a novel model which naturally allows overlap and present a EM type algorithm for inference. While there are no provable consistency guarantees, their algorithm is in fact similar in spirit to non-negative matrix factorization approaches. Now we will discuss papers that aim to obtain theoretically consistent estimates for overlapping clusters. For a model similar to the Mixed Membership Stochastic Blockmodel, Zhang et al. [29] propose a spectral algorithm (OCCAM) that proceeds with a k-medians step on the eigenvectors of the regularized laplacian of the adjacency matrix. The authors assume that each community has some "pure" nodes (which only belong to that community). This is a common assumption even for non-negative matrix factorization methods for topic modeling, where each topic is assumed to have an anchor word (words belonging to only one topic). The authors assume that B is positive semidefinite and full rank with equal diagonal entries. Other assumptions ensure that the k-medians loss function applied to the Θ attains its minimum at the locations of the pure nodes and there is a curvature around this minimum. This condition is typically hard to check.
Kaufman et al. [14] propose a combinatorial algorithm (SAAC) for detecting overlapping communities. A proof of consistency is provided for the global optimum of their loss function, but finding the optimum is computationally intractable. The authors propose a nonconvex alternating minimization method instead; however, no consistency analysis is provided for this more scalable and hence more viable alternative.
Ray et al. [23] propose a scalable convex optimization algorithm for identifying overlapping clusters in a different model, which is shown to be consistent when the overlap between two clusters is sufficiently small. Anandkumar et al. [2] propose a tensor based approach for MMSB. Despite their elegant solution the algorithm is not easy to implement and has a computational complexity is O(n 2 K), which can be prohibitive for large graphs.
In light of these existing works, we present an algorithm to infer the parameters for a full-rank B (which need not be positive definite) and prove its theoretical consistency. Our contributions are as follows.
Identifiability:
We derive both necessary and sufficient conditions for identifiability of the Mixed Membership Stochastic Blockmodel. Specifically, if each of the K communities has at least one "pure" node (i.e., a node that belongs to that community with probability 1), then a full-rank B is sufficient for identifiability. Surprisingly, even a B of rank K − 1 can be sufficient, as long as no row of B is an affine combination of the other rows of B. On the other hand, if the entries of ρB are strictly between 0 and 1, then pure nodes are necessary for identifiability. Our sufficient condition is more general than those shown in previous work [29] . To our knowledge we are the first to report both necessary and sufficient conditions for identifiability under the Mixed Membership Stochastic Blockmodel.
Recovery algorithm:
We present an algorithm called SPACL, for recovering the parameters Θ and B given only the observed adjacency matrix A. SPACL repurposes an existing algorithm for detecting corners in a rotated and scaled simplex to find pure nodes, and then uses these to infer the parameters Θ and B of the Mixed Membership Stochastic Blockmodel. It also includes a novel preprocessing step that improves performance in sparse settings.
Provable guarantees:
We prove the consistency of SPACL when B is full rank and there are "pure" nodes for each cluster (matching sufficiency conditions for identifiability). Note that we do not need B to be assortative (a special case of this is positive-definiteness) or dissortative (where 1 − B is assortative). Following standard practice, we also allow the sparsity parameter ρ to shrink with n such that average expected degree grows faster than poly-log of the number of nodes n. The main difficulty is that existing results on deviation of empirical eigenvectors (Davis Kahan, etc) are typically on the deviation of the eigenvectors (or eigen-spaces) as a whole, and not on rows or entries. A straightforward application of these bounds give suboptimal convergence rates on the parameters, which work when the average degree grows faster than square root of n. To avoid this difficulty, we derive a novel result on row-wise error bounds for the empirical eigenvector projection matrixVV T from its population counterpart. This analysis is fairly general and can be applied to other random graph models like Stochastic Blockmodels.
Empirical validation:
We compare SPACL with OCCAM, variational methods, SAAC and existing Non-negative Matrix Factorization algorithms on both simulated and large real world author-author and paper-author networks with up-to 100,000 nodes. These comparisons show that SPACL is better able to recover the model parameters, while being able to process networks with fifty to a hundred thousand nodes in tens of seconds. We also present both simulated and real data examples where SPACL succeeds whereas other methods like Symmetric Non-negative Matrix Factorization and OCCAM are inapplicable since they assume that B is positive definite.
Identifiability and Algorithms
We shall now provide necessary and sufficient conditions for the identifiability of the Mixed Membership Stochastic Blockmodel (henceforth, MMSB), and then present our algorithm for inferring its parameters from the observed network.
Identifiability
Prior work showed identifiability for a related model if B is positive-definite and has all ones on the diagonal [29] . We will establish sufficiency conditions under a weaker condition. In addition, we will also show necessary conditions for identifiability. To our knowledge this is the first work that constructs necessary as well as sufficient conditions for the identifiability of MMSB.
Define a pure node as a node which belongs to exactly one community. All nodes in a Stochastic Blockmodel are pure nodes, since every node belongs to exactly one community. Define a "mixed" node as a node m such that θ mj > 0 for all j. (c) In any other case, if there exists a mixed node, then the model is not identifiable.
Our proof links the MMSB parameters Θ and B to the eigen-decomposition of the probability matrix P, and then exploits its geometric structure. Specifically, we will show that the eigenvector row corresponding to any node lies inside a polytope whose vertices correspond to pure nodes. When B is full rank, the polytope has K linearly independent vertices, and the community memberships Θ i of each node i are fixed by the position of its eigenvector row with respect to these vertices. This proves part (a). When B is rank-deficient, the points corresponding to the pure nodes are linearly dependent. However, under the conditions of part (b), the constraints on Θ are shown to make the model identifiable. In other cases, we construct a new Θ that still yields the same probability matrix P. This proves part (c).
The next theorem shows that the existence of pure nodes is necessary in most practical scenarios.
. MMSB is identifiable up to a permutation only if there is at least one pure node for each of the K communities.
Algorithms
We will consider the problem of inferring the MMSB parameters under the following condition. Assumption 3.1. B ∈ R K×K is full rank, and there is at least one pure node for each of the K communities. This is sufficient for identifiability (Theorem 3.1). Note that this is weaker than assuming a positive-definite B, as in [29, 19] . We will now discuss our inference algorithm. We will prove its consistency in Section 4.
Let P = VEV T be the top-K eigendecomposition of P = E[A|Θ]. Typically, if one assumes B is positive definite, then ΘB 1/2 equals VE 1/2 Q for some rank-K orthogonal matrix Q. Hence, one tries to first find Q, and then use a post-processing step to find Θ and B. However, in our setting, B is full rank but not necessarily positive definite, thereby blocking the avenue. Instead, we proceed from a rather interesting observation that the population eigenvectors lie on a rotated and scaled simplex, as shown next. Proof. Without loss of generality, reorder the nodes so that Θ(I, :) = I. Then,
the rows V i of V are convex combinations of the rows of V P . Thus, the rows V i lie on a rotated and scaled simplex, whose corners correspond to the pure nodes. Also, the row norm of V i is upper bounded by the maximum norm of the rows in V P , that is, the corners of the simplex have the highest norm.
Algorithm 1 Prune
Input: Empirical eigenvectorsV ∈ R n×K , an integer r, and two numbers q, ∈ (0, 1). Output: Set S of nodes to be pruned.
d i :={Distance to r nearest neighbors} 5:
This structure immediately suggests the following algorithm. First, find the corners of the rotated and scaled simplex. This can be accomplished using existing corner-finding methods such as sequential projection algorithm (SPA) [10] . SPA first finds the node with the maximum norm: i = arg max j e T j V . This node is added to the set of pure nodes. Then, all remaining rows of V are projected on to the subspace that is orthogonal to the span of the pure nodes. The process is repeated for K iterations, and yields a set S of K pure nodes, one from each community. Now, we set V P = V(S, :). Finally, following 3.3, we can estimate Θ by VV −1 P and B by V P EV T P . Since Θ(S, :) is a permutation matrix, these estimates are correct up to a permutation.
Algorithm 2 SPACL
Input: Adjacency matrix A, number of clusters K Output: Estimated node-community distribution matrixΘ, Community-community interaction matrixB, and sparsity-control parameterρ 1: Get the rank-K eigendecomposition A =VÊV T . 2: S = Prune(V, 10, .75, .95)
In practice, we only have the network adjacency matrix A, not P. The empirical eigenvectors are noisy versions of the population eigenvectors. Hence, there can be nodes with higher norms that the true corners of the simplex. Our approach is to add a pruning step before applying SPA. The main idea is to identify and remove the nodes which are far away from the population simplex. Note that as the graph gets sparser, there would be more variance, leading to points having large deviations from the population simplex. The pruning algorithm essentially finds these by first finding contenders of pure nodes, i.e. nodes i whose eigenvector rowsV i := e T iV have high norm. Among these, it identifies points which do not have too many nearest neighbors, or in other words, have larger average distance to their nearest neighbors in comparison to others. We describe this in Algorithm 1. Our overall algorithm, called "Sequential Projection After CLeaning" (SPACL; Algorithm 2), first prunes away noisy high-norm points, then applies SPA to find corners, and finally extract Θ and B.
Here we use a simulated network to show the benefits of pruning. In Figure 1 (A) we plot the population simplex (red circles), the empirical simplex (green dots) (up-to a rotation), and the nodes pruned (blue stars) for a MMSB model with n = 5000
001, and ρ = .007. We can see that after pruning the nodes remaining are closer to the population simplex and should lead to more stable estimation. Figure 1 (B) varies ρ from 0.005 to 0.007 leading to average degrees increasing from 8 to 12, and shows the effect of pruning (blue dashes) over not pruning (red solid line) on the relative estimation error of Θ. essentially we are estimating the density of points in an -ball around every point i which has sufficiently large norm. This should work only if the points outside the population simplex have lower density in their -balls than the corners of the simplex. Otherwise, the pruning will remove the corners of the population simplex, diminishing the quality of the pure nodes. We consider K ∈ {2, . . . , 10} and n ∈ {2000, 3000, . . . , 6000}, α = 1 K /K, B ii = 1, B ij = .001 and ρ = log n/n. For each combination we use as the median of the elementwise difference of the empirical eigenvectors from their suitably rotated population counterpart. Let y = max i V i denote the largest row-wise norm of the population eigenvectors; recall that this occurs at one of the corners of the simplex. Let S 0 denote the set of nodes with high empirical eigenvector row-norms (the "high-norm" nodes), defined as S 0 := {i : V i ≥ y + }. SPA will choose at least one of these nodes (and possibly several of them) as its estimated corners. Let B(x, ) denote the 2 ball of size centered at point x. For each of the K corners c i of the population simplex (c i equals some row of V P ), we compute the number of neighborhood points x i := |{j|V j ∈ B(c i , )}|; let δ := min i x i be the minimum neighborhood size among these corners. Similarly, for each i ∈ S 0 , we compute z i = |{j|V j ∈ B(V i , )}|. Now we count the fraction of nodes in S 0 that could be pruned without pruning the corners c i of the population simplex. This Figure 1 (C, bottom panel) shows that for almost all combinations of K and n, we have m = 1, i.e., all the nodes in S 0 do get pruned, except for K = 10, n = 2000. This is expected, since for large K and small n the pure node density around the corners of the population simplex will be small. Figure 1 
Main results
We want to prove that the sample-based estimatesΘ,B andρ concentrate around the corresponding population parameters Θ, B, and ρ. This can be easily done by applying the theoretical result from [10] which essentially guarantees that the pure nodes picked using SPA are close to the true pure nodes as long as each of the input data-points are close to their population counterpart, which lies on a simplex. In our case, the input data points are the rowsV i of the matrixV ∈ R n×K , comprising the top-K eigenvectors of A. Existing techniques like the Davis-Kahan Theorem [28] show the convergence of empirical eigenvectors to their (rotated) population counterpart, but they only provide convergence in the Frobenius norm V−VO F or the operator norm VV T −VV T . These translate into loose bounds on the elements or rows of V. Other existing techniques [5, 4, 19] can be applied to show that elements ofV have O P (1/ nρ 2 ) relative error, but this is only meaningful when the degree grows faster than square root of n, i.e. the dense degree regime.
We are able to show that e T i (VV
. Thus, the row-wise relative eigenvector deviation converges to zero even when average degree only grows faster than the logarithm of n. This requires a subtle argument which uses Kato's contour integration technique [21] ), combined with a derivation of delocalization properties of the population eigenvectors (i.e., each element of the matrix V has order 1/ √ n), and path counting arguments. While we prove row-wise bounds on the n × n projection matrixVV T corresponding to the empirical eigenvectors, we also show that both algorithms 1 and 2 return the same set of pure nodes whether we invoke them withVV T orV (Lemma 4.4).
This by itself is not enough since it only gives us the a O(1/ √ nρ) relative convergence rate on rows of empirical eigenspaces, but an error bound inversely proportional to the square of the smallest singular value of B. In the simple setting of ρB = (p n − q n )I K + q n 1 K 1 T K , λ * (B) = (p n − q n )/ρ, i.e. it captures the separation between the connection probabilities within and across clusters. We achieve this by a new construction in which we consider groups of population eigenvalues lying within specially constructed intervals, such that the ratio of the largest and smallest eigenvalues within any interval is controlled.
The rest of the analysis is straightforward. We simply use existing guarantees from [10] , which show that when the input data-points are close to their population counterparts lying on a possibly rotated and scaled simplex, the SPA algorithm returns nearly pure nodes or corners. This immediately also provides O(1/ √ nρ) convergence guarantees onB andΘ. It is important to point out that a traditional analysis of empirical eigenvectors would have yielded a suboptimal O(1/ nρ 2 ) rate on these parameter estimates, thereby proving consistency only in the regime where average degree grows faster than square root of n, not logarithm of n. Furthermore, in a traditional analysis the error bound is inversely proportional to λ * (B) 2 , whereas our bounds are only inversely proportional to λ * (B).
Remark 4.1 (Connection to row-wise error). Note that the above row-wise error immediately gives us an error bound on rows ofV.
The K × K matrix V TV essentially takes out the projection of V onV fromV.
Remark 4.2 (Connection to Stochastic Blockmodels). While we prove this for the Mixed Membership Stochastic Blockmodel, the same result extends to Stochastic Blockmodels as well, by taking α 0 → 0. We believe it should also be applicable to other random graph models when the average degree grows faster than the logarithm of n, as long as the population eigenvectors are delocalized, and the rank of the expectation matrix grows slowly compared to the size of the matrix. Typically, in the Spectral Clustering literature, one proves weak consistency, i.e. the fraction of misclassified nodes go to zero as n goes to infinity [24, 17] . In contrast, McSherry [20] show exact recovery by a sample splitting step followed by a combinatorial projection step to show element-wise concentration of suitably projected rows of the adjacency matrix. In fact this was an open question posed by [20] , i.e. whether the final projection step is needed.
Our analysis of eigenspaces immediately shows a path to establish strong consistency without the further projection step. We show this in the Stochastic Blockmodel with simple equal size cluster setting with ρB = (p − q)I 2 + q1 2 1 T 2 . Assume without loss of generality that the nodes are arranged such that the first half of the nodes are from the first cluster. Here the first eigenvector is 1 n / √ n and the second eigenvector is [1 n/2 − 1 n/2 ] T / √ n. We also have α 0 → 0, K = ν = 2, and λ * (B) = (p n − q n )/ρ. We can expect exact recovery with probability greater than 1 − K/n 2 as long as there is enough separation between the second population eigenvector values, that is, (p n − q n )/ √ ρ = ω(1/ √ n). This immediately shows strong consistency with a separation condition that is optimal up to logarithmic factors.
One of the elements of the proof of Theorem 4.1 is a bound on e T i (A − P)Ve j . A naive application of Azuma's concentration inequality shows that this quantity is O P ( √ log n). This is because the above is a sum of n independent centered random variables, whose squared norms sum to at most one, since Ve j has unit norm. This unfortunately is not dependent on the sparsity parameter ρ (same scale as the standard deviation of elements of A). If the j th population eigenvector has a one in one location and zeros elsewhere, this quantity is in fact O(1). However, one can bring in the sparsity parameter ρ, if Ve j can be shown to be delocalized, i.e. each entry is of the order 1/ √ n.
Lemma 4.2 (Delocalization of population eigenvectors). Let
with the same probability.
The above result immediately gives a high probability upper bound on Ve j ∞ . Furthermore, since e T i VV T = e T i V , this and Theorem 4.1 show that the relative error of row-wise deviation of eigenspaces decays at the O P (1/ √ nρ).
with probability larger than 1 − O(Kn −3 ). Lemma 4.2, in conjunction with a Bernstein type bound, shows that e T i (A−P)Ve j is in fact O P ( ρ log 2 n) (Lemma 6.3). Note that this is only one element of the full analysis, which also involves bounding projections of different powers of A − P on the population eigenspace. We defer it to Section 6.
So far we have talked about row-wise bounds on empirical eigenspaces. But it seems cumbersome to apply our algorithms on the n × nVV T matrix. The following simple result shows that our algorithms return the same set of pure nodes usingV andVV T . Thus, for the algorithm we simply useV. Concentration of (Θ,B,ρ). Once the pure nodes are recovered, SPACL estimates Θ and B usingV. Now we will show that these estimates are also consistent. The proof technique here is relatively straightforward. An application of Theorem 3 in [10] shows that the nodes found by Algorithm 2 are almost pure. Applying this result requires some additional conditions on the model parameters, which are detailed below. With these added assumptions, analyzing the relative error ofΘ andB still requires careful analysis. This is because since a naive application of existing results from random matrix theory will show that the error bounds depend on the inverse of the square of λ * (B). Here again the carefully constructed intervals of population eigenvalues help to make this dependence proportional to just the inverse of λ * (B). 
Remark 4.4. The above theorem essentially show that when degree grows faster than logarithm of n, SPACL consistently estimates the parameters. We explain the implication of the above results in the context of a simple model where α = α 0 /K1 K and ρB = (p n − q n )I K + q n 1 K 1 T K . If K is Θ(1), the smallest singular value of B can shrink as λ * (B) =Ω(1/ √ nρ). In the traditional form of lower bound on separation probabilities, if we have (p n − q n )/ p n + (K − 1)q n =Ω(1/ √ n), the above condition on λ * (B) will also be satisfied. The above bounds suggest that K can grow up tõ o(n 1/12 ), when other parameters like ρ and λ * (B) are held constant. The fact that we can allow K to grow much more slowly than n can be attributed to the fact that we can only get row-wise upper bound on V (Lemma 4.2), not element-wise.
Experimental results
We present both simulation results and real data experiments to compare SPACL with existing algorithms for overlapping network models. We compare with the Stochastic Variational Inference algorithm (SVI) [11] , a geometric algorithm for Non-negative matrix factorization for MMSB models with equal Dirichlet parameters (GeoNMF) [19] , Bayesian SNMF (BSNMF) [22] , the OCCAM algorithm [29] for recovering mixed memberships, and the SAAC algorithm [15] . 1 For real data experiments we collect two large datasets (with up to 100,000 nodes) from the DBLP corpus and compare SPACL with GeoNMF, SVI, OCCAM, BSNMF and SAAC. One of these is assortative (B has positive eigenvalues) and one which is dissortative (B has negative eigenvalues). We show that for the dissortative setting, SPACL vastly outperforms other methods. For datasets simulated from the MMSB model, we only compare with SVI and GeoNMF, since the others make different model assumptions.
Simulations
On simulated data, we compare the relative error ( Θ − Θ F / Θ F ) of different methods for estimating Θ, averaged over 10 random runs in a range of parameter settings. In particular, we investigate their sensitivity to the cluster-connection matrix B, the Dirichlet parameter α, the number of communities K, and finally to negative eigenvalues of B. By default, we set n = 5000.
Changing B: First, we set K = 3, ρ = 0.2, α = (1/3, 1/3, 1/3), β = (0.5 − B , 0.5, 0.5 + B ). We use diag(B) = β/ max(β) and B ij = 0.05 for i = j. The result is shown in Fig 2(A) . We see that SPACL and GeoNMF are comparable and significantly better than SVI. In order to make the problem harder, we change K = 7, ρ = .15, α i = 0.1, β i = 0.5 + (i − 4) B , i ∈ [7] . We use diag(B) = β/ max(β) and B ij = 0.2 for i = j. As shown in Figure 2 (B), in this harder regime, SVI does not converge, and SPACL outperforms GeoNMF. Also GeoNMF has larger variability than SPACL.
In Figure 2 (C), we plot the relative error in estimating Θ against increasing off diagonal noise of B. We take K = 7, ρ = 0.15, diag(B) = (1, 1, 1). We see that SVI performs poorly, and while GeoNMF and SPACL have a similar trend, SPACL outperforms GeoNMF for large off diagonal noise.
Changing K: In Figure 3 
We see that SPACL is a little better than GeoNMF and much better than SVI.
Changing α: In Figure 3 (B) we use α = (0.5 − α , 0.5, 0.5 + α ) and plot the relative error against α . We set K = 3, ρ = 0.15,
Recall that for skewed α we get unbalanced cluster sizes. SVI behaves poorly, and SPACL is much more stable (much smaller variance) than GeoNMF.
Changing λ K (B): We conclude the simulations with experiments on B with negative eigenvalues. We generate B so that the smallest eigenvalue λ K (B) of B is negative.
We set B =    1 0.2 0.1 0.2 0.5 0.075 · i 0.1 0.075 · i 0    and vary i ∈ [15] . As i grows, λ K (B) becomes more negative. We set K = 3, ρ = 0.15, α = (1/3, 1/3, 1/3). We plot the relative error against λ K (B) in Figure 3 (C). We see that both GeoNMF and SVI perform poorly, whereas SPACL performs better by a large margin.
Real Data
We use the two types of DBLP networks obtained from the DBLP dataset 2 [18] , where each ground truth community is a group of conferences on one topic. The author-author networks were constructed by Mao et al. [19] , whereas we construct the bipartite networks by using both papers and authors as nodes. Each community is split into two, the paper community and the author community. The papers are pure nodes since they belong to one conference and hence one community, whereas the authors may belong to more than one community, since they often publish in many conferences. The statistics of these networks are in Table 2 (a) and (b). The details of the subfields can be found in Mao et al. [19] . We have two simple preprocessing steps for the adjacency matrix: 1) delete nodes that do not belong to any community; 2) delete nodes with zero degree. The statistics of the network are in Table 2 , which show that despite being sparse, the networks have large overlaps between communities. The amount of overlap is measured by the number of overlapping nodes divided by the number of nodes. Implementation details: For real world networks, specially the bipartite networks, when average degree of graphs with 100,000 nodes is smaller than four, some nodes may have extremely small values ofΘ and the corresponding rows may in fact become zero after thresholding. For those we essentially cannot make any prediction. This is why for Step 7 of Algorithm 2, we threshold all values smaller than 10 −12 to zero and we do not normalize rows which are all zeros. This does not make any difference for simulations, but for the real world networks, this stabilizes the results. Evaluation Metric: For author nodes, we construct the corresponding row of Θ by normalizing the number of papers an author has in different ground truth communities. We present the averaged Spearman rank correlation coefficients (RC) between Θ(:, a), a ∈ [K] andΘ(:, σ(a)), where σ is a permutation of [K]. The formal definition is:
RC(Θ(:, i), Θ(:, σ(i))).
It is easy to see that RC avg (Θ, Θ) ∈ [−1, 1], and higher is better. Since SAAC returns binary assignment, we compute its RC avg against the binary ground truth. Performance: We report the RC avg score in Figure 4 . We see that SPACL has better prediction accuracy on the bipartite versions of the datasets. This is because the bipartite author-paper network retains information that is lost when the authorauthor networks are constructed. Also SPACL outperforms all other networks on bipartite networks, since these are dissortative and the corresponding B will have negative eigenvalues. On co-authorship graphs, SPACL performs comparably to GeoNMF, while the other methods are worse. Both SPACL and GeoNMF are much faster than the competing algorithms.
Analysis
We first present the proofs of the identifiability results, followed by the proof of the elementwise eigenvector bounds.
Identifiability
Proof of Theorem 3.1. Without loss of generality, we absorb ρ in B, and reorder nodes so that the first K nodes contain one pure node from each community. Thus, Θ 1:K,: = I. Let P = VEV T be the eigen-decomposition of P, with V ∈ R n×rank(B) . Let V P = V 1:K,: . Lemma 3.3 shows that V = ΘV P . Thus, for any node i, V i lies in the convex hull of the K rows of V P , that is, V i ∈ Conv(V P ). Now, suppose P can be generated by another set of parameters (Θ , B ) , where Θ has a different set of pure nodes, with indices I = 1 : K. By the previous argument, we must have V I ⊆ Conv (V P ). Since (Θ , B ) and (Θ, B) have the same probability matrix P, they have the same eigen-decomposition up to a permutation of the communities. Thus, swapping the roles of Θ and Θ and reapplying the above argument, we find that Now, suppose rank(B) = K − < K, and there exists a node m such that θ mj > 0 for all communities j. We first permute the columns of Θ, and the rows and columns of B, so that
where C ∈ R (K− )×(K− ) is full rank, and W ∈ R (K− )× . We see that 
The above equation is derived using Θ1 = Θ 1 = 1, and W T 1 = 1. Clearly B = B as well, so the MMSB model is identifiable. From Eq. 3, we have B (K− +1):K,: = W T B 1:(K− ),: , so W T 1 = 1 iff the last row of B is not a affine combination of the remaining rows. It is easy to see that the same holds for any row of B. This proves part (b).
Case 2: rank(B) = K − 1 and W T 1 = 1, or rank(B) < K − 1.
We will construct a Θ = Θ that yields the same probability matrix P. T Let the mixed node be m, so Θ m > 0. We use
where is small enough that Θ mj ∈ (0, 1) for all communities j, and β ∈ R = 0 is such that β T −W T 1 + 1 = 0. Note that such a β always exists when > 1 and can be arbitrary vector when W T 1 = 1. Hence, each row of Θ sums to 1, and Θ is a valid community-membership matrix. Additionally, Θ V P = ΘV P . Finally, we will show that (Θ , B) and (Θ, B) generate the same probability matrix. Note that B = P 1:K,1:K = V P EV T P . Hence,
This proves part (c). (1) , B (1) ), with P = ρ (1) Θ (1) B (1) Θ (1) T . We want to construct a (Θ (2) , B (2) ) that gives the same probability matrix P. The idea is to construct a matrix M such that Θ (2) = Θ (1) M and B (2) = M −1 B (1) (M T ) −1 (we can absorb ρ in B without loss of generality). The difficulty is in ensuring that all constraints are satisfied: Θ (2) 1 = 1, Θ (2) ≥ 0, and 0 ≤ B (2) ij ≤ 1 for all i, j. Without loss of generality, suppose that the first community does not have any pure nodes. In other words, for all nodes i ∈ [n], Θ (1) i1 ≤ 1 − δ for some δ > 0. Consider the following M:
Proof of Theorem 3.2. Consider an MMSB model parametrized by (Θ
where is a small positive number (0 < < δ). It is easy to check that M is full rank (for small enough ) and M · 1 = 1. Hence, Θ (2) 1 = Θ (1) M1 = 1 For any node i and for j > 1,
where we used < δ and Θ (1) i 1 = 1. Hence, Θ (2) ≥ 0. Finally, we must show that B (2) = M −1 B (1) (M T ) −1 has all elements between 0 and 1. Note that
Thus,
Since B (1) ij ∈ (0, 1), we have B (2) ij ∈ (0, 1) for small enough, completing the proof.
Eigenspace Row-wise Concentration
Before presenting the analysis of the element-wise error-bounds of empirical eigenvectors, we present a discretization scheme of the population eigenvalues, which later helps in getting a better dependence of the overall element-wise error on the smallest singular value of P, which can also be thought of as the separation between blocks. Definition 6.1 (A discretization of eigenvalues). Lets divide the eigenvalues of P up into the positive ones (S + ) and negative ones (S − ). We will define the dividing process only for the positive eigenvalues. The same argument can be carried out on the negative eigenvalues by taking their absolute values. We start with the smallest eigenvalue in S + . Denote this by λ * + . We use this as gap g 1 and keep moving through the eigenvalues in S + in increasing order until we find two consecutive eigenvalues which have gap g 2 > λ * + . Thus every pair of consecutive eigenvalues in the k th interval is within g k distance. Furthermore, as k grows, the gap increases. In this effect, we define s k and e k as the starting and ending index of eigenvalues of the k th interval. Thus λ * (P) ≤ g 1 < g 2 < g 3 . . . .
Define by V S k the columns of V corresponding to S k .Note that n k := |S k | ≤ K, k n k = K, and number of intervals (I) can also be at most K. Let the number of intervals with positive eigenvalues I + and the ones with negative eigenvalue I − .
The above discretization lets us control the ratio of the largest eigenvalue in each interval and the gap between an interval and the next as follows. Lemma 6.1. Consider the intervals defined in Defn 6.1. We have:
Proof. We prove this by induction. First, note that the smallest positive eigenvalue is larger than λ * (P) by definition. For k = 1, λ s 1 − λ e 1 ≤ (n 1 − 1)λ e 1 , and hence λ s 1 ≤ n 1 λ e 1 . Now assume that λ s k ≤ k i=1 n i λ e 1 . Hence,
The last step holds since g k < g k+1 .
We also have the following lower bound on λ * (P). Lemma 6.2. Let ν = α 0 / min i α i and let λ * (P) denote the K th largest singular value of P.
In order to prove our entrywise concentration bound, we will first introduce the notion of matrix resolvents and useful identities on resolvents.
Let us denote by
As we see below this matrix is an integral part of the resolvent of the expectation matrix P.
We will use a standard technique to compute eigenspaces of matrices (also used in [21] Lemma A.2). Consider an interval [a, b] such that there are no eigenvalues of P in (a − γ, a + γ) ∪ (b − γ, b + γ). Now consider a contour C in the complex plane which passes through a + γ
From the Cauchy integration formula, we know that
Consider the discretization in Definition 6.1. For the k th interval, use γ k = g k /4, a k = λ e k − g k /2, b k = λ s k + g k /2. Introduce by C i , i ∈ [I] the contour created using a i , b i , γ i . Let V 1 denote the n × n k matrix with the eigenvectors corresponding to eigenvalues in [a k , b k ]. Since the gap between the smallest eigenvalue (in magnitude) of the k th interval and the largest eigenvalue in the (k + 1) th interval is g k , and by construction g 1 < g 2 < . . . , P does not have any eigenvalues in (a k − γ k , a k + γ k ) ∪ (b k − γ k , b k + γ k ). Recall from Definition 6.1 that λ * (P) < g 1 < g 2 < . . . . Since with probability at least 1 − 1/n r , A − P = O( √ nρ) = o(g i ) and P does not have any eigenvalues in
, we have with probability at least 1 − n −r ,
Furthermore, it is not hard to check that, for some x ∈ [n],
Here we consolidate some properties of M z (Equation 11 ). Now we note that for each contour C k , |z| can be upper and lower bounded as follows.
Also by the construction of the intervals, ∀i ∈ [n] and for all z on C k we have:
Therefore, First note that, for all z on the contour C k ,
Hence for z on contour C k ,
The last step is true because M z can also be written as
Finally using Equations 10, 11 and 12 we also have ∀z ∈ C k ,
Now equation 14 immediately gives us the following bound for G A (z) − G P (z):
We will also note that,
Bringing A−P z (G A (z) − G P (z)) to the LHS, and using the definition of the resolvent of A − P we get:
As it turns out, each of the rows of zR either have small Frobenius norm or they disappear when combined with zG A−P (z) post integration. We will show this step by step. Note that, using Equation 6 the last part of the RHS of the above can be decomposed as:
Next, we show that zG A−P (z)R 1 disappears upon integration. Let the eigenvalues and eigenvectors of A − P be (ν i , u i ), for i ∈ [n]. We have, with probability bigger than 1 − n −r ,
The last step is true because |ν i | ≤ A − P = o(γ) and hence all eigenvalues of A − P are outside C with probability at least 1 − n −r . Now, Equations 8 and 17 gives us,
We have with probability 1 − n −r ,
(By Eqs 10 and 11)
Finally we also have:
Now using the above bounds along with Equation 18
yields:
(i) holds because from construction of the eigenvalue intervals, we have: λ s k − λ e k + 2g k ≤ (n k + 1)g k . (ii) holds, since by Lemma 6.1, we have λ s k ≤ g k k i=1 n i . Finally, by triangle inequality, for the whole eigenspace we have:
All that remains now is to bound G A−P (z)V and G A−P (z)(A−P)V for z ∈ C k . Note
For t = 1, we prove the following lemma, which uses the fact that V is delocalized with high probability (see Lemma 4.2) . For this, we will use the following crucial result from [9] . Define A 0 as the symmetric n × n adjacency matrix from an Erdós Renýi model G n,p , where p is the probability of linkage between any pair of nodes. Let A = A 0 / np (1 − p) , and let H = A − √ p n(1−p) 11 T . We reuse the following definitions from [9] . Definition 6.3. Fix a possibly n-dependent parameter 1 + a 0 ≤ ξ ≤ A 0 log log n, where a 0 > 0 and A 0 ≥ 10 are fixed positive constants. Definition 6.4. Fix ξ as in Definition 6.3. We define that an event Ω occurs with (ξ, ν) high probability, if P (Ω) ≥ 1 − exp(−ν(log n) ξ ) for n ≥ n 0 (ν, a 0 , A 0 ). Lemma 6.4 (Lemma 7.10 Erdós et al. [9] ). Fix ξ as in Definition 6.3. If p ≥ (log n) 6ξ n , then with (ξ, ν) high probability, we have for t ≤ log n, for a fixed i,
Corollary 6.5. Let H := (A − P)/ √ nρ. As long as ρ ≥ (log n) ξ n , for any fixed vector v, then with probability at least 1 − exp(−(log n) ξ /3),
For t = 1, Lemma 6.3 shows that |e T i Hv| ≤ 4 log n √ n with probability at least 1 − O(K/n 3 ). Since v ∞ ≥ 1/ √ n, the result follows directly for large enough n. For t ≥ 2, we claim that this result follows via straightforward modifications of the proof of Lemma 6.4, where the main two elements are:
n for m ≥ 2. Note that for our setting, since p ij ≤ ρ, and nρ ≥ (log n) ξ ,
The authors use a higher order Markov inequality. This inequality upper bounds the number of terms that are non-zero in the summand via a multigraph construction for path counting. Then these non-zero elements are bounded by their absolute value and hence, even though v does not equal e, just the fact that it is fixed and hence independent of H ij , is enough to apply the proof directly to get the required result.
Using an almost identical argument as [9] , we have:
Now a higher order Markov Inequality, with p = (log n) ξ /2t gives:
Proof of Theorem 4.1. We will now use Eq 19 and Corollary 6.5. Let v i denote the i th column of V. First note that, for H defined in 6.5, for t ≤ log n,
Equation 20 and Corollary 6.5 immediately give, with probability at least 1 − n −r − exp(−(log n) ξ /3):
The last step is true, since Eq 11 and the construction of the eigenvalue intervals 6.1 gives: min k,z∈C k |z| = Ω(min k g k ) = Ω(λ * (P)). We also used the fact that O(1/ log n) ξ log n ≤ 1/(n 2ξ ) for large enough n. Furthermore, we also have, with probability at least 1 − n −r − exp(−(log n) ξ /3),
Finally Eq 19 gives, with probability at least 1 − n −r − K exp(−(log n) ξ /3):
The failure probability n −r comes from the failure of the event A − P = O( √ nρ), and this is why it does not get multiplied by K. The last step uses max
= Ω(n −2ξ ), for ξ chosen as in Definition 6.3. Fixing ξ = 2, this failure probability can be made Kn −3 .
Conclusions
This paper proposed a fast and provably consistent algorithm called SPACL for inferring community memberships of nodes in a network generated by a Mixed Membership Stochastic Blockmodel (MMSB). The proof of consistency requires a different approach than those used for Stochastic Blockmodels. Our proof has several new aspects, including a sharp row-wise eigenvector bound using complex contour integration, a proof of delocalization of the top eigenvectors of the population probability matrix P, and tight bounds on the product of the centered random matrix A − P with the top eigenvectors of P. We only assume that each community has at least one pure node, and the community-connection matrix B is full-rank; this is weaker than the assumption of a positive-definite B in some prior work. We are also the first to provide both necessary and sufficient conditions for identifiability under MMSB. Results on simulated and real-world networks shows that SPACL is more accurate and has lower variance than several related methods, and is fast and scalable as well.
A Useful Concentration Results
Definition A.1. (A construction of rotation matrix) Consider the discretization defined in Definition 6.1. The Davis Kahan theorem states that there exists a rotation matrixÔ such that V − VÔ F is small. In this definition we will carefully construct this matrix. Consider the intervals resulting from the discretization of population eigenvalues in Defn 6.1. Now, from Theorem 2 [28] , ∃Ô k such that
Typically the denominator is f k := min(λ s k −λ s k +1 , min(λ e k −λ e k +1 , λ e k )). We now construct ourÔ by stacking theÔ k matrices on the diagonal of a K × K matrix. This is also a valid rotation matrix. 
with probability larger than 1 − O(Kn −3 ).
Proof. Consider the rotation matrixÔ, the residual matrix R constructed as in Defn A.1. This gives us the Frobenius norm of R as follows, since by construction g k ≥ λ * (P).
Finally note that, using Lemma 6.1, since
Now we use these intervals as follows.
The last step is true because
Knρ with probability at least 1 − n −r . As for P 1 , note that:
As for P 2 , we have:
Thus the final bound is O P (K 3/2 √ nρ(max(1, √ Knρ/λ * (P))) = O P (K 3/2 √ nρ) using the assumption in the statement of the lemma. The error probability comes from the failure of two events, namely A − P = O( √ nρ), and λ * (P) = Ω P ρnλ * (B) ν . Taking r = 3 we get the required bound.
Proof of Lemma 6.3. We have |X j | ≤ v ∞ =: M . Conditioning on P, i.e. conditioning on Θ (since B is a fixed parameter) X j are mean zero independent random variables. Also note that, since v = 1 and P ij ≤ ρ,
An application of Bernstein's inequality gives us:
First note that the RHS of the above equation is a decreasing function of t. We set t = 4 max(M, √ ρ) log n. Consider the following two cases: Thus we have:
Recall from Lemma 4.2 that we can use M = 1/ λ K (Θ T Θ). Consider the Ω defined as Ω := {Θ : 1/ λ K (Θ T Θ) ≤ ν(1+α0) n }. Using the condition on ν, we see that, on Ω, M ≤ √ ρ.
Step (i) follows from Lemma 4.2 and step (ii) follows from the condition on ν.
Lemma A.2. Let A be the adjacency matrix of a random graph on n nodes in which edges occur independently. Set E[A] = P and assume that max i,j P ij ≤ ρ and nρ ≥ c 0 log n and c 0 > 0. Then, for any r > 0 there exists a constant C = C(r, c 0 ) such that:
Proof. This is a direct consequence of Theorem 5.2 of [17] .
Lemma A.3. Let α max = max a α a and α min = min a α a . If ν := α 0 /α min ,
where κ(.) is the condition number of matrix (.).
Proof.
Here we consider θ i as a random variable. Denotê
Note thatM − E[M] = i X i where X i are independent mean zero symmetric K × K random matrices. We have
. Furthermore, since θ i 1 = 1, and α 0 = i α i , we have
Finally, since the operator norm is convex, Jensen's inequality gives:
Using standard Matrix Bernstein type concentration results (Thm 1.4 [25] ), for large n we get:
Now Weyl's inequality gives, with probability at least 1 − δ t ,
For the population quantities,
. Hence the condition number ofM can also be bounded as:
.
From this proof of Lemma 6.2 follows immediately.
Proof of Lemma 6.2. First note that,
The inequality holds because ∀ full rank symmetric positive definite matrix M 1 , M 2 ∈ R K×K ,
, and as λ 1 (M −1 1 ) = 1/λ K (M −1 1 ) (same for M 1 and M 1 M 2 ), we have:
Now, from Lemma A.3, the result follows.
Proof of Lemma 4.2. Note that Θ T Θ = V P V T P −1 , thus for pure nodes, with Lemma A.3, with probability at least 1 − K exp − n 36ν 2 (1+α0) 2 ) ,
As for other nodes, their rows are convex combinations of the rows of pure nodes and would be smaller than or equal to the norm of the pure nodes. Thus the result follows. Now
As for node i ∈ [n] that may not be a pure node, as V i = j θ ij V j (W.L.O.G., we make the first K rows of V pure nodes of different K communities here), using Jensen's inequality we have
Thus the result follows.
B Consistency of inferred parameters
Proof of Lemma 4.4 . To see that the pruning algorithm returns identical nodes (up-to ties) is straightforward. This is because the pruning algorithm proceeds by calculating Euclidean distances between pairs of nodes for nearest neighbor computation. We have VV T (e i − e j ) 2 = (e i − e j ) TVVT (e i − e j ) = V (e i − e j ) 2
Thus the pairwise distances between columns ofVV T are the same as that between columns ofV T . As for the SPA algorithm, we prove the claim by induction. picking max norm will give the same index, denoted as k 1 . Now forV T , the vector whose projection is removed isV T e k1 , and the normalized vector is u =V T e k1 / V T e k1 , then forVV T , the vector whose projection is removed isVV T e k1 and its normalized vector is u 1 =VV T e k1 / VV T e k1 =VV T e k1 / V T e k1 =Vu. Now So ∃ a permutation matrix Π ∈ R K×K such that
whereÔ is the orthogonal matrix from Lemma A.1, also by Lemma A.3, we have,
with probability larger than 1 − O(Kn −2 ). The last step is true since has logarithmic factors, and α 0 = O(1). Proof of Theorem B. 3 . In what follows we use M p to denote the rows of M indexed by S p when M is n × K and by the square submatrix M (S p , S p ) is when M is n × n. We now combine the row-wise deviation bound from Theorem 4.1 with Theorem B.2 to derive that, ∃ a permutation matrix Π ∈ R K×K , such that
First we will prove a bound on V −1 p . Letσ i be the i th singular value ofV p ,
From Lemma A.3, σ K (V P ) = Ω(1/ √ n) and σ 1 (V P ) = O( ν(1 + α 0 )/n) with probability larger than 1 − Kn −3 . Now, Weyl's inequality for singular values gives us:
Plugging this into Equation (28) we get:
The last step is true since assumption 4.3 implies ν √ Kn = o (1) . Note that we also have
Finally putting everything together with Equation (27) we get:
with probability larger than 1 − O(Kn −2 ).
Proof of Theorem 4.5. We break this up into proofs of Equations 1 and 2.
Proof of Equation 1. Recall thatΘ =VV −1 p . We have:
The last inequity follows from Theorem B.3. Note that, since
we have:
with probability larger than 1 − O(Kn −2 ). 
