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Résumé
Dans ce papier nous présentons un descripteur 3D original
pour la classification de personnes. Nous avons réalisé une
plate-forme multi-kinect qui fait l’acquisition de nuages de
points complets (c’est à dire selon une vue à 360◦). Un
post-traitement (suppression d’arrière-plan) isole les élé-
ments qui sont candidats à représenter une personne. Notre
descripteur exploite ces données et permet, au travers d’un
classifieur SVM (Support Vector Machine), de classifier les
personnes et de déterminer l’orientation du plan frontal de
la personne. Il utilise la répartition spatiale et l’orientation
des normales aux surfaces dans un procédé dérivé de celui
des HOG (Histogram of Oriented Gradient).
Nous avons construit une base de données originale pour
l’apprentissage du classifieur et l’évaluation de notre des-
cripteur. Le descripteur permet de reconnaître une per-
sonne d’un objet de manière très satisfaisante et fournit
également l’orientation du plan frontal de la personne avec
une grande précision.
Mots Clef
Classification de personnes, descripteur 3D, système multi-
kinect.
Abstract
In this paper we present a new 3D descriptor for human
classification. We realize a multi-kinect platform that ac-
quires the complete point cloud (i.e 360◦ view) of a subject.
Post-processing (background subtraction) isolates a set of
candidates. Our new descriptor exploits this information to
classify person and determines the frontal direction of the
person using the Support Vector Machine (SVM) classifier.
It uses the spatial repartition of surface normal in a process
derived from the HOG (Histogram of Oriented Gradient).
We have created a new database to learn the classifier and
to evaluate the efficiency of our descriptor. Our evaluation
of the 3D descriptor shows promising results. The descrip-
tor can discriminate human from non-human objects and
provides the frontal face direction of the human with high
precision.
Keywords
Human clasification, 3D descriptor, Multi-kinect.
1 Introduction
Les travaux présentés ici s’inscrivent dans le développe-
ment du projet RAHA (Reconstruction et Analyse du mou-
vement Humain par stéréovision Active) initié par le labo-
ratoire LE2I. L’objectif de ce projet est la mise en place
d’une plate-forme d’acquisition d’images permettant la re-
construction 3D et l’analyse du mouvement temps réel
d’un sujet déformable, sans marqueur. Les applications vi-
sées sont principalement l’analyse de performances des
sportifs, la rééducation fonctionnelle et la surveillance des
malades. Nous nous concentrerons ici sur le problème de la
détection des personnes sur les données de reconstitution
3D produite par la plate-forme en question. Cette détection
servira de phase d’initialisation d’un processus de suivi
qui lui même servira à l’analyse du comportement (par
exemple pour la reconnaissance de mouvements à risque
ou l’analyse de progression de la rééducation).
La détection de personnes est un sujet qui suscite de nom-
breuses recherches. Elle est utilisée pour une grande variété
d’applications telles que la surveillance médicale, l’assis-
tance à la conduite ou bien l’analyse du comportement. Ce
problème est particulièrement complexe du fait de la large
variation de poses, de couleurs et de textures dans la classe
des personnes ainsi que de la complexité de l’environne-
ment dans lequel la personne évolue. Bien que la plupart
des méthodes existantes de détection de personnes utilisent
les images couleur, l’essor ces dernières années des tech-
nologies de capture de la profondeur a ouvert de multiples
perspectives. L’introduction d’une caméra 3D précise mais
abordable en terme de coûts, la kinect de Microsoft, a dé-
cuplé l’intérêt pour ces technologies. De nos jours de nom-
breuses méthodes de détection de personnes utilisent les
capteurs de profondeur. De plus les données 3D sont de
plus en plus utilisées dans les applications médicales de
surveillance des malades [16]. Néanmoins les caractéris-
tiques de l’enveloppe 3D d’une personne sont très peu ex-
ploitées. En effet l’information de profondeur est la plu-
part du temps utilisée uniquement pour réduire le temps
des traitements.
On recense deux grandes catégories de méthodes de dé-
tection de personnes : d’une part la combinaison d’un des-
cripteur avec un classifieur et d’autre part la comparaison
à un gabarit. Dans la première catégorie, les HOG (His-
togram of Oriented Gradients) [4] sont considérés comme
le descripteur 2D le plus efficace pour la détection de per-
sonnes. Les HOD (Histogram of Oriented Depths) [13, 2]
sont l’adaptation la plus connue des HOG appliquée aux
images de profondeur. Les HOD calculent localement la di-
rection de la variation de profondeur. En fait ils utilisent les
données de profondeur en tant qu’image 2D pour appliquer
le calcul du HOG. Il est alors difficile d’appliquer ce pro-
cessus quand plusieurs sources d’information sont combi-
nées comme c’est le cas avec un système multi-capteurs. Le
problème est le même avec les RDSF [10] dont le descrip-
teur rassemble les comparaisons entre régions de l’image
de profondeur 2D. Dans la seconde catégorie de méthodes,
les données 2D (images) ou 3D (nuage de points) sont com-
parées à un ou plusieurs gabarits de parties du corps. La
forme distinctive en forme de Ω formée par la tête et les
épaules est un exemple de gabarit discriminant [14]. Pour
la comparer aux données, Xia [15] utilise une distance de
chanfrein et Choi [3] une distance de Hamming.
Dans cet article nous proposons une méthode de classi-
fication de personnes qui fonctionne à partir d’un nuage
de points et qui exploite les seuls caractéristiques 3D des
personnes et non les données couleur. Le descripteur 3D
proposé ici peut être considéré comme une généralisation
du descripteur HOG. Dans un premier temps le nuage de
points 3D est séparé en blocs 3D. Le descripteur 3D est en-
suite obtenu par le calcul de l’histogramme des orientations
des normales des points pour chaque bloc. Enfin nous uti-
lisons un classifieur SVM pour déterminer si le descripteur
représente ou non une personne. De plus, le descripteur
fournit une indication supplémentaire à propos de l’orien-
tation du plan frontal de la personne. Une telle information
est primordiale pour de nombreuses applications comme
l’initialisation du suivi, les interactions homme-machine ou
l’analyse du comportement.
Le descripteur proposé a été conçu pour manipuler des
nuages de points complets (comme celui de la Figure 1).
Nous avons conçu une plate-forme multi-kinect. Construire
un tel système implique de répondre à plusieurs défis
comme la calibration, les interférences et la suppression
du bruit [6]. La plate-forme couvre la totalité de l’environ-
nement de travail et donc la forme 3D du sujet dans son
intégralité est reconstruite. Cela a de multiple avantages :
aucune partie caractéristique de la personne n’est cachée,
l’orientation du plan frontal de la personne peut être esti-
mée, l’acquisition est robuste et la description de l’objet
est plus riche (couleur, profondeur, normale aux surfaces,
courbure). Ces données sont isotropes ; ce qui serait im-
possible à obtenir avec une unique caméra. Le descripteur
FIGURE 1 – Exemple de nuage de points complet selon
deux points de vue différents. La surface de la personne est
intégralement reconstruite. Pour une meilleure compréhen-
sion, le nuage de points est ici affiché avec les informations
couleur qui ne sont pas utilisées dans nos traitements.
obtenu permet alors d’estimer l’orientation du plan frontal
de la personne.
Dans la suite du papier, nous détaillerons tout d’abord la
mise en place de la plate-forme d’acquisition, la construc-
tion du descripteur puis le processus de classification dans
la section 2. Ensuite nous présenterons les résultats de nos
évaluations dans la section 3 avant de formuler nos conclu-
sions dans la section 4.
2 La classification de personnes
La méthode proposée pour la classification d’une personne
et de son orientation suit l’approche descripteur/classifieur.
Elle manipule un nuage de points complet. Un descripteur
est tout d’abord calculé pour convertir l’information don-
née par le nuage de points dans un espace plus discrimi-
nant. Puis le modèle du classifieur est construit en utilisant
l’algorithme d’apprentissage du SVM.
2.1 Le système d’acquisition
Le descripteur 3D est calculé à partir d’un nuage de points
complet, c’est à dire selon une vue à 360◦. Afin d’obte-
nir cette couverture complète de la scène, une plate-forme
multi-kinect a été mise en place. Cette plate-forme consiste
en trois kinects positionnées de telle sorte que deux kinects
successives partagent une partie de leur champ de vision.
Le système multi-kinect est ensuite calibré. L’estimation
des paramètres intrinsèques permet de transformer l’image
3D en sortie de la kinect en nuage de points dans le repère
monde. L’estimation des paramètres extrinsèques permet
de réunir les nuages de points des différentes caméras dans
un même référentiel. Il existe des méthodes efficaces re-
connues d’estimation de ces paramètres [5, 9, 12]. Pour cal-
culer la profondeur avec la kinect, une caméra infra-rouge
capture la projection du motif issu d’un projecteur infra-
rouge. Ensuite la disparité d, entre le motif pré-enregistré et
celui capturé, est calculée. La profondeur est estimée pour
chaque pixel de l’image de profondeur par :
z =
1
cv × d + cu (1)
où cu and cv sont les coordonnées du point central de
l’image. Le capteur de profondeur de la kinect peut être
décrit comme un modèle de sténopé. Le point de l’espace
3D de coordonnées (x,y,z) est projeté sur l’image au niveau
du pixel de coordonnées (u,v) selon l’équation :uv
1
 = K ×
xzy
z
1
 avec K =
fu 0 cu0 fv cv
0 0 1
 (2)
où K est le paramètre intrinsèque de la caméra, fu et fv
sont les distances focales. On a alors :
x = z
u− cu
fu
et y = z
v − cv
fv
(3)
Pour la seconde calibration, les paramètres extrinsèques
sont les matrices de rotationRi,o et de translation Ti,o entre
le repère de la kinect et le repère de référence (qui est en
général confondu avec celui d’une des kinects). Le nuage
de points pci capturé par une kinect est converti dans le re-
père de référence en utilisant ces matrices. Finalement le
nuage de points complet PC est obtenu par :
PC =
⋃
i∈[1,N ]
Ri,o.pci + Ti,o (4)
où N est le le nombre de kinects dans la plate-forme.
Les applications visées ainsi que le fonctionnement des ki-
nects impliquent des enregistrements dans un environne-
ment fermé qui contiennent de nombreuses surfaces planes
comme les sols ou les murs. Un post-traitement est donc
réalisé sur les enregistrements pour supprimer ces surfaces
et ainsi isoler les éléments candidats à représenter une per-
sonne. Un algorithme de RANSAC amélioré est appliqué
au nuage de points complet. Les points ayant une normale
de même orientation sont regroupés. Puis un algorithme
traditionnel de RANSAC [7] est exécuté sur les groupes
les plus importants. Si une surface bien plane contenant
un nombre suffisant de points est reconnue, elle est suppri-
mée du nuage de points. Ainsi, le nuage de points complet
résultant contient uniquement l’ensemble des candidats à
classifier.
2.2 La construction du descripteur
Le descripteur 3D proposé transpose le principe des HOG
au nuage de points 3D. Pour les HOG, une fenêtre est di-
visée en une grille uniforme de blocs. Dans chaque bloc,
les orientations des gradients de l’ensemble des pixels sont
calculés et collectés dans un histogramme 1D. Calculer le
gradient d’un nuage de points 3D n’a pas de sens. Le gra-
dient est donc remplacé par la normale aux surfaces de
chaque point (voir Figure 2). Comme une normale est un
vecteur 3D, elle ne peut pas être associée à un histogramme
FIGURE 2 – Exemple de normales aux surfaces représen-
tées pour un ensemble aléatoire de points pour plusieurs
personnes.
1D. Pour résoudre ce problème, nous avons utilisé la quan-
tification de l’orientation 3D proposée par Kläser [11]. Le
procédé est illustré sur la Figure 3. Le vecteur normal est
placé au centre d’un polyèdre régulier et est projeté sur les
différentes faces du polyèdre.
FIGURE 3 – Illustration de la quantification de l’orienta-
tion par projection sur un tétraèdre (en bleu). Le vecteur
de la normale (en rouge) est projeté sur les vecteurs me-
nant aux centres de chaque face (en jaune) selon l’équation
5. L’histogramme est calculé à partir de l’amplitude de la
projection de chaque points (en noir) par les équations 6 et
7.
Chaque face du polyèdre correspond à une classe de l’his-
togramme. La projection du vecteur normal sur une face
est définie par :
p(−→n , f) =
{−→n .−→nf si −→n .−→nf > 0
0 sinon
(5)
où −→n est le vecteur normal et −→nf est le vecteur allant du
centre du polyèdre jusqu’au centre de la face f . Ensuite
l’histogramme associé au bloc b est calculé par :
Hb(f) =
hb(f)∑
f ′
hb(f
′)
(6)
avec :
hb(f) =
∑
−→n∈Cb
p(−→n , f) (7)
où Cb est l’ensemble des vecteurs normaux des points du
bloc b. Il existe 5 polyèdres réguliers convexes (ou solides
de Platon) : le tétraèdre (4 faces), le cube (ou hexaèdre -
6 faces), l’octaèdre (8 faces), le dodécaèdre (12 faces) et
l’icosaèdre (20 faces). Lors de la phase d’évaluation nous
avons réalisé des tests avec chacun de ces solides.
L’espace 3D doit être divisé en sous-régions (blocs). Nous
utilisons une coupe cylindrique similaire à celle proposée
par Gond [8]. Le cylindre qui circonscrit le nuage de points
est divisé comme suit :
— tout d’abord une coupe radiale divise le cylindre
(voir Figure 4-a)
— puis une coupe azimutale divise le cylindre en sec-
teurs (voir Figure 4-b)
— enfin une coupe axiale divise le cylindre en secteurs
(voir Figure 4-c)
Le bloc résultant de ce processus est un secteur en forme
de coquillage comme présenté sur la Figure 4-d.
FIGURE 4 – Partage du cylindre en blocs : une coupe ra-
diale (a), une coupe azimutale (b) et une coupe axiale (c).
Le volume qui est résulte (d) est un bloc.
La figure 5 illustre ce procédé sur un nuage de points. Un
bloc contient un certain nombre de points 3D. Puis l’his-
togramme des normales orientées est calculé dans chaque
bloc selon l’équation 6. Les histogrammes de chaque bloc
sont regroupés pour former le descripteur comme suit :
D = {H1 ·H2 · ... ·HNb} (8)
où Nb est le nombre de blocs.
2.3 La classification
La méthode proposée fonctionne à partir d’un nuage
de points complet enregistré dans un environnement
fermé comme il a été mentionné précédemment. À notre
connaissance, il n’y a pas de base de données existante
qui fournisse de telles données. Nous avons alors décidé
FIGURE 5 – Partage du nuage de points dans les blocs.
Chaque bloc est représenté par une couleur différente.
de construire une base de données originale de nuages
de points complets. Cette dernière est composée de deux
types d’éléments : les positifs (représentant une personne)
et les négatifs (représentant des objets). Des exemples
d’éléments de cette base de données sont visibles sur
la Figure 6. L’ensemble des éléments positifs de la
base de données contient 600 nuages de points. Il a été
réalisé à partir de 17 personnes différentes avec une
variation importante de poses, de vêtements et de mor-
phologies. L’ensemble des éléments négatifs représentant
des non-humains contient lui aussi approximativement
600 exemples. Il s’agit d’objets pouvant se trouver dans
une scène en intérieur : meuble, empilement de cartons,
matériel informatique,... Le sujet (personne ou objet) est
placé au centre de la scène lors de la construction de la
base de données. L’indication de l’orientation du plan
frontal de chaque personne est sauvegardée à chaque
enregistrement d’une nouvelle position. Cette information
sera utilisée à la fois pour l’apprentissage du classifieur
(comme l’orientation est recherchée il faut que tous les
exemples positifs de l’apprentissage soient orientés de la
même manière) mais aussi en tant que vérité-terrain pour
l’étape d’évaluation.
Un classifieur SVM (Support Vector Machine) [1] a
été choisi pour construire le modèle de classification.
Les SVM sont couramment associés aux descripteurs
HOG. L’apprentissage se réalise à partir d’un ensemble
d’exemples positifs et négatifs.
Le classifieur peut également déterminer l’orientation du
plan frontal de la personne. Pour cela il a recours aux
vecteurs d’orientation. Pour chaque nuage de points lors de
la phase de test, un vecteur de direction est dans un premier
temps désigné arbitrairement. Celui-ci subit ensuite une
suite de rotations pour simuler les différentes orientations
possibles. Chaque rotation du vecteur de direction induit
donc un nouveau descripteur comme présenté sur la Figure
FIGURE 6 – Exemples d’éléments de la base de données de
nuages de points complets pour des personnes (en haut) ou
des objets (en bas).
7. L’orientation des normales est calculée par rapport au
vecteur de direction. L’histogramme de chaque bloc varie
donc à chaque rotation de ce vecteur. Les descripteurs
calculés pour chaque nuage de points sont alors testés par
le classifieur. L’orientation du plan frontal de la personne
est finalement donnée par le vecteur de direction du
descripteur produisant le score de détection le plus élevé
(voir Figure 8).
3 Expérimentations et résultats
Dans cette section, nous présentons l’évaluation que nous
avons faite de notre méthode. Étant donné qu’il n’y a pas
dans la littérature de base de données similaire à celle
requise ici, aucune comparaison avec d’autres méthodes
ne sera présentée. Par conséquent, nous avons créé 3 en-
sembles (S1, S2 et S3) d’exemples afin d’évaluer la clas-
sification proposée et d’optimiser les différents paramètres
utilisés. Chacun de ces ensembles contient 64 exemples po-
sitifs et 64 exemples négatifs. Ces 3 ensembles ont été enre-
(a)
(b)
0◦ → D = {H1 ·H2 ·H3 ·H4 ·H5 ·H6 ·H7 ·H8}
90◦ → D = {H2 ·H3 ·H4 ·H1 ·H6 ·H7 ·H8 ·H5}
180◦ → D = {H3 ·H4 ·H1 ·H2 ·H7 ·H8 ·H5 ·H6}
270◦ → D = {H4 ·H1 ·H2 ·H3 ·H8 ·H5 ·H6 ·H7}
FIGURE 7 – Illustration de la rotation du vecteur de direc-
tion. Dans cet exemple le cylindre est découpé en 8 blocs
(a). Un histogramme est calculé pour chaque bloc. On dé-
signe un vecteur de direction initiale ~v, puis on réalise plu-
sieurs rotation de ~v. Chaque position de ~v créé un nouveau
descripteur (b).
gistrés à partir de la plate-forme multi-kinect comme pour
les données d’apprentissage. La classification proposée est
appliquée à tous les éléments de chaque ensemble. Le clas-
sifieur retourne pour chaque objet un score correspondant
à la probabilité qu’il représente une personne.
3.1 Performances de la classification
Il y a plusieurs paramètres utilisés pour le calcul du des-
cripteur. Nous avons réalisé les tests de classification en uti-
lisant diverses combinaisons des valeurs de ces paramètres.
La Table 1 liste les valeurs de chacun de ces paramètres
donnant le résultat de classification optimal.
Paramètre Valeur optimale
Hauteur du cylindre 2 m
Rayon du cylindre 0,5 m
Polyèdre octaèdre
Coupe radiale du cylindre 5 cercles
Coupe azimutale du cylindre 8 secteurs
Coupe axiale du cylindre 8 sections
TABLE 1 – Paramètres du descripteur donnant la meilleure
classification.
La figure 9 montre les résultats obtenus en utilisant diffé-
rent polyèdres et différentes valeurs du rayon du cylindre.
À la différence des ensembles S1 et S2, l’ensemble S3 est
constitué d’objets assez simples à analyser. Les résultats
obtenus dans cet ensemble sont parfaits (tout les exemples
positifs et négatifs sont correctement désignés). Nous ne
l’avons donc pas représenté dans la figure 9. Au niveau du
rayon du cylindre, on voit qu’une valeur trop faible (0,25m)
ou trop grande (1m) rend le système moins robuste. Pour
garantir une précision optimale nous choisissons pour la
suite un rayon de 0,5m qui donne les meilleurs résultats.
Au niveau du polyèdre choisi, les résultats sont moins nets.
Le tétraèdre donne des résultats parfaits pour les deux en-
sembles S2 et S3. L’octaèdre donne de très bons résultats
(a) (b)
(c) (d)
FIGURE 9 – Résultats de la classification sur les ensembles S1 ((a) et (b)) et S2 ((c) et (d)). Les courbes (a) et (c) sont obtenues
en projetant les vecteurs normaux sur différents polyèdres. Les courbes (b) et (d) sont obtenues en faisant varier le rayon du
cylindre.
sur les trois ensembles. C’est lui qui donne les meilleurs ré-
sultats sur l’ensemble le plus complexe (S1). Nous le choi-
sissons donc pour la suite.
Pour quantifier notre évaluation nous utilisons les critères
de précision, de rappel et la Fmeasure qui combine les deux
critères précédents. Ces critères sont définis par :
rappel =
nombre de personnes bien détectées
nombre de personnes
précision =
nombre de personnes bien détectées
nombre de détections
Fmeasure =
2× précision× rappel
précision+rappel
(9)
Nous obtenons alors les résultats de la Table 2. Ces
excellents résultats valident l’efficacité de notre méthode.
Le temps de traitement moyen nécessaire pour le calcul du
descripteur à partir d’un code C++ non optimisé tournant
sur un processeur 3GHz est d’environ 30ms. C’est un
temps assez court en adéquation avec les contraintes des
applications temps-réels de surveillance médicale que
nous visons.
polyèdre critère S1 S2 S3
précision 0,97 1 1
tétraèdre rappel 0,95 1 1
Fmeasure 0,96 1 1
précision 0,97 1 1
octaèdre rappel 0,97 0,97 1
Fmeasure 0,97 0,98 1
TABLE 2 – Valeurs des critères quantitatifs.
FIGURE 8 – Le vecteur d’orientation (ici en cyan) simule
l’estimation de l’orientation du plan frontal de la personne.
On réalise plusieurs rotations successives de ce vecteur
pour chercher celui dont le score de classification sera le
plus élevé.
3.2 Estimation de l’orientation
Afin d’évaluer nos résultats sur l’estimation de l’orienta-
tion du plan frontal de la personne nous avons réalisé des
tests sur les exemples positifs avec différents vecteurs de
direction. En pratique nous avons réalisé quatre rotations
du vecteur de direction. En effet les rotations intermédaires
ne sont pas significatives en terme d’étude du comporte-
ment. À chaque rotation nous calculons le descripteur cor-
respondant. Pour chaque exemple positif de notre base de
test nous comparons l’orientation qui donne le plus haut
score de classification avec les vérités-terrain. La réparti-
tion des valeurs de ∆, l’écart entre l’orientation estimée et
celle de la vérité terrain, sur nos trois ensembles est résu-
mée dans la Table 3. Dans la majorité des cas l’estimation
de l’orientation est correcte. Le plan de dos est parfois re-
connu. En effet lorsque la personne a les bras le long du
corps, ses formes vues de face et de dos sont très proches.
∆ S1 S2 S3
0◦ 90% 74% 86%
90◦ 2% 10% 7%
180◦ 8% 16% 7%
TABLE 3 – Résultats de l’estimation de l’orientation du
plan frontal. La bonne orientation est bien estimée dans la
majorité des cas.
4 Conclusion
Dans ce papier nous proposons un nouveau descripteur 3D
pour la classification de personnes. Ce descripteur permet
également l’estimation de l’orientation du plan frontal la
personne. Nous travaillons avec un nuage de points com-
plet obtenu par un système multi-kinect. Notre descripteur
adapte le principe des HOG aux données 3D en remplaçant
le gradient par la normale aux surfaces. Afin de pouvoir le
valider, nous avons construit une base de données originale.
La détection de personnes est exécutée avec une excellente
précision et l’orientation du plan frontal est estimée de ma-
nière très satisfaisante.
En définitive, nos principales contributions dans ce travail
sont :
— la création d’une plate-forme permettant l’acqui-
sition de nuages de points complets et la création
d’une base de données liée à la classe des personnes
à partir de cette plate-forme
— la définition d’un nouveau descripteur pour la clas-
sification des personnes qui modifie les HOG et ex-
ploite au mieux les caractéristiques des nuages de
points complets
— l’évaluation du descripteur sur la base de données à
partir de critères quantitatifs pertinents.
Dans ce papier nous avons restreint notre étude à la clas-
sification d’objets isolés. Nos futurs travaux réaliserons la
détection complète. C’est à dire qu’au lieu de chercher si
une personne est présente dans la scène, il faudra trouver le
nombre de personnes présentes et leur localisation dans la
scène. L’idée étudiée actuellement consiste à effectuer un
balayage spatial de la scène. Une méthode conventionnelle
de suppression des non-maxima sera exécutée sur les sor-
ties du classifieur pour obtenir une détection par personne
présente.
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