We present a finite element method for the Stokes equations involving two immiscible incompressible fluids with different viscosities and with surface tension. The interface separating the two fluids does not need to align with the mesh. We propose a Nitsche formulation which allows for discontinuities along the interface with optimal a priori error estimates. A stabilization procedure is included which ensures that the method produces a well conditioned stiffness matrix independent of the location of the interface.
Introduction
A large number of real world phenomena exhibit strong or weak discontinuities. The application we have in mind is multiphase flow with kinks in the velocity field and jumps in the pressure field as well as in physical parameters, such as viscosity, across interfaces that evolve with time and may undergo topological changes. When simulating such phenomena, discontinuities can occur anywhere relative to a fixed background mesh. Unfortunately, standard finite element methods, as well as finite difference schemes, do not accurately model discontinuities that are not a priori fitted to the mesh. However, letting the mesh conform to the interfaces requires remeshing as the interfaces evolve with time, and leads to significant complications when topological changes such as drop-breakup or coalescence occur. Numerous strategies have been proposed to handle these difficulties.
A common strategy has been to regularize the discontinuities [1] . However, this strategy has the drawback that it gives reduced accuracy near the interfaces and consequently requires a very fine mesh in these regions. Methods that allow for discontinuities along interfaces that do not align with the mesh, and hence avoid both regularization and remeshing processes, have become highly attractive and significant efforts have been directed to their development, see e.g. [2, 3, 4, 5, 6] . In the finite element framework the extended finite element method (XFEM), where the finite element space is enriched so that discontinuities can be captured [7] , has become a popular alternative. However, in XFEM the conditioning of the problem is sensitive to the position of the interface. Whenever the interface cuts an element in such a way that the ratio between the areas/volumes on one and the other side of the interface becomes very large, the system may become ill-conditioned. In such cases, iterative linear solvers may breakdown. For unsteady problems it is not unusual that such situations occur. In [8] , this problem is addressed by neglecting basis functions in the XFEM space that have very small support and may cause ill-conditioning. The criterion for the selection of basis functions to neglect then has to be chosen carefully so that accuracy is not lost.
An alternative to the XFEM approach is based on an extension of Nitsche's method [9] for the weak enforcement of essential boundary conditions. This approach was first proposed for an elliptic interface problem in [10] and later for a Stokes interface problem in [3] . The idea is to construct the discrete solution from separate solutions defined on each subdomain separated by the interface and at the interface enforce the jump conditions weakly using a variant of Nitsche's method. By choosing the coefficients in the Nitsche numerical fluxes locally on each element and letting them depend on the relative area/volume of each side of the interface the unfitted finite element methods in [10, 3] can allow for discontinuities internal to the elements with optimal convergence order. However, these methods suffer from ill-conditioning just as XFEM. In [11] and later in [12] a stabilization of the classical Nitsche's method for the imposition of Dirichlet boundary conditions on a boundary not fitted to the mesh was considered for the Poisson problem and for the Stokes equation, respectively. In these methods the stabilization is applied in the boundary region and optimal convergence order and well conditioned system matrices are ensured. For the elliptic interface problem other stabilization strategies have been suggested as remedies to the ill-conditioning problem, see e.g. [13, 14] . We also refer to [15] for implementation aspects in three dimensions and [16] for extensions to higher order elements.
In this paper, we propose a robust finite element method which offers a way to accurately and with control of the condition number of the system matrix solve the Stokes interface problem involving two immiscible fluids with different viscosities and surface tension. The model consists of the incompressible Stokes equations in two subdomains each occupied by a fluid. Differences in viscosity between the fluids and the surface tension force poses jump conditions at the interface separating the fluids. The finite element method we propose for this Stokes interface problem enforces the jump conditions at the interface weakly with weighted coefficients in the Nitsche numerical fluxes. We also suggest slight changes to the variational formulation in [3] to reduce spurious velocity oscillations and we include stabilization terms both for the velocity and the pressure that guarantee a well conditioned system matrix. The stabilization terms are consistent least squares terms controlling the jump in the normal gradient across faces between elements in a neighbourhood of the interface. Using the stabilization terms we prove an inf-sup condition and that the resulting stiffness matrix has optimal conditioning. We also prove the inf-sup stability of the method under the condition that the mean value of the pressure in the entire domain is fixed, in contrast to the inf-sup result in [3] which is based on the more restrictive condition that the mean values in each of the two subdomains are fixed. Our inf-sup result is also uniform with respect to the jump in the viscosity. The proposed method is simple to implement as it uses standard continuous linear basis functions with changes only in the variational form.
The outline of this paper is as follows. In Section 2 we formulate the Stokes system and the finite element method. In Section 3 we prove that the method is of optimal convergence order. In Section 4 we prove that the condition number is O(h −2 ) independent of the position of the interface relative to the mesh. Finally, in Section 6, we show numerical examples in two space dimensions and compare the method to existing methods. We summarize our results in Section 7.
The interface problem and the finite element method
We consider a problem consisting of two immiscible fluids separated by an interface, with the flow described by the incompressible Stokes equations. The Stokes system is a standard model for creeping viscous flow. In this section we present the equations and a finite element method for their approximate solution.
The two-fluid incompressible Stokes equations
Let Ω be a bounded domain in R 2 , with convex polygonal boundary ∂Ω. We assume that two immiscible incompressible fluids occupy subdomains Ω i ⊂ Ω, i = 1, 2 such that Ω = Ω 1 ∪ Ω 2 and Ω 1 ∩ Ω 2 = ∅ and that a smooth interface defined by Γ = ∂Ω 1 ∩ ∂Ω 2 separates the immiscible fluids.
We consider the following Stokes interface boundary value problem modeling two fluids with different viscosity and with surface tension: find the velocity u : Ω → R 2 and the pressure
Here (u) = (∇u + (∇u) T )/2 is the strain tensor, µ = 2µ i > 0 on Ω i , i = 1, 2 is a piecewise constant viscosity function on the partition
2 are given functions, σ is the surface tension coefficient, κ is the curvature of the interface, n is the unit normal to Γ, outward-directed with respect to Ω 1 , and a = (a 1 − a 2 )| Γ , where a i = a| Ωi , i = 1, 2.
We assume a constant surface tension coefficient σ. Hence, from equation (2.1d), it follows that across the interface the shear stress is continuous, i.e.,
Hereinafter, we also denote the outward directed unit normal vector on ∂Ω by n. We assume global conservation of mass, that is
We will use the notation (·, ·) ω for the L 2 (ω) inner product on ω (and similarly for inner
. We let v s,ω and |v| s,ω denote the Sobolev norms and seminorms associated with the spaces H s (ω), respectively. For the convergence analysis we will assume that u ∈ [H 2 (Ω 1 ∪ Ω 2 )] 2 = W and the pressure space is
Mesh and assumptions
Let K h be a triangulation of Ω, generated independently of the location of the interface Γ. Introduce the set of all element faces F associated with the mesh K h , the set of all elements that intersect the interface 5) and the set of all elements on the boundary contain the elements inω h,i that are not inK Γ . We modify the setω h,i in order to ensure that there are no elements in ω h,i that has an element with two edges on the boundary ∂ω h,i which is a necessary condition for the inf-sup condition condition to hold on ω h,i , see Lemma 3.10. See Fig. 1 for an illustration of the sets Ω h,i , ω h,i , and
We make the following assumptions:
• Assumption 1: We assume that the triangulation is quasi-uniform, i.e., there exists constants c 1 and c 2 such that
where h K is the diameter of K and h = max K h K , and that there are no elements with two edges on the boundary ∂Ω.
• Assumption 2: We assume that Γ either intersects the boundary ∂K of an element K ∈ K Γ exactly twice and each (open) edge at most once, or that Γ ∩ K coincides with an edge of the element.
• Assumption 3: Let Γ K,h be the straight line segment connecting the points of intersection between Γ and ∂K. We assume that Γ K = Γ ∩ K is a function of length on Γ K,h ; in local coordinates:
• Assumption 4: We assume that for each K ∈ K Γ there are elements
• Assumption 5: We assume that the mesh coincides with the outer boundary ∂Ω.
Assumptions 2-3 essentially state that the interface is well resolved by the mesh. Except that we in the second assumption also allow the interface to be aligned with a mesh line these two assumptions are as in [10] . Assumption 4 states that each K ∈ K Γ shares a face or at least a vertex with an element K 1 ⊂ Ω 1 and an element K 2 ⊂ Ω 2 . For each Ω i this is the same assumption as in [12] .
Penalty parameters and averaging operators
In our finite element method we will make use of the following averaging operators 14) where the weights κ 1 and κ 2 are real numbers satisfying κ 1 + κ 2 = 1. We consider the following two cases, in accordance with the intersection options of Γ:
• For each element K ∈ K Γ such that Γ intersects the element boundary exactly twice, we
, and we define
where 17) and if K is also an element in K ∂Ω we define a penalty parameter
Here, F, G > 0, K i is the closest element to K that is completely in Ω i , and N K i is the number of elements in K ∂Ω ∩ K Γ that are not completely in Ω i and have the same element
|F |h , where F are the faces that have to be crossed to pass from K to K i and |∂Ω ∩ K| = γ ∂Ω,K h K .
• If Γ ∩ K coincides with an element edge, then Γ ∩ K will also be an edge of another triangle T ∈ K Γ and Γ ∩ K = Γ ∩ T . We may without loss of generality assume that T ⊂ Ω 1 and K ⊂ Ω 2 . We may write
where 21) and if K is also an element in K ∂Ω we define the penalty parameter
Here F, G > 0. For all the elements K ∈ K ∂Ω that are not intersected by the interface we choose λ ∂Ω | K∩Ωi as in (2.22) . Note that 0 ≤ κ i ≤ 1 and κ 1 + κ 2 = 1 in both cases.
Figure 2: Illustration of the domains, meshes, and spaces in a one-dimensional model case.
The finite element method
Let K h be a triangulation of Ω that satisfies all the assumptions in Section 2.2. We let V h,µ be the space of continuous piecewise linear polynomials defined on K h with (µ
be our pressure space where 24) i.e. the spaces of restrictions to Ω h,1 and Ω h,2 of functions in V h,µ . A p h ∈ V h consist of a pair (p h,1 , p h,2 ), with p h,i ∈ V h,i . For an illustration in a one-dimensional model case, see Fig. 2 . Note that p h ∈ V h is double valued on elements in K Γ and is allowed to be discontinuous at the interface
In the same way as above we construct the velocity space but on a uniform refinement of K h , denoted by K h/2 . The triangulation K h/2 also satisfies all the assumptions in Section 2.2 and we define all the parameters in Section 2.3 on the mesh K h/2 . To construct the velocity space we let W h,0 be the space of vector valued continuous piecewise linear polynomials on K h/2 . We will impose the Dirichlet conditions weakly. Thus, there are no special boundary restrictions at ∂Ω on the velocity space. We define
and we let
Each u h ∈ W h consists of a pair (u h,1 , u h,2 ), where u h,i ∈ W h,i . We drop the subscript h and h/2 and denote both the velocity and the pressure mesh by K. An element K ∈ K is an element in K h/2 whenever we have terms involving functions in the velocity space W h and it is an element in K h whenever we have terms involving only functions in the pressure space.
We propose the following Nitsche method:
Here A h (·; ·) is a bilinear form defined by
where
In equation (2.27) ε u and ε p are positive constants and the stabilization terms are defined as
and the component wise extension for vector valued functions u h,i = (u
We choose s in different ways depending on if the interface cuts the domain boundary or not. We take s = 1 only for those faces that has to be crossed to pass from an element on the boundary
We have employed the following notation for the jump in a function v at an interior face F
, for x ∈ F , and n F is a fixed unit normal to F . Remark. By integrating the bilinear form b h in equation (2.30) by parts we get b h in equation (2.31). We recommend to use b h in equation (2.31) in simulations since it results in reduced spurious velocities, see the remark in Example 2 of Section 5.
Remark. The computation of the bilinear forms a h and b h require integration over Ω i ⊂ Ω h,i . Thus, for elements cut by the interface Γ the integration should be performed only over parts of the elements. The functions p h,i and u h,i are defined on the larger subdomains Ω h,i and the stabilization terms (2.33) and (2.34) ensure well defined extensions from Ω i to Ω h,i .
Remark. If the interface does not cut the boundary of the domain Ω, the stabilization term J(p h , q h ) in equation (2.33) is sufficient to prove the inf-sup stability of the method. However, to have control of the condition number of the system matrix independently of the position of the interface relative to the mesh both the stabilization terms J(p h , q h ) and J(u h , v h ) are needed, see Fig. 9 . The sets F Γ,i , i=1,2 in equation (2.33) are defined for the pressure mesh K h and the two sets F Γ,i , i=1,2 in equation (2.34) are defined for the velocity mesh K h/2 and are different. The face F is always a full face in the underlying mesh. Similar stabilizations were used in the fictitious domain method of [12] . However, the set of faces that are stabilized are slightly different here and we choose s in equation (2.34) in different ways depending on if the interface cuts the domain boundary or not.
Analysis
In this section we will show that the finite element method presented in Section 2.4 has optimal convergence order. We begin by proving the following consistency relation for the finite element formulation (2.27).
Lemma 3.1. Let (u, p) ∈ W × V be the solution to the boundary value problem (2.1) and (u h , p h ) be the solution of the finite element formulation (2.27). Then
Proof. First, note that since κ 1 + κ 2 = 1 we have
hence we can write
Using the interface conditions for the normal stress and the shear stress, equation (2.1d) and (2.2), we have that
Now, multiplying (2.1) by a test function (v h , q h ) ∈ W h × V h and integrating by parts, using (3.3) and (3.4), the boundary conditions (2.1e) and (2.3), and that u is continuous (2.1c) we get
and the claim follows.
We introduce the following mesh dependent norms
whereμ 1/2 = µ{µ} −1/2 , the norms on the trace of a function on Γ are defined by 11) and similarly for the trace of a function on ∂Ω. HereK Γ is the set of elements that intersect the interface but when a part of Γ coincides with an element edge only one of the two elements sharing that edge belongs toK Γ . Note that
We will need the following inverse inequality when proving the inf-sup stability of the finite element method.
For any function v ∈ W h , the following inverse inequality holds
Lemma 3.2 follows using that the functions in W h are linear, cf. [17] . We also state two trace inequalities that we need for proving an approximation result.
Under Assumption 1-3 the first trace inequality follows from Lemma 3 in [10] and a scaling argument. The second trace inequality follows from a standard trace estimate, see [18, Theorem 1.6.6].
We will also need the following estimates:
The inverse inequality (3.16) follows from [18, Lemma 4.5.3] and the trace inequalities follow from Lemma 3.3 and the inverse inequality (3.16).
Continuity
We begin by showing the continuity of a h (·, ·) and then we prove the continuity of A h (·, ·; ·, ·).
The claim follows by recalling the definition of a h (·, ·), applying the Cauchy-Schwarz inequality, inequality (3.12) and (3.13) to the interface and boundary terms, and noting that {n·µ (u)} = {n·μ
Proof.
Term I. Using the continuity property of a h (·, ·) (Lemma 3.5), we have
Term II. Using the Cauchy-Schwarz inequality and the trace inequalities in Lemma 3.4 to bound the contributions from the interface and the boundary we get
Summing the estimates of terms I −III and using the definition of the norms |||(·, ·)||| and |||(·, ·)||| h yields the claim.
Inf-sup stability
We will show that the finite element formulation (2.27) is inf-sup stable. Namely,
First, we need to show the coercivity of a h (·, ·).
Lemma 3.7. There exists a positive constant C coer such that
Using the Cauchy-Schwarz inequality and the geometric-arithmetic inequality we have
Here, we take
Aα 2 , (3.31) with α i = α i,K and γ i = γ K when Γ ∩ K intersects the element boundary exactly twice, and 
Applying the Cauchy-Schwarz inequality, the geometric-arithmetic inequality, and the inverse inequality (3.34) on the boundary terms we get
where γ ∂Ω,K h K = |∂Ω ∩ K|. For each K ∈ K ∂Ω the following inverse inequality holds
be the set of all faces that has to be crossed to pass from K to K i ⊂ Ω i and N F the number of such faces. Our assumptions guarantee that such an element K i exists and that there are a bounded number of faces in F K,K i . We use the same idea as in [11] and write that
where δ = ±1 with the sign depending on the orientation of n F so that the equality holds. We then have
where we have used the Cauchy-Schwarz inequality and the geometric-arithmetic inequality. Due to Assumption 1 (quasi-uniformity) we have that there exists a constant c q = max
and hence
Let N K i be the number of elements K ∈ K ∂Ω , K ⊂ Ω i that have K i as the closest element completely in Ω i . Taking
when K ∩ Γ intersects the element boundary exactly twice and otherwise
we have from our choice of λ ∂Ω (equation (3.33) ) the inverse inequality (3.34), equation (3.37), and
Note that for each face in F ∈ F K,K i we can write
and that each of the terms in equation (3.41) are constant 2 × 2 matrices. Hence,
We will need the following technical lemma.
There is a constant C such that
Proof. For elements K ∈ K i that are not entirely in Ω i , let F K,K i be the set of all faces that has to be crossed to pass from K to the closest element K i ⊂ Ω i and N F the number of such faces. Assumption 4 guarantees that such an element K i exists and since the mesh is assumed to be shape regular there are a bounded number of faces in F K,K i . We can write that
where δ = ±1 with the sign depending on the orientation of n F so that the equality holds and a F is the center of gravity of F . Taking the square on both sides of identity (3.45), using the Cauchy-Schwarz inequality and the geometric-arithmetic inequality, we get
where the last inequality follows due to Assumption 1 (quasi-uniformity). Let N K i be the number of elements in K Γ that have K i as the closest element completely in Ω i . Summing over all elements K ∈ K i and using equation (3.46) for element that are not entirely in Ω i we obtain
To prove the inf-sup stability of b h (·, ·) we use some of the ideas in [19] . Introduce the piecewise constant function
Let M 0 =span{p}. For any p h ∈ V h we can write
The functions in M ⊥ h,0 satisfy (p ⊥ h,0 , 1) Ωi = 0, i = 1, 2, see [19] . Lemma 3.9. For any p 0 ∈ M 0 , there exists v h,0 ∈ W h such that
Proof. Letp 0 = µ −1 p 0 , then (p 0 , 1) Ω1∪Ω2 = 0. Let I(p 0 ) be the continuous piecewise linear approximation ofp 0 which differs fromp 0 only in elements K ∈ K Γ . Let α be the constant for which (I(p 0 ) − α, 1) Ω = 0 and let q h = I(p 0 ) − α. Since the underlying finite element spaces are inf-sup stable there exist
We have
where we in the last step have used that
From the definition of M 0 one can see that |Ω1| −1 +|Ω2| −1 . We can choose v h,0 so that equation (3.52) is satisfied and ∇v h,0 0,Ω1∪Ω2 = p 0 0,Ω1∪Ω2 and obtain
We have Finally, note that for
Proof. Let α be the constant for which
and let q h,i = p ⊥ h,i − α. Using the fact that the underlying finite element spaces are inf-sup stable with a uniform constant on any polygon of shape regular elements which has no element with two edges on the boundary, see Brezzi-Fortin [20] , Proposition 6.1, Page 252, we can for each
and on ∂Ω and v h,j = 0 for j = i so that
Using the inverse inequality (3.17) and that supp(v h,Ωi ) = ω h,i 
We can choose v h,Ωi so that equation (3.61) and (3.63) are satisfied and |||v h,Ωi ||| h = µ
Lemma 3.8 then yields
Using equation (3.66) we get
We assume 1 0,Ωi\ω h,i = ch 1/2 and hence equation (3.65) and (3.67) yield
From equation (3.66) we also obtain |||v h,Ωi ||| h ≤ C µ
Lemma 3.11. For any p h ∈ V h there exists v h ∈ W h and constants C 1 , C 3 > 0, and C 2 ≥ 0 such that
Proof. If p h ∈ V h is piecewise constant, i.e. p h = p 0 where p 0 ∈ M 0 , the proof follows from Lemma 3.9 with C 2 = 0. Otherwise, we have p h = p 0 + p 
since v h,0 is continuous and vanishes on ∂Ω. Also,
For sufficiently large α. Finally, we also have
We are now ready to prove the inf-sup theorem. Proof. (of Theorem 3.1) Note that if p h ∈ V h is constant, p h = 0 since (µ −1 p h , 1) Ω1∪Ω2 = 0. Letting v h = u h and using the coercivity of a h (·, ·) we have
and hence the proof follows. Otherwise, let v h be such that Lemma 3.11 is satisfied and |||v h ||| h = µ −1/2 p h 0,Ω h,1 ∪Ω h,2 . Then, using the coercivity and continuity of a h (·, ·) (Lemma 3.5, and 3.7), Cauchy-Schwarz inequality, and the stability of b h (·, ·) (Lemma 3.11) we have for α > 0
, where
provided δ and α are sufficiently small. Finally, the proof follows using that
in equation (3.75).
Approximation properties
In this Section we will show that the spaces V h and W h have optimal approximation properties on
2 , respectively, in the energy norm. In order to construct an interpolation operator we recall that there is an extension operator E
See [22] for further details. Let π h : H s (Ω) → V h,0 be the standard Scott-Zhang interpolation operator [23] and recall the stability property
and the approximation property of the interpolation operator (3.80) where N (K) is the set of elements in K sharing at least one vertex with K. We define
and for w = (w 1 , w 2 ) with
We will use the same interpolant for velocities and pressures. For the velocities s = 2, V h,0 = W h,0 , and π *
In the norm |||(·, ·)|||, we have the following interpolation error estimate: Lemma 3.12. It holds that
Proof. Recall the definition of the norm |||(·, ·)||| (equation (3.8) ). The interface and boundary contributions can be estimated in terms of element contributions by applying the trace inequality in Lemma 3.3. Then, for the element contributions, applying the approximation property of the interpolation operator (3.80), and finally using the stability of the extension operator equation (3.78) yields the desired estimate.
A priori error estimates
Theorem 3.2. The following error estimate holds
Proof. We have
Here the first term can be estimated directly using the interpolation error estimate (Lemma 3.12)
Turning to the second term we use the inf-sup condition (Theorem 3.1) followed by the consistency relation, Lemma 3.1, to get
Using the continuity of A h (·, ·; ·, ·) and that from the Cauchy-Schwarz inequality we have
and similarly for J(π *
The first term is estimated using the interpolation error estimate. For u i ∈ H 2 (Ω i ) and
where we have used the Cauchy-Schwarz inequality, the trace inequality in Lemma 3.3, the approximation property of the interpolation operator (equation (3.80)), and finally the stability of the extension operator (equation (3.78) ). Third term in equation (3.89) can be estimated using the inverse estimate 
Collecting the estimates (3.85), (3.86) (3.89), (3.90), and (3.92) the theorem follows. An L 2 -estimate for the velocity can be proven assuming additional regularity and using the AubinNitsche duality argument, following the proof of [3, Proposition 11].
Estimate of the condition number
be a standard finite element basis in W h and V h , respectively. Let A be the stiffness matrix associated with the formulation (2.27). Matrix A has dimension (N 1 +N 2 )× (N 1 + N 2 ). For the Euclidian norm of a vector X ∈ R N we use the notation |X|
. We recall that the spectral condition number κ(A) is defined by
and p h ∈ V h to P ∈ R N2 , respectively. We have for V ∈ R N being the concatenation of U and P the following estimate
(4.2) To derive an estimate of the condition number we first prove a Poincare type inequality in Lemma 4.1 and an inverse estimate in Lemma 4.2. Then the condition number estimates follows from these two lemmas and the approach in [23] .
Lemma 4.1. The following estimate holds
min |||v h ||| h . Let φ be the solution of the dual problem
We assume that we have elliptic regularity so that
Multipliyng the dual problem with v h , integrating by parts, and using the Cauchy-Schwarz inequality we get
,Ω and inequality (4.5) we have
Thus,
Following the proof of Lemma 3.8 we can show that
Finally, we have that
Recalling the definition of the norm |||(·, ·)||| h , the claim follows.
Lemma 4.2. The following estimate holds
Using the Cauchy-Schwarz inequality and the trace inequality (3.17) we have
In the same way we obtain
The standard inverse inequality (3.16) yields
max v h 0,Ω1∪Ω2 . The Lemma follows using the trace inequalities (3.17) and (3.18) on each of the interface and boundary contributions to |||v h |||. Proof. We need to estimate |A| N and |A −1 | N . Let V ∈ R N and W ∈ R N be the vectors containing the coefficients corresponding to (v h , q h ) ∈ W h ×V h and (w h , r h ) ∈ W h ×V h , respectively. Starting with |A| N we have
We now use the continuity of A h (·, ·; ·, ·) together with that |||(v h , q h )||| ≤ C * |||(v h , q h )||| h and the Cauchy-Schwarz inequality to obtain
Lemma 4.2 and equation (4.2) then yield
Thus, we have the estimate
Next we turn to the estimate of |A −1 | N . Using equation (4.2), Lemma 4.1, and the inf-sup stability (Theorem 3.1) we get
We conclude that |V | N ≤ C max(µ max , µ 
Numerical examples
We have shown that the proposed finite element method is of optimal convergence order and results in a well-conditioned equation system. In this section we present results using the proposed method (see Section 2.4) for numerical experiments in two space dimensions. We study the convergence rate of the numerical solution and the condition number of the system matrix for three examples. A direct solver is used to solve the linear systems.
Unless stated otherwise, we report the size of the velocity mesh h x . The pressure mesh is twice as course. The parameters κ 1 and κ 2 are chosen according to expression (2.15) and the penalty parameter λ Γ is chosen locally according to expression (2.16). Dirichlet conditions for the velocity are imposed weakly and the penalty parameter λ ∂Ω enforcing the boundary conditions is chosen according to equation (2.22) .
Both the stabilization terms J(p h , q h ) and J(u h , v h ) are needed in order to have control of the condition number also in the cases when the interface is very close to a mesh line. The stabilization parameter ε p = 1 and ε u = 10 −3 in all the examples. The errors are not sensitive to these parameters. Also, remember that we have defined µ = 2µ i in Ω i , i = 1, 2.
Example 1: A continuous problem
We consider a continuous problem presented in [3] . The computational domain is [0, 1] × [0, 1], the interface is a circle centered in (0.5, 0.5) with radius 0.3 and µ = 2. The Dirichlet boundary conditions on ∂Ω are chosen such that the exact solution is given by u = (20xy 3 , 5x 4 − 5y 4 ) and p = 60x 2 y − 20y 3 − 5. In this example we use a regular mesh. We choose λ ∂Ω according to equation (2.22) with G, F , and E such that λ ∂Ω = 15 hx . Furthermore, we take 1+B A = 2 and D = 0.05 in the expression for the penalty parameter λ Γ . The condition number of the system matrix and the error depends on these constants. However, we have not optimized these constants.
In Fig. 3 we show the spectral condition number and the error in the pressure as a function of the stabilization parameter ε p for h x = 0.0125. As seen in the figure the condition number of the system increases as ε p decreases. Also, a too small ε p results in a condition number that increases rapidly as the mesh size is reduced. However, for ε p ≤ 1, the error is not sensitive to the stabilization. Therefore, we have chosen ε p = 1 in our computations. In this example the results for ε u = 10 −3 and ε u = 0 coincide. Since the interface is not very close to any meshlines we have control of the condition number even when ε u = 0. This is not the case in for example the last example in this section. The convergence for the velocity and the pressure in the L 2 norm is shown in Fig. 4 . Since in this example neither the pressure nor the velocity have discontinuities we compare our method with the standard continuous finite element method. Compared to using standard continuous finite element methods we obtain just slightly larger errors for the pressure. However compared to the method in [3] (see Fig. 3 in [3] ) we obtain much smaller errors for the pressure. In Fig. 4 we see the optimal second order convergence for the velocity in the L 2 norm but for the pressure we observe better convergence than the expected first order measured in the L 2 norm. In Fig. 5 we show the spectral condition number. The condition number using the proposed stabilized method grows as O(h −2 ) just as it does for the standard finite element method, which is optimal. For a fixed mesh size the condition number of the system matrix using the proposed method is very close to the condition number of the system matrix using the standard continuous finite element method. We see that the condition number grows erratically with the mesh size when there is no stabilization for the pressure, i.e. ε p = 0. However, we also see in the figure that the numerically estimated inf-sup constant in case ε p = 0 is essentially independent of the mesh size. Thus, our numerical results suggest that the inf-sup condition is satisfied in this case even when there is no stabilization.
Example 2: Static drop
Consider a circular interface Γ of radius R in equilibrium in the interior of a domain in two dimensions with µ = 2, σ = 1 and vanishing u b on ∂Ω. The exact solution is u ≡ 0, p 1 = 0, p 2 = σ/R. This corresponds to a circular fluid drop in equilibrium with the surrounding fluid.
This problem has previously been studied for example in [24] using standard continuous finite element methods. In Figure 6 we compare the pressure approximation using the new method with the results obtained in [24] . In this case R = 0.5 and we prescribe the exact curvature κ = 2.
We use a regular mesh with h x = 0.025 in the velocity mesh. We choose λ ∂Ω and λ Γ as in the previous example. From Table 1 we see that for the new method the magnitude of spurious currents and the error in the pressure are of the order of machine epsilon. However, using a sharp surface tension representation and standard continuous finite element methods the magnitude of spurious currents are large and may lead to unphysical movements of the interface. With standard globally continuous finite element methods the pressure either oscillates or is smeared out depending on if a sharp or regularized surface tension representation is used, see the two leftmost panels of Fig. 6 . With the new method the discontinuous pressure is accurately represented even on coarse meshes. Remark. We would like to emphasize that in order to get the magnitude of spurious currents and the error in the pressure of the order of machine epsilon even on course meshes it is important to use the bilinear form b h in equation ( 
We take L = 1. The interface intersects the boundary of the domain and max(N the constants in λ Γ are chosen as A = 0.3, B = D = 0.05. The condition number depends on these constants but we have not optimized these numbers.
In Fig. 7 we show the approximation of the pressure using the new finite element method and the convergence of the error in the pressure and the velocity. We have as expected first order convergence for the velocity in the H 1 (Ω 1 ∪ Ω 2 ) norm and a bit better than first order convergence for the pressure in the L 2 (Ω 1 ∪ Ω 2 ) norm. Next we consider the problem presented in [2] . The computational domain is [0, L] × [0, H]. The interface is the straight line x = a. The jump condition µD(u) · n − pn · n = 1 is imposed at the interface. The Dirichlet boundary conditions on ∂Ω for the velocity are chosen such that the exact solution is given by u(x, y) = 1 2µL
y(H − y), 0 ,
where X (x − a) = 1, if x > a and zero otherwise. We let L = 3, H = 1, a = 2, and µ = 2 as in [2] . The approximation of the discontinuous pressure using the proposed method is shown in Fig. 8 . The error in the velocity measured in the H 1 norm and the error in the pressure measured in the L 2 norm are shown for different mesh sizes in Table 2 . The results in Table 2 can be compared with the results in [2, Table 2 ]. The errors in the velocity are similar to the result in [2] but the errors in the pressure are much smaller using our method.
In 9 we show the condition number as a function of the relative distance between the interface and the mesh line for different ε u . We see that the stabilization for the velocity, J(u h , v h ), is needed in order to obtain a well conditioned system matrix independently of the location of the interface.
Conclusions
We have proposed a finite element method which offers a way to accurately solve the Stokes equations involving two immiscible fluids with different viscosities and surface tension. The interface that separates the two fluids can be represented either explicitly, for example as in the Table 2 . immersed boundary method, or implicitly as in the level set method. Our method allows for discontinuities across the interface which can be located arbitrarily with respect to a fixed background mesh.
We have used the inf-sup stable P1 iso P2/P1 element and proven that our method is of optimal-order accuracy, and that the stabilization terms J(u h , v h ) and J(p h , q h ) guarantee that the condition number of the system matrix is O(h −2 ) independent of the interface location. We expect the method to be applicable also in three space dimensions. For higher-order elements, the stabilization terms J(u h , v h ) and J(p h , q h ) will include jumps of derivatives of higher orders, see [12] . One can also include projection operators from [14] into the stabilization to reduce the amount of stabilization and hence the constant in the error. The method we have presented is simple and robust and has properties that are very desirable, in particular for problems with moving interfaces.
