Surface defect detection plays an important role in ensuring product quality. In view of the problem of surface defect detection in industrial production, a surface defect detection method based on semantic segmentation is introduced, which uses the idea of transfer learning. A better network model can be trained by using fewer defect samples. In addition, the defect can be classified by this method, and the defect type can be labeled, and the defect area can be obtained. In order to verify the effectiveness of the proposed method, the performance of the method is analyzed by DAGM 2007 dataset. The experimental results show that the defect detection accuracy of this method is more than 99.6% and meets the practical requirements of industrial production.
Introduction
Product surface defect detection is the core of the whole industrial production process, its apparent quality will affect the commercial value of the product [1] . Due to the influence of equipment, raw materials and process, different kinds of defects often appear on the surface of the product. Surface quality not only affects the appearance of the product itself, but also affects the functional characteristics of the product itself. At present, the defect detection on the surface of industrial products is mainly based on manual inspection. This process is not only time-consuming and energy-consuming, but also has a high rate of false detection and missed detection, which is not suitable for large-scale industrial production. In recent years, deep learning has been applied to defect detection and recognition, and good results have been achieved. Deep learning has the ability of autonomous learning. Because of its excellent performance, many research results have shown that deep learning has excellent performance in feature learning and recognition tasks.
In reference [3] , an automatic defect Detection method for texture Surface based on unsupervised Learning was proposed by S. Mei. This method only uses defect-free samples for model training and does not require manual participation, so it can detect and locate the defect location. It has high detection precision and good robustness. In reference [4] , a method of surface defect detection for industrial products was proposed by Z. Yu. with good detection performance. In reference [5] , an automatic depth encoder and data-enhanced surface defect detection method was proposed by A. Mujeeb, and good results have been obtained in various types of defect detection.
The above methods have shown good performance in product surface defect detection and improved the reliability of defect detection to a certain extent, but there is still room for improvement in accuracy. At the same time, in order to meet the needs of real-time on-line detection in industrial production, reducing the training and identification time is also one of the primary considerations of the system. Therefore, aiming at the requirement of on-line real-time detection in industrial production, a method of surface defect detection based on semantic segmentation is proposed, and the method is tested experimentally, and good detection results are achieved.
Semantic Segmentation
Images are composed of many pixels, and the task of semantic segmentation is to group or segment pixels according to the different semantic meanings expressed in the image [6] . Fully Convolutional Networks(FCN) [7] can be said to be the pioneering work of deep learning in image semantic segmentation. It is the development and extension of Convolutional Neural Networks(CNN). The idea of FCN is particularly intuitive, that is, direct end-to-end semantic segmentation at pixel level. The original image is directly used as the input of the whole model, and the input conversion feature is not needed to be trained. It realizes pixel-level classification of images and effectively solves the problem of image segmentation at semantic level. In addition, the full convolution network can accept an input image of any size and use the deconvolution layer to up-sample the feature map on the last convolution layer so that it can be restored to the same size as the input image. Thus, each pixel can be predicted, and the spatial information in the original input image can be preserved. Finally, the upsampling feature map is used to classify the pixel by pixel. FCN is to solve the problem that only defects can be classified in CNN by transforming the full connection layer of CNN into convolution layer. Its network model is shown in Fig. 1 . How semantic segmentation is applied to defect detection is simply introduced before the experimental operation. Assuming that the local information or defect area of the input defect image is sufficiently prominent and does not correlate with other regions in the detection process, the coarse extraction result of the defect feature can be obtained by the full convolution network model of the image. Because the upsampling result of full convolution network is fuzzy and smooth, and it is not sensitive to the detail region in the image, then the final image segmentation result is often not accurate enough. Therefore, the point-to-point conditional random field model is generally used as a post-processing method to optimize the segmentation results after the full convolution network.
Methodology and Approach
Deep Learning Environment Construction. The hardware environment of the system is set up as follows: processor: Intel Xeon (strongest) E5 / 2623 v4 Quad Core (X2), main hard disk: Samsung MZ7LN256HAJQ-000H1, main Video Card: Nvidia Quadro P4000, display: HPN3504 HP 24y, Deep Learning Library: CUDA-10.0, CUDNN-10.0, memory: 64 GB, operating system: Windows 10. Software environment building: HALCON.HALCON is a complete set of standard machine vision algorithm package developed by MVtec company of Germany. It has a widely used integrated development environment of machine vision.
Dataset. The data set used in this paper is the German DAGM 2007 dataset, which is synthesized artificially, but similar to the real-world problem. The DAGM 2007 dataset consists of 10 types of images, divided into 10 sub-datasets, providing six types of defects. Each dataset consists of a different texture model and a defect model. In this paper, four data sets are selected as the experimental samples. Each dataset has 300 images. 210 images were selected as the training set, 45 images as the test set, and the remaining 45 images as the verification set. Because of the self-training network model in Halcon software, the transfer learning method can be used to train better network model with fewer data sets. After determining the required data set, the defect labeling should be carried out on the data set so that the computer can learn the characteristics of the defect, so as to better classify the defect. The annotation results are shown in Fig. 2 . Parameter Setting. Before training the data set formally, it is necessary to pre-train the network model and set the parameters of the model. The selection of the parameters has a significant impact on the training process of the classifier. According to the data sets of different defect types trained in the experiment, the parameters as shown in Table 1 are set. After the parameter setting is completed, the labeled data set is put into the pre-training network model for training. Result Evaluation Criteria. In the semantic segmentation model, there are many standards to measure the accuracy of the model, among which the commonly used measurement methods are Pixel Accuracy(PA), Mean Pixel Accuracy, Mean Intersection over Union(MIoU) and Frequency Weighted Intersection over Union. These standards are generally the distortion of the PA and the MIoU.PA is the simplest criterion in image segmentation evaluation. In the experimental results, MIoU is an important measure of semantic segmentation accuracy. Because of its precision and strong representativeness, it has become the most commonly used metric. In image semantic segmentation, the criterion is mostly used as the evaluation index of experimental results.
An PA expression, shown as Eq. 1, can be interpreted as the proportion of correctly marked pixels to total pixels. 
The MIoU expression, shown as Eq. 2, can be interpreted in semantic segmentation as the average intersection ratio of the true value to the predicted value set, that is to say, the IoU value is calculated on each category.
Assuming a total of 1  k classes, in the form (1), (2):
ii p represents the true quantity, ij p represents the quantity of pixels that belong to Class i but are predicted to be Class j . Results Analysis. A sample diagram of the test results is given in Fig. 3 . The test results show the location of the defect and the pixel size of the defect area. Each dataset loss function curve and MIoU value are shown in Fig. 4 .The overall performance and detection accuracy are shown in Table 2 . In Dataset 1 and Dataset 2, the detection accuracy is 99.8%, in Dataset 3 and Dataset 4, 99.7%, 99.6%, respectively. The processing time of the system for single image is 20 ms to 30 ms. Dataset 
Summary
A defect detection method based on semantic segmentation is proposed in this paper, which is used to detect defects on the surface of products. Compared with the traditional machine vision method, this method can effectively improve the efficiency of product surface defect detection and reduce the effect of manual feature extraction on the system detection accuracy. Secondly, this method has a strong ability to identify defects. Through the construction of deep learning environment, the training and classification of data sets can be realized effectively. Finally, the method has fast training and recognition time, which can meet the demand of on-line real-time inspection of industrial production, and provide a reference for the practical application of industrial production in the future. However, this method also has some shortcomings, it needs a large number of time labeling defect samples, and the accuracy of labeling has a great impact on the experimental results.
