We introduce a special subset of the graph of a homogeneous coupled cell network, called a projection block, and show that the network obtained from identifying this block to a single point can be used to understand the generic bifurcations of the original network. This technique is then used to describe the bifurcations in a generalized feed-forward network, in which the loop can contain more than one cell.
Introduction
In this paper we consider homogeneous coupled cell network vector fields. These are vector fields of the general forṁ x 1 =f (x σ1(1) , . . . x σn(1) , λ) x 2 =f (x σ1(2) , . . . x σn(2) , λ)
. . .
x N =f (x σ1(N ) , . . . x σn(N ) , λ) ,
where the variables x i are elements of the same vector space V , the σ i are functions from the set {1, . . . N } to itself, and f is a smooth map from an open set V n × Ω ⊂ V n × R p to V . We are interested in generic bifurcations of such vector fields, which means we vary the bifurcation parameter λ ∈ Ω ⊂ R p , and ask about qualitative changes in for example the number of steady state points or periodic orbits. See also [1] , [2] , [3] , [4] , [5] , [6] and [7] . A known example of such a system is the so-called feed-forward network, studied in for example [13] , [12] , [15] and [16] . It is given by the equations ẋ 1 =f (x 1 , x 2 , . . . x n−1 , x n , λ) x 2 =f (x 2 , x 3 , . . . x n , x n , λ)
x n =f (x n , x n , . . . x n , x n , λ) , (1.2) and can be depicted by the network of figure 1. More precisely, figure 1 shows the dependence of each cell as given by the second entry of f . For example, the equation for cell 1 is given byẋ 1 = f (x 1 , x 2 , . . . x n−1 , x n , λ). Because f is evaluated here at x 2 in the second entry, we say that the state of cell 1 depends on the state of cell 2 (in a way described by the second entry of f ). Therefore, the network of figure 1 contains an arrow from cell 2 to cell 1. The other entries of f are then obtained by concatenating the black arrows a fixed number of times, and by adding self-loops to describe the dependence of each cell on their own state by the first entry of f .
In [12] it is shown that in the case of V = R and Ω ⊂ R the system (1.2) has generically one of two steady state bifurcations from a fully synchronous point, i.e. a point with x 1 = · · · = x n . These bifurcations are a fully synchronous saddle node bifurcation and a synchrony breaking bifurcation. This latter bifurcation has, in addition to a fully synchronous branch, n − 1 branches scaling as |λ| l1 to |λ| ln−1 , where we have set l i := 1 2 i−1 . Let us also look at the following network x 1 =f (x 1 , x 2 , x 3 , x 4 , λ) x 2 =f (x 2 , x 3 , x 4 , x 3 , λ)
x 3 =f (x 3 , x 4 , x 3 , x 4 , λ) x 4 =f (x 4 , x 3 , x 4 , x 3 , λ) , (1.3) depicted by figure 2. Again, we have only shown the dependence of each cell through the second entry of the response function f . The third and fourth correspond to concatenating the given arrows two and three times.
The network (1.3) is similar to the feed-forward network (1.2). However, in a feed-forward network there is one cell whose state depends only on itself and that influences all the others, whereas in the network of (1.3) there are two cells that are only influenced by themselves and by each other, but that in their turn feed into the other cells. Nevertheless, by identifying the cells 3 and 4 one obtains the 3-cell feed-forward network back:
x 2 =g(x 2 , x 3 , x 3 , λ)
x 3 =g(x 3 , x 3 , x 3 , λ) , (1.4) for g(x 1 , x 2 , x 3 , λ) := f (x 1 , x 2 , x 3 , x 3 , λ). Note that any (smooth) map g : V 3 × Ω → V can be obtained by restricting some (smooth) map f : V 4 × Ω → V to the space {x 3 = x 4 }. As it turns out, the generic steady state bifurcations of (1.4) are generic in (1.3) as well. We will show that this is a consequence of a more general theorem, relating the bifurcations in a network with a set of cells that only influence each other (such as the cells 3 and 4 in (1.3)) to that of the same network with these cells identified (i.e. the system (1.4)). More specifically, a projection block will be a set of cells in a network that only feel each other and that influence every other cell, in a way to be made precise later on. The main theorem of this paper can be roughly summarized as the following, see theorem 6.3 and corollary 6.6. Theorem 1.1. Let B be a projection block in a homogeneous coupled cell network N and let N P denote the network equal to N with the block B identified to a point. We may naturally identify any network vector field for the network N P as a network vector field for the network N restricted to some invariant subspace. Suppose a smooth network vector field γ f for the network N P has a fully synchronous steady state point x 0 . Suppose furthermore that the center subspace of the linearization Dγ f (x 0 ) at x 0 contains no non-trivial fully synchronous points. Let us denote a center manifold of this system by M c .
Then in the set of smooth network vector fields for N that, when restricted to the phase space of N P are equal to γ f , there exists an open and dense set of vector fields with center manifold equal to M c as well. In particular, any local bifurcation that occurs in the N p -system occurs in all these N -systems, without additional branches of bounded solutions.
This result relies mainly on an investigation of the possible center subspaces of a network vector field. It turns out these can be described in terms of the invariant subspaces of a certain monoid-representation, which is the main theme of this paper.
The rest of this paper is set up as follows. In section 2 we introduce some of the techniques we will be using in subsequent sections, most notably that of a fundamental network and that of center manifold reduction for homogeneous coupled cell networks. Likewise, section 3 serves to introduce the details of monoid-representations needed throughout this paper. In section 4 we introduce quotient monoids, which we relate to quotient networks in section 5. In section 6 we introduce the notion of a projection block and formulate and prove the main result of this paper. In section 7 we then work out the machinery we have developed on a generalization of a feed-forward network.
Preliminaries
Recall that a homogeneous coupled cell network is a system of the general forṁ
1)
The underlying network structure N can be described by the set of nodes C := {1, . . . N } and the set of interaction functions Σ = {σ 1 , . . . σ n }, σ i : C → C. Whereas Σ a priori need not satisfy any additional conditions, this often means that the set of systems of the form (2.1) is too intractable to work with. For example, both the composition and the Lie-bracket of two vector fields of the form (2.1) need not be of this form any longer. We will therefore slightly enlarge the class of vector fields we consider, by enlarging the set Σ to include the identity Id : C → C and all compositions of two or more functions that appear in Σ. Note that this new class of network vector fields includes all the original ones, as the response function f may only depend formally on the new variables. This setup is described in more detail in [8] , [10] , [11] and [12] , where it is shown that this larger class of vector fields is closed under taking compositions and Liebrackets. By the above discussion, we will henceforth always assume that Σ is closed under multiplication and contains the identity Id : C → C. This means that Σ is a monoid. In particular, we may construct the regular representation (V n , A Σ ) of Σ. Here, the action of Σ is given by (A σ X) τ = X τ •σ for σ, τ ∈ Σ and we identify V n with σ∈Σ V . It can be seen that indeed A σ • A τ = A σ•τ for all σ, τ ∈ Σ and that A Id = Id | V n . As it turns out, the equivariant vector fields on (V n , A Σ ) are exactly the coupled cell network vector fields Γ f given by
We will explain monoid-representations, including the regular representation in more detail in the next section. The motivation for considering the regular representation is as follows. Given a network vector field (2.1) we call a subspace of the phase space a synchrony space when it is given by equations of the form x i = x j for certain nodes i and j. In other words, a synchrony space is just a poly-diagonal subspace. A synchrony space is then called robust if it is a flowinvariant space for any network vector field (2.1). Since we have defined network vector fields Γ f on (V n , A Σ ), we may equally well speak of (robust) synchrony spaces on this latter space. It follows that a synchrony space of (V n , A Σ ) is robust if and only if it is flow-invariant for any equivariant vector field. Perhaps counter-intuitive is that such a robust synchrony space need in general not be respected by the symmetries A σ of (V n , A Σ ). For any cell p ∈ C, the synchrony space
is robust, hence flowinvariant for any vector field Γ f . Moreover, if the network N has a cell p ∈ C such that {σ(p) : σ ∈ Σ} = C, then the vector fields Γ f | Syn N,p are exactly the coupled cell network vector fields of (2.1). We therefore say that the network of (2.2) is the fundamental network of the network N . Similarly, we call Γ f the fundamental network vector field of (2.1). We say that p is a fully dependent cell of the network N if the condition {σ(p) : σ ∈ Σ} = C is satisfied. Unless stated otherwise, all of the networks in this article will have such a cell, so that they can be realized as sub-systems of their fundamental network vector fields. More on homogeneous coupled cell networks can be found in for example [8] , [9] , [10] , [11] , [12] , [13] and [14] . In [8] , the authors have developed a center manifold theorem for homogeneous coupled cell networks around a fully synchronous point. The first result is that for a fundamental network vector field there always exists a local center manifold that is invariant under the monoid-symmetries. The second is one that classifies all the vector fields one might obtain by reducing Γ f to its center manifold, i.e. the reduced vector fields. To describe these, we say that an A Σ -invariant subspace W of (V n , A Σ ) is complementable if there exists an A Σ -invariant subspace W such that V n = W ⊕ W . Whereas any invariant space under the linear action of a finite group always has an invariant complement, this is in general not true for the representation of a finite monoid. The result of [8] is that the possible reduced vector fields of the fundamental network are exactly those that are conjugate to an equivariant vector field on a complementable invariant space of (V n , A Σ ). Furthermore, such a conjugacy can always be found in such a way that it preserves the robust synchrony spaces. Therefore, the reduced vector fields of (2.1) are exactly those of Γ f restricted to Syn N,p .
Representation theory of monoids
In this section we will briefly explain the definitions and results about monoid representations relevant to this paper. Recall that a monoid is a set Σ together with an associative multiplication and a unit e ∈ Σ. In other words, there exists a map
for all a, b, c ∈ Σ and a • e = e • a = a for all a ∈ Σ. We will furthermore always assume in this paper that Σ is finite, i.e. contains only finitely many elements.
Definition 3.1. 1. Let Σ be a finite monoid and let W be a finite dimensional real vector space. A representation of Σ on W is a map A from Σ to L(W, W ) (the space of linear maps from W to itself) such that
We will often denote A(σ) by A σ for σ ∈ Σ and will use the notation (W, A Σ ) to denote a representation of Σ on W . 2. Given a representation (W, A Σ ), a linear subspace U ⊂ W is called invariant if A σ u ∈ U for all u ∈ U and σ ∈ Σ. We will call the invariant space U complementable if there exists an invariant subspace U ⊂ W such that W = U ⊕ U . 3. Given two representations (W, A Σ ) and (W , A Σ ) of the monoid Σ, we call a map f :
Given a vector space V and a monoid Σ, we can construct the representation ( σ∈Σ V, A σ ) as follows: A vector X in σ∈Σ V can uniquely be written as X = σ∈Σ X σ for X σ ∈ V . As such, we define the action of Σ on σ∈Σ V by (A σ X) τ = X τ •σ for all τ, σ ∈ Σ and X ∈ σ∈Σ V . It can easily be verified that this indeed defines a representation. If #Σ = n then we will denote this representation by (V n , A Σ ) and we will refer to it as the regular representation of the monoid Σ. As we have noted in section 2 the equivariant maps from (V n , A Σ ) to itself are exactly the admissible vector fields of the fundamental network of a coupled cell network with monoid Σ. n (B −λ Id) n ) for λ ∈ C and with n := dim(W ). These examples are complementable, as we have the direct sum decomposition
where EV (B) ⊂ C denotes the set of eigenvalues if B (containing only one of each complex pair). We also note that any decomposition W = U ⊕ V into invariant spaces gives rise to a projection with image U and kernel V , which is readily seen to be an equivariant map. Conversely, any equivariant projection gives rise to a decomposition into its image and its kernel, both of which are invariant and therefore complementable.
Another important notion for the representation of monoids is that of an indecomposable representation.
is called indecomposable when it holds that U = {0} and that U cannot be written in a non-trivial way as the direct sum of two invariant spaces.
Note that indecomposable representations can still contain non-trivial invariant spaces, albeit without invariant complements. By iteratively decomposing any representation (W, A Σ ) into invariant spaces, one can see that any representation can be written as the direct sum of indecomposable representations (this process terminates by the fact that W is finite dimensional, and must do so in a decomposition into indecomposable representations). It is shown in [11] that any such decomposition is furthermore unique. In other words, given two decompositions of (W, A Σ ) into indecomposable representations
it follows that p = q and that W i is isomorphic to W i for all i ∈ {1, . . . p}, possibly after reordering (we say that two representations are isomorphic when there exists an invertible linear equivariant map between them, from which it follows that the inverse is a linear equivariant map as well).
Given an equivariant linear map B from an indecomposable representation (U, A Σ ) to itself, it follows from the decomposition (3.1) that B necessarily has either one real eigenvalue or one pair of complex conjugate eigenvalues. Consequently, B is either nilpotent or invertible. This result is often called Schur's lemma, after an analogous (but stronger) result for the representation of finite groups over fields of characteristic 0. It can then be seen that in the case of an indecomposable representation the sum of two equivariant nilpotent maps, as well as the composition of an equivariant nilpotent map with any equivariant map is again nilpotent. In other words, if we denote by End Σ (U ) the linear equivariant maps from (U, A Σ ) to itself, and by Nil Σ (U ) ⊂ End Σ (U ) the ones that are nilpotent, then Nil Σ (U ) is a two-sided ideal in End Σ (U ). Consequently, the quotient ring End Σ (U )/ Nil Σ (U ) is a finite dimensional division algebra over R. This has important consequences, as a theorem by Frobenius states that the only finite dimensional division algebras over R are isomorphic to either R, C or H (the quaternions). As a result, we get the following classification of indecomposable representations.
As a last remark we give the following theorem. Its proof can be found in for example [11] . 
Quotient monoids and the regular representation
In this section we formulate and prove a result that relates the regular representation of a monoid to that of a so-called quotient monoid. This result will be an important ingredient for the main theorem 1.1 as formulated in the introduction, where it is used to relate the generic bifurcations of a network to that of a specific quotient network. • π(e Σ ) = e T for the units e Σ ∈ Σ and e T ∈ T ,
where multiplication is to be understood in Σ respectively T .
We say that T is a quotient monoid of Σ if there exists a surjective homomorphism of monoids π : Σ → T .
Remark 1. Given a surjective function π between monoids Σ and T such that
By surjectivity of π we have that {π(σ) : σ ∈ Σ} = T and hence we see that π(e Σ ) is a unit element in T . Note furthermore that an element that is a right unit or a left unit (and specifically both) in a monoid is necessarily the unit of this monoid, as its right respectively left product with the unit would otherwise be ill-defined.
Theorem 4.2. Let π : Σ → T be a surjective homomorphism of monoids, so that T is a quotient monoid of the finite monoid Σ. Let (V m , A T ) and (V n , A Σ ) be their regular representations, respectively. The synchrony space
Furthermore, it is an invariant space of (V n , A Σ ) on which the action of Σ depends only on the images π(σ) for σ ∈ Σ. In particular, this invariant synchrony space can be seen as a representation space of T and as such it is in fact isomorphic to the regular representation (V m , A T ) of T .
Proof. We will start by showing that Syn π is a robust synchrony space. In [10] it is shown that this is the case when the partition dictating which nodes are identified in the synchrony space is respected by the elements of Σ. See also [17] . In our case the partition corresponding to the synchrony space is {π −1 (τ ) : τ ∈ T }. Hence, for every σ ∈ Σ we need to show that σ · σ and σ · σ are in the same set π −1 (τ ) if σ and σ are in the same set π −1 (τ ). In other words, we need to show that
Next, we show that Syn π is an invariant space. Recall that A σ is given by (A σ X) σ = X σ ·σ for σ, σ ∈ Σ. Hence, we see that
Finally, a similar argument shows that A σ and A σ act the same on Syn π if π(σ) = π(σ ). Therefore, we may write A π −1 (τ ) := A σ | Syn π for any σ ∈ π −1 (τ ). Let us furthermore set {X π −1 (τ ) } τ ∈T as coordinates for Syn π , where we have that X σ = X π −1 (τ ) whenever π(σ) = τ . Note that we use here that none of the sets π −1 (τ ) for τ ∈ T is empty, as π is assumed to be surjective. We then see that the action of Σ on Syn π can be written as (
Hence, identifying X π −1 (τ ) with X τ and A π −1 (τ ) with A τ for every τ ∈ T , we see that Syn π ⊂ (V n , A Σ ) can be identified with (V m , A T ) as representations of T .
In light of the previous theorem, we may identify (V m , A T ) with Syn π ⊂ (V n , A Σ ). Using this identification, we can associate to any linear subspace W of (V n , A Σ ) a linear subspace W ∩ Syn π of (V m , A T ). The following theorem tells us that the function W → W ∩ Syn π respects the structure of a decomposition into indecomposable representations.
Furthermore, we have the following relations between W i and W i ∩ Syn π
• If W i ∩ Syn π = {0} then W i and W i ∩ Syn π are of the same type (real, complex or quaternionic).
•
The main ingredient of the proof will be the following lemma.
Proof. Let us assume we are given the equivariant vector field Γ
, where e T denotes the unit in T . For every τ ∈ T we may pick one element σ τ ∈ Σ such that π(σ τ ) = τ . In other words, we pick one representative out of every class π −1 (τ ). Note that none of the sets π −1 (τ ) is empty, as π is surjective. Writing Σ = {σ 1 . . . σ n } and T = {τ 1 , . . . τ m }, we then define the functionf :
First of all, because Syn π is a robust synchrony space of (V m , A T ) we see that Γ Σ f indeed sends elements of Syn π to itself. Next, because Syn π is an invariant space on which the action of Σ coincides with that of T , we may conclude that Γ Σ f | Syn π is a T -equivariant vector field on (V m , A T ). In particular, we have that
In particular, we know that the unit in Σ is contained in π −1 (e T ). We therefore
Given an equivariant vector field on (V m , A T ), we will generally use a tilde to denote an equivariant extension on (V n , A Σ ) in the spirit of lemma 4.4. Note that it follows from the proof of lemma 4.4 that the extension of a linear vector field can be taken to be linear as well. Furthermore, by fixing the choice of representatives in the proof of lemma 4.4, we see that any smooth family of vector fields on (V m , A T ) can be extended to a smooth family of vector fields on (V n , A Σ ).
Proof of theorem 4.3.
n on the different components are equivariant maps and therefore leave the space Syn π invariant. In particular, for any element v ∈ Syn π we see that v = k i=1 P i (v) is a decomposition into elements of W i ∩ Syn π . Since any decomposition into elements of W i , hence into elements of W i ∩ Syn π is unique, it follows that
is a decomposition of Syn π (V m , A T ) into invariant spaces. Let us now assume one of the components W i is indecomposable. We will show that this implies that W i ∩ Syn π is indecomposable as well, by assuming the converse and arriving at a contradiction. Suppose we can write W i ∩ Syn π = U 0 ⊕ U 1 , where U 0 and U 1 are invariant spaces both unequal to {0}. Denote by P T 1 : Syn π → U 1 ⊂ Syn π the projection onto U 1 corresponding to the decomposition W i ∩Syn π = U 0 ⊕U 1 and to decomposition (4.2). In particular, we see that P
is an equivariant map, it follows from lemma 4.4 that there exists an equivariant map
Let us continue to denote by
is an equivariant map from the indecomposable representation space W i to itself. Therefore, it is either invertible or nilpotent. This is a contradiction though, as
, so H is not nilpotent, and P i • P T 1 | U0 = 0, so H is not invertible. We conclude that indeed W i ∩ Syn π has to be indecomposable if the component W i is. In particular, if V n = k i=1 W i is a decomposition into indecomposable sub-representations then so is expression (4.2). Now suppose that conversely we are given a decomposition Syn π = l i=1 U i into (positive dimensional) sub-representations. Let us choose a set {λ i } of l distinct values in R and define the linear map P {λi} : Syn π → Syn π given by P {λi} | Ui = λ i · Id | Ui for all i ∈ {1, . . . l}. Because the spaces U i are invariant it follows that the map P {λi} is equivariant. In particular, we may conclude from lemma 4.4 that there exists an equivariant map P {λi} from (V n , A Σ ) to itself that restricts to P {λi} . Let us denote by EV ( P {λi} ) the set of eigenvalues of the map P {λi} (containing only one of each complex pair). Note that {λ i } is included in EV ( P {λi} ), as {λ i } is the set of eigenvalues of P {λi} = P {λi} | Syn π . Denoting by W µ the generalized eigenspace of P {λi} corresponding to the eigenvalue µ ∈ EV ( P {λi} ), we get a decomposition of (V n , A Σ ) into invariant spaces
Note that we have W λi ∩ Syn π = U i for all i ∈ {1, . . . l} and W µ ∩ Syn π = {0} if µ / ∈ {λ i }. Hence, the decomposition (4.3) gives rise to the decomposition Syn π = l i=1 U i in the sense of the first part of the theorem. Moreover, we may further decompose W λi = ⊕ p j=1 W j λi into indecomposable representations, which gives rise to a decomposition of U i . Assuming U i is indecomposable, we conclude that there is a j ∈ {1, . . . p} such that U i = W j λi ∩ Syn π and such that
Moreover, if φ ∈ End Σ (W i ) is nilpotent then so is φ| Wi∩Syn π . Hence, R factors through to a map if it is true for R. Therefore, let ψ ∈ End Σ (W i ∩ Syn π ) be given, we will construct an element φ ∈ End Σ (W i ) such that R(φ) = ψ. For this purpose, we first construct an equivariant map ψ : Syn π → Syn π such that ψ | Wi∩Syn π = ψ, for example by letting ψ vanish on an invariant complement of W i ∩ Syn π in Syn π . By lemma 4.4 there exist an equivariant extension ψ of ψ to (V n , A Σ ). The map φ :
This proves that R and therefore [R] is surjective and hence that W i and W i ∩ Syn π are of the same type. Next, suppose W i and W j are isomorphic indecomposable representations. We will show that there exists an invertible equivariant map from W i ∩ Syn π to W j ∩ Syn π . To this end, let α be an isomorphism from W i to W j . As before, we can expand α to an equivariant map α on (V n , A Σ ) by letting α vanish on some complement of W i . The map α then sends the space Syn π to itself. In particular, we see that α sends W i ∩ Syn π to W j ∩ Syn π . Moreover, since α | Wi = α, we see that α | Wi∩Syn π is injective. Repeating this procedure with α replaced by α −1 and with the roles of W i and W j reversed, we see that there exist injective equivariant maps from W i ∩ Syn π to W j ∩ Syn π and vice versa. By the strong correlation between indecomposable representations and generic bifurcations as laid out in the previous sections, theorem 4.3 can be read as a result relating the generic bifurcations of two homogeneous networks. More specifically, such a result holds if the monoid of the one network is a quotient monoid of the other network. In the next section we will further explore this relation.
Hence, both are bijections. This shows that if
W i and W j are isomorphic and if W i ∩ Syn π = {0}, then W j ∩ Syn π = {0} and W i ∩ Syn π and W j ∩ Syn π are isomorphic. Finally, we will show that if W i and W j are indecomposable, and if W i ∩ Syn π = {0} and W i ∩ Syn π = {0} are isomorphic, then W i and W j are isomorphic as well. For this purpose, let β ij : W i ∩ Syn π → W j ∩ Syn π and β ji : W j ∩ Syn π → W i ∩ Syn π be isomorphisms. As before, we can extend β ij and β ji to equivariant maps β ij , β ji : Syn π → Syn π by letting them vanish on some compliment of W i ∩ Syn π respectively W j ∩ Syn π . Next, by lemma 4.4 there exist maps β ij and β ji on (
Quotient networks and quotient monoids
Let N be a homogeneous coupled cell network with nodes C and monoid Σ. Recall that a balanced partition of N is a partition P = {P 1 . . . P s } of the set C such that the elements of Σ respect P . In other words, for every σ i ∈ Σ it holds that if q, r ∈ C are two nodes from the same partition class P j , then σ i (q) and σ i (r) are two elements from some same partition class P k . We will often use [q] to denote the partition class containing a node q, i.e. we have [q] = P j if and only if q ∈ P j . In this notation the partition being balanced means that To summarize, we may define a new homogeneous coupled cell network N P , whose set of nodes is C P := {[q] : q ∈ C} = {P j } s j=1 and whose arrows are described by the functions Σ P := {[σ i ] : σ i ∈ Σ}. Note that [Id] is the identity function on C P , where Id ∈ Σ is the identity on C. It can be seen that Σ P is closed under composition and is therefore a monoid itself. Namely, we have
for all q ∈ C and σ i , σ j ∈ Σ. In fact, it follows from equation (5.1) that the map
Combined with the fact that π P is a surjection, we get the following result.
Theorem 5.1. Let N = (C, Σ) be a homogeneous coupled cell network and let N P = (C P , Σ P ) be a quotient network of N corresponding to a balanced partition P of N . Then, Σ P is a quotient monoid of Σ via the surjection π P .
Remark 2. Suppose that p ∈ C is a fully dependent cell for the network N . In other words, we have that {σ i (p) : 
Furthermore, by the previous section we may identify (V m , A Σ P ) with a synchrony space Syn π P ⊂ (V n , A Σ ), given by
Therefore we can realize the network N P as the synchrony space Syn N P ,[p] ∩ Syn π P of (V n , A Σ ). This latter synchrony space is explicitly given by
There is however a second way of identifying N p as a synchrony space of (V n , A Σ ). Namely by first identifying it with a synchrony space Syn P of the network N , and by then identifying N with the synchrony space
By this procedure N p corresponds to the synchrony space
In particular we see that the expressions (5.5) and (5.7) agree, meaning that the two identifications of the network N P in (V n , A Σ ) coincide.
Remark 3. Suppose we are given a homogeneous coupled cell network N (with a fully dependent cell) and a quotient network N P . To understand the bifurcations in a fully synchronous point of the network N P we may use center manifold reduction in the space (V m , A Σ P ) corresponding to the fundamental network of N p . In particular, the possible reduced vector fields on (V m , A Σ P ) are exactly all equivariant vector fields on a complementable subspace W ⊂ V m . The possible reduced vector fields for N p are then exactly these vector fields restricted to W ∩ Syn N P , [p] . By theorems 4.2 and 4.3 we may identify the space (V m , A Σ P ) with a robust synchrony space Syn π P ⊂ (V n , A Σ ) and find a complementable subspace W ⊂ V n such that W = W ∩Syn π P . Furthermore, if W decomposes into indecomposable representations as
for some finite counting set I, then W can be chosen to decompose into indecomposable representations as
where we have that W i and W i are of the same type (i.e. real, complex or quaternionic) for all i ∈ I. It follows from lemma 4.4 that the reduced vector fields of N P are the equivariant vector fields on some sub-representation
. Likewise, reduced vector fields for the network N are equivariant vector fields on W restricted to W ∩ Syn N,p . Since we know from remark 2 that the robust synchrony spaces Syn π P ∩ Syn N P , [p] and Syn P ∩ Syn N,p coincide, we have that
. We conclude from this that the reduced vector fields of N P are exactly those of N restricted to the synchrony space Syn P . In particular, the possible dynamics on the center manifold of an N P system can be obtained by restricting the possible dynamics on the center manifold of an N system to the synchrony space Syn P . If (V n , A Σ ) furthermore decomposes into distinct indecomposable representations, then it is known that a one-parameter steady state bifurcation generically occurs along one indecomposable representation of real type. See [11] . Now, from theorem 4.3 it follows that (V m , A Σ P ) decomposes into distinct indecomposable representations whenever (V n , A Σ ) does. Moreover, it follows that W ∩ Syn π P is of real type whenever W is. From this we conclude that in the case of distinct indecomposable representations, the generic one-parameter steady state bifurcations of N P are exactly those of N restricted to Syn P . It is believed by the authors that the condition of distinct indecomposable representations can be dropped. Furthermore, it is believed that in the event of more bifurcation parameters, there are similar results about the generalized kernel and center subspace being generically a number of indecomposable representations of specific types. This would further translate the generic bifurcations on N to the generic ones on N P .
Reduction by projection blocks
In view of remark 3, it makes sense to look for complementable subspaces W of (V n , A Σ ) such that W ∩ Syn N,p = W ∩ Syn N,p ∩ Syn P . In that case, the reduced vector fields corresponding to W on the network N are exactly those corresponding to the sub-representation W ∩ Syn π P on the network N P . In particular, the bifurcations corresponding to W on the network N are then exactly those on N P corresponding to W ∩ Syn π P . In this section we will describe a class of networks that admit a quotient network on which certain of the sub-representations indeed coincide. A block B in a homogeneous coupled cell network N naturally gives rise to a balanced partition. Namely, we say that q ∼ r if and only if q, r ∈ B. It is balanced because q, r ∈ B implies σ i (q), σ i (r) ∈ B for all σ i ∈ Σ, per definition of a block. The resulting quotient network of N corresponding to this balanced partition can be obtained from N by identifying the points in B with a single point [B] . Note that we then have
A projection block roughly means that there are some colors of arrows that restrict to a bijection on the block, and whose concatenations connect every point in the network to this block. More precisely, every point in the network can be traced to this block by following arrows of these colors in reverse direction. The monoid element κ from definition 6.1 is then found as the product of sufficiently many terms corresponding to arrows of these colors. This is the content of the following theorem. Theorem 6.2. Let B be a block in a homogeneous coupled cell network N with nodes C and monoid Σ. Suppose that Π ⊂ Σ is a generating set for Σ. Then, B is a projection block if and only if there exists a subset
• For every point q ∈ C there exists a finite sequence {θ i1 . . . θ is } of elements in
Proof. We fix the generating set Π of Σ. First, we assume there exists a subset Θ = {θ i } t i=1 ⊂ Π such that the conditions of theorem 6.2 hold. We want to construct an element κ ∈ Σ satisfying κ(C) = B and κ(B) = B as in definition 6.1, and we will do so inductively. First, we note that if σ ∈ Σ and τ ∈ Σ satisfy σ(B) = B and τ (B) = B, then we also have that (σ • τ )(B) = B. Now, if B exactly equals C then B is always a projection block, by setting κ = Id. Hence, we next assume that B = C and choose a point q 0 ∈ C \ B. By assumption, there exists a sequence θ I := θ I1 . . . θ Is of elements in Θ such that θ I (q 0 ) ∈ B.
It follows that θ I (B) = B, and so if θ I (C) = B we are done by setting κ = θ I . Note that
by the fact that θ I (B ∪ {q 0 }) = B. From equation (6.1) it follows that
Next, we choose an element q 1 ∈ θ(C)\B and a sequence θĨ such that θĨ (q 1 ) ∈ B.
It follows that
from which we again see that
For convenience, we will redefine θ I to be θĨ • θ I . Repeating this procedure, we get a sequence of sets θ I (C) \ B strictly decreasing in size. Because C only has finitely many elements, we eventually get θ I (C) \ B = ∅. Hence, we see that θ I (C) ⊂ B. Because we also have θ I (B) = B, it follows that θ I (C) = B. Therefore, setting κ := θ I we see that B is indeed a projection block. Conversely, if B is a projection block, we may write κ = σ I := σ i1 • · · · • σ is for elements σ j in the generating set Π. It follows that σ I (q) ∈ B for every node q ∈ C. Hence, we may define Θ ⊂ Π to be the set of all σ j appearing in σ I . It remains to show that σ j (B) = B for every σ j ∈ Θ. However, we are given that κ| B = σ I | B is a bijection from B to itself B. Moreover, as any element of Σ maps B into itself, we may write
From this it follows that all of the σ j | B are bijections from B to itself. This proves the theorem.
Theorem 6.2 tells us that, in order to determine whether or not a block is a projection block, one only has to look at any set of generators for Σ. In particular, only at those elements of this set of generators that restrict to a bijection on B. The block is then a projection block if and only if this subset of generators connects every node to the block. The following theorem gives the motivation for considering projection blocks in homogeneous coupled cell networks. We recall the setting. If B is a projection block in a homogeneous coupled cell network N , then we will denote by P the balanced partition corresponding to B and by N P the corresponding reduced network. As usual, let (V n , A Σ ) denote the fundamental network of N and (V m , A Σ P ) denote the fundamental network of N P . As we have seen this latter space can be identified as the invariant synchrony space Syn π P of the former. Furthermore, using a fully dependent cell p ∈ C we have seen that we may retrieve the network vector fields of N and N P respectively by restricting to the subspaces Syn N,p ⊂ (V n , A Σ ) and Syn
Theorem 6.3. Let B be a projection block in a homogeneous coupled cell network N . There exists a decomposition
into invariant spaces such that
and
To prove theorem 6.3 we first need two lemmas. The first one gives a better motivation for the name 'projection block'.
Lemma 6.4. Let B be a block in a homogeneous coupled cell network N with monoid Σ. B is a projection block if and only if there exists an element ι ∈ Σ such that ι is idempotent, i.e ι • ι = ι, and such that ι(C) = B.
Proof. First we assume B is a projection block. Let κ ∈ Σ be an element satisfying κ(C) = κ(B) = B. It follows that κ l (C) = κ l (B) = B for all l ∈ N >0 , where we have set κ l := κ • · · · • κ (l times). Next, because Σ is finite, it follows that there exist constants M, N ∈ N >0 such that
Conversely, ι satisfies ι(C) = B. Hence, for any element b ∈ B there exists an element c ∈ C such that ι(c) = b. It follows that ι(b) = ι 2 (c) = ι(c) = b. From this we conclude that ι(B) = B. Setting ι = κ then proves that B is a projection block, which proves the theorem.
The next lemma states that an idempotent element in a monoid gives rise to a splitting of the regular representation into two invariant spaces.
Lemma 6.5. Let ι be an idempotent element of a monoid Σ and let (V n , A Σ ) be the regular representation of Σ. The map
Proof. First we show that the map B ι is a projection. Because ι is idempotent it follows that 8) for all σ ∈ Σ and X ∈ V n . Next we show equivariance. For all σ, τ ∈ Σ and X ∈ V n we have
From this we see that A σ B ι = B ι A σ for all σ ∈ Σ, and hence that B ι is an equivariant map. This proves the claims of the lemma.
Remark 4. Recall that an equivariant projection P on a representation space U gives rise to a decomposition U = Im(P ) ⊕ ker(P ) into invariant subspaces. In particular, for the map B ι we get a decomposition into the invariant spaces These will be important in the proof of theorem 6.3.
Proof of theorem 6.3. By lemma 6.4, there exists an idempotent element ι ∈ Σ such that ι(C) = B. It follows then from lemma 6.5 and remark 4 that we get a decomposition of the regular representation (V n , A Σ ) into the invariant spaces
We will start by showing that
It follows from remark 5.5 that
Hence we see that
Conversely, we note that
To show that the space 6.15 is contained in 6.16, we assume X is an element in 6.15 and that σ, τ ∈ Σ are such that [σ(p)] = [τ (p)]. We then need to show that X σ = X τ . There are two options. First of all it may be that σ(p), τ (p) / ∈ B. Because the only partition class in P possibly containing more than one node is B, we see that the equality [σ(p)] = [τ (p)] implies σ(p) = τ (p). From this and the fact that X ∈ Syn N,p we conclude that indeed X σ = X τ . Next, we assume that σ(p), τ (p) ∈ B. Because it will in general not hold that σ(p) = τ (p), we may not use X ∈ Syn N,p to conclude that X σ = X τ . Instead, we will show that σ(p) ∈ B and X ∈ W ∩ Syn N,p together imply that X σ = 0. From this we then get X σ = 0 = X τ whenever σ(p), τ (p) ∈ B, proving that indeed X is an element of W ∩ Syn N P , [p] . Therefore, let σ ∈ Σ be such that b := σ(p) ∈ B. Because the map ι satisfies ι(C) = B, there exists an element c ∈ C such that ι(c) = b. Applying ι to both sides and using that ι is idempotent we get ι(b) = ι 2 (c) = ι(c) = b. Hence we see that σ(p) = (ι • σ)(p). By the fact that X ∈ Syn N,p we see that X σ = X ι•σ . However, by the fact that X ∈ W it also follows that X ι•σ = 0. We conclude that indeed X σ = 0.
Next we want to show that 17) where Syn 0 := {X σ = X τ ∀σ, τ ∈ Σ} is the fully synchronous space. First of all, because W and Syn π P are both synchrony spaces, it follows that
It remains to show that (6.19) hence that for all X ∈ W ∩ Syn π P we have X σ = X τ for all σ, τ ∈ Σ. Therefore, let σ and τ be given. From the identity ι • (ι • σ) = ι • (σ), we conclude that X ∈ W implies X σ = X ι•σ . Likewise we find that X τ = X ι•τ . Next, by the fact that ι(C) = B we conclude that [ι] ∈ Σ P is the function that sends every node in N P to the node [B] ∈ N P . Since this holds equally well for [ι
Finally it follows from X ∈ Syn π P that X ι•σ = X ι•τ and hence that X σ = X τ , proving that indeed X ∈ Syn 0 . This concludes the proof.
Remark 5. It follows from theorem 4.3 that the space (V m , A Σ P ) ∼ = Syn π P admits a decomposition into invariant spaces
The space Syn 0 can furthermore be decomposed into dim(V ) indecomposable representations of Σ P , on which this monoid acts trivially. Furthermore, if U ⊂ (V m , A Σ P ) is any indecomposable (complementable) representation, then U is isomorphic to some indecomposable component of either W ∩ Syn π P or Syn 0 . Any such isomorphism can be expanded to an equivariant linear map from (V m , A Σ P ) to itself, for example by letting this map vanish on some complement of U . Since this map has the structure of a network map, it must send synchrony spaces to themselves. From this we conclude that if U ∩ Syn 0 = {0} then U is isomorphic to some component of W ∩ Syn π P . Conversely, if U ∩ Syn 0 = {0} then it is isomorphic to a subspace of Syn 0 , hence equal to a 1-dimensional subspace of Syn 0 .
For the following corollary we note that any network vector field for the network N P can be realized as the restriction to Syn N P ,[p] of a network vector field on (V m , A Σ P ) and hence of a network vector field on (V n , A Σ ). Restricting such a lifted vector field on (V n , A Σ ) to Syn N,p , we furthermore see that a network vector field for N P can always be seen as the restriction of a network vector field for the original network N . Similarly, any smooth family of network vector fields for N P can be lifted to a smooth family of network vector fields for N , on (V m , A Σ P ) and on (V n , A Σ ).
Corollary 6.6. Let N be a homogeneous coupled cell network with projection block B and corresponding quotient network N P . Let γ f : V #C P ×Ω → V #C P be a family of smooth network vector fields for the network N P , indexed by Ω ⊂ R k with 0 ∈ Ω. Suppose furthermore that γ f satisfies γ f (0, 0) = 0 and suppose the center subspace W c of the linearization D x γ f (0, 0) satisfies W c ∩ Syn 0 = {0}. We denote by Λ f the set of smooth network vector fields for N ,γ g :
there exists an open dense set U of Λ f such that for allγ g ∈ U it holds that the locally defined center manifold of γ f around the origin is a local center manifold forγ g around the origin. In particular, any (local) bifurcation occurring in γ f is then a bifurcation occurring inγ g , without any additional bounded solutions appearing in this latter system. Proof. We let Λ f denote the set of smooth fundamental vector fields
We pick an elementγ g in Λ f and a corresponding element Γ h in Λ f with Γ h | Syn N,p ×Ω =γ g . Next, we decompose (V n , A Σ ) as in theorem 6.3: 
This proves that the center manifolds, and hence the bifurcations agree.
Example: Ring feed-forward networks
In this section we will apply the machinery we have developed so far to a generalization of the feed forward network. It will turn out that the reduced vector fields of this network can be completely understood by that of two of its quotient networks.
Definition 7.1. The (n, k)-ring feed-forward network R n,k is the homogeneous coupled cell network with nodes C :
and with monoid Σ generated by a single element σ. This element is given on the nodes by σ(c i ) = c i+1 for i < n + k − 1 and σ(c n+k−1 ) = c k . We will collectively refer to the (n, k)-ring feed-forward networks as simply the ring feed-forward networks.
We claim that the set of nodes B := {c k , . . . c n+k−1 } ⊂ C is a projection block in the network R n,k . Indeed, it is clearly a block as we have σ(B) = B, and therefore σ i (B) = B for all i ≥ 0. To see that B is a projection block, recall that the monoid Σ is generated by the single element σ. By theorem 6.2, B is then a projection block if and only if σ restricts to a bijection on B and any element outside of B is sent to B by some power of σ. By the definition of the network R n,k these two conditions are indeed satisfied. By identifying the block B with a point, we get a network with k + 1 cells
} and with a monoid Σ P generated by the element [σ] . This element is given on
In particular, we see that this network is equal to R 1,k . This latter network is known in the literature as a feed-forward network, and the bifurcations of its admissible vector fields are quite well understood, see [12] . In particular, setting V = R and Ω ⊂ R it is known that the generic steady state bifurcations of R 1,k from a fully synchronous point are either a fully synchronous saddle node bifurcation or a synchrony breaking bifurcation. In this latter bifurcation there are, in addition to a fully synchronous branch, k branches scaling as |λ| l1 to |λ| l k , where we have l i := 1 2 i−1 . Furthermore, if we set V = C and Ω ⊂ R then the feed-forward network admits a synchrony breaking Hopf bifurcation supporting k branches of periodic orbits with amplitudes scaling as |λ| p1 to |λ| p k , where we have set p i := 1 2(3 i−1 ) . Of the bifurcations just described, the synchrony breaking ones correspond to a center subspace with trivial intersection with the fully synchronous space Syn 0 . Hence, by the previous chapter we conclude that these synchrony breaking bifurcations occur in the network R n,k as well. To determine the bifurcations corresponding to other indecomposable representations, let us have a more detailed look at the network R n,k . Theorem 7.2. Any ring feed-forward network is isomorphic to its own fundamental network.
Proof. We begin by noting that c 0 is a fully dependent node for any network R n,k . Hence, every ring feed-forward network is a quotient network of its fundamental network. It remains to show that the number of nodes of the fundamental network is equal to that of the corresponding ring feed-forward network. In other words, since the nodes of the fundamental network are the elements of the monoid Σ, we need to show that #Σ = #C. However, in R n,k we know that σ n+k (c 0 ) = σ k (c 0 ) = c k , from which it follows that σ n+k (c i ) = σ n+k σ i (c 0 ) = σ i σ n+k (c 0 )
Hence we see that σ n+k = σ k as functions, from which it follows that #Σ ≤ n + k = #C. The fact that #Σ ≥ #C follows from the fact that R n,k can be realized as a quotient network of its fundamental network or from the fact that the functions σ i send c 0 to different nodes c i for i = 0, . . . k + n − 1. This proves the theorem.
In light of theorem 7.2 we may think of R n,k as its own fundamental network. In doing so, we will write Σ = C := {σ 0 = Id, σ 1 , . . . σ n+k−1 } where an element of Σ acts on an element of C by composition. Let us furthermore write (V n+k , A Σ ) for the regular representation of R n,k . The equivariant vector fields on (V n+k , A Σ ) are then exactly the admissible vector fields of R n,k . Furthermore, the regular representation space (V k+1 , A Σ P ) for the network R 1,k can be realized as an invariant robust synchrony space (V k+1 , A Σ P ) = Syn π P ⊂ (V n+k , A Σ ). More specifically, Syn π P is given by Syn π P = {X σ i = X σ j ∀ i, j ∈ {k, . . . k + n − 1}} .
(7.2)
Because B is a projection block, it follows from lemma 6.4 that there exists an idempotent element σ T ∈ Σ such that σ T (C) = B. By lemma 6.5 this element gives rise to a projection A σ T on (V n+k , A Σ ) given by (A σ T X) σ i := X σ i+T , where we use the convention of writing X σ i = X σ j if i, j ≥ k and n|(i − j). Furthermore, because σ T satisfies σ T (C) = B, it necessarily follows that T ≥ k. From this we see that Im(A σ T ) = {X σ i = X σ j if n|(i − j)} , ker(A σ T ) = {X σ i = 0 ∀ i ∈ {k, . . . k + n − 1}} . Note that ker(A σ T ) is contained in Syn π P , which accounts for the bifurcations occurring in both R 1,k and R n,k , as we have found by theorem 6.3 and corollary 6.6. Furthermore, if V = R then it can be shown that ker(A σ T ) is an indecomposable representation of Σ P , and hence of Σ. Note furthermore that Σ acts on ker(A σ T ) by nilpotent maps, a fact that we will use later on.
To summarize so far, we know that (V n+k , A Σ ) decomposes into the invariant spaces Im(A σ T ) and ker(A σ T ). The bifurcations corresponding to ker(A σ T ) are now related to the synchrony breaking bifurcations in R 1,k , and this was ultimately done by noting that R 1,k is a quotient network of R n,k . We will now explain the bifurcations in R n,k corresponding to Im(A σ T ) by considering yet another, well understood quotient network of R n,k . realizes Z/nZ as a quotient monoid of Σ. As a result, the regular representation of Z/nZ is realized in (V n+k , A Σ ) as the space Im(A σ T ) = {X σ i = X σ j if n|(i − j)}.
Proof. First of all we see that the map π n is well defined, as σ i = σ j implies n|(i − j). Next, it is clear that the map is a surjective morphism of monoids. I.e we have that π n (σ i • σ j ) = [i + j] = [i] + [j] = π n (σ i ) + π n (σ j ). Finally, by theorem 4.2 we see that the regular representation of Z/nZ is isomorphic to the representation of Σ in (V n+k , A Σ ) restricted to the invariant subspace Syn πn := {X σ i = X σ j if π n (σ i ) = π n (σ j )}. Because π n (σ i ) = π n (σ j ) if and only if n|(i − j), we conclude that Syn πn = Im(A σ T ). This proves the theorem.
It follows from theorems 7.3 and 4.3 that the indecomposable complementable sub-representations of (V n+k , A Σ ) contained in Im(A σ T ) are exactly the irreducible sub-representations of the regular representation of Z/nZ. These are well understood. Furthermore, the irreducible representations of Z/nZ are mutually non isomorphic and are as representations of Σ non isomorphic to ker(A σ T ), as σ acts as a nilpotent map in the latter representation. This proves that the generic steady state bifurcations in a fully synchronous point of R n,k , given that V = R and Ω ⊂ R, are exactly given by the synchrony breaking bifurcation of R 1,k and the generic steady state bifurcations of Z/nZ.
