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ABSTRACT
We have developed a prestack time-migration tool for lo-
cal improvement of the seismic migration-velocity model.
The method is based on remigration trajectories that describe
the position of an image point in the image domain for dif-
ferent source-receiver offsets as a function of the migration
velocity. It determines kinematic migration parameters
using local-slope information of migrated seismic reflection
events. These parameters, in turn, are used to locally correct
the velocity model. The main advantage of this technique is
that it allows us to carry out a moveout correction not just
at a fixed point in a zero-offset (poststack) time-migrated
gather, but varying through all offsets of a common-image
gather, taking into account the reflection-point displacement
in the midpoint direction. In other words, it provides for
time-migration velocity analysis from prestack data. We
have tested the feasibility of the method on synthetic data
from four simple models and the Sigsbee2B data. Our tests
determined that the proposed tool increases the velocity-
model resolution and provides a plausible time-migrated
image. The quality of the initial model is not critical. The
procedure is quite efficient. Significant effort was spent
on manual event picking.
INTRODUCTION
Migration velocity analysis (MVA) is an important seismic
processing step in prestack time imaging. Basically, MVA exploits
the redundancy of seismic data to improve an a priori velocity
model. As first observed by Sattlegger (1975), seismic data from
different offsets need to migrate to the same positions when using
the correct velocity model. Hence, these images must be horizon-
tally aligned, regardless of structure. However, the use of too-low or
too-high migration velocities leads to offset-dependent misposition-
ing, known as migration smiles or frowns (Al-Yahya, 1989; Zhu
et al., 1998).
Over the years, substantial effort has been directed toward the
development of new MVA methods. Because of its conceptual
clarity and simplicity, residual-moveout (RMO) analysis has
become one of the favorite tools for MVA (Liu and Bleistein,
1995). Many algorithms are based on the moveout formula for a
horizontal reflector (Al-Yahya, 1989). However, in the case of
strongly dipping reflectors, this correction does not take into ac-
count the lateral displacement of the reflector image that is caused
by a change in migration velocity, thus requiring iterative proce-
dures. Schleicher and Biloti (2007) try to improve Al-Yahya’s
(1989) process and achieve higher accuracy in the updated velocity
by inclusion of the reflector dip as an additional parameter.
Another MVA principle is to follow migrated reflection events
through the image domain under variation of the migration velocity
(Fomel, 1994; Liptow and Hubral, 1995). Hubral et al. (1996b) use
the term image waves to describe such a process of transforming
time-migrated images according to the changes in migration veloc-
ity. Schleicher et al. (1997) derive equations for remigration trajec-
tories in the zero-offset case and connect the concept of residual
migration. In a related way, Adler (2002) describes the change
in the superposition of seismic data along isochrons at a predicted
image point as a function of the velocity perturbation, a process he
calls Kirchhoff image propagation. Fomel (2003a, 2003b) further
develops and tests the velocity-continuation or image-wave concept
for the prestack situation. Iversen (2006) describes the position of a
migrated image point as a function of migration velocity by veloc-
ity rays.
Velocity continuation can also be used on migrated diffractions
(Sava et al., 2005; Fomel et al., 2007; Novais et al., 2008) for MVA.
Based on velocity continuation, Coimbra et al. (2011, 2012, 2013b)
recently introduce a new process of extracting velocity updates for
depth migration from the moveout of incorrectly migrated diffrac-
tion events by tracing so-called remigration trajectories to their fo-
cus point in post-stack-migrated images, and Coimbra et al. (2013a)
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extend their work to the prestack case. This technique makes use of
local-slope information extracted from the data with the help of
stacks along local trial surfaces. In this work, we modify this remi-
gration-trajectory MVA method to make it suitable for an applica-
tion to time migration of reflection events in prestack data. Tests on
synthetic data from four simple models and on the Sigsbee2B data
confirm the potential of our method to produce a plausible velocity
model in a region with strong dip variations. At this point, the
technique is a 2D procedure. An extension to 3D is conceptually
straightforward.
THEORETICAL DESCRIPTION
Prestack migration methods are useful to reconstruct an image of
the subsurface from seismic reflection data. In general, prestack mi-
gration is considered a robust method due to the fact that it focuses
energy that conventional data processing based on NMO correction
and stacking of the common-midpoint (CMP) gathers cannot focus.
In addition, the kinematics of prestack data considers the distance
between the source and receiver, so that the source-receiver offset
defines a prestack volume (Bancroft et al., 1998).
It is well known that a single reflection event in a CMP stacked
zero-offset section leads to different reflector images when migrated
with different migration velocities (Figure 1). That is, the image can
be thought of as “propagating” as a function of migration velocity
(Fomel, 1994), forming a so-called image wave (Hubral et al.,
1996b). In an attempt to achieve more realistic velocity models
and migrated images, many methods have been proposed (Rothman
et al., 1985; Liptow and Hubral, 1995; Hubral et al., 1996a;
Schleicher et al., 1997; Adler, 2002; Fomel, 2003a, 2003b;
Schleicher et al., 2008a). Such image-wave remigration procedures
can even be extended to anisotropic media (Schleicher and Aleixo,
2007; Schleicher et al., 2008b). These methods have been named
residual (or cascaded) migration, remigration, or velocity continu-
ation. Their purpose is to construct a seismic image for a refined
velocity model, starting at a previous image that was obtained by
migration with a different velocity model (Hubral et al., 1996a;
Tygel et al., 1996).
Remigration trajectory
The RMO analysis is generally carried out in a single common-
image gather (CIG) (Liu and Bleistein, 1995). However, in the case
of dipping reflectors, the image of a single reflection point is dis-
placed laterally, i.e., out of the CIG (see Figure 2).
We are looking for an expression for the remigration trajectory,
that is, a formula that describes the position of a reflection point in
the prestack-migrated data volume as a function of migration veloc-
ity, keeping the half-offset fixed, but considering the reflection-
point displacement in the midpoint direction. Repositioning the
event along remigration trajectories brings it back into the CIG
under consideration to flatten it (see Figure 3).
As mentioned above, if the migration velocity is incorrect, the
images for different offsets of a single point on a dipping reflector
will be positioned in different CIGs (Figure 2). For the mathemati-
cal derivation of the remigration trajectory, we need a quantification
of this observation. Based on the kinematic analysis of velocity con-
tinuation, Fomel (2003b) approximates the positioning of the dis-
placed image point up to second order in half-offset h as
τrðh; xÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h −
4ðx − xmÞ2
v2m − v2
þ 4h2

1
v2m
−
1
v2
s
; (1)
where v is the true average medium velocity (i.e., the “ideal” time-
migration velocity that would correctly position the image) and vm
is the (incorrect) migration velocity. Moreover, τh is the time coor-
dinate at half-offset h of the image point within the CIG at image
position xm, and x − xm denotes the relative lateral coordinate, i.e.,
the distance to the original CIG at xm (see, again, Figure 2).
The envelope of these curves at all x determines the lateral dis-
placement xr as a function of h. This envelope can be determined by
setting the derivative with respect to x equal to zero; i.e.,
∂τrðh; xÞ
∂x

xr
¼ 0: (2)
Figure 2. The RMO of a dipping reflector in a single CIG at xm
after migration with a wrong velocity is described by curve τh (fine
line). However, the image of a unique reflection point moves out of
the CIG through the whole migrated data volume along a 3D move-
out curve τrðhÞ (bold solid line). This curve can be approximated
from information found at point (h0; xm; τh0 ); for details, see the
text).
a)
b)
Figure 1. Sketch of (a) a single reflection event in the time domain
and (b) its time-migrated images for four different migration veloc-
ities.
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We find
xrðhÞ ¼ xm þ
1
4
ðv2m − v2ÞτhDh; (3)
where Dh denotes the event dip in the off-CIG or common-offset
direction at lateral coordinate xm and half-offset h. In other words,
Dh is given at any h by
Dh ¼
∂τh
∂x

xm
: (4)
For h ¼ 0, equations 1 and 3 reduce to the zero-offset equations
derived by Schleicher et al. (1997).
Combining equations 1 and 3, we arrive at the RMO expression
as a function of the event dip:
τrðhÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h

1þ v
2
m − v2
4
D2h

þ 4h2

1
v2m
−
1
v2
s
: (5)
Expressions 3 and 5 together approximately describe the RMO of
the image of a reflection point in the migrated data volume for a
given migration velocity vm at a given half-offset h (see, again,
Figure 3), if the position τh at that offset is known. For not-too-large
offsets, the approximation is valid to the same extent as time mi-
gration, i.e., as long as the medium is acceptably described by a
locally constant average velocity (which may vary from CIG to
CIG). The derivation of more general expressions can be conceived
of by using improved approximations for the out-of-CIG displace-
ment (equation 1).
However, for the use in velocity analysis, equations 3 and 5 to-
gether are still insufficient because they do not allow for prediction
of the continuation from an image point at some half-offset h0 to the
corresponding point at another half-offset h without additional in-
formation. For this purpose, we need a relationship between the im-
age-time coordinates τh0 and τh.
To find such a relationship, we start by considering a CMP sec-
tion for a single reflector below an isotropic constant-velocity over-
burden with (true) average medium velocity v. At a given reflection
point, the conventional NMO traveltimes for two different half-off-
sets h0 and h read
t2h0 ¼ t20 þ
4h20
v2n
; (6)
t2h ¼ t20 þ
4h2
v2n
; (7)
where th0 and th are the source-receiver traveltimes, t0 is the vertical
time at zero offset, which is independent of the half-offset h, and vn
is the NMO velocity, found by means of a coherence analysis during
the processing in an attempt to flatten the events present in the CMP
section.
Taking the difference between equations 6 and 7, we find a direct
relation between th0 and th that is independent of t0:
t2h ¼ t2h0 þ
4
v2n
ðh2 − h20Þ: (8)
Now, consider time migration using an (incorrect) migration
velocity vm. The traveltime for a source-receiver pair with a
half-offset h is defined by the usual double-square-root equation:
th ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h
4
þ ðxm − ξþ hÞ
2
v2m
s
þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h
4
þ ðxm − ξ − hÞ
2
v2m
s
; (9)
where ξ is the midpoint between the source and receiver and,
as before, xm and τh are the coordinates of the image point in
the time-migrated CIG (Figure 2).
To simplify this expression, we use the fact that for small h, the
square roots in equation 9 can be approximated asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h
4
þ ðxm − ξ hÞ
2
v2m
s
≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h
4
þ ðxm − ξÞ
2 þ h2
v2m
s
 hðxm − ξÞ
v2m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h
4
þ ðxm−ξÞ2þh2v2m
q : (10)
With this approximation, equation 9 can be written for two different
half-offsets h and h0 as
th0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h0 þ 4
ðxm − ξÞ2 þ h20
v2m
s
; (11)
th ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h þ 4
ðxm − ξÞ2 þ h2
v2m
s
: (12)
Substituting equations 11 and 12 in equation 8 yields the relation-
ship between migrated times τh0 at h0 and τh at h as
S
F
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U
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Figure 3. Remigration trajectories (dashed-dotted lines) for se-
lected points on the 3D moveout curve (bold solid line) of an in-
correctly migrated reflector point (xm; τh0 ). Also shown is the
flattened position of the event at (xu; τu).
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τh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h0 þ 4ðh2 − h20Þ

1
v2n
−
1
v2m
s
: (13)
Another way to reach this relation is to solve the classical expres-
sion of Al-Yahya (1989) describing the position of the image of a
horizontal reflector in a time-migrated image; namely,
τh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ20 þ 4h2

1
v2
−
1
v2m
s
; (14)
for τ0 at two half-offsets h and h0 and equal the results. The advan-
tage of our derivation is that it demonstrates that equation 13 re-
mains valid for a dipping reflector up to first order in h.
It is important to notice that equation 13 is used exclusively to
estimate the event position τh within the CIG at xm. The provisional
NMO velocity vn is not needed for any other purpose than fitting the
event. Therefore, any expression that reasonably approximates the
event can be used instead of equation 13, even without any physical
justification.
Equation 13 allows us to estimate the vertical time τh at h as a
function of τh0 at h0 without the need for any information of the
zero-offset section. However, we still need the values of the event
dip Dh in the migrated volume in the midpoint direction (see equa-
tion 4) at all offsets h. To avoid the necessary dip estimations in all
involved common-offset migrated sections, we use that the event
dip Dh at h is approximately related to the one at h0 as
Dh ¼ Dh0
τh0
τh
: (15)
This relationship is obtained from the derivative of equation 13
with respect to x under the assumption that the variation of vn
can be neglected. It can also be inferred from equation 3 upon notic-
ing that at a fixed h, the dislocation xrðhÞ − xm out of the CIG must
be the same independently of the initial point of the moveout curve.
Note that in agreement with the physics involved, Dh → 0
when τh →∞.
The set of expressions 3, 5, 13, and 15 describes the so-called
remigration trajectory, i.e., the variation of the position of each point
on the 3D RMO in the 3D-migrated data volume as a function of the
migration velocity vm (see Figure 3). With this trajectory, we can
estimate whereto in the data volume a point ðh0; τh0 Þ in a CIG will
move when the migration velocity is changed. When applying this
equation to all points in a CIG at a chosen image point, we can
estimate the velocity value for which the resulting set of moved
points becomes closest to a horizontal line.
To calculate the image-point positions with this set of equations,
we need an estimate of all image times τh in the initial CIG and
all event dips Dh in the direction perpendicular to the CIG. For
the estimation of τh, we fit a curve of the form of equation 13
to the migrated event within the CIG at xm. The local slopes Dh
in all migrated common-offset sections are calculated from the
dip Dh0 in the initial migrated common-offset section according
to equation 15. To estimate this local slope Dh0 , we use a generali-
zation of local slant stacks. Upon the use of equation 15, we define a
surface T ¼ Tðh; xÞ as
Tðh; xÞ ¼ τh þ ðx − xmÞDh ¼ τh þ ðx − xmÞ
τh0
τh
Dh0 : (16)
This surface is composed of all tangent lines to the event surface in
the migrated data volume, if the correct value of Dh0 is used. This
fact can be used to estimate this parameter from the data by sem-
blance maximization using trial surfaces of the form of equation 16.
Because the estimate uses a surface rather than a line stack, it pro-
vides more reliable results.
Velocity analysis
With the remigration trajectory established, we can now devise a
migration-velocity-analysis algorithm based on local-slope estima-
tion and approximate image-wave propagation of the CIG. For the
purpose of velocity analysis, the RMO of the remigration trajectory
must be minimized because at the correct velocity, the event in the
CIG must be horizontal. Therefore, we can choose the derivative of
τrðhÞ as the objective function. Thus, the optimization condition is
min
v
 ∂τr∂h
 ≈minv
X
i
jτrðhiÞ − τrðhi−1Þj: (17)
In this paper, we minimize this derivative analytically using an ex-
haustive search. For this purpose, we use the time position τh0 , slope
parameter Dh0 , and NMO velocity vn extracted from the data to
calculate the remigration trajectory according to equation 5 with
the help of equation 13. Doing so for a reasonable set of migration
velocities allows us to look for the velocity value that produces the
lowest variation of τr as a function of h. This procedure turned out
to be equally successful but much faster than trying to flatten event
in the data by means of an optimization process using Newton’s
method.
The minimum value of the variation of τr as a function of h de-
fines the desired updated time-migration velocity vu associated with
the image point at (xm; τh0 ). For velocity building, vu is attributed to
its updated position (xu; τu), determined by equations 3 and 5 upon
the use of vu instead of v (see, again, Figure 3).
MODEL-BUILDING ALGORITHM
To construct the final velocity model, we propose to use the
above corrections in an iterative process. The information contained
in a CIG at a selected migrated reflection point allows to construct
the approximate time-remigration trajectory, which then provides
an update for the velocity value and the spacial and time coordinates
of that point. The algorithm for this procedure consists of the fol-
lowing steps:
1) Time migrate the data with a given initial velocity model
vm ¼ vmðx; τÞ. In our numerical tests, a constant-velocity mi-
gration was sufficient to start the process.
2) Select an image point (xm; τh0 ) in the shortest-offset migrated
section or stacked migrated image, where the model needs im-
provement. Normally, it is useful to choose points on already-
visible but poorly focused reflector images. In our numerical
examples, we chose the points by visual inspection. Automatic
picking might be an option, but weak reflector amplitudes,
usually discarded by automatic picking procedures, often in-
dicate the need for velocity improvements.
3) Perform a coherence analysis in the CIG at (xm; τh0 ) using
equation 13 for a consistent range of NMO velocities vn.
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The maximum coherence value defines a (temporary) NMO
velocity vn that best describes the event at all half-offsets h.
4) Compute τh for all h using equation 13 with the so-determined
vn and the current migration velocity vm.
5) Estimate the off-CIG dip Dh0 by means of a coherence analy-
sis along the surface defined by equation 16.
6) Compute Dh for all h using equation 15.
7) Calculate a set of remigration trajectories using equations 3
and 5 for a range of velocities v. In our numerical tests, this
range had to be sampled more finely than the above one for vn.
8) Determine the updated migration velocity vu for (xm; τh0 ) that
minimizes the variation of τr in the offset direction, according
to equation 17.
9) Calculate the corrected position ðxu; τuÞ of the selected im-
age point.
10) Loop over steps 2–8 until a sufficient number of image points
are processed.
11) Interpolate the set of new velocity values.
12) Smooth the resulting model, if necessary. In some of our
numerical tests, a moving average filter turned out to be useful
to improve the correlation between adjacent image points.
13) Time migrate the original data with the new velocity model.
14) Loop over steps 2–13 until the events in all CIGs are satisfac-
torily flattened.
A flowchart of this algorithm is depicted in Figure 4.
Let us emphasize again that velocity vn (equation 13; step 3) is a
provisional velocity estimate that is used only to determine the val-
ues of τh in the current CIG at point (xm; τh0 ). In turn, these values of
τh are used to flatten the event along the remigration trajectory
(equations 3 and 5; step 7) by minimization of the RMO (equa-
tion 17; step 8), which then determines the updated migration veloc-
ity v.
By its principle, the proposed MVA algorithm is a local pro-
cedure, updating the velocity at a single image point at a time.
If sufficient image points are available in a certain region, a smooth
model can be interpolated for that region. In the interpolation stage,
a priori information or constraints can be taken into account. In our
numerical tests on synthetic data, reported below, the method was
able to build time-migration velocity models without an initial
model, starting with a constant-velocity migration, as long as the
model complexity lies within the validity range of time migration.
NUMERICAL EXAMPLES
We apply our time remigration technique to one constant-velocity
model with a curved reflector, three constant-gradient velocity mod-
els with sets of dipping reflectors, and the more complex Sigsbee2B
data set.
Application to a synthetic data set from a simple con-
stant-velocity model
As a first test, we apply the MVA technique using time-remigra-
tion trajectories as outlined above on a synthetic data set from a
simple constant-velocity model (Figure 5). It consists of a single
trough-shaped reflector separating two homogeneous half-spaces
with velocities of 1.7 and 1.9 km∕s. Note that the reflector has a
slight dip on the left side of the trough and is horizontal on the right
side. Moreover, there is an edge diffractor caused by an abrupt
Figure 4. Remigration trajectory process flowchart.
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change of direction on the left shoulder of the syncline, indicated by
the set of diffraction rays plotted in Figure 5.
We use Kirchhoff modeling to generate synthetic seismic data for
25 half-offsets between h ¼ 100 and 580 m. Each common-offset
section consists of 151 data traces (see Figure 6 for a near-offset
section) at every 20 m with a sampling rate of 4 ms. We then con-
taminate those data with white random noise at a level of 10% of the
maximum amplitude. The trough-shaped reflector causes a caustic,
evidenced by the distorted bow-tie structure in the data (Figure 6).
The diffraction event has much smaller amplitude than the reflec-
tion event.
Supposing the true velocity of the upper layer to be unknown,
we time migrate these data with a constant initial velocity
v0 ¼ 1.5 km∕s (water velocity). In our tests, the range of possible
values of the initial velocity was fairly large and not vital to the
method. Figure 6 shows the time-migrated version of the near-offset
section of Figure 6. It is easy to recognize in this migrated image
that the migration velocity used is not correct because the bow-tie
structure from the synclinal reflector is not completely resolved.
Also note that the edge diffractor is incorrectly imaged, with a spa-
tial separation between the two reflector segments.
In this migrated section, we select specific points on the images
of reflection events. As mentioned earlier, automatic picking might
be an option, but weak reflector amplitudes, usually discarded by
automatic picking procedures, often indicate the need for velocity
improvements. Such points are more easily selected by an inter-
preter. Fortunately, the method is not very sensitive to the picks’
location and density (Santos et al., 2014). Because time migration
requires a smooth velocity model, usually the number of picks re-
quired to define the velocity in a certain region of the model is not
too large. For example, a region reasonably well described by a con-
stant velocity gradient can be represented by three picks. For these
reasons, we restrict ourselves to manual event picking.
The coordinates of each of these selected points define the
present values of τh0 and xm. At xm, we automatically determine
the off-CIG event slope Dh0 at h0 as indicated in the context of
equation 16. This slope value allows to apply an improved moveout
correction to the migrated data at xm according to equation 5. Move-
out minimization according to equation 17 yields an improved
velocity value vu and a corrected position (xu; τu) for the chosen
point in the image.
From this information, we construct an updated velocity model
by attributing the so-obtained improved velocity values to these cor-
rected positions and then applying a B-spline interpolation to de-
termine the velocity values at a regular grid. Figure 7 shows the
so-obtained velocity model after a single iteration of the described
MVA procedure. The black crosses represent the 20 points initially
picked in the migrated image of Figure 6, and the pink pluses in-
dicate their corrected coordinates in the improved velocity model.
Note that the determined velocity in the region of the picks closely
approximates the true velocity of 1.7 km∕s, with a maximum error
of approximately 2%. Values outside the region of the picks are
artifacts of the interpolation and carry no meaning.
Figure 8 compares the stack of all common-offset migrated im-
ages using the model of Figure 7 with the corresponding stack using
the true velocity model. We see that MVA by time-remigration tra-
jectories nicely positioned all parts of the reflector very closely to
their true positions, confirming the good estimates for the time-mi-
gration velocities in the reflector region.
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Figure 5. A 2D sketch of a simple synthetic model and ray family.
The model consists of two homogeneous half-spaces, separated by a
reflector consisting of a straight segment with a small dip in the left
portion, an edge diffractor caused by an abrupt change of dip, fol-
lowed by a syncline and a horizontal reflector segment on the right
side.
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Figure 6. Synthetic data computed from the model in Figure 5.
(a) Noisy seismic near-offset section generated by Kirchhoff mod-
eling with 151 traces at every 20 m and a sampling rate of 4 ms, and
contaminated with white random noise at a level of 10% of the
maximum amplitude. (b) Time-migrated image of the seismic
near-offset section of panel (a) using a constant velocity
v0 ¼ 1.5 km∕s (water velocity) and a migration aperture of 101
traces, i.e., 2 km.
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Application to constant-gradient models
For a more meaningful test, we apply the method to three con-
stant-gradient models that can be thought of as representing subre-
gions of a larger model. To verify the feasibility of our method,
which was derived under the assumption of constant average veloc-
ities, in more realistic situations, we chose rather strong velocity
gradients in the vertical, horizontal, and diagonal directions. The
true interval velocity models are given by
vðzÞ ¼ 2000þ 0.5z m∕s; (18)
vðxÞ ¼ 2000þ 0.5x m∕s; (19)
vðx; zÞ ¼ 2000þ 0.5xþ 0.5z m∕s; (20)
respectively.
All three models contain six interfaces with, from top to bottom,
initial depths at the origin of 400, 500, 600, 700, 800, and 900 m
and dips of 0°, 4.8°, 10°, 15°, 23.6°, and 39.5°, respectively. More-
over, they contain seven diffraction points in different parts of the
models. The diffraction events were not used for velocity analysis.
Their only purpose is the quality control of the extracted velocity
models.
We generate the corresponding synthetic data sets using a Kirch-
hoff-modeling algorithm of Seismic Unix (Cohen and Stockwell,
2014). We simulate 25 common-offset sections for offsets between
200 and 680 m spaced at 20 m, with a sampling rate of 2 ms up to a
maximum time of 2.5 s, each with 400 source-receivers pairs spaced
at 10 m between CMP coordinates 500 and 4500 m, thus covering
an extension of 4000 m. We use a symmetric Ricker wavelet with
20-Hz peak frequency, and we contaminate the data with pseudo-
random Gaussian noise with zero mean and at a level of 5% of the
maximum amplitude.
We then apply the present remigration-trajectory MVAmethod to
these data. The first step was a constant-velocity time migration. For
these examples, we use an intermediate velocity of v0 ¼ 3.0 km∕s.
Figures 9–11 summarize the results. In each of these figures,
panel (a) depicts the true velocity model with reflectors and control
diffractors, panel (b) shows the time-migrated image using a
constant migration velocity, panel (c) represents the time-migration
velocity model obtained from one iteration of remigration-trajectory
MVA, and panel (d) depicts the final time-migrated image using this
velocity.
As expected, the constant-velocity migrations provide incorrect
images, as can be easily seen from the uncollapsed diffraction
events in panels (b) of Figures 9–11. A closer inspection reveals
that the reflector images are slightly misplaced. This misplacement
is the largest for the vertical-gradient model (Figure 9) and the
smallest for the horizontal-gradient model (Figure 10). In these mi-
grated images, we then select sets of 21 image points, respectively,
located on the reflector images (black crosses in panels c), to per-
form the velocity analysis. The updated velocity values were then
attributed to the updated positions of the image points (pink pluses
in panels c). To eliminate unrealistic high-frequency oscillations, we
smooth the velocity models resulting from B-spline interpolation
(see Sandwell, 1987) by two passes of a moving average with a
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Figure 8. Final migrated image stack after time migration with a
migration aperture of 101 traces (2 km) using (a) the extracted
velocity model using one iteration of image point correction and
(b) the true velocity model.
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Figure 7. Updated velocity model using image point correction
from constant velocity migration (one iteration). The 20 black
crosses represent the initial picked points in the migrated image
(Figure 6), and the pink pluses indicate the corrected coordinates
for the new velocity. The overall model was obtained by B-spline
interpolation, fixing the velocity at the top of the model at a constant
1.5 km∕s.
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1 km × 0.4 s (100 × 100 point) window. The quality of the ex-
tracted velocity models (panels c of Figures 9–11) can be assessed
by means of the final migrated images in panels (d). We observe that
the diffractors are now nicely collapsed and that the reflector images
are better focused than before. Moreover, the dislocation of the re-
flector images corresponds to the dislocation of the image points in
panels (c). These tests demonstrate that even in the presence of a
strong velocity gradient, the method is capable of extracting mean-
ingful time-migration velocity models.
Application to the Sigsbee2B data
Encouraged by these results, we set out for a more realistic test.
We apply the described MVA technique to a subset of the Sigs-
bee2B NFS (no free surface) data set. We chose this model so
as to analyze the behavior of our MVA method in the sedimentary
region to the right of the salt body, in the more complex structures
such as the syncline segments above the salt body, and in the salt
body itself. We did not expect the method to work below the salt
body because of the limits of time migration.
The Sigsbee2B data contain traces at every 45.7 m with a sam-
pling rate of 8 ms. We use 100 common-offset sections with source-
receiver offsets between 183 and 4709 m. Figures 12 and 13 show
the Sigsbee2B stratigraphic velocity model and a short-offset sec-
tion with a source-receiver offset of 183 m, respectively. This was
the nearest offset used in our numerical test. Shorter offsets are
present in the distribution of the Sigsbee2B data but were
discarded.
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Figure 9. Vertical-gradient model. (a) Velocity model with reflec-
tors and control diffractors. (b) Time-migrated image using
v0 ¼ 3.0 km∕s. (c) Extracted velocity model after one iteration.
Also shown are the picked image points (black crosses) and their
updated positions (pink pluses). (d) Final time-migrated image.
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Figure 10. Horizontal-gradient model. (a) Velocity model with re-
flectors and control diffractors. (b) Time-migrated image using
v0 ¼ 3.0 km∕s. (c) Extracted velocity model after one iteration.
Also shown are the picked image points (black crosses) and their
updated positions (pink pluses). (d) Final time-migrated image.
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Figure 11. Diagonal-gradient model. (a) Velocity model with re-
flectors and control diffractors. (b) Time-migrated image using
v0 ¼ 3.0 km∕s. (c) Extracted velocity model after one iteration.
Also shown are the picked image points (black crosses) and their
updated positions (pink pluses). (d) Final time-migrated image.
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Figure 12. Complete Sigsbee2B stratigraphic velocity model.
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Reference images
To simulate a time-migration velocity model and its respective
migrated image, we compute the interval (vint) and the root-
mean-square (vrms) velocity models in pseudotime from the strati-
graphic velocity, both using vertical conversion only. The pseudo-
time interval velocity model (Figure 14) gives us an approximate
idea of where to look for reflector images in the migrated image.
The rms velocity vrms (Figure 15) is an average velocity that in-
dicates acceptable migration velocity values, though probably lat-
erally mispositioned. Therefore, rather than using the rms velocity
model of Figure 15 for comparisons with the models to be obtained
with our method, we use vrms to migrate the Sigsbee2B data set.
Figure 16 shows the time-migrated image of the seismic near-offset
section using the average velocity vrms and migration aperture equal
to 241 traces, which corresponds to approximately 11 km. Figure 16
will play the role of a benchmark for the migrated images using the
velocity models obtained from our method.
By correlating the time-migrated image of Figure 16 with the
pseudotime interval velocity model of Figure 14, we can easily
identify the positions of most reflectors. We note that the shallow
events and most sedimentary parts are well focused, including the
shallow diffraction events. However, the salt bottom and deepest
parts are out of focus, indicating that the model of Figure 15 is only
acceptable down to a certain depth. This can be understood as an
indication for the validity limit of time migration in this model.
Velocity analysis
Because the Sigsbee2B data simulate a marine data set, we know
the velocity of the first layer to be constant water velocity v0 ¼
1.5 km∕s. Thus, we choose this velocity for the first migration. Fig-
ure 17 depicts the migrated image obtained from the short-offset
data of Figure 13. The migration aperture used was 141 traces,
which corresponds to approximately 6.4 km. As expected, this first
migration is not able to resolve the structures below the water bot-
tom or focus the reflection energy.
Next, to apply our remigration-trajectory MVA as discussed
above, we pick 254 points on some of the most prominent migrated
events in Figure 17. At the positions of these picks, we extract local
slopes in the migrated common-offset section and then minimize
the RMOs along the remigration trajectories. Figure 18 shows
the locations of our picks (black crosses) and their corrected posi-
tions after velocity updating (pink plusses) overlain on the resulting
updated velocity model. As before, we use B-splines to interpolate
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Figure 13. Seismic near-offset section (2h ¼ 183 m) of the com-
plete Sigsbee2B data.
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Figure 14. Sigsbee2B vertical pseudotime interval velocity model
(vint).
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Figure 15. Sigsbee2B vertical pseudotime rms velocity model
(vrms).
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Figure 16. Time-migrated image of the seismic near-offset section
using the average velocity vrms (Figure 15) and migration aperture
equal to 241 traces, i.e., 11 km.
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the velocity model in the complete region. It is easy to see that the
picked image points are moved the furthest away from their original
positions in the (large) syncline region between 16 and 22 km. In
this part of the model, the difference between the initial and true
migration velocities is larger than in the upper part of the model.
We then use the velocity model of Figure 18 for a second migra-
tion. The result is depicted in Figure 19. We immediately recognize
that the shallower parts of the salt top have been nicely improved
in this image, indicating that the velocity model in this region has
reached already acceptable quality. Certainly, the same cannot be
said of the salt flanks. Therefore, we repeat the procedure of reflec-
tor picking and velocity updating for a second set of points picked
in this new migrated image.
Figure 20 shows the velocity model after this second iteration
together with the 322 picked points (black crosses) used in this iter-
ation and their updated positions (pink plusses). We note that the
displacements are smaller than in Figure 18, indicating convergence
of the method. Note that the deeper events in the central part of the
model are still not focused in the image, and could therefore not be
picked. The velocity model in this region is thus just obtained from
B-splines extrapolation and must not be trusted.
The migrated image corresponding to this velocity model is de-
picted in Figure 21. For this migration, we use a migration aperture
of 241 traces, which corresponds to approximately 11 km. In com-
parison with Figure 19, the flanks of the (large) synclinal structure
are much better focused and the bottom of the trough is correctly
positioned. Furthermore, we also achieve an improvement in the left
portion of the salt base. Actually, the image of Figure 21 is already
visibly better than the one of Figure 16, obtained with the vertically
converted rms velocities. Not only is the top-salt reflector better fo-
cused, but also some of the events in the sedimentary parts show
better continuity. This indicates that the velocities in the model
of Figure 20 are already better time-migration velocities than those
of Figure 15. In the central region of the model, the quality remains
poor. No reflectors come into focus that could be picked to allow for
another iteration. This is a strong indication that the strong velocity
contrast at the salt border delimits the validity region of the method.
To evaluate the quality of the final velocity model in more detail,
let us look at six selected CIGs (Figure 22). On the whole, it is easy
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Figure 17. Time-migrated image of the seismic near-offset section
using a constant velocity v0 ¼ 1.5 km∕s (water velocity) and mi-
gration aperture equal to 141 traces, i.e., 6.4 km.
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Figure 18. Velocity model extracted using image-point correction
with remigration trajectories after constant-velocity migration (first
iteration). The 254 black crosses represent the initial picked points
in the migrated image of Figure 17, and the pink plusses indicate
their corrected coordinates for the updated velocity. The overall
model was obtained by B-spline interpolation.
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Figure 19. Migrated image after velocity extraction using one iter-
ation of image point correction. The migration aperture used was
141 traces, i.e., 6.4 km.
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Figure 20. Velocity model after second iteration. The 322 black
crosses represent the picked points in the migrated image of Fig-
ure 19, and the pink plusses indicate their corrected coordinates.
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to observe that the strongest events, mainly the shallow ones, were
completely flattened. The first CIG at 7.65 km (Figure 22a) lies in
the most simple region, where there are no abrupt velocity variation.
In this CIG, all major events were flattened, including the diffrac-
tion event below 6 s, and the deepest flat salt layer at approximately
9 s (see also Figure 21). In the CIG at 13.68 km (Figure 22b), we
can observe that the salt top (approximately 3.6 s) and the diffrac-
tion event (approximately 5.2 s) were well flattened, but the salt
bottom (approximately 4.2 s) still needs improvement at larger off-
sets. The third CIG at 16.56 km (Figure 22c) allows us to analyze
the edge diffraction at the salt bottom at approximately 4.2 s (see
also the model in Figure 12). It shows that our method flattened this
diffraction event, too. The fourth CIG at 18.85 km (Figure 22d)
represents the central part of the Sigsbee2B syncline. Here, we call
attention to the high amplitudes below 5 s due to multiple reflec-
tions in this syncline. Nevertheless, it is possible to observe the
nearly flattened event of the bottom of the trough at approximately
5.6 s. The fifth CIG at 20.54 km (Figure 22e) shows the right por-
tion of the syncline, where the salt structure is thicker and where
shallow diffractors are present. We note that down to the salt
top, all events are nicely flattened. The last CIG at 22.32 km (Fig-
ure 22f) enables us to evaluate the right portion of the salt structure,
with a thinning of the salt body and a greater dip variation of its top.
As expected, the deeper events below the salt are not well imaged
with the present velocity model.
Reliability
As a direct indicator of the reliability at different reflectors of the
updated velocity model, we can study the coherence panel associ-
ated with the CIGs of the migrated image. Figure 23 shows the
horizontal semblance in the corresponding CIG at each point of
the migrated image of Figure 21. The high coherence values in this
panel provide an indication of where the obtained velocity model
can already be trusted, whereas low values indicate regions where
further improvement is required. We see in Figure 23 that all main
events down to the salt top are reliably imaged, and even the edge
diffractor at the salt bottom is clearly visible. The RMO of the bot-
tom-of-the-trough reflection in the CIG of Figure 22d results in its
poor visibility in the coherence panel.
From the analysis of the final migrated image (Figure 21), the
CIGs (Figure 22), and the coherence panel (Figure 23), we conclude
that MVA using time-remigration trajectories constitutes a powerful
tool to improve the positioning of key reflectors in a time-migrated
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Figure 21. Final migrated image stack after two iterations of veloc-
ity extraction using remigration trajectories. The migration aperture
was 241 traces, i.e., 11 km.
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Figure 22. CIGs at (a) 7.65, (b) 13.68, (c) 16.56, (d) 18.84,
(e) 20.54, and (f) 22.32 km.
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Figure 23. Coherence panel after the second iteration.
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image and updates the velocity model correspondingly, at least in
sedimentary regions. The focused edge diffraction event at the salt
bottom gives rise to hopes that the method may even work in more
complex areas. The computational cost of the technique is deter-
mined by the cost of prestack time migration in each iteration. In-
termediate computations are negligible. Further investigations will
have to show whether the picking of selected reflection event points
can be carried out in an automated way.
When testing our method, we note that the resulting velocity
models were strongly dependent on the method chosen to interpo-
late the velocity between the positions of the picks. However, the
resulting images were rather similar to each other, providing yet
another confirmation for the robustness of time migration with re-
spect to velocity errors. For the presentation in this work, we
chose the models obtained by B-spline interpolation of MATLAB
(Sandwell, 1987).
CONCLUSIONS
We have developed a tool that uses the estimation of local kin-
ematic attributes of selected events in seismic data to locally update
a previous velocity model and improve the positioning of key re-
flectors. The method is based on image-wave propagation in the
CIG domain described by the means of time-remigration trajecto-
ries in the prestack time-migrated domain. Such a trajectory is de-
fined as the set of points at which a certain point on a reflection
event is migrated to as a function of migration velocity.
The methods consist of analyzing the local slope of selected key
reflections and determining the velocity value for which an approxi-
mate RMO expression is minimized. The advantage of this pro-
cedure over conventional MVA methods is that the RMO expres-
sion follows the events outside a fixed CIG. In this way, more
accurate velocity information can be extracted from the data.
We have demonstrated by means of our numerical examples that
the method is capable of extracting local time-migration velocity in-
formation from the data to improve a given velocity model. By re-
lying on constant-velocity initial models, we have demonstrated
that the quality of the initial model is not critical to our technique.
In our numerical tests, the procedure led to acceptable velocity mod-
els in very few iterations, even if the starting model was constant
water velocity. The sedimentary shallow part of the Sigsbee2B
model was satisfactorily resolved in two iterations. The computa-
tional cost of the technique is determined by the cost of prestack
time migration in each iteration. Intermediate computations are neg-
ligible. The most processing time was spent on the event picking.
Future research will have to show if this picking process can be
automatized.
By its principle, the proposed MVA algorithm is a local pro-
cedure, updating the velocity at a single image point at a time.
If sufficient image points are available in a certain model region,
a smooth velocity distribution can be interpolated for that region.
In the interpolation stage, a priori information or constraints can be
taken into account. In our numerical tests on synthetic data, we ap-
ply the method to simple models consisting of a single region and to
multiple regions of the Sigsbee model to study its behavior under
different conditions. The simple models could be inverted in a sin-
gle iteration. In the sedimentary regions of the Sigsbee model, two
iterations were sufficient to build an acceptable model. The salt
body in this model marked the method’s validity limit. We believe
that its main application will be in the local improvement of pre-
viously existing velocity models to enhance the focusing of selected
key horizons. Further research will be necessary to extend the
method to depth MVA.
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