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Purpose: When comparing different scans of the same radiochromic film, several
patterns can be observed. These patterns are caused by different sources of uncer-
tainty, which affect the repeatability of the scanner. The purpose of this work was
to study these uncertainties.
Methods: The variance of the scanner noise, as a function of the pixel position, was
studied for different resolutions. The inter-scan variability of the scanner response
was analyzed taking into account spatial discrepancies. Finally, the distance between
the position of the same point in different scans was examined.
Results: The variance of noise follows periodical patterns in both axes, causing the
grid patterns. These patterns were identified for resolutions of 50, 72 and 96 dpi,
but not for 150 dpi. Specially recognizable is the sinusoidal shape with a period of
8.5 mm that is produced with 72 dpi. Inter-scan variations of the response caused
systematic relative dose deviations larger than 1% in 5% of the red channel images,
9% of the green and 51% of the blue. No systematic deviation larger than 1% was
found after applying response corrections. The initial positioning and the speed of
the scanner lamp vary between scans.
Conclusions: Three new sources of uncertainty, which influence radiochromic film
dosimetry with flatbed scanners, have been identified and analyzed in this work:
grid patterns, spatial inter-scan variations and scanning reading repeatability. A
novel correction method is proposed, which mitigates spatial inter-scan variations
caused by deviations in the autocalibration of the individual Charge Coupled Device
detectors.
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I. INTRODUCTION
The system composed of radiochromic films and a flatbed scanner is the dosimeter of
choice for many applications in radiology and radiation therapy1. This dosimetry system is
affected by several sources of uncertainty. Some of them involve only the film: for example,
the thickness variations of the active layer2, the change in film darkening as a function
of post-irradiation time3, the influence of humidity and temperature4,5, the UV-induced
polymerization6, etc. Some other uncertainties are a consequence of the interaction of the
characteristics of both the film and scanner: for example, the lateral artifact7,8, Newton
rings9, the dependency with the orientation of the film on the scanner bed10, the cross talk
effect8, the dependency on film-to-light source distance11,12, etc. Finally, other uncertainties
are intrinsic to the scanner: for example, noise13,14, the inter-scan variability of the scanner
response11, warming-up of the lamp15,16, differences between color channels17–20, etc.
Despite all those perturbations, GAFChromic films (Ashland Inc., Wayne, NJ) have been
repeatedly found to be capable of delivering accurate dose measurements20–23. Still, to fur-
ther improve the accuracy of the dosimetry system, thorough knowledge of its uncertainties
is necessary.
GAFChromic EBT3 films were used in this study, in combination with the Epson Ex-
pression 10000XL scanner (Seiko Epson Corporation, Nagano, Japan). In the literature,
the Epson Expression 10000XL scanner has been selected numerous times3,7,8,11,24,25 for
radiochromic film dosimetry. In this work, the repeatability of this scanner has been ex-
amined. As a result, three new artifacts have been identified and analyzed: grid patterns,
spatial inter-scan variations and scanning reading repeatability.
II. METHODS AND MATERIALS
GAFChromic EBT3 films from lot 06061401 were employed. They were irradiated with
a Novalis Tx accelerator (Varian, Palo Alto, CA, USA). The darkening of the films was
measured with an Epson Expression 10000XL scanner. The scanner was powered on 30 min
before readings and five scans were taken to warm up its lamp. The films were placed on the
center of the scanner with an opaque frame. To avoid the Callier effect12,24, a glass sheet,
with a thickness of 3 mm, was placed on top of the films. They were scanned in portrait
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FIG. 1: Pixel values (pv) in the red channel for a) one of the scans of the step pattern, b)
the difference between this scan and the mean scan, excluding absolute differences larger
than 200 pv, and c) a zoom of the difference image, excluding absolute differences larger
than 200 pv or smaller than 60 pv.
orientation (i.e., the short side of the film parallel to the scanner lamp) and transmission
mode. Images were acquired using the Epson Scan v3.49a software, in 48-bit RGB (16 bit
per channel) format, while processing tools were turned off. Images were saved as TIFF
files. Data analysis was performed with the R programming language26.
A. Preliminary test
A film was placed at a depth of 11 cm in an IBA MULTICube phantom (IBA Dosimetry
GmbH, Schwarzenbruck, Germany). Source-to-film distance was 100 cm. The film was
irradiated with a step pattern composed of six stripes with doses of 0.25, 1, 4, 8, 2 and,
again, 0.25 Gy. It was scanned ten consecutive times 24 h after irradiation, with a resolution
of 72 dpi. The mean of the ten scans was calculated. For each scan and color channel, the
difference image between the scan and the mean scan was also computed.
Figure 1 shows pixel values in the red channel of one scan image as well as the difference
between this scan and the mean scan. Several patterns can be observed in the difference
image: for example, the edges of the steps generate thick lines approximately parallel to the
scanner lamp (axis X). There are many thin linear patterns perpendicular to the scanner
lamp (axis Y). In addition, there is a grid pattern, which can be better perceived in Figure 1c.
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These artifacts were present in most of the difference images. They were also found using
the Epson Scan v3.41 software, as well as with another Epson Expression 10000XL scanner.
The following tests were developed to analyze them.
B. Grid pattern
Four different setups were studied. In the first one, an unexposed film was scanned. In
the second one, without the presence of the film, the light transmitted through the flattening
glass sheet was measured, with the image referred to as white background. In the third one,
the bed of the scanner, except for the calibration area, was covered with a black opaque
plastic in order to avoid the transmission of light to the detectors; this was called the black
background. In the last one, three previously irradiated film stripes were scanned; their
dimensions were 20.3 cm × 4 cm and had received homogeneous doses of 100, 200, and
400 cGy, respectively. Each setup was scanned with resolutions of 50, 72, 96 and 150 dpi.
While the Epson Expression 10000XL scanner has an optical resolution of 2400 dpi, these
resolutions were regarded as the most commonly used for film dosimetry. For each resolution,
20 scans were taken.
For each of the four setups, resolution and color channel, the mean scan image was calcu-
lated. The difference between each scan and the corresponding mean image was obtained.
Pixel value differences were grouped by column (X axis) and row (Y axis), while the mean
absolute deviations (MADs) of the differences were computed. The MAD is a measure of
statistical dispersion which is more robust to outliers than the standard deviation. If the
sample is normally distributed, as was generally the case, the MAD is an estimator propor-
tional to the standard deviation of the population. Hence, the objective of this test was to
obtain the dispersion of the measures of the scanner (i.e., the noise) as a function of the
pixel position.
For the three irradiated stripes, relative dose uncertainties resulting from repeated scans
were calculated. Dose uncertainties for each pixel were obtained as the product of the
standard deviation of the pixel value, which can be determined from the MAD, times the
derivative of the dose with respect to the pixel value.
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FIG. 2: Spatial inter-scan variability: setup of film fragments.
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FIG. 3: Spatial inter-scan variability: ROIs analyzed.
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C. Spatial inter-scan variability
1. Measurements
Inter-scan variations of the scanner response produce discrepancies in the dose-response
relationship between the calibration and subsequent scans, which, if not corrected, can cause
important errors in film dosimetry11. One of the objectives of this test was to investigate
spatial variations of the inter-scan repeatability. In order to do so, a film was divided in 16
fragments. Twelve of them, the central fragments, were 6.0 cm × 5.5 cm. The superior and
inferior margins were 20.3 cm × 1.7 cm. The other two fragments, the lateral margins, were
1.2 cm × 22.0 cm.
Each central fragment was separately placed at a depth of 7 cm in a 14×30×30 cm3 Plastic
WaterTMphantom (Computerized Imaging Reference Systems Inc. Norfolk, VA, USA) at 100
cm SSD (source-to-surface distance). They were irradiated with a a 10 cm × 10 cm field,
at 150, 400, 300, 100, 250, 50, 0, 75, 500, 750, 200 and 25 cGy (fragments 1-12). Doses were
randomly distributed to prevent misleading patterns arising.
The film was reassembled, as shown in Figure 2, and scanned with resolutions of 50, 72,
96 and 150 dpi, four months after irradiation. Each resolution was scanned 20 consecutive
times. For each resolution and color channel, the mean scan image was calculated.
Regions of interest (ROIs), with dimensions of 3 cm × 3 cm centered on each of the central
fragments were selected, while two ROIs were centered on the superior and inferior margins
with dimensions of 15 cm × 1 cm. They are shown in Figure 3. Only pixels contained in
the ROIs were analyzed to avoid the edges of the fragments.
2. Corrections
Another objective of this test was to find the most accurate model to correct the inter-scan
variability, taking into account spatial differences.
Even though, in clinical dosimetry, the reference dose-response relationship should be the
sensitometric curve obtained during the calibration, in analysis of the inter-scan variations we
can select any image or combination of images as reference. In this study, the reference image
was considered to be the mean scan. Applying the correction to a scan image should reduce
the differences between it and the reference. Several corrections were examined and two of
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them were finally chosen: the mean correction and the column correction. The superior and
inferior margin ROIs, which were unexposed, were used as the reference material (Ref ROI)
to derive the corrections.
The mean correction was calculated as follows:
M(i, j) = v(i, j)
〈
M(iRef , jRef )
v(iRef , jRef )
〉
(1)
where (i, j) symbolizes the pixel position in the image (i is the row and j the column),
M is the value of the pixel in the mean scan, v is the value in the scan being corrected, and
(iRef , jRef ) is a pixel in the Ref ROI. Therefore, the mean correction is the average of the
factors applied to each of the pixels in the Ref ROI to obtain the values of the mean image.
The mean correction is constant for every pixel of the scan, it is spatially invariant.
The column correction can be described as follows:
M(i, j) = v(i, j)
〈
M(iRef , j)
v(iRef , j)
〉
(2)
Thus, the column correction only averages the factors of the pixels in the Ref ROI which
are in the column of the pixel being corrected. In this way, the deviations of the individual
charge-coupled device (CCD) detectors are rectified. The column correction depends on the
scan and on the position of the pixel in the scan, it is a spatial correction.
D. Scanning reading repeatability
A cross shape was drawn on a transparency sheet. It was placed on the center of the
scanner under the flattening glass. Fifty scans were taken for each resolution, employing
resolutions of 50, 72, 96 and 150 dpi. To select only the pixels of the cross shape, pixel
values higher than 50000 were removed. All three color channels were combined in a single
image. One of the scans can be seen in Figure 4.
The arms of the cross, which can be several pixels thick, were transformed into lines.
To do this, the weighted mean column position of the pixels was calculated for each arm
separately and each row of the scan. Thus, each row of the scan was associated with the
most likely positions of the cross shape, namely, two positions, one for each arm, with the
exception of the point where both arms cross.
7
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FIG. 4: Scanning reading repeatability : the cross shape.
Although the inverse of the pixel value was employed as weight to compute the most
likely positions, different weights were tested with negligible influence in the results. In an
analogous fashion, row positions of the cross shape were associated with the columns of
the scan. Additionally, the mean or reference cross for each resolution was computed by
combining all the pixels of each scan, and calculating the weighted mean positions of the
arms.
For each row and each column of the scan (or, equivalently, for each X and Y position),
the distance, in each axis, between the most likely positions of the reference cross shape and
of the cross shape of each scan was calculated.
III. RESULTS
A. Grid pattern
Figure 5 plots the MAD of the differences in pixel value with respect to the mean image
as a function of the column, resolution and color channel for the unexposed film, white and
black backgrounds. For the sake of clarity, only 100 columns are included. Nevertheless, the
same patterns with the same periodicity appear in the rows and in the rest of the columns.
To discard that the patterns found in the black background were caused by scattered light,
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FIG. 5: Mean absolute deviations (MADs) of the differences in pixel value with respect to
the mean image as a function of the column for each setup (black background: 1, white
background: 2, unexposed film: 3), resolution (50: a, 72: b, 96: c, 150: d) and color
channel (red: R, green: G, blue: B).
measurements were repeated covering the scanner with opaque plastics, as well as preventing
the transmission of light to the detectors with different opaque materials. Similar results
were obtained in every case.
Figure 6 presents the dosimetric impact of the grid patterns. The dosimetric impact
depends on the color channel, the dose, the scanner repeatability and the scanner resolution.
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FIG. 6: Relative dose uncertainties as a function of the position for each resolution (50: a,
72: b, 96: c, 150: d), dose (100 cGy: 1, 200 cGy: 2, 400 cGy: 4), and color channel (red:
R, green: G, blue: B).
For instance: for 100 cGy, 96 dpi and the blue channel, the relative dose uncertainty varied
from approximately 6% to 8% as a function of the position, while for 400 cGy, 72 dpi and
the red channel, it varied from approximately 0.4% to less than 0.6%. Even though the
dosimetric impact was greater in the blue channel, tipically this channel is not used alone to
convert pixel value to dose. Therefore, this impact will be reduced employing multichannel
film dosimetry.
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TABLE I: Standard deviations of the relative pixel value differences (%) between the
mean scan image and the scans with and without corrections. For ease of analysis, the
uncertainties are not included; they were equal to or lower than 2.10−4%.
Resolution (dpi) 50 72 96 150
Color channel R G B R G B R G B R G B
No correction 0.237 0.201 0.263 0.256 0.215 0.231 0.406 0.339 0.406 0.441 0.373 0.444
Mean correction 0.226 0.192 0.228 0.220 0.188 0.218 0.397 0.333 0.398 0.425 0.359 0.425
Column correction 0.218 0.183 0.221 0.213 0.181 0.213 0.390 0.324 0.392 0.414 0.347 0.415
TABLE II: Standard deviations of the relative dose differences (%) between the mean
scan image and the scans with and without corrections. For ease of analysis, the
uncertainties are not included; they were lower than 1.10−3%.
Resolution (dpi) 50 72 96 150
Color channel R G B R G B R G B R G B
No correction 1.0 1.9 7.8 1.1 1.9 6.9 1.6 2.8 10.5 1.8 3.1 10.8
Mean correction 0.9 1.6 6.2 0.9 1.5 6.2 1.6 2.7 10.2 1.7 3.0 10.2
Column correction 0.8 1.5 6.0 0.8 1.4 6.0 1.5 2.6 10.0 1.6 2.8 10.0
B. Spatial inter-scan variability
Table I and Table II contain the standard deviations of the relative differences between
the mean scan image and the scan images with and without corrections, for each resolution
and each color channel. Table I displays pixel value differences and Table II dose differences.
No image darkening or trend in the inter-scan variability was noticed.
Figure 7 presents the density of the relative differences (in pixel value and dose) between
the mean image and one of the images, both in the green channel and scanned with a
resolution of 72 dpi. The map of the differences for this same scan is plotted in Figure 8.
In this case, there was a bias or systematic deviation when no inter-scan correction was
applied: the deviation with respect to zero for the mean relative pixel value difference could
not be explained by the variance of pixel value differences. Systematic dose deviations were
11
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FIG. 7: Density of the relative differences , a) in pixel value and b) in dose, between the
mean image and one of the images, both in the green channel and scanned with a resolution
of 72 dpi. The solid line represents the differences without any correction, while the dotted
line applies to the mean correction and the dashed line applies to the column correction.
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FIG. 8: Distribution of the relative differences (%) between the mean image and one of
the images, both in the green channel and scanned with a resolution of 72 dpi: a) without
any correction, b) with mean correction, and c) with column correction.
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FIG. 9: Mean distance between the position of the cross shape in the reference and in
each of the scans: a) X axis, b) Y axis.
found in many other scans also, independently of the resolution. In 5% of the red channel
images, 9% of the green and a 51% of the blue the mean relative dose difference from the
reference image was greater than 1%. No systematic deviation larger than 1% was found
among the corrected images.
C. Scanning reading repeatability
The mean distance between pixels in the reference cross shape and the same pixels in
each of the scans is presented in Figure 9. The variations were considered negligible and
were, presumably, caused by noise in the X axis. They were not negligible in the Y axis. The
distance in the Y axis, as a function of the Y position of the pixel in the reference image,
is shown in Figure 10. The signals were noisy, and local polynomial regression fitting was
applied to smooth them. Even though 50 scans are represented in this figure, many lines
are overlapped. The initial distance in the Y axis between the reference cross and the cross
in each scan is neither zero nor unique; it seems to have a set of possible discrete values.
Furthermore, this distance does not remain constant, but approximately increases linearly
with the lamp movement. Meanwhile, rather than a continuous of possible slopes, a discrete
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FIG. 10: Distance in the Y axis between pixels of the cross shape in the reference and in
each of the scans, as a function of the reference Y position: a) raw differences, b) smoothed
differences. Different scans are displayed with different colors.
set was found. Both Figure 9 and Figure 10 were obtained from the scans with a resolution
of 72 dpi. Still, all the other resolutions produced similar results.
IV. DISCUSSION
A. Grid pattern
Measurements of the scanner are affected by noise. It is well known16 that the variance
of the noise depends on the resolution of the scanner: the larger the resolution, then the
larger the variance. However, this variance is not constant throughout the entire scanner
bed. For the scanner and scanning software being studied, periodical patterns in both axes
have been found using resolutions of 50, 72 and 96 dpi. These patterns are independent of
films: they even appear in the absence of transmitted light.
The dosimetric impact of the grid patterns depends on the slope of the sensitometric
curve (and, consequently, on the dose and the color channel), the scanner repeatability and
the noise variance, which in turn depends on the scanner resolution. Still, the mean dose
14
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FIG. 11: Grid pattern in gamma comparison.
uncertainty was at least two times greater than the difference between the maximum and the
minimum dose uncertainty, for each case under study. This can explain why grid patterns
are rarely detected. Nevertheless, more important than the amplitude of the differences is
their periodicity, which can occasionally produce misleading grid artifacts in film dose dis-
tributions or gamma index comparisons which could have clinical implications. An example
of a gamma analysis, which is affected by the grid pattern, is presented in Figure 11. It is a
gamma 1% 1 mm comparing the dose distributions calculated with two different multichan-
nel dosimetry models, the only difference being the shape of the probability density function
(pdf) of the perturbation term19. The film was scanned with 72 dpi. With this resolution,
the pattern has a sinusoidal shape with a period of 8.5 mm, which makes it particularly
apparent.
Devic et al27 proposed scanning at a high resolution (e.g., with 150 dpi) and downscale
to obtain the resolution of interest. In this way, the standard deviations associated with the
average pixel values can be computed. In light of the results of the present research, this
approach offers the additional benefit of preventing grid artifacts.
The spatial variation of the pdf of pixel value differences between repeated scan images
determines both grid patterns and spatial inter-scan variability. The pdf variance causes
grid patterns, and the pdf mean causes the spatial inter-scan variability.
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B. Spatial inter-scan variability
Applying the mean correction reduced the differences between the scan images and the
mean scan image for each color channel and resolution. A larger reduction was achieved by
applying the column correction.
The mean correction is equivalent to the correction proposed by Lewis and Devic11, who
recommended the use of an unexposed film piece as reference for the scanner response in
each scan image. We support this recommendation, as neglecting this correction can cause
systematic errors in the determination of the dose with radiochromic films. Additionally, the
response correction can be enhanced including one or several pieces irradiated with known
doses to rescale the sensitometric curves (e.g., using the efficient protocol for radiochromic
film dosimetry proposed by Lewis et al21).
Even though these methods mitigate the inter-scan variability of the scanner, they neglect
spatial discrepancies in the repeatability. The column correction method presented in this
study mitigates the spatial inter-scan variations caused by deviations in the autocalibration
of the individual CCD detectors with respect to their reference state. This method is superior
to the mean correction method reducing response inter-scan variations while also removing
the systematic errors caused by these variations.
Even though this work employed the mean scan image as reference, as long as the Ref
ROI stays in the same position between scans, any other scan or scan average could be
used as reference for the correction. If the reference is the average of the scans taken for
the calibration, employing the average of repeated scans in subsequent cases should reduce
discrepancies in the dose-response relationship. Still, dosimetrically relevant errors caused
by scans with large systematic deviations cannot be excluded. Thus, any average of scans
should also be corrected using either the mean or the column correction.
Several other correction methods were tested and discarded in the preparation of this
work. Some of them were aimed at reducing possible spatial inter-scan variations present
in the axis perpendicular to the scanner lamp. None of them improved the results achieved
with the column correction. As a consequence, spatial inter-scan variations in this axis were
considered to be negligible. Nevertheless, it was observed that they were not negligible in
the initial five scans, which were employed for warming up the scan lamp, as can be seen
in Figure 12. This image corresponds to the red channel of one of the warm up scans after
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FIG. 12: Spatial inter-scan variation in the axis perpendicular to the scanner lamp.
applying column corrections; the resolution of the image was 72 dpi. Spatial inter-scan
variability in both axes was frequent in the warm up scans, which confirms the importance
of warming up the scanner lamp before using it or after long pauses16.
C. Scanning reading repeatability
The initial reading positioning (in the Y axis) and the reading speed of the scanner lamp
vary between scans. Differences in the initial positioning were found to be less than 0.1
mm. However, 20 cm away from the initial position, the variations in the speed produced
differences of 0.7 mm. Calculating the average result of several scans reduces the noise;
nevertheless, the scanning reading repeatability blurs the resulting image. The blurring
increases with the distance from the initial position of the scanning.
The distribution of reading positioning differences can be conservatively estimated as a
uniform distribution with a support of length ∆Y = 0.1+0.003y, where y is the distance from
the initial reading positioning in mm. The dosimetric impact of this distribution depends
on the dose gradient. For instance, let us consider a film irradiated with a 60◦ Enhanced
Dynamic Wedge field of dimensions 20×20 cm2, which has been scanned several times.
Excluding penumbras and out of field areas, the maximum relative dose difference between
two scans would be 2.0%, which corresponds to a point 25 cm away from the initial reading
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positioning in the extreme of the wedge with the lowest dose. The relative dose uncertainty
associated with this point according to the uniform distribution would be 0.6%, and the
uncertainty of the reading positioning would be 0.2 mm. This conservative estimation of
the maximum relative dose uncertainty would be substantially reduced simply by placing
the lowest dose of the wedge at the beginning of the scanning path. The scanning reading
repeatability should also be considered when films are used to measure penumbras. For
instance, let us consider a beam profile that is an ideal step function with zero dose out
of the field. The penumbra, which is defined as the distance between the points with 20%
and 80% of the field dose, measures 0 mm for the step function. However, if it is calculated
employing the mean of several scans of this field, and is situated 25 cm away from the initial
reading positioning, it will measure 0.5 mm. While it is true that this value is a conservative
estimation of an ideal worst case scenario, it is a value comparable with the maximum
broadening of the penumbra observed by Agostinelli et al28 for a type 31014 PinPoint ion
chamber (PTW, Freiburg, Germany), which was 0.6 mm. Nevertheless, the broadening of
the penumbra when using radiochromic films can be prevented by employing single scans
for the measurements.
V. CONCLUSIONS
For the scanner and scanning software under study, three new sources of uncertainty in
radiochromic film dosimetry have been identified and analyzed: the grid pattern, spatial
inter-scan variations and scanning reading repeatability.
The grid patterns appear because the variance of noise is not constant throughout the
entire scanner bed: it follows periodical patterns in both axes. These patterns have been
identified using resolutions of 50, 72 and 96 dpi. The mean dose uncertainty due to noise
and scanner repeatability was found to be at least two times greater than the difference be-
tween the maximum and the minimum dose uncertainty caused by the grid patterns, which
explains why grid patterns are usually undetected. However, they can produce mislead-
ing grid artifacts in film dose distributions or gamma comparisons, with potential clinical
implications.
Inter-scan variations produce discrepancies in the dose-response relationship between the
calibration and subsequent scans. Response correction methods mitigate these variations
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and eliminate the systematic errors. In this work, a novel correction method has been pro-
posed to reduce inter-scan variations addressing the deviations in the response of individual
CCD detectors with respect to their reference state.
The initial positioning (in the Y axis) and the speed of the scanner lamp vary between
scans. The differences in the initial positioning were found negligible; however, they increase
with the distance from the initial position due to the variations in reading speed. As a
consequence, average scans are less accurate at the end of the scanning reading than at
the beginning. Given the submillimetric scale of the positioning uncertainty, the dosimetric
impact is usually negligible. Still, in some measurements this uncertainty can be relevant
and actions should be taken to reduce it.
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