Abstract. We revisit a well-established model for highly re-entrant semiconductor manufacturing systems, and analyze it in the setting of states, in-and outfluxes being Borel measures. This is motivated by the apparent lack of optimal solutions in the L 1 -setting for transitions from a smaller to a larger equilibrium with zero backlog. Taking a Lagrangian point of view, we establish existence and uniqueness of solutions, and formulate a notion of weak solution. We prove continuity of the flow with respect to time (and almost also with respect to the initial state). Due to generally discontinuous velocities, these delicate regularity results hold only with respect to carefully crafted semi-norms that are derived from the flat norm.
Introduction
In the context of data and solutions that are Borel measures, this article reinterprets, analyzes, and proves well-posedness of the scalar nonlinear controlled hyperbolic conservation law 0 = ∂ t ρ(t, x) + ∂ x (α(W (t))ρ(t, x)) for (t,
W (t) = 
u(t) = ρ(t, 0)α(W (t)) for t ∈ [0, T ], and (1d) y(t) = ρ(t, 1)α(W (t)) for t ∈ [0, T ].
This system was introduced in [1] to model highly re-entrant semiconductor manufacturing systems. Here t represents time, x the degree of completion of the product, and ρ the density of the work in progress. The velocity α is a decreasing nonnegative function of the total load W of the factory. The original work [1] validated the model using numerical simulations, comparing with discrete-event systems, and with real factory data. Given an initial density ρ 0 , the first main problem is find a control influx u such that the outflux y tracks a given reference forecasted demand signal y d . The corresponding optimal control problem of finding a control influx u that minimizes an error signal such as J(u) = y − y d was studied in [2] , which, in the context of L 2 -data ρ 0 , u, y d and an L 2 -control objective derived adjoint equations, and numerically computed approximations of optimal controls.
The article [3] proved well-posedness for the Cauchy problem (1a)-(1d) (disregarding the outflux) in the context of L 1 -data (thus implying well-posedness for L 2 -data), analyzed the regularity of solution curves ρ : [0, T ] → L 1 ([0, 1]), and established existence of optimal controls for the original L 2 -problem. Well-posedness of a related multi-dimensional uncontrolled problem with unbounded spatial dimensions and was also demonstrated in [4] , proving local existence of a weak entropy solutions and examining differentiability with respect to initial data.
Both, more meaningful from the business point of view, and mathematically more challenging is the optimal control problem with an L 1 -objective. From a business perspective, an important problem is the transfer between equilibria with zero backlog (at the terminal time) and minimizing the L 1 -norm of the backlog, that is, the difference between the desired cumulative outflux Y d (t) = to converge to impulsive controls [5] . Thus it is natural to recast the problem in the setting of controls and states being Borel measures.
In recent years the analysis of similar hyperbolic conservation laws in the setting of measures has seen substantial attention and progress. Here we briefly mention a few, and point the interested readers to many related references in these articles. Motivated by earlier work on interactions of densities and point masses in the context of prey and predators [6] , the article [7] established the well-posedness of similar nonlinear hyperbolic conservation laws (1) with non-local velocity in the setting of measurevalued data. Other articles are motivated as models for pedestrian or vehicular traffic. The Wasserstein metric is a popular tool for models that use probability measures, usually on unbounded domains. In order to allow for sources, and nonconstant total mass a generalized Wasserstein metric was introduced and studied in [8, 9] . Closely related are the Kantorovich-Rubinstein norm and the dual bounded Lipschitz-norm or flat norm, see [10] for a careful study of continuity of semiflows on the space of Borel measures endowed with the flat norm. The article [11] introduces an innovative concept of sticky boundaries to deal with flux boundary conditions. Other very recent closely related articles [12, 13] consider system with the velocity being a weighted functional of the work in progress.
The problem addressed in this article has several distinctive features that significantly set it apart from the recent literature. Foremost, due to generally the influx being different from the outflux, the total mass is not constant. Consequently, most tools available for probability measures such as the Wasserstein metric do not apply here. Even more importantly, as a characteristic feature of the highly re-entrant semiconductor manufacturing system [1] , the velocity depends on the total load as in (1b), whereas in most popular traffic models it is governed by local interactions which are modeled by convolutions, which naturally smoothen the velocity. However, in the factory modelimpulsive influxes and outfluxes cause the total load, and hence the velocity, to be discontinuous as functions of time. Consequently, weak solutions of (1) are no longer meaningful in the usual distributional sense (formal integration by parts).
Staying close to the original manufacturing system modeled by (1) this article reinterprets the hyperbolic conservation law (1a)-(1c). The key is to temporarily abandon the Eulerian point of view, and instead focus on the Lagrangian point of view, which tracks locations of parts (or particles). Subsection 2.1 motivates the reinterpretation by coupling the hyperbolic conservation law (1a) for L 1 -densities with a sequence of ordinary differential equations that track the location of concentrations resulting from impulses in the control, or already present in the initial data. The remainder of section 2 formalizes the problem statement in the context of Borel measures, disambiguates terminology, fixes notation, and assembles some technical facts needed later. Section 3 establishes the existence of unique solutions for the Cauchy problem from the Lagrangian point of view for the system with data that are Borel measures. The key to obtaining a uniform lower bound for the lengths of time-intervals on which to ascertain contractions relies on an innovation for dealing with large impulses leaving the system at a-priori unknown times. The construction takes advantage of the characteristic curves being bi-Lipschitz, a key feature of the model. Section 4 defines a notion of weak solution for the system (1) with data that are Borel measures, and demonstrates that the Lagrangian solutions are weak solutions. Finally, regularity properties of the solutions are proven. Given the noncompact domain, these are expressed using weighted versions of the flat metric, defined in terms of semi-norms that account for impulses entering and leaving the system. Staying close to the features of the original manufacturing system modeled by (1), provides both advantages that suggest carefully tailored approaches, but also leads to technical complications that prevent application of standard tools. In particular, we chose the underlying spaces for our measures to be the noncompact intervals [0, 1) and (0, T ]. This is essential for obtaining the desired contractions needed for fixed point arguments. Another simple and strong argument for this choice is the common practicalchoice of the CONWIP dispatch policy (constant work in progress) for factories that are performing well: Use the most simple output feedback law imaginable u = y, influx equals outflux. With impulsive outfluxes, if using [0, 1] instead, this would lead to awkward total loads which are constant except for possibly countably many jump discontinuities.
Motivation, disambiguation of terminology, and technical preparation

Motivating the Lagrangian point of view: A PDE coupled with two sequences of ODEs
The conjectured nonexistence of optimal solutions in the L 1 -setting and suggestive impulsive controls might lead one to consider multiple, or even countably many of such point masses. Somewhat similar in spirit to [6] , one possible model for this might incorporate a combination of a hyperbolic conservation law for an L 1 -density as in (1a) together with a sequence of ODEs, all of which are coupled by total mass and velocity.
Suppose the initial state ρ 0 consists of a function ρ 0 L 1 ∈ L 1 ([0, 1) and a sequence of point masses
) and a sequence of point masses M j entering the system at times t j ∈ (0, T ], j = 1, 2, · · · 
Note that due to for every fixed t ∈ [0, T ] the velocity α(W (t)) being constant with respect to the location x ∈ [0, 1), there really is only a single ordinary differential equation. All ξ i and η j are translates of each other.
This model combining densities with point-masses convincingly reflects natural features of the original manufacturing problem. Mathematically, it naturally suggests one to combine the densities and point masses and informally write u L 1 + i M j δ tj and ρ 0L 1 + i m i δ xi (with δ s denoting the Dirac distribution centered at s). This model shall serve as a mental reference when posing the model for Borel measures, with the critical step being the interpretation of the influx, relating measures in time to measures in space.
Notation, and disambiguation of terminology
Before continuing to frame the convoluted problem (2) in terms of measures, we take a moment to fix notation, disambiguate terminology, and review some elementary facts about measurable functions and their compositions with measurable and with continuous functions that will be used in the sequel.
For an interval I ⊆ R denote by M(I) and M + (I) the spaces of signed, respectively, nonnegative finite Borel measures on I.
Let T ∈ [0, ∞) be arbitrary but fixed. From now on we will assume that the initial datum ρ 0 ∈ M + ([0, 1)) and the control influx µ ∈ M + ((0, T ]) -we will write µ instead of u -are bounded Borel measures.
A solution of the problem will be phrased in terms of curves ρ :
. Their regularity will be addressed in subsection 4.4. We may interchangeably use both notation ρ t and ρ(t) depending on what makes for easier reading.
Throughout we will assume that the velocity α(·) is positive (hence bounded away from zero on compact sets), attains its maximum at α(0) = 1, and is Lipschitz continuous with Lipschitz constant Recall the common conflicts of using the term measurable function in different settings: In abstract measure spaces, a function f :
For example, a function is Borel measurable in the sense that preimages of Borel sets are again Borel sets. In contrast, it is common to say that a function f : R → R is (Lebesgue) measurable if the preimage of every ray (a, ∞), and thus of every Borel subset of R is (Lebesgue) measurable. and the Lebesgue measures and Borel measures coincide on the Borel sets. Since the Lebesgue measure on the real line is regular the Borel measure on real line is also regular (both inner and outer regular: approximability of measurable sets by compact sets from the inside, and by open sets from the outside). Thus the refined Lebesgue decomposition theorem also applies to the Borel measures in M + . In the general, abstract setting compositions of measurable functions are measurable. For instance, the composition of Borel measurable functions are again Borel measurable. Furthermore all monotone functions are Borel measurable. In particular, in the sequel flow-lines t → X(t; 0, ·) (defined in (3.1)) will play a key-role. Due to their strict monotonicity they are always Borel measurable.
For any Borel measurable map γ : S ⊆ R → U ⊆ R and any finite Borel measure ν ∈ M + (S), the pushforward of ν by γ is defined as: for every Borel set E ⊆ U γ#ν(E) : = ν(γ −1 (E)).
Thus the pushforward of the initial datum
Similarly, the pushforward of the control influx µ ∈ M + ((0, T ]) by the map X(t; ·, 0) :
In the second setting of Lebesgue measure on the real line, not even compositions of measurable and continuous functions need be measurable, as is demonstrated by the well-known example constructed from Cantor's devil's staircase function. For a measure space (X, M, µ), a non-negative measurable function f on X, f is said to be integrable over X (with respect to µ) provided X f dµ < ∞. 
In particular, in the proof to the uniqueness of the weak solution of equation (5) (theorem (4.2)), the composition ofξ is well-defined sinceŴ is integrable and α is continuous and bounded.
Posing the problem for data and states that are Borel measures
Mathematically more satisfactory than the complicated set-up in section 2.1 is to combine the L 1 -densities and point masses into measures and consider a single hyperbolic conservation law like (1) for data and states that are Borel measures. From now on we will assume that both the initial data ρ 0 and the control influx -we will write µ instead of u -are positive finite Borel measures in M + ([0, 1)) and M + ((0, T ]), respectively. As briefly noted in the introduction, the choices of the half-open intervals reflect the desire that, if using the most simple output feedback y = u that equates the influx with the outflux, to have a constant total mass, i.e., not double count entering and exiting point masses. Moreover, these choices are instrumental for technical arguments to obtain contractions.
Blanket assumption: We will assume throughout that all initial data and influxes have zero singular continuous part, i.e., they are sums of only an absolutely continuous measure (w.r.t. Lebesgue measure) and a pure point measure (a countable sum of positive multiples of Dirac deltas). This assumption is motivated by the original industrial optimal control problem where singular continuous measures seem to not make much sense, and the desire to avoid unnecessary technical complications in the sequel. This is well in line with much of the recent literature, e.g. [8, 9] . It will be easy to see that due to the antiderivative of the velocity being strictly monotone and bi-Lipschitz, this implies that for every time t ∈ [0, T ] the state ρ t = ρ(t, · ) has the same property.
As a formal reference, we restate the problem (1) 
for t ∈ [0, T ], and every Borel setE
Equation (5d) takes the role of the boundary condition (1d), relates the influx µ ∈ M + ((0, T ]) to the state ρ t ∈ M + ([0, 1)) and best captures the sense of conservation of mass. However, this problem statement comes at the cost of presupposing part of the form of the Lagrangian solution defined in the next section.
Informally, to connect system (5) for Borel measures to system (1) for integrable functions, the boundary condition (5d) might be interpreted (in terms of the Lebesgue decompositions µ = µ ac + µ pp and ρ t = ρ t,ac + ρ t,pp ) as
and u L 1 = dµac dλ are the Radon Nikodym derivatives of ρ(t) and µ (with respect to Lebesgue measure). For all Lebesgue measurable sets, and thus also for all Borel sets E ⊆ (0, T ] and F ⊆ [0, 1), these satisfy
Of course, as L 1 functions, the Radon-Nikodym derivatives only have values at Lebesgue points. It could well be that, e.g.,ρ t (0) is not defined for any t at all, i.e., if for no t ∈ [0, T ]) is x = 0 a Lebesgue point ofρ t . Thus we consider this only an informal discussion, to motivate the precise statement of notions of solutions in the forthcoming sections. Further note that from this point of view, the pure point part simply copies from the time to the space direction, whereas the velocity multiplies the L 1 -functions associated to the absolutely continuous parts -which is commensurate with ρ t being the pushforward of µ by the flow as defined in the next section.
Characteristic Curves and Lagrangian solutions
The Definition of the Flow and of Lagrangian solutions
It is convenient to formally fix notation for an ODE flow for a vector field. In the sequel we are only interested in the special case of the time-varying vector field v = α(W (t)) that is constant in space (for every fixed time t), defined originally on [0, T ] × [0, 1), but naturally extended to [0, T ] × [0, ∞). As we will see, the vector field will be integrable and bounded. Thus we dispense stating the definition for more general regularity hypotheses. withẊ denoting the derivative of X with respect to the first variable t.
Note that in this special case the flow of a vector field satisfying the stated hypotheses is clearly unique.
Definition 3.2 (Lagrangian Solution). Suppose
ρ 0 ∈ M + ([0, 1)) and µ ∈ M + ((0, T ]) are fixed Borel measures. We say a function Φ : [0, T ] → M + ([0, 1
)) is a Lagrangian solution of the system (5) if for every t ∈ [0, T ] and every Borel set
where the map X :
Note that in our model for each fixed time t, the vector field v is constant for all x ∈ [0, +∞).If X is a flow associated to the vector field v, it suffices to track the characteristic curve ξ(t) = X(t; 0, 0). Due to the semi-group property satisfied by the flow X, for every r ∈ [0, T ] and every t ∈ [r, T ] X(t; 0, 0) = X(t; r, X(r; 0, 0))
= X(t; r, 0) + X(r; 0, 0).
Furthermore, we have the following initial value problem based on system (8),
with the total load W expressed in terms of ξ,
Note that since α is bounded above by 1, the first term in equation (5d), and hence also in equation (13) simplifies to µ((0, t]) if t ≤ 1. When proving existence to unique solutions of the Cauchy problem using the Banach Fixed Point Theorem we will assume throughout that we are working on short time intervals that are of length less than one, and hence the simpler formula applies.
Existence and Uniqueness of Lagrangian Solutions
The main step to show the existence and uniqueness of a Lagrangian solution of (5) is to prove existence and uniqueness of a characteristic curve ξ : [0, T ] → [0, +∞) that satisfies the equation (12) together with (13) .
For every α as in section 2.2 with Lipschitz constant L > 0, and every fixed pair of measures
Choose 0 < τ 0 ≤ 1 such that for every interval I ⊆ [0, 1) of length less than τ 0
Let Ω be the set of functions on [0, τ 0 ] that are Lipschitz continuous with Lipschitz constant bounded above by 1, and whose inverses are Lipschitz continuous with Lipschitz constant no larger than v
Since every η ∈ Ω is strictly increasing, each is absolutely continuous, and differentiable almost everywhere.
Lemma 3.1. For every fixed ρ 0 ∈ M + ([0, 1)) and µ ∈ M + ((0, T ]), the space Ω defined above is complete with the supremum norm defined by
.
Proof. Let (η n ) ∞ n=1 be a Cauchy sequence in (Ω, · ∞ ). We claim that η n → η for some η ∈ Ω. Since for every fixed
We first show that (η n ) ∞ n=1 converges to η in norm, i.e., η n − η ∞ → 0 as n → ∞. Let ǫ > 0 and N be such that for all n, m ≥ N , we have η n − η m ∞ < ǫ. Then for all n ≥ N , and for each t ∈ [0, τ 0 ],
hence η − η n ∞ ≤ ǫ.
To finish the proof, we need to show that η ∈ Ω. Note that η(0) = lim 
Similarly, for every ǫ > 0, we have 
Then for every η ∈ Ω, F (η) ∈ Ω.
Proof. Let ρ 0 ∈ M + ([0, 1)) and µ ∈ M + ((0, T ]) be arbitrary but fixed, and v min , 0 < τ 0 ≤ 1, Ω, and F as above as above. Clearly, for every η ∈ Ω, F (η)(0) = 0. Note for everys ∈ [0, T ],
and thus, for all The general strategy of the proof is a classic application of the contraction mapping theorem, similar to [3] . However, a naive argument breaks down over time intervals in which large point masses exit from the system. Thus we carefully demonstrate that the usual map is a contraction over intervals during which no large point masses exit from the system, and then restart the argument after the mass has left the system.
A small problem is that it is not a priori known when the large masses exit from the system. This can be overcome by a nice little trick: Replace the initial datum ρ 0 by a modifiedρ 0 for which contractions can be established over a larger time interval, and whose characteristic curves agree with those for the original datum ρ 0 until the exactly computable time when the first large mass would have exited. Since there is only a finite number of large masses, one can guarantee that there is a positive lower bound for the lengths of the time intervals on which no large mass exits from the system. Such 
Thus there exist at most countably many m i , M j > 0, x i ∈ [0, 1) and t j ∈ (0, T ] such that
Since the measures ρ 0 and µ are bounded, there exist
Without loss of generality, after possible renumbering, we may assume that x i+1 < x i for all i < N 1 and t j < t j+1 for all j < N 2 , the natural orderings in which the corresponding point masses will exit the system (if they do). Henceforth we will informally call the masses m i , i ≤ N 1 and M j , j ≤ N 2 large masses. A key innovation is to introduce a modificationρ of the initial condition ρ 0 such that no large masses will leave the system in the time interval [0, 1). Define the new initial condition which agrees mostly with ρ 0 , except that all N 1 large masses have been moved to x = 0
Since the velocity v = α(W (t)) only depends on the total load at time t, the characteristic curves ξ andξ corresponding to initial conditions ρ 0 andρ 0 coincide over a small time interval until [0,τ 1 ] defined byξ(τ 1 ) = 1 − x 1 at which time the mass m 1 would leave the original system at x = 1. Next, for the initial conditionρ 0 (and influx µ) define v min , τ 0 , Ω, and F as in (14), (15), (16), and (21). We will demonstrate existence and uniqueness of a corresponding characteristic curveξ over the time interval [0, τ 0 ]. For arbitrary but fixed η 1 , η 2 ∈ Ω, we will show that
Since the velocity α is a Lipschitz continuous function with Lipschitz constant L we have for every
Choosingη(t) = max{η 1 (t), η 2 (t)} andη(t) = min{η 1 (t), η 2 (t)}, rewrite the last expression as a double integral
Since the regions are bounded by bi-Lipschitz curves, we may change the order of integration (aŝ 
To find an upper bound for the last term, use the Lipschitzness of the curves and their inverses, and simple geometric arguments relating the vertical offsets of the curves to their horizontal offsets. By the definition ofη,η, for every y ∈ [0,η(t)],
Hence,
By the choice of τ 0 (15), for the absolutely continuous partρ 0,ac = ρ 0,ac , and for every t ∈ [0, τ 0 ),
Note that due to their relocation and τ 0 < 1, none of the large point masses inρ 0,pp have exited in the interval [0, τ 0 ]. Formally, since for every t ∈ [0, τ 0 ), 0 < 1 −η(t), we conclude thatρ 0,pp ([1 −η(t), 1)) < vmin 4L . Combining these,
Hence
showing that F is a contraction on Ω. By the contraction mapping theorem, with the initial conditionρ 0 , there exists a unique fixed pointξ in Ω such thatξ = F (ξ) over the time interval [0, τ 0 ].
Ifξ(τ 0 ) < 1 − x 1 (the distance of the first large point mass of the initial condition from the exit point x = 1), then define ξ =ξ on [0, τ 0 ] and let τ 1 = τ 0 . On the other hand, ifξ(τ 0 ) ≥ 1 − x 1 , there exists a unique time τ 1 ∈ (0, τ 0 ] such thatξ(τ 1 ) = 1 − x 1 . In this case let ξ be the restriction ofξ to the interval [0, τ 1 ]. As in section 3.1, construct a flow X from ξ and define the Lagrangian solution ρ t for t ∈ (0, τ 1 ] as the push-forward of the measures ρ 0 and µ by the flow as in (9) . Now iteratively carry out the same procedure as above with [0, T ] replaced by [τ 1 , T ] µ replaced by the restriction of µ to [τ 1 , T ], and ρ 0 replaced by ρ τ1 . As discussed before the start of the proof, since there are only a finite number of large point masses, and using the bounds on the velocity, the lengths of the time intervals between successive large masses exiting from the system, there is a positive lower bound for the τ k in each of these steps. Consequently, in a finite number of iterations one obtains a Lagrangian solution defined on all of [0, T ].
Definition and Existence of Weak Solutions
Motivated by the Lagrangian point of view, we will define a new notion of weak solution of equations (5) and show its existence in this section.
Definition of Weak Solutions
This section defines a notion of weak solution of the hyperbolic conservation law (5) 1) ) is integrable and such that for every τ ∈ [0, T ] and for every ϕ ∈ Ψ that satisfies
one has
While at first sight the double integral might appear to not be well-defined, there is no problem due to two special features of the model that capture characteristic properties of semi-conductor manufacturing systems. For every fixed time t, the velocity is independent of x, and the velocity is positive and bounded away from zero on compact sets. The inner integral might not be well defined at times t at which W is discontinuous, when either influx or outflux have a nonzero point-mass entering or exiting. Such times are countable, and thus the outer integral is independent on the choice of the values of the inner integral on this set of measure zero.
Existence of the Weak Solution
In this subsection we will show the existence of the weak solutions to equation (5).
Theorem 4.1. Every Lagrangian solution of (9) is a weak solution that satisfies (36).
Proof. We conveniently extend the functions ϕ, ∂ t ϕ and ∂ x ϕ to [0, ∞) with value zero for x > 1. Suppose Φ is a Lagrangian solution that satisfies (9) , evaluate the left hand side of equation (36) 
(∂ t ϕ(t, X(t; s, 0)) + α(W (t))∂ x ϕ(t, X(t; s, 0))) dµ(s) dt
And,
In addition,
Thus, every Lagrangian solution (9) is a weak solution.
Uniqueness of the weak solution
Now we will show that every weak solution is also a Lagrangian solution of the hyperbolic conservation law (5) . From theorem (3.3) we obtain the uniqueness of the weak solution. Proof. We will show the uniqueness of the weak solutionρ over the small time interval [0, τ 0 ] first, with τ 0 defined as in (15) . By the definition of the weak solution, for arbitrary but fixed τ ∈ (0, τ 0 ] and every ϕ ∈ Ψ such that ϕ(t, 1) = 0, and for every t ∈ [0, τ ],
whereŴ (t) =ρ t ([0, 1)) is integrable. Consider a C 1 function ϕ 0 with compact support in (0, 1), i.e., ϕ 0 ∈ C 1 0 (0, 1) and letξ(t) :
Note that the test function ϕ ∈ Ψ and satisfies the following Cauchy problem
From equation (41), we obtain
Since ϕ 0 ∈ C 1 0 (0, 1) and τ ∈ [0, τ 0 ] were arbitrary, we have, for every Borel set E ⊂ [0, 1), and every
It is easy to check thatξ ∈ Ω. Since ξ is the unique fixed point of function F in Ω,ξ = ξ. Thusρ t = ρ t over the time interval [0, τ 0 ] which implies the uniqueness of the weak solution of equation (5) Similar to the discussion in theorem (3.3), one can obtain the uniqueness of the weak solution of equation (5) defined on all of [0, T ] in a finite number of iterations.
Regularity of the weak solution
For the special case of finite signed Borel measures on the interval [0, 1) briefly recall the definition of the flat norm. First denote by F the set of nonnegative Lipschitz continuous function with Lipschitz constant 1 that are bounded above by 1 by
On the space M([0, 1)) of signed measures, define for ν ∈ M([0, 1)) its flat norm
For applications and a careful discussions of properties the flat norm in very general settings see, e.g., [10] . The following simple example shows, the solution t → ρ t in general need not be continuous under the flat norm · ♭ .
1+W
and trivial influx µ = 0 and initial datum ρ 0 = δ 0 consisting of a single unit mass at x = 0. Then for every t < 2, the solution ρ t = δ t/2 consists of a single mass at x = 1 2 t, whereas for all t ≥ 2, the solution ρ t = 0 is the trivial measure. Using the function f ≡ 1 it is easily seen that for every t < 2 we have ρ t − ρ 2 ♭ = δ t/2 ♭ = 1, and hence t → ρ t is not continuous at t = 2.
In order to discount the importance of the exact time at which point masses enter the system or exit from it, we introduce a variation of the flat norm. First, define the piecewise linear hat-function g : R → R by
Define the map φ : Example. Continuing the example 4.4, it is easy to calculate that for all t < 2 one has φ(ρ t − ρ 2 ) = (5), and thus also of (36), is continuous under the semi-norm φ. (5), and thus also of (36), and let X be the associated flow. Without loss of generality consider times 0 ≤ t 2 < t 1 ≤ T = 1. (For times larger than 1, the continuity follows from the semi-slow property of t → ρ t , via composition of continuous functions.)
By the choice of the time T ≤ 1, there exists locations 0 ≤ x 1 < x 2 < 1 such that X(t 1 ; 0, x 1 ) = X(t 2 ; 0, x 2 ) = 1. We will show that for every ε > 0, if t 1 −t 2 is sufficiently small, then φ(ρ t1 −ρ t2 ) < ε. In particular for any arbitrary fixed f ∈ F we will estimate find an upper bound for [0,1) f g d(ρ t1 − ρ t2 ) . For those parts that are in the factory at both times t 2 and t 1 , a simple Lipschitz estimate will do the job. However, for parts that entered, or exited from the factory between these times, we will use that for all x ∈ [0, 1), g(x) ≤ x and g(x) ≤ 1 − x. The first step uses that ρ t is constructed from the pushforwards of the data ρ 0 and µ.
[0,1)
In the last step, for the two integrals with difference use the Lipschitz constant 2 for f g, whereas for the other two use that f is bounded above by 1. For the first and third integral use that the flow X is Lipschitz continuous (for fixed second and third variables) with Lipschitz constant 1, and hence the integrals are bounded above (t 1 − t 2 ) · ρ([0, x)) and (t 1 − t 2 ) · µ((0, T ]), respectively. For the second integral note that for every x ∈ [x 1 , x 2 ), X(t 2 ; 0, x) ≥ 1 − (t 1 − t 2 ) and hence the integral is bounded above by (t 1 − t 2 ) · ρ([0, x)). For the fourth integral note that for every s ∈ [t 2 , t 1 ], X(t 1 ; s, 0) < t 1 − t 2 and hence the integral is bounded above by (t 1 − t 2 ) · µ((0, T ]).
Thus given any ε > 0, choose δ = ε/(2ρ([0, 1)) + 2µ((0, T ]). Then for all 0 ≤ t 2 ≤ t 1 < 1, if t 1 − t 2 < δ, the for every f ∈ F , [0,1) f g d(ρ t1 − ρ t2 ) < ε and hence φ(ρ t1 − ρ t2 ) ≤ ε.
Thus we have continuity of the solution t → ρ t using the semi-norm φ. The ultimately desirable joint continuity of the flow with respect to time, the influx, and the initial conditions appears elusive. However, we present in theorem 4.5 an almost continuity result of the flow on initial conditions. However, it requires a slightly different semi-norm as illustrated in the following two examples. 
As established in the example above, the semi-norm φ used (and needed) to establish continuity of the solution ρ t with respect to time, will not provide continuity with respect to initial conditions using the semi-norm φ. However, using a similar semi-norm that only discounts variations close to the exit point x = 1 appears better su8ited. In analogy with (44) define h : R → R by h(x) = 1 − x and correspondingly to (47) define the semi-norm ψ on M([0, 1)) by
The following example illustrates how this semi-norm ψ avoids the problems of the semi-norm φ with regards to continuity with respect to initial conditions. 
which may be rewritten as 
Evaluating this at m = 1, M = m + x, b = a + y gives a simple rational expression in x, y, t, δ whose numerator vanishes at x = y = 0 (and denominator bounded away from zero). In particular if 2|x|, |y| < δ then
Thus it is clear that for every t > 0 and every ε > 0 it is possible to choose δ > 0 such that if the initial data M, m = 1, a, b as above satisfy ψ(ρ 20 − ρ 10 ) < δ then ψ(ρ 2t − ρ 1t ) < ε.
This example shows that replacing the semi-norm φ by the semi-norm ψ on M([0, 1)) provides some hope for continuity with respect to initial conditions. This semi-norm preserves the features of φ by discounting the importance of the specific exit times of large masses, it avoids the trouble presented in the preceding example.
We have not been able to show that, in general, the flow (t, ρ 0 ) → ρ t is continuous with respect to the initial datum ρ 0 and the semi-norm ψ. However, we have the following almost continuity result. 1) ). For k = 1, 2, denote by ρ k t , W k and X k the weak solutions, the total loads and the flows corresponding to the initial conditions ρ k 0 , respectively. For convenience, for t ∈ [0, T ], let ξ k (t) = X k (t; 0, 0) be the characteristic curves as in section (3.1). Thus for k = 1, 2,
Since the velocities α k are positive and bounded above by 1, for every t ∈ [0, T ] we have
Furthermore, using equations (11) and (12b), for every x 0 ∈ [0, 1),
and for every s ∈ [0, t],
In addition, there exist t 1 , t 2 ∈ [0, 1], such that X 1 t 1 ; 0, 
(f g)(X 2 (t; 0, x 0 )) dρ |(f g)(X 1 (t; s, 0)) − (f g)(X 2 (t; s, 0))| dµ(s).
For the expression (56d), using the substitution x = X 1 (t; 0, x 0 ) and the triangle inequality, we obtain, Using that the function f is bounded above by 1 and g(x) ≤ x for any x ∈ [0, 1), we have The last inequality above is due to the fact that the velocity α 1 is bounded above by 1.
Conclusion and outlook.
We substantially relaxed the regularity hypothesis under which well-posedness is guaranteed for the model (1) from [1] for highly re-entrant manufacturing systems, a model that has spawned much follow-up research. By closely adhering to the features of the original industrial problem, primarily by focusing on the Lagrangian point of view, we established well-posedness for Borel measure-valued data, which would be meaningless in the usual distributional interpretation of weak solutions of the conservation law from a Eulerian point of view. Working very close to the boundary where any kind of continuity may be expected, we only have continuity of the flow with respect to time, and partial results for continuity with respect to initial conditions. Joint continuity using a single metric does not appear possible. Further continuity properties such as input-to state, and input to output may be subject of future work.
The generalization to vector-valued measures (shared machines for different products) appears to be straightforward. More interesting are generalizations to weighted contributions of the work-inprogress which correspond to dispatch polices like PUSH and PULL that are often implemented on the factory floor. The continued interest in such weighted work in progress models, applying to also multiple products is illustrated in [13] . It is a nice challenge to combine these with weak solutions. Another major challenge is to present a Pontryagin-like Maximum Principle that applies to hyperbolic conservation laws, such as our model, with either L 1 -data or measure-valued data.
