Abstract. The aim of this paper is to establish a global asymptotic equivalence between the experiments generated by the discrete (high frequency) or continuous observation of a path of a Lévy process and a Gaussian white noise experiment observed up to a time T , with T tending to ∞. These approximations are given in the sense of the Le Cam distance, under some smoothness conditions on the unknown Lévy density. All the asymptotic equivalences are established by constructing explicit Markov kernels that can be used to reproduce one experiment from the other.
Introduction
Lévy processes are a fundamental tool in modelling situations, like the dynamics of asset prices and weather measurements, where sudden changes in values may happen. For that reason they are widely employed, among many other fields, in mathematical finance. To name a simple example, the price of a commodity at time t is commonly given as an exponential function of a Lévy process. In general, exponential Lévy models are proposed for their ability to take into account for several empirical features observed in the returns of assets such as heavy tails, high-kurtosis and asymmetry (see [16] for an introduction to financial applications).
From a mathematical point of view, Lévy processes are a natural extension of the Brownian motion which preserves the tractable statistical properties of its increments, while relaxing the continuity of paths. The jump dynamics of a Lévy process is dictated by its Lévy density, say f . If f is continuous, its value at a point x 0 determines how frequent jumps of size close to x 0 are to occur per unit time. Concretely, if X is a pure jump Lévy process with Lévy density f , then the function f is such that is the average number of jumps (per unit time) whose magnitudes fall in the set A.
Understanding the jumps behavior, therefore requires to estimate the Lévy measure. Several recent works have treated this problem, see e.g. [2] for an overview. When the available data consists of the whole trajectory of the process during a time interval [0, T ], the problem of estimating f may be reduced to estimating the intensity function of an inhomogeneous Poisson process (see, e.g. [23, 43] ). However, a continuous-time sampling is never available in practice and thus the relevant problem is that of estimating f based on discrete sample data X t0 , . . . , X tn during a time interval [0, T n ]. In that case, the jumps are latent (unobservable) variables and that clearly adds to the difficulty of the problem. From now on we will place ourselves in a high-frequency setting, that is we assume that the sampling interval ∆ n = t i − t i−1 tends to zero as n goes to infinity. Such a high-frequency based statistical approach has played a central role in the recent literature on nonparametric estimation for Lévy processes (see e.g. [22, 15, 14, 1, 20] ). Moreover, in order to make consistent estimation possible, we will also ask the observation time T n to tend to infinity because only this allows identification of the jump part in the limit.
Our aim is to prove that, under suitable hypothesis, estimating the Lévy density f is equivalent to estimating the drift of an adequate Gaussian white noise model. In general, asymptotic equivalence results for statistical experiments provide a deeper understanding of statistical problems and allow to single out their main features. The idea is to pass via asymptotic equivalence to another experiment which is easier to analyze. By definition, two sequences of experiments P 1,n and P 2,n , defined on possibly different sample spaces, but with the same parameter set, are asymptotically equivalent if the Le Cam distance ∆(P 1,n , P 2,n ) tends to zero. For P i = (X i , A i , P i,θ : θ ∈ Θ) , i = 1, 2, ∆(P 1 , P 2 ) is the symmetrization of the deficiency δ(P 1 , P 2 ) where δ(P 1,n , P 2,n ) = inf
Here the infimum is taken over all randomizations from (X 1 , A 1 ) to (X 2 , A 2 ) and · T V denotes the total variation distance. Roughly speaking, the Le Cam distance quantifies how much does one fail to reconstruct (with the help of a randomization) a model from the other one and vice versa. Therefore, we say that ∆(P 1 , P 2 ) = 0 can be interpreted as "the models P 1 and P 2 contain the same amount of information about the parameter θ." The general definition of randomization is quite involved but, in the most frequent examples (namely when the sample spaces are Polish and the experiments dominated), it reduces to that of a Markov kernel. One of the most important feature of the Le Cam distance is that it can be also interpreted in terms of statistical decision theory (see the Appendix). As a consequence, saying that two statistical models are equivalent means that any statistical inference procedure can be transferred from one model to the other in such a way that the asymptotic risk remains the same, at least for bounded loss functions. Also, as soon as two models, P 1,n and P 2,n , that share the same parameter space Θ are proved to be asymptotically equivalent, the same result automatically holds for the restrictions of both P 1,n and P 2,n to a smaller subclass of Θ.
Historically, the first results of asymptotic equivalence in a nonparametric context date from 1996 and are due to Brown and Low [3] and Nussbaum [40] . The first two authors have shown the asymptotic equivalence of nonparametric regression and a Gaussian white noise model while the third one those of density estimation and white noise. Over the years many generalizations of these results have been proposed such as [5, 28, 44, 11, 10, 42, 12, 38] for nonparametric regression or [13, 31, 6] for nonparametric density estimation models. Another very active field of study is that of diffusion experiments. The first result of equivalence between diffusion models and Euler scheme was established in 1998, see [39] . In later papers generalizations of this result have been considered (see [24, 36] ). Among others we can also cite equivalence results for generalized linear models [27] , time series [29, 39] , diffusion models [19, 25, 18, 17] , GARCH model [8] , functional linear regression [37] , spectral density estimation [26] and volatility estimation [41] . Negative results are somewhat harder to come by; the most notable among them are [21, 4, 48] . There is however a lack of equivalence results concerning processes with jumps. A first result in this sense is [34] in which global asymptotic equivalences between the experiments generated by the discrete or continuous observation of a path of a Lévy process and a Gaussian white noise experiment are established. More precisely, in that paper, we have shown that estimating the drift function h from a continuously or discretely (high frequency) time inhomogeneous jump-diffusion process:
is asymptotically equivalent to estimate h in the Gaussian model:
Here we try to push the analysis further and we focus on the case in which the considered parameter is the Lévy density and X = (X t ) is a pure jump Lévy process (see [9] for the interest of such a class of processes when modelling asset returns). More in details, we consider the problem of estimating the Lévy density (with respect to a fixed, possibly infinite, Lévy measure ν 0 ) f := dν dν0 : I → R from a continuously or discretely observed pure jump Lévy process X with possibly infinite Lévy measure. Here I ⊆ R denotes a possibly infinite interval. In the case where ν is of finite variation one may write:
or, equivalently, X has a characteristic function given by:
We suppose that the function f belongs to some a priori set F , nonparametric in general. The discrete observations are of the form X ti , where 0 = t 0 < t 1 < · · · < t n = T n , t i = T n i n are such that ∆ n = Tn n → 0 as n goes to infinity. We will denote by P ν0 n the statistical model associated with the continuous observation of a trajectory of X until time T n (which is supposed to go to infinity as n goes to infinity) and by Q ν0 n the one associated with the observation of the discrete data (X ti ) n i=1 . The aim of this paper is to prove the convergence, in the Le Cam sense, of P ν0 n and Q ν0 n to a Gaussian white noise model. As a corollary, we then get the asymptotic equivalence between P ν0 n and Q ν0 n . Although the theorems hold true in the general case of infinite ν (with finite or infinite variation), for reasons of clarity and concreteness, we state here the main Theorem in the special case of compound Poisson processes with differentiable Lévy density whose derivative is uniformly γ-Hölder. This is special in three ways: First of all because the Theorem holds for infinite Lévy measures with possibly infinite variation; secondly because the functional class is not necessarily contained in some class of Hölder continuously differentiable functions and finally, because here I is assumed to be a compact interval, but a version of the theorem holds also for non-compact intervals I ⊆ R. Theorem 1.1. Let I ⊆ R be a compact interval. For fixed γ ∈ (0, 1] and K, κ, M strictly positive constants, consider the functional class
Suppose F ⊆ F (γ,K,κ,M) . Denote by Q n (resp. P n ) the statistical model associated with the high-frequency discrete observations (resp. continuous observation) of a compound Poisson process with Lévy density (with respect to Lebesgue) f . Furthermore, denote by W n the Gaussian white noise model:
Then the three models P n , Q n and W n are asymptotically equivalent:
The rates of convergence in (3) are explicit, see Corollary 2.5. By the theorem of Brown and Low [3] , we obtain, a posteriori, an asymptotic equivalence with the regression model
Note that a similar form of a Gaussian shift was found to be asymptotically equivalent to a nonparametric density estimation experiment, see [40] . The generalization to an infinite Lévy measure ν requires our model to be dominated: We will assume the existence of another Lévy measure ν 0 , infinite if the ν's are, dominating them all and having a density g with respect to the Lebesgue measure on I. Furthermore, ν 0 has to be known and the unknown Lévy densities f = dν dν0 , which are the parameters, have to be uniformly bounded. Theorems 2.2 and 2.3 are stated in this general setting. Under adequate hypotheses on F (for example, again f must be bounded away from zero and infinity; see Section 2.1 for a complete definition and Section 2.4 for its discussion), we prove the asymptotic equivalence of the models P ν0 n and Q ν0 n with a Gaussian white noise model of the form:
Without entering into any detail, we remark here that the methods are very different from those in [34] . In particular, since f belongs to the discontinuous part of a Lévy process, rather then its continuous part, the Girsanov-style changes of measure are irrelevant here. We thus need new instruments, like the Esscher changes of measure.
Our proof is based on the construction, for any given Lévy measure ν, of two adequate approximationsν m andν m of ν: the idea of discretizing the Lévy density already appeared in an earlier work with P. Étoré and S. Louhichi (unpublished). The present work is also inspired by the papers [13] (for a multinomial approximation), [7] (for passing from independent Poisson variables to independent Normal random variables) and [34] (for a Bernoulli approximation). This method allows us to construct explicit Markov kernels that lead from one model to the other; these may be applied in practice to transfer minimax estimators.
The paper is organized as follows: Sections 2.1 and 2.2 are devoted to make the parameter space and the considered statistical experiments precise. The main results are given in Section 2.3, followed by Section 2.4 in which a discussion of the results can be found. The proofs are postponed to Section 3. The paper includes an Appendix recalling the definition and some useful properties of the Le Cam distance as well as of Lévy processes.
Assumptions and main results
2.1. The parameter space. Fix a (possibly infinite) Lévy measure ν 0 on a possibly infinite interval I ⊆ R, admitting a density with respect to Lebesgue. The class of functions F will be considered as a class of densities with respect to ν 0 : For each f ∈ F , let ν (resp.ν m ) be the measure having f (resp.f m ) as a density with respect to ν 0 where, for every f ∈ F ,f m (x) is defined as follows. Suppose first x > 0. Given a positive integer m, let J j := (v j−1 , v j ] where v 1 = ε m and v j are the quantiles for
Analogously, define µ We now explain the assumptions we will need to make on the parameter f . We require that: (H1) There exist constants κ, M > 0 such that κ ≤ f (y) ≤ M , for all y ∈ I and f ∈ F .
For every integer m, we can consider √ f m , the linear interpolation of √ f constructed asf m above and introduce the quantities:
Also, recall that our models depend on an additional index n, that is linked to the time horizon T n by T n = n∆ n . The m introduced above will be considered as a function of n, m = m n . In Theorem 2.2, we will assume the existence of a sequence of discretizations m = m n and positive numbers ε m such that:
Remark in particular that Condition (C2) implies the following:
where
, for any choice of m such that the quantity in the limit appearing in Condition (C2) is finite.
In Theorem 2.3, we will assume the existence of a sequence m n (possibly different from the one above) such that:
Finally, some of our results have a more explicit statement under the hypothesis of finite variation which we state as: 
, uniformly on f .
The finite variation case:
.
. Hence:
, uniformly on f . The condition on C m (f ) depends on the behavior of f near 0. For example, it is ensured if one considers a parametric family of the form
with a bounded λ.
The infinite variation case:
In this case,
. We get:
1+2+2γ . Again, the condition on C m (f ) depends on f near 0. It is satisfied for f (x) = e −λx 2 with bounded λ.
4. The non-compact case:
. Clearly, here the intervals (J j ) are unbounded in length, and the last one, say J m , is actually infinite. Conditions (C1) and (C2), then, imply that f andf m must be very close there. This may be achieved by imposing a very fast convergence (say, exponential) of f (x) to a limiting constant as x → ∞. For more details, including an explicit example of admissible F , see Example 2.7.
Definition of the experiments.
Let (x t ) t≥0 be the canonical process on the Skorokhod space (D, D) and denote by P (b,0,ν) the law induced on (D, D) by a Lévy process with characteristic triplet (b, 0, ν). We will write P (b,0,ν) t for the restriction of P (b,0,ν) to the σ-algebra D t generated by {x s : 0 ≤ s ≤ t} (see Section A.2 for the precise definitions). Let Q (b,0,ν) t be the law (on R) of a Lévy process with characteristic triplet (b, 0, ν) at time t. Introduce the notation γ ν := |y|≤1 yν(dy); then, Condition (H2) guarantees the finiteness of γ ν−ν0 . Recall that we introduced the discretization t i = T n i n of [0, T n ]. We will consider the following statistical models, depending on a fixed, possibly infinite, Lévy measure ν 0 on I (clearly, the models with the subscript F V are meaningful only under the assumption (FV)):
Finally, let us introduce the Gaussian white noise model that will appear in the statement of our main results. For that, let us denote by (C(I), C ) the space of continuous mappings from I into R endowed with its standard filtration, by g the density of ν 0 with respect to the Lebesgue measure. We will distinguish two cases: When ν 0 is an infinite Lévy measure we will require g > 0 and let W f n be the law induced on (C(I), C ) by the stochastic process satisfying:
where (W t ) t∈R denotes a Brownian motion on R conditional on W 0 = 0. When ν 0 is finite, we require g integrable on I and we consider:
Then we set:
Main results.
Using the notation introduced in Section 2.1, we now state our main results. For brevity of notation, we will denote by H(f,f m ) the Hellinger distance between the Lévy measures ν andν m , i.e.:
Theorem 2.2. Let ν 0 be a Lévy measure on a possibly infinite interval I ⊆ R having density g, either integrable or strictly positive, with respect to the Lebesgue measure, m = m n a sequence of integers satisfying Conditions (H1), (C1), (C2) and ε m → 0 as m → ∞. For n big enough we have:
Theorem 2.3. Let ν 0 be a Lévy measure on a possibly infinite interval I ⊆ R having density g, as above, with respect to the Lebesgue measure, m = m n a sequence of integers satisfying Conditions (H1), (C1') and (C2') and ε m → 0 as m → ∞. For n big enough we have: Let us now specialize to the case where ν 0 is the Lebesgue measure on I, that is we are considering the statistical models associated with the discrete and continuous observation of a compound Poisson process with Lévy density f . Observe that W Leb n reduces to the statistical model associated with the continuous observation of a trajectory from:
Again, we consider a subclass F of uniformly bounded functions with γ-Hölder derivatives: F ⊆ F (γ,K,κ,M) defined as in Theorem 1.1. Then we have:
Corollary 2.5. Let ν 0 be the Lebesgue measure on (0, 1] and let F be a subclass of F (γ,K,κ,M) for some strictly positive constants K, κ, M and γ ∈ (0, 1] . Then:
n . In the case where n = T α n , α > 2, an upper bound for the rates of convergence of
2.4. Discussion. Theorems 2.2 and 2.3 try to give an answer to two natural questions. The first one is: In practice we only have access to a discrete observation of the trajectory coming from a pure jump Lévy process X and we want to extract information on the jumps structure, i.e. estimate its Lévy measure. This is a difficult problem, and the first goal is to try to reduce it to a simpler model, that we are able to treat mathematically. Theorem 2.3 gives an answer to this. A second question is: If the sampling of the trajectory is done in high frequency, when the number of observed points grows one expects to get closer to the model of the continuous observation. A precise formulation of this is the content of the Corollary 3.3, at least under suitable hypotheses on the parameter space.
Condition (H2) (which is a consequence of (C2)) ensures that the family of probabil-
. Conditions (C1) and (C2) are uniform conditions on f := dν dν0 satisfied in several examples (as seen in Section 2.1), in particular by differentiable functions with uniformly γ-Hölder derivative and a good behavior near 0. Also remark that the rate of convergence involving C m (f ) in Conditions (C2) and (C2') are present in the statements of Theorems 2.2 and 2.3 as a part of the integral defining H(f,f m ). 
Clearly, a similar interpretation also exists for the asymptotic equivalences stated in Theorem 2.2 and Corollaries 2.4, 2.5.
The asymptotic equivalences stated in Theorems 2.2 and 2.3 can be also applied to construct estimators for
In particular, when ν 0 is the Lebesgue measure on [0, 1], using the well-known properties of the Gaussian white noise model, an immediate application of Theorem 7.1 in [30] guarantees the existence of a sequence of estimatorŝ
Let us now consider some examples fitting in our framework. In corollary 2. Here we are considering a parametric family in λ > 0, assuming that the parameter stays bounded below a known constant, and f (t) = e −λt 2 . The discrete or continuous observation (up to time T n ) of X are asymptotically equivalent to
To prove that, one may choose ε m = m 
where C is a constant only depending on the bound on λ > 0. In the case where n = T At the same way one can find
Choosing m n = T 
Again, we are considering a parametric family in λ > 0, assuming that the parameter stays bounded below a known constant λ 0 . Here, f (t) = 2 − e −λt 3 , hence 1 ≤ f (t) ≤ 2, for all t ≥ 0. The discrete or continuous observations (up to time T n ) of X are asymptotically equivalent to
Choosing ε m = m 
Then, by means of Lemma 3.10, we have
On the other hand, using that f (y) −f m (y) 2 ≤ 4 exp(−2λ 0 x 3 ), we have
Also, let us observe that
2 ). In conclusion, one can find that
It follows that
, where T n = n α , 0 < α < 1, and we have choosen m = n 3 8 .
Proofs
In order to simplify notations, the proofs will be presented in the case I ⊆ R + . Nevertheless, this allows us to present all the main difficulties, since they can only appear near 0. To prove Theorems 2.2 and 2.3 we need to introduce several intermediate statistical models. In that regard, let us denote by Q j f the law of a Poisson random variable with mean T n ν(J j ) (see (4) for the definition of J j ). We will denote by L m the statistical model associated with the family of probabilities
By N f j we mean the law of a Gaussian random variable N (2 T n ν(J j ), 1) and by N m the statistical model associated with the family of probabilities
For each f ∈ F , letν m be the measure havingf m as a density with respect to ν 0 where, for every f ∈ F ,f m is defined as follows.
Furthermore, define
3.1. Proof of Theorems 2.2. We begin by a series of lemmas that will be needed in the proof. Before doing so, let us underline the scheme of the proof. We recall that the goal is to prove that estimating f = dν dν0 from the continuous observation of a Lévy process (X t ) t∈[0,Tn] without Gaussian part and having Lévy measure ν is asymptotically equivalent to estimating f from the Gaussian white noise model:
Also, recall the definition ofν m given in (5) and read P 1 ∆ ⇐⇒ P 2 as P 1 is asymptotically equivalent to P 2 . Then, we can outline the proof in the following way.
• Step 1: P • Step 3: . First of all, we construct a kernel M such that M µ m =μ m . For all j = 3, . . . , m − 1, let V j (x) be the (compactly supported) triangular shaped function, such that
linearly interpolated between these values. We also define analogously (discontinuous, compactly supported) trapezoidal shaped functions V 2 , V m . V 2 is the trapezoidal kernel defined as follows: It is supported on [x * 1 , x * 3 ], where it is the linear interpolation of
and V 2 (x * 3 ) = 0. 
Let us now state two lemmas needed to understand Step 4. 
Then, according with the notation introduced in Section 2.1 and at the beginning of Section 3, we have
Proof. As a preliminary remark observe that W m is equivalent to the model that observes a trajectory from:
Let us denote byȲ j the increments of the process (ȳ t ) over the intervals
and denote byN m the statistical model associated with the distributions of these increments. As an intermediate result, we will prove that
To that aim, remark that the experimentN m is equivalent to observing m − 1 independent Gaussian random variables of means 
Since it is clear that δ(W m ,N m ) = 0, in order to bound ∆(N m , W m ) it is enough to bound δ(N m , W m ). Using similar ideas as in [13] Section 8.2, we define a new stochastic process as:
where the (B j (t)) are independent centered Gaussian processes with variances
and the V j 's are defined as in Lemma 3.2 (see (16)). By construction, (Y * t ) is a Gaussian process with mean and variance given by, respectively:
Therefore, 
which gives the term in A m (f ).
Lemma 3.4. In accordance with the notation of Lemma 3.3, we have:
Proof. Clearly δ(W ds.
Consider it as a process on the whole of I by extending it constantly on
, which again we constantly extend to a trajectory on the whole of I. Then, we define K by sending the trajectory ω t to the trajectory ω t + B m t . If we defineW n as the law induced on C(I) by
, t ∈ I, h(t)
n is defined as in (9) . By means of Fact A.5 we deduce (18) .
Proof of Theorem 2.2. The proof of the theorem follows by combining the previous lemmas together: 
• Step 2: The piecewise linear character off m allows us to pass from the continuous model associated with (P 
• Step 4: Finally, Lemma 3.3 allows us to conclude that:
3.2.
Proof of Theorem 2.3. Again, before stating some technical lemmas, let us highlight the main ideas of the proof. We recall that the goal is to prove that estimating f = dν dν0 from the increments (X ti − X ti−1 ) n i=1 of a Lévy process without Gaussian component and having Lévy measure ν is asymptotically equivalent to estimating f from the Gaussian white noise model
Reading P 1 ∆ ⇐⇒ P 2 as P 1 is asymptotically equivalent to P 2 , we have: 
Proof. For all given t, let K t be the Markov kernel defined as
Then we have:
where we have used that Markov kernels reduce the total variation distance and Theorem A.12.
be samples of, respectively, Poisson random variables P(λ i ), random variables with common distribution G and Bernoulli random variables of parameters α i := λ i e −λi . Let us denote by Q (Yi,Pi) (resp. Q (Y1,ǫi) ) the law of Pi j=1 Y j (resp., ǫ i Y 1 ). Then:
The proof of this Lemma can be found in [35] , Section 2.1. Proof of Theorem 2.3. As a preliminary remark, observe that the model Q ν0 n is equivalent to the one that observes the increments of (x t ), P
, that is, the model Q ν0 n associated with the family of probabilities
• Step 1: Facts A.2-A.3 and Lemma 3.5 allow us to write
Using this bound together with Lemma 3.7 and the notation therein, we get
Observe thatν m is a finite Lévy measure, hence (x t ), P 
Then an application of Lemma 3.6 yields:
Hence, by means of Facts A.2 and A.3, we get:
Here the O depends only on M .
• Step 2: Let us introduce the following random variables:
Observe that the law of the vector (Z 1 , . . . , Z m ) is multinomial M(n; γ 1 , . . . , γ m ) where
where we have used the fact that ν(J i ) = Jif m (x)ν 0 (dx). Let us denote by M m the statistical model associated with the observation of (Z 1 , . . . , Z m ). Clearly δ(Q ǫ n , M m ) = 0. Indeed, M m is the image experiment by the random variable S : I n → {1, . . . , n} m defined as
where #A denotes the cardinal of the set A.
We shall now prove that δ(M m , Q ǫ n ) = 0. We start by defining a discrete random variable X * concentrated at the points 0, x * i , i = 2, . . . , m:
with the convention x * 1 = 0. Using the same triangular and trapezoidal kernels V i as in Lemma 3.2, define the Markov kernel
λm ν 0 (dx) otherwise. The same computations as in Lemma 3.2 prove that this Markov kernel realizes the wished equivalence.
• Step 3: Let us denote by N * m the statistical model associated with the observation of m independent Gaussian variables N (nγ i , nγ i ), i = 1, . . . , m. Very similar computations to those in [13] yield
In order to prove the asymptotic equivalence between M m and N m defined as in (12) ), x 2 , . . . , x m ). Moreover, using two results contained in [13] , see Sections 7.1 and 7.2, one has that
Finally, using Facts A.2 and A.4 we can write
To sum up, Lemma 3.8. Let f 1 , f 2 be two functions on I bounded below by κ > 0. Then:
Proof. This simply comes from the following inequality:
Recall that x * i is chosen so that Ji (x − x * i )ν 0 (dx) = 0. Consider the following Taylor expansions for x ∈ J i :
is the left or right derivative in x * i depending whether x < x * i or x > x * i . Lemma 3.9. The following estimates hold:
for some constant C and points
Proof. By definition of R i , we have
For the second inequality,
where in the first inequality we have used the defining property of x * i . For the third inequality, when 2 < i < m, the two Taylor expansions joint with the fact thatf
For the remaining cases, consider for example i = 2. Thenf m (x) is bounded by the minimum and the maximum of f on
Remark that when ν 0 is finite, there is no need for a special definition off m near 0, and all the estimates in Lemma 3.9 hold true replacing every occurrence of i = 2 by i = 1. 
Proof. The bound on H 2 is now a straightforward application of Lemmas 3.8 and 3.9. The one on
. In order to bound B 2 m (f ) write it as:
By the triangular inequality, let us bound E j by F j + G j where:
Using the same trick as in the proof of Lemma 3.8, we can bound:
On the other hand,
which has the same magnitude as 3.4. Proof of Corollary 2.5. Remark that in the case where ν 0 if finite there are no convergence problems near zero and so we can consider the easier approximation of f ,
In particular, the proofs of Theorems 2.2 and 2.3 simplify and give better estimates near zero, namely:
where C 1 , C 2 depending only on κ, M and
Applying Lemma 3.10 to the case where
As a consequence we get:
In particular, choosing m n = T 1 2+γ n we get
In the case where
n . This yields to
A.1. Le Cam theory of statistical experiments. A statistical model or experiment is a triplet P j = (X j , A j , {P j,θ ; θ ∈ Θ}) where {P j,θ ; θ ∈ Θ} is a family of probability distributions all defined on the same σ-field A j over the sample space X j and Θ is the parameter space. The deficiency δ(P 1 , P 2 ) of P 1 with respect to P 2 quantifies "how much information we lose" by using P 1 instead of P 2 and it is defined as δ(P 1 , P 2 ) = inf K sup θ∈Θ ||KP 1,θ − P 2,θ || T V , where TV stands for "total variation" and the infimum is taken over all "transitions" K (see [33] , page 18). The general definition of transition is quite involved but, for our purposes, it is enough to know that Markov kernels are special cases of transitions. By KP 1,θ we mean the image measure of P 1,θ via the Markov kernel K, that is
The experiment
is called a randomization of P 1 by the Markov kernel K. When the kernel K is deterministic, that is K(x, A) = I A S(x) for some random variable S : (X 1 , A 1 ) → (X 2 , A 2 ), the experiment KP 1 is called the image experiment by the random variable S. The Le Cam distance is defined as the symetrization of δ and it defines a pseudometric. When ∆(P 1 , P 2 ) = 0 the two statistical models are said to be equivalent. Two sequences of statistical models (P n 1 ) n∈N and (P n 2 ) n∈N are called asymptotically equivalent if ∆(P n 1 , P n 2 ) tends to zero as n goes to infinity. A very interesting feature of the Le Cam distance is that it can be also translated in terms of statistical decision theory. Let D be any (measurable) decision space and let L :
Let π i denote a (randomized) decision procedure in the i-th experiment. Denote by R i (π i , L, θ) the risk from using procedure π i when L is the loss function and θ is the true value of the parameter. Then, an equivalent definition of the deficiency is:
Thus ∆(P 1 , P 2 ) < ε means that for every procedure π i in problem i there is a procedure π j in problem j, {i, j} = {1, 2}, with risks differing by at most ε, uniformly over all bounded L and θ ∈ Θ. In particular, when minimax rates of convergence in a nonparametric estimation problem are obtained in one experiment, the same rates automatically hold in any asymptotically equivalent experiment. There is more: When explicit transformations from one experiment to another are obtained, statistical procedures can be carried over from one experiment to the other one.
There are various techniques to bound the Le Cam distance. We report below only the properties that are useful for our purposes. For the proofs see, e.g., [33, 47] .
Property A.1. Let P j = (X , A , {P j,θ ; θ ∈ Θ}), j = 1, 2, be two statistical models having the same sample space and define ∆ 0 (P 1 , P 2 ) := sup θ∈Θ P 1,θ − P 2,θ T V . Then, ∆(P 1 , P 2 ) ≤ ∆ 0 (P 1 , P 2 ).
In particular, Property A.1 allows us to bound the Le Cam distance between statistical models sharing the same sample space by means of classical bounds for the total variation distance. To that aim, we collect below some useful results. Fact A.2. Let P 1 and P 2 be two probability measures on X , dominated by a common measure ξ, with densities g i = dPi dξ , i = 1, 2. Define L 1 (P 1 , P 2 ) = X |g 1 (x) − g 2 (x)|ξ(dx),
Then,
Fact A.3. Let P and Q be two product measures defined on the same sample space: where h i ∈ L 2 (R) and σ ∈ R >0 . Then:
Property A.6. Let P i = (X i , A i , {P i,θ , θ ∈ Θ}), i = 1, 2, be two statistical models. Let S : X 1 → X 2 be a sufficient statistics such that the distribution of S under P 1,θ is equal to P 2,θ . Then ∆(P 1 , P 2 ) = 0.
Remark A.7. Let P i be a probability measure on (E i , E i ) and K i a Markov kernel on (G i , G i ). One can then define a Markov kernel K on (
in the following way:
Finally, we recall the following result that allows us to bound the Le Cam distance between Poisson and Gaussian variables.
Theorem A.8. (See [7] , Theorem 4) LetP λ be the law of a Poisson random variablẽ X λ with mean λ. Furthermore, let P * λ be the law of a random variable Z * λ with Gaussian distribution N (2 √ λ, 1), and letŨ be a uniform variable on − Then, denoting by P λ the law ofZ λ ,
Remark A.9. Thanks to Theorem A.8, denoting by Λ a subset of R >0 , byP (resp. P * ) the statistical model associated with the family of probabilities {P λ : λ ∈ Λ} (resp. {P * λ : λ ∈ Λ}), we have ∆ P , P * ≤ sup λ∈Λ C λ ,
for some constant C. Indeed, the correspondence associatingZ λ toX λ defines a Markov kernel; conversely, associating toZ λ the closest integer to its square, defines a Markov kernel going in the other direction.
A.2. Lévy processes.
Definition A.10. A stochastic process {X t : t ≥ 0} on R defined on a probability space (Ω, A , P) is called a Lévy process if the following conditions are satisfied.
(1) X 0 = 0 P-a.s.
(2) For any choice of n ≥ 1 and 0 ≤ t 0 < t 1 < . . . < t n , random variables X t0 , X t1 − X t0 , . . . , X tn − X tn−1 are independent. (3) The distribution of X s+t − X s does not depend on s. (4) There is Ω 0 ∈ A with P(Ω 0 ) = 1 such that, for every ω ∈ Ω 0 , X t (ω) is rightcontinuous in t ≥ 0 and has left limits in t > 0. (5) It is stochastically continuous.
Thanks to the Lévy-Khintchine formula, the characteristic function of any Lévy process {X t } can be expressed, for all u in R, as:
where b, σ ∈ R and ν is a measure on R satisfying ν({0}) = 0 and R (|y| 2 ∧ 1)ν(dy) < ∞.
In the sequel we shall refer to (b, σ 2 , ν) as the characteristic triplet of the process {X t } and ν will be called the Lévy measure. This data characterizes uniquely the law of the process {X t }. Let D t and D be the σ-algebras generated by {x s : 0 ≤ s ≤ t} and {x s : 0 ≤ s < ∞}, respectively (here, we use the same notations as in [46] ).
By the condition (4) above, any Lévy process on R induces a probability measure P on (D, D). Thus {X t } on the probability space (D, D, P ) is identical in law with the original Lévy process. By saying that ({x t }, P ) is a Lévy process, we mean that {x t : t ≥ 0} is a Lévy process under the probability measure P on (D, D). For all t > 0 we will denote P t for the restriction of P to D t . In the case where |y|≤1 |y|ν(dy) < ∞, we set γ ν := |y|≤1 yν(dy). Note that, if ν is a finite Lévy measure, then the process having characteristic triplet (γ ν , 0, ν) is a compound Poisson process. Here and in the sequel we will denote by ∆x r the jump of process {x t } at the time r: ∆x r = x r − lim s↑r x s .
For the proof of Theorems 2.2, 2.3 we also need some results on the equivalence of measures for Lévy processes. By the notation ≪ we will mean "is absolutely continuous with respect to".
