Determination of accessory parameters in a system of the Okubo normal
  form by Yokoyama, Toshiaki
ar
X
iv
:2
00
5.
05
51
5v
1 
 [m
ath
.C
A]
  1
2 M
ay
 20
20
Determination of accessory parameters in a system of the
Okubo normal form from an internal condition
Toshiaki Yokoyama∗
Abstract
A system of differential equations of the Okubo normal form containing ac-
cessory parameters is considered. An internal condition for determining special
values of the accessory parameters is given. It is shown that the special values
give the differential equation satisfied by a product of the Gauss hypergeometric
functions.
Keywords Okubo normal form; accessory parameters; local solutions; sys-
tem of difference equations; Gauss hypergeometric function
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1 Introduction
We are concerned with the system of differential equations satisfied by a product of
the Gauss hypergeometric functions. Set
w =


f1f2
xf1
′f2
xf1f2
′
x2f1
′f2
′

 , fj = 2F1(αj , βj , γj ;x), fj ′ = dfjdx (j = 1, 2).
The function fj satisfies the differential equation
fj
′′ − pj(x)fj
′ − qj(x)fj = 0,
where
pj(x) = −
γj
x
+
αj + βj + 1− γj
1− x
, qj(x) =
αjβj
x(1− x)
,
and hence w satisfies the system of differential equations
dw
dx
=


0 1
x
1
x
0
xq1(x)
1
x
+ p1(x) 0
1
x
xq2(x) 0
1
x
+ p2(x)
1
x
0 xq2(x) xq1(x)
2
x
+ p1(x) + p2(x)

w,
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namely,
dw
dx
=


1
x


0 1 1 0
0 1− γ1 0 1
0 0 1− γ2 1
0 0 0 2− γ1 − γ2


+
1
1− x


0 0 0 0
α1β1 α1 + β1 + 1− γ1 0 0
α2β2 0 α2 + β2 + 1− γ2 0
0 α2β2 α1β1 α1 + α2 + β1 + β2 + 2− γ1 − γ2



w.
(1)
We suppose that
γ1 = γ2 =
1
2
(α1 + α2 + β1 + β2) + 1. (2)
This is a sufficient condition for (1) to be reduced to a system of the Okubo normal
form. Introducing the notation
ψι1ι2ι3ι4 =
1
2
{(ι1α1) + (ι2α2) + (ι3β1) + (ι4β2)}, ιj = +, − or 0,
we can write (1) with (2) in the form
dw
dx
=
(
1
x
H0 +
1
x− 1
H1
)
w,
where
H0 =


0 1 1 0
0 ψ−−−− 0 1
0 0 ψ−−−− 1
0 0 0 2ψ−−−−

 ,
H1 =


0 0 0 0
−4ψ+000ψ00+0 ψ−+−+ 0 0
−4ψ0+00ψ000+ 0 ψ+−+− 0
0 −4ψ0+00ψ000+ −4ψ+000ψ00+0 0

 .
Put
w = xψ−−−−Pu, P =


1 1 0 0
0 ψ−−−− ψ+−+− 0
0 ψ−−−− 0 ψ−+−+
0 (ψ−−−−)
2 4ψ0+00ψ000+ 4ψ+000ψ00+0

 .
Then we see that u satisfies a system of the Okubo normal form(
xI4 −
(
0I2
1I2
))
du
dx
= A0u, (3)
where
A0 =


ψ++++ 0
ψ+−++ψ+++−
ψ++++
ψ−+++ψ++−+
ψ++++
0 ψ−−−−
4ψ0+00ψ000+
ψ−−−−
4ψ+000ψ00+0
ψ−−−−
4ψ+000ψ00+0
ψ−+−+
ψ−+++ψ++−+
ψ−+−+
ψ−+−+ 0
4ψ0+00ψ000+
ψ+−+−
ψ+−++ψ+++−
ψ+−+−
0 ψ+−+−

 .
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Here note that ψι¯1 ι¯2ι¯3 ι¯4 = −ψι1ι2ι3ι4 holds for ι¯j = −ιj , and that A0 is similar to a
diagonal matrix of the form

ψ++−−
ψ−−++
ψ+−−+
ψ−++−

 .
Remark 1. The inverse P−1 consists of left eigenvectors of H1 and H0−ψ−−−−I4 with
respect to the eigenvalue 0.
Consider the system of the Okubo normal form
(xI4 − T )
dy
dx
= Ay, (4)
where
T =
(
0I2
1I2
)
and A =
(
aJ A12
A21 bJ
)
∼
(
cJ
dJ
)
with J =
(
1
−1
)
.
This system is not rigid, namely, contains accessory parameters (see Proposition 5).
The system (3) is nothing but (4) with special values of the accessory parameters.
The purpose of this paper is to find an internal condition for determining the special
values. Here ‘internal’ means ‘about the system itself’, not ‘about its solutions’.
The system (4) has convergent power series solutions near each singularity. Co-
efficient vectors of the local solution satisfy a system of linear difference equations.
Recently Ebisu [1] (see also [3]) developed the theory of invariants of single linear dif-
ference equations of higher oder, and defined the notion termed essentially the same
for the difference equations. Moreover, he expands the notion to systems of linear
difference equations of the first order.
Definition 2 (Ebisu [2]). Let B(z) and C(z) be n×n matrices that consist of rational
functions of z. Two systems of difference equations
f(z + 1) = B(z)f(z) and h(z + 1) = C(z)h(z),
where f(z) and h(z) are unknown n-vectors, are said to be essentially the same if
there exists a diagonal transformation of the form
f(z) =


Γ1(z)
Γ2(z)
. . .
Γn(z)

h(z), (5)
where Γj(z) satisfies a linear difference equation of the first order
Γj(z + 1) = gj(z)Γj(z),
gj(z) being a rational function of z (j = 1, 2, . . . , n).
However, we make the following, constrictive definition.
3
Definition 3. Two systems f(z+1) = B(z)f(z) and h(z+1) = C(z)h(z) of essentially
the same are said to be substantially the same if we can take
Γ1(z) = Γ2(z) = · · · = Γn(z)
in the transformation (5).
We shall give in Theorem 6 the condition under which the system of difference
equations for the solution of (4) near x = 1 and that for the solution near x =∞ are
substantially the same, and shall show in Proposition 10 and Theorem 11 that the
condition determines the special values of accessory parameters giving the system (3).
2 Preliminary
We begin with the following lemma.
Lemma 4. For the matrix A =
(
aJ A12
A21 bJ
)
in (4) there exist matrices A13, A23, A31
and A32 such that 
 aJ A12 A13A21 bJ A23
A31 A32 cJ

 ∼ (dI3
−dI3
)
. (6)
Proof. Take a matrix P such that P−1AP =
(
−cJ
−dJ
)
, and set
A˜ =
(
I4
P
)
−1(
A I4
d2I4 −A
2 −A
)(
I4
P
)
.
Then A˜ satisfies (A˜ − dI8)(A˜ + dI8) = O and rank(A˜ ± dI8) = 4, and hence A˜ ∼(
dI4
−dI4
)
. On the other hand, A˜ has the form
A˜ =


A P(
(d2 − c2)I2
O2
)
P−1
cJ
dJ

 .
Taking
(
A31 A32
)
=
(
(d2 − c2)I2 O2
)
P−1 and
(
A13
A23
)
= P
(
I2
O2
)
, we have (6).
We write
A12 =
(
a13 a14
a23 a24
)
, A21 =
(
a31 a32
a41 a42
)
,
(
A31 A32
)
=
(
a51 a52 a53 a54
a61 a62 a63 a64
)
.
Proposition 5. Provided that
detA31 6= 0, detA32 6= 0 and a6j 6= 0 (j = 1, 2, 3, 4), (7)
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we have
a13 =
a63
a61
·
(b− c)r2 − (b+ c)r3
r1 − r2
, a14 =
a64
a61
·
(b+ c)r2 − (b− c)r4
r2 − r1
,
a23 =
a63
a62
·
(b− c)r1 − (b+ c)r3
r2 − r1
, a24 =
a64
a62
·
(b+ c)r1 − (b− c)r4
r1 − r2
,
a31 =
a61
a63
·
(a+ c)r1 − (a− c)r4
r4 − r3
, a32 =
a62
a63
·
(a− c)r2 − (a+ c)r4
r3 − r4
,
a41 =
a61
a64
·
(a+ c)r1 − (a− c)r3
r3 − r4
, a42 =
a62
a64
·
(a− c)r2 − (a+ c)r3
r4 − r3
(8)
and
(a+ b+ c)2r1r3 − (a− b+ c)
2r1r4
− (a− b− c)2r2r3 + (a+ b− c)
2r2r4 − 4abr1r2 − 4abr3r4
(r1 − r2)(r3 − r4)
= d2, (9)
where
rj =
a5j
a6j
(j = 1, 2, 3, 4).
Proof. Note that detA31 6= 0 and detA32 6= 0 are equivalent to
r1 − r2 6= 0 and r3 − r4 6= 0,
respectively, under the condition a6j 6= 0 (j = 1, 2, 3, 4). From (6) we see that
 aJ A12 A13A21 bJ A23
A31 A32 cJ


2
= d2I6
holds. As the (3, 2)-block and the (3, 1)-block of this relation, we have
A12 = −A31
−1(bA32J + cJA32) and A21 = −A32
−1(aA31J + cJA31),
respectively. For each element of these relations we have (8). Moreover, as the diagonal
element of the relation, we have (9).
In what follows, we proceed with our investigation under the parametrization (8).
We assume that
None of the values a, b, c, d, c± d, a± c, a± d, b± c, b± d is an integer
in addition to (7).
3 Local solutions
In this section we investigate local solutions of (4) near its singular points, and derive
the condition for determining the accessory parameters.
The system (4) has regular singularity at x = 0, 1 and ∞. Near x = 1 it has
solutions of the form
y(x) =
∞∑
r=0
g(r)(x− 1)r+ρ, ρ = 0, ±b,
5
where the coefficient vectors g(r) (r = 0, 1, 2, . . .) are determined by the system of
difference equations{
(r + ρ+ 1)(T − I4)g(r + 1) = {(r + ρ)I4 −A}g(r),
ρ(T − I4)g(0) = 0.
(10)
Near x =∞ the system (4) has solutions of the form
y(x) =
∞∑
s=0
h(s)(x− 1)−s−σ, σ = ∓c, ∓d,
where the coefficient vectors h(s) (s = 0, 1, 2, . . .) are determined by the system of
difference equations{
{(s+ σ + 1)I4 +A}h(s + 1) = (s+ σ)(T − I4)h(s),
(σI4 +A)h(0) = 0.
(11)
In the system (10) we set z = r + ρ and g˜(z) = g(z − ρ). Then we obtain the
system of difference equations
(z + 1)(T − I4)g˜(z + 1) = (zI4 −A)g˜(z). (12)
Besides, in the system (11) we set z = s + σ + 1 and h˜(z) = h(z − 1 − σ). Then we
obtain the system of difference equations
(zI4 +A)h˜(z + 1) = (z − 1)(T − I4)h˜(z). (13)
Since T − I4 =
(
−1I2
0I2
)
, both (12) and (13) are reducible. Set
g˜(z) =
(
g˜1(z)
g˜2(z)
)
, h˜(z) =
(
h˜1(z)
h˜2(z)
)
and
(zI4 −A)
−1 =
1
(z2 − c2)(z2 − d2)
(
A11(z) A12(z)
A21(z) A22(z)
)
,
where g˜j(z) and h˜j(z) (j = 1, 2) are 2-dimensional, and Ajk(z) (j, k = 1, 2) are 2× 2
matrices. Then we obtain from (12) and (13) the systems of difference equations
− (z + 1)A11(z)g˜1(z + 1) = (z
2 − c2)(z2 − d2)g˜1(z) (14)
for g˜1(z) and
(z2 − c2)(z2 − d2)h˜1(z + 1) = (z − 1)A11(−z)h˜1(z) (15)
for h˜1(z), respectively.
Set
ε = b(a+ c)r1 + b(a− c)r2 − a(b+ c)r3 − a(b− c)r4,
δ = r1r2 − r3r4.
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Theorem 6. The systems (14) and (15) are substantially the same if and only if the
condition
ε = 0 and δ = 0 (16)
holds.
To show this theorem, we prove lemmas. We use the notation
ε′ =
2ε
(r1 − r2)(r3 − r4)
, δ′ =
2δ
(r1 − r2)(r3 − r4)
.
Lemma 7. Writing
A11(z) = z
3I2 + z
2Q11 + zR11 + S11,
we have
Q11 = aJ,
R11 =
1
2
(a2 − b2 − c2 − d2)I2 + ε
′
( a62
a61
r2
a61
a62
r1
)
− bδ′
(
c a62
a61
(a+ c)
a61
a62
(a− c) −c
)
,
S11 = bA12JA21 − ab
2J − 2abcδ′I2.
Proof. Since (A2 − c2I4)(A
2 − d2I4) = O, we have
(zI4 −A
2)−1 =
1
(z − c2)(z − d2)
{(z − c2 − d2)I4 +A
2},
and hence
(zI4 −A)
−1 = (zI4 +A)(z
2I4 −A
2)−1
=
1
(z2 − c2)(z2 − d2)
(zI4 +A){(z
2 − c2 − d2)I4 +A
2}
=
1
(z2 − c2)(z2 − d2)
{z3I4 + z
2A+ z(A2 − (c2 + d2)I4) +A
3 − (c2 + d2)A}.
From this formula we have
Q11 = aJ,
R11 = A12A21 + (a
2 − c2 − d2)I2,
S11 = bA12JA21 + aJA12A21 + aA12A21J + a(a
2 − c2 − d2)J.
Besides, with the aid of a computer algebra system, we can easily check that
A12A21 =
1
2
(c2 + d2 − a2 − b2)I2 + ε
′
( a62
a61
r2
a61
a62
r1
)
− bδ′
(
c a62
a61
(a+ c)
a61
a62
(a− c) −c
)
holds. Combining these expressions, we can obtain the formulas stated above.
Lemma 8. We have
detA11(z) = (z
2 − b2)(z2 − c2)(z2 − d2), tr (A12JA21) = 2acδ
′
7
and
A11(z)
−1 =
1
detA11(z)
(z3I2 + z
2Q˜11 + zR˜11 + S˜11),
where
Q˜11 = −aJ,
R˜11 =
1
2
(a2 − b2 − c2 − d2)I2 − ε
′
( a62
a61
r2
a61
a62
r1
)
+ bδ′
(
c a62
a61
(a+ c)
a61
a62
(a− c) −c
)
,
S˜11 = ab
2J − bA12JA21.
Proof. The determinant of A11(z) follows from the equality(
A11(z) A12(z)
I2
)
(zI4 −A) =
(
(z2 − c2)(z2 − d2)I2
−A21 zI2 − bJ
)
.
We can obtain tr (A12JA21) by direct calculation. As for A11(z)
−1, we have
A11(z)
−1 =
1
detA11(z)
adjA11(z)
=
1
detA11(z)
{z3I2 + z
2((trQ11)I2 −Q11) + z((trR11)I2 −R11) + (trS11)I2 − S11}.
Substituting trQ11 = 0, trR11 = a
2− b2− c2−d2, trS11 = −2abcδ
′, we can obtain the
formulas stated above. Here we have used tr (A12JA21) = 2acδ
′ to calculate trS11.
Proof of Theorem 6. We can write the systems (14) and (15) in the form
g˜1(z + 1) = −
1
(z + 1)(z2 − b2)
(z3I2 − z
2aJ + zR˜11 + S˜11)g˜1(z),
h˜1(z + 1) = −
z − 1
(z2 − c2)(z2 − d2)
(z3I2 − z
2aJ + zR11 − S11)h˜1(z).
From these expressions it is obvious that the systems (14) and (15) are substantially
the same if (16) holds. So, we only have to show that the condition (16) holds if (14)
and (15) are substantially the same. Throughout the proof, we write
z3I2 − z
2aJ + zR˜11 + S˜11 =
(
b11(z) b12(z)
b21(z) b22(z)
)
,
z3I2 − z
2aJ + zR11 − S11 =
(
c11(z) c12(z)
c21(z) c22(z)
)
.
Assume that the systems (14) and (15) are substantially the same. Then we have
cjk(z)blm(z)− bjk(z)clm(z) = 0 (j, k, l,m = 1, 2).
By direct calculation we obtain
c11(z)b22(z)− b11(z)c22(z) = −4bcδ
′z4 + · · · ,
c12(z)b22(z)− b12(z)c22(z) = 2
a62
a61
{r2ε
′ − (a+ c)bδ′}z4 + · · · ,
c21(z)b22(z)− b21(z)c22(z) = 2
a61
a62
{r1ε
′ − (a− c)bδ′}z4 + · · · ,
which gives δ′ = 0 and ε′ = 0. This completes the proof.
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Remark 9. Set
g˜1(z) =
(−1)z
Γ(z + 1)Γ(z − b)Γ(z + b)
gˆ1(z),
h˜1(z) =
(−1)zΓ(z − 1)
Γ(z − c)Γ(z + c)Γ(z − d)Γ(z + d)
hˆ1(z).
In the case that (16) holds, both gˆ1(z) and hˆ1(z) satisfy the system
f(z + 1) =
{
z3I2 − z
2aJ +
1
2
z(a2 − b2 − c2 − d2)I2 + ab
2J − bA12JA21
}
f(z).
4 Determination of the accessory parameters
In this section we show that by the condition (16) we can determine the special values
of accessory parameters in (4).
Proposition 10. Suppose that r1, r2, r3 and r4 satisfy the condition (16) in addition
to (9). Then we have
r1 =
(a+ b− c)2 − d2
(a+ b+ c)2 − d2
r4, r2 =
(a− b+ c)2 − d2
(a− b− c)2 − d2
r4,
r3 =
r1r2
r4
=
((a+ b− c)2 − d2)((a− b+ c)2 − d2)
((a+ b+ c)2 − d2)((a− b− c)2 − d2)
r4.
(17)
Proof. Putting
rj
r4
= 1 + sj (j = 1, 2, 3),
from (9), ε = 0, δ = 0 we obtain
{((a+ b+ c)2 − d2)s1 − ((a− b− c)
2 − d2)s2 + 4ac}s3
+ 4{b(a + c)s1 + b(a− c)s2} − 4ab(s1s2 + s1 + s2) = 0,
b(a+ c)s1 + b(a− c)s2 − a(b+ c)s3 = 0,
s1s2 + s1 + s2 − s3 = 0,
respectively. Solving these equations under the condition (s1 − s2)s3 6= 0 equivalent
to (r1 − r2)(r3 − r4) 6= 0, we have
s1 = −
4(a+ b)c
(a+ b+ c)2 − d2
, s2 =
4(a− b)c
(a− b− c)2 − d2
.
Lastly, by the definition of sj we obtain (17).
Theorem 11. In the system (4) with (8) and (9), put
a = ψ++++, b = ψ−+−+, c = ψ++−−, d = ψ+−−+, (18)
and assume the condition (16). Then the system (4) coincides with the system (3) up
to a diagonal transformation.
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Proof. For A of (4), taking
D =


µ
a41
ν
a42
µ
a41
a31
λ
1

 ,
we have
D−1AD =


a a13a31
λ
a14a41
µ
−a a31a42
a32a41
a23a32µ
λν
a24a42
ν
λ a32a41
a31a42
λν
µ
b
µ ν −b

 .
Substituting (17) and then (18) into (8), we obtain
a13a31 = a24a42 =
4ψ+000ψ00+0ψ+−++ψ+++−
ψ++++ψ−+−+
,
a14a41 = a23a32 =
4ψ0+00ψ000+ψ−+++ψ++−+
ψ++++ψ+−+−
,
a13a24
a14a23
=
a31a42
a32a41
=
ψ+000ψ00+0ψ+−++ψ+++−
ψ0+00ψ000+ψ−+++ψ++−+
.
Combining these, we see that D−1AD is equal to A0 in (3) when we take the values
λ =
4ψ+000ψ00+0
ψ−+−+
, µ =
4ψ0+00ψ000+
ψ+−+−
, ν =
ψ+−++ψ+++−
ψ+−+−
.
Namely, the transformation y = Du with these λ, µ, ν changes (4) to (3).
5 Concluding remarks
Remark 12. From solutions
y(x) =
∞∑
r=0
g(r)xr+ρ, ρ = 0, ±a,
near x = 0 and
y(x) =
∞∑
s=0
h(s)x−s−σ, σ = ∓c, ∓d,
near x =∞, we can obtain the same result as Theorem 11.
Remark 13. Under the parametrization (8), the matrix A has a left eigenvector
v =
(
a61 a62 a63 a64
)
with respect to the eigenvalue c, namely, vA = cv holds. Consider the single differential
equation of the fourth order satisfied by
η = vy = a61y1 + a62y2 + a63y3 + a64y4,
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where y = t
(
y1 y2 y3 y4
)
is the unknown of (4). Making use of the computer alge-
bra system Risa/Asir with the library os muldif.rr by Oshima [4], we can obtain
ℓ0(x)η
′′′′ + ℓ1(x)η
′′′ + ℓ2(x)η
′′ + ℓ3(x)η
′ + ℓ4(x)η = 0, (19)
where
ℓ0(x) = x
2(x− 1)2{εκx − a(r3 − r4)(ε− b(c+ 1)r1 + b(c+ 1)r2)},
ℓ1(x) = x(x− 1)(9εκx
2 + · · · ),
ℓ2(x) = ( · · · )εκx
3 + · · · ,
ℓ3(x) = ( · · · )εκx
2 + · · · ,
ℓ4(x) = ( · · · ){εκx − a(r3 − r4)(ε− b(c+ 2)r1 + b(c+ 2)r2)}.
Here κ = br1− br2+ ar3− ar4 and ( · · · ) denotes a factor not containing x. From this
we see that the condition ε = 0 is a sufficient condition under which the equation (19)
has no apparent singularities. Using the command expat of os muldif.rr, we can
verify that the Riemann scheme of (19) is

x = 0 x = 1 x =∞
0 0 2 + c
1 1 −c
a b 1 + d
−a −b 1− d


in the case ε = 0. Moreover, in the situation that ε = 0, δ = 0 and (18) hold we have
vy = xψ++++vDP−1w
= xψ++++
a64
2ψ+000ψ−+++
(
4ψ+000ψ0+00 2ψ0+00 2ψ+000 1
)
w
= xγ−1
2a64
α1(−α1 + α2 + β1 + β2)
(
α1α2 α2 α1 1
)
w
= −
2a64
α1(α1 − α2 − β1 − β2)
xγ−1(α1f1 + xf1
′)(α2f2 + xf2
′),
where γ = ψ++++ + 1 = (α1 + α2 + β1 + β2 + 2)/2. Since we have
αjfj + xfj
′ = 2F1(αj + 1, βj , γ;x)
for fj = 2F1(αj , βj , γ;x), we see that in that situation (19) is the equation satisfied by
η = xγ−12F1(α1 + 1, β1, γ;x)2F1(α2 + 1, β2, γ;x),
which is corresponding to the equation treated by Ebisu-Haraoka-Kaneko-Ochiai-
Sasaki-Yoshida [3, §5.2].
Remark 14. For the system (3) we take
V =


4ψ+000ψ0+00 ψ−+++ψ+−++ 2ψ0+00ψ+−++ 2ψ+000ψ−+++
4ψ00+0ψ000+ ψ++−+ψ+++− 2ψ000+ψ+++− 2ψ00+0ψ++−+
4ψ+000ψ000+ ψ−+++ψ+++− 2ψ000+ψ+++− 2ψ+000ψ−+++
4ψ0+00ψ00+0 ψ+−++ψ++−+ 2ψ0+00ψ+−++ 2ψ00+0ψ++−+


11
and put
φ = V u.
The matrix V consists of left eigenvectors of A0 to satisfy
V A0V
−1 = Λ, Λ =


ψ++−−
ψ−−++
ψ+−−+
ψ−++−

 ,
and hence φ satisfies
dφ
dx
= V (xI4 − T )
−1V −1Λφ.
Moreover, we have
φ = xγ−1V P−1w
= xγ−1


2F1(α1 + 1, β1, γ;x)2F1(α2 + 1, β2, γ;x)
2F1(α1, β1 + 1, γ;x)2F1(α2, β2 + 1, γ;x)
2F1(α1 + 1, β1, γ;x)2F1(α2, β2 + 1, γ;x)
2F1(α1, β1 + 1, γ;x)2F1(α2 + 1, β2, γ;x)

 ,
where γ = (α1 + α2 + β1 + β2 + 2)/2, since we have
V P−1 =


α1α2 α2 α1 1
β1β2 β2 β1 1
α1β2 β2 α1 1
β1α2 α2 β1 1


by direct calculation.
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