Handling imbalanced datasets is a challenging problem that if not treated correctly results in reduced classification performance. Imbalanced datasets are commonly handled using minority oversampling, whereas the SMOTE algorithm is a successful oversampling algorithm with numerous extensions. SMOTE extensions do not have a theoretical guarantee during training to work better than SMOTE and in many instances their performance is data dependent. In this paper we propose a novel extension to the SMOTE algorithm with a theoretical guarantee for improved classification performance. The proposed approach considers the classification performance of both the majority and minority classes. In the proposed approach CGMOS (Certainty Guided Minority OverSampling) new data points are added by considering certainty changes in the dataset. The paper provides a proof that the proposed algorithm is guaranteed to work better than SMOTE for training data. Further, experimental results on 30 real-world datasets show that CGMOS works better than existing algorithms when using 6 different classifiers.
INTRODUCTION
In many real world problems, the distribution of data between classes is imbalanced. Learning from imbalanced datasets is an important research problem with many applications.
The fundamental issue in imbalanced learning is the ability of imbalanced data to significantly compromise the performance of standard learning algorithms [19] . Generally, there are three primary reasons that can cause this problem [28] . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. The first reason is that the lack of data in the minority class makes it difficult to detect regularities within the minority class. Thus, the learned decision boundaries are less likely to approximate the true decision boundaries.
Second, many classification algorithms utilize a general bias for better generalization and to avoid overfitting during learning. However, such bias can adversely affect the ability to learn the minority class. Inductive bias also plays a key role with respect to the minority class. Most classification algorithms prefer more common classes in the presence of uncertainty (i.e., they are biased in favor of the class priors).
Last but not least, noise exerts a greater impact on the minority class, because in this case it is more difficult for a classifier to distinguish noise from minority data. This is especially so in extreme cases where the number of noisy samples is greater than actual minority samples. The problem of overfitting rises again when modifying the classifier to learn the minority data correctly.
To address these problems, numerous research efforts have been devoted to imbalanced learning in recent years. The majority of techniques that solve the imbalanced learning problem fall into two categories: cost-sensitive methods and sampling-based methods. In the next section, we review related work on sampling-based methods.
Related work
A number of solutions to the class-imbalance problem were previously proposed both at the data and algorithmic levels [5] . There are mainly three groups of methods that can solve imbalanced learning problem [19] including sampling methods, cost sensitive methods, and kernel methods. Sampling-based methods are very effective and easy to use when solving imbalanced learning problems. In addition, sampling-based methods can be used together with methods in the other two groups to further improve performance. In such approaches a sampling technique is used to modify an imbalanced dataset to produce a balanced distribution. It has been shown that for most imbalanced datasets, sampling techniques do improve classification accuracy.
The basic sampling methods include undersampling and oversampling. Undersampling reduces majority class samples while oversampling increases minority class samples. While several approaches achieving data balance through undersampling have been proposed in the past [21] [30], more research efforts have been devoted to oversampling due to the fact that oversampling does not discard information.
The simplest form of oversampling is duplication of minority class samples. This approach decreases the overall level of class imbalance, but may lead to overfitting [11] . SMOTE [4] is a funda-mental approach for oversampling using data synthesis. To balance the dataset, SMOTE randomly selects a seed sample and synthesizes a new sample by applying a linear interpolation between the seed sample and one of its neighbors. Large research efforts have been devoted to feature space data synthesis based on SMOTE. Several methods integrate data synthesis as a part of the learning procedure. For example, by introducing SMOTE in each iteration of boosting, SMOTEBoost [6] increases the number of minority class samples and focus on these cases in each boosting iteration. Using the same idea of boosting, DataBoost-IM [16] and RAMO-Boost [7] discover samples difficult to classify during each iteration of boosting, which are used to guide the oversampling in both the majority and minority classes.
In another group of minority oversampling approaches, the data synthesis procedure is independent of the learning processes. Such methods give preferences to different regions of a dataset by assigning weights to samples in the dataset. These weights can then generate a probability distribution which is used for randomly drawing samples. In such approaches the data synthesis can be completed in one step. Methods in this group include Borderline-SMOTE [17] , Adasyn [18] , [1] and MWMOTE [2] . All of these methods synthesize more samples along decision boundaries. However, these methods do not have objective functions to systematically guide the process of oversampling and so do not have a systematic way to decide on where new data should be synthesized. Thus, such approaches cannot measure the impact of each synthetic sample. As a result, there are several potential problems. One is that the oversampling procedure may sacrifice the performance of the majority class in order to improve the performance of the minority class in the classification. Another is that synthetic minority samples themselves can be misclassified and affect the performance in the minority class.
Novel Contribution
The proposed approach, CGMOS, is a member of the SMOTE family that can achieve data oversampling in a single step. To address some of the shortcomings in existing approaches, we propose a novel oversampling strategy by systematically considering the performance of both minority and majority classes. Based on a Bayesian classification framework, our proposed approach computes the influence of minority data addition on the certainty of the entire dataset. CGMOS thus, can synthesize new samples that will improve the overall certainty of the entire dataset in classification. We prove that during training CGMOS is guaranteed to perform better than SMOTE when using Bayesian classification. To validate the proof, We further show experimentally that CGMOS outperforms known approaches when tested on real-world data set collections using different classifiers.
PROBLEM FORMULATION
In this paper, we address the binary classification problem for imbalanced datasets. Let D = {(xj, yj )} n j=1 be a training dataset, where xj ∈ R m are features and yj ∈ {l mjr , l mnr } are ground truth class labels. We begin by formally defining the certainty of imbalanced binary classification using a Bayesian framework, where a kernel density estimation (KDE) is used to estimate the samples' probability density function (PDF). We then show how CGMOS can synthesize more samples according to the certainty estimation.
Definition of Certainty
Suppose (xj, yj ) is any tuple in the training dataset D, where xj is a feature vector and yj is the ground truth label of xj.
A Bayesian classifier maps xj → l, l ∈ {l mjr , l mnr } using following rule.
where the posterior probability P (l|xj) is computed using Bayes' rule:
Uncertainty is commonly used in machine learning algorithms. In this work, we use the posterior probability P (yj|xj) to define certainty. This is because in classification, the posterior probabilities P (yj|xj) reflect the certainty of assigning a sample to a correct label, where higher numbers indicate classification results with a stronger certainty. Definition 1. (Certainty) Let (xj, yj ) be any tuple in D, where xj is a feature vector and yj is the ground truth label of xj. The certainties for samples in the majority and minority class are respectively defined as:
It should be noted that in the case of binary classification the definition of certainty above is related up to some constants to the uncertainty defined in [26] based on margin confidence.
PDF Estimation
There are two general ways to estimate a density function: parametric or non-parametric. In this work we use a non-parametric model so as to not depend on a specific distribution model. We use kernel density estimation (KDE) [12] [31] to estimate the likelihood P (xj|l), l ∈ {l mjr , l mnr }.
Assuming that the data is independent and identically distributed (i.i.d) and drawn from some distribution with an unknown density P (xj|l), we have using KDE:
where l ∈ {l mjr , l mnr }, I(·) is an indicator function, and K(·) is a kernel function which has zero mean and integrates to one. Given any sample x k , the bandwidth h k of the sample x k controls the effective range of the kernel and smoothness of the density function.
Intuitively one wants to choose h k as small as the data allows to exhibit as many underlying structures of the data as possible. Small bandwidth, however, will result in a noisy estimate. In this work, for any sample x k , we calculate a bandwidth h k as a scaled average distance between x k and its q nearest neighbors:
where N (x) is the set of the q nearest neighbors of x k and σ > 0 is a scale factor applied to the distance.
Oversampling Seed Selection
In most classification algorithms, samples close to decision boundaries have less certain classification results. In order to achieve better predictions for such samples, many existing approaches synthesize data directly along the boundaries. However, this is risky and the expected performance improvement is not guaranteed. There are two primary reasons. First, samples from both classes are mixed in regions near the boundaries. Synthetic samples if added to these regions are less predictable and hard to learn. Second, adding synthetic minority samples to these regions may adversely impact the majority class, which may in turn decrease the performance of the majority class in classification. Instead of unguided oversampling near the boundaries, our proposed approach targets adding samples by considering the certainties of both the minority and majority classes before and after adding the samples. The synthetic samples thus are added to locations that can improve the overall certainty of the original data and boost the performance of the classification.
CGMOS uses a similar procedure as SMOTE when synthesizing a new sample. The sample is produced by interpolating between one seed sample and some of its neighbors. However, instead of randomly drawing a seed sample for interpolation, CGMOS assigns each sample (xi, yi) ∈ D a weight W (xi) which is used to determine the probabilities of xi being chosen for interpolation. A higher weight results in a higher probability of a point being selected.
To compute W (xi), we suppose that a new sample will be added to the same location as xi. The weight W (xi) is computed as a relative certainty change 1 comparing the certainty before and after the sample is added. With a new sample added at location xi, we update the certainty for all (xj, yj) ∈ D and denote it as C+i(yj|xj).
Definition 2. (Relative Certainty Change)
The relative certainty change of label yj assigned to feature xj due to adding a minority example at location xi is defined by:
where C(yj|xj) is the certainty before addition. When computing W (xi), CGMOS considers the relative certainty changes of examples from both the majority and the minority classes. W (xi) is computed as the average value of relative certainty changes of all samples in the dataset.
Given W (xi) for all xi ∈ D, it is easy to see W (xi) > 0. We compute a normalization factor z so that 1
Therefore, the oversampling procedure can randomly choose sample for interpolation according W (xi)/z. The interpolation phase of CGMOS is the same as SMOTE [4] .
A demonstration of CGMOS is shown in Fig. 1 . In this figure, samples in both the majority and minority classes are randomly drawn based on Gaussian distribution, where the means of the two datasets are on the same horizontal line, and the mean of the majority is to the right of the minority. The majority class contains 2000 samples and the minority class contains 400 samples. Color in part 1 of the figure indicates the certainty of each example with 1 Measuring absolute certainty increments will not work, because measuring magnitude will give higher preference to parts which already have high certainty.
respect to its class, where red indicates high certainty. We highlight 3 regions (A, B, C) in the minority class. Samples in region A have relative high certainties, sample in region B has low certainties and region C is a boundary region in which samples have the lowest certainties. Part 2 of the figure shows the weight of each example as computed by our approach where red indicates high values. Region B has higher values and is where CGMOS will synthesize most of the samples.
To show the certainty changes induced by adding samples at different locations of the dataset, in part 3 of the figure we add one minority sample and move its location with a fixed step size from left to right on a horizontal line passing through the two classes. We then compute the relative certainty changes for all samples in both classes. As can be observed, by measuring relative certainty changes, CGMOS will assign a higher weight to samples in region B. The figure also shows that by oversampling more in region B, the certainty of the entire dataset gets improved, because the relative certainty changes are positive. 
THEORETICAL GUARANTEE OVER SMOTE
Several existing approaches claim handling imbalanced learning better than SMOTE. Such claims are normally validated using empirical tests without a theoretical guarantee and in some instances may not extend to new datasets. In this section we provide a theoretical guarantee showing that CGMOS is expected to work better than SMOTE in training.
Let D = {(xj, yj )} n j=1 be a training dataset. Let W (D) = {W (xi)} n i=1 be the sample weights computed using Eqn. 6.
Lemma 1. Given a set of weights {W (xi)} n i=1 as defined above and a normalization factor z given by
Proof Let W be an n-dimensional vector whose elements are W (xi).
Let I be an n-dimensional vector whose elements are all 1. Using the Cauchy-Schwarz inequality we have:
Definition 3. (Addition Likelihood Ratio) Let θ denote the nonparametric likelihood estimate P (xj|l), l ∈ {l mjr , l mnr } before a new sample xi is added, and θ ′ denote the non-parametric likelihood estimate after the new sample is added. The addition likelihood ratio r+i(yj |xj) of example xj by adding data to xi location is defined as the ratio between the likelihood estimate after the new addition and the likelihood estimate before the new addition:
r+i(yj|xj ) ≡ P (yj|xj; θ ′ )/P (yj|xj; θ).
Lemma 2. The addition likelihood ratio r+i(yj|xj ) is related to the relative certainty change ratio R+i(yj |xj) by:
Proof According to the definition of the certainty, we have that C+i(yj|xj ) = P (yj|xj; θ ′ ) and C(yj |xj; θ) = P (yj|xj ; θ). Then P (yj|xj ; θ ′ ) = r+i(yj |xj)P (yj|xj; θ) according to the definition of likelihood ratio. Given Eqn. 5, we have that
By simplifying this equation, we thus have r+i(yj |xj) = 1 + R+i(yj |xj).
The addition likelihood ratio defined in Eqn. 7 measures the gain in adding a new point, where higher gains are desired. Note that while the gain is normally close to 1 it may be bigger or smaller than 1. 
Lemma 3. Given the average gain, it must be that:
Proof Using the definition of W (xi) we have
R+i(yj |xj)
Using Lemma 2 we can replace r+i(yj|xj ) − 1 with R+i(yj|xj).
The average gain is an indicator of the benefit of CGMOS. We show that the expected average gain is higher in proposed approach compared with SMOTE.
Theorem 1. The expected average gain in CGMOS is higher or equal to that of SMOTE.
Proof For CGMOS the expected average gain is given by:
where z is the normalization factor as defined earlier. Using Lemma 3:
For SMOTE the expected average gain is given by:
Using Lemma 3:
Using Lemma 1:
RESULTS AND DISCUSSION

Datasets
30 real-world datasets were randomly chosen from the UCI machine learning repository [20] for empirical testing of CGMOS. Most of the datasets were released within the past 10 years. As some of the datasets contain samples of more than two classes, we convert such datasets to a binary classification problem by keeping the class with the least data and merging all other classes. A summary of the test collections is provided in Table 1 .
Compared Approaches
According to a survey of imbalanced learning [19] , there are mainly three groups of methods addressing imbalanced learning: sampling methods, cost sensitive methods, and kernel methods. The proposed CGMOS belongs to the sampling group. Thus, we compare CGMOS to five other oversampling methods in this group: SMOTE [4] , Borderline-SMOTE [17] , ADASYN [18] , MWMOTE [2] and RAMOBoost [7] . Since oversampling by duplication is broadly used in many applications as a baseline, we add it to our evaluation as well. To demonstrate the improvement of these oversampling strategies, we include in the comparison raw data with no oversampling. It should be noted that sampling methods are often combined with cost sensitive methods and kernel methods to further boost learning. [ 
Base classifiers
We match the compared classifiers to classifiers used in other SMOTE extension evaluations. Six well-known classifiers are tested in our experiments: Bayesian classifier based on kernel density estimation described in Section 2 (b-kde), K nearest neighbors classifier (knn), support vector machine classifier using RBF kernel (svm), neural network (nn) with one hidden layer, a random forest implementing the C4.5 decision tree [25] (rf), and Adaboost.M1 [15] . All hyper-parameters of the classifiers tested were determined by cross validation to ensure the best performance of each method.
Evaluation metric
Finding an appropriate evaluation metric for different tasks is challenging, since different evaluation metrics are designed for different purposes. The datasets used in this paper cover topics ranging from financial applications to medical treatments. To achieve a general evaluation and avoid bias, we follow the method in [4] [7] and use different metrics to evaluate the performance of the proposed CGMOS oversampling algorithm. In these evaluation metrics, P recision and Recall are used. The F -score combines P recision and Recall using harmonic mean as measure of overall classification performance. We use F 1 score in our evaluations. We also compute the Gscore which is the geometric mean of P recision and Recall and is able to evaluate the degree of inductive bias in terms of a ratio of positive accuracy and negative accuracy [19] .
As both F -score and G-score concentrate their measures on one class (positive examples) [27] , to have a general way of comparing our test results, we switched the labeling of positive examples between the majority and minority classes when computing the F -score and G-score. Thus, we show F -score and G-score for the majority and the minority classes separately.
Although, both F -score and G-score are common evaluation metrics, they capture a single point of performance. Thus, we employ ROC curves [13] [14] [23] in the evaluation.
ROC curves show relative trade-off between benefit (true positive) and cost (false positive). A useful property that makes ROC curves a good metric in imbalanced learning lies in the facts that ROC curves are insensitive to changes in class distribution. This makes easier comparing the performance of models trained by dataset oversampled by different algorithms. We also compute area under the ROC curve (AUC) for each evaluated method.
Results
This section presents the performance of CGMOS and the evaluated methods on 30 real-world datasets. All results are averged from 10 rounds of 10-fold cross-validation. A summary of the experiment results is shown in Table 2 and the ROC curves are shown in Figure 2 .
Considering the classification results of the minority class, it can be observed that the proposed approach outperforms most of the compared methods under all classification algorithms in terms of F -score and G-score. For F -score and G-score of the majority class, the proposed approach in most cases is only second to the original data without oversampling. This is because the original dataset is imbalanced and it favors the majority class more than the minority class during classification. Overall, CGMOS achieves the best AUC over all tests. This is because the proposed approach takes into account both of the majority and minority classes and increases the certainties of the two classes while oversampling. The same conclusion can be made using the ROC curves shown in Fig. 2 . The proposed approach has the highest curves almost everywhere. The proposed approach achieves the best result when random forest is used as a classifier. For b-kde as the classifier, the proposed approach gets the largest improvement since the design of the proposed approach uses b-kde for certainty computations.
To get a closer view of the performances of all compared methods on each dataset, we show the AUC results of CGMOS and all other compared methods for each dataset in Table 3 . The table shows that on average the AUC of CGMOS is 2 percent higher than SMOTE whose AUC is 2nd highest.
Previous studies show that it is not necessary for a learning procedure to obtain best classification results when a dataset is perfectly balanced [3] [29] . How much to oversample is usually empirically determined [5] . To evaluate this aspect we performed another experiment in which we synthesized an increasing number of minority samples and investigated how different amounts of new samples impact classification results.
Let δ denote the difference of data samples between the majority and minority classes. We performed multiple experiments where in each round we synthesized kδ new samples of the minority class where k gradually increased from 0.5 to 5. The classification results are shown in Figure 3 . As can be observed in the results, CGMOS achieves the best results in all cases. Also, observe that when increasing the number of data samples added, the results of CGMOS are much more robust compared with other approaches. Note that the results of some methods such as Dup(bkde), B-SMOTE(knn) and B-SMOTE(Adaboost.M1) are even lower than the results at the starting point where datasets are not oversampled. This highlights the advantage of CGMOS when handling oversampling on boundary samples.
Statistical Significance Analysis
We evaluate the statistical significance of the classification results of all compared approaches. We select as the null hypothesis the general statement that sample observations result purely from chance. For the null hypothesis to be rejected as false, the result has to be identified as being statistically significant.
To determine whether to reject a null hypothesis, a p-value is calculated, which is the probability of observing an effect given that the null hypothesis is true [10] . The null hypothesis is rejected if p-value is less than the significance level. The significance level is the probability of rejecting the null hypothesis given that it is true. The lower the significance level the more confident we can be in replicating the results and usually the significance level is set at 5%. A sample observation is determined to be statistically significant if p-value is less than 5%, which is formally written as p < 0.05 [22] .
We follow the same protocols used in [9] [7] [2] and choose to use the Wilcoxon signed-ranks test in this paper. Wilcoxon signedranks test is a nonparametric statistical procedure for comparing two samples that are paired, or related [8] . Different from t-test [24] [32][9] whose null hypothesis is that the mean difference between pairs is zero, the null hypothesis of Wilcoxon signed-ranks test is that the median difference between pairs of observations is zero.
The test results are shown in Table 4 . It could be seen from the table that the p-value of all tests are smaller than 0.05 and pass the test.
CONCLUSION
In this paper, we address the imbalanced binary classification problem by proposing a novel minority oversampling strategy. Different from existing approaches, CGMOS does not randomly synthesize new data along decision boundaries. Instead, CGMOS computes the Bayes classification certainties for both the majority and minority classes and then synthesize new samples based on improvement of the certainties for samples in both classes. We prove b-kde knn svm nn rf Adaboost.M1 that CGMOS can achieve better classification results compared with SMOTE. In addition, experimental results show that CGMOS outperforms known oversampling techniques using various metrics.
