We make a case that, even with severe efficiency constraints, taking the number of bits to code each motion vector into account when estimating motion for video compression results in sigmficantly better performance at low bit rates, using simulation studies on established benchmark image sequences. In particular, we examine an algorithm that differs from a "VaniUa" implementation of the H.261 standard by choosing motion vectors to "kx a cost function of prediction error and the number of bits to code a particular motion vector, where the coefficients of the cost function are adapted on-line using the Widrow-Hoff rule. We show that this algorithm performs comparably to a variety of more ideakid, computationally intensive methods we examined in earlier papers and substantially better than the original 'tanilla" method, which ignores the number of bits to code the motion vector when choosing it.
Introduction
Hybrid video coding that combines block-matching motion compensation (BMMC) [l] with transform coding of the residual is a popular scheme for video compression adopted by international standards such as H.261 [2, 3] and MPEG [4] . Motion compensation is a technique that exploits the typically strong correlation between successive frames of a video sequence by coding motion vectors that tell the decoder where to look on the previous frame for predictions of the intensity of each pixel in the current frame. With BMMC, the current frame is divided into blocks (usually 8 x 8 or 16 x 16) whose pixels are assigned the same motion vector. The residual from motion compensation is then coded with a block-transform coder, such as the 2D DCT. We are concerned primarily with video coding at low bit rates for applications such as video-phone and video-conferencing, where the bit rate is typically limited to 64 kbls or less. At such low bit rates, the coding of motion vectors and side information takes up a significant portion of the bandwidth. This observation had been previously made in [5] , but much of the work on block-matching motion compensation remained focused on speeding up the motion search until [6], where we described techniques that explicitly minimize rate (which includes coding of residuals, motion vector, and side information) when choosing motion vectors. In [7] we extended this work by performing motion estimation to "ize a combination of rate and distortion. In related work, Chung, Kossentini and Smith [8] considered rate-distortion optimizations for motion estimation in a video coder based on subband coding and vector quantization.
The explicit minimization algorithms described in [6, 7] are computationally intensive and therefore not practical for use in real-time, cost-effective solutions for desktop videoconferencing and video-phone. However, they serve to demonstrate that by taking the coding of motion vectors into consideration when performing motion estimation, we can get appreciably better results. In [7] , we reported on preliminary experiments regarding the use of efficiently computed cost measures for motion estimation that take into account the coding of motion vectors as well as the prediction error energy. A way to think of that work was that it evaluated "two-pass" algorithms, where a first pass was used to estimate the parameters of the cost function used. Such algorithms are clearly not useful for videoconferencing and videophone applications. In this paper, we examine the use of algorithms which adaptively set the parameters of the cost function "on-the-fly". Our results show that this practice improves performance in addition to its obvious advantages of practicality and flexibility.
We implemented and tested our motion estimation algorithms within the H.261 standard (also known informally as the p x 64 standard). The p x 64 standard is intended for applications like video-phone and video-conferencing, where low bit rates are required, not much motion is present, and frames are to be transmitted with low encoding delay. We provide experimental results for coding benchmark videos typically encountered in video-phone and video-conferencing applications.
In the next section, we provide a brief overview of the p x 64 standard. In Section 3, we review the explicit minimization coders described in [6, 7] . We then describe heuristic cost functions based on the prediction error and motion vector code-length in Section 4. These heuristic functions are implemented in two p x 64 coders and are found to give compression performance comparable to the explicit minimization coders while running much faster. At a high level, the basic encoding process is as follows. For each macroblock M , the encoder chooses a motion vector v' (how this is done is left unspecified in the standard), and the difference between v' and the motion vector for the previous macroblock is transmitted, using a static Huffman code. For each 8 x 8 block B contained in M , a lossy version of the block of prediction errors obtained by using v' to predict B is then transmitted. This is done by applying a 2D DCT to the block of prediction errors, quantizing the transform coefficients, and sending the result using a run-lengWHuffmancoder, where the coefficients are scanned in a zig-zag order. The encoder has the option of changing certain aspects of the above process. First, the encoder may simply not transmit the current macroblock; the decoder is then assumed to use the corresponding macroblock in the previous frame in its place. If transmitted, the macroblock can be transform-coded with motion compensation (interframe coding) or without (intraframecoding). If motion compensation is used, there is an option to apply a linear filter to the previous decoded frame before using it for prediction.
The p x 64 standard does not specify how to make coding decisions. However, to aid in the evaluation of different coding techniques, the CCI'IT provides an encoder simulation model called Reference Model 8 (RM8) [9] . A fast three-step search is used for motion estimation. RM8 specifies several heuristics used to make the coding decisions. The variance of the prediction error for the luminance blocks in M by using v'is compared against the variance of the luminance blocks in M to determine whether to perform intraframe or interframe coding. If interframe mode is selected, the decision of whether to use motion compensation with a zero motion vector or with the estimated motion vector is made by comparing the mean absolute difference (MAD) of motion compensation with zero motion against that with the estimated motion vector. The loop filter is enabled if a non-zero motion vector is used. The decision of whether to transmit the block-transform coefficients is made individuaJly for each block in a macroblock by considering the values of the quantized transform coefficients. If all the coefficients are zero for a block, they are not transmitted for that block.
As a basis for comparison of the different motion estimation schemes presented in this paper, we use the "vanilla" p x 64 coder supplied by the Portable Video Research Group (PVRG). The PVRG coder implements many, but not all, of the RM8 heuristics. Most notably, full-search motion estimation is used instead of the three-step process. Details about the PVRG implementation can be found in [lo] .
Explicit Minimization Algorithms
In this section, we brie5y describe the explicit " k i t i o n algorithms of [6, 7] . The first two algorithms, M1 and M2, "ize code-length and the third, RD, " i z e s a combination of code-length and distortion. The RM8 simulation model and the PVRG coder both perform motion estimation to minimize prediction error. Algorithm M1 applies bit-minimization to estimate motion. For each macroblock, a motion vector is chosen to minimize the number of bits used to encode the macroblock.' This includes coding of quantized transform coefficients for the luminance blocks, the motion vector, and other side information. Coding decisions are made in the same way as with the PVRG coder.
Algorithm M2 takes bit-minimization further by including coding control in the minimization. In Algorithm M1, the decisions of whether to perform motion compensation and whether to use a loop filter with motion compensation are made using several heuristics.
In Algorithm M2, these decisions are also made to minimize code-length: All three combinations of the decisions are tried, and the one resulting in the minimum code-length is used.
Choosing motion vectors and making coding decision based solely on the code-length may not be the best policy if the resulting distortion is ignored. There may be cases where the choice of motion vector and coding decisions that minimize code-length results in a relatively high distortion, whereas another choice would have a slightly higher code-length but substantially lower distortion. From a rate-distortion perspective, the latter choice may be better. Algorithm RD takes both rate and distortion into account when performing motion estimation. Specifically, algorithm RD minimizes a cost function that is a linear combination of rate and distortion:
Here El(;, q is the number of bits to code the current macroblock using motion vector v' and coding decisions Z, and D(v', Z ) is the resulting mean squared reconstruction error. The choice of the parameter X depends on the operational rate-distortion curve for the particular input video. The parameter X could be determined either by preprocessing a portion of the input video to estimate the rate-distortion curve or through an online iterative search method [ 1 11.
Heuristic Algorithms
While Algorithms M1, M2, and RD generally exhibit better rate-distortion performance than the base PVRG coder, they are computationally expensive. The additional computation is in the explicit evaluation of the rate (and distortion in the case of RD). To reduce the computational complexity, we propose to minimize an efficiently computed model of rate and distortion. The idea is that the prediction error (MSE, MAD, or similar measure) can be used to estimate the rate and distortion for transform coding. This estimate is then combined with the motion vector code-length, which is readily available with a table lookup. We develop such a cost function below and use it in two heuristic coders, H1 and H2, that are analogous to the explicit minimization coders, M1 and M2. Both H1 and H2 choose motion vectors to minimize the cost function. However, H1 makes coding decisions using 'Since this minimization is done on a macroblock basis, it is inherently a greedy process that does not result in a global optimization.
the same heuristic function that the PVRG and M1 coders use, and H2 chooses the coding control that minimizes the code-length given the estimated motion vectors. Since H2 has to try out three coding control choices, it will be about three times slower than HI. However, H2 gives us an indication of the performance that is achievable under H1 by improving the coding control. Algorithms HI and H2 were presented in [7] .
Heuristic Cost Function
Let I?(;) denote a measure of the prediction error that results from using motion vector V' t ! code the current macroblock. For example, the error measure could be defined as E(G) = (MAD(G),DC(V')), where MAD(V') is the mean absolute prediction error and
DC( G) is the average prediction error. Suppose we have a model H ( I?(;), Q) that gives us

~ I + I
estimate of the number of bits needed to code the motion compensation residual, where E(;) is defined above and Q is the quantization step size. We could then combine this estimate with B(G), the number of bits to code the motion vector v'. The result is a cost function that we can use for motion estimation:
As defined above, the function H provides an estimate of the number of bits needed to code the motion compensation residual with quantizer step size Q. As we will discuss later, it can also be used to estimate a combeation of the rate and distortion.
The choice of error measure, E , and heuristic function, H , are parameters to the motion estimation algorithm. In our investigations, we used MAD as the error measure, for computational reasons. We also looked at using the MSF, but this did not give any clear advantages over the MAD. It is also possible to define E to be a function of several vyiables. For the rest of this paper, we report only on the use of MAD for E' and denote E(;) by t for convenience, where the dependence on v' is implicit. We examine several choices for H and describe them below.
As mentioned above, we can use H to estimate the number of bits used to transformcode the prediction error. To get an idea of what function to use, we gathered experimental data on the relationship between the MAD and DCT-coded bits per macroblock for a range of motion vectors. Fixing the quantization step size Q at various values, the data was generated by running the RD coder on two frames of the QCEF Miss America sequence and outputting the MAD and DCT coded bits per macroblock for each choice of motion vector.
Visual inspection of the histogramed data suggests the following forms for H :
The above forms assume a fixed Q. In general, H also depends on Q; however, when using H to estimate the motion motion for a particular macroblock, Q is held constant to either a preset value or to a value determined by the rate control mechanism. We can treat the parameters ci as functions of Q. Since there is a small number (31) We can also model the reconstruction distortion as a function of prediction error. We use the RD coder to generate experimental data for distortion versus MAD and find a similar relationship as existed for code-length versus MAD. Again, we can consider using (345) to model the distortion. As with the RD coder, we can consider jointly optimizing the heuristic estimates of rate and distortion with the following cost function:
where HR is the model for rate, HD is the model for distortion.
If we use one of (3)- (5) for both HR and HD, the combined heuristic function, H = HR + AHD, would have the same form as HR and HD. Therefore we can interpret the heuristic as modeling a rate-distortion function. In this case, we can perform curve fitting once for the combined heuristic function by training on the statistic R + AD, where R is the DCT bits for a macroblock and D is the reconstruction distortion for the macroblock. As with RD, the parameter X can be determined from the rate-distortion curve, for example.
Experimental Results
For our experiments, we coded 49 frames of the "Miss America" sequence and 30 frames of the "Claire" sequence, both in QCIF (176 x 144) format sampled at 10 frames per second. These are "head and shoulders" sequences typical of the type found in video-phone and video-conferencing applications. We present results here for coding at 18 kbls using the buffer-feedback rate controller specified in RM8.
Static Cost Function
Here, we present results using a static set of coefficients. To determine the coefficients for the heuristic functions, we performed linear least squares regression, fitting data generated by the RD coder to the R+ AD statistic, as discussed earlier. A set of regression coefficients are stored in a lookup table, indexed by the quantizer step size Q. We tested the different forms for the heuristic function given in (3)- (5). Comparative plots of the resulting PSNR are shown in Figure 1 . The average PSNR for coding at 18 kb/s is tabulated in Table 1 . Theseresults show that the heuristic coders perform comparably to the explicit m i n i i t i o n coders. In particular, the heuristic coders seem more robust than M1 and M2, most likely because the heuristic functions correlate well with both code length and distortion, whereas M1 and M2 only consider code length. 
Adaptive Cost Function
The above results rely on pre-training the model parameters c; for each value of Q for each video sequence. This is a tedious and time-consuming operation. Instead, we can use an adaptive on-line technique, such as the Widrow-Hoff learning rule 112,131, to train the model parameters. The training examples could be generated each time we encode a macroblock using motion compensation mode. However, we cannot possibly hope to train one model for each value of Q simply because there would not be enough training examples.
We need a single model whose parameters are independent of Q. Table 2 Average PSNR (in dB) of inter-coded frames for coding test sequences at 18 kb/s.
Since the previous sections showed that the simple linear model performs relatively well, we do not consider more complex models here.
We ran experiments using the Widrow-Hoff training rule on the Miss America and Claire sequences. The training rate is determined in a trial-and-error phase and fixed for both sequences. Training is performed on R + AD statistic, as described earlier. The parameter X is also determined by trial-and-mor and held constant for both test sequences. Comparative plots of the resulting PSNR are shown in Figures 2. The average PSNR for coding at 18 kb/s is tabulated in Table 2 . These results show that the adaptive heuristic coders perform comparably to and sometimes better than the static heuristic coders and the explicit minimization coders. Furthermore, the adaptive heuristic coders perform well on both sequences with the same initial parameter values.
Conclusions
In this paper, we have demonstrated that, at low bit rates, choosing motion vectors to minimize an efficiently computed heuristic cost function gives substantially better ratedistortion performance than the conventional approach of minimizing prediction error.
Furthermore, by adapting the heuristic function to the input sequence, we are able to achieve coding performance comparable to more computationally expensive coders that explicitly minimize rate or a combination of rate and distortion.
We have considered only the simple case of using a fixed parameter X to trade rate and distortion. An online adaptation of X to track variations in the input sequence is certainly possible and would result in more robust coders. On the other hand, we observed that the behavior of these algorithms is quite robust with respect to moderate variations in A, and that, for example, the best setting of X for one test sequence worked well when used for the other. Thus, it seems as fixing X is safe in practice. Still, since X influences rate to some extent, it can be used in conjunction with the quantization step size in performing rate control. Preliminary investigation along these lines show promising results.
We are interested in examining whether other quickly computed statistics are better indicators of the value of using a particular motion vector, or whether they could be fruitfully combined with the MAD. For example, the maximum prediction error for a block can be computed almost for free if the MAD is already being computed. Other reasonable candidates include the DC transform coefficient and possibly a handful of other transform coefficients.
We expect that the methods of this paper can be gainfully applied to video compression methods other than the H.261 standard. The upcoming H.263 standard is similar enough to H.261 that it seems clear that these methods will work well with H.263.
