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Introduction:
RNA-protein interactions
Ribonucleic Acid (RNA) is a single-stranded nucleic acid, which contains a backbone for
phosphate groups and sugar. There are different types of RNA including mRNA, rRNA, tRNA,
and non-coding RNA (ncRNA). The most commonly known RNA is mRNA which helps
convert the information of DNA into proteins. RNA contains the four nucleotide bases of
adenine (A), guanine (G), cytosine (C) and uracil (U). This differs from DNA, since DNA has
the base thymine (T) instead of U. Proteins are organic compounds that consist of chains of
amino acids and proteins are essential for the majority of the body’s function. Amino acids are
made up of a functional group and a peptide backbone. In cells, there are typically proteins that
stick to RNA nucleotides creating different interactions between the RNA bases and the amino
acids in the 3D structures. There have been many experiments that produced full 3D structures of
RNAs and proteins together, which include the 3D coordinates of every atom in the structures
(with some error). This can done through X-ray crystallography, which is useful for providing
higher resolution for RNA molecules that are large (Ke & Doudna, 2004). The process focuses
on crystals created from the protein molecules which then can be used to identify 3D coordinates
for every atom in the structures (Ke & Doudna, 2004). Another process commonly used is cryoelectron microscopy.
Since there are four RNA bases with two faces and three edges and 20 amino acids, there are
a large variety and combination of types of interactions to analyze. There are three different
edges on the RNA bases, which include the Hoogsteen edge, the Watson-Crick edge, and the
Sugar Edge (Figure 1). Interactions differ depending on which edge interacts with the amino
acid. For example, one such interaction, called the pseudo pair, shows two hydrogen bonds
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between one base edge and the functional group of the amino acid (Kondo & Westhof, 2011).
This is shown when Kondo & Westhof found 18 different cases of pseudo pair interactions
throughout 446 crystal structures (2011). An example of a pseudo pair interaction on the
Watson-Crick edge is demonstrated in Figure 2 between a C base and ARG amino acid within
the 4V9F 3D structure. The proteins that form the RNA-protein interactions tend to demonstrate
binding affinity, which is when the protein is specific and binds with certain RNA sequences
(Jankowsky & Harris, 2015). The protein shows specificity because the amino acids are specific.
However, there can also be proteins that are non-specific and do not have preferred sequence
information for interactions (Jankowsky & Harris, 2015). An example of this specificity is
through common associations, such as the amino acids arginine and lysine tend to bind to the
phosphate RNA nucleotide backbone which is negatively charged (Kondo & Westhof, 2011).
When analyzing the various RNA-protein interactions, it is important to consider both the
sequence information, but also the secondary structure features. The research for making
predictions on the RNA-protein interactions demonstrates that the inclusion of these features
increases the efficiency of the predictions (She et al., 2017). (Ben-Bassat et al., 2018)
(Dominguez et al., 2018). This is because the sequence information provides lower specificity
and higher sensitivity, while the secondary structure feature information allows for higher
specificity and lower sensitivity (Li et al., 2014). While that is important information between
RNA-protein interactions, this project focuses on a different level between the RNA base and
amino acid, so the secondary structure features are not considered. This project allows for study
of the interactions and relative location of the amino acids to the bases provided by the program
written by the BGSU PhD student Poorna Roy which nucleotide bases and amino acids.
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Unsupervised and Supervised Learning
One purpose of this project was to use unsupervised and supervised learning techniques
in order to better understand the annotations being provided from the original program and to
evaluate the effectiveness machine learning provides for making predictions. Further, the goal of
fitting and running these models was to evaluate whether it would be possible to replace the
complex and time-consuming program with machine learning techniques.
To begin with, the goal of unsupervised learning is to find an element or structure without
being told what that is. This is done by providing the input(s) which are unlabeled to evaluate the
results. The groups produced by the unsupervised results are successful when the instances all
have the same annotations, then if every group have the same annotation. The unsupervised
learning techniques used in this project include kmeans and hierarchical clustering. Hierarchical
clustering uses the distance between points whereas kmeans calculates means of collections of
points.
Contrary to unsupervised learning, supervised learning uses inputs to train the model to
output labels, in order for the model to make its own predictions. Essentially, this is training
models to be able to identify and outputs the label by themselves through providing examples of
the input and output variables, so the models can identify common patterns. Some of the
supervised learning techniques used in this project include decision trees, glmnet, random forest
classification, and neural networks. The random forest classification uses many decision trees for
classification of the output which allows for greater accuracy compared to simple decision tree
processes (Liu et al., 2010). Neural networks are linear combinations of inputs and thresholds of
those combinations that allow them to make classifications. This is done through rules and
multiple layers. Figure 3 demonstrates how neural networks can be more effective in predicting
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an output than linear models with uneven or data that is not uniform. A deep learning approach
uses neural networks as part of its predicting process, which has been shown for predicting the
interactions between protein and RNA on a different scale than this project (Ben-Bassat et al.,
2018).
To use these types of models, cross-validation is typically used which first splits the data
into training and test data, then takes a percentage of data to train the model, then the remainder
to test the predictions. This is then repeated with a different percentage of the training data and
test data multiple times to average over runs.

Hydrogen bonds
Outside of the machine learning aspect of this project, an early stage of this process was
focused on the hydrogen bonds found on the amino acids within the program. This has been an
ongoing project outside of this semester. The goal of this work was by adding the locations of
hydrogens to amino acids, these could then be used to check the hydrogen location, which could
then be used to improve the RNA-protein interaction classification and annotations.

Methods
Downloading data
The data for this project comes from the program written by the BGSU PhD student
Poorna Roy which annotates RNA-protein interactions. To begin this project, I first needed to
obtain data which included the amino acid, nucleotide base, the (x, y. z) coordinates for the
amino acid functional group, the edge and face base information, the type of interaction and the
unit id information from thousands of structures in order to perform analysis. In order to obtain
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the features from each interaction, a new function was added to the RNA-protein-annnotation.py
file in the program mentioned previously. This was done after the program had identified an
interaction occurring between the RNA nucleotide base and the amino acid from the 3D structure
information and the program had standardized the coordinates for nucleotide. The
standardization of the coordinates allowed for a better representation of where the amino acids
were located relative to the base. Therefore, the program walks through the residue information,
finds the base and amino acid that could be interacting, standardizes the coordinates, and
identifies the type of interaction for each 3D structure, then printed all of the information to a csv
file. This information was then read into R studio for performing data science techniques. The
3D structures were obtained from the Representative Sets of RNA 3D Structures through BGSU
RNA Site for 2.5 Angstroms (Å) level of resolution. Later in the project, there would be a
transition to a newer release of representative sets used, along with changing to 3 Å in order to
have more than 50,000 data points and allowing the model to train more features. Additionally,
the program was not including all of the face and edge base information for all of the instances,
so these had to be added to the program. In order to combat the program crashing through this
process or failing to write successfully to a csv file, try and except statements were added while
finding the errors and modifying the original program.

Unsupervised Learning: Clustering
During the unsupervised learning aspect of the project, the 2.5 Å representative sets were
used, which provided 19,000 instances of RNA-protein interactions throughout all the RNA 3D
structures within the set. The goal was to find if the data naturally fell into clusters with solely
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the base, amino acid, and coordinate information. The focus of the clustering were the 842 GARG interactions, in order to have a better understanding of the results.
One type of clustering technique tried was k means clustering. This type of clustering
must be numerical, so the downside is that only the (x, y, z) coordinates of the amino acid could
be included. First, the function fviz_nbclust was used to find the optimal number of clusters
through the wss method. From there, the kmeans function was used to find the cluster
information.
Another type of clustering technique tried was hierarchical clustering through the hclust
function. This function takes the distances between points in order to create clusters. From there,
the cutree function could be used, which used the hclust results with the specific height or
number of clusters in order to plot results.
A challenge faced here was the clusters were indifferentiable with the stacked
interactions and the pi-pi-stacking interactions, which was fixed by combining these two
interactions into one class of the interactions. Another challenge faced was the clusters were
struggling with positive and negative z coordinates, so the absolute value was taken for better
comparison.

Supervised Learning: Decision Trees, Random forests, glmnet and Neural Networks
The first technique for supervised learning for the annotations created by the program
was to use decision trees to either predict the interaction or the face and edge information when
given the coordinates, amino acid, and base information. This was done by using the rpart
function with the method class for the prediction, then the rpart.plot to display the decision tree.
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Additionally, to understand the circular component of the coordinates, the variables for x^2, x*y,
and y^2 were created to test with decision trees to see if the accuracy would be improved.
The next step was to compare different models to predict the interaction type. To do this,
the data was split into train and test models split in half and 5-fold cross validation was used.
Then, the resamples functions was used to compare a glmnet model, random forest model, knn
model, support vector model, and a naïve Bayes model used 5-fold cross-validation. When
training the models, the function train was used with the respective method identified.
The models, random forest and glmnet, were used to make predictions on the test data to
predict the type of interaction. These predictions were done with three sets of inputs in order to
compare the accuracy with different inputs and compare between the two models. When looking
at different inputs, an 80% training and 20% testing ratio was used with 5-fold cross-validation.
During this process, a second set of coordinates were added from the backbone carbon alpha
(CA) atom with the x2+y2 circular components to give a more realistic orientation of the amino
acid. Also, the complete data with 3 Å was added to have use a total of over 50,000 instances.
The inputs were compared with the presence of face and edge features.
To compare with the random forest and glmnet models, the neural network was used to
see if the predictions could be improved. In order to perform a neural network, the function
neuralnet was tried, due to it being a common neural network tool for R, but this function failed
to work with the data. So, the main function used in this project was through h2o deep learning
software. Deep learning software uses neural networks as part of its tools to make predictions.
This was after attempting many trials and error with different packages to try to perform a
function neural network. The method of one hot encoding on all of the character input variables
was used in order to allow the deep learning to perform, which essentially makes a large vector
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with either 1 or 0 for the variable. The input included all 20 amino acids, 4 bases, (x, y, abs(z))
for the functional group and the CA, however there was not enough data for glycine. The
function called h2o.deeplearning was used with multinomial distribution and 5 hidden layers for
the 29 input variables. For comparison, the deep learning model was also performed with the
other variable combine and separating the pi-pi stacking information.

Hydrogen Bonds
During the previous fall semester, the hydrogen locations and bonds were added for every
amino acid manually in the original program file called classifiers.py. This was done by
comparing a visualization with the plot for the amino acid. Additionally, the stereochemistry of
the bond and location had to be considered to decide whether to use a pyramidal, tetrahedral, and
planar. The addition of the hydrogens to the amino acids required a significant amount of time
and trial and error for every single hydrogen on every amino acid.
During this semester, the focus was on interactions, but the hydrogens were also a part of
the project. It was identified that the hydrogens were being added twice in the RNA-proteinannotations.py output, which had to be fixed by Dr. Zirbel. Also, it was identified the function
used for identifying atoms which donate hydrogens was not checking all interactions.

Results
Clustering
While there are many instances of RNA-protein interactions in this dataset, the data was
not suitable to look at every instance of nucleotide base and amino acid combination.
Additionally, this would not be very practical. Therefore, the focus of the results was on the base
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G and amino acid ARG. The 3D scatterplots showed the trends of different interaction types
between the G-ARG instances. For example, the G-ARG plot did not show perpendicularstacking, stacked, and other-stack because they are not formed between G and ARG (Figure 4).
However, G has 41 instances of perpendicular stacking, 133 instances of other-stack, and 222
instances of stacked total between the amino acids in this dataset. According to this data set, the
nucleotide base only forms perpendicular stacking with histidine, phenylalanine, tryptophan, and
tyrosine (Figure 5). Also, the G-ARG plot showed few interactions on Watson-Crick edge, many
on the sugar edge and some on the Hoogsteen edge, which were primarily pseudo pair
interactions (Figure 4). As shown with Figure 6, when looking at the base G with any amino
acid, making identification of associations is not effective with this method.
After looking at 3D scatter plots, the next aspect of clustering was to use kmeans and
hierarchical clustering methods. This was done for both G-ARG instances and all the interaction
instances excluding the “other” interaction types. With the use of kmeans, the G-ARG
interactions demonstrated 4 clear, distinct clusters for coordinate information (Figure 7). For the
hierarchical clustering, G-ARG interactions showed 8 clusters with some dispersion between
clusters (Figure 8). Using the plots were useful because the function hclust produced a cluster
dendrogram which was unreadable for G-ARG (Figure 9). On the other hand, when comparing
all instances of interactions excluding the “other” interaction, the kmeans clustering found an
optimal number of clusters to be 5 (Figure 10). The plot for the kmeans clustering showed very
distinct groups with very little blending (Figure 11). The hierarchical clustering used 6 cluster
which were less distinct than kmeans, but also had little blending between clusters (Figure 12).
Overall, the kmeans demonstrate the interactions fall into 5 natural clusters when ignoring the
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other data irregularity, which indicates that two of the interaction types are not distinguishable (6
total interaction types when not looking at the other interactions).

Decision Trees
The decision trees were unable to make connections between input variables and only
understood the inputs as they were. They were based on individual rules and lacked a
combination of connections between inputs. The decision trees were also unable to distinguish
between the stacked and pi-pi stacking interactions, similar to clustering. On the other hand, the
decision tree matched the code for the original program in some regard. For example, a pseudo
pair is determined of having an average z coordinate of amino acid center being between -1.8
and 1.8 in the original program. In Figure 13, the same z coordinate value is used as the first
decision branch in the decision tree, except this project used the absolute value of the z
coordinate. While these coordinates matched, the program also uses the angle between residues
to identify interactions, which the decision tree has no ability to do. Further, when looking at all
interaction types, the decision tree failed to use other-edge, other-stack, perpendicular-stacking,
pseudo pair, and SHB (Figure 13); this was over half of the interaction types. Additionally, many
of the interactions were not ending in the right interaction bin in the final branch like how 20%
of perpendicular-edge was being identified as perpendicular-stacking (Figure 13). These are very
different locations and theoretically should not have been confused.
One solution to combat the strict input requirements was to include circular information
for the x-y coordinates. In order to increase the interaction types being used, the other
interactions were also removed to test the accuracy without those. When the other interactions
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were removed, the decision tree still did not use cation-pi, pseudo pair, or SHB (Figure 14).
When the circular data of x2, x*y, y2, x2+y2 was added to see if the decisions could be improved,
the decision trees still were not accurate but did use the x2+y2 data (Figure 15).
Although the interaction types were not well predicted by the decision tree, the
predictions of face had less error, but did not include all of the face information (Figure 16).
Overall, the use of simple decision trees was not adequate in making these kinds of predictions
which indicated the use of other supervised learning techniques were needed.

Random Forest and glmnet
When comparing the 5 different models, the model with the highest average accuracy
was the glmnet with an average of 0.828 (Figure 17). Additionally, the random forest had a
higher AUC value compared to the other models with the average being 0.975 (Figure 17). Also,
the random forest model took the least time to run. The distribution for the random forest model
AUC was higher and better than the other models, which led to the random forest and glmnet
models being the focus (Figure 18).
Therefore, the random forest and glmnet model were used to compare how different
inputs would affect the accuracy. The different inputs which were compared were the x2+y2
circular data and the inclusion of face and edge information. Additional inputs for every
comparison were the (x, y, abs(z)) for both functional group and CA, amino acid, nucleotide
base. The accuracy of the train data is shown in Table 1.

Table 1. Average train accuracy of the random forest model and Glmnet model for different train
inputs.
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Random forest

Glmnet
0.712

0.828
(x, y, abs(z)) for both
functional group and CA,
face, edge, amino acid,
nucleotide base
(x, y, abs(z)) for both
0.8415
0.8407
functional group and CA,
amino acid, nucleotide base,
x2+y2
(x,y,abs(z)) of the functional
0.8398
0.8401
group and CA, face, edge,
x2+y2, amino acid and
nucleotide base
The results in Table 1 show that for the random forest model, there is not a significant different

between the various inputs with the accuracy being around 0.83. For Glmnet, the accuracy was
lower for the input with face and edge and without the circular coordinates but was around 0.84
for the other two (Table 1). Therefore, the two models provided relatively the same training
accuracy, expect one variation. After the training accuracy was compared, all of the models were
used to predict on the test data. The random forest model had higher accuracy percentages for
predicting the testing data of around 85% with the inputs with all the of information have the
highest accuracy (Table 2).

Table 2. The predicted accuracy for the test data.
Random forest
(x, y, abs(z)) for both
functional group and CA,
face, edge, amino acid, RNA
base
(x, y, abs(z)) for both
functional group and CA,
amino acid, RNA base, x2+y2
(x,y,abs(z)) of the functional
group and CA, face, edge,
x2+y2, amino acid and RNA
base

0.8448

0.8568

0.8574

13

The predicted accuracy using random forest classification done through this project co-aligns
with research being done and the general prediction ability of supervised learning models (Liu et
al., 2010).

Neural Networks
With the one hot encoding and the neuralnet function, none of the attempted inputs were
able to run and therefore the function was not able to be used in the project. Likely the data
included too many class levels with all of the inputs.
When neuralnet failed, the h2o deep learning was used to compare the results of neural
networks with random forest, glmnet, and decision trees. The performance of the deep learning
model when given all of the information only had an accuracy of 0.568, which was surprisingly
low (Table 3).

Table 3. The mean and standard deviation for the 5-fold cross-validation for the deep learning
model with full data.

At this point, it was realized that the reason the accuracy was so low was to do an imbalanced
data set with some interactions, like cation-pi and SHB, being less. Therefore, some
oversampling was done to combat this by randomly taking 1000 of each interaction type and
repeating some for those that did not have 1000 instances. This provided more realistic accuracy
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of around 0.843 for the scaled data (Table 4). While the confusion matrix still showed some
misidentification, there were more instances correctly identified than before (Table 5).

Table 4. The mean and standard deviation for the 5-fold cross-validation for the deep learning
model with scaled data.

Table 4. The confusion matrix for the 5-fold cross-validation deep learning model with scaled
data.

Finally, when the other interactions were combined and the stacked and pi-pi stacking were
separated, this caused the accuracy to decrease from around 0.84 to 0.769 with a higher error
(Table 5).

15

Table 5. mean and standard deviation for the 5-fold cross-validation for the deep learning model
with scaled data and no other interactions.

This confirms the idea from the beginning of the project to combine the stacked and pi-pi
stacking interactions due to the inability to differentiate from the coordinates alone.

Discussion:
In brief, the unsupervised learning allowed visualization of the orientation of amino acids
around the RNA bases, along with how they naturally formed clusters around the different faces
and edges of the base. However, the supervised learning techniques provided insight on how
effective predictions could be made for predicting the interactions when given the annotations
for the nucleotide base, amino acid, and the secondary structure coordinates for the amino acid.
The models demonstrated through machine learning likely cannot replace the original program
for making interactions, due to slightly less accuracy and less specifically detailed checks.
However, the machine learning could be used to inform us of potential checks in the future for
simplification of the program. Further, the supervised learning techniques were able to make
16

relatively high accuracy predictions for interactions when given the nucleotide base, amino acid,
and structural information. The next step in this area would be to compare the accuracy being
proportional to the number of observations between nucleotide base and amino acids. Some
limitations from this study were the use of scaling for the interaction types was done later during
the deep learning part of the project and could have been done from the beginning. In addition,
there was simply not enough data for every single interaction type with all the amino acid and
nucleotide base combinations.
The goal is to continue working on hydrogen bonds after this project, so the next steps
after this semester include using the hydrogen atoms added previously to improve the interaction
identification and understanding of interactions. This will be done by improving the detection of
hydrogen bonds when the hydrogen location is unknown in the residue by using the added
hydrogen locations. Additionally, this will allow the program to recognize hydrogen bonds
through angles and bond length, which could help in the RNA-protein interaction classification.
Overall, this research provided insights to how the program annotates interactions
through learning and implementing unsupervised and supervised learning techniques. This
increased my knowledge in understanding the biological component of how RNA nucleotides
bind and interaction with amino acids, while also allowing me to develop my data science skills
in machine learning. In addition, the need for trial and error in facing the variety of challenges
through this project has provided me with real experience of dealing with problems in data
science.

Appendix
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Figure 1: Illustration of the Hoogsteen edge, Watson-Crick edge, and Sugar edge for RNA bases
made by Dr. Zirbel during a lesson.

Figure 2: Two views of a pseudo pair interaction between a C base and ARG amino acid on the
Watson-Crick edge in 4V9F found on BGSU RNA Site (between 4V9F|1|0|C|1148 and
4V9F|1|G|ARG|7).
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Figure 3. Demonstration of the possible effectiveness of a neural network model.

Figure 4. A 3D scatter plot of the (x, y, z) coordinates for the instances of G-ARG interactions,
which is colored by the interaction type.

Figure 5. The 3D scatter plot of the G base with the interaction type of perpendicular stacking.
The G base only formed the perpendicular stacking with HIS, PHE, TRP, TYR for this dataset.
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Figure 6. The 3D scatter plot with all of the instances the base G had in this data set with any
amino acid.

Figure 7. The 3D plot of the instances of G-ARG interactions using the kmeans cluster method.

20

Figure 8. The 3D plot of the instances of G-ARG interactions using the hierarchical cluster
method.

Figure 9. The results from the hierarchical clustering plot of hclust results with scaling for GARG.

Figure 10. Plot of the optimal number of clusters using kmeans for the interaction data excluding
the interaction types of other.
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Figure 11. The 3D plot of the results from the kmeans clustering for the interaction data
excluding the interaction types of other.

Figure 12. The 3D plot of the results from the hierarchical clustering for the interaction data
excluding the interaction types of other.
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Figure 13. The decision tree for predicting the interaction when give the (x, y, abs(z)), face,
edge, nucleotide base, and amino acid.

Figure 14. The decision tree for predicting the interaction when give the (x, y, abs(z)), face,
edge, nucleotide base, and amino acid without the interaction type other.
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Figure 15. The decision tree which predicted the interaction when given the (x, y, abs(z))
coordinates, x2, x*y, y2, x2+y2, amino acid, and nucleotide base.

Figure 16. The decision tree which predicted the face when given the amino acid, (x, y, abs(z))
coordinates, and nucleotide base.

24

Figure 17. The comparison of accuracy between the glmnet, random forest, knn, svm, and nb
model.

Figure 18. Distribution of the random forest model compared to the other models using the
entire data set.
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