Abstract
. Introduction
Parameterized complexity theory provides a framework for a fine-grain complexity analysis of algorithmic problems that are intractable in general. It has been used to analyse problems in various areas of computer science, for example, database theory [16, 21] , artificial intelligence [15] , and computational biology [3, 22] . The theory is built on a weakened notion of tractability called fixed-parameter tractability, which relaxes the classical notion of tractability, polynomial time computability, by admitting algorithms whose running time is exponential, but only in terms of some parameter of the problem instance that can be expected to be small in the typical applications.
A core structural parameterized complexity theory has been developed over the last 10-15 years (see [7] ). Unfortunately, it has led to a bewildering variety of parameterized complexity classes, the most important of which are displayed in Figure 1 . As the reader will have guessed, none of the inclusions is known to be strict. The smallest of the displayed classes, FPT, is the class of all fixed-parameter tractable problems. Of course there is also a huge variety of classical complexity classes, but their importance is somewhat limited by the predominant role of the class NP. In parameterized complexity, the classification of problems tends to be less clear cut. For example, for each of the classes W ½ , W ¾ , W P there are several natural complete problems which are parameterizations of classical NP-complete problems.
Not only is there a large number of (important) parameterized complexity classes, but unfortunately it is also not easy to understand these classes. The main reason for this may be seen in the fact that all the classes (except FPT) are defined in terms of complete problems, and no natural machine characterisations are known. This makes it hard to get a grasp on the classes, and it also frequently leads to confusion with respect to what notion of reduction is used to define the classes. 1 In this paper, we continue earlier research [14] in which we try to remedy this situation by giving ma- chine characterisations and logical characterisations of the parameterized complexity classes.
The main focus of this paper is the class W P and its "alternating" variant AW P , two classes we have not considered in our earlier work. W P is defined to be the class of all parameterized problems that are reducible to the weighted satisfiability problem for Boolean circuits. This problem asks whether a given circuit has a satisfying assignment of weight , that is, a satisfying assignment in which precisely inputs are set to TRUE. Here is treated as the parameter of the problem. It is worth mentioning at this point that all the other "W-classes" in Figure 1 are defined similarly in terms of the weighted satisfiability problem, but for restricted classes of circuits. Thus in some sense, W P is one of the most natural parameterized complexity classes. W P has received some recent attention because of an important result due to Alekhnovich and Razborov [2] showing that resolution is not automatizable unless W P is contained in the class of parameterized problems that can be solved by a fixed parameter tractable randomised algorithm. Our first theorem is a simple machine characterisation of the class W P . Intuitively, it states that a problem is in W P if, and only if, it is decidable by a nondeterministic fixedparameter tractable algorithm whose use of nondeterminism is bounded in terms of the parameter. A precise formulation of this result is that a problem is in W P if, and only if, it is decided in time ´ µ ¡ Ô´Òµ by a nondeterministic Turing machine that makes at most ´ µ ¡ log Ò nondeterministic steps, for some computable function and polynomial Ô. Here denotes the parameter and Ò the size of the input instance. While it has been noted before (see, for example, Chapter 17 of [7] ) that there is a relation between limited nondeterminism and parameterized complexity theory, no such simple and precise equivalence was known. As a by-product of this result, we get a somewhat surprising machine characterisation of the class W ½ : A problem is in W ½ if, and only if, it is decidable by a nondeterministic fixed-parameter tractable algorithm that does its nondeterministic steps only among the last steps of the computation. Here "last steps" means a number of steps that is bounded in terms of the parameter.
The "A classes" and "AW classes" of Figure 1 are defined in terms of an alternating version of the weighted satisfiability problem, which can also be seen as a parameterized version of the satisfiability problem for quantified Boolean formulas. For AW P , we obtain a similar characterisation as for W P in terms of alternating algorithms. Moreover, we get characterisations for the classes A Ø , for Ø ½, and the class AW £ that generalise our characterisation of W ½ .
A remarkable insight of structural complexity theory is the tight connection between alternation and space [6] . By analogy, it has been suggested to consider the alternating classes AW £ , AW SAT , and AW P as "PSPACE-analogues" [7] in the world of parameterized complexity theory. We investigate this idea and obtain a number of results that suggest that the relation between parameter-bounded space and alternation is more complicated than it has been assumed before. Instead of going into further detail here, we refer the reader to the discussion in the introduction of Section 4. The main technical result we prove in that section is that the compact Turing machine computation problem, which was only known to be hard for the class AW SAT before (cf. [1] ), is complete for the class uniform-XNL under parameterized logspace reductions.
Descriptive complexity theory [11, 19] provides a machine independent way of understanding complexity classes. The idea of this area is to characterise the computational complexity of problems in terms of logical definability. Most standard complexity classes have natural descriptive characterisations (for example, [12, 17, 18, 23] ). In two earlier papers [13, 14] , two of us gave descriptive characterisations of the classes FPT, W Ø , and A Ø for Ø ½, and AW £ . Here, we give such characterisations of the classes W P and AW P . All these characterisations are based on fragments of least fixed-point logic, which is the logic that captures polynomial time in classical complexity theory [17, 23] . Our results enable us to place all classes in Figure 1 except W SAT and AW SAT into a very uniform framework that neither depends on a particular notion of reduction nor on a particular machine model.
. Parameterized Complexity Theory
We review the notions of parameterized complexity theory most relevant to this paper. FPT denotes the complexity class consisting of all fixedparameter tractable parameterized problems.
Fixed-Parameter

Parameterized Reductions.
We shall consider two notions of reductions between parameterized problems in this paper. The first is the standard notion of parameterized (many-one) reduction. We call it FPT-reduction here; Downey and Fellows [7] have used the term strongly uniform parameterized m-reduction. The second, more restrictive notion, called PL-reduction, has been introduced in [14] as a parameterized version of logspace-reduction. The depth of a formula is the maximum number of nested conjunctions and disjunctions appearing in this formula.
For all Ø ½, Ø denotes the class of all formulas in Ø whose small subformulas have depth at most (equivalently, we may say that the whole formula has depth at most
· Ø).
We also have to consider circuits, defined in the standard way. To be a bit more specific, let us say that our circuits consist of input gates, and gates and or gates of arbitrary finite arity, and not gates and they have exactly one output node (that is, they only compute Boolean functions). To simplify our notation, we always assume that we have assigned a propositional variable to each input gate of a circuit. CIRCUIT denotes the class of all circuits. We view PROP as a subclass of CIRCUIT.
Parameterized complexity classes.
The weight of an assignment for the variables of a propositional formula or circuit is the number of its variables set to TRUE by the assignment. For any class ¢ of propositional formulas or circuits, the weighted satisfiability problem for ¢ is the problem of deciding whether a formula in ¢ has a satisfying assignment of weight , parameterized by : There is another hierarchy, the so called A-hierarchy, whose classes are obtained by fixing the number of alternations in the definition of AW £ . We refer the reader to [13] for the precise definition.
. Machine descriptions
In this section we derive machine-based characterisations of W[P], AW [P] , and of W ½ ( A ½ ). The latter one can easily be generalised to the classes of the A-hierarchy. Figure 2 informally summarises our results.
Our machine model is based on the standard random access machines (RAMs) described in [20] . The arithmetic operations are addition, subtraction, and division by two (rounded off), and we use a uniform cost measure. For details, we refer the reader to Section 2.6 of [20] .
Our model is non-standard when it comes to nondeterminism. Instead of just allowing our machines to nondeterministically choose one bit, or an instruction of the program to be executed next, we allow them to nondeterministically choose a natural number. Of course this is problematic, because if the machine can really "guess" arbitrary numbers, computations can no longer be described by finitely branching trees, and nondeterministic machines can no longer be simulated by deterministic ones. To avoid the kind of problems resulting from this, we decided that a "bounded" version of this unlimited nondeterminism is most appropriate for our purposes. Therefore, we define a nondeterministic RAM to be a RAM with an additional instruction "GUESS " whose semantics is: Guess a natural number less than or equal to the number stored in register and store it in register . Acceptance of an input by a nondeterministic RAM program is defined as usually for nondeterministic machines. Steps of a computation of a nondeterministic RAM that execute a GUESS instruction are called nondeterministic steps.
While this form of nondeterminism may seem unnatural at first sight, we would like to argue that it is very natural in many typical "applications" of nondeterminism. For example, a nondeterministic algorithm for finding a clique in a graph guesses a sequence of vertices of the graph and then verifies that these vertices indeed form a clique. Such an algorithm is much easier described on a machine that can guess the numbers representing the vertices of a graph at once, rather than guessing their bits. In any case, we believe that our results justify our choice of model. For a further discussion of this issue we refer the reader to Remark 12. (When carrying out line 1, È simulates the algorithm step by step and after each step increases a fixed register, say register ¼ by "1". Now, line 2 can be realised by invoking ¼ times an instruction of the form GUESS ¼ and storing the guesses appropriately.) Clearly, the number of steps that È performs can be bounded by ´ µ ¡ Õ´Òµ (for some computable and some polynomial Õ) and the number of nondeterministic steps is ¼ (
´ µ).
For the converse direction suppose that É is decided by a Ï -program È. By the previous lemma, there are a computable function , a polynomial Ô and a nondeterministic Turing machine Å accepting É such that for everý Ü µ ¾ É there is a run of Å accepting´Ü µ of length at most ´ µ ¡ Ô´Òµ such that the nondeterministic step are the ´ µ ¡ log Ò first ones. W.l.o.g. we may suppose that on every input Å first carries out the nondeterministic steps and that they altogether consist in appending to the input´Ü µ a 0-1 string. The deterministic part of the computation of Å can be simulated by a circuit Ü in the standard way (e.g., compare the proof of Theorem 8.1 in [20] ) such that Å accepts´Ü µ´µ Ü has a satisfying assignment.
(1) Ü has size ´ µ¡Õ´Òµ for some computable and polynomial Õ. It has ´ µ ¡ log Ò input nodes corresponding to the 0-1 string chosen in the nondeterministic part of the computation of Å (if more bits are required by the deterministic part of the computation of Å , the circuit Ü will not accept the corresponding assignment).
We think of the ´ µ ¡ log Ò input nodes of Ü as being arranged in ´ µ blocks of log Ò nodes. Let us obtain the circuit Ü by adding ´ µ blocks of Ò new input nodes to Ü and by ensuring that at most one input node of each block can be set to TRUE (in a satisfying assignment of Ü ). Moreover, we wire the new input nodes with the old input nodes (i.e., the input nodes of Ü ) in such a way that if the th input node of the th block of Ü is set to TRUE then exactly those old input nodes of the th block, which correspond to positions of the binary representation of carrying a 1, are set to TRUE. Then Ü has a satisfying assignment µ Ü has a satisfying assignment of weight ´ µ
¾ Remark 9. Some of the arguments in the second half of the previous proof have been used by Downey and Fellows [7] in a similar context. Specifically, the arguments leading to (1) and hence, to the equivalencé Ü µ ¾ Éμ Ü has a satisfying assignment show that É FPT SHORT CIRCUIT SATISFIABILITY (cf. [7] ). The transition from Ü to Ü duplicates the proof of [7] showing that W[P] contains SHORT CIRCUIT SATIS-FIABILITY; there, the method is called the " ¡ log Ò trick".
Note that the reduction of the second part of the proof of the previous theorem is a PL-reduction (parameterized logspace reduction); thus: (2) in Definition 6).
The reason that we chose our non-standard definition of nondeterministic RAMs is that it also gives us a nice machine description of the class W ½ (see Theorem 15) .
As a further corollary we get a slight strengthening of a result of [5] :
Here, (BNTMC) denotes the following problem: BNTMC Input: A nondeterministic Turing machine Å and Ò ¾ AE in unary.
Parameter:
Problem: Does Å accept the empty string in at most Ò steps and using at most non- To characterise AW P , AW £ , and the classes of the A-hierarchy, we need alternating machines. In addition to the "GUESS " instruction, an alternating RAM also has a "FORALL " instruction. To emphasise the duality, we call the "GUESS " instruction "EXISTS " from now on. The semantics is defined as usually for alternating machines. Steps of a computation of an alternating RAM in which EXISTS or FORALL instructions are executed are called existential steps or universal steps, respectively. All other steps are called deterministic steps. 
. Parametric Space vs Alternation
In a well-known paper, Chandra, Kozen, and Stockmeyer [6] established a precise connection between alternating time classes and deterministic space classes. In particular, they proved that alternating polynomial time is equivalent to polynomial space. Wouldn't it be nice if a similar connection held in the world of parameterized complexity theory? Unfortunately, the structure of parameterized complexity classes tends to be more unwieldy than the structure of classical classes, and there is no direct translation between classical and parameterized classes. However, it can be argued that the classes of the W-hierarchy together with W SAT and W P correspond to NP in classical complexity theory. One reason for this is that all these classes are defined in terms of the NPcomplete satisfiability problem. Furthermore, it has turned out that natural parameterizations of NP-complete problems tend to be complete for one of these classes. The characterisations of W ½ and W P in terms of nondeterministic machines given in the last section also support this point of view.
If we accept that the W-classes are the parameterized analogue of NP, then we may argue similarly that the AWclasses, that is, AW £ , AW SAT , and AW P , form a parameterized analogue of alternating polynomial time.
It is now tempting to jump to the conclusion that, since alternating polynomial time is equivalent to polynomial space, the AW-classes can be seen as a parameterized analogue of polynomial space. 2 However, as we want to argue, some care needs to be taken here. One way to support the view that AW corresponds to polynomial space would be to show that the parameterized analogue of a "typical" PSPACE-complete problem is complete for some AW-class. The most generic PSPACE-complete problem, of course, is the space bounded halting problem for Turing machines ("Given a Turing machine and an integer in unary, does Å have an accepting computation that only uses space ."), and this problem has a natural parameterization: [7] ) claim that CNTMC is AW P -hard under FPT-reductions. Unfortunately, the proof of this result does not seem to be correct. 3 What the proof shows is that CNTMC is hard for AW SAT under FPT-reductions. Indeed, as we shall see below, even the deterministic version CTMC is hard for AW SAT . We do not know whether this hardness result extends to AW P , not even for the nondeterministic version, although we tend to believe that this is not the case. We also believe that neither CTMC nor CNTMC are contained in AW P , but again we have no real evidence to support this believe. Proposition 26 below may be viewed as giving some evidence that at least CTMC and CNTMC are not contained in W P .
The main result of this section shows that CTMC and CNTMC are complete for a natural parameterized space complexity class derived from the classical deterministic and nondeterministic logarithmic space classes. To define these classes, we need a few more notions from parameterized complexity theory. [7] that deals with the AW-classes "Fixed-Parameter Analogs of PSPACE and -Move Games". 3 One strong argument showing this is that the reduction described in the proof is actually a PL-reduction. Thus if the reduction would work, then CNTMC would be hard for AW P under PL-reductions. By Corollary 25, this would imply that nondeterministic logarithmic space is equivalent to polynomial time.
of whose slices are in K. Uniform-XK is the class of parameterized problems É all of whose slices are in K uniformly, that is, there is a computable function assigning to every ¾ AE a Turing machine witnessing that É ¾ K.
It is easy to see that all parameterized complexity classes we have considered so far in this paper are contained in uniform-XP. Here, we are mainly interested in the classes uniform-XL and uniform-XNL derived from the classical classes logarithmic space (denoted by L) and nondeterministic logarithmic space (denoted by NL). It is easy to derive the following alternative characterisations of these classes: Proof: The backward direction is trivial. For the forward direction, let Å be a machine that on input computes a machine Å deciding the th slice É of É in space at most ¡ log Ò (for some constant ). Å is deterministic for
(1) and nondeterministic for (2) . The desired function is a computable function such that ´ µ and ´ µ is an upper bound for the space required by Å on input .
¾
The following remark is intended for the reader familiar with [14] .
Remark 19.
A standard diagonalisation argument shows that para-NL´uniform-XNL. Therefore, by the last proposition there are parameterized problems solvable by some Turing machine and some computable function in space Ç´ ´ µ ¡ log Òµ but not solvable in space Ç´ ´ µ · log Òµ for any computable function . This solves a problem stated in Remark 4 of [14] .
Corollary 20. Both uniform-XL and uniform-XNL are closed under PL-reductions.
It is worth noting that FPT XNL unless PTIME NL. To see this, take any PTIME-complete (classical) problem Ê and consider the parameterized problem É Ë ¾AE Ê ¢ . It is in FPT, but unless PTIME NL it is not in XNL because the first slice É ½ Ê is not in NL.
Since the closure È FPT of any nontrivial parameterized problem È contains FPT, this also shows that FPTreductions are not really appropriate when investigating the classes uniform-XL and uniform-XNL. We use PLreductions, that is, parameterized logspace reductions, instead. By NTIME( ) we denote the set of classical problems decided by a Turing machine in time ¡ for some ¾ AE. The class NSPACE( ) is defined analogously. By Proposition 18, the following lemma shows that CNTMC ¾ uniform-XNL. 4 One may argue that PL-reductions are still too powerful when considering the class uniform-XL and that a weaker form of reduction would be more appropriate here, but we do not want to blow up the formal machinery even more, so we simply use PL-reductions. 5 Due to our encoding we can pinpoint the end position of enc´Å µ in enc´Å µenc´Üµ easily.
Lemma 22.
CNTMC NSPACE´ ¡ log enc´Å µenc´Üµ µ
Moreover,
CNTMC´¦µ NSPACE´ · log enc´Å µenc´Üµ µ where CTMC´¦µ denotes the problem CNTMC restricted to Turing machines with alphabet ¦.
Proof: To simplify the presentation of the argument the desired machine Å ¼ has 5 work tapes: On input enc´Å µenc´Üµ µ, Å ¼ starts by writing on the first tape the number × ´ ¦ · ¾ µ ¡ É ¡ Ü ¡ in binary, i.e., the number of possible configurations of Å which only use squares. Then Å ¼ simulates Å decreasing the value on the first tape by one after the simulation of a step of Å.
Thereby, it uses the second work tape to record the current state of Å, the third and fourth to record the head position of Å's input tape and of Å's work tape, respectively, and the fifth one to store the actual contents of Å's work tape, a string of length Proof: It is easy to see (and well-known) that propositional formulas can be evaluated in logarithmic space. More precisely, there is an algorithm that, given a formula « ¾ PROP and a truth value assignment Ì for the variables of this formula, decides in space Ç´log Òµ whether Ì satisfies «.
Recall that an instance of AWSAT´PROPµ consists of a formula « ¾ PROP, positive integers , and a partition Á ½ Á of the set of variables of «. Let Ú be the number of variables of «, Ñ the size of «. Storing an assignment to the variables of « in which for every exactly of the variables in Á are set to TRUE requires space ¡ ¡ log Ú. Using the algorithm as a subroutine, it is easy to design an algorithm solving AWSAT´PROPµ in space Ç´ ¡ ¡ log Ú · log Ñµ.
¾ Corollary 24. CTMC is hard for AW SAT under FPTreductions.
Corollary 25. Assume NL PTIME. Then CNTMC is not FPT-hard under PL-reductions.
Proof: Suppose for contradiction that CNTMC is FPT-hard under PL-reductions. Then by Theorem 21 (2), FPT uniform-XNL. But we have already noted (on page 8) that FPT XNL unless PTIME NL.
¾
The next result may be seen as giving some evidence that at least CTMC and CNTMC are not contained in W P . [14] , we state the following stronger version of Proposition 26 that also provides a converse. Recall that para-NP (cf. [14] ) is the nondeterministic analogue of FPT, that is, a parameterized problem É is in para-NP if and only if there is a nondeterministic algorithm accepting É in time ´ µ ¡ Ô´Òµ for some computable and some polynomial Ô. Clearly, W P para-NP (e.g., apply Corollary 11). Then the following three statements are equivalent:
(1) CNTMC ¾ para-NP (2) uniform-XNL para-NP.
(3) There is an Ö ¾ AE such that NL NTIME´Ò Ö µ and this inclusion holds in an effective way, i.e., there is an algorithm that, given a Turing machine Å and ¾ AE, yields a Turing machine Å ¼ and ¼ ¾ AE such that if Å is ¡ log Ò space-bounded then Å ¼ is ¼ ¡ Ò Ö time-bounded and Å and Å ¼ accept the same language.
To conclude this section, let us return to our original question of how alternation in parameterized complexity relates to space. In particular, we were interested in whether the problem CTMC, which we have seen to be hard for AW SAT , is also contained in AW SAT or at least in AW P . By Theorem 21, the latter would imply that uniform-XL AW P . We do not believe that this is the case. The intuitive reason for this is that alternation in AW P is parameter-bounded, but that to simulate a spacebounded computation of length Ñ by an alternating machine one needs about log Ñ quantifier alternations.
We can turn this argument around and show that if we have enough alternations, then we indeed get a problem that is hard for uniform-XNL. 
The last line guarantees that Ñ´ ¼ µ ¾ Ç´Ñ ¡ ¡ Òµ.
We set
where ¬ init´ µ and ¬ accept´ µ express that is the initial or an accepting configuration of Å, respectively.
Moving all quantifiers to the front of the formula and adding dummy variables where necessary, one obtains an equivalent formula It is easy to check that this reduction indeed is a PLreduction.
For (2) note that LAWSAT considered as a classical problem is in DSPACE( ¾ ¡ log ¾ Ò). Hence the parameterized problem LAWSAT is in uniform-X DSPACE´log ¾ Òµ. 
. Descriptive Complexity
The main results of this section are logical descriptions of the classes W P and AW P . We need a few preliminaries from logic. For more details on the notions which are briefly described in the next subsection we refer the reader to [11] .
Structures and Logic.
A vocabulary is a finite set of relation, function, and constant symbols. Each relation and function symbol has an arity. always denotes a vocabulary. A structure of vocabulary , or -structure, consists of a set called the universe, and an interpretation Ì of each symbol Ì ¾ : Relation symbols and function symbols are interpreted by relations and functions on of the appropriate arity, and constant symbols are interpreted by elements of . We only consider structures whose universe is finite.
Let ¼ be vocabularies. The ¼ -reduct of astructure is the ¼ -structure with the same universe as that coincides with on all symbols in ¼ . A -expansion of a ¼ -structure ¼ is a -structure such that ¼ is the ¼ -reduct of . If is a -structure and , we often write´ µ to denote the Ê -expansion of in which Ê is interpreted by . Here Ê is a -ary relation symbol not contained in that is understood from the context. Similarly, we write´ µ is the directed acyclic graph underlying the circuit, Á is the set of all input nodes, Î , Ï , are the sets of and-gates, or-gates, and negation-gates, respectively, and out is the output node. Let Ì be another unary relation symbol. If is a circuit and Ì Á , then we may interpret the circ Ì -expansion´ Ì µ of as a representation of the circuit together with the truth value assignment that sets precisely the input nodes in Ì to TRUE.
For every vocabulary we let ord Ë min max , where is a binary relation symbol, Ë a unary function symbol, and min and max are constant symbols. An ordered -structure is a ord -structure such that is a linear order of , min and max are the minimum and maximum element of , and Ë is the successor function associated with , where we let Ë ´max µ max . By ORD we denote the class of all ordered -structures.
We distinguish between the size of the universe of a -structure , which we denote by , and the size of , which is defined to be
where denotes the size (of a natural encoding) of .
The formulas of first-order logic of vocabulary are built up from atomic formulas using the Boolean connectives , , and , and existential and universal quantification (over the elements of the universe of a structure). Remember that an atomic formula is a formula of the form Although we suppress this in our notation to simplify matters, let us point out that the subformula ³ of LFP Ü ³ ´ Ýµ may have additional free variables besides those appearing in Ü; these are simply treated as free variables of the whole formula. Moreover, the tuple Ý may contain arbitrary terms and not just variables. For a more thorough introduction to least fixed point logic we refer the reader to [11] .
³ always denotes the size (of a natural encoding) of a first-order or least fixed-point formula ³. 
This gives us the desired definition of the monotone circuit value problem in FO(LFP). Let us point out that the circuit value problem for arbitrary circuits is also definable in FO(LFP). It requires a more complicated formula, though.
Logical Descriptions of W P and AW P .
In [13] and [14] descriptive characterisations of various parameterized complexity classes were derived, including the classes of the W-and of the A-hierarchy. Here we give similar characterisations of the classes W P and AW P . The importance of such descriptive characterisations lies in the fact that they neither depend on a particular machine model nor on a particular complete problem, the latter being particularly important for such parameterized complexity classes that are defined in terms of complete problems. We recall some definitions from [14] . Let L be a logic. 
The proof of the following theorem parallels that of Theorem 7.1 in [13] . We use the following two facts, the first implicit in [24] and the second in the proof of the Immerman-Vardi Theorem [17, 23] (also see [11] The proof of (2) is similar.
¾
Remark 34. The only standard parameterized complexity classes for which we have not been able to give a descriptive characterisation in the spirit of Theorems 31 and 32 are W SAT and AW SAT . We neither know complete parameterized model-checking problems for these logics. However, Papadimitriou and Yannakakis [21] showed that differently parameterized model-checking problems are complete for these classes. Instead of parameterizing the model-checking by the length of the input formula, they parameterized it by the number of variables:
p-MC´L, varµ
Input: A structure and an L-sentence ³. Parameter: Number of variables in ³.
Problem: Decide if
³.
Essentially, they proved that p-MC´FO, varµ is complete for AW SAT and p-MC´¦ ½ , varµ is complete for W SAT , where ¦ ½ is the set of all existential first-order formulas in prenex normal form. (We give the precise statement for W SAT : Let Ö ½ and denote by ¦ ½ Ö the set of ¦ ½ -formulas without function symbols and where all relation symbols are of arity Ö. Then p-MC´¦ ½ Ö , varµ is complete for W SAT .)
Fagin Definability.
Besides the model-checking problems there is another class of natural parameterized problems derived from logic, which has been dubbed Fagindefinable problems in [13] .
In this section, we only consider vocabularies without function symbols.
Let be a formula of vocabulary , where is an Ö-ary relation symbol not contained in . It Fagin- Proof: We first prove that there is an FO´LFPµ-formula such that p-FD ´ µ is hard for W P under FPT-reductions.
Recall Example 30, where it was shown how to define the monotone circuit value problem in FO´LFPµ. We can easily extend this to the circuit value problem for circuits in negation normal form, that is, circuits in which negations gates only appear directly above input gates. To do this, we simply have to add a clause to the formula ³´Üµ of Example 30 which says that if Ü is a negation gate then it evaluates to TRUE if it has a child not contained in the set Ì of input nodes set to TRUE. We get a formula Since every circuit can be transferred to an equivalent circuit in negation normal form in polynomial time, this yields an FPT-reduction from WSAT´CIRCUITµ to p-FD ´Ì µ and thus shows that p-FD ´Ì µ is W P -hard under FPT-reductions.
It remains to prove that p-FD ´ µ is in W P for every ¾ FO´LFPµ. By using a well-known normal form for least fixed-point logic [17] (also see [11] ) we can assume that has the form Ý LFP Ü ´ Ü Ýµ ´Ý Ý µ where is a first-order formula of vocabulary and neither nor are contained in . For notational simplicity, we assume that is unary. Let × be the number of variables quantified in . We show that p-FD ´ µ is slice- 
Conclusions
By giving machine characterisations and logical descriptions of the classes W P and AW P we feel that we have gained a much clearer understanding of these classes. The logical descriptions place the classes into a uniform framework that we had started to develop in earlier work, so that now we have a fairly comprehensive picture of the logical side of parameterized complexity classes. The only important classes not yet integrated into this picture are the classes W SAT and AW SAT . The machine characterisation of W P is very simple and natural and provides a precise connection between parameterized complexity theory and limited nondeterminism. Moreover, as far as we know it is the first machine characterisation for any of the standard intractable parameterized complexity classes; only characterisations via complete problems were known before. We gave similar characterisations for the classes W ½ , A Ø for Ø ½, AW £ , and AW Ø . Curiously, we were not able to give such characterisations for the classes W Ø for Ø ¾. It remains an interesting open problem to find natural machine characterisations for these classes.
Another open problem is the relation between the classes AW P and uniform-XNL FPT , the closure of uniform-XNL under FPT-reductions. This is equivalent to the questions of whether the problem CNTMC is contained in AW P and whether it is hard for AW P . We conjecture that the answer to both of these questions is negative. Figure 3 gives an overview over all classes studied in this paper and a few more. Arrows indicate containment.
