Ahstract-We study a mInimax state estimation (HOO es timation) problem where the dynamical system's disturbance is controlled by an adversary, and measurements from the system to the estimator are lost intermittently according to an i.i.d. Bernoulli process. We first obtain a stochastic minimax state estimator (SMSE) and a stochastic Riccati equation (SRE) that depend on the random measurement arrival process. We then show that the Hoo disturbance attenuation parameter determines the existence of the SMSE. We also analyze the asymptotic behavior of the SRE by showing that the expected value of the SRE is bounded. In particular, we characterize explicit conditions of the disturbance attenuation parameter and the measurement arrival rate above which the expected value of the SRE is bounded. It is also shown that under some conditions, a particular limit of the SMSE is the Kalman filter with intermittent observations but without the disturbance term.
I. INTRODUCTION
In the past decade, state estimation problems for dynam ical systems have been considered under various commu nication constraints (packet drops, delays, and/or data rate constraints) due to the widespread use of wireless commu nication and its application to control systems, for instance, networked control systems [1] . Various approaches to state estimation schemes have been proposed in many different settings; see [1] and the references therein. This paper adds to that list by studying a minimax state estimation (HOO estimation) problem where measurements are subject to an i.i.d. Bernoulli-type measurement loss constraint.
Initial study of state estimation under a Bernoulli-type measurement loss model was undertaken in [2] for linear sys tems. In [2] , the stochastic Kalman filter and the associated stochastic error covariance matrix, Pk , or the Riccati equa tion generating it, that depend on the random measurement arrival process were obtained. The paper showed that there exists a critical value on the packet arrival rate above which lE{ Pd, the expected value of the error covariance matrix, becomes bounded. It was also proven that this critical value is a function of the system's unstable eigenvalues and can be expressed in terms of some lower and upper bounds.
The results obtained in [2] have been extended to many different forms [3] - [11] . In [3] , a characterization of the critical value was studied when the system eigenvalues are distinct. In [4] , it was shown that the lower bound on the critical value determines the boundedness of lE{ Pk} if the system's observable space is invertible. In [5] , a closed-form solution for the critical value was provided for second order systems. In [6] , the stability analysis on the error covariance matrix was provided by introducing the notion of the peak covariance process. In [7] , the case of two independent partial measurement losses was considered. In [8] , [9] , the stochastic Riccati equation in [2] was investigated by showing that given any finite M > 0, IP'{ Pk � M} is bounded. In [10], [11] , the authors showed using different methods that the stochastic Riccati equation in [2] converges weakly to a unique stationary distribution.
In this paper, we extend the results of [2] in a substan tially different direction by considering an additive unknown disturbance sequence in the state equation and formulating the problem as one of minimax estimation. Hence this can be viewed as an Hoo estimation problem with intermittent observations. The measurement loss is modeled by an i.i.d. Bernoulli process.
In [12] , we extended the results in [13] to the Hoo control problem with unknown disturbance controlled by an adversary, under a control packet loss constraint. This paper uses elements of [2] and [12] to obtain some new results for the estimation counterpart of [12] . In particular, we first obtain a stochastic minimax state estimator (SMSE) and a stochastic Riccati equation (SRE) that depend on the random measurement arrival process. We then prove that just as in the case of the deterministic minimax estimation problem, the Hoo disturbance attenuation parameter determines the existence of the SMSE. We also show that depending on the measurement arrival rate and the level of the disturbance attenuation, the expected value of the SRE is bounded; therefore, optimal estimation is guaranteed. In particular, we characterize explicit conditions to guarantee the boundedness of the expected value of the SRE. Finally, we show that the SMSE converges to the Kalman filter in [2] when the disturbance attenuation parameter is infinitely large.
The paper is organized as follows. In Section II, we formulate the problem. In Section III, we obtain the SMSE and the SRE under the Bernoulli-type measurement loss model. Section IV discusses the asymptotic behavior of the expected value of the SRE. Section V provides numerical examples. Finally, in Section VI, we state our conclusions.
II. PROBLEM FORMUL ATION
Consider the discrete-time linear dynamical system 
where the optimization problem is subject to the system (1).
Since Zk = LXb it is natural to let Zk = LXk. It is also possible to relax the affine constraint This completes the formulation of the minimax state es timation problem with intermittent observations. Notice that (5) is the cost function of the zero-sum dynamic game and (3) is the disturbance attenuation problem. In what follows, we first obtain an estimator by solving the zero-sum dynamic game (5) and analyze its asymptotic behavior. 
III. STOCHASTIC MINIMAX STATE ESTIMATOR
where �k is generated by a stochastic Riccati equation (SRE): �o = Q0 1 and �k + 1
(ii) The SMSE is where Kk is the estimator gain and is expressed as and Zk = LXk· (iii) The SMSE achieves the disturbance attenuation level
Proof. We introduce the quadratic cost-to-come (worst past cost) function, Wk(Xk) = IE {-I 
where the maximization is subject to Xk + 1 = AXk + DWk.
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Rearranging the preceding equation by using the fact that
where Uk := Zk + (3k')'2CTV-1C -Q. 
where Mk := AUk 1 AT + ,),-2 DDT .
Since this is true for all k, the dynamic equation for Xk can be written as
Also with Zo = ')'2Qo, let �k := ')'2 Zk l . Then (7) For the infinite-horizon case (N -+ 00 of (5)), if (6) holds for all k, then the SMSE still can achieve the disturbance attenuation level ')'. To be specific, for a fixed (3, define ')'*((3) := inf{/' > 0 : (6) holds a.s. \fk}.
If ')'* ( (3) is finite, then for any ')' > ')'* ((3), the disturbance attenuation level for the SMSE is J'. Note that ')'* (0) is not finite when A is unstable since this is equivalent to the open loop estimation problem of the unstable system.
IV. ASYMPTOTIC ANALYSIS ON lE{�k}
In this section, we provide a complete analysis of the asymptotic behavior of the stochastic Riccati equation (SRE) obtained in Theorem 1. We will show that under some conditions, lE{�k} is bounded for all k. In the rest of this paper, we take Q = Q.
A. Modified Lyapunov and Riccati Equations
Consider the modified Lyapunov and Riccati equations
where to = to = Qo 1 . Later we will prove that (8a) and (8b) generate lower and upper bounds on lE{�k} if ')' and (3 are in certain ranges. Before stating our main results, we first discuss convergence properties of (8a) and (8b). 
(8b) is a monotonically non-decreasing sequence. Also if there is a positive definite matrix t := t((3, ')') such that t ;::: tk for all k ;::: 0, then (8b) has a limit, t + := t + ((3, ')') , that is positive definite and a fixed point of the following algebraic Riccati equation (ARE)
Conversely, if there is a positive definite matrix, t + , that solves (10) and satisfies (11), then (8b) converges to t + .
Proof. It is easy to see that (8b) is a monotonically non decreasing positive definite matrix sequence with condition (9). Thus if f; ?: f;k for all k, then (8b) is a convergent matrix sequence and under the controllability and observ ability conditions, the limit f; + is positive definite. Then, by continuity, f; + is a solution of (10) that satisfies (11).
The converse statement follows from the fact that (8b) is a monotonically non-decreasing positive definite matrix sequence with condition (9) and continuity of the Riccati equation (8b). D
In order to characterize conditions that guarantee bounded ness of lE{�d, we need to know the smallest value of (3 and "(, 7J cb) and "(*((3), above which (8a) converges; hence (10) has a solution that satisfies (11) . By adopting the argument in [12] , we can define those parameters as follows: (3) ( 2 )' Also as "( --+ 00, 7J cb) converges to ,\ where ,\ is defined in [2] that ensures the boundedness of lE{ Pk}.
Proof. With a fixed "(, the only case when (10) does not admit a solution is when (10) does not have any solutions that satisfy (11) . Therefore, 7J cb) is true. The second and last statements follow from Lemma l(ii) and (vi), respectively.D 
where Lemma l(i) is used to obtain the inequality. Finally,
Note that the bound is a function of "( since the SRE is parameterized by "(. This completes the proof. D
Just as in the case of the Kalman filter discussed in [2] , the exact value of (3c is hard to compute but it is possible to obtain lower and upper bounds. For the second part, lE{�k} :::; f;k implies lE{�k +d Proof. This result follows from Theorem 5 and the preced ing discussion. D IE{�k} with that of IE{ Pk} where Pk is the error covariance matrix in [2] . To allow for a comparison, we use the same linear system model as in [2] .
Consider a scalar system where A = -1.25, C = 1, D = 1, V = E2 = 2.5, and Q = 1. Note that since C is scalar, for the Kalman filter in [2] , the lower critical value, 0.36, decides the boundedness of IE{ Pk}. To see the boundedness of IE{�k}, by Theorem 6, we need , > Y((3), and (3 > /3c(r). It shows that although C is invertible, since /3c(r) = 0.36 only when , is sufficiently large, �c is not the actual critical value for optimal estimation. This result is due to the fact that the SMSE also considers the disturbance attenuation that results in increasing the critical value. In other words, the SMSE needs the more reliable measurement connection for the high disturbance attenuation performance. Note that if, > ,* ( (3), we obtain the boundedness of IE{�d. 
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:�I :1 -,'" 100 � !: disturbance attenuation performance level is 7.5. We use , = 50 for the SMSE. Each estimation error is obtained by averaging 10000 Monte Carlo simulations. As can be seen, the SMSE outperforms the Hoo MJLE because while the SMSE is an optimal time-varying estimator for every measurement case due to the information structure (2), the Hoo MJLE is suboptimal since it uses the static estimator gain depending on (3k. Note that although, for the SMSE is larger than that of the Hoo MJLE, the reduced estimation error is obtained by the SMSE. Note finally that as , --+ 00, the performance of the SMSE will be identical to that of the Kalman filter case in [2] .
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented the stochastic minimax state estimator (SMSE) under the Bernoulli-type measure-ment loss model. The problem formulation can be viewed as Hoo estimation with intermittent observations. If the measurement loss rate and the disturbance attenuation param eter satisfy certain threshold conditions, optimal estimation is guaranteed in the sense that the expected value of the stochastic Riccati equation (SRE) is bounded. We have also provided exact lower and upper bounds on the expected value of the SRE. Finally, it has been proven that just as in the case of the deterministic minimax estimation problem, as 'Y ---+ 00, the SMSE converges to the Kalman filter in [2] . An important outcome of the study of this paper is that the SMSE requires more reliable measurement connection if we focus on the disturbance attenuation performance.
Future work will involve a rigorous analysis of the SRE. In particular, it is possible to use different performance metrics as in [8] - [11] to arrive at boundedness of lP'(�k ::; M) and weak convergence of the SRE. Moreover, it is possible to generalize the packet drop model by using the Gilbert-Elliott model in [6] .
