Abstract. Millstream systems have recently been proposed as a formalization of the linguistic idea that natural language should be described as a combination of different modules related by interfaces. In this paper we investigate algorithmic properties of Millstream systems having regular tree grammars as modules and MSO logic as interface logic. We focus on the so-called completion problem: Given trees generated by a subset of the modules, can they be completed into a valid configuration of the Millstream system?
Introduction
Millstream systems [1] have recently been introduced as a generic mathematical framework for the description of natural language providing the possibility to formalize and reason about the relation between different linguistic levels, such as phonology, morphology, syntax and semantics. Millstream systems are motivated by contemporary linguistic theories that refrain from the idea of transformational grammars in the Chomskian tradition in which linguistic levels are hierarchically ordered. The authors in [11, 7] , for example, propose to view them as autonomous modules that work simultaneously but are linked with each other through interfaces that describe the interactions and interdependencies between these linguistic levels. Both authors argue that the human way of processing language is more adequately described by such a non-hierarchical approach, as the human brain seems to store and process different linguistical levels in parallel, at the same time linking them according to certain rules in order to create a whole that is more than the sum of its parts. Matching this view, a Millstream system consists of several individual modules specifying tree languages L 1 , . . . , L k , and a logical interface relating the (trees yielded by the) modules. A configuration is a tuple (t 1 , . . . , t k ) ∈ L 1 × · · · × L k , augmented with links as specified by the interface.
Let us consider an example that illustrates the linguistic ideas that have motivated Millstream systems. Figure 1 shows the syntactic and semantic structure, depicted as trees (a) and (b), respectively, of the sentence John loves Sarah and the established interface links which are depicted as dotted lines linking syntactic categories occurring in structure (a) with semantic categories occurring in structure (b). The syntactic tree (a) divides the sentence S into a nominal phrase NP S and a verbal phrase VP. The nominal phrase NP S consists of the lexical item John and the verbal phrase VP is divided into a verb V and a nominal phrase NP O , where V and NP O consist of the lexical items loves and Sarah, respectively. The semantic tree (b) depicts that the transitive verb loves is of category F 1 which represents a function that is applied to the argument A 1 (the object) whose lexical item is Sarah and yields a function as its result, namely F 2 . Function F 2 in turn is applied to the argument A 2 (the subject) whose lexical item is John. Thus, the analysis of the sentence John loves Sarah does not only result in its syntactic and semantic trees, but also includes relationships between them, namely the links in Figure 1 . The syntactic category V, for example, is linked with the semantic category F 1 which illustrates that these particular occurrences of V and F 1 correspond to each other. The syntactic subject NP S and the object NP O are linked with the semantic arguments A 2 and A 1 , respectively, which reflects that the syntactic arguments (subject and object) of a (transitive) verb correspond to the semantic arguments of the semantic function of that verb.
The conditions that such links have to fulfill are described by the interface. The reader is referred to [12] for a discussion of the syntax-semantics interface from the linguistic point of view and to [1] for more a detailed discussion of how this can be formalized in terms of Millstream systems. In particular, Millstream systems are of interest for natural language processing, and in particular for natural language understanding and natural language generation. Simply put, the task of natural language understanding is to construct a suitable semantic representation of a sentence that has been heard (phonology) and parsed (syntax). Within the framework of Millstream systems this corresponds to the problem where we are given a syntactic tree (and possibly a phonological tree if a phonological module is involved) and the goal is to construct an appropriate semantic tree. Conversely, natural language generation can be seen as the problem to construct an appropriate syntactic (and/or phonological) tree from a given semantic tree.
In abstract terms, the situations just described are identical. In both cases, a Millstream system is given, the input is a partial configuration consisting of some of the required trees, and the goal is to complete the configuration by adding the missing trees and the links between the trees. In this paper, we study whether and how this problem, called the completion problem, can be solved for so-called regular MSO Millstream systems, i. e. systems in which the modules are regular tree grammars (or, equivalently, finite tree automata) and the interface conditions are expressed in monadic second-order (MSO) logic. We prove that the emptiness problem (where no tree of the configuration is known) is undecidable, but the completion problem is decidable if no direct links exist between the unknown trees. Finally, motivated by the observation that the completion problem is decidable if the configurations are of bounded tree width, we establish sufficient conditions under which this is the case. Moreover, structures of bounded tree-width seem to be of particular interest for natural language processing. For example, Kornai and Tuza [8] argue that bounded pathwidth is related to the bounded capacity of the short-term memory and its influence on human generation and understanding of language.
The rest of this paper is organized as follows. The next section contains the definition of Millstream systems and other basic notions. In Section 3, the undecidability of the emptiness problem is shown. Section 4 contains the proof that the completion problem is decidable in those cases where there are no direct links between unknown parts of the configuration, and in Section 5 sufficient conditions for bounding the tree width of configurations are studied. To obey the page limit, some proofs have been moved into the appendix.
Definitions and Preliminaries
The set of natural numbers is denoted by N, and N + = N \ {0}. For k ∈ N, we let [k] = {1, . . . , k}. For a set S, the set of all nonempty finite sequences (or strings) over S is denoted by S + ; if the empty sequence is included, we write S * . A ranked alphabet is a finite set Σ of pairs (f, k), where f is a symbol and k ∈ N is its rank. We denote (f, k) by f (k) , or simply by f if k is understood. We define trees over Σ in one of the standard ways, by identifying the nodes of a tree t with sequences of natural numbers. Thus, T Σ consists of all mappings t : V (t) → Σ (called trees), such that the set V (t) of nodes of t is a finite and nonempty prefix-closed subset of N * + , and, for every node
. In other words, the children of v are v1, . . . , vk (and v is their parent). For v, u ∈ V (t) we write v ≤ u if v is a prefix of u and v < u if v is a proper prefix. A Σ-tree generator is any kind of device G that specifies a tree language L(G) ⊆ T Σ . We assume familiarity with generators of regular tree languages, e.g., finite tree automata, regular tree grammars, and monadic second-order logic (MSO) (see, e.g., [6] ).
For a tree t ∈ T Σ , the subtree of t rooted at v (defined in the usual way) is denoted by t/v. We denote a tree t as
We now define a logical representation of trees, which is fairly standard (see, e.g., [9] ). For this, let Λ be any type of predicate logic that allows us to make use of n-ary predicate symbols P (n) , and let F Λ denote the set of all formulas in Λ without free variables (i.e., the set of sentences of Λ). For k ∈ N, we say that a predicate symbol P (n) is k-typed if it comes with an associated type
n . We write P : i 1 × · · · × i n to specify the type of P . Given a (finite) set P of predicate symbols, a logical structure D; (ψ P ) P ∈P consists of a set D called the domain and, for each P (n) ∈ P, a predicate ψ P ⊆ D n . If an existing structure Z is enriched with additional predicates (ψ P ) P ∈P (where P ∩ P = ∅), we denote the resulting structure by Z; (ψ P ) P ∈P . In this paper, we will only consider structures with finite domains.
A tuple T = (t 1 , . . . , t k ) ∈ T k Σ of trees will be represented by the structure
using the following predicates V
In the following, we write d
Note that, in the definition of |T |, we have blurred the distinction between predicate symbols and their interpretation as predicates, because this interpretation is fixed. In the following, especially in intuitive explanations, we shall sometimes also identify the logical structure |T | with the tuple T it represents.
To define Millstream systems, we first formalize our notion of interfaces. The idea is that a tuple T = (t 1 , . . . , t k ) of trees, represented as |T |, is augmented with additional interface links that are subject to logical conditions. Definition 1 (Interface). Let Σ be a ranked alphabet. An interface on T k Σ (k ∈ N) is a pair INT = (I, Φ), such that -I is a finite set of k-typed predicate symbols called interface symbols, and -Φ is a finite set of formulas in F Λ that may, in addition to the fixed vocabulary of Λ, contain the predicate symbols in I and those occurring in the structures |T | (where T ∈ T k Σ ). These formulas are called interface conditions.
and C satisfies the interface conditions in Φ (if each I ∈ I is interpreted as ψ I ).
For I ∈ I and nodes v 1 , . . . , v l , we say that a configuration C as above contains the link 
In the remainder of the paper, we mainly consider regular MSO Millstream systems. This is the special case of Millstream systems where the modules are regular tree grammars (or equivalent devices) and Λ is monadic second-order predicate logic. Similarly, we talk about regular FO Millstream systems if only first-order predicate logic is considered. If we do not want to restrict the type of modules considered, we speak of Λ Millstream systems. Recall that, in fact, the regular tree languages are exactly those which can be specified by MSO formulas over trees, which means that each component language L(M i ) of a regular MSO Millstream system can, if convenient, be assumed to be equal to T Σ .
Emptiness for Millstream Systems is Undecidable
In this section we show that it is undecidable whether the language of a given Millstream system is empty. More precisely, we show the following. Proof sketch. The proof is by reduction from Post's correspondence problem (PCP), which is well known to be undecidable [10] . An instance of PCP over a finite alphabet Σ is a set I = {(u 1 , w 1 ), . . . , (u n , w n )} of pairs of words over Σ, i.e., u i , w i ∈ Σ * for i = 1, . . . , n. The question is whether there exists an integer m ∈ N and a sequence of indices i 1 , i 2 , . . . , i m ∈ {1, . . . , n} such that
For an instance I = {(u 1 , w 1 ), . . . , (u n , w n )} of PCP over Σ = {a, b}, we show how to construct a regular FO Millstream system MS I = (M 1 , M 2 ; INT ) such that L(MS I ) = ∅ if and only if I has a solution.
The modules M 1 and M 2 generate monadic trees over the ranked alphabet
Thus, we may view L(M 1 ) and L(M 2 ) as regular string languages. The idea is that these languages contain all possible indexed left-and right-hand sides of solutions to Equation (1) . To be precise, we
The interface INT , has two interface symbols, Link 1 and Link 2 , and is used to ensure that only pairs of trees that satisfy Equation 1 can be produced. For instance, the following three formulas are used to ensure that the sequence of indices in the tree produced by M 1 is the same as in the tree produced by M 2 :
Here, SameLabel (x, y) and NextIndex 1 (x, x ) are abbreviations of formulas expressing that x and y have the same label and that x is the first node below x that has a label in [n], respectively. The full interface definition is given in the Appendix.
The Completion Problem
In this section, the completion problem for regular MSO Millstream systems is studied. Let us first define this problem. Given a Millstream system MS = (M 1 , . . . , M k ; INT ) over a ranked alphabet Σ and a set K ⊆ [k], the (uniform) K-completion problem for MS is defined as follows: Instance A family κ = (κ i ) i∈K of trees κ i ∈ T Σ . Question Is there a completion of κ, i.e., a configuration |(t 1 , . . . , t k )|, Ψ in L(MS ) such that t i = κ i for all i ∈ K? Intuitively, the trees κ i , i ∈ K, are the "known trees" of an otherwise unknown configuration in L(MS ), which is sought. Note that there can be zero, one, finitely or infinitely many such configurations. Thus, one may also wish to compute a representation of the set of all completions of κ. If we talk about the problem at a general level, we simply call it the completion problem.
The completion problem is of obvious linguistic relevance, as discussed in the introduction. There are two extreme cases of the completion problem. The first is when K = [k], asking whether k given trees can be linked consistently. The second is when K = ∅, asking whether L(MS ) is nonempty. The first is trivially decidable by enumeration, provided that a logic is used for which it can be decided whether a given configuration satisfies a given formula. The second was studied in the previous section, which yields the following corollary of Theorem 3.
Corollary 4. The completion problem for regular FO Millstream systems is undecidable.
Our next goal is to identify conditions under which the completion problem becomes decidable. For this, we now define a normal form of MSO Millstream systems, called typed MSO Millstream system, that turns out to be useful. Intuitively, in a typed MSO Millstream system with k modules, every variable is associated with an index i ∈ [k], indicating that this variable is meant to range only over (sets of) nodes in V (t i ). In the definition, we let V i (X) abbreviate ∀x : (x ∈ X → V i (x)). . We abbreviate such formulas by ∃ξ (i) : ϕ and ∀ξ (i) : ϕ , respectively, and call i the type of ξ. MS is typed if each of its interface conditions is typed.
The following lemma states that MSO Millstream systems can, without loss of generality, be assumed to be typed. The rather straightforward proof, which can be found in the appendix, is based on a recursive construction that replaces every variable ξ by k variables ξ 
Lemma 6. Every MSO Millstream system can effectively be turned into a typed MSO Millstream system MS , such that L(MS ) = L(MS ).
In the following, we assume that variables of type i occur only in the "right places" in typed formulas. For example, if I contains I : 2 × 1 and I(x, y) occurs in a typed formula, then x and y are of types 2 and 1, respectively. This is no restriction, because I(x, y) would necessarily be false, otherwise.
Let C = (t 1 , . . . , t k ), Ψ be a configuration of MS = (M 1 , . . . , M k ; INT ), where INT = (I, Φ), and let K ⊆ [k]. We now define the configuration C/K which is obtained by removing the trees with indices in K and their nodes from the interface links, but memorizing the latter by attaching subscripts to the interface symbols, thus hard coding the information into the interface symbol itself. In particular, we make use of a new alphabet of interface symbols which depends on the trees t i , i ∈ K. Before defining C/K formally, we introduce some convenient notation. For a finite number of indexed elements a 1 , . . . , a n , and a condition ϕ that is true or not for each of the a i , we denote by (a i | ϕ(a i )) the tuple (a i1 , . . . , a im ) such that i 1 < · · · < i m and {i 1 , . . . ,
where Ψ is obtained from Ψ , as follows. For every interface symbol I : 
Proof. By induction, and since the statement is trivially true for K = ∅, it suffices to prove the lemma for |K| = 1. Suppose without loss of generality that K = {k} and, by Lemma 6, that MS is typed. Furthermore, assume that I and v 1 , . . . , v m(I) ∈ V (κ). It remains to define the interface conditions of MS . We do this by recursively turning each individual interface condition ϕ ∈ Φ into an appropriate interface condition ϕ for MS . In fact, ϕ will in general contain atomic subformulas (not involving interface symbols) in which variables x (k) or X (k) have been replaced with constants, i.e., nodes or sets of nodes of κ. Clearly, these constants can be removed by replacing the corresponding subformulas with either true or false, because κ is fixed.
Consider a (typed) MSO formula φ without free variables of type k. We define φ as follows.
-If φ is atomic, then φ = φ unless φ = I(x 1 , . . . , x l−m(I) , v 1 , . . . , v m(I) ) for some interface symbol I : i 1 × · · · × i l , variables x 1 , . . . , x l−m(I) , and nodes v 1 , . . . , v m(I) ∈ V (κ). In the latter case, φ = I v1···v m(I) (x 1 , . . . , x l−m(I) ). -If φ = φ 1 ∧ φ 2 , then φ = φ 1 ∧ φ 2 , and similarly for φ = φ 1 ∨ φ 2 and φ = ¬φ 1 .
is the formula obtained by substituting v for all free occurrences of x in φ 1 .
-The cases φ = ∃x (i) : φ 1 and φ = ∃X (i) : φ 1 are similar, the only difference being that is replaced with .
By structural induction on φ, it can be shown that, for every assignment of (sets of) nodes of t 1 , . . . , t k−1 to the free variables in φ and for every configuration C = (t 1 , . . . , t k−1 , κ), Ψ , C satisfies φ if and only if C/K satisfies φ .
Given a Millstream system MS
In other words, U is unlinked if there are no interface symbols that could establish direct links between the nodes of the trees generated by the modules M i , i ∈ U .
In particular, the K-completion problem for MS is decidable. Adding an additional root symbol on top of every configuration C = (t 1 , . . . , t l ), Ψ of MS , this shows that L(MS ) is essentially a regular tree language (using the fact that the regular tree languages are exactly the MSO-definable ones [14, 5] ). Consequently, we can check whether L(MS ) is empty and compute a configuration C ∈ L(MS ) if it is not. From C, one can easily construct a configuration C 0 = (t 1 , . . . , t k ), Ψ ∈ L(MS ) with C 0 /K = C and t i = κ i for all i ∈ K, by reversing the construction of C 0 /K. This completes the proof.
Under the assumptions of the theorem and abstracting from some irrelevant details, L(MS )/K is a regular tree language. Hence, even finiteness can be decided.
Corollary 9. Given a regular Millstream system MS
= (M 1 , . . . , M k ; INT ) and K ⊆ [k] s.t. [k] \ K is unlinked, it can be decided whether L(MS )/K is finite.
Configurations of Bounded Tree Width
We have seen that the emptiness problem is undecidable, but that the completion problem is decidable in certain cases. Another way to achieve positive results in situations such as those studied here is to consider structures of bounded tree width. Readers who are unfamiliar with this notion may consult, e.g., [2] . In the following, we use tree width to find restrictions under which the completion problem can be solved more efficiently. For this, we regard a configuration |T |, Ψ as an undirected graph on V (T ). More precisely, we say that Ψ contains a link (v 1 , . . . , v l ) and write (v 1 , . . . , v l ) ∈ Ψ , if I(v 1 , . . . , v l ) = true for some interface symbol I. Two distinct nodes u, v are considered to be connected by an edge if one is a child of the other or u, v ∈ {v 1 , . . . , v l } for some link (v 1 , . . . , v l ) ∈ Ψ . We say that a set L of configurations has bounded tree width if there is a constant w ∈ N such that every configuration in L is of tree width at most w.
By the results of [4, 3] , we have the following. Thus, Millstream systems MS for which L(MS ) is of bounded tree width are of particular interest. In the rest of this section, we establish two conditions that guarantee that L(MS ) is of bounded tree width.
Let MS = (M 1 , . . . , M k ; INT ) be an MSO Millstream system and C = |(t 1 , . . . , t k )|, Ψ a configuration of MS . We say that a node v ∈ t i is linked if it occurs in a link in Ψ .
Definition 11 (Simple configuration). Let C = |(t 1 , . . . , t k )|, Ψ be a configuration. For nodes x, x ∈ V (t i ), let gcp(x, x ) be the greatest common predecessor of x and x , i.e. the largest (w.r.t. <) node v in t i such that v < x and v < x . C is simple if it satisfies the following conditions:
1. No node in any of the trees t 1 , . . . , t k is involved in more than one link, i.e., each node v ∈ t i occurs in at most one link in Ψ . 2. For every x 1 , x 2 , x 3 ∈ t i and every y 1 , y 2 , y 3 ∈ t j such that x 1 is linked to y 1 , x 2 is linked to y 2 , and x 3 is linked to y 3 , gcp(x 1 , x 2 ) ≥ gcp(x 1 , x 3 ) if and only if gcp(y 1 , y 2 ) ≥ gcp(y 1 , y 3 ).
The intuition behind the second condition is that the links have to respect the branching structure of the tree. Figure 2 illustrates how a configuration can violate the criterion for simplicity. Next, we prove that every simple configuration of a Millstream system with two modules has bounded tree-width.
INT ), then C has tree-width at most 2.
Proof sketch. For the proof, we use a graph search game by Seymour and Thomas [13] . The game is played between a robber and k cops on an undirected graph. The robber stands on a vertex v of the graph and can at any time run to any x1 x2 x3 y1 y2 y3 t1 t2 Fig. 2 . The above configuration is not simple, since the branches of x1 and x2 come together before the branches of x2 and x3, while the branches of y1 and y2 come together after the branches of y2 and y3.
vertex u such that there is a cop-free path from v to u. Each cop is at any time either placed on a vertex or is in a helicopter. The objective of the cops is to land a cop on a vertex occupied by the robber. The robber can, however, see the helicopter approaching and has time to flee to another vertex. Thus the cops have to corner the robber, i.e., create a situation where the robber is on vertex v, all neighbors of v are occupied by cops, and there is a cop in the helicopter available to land on v and capture the robber. A graph has tree-width k if and only if k + 1 is the minimal number of cops that have a winning strategy against the robber on the graph [13] . Thus our aim is to show that 3 cops can catch a robber on any simple configuration C = |(t 1 , t 2 )|, Ψ . The strategy will be to place one cop in each tree t i , make sure that the robber can never again get to any node in t i outside the subtree of the node on which the cop is placed, and in each round move the cop one step down in one of the subtrees. Thus the robber is caught in at most 2 · h steps, where h is the maximal height of any tree in C.
The cops will use the following strategy:
1. In the first step, two cops are placed on the two roots of t 1 , t 2 . 2. After m steps, one cop will be placed in each tree, say on the nodes c 1 and c 2 . The robber will be in one of the subtrees t 1 /c 1 , t 2 /c 2 and there will be no links from nodes within these subtrees to nodes outside them. Assume that the robber is in subtree t 1 /c 1 . We distinguish two cases: (a) If there is a child node w of c 2 such that no node of t 2 outside of t 2 /w is accessible to the robber, and there is no link from any node in t 1 /c 1 to c 2 , then the free cop is placed on w and the cop on c 2 is removed. (b) Otherwise the free cop is placed on the child v of c 1 such that the robber is in t 1 /v and the cop on c 1 is removed.
The proof that this strategy works is given in the appendix.
Let us now define a second notion that can be used to bound the tree width of L(MS ). In this definition and in the remainder of the section, if u, u 1 , . . . , u n are nodes in a configuration of a Millstream system, we write u > {u 1 , . . . , u n } to express that u > u i for some i ∈ [n]. We say that a node v is a successor of u if v is a minimal linked node such that u > v. Now, let U be the set of all nodes u > {u 1 , . . . , u l } such that there is no successor u i of u i with u > u i . (In other words, U is the set of descendants of u 1 , . . . , u l that can be reached on a path not using one of the newly occupied nodes.) There are two cases. If v ∈ U , then the robber can only move within the tree that is given by the connected component of U that v belongs to. (All nodes of links he could reach for travelling along them are occupied by cops.) Thus, the two remaining cops can be used to corner the robber, while keeping the at most h + 1 links occupied.
If v / ∈ U , then we have v > {u 1 , . . . , u m }, for (at least) one of the newly occupied links (u 1 , . . . , u m ). We choose this link as the new guarding link, making all other cops available again, and continue. Note that, by Definition 13(3), the sum of the sizes of the subtrees rooted at the nodes of the guarding link has become strictly smaller. Thus, the robber will eventually be caught.
