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ABSTRACT 
The subject of this repert is the zmtrollabilitty of distribited 
parameter systems. 
minimum energy control systems and the reachable set of states 
with a n o m  constraint on the control. 
Two closely related topics also covered are  
A summary of the techniques which a re  applicable to the solution 
of control systems problems is given. The eigenvalue -eigenfunction 
expansion method for the solution of hom.ogeneous boundary value prob - 
lems is used. 
a re  treated by converting the non-homogeneous b. v. p. to an equivalent 
homogeneous b. v. p. by introducing generalized functions. 
Problems in which the control appears at the boundary 
The generalization of the concept of controllability of finit e 
dimensional systems to infinite dimensional systems is given. 
pseudo-inverse of a linear operator is defined which is a generalization 
of that of a matrix for finite dimensional spaces, 
is then used to obtain minimum energy control for distributed parameter 
systems. 
dimensional systems which a re  available, 
the minimum energy control problem involves finding the pseudo -inverse 
of a matrix. In the infinite dimensional problem, it is necessary to solve 
for the eigenvalues and eigenfunctions of an integral operator. 
The 
The pseudo- inverse 
It is shown that this generalization includes results for finite 
In this case the solution of 
The necessary and sufficient conditions for the states which a re  
reachable when the control is required to satisfy a norm constraint a r e  
given. 
problem to distributed parameter systems. 
used to  obtain conditions for complete controllability. 
The conditions a re  obtained by an application of the moment 
These results are  then 
Applications of the material a r e  made to specific examples of 




The area of research of t h i s  d i s s e r t a t i o n  i s  i n  t h e  c o n t r o l  of 
d i s t r i b u t e d  parameter systems. 
U n t i l  a few years  ago, a l l  of the emphasis of c o n t r o l  systems w a s  
placed on systems descr ibed by ordinary d i f f e r e n t i a l  equat ions.  
w e l l  formulated theory has developed around these  systems, p a r t i c u l a r l y  
i n  t h e  case of l i n e a r  systems. 
c o n t r o l  systems engineers  n a t u r a l l y  attempted t o  o b t a i n  r e s u l t s  f o r  
o t h e r  systems which required con t ro l .  One of t h e  important class of 
systems i s  t h a t  of t he  type described by p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n s .  These systems are descr ibed by the  more i l l u s t r a t i v e  engineer- 
i n g  t e r m ,  d i s t r i b u t e d  parameter systems. 
A 
I n  an attempt t o  o b t a i n  more g e n e r a l i t y ,  
One of t h e  most comprehensive a r t i c l e s  appearing so  f a r  on t h i s  
t o p i c  i s  t h a t  by Wang i n  [ l ] .  H e  covers t he  wide range of problems of 
i n t e r e s t  t o  c o n t r o l  systems engineers.  
problems which have been solved f o r  f i n i t e  dimensional systems and 
reformulated them as problems applied t o  d i s t r i b u t e d  parameter systems. 
A major p a r t  of h i s  work, as with most papers appearing on d i s t r i b u t e d  
parameter systems, is  on optimum con t ro l ,  t h a t  i s ,  f i n d i n g  a c o n t r o l  
which w i l l  minimize a s p e c i f i e d  cos t  func t iona l .  
H e  has taken many of t he  
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The t o p i c  of c o n t r o l l a b i l i t y  has  found a g r e a t  d e a l  of i n t e r e s t  
i n  t h e  f i n i t e  dimensional theory and i s  a s i g n i f i c a n t  t o p i c  f o r  re- 
search  under more genera l  circumstances.  Very l i t t l e  work has  appeared 
i n  t h e  engineering l i t e r a t u r e  on t h e  s u b j e c t  of c o n t r o l l a b i l i t y  of 
d i s t r i b u t e d  parameter systems, and t h i s  w i l l  be t h e  s u b j e c t  of t h i s  
d i s s e r t a t i o n .  Two c l o s e l y  r e l a t e d  t o p i c s  t o  c o n t r o l l a b i l i t y  are a l s o  
covered. These are minimum energy c o n t r o l  systems and t h e  reachable  
set  of states wi th  a norm c o n s t r a i n t  on t h e  c o n t r o l .  The only r e l a t e d  
work on d i s t r i b u t e d  parameter known t o  t h e  au thor  appears  i n  Wang [ l ]  
and Brogan [2] .  Both touch t h e  sub jec t  only b r i e f l y .  More w i l l  be 
s a i d  concerning t h e i r  r e s u l t s  i n  Chapter 3. Abstract  r e s u l t s  on t h e  
t h e o r e t i c a l  a spec t s  of c o n t r o l l a b i l i t y  have been obtained by F a t t o r i n i  
[ 3 ,  41. H i s  problems are set  i n  an a b s t r a c t  Banach space as i s  most 
of t h e  work on t h e  mathematical theory of c o n t r o l  which has  appeared 
recent ly ,  f o r  example, by Balakrishnan [SI .  Russe l l  [6] has  presented 
some ma te r i a l  on c o n t r o l l a b i l i t y  of d i s t r i b u t e d  parameter systems which 
is t o  be  publ ished soon. 
The t e r m  c o n t r o l l a b i l i t y  w a s  introduced by Kalman f o r  f i n i t e  
dimensional c o n t r o l  systems around 1960 and has  become a fundamental 
concept i n  t h e  p re sen t ly  developing f i e l d  of systems theory.  A genera l  
surmary of t h e  r e s u l t s  a v a i l a b l e  f o r  f i n i t e  dimensional l i n e a r  c o n t r o l  
systems can be found i n  Kalman, e t .  a l .  [7] .  The minimum energy con t ro l  
of systems i s  a l s o  found i n  [7]  where use  is  made of t h e  pseudo-inverse 
of a matrix. 
Hsieh [ 8 ]  approached the  minimum e f f o r t  c o n t r o l  system problem 
2 
f o r  f i n i t e  dimensional systems by s e t t i n g  t h e  problem i n  a H i l b e r t  
space and found convenient r e s u l t s  through t h e  use  of f u n c t i o n a l  
a n a l y s i s .  
Antosiewicz [9] found conditions f o r  c o n t r o l l a b i l i t y  based on 
geometric i d e a s  i n  Banach spaces and obtained a r e s u l t  very s imilar  t o  
t h a t  which w a s  given by Banach in  [ lo]  as cond i t ions  f o r  t he  s o l u t i o n  
of t h e  moment problem. Antosiewicz, however, r e s t r i c t e d  h i s  r e s u l t s  
t o  systems whose states are f i n i t e  dimensional. 
Kre ind le r  [113 obtained r e s u l t s  on t h e  set of reachable  states 
with a norm c o n s t r a i n t  on the  control  f o r  f i n i t e  dimensional l i n e a r  
systems. 
Numerous o t h e r  papers have appeared on t h e  c o n t r o l  of d i s t r i b u t e d  
parameter systems. For t h e  most p a r t ,  they are concerned wi th  optimum 
c o n t r o l  and s o  they w i l l  n o t  be  mentioned he re .  
A b r i e f  review of the  work i n  the remaining chap te r s  of t h i s  
d i s s e r t a t i o n  w i l l  now be given. 
Chapter 2 is t i t l e d  " P a r t i a l  D i f f e r e n t i a l  Equations i n  Control 
Systems Applications." 
equa t ions ;  however, t h e r e  i s  no p a r t i c u l a r  r e fe rence  s u i t a b l y  o r i e n t e d  
t o  c o n t r o l  systems a p p l i c a t i o n s .  Thus Chapter 2 is  a summary of t h e  
techniques which have been appl ied elsewhere which seem appropr i a t e  
t o  t h e  t o p i c  of t h i s  d i s s e r t a t i o n .  
of s o l v i n g  non-homogeneous p a r t i a l  d i f f e r e n t i a l  equat ions with homo- 
geneous boundary condi t ions is  presented. 
where t h e  c o n t r o l  appears a t  t h e  boundary i s  t r e a t e d  next .  
There are many books on p a r t i a l  d i f f e r e n t i a l  
The eigenvalue-eigenfunction method 
The s o l u t i o n  of problems 
This 
3 
s i t u a t i o n  l eads  t o  non-homogeneous boundary va lue  problems. 
methods a re  a v a i l a b l e  f o r  handl ing t h i s  type of problem. 
presented  i n  Chapter 2 fol lows t h a t  of Friedman [12] where t h e  non- 
homogeneous b.v.p. i s  changed t o  an equiva len t  non-homogeneous equat ion  
Seve ra l  
The method 
wi th  homogeneous boundary condi t ions  by in t roducing  genera l ized  
func t ions .  
Chapter 3 is  t i t l e d  "Con t ro l l ab i l i t y . "  This  chapter  con ta ins  t h e  
gene ra l i za t ion  of t h e  concept of c o n t r o l l a b i l i t y  t o  i n f i n i t e  dimensional 
systems. 
a gene ra l i za t ion  of t h a t  of a ma t r ix  f o r  f i n i t e  dimensional spaces .  
The pseudo-inverse i s  then used t o  ob ta in  minimum energy c o n t r o l  f o r  
d i s t r i b u t e d  parameter systems. 
The pseudo-inverse of a l i n e a r  ope ra to r  is  def ined  which i s  
Chapter 4 i s  t i t l e d  "Reachable States." The necessary and 
s u f f i c i e n t  condi t ions  on t h e  set of reachable  states are found when t h e  
c o n t r o l  is requi red  t o  s a t i s f y  a norm c o n s t r a i n t .  The r e s u l t s  are then 
app l i ed  to  a s p e c i f i c  example. 
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CHAPTER 2 
PARTIAL DIFFERENTIAL EQUATIONS I N  CONTROL SYSTEMS APPLICATIONS 
2 . 1  GENERAL DISCUSSION OF THE SYSTEMS I N  THIS REPORT 
This  r e p o r t  w i l l  be concerned with t h e  c o n t r o l  of systems 
descr ibed by l i n e a r  p a r t i a l  d i f f e r e n t i a l  equat ions.  
occur i n  c o n t r o l  systems app l i ca t ions  can usua l ly  be descr ibed i n  one 
of t he  two fol lowing ways: 
Systems which 
* = A y + f  a t  
o r  
y ( x , t >  i s  a real valued func t ion  of the v a r i a b l e s  ( x , t >  where xcR and 
t E T  
R = a bounded open s e t  i n  E n 
= n dimensional Enclidean space En 
T = (0, t l ) ,  a t i m e  i n t e r v a l  with 0 a r b i t r a r i l y  
chosen as the  i n i t i a l  t i m e  and t a f i n a l  t i m e  1 
a = a constant  
A = a s p a t i a l  operator def ined on some domain, D ( A ) ,  
dense i n  L2(R) 
5 
. -  
L ~ ( R )  = space of square i n t e g r a b l e  f u n c t i o n s  de f ined  on R. 
D(A) = domain of A 
f cL2 (ShtT) 
I n  a d d i t i o n  t o  t h e  above, a set of boundary cond i t ions  i s  given 
which can be expressed i n  t h e  form 
uy = w 
w = a given func t ion  on (aGxT) 
a R  = boundary of 52. 
For example 
n = (0 , l )  
represents  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion 
6 
The i n i t i a l  cond i t ions  of the s ta te  of t h e  system are a l s o  assumed 
given. The s ta te  of t h e  system i s  assumed t o  be as fo l lows .  
y ( x , t )  = s t a t e  of t h e  system f o r  equation (2.1) 
s ta te  of t h e  system f o r  
equat ion (2.2) 
= 
The system given i n  equat ion (2.2) can be changed t o  t h e  form of 
t h a t  given i n  equat ion (2.1) by introducing the  two component v e c t o r  
Then z ( x , t )  s a t i s f i e s  t h e  d i f f e r e n t i a l  equat ion 
az 
a t  -
where 
A' z + f '  
Thus t h e  p a r t i a l  d i f f e r e n t i a l  equations t o  be t r e a t e d  can be 
w r i t t e n  very b r i e f l y  i n  t h e  form 
7 
, 
. -  - .  
* = A y + f  a t  
uy = W 
Equation (2 .3)  r e p r e s e n t s  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion and 
equat ion (2 .4)  t h e  boundary condi t ions and t h e  i n i t i a l  cond i t ions .  
The form of equat ions (2.3) and (2 .4)  i s  t y p i c a l  f o r  c o n t r o l  
systems a p p l i c a t i o n s .  The func t ions  f and w are c a l l e d  t h e  con- 
t r o l s  and i t  i s  t h e i r  s e l e c t i o n  i n  making t h e  s ta te  behave i n  some 
des i r ed  manner which makes the  problem one i n  c o n t r o l  systems. 
funct ion f i s  c a l l e d  a d i s t r i b u t e d  c o n t r o l  and t h e  func t ion  w i s  
The 
c a l l e d  a boundary con t ro l .  
It w i l l  be assumed t h a t  t h e  system descr ibed by equat ions (2 .3 )  
and (2.4) is  w e l l  posed. By t h i s  it i s  meant t h a t  (1) a s o l u t i o n  
e x i s t s ,  (2)  i t  i s  unique, and (3) t h e  s o l u t i o n  depends continuously on 
t h e  i n i t i a l  d a t a  and t h e  c o n t r o l .  The meaning of (3) i s  made more 
p rec i se  by t h e  i n t r o d u c t i o n  of sets of norms on appropr i a t e  spaces .  
The function spaces t o  be considered are t h e  L2( Q , L 2 ( l k T ) ,  and 
L (T) spaces .  
follows . 
The i n n e r  product on each of t h e s e  spaces  i s  denoted as 2 
8 
For f ,  g E L2 (RxT)  
t 
i f ,  g ] Q x T  = lL1 JR f ( x , t ) g ( x , t ) d x d t .  
For u ,  v E L2(T) 
t 
[u,v], =(’ v ( t ) u ( t ) d t .  
0 
From each of these  inne r  products ,  a norm fol lows n a t u r a l l y .  
For example , 
112 
I I P I  I n  = [P, P I n  
Thus, by continuous dependence on t h e  i n i t i a l  d a t a  i t  i s  meant 
t h a t  i f  y (x , t )  and y ( x , t )  are the response t o  i n i t i a l  condi t ions  
yl(x,O) and y2(x,0)  r e spec t ive ly ,  then y 
norm provided y (x,O) is c lose  t o  y2(x,0) i n  t h e  Rnorm. 
E>O,  t h e r e  i s  a 6>0 such t h a t  
1 2 
is  c l o s e  t o  y2 i n  the  RxT 1 
I.e., given 1 
i m p l i e s  
S imi l a r  con t inu i ty  i n  terms of t h e  norms i s  implied wi th  respect 
t o  t h e  c o n t r o l  terms. 
9 
The ex i s t ence  and uniqueness requirements of t he  w e l l  posed 
assumption of equat ions ( 2 . 3 )  and ( 2 . 4 ) ,  along wi th  t h e  l i n e a r i t y ,  
impl ies  t h a t  i f  t h e  i n i t i a l  condi t ion  y0cL2(R), t h e  d i s t r i b u t e d  c o n t r o l  
f sL2(RxT) ,  and t h e  boundary condi t ions  inc lude  a c o n t r o l ,  say u€L2(T),  
then the s o l u t i o n  can be w r i t t e n  
y = LIyo + Lnf + LBU 
where L L and L are l i n e a r  ope ra to r s .  I' n B 
LI = opera tor  from set of i n i t i a l  condi t ions  t o  
s o l u t i o n s  
L n  = opera tor  from d i s t r i b u t e d  con t ro l s  t o  s o l u t i o n s  
and 
LB = opera tor  from boundary con t ro l s  t o  s o l u t i o n s  
The opera tors  LI, La, and LB are i n t e g r a l  opera tors  given by t h e i r  
B' corresponding Green's func t ions  G G ,  and G I' 
LBU (x , t 1 = If' GB(x,t; T) u(.r)d.r 
0 
where f o r  almost a l l  ( x , t )  E: RxT,  GI(x,t; E )  cL2(R) as a func t ion  of 
E ,  G(x,t; 6 , ~ )  cL2(RxT) as a func t ion  of ( 6 , ~ )  and GB(x,t;  .r)EL2(T) as 
a funct ion of T .  
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One of t h e  important t o p i c s  i n  the s tudy  of p a r t i a l  d i f f e r e n t i a l  
equa t ions  i s  t o  determine when t h e  problem p resen ted  i n  equat ions (2.3) 
and (2.4) has  continuous inve r ses  LI, LQ, and LB. 
The answer t o  t h i s  ques t ion  is  not e a s i l y  resolved i n  t h e  very 
general  s e t t i n g  i n  which t h e  equations have been w r i t t e n  here .  The 
s p e c i f i c a t i o n  of condi t ions under which a continuous i n v e r s e  does e x i s t  
has  r equ i r ed  a very a b s t r a c t  mathematical treatment and is  gene ra l ly  
beyond t h e  level  of r i g o r  which engineers u sua l ly  employ when attempt- 
i n g  t o  s o l v e  s p e c i f i c  problems. 
d i s s e r t a t i o n  i s  t o  apply t h e  techniques used by Friedman [12] t o  con- 
t r o l  systems problems. 
p r o p e r t i e s  of  d i f f e r e n t i a l  equat ions i n  gene ra l  terms of  l i n e a r  oper- 
a t o r s .  The gene ra l  theory of  l i n e a r  ope ra to r s  belongs t o  t h e  f i e l d  of 
f u n c t i o n a l  a n a l y s i s  which is  a highly developed f i e l d  of mathematics, 
and i t  is n o t  t h e  purpose of t h i s  d i s s e r t a t i o n  t o  c o n t r i b u t e  t o  t h e  
theory of f u n c t i o n a l  a n a l y s i s  o r  par t ia l  d i f f e r e n t i a l  equat ions.  
The approach to  be taken i n  t h i s  
That is ,  it i s  p o s s i b l e  t o  d i s c u s s  many 
The nex t  s e c t i o n  w i l l  be concerned wi th  f i n d i n g  t h e  func t ions  
GI, G,  and G 
a t i o n s .  
i n  s p e c i a l  cases of i n t e r e s t  i n  c o n t r o l  systems app l i c -  B 
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2 .2  HOMOGENEOUS BOUNDARY VALUE PROBLEMS 
One of the most important methods for solving problems involving 
partial differential equations is the use of eigenfunction expansions. 
Its use will now be outlined for the case where 
uy = 0 
First, the eigenvalue-eigenfunction problem associated with the 
above is solved. That is, find the set {Qn) such that 
(2 .lo) 
where the Q 's  are functions of ~ ~ 5 2  only. n 
The adjoint operator to A and the boundary conditions on which 
it acts are found next. 
Let 
A* = adjoint operator of A 
U* = adjoint boundary condition operator 
Then U* and A* are defined to satisfy the relation 
[q, A P l n  = b*q, PIn 
12 
for all p such that 
up = 0 
and all q such that 
u*q = 0. 
The adjoint set of eigenvalues and eigenfunctions are also found 
from 
A*$n = Yn$n (2.11) 
Again the $ 's are functions of xsR only. Two important relation- n 
ships between the ' s  and $ ' s  are n n 
and if X is an eigenvalue of A, it is also an eigenvalue of A* 
[12, p. 1991. 
n 
Since the magnitudes of the eigenf unctions are arbitrary, they 
may be normalized to satisfy 
(2.12) hn, $Jmln = 6 mn 
where 
m = n  
6 mn = { :  m + n  
13 
I 
. .  
Assuming t h e  span L2 a ) ,  an a r b i t r a r y  func t ion  ycL2(nx T) 
can be  expanded as 
where 
s i n c e ,  f o r  almost a l l  t E T ,  y(x,t)EL2(R). 
Also, expand f ( x , t )  i n  terms of {$nl .  
m 
f ( x , t )  = 
n = l  
where 
Subs t i t u t e  t h e  above i n t o  equat ion (2.9) 
m 00 









- . .  
Mult iplying through equat ion  i2.18) by 0 (x) and i n t e g r a t i n g  over n 
R, t h e  fol lowing set of ord inary  d i f f e r e n t i a l  equat ions  r e s u l t s .  
. 
Yn(t> = hnYn(t) + f J t )  n = 1, 2 ,  ... (2.19) 
wi th  i n i t i a l  condi t ions  
Thus t h e  s o l u t i o n  t o  t h i s  countably i n f i n i t e  set of ordinary ' 
d i f f e r e n t i a l  equat ions ,  toge ther  wi th  the expansion, equat ion (2.13) ,  
provide t h e  s o l u t i o n  t o  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion ,  equat ion  
(2.9).  Notice t h a t  t h e  s o l u t i o n  given by equat ion (2.13) s a t i s f i e s  




because of equat ion (2.10). 
This form of t h e  s o l u t i o n  is very valuable  i n  engineer ing app l i -  
ca t ions .  I n  genera l ,  t h e  e igenfunct ions cannot be found a n a l y t i c a l l y ;  
however, a s u f f i c i e n t  f i n i t e  number t o  adequately approximate t h e  
i n f i n i t e  expansion can usua l ly  be found e i t h e r  numerically from 
equat ion  (2.10) o r  experimental ly  from the phys ica l  model i t s e l f .  
The s o l u t i o n  t o  equat ion (2.19) i s  given by: 
(2.21) 
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Multiplying through equat ion (2.21) by $,(x) and summing 
Subs t i t u t ing  equat ion (2.13) and equat ion (2.16) i n t o  equat ion  (2.22), 
def ine  
t < O  
H(t) = 






G(x,t;  5 , ~ )  is  t h e  Green's func t ion  f o r  t h i s  problem, and yo(x , t )  
i s  the response due t o  t h e  i n i t i a l  condi t ions .  
u n i t  s t e p  func t ion .  
H(t)  is the  Heaviside 
16 
2.3 NON-HOMOGENEOUS BOUNDARY VALUE PROBLEMS 
I n  many engineer ing a p p l i c a t i o n s  t h e  c o n t r o l  does not  appear as 
shown i n  equat ion (2 .9 ) ,  but  appears a t  t h e  boundary i n  t h e  form 
(2.28) 
It is s t i l l  use fu l  t o  be a b l e  t o  have an eigenfunct ion expansion 
of y ( x , t ) ;  however, f i nd ing  eigenfunct ions of A wi th  non-homogeneous 
boundary condi t ions  is no longer  a meaningful problem. The reason is 
t h a t  when A is defined t o  act: on some domain where Uy = 0, A i s  a 
l i nea r  ope ra to r  on t h a t  domain, e .g . ,  i f  





so  that  t h e  set  of y on which A a c t s  i s  not  a l i n e a r  space.  There 
i s  a formal procedure which i s  very advantageous f o r  t ransforming a 
non-homogeneous boundary value problems t o  an equiva len t  homogeneous 
b.v.p. I n  making the  t ransformat ion ,  i t  is convenient t o  use general-  
i zed  func t ions ,  i n  p a r t i c u l a r ,  6 func t ions  and t h e i r  d e r i v a t i v e s .  Some 
of the p r o p e r t i e s  needed w i l l  now be given. 
F i r s t ,  two r ep resen ta t ions  f o r  t h e  6 func t ions  w i l l  be  given. 
6 ( t )  = H ' ( t )  t E T  (2.29) 
and 
(2.30) 
The f i r s t  i s  q u i t e  common. To prove t h e  v a l i d i t y  of t h e  second, 
l e t  p(x) be an a r b i t r a r y  func t ion  on a. Then 
OD W 
(2.31) 
= P(X) (2.32) 
Now some p r o p e r t i e s  of t h e  Green's func t ion  w i l l  be shown. 
m 













DG = 6(t-T)6(X-E) 
A D = - -  a at 








D* must satisfy 
jt'S f (x,t)Dg(x,t)dxdt =['L D*f(x,t)g(x,t)dxdt (2.42) 
0 6 2  
for all g such that 
Writing out the left side of equation (2.421, and integrating by parts, 
thus 
t=t =cl - g(x,t) af(x’t) at dxdt + [g(x,t)f(x,t)ltl0 dx 
-it’ f(x,t)Ag(x,t)dxdt 
with f such that 
f(X,tl) = 0 





Next it will be shown that D*G has a representation as given in 
equation (2.40) also. In this case D* acts with respect to the ( 6 , ~ )  




A*G = H ( t - r )  e 5 )  $n (XI 
n i l  
Since t h e  eigenvalues of A* are the same as those  of A, 
A*$, = Anan  
Thus 
W 
An ( t-r 1 
A*G - H(t-r) An e $n ( 6 )  $n (XI 
n = l  
Combining equat ion ( 2 . 4 7 )  with equation ( 2 . 4 9 ) ,  
(2.47) 
( 2 . 4 8 )  
( 2 . 4 9 )  
(2.50) 
or 
D*G = 6 (x-6) 6 ( t - r )  (2.51) 
L e t  the  boundary condi t ion operator  U act on the  x v a r i a b l e  
i n  t h e  expansion for G i n  equation (2.33) 
( 2 . 5 2 )  
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+ 
Evaluating G i n  equat ion  ( 2 . 2 6 )  a t  t = 0 
G(x,O+; 6 , ~ )  = 0 TET 
By t h i s  i t  i s  meant t h a t ,  f o r  a l l  TET, 
l i m  G(x, t ;  S,r) = 0 
t4+ 
Simi la r ly ,  U* a c t i n g  on the  6 v a r i a b l e  y i e l d s ,  
OD 
An ( t -f 
U*G = C e u*41n(6)$n(x) = 0 
n=l  
( 2 . 5 3 )  
- 
Evaluating G at f = tl, 
G(x, t ;  Eyt;) = 0, t E T  
Summarizing these  r e s u l t s  on G, f o r  D and U a c t i n g  on the  ( x , t )  
va r i ab le s ,  
DG = b(X-c)b(t-f) ( 2 . 5 4 )  
UG = 0 
For D* and U* a c t i n g  on t h e  (S,T) v a r i a b l e s  
D*G = 6(~-6 )6 ( t -T)  
U*G = 0 
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( 2 . 5 5 )  
( 2 . 5 6 )  
( 2 . 5 7 )  
These r e s u l t s  w i l l  now be applied t o  s o l v i n g  t h e  non-homogeneous 
b.v.p. by making use  of t he  s o l u t i o n  t o  t h e  homogeneous b.v.p. 
t h e  s o l u t i o n  t o  
L e t  
uy = 0 
be given by 
o r  
Y = =$ 
and suppose t h e  problem i s  t o  s o l v e  
Dy = 0 





One method of making use of t h e  so lu t ion  of equat ion (2.58) t o  
s o l v e  equat ion (2.61) is  t o  f i n d  a funct ion,  h ,  def ined on (QUaS2)XT 
such t h a t  
U h - w  




L e t  z be the s o l u t i o n  to  
DZ -(Dh) 
uz = 0 
Z(X,O) = 0 
l e t  
y = z + h  
then 
Dy = Dz + Dh 
uy = uz + uh 
thus 
Dy = 0 
uy = w 
Y ( X , O )  = 0 
(2 .63)  
(2 -64) 
(2 .65)  
(2 .66)  
hence y i s  the s o l u t i o n  t o  equation ( 2 . 6 1 ) .  
Suppose there exists a general ized funct ion F on QxT, depending 
on w ,  s a t i s f y i n g  
24 
(2 .67)  
f o r  a l l  f such t h a t  
U*f = 0 
f (X,t l )  = 0 
and h such t h a t  
h(x,O) = 0 
The f i r s t  term on t h e  r i g h t  hand s i d e  of equat ion (2.67) i s  t h e  
s o l u t i o n  t o  equat ion (2.63) i f ,  f o r  f i x e d  ( x , t > ,  
i.e., 
(2.69) 
However, because of equat ion (2.571, equat ion (2.67) and equat ion 
(2.69) imply 




Since the solution t o  equation (2.61) is given i n  equation (2 .64) ,  
(2.72) 
In summary, the solution to the non-homogeneous b.v.p. ,  equation 
(2.61) ,  is the solution t o  the homogeneous b.v.p.  with forcing term F, 
uy = 0 
where F 
t i on  (2.67).  
is a generalized function, depending on w,  sat i s fy ing  equa- 
26 
2.4 EXAMPLE 
A s imple example w i l l  demonstrate t h e  use of t h i s  method. Consider 
t h e  heat equation. given by 
(2.73) 
y ( l , t )  = u ( t )  
I n  t h i s  case,  
R = ( 0 , l )  
u ( t )  = con t ro l  
F i r s t  f i n d  t h e  eigenvalues and eigenfunct ions f o r  t h e  homogeneous 
boundary va lue  problem, 
27 
(2.74) 
The general solution is 
$(XI = a sin 6 x + b cos fi x 
The non-zero solutions satisfying the boundary conditions occur 
when 
n = 1, 2 ,  ... 2 2  X=-n.rr 
b = O  
In order to make the eigenfunctions have unit magnitude on (O,l), 
let 
Therefore the eigenfunctions are 
= J2c sin nrx (2.75) 
This set forms an orthonormal complete set on (0,l). 
Next the adjoint operator A* and its set of boundary conditions 
are found to satisfy, 
for all q(x) such that 
28  
(2.76) 
Writ ing out  t h e  l e f t  hand s i e  of equat ion (2.76) and i n t e g r a t i n g  
by p a r t s  
(2.77) 
Therefore equat ion (2.76) i s  s a t i s f i e d  by 
2 
dx 
A*p(x) = dp(x) 2 
with the boundary cond i t ions  
Next, a general ized func t ion ,  F, is found s a t i s f y i n g  equat ion 
(2.67) f o r  a l l  f such t h a t  
f ( 0 , t )  = f ( 1 , t )  = f ( x , t l ) =  0 
and a l l  h such t h a t  
h ( 0 , t )  = 0 
h ( 1 , t )  = u ( t )  
h(x,O) = 0 
Writ ing ou t  t h e  second term on the r i g h t  hand s i d e  of equat ion 
(2 -67) , 
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I n t e g r a t i n g  by par t s ,  
Using t h e  f a c t  t h a t  t h e  f i n a l  t e r m  on t h e  r i g h t  hand s i d e  of 
equation (2.78) is  [ f ,  DhIaxT, and s u b s t i t u t i n g  t h e  boundary condi t ions  
on f and g i n  the  remaining terms, 
t. 
( 2 . 7 9 )  
I f  
F (x , t )  u ( t ) b ' ( x - l )  (2.80) 
then 
In t eg ra t ing  by par ts ,  
30 
(2.81) 
. .  
c 
Since t h e  r i g h t  hand s i d e  of equation (2.81) is  t h e  same as 
equat ion  (2.79), the  genera l ized  func t ion ,  F, i n  equat ion  (2.801, 
satisfies equat ion  (2.67) for a l l  appropr ia te  f and h.  Thus, t h e  
equiva len t  problem t o  t h a t  given i n  equation (2.73) i s  
(2.82) 
Expand y ( x , t )  i n  terms of t h e  eigenfunct ions of t h e  homogeneous equa- 
t i o n ,  
S u b s t i t u t e  equat ion (2.83) i n t o  equation (2.821, 
From equat ion  (2.751, 





Mult iply through equat ion (2.85) by Jlm(x) and i n t e g r a t e  over t h e  
i n t e r v a l  ( 0 , l ) .  




The fol lowing i n f i n i t e  set of ord inary  d i f f e r e n t i a l  equat ions 
r e s u l t s .  
(2.86) 
m = 1, 2 ,  ... 
The i n i t i a l  condi t ions  
Ym(0) = 0 
a r e  
This is a use fu l  form f o r  c o n t r o l  systems problems. It appears i n  
the  usual form of l i n e a r  con t ro l  systems problems i n  f i n i t e  dimensional 
cont ro l  systems. 
f i e d  i n  t h i s  ca se ,  t h e  appropr ia te  term i n f i n i t e  dimensional con t ro l  
system is  appl ied .  
The so lu t ion  t o  equat ion (2.86) is given by 
Since the re  are i n f i n i t e l y  many equat ions t o  be satis- 
(2.87) 
m = 1, 2 ,  ... 
32 
Thus t h e  s o l u t i o n  t o  equat ion  (2.73) is given by t h e  expansion i n  
equat ion  (2.83) with  y n ( t )  given i n  equat ion (2.87). 
The h e a t  equat ion,  equat ion (2.731, a l s o  fu rn i shes  a good example 
of t h e  p o s s i b i l i t y  of ill posed problems a r i s i n g  i n  p a r t i a l  d i f f e r e n t i a l  
equat ions .  
wi th  homogeneous boundary condi t ions.  
equat ion (2.73) with  
F i r s t ,  look a t  the  so lu t ion  t o  the  i n i t i a l  value problem 
L e t  y ( x , t )  be the  s o l u t i o n  t o  




L e t  y ( x , t )  and y ( x , t )  be two states r e s u l t i n g  from a r b i t r a r y  1 2 
1 i n i t i a l  states y (x,O) and y2(x,0) and compute the  norm of t h e i r  
d i f f e r e n c e  a t  t i m e  t = tl. 
33  
2 2 2  
-(m + n ) IT  tl 
e 2 s i n  nnx s i n  mnx dx 
0)  2 2  
1 -2m TI t 
m = l  
Therefore the  requirement of t h e  con t inu i ty  of state a t  t i m e  tl 
due t o  the  i n i t i a l  condi t ions  is seen t o  hold.  
y2(x,0) a t  t = O  i m p l i e s  t h a t  a t  f u t u r e  t i m e s  tl, the  r e s u l t i n g  states 
yl(x, t l )  and y2(x, t l )  w i l l  be c l o s e  a l s o .  
problem posed. 
mine what t h e  s ta te  of the  system w a s  a t  t i m e  t = O ?  
Thus y 1 (x,O) c lose  t o  
Now suppose t h e  reverse  
Given the  state a t  t i m e  t 1 >O, is i t  poss ib l e  t o  de t e r -  
The answer i s  t h a t  
i t  i s  only poss ib l e  t o  give t h e  i n i t i a l  s tate i f  t he  state a t  t i m e  tl 
is  known exac t ly .  
about how c lose  the  states were a t  t i m e  t = O .  
I f  two states are c l o s e  a t  t i m e  t 1’ i t  says nothing 
For example, l e t  two 
s t a t e s  at t i m e  t = O  be given by 
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yl(x,O) = s in  ITX 
yz(x,O) = s i n  ITX + C s in  Nnx 
The states a t  t i m e  tl are 
2 
-11 t 
Y1(X,tl) = e s i n  rx 
2 2  -N IT t 2 -IT t 
Y2(X,tl) = e sin n x  t C e  s in  N ~ X  
Theref o r e  
Thus f o r  t170, and a r b i t a r y  C,  i t  i s  p o s s i b l e  t o  make y2(x, t l )  
a r b i t a r i l y  c l o s e  t o  y l (x , t  ) by picking N s u f f i c i e n t l y  l a r g e .  However 
a t  t = O ,  
1 
Thus i t  is  poss ib l e  f o r  two s t a t e s  a t  t i m e  t = O  t o  be a r b i t r a r i l y  
f a r  a p a r t  by making IC1 a r b i t a r i l y  l a r g e  even though a t  t i m e  tl t h e  
states may be made a r b i t a r i l y  c lose  by choosing N s u f f i c i e n t l y  l a r g e .  
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3.1 INTRODUCTION 
This chapter  w i l l  be concerned with some of t h e  a b s t r a c t  i d e a s  of 
c o n t r o l l a b i l i t y ,  and a l s o  a t o p i c  c lose ly  r e l a t e d  t o  c o n t r o l l a b i l i t y  
which has  been termed minimum e f f o r t  c o n t r o l  systems o r  minimum energy 
c o n t r o l  systems. 
duc t ion  of t h e  pseudo-inverse of an operator  which i s  a g e n e r a l i z a t i o n  
of t h e  pseudo-inverse of a matrix.  
These systems w i l l  be t r e a t e d  h e r e  by t h e  i n t r o -  
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3.2 CONTROLLABILITY OF DISTRIBUTED PARAMETER SYSTEa 
For t h e  fol lowing,  consider  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion  
given by equat ions  (2.3) and (2.4) 
The so lu t ion  i s  then given by equat ion (2.5),  
and assume w=O and yo(x) = 0. 
a L 
sense t h a t  
is  an inve r se  ope ra to r  t o  t h e  d i f f e r e n t i a l  ope ra to r  at -A i n  t h e  
51 
(at  -A)Lnf = f 
f o r  a l l  f  EL^ (nxT) 
and 
L (- a - M Y  = Y n a t  (3.3) 
If  y ( x , t )  i s  any s ta te  r e s u l t i n g  from a c o n t r o l  f given by 
equation (3.1),  equa t ion  (3.2) impl ies  t h a t  t h i s  s ta te  y must be i n  
t h e  domain of t h e  ope ra to r  = - A .  
y ( x , t )  must be i n  t h e  domain of t h e  ope ra to r  A. Since A i s  a 
d i f f e r e n t i a l  ope ra to r ,  i t  can be seen  t h a t  i t  is  n o t  p o s s i b l e  f o r  t h e  
set of s t a t e s  t o  be t h e  whole space i n  which t h e  states l i e ,  i .e. ,  
L2(51). The se t  of states which can be  achieved i s  a t  most a dense 
subse t ,  D(A), of t h e  whole space.  
f i n i t e  dimensional case where A is  a matrix ope ra to r ,  and the  set  of 
a Thus a t  any t i m e  t E T ,  t h e  state 
This  i s  q u i t e  d i f f e r e n t  from t h e  
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states which can be reached is  t h e  whole s ta te  space.  
t i o n  of t h e  concepts of c o n t r o l l a b i l i t y  for  i n f i n i t e  dimensional 
systems w i l l  now be discussed.  
The genera l iza-  
L e t  t he  t i m e  be f ixed  at tly and t h e  state be given as y ( x , t  ). 1 
L e t  
Y = state space 
U = space of con t ro l s  
L = l i n e a r  opera tor  from t h e  con t ro l  space t o  the  
state space a t  f ixed t i m e  tl. 
The system defined by t h e  spaces Y and U and the  opera tor  L 
w i l l  be c a l l e d  the  system (L, U,  Y ) .  
For example, i f  t h e  r e l a t i o n  between t h e  con t ro l  f and t h e  
s ta te  y is  given by 
t h e  ope ra to r  L is  given by 
The c o n t r o l  space U i s  
U = L2(QxT) 
The state space i s  
Y = L2(Q) 
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I 
The case  of boundary con t ro l  can a l s o  be considered under t h i s  
general  d i scuss ion .  I f  t he  r e l a t i o n  between t h e  con t ro l  u and t h e  
state y i s  given by 
Y(X,tl) = GB(x,t;  T)u(T)dT 
0 
The operator  L is given by 
e 
Lu(x , t l )  
The con t ro l  space 
= f '  GB(x,tl; T)u(T)dT 
0 
u i s  
U = L2(T) 
The s t a t e  space is 
The problem of c o n t r o l l a b i l i t y  i s  t o  determine i f ,  f o r  a given 
des i red  s ta te  ydeY, t h e r e  i s  a c o n t r o l  UEU and a f i n i t e  t i m e  t 
t h a t  
such 1 
yd = Lu ( 3  04) 
I n  add i t ion  t o  t h e  requirement t h a t  u l i e  i n  U,  t he re  may be 
add i t iona l  c o n s t r a i n t s ,  f o r  example r equ i r ing  t h a t  u s a t i s f y  a con- 
s t r a i n t  i n  t h e  magnitude of i t s  norm. 
The reachable  set of states i s  n a t u r a l  t o  de f ine  as follows. 
L e t  
R = {YEY; y-Lu u :admiss ib le )  
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where u belongs t o  a set of con t ro l s  which are t o  be termed admiss- 
i b l e .  The set R is c a l l e d  t h e  reachable set. Two p a r t i c u l a r l y  
important classes of admissible  c o n t r o l s  t o  consider  arise when t h e  
c o n t r o l  occurs  a t  t h e  boundary wi th  U = L2(T) and t h e  c o n s t r a i n t s  are 
* + (i)iL1 u 2 ( t ) d t  < = and (ii)iL1 u * ( t ) d t  5 M f o r  some p o s i t i v e  con- 
s t a n t  M. The f i r s t  is j u s t  t h e  requirement t h a t  UEU; t h e  second is a 
norm c o n s t r a i n t  on u. The a s p e c t s  of c o n t r o l l a b i l i t y  under t h e  f i r s t  
c o n s t r a i n t  w i l l  be the t o p i c  of t h e  p re sen t  chapter ;  t h e  reachable  set 
under t h e  second c o n s t r a i n t  w i l l  b e  the  t o p i c  of t h e  n e x t  chapter .  
When t h e  set of admissible  con t ro l s  is t h e  whole space U,  i t  can 
be seen  t h a t  t h e  reachable set is the range of t h e  ope ra to r  L .  
Define 
R(L) = range of L 
R(L) = {ycY; y=Lu, UEU)  
As i t  w a s  noted previously,  t he  range of  L is  i n  general  n o t  
c losed.  
Define 
R(L) = c losu re  of the range of L 
Now t h e  d e f i n i t i o n  of complete c o n t r o l l a b i l i t y  is  made as fol lows.  
D e f i n i t i o n  2.1. Complete C o n t r o l l a b i l i t y .  The system (L, U ,  Y) is 
completely c o n t r o l l a b l e  i f  and only i f  R(L) = Y.  
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The phys ica l  i n t e r p r e t a t i o n  of  t h i s  d e f i n i t i o n  is t h a t  although 
n o t  every p o i n t  i n  Y can be  reached wi th  a c o n t r o l  from U ,  R(L) i s  
dense i n  Y .  
state i n  Y i f  t h e  system is  completely c o n t r o l l a b l e .  Closeness i s  
meant i n  t h e  sense of t h e  norm i n  Y which i s  a H i l b e r t  space.  
Therefore i t  is  p o s s i b l e  t o  come a r b i t a r i l y  c l o s e  t o  any 
Since t h e  ope ra to r  L i s  a l i n e a r  ope ra to r  from one H i l b e r t  space,  
U, t o  another H i l b e r t  space,  Y ,  i t  i s  p o s s i b l e  t o  o b t a i n  several 
r e s u l t s  concerning complete c o n t r o l l a b i l i t y  based on theorems which 
are e a s i l y  obtained i n  func t iona l  a n a l y s i s .  
Let t h e  i n n e r  products on U and Y be denoted by [u,v], f o r  
U,VEU and [x,y] f o r  x , y ~ Y .  Y 
Define t h e  a d j o i n t  o p e r a t o r  as a l i n e a r  mapping from Y t o  U. 
L*:Y -+ u 
such t h a t  
[Y ,LUIy  = [L*Y,UIU 
f o r  a l l  
U E U  
Define t h e  n u l l  space of L as N(L). 
N(L) = {ueU; Lu = 0 )  
- L 
Define t h e  orthogonal complement of  R(L) as {R(L) 1 
4 2  
Since Y is  a H i l b e r t  space,  i t  has  t h e  fol lowing d i r e c t  sum 
decomposition [13, p. 2461. 
Y =  ( 3  -5) 
1 By t h i s  i t  i s  meant t h a t  f o r  each Y E Y ,  t h e r e  are unique elements y 
Y = Y 1  + Y2 
From t h e  above d e f i n i t i o n s ,  t h e  following r e l a t i o n s h i p s  are e a s i l y  
proven t o  be t r u e  [13, p.  2501. 
- 
R(L) = R(LL*) 
N(L*) = N(LL*) (3 -9) 
A theorem regarding complete c o n t r o l l a b i l i t y  can now be s t a t e d  
which i s  a g e n e r a l i z a t i o n  of t h a t  given by Kalman, et.al.,  [ 7 ] ,  f o r  
f i n i t e  dimensional systems. 
Theorem 2.1 The system (L, U,  Y) i s  completely c o n t r o l l a b l e  i f  
( i o )  is the se t  c o n s i s t i n g  of only t h e  zero and only i f  N(LL*) = {Ol. 
e l  emen t ) 
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. 
Proof. By the direct sum decomposition i n  equation (3.5), 
- L 
Therefore, Y = R(L) i f  and only i f  {R(L) 1 
By equation (3.7), {R(L) 1 = N(L*). 
{R(L) 1 = N(LL*). 
i f  and only i f  N(LL*) ={O). 
= 10). 
.L 
Therefore, by equation (3.9) , 
I 
Hence the system (L, U ,  Y) i s  completely controllable 
Q.E.D. 
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3.3 PSEUDO-INVERSE OF L 
some f u r t h e r  g e n e r a l i z a t i o n s  of the r e s u l t s  i n  [ 7 ]  can be made. 
I f  t h e r e  i s  a UEU s a t i s f y i n g  equat ion (3.4) f o r  a given y 
u s u a l l y  n o t  unique. It is  of i n t e r e s t  t o  determine which u of a l l  
those s a t i s f y i n g  equat ion (3.4) has  the m i n i m u m  norm. Since t h e  
H i l b e r t  space chosen t o  work with is  L2(T), t h e  square of t h e  norm is 
p r o p o r t i o n a l  t o  t h e  energy r equ i r ed  so t h a t  t h e  minimum norm c o n t r o l  
may a l s o  be c a l l e d  t h e  minimum energy o r  minimum e f f o r t  c o n t r o l .  It 
i s  p o s s i b l e  t h a t  y i s  n o t  i n  the  range of L.  I n  t h i s  case t h e  decom- 
p o s i t i o n  of yd i s  given by 
i t  is d '  
d 
(3.10) 
wi th  
This imp l i e s  e i t h e r  t h e r e  i s  a non-zero component y2 o r  y1 i s  a c t u a l l y  
a l i m i t  po in t  of R(L) and n o t  i n  R(L). 
L e t  
R(L)' = l i m i t  p o i n t s  of t h e  range of L bu t  no t  i n  R(L).  
1 
I n  
I f  y1~R(L) ' ,  then i t  is  poss ib l e  t o  come a r b i t r a r i l y  c l o s e  t o  y 
w i t h  c o n t r o l s  from 
t h i s  case, seeking a u of minimum norm i s  no longer  meaningful and is  
one of t h e  d i f f i c u l t i e s  which are encountered i n  i n f i n i t e  dimensional 
U, b u t  i t  is  impossible t o  achieve y1 e x a c t l y .  
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systems which does n o t  arise i n  t h e  f i n i t e  dimensional problems. 
ylcR(L), and y2 i n  equat ion (3.10) i s  non-zero, t he  ques t ion  of which 
ycR(L) is c l o s e s t  t o  yd can properly be  asked. 
t h a t  y1 is  t h e  c l o s e s t .  
I f  
It i s  q u i t e  easy t o  see 
That is, 
I 1 Y 1  - Ydl ly ‘ I l Y  - Ydl ly (3.11) 
f o r  a l l  ycR(L). 
The proof of t h e  i n e q u a l i t y  i n  (3.11) i s  as follows: 
= [ ( Y  - Y1)-Y2s (Y - Y1)-Y2ly 
2 
= I l Y  - Y l l  1; - U Y 2 ,  ( Y - Yl)lY + I IY2I l y  
But 
s i n c e  
and 
Theref o r e  
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and is minimum when y = yl. 
A decomposition of the space of controls, 
terms of N(L) and N(Lf 
U, is also possible in 
Therefore for all y1€R(L), and for all UEU such that 
y1 = Lu 
u has the unique representation 
(3.12) 
u = u1 + u2 
where 
and 
By a similar argument to the above, the u of minimum norm satisfying 
equation (3.12) is ul. 
operator L can now be made which is an extension of the idea of the 
pseudo-inverse of a matrix. 
Let 
The definition of a pseudo-inverse of the 
L+ = pseudo-inverse of L 
The desired properties of Lt are that it be a linear mapping from 
Y to U such that for yeY, and 
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+ u = L y  
u is  such t h a t  I Iy-Lul I i s  minimum, and i f  
y1 = Lu (3.13) 
u is  t h e  element of U having minimum norm s a t i s f y i n g  equat ion 
(3.13). As i t  h a s  been pointed o u t ,  t h e  range of L i s  no t  c losed 
and the re fo re  i t  is  not  p o s s i b l e  t o  d e f i n e  t h e  pseudo-inverse L+ on 
the  whole space Y such t h a t  i t  has  t h e  p r o p e r t i e s  l i s t e d  above. The 
pseudo-inverse f o r  L i s  def ined as follows. 
Def in i t i on  2.2. Pseudo-inverse of L 
L 
The pseudo-inverse of L i s  a mapping, L+, from R(L) @ { R ( L ) )  
t o  U such t h a t  f o r  
J. 
where ul€N(L) and Lul = y, 
L 
and f o r  y2tz {R(L)) 
L+Y2 = 0 
This d e f i n i t i o n  does 
- 1  
give t h e  ope ra to r  L+ t h e  des i r ed  p r o p e r t i e s ,  
bu t  it i s  u s e f u l  t o  be a b l e  t o  express  i t  more d i r e c t l y  i n  terms of 
and L*. 
L 
By the d e f i n i t i o n  of L', 
(3 .14)  
Interchanging t h e  r o l e  of L and L* i n  equat ion  (3.6) and us ing  
the  r e s u l t  i n  equat ion (3.14),  
(3.15) 
equat ion (3.8) and equat ion ( 3  .IS) toge ther  imply 
R(L+> = R(L*L) 
d’ 
i s  t o  f i n d  t h e  u€R(L*L) such t h a t  equation (3.13) i s  s a t i s f i e d  where 
Thus t h e  problem of f ind ing  t h e  pseudo inve r se  of L ,  given y 
y has  the  decomposition given by equation (3.10).  I n  order  t o  f ind  
the  s o l u t i o n ,  l e t  {y  1 be the  non-zero eigenvalues  of L*L and 14,) 
d 
i 
the  corresponding eigenfunct ions.  
(3.16) 
Since t h e  y are non-zero, equation (3.16) i m p l i e s  41 ER(L*L) f o r  i i 
a l l  i. Also, t h e  0, form an orthonormal set because of t h e  self- 
ad jo in tness  of L*L. Assuming t h a t  u can be expanded i n  terms of 
the  I$,} as 
W 
u = c 
i= 1 
(3.17) 
then i t  fol lows t h a t  UER(L*L) 
The above expansion is v a l i d  f o r  t he  purpose i n  which i t  is going 
t o  be used la ter ,  provided t h e  operator  L*L is completely continuous 
( o r  compact, as i t  i s  a l s o  ca l l ed )  [13, p .  3361. The ques t ion  of 
whether t h e  opera tor  L o r  L*L i s  completely continuous i n  connection 
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wi th  p a r t i a l  d i f f e r e n t i a l  equat ions i s  one which i s  c u r r e n t l y  r e c e i v i n g  
a g r e a t  d e a l  of a t t e n t i o n  by mathematicians. A s  s t a t e d  p rev ious ly ,  i t  
i s  n o t  the purpose of t h i s  d i s s e r t a t i o n  t o  attempt t o  answer ques t ions  
such as t h e s e ,  and t h e  assumption i s  simply made t h a t  t h e  expansion 
i n  equation (3.17) is v a l i d  f o r  a l l  UER(L*L). 
Before concluding wi th  the  s o l u t i o n  t o  equat ion (3.13),  t h e  
following lemma i s  needed. 
Lemma 3.1 L*Yd = L*yl 
y i s  given by t h e  expansion i n  equat ion (3.10); t h e r e f o r e ,  d 
L*Yd = L*yl + L*y 2 
L 
s i n c e  Y ~ E { R ( L )  I ,  equation (3.7) imp l i e s  
L*y2 = 0 
hence 
L*Yd = L*Yl (3.18) 
Now, suppose the re  i s  a u s a t i s f y i n g  equat ion (3.13). Using t h e  
expansion i n  equat ion (3.17), 
Q) 
i= 1 
Operating on both s i d e s  of t h e  above 
50 
by L* and using equat ion 
(3.19) 
Using Equation (3.16) ,  
Taking the inner product of the above with $ i n  U and using 
j 
j’ 
the orthonormality of the { I $ ~ } ,  i t  is possible t o  solve for u 
Thus the pseudo inverse of L is  
5 1  
3.4 COMMENTS ON RELATED WORK 
A general summary of the results available on controllability for 
finite dimensional control systems can be found in Kalman, et. al., [ 7 1 .  
In that paper, the minimum energy control is found by making use of the 
pseudo-inverse of a matrix. 
the operator LL* is simply a matrix, for which the notion of a pseudo- 
inverse was first introduced by Penrose [14]. The relationship between 
the pseudo-inverse of LL* and the pseudo-inverse of L given in defin- 
ition 2.2 for finite dimensional control systems is contained in the 
following lema. 
Lemma 3 . 2 .  If the state space Y is finite dimensional, L+ = L*(LL*) . 
For finite dimensional control systems, 
+ 
Proof. 
decomposition of Y in equation (3.5) becomes 
For finite dimensional control systems, R(L) = R(L) Thus the 
Let ylcR(L). Then by definition 2.2, 
+ 








L*(LL*) + y1 = uo ( 3 . 2 2 )  
The f i r s t  step i s  to show 
uo = u1 
L e t  
+ 
= (LL*) Y1 yo 
Since y l c R ( L ) ,  by equation ( 3 . 8 ) ,  
Y E R (LL* 1 




LL*YO = Y l  
By equations ( 3 . 2 2 )  and ( 3 . 2 3 )  
u = L*yo 
0 
hence 
U ~ E R  (L*) 
( 3 . 2 3 )  
( 3 . 2 4 )  
( 3 . 2 5 )  
( 3 . 2 6 )  
( 3 . 2 7 )  
Therefore by equation (3.6), interchanging the role of L and L*, 
Operating L onto equation (3.271, 
Luo = LL*yo 
Therefore, because of equation (3.26), 
Subtracting terms in equations (3.20) and (3.30) implies 
L(uo - ul) = 0 
b Since u - ul€N(L), 
0 
= o  uo - u1 
and completes the first step of the proof for yl€R(L). 
Next let y2€R(L)+. By definition 2.2, 
L+y2 = 0 
Because of equation (3.8) , y2€R(LL*) , 
hence 
(LL*)+~* = o 
also. Thus 







L y1 = L*(LL*) y1 
f o r  y1cR(L) 
and 
L + y2 = L*(LL*) + y2 
t h e  proof of the lemma is complete. 
The pseudo-inverse of matrices has had many a p p l i c a t i o n s  and 
r e c e n t l y  t h e  pseudo-inverse of more general  l i n e a r  ope ra to r s  have been 
de f ined  and s t u d i e d ,  e.g., Loud [15]. 
i n v e r s e  t o  d i f f e r e n t i a l  ope ra to r s  which do n o t  have a unique s o l u t i o n .  
The d e f i n i t i o n  given i n  t h i s  d i s s e r t a t i o n  is an extension t o  i n f i n i t e  
dimensional spaces  of t h a t  given by Zadeh and Desoer [16] f o r  matrices. 
Loud a p p l i e s  t h e  gene ra l i zed  
The s tudy of minimum e f f o r t  con t ro l  systems by t h e  methods of 
f u n c t i o n a l  a n a l y s i s  has been carried out  by many people. 
Hsieh [8, 1 7 1  and Balakrishnan [18] is t h e  most c l o s e l y  r e l a t e d  t o  
The work of 
t h a t  appearing here .  They use t h e  fact t h a t  t h e  minimum e f f o r t  c o n t r o l ,  
u ,  must s a t i s f y  t h e  equat ion 
L*Lu = L*Yd ( 3  -31) 
The above is  equat ion (3.19). They use t h e  eigenfunct ions of L*L 
t o  o b t a i n  an expansion of u and solve equat ion (3.31). This w a s  t h e  
method used fol lowing equat ion (3.19). 
55 
The only r e l a t e d  work i n  t h e  engineer ing l i t e r a t u r e  on t h e  con- 
t r o l l a b i l i t y  of d i s t r i b u t e d  parameter systems known t o  t h e  au tho r  i s  by 
Wang [l] and Brogan [2] .  
complete c o n t r o l l a b i l i t y  as given i n  d e f i n i t i o n  2.1,  and both are l e d  
t o  some erroneous conclusions.  
Nei ther  of them gives  t h e  d e f i n i t i o n  of  
Wang made t h e  s ta tement  t h a t  t h e  e x i s t e n c e  of an inve r se  of t h e  
operator  L*L w a s  necessary and s u f f i c i e n t  f o r  complete c o n t r o l l a b i l i t y .  
-1 Also, the statement w a s  made i n  a foo tno te  the  ex i s t ence  of (LL*) 
w a s  an equivalent  condi t ion although no proof w a s  given. It can 
e a s i l y  be shown t h a t  t h e  f i r s t  s ta tement  i s  not t r u e  even f o r  f i n i t e  
dimensional c o n t r o l  systems. D e f i n i t i o n  2.1 reduces t o  t h e  o rd ina ry  
d e f i n i t i o n  f o r  complete c o n t r o l l a b i l i t y  as any reasonable d e f i n i t i o n  
should.  The second s ta tement  is  equ iva len t  t o  theorem 2.1 which has 
been proven he re .  
ment t h a t  t he  inve r se  of LL* exists [13, p. 181. A simple f i n i t e  
dimensional counter-example of a completely c o n t r o l l a b l e  system w i l l  
show t h a t  i n  general  (L*L)-' does no t  ex is t .  
system descr ibed by the  f i r s t  o rde r  o rd ina ry  d i f f e r e n t i a l  equat ion 
Notice t h a t  N(LL*) = (0) i s  equivalent  t o  t h e  state- 
Consider t h e  scalar 
iY= ay + u O < t < t l  (3 .32 )  d t  
I n  t h i s  case the  c o n t r o l  space,  U ,  is 
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The state space ,  Y ,  is  
Y = El 
The l i n e a r  o p e r a t o r ,  L, mapping U i n t o  Y is  
Lu = u(T)dT 
The i n n e r  product  i n  U i s  
Eu, VI, - f1 u ( t ) v ( t ) d t ,  U,VEU 
0 
The i n n e r  product  i n  Y i s  
The a d j o i n t  ope ra to r  t o  L i s  found t o  s a t i s f y  
f o r  a l l  XEY and a l l  UEU.  
The l e f t  hand s i d e  of equat ion (3.33) is 
[X,LUly = x If' u('l)dT 
0 
The r i g h t  hand s i d e  of equat ion (3.33) is  
[L*x, UI, = f' u(t)L*x d t  
0 
To o b t a i n  the  e q u a l i t y  requi red  i n  equat ion (3 .331,  
(3 .33)  
( 3 . 3 4 )  
(3.35) 
a ( t l - t )  
L*x = e X 
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and belongs t o  U as a func t ion  of t .  
The operator  LL* i s  given by 




2 a t  
= - ( 1  - e l ) x  
Therefore i n  t h i s  s i m p l e  case ,  t h e  ope ra to r  LL* i s  j u s t  a s c a l a r ,  
2 a t  
( e  -1) 1 LL* = -2a 
Thus LL* has an inve r se  provided af0 and O < t l  and t h e  system is  
However the  ope ra to r  L*L i s  a mapping from completely c o n t r o l l a b l e .  
U t o  U and i s  given by 
a ( t l - t )  ~ ' 1  ea(tl-T) 
L*Lu = e u (  T) dT 
0 
L*Lu belongs t o  U as a func t ion  t o  t .  In  t h i s  case i t  is  p o s s i b l e  
t o  f ind  a non-zero u such t h a t  
L*Lu = 0 
For example, 
o< t <t  '
t '5t<tl 





w i l l  do. 
since t h e r e  is usua l ly  no unique cont ro l  which w i l l  t r a n s f e r  t h e  s ta te  
from t h e  o r i g i n  t o  t h e  des i r ed  f i n a l  state. I.e., i t  i s  usua l ly  
poss ib l e  t o  f i n d  a non-zero u such t h a t  
Hence (L*L)-' does no t  e x i s t .  This i s  t h e  case i n  genera l  
Lu = 0 
This impl ies  
L*Lu = 0 
-1 f o r  non-zero u and t h a t  (L*L) seldom e x i s t s .  
Sakawa [19] s tud ied  a p a r t i c u l a r  d i s t r i b u t e d  parameter con t ro l  
system which i s  a s l i g h t  v a r i a t i o n  of t h e  problem i n  t h e  example of 
Chapter 2.  
proceeded t o  de r ive  a necessary condi t ion which t h e  con t ro l  must 
s a t i s f y  i n  order  t o  achieve a des i red  f i n a l  s ta te  by use of v a r i a t i o n a l  
methods. H i s  r e s u l t i n g  necessary condi t ion was equation (3.31) a f t e r  
t h e  appropr i a t e  d e f i n i t i o n s  of terms used here .  The unfor tuna te  
circumstance which arises i n  d i s t r i b u t e d  parameter systems is t h a t  
equat ion  (3.31) is  an i n t e g r a l  equation which has  t o  be solved,  and i n  
genera l  i t  i s  very d i f f i c u l t  t o  obtain an a n a l y t i c a l  r e s u l t .  
obtained numerical r e s u l t s  through the use of l i n e a r  programming by 
making a d i s c r e t e  approximation of the  o r i g i n a l  p a r t i a l  d i f f e r e n t i a l  
equat ion  and adding a magnitude cons t r a in t  on t h e  c o n t r o l .  





The new r e s u l t s  of t h i s  chapter  are on c o n t r o l l a b i l i t y  of d i s t r i -  
buted parameter systems and t h e  s tudy of minimum energy c o n t r o l  systems 
by t h e  in t roduc t ion  of t h e  pseudo-inverse of t h e  ope ra to r  
motivation f o r  t h e  d e f i n i t i o n  of complete c o n t r o l l a b i l i t y  i n  d e f i n i t i o n  
2 . 1  has been given. 
f i n i t e  dimensional c o n t r o l  systems. 
of Kalman e t .a l . ,  [ 7 ]  is contained i n  Theorem 2 . 1  and a c o r r e c t i o n  of 
t h e  previously r epor t ed  theorem by Wang [l] has been made. 
i z a t i o n  of t h e  pseudo-inverse of a matrix given by Zadeh and Desoer 
[16] has been made t o  inc lude  t h e  l inear  ope ra to r s  a s soc ia t ed  with 
d i s t r i b u t e d  parameter systems. This method i s  a new approach t o  t h e  
s tudy of minimum energy c o n t r o l  systems and w a s  shown t o  inc lude  t h e  
r e s u l t s  previously presented f o r  f i n i t e  dimensional c o n t r o l  systems by 
Kalman, et.al.,  [ 7 ]  and a s p e c i a l  case of a d i s t r i b u t e d  parameter 
system by Sakawa [19]. 
L. A 
This d e f i n i t i o n  inc ludes  t h e  s p e c i a l  case of 
A g e n e r a l i z a t i o n  of  t h e  r e s u l t s  
The general-  
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CHAPTER 4 
REACHABLE STATES 
4.1 REACHABLE STATES W I T H  CONSTRAINT ON THE CONTROL 
This  chapter  w i l l  d e a l  w i th  f ind ing  the  set  of reachable  states 
when t h e  magnitude of t h e  norm of the  c o n t r o l  i s  cons t ra ined .  It i s  
f u r t h e r  assumed t h e r e  is only one cont ro l  a v a i l a b l e  and it  is  a func- 
t i o n  of t only.  This s i t u a t i o n  arises when t h e  c o n t r o l  appears  a t  the  
boundary as i n  t h e  case of t h e  example i n  Chapter 2 .  
assumed t h a t  t h e  state, y ( x , t ) ,  is s c a l a r  valued. 
r e s t r i c t i o n s  p l ace  a l i m i t a t i o n  on t h e  r e s u l t s ,  most d i s t r i b u t e d  
parameter con t ro l  systems encountered i n  p r a c t i c e  are included i n  the  
c l a s s  j u s t  descr ibed.  Thus it i s  assumed t h e  system is  t h a t  given by 
equat ion  (2.1) wi th  t h e  f u r t h e r  r e s t r i c t i o n  t h a t  t he  c o n t r o l  appears  
as fol lows:  
Also, i t  i s  
Although t h e s e  
?Y= Ay + F(x)u( t )  a t  
uy = 0 
Here, i t  is  assumed t h e  problem has  been reduced t o  i ts  equiva len t  
homogeneous boundary va lue  problem. 
func t ion ,  i.e., i t  may inc lude  6 funct ions o r  t h e i r  d e r i v a t i v e s .  
Thus F(x) may be  a genera l ized  
The 
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system given i n  equat ion (2.2) can also be included i n  t h i s  form since 
i t  can be  reduced t o  a f i r s t  o rde r  form through t h e  i n t r o d u c t i o n  of a 
state which i s  a complex v a r i a b l e .  
This w i l l  be shown i n  an example later.  Hence, a l l  scalar valued 
v a r i a b l e s  may assume complex va lues  throughout t h i s  chapter .  
As i n  Chapter 2 ,  assume t h e  state,  y ( x , t ) ,  can be  expanded i n  
terms of t h e  eigenfunct ions of t h e  homogeneous boundary value problem. 
W 
n = l  
where 
Udn = 0 n = 1, 2 ,  ... 
Also, l e t  t h e  eigenvalues  and eigenfunct ions of t he  a d j o i n t  ope ra to r  
A* be given by 
A*$n = YJJn 
u*$n = 0 n = 1, 2,  ... 
The c o n t r o l ,  f ,  i n  equat ion ( 2 . 9 )  f o r  t h e  system descr ibed i n  
equation (4.1) i s  given by 
6 2  
Thus t h e  terms f ( t )  given i n  equat ion (2.16) f o r  t h e  expansion 
n 
i n  equat ion (2.15) t ake  t h e  form 
L e t  
Then 
Hence, from equat ion (2.21) (t) i s  found by 
9 Yn 
b,u( T)dT n 
0 
The o b j e c t  of t h i s  chap te r  w i l l  be t o  determine t h e  reachable  set 
of states when t h e  c o n t r o l  is  constrained i n  norm. That i s ,  i t  is  
requ i r ed  t h a t  
where M i s  some p o s i t i v e  cons t an t .  
Since y(x,O) = 0 ,  a reachable  state is meant t o  be reachable  from 
t h e  o r i g i n .  
L e t  t h e  t i m e  be  f ixed  a t  tl, and for  b r e v i t y ,  l e t  
6 3  
Since the  state a t  time tl can be expanded i n  terms of Cn, 
an equiva len t  d e f i n i t i o n  of t he  state can be given. I.e., t h e  sequence 
{C 1 can be c a l l e d  t h e  s ta te  of t h e  system, and t h i s  w i l l  be done 
through t h e  remainder of t h i s  chapter .  
n 
The equiva len t  d e f i n i t i o n  f o r  t h e  set of reachable  states is  the  
following 
C = { I C n ) ;  Cn - f1 v n ( t ) u ( t ) d t ,  u: admissible 
0 
where t h e  admissible  c l a s s  of c o n t r o l s  are those s a t i s f y i n g  t h e  con- 
s t ra int  i n  (4.2). 
The problem is now t o  f i n d  necessary and s u f f i c i e n t  condi t ions  
on sequences I C n )  such t h a t  they belong t o  C. 
The problem s t a t e d  i n  t h i s  form is exac t ly  t h e  moment problem 
f o r  which t h e  s o l u t i o n  was f i r s t  given by Banach [ lo]  and is s t a t e d  
i n  more general  terms i n  Yosida [20]. The bas i c  r e s u l t  is  contained 
i n  the fol lowing theorem. 
Theorem 4.1. 
f o r  each n ,  ( i i )  a sequence of complex numbers Cn, and ( i i i )  a posi-  
t i v e  cons tan t  
s a t i s f y i n g  
Given ( i )  a sequence of func t ions  {vn l ,  where v~EL,(T) 
M, i n  order  t h a t  t h e r e  e x i s t  a func t ion  U E L ~ ( T )  
6 4  
and 
b)  j f l v n ( t ) u ( i ) d t  0 = Cn ( 4  03) 
f o r  a l l  n 
i t  is  necessary and s u f f i c i e n t  t h a t  f o r  each f i n i t e  sequence of complex 
numbers {nl, ..., n N l ,  t h e  fol lowing i n e q u a l i t y  i s  s a t i s f i e d .  
The proof can be found i n  Banach [ lo ]  o r  Yosida [20, p .  1061 and 
makes u s e  of t h e  Hahn-Banach theorem. 
The theorem allows one t o  d e a l  with a f i n i t e  number of q u a n t i t i e s  
i n  t e s t i n g  f o r  t h e  ex i s t ence  of a s o l u t i o n  t o  an i n f i n i t e  number of 
equa t ions  i n  (4.3) .  
Some consequences of t h i s  theorem w i l l  now be given and then  t h e  
r e s u l t s  w i l l  be appl ied t o  some s p e c i f i c  examples. 
F i r s t ,  a more compact n o t a t i o n  w i l l  be introduced. 
L e t  
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C+, is an N component column vector 
Let 
- 
n* is an N -E3 component row vector, where ni is the complex conjugate of 
N 
n= 1 
and is the inner product in the complex EN space. 
The inequality in (4.2) requires that 
The term appearing under the radical can be simplified. 
N N  
= c c imnn /LIGm(t)vn(t)dt 0 
m=l n=l 
Let 
6 6  
and 
I.e., Q i s  t h e  NXN mat r ix  wi th  elements q . Thus N mn 
N N N  
= n * Q  rl -N N - N  
Hence QN is non-negative d e f i n i t e  for  a l l  N and i s  p o s i t i v e  d e f i n i t e  
i f  and only i f  (vl, ..., v ) are l i n e a r l y  independent. N 
of equat ion  (4.6), Q i s  Hermitian. 
Also, because 
N 
The square of t he  magnitude of the term on t h e  l e f t  hand s i d e  of 
t h e  i n e q u a l i t y  i n  ( 4 . 5 )  can be wr i t t en  
The i n e q u a l i t y  i n  ( 4 . 5 )  can be wr i t ten  
s 2 n*Q rl -NM 
The dyad 
equiva len t  t o  
0 5  
C C* i s  a mat r ix ,  so t h a t  t he  expression above i s  N N  
( 4  07) 
Hence i n  order  t h a t  t he  i n e q u a l i t y  i n  (4.4) be s a t i s f i e d  f o r  a l l  
(nl, ..., nN), i t  i s  necessary and s u f f i c i e n t  t h a t  (4.7) be s a t i s f i e d  
f o r  a l l  (nl, ..., nN). However, t h i s  requirement is t h a t  t he  mat r ix  
67  
I?QN - &C$ be non-negative d e f i n i t e .  This r e s u l t  w i l l  now be s t a t e d  
as a co ro l l a ry  t o  theorem 4.1. 
Corollary 4.1. 
i t  i s  necessary and s u f f i c i e n t  t h a t  t h e  mat r ix  
I n  order  t h a t  a sequence of numbers {C,) belong t o  C ,  
dQN - C+& be non-negative d e f i n i t e  f o r  a l l  N. 
The next  two theorems p resen t ,  i n  p r i n c i p l e  a t  least, a method t o  
generate  the  set of reachable  states. 
t h e  requirement t h a t  Q, be p o s i t i v e  d e f i n i t e .  
Q, is p o s i t i v e  d e f i n i t e  i f  and only i f  {vl, ..., v N 1 are l i n e a r l y  
independent. 
t h e r e  must be a l i n e a r  dependence among t h e  {C1, ..., C N 1  a l s o .  
show t h a t  t h i s  is t r u e ,  suppose t h e r e  is a set of scalars {al, ..., 45) 
no t  a l l  zero such t h a t  
It w i l l  be necessary t o  impose 
As s t a t e d  previous ly ,  
I f  t he re  is a l i n e a r  dependence among t h e  {vl, ..., vN)' 
To 
For any admissible  u,  l e t  
t, 
n = 1, ..., N .  
Multiplying by an and summing implies  
6 8  
But,  because of equat ion ( 4 . 8 ) ,  
N 
anCn = 0 
n= 1 
and t h e r e f o r e  a requirement of linear dependence on t h e  states is 
imposed i f  t h e  {v,, ..., vNl are n o t  l i n e a r l y  independent. 
The fol lowing theorem geometrically c h a r a c t e r i z e s  t h e  set  of 
reachable  states . 
Theorem 4.2.  
d e f i n i t e  i f  and only i f  SQi1(&5M . 
Proof 
2 I f  Q, i s  p o s i t i v e  d e f i n i t e ,  M Q, - C C* is  non-negative -N-N 
2 
(Necessi ty)  For a l l  %, 
(4 .9 )  
-1 Since Q i s  p o s i t i v e  d e f i n i t e ,  Q, e x i s t s .  Also s i n c e  Q, is  N 
Hermitian , 
and 
-1 (Qil)* = Q, 
N '  QG is the  complex conjugate transpose of Q 
Since the  i n e q u a l i t y  i n  ( 4 . 9 )  m u s t  hold f o r  a l l  T&, i t  must hold 
i n  p a r t i c u l a r  f o r  
6 9  
Thus 
-1 Since Q, i s  positive definite,  for non-zero C 
C*Q-lC > 0 - + I N  N 
-N' 
The ref o re 
0 5 M2 - %QilS 
or 
2 C*Q-lC < M -NN-N' 
(Sufficiency) 
Since QN i s  positive definite and Hermitian, there ex is t  positive 
definite Hermitian matrices 4 and such that 
70 
l and 
I I N is  t h e  i d e n t i t y  matrix. 
I S t a r t i n g  wi th  t h e  i d e n t i t y ,  f o r  a r b i t r a r y  %, 
1 
i t  fol lows t h a t  
Theref o r e  
By Schwarz 
Here, I I 
i n e q u a l i t y  
1 I i n d i c a t e s  t h e  Euclidean norm. 
71 
and 
Thus it follows that 
By the hypothesis, 
Therefore for arbitrary q+ 
or 
is non-negative definite. Q . E . D .  
To see the geometric interpretation, consider the following 
simple example. 
Let 
N = 2  
M = 1  




C*Q-lC 2 -1 2 -1 
-2 2 -2 = c l q l l  + c2q22 
Theref o r e  
-2 C*Q-lC 2 -2 5 1 
d e s c r i b e s  t h e  set of p o i n t s  (Cl, C2) i n s i d e  of t h e  e l l i p s e  
-l = 1. 2 -1 
c l q l l  + c2q22 
In  o rde r  t o  show t h a t  t h e  method of generat ing t h e  set  of reach- 
a b l e  set of states has been given, def ine t h e  set P t o  be N 
N = 1, 2, ... 
Then, i n  view of c o r o l l a r y  4 . 1  and theorem 4.2, 
00 
n 
The i n f i n i t e  i n t e r s e c t i o n  is s impl i f i ed  because of t h e  fol lowing 
theorem. 
THEOREM 4.3 PN+l C PN 
Proof.  
L e t  {C 1 belong t o  PN+l n 
73 
Then for every sequence of complex numbers 
In particular, i t  must hold for every sequence of the form 
{Ql, * * * S  Q N S  0 I ,  which i m p l i e s  
and therefore {CnI belongs to PN. Q.E.D. 
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4.2 APPLICATION TO COMPLETE CONTROLLABILITY 
Although t h e  preceeding material has d e a l t  w i t h  c o n t r o l s  which 
were cons t r a ined  i n  norm, t h e r e  are some a p p l i c a t i o n s  which can b e  made 
t o  complete c o n t r o l l a b i l i t y  i f  t h e  requirement t h a t  M be f i x e d  i s  
dropped. 
L e t  
I 
M = 1, 2,  ... 
% i s  t h e  reachable  set i n  L2(fl) f o r  given 
t h i s  set be  def ined f o r  p o s i t i v e  i n t e g e r  values  of  M. 
M, and f o r  convenience l e t  
L e t  
Since 
m 
Therefore ,  if the  sets are dense i n  L2(Q) ,  
m 
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and the re f  o r e  
and t h e  system is  completely c o n t r o l l a b l e .  
One should n o t ,  however, be l e d  by similar reasoning t o  t h e  
erroneous conclusion t h a t  s i n c e  sets { S N l  of t h e  form 
N 
SN = {  y(x,tl)EL2(R); Y(X,tl) = c cn$n(x)} 
n = l  
I 
are dense i n  L 2 ( R ) ,  i f  t h e  f i n i t e  dimensional approximation 
n = 1, 2 ,  ..., N 
i s  completely c o n t r o l l a b l e  f o r  each N, then t h e  system i s  completely 
c o n t r o l l a b l e .  That is ,  t h e  a b i l i t y  of t h e  c o n t r o l  t o  a f f e c t  each mode 
does not  n e c e s s a r i l y  imply complete c o n t r o l l a b i l i t y .  For example, 
l i n e a r  independence of Iv,, ..., vN) f o r  each f i n i t e  
each f i n i t e  dimensional approximation is completely c o n t r o l l a b l e .  
N w i l l  imply 
This condi t ion i s  n o t  s u f f i c i e n t  t o  guarantee complete c o n t r o l l a b i l i t y .  
The a d d i t i o n a l  requirement needed t o  give complete c o n t r o l l a b i l i t y  is 
t h a t  i f  f o r  given {C ..., C N l ,  u ( t )  s a t i s f i e s  1' 
C = /t' v n ( t ) u ( t ) d t ,  n-1, ..., N 
" 0  
7 6  
. 
then  
0 = v n ( t ) u ( t ) d t  nLN+1 
0 
It is i n t e r e s t i n g  t o  i n v e s t i g a t e  the p o s s i b i l i t y  of exac t ly  
achieving states of t h e  form ICl ,  C2,  ..., CN, 0 ,  . . . I  f o r  a r b i t a r y  
C+ and the remaining elements zero ,  i .e.,  Cn = 0 
t h a t  i t  i s  d e s i r e d  t o  a t t a i n  the  state {Cl, 0 ,  0 ,  . . . I  e x a c t l y ,  i . e . ,  
t he  a b i l i t y  t o  achieve t h e  f i r s t  mode exac t ly .  
nlN+1. Suppose 
The p o s s i b i l i t y  of 
doing t h i s  is contained i n  the following theorem. 
THEOREM 4.4 It i s  p o s s i b l e  t o  achieve the  state 
C1 = a r b i t r a r y ,  non-zero 
c - 0  n = 2 ,  3, ... n 
wi th  a c o n t r o l  u such t h a t  
f o r  some M i f  and only i f  
N Inf  
Proof .  The necessary  and s u f f i c i e n t  condi t ion  f o r  achieving the  





The l e f t  hand s i d e  of (4.11) i s  simply 161C11 The i n e q u a l i t y  
holds f o r  I I ~  = 0, t h e r e f o r e  i t  i s  s u f f i c i e n t  t o  test f o r  q1 = 1. The 
necessary and s u f f i c i e n t  cond i t ion  becomes 
N 
(4.12) 
f o r  a r b i t r a r y  {q2, ..., qn) .  
achieve t h e  state IC, 1 ,  wi th  a c o n t r o l  whose norm i s  less than o r  
Therefore ,  i f  L>O, i t  i s  p o s s i b l e  t o  
" 
L1 equal t o  I. Conversely, i f  L - 0 ,  (4.12) r e q u i r e s  t h a t  ICl[ = 0.  
Q.E.D. 
The above theorem implies  t h a t  i f  i t  is  p o s s i b l e  t o  expand v1 i n  
terms t h e  remaining {v2, v3, ... 1 i . e . ,  
m 
= c OnVn 
n=2 
(4.13) 
then i t  is  not  p o s s i b l e  t o  achieve t h e  f i r s t  mode e x a c t l y .  Note t h a t  
i t  i s  p o s s i b l e  t h a t  {vl, ..., v,) are l i n e a r l y  independent f o r  a l l  




L e t  t h e  system be descr ibed by the wave equa t ion  with t h e  c o n t r o l  
appearing a t  t h e  boundary i n  t h e  following form. 
2 2 a y * a y  
a t 2  ax 2 
(4.14) 
The c o n t r o l  is  of t he  s lope  a t  t h e  edge x = 1. 
The equ iva len t  homogeneous boundary value problem i s  
2 2 
2 = 2 + G(x-l)u(t) 2 ax 2 a t  
(4.15) 
This problem i s  an example of one i n  which d i f f i c u l t i e s  arise i n  
a s t r a i g h t  forward attempt t o  reduce i t  t o  a f i r s t  o rde r  system by t h e  
i n t r o d u c t i o n  of a two component vector ,  v ,  where 
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v =  
Y 
2 
a t  
The partial differential equation which v must satisfy is 
;I 0 
= o  
- 0  
xll 
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The problem i s  now expressed i n  t h e  f o r m  
- AV + F(x)u(t)  av a t  - -  
v(x,O) = 0 
uv = 0 
The d i f f i c u l t y  which arises i s  in  t h e  w e l l  posedness of t h e  
Richtmyer [ 2 1 ,  Ch. 81 problem by t h i s  choice of s t a t e  va r i ab le .  
shows t h a t  t h e  i n i t i a l  value problem f o r  a system, i .e . ,  
- =  av Av a t  
(4.16) 
(4.17) 
uv = 0 
f o r  some i n i t i a l  s t a t e  v (x) may not be w e l l  posed when reduced t o  a 
f i r s t  o rde r  system even though t h e  o r i g i n a l  problem i s  w e l l  posed. 
0 
Brogan [ 2 ]  a l s o  comments on t h i s  s i t u a t i o n .  For t h i s  example, suppose 
t h e  i n i t i a l  s ta te  i s  
where 
?T 
w = (2N - 1 )  - N 2 
81 
The s o l u t i o n  is then found t o  be 
s i n  w x cos w t N N 
s i n  %x s i n  w t N 
v ( x , t )  = E 
The square of t he  norm of the  i n i t i a l  s t a t e  i s  
I Ivo(x) I I, 2 = E 2 I 2  
whereas a t  t i m e  t 
Thus, even though t h e  i n i t i a l  state can be made a r b i t r a r i l y  small 
by t h e  choice of 
o is of t h e  order  N. Richtmyer [21] shows t h a t  t he  c o r r e c t  choice 
of t h e  s ta te  v a r i a b l e  f o r  t h i s  system is 
E ,  t h e  f u t u r e  states can be a r b i t r a r i l y  l a r g e  s i n c e  
N 
Rather than fol low Richtmyer's approach, i t  w i l l  be shown t h a t  i t  
is poss ib le  t o  treat equat ion (4.15) d i r e c t l y  and a l l  of t he  r e s u l t s  of 
t h i s  chapter  w i l l  apply.  




Since t h e  problem is  se l f - ad jo in t  i n  t h e  s c a l a r  valued L ($2) space, 2 
I n  t h i s  case the  set (6,) is  orthonormal and complete [ 2 2 ,  Ch. 71. 
+,(XI = J1 s i n  wn x 
where 
ll 
w = (2n - 1) n 
and 
2 
n n A = -w 
(4 .19)  
(4 .20 )  
(4 .21 )  
Any func t ion  y i n  t h e  L (RxT) space has  an expansion 2 
00 
n = l  
where 
S u b s t i t u t i n g  the  above i n t o  equat ion (4 .15 )  
Mult iplying through equat ion ( 4 . 2 2 )  by Qn and i n t e g r a t i n g  over 
( O y l ) y  t h e  countably i n f i n i t e  s e t  of ord inary  d i f f e r e n t i a l  equat ions 
r e s u l t s  
8 3  
(4.23) 
where use has been made of 
and the orthonormality of the { $  I .  n 
In order to satisfy the initial conditions, 
Let 
. 
zn(t) = yn(t) + iwnyn(t) (4.24) 
Since the partial differential equation (4.14) is second order 
in t, the state at time t is given by the pair of sequences 
{yn(t) 1 and {in(t) 1. 
sequence of complex valued functions Izn(t)l. 
found by 
However both of these are contained in the single 
y (t) and (t) are n n 
. Z n W  + $t) 
Y n W  = 2 
zn(t) satisfies the differential equation 




By equa t ions  (4.21) and ( 4 . 2 3 ) ,  
Using equa t ions  (4.25) and (4.26),  
Comb i n i n g  terms 
The d i f f e r e n t i a l  equat ion f o r  z n ( t )  i s  
with i n i t i a l  cond i t ions  
The s o l u t i o n  i s  
To p u t  t h i s  i n t o  t h e  gene ra l  form studied i n  t h i s  chap te r ,  l e t  t h e  t i m e  
be f i x e d  a t  tl and l e t  
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Now the  necessary and s u f f i c i e n t  condi t ions  f o r  {Cnl t o  belong t o  
the  set of reachable  states i s  t h a t  t he re  e x i s t s  a con t ro l  u satis-  
fy ing  
and 
f o r  all n 
As before ,  de f ine  the  elements of t h e  mat r ix  QN as 
It w i l l  be convenient f o r  t h i s  example t o  p ick  tl t o  be 





- .  
From equation (4 .20)  
w - W  = ( n - m ) r  n m 
Theref ore 
2i(wn - am) 
e - 1  for a l l  m, n 
When m # n ,  
0 -ihn - am) 
- 0  
If m = n ,  
= 2 +Jl )  2 
qnn 
From equations (4.19) and (4.201, 
+,(I) -5 s i n  (2n-1)z  2 
theref ore 
+,(I) 2 = 2 
Thus 
m = 4 6  qmn 
87 
The necessary and sufficient conditions on {Cn} for a solution to 
equation (4.28) is, by theorem 4.2, that for all N ,  
(4.29) 
In this case, 
In order that the inequality in (4.29) hold for all N ,  it is 
necessary and sufficient that 
2 
Relating the lCnl to yn(tl) and in(tl) 
From equation (4.24) , 
So that the inequality (4.30) becomes 
(4.30) 
(4.31) 
Thus, the above inequality specifies the necessary and sufficient con- 
ditions for the sets {yn(tl) } and {+n(tl) } to belong to the reachable 
set at time tl=2 when the control is constrained in n o m  according to 
(4.27). 
I f  t h e  requirement t h a t  M i s  f i x e d  i s  dropped, t h e  fol lowing 
r e s u l t  is  obtained.  
THEOREM 4.5. The system descr ibed by Equation (4.14) is  completely 
c o n t r o l l a b l e  a t  t i m e  t =2. 1 
Proof.  The s ta te  of  t he  system a t  t i m e  tl i s  t h e  p a i r  y ( x , t l ) ,  
aY (x ,  tl) 
ay (x , t l )  
. I n  o rde r  t h a t  t h e  system be completely c o n t r o l l a b l e ,  i t  i s  a t  
necessary and s u f f i c i e n t  t h a t  t h e  reachable set of states y ( x , t l )  and 




When t h e  requirement on u is  simply t h a t  
t h i s  r e q u i r e s  t h a t  f o r  some M, 
ay (x ,  tl) 
1 s a t i s f y i n g  equat ions However, t h e  set of states I y ( x , t l ) ,  
(4.32) and (4.33) where { y n ( t l ) l  and { i n ( t l ) }  s a t i s f y  (4.31) f o r  some 
M are dense i n  t h e  L2(i2) space. 
I -e . ,  l e t  R be  t h e  reachable set. 
a t  
09 
such t h a t  f o r  some M 
m I 
Then R is dense i n  t h e  product space L2(Q) x L 2 ( Q ) .  Q.E.D. 
Note t h a t  R above is n o t  t h e  whole product space L2(Q) x L 2 ( Q > .  
I n  order  f o r  R t o  be t h e  whole space,  t h e  requirement on 
{y,(t,)I and {in( t1)I  would have t o  b e  relaxed t o  
f o r  some M. Since w is of t h e  o r d e r  of n,  R is merely a dense 
subse t .  
n 
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4 . 4  SUMMARY 
The new r e s u l t s  i n  t h i s  chapter  are t h e  a p p l i c a t i o n s  of t h e  moment 
problem to d i s t r i b u t e d  parameter systems. 
appeared f o r  f i n i t e  dimensional c o n t r o l  systems. The most c l o s e l y  re- 
l a t e d  have been those by Antosiewicz [ 9 ]  and Kreindler  i l l ] .  
Corollary 4.1 of t h i s  chap te r  appears in Antosiewicz [9]. Kreindler  
[I11 states a r e s u l t  s imi la r  t o  Theorem 4.2 and has  s e v e r a l  examples of 
reachable sets f o r  f i n i t e  dimensional systems. 
Numerous a p p l i c a t i o n s  have 
Russel l  [ 6 ]  has shown t h e  c o n t r o l l a b i l i t y  of t he  wave equat ion and 
the  beam equat ion by methods d i f f e r e n t  from those used i n  t h i s  chap te r .  
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