The bullwhip effect is a well-known phenomenon of demand information distortion in supply chains. To measure the bullwhip effect in a supply chain, researchers often resort to material flow data, i.e., shipments and sales data, as proxies for order and demand information. In this paper, we study the accuracy of such an approximated bullwhip measure and provide remedies for correcting the estimation biases. In a single-stage system with independently and identically distributed (i.i.d.) demand, it is known that there is no bullwhip effect under a base-stock policy. However, we show that the bullwhip measure based on material flow data always overestimates the actual bullwhip effect in this case. Specifically, the variance of shipments is always greater than that of sales, and the difference has a simple expression that comprises on-hand inventory and backorders.
Introduction
The bullwhip effect is a well-known phenomenon of demand information distortion in supply chains.
Namely, demand information tends to be more volatile as it propagates upstream (Lee et al. 1997 ).
However, when measuring the bullwhip effect, researchers often resort to material flow data (such as shipments and sales) as proxies for the order and demand information, because the latter information is difficult to obtain from firms (e.g., Cachon et al. 2007 and Bray and Mendelson 2012 , 2013 .
We term such an approximated measure the material bullwhip measure. Intuitively, the material bullwhip measure appears to be a good approximation, as the material flow is essentially driven by the information flow in a supply chain. But is this intuition always valid? Would the material bullwhip measure overestimate or underestimate the actual bullwhip effect? How to correct the estimation biases? In this paper, we investigate these issues through three analytical inventory models.
We first consider a single-stage inventory system with independent and identically distributed (i.i.d.) demand and amply supply. It is well known that a static base-stock policy is optimal (see Zipkin 2000) . Under such a policy, the order quantity in a period is equal to the demand realized in the previous period. Thus, the variances of order and demand are exactly the same, so there is no bullwhip effect in such a system. On the other hand, the material flow comprises the shipments from an outside vendor and the sales to the customer. Because the outside vendor is assumed to have ample supply, the variance of the shipments from the vendor is the same as that of demand.
Interestingly, we show that the variance of shipments is always greater than that of sales, and that their difference can be expressed as a simple function of the product of on-hand inventory and backorders. This result indicates that the inventory buffer has a smoothing effect on the material flow going downstream, which is consistent with empirical observations in the literature (see a discussion in §2). Therefore, the material bullwhip measure always overestimates the actual bullwhip effect in this system. Our analysis further shows that both the base-stock level and the replenishment lead time can influence the magnitude of overestimation.
To correct the estimation bias, we propose a simple remedy that can provide unbiased estimation of the demand variance based on the sample autocovariance of the sales data. This debiasing method only requires the historical sales data; the knowledge of the underlying operation parameters is not needed, which makes it particularly useful for empirical bullwhip studies involving only the aggregate financial data (such as sales and inventory data).
We next relax the ample supply assumption by considering a two-stage system in which the upstream stage can run out of inventory. Under i.i.d. demand, it is known that a static echelon base-stock policy is optimal (Clark and Scarf 1960, Federgruen and Zipkin 1984) and there exists an equivalent static local base-stock policy (Axsäter and Rosling 1993) . In our model, we assume both stages implement a local base-stock policy. Under this policy, the local demand of the upstream stage (Stage 2) is the order from the downstream stage (Stage 1). Due to the base-stock policy, Stage 1 always passes last period's customer demand to Stage 2 in the current period, which, in turn, triggers Stage 2 to place an order of this demand. Therefore, as in the single-stage system, no bullwhip effect is present at each stage in the system. Because Stage 2 receives shipments from an outside vendor with ample supply, the material flow dynamics at Stage 2 are the same as those in the single-stage system. Thus, the results obtained in the single-stage system can be applied to Stage 2, i.e., the material bullwhip measure always overestimates the actual bullwhip effect at Stage 2. However, for Stage 1, the analysis becomes more complicated, because Stage 2 may not always be able to fulfill orders from Stage 1. It turns out that the material bullwhip measure can either overestimate or underestimate the actual information bullwhip, depending on the base-stock levels at both stages. To correct the estimation bias, we find that the debiasing method derived in the single-stage system can be extended to the two-stage system. In this case, even though the observed sales data depend on the base-stock levels at both stages, the debiasing method does not require such knowledge. We show that this method can be further generalized to serial systems with an arbitrary number of stages under i.i.d. demand.
In the third inventory model, we relax the i.i.d. demand assumption in the single-stage system by assuming the demand follows an autoregressive AR(1) process. It is known that a state-dependent base-stock policy is optimal and the bullwhip effect occurs under this policy (Johnson and Thompson 1975, Lee et al. 1997) . When the replenishment lead time is negligible, we show that there exists a threshold on the autocorrelation coefficient of the demand process that determines whether the material bullwhip measure overestimates or underestimates the actual information bullwhip.
We further show that the estimation bias can be corrected by using the sample autocovariance of sales data. When the autocorrelation coefficient in the AR(1) demand model is not known, we also propose a method to use the shipment data to estimate this parameter.
In summary, we make the following contributions to the literature. First, we provide an analytical comparison of the material bullwhip measure and the actual information bullwhip, and identify four factors that can affect the bullwhip measurement discrepancy: stocking level, lead time, location, and demand correlation. Second, we provide simple methods to correct the estimation biases in the material bullwhip measure. These methods do not require the knowledge of the underlying system operation parameters, which makes them ideal for use in structural estimation models that deal with aggregate financial data. Third, our analysis of the single-stage system uncovers an interesting phenomenon that on-hand inventory has a smoothing effect on the material flow. We note that this material smoothing effect is different from the order smoothing effect in a capacitated system in which the order quantity has a hard constraint (see Chen and Lee 2012) . In fact, these two smoothing effects are in the opposite direction. The hard capacity constraint has a smoothing effect on the order information flow propagating upstream, because the order quantity is truncated by the capacity constraint. The on-hand inventory level, however, has a smoothing effect on shipments going downstream, because the backlogging process moves the high-peak demand that exceeds the on-hand inventory in one period to the other periods. Thus, the capacity-smoothing effect leads to order variability dampening, i.e., less bullwhip observations (e.g., Cachon et al. 2007 and Donselaar et al. 2010) , whereas the inventory-smoothing effect causes the material bullwhip measure to exaggerate the underlying bullwhip effect. Finally, from methodological perspective, our analysis of the material bullwhip measure in the two-stage model is based on the exact characterization of the material flow in a multi-echelon setting. This is in contrast to the existing bullwhip analysis in which the two-stage system is often assumed to be decoupled by certain simplifying approximations (see a detailed discussion in §2).
The rest of the paper is organized as follows. §2 provides a literature review. §3 contains the analysis of material flows in a single-stage system with i.i.d. demand. §4 extends the analysis to a two-stage system with i.i.d. demand. §5 further extends the analysis to a single-stage system with AR(1) demand. §6 contains our concluding remarks. All proofs are presented in the Appendix.
Literature Review
There is a vast literature on the bullwhip effect. The existing analytical models in the literature mostly focused on the information flow distortion between orders and demand. In a single-stage model, Lee et al. (1997) identified four causes for order variability amplification in supply chains. Cachon (1999) studied the effect of batch orders on order variabilities. Chen et al. (2000a, b) showed that certain demand forecast methods (such as moving average and exponential smoothing) can increase order variability. Aviv (2001 Aviv ( , 2002 Aviv ( , 2003 Aviv ( , 2007 studied the information sharing and collaborative forecasting in supply chains and discussed the different implications between order uncertainty and variability. Chen and Lee (2009) proposed a generalized order-up-to policy for studying the information sharing and order variability control in supply chains. Chen and Lee (2012) studied the impact of batch size, seasonality, and product aggregation on the bullwhip effect. They pointed out that the bullwhip effect may be masked when considering these effects.
Our paper differs from this literature in that we study the material flow variability, instead of information flow variability.
To our knowledge, Kahn (1987) is the only paper that studied the material flow variability in single-stage systems with zero lead time. He showed that the variability of shipments is higher than that of sales under a lost-sales system with time-correlated demand and a backorder system with i.i.d demand. Our contributions over Kahn's are as follows. First, we extend these single-stage models with positive lead time and show that the difference of the shipment and sales variabilities is a function of the product of the system's on-hand inventory and backorders. This is a striking result that connects the system's inventory state to the sales variability, which is not known in the literature. Second, we show how system parameters affect the material bullwhip measure.
Third, we extend Kahn's basic model to the two-stage system and the time-correlated systems with backlogging, and find that the variability of shipments is not always greater than that of the sales. Lastly, we provide simple debiasing methods for correcting the estimation bias in material bullwhip measure through the sample autocovariances of the sales and shipment data.
Most prior research on the bullwhip effect in multi-stage models often made simplifying assumptions to decouple the stages. For example, Graves (1999) assumed a high internal service level between the two stages, so that the two stages could be analyzed separately. Lee et al. (2000) assumed that the backordered inventory at the upstream stage can be "borrowed" from an alternative source and is required to be returned to the source after usage (the same assumption were also used by Gaur et al. 2005 , Gilbert 2005 , and Chen and Lee 2009 ). Aviv (2003) cautioned that the decoupling assumption may lead to a poor system performance and proposed to use a coordinated inventory policy for the two stages (similar policies were also used in Aviv 2001 Aviv , 2002 Aviv , 2007 . De Kok (2013) studied a one-warehouse-multi-retailer system in which the retailers forecast demand with exponential smoothing method. He showed that reducing the inventory order frequency helps mitigate the bullwhip effect. The two-stage model in our paper is similar to the coordinated two-level inventory system of Aviv (2003) . However, our focus is to analyze the material flow dynamics of the system so as to analytically compare the material bullwhip measure and the actual information bullwhip.
There is also a large empirical literature of the bullwhip effect. Economists hypothesized that "production smoothing" effect should exist (i.e., production is less volatile than sales) as inventory can serve as a buffer to cope against demand uncertainty. However, the majority of the empirical evidence finds production (or shimpments in our term) more volatile than sales in many industries, e.g., TV set industry (Holt et al. 1968) , retail industry (Blinder 1981 , Mosser 1991 , automobile industry (Blanchard 1983 , Kahn 1992 , cement industry (Ghali 1987) , and many others (Miron and Zeldes 1988 , Fair 1989 , Allen 1997 . We refer the reader to Cachon et al. (2007) and Chen and Lee (2012) for comprehensive reviews of how economists explore this discrepancy. Rong et al. (2009) studied the forward and reverse bullwhip effects in both experimental and simulation studies. More recently, Udenio et al. (2012) studied the impact of the 2008 financial crisis on the bullwhip effect, where the liquidity reduction during the crisis leads to inventory de-stocking in firms along a supply chain. Our study complements this literature. We show that on-hand inventory actually plays a role in smoothing the material flow going downstream, which provides an alternative explanation for these empirical observations.
The Single-Stage System
Consider a periodic-review single-stage inventory system. Time is divided into periods of length one, and we count the time forwards (i.e., t = 0, 1, 2, ...). Let D t denote the the demand in period t and let µ (> 0) denote the mean of demand in a period. In this section, we shall assume D t is i.i.d. between periods. Let D t+τ t denote the sum of demand from period t to t+τ , i.e., D
The system operates under a base-stock policy. That is, the system reviews its inventory order position (= outstanding orders + on-hand inventory -backorders) and orders up to the base-stock level s. We assume that the system replenishes from an outside vendor with ample supply. The replenishment lead time is a constant L. Customer demand will be fulfilled immediately if the system has enough on-hand inventory; unmet demand is fully backlogged. Let The sequence of events is as follows: At the beginning of a period, 1) a shipment sent from the outside vendor L periods ago is received, and 2) an order is placed. During the period, customer demand occurs and is fulfilled immediately if there is on-hand inventory. To facilitate the subsequent discussion, we separate this event into two: 3) demand is realized and 4) a shipment is sent to the customer at the end of the period.
Define the following variables in period t: O 1 (t) = order quantity placed to the outside vendor at Event 2); M 1 (t) = shipment released to the system from the outside vendor after Event 2); O 0 (t) = customer demand occurred in period t at Event 3) = D t ; M 0 (t) = realized sales to the customer at Event 4); IL(t) = inventory level after Event 4);
where (·) + = max{·, 0} and (·) − = − min{·, 0}. Figure 1 illustrates the information and material flows in a single-stage system. Since our main goal is to study the implications of measuring the bullwhip effect with material flow data, it is useful to first define the actual bullwhip effect measure and the approximated measure based on the material flow data. Specifically, we define the actual (information flow) bullwhip effect measure as the ratio between the variances of order and demand, i.e.,
This ratio indicates how significant the demand information is distorted by the system. The bullwhip effect exists if r O > 1, meaning that the order variability is amplified.
Next, we define an approximated bullwhip effect measure based on the material flow data as the ratio between the variances of shipments and sales, i.e.,
We shall refer to the above ratio as the material bullwhip ratio throughout the paper. We note that, when r M > 1, it implies the material flow is smoothed going downstream. In our subsequent analysis, we will focus on comparing the difference between the two measures r M and r O under the single-stage system.
Under the base-stock policy, the system orders the previous period's demand, i.e., O 1 (t) = D t−1 . 
Consequently, we have
This equation states that the shipment in period t is equal to the total order to fill, i.e., O 0 (t) + B(t − 1), minus the new backorders B(t) after shipping. Thus, to characterize M 0 (t), we only need to characterize B(t) in each period t.
We first consider an order cycle starting at the beginning of period t. The ordering decision made in period t will affect the inventory variable in period t + L. That is,
Thus, the on-hand inventory is given by
, and the backorder is given by
Since our goal is to compare the variability of M 0 (t) and M 1 (t), we shift the time index in (4) for this purpose. That is,
Based on the above equations, we can establish the following result:
Proposition 1 provides an explicit expression of the difference between the shipment and sales
variances. Specifically, we show that this difference is two times the expectation of the product of on-hand inventory and backorders. To our knowledge, this is the first expression in the literature that makes such a connection. This expression enables us to study the impact of the base-stock level s as well as the lead time L on the gap between the material bullwhip ratio r M and the actual information bullwhip ratio r O . It is clear from the expression that the shipment variance equals the sales variance only when s = 0 or s = ∞. Thus, the material bullwhip ratio r M is a good approximation to the actual information bullwhip ratio r O only when the base-stock level is sufficiently high or low. On the other hand, the magnitude of overestimation can be fairly significant. To see this, consider a special case with L = 0. In this case,
where the difference of the variances is simply two times the average on-hand inventory and the average backorders in the system. 
Proposition 2. When demand
The gap between r M and r O is monotonically increasing in s when s ≤ (L + 1)µ, and is monotonically decreasing in s when s ≥ (L + 1)µ.
, where the demand density is uniform over [0, d] .
, where the demand density is exponential λe −λt .
When demand follows a normal distribution, the above result shows that the gap between r M and r O is monotonically decreasing in s if the system service level is greater than 50%. Based on our numerical experience, this insight holds in general for other common demand distributions (such as illustrated in Figure 2 ). We can further establish the following result about the impact of replenishment lead time on the bullwhip measures: 
Thus, the gap between r M and r O is also monotonically decreasing in L.
Keeping service level constant, the above proposition shows that the gap between the two bullwhip measures is decreasing in lead time L. An intuition for this result is that the variability of D(t) is an upper bound for the variability of sales M 0 (t). Thus, a longer lead time makes the backorder larger, which, in turn, makes M 0 (t) more variable and close to the variability of demand.
It is interesting to note that, while demand and sales behave more differently as the backorder becomes larger, their variance measures nevertheless become closer to each other.
Debiasing Method
From the preceding analysis, we observe that the overestimation bias in the material bullwhip measure is caused by the fact that the sales variance V[M 0 (t)] is always less than the actual demand
. While the expression in Proposition 1 is useful in understanding the impact of the base-stock level and the replenishment lead time on the overestimation, it is generally impractical to use the result to correct the estimation bias because the historical on-hand inventory and backorder information may be difficult to obtain from firms. Interestingly, we find that the demand variance
can be estimated unbiasedly based on the sample variances of the aggregated sales data. To see this, let N be the aggregation period. From expression (6), it is easy to verify that 
Based on the above theorem, to estimate the demand variance, one only needs to have a long enough history of sales data such that the aggregate sample sales variances in the above formula can be calculated. The knowledge of the underlying operation parameters is not required. Define the i-step autocovariance of the sales data as Cov
. By expanding the expression in Theorem 1 under N = L and using the fact that M 0 (t) is a stationary process, we can show that the bias in variance estimation can be corrected by the following formula:
In the special case with L = 0, the above bias correction formula becomes
From expression (6), it is easy to verify that Cov
where we recover the expression given in Proposition 1.
To our knowledge, the formula given in Theorem 1 is the first in the literature to address the debiasing problem in bullwhip measurement. This formula is particularly useful for empirical bullwhip studies involving only the aggregate financial data (without the knowledge of underlying operation parameters).
The Two-Stage System
In this section we consider a two-stage system with i.i. We assume that the stages perform the ordering event sequentially from downstream to upstream, whereas the shipping events occur sequentially from upstream to downstream in a period. Figure   3 shows the two-stage model with the material and information flows in the opposite directions. O j (t) = order quantity from Stage j to its upstream supplier;
M j (t) = shipment released to Stage j from its upstream supplier at Event 4);
IL j (t) = local inventory level for Stage j after Event 4);
Similarly, we define O 0 (t) and M 0 (t) to represent the customer demand and sales occurred in period t, respectively.
We extend the definition of the information bullwhip ratio and the material bullwhip ratio in §3 by adding the stage index j. That is, the material bullwhip ratio for Stage j is
and the information bullwhip ratio for Stage j is
Clearly, O 0 (t) = D t . Under the local base-stock policy, Stage j = 1, 2 will order the previous period's local demand. Thus, O 2 (t) = O 1 (t) = D t−1 . Consequently, we have r O 1 = r O 2 = 1, implying that there is no bullwhip effect for the information flow in the two-stage system. Below we examine the material flow, i.e., the shipments M 1 (t) and M 2 (t), and the sales M 0 (t) in the system.
Material Flow Dynamics
We can apply the flow conservation property in (6) for j = 0, 1, 2,
where B 3 (t) ≡ 0. To characterize M j (t), we only need to determine B j+1 (t) in each period t.
Obtaining expressions for the backorder variables in the two-stage system is more complicated We now specify the detailed dynamics.
Since Stage 2 has ample supply, the inventory order position is equal to s 2 in each period. 
and the resulting inventory level in
Therefore,
With (8) and (9), we are able to characterize backorders B j (t) in the system for all t. Substituting (8) and (9) into (7), we can derive the shipment variables as follows:
Figure 7 in Appendix A provides an illustration of these shipment variables for a two-stage model.
Since our goal is to compare the variability of M 0 (t), M 1 (t), and M 2 (t), we shift the time index in Equations (10) to (11) for this purpose. That is,
It is clear that Equations (12) and (13) have the same structure as Equations (5) and (6) in the single-stage system. Therefore, the results of Propositions 1-3 can be directly carried over to Stage 2, i.e., the material bullwhip ratio r M 2 ≥ r O 2 = 1. Moreover, when s 2 = ∞, Stage 2 has ample supply and the two-stage system is effectively reduced to a single-stage system. In this case, the results of Propositions 1-3 can also be carried over to Stage 1, i.e., the material bullwhip ratio r M 1 ≥ r O 1 = 1. Below we will focus on studying
in the case of s 2 < ∞, i.e., Stage 2 does not have ample supply. In this case, the variability of the material flow at Stage 1 depends on the lead times and the base-stock levels of both Stages 1 and 2, which makes it difficult to obtain an explicit expression as in the single-stage system. We shall adopt an alternative approach based on the sample path analysis to compare the variances of shipment and sales for Stage 1.
Comparison of Bullwhip Measures
Let us first consider the case with s 2 ≥ s 1 and L 2 = 1. For illustrative purposes, consider a special case with L 1 = 0 below. Under this system configuration, the shipment dynamics are given by
Consider a demand sample path. Since demand is random, there will be periods with backorders.
Let us call the time interval that contains consecutive backorder periods the "backorder cycle", and the other time intervals the "non-backorder" intervals. We first consider the non-backorder interval. We next consider a backorder cycle from period t to t + τ at Stage 1, with B 1 (t − 1) = 0,
> 0, and B 1 (t + τ ) = 0. In this cycle, the sequence of sales are given by
From the above expression, we can show that 
The above proposition can be viewed as a further generalization of Proposition 1. Here we show that the insight r M 1 ≥ r O 1 continues to hold if we replace the ample source in the single-stage system with an upstream stage that can run out of inventory. However, to ensure the result to hold, the upstream stage needs to have a short replenishment lead time and a higher base-stock level than the downstream stage. We note that the above result holds for any i.i.d. demand distribution. To further generalize the above insight to the case with L 2 ≥ 1, we can obtain the following result: 
The above result provides further support for the intuition that r M 1 ≥ r O 1 when the upstream stage keeps a relatively high base-stock level. We note that, when L 2 = 1, we haves 2 (s 1 ) = s 1 from the result of Proposition 4. Now let us consider the other extreme case where Stage 2 keeps zero inventory, i.e., s 2 = 0. In this case, Stage 2 becomes a cross-docking facility (e.g., Eppen and Schrage 1981) . The material flow dynamics equations (13) and (14) become the following:
The above expressions have the same structure as the material flow equations (5) and (6) 
The above result shows that the result r M 1 ≥ r O 1 continues to hold if the upstream stage keeps low inventory. The intuition behind this result is that, when Stage 2 becomes closely resembling a cross-docking facility, the combination of Stage 2 and the outside vendor can be viewed as one ample supply source with some extra lead time delay. Thus, the single-stage system result can be applied here. We note that in the above result we need the condition s 1 < (L 1 + L 2 + 1)d to rule out the unrealistic case in which Stage 1 provides 100% service level to the end customer. Combining Propositions 5 and 6, we arrive at the conclusion that, when Stage 2 has either relatively high or low inventory, the material bullwhip ratio r M 1 is greater than or equal to the actual information flow bullwhip ratio r O 1 at Stage 1. 
Debiasing Method
In the two-stage system, we can again correct the bias in the material bullwhip measure by estimating the variances of order and demand based on the material flow data. Recall that O t = D t−1 .
From the expression of the shipment M 1 (t) given in (13), we can estimate the order variance by applying Theorem 1 as follows: for any N ≥ L 2 ,
Estimating the demand variance from the sales data M 0 (t) in the two-stage system appears to be more complex, as the expression of M 0 (t) given in (14) depends on the base-stock levels of both stages. However, from expression (14), we can show that 
The above formula has a surprisingly simple and appealing feature: To estimate the demand variance, one only needs a long enough history of sales data. There is no need to know the underlying base-stock levels at either stages, even though the observed sales data depend on these base-stock levels. This feature makes the above debiasing method ideal for empirical bullwhip studies for its minimum requirement of underlying operation information. In fact, this formula can be shown to hold for a general J-stage serial system under the local base-stock policy as long Finally, combining the formula of order variance estimation given in (18) (assuming N = L 2 ) and the formula of demand variance estimation given in Theorem 2 (assuming N = L 1 + L 2 ), we obtain an unbiased estimate of the actual information bullwhip ratio at Stage 1 as follows:
The above unbiased bullwhip measure formula is clearly different from the material bullwhip mea-
commonly used in empirical studies.
Correlated Demand
In this section, we further extend the single-stage system studied in §3 to the correlated demand case. Specifically, following the AR(1) demand model of Lee et al. (1997) , we assume that the demand D t is given as follows:
where |ρ| < 1 and ε t is an i. 
Thus, under the free-return assumption of Lee et al. (1997) , we can show that the optimal base-stock level in period t is given by
where z is the safety factor determined by the system inventory holding and penalty cost parameters.
Under the optimal base-stock policy s t , the order in period t is given by
Because the outside vendor has ample supply, we have M 1 (t) = O 1 (t). We can further generalize the sales equation (4) under the AR(1) demand as follows:
, based on the bullwhip ratio measures defined in (1) and (2) here. In this case, it is easy to verify 
There exists a threshold
The above result shows that, under the AR (1) However, when the demand is highly positively correlated, the result reverses, i.e., the material bullwhip ratio r M underestimates the actual information bullwhip ratio r O .
In the case of positive lead time L > 0, it is generally difficult to extend the above result.
However, we can show that the result continue to hold in the neighborhoods of ρ = 0 and ρ = 1.
Proposition 8. In a single-stage system with AR(1) demand and lead time L > 0, there exist two
For illustrative purposes, we present several numerical examples in Figure 6 . Specifically, we fix 
Debiasing Method
It is generally difficult to correct the estimation bias in the material bullwhip measure under AR (1) demand, because the AR(1) model involves two parameters: the variance of the random error σ 2 and the autocorrelation coefficient ρ. Below we provide a debiasing method for the special case of L = 0, which can serve as the initial step towards resolving the debiasing problem.
Theorem 3. In a single-stage system with AR(1) demand and zero lead time,
From the above result, if ρ is known, then the demand variance can be estimated from the sample autocovariance of the sales data. However, if ρ is not known, we need additional data sources to estimate this parameter independently. One approach is to estimate ρ from the shipment data.
Combining the above result with the formula in Theorem 3, we obtain the following estimation equation for ρ:
where the right-hand side can be determined by the historical sales and shipment data M 0 (t) and M 1 (t). It is easy to verify that the left-hand side function is monotonically decreasing in ρ for 0 ≤ ρ < 1. Therefore, ρ can be uniquely determined by the above equation in the range of 0 ≤ ρ < 1.
Concluding Remarks
In this paper, we have compared the material bullwhip measure and the actual information bullwhip in three analytical inventory models. In the single-stage model with i.i.d. demand, we show that the material bullwhip measure always overestimates the actual information bullwhip. The magnitude of the overestimation is driven by the base-stock level and the replenishment lead time. We provide a simple remedy for correcting the overestimation bias based on the sample autocovariance of the sales data. In the two-stage model with i.i.d. demand, we find that the material bullwhip measure at the downstream stage can either overestimate or underestimate the actual information bullwhip, depending on the base-stock levels at both stages. We show that the simple debiasing formula derived in the single-stage system can be generalized to the two-stage system. In fact, the formula can be shown to generalize to serial systems with an arbitrary number of stages as long as a local base-stock policy is employed. Moreover, in the single-stage model with AR (1) demand, we again find that the material bullwhip measure at the downstream stage can either overestimate or underestimate the actual information bullwhip, depending on the magnitude of demand correlation. To correct the estimation biases in this case, we need an additional step to estimate the autocorrelation coefficient in the AR (1) 
Appendix B: Proofs
Proof (Proposition 1) First consider the special case of L = 0. By the expression (6), we have
Because D t and D t−1 are i.i.d., it follows that
With this result, we have
where the last equality follows from the fact that D t and D t−1 are i.i.d. Also, note that
where the last equality follows from the fact that
For the general case with L ≥ 0, by the expression (6), we have
by applying the result of the case of L = 0, we have
Thus, it follows that
Proof (Proposition 2) Let ϕ(t) denote the standard normal density function, and define Φ
where the last equality follows from a change of variable operation. Similarly, we can show that
Thus, we have
z is the safety factor. Substituting this into the above expression and also making a change of
It is easy to show
It is straightforward to verify that ϕ 
Proof (Proposition 3)
is the standard normal density function. Also, let Φ(x) denote the cumulative density function of the standard normal distribution. It is easy to verify that
From the equation (A23) in the proof of Proposition 2, we have
Let us focus on the integration term in the above expression:
Thus, to show h(x) < 0 for all x, it suffices to show h(x) < 0 for all x > 0. Substituting the expressions of f ′ (x) and f ′′ (x) into h(x), we obtain
From this, we have h(0) = 1/π − 1/2 < 0, and h(∞) = 0. Thus, to show h(x) < 0 for x > 0, it suf-
Thus, it suffices to show that h ′′ (0) > 0 and h ′ (x) is unimodal. To do that, it suffices to show
) crosses zero once (note we have h ′′ (0) = 4/π − 1 > 0 and 
Proof (Theorem 1)
Because N ≥ L, by repeatedly using equation (6), we have
The above derivation follows from the fact that D 
where we use the fact that D 
which completes the proof. 
Proof (Proposition 4)
Combining results (a) and (b), we have
where from (15), (16) and result (c) above, we have
Given s ′ 1 , the above expression has the same structure as in the case of L 1 = 0 and L 2 = 1. From the condition s 2 ≥ s 1 , it immediately follows that s 2 ≥ s ′ 1 . Thus, following the above analysis, we conclude that (13) and (14) become
Proof (Proposition
. Therefore, the result holds trivially withs 2 (0) = 0.
When s 1 > (L 1 + 1)b, let us consider two cases. Case 1): d = ∞. In this case, we note that, if s 2 = ∞, the material flow dynamics equations (13) and (14) become the following:
The above expressions have the same structure as the material flow equations (5) and (6) in the single-stage system. Thus, the result of Proposition 1 can be applied to this case. Moreover,
Thus, by continuity, there exists a thresholds 2 (s 1 ), such that for any s 2 ≥s 2 (s 1 ),
are mutually independent, from equation (13) we have (13) and (14) become:
Thus, the result of Proposition 1 can be applied to this case. We have
On the other hand, if b = 0, consider two cases. Case 1): When s 1 = 0, the material flow dynamics equations (13) and (14) become
Thus, we have V[M 1 (t)] = V[M 0 (t)]. Therefore, the result holds trivially with s 2 (0) = ∞.
Case 2): When s 1 > 0, we know that, if s 2 = 0, the material flow dynamics equations (13) and (14) become:
Thus, the result of Proposition 1 can be applied to this case. Because 0 < s
Thus, by continuity, there exists a threshold s 2 > 0, such that for any
Because N ≥ L, by repeatedly using equation (14) i=0 M 0 (t + i)
where we use the fact that A Plugging (A27) and (A28) into the variance expressions, we have 
Now, let X = ε t + (ε t−1 −z) + − (ε t −z) + . Then we have ] and
When ρ = 0, recall from Proposition 1 that
Thus, from continuity, there exists a thresholds ρ, such that, if 0
When ρ approaches 1, we have
Thus, from continuity, there exits a thresholdρ such that, ifρ ≤ ρ < 1,
Proof (Theorem 3) From equation (22) 
.
