Abstract-Even though time-interleaved analog-to-digital converters (ADCs) help to achieve higher bandwidth with simpler individual ADCs, gain, offset, and time-skew mismatch between the channels degrade the achievable resolution. Of particular interest is the time-skew error between channels which results in nonuniform samples and thereby introducing distortion tones at the output of the time-interleaved ADC. Time-varying digital reconstructors can be used to correct the timeskew errors between the channels in a time-interleaved ADC. However, the complexity of such reconstructors increases as their bandwidth approaches the Nyquist band. In addition to this, the reconstructor needs to be redesigned online every time the time-skew error varies. Design methods that result in minimum reconstructor order require expensive online redesign while those methods that simplify online redesign result in higher reconstructor complexity. This paper proposes a technique that can be used to simplify the online redesign and achieve a low complexity reconstructor at the same time.
I. INTRODUCTION
A time-interleaved analog-to-digital converter (TI-ADC) consists of multiple channels in parallel, where each channel ADC operates at a lower rate compared to the sampling rate of the TI-ADC [1] . The final output of the TI-ADC is formed by interleaving the outputs from all the channels. Such time-interleaving helps to reduce the requirements on the individual channel ADC since they operate at a lower rate. The sampling clocks to the individual ADCs are applied in such a way that at any sampling instant, only one ADC samples the input. This is achieved by introducing a uniform time-skew between the clocks applied to the different ADCs. However, due to nonidealities, the time-skew between ADC clocks will not be uniform as shown in Fig. 1 . Such static time-skew errors results in a periodic nonuniformly sampled sequence at the output of the TI-ADC and degrades the effective resolution. Hence, a reconstructor is used to convert the nonuniformly sampled sequence to a uniformly sampled sequence.
At high sampling frequencies, the time-skew errors will be frequency-dependent [2] , [3] and need special reconstruction methods [4] . However, in this paper, we assume that the operating frequency is not very high and hence the time-skew error can be considered to be static. The design of reconstructors that make use of time-varying discrete-time FIR filters was addressed in detail in [5] . The design approach in [5] gives reconstructors with minimum order but if the time-skew error varies, all the coefficients in the reconstructor have to be redesigned. This requires all the coefficient multipliers in the reconstructor to be implemented using variable coefficient multipliers whose complexity is higher compared to fixed coefficient multipliers. Also, the implementation complexity of the online filter design block as well as the power consumption due to variable updates increases as the number of coefficients to be redesigned increases. The reconstructor design method proposed in [6] utilizes polynomial impulse response FIR filters to eliminate the need for online redesign. Reconstructors designed with [6] use very few variable multipliers but need significantly larger number of fixed multipliers. A two-rate based approach was suggested in [7] which resulted in a reconstructor that needed fewer fixed multipliers compared to [6] and fewer variable coefficient multipliers that require online redesign compared to [5] . In this paper, we extend the two-rate approach in [7] to obtain a structure that doesn't require online redesign.
After this introduction, in Section II, we review the details of periodic nonuniform sampling and reconstruction using time-varying FIR filters. Section III explains the basic two-rate approach and shows two structures that can be used to implement the designed reconstructor. Section IV outlines the steps to design a two-rate based polynomial impulse response reconstructor. In Section V, with the help of a design example, the complexity of the reconstructor designed using the proposed method is compared with that obtained using [5] , [6] , and [7] . Section VI concludes the paper.
II. PERIODIC NONUNIFORM SAMPLING AND RECONSTRUCTION
A continuous-time signal, xa(t), when uniformly sampled results in a discrete-time sequence given by
where nT is the uniform sampling instant and T is the sampling period. In a two-channel TI-ADC, the final output is formed by interleaving the outputs from both the channels. Hence, for uniformly sampled signals at the output of a TI-ADC, there should be a timeskew of T between the sample clocks of the two channels. However, timing mismatches between the two channels will result in an error in the time-skew causing a nonuniformly sampled signal at the TI-ADC output. If εn denotes the percentage deviation of the actual time-skew from the desired value of nT for the nth sample and v(n) represents the nonuniformly sampled sequence at the output of the TI-ADC for a continuous-time input signal xa(t), then Since the output of the two-channel TI-ADC is formed by interleaving the outputs from each channel and if we assume that the time-skew error remains constant for a block of samples, then the time-skew error can be considered as two-periodic. Hence, if ε0 and ε1 are the time-skew errors of the first and second channel of the TI-ADC, then ε2n = ε0 and ε2n+1 = ε1, for all values of n. A perfect reconstructor converts the nonuniformly sampled signal v(n) to the uniformly sampled sequence x(n). However, in practice, it is not feasible to implement such a perfect reconstruction system. The reconstructor considered in this paper is a time-varying discretetime FIR system whose output, y(n), approximates the uniformly sampled signal, x(n). If hn(k) is the impulse response of the reconstructor (assumed to be noncausal with even order, to simplify derivations), then
In the two-channel TI-ADC, the impulse response of the reconstructor will be two-periodic such that hn(k) = hn+2(k). Since the reconstructor is used to correct the relative time-skew error between the channels, we assume that ε0 = 0 and ε1 represents the difference in time-skew error between the second channel and the first channel. This implies that for even n, v(n) should be passed to the output as such since h0(k) = δ(k). As shown in the two-channel maximally decimated filter-bank representation of the reconstructor in Fig. 2 (b), the first channel should be passed as such while the time-skew error in the second channel should be corrected using the reconstructor H1(z) whose impulse response is h1(k). Hence, the reconstructor design procedure aims at identifying h1(k) such that the error e(n) = y(n) − x(n) is minimized. It was shown in [5] that if xa(t) bandlimited to ω0 and if X(e jωT ) is the Fourier transform of the uniformly sampled sequence x(n), then y(n) = 1 2π
where
Also it can be shown that for perfect reconstruction [5] ,
For a two-channel TI-ADC, since ε0 = 0 and h0(k) = δ(k), A0(jωT ) = 1 and the coefficients of h1(k) should be chosen such that the error between A1(jωT ) and 1 is minimized for a given bandwidth, ω0T , and time-skew error, ε1. 
III. TWO-RATE BASED APPROACH
Figure 3(b) shows how the basic two-rate approach can be used to split H1(z) in Fig. 3(a) into a linear-phase half-band filter, F1(z), and a low complexity reconstructor, G1(z). If F10(z) and F11(z) are the polyphase components of F1(z) and if G10(z) and G11(z) are the polyphase components of G1(z), using multirate theory [8] , the tworate structure in Fig. 3 (b) can be replaced with the single-rate structure shown in Fig. 3(c) . Since F1(z) is a linear-phase half-band filter, the polyphase component F11(z) is equal to a delay z −(D F 1 −1)/2 , where DF 1 is the delay of F1(z). Comparing Fig. 3(a) and Fig. 3(c) ,
In order to eliminate the need for online redesign, F10(z) is designed such that it can be used for all values of time-skew error between ±ε1. The filter G1(z) is implemented using polynomial impulse response FIR filters so that the coefficients of the impulse response need not be redesigned whenever time-skew error varies between ±ε1. Expressing the impulse response of G1(z) as an Rth-order polynomial in ε1, we get
Assuming ε1,max = −ε1,min, we can impose symmetry constraint for the coefficients, α
1 , such that α
and α (r)
Since odd r results in an anti-symmetric filter,
Also, since the first stage is a pure delay,
The transfer function of G1(z) is given by
where Fig. 4 . Reconstructor for the second channel of two-channel TI-ADC using polynomial impulse response FIR structure for G 10 (z) and G 11 (z).
It is assumed that the order of the filter G1(z) and hence Q
1 (z) is 2L. The symmetry constraints help in reducing the number of coefficients to be designed and implemented. However, it also requires that the order of the G1(z) should be even. The polyphase components of G1(z) can be expressed as Fig. 4 implies that, for an R-stage implementation of G10(z) and G11(z), we need only R variable multipliers. When the time-skew error varies, the variable multipliers can be directly updated with the new value of the time-skew error while the coefficients of Q (r) 10 (z) and Q (r) 11 (z) remain unchanged. This eliminates the need for online filter design. If the order of F10(z) is 2M −1 and the filter G1(z) is implemented with an R-stage polynomial impulse response structure with each stage having an order of 2L, we need R variable multipliers and M + R × L + ⌊R/2⌋ fixed multipliers. If we compare the structure in Fig. 4 with the reconstructor in [6] , it can be seen that all the multipliers in Fig. 4 operate at the input rate while the multipliers in [6] operate at half the input rate. The structure shown in Fig. 5(a) utilizes polyphase components of G10(z) and G11(z) which in turn are implemented using the polyphase components of Q (r) 10 (z) and Q (r) 11 (z) in (15) and (16), respectively. Here the multipliers in F10(z) operates at the full input rate while the multipliers in G100(z), G101(z), G110(z), and G111(z) operate at half the input rate. Hence, for the structure in Fig. 5(a) , we need a total of 2M +R×L+⌊R/2⌋ fixed and R variable multipliers at half the input rate. Figure 5(b) shows another possible structure where the subfilters G10(z) and G11(z) operate at the input rate while each polyphase component of F10(z) operate at half the input rate. Hence, the structure in Figure  5 (b) needs M + 2(R × L + ⌊R/2⌋) fixed multipliers and 2R variable multipliers at half the input rate 1 .
IV. RECONSTRUCTOR DESIGN
The subfilters, F10(z), G10(z), and G11(z), can be designed together using a single optimization procedure. However, the cascade 1 D F 1 + 1 is assumed to be a multiple of 4. Although the number of delays will be slightly different when D F 1 + 1 is not a multiple of 4, the overall structure will be similar with the same number of multipliers. Fig. 5 . Lower rate implementation of the structure in Fig. 4 . (a) Multipliers in F 10 (z) operate at input rate while for each polyphase components of G 10 (z) and G 11 (z), the multipliers operate at half the input rate. (b) Multipliers in G 10 (z) and G 11 (z) operate at input rate while for each polyphase component of F 10 (z), the multipliers operate at half the input rate.
of the subfilters result in a nonlinear optimization problem and to avoid a poor local optimum, it is beneficial to split the design of the subfilters. Hence, the reconstructor design consists of two steps: design of F10(z) for the extreme time-skew errors −ε1,max and ε1,max, and design of polynomial impulse response FIR filters for G10(z) and G11(z) with a fixed F10(z) over all time-skew errors between −ε1,max and ε1,max.
A. Design of F10(z)
In order to identify the coefficients of F10(z), we make use of the fact that as the magnitude of the time-skew error reduces from the extremes, the sampled sequence becomes less nonuniform and a lower order reconstructor can be used to obtain the same reconstruction error [5] . If F10(z) is designed for the extreme magnitude of time-skew error, ε1,max, then as time-skew error varies, only the coefficients of G10(z) and G11(z) need modification. In order to design F10(z) using a least-squares approach, the reconstructor design problem can be stated as:
Given the orders of the subfilters F10(z), G10(z), and G11(z), as well as ε1,max, determine the coefficients of these subfilters and a parameter δ, to minimize δ subject to 1 2π
The filter coefficients thus designed satisfy the maximum tolerable reconstruction error (δe) if after optimization, δ ≤ δe. Equation (17) is a nonlinear optimization problem since H1(z) is formed by cascading two subfilters. Hence, using a good starting point for the subfilter coefficients will help in avoiding a poor local optimum.
The following steps are used to identify the coefficients of F1(z): 1) Determine the order, NF 1 , of a standard half-band linear-phase FIR filter F1(z) with passband edge Ωc = ω0T /2, stopband edge Ωs = π − Ωc, and with the maximum ripple in the passband and stopband being √ δe. 2) Determine the order, NG 1 , of a filter G1(z) such that this filter approximates a regular reconstructor with error √ δe and bandwidth Ωc. 
and making use of the coefficients for F10(z) obtained through the design steps in Section IV-A, the impulse response coefficients of Q 11 (z), r = 1, 2, . . . , R, that will minimize P1 can be designed using a least-squares technique. Due to space limitation, the procedure to derive the closed-form solution, α (18) is not provided here.
V. DESIGN EXAMPLE
In this section we consider the design of a reconstructor with ω0T = 0.9π, ε1 ∈ [−0.1, 0.1], and P1 = −93 dB. The specification is chosen so as to compare the complexity of the current design with that in [5] and [6] . The value of P1 considered in this example corresponds to an error of −100 dB, if the error power measure in [6] is used. First, the coefficients of the subfilter F10(z), that can be used for all time-skew errors between ε1 = −0.1 and ε1 = 0.1, are obtained by following the design steps in Section IV-A. Next, the subfilters Q 11 (z) required to meet the specification in this example, turned out to be 44, 4, and 3, respectively, with R = 3. Implementing the reconstructor using the structure in Fig. 5(a) would require 54 fixed and 3 variable multipliers operating at half the input rate. Instead, the structure in Fig. 5(b) would need 41 fixed and 6 variable multipliers. While the structure in Fig. 5(a) needs fewer variable multipliers compared to that in Fig. 5(b) , the latter structure helps to reduce the total number of multipliers. Table I shows the total number of multiplier operations at half the input rate if the reconstructor is implemented using the design approach in this paper as well as those mentioned in [5] , [6] , and [7] . Although the order of the reconstructor designed using the proposed method is somewhat higher than that obtained using [6] , the former needs fewer multipliers. Even if the regular reconstructor in [5] has fewer multipliers among all the cases, it should be noted that all these multipliers are variable multipliers and need online redesign if the time-skew error varies. The number of fixed and variable multipliers in the proposed method is comparable to that obtained using [7] . However, the reconstructor in [7] requires online redesign when the time-skew error varies. Figure 6 shows the 
Design approach
Order Multipliers Fixed Variable Regular [5] 40 0 41 Polynomial based [6] 44 67 3 Two-rate based [7] 44 42 7 Proposed [ Fig. 5(a) magnitude of |A1(jωT )−1| at ε1 = 0.1, for the filter obtained using the proposed method.
VI. CONCLUSION
The reconstructor design approach proposed in this paper provides significant saving in the total number of multipliers needed to implement the reconstructor. Also, by eliminating the need for online redesign, we obtain more savings in terms of chip area and power consumption of the extra logic that would have otherwise been required. Two possible structures that can be used to implement the designed filter were also suggested. The structure with fewer variable multipliers can be used, for example, to reduce the power consumption due to coefficient updates or if implementing variable multipliers is costly. When all the multipliers are implemented with general multipliers, the structure with more variable multipliers and fewer total number of multipliers will be suitable.
