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ABSTRACT
In this paper we consider dynamic systems that move along specified
trajectories across random fields, where the field acts as a driving
force to the dynamic system. For a specific class of random fields we
develop equations for the evolution of the covariance of the state of
the dynamic system, and in the special case in which the trajectory is
a straight line path followed by a 1800 turn (i.e. an "over and back"
trajectory) we develop a Markovian model that involves a change in the
dimension of the state after the turn. For this case we also discuss
the estimation problem using recently developed results on "real-time
smoothing."
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I. Introduction
The problem we consider in this paper is depicted in Figure 1.1. We
have an object that traverses a specified trajectory (l(t),n 2 (t)) over a
planar surface. Aboard this object is a dynamic system which is affected
by a random field f (lin2) . We would like to consider the statistical des-
cription of the state xt) of the system in terms of the specified trajectory
and the statistical description of the random field. Problems of this
general type arise in applications such as inertial navigation [1,2] where
f represents the errors in our knowledge of the variations in gravity and x(t)
consists of the errors in an inertial navigation system. Since the inertial
system's accelerometers measure actual acceleration plus gravity, an estimate
of gravity, from a gravity map of some sort, must be subtracted from the
accelerometer outputs. Thus map errors directly drive the dynamics of the
navigation system.
In the next section we develop equations for the evolution of the
covariance of x(t) for a particular class of random fields. For the special
case of a straight line trajectory that reverses on itself, we develop in
Section III a novel Markovian representation for the process x(t), and in
Section IV we use this representation, together with recent results on the
real-time updating of smoothed estimates, to solve an estimation problem.
II. Covariance Analysis for Motion Through a Two-Dimensional
Random Field
Let f(n l, 2) be a two-dimensional stationary Gaussian random field
which for simplicity we ass-ume to be zero mean. The correlation matrix
for this field is
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E[f(t,s)f'(O,O)] = R(t,s) (2.1)
It is easily seen from (2.1) that
R(t,s) = R' (-t,-s) (2.2)
Let (nl(t),n 2 (t)) be a specified trajectory through the plane and
consider a dynamic system driven by the field along the trajectory
x(t) = Ax(t) + f(n l(t),n2 (t)) + w(t) (2.3)
where w(t) is a zero mean white Gaussian process with
E[w(t)w' ()] = Q6(t-T) (2.4)
We assume that the initial condition x(O) is zero mean and Gaussian and
that x(O), w, and f are mutually independent. We would like to determine
the evolution of
P(t) = E[x(t)x'(t)] (2.5)
We will put further restrictions on the field f that, as we will see,
lead to P(t) being specified by a finite set of matrix differential
equations. Specifically we will assume that the covariance R is separable
R(t,T) = Rl (t)R2 (s) (2.6)
where we assume that R1 and R2 are square and that
R. (t) = R (-t) , R.(s) = R(-s) (2.7)
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and
F.t
R. (t) = H.e G. , t>0, i=1,2 (2.8)
From (2.1), (2.6) and (2.7) we can also deduce that R1 and R commute for
any values of their arguments. This model is the continuous-time analog
of the model examined by Attasi [3]. Specifically, the 2-D spectrum of f
is separable and rational.
As a first step in obtaining the desired equations for P(t), define
Q(t,s) = R(n (t)- 1 (s), n 2 (t)-n2 (s)) (2.9)
Then, writing
x (t) = At (0) + eA (t- ) [f(nl(T) ,n2 (T))+w(T)]dT (2.10)
0
we can obtain and expression for P(t) from (2.5). Differentiating we
obtain the basic equations
P(t) = AP(t) + P(t)A' + L(t) + L' (t) (2.11)
L(t) = Q(t,)e t dT (2.12)
The problem then becomes one of determining a set of differential equations
for L(t). This calculation depends upon the nature of the trajectory.
There are several cases to be examined. For simplicity, we will assume
throughout that nl(0) = 2(0)=0.
C
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Case 1: This is the simplest case in which we don't change quadrants
in which we're heading. That is, if we choose the northeast as the
direction of motion, we have the situation depicted in Figure 2.1a where
Vt>s (2.13)
n l (t) - nl (s) > 0
n2 (t ) - nl (s ) >0
In this case, using (2.6)-(2.9) we find that (2.12) can be written as
t
t / F1 (L (t)-n 1 (CO))
L(t) = Hle 1 1
0
1 H B (t)
Differentiating B1 (t), we obtain
B (t) - l(t)F 1Bl(t) + B1A + G1H2G21 ) 't' 1 1 +) 1 1 2 2
t F ( n l ( t ) - () )
+ (t) fe 1 1
0
F2 (n2 (t) -n2()) A' (t-o)d
G1H2e G2e do
(2.14)
F2 (n2 (t)-n 2 (C))
G1 2F2e A(t-a)da
(2.15)
Note the F2 factor in the middle of the last term of (2.15). This leads to
the following. Define
,t F 1 (T1 (t)-nl (a)) 1j-1 F2 (n2 (t)-n 2(a))) A'(t-a)
eeGHFBj (t) = G1H2F2 e2e-
~~~~~~~~0 ~~(2.16)
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We know that there is an integer r and coefficients Po..,Pr-1 such that
r-l
F2 j=0
Then
L(t) = H1B l (t)1 1
B(t) = (t)FBj (t) + B. (t)A + (t)Bjl (t ) + G1H2F -G 2
l~j<r-l (2.19)
r
B (t) = nl(t)F1Br(t) + Br (t)A' + 62 (t) jIBj (t)
r-1 (2.20)
+ G 1H2 F2 G2
Bj(0)=O , j=l,...,r (2.21)
Note that we can obtain analogous equations with the roles of F1 and F2
reversed if we use the commutativity of Rl(t) and R2 (t). Thus in this
case we obtain a finite set of linear matrix differential equations for
L and therefore for P. Note that if the trajectory is a straight line
-- i.e. ~l(t)=a, 2(t)=$ -- then these equations are time-invariant and'
are equivalent to one higher-dimensional Lyapunov equation for x and for the
state of a shaping filter for f along this line.
Case 2: In this case, illustrated in Figure 2.lb, we have a change of
quadrants from northeast to southeast. Clearly the following analysis also
holdsfor any turn from one quadrant into an adjacent one. Mathematically,
r-
_ _111_______
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nl (t) - n (s) > 0 t>s
n2 (t) - 2 () > 0 (t) (2.22)
fn2 (t) - n2 (s) < 0 s>s0 (t)
where s (t) is defined in the figure. Here t is the time at which our
turn takes us into another quadrant in direction, and t2 is the time at
which s (t)=0.
For t<t1, the analysis of this case is identical to that for Case 1.
Thus, consider t <t<t and let us break up the integral expression for
L(t):
0(t) F1 ( (t) - 1 (s)) F (n2 (t)-n2() ) A'(t-s)s
L(t) =J He 1H2e Ge1 G~e 2
0
F1 (-n1 (t) -TI1(S) F (TI (S) -T (t))+ | H eHle 2GG2e n2 eA(t-s)d112 2
so (t) (2.23)
where we have used the fact that R2(n2(t)-l 2 (s)) R (' 2(s)-n2(t)). In
differentiating (2.23) we will need to calculate s0(t). This can be done
as follows. By definition
n2 (sO (t)) = n2 (t) (2.24)
Therefore
n2 (S0o(t))so(t) = 2 (t) (2.25)
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or
n 2 (t)
s (t) =
f2 (s o (t))
(2.26)
Note that if (s0 (t))=O, as it is in Figure 2.2, we will have to evaluate
higher derivatives. This causes no conceptual difficulty but it simply
complicates the development. Therefore we will assume for simplicity that
there are no inflection points in the trajectory over the interval [O,t1 ).
Let
S0 F (n (t)-n (s)
B (t) = e 1 1 
0
j=l,...,r
)G HF j-1 F2 (n2 (t)-n2 (s)) A' (t-s)G1 H2F 2 e Ge ds122 2~~~~~~~d
(2.27)
Note that if we define s (t)-=t for t<t1 , then B is precisely the quantity0 3
in equation (2.16) and thus the initial condition at time t1 for B. in
(2.27) is B (t) calculated from (2.19)-(2.21). If we now differentiate
(2.27) and use (2.17) we find
B.(t) = L(t)F1Bj (t) + B(t)A' + 2(t)Bj+l(t)
F I (t)- 1(s(t) ) j-1 GeA' (t-s (t))
r2 (s(t)) e 120 ( '
j=l,...,r-1 (2.28)
r
(t) = nl(t)FiBr(t) + B (t)A' + 2 (t) 7 pjB.(t)
j=l
Tn2(t) I
+ i2(s(t)) e
r-l e
1H2F2 G2e
A'(t-s (t))
(2.29)
F1 Ini (t) -ni (so (t) I
FIGURE 2.2:
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Note that
Bj (t2) 0
since s (t2 )=O.
Now let
t
Cj (t) /
s (t)
e G1G' (F'2) le 221 ds
(2.31)
Then
C.(t) = i(t)F1C.(t) + 2 (t)j+1 1 2 j+
TI (t)
+ G 1G ( F ) - H 2 1 2 (s0(t))
F 1 (Tl (t)-n1 (s o (t)) )
e
) .~j-$1 A'(t-so (t))
G1GC F~ (2) 32)
(2.32)
Cr(t) = l(t)F Cr(t) + Cr(t)A' - n2 (t)
r 1~ 1 r 2
n2 (t) F 1 (nl (t)-n1 (s o (t)) )
2 0 o
Cj (t1)=O j=l,..
Then
L(t) = H[ B l (t) + C(t)
r r-,
p_ C jt) +G 1G (F) H2j=l
r-l A'(t-sO (t))
G1G2(F2) H2 e (2.33)
(2.34)
(2.35)t <t<t1-- 2
Note that in the case of a piecewise linear trajectory, such as
(2.30)
__ _ __1____________1_______ _ ___
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1 ~t<tl
1l(t) = 1 1
2 ~t>t
= t<t1f2 (t) = I 1
22 t>t
2 1
82
so (t) - 1
which is negative here since 1>0, 2<0.
We now need only piece together the situation for t>t2.
t F1 (hi (t)-nl (s).
L(t) = Hle
SO
(2.36)
(2.37)
(2.38)
In this case
GG'e 22 (n 2 - 2 (t)) , A'(t-s)
G1G2 H2e ds (2.39)
Thus in this region
L(t) = H1Cl(t) t>t2
-2
where Cl(t2) is obtained from (2.32)-(2.34), and, for t>t2
Cj(t) = l(t)F1Cj (t) + C(t)A - 2 (t)Cj+l(t )
+ G1G2 (F2) H2
j=l,...r-1
(2.40)
(2.41)
*I·C--------------l--------- 
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r
C (t) = pl(t)F1Cr(t) + Cr (t)A' - 2(t) P-1j (t)j=l
+ GG I(F Hi; (2.42)12 2) 2
Thus in Case 2, over the time interval [O,t1] we have one set of
equations to calculate L; over the interval tl,t2 ], while the n2 coordinate
of the trajectory retraces its path over [O,tll, we have two sets of equations;
and for t>t2 we are back to a single equation which is essentially the
equation obtained in Case 1, except here we have a southeasterly trajectory
as opposed to the northeasterly trajectory of Figure 2.1a. It should be
clear that we can do this for arbitrary trajectories. Only during the
"transient" of a turn do we pick up additional equations. In the Appendix
we describe one somewhat more complex case in which both n1 and 2 coordinates
simultaneously retrace previous values (this does not mean a trajectory that
retraces itself -- see Figure A.1). In that case, there are two additional
sets of equations. From the cases considered in this section and in the
Appendix it is not difficult to see that at any time we must include m additional
sets of equations, where m is the total number of previous times in the
trajectory that either the n1 or 2 coordinate of the trajectory equals the
corresponding coordinate at the present time. If A is a stable matrix, then
the effect on L(t) (and hence P(t)) of a trajectory turn far in the past becomes
insignificant. This can be seen in (2.28) where the driving term goes to zero
exponentially as t-sO (t) (the matrices F1 and F2 are stable since f is a
stationary process with finite covariance). Thus in practice we need only
_II __ __ ____
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keep track of turns within-a certain number of time constants of A and
correlation distances of the field (inverses of the magnitudes of the
eigenvalues of F 1 and F2).
III. Markov-Type Models for Over-and-Back Trajectories
In the preceding section and in the appendix we performed some
relatively straightforward calculations to obtain sets of differential
equations for the propagation of the covariance of the state of a dynamic
system moving through a random field. The primary contribution of that
analysis is to provide some understanding of how the geometry of the tra-
jectory affects the state covariance. While this is of some use, there is
still a great deal left to understand about the fundamental way in which
the uncertainty in the field affects the statistics of the process x(t).
In this section we will develop a Markov-like description for the special
case of over-and-back trajectories. This not only provides us with further
insight into the evolution of x(t) but it also forms a basis for solving
estimation problems of this type, a topic which is considered in the next
section.
The case that we will examine in this and in the next section involves
a trajectory consisting of a straight line path followed by a reversal of
direction and a return trajectory over the same path. We also will assume
a constant velocity (normalized to 1) over both segments of the path, but
this assumptions is made only for clarity in our exposition as is our
__L I _
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assumption that the dynamic system is time-invariant.
It should be clear from our analysis as to how our results can be modified
to account for nonuniform velocity and time-varying systems.
Consider the model
x(t) = Ax(t) + u(t) + wl(t), O<t<2T (3.1)
where w is a white noise process with
E[wl(t)w (T)] = S16(t-T) (3.2)
and where
{f(t) O<t<T
u(t) = (3.3)
f(2T-t) T<t<2T
Here f is a one-dimensional process (representing the field along the
track, and we assume the f can be modeled as the output of a finite-
dimensional shaping filter
i(t) = F(t) + w (t) O<t<T (3.4)
f(t) = H(t) (3.5)
where w2 is white noise, with
E[w 2 (t)w~(T)] = S26(t-T) (3.6)
We assume that all of the processes above are zero mean and Gaussian and
that x(O), wl, (0), and w2 are mutually independent.
_U_ I --- ·C-- _ I --
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For O<t<T we have the same situation as in Case 1 considered in the
preceding section. Over this time interval, while we are going forward,
the joint process
x2(t) (3.7)
x (t)
is Markovian, with the following state equation
F x w2(t)
x2(t) =j x 2 (t) + (3.8)
H A w1 (t)
O<t<T (forward)
The meaning of the notation (forward) in (3.8) will become clear shortly.
Thus the covariance I (t) of x (t) can be obtained from the differential
2 2
equation
F O F H S2 0
2(t) t) + 22(t) + (3.9)
H A 0 A' 0 S
As we saw in Case 1, we needed one additional set of equations in order to
calculate the covariance of x (t Here we see that that set of equations es-
sentially comes about by augmenting the state x(t) with a shaping filter
model for the field in order to obtain a process that is Markovian. Once
that is done, as in (3.8), we can use standard results to write down the
covariance equation (3.9).
I__II_ C ______I_________I_Il____l__s___ _
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The interesting part of this analysis occurs over the time interval
T<t<2T, since here we are reversing over the same sample path of . Again
our goal is to augment x(t) with something in order to obtain a Markov model
over this time interval. In order to do this we clearly must consider a
model for that runs in reverse. Using the results in [4] we can write a
reverse time model for the augmented process x2 (t):
2
-x2(t) = e :1 + [:2 :1 ;l} x2(t) [2(t) ° - (t)-
0<t<T (backward) (3.10)
Here i(w t), Cl(t)) is a white noise process backward in time independent of
x2 (T) = (~' (T),x' (T)).* The processes w.i have the same statistics as the
w.. Note one interesting aspect of this model. If we examine (3.8) or
(3.4) we see that is a Markov process by itself forward in time -- i.e.
it is decoupled from x(t). However this is not true in the reverse-time
-1
model (3.10) since is not block diagonal. The reason is that going
forward in time the process drives the process x. Then, since the reverse
process is a Markovian representation of x2 given its future, we should
expect to see coupling, since the present value of is certainly not independent
of the future of x.
* The use of white noise here makes our derivation somewhat informal. However
it is conceptually correct. To be precise we should replace wi by d i where
the i are Brownian motion processe forward in time. Then wi is replaced by
1
dai which is a Brownian motion backward in time, independent of x(T) =
x2 (T) = (' (T),xl(T)). This process is obtained by subtracting from d i that
part which is predictable given the future of x2. See [4] for details.
1_1_11_1_1 
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If we now let
x3 (t) = x (2T-t), rni (t) = i. (2T-t)3 2~~~~~~
we obtain a model forward in time over the time interval T<t<2T:
x3(t) = - :+ [2 0 -1 
F n2(t)
x3(t) +
Ln1(t)
T<t<2T (forward)
The initial condition for this process is x3(T) = x2 T), with covariance
2 (t).
Consider now the following augmented process over the time interval
T<t<2T:
3t) (2T-t)
(t) = = x(2T-t) - (3.13
x(t)
Then, using (3.1), (3.3), (3.5), and (3.11) we obtain a Markovian repre-
sentation for the behavior of this augmented state
-1
Z2 1
= [I I(F D + (S2 0 )
x4 0, 
(0, H)
0
l x (t)
' 4
I
/n2 (t)
+1 n1 (t)
w1 (t)/
(3.11)
(3.12)
)
(3.14)
_1_1 _3 _ _ ___
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where
tn2 (t) S2 0 0
E n1 (t) s1(T) (t-T)
w 1 (t) 0 0 s
Basically (3.14) describes a method, starting at t=T, for simultaneously
generating the future (t>T) of x(t) and its past (t<T). In this fashion
we can take into account the fact that the trajectory has reversed its
direction.
We can use (3.14) as the basis for determining the covariance for x(t).
Specifically, define N (t) as
F 5 [ S 2 l
A 0 S 1 2
N(t) = (3.15)
(O, H) A
Then, letting i (t) denote the covariance of x4 (t), we obtain
S2 0 0
I (t) = N(t)Z (t) + I (t)N'(t) + O S1 (3.16)
4 4 4
0 0 S
To obtain the initial condition for this equation, note that
i(T)
x4 (T) = (T)(3.17)
x(T)
_ _^_____ __  _ 111 __1__ 
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Thus, if we write
(T) (3.18)
.then
(T) (T) jr(T) 2 2 ( (T)) (3.19)
Thus we see that, as in Case II, a reversal of motion leads to an ad-
ditional equation. Also, one can regard the over-and-back example as a
degenerate form of Cases b and c which are examined in the Appendix
(referring to the notation in the Appendix, in the over-and-back case
sl(t) = s2(t) for all t and t = t). Thus the straightforward analysis1 2 x y
of the Appendix will lead to equivalent equations in this case.
Note that based on the understanding gained in this and in the preceding
section, we can see what will happen for more general over-and-back tra-
jectories. For example, as illustrated in Figure 4.la, consider the case in
which we continue the process for t>2T without any further change in course.
It is not difficulty to show that for t>2T we can once again obtain a
Markovian representation for the joint process
) (t)l
x2 (t) = LX (t)J
______.. _I)_ __ __ _
-20a-
t= 2T
., t=o=
(b).. -t=O
(b)
FIGURE 4.1: Two Over-and-Bask Trajectories.
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where the initial covariance 2 (2T) for this process at time 2T is obtained
from the solution to (3.16)
2(2T) (2T) (2T) (3.20)2 \ 4 13 4 (3320)
In this case the time period [T,2T] represents a transient due to the turn,
whose effective will become negligible if A is stable. In fact in this
case as t, x will achieve the same steady-state covariance in this situation
as one would from a trajectory that moves to the left for t>O without any
turns. Similarly, if we consider a second course reversal as in Figure 4.lb,
we must obtain a reverse time model for x 4, reverse time once again to
obtain an equation for x5 (t) = x4 (4T-t) and augment this with x(t) to obtain
a Markovian model over the time period 2T<t<3T. Thus in this case we obtain
another additional equation for the covariance evolution.
IV. Over-and-Back Estimation
In this section we consider the problem of estimating the process
described by (3.1)-(3.6) given measurements. Specifically, suppose we assume
that the random field has been mapped by a previous survey
O<t<TYl(t) = C(t) + v l ( t ) ,

(4.1)
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where Ev(t)vl(T) ] = R S(t-), so that we have the smoothed estimates
i(t) = E(t) Y(T) O<_T<T] (4.2)
Consider now a set of real-time measurements
z(t) = C2x(t) + v2 (t), O<t<2T (4.3)
where Ev2(t)v2(t)] = R26(t-T) and v1 and v2 are independent. We wish to
consider the problem of using the previously mapped information (4.2),
together with the new data (4.3) to estimate x(t).
As in the preceding section, this problem is best analyzed by considering
the two intervals [O.T] and [T,2T] separately. Thus, let
y2 (t) = z(t), t[O,T], Y 3(t) = z(t), te[T,2T] (4.4)
The problem over the first time interval is a real-time smoothing problem,
that is, we have smoothed estimates for part of the state (here the i part
of X2 as given in (3.7) and (3.8)) from previously taken data, and wish to
incorporate these estimates into an overall state estimate given new real-
time data. A real-time smoothing problem of this type was solved in [5].
In order to apply that solution here, define
x2 (tIT,t) = E[x2 (t)fyl(T) O<T; y2(T), O<<t] (4.5)
Then
$ i(t)
x2(tIT,t) = P2(t) P (t)qf(t) +b (t)q(t)] (4.6)
_I C_ _____ _ 1_1__1_ 1
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where
qf(t) - Ff(t)qf(t) + ] (t) + Pf(t) R1Y2(t) (4.7)
qf (0)O (4.8)
-qb(t) = Fb(t)qb(t) + (Pb(t) 2 (t)-I) (t)
qb (T)=0 (4.10)
where 2 (t) is the unconditional covariance of x2 (t), as calculated from
(3.9). The remaining quantities in (4.5)-(4.10) are deterministic and
are determined from the equations
rF 0 , r Ft Hi s2 0
Pf (t) =L Pf(t) + Pf(t) : +]
A 0 A' 0 S 1
Pf(t) 1cPf(t) (4.11)
Pf(0) = (0) (4.12)
-b (t) = + ] t }Pb(t)A-& - S 2
1' '1 2 2°b[t)] [o ::]+ t
Pb){p0 A' 2 0 sl [° 51
Pb (t) 0 Pb(t) (4.13)
0 0
--------- -- ""- I --------
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Pb(T) = T) (4.14)
P 2 (t) aPf t) + P-1t) (t) (4.15)
={: ] ft[° C;R2 2 'C(4.1)
Ffb(t) = - Pbt) [ (4.17)L J L[; 0]L 0 0
Let us briefly interpret these equations. For a detailed discussion,
we refer the reader to [5]. Here Pf(t) is the estimation error covariance
for x2(t) given y (r) and y2(t), r<t -- i.e. the causal estimate of 7t)
using only causal information from the previously collected data y1 and the
new data y2. Similarly, Pb(t) is the estimation error for a reverse-time
filter which estimates x2(t) given only y 1(T), t<T<T. The set of information
used in these two estimates comprise all the information used in computing
x2 (trT,t). The forward filter (resulting in an estimate with covariance
Pf (t)) is the usual Kalman filter and has the form
X f(t) = Ff (t)xf t) + ft  (t) O -c t) d (4.18)
ne ° a C2R Y2 (t) 
Similarly the backward Kalman filter, with estimation error covariance
Pb(t), has the form
b ft ftx~)+ ft - lt
_I _I__C e _ _ _
C1 0 -Y (t)-
-Xb (t) Fb (t) X t) + Pb(t) (4.29)
The estimation error covariance for x2 (tlT,t) is P2 (t), and the
expression for it in (4.15) is taken from Wall [6]. In fact, using the
smoothing equations in [6] and the result of [5], x (tt,T) can be written
as
x2 (tT,t) = P2(t)[P l(t)xfCt) + b (t)(t)] (420).
The fact that I (t) is subtracted on the right-hand side of (4.15) reflects
the fact that the estimates Xff(t) and xb(t) of the state are correlated, as
they both use the a priori information which has an uncertainty specified by
the unconditional statistics of x2 (t).
Finally, (4.6)-(4.10) are obtained from (4.18)-(4.19) by some manipula-
tionsaimed at replacing Yl(t) in (4.18), (4.19) by the previously determined
map s (t). The details of these calculations in a somewhat more general
context can be found in [5]. Note that only qf(t) is driven by the new, real-
time data y2 (t), while qb(t) is a functional only of the smoothed map s (t) and
in principal can be precomputed. In practice, what this means is that once
the one-dimensional trajectory has been charted, we can integrate 4,9)
backward along this trajectory, store the result, and combine it with the
stored map s(t) and qf(t) through (4.6) in order to determine x2(tIT,t).
Consider now the estimation problem over the time interval [T,2T].
This is again a real-time smoothing problem, thanks to our augmented
I____________ _Ilrl__ _
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Markovian model (3.13), (3.14). Specifically using the data {yl(T), y2(T)}
we have computed
(3s t) = E[x 3(t) ly1(T)'Y 2 (T), O<<T]
E[x2 (2T-t) Y1 (T)J , Y2 (), 0t<T] = 2s (2T-t) (4.21)
The quantity that we wish to compute is
x4 (tlTT,t) = E[x 4(t) Yl(T)', O<T<T, Y2 (T), O<T<T, Y3 (T), T<T<t]
= E[x4 (t)yl(Tr), 0<T<T, z(T), O<T<t] (4.22)
Using the real-time smoothing formulas of [5], we can express
x4(tiT,T,t) in terms of 3 and y3 for te[T,2T]. However, there is one
complication caused by the fact that I (T) is not invertible (see (3.19)).
This is due to the fact that x(2T-t)=x(t) for t=T. In order to make the
necessary modifications, it is convenient to change basis. Let
-x3(t) _ UT-t) lI 0 0
p(t) = = x(2T-t) = O I 0 x (t) (4.23)
x(t)-x(2T-t) 4 (t)-x(2T-t)
L x ( -x (2T-t) -1 I
(see (3.18)). Also, define
F 0 S2+ 0 1 -1) (t) T (t)
T(t) += - 1 (t) =1
([H IH O L 0S Os~1 L2 [T 2 1 (t T22(t) (4.24)
_I
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Then, from (3.14), (4.23), and (4.24)
T(t) ' 0n(t)
pFT(t) = p(t) +) 
(-T 21 (t) ,A 2 2 t)) 
w((t)-n)p() + t)
and the nconD(itional covari nce, Vt), of pp(t) + (t) (4.25)givenby
and the nconditional covariance, V(t), of p(t) is given by
V(t =O
0o
O O
I O
-I I
(4.26)
I O O
4(t) I -I
O O I
Thus, from (3.19)
(I2(T)
- 0
)11
)12)12
( (T )12
(12 (T) )2
0
(4.27)
0
Further, let us assume that x(t) as defined in (3.1) is controllable from
the noise wl(t), i.e. that (A,S1) is a completely controllable pair. In
this case it is not difficult to see that for any t>T, V(t)>O. Then,
defining
___111
p(t T,T,t) 
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I 0 0
0 I O X4(t T,T,t)
0 - I
we can adapt the results in [5] to obtain
Ip(tfTT.) I E(t)[M t t + M( t t 3(
(4.28)
(4.29)
rf(t) = Gf(t)rf(t) +
(- T21 (t) ,H+A-Tx 3 (t) +M(t) 1 Y3 (t)
(430)
(4.30)
rf (T) =O
-rb (t) = Gb (t)rb (t)+(Mb (t)Vt (t)-I)
rb (2T) =0
(4.31)
E 0(-T21 (t) ,H+A-T 2 2(t)) x3s (t)3s 4.32)
(4.33)
where Mf, Mb E, Gf, and G are given by
Mf(t) = D(t)Mf(t) + Mf(t)D' (t) + S2 O
cO S -S
0 -S 1 2S 1
' M1R2'C2 
-Mf (t) ° 2C2R2 -1
\ C2R2 C2 CR2 C2
(4.34).
Mf (t)
I____ _ IC __
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Mf(T) = V(T)
-t)-D(t) + 2S
- tt) = -D (t) + [ 0 0 1 t t jo o vt (t)
S 1 -S 1
-S 1 2S 1
( t) + V S(t) [
2
-Mb (t ) D'(t) +v t (t)
0
-Mb (t)
0
0
0
C2 R2 C2
0
. °0 S
S -s1 °
1 
-S 1 2S 1 0
0
0
0
0 0
S -S
-S 1 2S1
(4.36)
Mb( 2 T) = V4 (2T)
t t +tE t) = Mf (t) + M (t)
(4.37)
(4.38)- V t(t)
Gf(t) = D(t) - Mf (t) 7CR 1 C1 0
2CR2 1C2 C;R C2
C2R C2 C2R2 C2
Gb (t) = -D (t) - s.2
O
O
0 0
S1-SI
S1 2S1
~1 1-'
V (t)-M (t)
0
0
(4.35)
Mb (t)
0
0
0
(4.39)
0
-1
C'R C22 2
0
0
0
(4.40)
__ 
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The various quantities here play analogous roles to those played by the
corresponding quantities in (4.6)-(4.17). For example, E(t) is the error
covariance associated with the estimate p(tlT,T,t). The only difference
in this case is the use of pseudo-inverses for Mf, Mb, V, and E. These
all represent covariances of p, and thus from (4.23) at time T they are all
singular. However because of our noise-controllability assumption, all of
these quantities are positive definite for t>T. Furthermore, it is not
difficult to check that the estimate p at time T, as defined by (4.29) does
have its last block-component equal to zero.
Finally, let us comment on the issue of computing x3s (t) or, equivalently
X2s (t), as defined in (4.21). Recall that what we calculated over the
interval [0,T] was the real-time smoothing estimate x2(t T,t), as defined
by (4.5), and using results from [5] we displayed an algorithm for performing
this calculation in terms of the new data Y2 and the previous smoothed estimate
trajectory s. The problem we wish to solve now is the calculation of the
smoothed estimate x2s (t) using Y2 and 5. This is a problem in the updating of
smoothed estimates, which is also examined in [5]. Using those results, we
find that
(t) P ()Pq(t) + P 1-(t)qr(t) + [sj (4.41)
X2s 2s I)f. (t) f r 0
where Pf, and qf are as before, and
-(t) = F C(t ) + P (t) y (t)
(4.42)
a (T)=0O (4.43)
1.1-----. .---------- ·--· - 
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and Pr' P2s' and Fr are defined by
-Pt(t) = - + t Pt(t)
r H A S 1 2 r
-P (t A' 2 0 S
C IR1 (t) : + Z(t) [: 2 (t) 
rg 1C C Prt)
[0 CR2 1 C2 r
P (T) = (t)
r
-3 -l - -1
P2s (t) = Pf(t) + p-l(t) -. (t)
P2s(t) =f r 2
F (t) - f (t) P i (t) i
0
(4.44)
(4.45)
(4.46)
O ]
-2 C2C222
(4.47)
Comparing (4.41)-(4.47) to (4.6)-(4.17) we see that the only change in
A
computing the full smoothed estimate x2s (t) versus the real-time smoothed
estimate x2 (t T,t) is the incorporation of the new data (Y2 ) into the
reverse-time processor (4.42), (4.47) and into the corresponding reverse-
time error covariance Pr and the overall smoothed error covariance P2s'
r 2
_ __ _ __ _
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V. Conclusions
In this paper we have examined the effect of a random field on a
linear dynamic system moving through the field. We have developed a
methodology for calculating the covariance of the state of the dynamic
system along any trajectory. The evolution of this covariance is clearly
dependent upon the nature of the trajectory, and our results indicate
explicitly how this dependence is reflected in the differential equations
that must be solved to determine the covariance.
In the case of one-dimensional motion we have gone several steps farther
in our understanding and analysis of over-and-back trajectories. Specifically,
with the use of the technique for constructing backwards Markovian models
we have developed Markov models over each separate undirectional segment
of the trajectory. The dimension of these models decreases when the
trajectory goes beyond the region covered in previous segments and increases
when there is a turn. Using this model and results on real-time smoothing
we then were able to solve an over-and-back estimation problem.
Several directions for further work suggest themselves. The first is
the detailed investigation of the estimation problem discussed in Section
IV. While we have described the solution to this problems we have not
exploited its structure as fully as is possible, eithei in terms of obtaining
efficient on-line solutions or of gaining insight. For example, it is clear
that the measurements of the state x of the dynamic system provide information
about the field i. How is this information incorporated in the solution
of the real-time smoothing problem? This is potentially important in
_ _ ______ __ _
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problems in which we wish to use the dynamic system to estimate the random
field. Gravity mapping using inertial instruments is a potential application.
A more significant extension of our work is the development of
Markov-type models and the corresponding estimation algorithms for more
general 2-D trajectories. This will involve a significant extension of the
notion of a backwards Markov process.
Finally, an important generalization of the problems considered in
this paper are to systems moving along trajectories which are random
themselves. Specifically, referring to our general model, suppose that
(n1 (t), n2(t)) are in fact components of x. This is in fact a more realistic
model in some applications. While our results do not address this problem,
they may be of value in the case in which the trajectory is only slightly
disturbed from some nominal. In that situation our analysis might form
the basis for a perturbation analysis of the random trajectory problem.
___ _I_
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APPENDIX
We consider one final case of the trajectory-covariance problem of
Section II. In contrast to Case 2 in which the turn takes us into a
neighboring quadrant, we now consider a trajectory that has a sharp angle
and takes us into the opposite quadrant -- i.e. northeast (NE) to south-
west (SW). Three cases of this will be considered, and these are
illustrated in Figure A.1. As can be seen, these cases represent suc-
cessively sharper turns. In each, t1 is the time when the direction of
the direction of the trajectory changes from NE to SE, and t3 is the time
we change from SE to SW. Also t denotes the time at which the trajectory
crosses the 2 axis in the southwesterly direction. This corresponds to the
time at which the nl coordinate of the trajectory has evolved from 0 to its
maximum value l(t3) and has decreased back to zero. The time t is
defined in an analogous fashion.
The distinguishing characteristics of these three trajectories are
as follows: in trajectory (a) only one of the coordinates at a time
retraces past values -- first 2(t) and then nl(t); in trajectories (b) and
(c) both coordinates retrace past values over a common portion of the
trajectory; in case (b) 1n2(t) completes its retracing before nl(t), while
exactly the opposite is true in case (c). As we mentioned in Section II,
we will see that at any time we get one set of additional equations for
each component that is retracing past values. Thus in case (a), we will
have one additional set of equations beginning at t and ending at t .1 ~~Y
____
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A different single set of equations beginsat t3 and end at t x. In case
(b) we have an additional set of equations beginning at tl, a second set
is added at time t3 , the first set ends at t, leaving us with the second
set which ends at t . In case (c) the only differences are that there is
a change in the equations at time tc, and also the second set of equations
ends first (tx <ty). This verbal description, together with the following
analysis, should make clear the approach that can be taken in analyzing a
general trajectory.
Case a: Referring to Figure 2.lb and Figure A.la, we see that the present
case is identical to Case 2 considered in Section II up to time t3. That
is, for O<t<tl we use the equations of Case 1, with L(t) = H B(t) (see
(2.18)-(2.21)). For t<t<t2 , L(t) = H 1 [B(t) + C(t) (equations (2.28)-
(2.35)), while for t2<t<t3 , L(t) = H1 C1 (t) ((2.40)-(2.42)). For t3<t<tx
l(t) - nl(s)> 0 for O<s<sl(t)
1l(t) - nl(s) < 0 for sl(t)<s<t (A.1)
n2(t) - n2(s)< 0 for O<s<t
Comparing (A.1) to (2.22) we see that this is quite similar to Case 2,
except here we are turning from SE to SW. Thus, in analogy with Case 2
we can write
_ _I I  I II_ __  ____
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s (t)
L(t) = 1
0
F1 (l (t)-nl (s))
Hle
t
+s G(eFilt)
s (t)
G. Ge F2( n (s )- 2 (t )) H,eA' (t-s)ds
12 e H2e d
F' (s) n (t 
HG'e2 2 2 2 (t)) A' (t-s)12 A2 e
L(t) = HC l (t) + GD l (t)11 11 t>t 3
-3
where
C (t 3 ) = values calculated using (2.40)-(2.42)
Dj (t 3 ) = 
and3
and
C.(t) = l (t)F C (t) + C.(t)A' - 2 (t)cj+ (t)] 1 12 3 2 j+l
1( (t) (F)j-1 F (2 (sl (t))-n 2 (t))
+ 1(sl(t)) G1GF) e H2'e
A'(t-s (t))
1
r
C (t) = l (t) Fl C r (t) + Cr(t)A' - 2(t) I PjC(t)
j=l j-
1 (t) r-1 F2 (n2 (sl (t))-n 2 (t)) A' (t-s (t))+ n 11((t) G1G2 (F2) e H2e
or
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
_II_ 
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Note that C. (t )-. Also]x
c (t) = -1(t)F'D. (t) + D. (t)A' - ¢(t)D (t  + H' G(F;) j- H1 1j j 2 j+l H 12
1 (t) H (F )j- F2 ( (Sl (t ) )H A ' (t-sl (t))
i (s (t)) 1 2 2 e 2
j=l,... ,r-1 (A. 7)
r I r1
D r(t) = - (t)FD(t) + D (t)A' - (t) p D(t) + HG' '(F)-H
r 1 r r 2 22 2j=1
fl (t) r- F (2  1 (s 1 (t))-n 2 (t))
1(s (t)) 1 2 2 e
A'(t-s (t))1
2 (A.8)
Then, for t>t
-x
t , F1 (n1 (S)-n 1 (t))
(t) = f Gle
0
F2 (n2 (s)- 2(t)) I A' (t-s)HIG;e H 2e ds (A.9)
L(t) = GjDl' t)
where Dl (t ) is obtained from (A.7), (A.8), and for t>tx
Dj.(t) = -l i (t)F 1 D j (t) + D.(t)A' - 2 (t)Dj+l(t) + H1G2 (F 2) H1 lj 2 2
r (t) = '-l(t)FD (t) + Dr(t)A' - n2(t)
~~r 
r
I pjDj (t) + HG2 (Fl) H2
j=l G(A.12)
(A.12)
Thus
(A.10)
(A. 11)
_ I _ _I _  ___
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Case b: As in Case a, this case is the same as Case 2 up until time t3,
using equations (2.28)-(2.35) to provide us with initial conditions,
at time t3 on B. and C.. For t3 <t<t3 2 --- y
2 (t) F ( (t)-n1 (s)) F2 (n(t)-n ())A'(t-s)ds
L(t) J H He 2 Ge2eds
0
s (t)
s2(t)
t
s1(t)
Fl(nl(t)-nl(s))
He1
',F2( - A'(ts)
G1G2eF (n2 (s)- 2 (t))HeA' (t- sGG'e2~~ 2
G Ml(s)- 1(t)) Ge (F2 (s)-- 2(t)) A' (t-s)ds
G1 HGe 2)
(A.13)
Thus
L(t) = H [ B l (t) + Cl (t)J + G 1D (t) (A.14)
where the B. satisfy (2.28), (2.29) with s o(t) replaced by s2(t). Note
that B. (t )=0. Also the D. satisfy (A.7),(A.8) with Dj (t3)=0. The only
new equation is for the C. over the time interval t3 <t<t 3 3--y
C (t) = (t)F1C (t) + Cj(t)A' - 2 (t)Cj+lt)
j- F2(2(Sl(t) G GI(FI)-et 2 (t))H
(s e(t)) 1 2 2
2 (t) F1 (nl (t)-nl (S2 (t)) ,( j-1
T2(S2(t)) e G1G2 2
, A'(t-sl(t))
2e
H'e2
A'(t-s2 (t))2 (A.15)
---- lllrC-·ICI '-c·--ll---.------- - ---  1..---- -
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r
C (t) = l(t)F1Cr( t) + Cr(t)A' - 2(t) pjl Cj(t)
j=l
lt) -G r-l F2 (n2 (s1 (t))- 2(t)) A' (t
1l(s5(t)) 1G2 H2e
2t) F 1 (r(t) 1 (s2 (t)) A' (t-s
- 2(s(t)) e G1G2 (F 2He2 2
-st (t))
2 (t))
(A.16)
For t <t<t , L(t) = H1Cl(t) + GD (t) and the equations for C. and D.y---x ] 1
are as in Case 3c - i.e. (A.S)-(A.8), and C(tx)=O. Also, for t>tx,
L(t) = G'Dl(t), and the D. are calculated from (A.11) and (A.12).
Case c: Up until t3 we are in Case 2, and thus use (2.28)-(2.35). Over
the interval t <t<t we have the same situation as in Case b, and3 -- c
equations (2.28), (2.29) (with s (t) replaced by s (t)), (A.7), (A.8),
and (A.14)-(A.16) apply. At time t, since sl tc ) = s2(tc ) Cj(t)=--
.C 1 C 2 C ' c
(see (A.13)), while Bj(t ) and D.(t) take on values calculated from the
previously mentioned equations.
Now consider the time interval t <t<t . Note that for t<t
c -- x C
sl (t)>s2 (t), while for t>tc , sl (t)<s2 (t). Thus
s (t)I1
L(t) = f 1
s (t)
+ | G1
sl(t)
+ r G1
s2(t)
Fi (n1 (S)-n 1 (t))
e
Fe (n (s)-n 1 (t))
e
FG (2 (2 )2 (s)) A' (t-s)G1H 2e G 2e ds
F2 (n2 (t)-rn 2 (S)) A' (t-s)
H2e G2 e ds
H'G'eF (n2 )-n2 (t)) HA (t-s)ds (A.17)
_II I__ _ _ _
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or
L(t) = HBl (t) + G [DL (t)+E (t) 
where
Bi (t) t  = ) t)F1Bj(t) + B (t)A' + f 2 (t Bj+l (t)
T,(t) H F 2 (C2 (t)- 2 (s 1 (t))
1 (s1 (t)) G1H 2 2 e G2e
A'(t-s (t))
r
ir(t) = l(t)F1Br(t) + B(t)A' + 2(t) I Pj_l j(t)
j=l -
A' (t-s (t))
+n (t) r-1 F2 (2 (t)-2 ( s1 (t) ) G2e 1
+ (s (t)) G1H2F2 e1 1S~t) 
E- (t) = -l(t)F'E. (t) + E.j (t)A' + 2(t)Ej+l(t)] = 1
n2 (t) F (nl (s2 (t))-nl (t))
2(2(t)) e
j- A' (t-s2 (t))
H1H 2 2
! (t) j-1 F2 (2 (t)2 (s1(t))
1 (Sl(t)) H1H2F2 e
Er (t) = - (t)FEr (t) + E (t)A' + n2 (t)
r 2
G2e
A' (t-s (t))
1
(A.21)
r
P jE. (t)
j=1 i
f n2(2t)
+ fl (s 2 (t ) ) e
(nI (s (t)) -n1 (t)) , r
HHF1 r-2 1Ge
A' (t-s 2 (t))
]1(t) , r-1 F2 (12 (t)-n2 (s1 (t) )
1 2
G2e
A' (t-sl (t))
(A.18)
(A.19)
(a.20)
(A.22)
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E.(t )=O
j.(t) = -lt)F{D(t) + D(t)A' - 2(t(t)D t) + HG (F)J-i H
F1 j 2 Dj+1 1G22 2
2 (t) F (n 1(s2(t (t)) An (t-s (t))
i 2(s2 Ct)) 1
(A.23)
(A.24)
(t) -(t)F'D (t) + D (t)A' - n2 z p D(t) + HIG (F,)r 1
r '1 1r r 2 ~j= lj 12G 2 2
2(t) Fl ( n l (T1s 2 t))) -n 1( t) )HGp ) -l, (- t)
2(s2(t)) 1 2 2 (A.25)
Note that B.(t =0.
x
Now consider the interval t <t<t .
x-- y In this case
s2 (t)
L(t) = f
0
e (nl(s)-n (t)) e
Gi HH2e G A'(t-s)ds2
+/ Fi 1(n 1(s)-n1 (t))
s2(t)
H'Ge 2 (s)2 t))HeA(t-)ds
(A.26)
L(t) = G[Dl (t) + El (t)]
where D. (t) satisfies (A.24), (A.25), with D(t ) given by the previous
step. Similarly, E. (t ) is given by the preceding step, but then over the
interval t <t<t
x - - y
Here
(A.27)
sl _I _I _· 
 I
j=l,. . . ,r
F2 (n2 (t - T2 (s) 
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i.(t) = - (t)F'E (t) + E. (t)A' + (t)E (t)
J1 F1Ej 3 2 j~l
j-1 A' (t-s 2 (t))
H2F2 G2 e 
n2 (t) F (l (s 2 (t))-nl (t))
n2 (s2 (t))
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Note that Ej (t )=O. Then, for t>t , L(t) G'Dl(t), where Dj (t ) is
y y ] y
obtained from the preceding equations, and for t>t
(A.11) , (A.12) .
the D. satisfy
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