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INTRODUCCION 
En 1952, G. REEB ([9]) en su tésis doctoral demostró 
que en una foliación de codimensión 1 sobre una variedad 
diferenciable con hojas compactas, la función volúmen de 
la hoja es una función localmente acotada. A si mismo, dió 
un ejemplo de una foliación con hojas compactas sobre una 
variedad diferenciable no compacta tal que la función volú-
men de la hoja es localmente no acotada. 
Para el caso de un flujo sobre una variedad diferen-
ciable con órbitas difeomórficas a una circunferencia, la 
función volúmen se sustituye por la función del tiempo del 
primer retorno. En efecto, en 1972, D.B.A. EPSTEIN (1-4d) 
construyó un flujo analítico real sobre una variedad dife-
renciable no compacta de dimensión 3, con función de tiem-
po del primer retorno no acotada. Además sugirió que so-
bre una variedad diferenciable compacta de dimensión 3, 
cualquier flujo con órbitas difeomórficas a la circunfe-
rencia, debe tener función del primer retorno acotada. A 
esta conjetura se le llama "CONJETURA DE LA ORBITA PERIODICA" 
y se esperaba que la respuesta fuera afirmativa. 
Posteriormente, EDWARDS, MILLET y SULLIVAN ([6]), así 
como VOGT ([16]), trataron de extender los métodos de de-
mostración de ([4]) a foliaciones de codimensión 2 con ho-
jas compactas. 
D. SULLIVAN en (L12j) y((13))construyó un ejemplo de 
ji 
un flujo sobre una variedad diferenciable compacta de dimen-
sión 5 con órbitas difeomórficas a una circunferencia, pero 
con función del tiempo del primer retorno no acotada. Tam-
bién SULLIVAN en estos artículos da una construcción de un 
flujo analítico real debido a THURSTON. 
En ([3]),  EPSTEIN y VOGT construyeron un flujo cuyo 
campo vectorial asociado es polinomial, sobre una variedad 
diferenciable compacta de dimensión 4, con órbitas difeo-
mórficas a una circunferencia cuya función del primer re-
torno es localmente no acotada. 
Este trabajo titulado "SOBRE LA CONJETURA DE LA ORBI-
TA PERIODICA" está dividido en 4 capítulos. En el Capítulo 
1, "PRELIMINARES", se tratan teoremas y conceptos fundamen-
tales para el desarrollo del mismo, como son el teorema de 
la función inversa ( Teorema 1.1 ); el Teorema del Rango 
(Teorema 1.9); el Teorema de caracterización de Submersiones 
(Proposición 1.17); el Teorema de caracterizaci6n de Inmer-
siones (Proposición 1.11) y el teorema de caracterizaci6n 
de Sub-variedades determinadas por un valor regular (Teo-
rema 1,18). En el desarrollo del capítulo se incluyen las 
definiciones de conjunto Independiente de funciones diferen-
dables en un punto de una variedad diferenciable (Defini-
ción 1.2) para mostrar corolarios importantes que se dedu-
cen del teorema de la función inversa; se define el rango 
de una función diferenciable entre variedades diferencia- 
iii 
bles (Definición 1.8) ; los no menos importantes conceptos 
de Inmersión, Inmersión Difeomórfica, Submersión y punto 
regular (Definiciones 1.10, 1.12 y 1.15) y finaliza con 
un ejemplo de la variedad de Stiefel (Ejemplo 1.19). 
En el Capitulo 2, "SISTEMAS DINÁMICOS" se definen 
los conceptos de flujo Global (Definición 2.2); Líneas de 
flujo y órbitas (Definición 2.5); y órbita Maximal (Defini-
ción 2.10). El capitulo finaliza con tres importantes Teo-
remas que facilitan el trabajo que se desarrolla; como son 
el teorema de existencia de flujo local determinado por un 
campo vectorial (Teorema 2.11); el teorema de flujo global 
determinado por un campo vectorial de soporte compacto (Teo-
rema 2.12) y el teorema de clasificación de líneas de flujo 
(Proposición 2.14). 
En el Capítulo 5, "CONSTRUCCION DE UNA VARIEDAD DIFE-
RENCIABLE COMPACTA DE DIMENSION 4", se ccmienza a preparar 
el terreno para lo que es la parte medular de este trabajo. 
Así iniciamos el mismo definiendo una región octogonal D 
y una función polinomial real (Definición 3.1) y estudia-
mos las propiedades de esta función dentro de la región oc-
togonal (Proposición 3.2). Se construye además una corona 
poligonal y se estudian sus propiedades (Proposición 3.3). 
A continuación se define una función real y diferenciable 
sobre la corona poligonal (Definición 3.4). Para alcanzar 
el objetivo de este capitulo, que es la construcCión de u- 
iv 
na variedad diferenciable compacta de dimensión 4, defini-
mos una función diferenciable F de fR7 en IR3 (Definición 3.5) 
de tal manera que la proyección sobre las dos primeras co-
ordenadas dela7  de la imagen inversa M del origen detR3, 
coincida con la corona poligonal (Proposición 3.6). Finali-
za el mismo con la demostración de que el origen de RO es 
un valor regular de F (Teorema 3.7) y M es una sub-varie-
dad diferenciable compacta de codimensión 3 (Teorema 3.). 
El Capítulo 4, " CONSTRUCCION DE UN CAMPO VECTORIAL ", 
comienza con la construcción de un campo vectorial X sobre 
la7 (Definición 4.1), al cual se le imponen las condiciones 
deseadas. Se prueba entonces que cuando se restringe éste 
a la variedad M, sigue siendo un campo vectorial (Teorema 
4.2), el cual es no trivial; es decir no tiene puntos sin-
gulares (Teorema 4.3). 
En el Capítulo 5, "ORBITAS DEL CAMPO VECTORIAL SOBRE 
LA VARIEDAD M", se verifica que las funciones y F 
y el campo vectorial X son ínvariantes bajo rotaciones rí-
gidas alrededor del orIgen en cualquiera de los planos IRt21  
y PR2 (Teorema 5.2). A continuación se construye una Invo-
lución de R7 que deja invarianteisa 4) IQ , F, M y el campo 
vectorial X (Teorema 5.3). Para finalizar el capítulo, se 
prueba que si VO en M, cada órbita es difeomorfa a una 
circunferencia y cuando y tiende a cero, la función del pri-
mer retorno tiende al infinito (Teorema 5.4) y que si i.  o 
las 6rbitas son difeomorfas a la circunferencia (Teoremas 
5.5 y 5.6) 
y 
CAPITULO 1 
PREL IDI I NARE S 
En este Capítulo se demuestra el Teorema de la función 
Inversa en variedades diferenciables y Corolarios que se 
deducen de éste; el Teorema del Rango en variedades dife-
renclables y se definen los conceptos de Inmersión Difeo-
mórfica, Inmersión, Submersión, puntos regulares y valores 
regulares. Al final del mismo se demuestra un importante 
teorema que es de gran ayuda para el trabajo que se pre-
senta, como es el de construcción de Subvariedades dife-
renciables y seguidamente se da un ejemplo donde se apli-
ca el mismo. 
TEOREMA 1.1 ( de la función Inversa ). 
Sean H y N variedades diferenciables de dimen- 
sión n, f N una función diferenciable y 
M tal que (df)p Tp1v1--,Tf(p)N es un isomor-
fismo. Entonces existe U vecindad abierta de p 
en M tal que f : U ---9.f(U ) es un difeomorfis- 
mo sobre el conjunto abierto f(U) de N. 
Demostración: Sean pc M, f(p)Q.. N y (v,y) una carta local 
alrededor de f(p), con funciones coordenadas  
Sea (UM una carta local alrededor de p, (11) con funciones 
coordenadas y tal que Ucf-1(V). Como y y 17.--,  n 
y11317. 1 11  son bases de los espacios tangentes TM y P 
Tf(p)N respectivamente y (df) = P Z`Pz p  






P \ 2•9c /p) 
ZI(Yiun/ J(f ) - 
n 
no singular pues (df)p  es un isomorfismo. 
Sean ahora U . uP(U) ' y1 . Y (V) y 7 : (.11-. vi  1 con 
1 = Y of a .19-1 tal que para cada x en Ul' 11(x) = (11(x),...,1n(x)), 
donde V i= 1,2,...,n, fi  . TT1C p con Tli vik" : R la 
proyección canónica sobre el iésimo factor. 
f es una función diferenciable y la matríz Jacobiana de 
dada por: 
la cual es 5 
(k«PiciS)/ 
J(f ) la cual es no singular 
Por el teorema de 1a función Inversa en IRn existe Uo 
vecindad abierta de T(p) en IRn contenida en U1 tal que: 
(a) 17 Uo es inyectiva. 





(a) 7-1  
(b) 1(U0) es abierto en Rn. 
Sea U = 14) (11) entonces U es una vecindad abierta de 
p en M. 
f / U es inyectiva:- En efecto, si p y q son elementos de 
U tales que f(p) = f(q), entonces 4)(f(p)) = Mg»; luego 
así 1( (P ( ) ) 11") (q)).  
Por (a) / 
o 
 es inyectiva y ((p), (q)1 Uo, resulta que 
T(p) = ufo (q); de donde p = q. 
f(U ) es abierto en N:- En efecto, 7(u0) es abierto en IRn  
por (b) y como 1 = \V.f o yo' , se tiene que: 
( Y o f ) (yo) = of (IP (U0)) es abierto en Rn, 
4 
5 
es decir Yof(U ) es abierto en Rn, luego q 04i0f(u ) = f(U ) 
es abierto en N. 
f-1 r(u) es diferenciable:- En efecto, como 
1-1 f  
—1 —1 yof oy es diferenciable 
por (c), se tiene que f-1 : f(U ) ›- U también lo es. 
Luego se probó que existe U vecindad abierta de p en 
M tal que f : U f(U ) es un difeomorfismo sobre el 
conjunto abierto f(U) de N. 
DEFINICION 1.2 Sea M una variedad diferenciable. Un con- 
junto Yi,..., n : M R de funciones di-
ferenciables definidas en alguna vecindad de 
pe 11, se llama un conjunto INDEPENDIENTE en 
p, si y sólo si las diferenciales  




COROLARIO 1.3 Sean M una variedad diferenciable de dimen-
sión n y Y1,...,Yn un conjunto independiente 
de funciones en pe M. Entonces las funciones 
forman un sistema de coordenadas en 
una vecindad abierta de p. 
Demostraci3n : Sea U un abierto de M que contiene a p y en 
el cual están definidas las funciones  
Definimos Lp : U tan por V cie u y ( ) (pi 




 (0) , 
entonces (1)  es una función diferenciable en U. Por otro 
6 
lado, la aplicación dual, T;(p)1Rn --› T p*M es 
tal que \01 = I, • • pri (ST)T(p)(dii) d(rTT) 
= d(Pi.  . 
Como old nil l‘i:n es base de T( )R' y kdTil uj..11  es - ip/ 
linealmente independiente en TM y lo genera, teiTilli.cn  
es base en T M. Es decir, (S(p) lleva una base en otra ba-P 
se; así, (ST) es un isomorfismo; de donde se tiene que (dT) 
es un isomorfismo. Por el 
abierta de p en M tal que 
morfismo sobre el abierto 
una carta local alrededor 
un sistema de coordenadas 
COROLARIO 1.4 Sean M una 
teorema 1.1, existe U vecindad 
(1) : Up----->T(Up) es un difeo- 
fiU ) de tan. Así, (U ) es p, 
de p; de donde 
en U . 
variedad diferenciable de dimen- 
forman 
s16n n y Ti, ...,Yra con mn un conjunto inde-
pendiente de funciones en 1:)M. Entonces 
forman parte de un sistema de coor-
denadas en una vecindad abierta de p. 
Demostración: Sea (U,LY) una carta local alrededor de p, 
Y con funciones coordenadas y tal que las fun- 
ciones están definidas en U. Entonces 
idk1)1,...,d%,dW1,...,dYra genera a TM. 
Escojamos n-m de las funciones , digamos 
de tal manera que 
sea una base de T*M. En. 
1 n-m 
tonces í d({,,,...,dkpm,dyi ,...,dqi I es linealmente in- 
'1 -n-m 
* 
dependiente en TM así Ti,...,Y ,Y. ,...,149i forman un 
P M 11 n-m 







forman un sistema de coor- 
denadas en una vecindad abierta de p; luego 
forma parte de un sistema de coordenadas en una vecindad 
abierta de p. 
COROLARIO 1.5 Sean M y N variedades diferenciables, 





M ›Tf(p)N es suryectiva 
y Y1,...4 un sistema de coordenadas en una 
vecindad abierta de f(p). Entonces las funcio-
nes dP101,...,LPn.f forman parte de un siste-
ma de coordenadas en una vecindad abierta de p. 
Demostración: Como (df) T N es suryectiva, 
P P f(P) 
la aplicación dual (Sf)f(p): Tf(p)N--,  T
p
lvi es inyectiva; 
en efecto, si w,w, Tf(p)N son tales que (5f)f(p)(w) = (Sf)f(p)(W), 
entonces, Vire TpM, (8f)f(p)(w)(v) = (Sf)f(p)(wi)(v), 
luego w((df)
p
(v)) = w'((df)p(v)). 
Como (df) es suryectiva, resulta que 
w((df) (v)) = w'((df)p(v)), (df)p(v)cTf(p
)N; 
de allí que w = w'. 
Ahora bien, "1.1lin  es un conjunto independiente 
en Tf(p)N y (f)f() es inyectiva, es decir, lleva conjun-
tos linealmente independientes en conjuntos linealmente in-
dependientes y (11f) f(p) (dT1) = d(f) , i = 1,...,n; en-
tonces 1. d(Yi(,f)/ i = 1,...,n1 es un conjunto linealmente 
independiente en TM ; luego P.ei9 f/ 1= 1,...,n1 es un 
conjunto independiente en p. Por Corolario 1.4, las fun-
ciones Tic,f,...,Ynof forman parte de un sistema de coor-
denadas en una vecindad abierta de p. 
COROLARIO 1.6 Sean N una variedad diferenciable, 
funciones diferenciables en una vecindad a- 
bierta de pEN tal que d9 ;I' generan TM. k 
Entonces un subconjunto del conjunto k1/  lík 
forma un sistema de coordenadas en una vecin-
dad abierta de p. 
Demostracián: Escojamos un subconjunto del conjunto 
í cr./ digamos 1. kf de tal manera que el kl '•''k de  




,...,dfir ls es un conjunto linealmente independiente 
"n 
en T171; es decir, 15, 1 es un conjunto indepen- n1 "n 
diente en p. Por Corolario 1.3, el conjuntolT, 
forma un sistema de coordenadas en una vecindad abierta 
de p. 
COROLARIO 1.7 Sean M y N variedades diferenciables, 
8 
f : 151---3. N una func13n M 
tal que (df)p  : TpM 
 
Tf(p)fl  es inyec- 
 
Uva y (4) 1, (1) „ n un sistema de coordena- 
das en una vecindad abierta de f(p). Enton-
ces an subconjunto del conjunto (9j.  f/1 = 1, 
2,...,n } forma un sistema de coordenadas en 
una vecindad abierta de p. 
Demostración: Como (df),
0 
 TpM ------wTf(p)N es inyecti- 
va, existe (df)-1  :(df)p(TpM) fr-T M, la cual podemos 
extender a Tf(p)N. Sea heT;14 y consideremos la aplicación 
entonces w M 
= 
est: h = (If)1,(p) (ho(df) -1) con 
ho(df)-le T;(p)N ; de donde resulta que 
suryectiva; es decir lleva generadores en gene- 
Como 1 dTil 1/1‘n genera a Tf(p)N 
(80f(p) (dTi) = d(Tiof) para i  
el conjunto t" d(Ti o f)/ i = 1,...,n 1 genera a T M. Por 
Corolario 1.6, un subconjunto del conjunto 
1.  Ti  o f / i  









DEFINICION 1.8 Sean M y N variedades diferenciables de di- 
mensionesmynrespectivamente, f: M-----> N 
una función diferenciable y p€M. Definimos 
el Rango de f en p, el cual denotamos por 
rg f, como el numero natural: 
rg f rg((d1) ). 
TEOREMA 1.9 (Del Rango). 
Sean M y N variedades diferenciables de dimensio- 
nes m y n respectivamente, f una función 
diferenciable, pEM tal que rgpf = r. Entonces exis-
ten (14,91 *  ) Y (VI,Y *  ) cartas locales alrededor 
de p y f(p) respectivamente tales que 
es diferenciable y 
(4) : f'19,k)(xl,...,xm) 
T*(U*) 
Demostración: Sea pEM . Como f es diferenciable en p, exis- 
ten (U,T), (1,y) cartas locales alrededor de p y f(p) res-
pectivamente, con f(U)c:V y tal que 
= ó f o ({ R.111  Y(V) c. fan es di- 
ferenciable; y y i> escogidas de manera tal que ((p) = o LEP 
Y Ylf CP = o 1Rn- 
Sea 7 : ((u)  1)(V) tal que V x =  
(x) = ,i7)11(x) ), donde V i= 71.01› 
can TI_ IR la proyección canónica sobre el iési-i 
10 
= (x ...,x 1, 
simo factor. La matríz Jacobiana de f en p es 
Zlz, - /) J(f ) P /c, 
- 1:i‘n 
11.j.“1 
COMO rg f . r, existe una submatriz de J(f ) no singu-
lar en oE lani , la cual podemos considerar sin pérdida de 
generalidad, como la matríz formada por las r primeras fi-
las y las r primeras columnas de la matriz J(f ), es decir, 
la matríz / 
bYL  / 
\ J 0 1.1.,jr 
Sea h : qp (U) c: Rill ) ítal definida por V x =  
h(x) = ,ail(x),...,7'r(x),xr+1"'"xm)' h es una funcián di-
ferenciable y la matríz Jacobiana de h en oeiRm es 
Z x. r fQ Z Xr,lo  
, . O 
, 
.b.lr / 




Ir% al O 
0 , 0 
11(h0 ) --2 1 o • • • 0 1 C) • • • O 
• . . o I • • • O / 
. • • 
0 • • . b" O • • • 
Como det(J(ho)) = det (-  ) Jx; j<1, , el cual es distin-
to de cero; por Teorema 1.1, existe U0c:(U) vecindad a - 
bierta de 1-1) (p) = o€ da tal que h ; U0  —› h(U) es un 
difeomorfismo sobre el abiertoh(Uo) de Rm. Luego 
11 
12 
ho(-1P: o) es un difeomorfismo. Por otro lado, co- 
mo h es un difeomorfismo, tiene sentido considerar 
h(U0)  
Rn.  Además como 1‘-'(x)  
h(x) (4(x),...14(x),xr+1,...,xm) para 
x = f(U)cam, si hacemos 
(z1,...,zr,zr+1,...,zm) =(x) ) /x ""xm)1  
donde z ( ,_1,...,zm) h(U0), entonces 
g(z1 • 
r" -1 = f(h (zi,...,zm) 
= ( 
r.h 
(4(x) • • • '7r(x) 14+1(X) I  • • • Ifn(X)  
= (.7 Z (x) n(x)) -1"." r' r+1 / 
Pero 
= (Aiol )(x) 
7-13. -.(goh(x)) 
= Ti.og (h(x)) 
i 1 '"'••'Ir+1(x) '••"x ) 
( rg(z1"'"zr'zr4-1"*"zm))  
Así z ▪ ( z g(z) = 
g es una función diferenciable y la matríz Jacobiana de g 
0••• 0 ••. o  
en o e Rin es o I • . ¿ • 
J(go ) 0• 0 ...t 6...0 
Z,Zrio -h1C411,-, 'ZA.7110 
„ bt‘ 
Z"¿I "?..Lrti 3 -Z1mr° 
/ot 
((Po) = 
Como rg(f) = r en una vecindad del origen y 
rg(1) = rg(g) 
= rg(J(g0 )), se tiene que 
ZT, rg(J(g0)) = r y por tanto la matriz 15774 
j  
r+1U:m 
anula en dicha vecindad del origen; es decir: 
(*) Z.9z  / = O \g/ r+V-.i‘n, r+14jm en esa 
¡Rho  vecindad. Sea ahora I?: W(V)c definida por 
4)(Y.1"."Yn) = (Y1"'"Yr*Yr+1-gr4.1(Y1"'"YrP°Y°" 
OhelelYn gn(Y1,114110ar#0,10'44.41,,O)). 




o e Rn es 
Luego det(J(0410 )) = 1; por Teorema 1.1, existe V0:c1)(V) 
vecindad abierta deY(p) = oelln tal que qt: 110 ----.4(V0) 
es un difeomorfísmo sobre el abierto cli-P(Vo) denn. Así, 
400y: V------04(V0) es un difeomorfismo. 
Ahora, cDo rfjc 1-Z t h(U0) *-4)(1/0) es diferenciable, 
de allí que /410101-7 = 1)0W of 
es decir, co7011-1  = (4),4)0f0(hoT)-1  es diferenciable. 
u 
tík 
MIU 47,0% IRn  
Pero ciDoloh-1  = , así Vz  
CP 0g(ZipeillyZm) =CP(g(Zly#4,11Zm)) 
= 45(Zi, ir • zr,gr+i(z),.•.,gn(z)) 
= (zr,.•.,zr 'gr-11(z)-gr+1(z1""yZry0y„,..y0), 
y 0)). 
Si tomarnos 1 z .1<e y V 1jm y entonces por (*) J 
= O ,Vr+L.U..In 
Luego tomando y *  = cpoty Ice *  = hoy , *= 11(U0) Y 
V*  =4(V0) se tiene el teorema. 
DEFINICION 1.10 Sean M y N variedades diferenciables y 
f 151-----› N una función diferenciable, en- 
14 
tonces: 
(a) f 1.1—§›N se dice que es una INMER.SION 
DIFEOMORFICA si y sólo si, f(M) es una sub-
variedad diferenciable de N y f 14—.1(14) 
es un difeomorfismo. 
(b) f M—y-N se dice que es una IIIMERSION 
si y sólo si, p€14 , existe U vecindad 
abierta de p en M tal que f : U ---- f (U ) 
es una inmersión difeomórfica. 
PROPOSICION 1.11 Sean M y N variedades diferenciables y 
f N una función diferenciable, en- 
tonces, f es una Inmersión si y sólo siVpe M, 
(df)p: TpM --> Tf(p)N es Inyectiva. 
Demostración: Supongamos que f es una inmersión y sea 1:).M, 
entonces existe U vecindad abierta de p en M tal que 
f ; >f(U) es una Inmersión Difeomórfica; es decir, 
f(U) es una subvariedad diferenciable de Nyf :U  
es un difeomorfismo. 
Consideremos (df) :TU =TDI----- P PPP c:Tf(p)N. TI(p)
.flU, p,) 
Como f : U1  -----Y-f(U ) es un difeomorfismo, de las relacio- 
nes: (df df-1)f(P) = d(fof-1) (p)  
-1 y (df o df) 
= Id Tlb)f(UP) 




se tiene que (df)p  TpUp
---4.-Tf(p)f(Up) es un isomorfis-
mo ; luego V 'DIE, (df)p es inyectiva. 
Recíprocamente, supongamos que V pe M, (df) : T f(p)N P P 
es inyectiva y sea qEM, entonces (df) q  : Tq  M (df)q  (Tq  M) 
es un isomorfismo y como f M---s-N es diferenciable, por 
Teorema 1.1, existe Uq vecindad abierta de q en M tal que 
f : U --*f(U ) es un difeomorfismo sobre el conjunto a- 
bierto f(Uci) de N. Pero f(Uq) es una subvariedad de N pues 
es un conjunto abierto en N. Luego f : U ---->f(U ) es 
una Inmersión Difeomdrfica y por tanto f es una Inmersión. 
DEFINICION 1.12 Sean FI y N variedades diferenciables y 
f : 1,4---#-N una función diferenciable. f se 
dice que es una SUBMERSION si y sólo si Vp e ml  
(df)p  TM --.-Tf(p)N es suryectiva. 
COROLARIO 1.13 Sean M y N variedades diferenciables, 
f : M----. N una función diferenciable, pEM 
Y Y1,...,Yri un sistema de coordenadas en una 
vecindad de f(p). Si f es una Inmersión, en-
tonces un subconjunto del conjunto iof/liz(n 
forma un sistema de coordenadas en una vecin- 
dad abierta de p. 
Demostración: Es inmediato, aplicando la proposición 1.11 
y el corolario 1.7 . 
COROLARIO 1.14 Sean M y N variedades diferenciables, 
f M > N una función diferenciable, p€ I'1 
y 1JWn  un sistema de coordenadas en una 
vecindad de f(p). Si f es una Submersión, en-
tonces las funciones 'Pluf,...,Tn.f forman 
parte de un sistema de coordenadas en una ve-
cindad abierta de p. 
Demostración: Es inmediato aplicando la definición 1.12 y 
el corolario 1.5 . 
DEFINICIoN 1.15 Sean M y N variedades diferenciables y 
f : M N una función diferenciable, en- 
tonces: 
(a) Un punto pM se dice que es un PUNTO RE- 
GULAR si y sólo si (df)p : TM  Tr(P)N  
es suryectiva. 
(b) Un punto qc N se dice que es un VALOR RE-
GULAR de f si y sólo si para cada pe f 1  (q), 
p es un punto regular. 
OBSERVACION 1.16 Si qeN es tal que f-1(q) =, enton- 
ces q es un valor regular de f, pues si suponemos que q no 
es valor regular de f, entonces existe pe f-1(q) tal que 
(df) no es suryectiva; pero entonces pe (4) , lo cual es 
una contradicción. 
COROLARIO 1.17 Sean M y N variedades diferenciables y 
f : M N una función díferenciable, enton- 
ces: 
(a) f es una Submersión si y sólo si VIDE. M, 
17 
la 
p es un punto regular. 
(b) f es una Submersión si y sólo si, N, 
q es un valor regular de f. 
Demostración: (a) Se deduce inmediatamente de las defini- 
ciones 1.12 y 1.15. 
(b) Se deduce de Corolario 1.17(a) y de la definición 1.15(b). 
TEOREMA 1.18 ( Construcción de Subvariedades). 
Sean M y N variedades diferenciables de dimen- 
siones n+kynrespectivamenteyf: N N 
una función diferenciable. Si qe N es un valor 
regular de f, con f-1(q) o 1  entonces f-1(q) 
es una Subvariedad diferenciable de DI, de Codi- 
mensión n. 
Demostración: Sea qc N un valor regular de f y pe f-1(q), 
entonces p es un punto regular y por tanto, (df) : TM---*Tf (p)N 
es suryectiva; luego rgpf = rg((df)p) 
n en una vecindad de P. 
Por el Teorema 1.9, existen (u,y) y (V,Y) cartas locales 
alrededor de p y q respectivamente tales que: 
es una 
función diferenciable tal que V (x1,...,xn,xn+1,...,xn+ideLp(u) 
(-1.fc,1?)(x (x, y 4. >XII) donde y -1-) son 
escogidas de tal manera que Y(p) (0,...,0)£ 111n+k Y 
Y(q)= (o,...,o) R". sea 7 = 1 /4i),)f ,-, entonces 
Z-1(0) . (Ltic•f.(4>' ) -1(0) 
(,i ')(0) 
y además: 
7-1(0)  = t(xl,...,xn,xn+1,...,xn+k) = xEIHn+k/7(x) = 
-n+k 
I = (x  1"'"xn+k)1. = 
= (o / • " / °/ xn.4-11 • • " 
x k 
De allí que (v(f-3. (q) U) = T(f-1(q))n4(u) 
= 7-1(0) n (u) 
Rko (11(u).  
Luego f-1(q) es una Subvariedad diferenciable de dimen- 
sión k y así, Codim(f-1(q)) = n+k-k 
= n. 
EJEMPLO 1.11  ( VARIEDAD DE STIEFEL) 
Consideremos el producto interno usual en En, entInces 
un k-MARCO QRTONORMAL de tRil  es una colección ordenada de 
k vectores de Rn, (xl,...,xk) tal que <xi,xj> , 
i,j = 1,...,k . Sea V = (X1 »sq.•, 
xk) wik/ Kxi ,xj2 = n,k t I,j 
Vi,j = 1,...,k} Para i‘j definimos las funciones 
11f1.3. ; n x ...x por k-veces 
















• • • 
Dx: 61 Z,enix "bx?/x. ZOx/x 
• 
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k(k+1) quedan definidas así funciones diferenciables de 2 
Sea f : R x valor real. definida 
k-veces k(k+1)  veces 
2 
(xl,...„xk)c 1111x...x f (x].. „xk•) i
,k por = (f. .(xl ))j 2 
Entonces f es una función diferenciable y 
ra.(0)  = ,xk) tox...x f (x1„..„„xk) = (0„ ...lo )} 
= 1* ( xl,...lxkx,  x . .x 10/(fii(x))ii  =  
.,xk)c n lan/fii(x) = (o,...,o) lli,j‘k} 
.,xk)e finx.„ x Rn/ 6ci,xj,› = O 'si iÑ 
4xi,xi) -1 = O si i=j 
e•DC Rn/ (xi,xj)=Sii  ,o du ,k)p pn, - 
= Vnok 
Sea entonces xE Vnrk x = 1Rnk y xi  
= 1,...,k ; la matriz Jacobiana de f en xE. Vn.k es 
la cual es una m k(k+1)atriz de filas y nk columnas. Es.. 2 
cribamos ahora esta matriz en una forma más sencilla, don- 
de la raya " " indica que esos elementos no son cero en 
determinada fila y "r )" indica ceros en la fila en que se 
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J(fx) = 
f13 
      
 
flk 
       




• • • 
xi x2 .bx3 • • xk 
La matriz J(fx) tiene entonces k(k+1) filas linealmen- 
te independientes, de allí que ro. f = rg((df)x) = k(k+1)  ox 
2 
es decir (df)x T Tf  ( x)ax...x ft es suryec- 
tiva; luego V xe Vn,k (df)x es suryectiva, esto es ' Vnvk 
es un conjunto de puntos regulares y como Vn,k = 
0 es un valor regular de f; por Teorema 1.18, Vn,k  es una 
subvariedad diferenciable de finx...x iRn de codimensi6n 
k(k+1) 
2 




En este Capítulo se definen los conceptos de Curva Inte-
gral, Flujo Global, Flujo Local y Orbita. Seguidamente se 
demuestra el importante Teorema de Existencia de Flujo Glo-
bal y se caracterizan lasLIneas de Flujo. 
DEFINICION 2.1 Sea M una variedad diferenciable y X : TM 
un campo vectorial diferenciable. Una Curva di- 
ferenciable : (-C,c) es una CURVA IN- 
TEGRAL de X , si Vs E. (-ele), 
— (de<) s ( tt/s) x(°`(s))  ' donde cdit /s1  
es una base. 
DEFINICION 2.2 SeaN una variedad diferenciable. Una apli- 
cación diferenciable 4): gR x M se lla-
ma SISTEMA DINAMICO o FLUJO GLOBAL en NI, si 
Vt,s€ [R, Vp M se tiene que 
(a) /(0,P) = P 
(b) 4)(tp4(s,P)) = 4)(t+stP) 
Observación 2.3 Fijemos t IR y consideremos la aplicación 
M---+ M definida por V p M, cDt(p) = CP (t ,p); entonces 
para cada te IR, (1)t es una función diferenciable y podemos 
pensar en la familia de aplicaciones diferenciablesR)ti R 
de parámetro real. Además como 
4)0(P) = 4)(0,P) 
= p 
Idjvi(p) Vp M 
Y cl)t+s(P) = 4)(t+s,P) 
=1)(t•cks,P)) 
='1(tpciDs(P» 
= (Pt (cPs(P» 
(¿It oCt )(P) Itt,Se YVPQ M. 
Luego (a) y (b) de la definición 2.2 quedarían 




PROPOSICION 2.4. La familia de funciones diferenciábles de 
parámetro real{ cDt1 te al es una familia de di- 
feornorfisms. 
Demostración: En efecto, Vte,iR, 
(Pt-itt =1 
4)-tall -4)o ; así cDt es una biyec- 
ción y para cada ti,(4)t)-1 es una función diferen- 
ciable, de allí que Icbtlte es una familia de difeomorfis-
mos. 
PRO1-0.-3ICIuN 2.5 Sean N una variedad diferenciable y 
4): R x !vi una función diferenciable; 
(Pes un flujo Global en M si y sólo si la 
función 4): Dif(M) definida porSite IR 
tem =CIDt es un homomorfismo del grupo abe-
liano (R,+) en el grupo (Dif(M),o) de los 
difeomorfismos de M en M. 
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Demostración: Supongamos que el) es un flujo Global en M y 
sean t1't21: IR entonces (ti-ht,) t +t 1 2 
It1 Pt2 
4)(t1)o L(t2), 
es un homomorfismo de (11-1,+) en ( Dif (1,1) , o) , 
Recíprocamente, sea 9) Dif(M) definido por Vt E: IR, 
4)(t) =dfit un homomorfismo, definirnos 41): iR x M por 
V(t,p)E IR x M, (t ,p) =Y(t)(p); entonces 
4)(0,P) "=- 11) (0)(P) 
p 
y V(t t s)E.[R2,VpeM, 4D(t+s,p) =4) (t+s)(p) 
=4)(t)0Y(s)(P) 
= 
COPIO It es una fun.ción diferenciable,4) es un flujo Global 
en M. 
Observación 2.4 Veamos un punto de vista diferente que 
se obtiene considerando el flujo global 4):IR x M--,M como 
una familia de curvas diferenciables de R en M, con pará-
metro en M. Fijemos pé:M y consideremos la aplicación 
: M definida poro( (t) =(1)(t,p), V tE. IR. Entonces 
para cada p en MI« es una curva diferenciable y se ob- 
tiene la familia de curvas diferenciables toP PIM ‘ de pa- 
rámetro en M*  llamadas CURVAS DIFERENCIABLRS del FLUJO ID. 
25 
luego 
DEFINICION 2.5 Sean : IR x Di un flujo Global y 
M. La curva diferenciable cx" : M 
definida por o< (t) Vte Ft, se llama 
LINEA de FLUJO yo9[11) se llama ORBITA en M 
que pasa por p. 
Observación 2.6 El hecho de que c< (R) se llama Orbita en 
M que pasa por p se justifica porque 
(5( (0) =4)(0,P) 
= p 
PROPOSICION 2..7 Sean M una variedad diferenciable y 
x FI un flujo Global, entonces 
por cada punto de M pasa una dnica Orbita. 
Demostración: En M consideremos la relación binaria ti II 
definida por V p,q E M, pr) q si y sólo si 3 te fa tal que p --- (Dt(q) • 
11 ,J" es una relación de equivalencia en M: 
(a) "fv" es Reflexiva pues oe IR tal que 0(P) (0,P) 
26 
p• 
es Simétrica pues 
prv q si y sólo si 3 -tQ_ IR tal que p -,45t(q) 




si y sólo si q",p. 
(c) ',N...) II es Transitiva pues pi-u q y qA-.h implican que exis- 
ten t, s IR tales que p =01(q) y q s(h) , luego existen 
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t,s€ R tales que p = 1Pt(cPs (h)), entonces existe t+se. iR 
tal que p = 4-3t+s(h); de donde p,,-)h. 
la clase de equivalencia de p, entonces 
= qe M/ pr,)q} 
= {qc.M/ qp 
= IcieM/ .3tE_R, q =ckt(p)1 
IqE.Mrdt.11, q =Q< 
= R  o(p  (t) te  
=c<p(F1), de donde se tiene la 
Sea ahora [p] 
[P1 
unicidad. 
DEFINICION 2,8 Sean M una variedad diferenciable y U un 
subconjunto abierto de M; una aplicación dife- 
renciable (-E,L) x u ---3-14 se llama un 
FLUJO LOCAL en M, 
se tiene que: 
(a)C2(0,P) = P 
(b)4(t,4?(s,p)) = ¿P(t+s,p) siempre 
Observación 2.9 Fijemos pEU y consideremos la  
y VpLU 
que ti-s E (- Gle. ) 
aplicación 
o< (-C,C) ----> M definida por 0<p( t) = ¿ti(t,p), 
Entonces par a cada p Up o( es una curva diferenciable y 
se obtiene 1 a familia de curvas diferenciables .10(
p
lp u  de 
parámetro en U, llamadas Curvas diferenciables del Flujo 
Local .t.„ 
DEFINICION 2.10 Sean M una variedad diferenciable, pe. U y 
x U - Ni un flujo Local. La cur- 
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va diferenciable : (-€,C ) M definida 
por ck (t) = 49(t1p), Vt (-C,C) se llama LI-P 
NEA DE FLUJO LOCAL y o(p  ( (-Gr e ) ) se llama OR-
BITA MAXIMAL en M que pasa por p. 
TEOREMA 2.11  ( De existencia de Flujo Local ). 
Sean 14 una variedad diferenciable, X : M --r TM 
un campo vectorial diferenciable y p CM fijo. En-
tonces existen una vecindad abierta U de p en 
e >0 y una única función diferenciable 
(-C,C)xU M tal que 
la curva diferenciable o(ci  
definida por cx (t) = :1(t,q), Vt C. (-C,E) es curva 
Integral de X con ok (0) = q y tal que otra curva 
Integral en M cuyo dominio contiene O Q_IR, coin-
cide en la intersección de los dominios con 0(q. 
(b) Las aplicaciones diferenciables t ; M 
definidas para cada t C (-.,€) por (?(q) =4)( t, q) 
verifican: 
bl)  encrl(U ) donde t,s,t+se(-E,e). t+s t s p 
(b2) b_st =4)  en (t,t(Up)n Up para cada t€(-1:,e). 
Demostración: Sea (u,y) una carta local alrededor de p, 
con funciones coordenadas Y1, ... Como X e C à(Mo T14), en- 
tonces X/U E C:(U,TU); luego existen aie. C Q̀(U pill), i = 1, ...In 




y y (p) = xoc:_ 9(u) . Definimos 41) : ({) (U) Tftn por Vx1..(U) 
41(x) = (dY4(x) o X(4¿*(x) donde (d(p),1'(x) ; T(i11(x)M—>Tx1Rn, 
entonces .filecw(fm, Tan), de allí que existen -1 .(-: re-p(u),R), 
fl 
-c) j = 1, ...,n tal que •frt=—/ 
J O 
Por Teorema de existencia de Flujo Local en IRn, existe 
un conjunto abierto Uoc (19(U) con x0E: U„.,C>0 y una aplica- 
ción diferenciable : (-6,e) x u0 (P(U) tal que para 
cada xc..Uo' dfY/(-6,)x  es una solución del sistema de e- 
cuaciones i/dt = -12. •1.  ( f1  ( t )' fn(t)), l‘i‘n , sujeto a la 
condición inicial f (0) = x.; esto es, si 0Cx (-E,C) T(U) 
es definida por ux(t) =1/4k)(t,x), entonces V Ui(n se tiene 
(A) ddt (T\iot'S)(t) , • - • ,7\no c<x(t)), t e (-1,E-) 
(B) (nioosc)(0) 
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Ademáso(x es la única función de (-E,E) en T(U) que sa- 
tisface (A) y (B). 
IP es un FLUJO LOCAL en 
En efecto, 4: (-e,e) x u0—,- (1)(1.1) es diferenciable y 
además si x = Uo, entonces 
(794/(0,x),...,7noY(0,x)) 
= (T‘1°°(X(C)) 9 • • • 9rIn"IX(C)))  
= Vtl(X) y • • • plIn(X)) 
= (Xlps.e,Xn) 
= x. 
Ahora, para t = O , Le(0,Y(s,x)) = Es,x); por la unicidad 
de la solución, y(tms,x)) = y(t+s,x) ; vt,s,t+s E (..e,e) 
y x Uo; luego yt : u. ------PYt(U0) definida por Yt(x) = y(t,x) 
es un difeomorfismo para cada t (-e,e, ). 
Sea u -1(U0) , entonces U es una vecindad abierta de 
p en M. Definimos at = 9-10LptoW ; M, entonces '1:4 
es una función diferenciable para cada tE (-6,(i). Sea aho- 
ra CID: (-ere) x U pi la función definida por 
iti(t,q) =((q),  V t (-(,e) ,Vizicup, 4) re- 
sulta una función diferenciable y además si t,s,t+s £(,E) 
cPt+8 ")t+s ° 
o Yt oYs 0W 
oyt oky09-1  ow s  of 
ocp en  s s p 
y para cada t e 
= (4).' o yt o Lo 
= 
= r'•0 y t o y 
= ..t en CIDt(Up)fl Up. 
Probaremos que °y (-E,E) Fi, definida por 0(ci(t) = cl)(t,q), 
Vt (-6,E) es la dnica curva Integral de X con 0414 (0) = g. 
Supongamos que od« es una curva integral de X, entonces 
01 (0) = 4)(0,q) 
= q ; es decir, de ser curva 
Integral, pasa por q. Veamos que es una curva Integral: 
Como para cada í = I, n 
d o cx 
q  )
(o) d Gp. o (pot o ) 
dt 1 = dt 1  
d (4). o ict„ ( q ) ) 
dt ol 
d o o yo o ty,(0) 
dt 1  
(Fri°  T°(13-1 ° ° P(q))  
d o y (((g))) 
dt 1 ° 
d (AlO c) (q) (0)). 
dt 
Si LP(q) = 1 XI  = (X1 y yX,n) y entonces 





T‘.0 (y(q)) . 
Como JII(T(q)) = (dm))q  o X se tiene que 
= (diP)cjaj(q) /q 
=7" a.(q)(dy)q(*/q) 
'11 q ars ' '(g) 
de allí que n. (41(Y(q))) . a. (q) Vi = 1,...,n ; de donde 
dt (1)1(3%) = ai Vi = así 
es una curva Integral de X. 
Además, dos de estas curvas Integrales coinciden en la 
intersección de sus dominios de definición, pues el conjun-
to de las t para la que ambas soluciones coinciden es, por 
razones de continuidad, cerrado; pero también es abierto. 
Así queda definida en la unión de todos los intervalos de 
definición de las curvas Integrales que cumplen c< (0) = q, 
una curva Integral Maximal unívocamente determinada. Final-
mente, la unicidad dect) se sigue de la unicidad local deLP. 
TEOREMA 2.12 Sean M una variedad diferenciable y X : 
un campo vectorial diferenciable de soporte com- 
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pacto. Entonces existe un único flujo Global 
determinado por X. 
Demostración: Sea U un subconjunto abierto de M tal que U 
es compacto y Sop(X) = U. Sea pQ. U, entonces por el teore-
ma 2.11, existen U vecindad abierta de p en M, E > O y u- 
na única función diferenciable : (-E C)xU— > M P' P 
tal que se verifican (a) y (b) del teorema antes citado. 
Luego “J -7; t p,pLu es un cubrimiento abierto de Ú que es com-
pacto; entonces existe un subcubrimiento abierto finito de 
tU -/ digamos 0.1 p plU Pi que cubre a U. 
Sea ahora E. = mm n 1 y VtC(-e,e) , definamos 
1ds Pi 
.01 (t,q) si qc. .›Ci U 
: M—M por V qe. M, 4(q) Pi L-,.k pi  45-t 
q si (le IVI \ CI U pi  
Resulta entonces que para cada ter(- re),1:kt. está bien 
h 
definida, es única y diferenciable; además si qEU U pi  
= q 
y si qeM\ :1:1U , 4,0(q) q ; es decir VqeM, pi  
q, así 4% = Idm. 
Sea ahora x PI definida por V (t,q)c 111 x 14, 
4?(t,q) =(It(q), donde para un entero positivo n lo su-
ficientemente grande de tal manera que t/n c 
es dada por cbt t/n. 
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c 0  (q) 4Dpi 
 (o, q) 
está bien definida pues si m es otro entero positivo 
lo suficientemente grande tal que t/m e (-E,C), entonces 
((lt/m)rn = (("I't/rardn)m  
(4)-t/mn)nai  
= (¿Pt/mrd'n 
= "¿Pt/mn)m)n  
= 
Además es una función diferenciable tal que V q€M 




Probaremos ahora que \,/ t,s E. Irt, cp o (fp t - s t+s• 
Sean qe:14, t,se ft y n un entero positivo lo suficiente-
mente grande tal que (t+s)/n E (-c,), entonces: 
N 
Si qe: MN k.--5 U y ,., p. 4Pt °V° =`/n °+1/n(q)  
o (cPs/no... sin) 
n vecea n veces 
= q 
=(t)(t+s)/n°—"?(t+s)/n(q)  
--:41(t+s)/n(q) as. si 
qE.14NLIULI  , , o cis(q) --4t+s(q)• 
Supongamos que qc-,C3U_ p , entonces • - 
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4Dt o 4' (q) = o vslin(q) 
=1t/n °"1°I't/n)°4S/n o,'"'I's)n)(q)  
n veces n veces 
Como Vi v v w w (— £,E ) <Pv+w  cppi
( (v.") q) 
cl) (v,4 (w Pi  Pi ' 
13 '3-119 w(q) 1\g/ q1- L1 u se  . pi 
tiene que °¿-Ps(q) = (cIt/n + + t/n)°(4's/n +... + 
1-z4(t/n +... + t/n)+(s/n +... + 
+ s/n)+...+(t/n + 
= fit+s)/n +...+(t+s)/n(q)  
= fit+s)/n0•••°4)(t+s)/n(q)  
= 
cí't+s(q) • 
Luego Vqiiu,  cpt o cPs(q) =cPt+s(q). AsíVqeM 
cf)t °c1)s (q) =4t+5(q),  
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es decir 44pt o¿pst-rs ; por lo tanto 45 es 
un flujo Global en M determinado por el campo Vectorial X. 
COROLARIO 2.13 Sean M una variedad diferenciable Compacta 
y X : M.--.0»TM un campo vectorial diferenciable 
no trivial. Entonces existe un único flujo Glo- 
bal en M determinado por X,  
UNIVERSIDAD DE PANAMA 
BIBLIOTECA 
Demostración: Como M es una variedad diferenciable Compac- 
tayX:M--,Mes no trivial, el soporte del campo vecto- 
rial es compacto; por el teorema 2.12, existe un ánico flu- 
jo Global en M determinado por X. 
PROPOSICION 2.14 Sean M una variedad diferenciable, pE M 
y cx :111-9-Muna línea del flujo Global 
IR x M-->M. Entonces p es 
(a) una Inmersión inyectiva, o bien 
(b) una Inmersión periódica. En (b) se dan 
los casos: 
(b1) e< p es una inmersión y 3s>0 tal 
que 0( (t+s) = (t) , tc. IR; o bien 
(b2) p es constante, es decir, ok (t) = p p 
Demostración: Probaremos primero que VtoL , dlt («p(0)) =¿xp(t0). o 
En efecto, sea fe Cw (M,R), entonces 
ct'
to







= a (f c)(3to (P)) 




(t"x p(0)) =1;,L (t ) P 0 
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Como cpes un difeornorfismo para cada toE IR ' entonces o 
(d
to
)p T M Tí).t (P)M es un  isomor- 
fismo. Luego si ¿< (0) O, se tiene que 
ddloto ( .;1 (0)) .¿Ip(to) p 
O, 15/ to IR, es decir, 
<X es una inmersión. Pero si o< (0) = O, entonces 
dc_P
to
( p(0)) = ¿xp(to) 
= O, V toe IR, es decir 
en este caso, e< es constante y ‘x ( to  ) = pf V toe p  
Supongamos entonces que 0( es una inmersión no inyecti-P 
va, es decir, 0( es una inmersión y existen t1,t2e iR, es- 
cogidos tal que t1<t2 y o<p(t1) p(t2) entonces 
Pt (p)= çpt  (p) 1 2 
luego te:. IR, 
así, 
es decir, 
do s = t2-ti> O, resulta 
se ,cumple (b1). 
-t-t1  
`Dt(P) = t+( (P) • 
«pm ocp(t+(t2.-t1)) ;  hacien- 
(t) (t+s), t [R; luego 
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CAPITULO 3 
CONSTRUCCION DE UNA VARIEDAD DIFERENCIABLE 
COMPACTA DE DIMENSION 4 
En este Capítulo construiremos una variedad diferencia-
ble Compacta de dimensión 4, utilizando una función dife-
rencíable de 2.7 en IR3 de tal manera que el cero de IR3 sea 
un valor regular de ésta. 
DEFINICION 3.1 Definimos el octágono D que se muestra a 
continuación por: 
D = {(x,y)eiR2/ -2y‘2, -3x+y.01  
y una función 4): IR por, V(x,y)e. til2  
Y(x,Y) = (4-x2)(4-Y2)(9-(x+Y) 2)(9-(x-Y)2); 
I4) así definida resulta una función diferen- 
ciable. 
PROPOSICION 3,2 Sean D y y como en la definición 3.1, en- 
tonces: 
(a) ip> o en 5 
(b) Si I es cualquier intervalo en el plano 
con un extremo en el origen y el otro extre- 
mo en la frontera de D e I es parametrizado 
linealmente, 4-1I tiene derivada no nula, ex-
cepto posiblemente en los extremos. 
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(c) d O en fr-.1(0,0)} 
(d) Si 0<r<1296, kl.)-1(r)n D es una curva 
simple cerrada. 
Dernostraci3n:  
(a) Sea (x,y)e 15, entonces -2:x<2, -2Cy<2, -3<x+y<3, -3<x-y<3, 
así, 4-x2 >0, 4-y2 >0, 9-(x+y)2 >. O y 9-(x-y) 2 > O, luego 
(x,y) (4-x2)(4-y2)(9_(x+y)2)(9-(x-y) 2)> 0, de don-
de y >0 en D. 
(b) Sea r definida por, para cada (x,,y)e Fr(D) 
fijo, r(t) = (tx,ty), VtE 0,1] . Denotemos para cada (x,y) 
en la frontera de D, = n( [0,1] ), entonces 
es parametrizado linealmente; así 'f)/I(x,y) =To 
es dado por Vte. [0,1] 
(Y o r )(t) = (4-(tx)2)(4-(ty)2)(9-(tx+ty)2)(9-(tx-ty)2), 
luego (IV o ) (t) = -2t(x-y)2(4..x2t2)(4..y2t2)(9_(x+y)2t2) 
-2t (x+y)2(4_x2t2)(4..y2t2)(9....(x_y)2t2) 
-2ty2(4-x2t2)(9- (x+y)2t2)(9-(x-y)2t2) 
-2tx2 (4-y2t2) (9_ (x+y) 2t2) (9,(x-y)2t2) • 
donde V O <t <1 nos quedan al menos tres términos negati-
vos, como son los casos x=yox= -y; luego (9) o)'(t)< o 
Vt (0,1), es decir 9)/I(x,y) tiene derivada no nula, ex-
cepto posiblemente en los extremos. 
(c) Puesto que V (x,y)e ISN,k(0,0)15 c1T(x,y) . ,Y)dx 41(x,Y)dy;  Zy 
por (b), dY(x,y) i¿ 0; así d(4-) O en  
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(d) Sea 0<r < 1296, entonces 
Y -1(r)n D = (x,Y) h\{(0,0)f Pli(x,y) = r} . 
o 
Como d9J 'A O en D \ 1(010)1, entonces r es un valor regular 
de y y 9P-1(r)n D (I) , por teorema 1.18 4)-1(r) n D es 
una subvaríedad diferenciable de dimensián 1; es decir una 
curva; como ( Y/1 (x,y) ) ' < O, y es estrictamente decrecien- 
o 
te en(x,y)' así y es inyectiva en I(x,Y)  N y por lo tanto 
4) -1(r)C1D es una curva simple. Como además 1)-1(r) CID es 
compacta, ella es difeomorfa a la circunferencia; de allí 
-1(r)rt D es una curva simple cerrada. 
PROPOSICION 3.3 Sean A = D 1-1 {(x„y)el 2 / (.,y)‘ } Y 
H = 1. (x,ylu1,u2,w17w2)e IR
6 / (x,y) E A , 
,2 u2 = 4 - x2 , wl + . 4 - y2 } '1 2 
S4 - IR2 ' IR, 2 x tR2  di2 es la proyec- ' H• A w - A 
cir5n sobre el plano , entonces la proyecci3n 
del conjunto H sobre A tiene las siguientes pro-
piedades: 
(a) La imagen inversa de un punto de Q2 o 
2 bajo 77/1  es un círculo en el plano R. 
(b) La imagen inversa de un punto de Q4 o Q8  
bajo AiH es un círculo en el plano 2. u 
(c) La imagen inversa de cualquier otro punto 




(a) Sea (2,t) e Q2, entonces “1, luego 
T\H-1(2,t) = 116/RH(x,y,ui,u2,wi,w2) (2,t)} 
= (xly) 
= 1(2,t,u1,u2,w1,w2)C i11.6/ u + 
= (2,t), -1,t(;11 
u2 = 4 - (2)2  2 
2 2 w + 1 w2 4 - t
21 
(2,t,u1,u2„w1,w2) E 6,ui
2 u2 = O, 2 
(2„t,0,0„w1,w2) e ti-t6/ 
w2 + w2 = 4 - t2  1 1 2 
2 2 2 W1 + 4 - t -1.“‘1}. W2 = 
Para Q6 se procede en forma análoga. 
(b) Sea ( t,2) €. Q8, entonces -1 •‘. t 1, luego 
"RH-1(t,2) (x,y,u1,u2,w1,w2)E 111.6/RH(x,yruieu2,wrw2) = (t,2) 
016/ (x,y) = (t,2), -11t‘11 
2 t ,2,uru2,wirw2) 6 ui+ u22  = 4 
2 2 
wl W2 = 4  
,2 2 I, +2 = , + u2 - 
2 2 = wl w2 O  
1i
2 2 = (t,2,u1,u210,0) /16/  u + u2 = 4- t
2 -1t1l. 
Para Q4 se procede en forma análoga. 
(c) Sea (t1,t2)Q- A tal que (t1,t2) Q2 UQ6 tJQ4Li Q81 en- 
tonces ti. I 2, t2 = «t 2; luego: 
TSH.-1(tlY t2) = j (x 'YPuiPu2$ wirw9)"6/RH(x'Yrul'u2r wlyw2)  
= 1(x,y,u1,u2,w1,w2)e[1167 (x,y) = (t1,t2)} 
= {(tl,t2,u1,u2,wl,w2)E IR67 t  22 
 u = 4 - t2 1 
2 2 
141 w2 = 4 - t2  2 
DEFINICION ,3.4 Sea y): A la función diferenciable 
definida por V(xly) A, 
P(XPY) = (1Y(X,y))(9-(x+y)2)(9-(x-y)2) y 
tal que z2 = 1)(xly). El efecto de esta ecua-
ción es que a cada punto del conjunto HC 6o 
le corresponden dos puntos distintos en 27, 
correspondientes a las dos soluciones de zo 
excepto si 4) (x,Y) = lo si (x,y) QiU Q3 0 Q5 U 
donde obtenemos únicamente un punto en 27. 
DEFINICION 3.5 Sea = (x,you1ou2ow1ow2o z)E. iFt.7, definimos 






F1(§) 2 2 - x2  = U1 4- U2 4 +  
= w2 2 1 
F3 = z2 - 
La función F así definida resulta diferencia- 
bleo pues sus funciones coordenadas F1oF2 y 
F3 son diferenciables ya que son polinomiales. 
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PROPOSICION 3.6 Sean F ; R7--,-113 como en la definición 
3.5 y DI = F-1(e), donde O = (0,0,0)Q. R3, en-
tonces la proyección de IR7 sobre las dos pri-
meras coordenadas aplica M sobre A; es decir, 
si Ts. IR7 RA2 es definida por, 
7-C(x o y,u11u2,w1,w2,z) = (x,y),V(x,y,u,,u2,wl,w2,z) 
en IR7, entonces 5(P.1) = A. 
Demostración: Sea § = (x,y,ui,u2,wrw2,z)€.. M, entonces 
F(§) = (0,0,0); es decir, F1(§) =F2(§) = F3(§) = 0, de a- 
llí que u2 + u2 - 4 1 2 + x
2 = O 
w2 + w2 - 4 1 2 + y
2 = O 
z2 -V(x,y) = O 
u2 + u2 = 4 - x2 1 2 
luego w2 + w2 = 4 - y2 1 2 
z2 = 53 (x,y) 
4 x2 > o (A) 
de donde se deduce que 4 - y2 O (B) 
5)(x,y),0 (C). 
De (A), (B) y (C) se tiene que 9(x,y) (4-x2)(4-y2) >0, es 
decir, (1-4)(x,y))(9-(x+y)2)(9-(x-y)2)(4-x2)(4-y 2» 0, enton- 
ces (1-P(x,y))Y(x,y)> O. Supongamos que 1-4)(x,Y) .“) y 4)(x,y) 
entonces se tendría que 14)(x,Y) ‘. O, esto es, 1 0, lo 
cual es una contradicción; luego 1 - Li) (x,Y) O Y Y(x,y)> o, 
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L5 
de allí que O Y(x, y) 1 (D). 
Por otro lado, es fácil verificar que 1 4-) (x,y) = 1/41)(-x,y) 
1)(-x•-Y) 
Y que ?(x*Y) 9(-x,Y) 
= 
Supongamos que (x,y)VA, entonces por la aplicación de 
las simetrías, x -x 
 
sin pérdida de 
 
generalidad, podemos suponer que x + y > 3. De (A) y (B) se 
tiene que -2 -(x ‘2, -2 2; así si x + y>3, se debe te- 
ner que 1(:. x 2 y y 2, es decir, -1 x - y 1. Se tie- 
ne entonces que 9 - (x + Y)2 < O Y 9 - (x - y)2 O; así 
(9-(x+Y)2) (9-(x-y)2) <O (E). 
Por (c), 9(x,y) (1-Y(x,y))(9-(x+y)2)(9-(x-y)2) .) O; y 
como por (E), (9- (x+y)2) (9-(x-y)2) <O, se debe tener que 
1 - LP(x,y) o 
de allí que ‘4)(x,y)]. ; 
pero por (D), oop(x,y) _< 1, resulta entonces que 
Y(x,Y) 1 (4-x2) (4-y2) (9-( xxi- Y ) 2 ) 9- (x-Y) 2) O , de don- 
de I <O, lo cual es una contradicción; de allí que (xly) e. A; 
luego 7\-(M) C. A . 
Supongamos ahora que (x,y) A, entonces; 4 - x50, 
4
y
2 9 (x 4_ y.)2 , (x y)2 y 0‘.1-V(x,Y)‘.1; 
luego 1 - Y(x,y)›- O, de donde 9(x,y).> O. Luego existe 
(x,y, V4-x2 , 0 , \A-y2 , O VV(x,y) )€[117 tal que 
F(S)  
. (0,0,0) ; 
de alli que se M, es decir ACTI(M). Se tiene entonces que 
T(M) = A 
TE0R124A 3.7 Sea F E7----1-10 como en la definición 3.5 , 
entonces e = (0,0,0) es un valor regular de F. 
Demostración: Mostraremos que M . F-1(9) es un conjunto 
de puntos regulares; es decir, que (dF)5 : 
es suryectiva para cada 1E M. Sea = CM, 
entonces la matriz Jacobiana de F en es: 
gx O 2u1 2u2 0 0 
J(F) O 2y 0 0 2w1 2w2 0 = 
5 -3k3 O O O O 2z Zy 
Ninguna de las dos primeras filas de la matriz Jacobia-
na de P en 5 pueden ser ceros, puesto que si lo fueran, 
entonces tendríamos: x = ul  = u2 O 
y = wl  = w2 O, pero comoEaGM, se 
tiene que -4 = 0, lo cual es una contradicción;luego las 
dos primeras filas de la matriz Jacobiana de F en 1 son li-
nealmente independientes; de allí que el rango de esta ma-
triz es 2 ó 3. 
Afirmamos que si rg(dF) = 2, (9-(x+y)2)(9-(x-y)2) = O. 
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En efecto, supongamos Que rg((dF)) = 21  entonces existen 
o(y p números reales tal2s que: .„‘ 
 O 0 1, 0 30 0 11 2z) - (X(2x 0" 2u 2u2 O" 0,0) + P11  
15(0,2y,0,0,2w1,2w2,0) 
= (21)<)c,2py,2 u 20(u2,2pw,„2pw2,0). 
Luego: 
 - 20Qc 
ZPCh,$) 2py -ay 
20ku1  . O 
2ccu2 = O 
2w1  - O 
2pw2 = O 
22 = O 
  
Be (*), z = O; es decir z2 = O, de donde, 
9(x,Y) = (14(x,Y))(9-(x+Y)2)(9-(x-y)2) = O. 
Si (9-(x+Y)2)(9-(x-Y)2) O, entonces 1 - Y(x,y) . O, es 
decir Ex,y) = 1. 
Como d9(x,Y) = (1-Y(xpY))d1(9-(x+Y) 2)(9-(x-Y)2)} 4- 
(9-(x+Y) 2)(9-(x-Y)2)(-d3J(x,y)) y 41(x,y) = 1, 
, entonces dip(x,y) -0(x,y)(9-(x+y)2(9-(x-y)2).  Como 
Y(K,y) . 01  por proposicián 3.2(a), (x,y)G, L;  pero 
por proposición 3.6, (x,y)G-- A; luego (x,y) 5Nt(o,o)k. A- 
hora, por proposicic5n 3 . 2 ( c ) , dY(xly) 0, así d9f(x,y) O. 
Además 1 =Y(x,y) = (4-x2)(4-Y2)(9-(x+Y)2)(9-(x-Y)2) 
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9 n 9 
1.1.1 1ftr- • w1)(9-(x+Y) 2)(9-(x-Y)2) ; 1 2  
de allí que 2 2 u 1- u O y1,,r12 2 • w2 7-J O. De (*) tenemos que 1 2 
wl = 
11' w2= o , 
es decir,a2(14 ul) = 
; de allí que o< = = 0. 
P2(wl wl) = 0 
Nuevamente de (*) se tiene que ,9(y,;)T_  .3(904;/)__ ; pero en- -01  
tonces tendríamos que n(x,y) . O, lo cual es una contra-
dicción. Luego si rg((d9) = 2, (9-(x+y)2)(9-(x-y)2) = O. 
Mostraremos ahora que rg((dF)) . 3. Supongamos que 
5 
rg(dF) = 2, entonces por la afirmación anterior, 
(9-(x+Y) 2)(9-(x-Y) 2) . O ; por la aplicación de 
las simetrías sin pérdida de generalidad 
podemos suponer que x y = 3 ; entonces 
tp(x.y) = (4-x2)(4_,y2)(9_ (x+y) 2)(9-(x-y)2. ) = O. Aho- 
ra, d?(x,y)  
-0(xy5r)(9-(x+Y)2)(9-(x-Y)2) 
c(9-(x+y)2)(9-,(x-y)2», pues 1P(x,y) . o 
= (9-(x+y)2)(-2(x-y)dx4-2(x-y)dy) 
+ (9-(x-y)2)(-2(x+y)dx-2(x+y)dy) 
= (9-(x-y)2)(-6dx - 6dy) 
48 
= -6(9-(x-y)2)(dx + dy) 
6((xty 2-9)(dx + dY). 
Ahora, x-y 13 , pues si suponemos que x - y - 3 por e- 
jemplo, entonces como x + y = 3, se tiene que 2x . 6, es 
decir x = 3; así y . O ; pero (3,0)A ; luego x - y Lt3 
y dp(x,y) O ; así      6((x-y)2-9) O. Pero -by 
entonces de (*) tenemos que: 
[ 1)( '`i)  = 2coc O --bx 
-a9(xil) = 2py o Di  
o< A o y j3jL O. 
Nuevamente de (*) se obtiene que ul  = u2 = wl  = w2 = O. 
{ Se debe tener entonces que 4 - x2:-.. O 
; 
4 - y-9 1=0 
.12 es decir x 
y = -2 
pero (I2,1.2)A, pues por la proposición 3.6, -Ti(9 = (x,y)e. A. 
Luego rg((dF)) = 3, es decir dF, es suryectiva para cada 5 
le M, esto es, M = F-1(0) es un conjunto de puntos regula-
res y & = (0,0,0)E (O es un valor regular de F; por el Teo-
rema 1.18, M es una subvariedad diferenciable de R7 de co-
dimensión 3. 
TEOREMA 3.8 M es una subvariedad diferenciable Compacta. 
Demostración: Como F 117---,R3 es diferenciable, F es con-
tinua y e . (0,0,0)e 1-13 es cerrado, luego M = F-1(0) es ce-
rrado en 
Probaremos ahora que M es Acotado. 
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; de allí que 
En efecto, sea = (x,you1,u2,w1,w2o z) E M, entonces 
\Ac }r2  +u 2 _2 2 2 l + u w 2 + l + w2 + z 
\i/x2 4. y2 .1 4 x2 4. 4 y2 .1.  p(xly) 
= + 9(x,y) 
Como por proposición 3.6, = (x,Y)E, A, Y(x,y)‘ 
y se tiene que: 
O ‘9(x,Y) = (1-(x,Y))(9--(x+Y)2)(9-(x-3")2) 
(9-(x+y)2)(9-(x-y)2) 
<al ; 
así 151<,113T9 ; por tanto existe r = \f735. tal que 
£B(0, N/8-9), con O = (0,0,0,0,0,0,0)EIR7; de allí que 
M es Acotado. Como M es un subconjunto Cerrado y Acotado 
x ,p 2 x tR2 de 117  A "u w ' M es compacto. 
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CAPITULO 4 
CONSTRUCC ION DE UN CAMPO VECTORIAL 
DIFERENCIABLE 
En este Capítulo se quiere construir un Campo Vectorial 
diferenciable en IR7, de ta manera que sobre la variedad 
diferenciable Compacta M que construimos en el Capítulo an-
terior, el Flujo Global determinado por este Campo Vecto-
rial, nos de en M Orbitas difeom(5rficas a la circunferencia. 
Vamos a encontrar las ecuaciones del Campo Vectorial con 
las propiedades requeridas. Para eso se van a encontrar los 
valores de x,y,u1,u2,w1,w2 y z que se deben usar. 
Como se quiere que el Campo Vectorial preserve Lis super-
ficies „  de nivel de y y 4)=1- Yc +ri . se consigue que o x 
y= 0, haciendo (X,Y) proporcionales a ( 111 --")). Ade- ZA 
más se quiere que (:‹0 5.r)= (0,0) cuando 11) = O; así definimos 
, entonces y es cons- 
tante sobre las rbitas. Ahora, por la proposición 3.2 , 
(X,;r) = (0,0) en M si y sólo si y = 0; as/ las órbitas en 
2 el plano RA son curvas simples cerradas en A, excepto cuan- 
do y . O. 
Para encontrar el valor de z que se debe usar, como 
z2 = 5) (x,y), entonces 2z1 =1)-51--X +  7,b,x Zy 
Además de 5)(x,y) = (1 - 1 )(x,y))(9-(x+y)2)(9-(x-y) 2) se tie-
ne que ln 5)(x,y) = ln(1-1P(x,y)) + ln(9- (x+y)2) + ln(9-(x-y)2), 
así, (12;;;2;r) 1 2/y).1  -2(x-FY -2 x+Y)Y 
p 'a>k Zy l-y(x,y) z/ 9--lx+Y)2 
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entonces 
1)1) • -a  e x + y = 90(a)1 1 LP • \ 'Av 
111)(X II 
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- 2(x+y)(i+55.) - 2(x,-y)(,1-))  
9-(x+Y)2 9-(x-y)2  
= 9(x9Y) [1-3i-)(x1Y) '-- 'a/ 












?(x,y) [-._..2(x+y)q) ( y_ ... 751y.) 2(x-y)4) oy_ +zy)  
9-00.y)2 Z'A 9-(x-y)2 15 y ^-45x 
= 2 9(x,y) (x+Y)14-) (y-x)4)  
9-(x+Y)1  9-(x.*Y)2. -a)'s 
Sea cr(xpy) " = (x+Y)4)  
9-(x+y)2  
* (Y -X) 111) +75?2) (**); 
9-(x-y)2  
es una función polinomial con coeficientes enteros; 
luego 2z = 2(x,y)(3"(x,y); luego zl = z2(9(x,y) ; as! 
= vo›(x.Y) (***). 
Vamos a definir ahora a u1  y u2. 
1 plano CR/ , consideremos el flujo dado por las ecua-
cio { `b. = -Pu2 
'1•2 pul .  
cidad angular. Como u2 + u2 = 4 . x-9 , se tiene que 1 2 
d(u2 + u2) 1 2  = -22c = 2x41 ‘4') es decir 
dt i zy P 
, dondep4es la velo- 
que los radios de los círculos en el plano IR. cambian con 
el tiempo; de allí que las ecuaciones: 
u 1•  = Ku1  - pu2 
U2•  = pul  + Ku2 
combinan ambas una ve- 
locidad angular y una velocidad radial. Estas ecuaciones 
dan origen en M a que 
d(ul + 111) • • = 2u1u1 + 2u2u2 
dt 
= 2(u1a1  + u2112) 
= 2(u1(Ku1-pu2) + u2(pu1+Ku2)) 
2 = 2(Kul -pu1u2 + pu1u2 + Ku2 ) 
= 2K(ul + ul) 
= 2K(4 - x2) ; luego 
2K(4 - x2) = -2xY--71 así definimos 
K(x,y) = -x (4-x2)(9-(x+y)2(9-(x-y)2). (****) 
Como queremos que la función de velocidad angular p ten-
ga las siguientes propiedades: 
(a) p(x,y) ¡ O si 0<y‘2 
(b) p(x,y) = p(-x,y) = -p(x,-y) 
(9 y2)y (*****N definimos p(x,y) = 4. x2  
Así, para O <: y ‘2, se tiene que 0 <.1y2‘ 4, entonces 
así x2-4 ‘x2-y2Z: x2 , 
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de allí que x2 + 5-‘.9 + x2 - Y2 ; 
como x2 + 5>0, sq, iiene que 9 + x2 - y2 >0; 
y por hipótesis y),-0, luego p(x,y) = o.  
Ahora, p(-x,y) = (9 .1  (...x)2 y2)y  
= (9 + x2 - y2)y 
= p(x,y) 
Y -P(xp-Y) = -(9 + x2 -  
= (9 + 2 - Y2)1! 
p(x,y) 
así, p(..x,y) p(x,y) = -p(x,-y) , luego p 
cumple las propiedades requeridas. 
Vamos a definir ahora a vil  y w2. 
2 En el plano R, consideremos el flujo dado por las ecua- 
ciones 111  = -qw2 donde q =-0- es la ve- , 
w2 = qw2 
locidad angular. Como w2 + w2 . 4 - 1 y2 1 2 se tiene que 
d(wl+wl) 
dt 
= -2y(-'4) Z>. 
= 2Y(43 ), es decir que los 
radios de los círculos en el plano IR2 cambian con el tiem- 
po; de allí que las ecuaciones 
= 'mi - qw2 
w2 Lw2 
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combinan ambas una velocidad Angular y una velocidad radial. 





= 2(w1Zr1  + w2;r2) 
2(w1  (Lwrqw2) + w2(qw1+Lw2)) 
= 2L(w21  w2) 
21.(4 - y2) ; 
así 2L(4 y2) = 2y L1)  ; de donde 
(******) L(x,y) = y g_ (4-x2) (9- (x+y) 2) (9...(x..y) 2) * 
Como se quiere que 1a func16n velocidad angular q tenga 
las siguientes propiedades: 
(d) q(x,Y)> O si 0<x‘2 
(e) q(x,y) = -q(-x,y) = q(x,-y) 
(f) q = p en x + y = 3 
definimos q(x,y) = (9 x2 + y2)x (*******) ; así para 
0 < x 2 , se tiene que 0 (x2‘. 4 , entonces -4 -x2.< O ; 
así y2 - 4 2 x2< y2 
de donde O ( Y2 + 5 9 - x2 + y2, 
es decir 9 - x2 + y2 > O y como por hipótesis x) O, 
x2 se tiene que q(x,y) = (9 + y2)x o  







= q(x,y) ; 
de donde q(x,y) -q(-x,y) = q(x,-y). 
Por otro lado si suponemos que x + y . 3 y p(x,y) A q(x,y), 
entonces, p(x,y) - q(x,y) L O, 
luego (9.1x2..y2)y (9-x24.1r2)x o  
entonces (9+x2-(3-x)2)(3-x) (9-x2+(3-x) 2)x O 
así (9+x2-9+6x-x2)(3- x) (9-x24.(2..x) 2)x 0 . 
luego 6x(3-x) 6x(3-x) O 
as/ O O, lo cual es una contradic- 
ción; luego q verifica (d), (e) y (f). 
DEFINICION 4.1 Definimos el Campo Vectorial diferenciable 
. p7 qip7  X . , p101w para Luuu§r  (X,Y,111,U9,W1T W2 ,Z 
en al7, 
X(9 (Y1)17 + (Ku1-pu2),Z-),  + (pui+Ku2) 
+ (Lw1-qw2)  + (qw3.+Lw2) + z ci-"(x,y) , don- 
de K,p,L,q,cri fueron definidas anteriormente. 
TEOREMA 4.2 Sea M, entonces XV TM, es decir, 
X/M M es un Campo Vectorial diferen- 
ciable sobre M. 
Demostración: Sean = (x,y,u1,u2,w1,w2,z)EM y F la fun- 
ción de la Definición 3.5 ; por el Teorema 3.7, (dF), es 





probar que ( dF) (X() = G. En efecto, 
  
u" 411 1  / Y 1 
-Y k 
Kui  .. pu2  
pu1  + Ku2 
Lwi  - qw2  
qw1 + Lw2 
z oN3 
(dF)(X()) = 
2u1 2u2 O O O \ 
O O 2w1 2w2 O 
O O O 02z 
 
= ( 2x 11,3:1 + 2u1  (Ku1  -pu2  )+2u2(pul+Ku2) a/  
-2y Le+ 2w1  (Lwretw2 ) + 2w2 (qwl+Lw2) 
-69 4f--14-02-1 /4./I4-)+2z26-,  Dy Zi 
= 
; 
luego x() e TM . 
TEOREMA 4.3 Sea X : TM el campo Vectorial diferencia-
ble del Teorema 4.2, entonces X() A O VE M. 
Demostracídn: Sea = (x,yu1,u2,w1,w2,z) E M tal que X() = O, 
es decir, 
e? 11) - (14) ) + ( Kul-pu 2) + (pul+Ku2)1J-2  + (Lwl-qw2) 
(qw1+Lw2)17-,+ (zo,J)I= (0,0,0,0,0,0,0). 
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o 
a, . Kul  - pu2 = O 
DDZI 
ZL)) 1--7-5774;"1- 7-<¿.'Z,zies  
=  - 
x 




= pu1 + Ku2 = O 
= Lwi (A) qw2 = 
= z o 
Por (A), ú2 = ú1 = O, así O = ú2u11u2 
= (pu1+Ku2)u1  -(Ku1-pu2)u2  
2 2 . pul  +Ku1u2-Ku1u2+pu2  
= p(111 + u1). 
Si suponemos que u2 + u2 O *  entonces p(x,y) = O, de don- 1 2 
de (9 + x2 - y2)y = O; luego y = O, pues si 9 + x2 - y2 = O, 
entonces x2 . y2 - 9;>0, de allí que 573 6 yz-3; pero en-
tonces (x,±3)/A. También de (A) se tiene que W.2 =Wi  . O, 
así: O = '712w1 w1w2 
= (qw1+Lw2)w1 - (Lw1-qw2)w2 
= qw2+lw1 w2  -Lw1  w2  +qw
2 
1 2 
= ci(wi w1)- 
2 2 2 2 Como w + w2 . 4 - y2 y y . O, se tiene que wl  + w2 O, 1 
así que q(x,y) . (9 - x2 + y2)x = O; entonces x = O, pues 
si 9 - x2 + y2 . O, se tiene que y2 = x2 - 9,›O, de allí 
que x --/¡,3 6 x_<-3; pero entonces (i3,y)%A. En resumen, si 
2 2 ul  O, x . y = O, pero (0,0),.¿A, entonces se debe te- u2  
ner que u2 + u2 = O, pero entonces 4 - x2 . O, de allí que 1 2 
2 2 x = ±2; de allí que ;vi  + w2 = O, es decir 4 - y2 . O, esto 
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es y = 12 ; y as/ (x,y) ,A, lo cual es una contradicci6n. 
De donde Vte M, x(1) . 
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CAPITULO 5 
ORBITAS DEL CAMPO VECTORIAL 
En este Capítulo se verifica que las órbitas del flujo 
Global asociado al campo Vectorial X, construido en el Ca-
k!.. ^ 
pítulo anterior sobre la Variedad Diferenciable Compacta 
M son dif eomorfas a una circunferencia y que la funci6n del 
primer retorno de las mismas es no acotada(localmente.) 
DEFINICION 5.1 Si una función transforma un objeto tal 
como una función, una forma diferencial o un 
campo vectorial a su negativo, decimos que el 
objeto es Anti-invariante. 
TEOREMA 5.2 Las funciones ¼i  , S) ,o, F , definidas ante-
riormente y el Campo Vectorial X son invarian-
tes bajo rotaciones rígidas alrededor del or/- 
9 gen en cualquiera de los planos IR2 o W- u w' 
9 Demostración; Sea R 2 una rotación rígida al- 
rededor del origen en el plano entonces R es definida 
por V (ui  u2 ) E 1Ru2  
R(u11u2) = (u1cos c< 11SeTI« -U1Seno( -é- u2coso( ). 
Para ver que y es invariante bajo R, basta que se pruebe 
que si C IR, R(41-1(c))cY-1(c). 
En efecto, supongamos que ( x „y) 01 R ( 14.1 -1( c ) ) y ( x, y)0)-1(c) , 
entonces E] (u1/ u2  )0)-1(c) tal que R(u1'u2) . (x,y) y 
1)(x,y) c, luego (1)(11 ,u2) = c con x = ulcos c‹+ u,sen c< 
y = -uisen u2co6 ok y Y (x,y) c; de allí que 
4) (uvu2) 4)(x,Y) ; es 
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decir, (ur u2) L4)(u1cos +u2sen o( c<+u2cosc< ) ; pe- 
ro si c<= 2T\ se tiene.-~ y(u1,u2) 4y turu2), lo cual 
es una contradicción; así R(4)-1(c))cy-1(c); de allí que 
ki.) es invariante bajo R. La prueba de que y crl son inva-
riantes bajo R se hacen en forma análoga. 
2 2 2 Sea F • IR x R x 1Rivi x IR IR , definida por A u 
Vs= (X,YOU1,U2rW11W2,Z) e  1R79 
F(1) = (444+X2 ,
11 4.11 44"Y2 Z2". P(X,Y)) a enton- 
ces FAR1 ; 
 
R es dada por F(u1,u2) = u2 + u2 -4 1 2 
 
Luego F°R(11111322) = F(R(u1,u2)) 
= F(u1cos o( +u2s en 0(-u1senoc +u2coso( ) 
= (u1coso( +u2sen oc ) 2 + (-u1seno( +u2coso( )
2-4 
= u2(coa20c +sen20() + u2(sen2o< +cos20() -4 1 2 
= u2 + u2 -4 1 2 
= F(u11u2) , de allí que F es invariante 
bajo rotaciones rígidas alrededor del origen en el plano R. 
2 2 2 Sea X : IRA x íRti x Rw x TÍZ7, el campo vectorial 
definido por V 1= (x,y,ui,u2,wrw2,z)E tR7  
X() = ;:lz - ;,17. 4, l_P__ + 
• a2zua i 4. ;lzw,  _._. + 1 2r D— + ID-- zu,  
entonces XAR1 : 111  2 - IRu es dada por 
X(u1tu2) = (Kul  - pu2, pu, + Ku2), la cual es una 
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transformación lineal. Si denotamos por Vx la matriz aso- 
ciada a X, tenemos -P vx . , la cual es un múl- 
K 
2 tiplo escalar de una rotación rígida de Ru alrededor del o- 
rigen; luego basta probar que Vx°R = R0Vx. En efecto, 
(cosa - senck \ (K 
\ sena cosc‹ / \ p K / 
(Koos -pseric -pcose< - Ksena\  
Ksen« + pcosa -psenc>(+ Kcosal 
R.° 






   
Y vx 0R = 
  
   
   
K 
Kcosa-psena -Ksena -pcos« 
pcoso + Ksena -psen0( + Kcos(x/ 
de donde VX =VX'  es decir conmuta con la matriz de Vx m  
rotación; luego X es invaríante bajo rotaciones rígidas al- 
rededor del origen en el plano Ru. Las demostraciones pa- 
ra el plano R2 son análogas a las del plano R2 u" 
TEOREMA 5.3 Sea T R7----*- 11.7 la involución definida por 
= (-x,-y1u2,u1,w2,w1,z), 
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entonces , p, Fy M y el campo vectorial X son 
invariantes bajá) T. 
R.2 R2 IR.2 R Demostración:  Sea x x x  II2 definida 
por V (x,y,upu2,wirw2,z)e. 7(x,y,u1,u2,w1,w2,z) = (x.Y); 
entonces: 
Y°7-‘0T(x,y,u1,u2,w1,w2,z) = o T\(1-x,-y,u2,ui,w2,w1,2) 
9)(x,y) ; es decir, , y es in- 
variante bajo T. 
Como ?0.7DT(x,y,su1,u27w1,w2,z) = ?IlR(...X,Y,112,1111W211,W1yZ) 
(x,y) , se tiene que 
es invariante bajo T. 
Además FoT(x,y,u11u2,w1,w21z) = F(-xl-y,u2,u1,w2,w17z) 
F(x,y,u1,u2",w2,z), es 
decir F es invariante bajo T. 
Ahora bien, si (x;y',ui,u,wi,w,z') €. T(M), entonces 
existe (x,yo u1,u2,w11w2,z)EIM tal que 
T(x,y,u1,u2„w11w2,z) = (x1,y,,ui,u,wilw,z1) , enton-
ces (-x,-y,u2,u1,w21w1lz) = (xl,y',ui,u,witw,zt) , es de- 
cir -x = x' , u2  . u.! i ' w2 .= w{ ' 
-y = ' w W 1 Y u 1 u  2 Y =
z = z', 
. y'  
luego + u'2 = u2 + u2 = 4 - x2 = 4 - x'2 1 2 2 1 
+ wo 2 w2 tr2 4 _ y2 4 _ ye 2 w'2  1 2 2 1 
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(x,y) = (popy') 
de donde se deduce que (xl,y1 ,ui,u w wi,w,z1 )E-M 
de alli que T(M)CM, es decir que 14 es invariante bajo T. 
Para ver que el campo vectorial X es invariante bajo T, 
observemos que : 
Z4-) es Anti-invariante pues 
_tom..x,—y,u2,11 ,w2,w1,z) 
-a k.P  111 que "  y son Anti-invariantes. x 
Además -d1)   es Anti-invariante pues 'Dx 
-- 
9)1 
 01-Conx,y,u1,u2",w2,z) =vil(-x,-Yruz,uipw2 ,wi,z) 
-= -̀sa (-x -y) 
-(1 -(-x,-Y))[(9-(x+Y) 2) 
(-2(x-y)) + (9-(x-y)2)(-2(x+y))] 
+ 
- '35)  (x y) 
-DS)  En forma análoga se prueba que-es Anti-invariante; de a- -dy 
ZX 
-DWonoT(x 7 yu11u27a7 wwz) 
= -2(4-y 2)((4-x2)(9-(x+Y) 2)(-(x-Y)) 




En forma análoga se prueba que "  es Anti-invariante; de a- y 
llí que  y  son Anti-invariantes. t-dx ay 
oies invariante bajo T,ppes 
eJ0 T-0T(x,y,u1,u2,w1,w2,z) =0'01M-x,-y,u2,ui,w2pwv z) 
= Cr) (x,y). 
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p es Anti-invariante pues 
ponoT(xly,ur,u2,wi,w2,z) 
q es Anti-invariante pues 
q070T(x,y,ullu2,wl,w2,z) 
K es invariante bajo T pues  
= puTY(...x 0.-T,U2,U1y W2,W1,Z) 
= p( -x,-Y) 
= (9 + (-x)2 (-y)2  )(-y) 




(9 - (-x)2 (-y)2)(-x) 
= x2 .1 y2)x 
= -q(x,y). 

















Utilizando las demostraciones anteriores probaremos que X 
es invariante bajo T. 
En efecto, 
XoT(x,y u1,u2,9f11w2,z) = X(- -y,u2,u1,w2,w1,z) 
CY(-xt -y)-}1-> c -x,-ye-17, 
[k(-x,-y)u2 - p(-x,-Y)111_1717W 
1(-x,-y)u2 +  
TEOREMA 5.4 En 
P-x,-Y)w2 q(-x,-Y)111H11¿+  
5(-x,-Y)w2 1,(-x.-Y)w1jIi+ 
[z (—x l —y5],:bbi  
=104)3 _ 1 1.931-+(Ku -pu )J1-4-(Ku2+pul)532  ZX g -ay 1 2 "boi -a + (Lwrqw2) (Lw2+qw1)+ ZTj 
= X(x,y,u1lu2,w1lw2,z). 
M, si (1)> O, cada órbita es difeomorfa a 
una circunferencia. Además cuando y tiende a 
cero, la función del primer retorno tiende al in- 
infinito. 
Demostración: Sea 1(t) = (x(t),y(t),u1(t),u2(t),w1(t),w2(t) z(t)) 
un punto en M moviéndose bajo el flujo en el tiempo t. Como 
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(-Mr) (0,0) en hi pues y > 0 y las curvas de nivel de y 
en A son curvas simples 9,eradas, tenemos que (x(t),y(t)) 
recorre tales curvas de nivel, moviéndose siempre en la mis-
ma dirección, contraria a las manecillas del reloj. 
Sea 2\ >0 el tiempo del primer retorno de (x(t),y(t)). 
Por la simetría de i) x()) = -x(0) y y(X) = -y(0). Además 
si z(0) = 0, entonces z(0)2 = 0; de allí que 
= O. 
Corno Lii> O, x(0)+y(0) 1:3 y x(0)-y(0) 1.3, se tiene que 
1- k.1)(x(0),y(0)) O 
de donde Y(x(0),y(0)) = 1; como 4) es constante so- 
bre cada órbita, )(x(t),y(t)) = 1 Vt cia, 
de allí que z(t)2= 0, 
así z(t) = O Vt- C_IR. 
Además si z(0) >0, como z(t) 2 > O Vte IR, entonces z(t) >0 o 
z(t)< O \s/ti. Pero si z(t) <O \gitEIR, se tiene que z(0)<0, 
lo cual es una contradicci3n; así si z(0)>0, entonces z(t)>0 
`cite_R. También si z(0) < O, como z(t) 2 > 0 VtE,R, se tiene 
que z(t)> O o z(t) <O VtetR. Si suponemos que z(t)). O Vteia, 
se tiene que z(0) >0, lo que es una contradicción. Luego si 
z(0) <0 , entonces z(t) <O Vt 
Además como z(t) 2 = 9(x(t),y(t)), z es determinado sal-
vo su signo por (x(t),y(t)) y como 
z(0) 2 = [1-  
como x(X) = -x(0) y y(X) = y(0), se tiene que z(0) =z(X). 
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Además u1()2 + u2(X) 2.= 4 - 
= 4 - x(0) 2  
Y w1W 2 + w2(X)
2 = 4 Y(X)2  
= 4 -  
= 4 - Y(0) 2. 
Como u1 • (0)2 u2(0)2 4- x(02 y w1(0)2 w2(0)2 4 - y(0)2  




w2")2 = w1(0)-2 + w2(°)2' 
Luego u1(0) = u2(0) = -u2a) y w1(0) = 
w2(°) = -w201). De allí que existe una rotacidn R al- 
rededor del origen en el plano R2u y una rotacián S alrededor 
del origen en el plano Kr que dependen de (0) tal que 







RST((t)) = RST(x(t),y(t),u1(t),u2(t),w1(t),w2(t),z(t)) 







Por otro lado, 
RSTRST(§(t)) = RST(RST(§(t)) 
= RST(-x(t),-y(t),-u1(t),-u2(t),-w1(t)l-w2(t),z(t)) 
= (x(t),Y(t),u1(t),u2(t),w1(t),w2(t),z(t)) 
= 1(t) ; de allí que RSTRST es la identidad. 
Como RST(1(t)) = 1(t+),), si tomamos t=X,  tenemos 
RZT(§()) =  
es decir RST(§(X)) = §(2),). Pero §G) = RST((0)), 
de allí que (21) = RST(RST((0)) 
• RSTRST(§(0)) 
• VO). 
Luego la órbita es una curva simple cerrada, con tiempo de 
primer retorno igual a 
Así se ha probado que si > O en M„ las órbitas a tra-
vés de cada punto en M son difeomorfas a una circunferencia. 
Veamos ahora que el tiempo del primer retorno tiende a 
infinito cuando y tiende a cero. 
)ali  En efecto, puesto que x • =u-T zx y y = 
tiende a cero, x y y también tienden a cero. Ahora bien, 
la longitud de la órbita de un punto (x,y) en A no tien-
de a cero cuando 14)  tiende a cero, sino tiende a 8 + 41/7, 
--Y y cuando y 
que es el perímetro del octágono D. 
• 
Como j>c Hy, y = -Hx tienden a cero cuando 9)  tiende a ce-
ro, donde H es la velocidad angular en el plano nA, se tie-
ne que H tiende a cero; como la función del primer retorno 
es dada por 21-1/H = 2X, tenemos que X tiende al infinito. 
TEOREMA 5.5 Six+y=± 30x-y=± 3 para un punto en 
M, entonces la órbita a través de este punto es 
una circunferencia. 
Demostración: Supongamos que x 4- y . 3, entonces como 
4)(X,y) = (4-x2)(4-y2)(9..(x+y)2)(9-(x_y)2) y 
P(x,Y) = (1-113(x,y))(9-(x+y) 2)(9-(x-y))2,, tenemos 
que 111) (x(t),Y(t)) = 5) (x(t),Y(t)) = O; donde x(t)y y(t) 
son independientes de t. Además como z2 =115 (x,y), se tie-
ne que z(t) = o Vt. 
Por otro lado, K(x,y) = (4-y2)(9-(x+y)2)(9-(x-y?) "ay 
y L(x,y) = y 3531 (4-x2)(9-(x+y) 2)(9-(x-Y)2); 
así K(x(t),Y(t)) = L(x(t),Y(t)) = 0 Vt. 
• • • • I. 
XV (x,t)) = ip. -y, ul, u2, wl, w2, 
. ,,i OLP • la órbita y x . y ,.-77 , y =-,in,  ,-8x , u1= Ku1-pu2 , • u, = pu1+Ku2 , wi  = Lw1-qw2 , w2 = qw1+1w2  
Y 1 = zar-5 , se satisfacen las siguientes ecua- 
ciones: • • • • x=y=z=0 , u, u2  
U = D 2 U - 1  = -qw2 ‘;'12 qw1" 
Por (f) del Capítulo 4, p = q o p = -q a través de la 6r.-. 
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Como a través de 
bita; luego la velocidad angular en el plano IRu y R
2 es i-
gual a 1131 , que no es _qero por (a) del mismo Capitulo. 
Así después del tiempo 2a/ipl , el punto vuelve a la po-
sición de partida; de allí que la órbita a través de este 
punto es dileomorfa a una circunferencia. 
TEOREMA 5.6 Si x =± 2 o y =--t: 2 para un punto en M, enton-
ces la órbita a través de este punto es una cir-
cunferencia. 
Demostración: Supongamos que x = 2, entonces como 
ul  + u . 4-x2, tenemos que ul  = u2 = O. Además por ser 2 9 
111(X,Y) = (4-x2)(4-Y2)(9-(x+Y) 2)(9-(x-Y) 2), tenemos que 
4)  (x,y) = O; de allí que )1 . O y ; .-4)1. O. 
Puesto que x(t),y(t) son independientes de t, de z2 = 
se deduce que z(t) es constante, luego z = O. Además de 
L(x,y) = y -PI- (4-x2) (9-(x+y) 2) (9-(x-y) 2) se tiene que Zx 
• • . . X . y = z= ul  = u2 = O , L(x,y) = O ; y tenemos en- 
tonces en ésta las ecuaciones w1 = -qw2 y w2 = qw1 Y don-
de wl + w
2 = 4 - y2 y q es la velocidad angular en el pla-
no IR, la cual no es cero por (d) del Capitulo 4. Así des-
pués del tiempo 217/ q y el punto vuelve a la posición de 
partida, de allí que la rbita a través de este punto es 
difeomorfa a una circunferencia. 
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. . . . . 
L(x,y) = O. En resumen tenemos que x = y = z = ul  = u2 = O 
y L(x,y) = O; como X((t)) . (X,M1,11,,W,,W2,Z), a través 
de la órbita las siguientes ecuaciones se satisfacen 
CONCLUSIONES 
CAPITULO 1. PRELIMINARES 
Para introducir los conceptos de Conjunto Independien-
te, Rango de una función diferenciable, Inmersión Difeomór-
fica, Inmersión, Submersión, Punto Regular y Valor Regular 
hemos utilizado las referencias ([1]), ([2]), ([71), (1101), 
([5.2), (D-4]) y (1)51). Para establecer el Teorema 1.1, de 
la función inversa, el Teorema 1.9 del Rango y el Teorema 
1.18 de Caracterización de Sub-variedades, hemos modifica-
do los lineamientos de ([11), (UOD y ([14]). 
CAPITULO 2. SISTEMAS DINAMICOS 
Iniciamos este Capítulo con Curvas Integrales y Flu-
jos, siguiendo las ideas de ([1]), (E3]) Y ([15]). Para 
la introducción de conceptos tales como Lineas de Flujo, 
Orbita, etc, hemos utilizado la referencia (D1) y estable-
cemos el Teorema 2.11, Caracterización de Flujos Locales y 
el Teorema 2.12, Caracterización de Flujos Globales, modi-
ficando los lineamientos de ([8]), ([lo]) y ([14]). Se 
demuestra luego la Proposición 2.14, la cual establece que 
dada una Línea de un Flujo Global, entonces ésta es, o bien 
una Inmersión inyectiva o bien una Inmersión periodica, mo-
dificando los lineamientos de ([11). 
CAPITULO 3, CONSTRUCCION DE UNA VARIEDAD 
DIFERENCIABLE COMPACTA DE DIMENSION 4. 
A través de todo este Capitulo se utilizaron las re- 
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ferencias ([3]), ([4]) ,  ([5]) ,  ([6]), ([9]), (1)-3D, (1163) 
y (Dii). Se utilizan los conceptos de Valor Regular y 
Punto Regular, para demostrar los teoremas 3.7 y 3.8, que 
establecen la existencia de una Sub-variedad diferenciable 
que resulta Compacta. 
CAPITULO 4. CONSTRUCCION DE UN CAMPO VECTORIAL 
Las referencias para este Capítulo son las siguientes; 
([3]), (M), ([12]) y ([13]). Se construye un Campo Vec- 
torial diferenciable y utilizando la referencia (M) se 
prueban los teoremas 4.2 y 4.3, que establecen que este 
Campo Vectorial es no trivial sobre la variedad diferen-
ciable del Capítulo 3, haciendo modificaciones a los linea-
mientos de ([3]). 
CAPITULO 5, ORBITAS SOBRE EL CAMPO VECTORIAL 
En lo que respecta a las órbitas del campo vectorial 
sobre la variedad diferenciable, hemos utilizado las refe-
rencias ([51), (L12]) y ([3.3)) para dar una demostración 
constructiva de los teoremas 5.4, 5.5 y 5.6 que establecen 
que en la variedad diferenciable construida en el Capitulo 
3, todas las órbitas generadas por el campo vectorial del 
Capítulo 4, son difeomórficas a una circunferencia y tie-
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