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ABSTRACT
Helicity is the scalar product between velocity and vorticity and, just like energy, its integral is an in-
viscid invariant of the three-dimensional incompressible Navier-Stokes equations. However, space- and
time-discretization methods typically corrupt this property, leading to violation of the inviscid conserva-
tion principles. This work investigates the discrete helicity conservation properties of spectral and finite-
differencing methods, in relation to the form employed for the convective term. Effects due to Runge-
Kutta time-advancement schemes are also taken into consideration in the analysis. The theoretical results
are proved against inviscid numerical simulations, while a scale-dependent analysis of energy, helicity and
their non-linear transfers is performed to further characterize the discretization errors of the different forms
in forced helical turbulence simulations.
1. Introduction
This work is concerned with the incompressible Navier-Stokes (NS) equations, which can be written as
follows
∇ · #»u = 0 , (1)
∂ #»u
∂ t
+
#  »
N ( #»u ) =−∇p+ν∇2 #»u , (2)
where
#  »
N ( #»u ) is the non-linear convective term and ν is the kinematic viscosity. In the inviscid case
the NS equations are replaced by the Euler equations, which possess linear as well as quadratic invari-
ants, i.e., linear or quadratic functions of the velocity vector whose integral over the domain remains
constant in time throughout the flow evolution. The identification of the invariants becomes particularly
straightforward upon recognizing that the inviscid NS equations are a Hamiltonian system and can be
thus written in the canonical skew-gradient formulation
∂ #»y
∂ t
=D ( #»y )∇H , (3)
where D is a skew-symmetric operator andH is the Hamiltonian functional [30]. Recasting the invis-
cid version of Eqs. (1)-(2) in the skew-gradient formulation of Eq. (3) involves either eliminating the
pressure (upon projection of the velocity field onto a divergence-free space) [2], or taking the curl of
Eq. (2) [30]. Once a system is known to be Hamiltonian, the Noether theorem can be applied to yield
an association between the symmetries of the Euler system and conserved quantities; for instance, con-
servation of linear momentum corresponds to the invariance of the Euler equations under space-time
translations [29]. Here we are particularly interested in quadratic invariants. One follows directly from
Eq. (3), since the Hamiltonian functional is seen to be the mean kinetic energy of the flow,
Ke =
1
2
〈 #»u · #»u 〉 , (4)
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where the angular brackets denote the average operator over the entire domain. Another inviscid integral
arises from the nontrivial kernel of the operator D , and corresponds to the quantity named helicity,
whose average value over the domain reads
Kh = 〈 #»u · #»ω〉 , (5)
where #»ω = ∇× #»u is the vorticity vector. Helicity has thus been termed a Casimir invariant of the Euler
equations [15].
The discovery of helicity conservation is relatively recent and dates back to 1961 [27]. Since then,
helicity has been found to play an important role in laminar and turbulent flows, and has raised signif-
icant interest both in terms of fundamental understading and repercussions in engineering applications
and flows of practical interest [25]. Helicity is known to inhibit the transfer of energy towards smaller
scales, since the statistical alignment of velocity and vorticity leads to partial suppression of the nonlin-
ear term [1, 20]. On the other hand, the self-similar energy decay rate has been shown to be the same as
in the nonhelical case, unless rotation is present [39]. The dynamics of the joint cascade of energy and
helicity constitutes an interesting field of research which is very active nowadays [9, 3, 18]. Helicity
is also important in atmospheric and geophysical flows [23], while an helicity-based index is used in
biomedical research to quantify swirling motions in cardiovascular flows [26].
Upon discretization of the NS equations in space and time, the invariant character of energy and
helicity is generally lost. A significant research effort has been carried out over the last years to develop
numerical algorithms that preserve invariants also in a discrete sense, with the aim of obtaining stable
computations and physically relevant solutions. Particular attention has been paid to the development
of energy-preserving numerical methods, that have ultimately allowed stable long-time integrations and
realistic representations of the energy cascade [28, 42, 6]. On the other side, invariance of helicity has
been very seldom considered in the derivation of numerical methods. Notable exceptions include the
works by Liu and Wang [24], for axisymmetric flows, and by Rebholz and coworkers (see, e.g., [32]),
in the framework of finite-element methods.
The aim of the present work is to investigate the discrete helicity-conservation properties of com-
monly used semi-discrete algorithms based on spectral, finite-difference or finite-volume methods and
Runge-Kutta time-advancement schemes. Particularly, the discrete behaviour of the different formula-
tions of the nonlinear term
#  »
N is discussed. The effects of discretization in time are also taken into
consideration in the analysis.
The paper is organized as follows. Section 2 deals with the energy and helicity balance equations
in a continuous setting, along with the rules of calculus required to derive them. The spatial and tem-
poral discretization of the Navier-Stokes equations are presented in Section 3, in which a fully discrete
equation for the helicity evolution is also derived. In Section 4 the numerical results are reported and
discussed. Concluding remarks are given in Section 5.
2. Conservation of energy and helicity
In this section, we derive the conservation laws for the two quadratic invariants of the Euler equations.
Clearly, in the viscous case, these quantities are actually not conserved but are subject to a source term
which is either strictly disspative (for the energy) or has no definite sign (for the helicity).
For the sake of clarity, we will assume that periodic boundary conditions apply, but this does not
come at a loss of generality. In deriving the conservation laws, it will be useful to list a number of
identities, which can be readily proven using the standard rules of calculus
∇ · ( #»u #»u ) = #»u ·∇ #»u if ∇ · #»u = 0 , (6)
〈∇u〉 = #»0 , (7)
〈(∇u)v〉 = −〈u(∇v)〉 , (8)
〈 #»u · (∇× #»v )〉 = 〈 #»v · (∇× #»u )〉 . (9)
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All the functions appearing above are supposed to be periodic.
The energy evolution equation can be derived by scalarly multiplying Eq. (2) by #»u and taking the
average over the domain, yielding
dKe
dt
+ 〈 #»u · #  »N 〉=−〈 #»u ·∇p〉+ν〈 #»u ·∇2 #»u 〉 . (10)
The contribution from the pressure term vanishes due to use of the integration-by-parts (8) together with
the incompressibility condition (1). Similarly, for helicity one also has to take the curl of the momentum
equation (2) and then scalarly multiply the resulting vorticity equation by #»u , leading to
1
2
dKh
dt
+ 〈 #»u ·∇× #  »N 〉= ν〈 #»u ·∇2 #»ω〉 . (11)
The contributions from the nonlinear term in both Eq. (10) and Eq. (11) also vanish, but the properties
to be invoked to prove their cancellation depend on the formulation adopted for the nonlinear term. This
can be indeed expressed in several, analytically equivalent forms:
(Adv.)
#  »
N = #»u ·∇ #»u , (12)
(Div.)
#  »
N = ∇ · ( #»u #»u ) , (13)
(Skew.)
#  »
N =
1
2
( #»u ·∇ #»u +∇ · ( #»u #»u )) , (14)
(Rot.)
#  »
N = #»ω × #»u , (15)
which are named the advective, divergence, skew-symmetric and rotational forms respectively [6].
Switching from one form to another requires use of the product rule (6) and of Eq. (1). Note that when
the rotational form is used, the kinematic pressure is subsituted by the dynamic pressure P= p+ | #»u |2/2.
The properties required to prove cancellation of the nonlinear term contribution in the energy and helic-
ity equations are reported in Table 1. Note that while the advective and divergence forms always require
the use of the product rule, only the integration-by-parts property is needed to prove energy conserva-
tion for the skew-symmetric form. However, the skew-symmetric form still necessitates the product rule
to verify helicity invariance. On the other hand, the rotational form is automatically energy conserving
(due to orthogonality between the velocity and its cross product with vorticity), and requires only the
symmetry of the curl operator to demonstrate conservation of helicity.
The energy and helicity equations can be then integrated in time between two generic instants t and
t+∆t, to yield the finite time-variation of the two invariants
∆Ke
∆t
=
〈
ν〈 #»u ·∇2 #»u 〉〉∆t , (16)
∆Kh
∆t
=
〈
2ν〈 #»u ·∇2 #»ω〉〉∆t , (17)
where 〈·〉∆t is the time-average operator over the interval ∆t. In deriving Eqs. (16)-(17), which will be
useful in the following, we have implicitly employed the integration-by-parts rule for the time-derivative
operator. Indeed, given two differential equations ∂t f (t) = F and ∂tg(t) = G, where f (t) and g(t) are
two continuous and differentiable functions of time, and ∂t is a continuous time-derivative operator, the
integration-by-parts rule gives
∆( f ·g)
∆t
= 〈 f ·G〉∆t + 〈g ·F〉∆t , (18)
which is needed to prove Eqs. (16)-(17) upon substituting f and g with #»u , and with #»u and #»ω respec-
tively.
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Table 1. Minimum set of properties required to prove cancellation of the nonlinear term contribution in the energy and helicity equations for
the various formulations of convection in a continuous setting.
Energy Helicity
Eq. Property Adv. Div. Skew. Rot. Adv. Div. Skew. Rot.
(6) Product rule × × × × ×
(7) Divergence × ×
(8) Integration by parts ×
(9) Symmetric curl × × × ×
The properties (6)-(9) and (18) do not necessarily hold on a discrete level when the continuous
space and time operators are substituted by their finite-differencing counterparts, as will be outlined in
the following section.
3. Fully discrete energy and helicity evolution
The ultimate aim of this section is to derive a fully discrete analogue of Eqs. (16)-(17). In doing this, we
also wish to understand which of the properties listed in Table 1, as well as Eq. (18) are retained by the
discretization procedure. To this end, we employ a semi-discrete approach (also called method of lines)
which is routinely used to treat the incompressible Navier-Stokes equations numerically.
3.1. Spatial discretization
The first step of the algorithm is to derive a spatially discretized version of Eqs. (1)-(2), which can be
expressed as follows
Mu= 0 , (19)
du
dt
+C(u)u=−Gp+νLu , (20)
where u is a discrete vector containing the components of velocity on the three-dimensional mesh,
u = [ux uy uz]T , the matrices G ∈ RNu×Np and M ∈ RNp×Nu are the discrete gradient and divergence
operators, respectively, while L ∈ RNu×Nu is the block-diagonal Laplacian, diag(L,L,L). Nu and Np are
the number of unknowns on the mesh for velocity and pressure respectively. The spatial discretization
reported in Eqs. (19)-(20) possibly encompasses finite-difference, finite-volume, pseudo-spectral as well
as finite-element approaches, although the details of the various operators depend on the specific method
employed. In what follows, it is assumed that the discretization is built upon a regular mesh with uniform
step size, and that gradient and divergence operators are discretized consistently, in such a way that the
relation GT = −M holds. The uniform mesh assumption is made here only for the sake of clarity;
extension to more general cases is discussed in Section 3.3.
We are particularly interested in the convective term, which can be expressed as the product of a
linear block-diagonal convective operator C(u) and u:
C(u)u=
 C x(u) C y(u)
C z(u)
 uxuy
uz
 . (21)
The operator C(u) is obtained by discretizing the nonlinear term starting from one of the possible
expressions in which this can be written. As mentioned in Section 2, while all these expressions are
equivalent in a continuous framework, this is not the case for the discrete setting. Also, the operator
C assumes a specific form which depends on the layout of the variables on the mesh. Typically, the
Navier-Stokes equations are either discretized in a colocated arrangement, i.e., with all the variables
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located at the same points of the mesh, or on a staggered grid, in which the velocity components and
the pressures are stored in different locations.
In the subsequent sections we will first analyze the colocated layout of the variables, and then discuss
the staggered one.
3.1.1. Colocated layout
In a colocated layout, the operators C x, C y and C z are identical and can assume one of the following
forms:
(Adv.) C (u) = (UxDx+UyDy+UzDz)≡A , (22)
(Div.) C (u) = (DxUx+DyUy+DzUz)≡D , (23)
(Skew.) C (u) =
1
2
(A +D) , (24)
while the rotational form can be expressed as
(Rot.) C(u) = V(Ru) =−V(u)R . (25)
In the expressions above, the matrices D(·) represent the discrete derivative operators along each di-
rection and acting on the whole set of variables on the mesh, while U(·) are the diagonal matrices
of the discretized velocity components along the three directions (e.g., Ux = diag(ux)). Also, V is a
skew-symmetric matrix performing pointwise vector product, while R is the curl operator, which can
be expressed as
R=
 −Dz DyDz −Dx
−Dy Dx
 . (26)
Generally speaking, the introduced discretization yields truncation errors, due to the finite approx-
imations of derivatives, as well as aliasing-type errors, due to the evaluation of the nonlinear terms in
a finite-dimensional space. These errors are likely to produce deviations from the rules of calculus and
therefore violation of the conservation of quadratic invariants. As a first step, it is useful to check how
the discrete operators behave with respect to the properties listed in Table 1. To this end, we introduce a
discrete inner norm, which under the hypothesis of regular mesh simply reads
〈uv〉 → uTv. (27)
The discrete integration-by-parts rule is easily verified for central-differencing formulas, including com-
pact schemes and Fourier differentiation, which all lead to skew-symmetric derivative matrices. Indeed,
in such cases, assuming two discrete functions u and v on a periodic domain, and a generic derivative
operator D, one has
uTDv= vTDTu=−vTDu , (28)
which is the discrete analogue of Eq. (8). It is worth to note that Eq. (28) holds regardless of the scheme
order (i.e., the truncation error), as well as of the presence of aliasing errors. This was already shown
by Kravchenko and Moin [21] using Fourier expansion. The divergence property is also easily proven
assuming that the discrete derivative operators behave consistently with respect to a constant function.
In this case, one has simply
1TDu=−uTD1= 0 , (29)
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Table 2. Requirements for a spatial discretization on a colocated grid to satisfy the rules of calculus.
Eq. Property Requirement
(6) Product rule Fully de-aliased spectral differentiation
(7) Divergence Consistent scheme (D1= 0)
(8) Integration by parts Central-differencing scheme (incl. explicit, compact, spectral)(9) Symmetric curl
where 1 is the unit vector. As a consequence of using central-differencing schemes, the curl operator
reported in Eq. (26) also turns out to be symmetric as in the continuous case, Eq. (9), being a skew-
symmetric block matrix constituted by skew-symmetric blocks. On the other hand, it is straightforward
to verify that the product rule is in general violated by the discrete approximation. Although this property
is restored in case of dealiased spectral schemes, for finite-differencing methods of any order the product
rule does not hold on a discrete level, even if aliasing errors are removed [21]. A summary of the
properties is reported in Table 2.
In light of the above considerations, and upon comparison with Table 1, one could already infer
the consequences of using the various formulations of the nonlinear term. Further insight, however,
is gained by deriving the semi-discrete, time-continuous energy and helicity equations. The discrete
energy is defined as e = uTu/2, whereas the discrete helicity reads h = uTw, where w = Ru is the
discrete vorticity vector. The energy equation has been widely reported elsewhere [6, 42] and reads
de
dt
=−uTC(u)u−uTGp+νuTLu . (30)
While the pressure term vanishes as a consequence of the continuity equation (assuming Mu = 0 and
the consistency relation GT = −M), the convective term contribution depends basically on the formu-
lation employed for it. It is easy to show that Eq. (24) yields a skew-symmetric convective operator
provided that the schemes satisfy the discrete integration-by-parts rule, while the expression (25) is
skew-symmetric a priori. On the other hand, this does not happen for none of the operators given by
Eq. (22) and Eq. (23). As a consequence, only the skew-symmetric and the rotational forms of the
convective term preserve energy spatially in the inviscid case. This circumstance was soon recognized
[43], and since then there has been a long debate regarding the use of these two forms, which allow
stable long-time integration [4, 16]. While the rotational form is much more cost-effective than the
skew-symmetric one, it is generally agreed that its aliasing errors are higher than those provided by
the skew-symmetric form [43]. Indeed, aliased simulations carried out with the skew-symmetric form
proved to be very similar to the de-aliased ones [21].
Here, we are especially interested in how the helicity balance is affected by the two energy-
conserving forms. A relation analogous to Eq. (30) can be derived by scalarly multiplying Eq. (20)
by w, then by multiplying the curl of Eq. (20) by u, summing the two equations and using the symmetry
of R. The result is
1
2
dh
dt
=−uTRC(u)u−uTRGu+νuTRLu . (31)
The pressure term cancels as long as RG = 0, while the convective contribution depends again on
the formulation employed for the convective term. In particular, the rotational form preserves helic-
ity, provided that the curl operator is symmetric. Indeed, upon substitution of the convective operator,
C(u) =−V(u)R, the nonlinear contribution reads
uTRV(u)Ru= 0 , (32)
which cancels due to the skew-symmetry of V and the symmetry of R. On the other hand, the skew-
symmetric, as well as the advective and divergence forms do not yield cancellation of the nonlinear
term contribution in the helicity equation. The above conclusions are in line with those that can be
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Figure 1. Locations of the velocity components, vorticity components and pressure in a three-dimensional staggered layout.
inferred by comparing Table 1 and Table 2. Indeed, the skew-symmetric form requires the product
rule to prove conservation of helicity, whereas for the rotational form only the symmetry of the curl
operator is needed; the former property is not satisfied discretely (unless aliasing and truncation errors
are removed), while the latter holds for any central-differencing method.
Although we do not attempt a formal proof, the fact that the discrete skew-symmetric form does not
yield conservation of helicity, despite providing a skew-symmetric convective operator, can be intutively
linked to the nature of the helicity invariance. As mentioned in the Introduction, this is in fact not related
to the skew-gradient nature of the Euler equations, but rather to the degeneracies of the Hamiltonian
operator. In other words, both the skew-symmetric and the rotational forms yield a semi-discrete system
that can be recast as Eq. (3), but only one of them also possesses helicity as an inviscid invariant.
3.1.2. Staggered layout
The colocated arrangement is simple and straightforward to implement, although its use is often com-
plicated by the well-known odd-even decoupling phenomenon, which leads to checkerboard patterns
for the pressure field [31]. Nevertheless, the colocated layout is still employed in many modern codes
and special techniques have been developed to avoid the pressure-velocity decoupling [33, 38, 40]. On
the other hand, a common remedy is represented by the staggered layout, in which the pressure and
the velocity components are stored in different locations of the computational cell. The most popular
staggered arrangement was proposed by Harlow and Welch [14], and is outlined in Fig. 1.
A formal matrix analysis, similar to the one performed for the colocated case, becomes particularly
involved for the staggered layout and is beyond the scope of this paper. Here, we focus on the scheme
proposed by Harlow and Welch (HW) [14], and test its properties numerically in Section 4. The HW
scheme is a second-order method which relies on the divergence form of the convective term, as well as
on proper interpolation operators; using the same notation as Morinishi et al. [28], the nonlinear term is
computed as
(Div.)i ≡
δ1u1xij u
1x j
i
δ1x j
, (33)
where δ1 and ·1x are the half-grid derivative and interpolation operators respectively.
The HW scheme has several interesting properties: it preserves momentum a priori (i.e., regardless
of mass conservation) as well as kinetic energy in the inviscid case. Indeed, it can be shown that the
discretization in Eq. (33) leads to a skew-symmetric convective operator C(u), provided that Mu = 0
[11]. On the other hand, to the authors’ knowledge the helicity-conservation properties of the HW
scheme have not been documented thus far in literature. Note that the definition of helicity on a staggered
grid is ambiguous, due to the relative positioning of velocity and vorticity components, see Fig. 1.
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Here, we consider two possibilities, namely to compute helicity in the vertices and in the center of the
computational cell
h|vertices = u1x21
1x3
ω11x1 +u11x1
1x3ω21x2 +u31x1
1x2ω31x3 , (34)
h|centers = u11x1ω11x2
1x3
+u21x2ω21x1
1x3
+u31x3ω31x1
1x2
. (35)
We explicitly note that three interpolations have to be performed for each term to gather all the required
variables in the same location. On the other hand, among the various possible definitions, a form of
kinetic energy that is preserved by the HW scheme in absence of viscosity is the following [13]
e=
1
2
uiui1xi , (36)
and is located at the cell center.
3.2. Temporal discretization
Once the Navier-Stokes equations have been spatially discretized, one is left with Eqs. (19)-(20), for
which a further discretization in time is required. The semi-discrete equations constitute an index-2
Differential Algebraic system [36], due to the presence of the pressure, which acts as a kinematic con-
straint to ensure incompressibility. A system of ODE is formally obtained upon introducing a projection
operator P,
du
dt
= f˜(u)u , (37)
where f˜ = Pf and f(u) = −C(u)+ νL, with P = I−GL −1M and L =MG. Time advancement of
Eq. (37) is now straightforward and can be carried out by means of any ODE solver. In general, the
discretization in time will in turn spuriously contribute to the energy and helicity balance, unless proper
care is taken. Here we will focus on the class of Runge-Kutta (RK) time-advancement methods. RK
schemes are very popular in the fluid dynamics community due to their favorable properties, such as
their self-starting capability and relatively large stability limit.
A general s−stage Runge-Kutta method applied to Eq. (37) can be expressed as
un+1 = un+∆t
s
∑
i=1
bi˜f(ui)ui , (38)
ui = un+∆t
s
∑
j=1
ai j˜f(u j)u j , (39)
where ai j and bi are the RK coefficients. The RK coefficients are often arranged into the so-called
Butcher tableau [5], and are usually constructed to maximize the temporal order of accuracy of the
method p; for s≤ 4, schemes with p= s can be obtained. Note that the role of the projection operator is
to enforce incompressibility at each time instant and at each sub-step through the solution of a Poisson
equation for pressure. This is often done in practice through a fractional-step method [7].
Similarly to the spatial case, we first proceed to check whether the integration-by-parts rule for the
time-derivative operator, Eq. (18), is retained by the RK method. The discrete analogous of Eq. (18)
reads
∆( fˆ · gˆ)
∆t
= 〈 fˆ · Gˆ〉∆t + 〈gˆ · Fˆ〉∆t , (40)
where ·ˆ indicates the time-discrete variable. In Runge-Kutta methods, the inner norm is properly defined
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as
〈 fG〉∆t →
s
∑
i=1
bi fiGi , (41)
which is reminiscent of the quadrature rule at the base of RK methods. Upon simple manipulations, one
has
∆( fˆ · gˆ)
∆t
= 〈 fˆ · Gˆ〉∆t + 〈gˆ · Fˆ〉∆t −∆t∑
i, j
(biai j+b ja ji−bib j) FˆiGˆ j . (42)
In practice, upon comparison of Eq. (42) with Eq. (40), it is evident that RK schemes do not satisfy a
discrete integration-by-parts rule unless the identity
gi j ≡ biai j+b ja ji−bib j = 0 (43)
is verified for every i, j. The condition (43) is very well known in the community of so-called geometric
integration methods, and is the requirement for a RK method to preserve all the quadratic invariants of
a system [12]. Also, for irreducible RK methods, Eq. (43) is a necessary and sufficient condition for the
method to be symplectic. Schemes satisfying Eq. (43) are necessarily implicit.
The derivation of fully-discrete balance equations for energy and helicity is now straightforward.
Again, the expression for the kinetic energy variation introduced by Eqs. (38)-(39) has been derived
elsewhere [6, 37, 35] and is reported here for convenience,
∆e
∆t
= ν
s
∑
i
biuTi Lui−
∆t
2
s
∑
i, j
gi juTi f˜
T (ui) f˜(u j)u j , (44)
where it has been assumed that the spatial discretization is energy conserving.
We focus hereinafter on the fully discrete evolution equation for helicity, which reads
∆h
∆t
= 2ν
s
∑
i
biuTi RLui−2
s
∑
i
biuTi RC(ui)ui−∆t
s
∑
i, j
gi j˜fTi R˜f j . (45)
Note that the equations of both energy and helicity resemble the generic structure given in Eq. (42).
Particularly, the three terms appearing in the right-hand side of Eq. (45) are respectively the contribu-
tion of the discretized (physical) viscous dissipation, the spatial error term due to convection, and the
temporal error. The spatial error behaviour follows from the results already obtained in Section 3.1,
e.g., it vanishes for the rotational form on a colocated layout. The temporal error stems from the pos-
sible lack of the integration-by-parts rule. Therefore, only symplectic RK methods are able to preserve
energy and helicity in time in case of inviscid flow. This is not surprising, since these two quantities
are inviscid invariants of the Navier-Stokes equations, and, as mentioned above, RK methods satisfying
gi j = 0 preserve all the quadratic invariants of a system. When energy- and helicity-preserving methods
are employed both in space and time, Eqs. (44)-(45) become the discrete counterparts of Eqs. (16)-(17),
i.e., the induced balance equations of energy and helicity are correctly enforced, regardless of scheme
order, grid size and time step [35]. On the other hand, the discrete dissipation rate is obviously still
affected by spatial and temporal discretization errors, when compared to its exact counterpart.
As far as time-integration is concerned, it is worth to note that recently Capuano et al. developed
special explicit Runge-Kutta methods for the fluid flow equations, named pseudo-symplectic, with the
aim of preserving kinetic energy in time up to an order q, with q> p. Nonetheless, these schemes have
actually order q for the conservation of any quadratic invariant, and are therefore applicable also for the
purpose of preserving helicity (or enforcing the correct helicity balance) in time to a higher order of
accuracy.
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Table 3. Conservation properties of mean momentum, energy and helicity for 3D Navier-Stokes discretizations, for various forms of the
nonlinear term and symplectic (symp.) or explicit (expl.) Runge-Kutta schemes. Algorithms 1-5 refer to a colocated grid, Algorithm 6 is
the Harlow-Welch scheme described in Section 3.1.2. The discrete integration-by-parts rule is assumed to hold. + conservative a priori, ◦
conservative if and only if continuity is discretely satisfied, × non conservative.
Algorithms Momentum Energy Helicity
# Space Time Space Time Space Time Space Time
1 Rot. Symp. ◦ + ◦ + + +
2 Rot. Expl. ◦ + ◦ × + ×
3 Skew Symp. ◦ + ◦ + × +
4 Skew Expl. ◦ + ◦ × × ×
5 Div. Expl. + + × × × ×
6 HW Expl. + + ◦ × × ×
By collecting the outcome of the preceding sections with known literature results [28, 6], the con-
servation properties (also including mean momentum and energy) of the Navier-Stokes algorithms ana-
lyzed in the paper are reported in Table 3. Any explicit RK method produces an error in the conservation
of quadratic invariants, although the mean momentum is preserved, since all Runge-Kutta methods pre-
serve linear invariants [34]. Only the rotational and the skew-symmetric forms on a colocated layout,
and the staggered HW scheme are able to preserve kinetic energy, although the condition Mu = 0 (as
well as the usual consistency relation GT = −M) must hold. Remarkably, both the convective and the
pressure terms in the helicity equation vanish regardless of the discrete enforcement of continuity, and
therefore a discretization based on the rotational form preserves helicity a priori (assuming RG = 0).
Note that the rotational form, coupled to a symplectic integrator, is able to preserve mean momentum,
energy and helicity in the inviscid case.
3.3. Extension to nonuniform meshes
The hypothesis of uniform Cartesian grids made in the preceding sections can be easily removed by
taking into account a relevant inner product,
〈uv〉 → uTSv , (46)
where S is a diagonal matrix containing the metrics of the mesh. In this case Eq. (20) is most properly
recast as follows
S
du
dt
+C(u)u=−SGp+νLu , (47)
and the requirements for energy and helicity conservation can be easily shown to be the same as in the
uniform case, i.e., a skew-symmetric convective operator C(u) for the energy, and a symmetric curl
operator R for the helicity. The proper relation between the gradient and the divergence operators in
this case is GTS=−M, while RG= 0 must still hold. With a careful choice of the discrete differential
operators, extension to general unstructured meshes is also possible in principle, but will not be detailed
here.
4. Numerical results
All the numerical results presented in this section have been produced by a pseudo-spectral code in a
three-dimensional periodic box. This choice has allowed very efficient computations and the possibil-
ity to analyze the numerical errors in a scale-dependent way through spectra of energy, helicity and
their non-linear transfers. It was also possible to analyze the effects of truncation errors by mimick-
ing standard non-dealiased finite-difference schemes, on both a colocated and a staggered arrangement,
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via the modified wavenumber approach, and to produce accompanying de-aliased spectrally resolved
computations for comparison. It is worth to recall that the modified wavenumber approach consists
in substituting the wavenumber vectors used for the computation of spectrally-accurate derivatives with
their finite-difference counterparts [21]. For instance, for a second-order colocated scheme, the modified
wavenumbers for the first- and second-derivative read respectively
k′(k) =
sin(kh)
h
, k′2(k) =
2(1− cos(kh))
h2
, (48)
where h is the grid size. The staggered scheme has been mimicked by introducing proper shift and
averaging operators to take into account the necessary interpolation procedures. For all the simulations
the time step ∆t is selected based on a CFL-like condition with CFL=0.5.
4.1. Inviscid helical dynamics
As a first test, we have simulated an inviscid system with the aim of isolating the errors coming from
the discretization of the nonlinear term and the time-advacing scheme. We have thus solved the Euler
equations on a grid composed by 323 points, and tested the various algorithms listed in Table 3 cou-
pled with various Runge-Kutta methods and both with second-order and spectral accuracy. The initial
condition is the superposition of two Arnold-Beltrami-Childress (ABC) flows [10] at the wavenumbers
k1 = 4 and k2 = 6.
The time evolutions of energy and helicity are shown in the left and right part of Fig. 2 respectively.
The colocated algorithms have been used with full spectral accuracy and with the classical fourth-order
Runge-Kutta scheme (RK4), except for two runs, in which the rotational form has been coupled to a
second-order spatial scheme, and to both a second-order scheme and a pseudo-symplectic RK method.
Particularly, the explicit six-stage scheme with p= 4 and q= 7 (named 4p7q) has been tested; the reader
is referred to [8] for details. The symplectic scheme in Algorithm #1 is the Gauss midpoint method.
The results fully confirm the theoretical predictions. The rotational form preserves helicity spatially,
although it produces significant deviations in both quadratic invariants when used with an explicit time-
advancement scheme. This behaviour is attributed to the prominent accumulation of energy at smaller
scales typical of spectrally truncated conservative inviscid systems, which causes the temporal error
of the RK method to be significant. Remarkably, the RK error is dissipative for energy (as it is well
known), but productive for helicity. A possible explanation for this circumstance might be the fact that
the temporal error in the discrete helicity equation does not have a definite sign and therefore helicity
can increase. When the rotational form is used in conjunction with a second-order scheme, the errors
are much less pronounced, likely due to the attenuation of the high-wavenumber energy content by
the finite-difference derivative method. In this regard, note that the group of second-order runs has a
different initial helicity content due to truncation errors affecting the computation of initial vorticity.
The beneficial impact of the higher-order conservation properties of the pseudo-symplectic RK method
is evident in keeping the two invariants practically constant, as done to machine precision by the fully
conservative Algorithm 1.
The skew-symmetric form is shown to dissipate the initial helicity content in few characteristic
times. On the other hand, on equal spatial accuracy, the skew-symmetric form has a better behaviour on
energy than the rotational form, due to its well-known favorable aliasing cancellation properties [21].
When coupled to a lower-order scheme (not shown here), the behaviour of the skew-symmetric form is
qualitatively very similar to the one already described for the rotational formulation.
The staggered Harlow-Welch scheme is found to dissipate helicity, with a rate similar to the colo-
cated skew-symmetric form. Actually, both the expressions proposed to compute helicity in a staggered
layout, Eqs. (34)-(35) have been found to be practically coincident from a numerical point of view. It
can thus be concluded that the classical energy-conserving second-order staggered method does not pre-
serve helicity, at least with the definitions of vorticity and helicity given in Section 3.1. The colocated
divergence form (Algorithm 5) diverged immediately due to violation of energy conservation.
The analysis reported above has allowed to confirm the theoretical results and gain preliminary in-
sights into the behaviour of the two energy-conserving forms. With the aim of obtaining scale-dependent
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Figure 2. Time evolution of global energy and helicity for Euler dynamics using the various algorithms listed in Table 3. In all cases, spectral
accuracy and a RK4 scheme are used, except for two variants of the Algorithm 2, namely with II order accuracy (square) and with II order
accuracy and the 4p7q RK scheme [8] (diamond). t0 = e−1/2k−11 is the system characteristic time scale.
information, we have computed energy and helicity spectra for the solution of spherically truncated Eu-
ler equations, i.e. the system obtained by truncating the Euler equations in Fourier space at a wavenum-
ber |k|= kmax. In the absence of numerical errors, this truncated system preserves energy and helicity. In
correspondence of the statistically stationary state (absolute or statistical equilibrium), exact expressions
for the spectra of both energy and helicity are available [19],
E(k) =
4pi
α
k2
1− ( βα )2k2 , H(k) =
8piβ
α2
k4
1− ( βα )2k2 , (49)
where α and β are constants that depend on the energy and helicity contents. The statistical equilibrium
is governed by a single non-dimensional parameter, e.g. the relative helicity Hrel = Kh/(2kmaxKe). In
the non-helical case, i.e. Hrel = β = 0, the helicity spectrum vanishes and the energy spectrum becomes
simply
E(k) =
4pi
α
k2 . (50)
In the performed simulations kmax = 42 and the initial condition is again the sum of two Arnold-
Beltrami-Childress (ABC) flows with k1 = 28 and k2 = 30, similarly to the test proposed in [22], yielding
Hrel = 0.687. The same algorithms described in the previous case are tested here with exception of the
case with the pseudo-symplectic method.
Energy and helicity spectra are reported in Fig. 3. The fully conservative computation matches very
closely the exact solution, while Algorithm 2 (rotational form with spectral accuracy) is slightly dissi-
pative due to the temporal dissipation of the explicit scheme. Importantly, the computation employing
Algorithm 4 (skew-symmetric form with spectral accuracy, explicit) drives the system towards the non-
helical equilibrium solution, i.e. the relative helicity vanishes and E(k) is proportional to k2, see Eq. (50).
The behaviour of Algorithm 2 when the accuracy of the spatial derivatives is reduced to second order
deserves attention. Although this method preserves energy and helicity spatially and with overall good
accuracy (even better than its spectral version, see Fig. 1), the energy and helicity spectra are distorted
with respect to the analytical solution, and present significant errors over almost all the wavenumber
range, which can be attributed to the interaction of the truncation error with the mechanism of nonlinear
helicity transfer. We conjecture that this distorsion is also responsible for the aforementioned reduced
energy and helicity dissipation arising from the temporal error. However, a cross-comparison with a
low-order scheme based on the skew-symmetric form cannot be performed in this inviscid framework
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Figure 3. Energy and helicity spectra in spherically truncated Euler dynamics for various algorithms, see Table 3 and the label of Figure 1
for further details. The square symbol refers to Algorithm 2 with second-order spatial accuracy. The grey curves display the exact solution
which is reported in Eq. (49).
since the helicity is quickly dissipated.
4.2. Forced helical turbulence
In this section, the effect of the spatial discretization errors related to the convective term is investigated
through viscous helical simulations. In all cases, time-advancement is performed through a fourth-order
RK scheme.
We choose to force our simulations at large scales in order to achieve a statistically stationary state
and then compute spectra by time averaging. The selected forcing scheme is the helical Euler forcing
[17, 41], which is inspired by the truncated Euler dynamics: the lowest-wavenumber modes, corre-
sponding to wavevectors k such that |k| ≤ kF (kF is the largest forcing wavenumber), obey the three-
dimensional incompressible Euler equations and are independent of the other modes. Therefore, we set
kF = 2.5 and inject both energy and positive helicity in the range k ≤ kF = 2.5. The relative helicity of
the Euler system, defined as KEh /(2kFK
E
e ), is equal to Hrel = 0.967.
Energy and helicity are then transfered to higher wavenumbers down to the dissipative scales, where
they are dissipated. It is worth to recall the Lin equations for energy and helicity spectra, which read
∂E(k)
∂ t
= Te(k)−2νk2E(k)+Φe(k) , (51)
∂H(k)
∂ t
= Th(k)−2νk2H(k)+Φh(k) , (52)
where Φe(k) and Φh(k) are linked to the external forcing and vanish in the unforced range k> kF = 2.5.
The non-linear transfers Te(k) and Th(k) represent the ratio of net energy and helicity transfered to scale
k through non-linear interactions among modes. For an energy- or helicity-conserving discretization,
the sum of Te(k) or Th(k) over all scales vanishes, while a non conservative discretization leads to a net
global transfer. Under the assumption of statistically stationary flow, and restricting the balance to the
unforced scales, Eqs. (51)-(52) reduce to
Te(k) = 2νk2E(k) , (53)
Th(k) = 2νk2H(k) , (54)
that is, energy and helicity transfers are balanced by viscous dissipation.
Three simulations are performed in order to study the behaviour of the rotational and the skew-
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Table 4. Parameters of helical turbulence simulations. KEe and KEh are the energy and helicity contents of the Euler system. εe and εh are the
energy and helicity average dissipation rates.
Algorithms e/KEe h/K
E
h ∑Te(k)/εe ∑Th(k)/εh
Deal. 2.16 1.82 -0.012 -0.021
Rot. 2.22 1.95 -0.015 -0.0032
Skew. 2.19 1.86 -0.005 -0.13
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Figure 4. Energy and helicity spectra in helical turbulence for the de-aliased spectrally resolved formulation (red), the rotational formulation
(black) and the skew-symmetric formulation (blue).
symmetric forms: a reference simulation, spectrally resolved and fully de-aliased (2/3 rule) with a 1923
resolution (that is, 1283 effective resolution); a second-order 1283 simulation employing the rotational
form; and a second-order 1283 simulation employing the skew-symmetric form. Table 4 reports some
relevant parameters of these three runs.
Spectra and statistical quantities are obtained by time-averaging over 310 turnover times after the
statistically stationary state has been reached. The large-scale resolution is L/(2pi) = 0.11 (L is the
integral scale and 2pi is the periodic domain size), while the small scale resolution is kmaxη = 1.12 (η
is the Kolmogorov scale and kmax = 64 is the maximum resolved wavenumber). The Reynolds number
is Re = L
√
2/3e/ν = 173.
The energy and helicity spectra are plotted in Fig. 4. The energy spectra of both the rotational and
skew-symmetric algorithms almost superpose with the reference solution spectrum. Only at the smallest
resolved scales, in the dissipative range, the discretization error in the rotational simulation causes an
energy pile-up, in accordance with previous observations [43]. On the other hand, the departure of the
skew-symmetric algorithm from the exact energy spectrum is significantly smaller, and of the same
order as the slight pile-up of the reference solution. The small departure from the exact solution in
terms of energy is confirmed by the values of the global contents of energy reported in Table 4, the
relative error for the rotational form being twice the one yielded by the skew-symmetric.
As for the helicity spectra in Fig. 4, the differences among the three simulations are larger. Sur-
prisingly, the rotational form seems to yield a larger departure from the exact helicity spectrum with
respect to the skew-symmetric form, despite its helicity-preserving property. In particular, for the skew-
symmetric form the helicity spectrum is negligibly larger than the reference one at low wavenumbers,
while being significantly lower at smaller scales. On the other hand, for the rotational form, helicity
is clearly too large over almost all the resolved range, becoming lower than the reference values only
at the smallest resolved scales, due to the slight helicity pile-up in the de-aliased spectrally resolved
simulation. These observations are confirmed by the global helicity contents reported in Table 4.
At this point, it is worth to investigate why the discretization error in the (helicity-conserving) al-
gorithm based on the rotational form affects the helicity spectrum more than for the skew-symmetric
case, which does not conserve helicity. In this regard, it is worth to preliminarily remind that although
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Figure 5. Energy and helicity transfer spectra in helical turbulence for the de-aliased spectrally resolved formulation (red), the rotational
formulation (black) and the skew-symmetric formulation (blue).
energy- and helicity-preserving methods satisfy the global balance equations to machine precision, the
discretization error still affects the velocity unknowns, and thus might alter both the scale-by-scale non-
linear transfer as well as the viscous dissipation rate. In light of these clarifications, it appears from
Fig. 4 that, while discrete energy conservation leads to accurate energy spectra, the helicity-preserving
property is not sufficient to reproduce the correct helicty spectrum. Therefore, we proceeded to carry
out a scale-dependent conservation analysis to further characterize the effect of discretization errors on
helicity.
We thus compute the energy and helicity non-linear transfers Te(k) and Th(k). Table 4 reports the
sums of the transfers over scales 0 ≤ k ≤ kmax. For the energy and helicity transfers in the spectrally
resolved dealiased algorithm and rotational algorithms, these sums are slightly negative, due to the fact
that wavevectors outside the kmax-radius sphere have not been included. As expected, the sum of the
helicity transfers in the skew-symmetric simulation is significantly different than zero, and in particular
it is negative, meaning that helicity is being numerically dissipated. The nonlinear transfers Te(k) and
Th(k) are plotted in Fig. 5. For clarity, only the positive values in the unforced range are shown. As
expected, for the energy transfers the error is low, the rotational form showing larger values at the
largest scales (close to the forcing scale) as well as at the dissipative scales. Importantly, the skew-
symmetric helicity transfer almost superposes with the reference one at larger scales, while it becomes
significantly lower than the reference computation at smaller scales. The rotational simulation shows
helicity transfer values larger than the exact spectrum over almost all the resolved range, and only at the
dissipative scales does Th(k) become smaller than in the de-aliased spectrally truncated case.
As a result, while for the skew-symmetric form the discretization error affects mainly the small
scales (causing a numerical helicity dissipation) and leaves the helicity budget basically unaltered at
large scales, for the rotational form the nonlinear transfer Th(k) results to be significantly distorted by
the discretization error, leading to an increased helicity cascade, although its integral over all scales
vanishes. These observations explain the good behaviour of the skew-symmetric algorithm and the poor
behaviour of the rotational algorithm in reproducing the exact helicity spectrum.
5. Conclusions
The Navier-Stokes equations possess two inviscid quadratic invariants: the mean kinetic energy 〈 #»u ·
#»u 〉/2 and the mean helicity 〈 #»u · #»ω〉. While the former is intimately related to the conservative structure
of the Euler equations, the latter comes instead from the degeneracies of the Euler operator and, like
energy, plays a fundamental role in turbulent flows.
Upon discretization, the invariant character of the aforementioned quantities is generally lost due
to numerical errors, and particularly due to the lack of the product rule on a discrete level and the
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contamination of truncation and aliasing errors. Numerical methods capable of preserving energy and
helicity might be highly desirable for reliable computer simulations of turbulent flows, although the
impact and interference of numerical errors have also to be taken into consideration.
We have characterized the helicity conservation properties of commonly used discretization algo-
rithms for the Navier-Stokes equations, with particular reference to the formulation employed to express
the convective term. It is found that, for a colocated layout, spatial conservation of helicity (or, in the
viscous case, stric enforcement of the discrete helicity balance) is possible through the use of the ro-
tational form. On the other hand, the energy-preserving and widely used skew-symmetric form fails to
preserve helicity. As far as the time integration is concerned, implicit symplectic methods are required to
satisfy conservation of both quadratic invariants to machine accuracy, while explicit pseudo-symplectic
schemes can ensure higher-order conservation.
Numerical simulations have been carried out in both inviscid and viscous cases. The inviscid cases
have fully confirmed the theoretical results and demonstrated that the skew-symmetric form dissipates
the initial helicity content in few characteristic times. On the other hand, the rotational form was able
to conserve both energy and helicity, although its behaviour was found to be strongly dependent on the
spatial accuracy of the schemes (i.e., the truncation error). When used in conjunction with a second-
order method, the rotational form displayed a significant error with respect to the exact energy and
helicity spectra predicted by Kraichnan at absolute equilibrium. The inviscid results have also shown
that the popular staggered Harlow-Welch scheme does not preserve helicity, although the definition of
this quantity is somewhat ambiguous on a staggered grid. As an additional result, it was found that
explicit Runge-Kutta schemes, which are typically dissipative for energy, can instead be productive for
helicity.
In the viscous case, we performed finite-difference forced simulations of helical turbulence at mod-
erate Reynolds number. The simulations have highlighted that, despite the global conservation prop-
erties of the rotational form, the results obtained with the skew-symmetric form are overall in better
agreement with the reference dealiased spectral simulation. The explanation for this counter-intuitive
behaviour was obtained by performing a scale-by-scale analysis of the nonlinear energy and helicity
transfers. It was found that the helicity-conservation error of the skew-symmetric form is primarily bi-
ased towards the smaller scales. In particular, a depletion of the helicity transfer is observed, which
causes a helicity dissipation affecting only the small-scale part of the helicity spectrum. On the other
hand, the nonlinear transfer produced by the rotational form was found to be significantly distorted,
leading to helicity spectra in significant disagreement with the reference solution.
References
[1] Andre´, J., Lesieur, M.: Influence of helicity on the evolution of isotropic turbulence at high
reynolds number. Journal of Fluid Mechanics 81(1), 187–207 (1977)
[2] Arnold, V.I.: Hamiltonian nature of the euler equations in the dynamics of a rigid body and of an
ideal fluid. In: Vladimir I. Arnold-Collected Works, pp. 175–178. Springer (1969)
[3] Biferale, L., Musacchio, S., Toschi, F.: Split energy–helicity cascades in three-dimensional homo-
geneous and isotropic turbulence. Journal of Fluid Mechanics 730, 309–327 (2013)
[4] Blaisdell, G.A., Spyropoulos, E.T., Qin, J.H.: The effect of the formulation of nonlinear terms on
aliasing errors in spectral methods. Applied Numerical Mathematics 21(3), 207 – 219 (1996)
[5] Butcher, J.C.: Numerical Methods for Ordinary Differential Equations. Wiley (2004)
[6] Capuano, F., Coppola, G., Balarac, G., de Luca, L.: Energy preserving turbulent simulations at a
reduced computational cost. J. Comput. Phys. 298, 480–494 (2015)
[7] Capuano, F., Coppola, G., Chiatto, M., de Luca, L.: Approximate projection method for the in-
compressible navier–stokes equations. AIAA Journal (2016)
[8] Capuano, F., Coppola, G., Ra´ndez, L., de Luca, L.: Explicit runge–kutta schemes for incompress-
ible flow with improved energy-conservation properties. Journal of Computational Physics 328,
86–94 (2017)
[9] Chen, Q., Chen, S., Eyink, G.L.: The joint cascade of energy and helicity in three-dimensional
turbulence. Physics of Fluids 15(2), 361–374 (2003)
16
[10] Childress, S., Gilbert, A.D.: Stretch, twist, fold: the fast dynamo, vol. 37. Springer Science &
Business Media (2008)
[11] Coppola, G., Capuano, F., de Luca, L.: Energy-preserving discretizations of the Navier-Stokes
equations. Classical and modern approaches. In: Proceedings of the XXIII Conference of the
Italian Association of Theoretical and Applied Mechanics, vol. 5, pp. 2257–2269 (2017)
[12] Hairer, E., Lubich, C., Wanner, G.: Geometric Numerical Integration. Springer (2006)
[13] Ham, F., Lien, F., Strong, A.: A fully conservative second-order finite difference scheme for incom-
pressible flow on nonuniform grids. Journal of Computational Physics 177(1), 117–133 (2002)
[14] Harlow, F., Welch, J.: Numerical calculation of time-dependent viscous incompressible flow of
fluid with free surface. Phys. Fluids 8, 2182–2189 (1965)
[15] Holm, D.D.: Geometric mechanics: Part I: Dynamics and symmetry. World Scientific Publishing
Company (2011)
[16] Horiuti, K.: Comparison of conservative and rotational forms in large eddy simulation of turbulent
channel flow. J. Comput. Phys 71, 343–370 (1987)
[17] Kerr, R.M.: Higher-order derivative correlations and the alignment of small-scale structures in
isotropic numerical turbulence. Journal of Fluid Mechanics 153, 3158 (1985).
[18] Kessar, M., Plunian, F., Stepanov, R., Balarac, G.: Non-kolmogorov cascade of helicity-driven
turbulence. Physical Review E 92(3), 031,004 (2015)
[19] Kraichnan, R.H.: Helical turbulence and absolute equilibrium. Journal of Fluid Mechanics 59(4),
745–752 (1973)
[20] Kraichnan, R.H., Panda, R.: Depression of nonlinearity in decaying isotropic turbulence. The
Physics of fluids 31(9), 2395–2397 (1988)
[21] Kravhcenko, A.G., Moin, P.: On the effect of numerical errors in large eddy simulations of turbu-
lent flows. J. Comput. Phys. 131, 310–322 (1997)
[22] Krstulovic, G., Mininni, P., Brachet, M., Pouquet, A.: Cascades, thermalization, and eddy viscosity
in helical galerkin truncated euler flows. Physical Review E 79(5), 056,304 (2009)
[23] Lautenschlager, M., Eppel, D., Thacker, W.: Subgrid parametrization in helical flows. Beitr. Phys.
Atmos 61, 87–97 (1988)
[24] Liu, J.G., Wang, W.C.: Energy and helicity preserving schemes for hydro-and magnetohydro-
dynamics flows with symmetry. Journal of Computational Physics 200(1), 8–33 (2004)
[25] Moffatt, H., Tsinober, A.: Helicity in laminar and turbulent flow. Annual review of fluid mechanics
24(1), 281–312 (1992)
[26] Morbiducci, U., Ponzini, R., Grigioni, M., Redaelli, A.: Helical flow as fluid dynamic signature
for atherogenesis risk in aortocoronary bypass. a numeric study. Journal of biomechanics 40(3),
519–534 (2007)
[27] Moreau, J.J.: Constantes dun ilot tourbillonnaire en fluide parfait barotrope. Comptes Rendus
hebdomadaires des seances de l academie des sciences 252(19), 2810 (1961)
[28] Morinishi, Y., Lund, T.S., Vasilyev, O.V., Moin, P.: Fully conservative higher order finite difference
schemes for incompressible flows. J. Comput. Phys. 143, 90–124 (1998)
[29] Olver, P.J.: On the hamiltonian structure of evolution equations. In: Mathematical Proceedings of
the Cambridge Philosophical Society, vol. 88, pp. 71–88. Cambridge University Press (1980)
[30] Olver, P.J.: A nonlinear hamiltonian structure for the euler equations. Journal of Mathematical
Analysis and Applications 89(1), 233–250 (1982)
[31] Patankar, S.: Numerical heat transfer and fluid flow. CRC press (1980)
[32] Rebholz, L.G.: An energy-and helicity-conserving finite element scheme for the navier–stokes
equations. SIAM Journal on Numerical Analysis 45(4), 1622–1638 (2007)
[33] Rhie, C., Chow, W.L.: Numerical study of the turbulent flow past an airfoil with trailing edge
separation. AIAA journal 21(11), 1525–1532 (1983)
[34] Rosenbaum, J.: Conservation properties of numerical integration methods for systems of ordinary
differential equations. J. Comput. Phys. 20, 259–267 (1976)
[35] Sanderse, B.: Energy–conserving Runge-Kutta methods for the incompressible Navier-Stokes
equations. J. Comput. Phys. 233, 100–131 (2013)
[36] Sanderse, B., Koren, B.: Accuracy analysis of explicit Runge-Kutta methods applied to the incom-
pressible Navier-Stokes equations. J. Comput. Phys. 231, 3041–3063 (2012)
17
[37] Sanz-Serna, J.M.: Runge-Kutta schemes for Hamiltonian systems. BIT 28, 877–883 (1988)
[38] Shashank, Larsson, J., Iaccarino, G.: A co-located incompressible navier–stokes solver with exact
mass, momentum and kinetic energy conservation in the inviscid limit. Journal of Computational
Physics 229(12), 4425–4430 (2010)
[39] Teitelbaum, T., Mininni, P.D.: Effect of helicity and rotation on the free decay of turbulent flows.
Physical review letters 103(1), 014,501 (2009)
[40] Trias, F.X., Lehmkuhl, O., Oliva, A., Pe´rez-Segarra, C., Verstappen, R.: Symmetry-preserving dis-
cretization of navier–stokes equations on collocated unstructured grids. Journal of Computational
Physics 258, 246–267 (2014)
[41] Vallefuoco, D., Naso, A., Godeferd, F.: Small-scale anisotropy induced by spectral forcing and by
rotation in non-helical and helical turbulence. Journal of Turbulence (2017).
[42] Verstappen, R.W.C.P., Veldman, A.E.P.: Symmetry–preserving discretization of turbulent flow. J.
Comput. Phys. 187, 343–368 (2003)
[43] Zang, T.A.: On the rotation and skew-symmetric forms for incompressible flow simulations. Appl.
Numer. Math. 7, 27–40 (1991)
18
