Decision making by considering multiple information sources could provide interesting results. For that reason, fusion formalisms were a major concern in the belief function community. In this context, the Belief function theory allows information fusion thanks to its combinations tools that it integrates. Nevertheless, belief function theory highlights a limit in the merging of contradictory (conflictual) sources. Many authors tackled this problem offering contributions in this field. Unfortunately, no proposed operator has distinguished by its adequacy regardless the type of handled sources. In this paper, we demonstrate the limits of some referenced works and we diagnostic the issues origin. We propose a conflict management approach based on an extra-information that guides the treatment. We also integrate a generic associative base borrowed from the data mining domain in order to apply the adequate conflict management.
Introduction
The belief function theory provide an adequate formalism for uncertainty modeling.
1,2 Worth of interest, the belief theory also provides source fusion support helping to extract pertinent decision from multiple sources. Generally, when sources disagree, the source fusion leads to a mass accorded to the emptyset class denoted conflict. It also represents the contradiction and conflict rate between fused sources. Thus, the conflict management has remained a compelling challenge whenever the belief function formalism was of use. 3 The conflict management has been widely addressed in the literature since the introduction of Dempster's combination rule. 1 Many works have tackled this conflict management issue proposing different types of solutions in which we can differentiate two main family approaches: (i) Conflict management approaches based on discounting the unreliable sources; [4] [5] [6] [7] (ii) Redistribution of the conflict after source's combination.
3,8
Discounting approaches manage the conflict by reducing the impact of a contradictory source in aggregation stage following its reliability. Even so, discounting does not eliminate contradiction which results in some mass accorded to the emptyset. Moreover, estimating source's reliability remains a difficult task.
In addition, several works on conflict redistribution families were introduced based on different heuristics. [9] [10] [11] [12] Despite their interesting conflict management results, none of the cited work stand out for its adequacy regardless the treated problem.
In this work, we aim to introduce a new conflict management called Associative Conflict Management (ACM) approach which is able to correctly handle the registered conflict by "smartly" redistributing it. In fact, several conflict management propositions were introduced. However, no approach outstanded the other ones by its versatility and adequacy independently of the addressed problem. The proposed ACM approach relies on using extra-information that would be of help for conflict management. Those information will be exploited with a data mining algorithm in order to extract only one pertinent assertion. The redistribution guided by association rules will ensure an adequate conflict management.
The paper is organized as follows. Section 2 describes the mathematical background of belief function theory for information fusion. It defines various ways to combine opinions and drawbacks of these combinations. We present the pioneering works in conflict management field and their limits are highlighted. Section 3 briefly recalls the association rule extraction fundamentals and main data mining concepts. We present the generic basis and their contribution within associative classification domain. The Associative Conflict Management (ACM) approach is thoroughly described in Sec. 4 . We highlight the benefit of association rules introduction for conflict management through an illustrative example. Section 5 reports the encouraging results of the experimental validation of associative conflict management approach by confronting it to the classical approaches of the literature. In Sec. 6, we conclude and we sketch issues of future work.
Belief Function Theory
The belief function theory was initiated by the work of Dempster 1 on the upper and lower Probabilities. The development of the theory formalism is owed to Shafer.
In 1976, Shafer has shown the benefits of the belief function theory to model uncertain knowledge. In addition, it allows knowledge combination obtained through various sources and offers more flexibility than do the probabilistic framework. In the remainder, we build our contribution following the Transferable Belief Model (TBM), that was introduced by Smets. 13 The TBM model is an interpretation of Dempster-Shafer model, that aims at representing quantified beliefs based on two levels: (i) a credal level where beliefs are entertained and quantified by belief functions; (ii) a pignistic level where beliefs can be used to make decisions and are quantified by probability functions. We present in the following, the main concepts of this theory. For further details, the interested reader is invited to refer to the work of Shafer 2 or Smets. 
Belief function theory background
In the following, we start by recalling the belief function theory basics.
Frame of discernment
Let us consider Θ the set of all N possible exhaustive and exclusive answers for a question. Θ is called the frame of discernment and is denoted as follows:
From the frame of discernment Θ, a super set can be deduced containing all the 2 N subsets A of Θ:
This set constitutes a reference to assess the veracity of any proposal.
Basic belief assignment (BBA)
The Basic Belief Assignment (BBA) or the basic belief function m is a function defined on each subspace of the set of disjunctions of 2 Θ and taking values in [0, 1].
It does not only represent all the confidence accorded to each possible response for the treated question but also the ignorance and the lack of certitude. It is represented as follows:
such that:
Each hypothesis A having a belief value greater than 0 is called a focal element. m(∅) is called the conflictual mass. A BBA is called normal whenever the emptyset is not a focal element and this corresponds to a closed world assumption, 15 otherwise it is said subnormal and corresponds to an open world assumption.
Decision: Pignistic probability
Decision functions allow the determination of the most suitable hypothesis from a BBA for the treated problem. In the TBM model, the pignistic level (i.e., decision level) allows decision making from usual probabilities. The pignistic probability, 16 denoted BetP , was proposed by Smets 16 within its TBM model. Not only it does make probability transformation but it also takes into consideration the composite nature of focal elements. Formally, BetP is defined as follows:
Belief function theory combination operators and conflict management
In the following, we survey several combination operators allowing source's fusion and different approaches for conflict management.
Conjunctive sum
The belief function theory combines and merges several information modelized as BBA. Several operators were defined such as the conjunctive rule. This combination operator assigns the mass to propositions initially confirmed by the majority of sources. For two sources S 1 and S 2 having respectively m 1 and m 2 as BBAs, the conjunctive sum m ∩ takes the following form:
For an event A, m ∩ can be written as follows:
where m(∅) > 0 corresponds to an open world assumption. 
Orthogonal sum
The orthogonal sum proposed by Dempster 1 integrates a conflict management approach that redistributes the generated conflictual mass. It is the normalized form of the conjunctive sum rule and is defined as follows:
For two sources S 1 and S 2 , the aggregation of evidence can be written as follows: where K is defined as: 
The third family gathers all combination operators having tried to redistribute the conflict. Several works are worth of cite, such as the Yager's rule 9 which redirects the entire registered conflict to the ignorance set. On the other hand, we can enumerate Dubois and Prade's DP2 11 operator that can be written as follows:
Florea et al. proposed the Robust Combination Rule 19 (RCR) that gathered in the same formula the conjunctive and the disjunctive sum, in order to profit from their respective contributions, i.e.,
where α and β are functions of the conflict K = m ∩ (∅). The degree of the conflict after fusion depends on many factors such that contradiction and ambiguity.
6 Also, the conflict appears as an alarm indicating the contradiction between sources 13 but nevertheless the decision becomes difficult. Indeed, in case of a high contradiction problem, making decision can be carried out only by introducing an extra-information. This extra-information could be applied in three different strategies:
• Discounting approach: the extra-information is used for estimating the reliability of the considered sources. Indeed, unreliable source are not fully taken into consideration during the combination stage.
21
• Fusion approach: this information is considered as information source and is modeled within a belief function. All gathered sources are then combined.
22
• Conflict redistribution approach: the extra-information is used to redistributes the resulting conflict to the most credible hypothesis.
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Example 1. Let us consider the problem of high-resolution classification. The image represents a forest constituted of tree crowns (see Fig. 1 ). We aim to distinguish each tree crown class from a set of four potential tree types. Let us consider Θ the frame of discernment constituted by four classes {Zen Oak , Cork Oak, Arboretum, Coniferous tree}. The nature of the studied image has led us to consider ten different sources. Those sources can be assembled into three different groups as follows:
• Spectral information: studies the tree crown relatively to the source level of grey mean. Those three groups constitute the information sources and are used in our fusion problem. In addition to those three groups, we consider another valuable but different piece of information that is:
• Spatial information: it studies the spatial disposition of the trees. The texture of the entire region is analyzed by its features.
The last information has no relation with the three others and can not be fused with them directly. In addition, it contains no further indication about the three other source's reliability. However, this information remains important and might be in help in the classification problem. Indeed, the spatial information could help out in the decision stage after fusing the three tree crown sources by redistributing the resulting conflict to the most pertinent hypothesis. In the context of conflict redistribution, the generic framework allows this kind of conflict redistribution and is presented in the following.
Conflict management: Generic framework
Several works tackled grouping conflict operator in order to profit from their complementary contributions. 10, 19, 23 From those operators, we distinguish the Generic framework, which generalizes the conflict redistribution and unifies several redistribution rules.
Introduced by Lefevre et al., 10 the generic framework aims at distributing the conflictual mass m ∩ (∅) on a set of propositions P according to a weighting factor
The final mass after fusion (combination), for a proposition A, is the sum of both masses, i.e.,
m c is part of the conflicting mass and can be written as follows:
To resolve the problem sketched in Example 1, we propose a method for redistributing the conflict to improve the belief of the most pertinent hypothesis according to this extra-information. This operation is achievable using the generic framework which is the largest representation for any conflict management approach. In fact, it does not only provide the largest framework for conflict management but also the possibility to customize the empty set mass redistribution using the weighting factors. This characteristic makes the generic framework flexible and suited in case of existence of an additional information.
The proposed contribution relies on an additional piece of information that would help to decide where to redistribute the conflict. This information represented in a training base should be exploited in an efficient methodology to operate conflict redistribution. Since, in the literature, many methods exist allowing pertinent information's extraction from a base, we decided to use the most efficient tool performing this task. In this context, we studied data mining algorithms and associative classification which offers one of the best classification rate and measure membership. 24 To introduce our approach, we present, in Sec. 3, data mining and associative classification principles.
Data Mining and Associative Classification
In this section, we present the main concepts and theoretical basis within associative classification field which is based on data mining concepts. Table 1 represents a sample of an extraction context, that sketches the type of seen crowns in a region. T i is a transaction representing a forest region (i.e., O = {T i |i ∈ {1, . . . , 9}}). The Attribute1 and Attribute2 are the features (i.e., texture characteristics) of a region T i . Those attributes contain and indicate the existence of the set of possible items I = {P 1, P 2, P 3, P 4, P 5}. 
Mathematical background

Definition 1. An extraction context is a triplet D = (O, I, R) that represents a finite set of objects (generally called transactions) O and items I related with a binary relation (i.e., R ⊆ O × I). Each couple (o, i) ∈ R expresses that the object o ∈ O contains the item i ∈ I.
Definition 2. The support of an item I ∈ I (respectively itemset which denotes the set of several items), denoted Support(I), is defined as the proportion of transactions in the data set which contain the itemset:
I is called a frequent itemset if its support value is greater than or equal to a threshold minsup originally fixed by the user. • Association rule's support: it corresponds to the number of transactions o ∈ O having simultaneously the premise and conclusion parts (i.e. Support(X ∪ Y )) and is denoted Support(R).
• Association rules's confidence: it expresses the conditional probability that a transaction contains Y knowing that it already contains X i.e. Confidence(R :
. R is an association rule of confidence if its calculated confidence is greater than or equal to a threshold minconf originally set by the user. 
Example 3. Let us consider again the extraction context given in Table 1 . For minsup = 0.22, P 4 is a frequent closed item since ω(P 4) = P 4 and Support(P 4) = 0.22 ≥ minsup. P 1 and Zen Oak are the minimal generators for the frequent closed itemset {P 1, Zen Oak }.
The main drawback with classical association rule extraction algorithms stand in their generation of an overwhelming number of rules. 28 In order to palliate this drawback, we focus our interest on the Informative Generic Base (IGB) that overcomes this fact by retaining only pertinent and generic association rules. In the following, we present the concept of generic base and GARC classifier that is build on it.
Informative Generic Base (IGB)
Let us consider IFF the set of frequent closed itemsets and G c the set of minimal generators of all closed frequent itemsets of IFF , the IGB 29 base is defined as follows:
The aforementioned set IGB designates the set of all association rules R constructed from closed frequent itemsets I, I 1 ∈ IF F . The premise of the rule is constituted by g s ⊂ I that is a minimal generator of I 1 . Doing so, IGB only retains association rules of confidence with minimal premise (i.e., rules with a larger premise are automatically dropped). Rules with empty set conclusion are also dropped. On the other hand, IGB retains the rules that maximize the conclusion part. An axiomatic system was proposed 29 in order to extract the set of all valid association rules from an extraction context D. This system fulfills two main conditions: Informativity and Derivability.
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Example 4. For minconf = 0.5, Table 2 sketches the IGB base extracted from the extraction context given by Table 1 . In Table 2 , we note the cohabitation of two types of rules: factual and implicative generic association rules. 29 Indeed, a factual generic association rule, fulfilling the premise part emptiness, allows one to highlight item correlations without any condition. However, for an implicative generic association rule, where the premise part is not empty, item correlations are conditioned by the existence of those of the premise items.
Associative classification generic rules
Several associative classification approaches were proposed. 30, 31 GARC is an associative classifier, initially proposed by Bouzouita et al. , that extracts the generic classification rules directly from a generic base of association rules. 24 This characteristic allows to avoid the generation of a large number of associative classification rules (main drawback of other approaches). GARC filtrates generic rules to retain only whose conclusion's part includes a class label. Thanks to the IGB base, the classification rules extracted by GARC impose less constraints which is owed to the fact the premise part is as small as possible.
Example 5. Table 3 sketches the classification rules extracted from the IGB base given in Table 2 . Table 3 . The Classification rules extracted from IGB base.
Association rule Confidence
P 1 → Zen Oak 1 {P 1, P 2} → Zen Oak 1 P 3 → Cork Oak 1 {P 3, P 2} → Cork Oak 1
Associative Conflict Management Approach: ACM
In the following, we introduce the Associative Conflict Management (ACM) approach allowing a smart conflict redistribution. The proposed ACM approach relies on the generic base (defined above) for subnormal BBAs treatment.
Approach presentation
The basic idea of our conflict management approach is based on allowing an automatic and adequate conflict redistribution. We constructed our contribution using the generic framework (c.f. Subsec. 2.2.4), which formalizes any redistributing conflict management approach proposed in the literature. Finding the correct weighting factors for any BBA will ensure a better redistribution. In this respect, their determination are provided using the classification association rules. The first part of our approach consists in finding the Generic association rules. As depicted in Fig. 2 , from a training base, we construct our extraction context. The application of GARC algorithm provides a set of classification rules fitted with a confidence measure. Every association rule constitutes a valuable piece of information in defining the amount of conflict that should be assigned to a specific class. The main steps of our approach is that the confidence of an association rule is the extra-information that would be of help for defining rates of conflict distribution. Indeed, each rule indicates the pertinence of redistributing conflict to a class (constituting the rule conclusion) according to the studied context (defined by the rule's premise). For that reason, in Fig. 2 , ACM takes as inputs a subnormal BBA resulting from source's fusion, the set of classification rules and features relative to the studied scene. Those features are used to select the rule to use for conflict redistribution on the subnormal BBA. In order to avoid a high number of association rules given by the common rule extraction algorithms, we opted to work with a generic base. The generic base's contribution is undeniable, since the latter proposes only pertinent and a restrained number of association rules.
Associative weighting factors
In the following, we present our method to determine the weighting factor of the generic framework. Definition 6. Let us consider a subnormal belief function m evolving in the frame of discernment Θ and an extraction context D. Additionally, we consider P context , the extra-information regarding the same treated scene needed for conflict management. P context can be considered as a fixed size itemset such that ∀i, i ⊆ P context , i ⊆ I. Thanks to P context , which represents the context measure for a source m, we can manage the conflict as follows:
We can remark from the previous formula that the redistribution will involve only two focal elements. The first class is the one which exists in the conclusion part of a valid association rule maximizing the premise constraint. The confidence of this rule corresponds then to the weighting factor of the conclusion class. If the found rule is not exact (Confidence < 1), then the rest of conflict will be assigned to ignorance class Θ. In the case where no matching rule is found, all conflict will be redistributed to the ignorance Θ. Thus, the ACM is assimilated to Yager's rule.
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We can clearly see from the following formula that the unicity constraint is fulfilled:
The generic framework can be written as follows: (17) where P defines the set containing the class of the found association rule (i.e.
Cl(R)).
Example 6. In this example, we study again the effect of our approach on the tree crown classification example (see Example 1). To treat the registered conflict with our ACM approach, we are equipped with an extraction context D containing some tree crown spatial information records (Table 1) In the training base, we have the P 1 and P 2 features (i.e., P context = {P 1, P 2}). From the generated rules, we notice the following one R1 : P 1 → Zen Oak which is more generic than the rule R2 : {P 1, P 2} → Zen Oak and shares the same confidence value 100%. The latter means in terms of weighting factors:
Considering this constraint, the BBA m becomes after the ACM treatment: 
Experiments and Results
In order to validate the proposed approach, we conducted experiments on highresolution remote sensing image, putting the focus on the problem of tree crown classification.
Distance estimation model classifier
In order to profit from the large amount of data constituting our learning base, we opted for the Zouhal et al. 32 
A learning algorithm was proposed by Zouhal et al. 32 for computing the parameters γ s j in the Eq. (19) by optimizing an error criterion. Dempster's combination is used to combine those k belief functions. m j is the resulting belief function and it is equal to:
Thanks to its two hypothesis constructed BBA (see Eq. (18)), this model avoids combinatorial explosion resulting from several fusion processes. A unique belief function m is obtained by the application of the same fusion principle on those resulting J BBAs:
with J standing for number of sources. 
ACM classifier for tree crowns classification
In the following, we introduce the ACM classifier for tree crown identification. We integrated the Associative Conflict Management in the distance estimation model initially presented in Sec. 5.1. We highlight, in the following, the adaptation of the distance model in a tree crown classification context. Let us consider Θ the frame of discernment constituted by four classes {Zen Oak , Cork Oak, Arboretum, Coniferous tree}. As it is already mentioned in Example 1, four different information sources are distinguished. The Spectral, Texture and the Structural sources are used in the source fusing problem while the Spatial one is for the conflict redistribution.
For each one of the three information fusing source, we apply a KNN belief function estimation (Eq. (18)). Each feature, gives four BBAs (k = 4) which are combined via the Dempster's combination rule (Eq. (20)). The result is a single BBA expressing the crown membership from the point of view of the considered source. The gathered ten source's BBA are also combined through (Eq. (21)) to get the final tree crown's BBA. In the sequel, the described Distance Model Classifier is denoted DMC. Interested reader may refer to 34 for further details.
To achieve the ACM treatment, we replaced the orthogonal sum in Eq. (21) by the conjunctive one (Eq. (5)). The modification aims to expose the conflict existing between combined sources and prepare it for an ACM treatment. The higher the conflict value is, the more effective ACM becomes. Table 4 shows the registered conflict after a conjunctive combination. Indeed, 74% of considered trees present a conflict higher than 0.4, which means potentially class changeable with an adequate conflict manager. In our work, to handle the conflict, an extra-information is required. Unlike during the modelization stage where information were collected from tree crowns, the extra-information base is constructed from image regional analysis. Since, each tree specie obeys to a natural organization presence, studying those areas can be considered as a valuable information for decision making. For that reason, texture information are collected from the image for each one of the four considered classes. As we can notice, this kind of information has no indication about reliability neither can be fused with other sources. For those reasons, the use of ACM is appropriate. To realize this task, GARC is applied on the collected information in order to extract generic rules necessary for conflictual BBA treatment. 
Generic base and associative classifier contribution
In the following, we present experimentally an assessment of the generic base contribution. In order to evaluate the contribution of the IGB base in associative classification, we are interested in comparing its performance to associative classifier CBA. 31 CBA is a classifier which filtrates association rules resulting from the Apriori algorithm. In fact, Apriori is a two steps algorithm that generates all frequent itemset satisfying the minimum support constraint. From extracted frequent itemsets, Apriori generates all possible association rules. Interested reader is invited to refer to Agrawal's work. 28 To demonstrate the contribution of the generic base, CBA and GARC were compared in Fig. 3 in terms of the generated rule's number.
The tests were conducted on a base of 564 instances. Each instance is extracted from the image and represents a regional textural information.
The IGB provides not only a fewer number of association rules (see Fig. 3 ), but also retains association rules of high quality. Comparatively to CBA, the IGB generic base has dropped redundant rule. Indeed several rules can be dropped for only one having a shorter premise and more genericity.
The GARC classifier also points out competitive result comparatively to other known works. Experiments were conducted on benchmarks proving the efficiency of GARC. 24 In fact, it provides a better results than other classification approaches such that decision tree. In our case, GARC not only provides a good performance rate but also class membership value to each classified instance. This value expressed by the confidence rate is an additional information that cannot be neglected.
Classification and conflict management contribution
The ACM addition in conflict management is proven by comparing the proposed approach vs. the well known approaches of the literature. The proposed ACM approach was tested on conflictual BBA resulting from distance modeling. Those BBA represent 399 tree crowns. The results were compared to a Distance Model Classifier (DMC) based on the distance belief estimation model and Dempster's combination (see Subsec. 5.1). We also compared the ACM method to a Distance Model Classifier that integrates the extra-information in the combination (DMCE in the Table 5 ). A BBA can be modeled by the distance classifier (see Subsec. 5.1). However, in this case, instead of using a training base, we represented classes by prototypes. 33 Since the spatial information represents features of a forest area, its frame of discernment is different from the tree crown's information sources. The frame of discernment for this information, noted Θ r , is defined by Θ r = {Zen Oak r , Cork Oak r , Arboretum r , Coniferous tree r }. Since a forest area contains several trees, a vacuous extension can be conducted on each constructed BBA in order to unify frames of discernment. This vacuous extension of a BBA m from a frame of discernment Θ r to Θ can be written as follows:
where ρ is the transforming of Θ r to Θ and defined by:
Now, the BBAs are defined on the same frame of discernment and they can be combined. This operation (vacuous extension) can not work if the studied area contains heterogeneous types of trees. As shown in Table 5 , the ACM approach presents better results than those provided by the DMC approach. Thanks to its contextual conflict management, ACM has considerably improved classification for all considered classes. The improvement shows the importance of using the spatial information within the classification process. We also had improved the result comparatively to DMCE approach which shows the benefit of using the extra-information as we did. Since we have no indication about the spatial information reliability, it is fused with the other sources with same weight. For this reason, comparatively to DMC, DMCE improvement is small. Figure 4 illustrates an area that contains only Zen tree species classified with a DMC approach. In this image, the Zen Oak, Cork Oak, Arboretum and Coniferous tree are respectively colored in green, red, blue and yellow. Comparatively to Fig. 5 , that was classified with an ACM approach, we remark that we improved the classification where several Cork Oak and Arboretum trees has changed to Zen Oak as it is actually the case. The experiments were also conducted on typical Coniferous and Cork Oak area (see Figs. 6, 7, 8 and 9) where good classification has significantly improved using ACM methods. Indeed, the use of generic rules has improved results by modifying BBA with a suited conflict management. Even, if a BBA identifies a wrong class after source fusion, the association rule can change that by redirecting conflict to the adequate class leading to classification improvement. 
Conclusion
In this paper, we introduced a new method for conflict management based on conflict redistribution. We have shown that for some fusion cases, a typical conflict management is not adequate and an extra-information is needed. We propose a redistribution conflict management approach that exploits this additional information. This extra-information is integrated via the generic rules. Those generic rules are used to compute the pertinence of each conflict redistribution. For validation, we demonstrated the importance of using the generic rules and their classification impact. We also experimented our approach on a high-resolution remote sensing image. In future work, the association rule contribution can be investigated further more by studying the impact of fuzzy rules. Indeed, in our case, we proceeded to data discretization before applying any data mining approach. We could study fuzzy data mining approaches which could treat those kinds of numerical data. Additionally, the integration of association rules may be interesting in other belief function theory domain such that estimating source reliability, discounting, etc. Indeed, in several problems, the additional information represented by association rules can be used to estimate each source reliability.
