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PEMODELAN MULTIVARIATE ADAPTIVE REGRESSION 
SPLINE (MARS) 
(Studi kasus: Jumlah Kasus Diare Pada Balita di Provinsi Jawa Tengah-
Jawa Barat Tahun 2019) 
A’yun Nafsi Utami 
Jurusan Matematika Fakultas Sains dan Teknologi 
Universitas Islam Negeri Sunan Kalijaga 
INTISARI 
Regresi nonparametrik adalah salah satu metode statistika yang digunakan 
untuk mengetahui pola hubungan antara variabel respon dan variabel prediktor 
yang tidak diketahui bentuk fungsinya dan pola menyebar maka kurva regresi dapat 
diduga. Multivariate Adaptive Regression Spline (MARS) adalah salah satu metode 
analisis regresi nonparametrik yang digunakan untuk mengatasi permasalahan data 
yang berdimensi tinggi yaitu data yang memiliki jumlah variabel prediktor sebesar 
3 ≤ p ≤ 20 dan data sampel yang berukuran 50 ≤ n ≤ 1000.  
Pada penelitian ini, penulis akan meneliti mengenai pemodelan Multivariate 
Adaptive Regression Spline (MARS) pada kasus diare di Provinsi Jawa Tengah-
Jawa Barat tahun 2019. Untuk memilih model MARS terbaik, pada penelitian ini 
menggunakan nilai Generalized Cross Validation (GCV) terkecil atau minimum 
yang dihasilkan tiap model kombinasi dari minimum observasi (MO), basis 
function (BF) dan Interaksi (MI). Hasil analisis MARS pada kasus jumlah kasus 
diare pada balita di Jawa Tengah-Jawa Barat menghasilkan model terbaik dengan 
bentuk persamaan: 
1 2 3 4
ˆ 0,6236969 1,011132* 1,308728* 0,2991534* 0,5829459*Y BF BF BF BF     
. 




 MULTIVARIATE ADAPTIVE REGRESSION SPLINE  
(MARS) MODELING 
(Case study: Number of Diarrhea Cases in Todlers in Central Java-West 
Jawa Province in 2019) 
A’yun Nafsi Utami 
Department of Mathematics, Faculty of Science and Technology 
Sunan Kalijaga State Islamic University 
ABSTRACT 
Nonparametric regression is one of the statistical methods used to determine 
the pattern of the relationship between the response variable and the predictor 
variable whose function is unknown and the spread pattern, so the regression curve 
can be predicted. Multivariate Adaptive Regression Spline (MARS) is a 
nonparametric regression analysis method that is used to solve high-dimensional 
data problems, namely data that has a number of predictor variables of 3 ≤ p ≤ 20 
and sample data measuring 50 ≤ n ≤ 1000. 
In this study, the authors will examine the Multivariate Adaptive Regression 
Spline (MARS) modeling in cases of diarrhea in Central Java-West Java Province 
in 2019. To choose the best MARS model, this study uses the smallest or minimum 
Generalized Cross Validation (GCV) value. produced each model combination of 
minimum observation (MO), basis function (BF) and interaction (MI). The results 
of the MARS analysis on the number of cases of diarrhea in children under five in 
Central Java-West Java produce the best model with the form of the equation: 
1 2 3 4
ˆ 0,6236969 1,011132* 1,308728* 0,2991534* 0,5829459*Y BF BF BF BF       






1.1 Latar Belakang Masalah 
Statistika merupakan salah satu cabang dari matematika terapan. Statistika 
adalah suatu disiplin ilmu yang mempelajari sekumpulan konsep dan metode 
pengumpulan, penyajian, analisis,dan interpretasi data sampai pada pengambilan 
keputusan. Statistika dalam pengertian yang paling sederhana adalah data. 
(Qudratullah, dkk, 2012). 
Analisis regresi merupakan salah satu teknik analisis statistika yang sering 
digunakan untuk menyelesaikan permasalahan dalam statistika yang dapat 
menggambarkan ketergantungan atau mencari hubungan fungsional antara satu 
variabel respon (dependen) dengan variabel prediktor (independen). Variabel 
respon (dependen) adalah variabel terikat atau variabel yang dijelaskan oleh 
variabel lainnya. Sedangkan variabel prediktor (independen) adalah variabel bebas 
yang merupakan variabel penjelas, variabel yang memengaruhi atau variabel 
prediksi bagi variabel respon (dependen). Pendekatan dalam metode analisis regresi 
untuk mengestimasi kurva regresi dikelompokkan menjadi 3 (tiga), yaitu analisis 
regresi parametrik, analisis regresi nonparametrik, dan analisis regresi semi 
parametrik yang merupakan perpaduan dari regresi parametrik dan regresi 
nonparametrik. Dalam menjelaskan pola hubungan antara variabel respon dengan 
variabel prediktor, digunakan kurva regresi dengan pendekatan regresi parametrik, 
dimana diasumsikan bentuk kurva regresi diketahui (seperti linier, kuadratik, kubik) 




Namun tidak semua pola hubungan dapat didekati dengan pendekatan parametrik, 
karena tidak adanya suatu informasi mengenai bentuk hubungan variabel respon 
dan variabel prediktor. Jika asumsi model parametrik tidak terpenuhi maka kurva 
regresi dapat diduga dengan menggunakan pendekatan model regresi 
nonparametrik, karena memiliki fleksibilitas yang tinggi dalam mengestimasi kurva 
regresi. Dalam pandangan regresi nonparametrik data diharapkan mencari sendiri 
estimasi kurva regresi tanpa dipengaruhi oleh faktor subyektifitas dari perancang 
penelitian (Eubank, 1999).  
Spline merupakan salah satu dari model regresi nonparametrik. Spline 
merupakan polinomial truncated, yaitu bentuk kurva yang terpotong-potong 
sehingga spline mampu mengatasi perubahan data pada sub interval tertentu. 
Wahba (1990) menunjukkan bahwa spline mempunyai sifat-sifat statistik yang 
berguna untuk menganalisis hubungan dalam regresi. Spline dalam regresi 
nonparametrik terus berkembang sampai pada model adaptive dan multivariate 
respon. Contoh pendekatan regresi nonparametrik secara adaptive yang banyak 
diminati adalah Regression Tree, Recursive Partitioning Regression (RPR), dan 
Mulivariate Adaptive Regression Spline (MARS) (Breiman, Olshen, & Stone, 
1993). 
Model nonparametrik yang dapat digunakan untuk menjelaskan hubungan 
komplek dari beberapa variabel prediktor terhadap variabel respon adalah 
Multivariate Adaptive Regression Spline (MARS) (Tehupuring, 2014). 
Multivariate Adaptive Regression Spline (MARS) adalah salah satu model regresi 




variabel respon dan variabel prediktor, dan mempunyai bentuk hubungan 
fungsional yang fleksibel. MARS merupakan pengembangan dari pendekatan 
Recursive Partitioning Regression (RPR) yang dikombinasikan dengan metode 
spline sehingga model yang dihasilkan kontinu pada knots yaitu garis regresi selalu 
menyambung, dimana tiap knots selalu menyambung dengan fungsi basisnya. 
MARS baik digunakan ketika variabel prediktor yang digunakan berjumlah banyak 
dan data yang digunakan bersifat tidak linear (Munoz dan Felicimo, 2009). Model 
MARS disusun pada pengaturan beberapa koefisien fungsi basis yang secara 
keseluruhan dikendalikan pada data regresi. Model MARS berguna untuk 
mengatasi permasalahan data berdimensi tinggi yang dikenal dengan curse of 
dimensionality dengan variabel prediktor yang bisa berinteraksi dan menghasilkan 
prediksi respon yang akurat serta mengatasi kelemahan regresi partisi rekursif 
(RPR) yaitu menghasilkan model yang kontinu pada knot, yang didasarkan pada 
nilai Generalized Cross Validation (GCV) minimum. 
Penyakit diare masih menjadi masalah kesehatan masyarakat di berbagai 
negara, salah satunya Indonesia, karena angka kesakitan dan angka kematian dari 
penyakit ini tergolong tinggi. Menurut World Health Organization (WHO), 
penyakit diare adalah penyebab utama kematian kedua pada anak di bawah lima 
tahun. Secara global setiap tahunnya ada sekitar 2 miliar kasus diare dengan angka 
kematian 1,5 juta per tahun. Pada negara berkembang, anak-anak usia di bawah 3 
tahun rata-rata mengalami 3 episode diare per tahun. Setiap episodenya, diare akan 
menyebabkan kehilangan nutrisi yang dibutuhkan anak untuk tumbuh, sehingga 




Indonesia merupakan salah satu negara berkembang dengan angka kejadian 
penyakit diare yang tinggi karena tingginya morbiditas dan mortalitas (Magdarina, 
2010). Penyakit diare merupakan penyakit endemis dan juga merupakan penyakit 
yang berpotensi Kejadian Luar Biasa (KLB) yang disertai dengan kematian 
(KEMENKES RI, 2018). Berdasarkan Survey morbiditas diare pada tahun 2014 
insiden diare pada balita yaitu 27% dan tahun 2016 diperkirakan jumlah penderita 
sebanyak 46,4% (KEMENKES RI, 2016). Target SDGs pada tahun 2030 
mengakhiri kematian bayi dan balita dengan upaya mengurangi angka kematian 
bayi dengan 12/1000 kelahiran hidup dan angka kematian anak bawah lima tahun 
25/1000 kelahiran hidup (KEMENKES RI, 2015). 
Berdasarkan data pada profil kesehatan Indonesia tahun 2019 diketahui angka 
kesakitan diare per 1000 penduduk pada usia balita sebesar 843 kasus. Pemerintah 
telah menetapkan kebijakan dalam menurunkan angka kesakitan dan angka 
kematian karena diare, diantaranya adalah melaksanakan tatalaksana penderita 
diare yang sesuai standar, baik di sarana kesehatan maupun di rumah tangga, 
melaksanakan surveilans epidemiologi dan pengendalian Kejadian Luar Biasa, 
meningkatkan pengetahuan dan keterampilan petugas dalam pengelolaan program 





dasar perencanaan selanjutnya. 
Provinsi Jawa Barat dan Jawa Tengah merupakan dua provinsi yang angka 
kesakitan diare terbilang cukup tinggi. Berdasarkan data dari Kementerian 
Kesehatan Republik Indonesia pada tahun 2019, tercatat kasus penemuan diare 
pada balita di Jawa Barat sebesar 729.500 kasus. Sedangkan di Jawa Tengah, kasus 
penemuan diare pada balita sebesar 442.854 kasus. Angka tersebut jauh dari salah 
satu langkah dalam target pencapaian Millennium Development Goals (MDGS) 
Goal ke-4 yaitu menurunkan kematian anak menjadi 2/3 bagian dari tahun 1990 
sampai pada 2015. 
Penyebab diare yaitu faktor infeksi (bakteri, virus, parasit), gangguan 
penyerapan makanan dan minuman di usus seperti penyerapan karbohidrat, lemak 
dan protein, faktor makanan seperti makanan basi, beracun, alergi terhadap 
makanan, faktor psikologis seperti cemas, takut dan terkejut (Brand et.al, 2015). 
Penyebab lain dari diare adalah rotavirus, kualitas air minum, kebersihan dan 
sanitasi (Gul R, Hussain, Ali W,et al, 2017).  
Penyebaran penyakit diare dapat terjadi secara langsng maupun tak langsung. 
Diare dapat ditularkan dari orang satu ke orang lain secara langsung melalui fecal-
oral dengan media penularan utama adalah makanan dan minuman yang 
terkontaminasi agen penyebab diare (Suryono, 1991). Penularan penyakit diare 
tersebut juga bisa disebabkan karena faktor kebersihan dari lingukungan sekitar. 
Untuk menekan angka penyebaran diare perlu dilakukan analisis pada faktor-faktor 





Oleh karena itu, berdasarkan penelitian sebelumnya maka model MARS cocok 
digunakan dalam data kasus kejadian diare dan faktor-faktor yang 
mempengaruhinya dengan pendekatan regresi nonparametrik dan data berimensi 
tinggi mampu mengolah data. Variabel respon dalam penelitian ini adalah jumlah 
kasus kejadian diare pada balita. Sedangkan variabel prediktornya adalah Tempat 
Pengelolaan Makanan (TPM) yang memenuhi syarat kesehatan, jumlah air minum 
yang memenuhi syarat kesehatan, dan pemberian ASI eksklusif pada bayi usia 
kurang dari 6 bulan. Berdasarkan uraian di atas, penulis mengambil judul 
“Multivariate Adaptive Regression Spline (MARS) untuk Kasus Penyakit Diare 
Pada Balita di Provinsi Jawa Barat dan Jawa Tengah tahun 2019”. 
1.2 Rumusan Masalah 
Berdasarkan uraian dari latar belakang sebelumnya maka dapat ditentukan 
rumusan masalah dalam penelitian ini antara lain: 
1. Bagaimana langkah-langkah pemodelan menggunakan metode Multivariate 
Adaptive Regression Spline (MARS)? 
2. Bagaimana hasil pemodelan terbaik untuk kasus kejadian diare pada balita 
di Provinsi Jawa Barat-Jawa Tengah dari metode Multivariate Adaptive 
Regression Spline (MARS) menggunakan (Generalized Cross Validation) 
GCV terkecil? 
 
1.3 Tujuan Penelitian 





1. Mengetahui langkah-langkah pemodelan menggunakan metode 
Multivariate Adaptive Regression Spline (MARS). 
2. Memperoleh model kasus kejadian diare pada balita di Provinsi Jawa Barat-
Jawa Tengah dengan menggunakan Multivariate Adaptive Regression 
Spline (MARS). 
1.4 Batasan Masalah 
Batasan masalah yang dilakukan pada penelitian ini adalah sebagai berikut. 
1. Data yang digunakan pada penelitian ini adalah data sekunder dari Dinas 
Kesehatan Provinsi Jawa Barat dan Jawa Tengah tahun 2019. 
2. Penelitian ini hanya mengunakan metode Multivariate Adaptive Regression 
Spline (MARS). 
1.5 Manfaat Penelitian 
Manfaat yang diperoleh dalam penulisan skripsi antara lain sebagai berikut: 
1.5.1 Bagi Mahasiswa 
1. Mahasiswa memperoleh pengetahuan tentang metode Multivariate 
Adaptive Regression Spline (MARS). 
2. Mahasiswa memperoleh pengetahuan tentang prosedur penggunaan 
metode Multivariate Adaptive Regression Spline (MARS). 
3. Mahasiswa memperoleh pengetahuan tentang bagaimana kasus 
kejadian diare dengan menggunakan metode Multivariate Adaptive 






1.5.2 Bagi Pembaca 
1. Dapat menambah atau memperkaya khasanah kepustakaan Jurusan 
Matematika. 
2. Menambah topik kajian tentang metode Multivariate Adaptive 
Regression Spline (MARS). 
1.6 Tinjauan Pustaka 
Penelitian sebelumnya yang berkaitan dengan Multivariate Adaptive 
Regression Spline (MARS) sebagai berikut: 
1. Jurnal penelitian yang berjudul “Analisis Regresi Nonparametrik Spline 
Linear” oleh Fitriana Nurul Hidayah Jurusan Matematika Fakultas Sains 
dan Teknologi, Universitas Islam Negeri Sunan Kalijaga Yogyakarta. 
Penelitian ini menjelaskan tentang bagaimana memodelkan indikator-
indikator yang berpengaruh pada Indeks Pembanunan Manusia pada tahun 
2017 di Indonesia. Hasil studi kasus dalam penelitian ini menunjukkan 
model terbaik dengan menggunakan orde dua dengan satu titik knot dan 
model regresi spline linear lebih baik daripada model regresi linear, yang 
dapat dilihat dari koefisien determinasi dari regresi spline linear yang lebih 
besar yaitu 0,9995 dan nilai MSE yang minimum yaitu 0,0081. 
2. Jurnal penelitian yang berjudul “Pemodelan Kemiskinan di Kabupaten 
Jombang dengan Pendekatan Multivariate Adaptive Regression Splines 
(MARS)” oleh Milliatur Rodliyah, Santi Wulan Purnami, dan Bambang 





Pengetahuan Alam, Institut Teknologi Sepuluh November (ITS). Penelitian 
ini menjelaskan tentang bagaimana memodelkan kemiskinan di Kabupaten 
Jombang sehingga diperoleh faktor-faktor yang mempengaruhi kemiskinan 
di Kabupaten Jombang dengan menggunakan metode MARS. Hasil 
penelitiannya menunjukkan bahwa model MARS terbaik adalah kombinasi 
BF=72, MI=2, dan MO=1 dengan nilai CGV sebesar 26,835. 
3. Jurnal penelitian yang berjudul “Pemodelan Kasus Penyakit Diare Pada 
Balita di Kota Surabaya Menggunakan Regresi Nonparametrik Spline 
Truncated” oleh Muhammad Syauqi Khudzaifi jurusan Statistika, Fakultas 
Matematika dan Ilmu Pengetahuan Alam, Institut Teknologi Sepuluh 
November pada tahun 2017.  Penelitian ini menunjukkan bagaimana 
memodelkan kasus penyakit diare dengan menggunakan regresi 
nonparametrik spline truncated. Berdasarkan hasil analisis dari penelitian 
tersebut adalah keempat faktor atau variabel yang digunakan dalam 
penelitian berpengaruh signifikan terhadap presentase kasus diare balita di 
Kota Surabaya dan model regresi nonparametrik spline truncated 






Tabel 1.1 Tinjauan Pustaka 
No Peneliti Metode Estimasi Objek Penelitian 





































Tabel 1.2 Tinjauan Pustaka 
No Peneliti Metode Estimasi Objek Penelitian 











Diare Pada Balita di 
Kota Surabaya 
Tahun 2015 











Diare Pada Balita di 
Provinsi Jawa Barat 
dan Jawa Tengah 
Tahun 2019 
 
Persamaan penelitian ini akan membahas mengenai Multivariate Adaptive 
Regression Spline (MARS) dengan pemilihan model terbaik menggunakan nilai 
GCV minimum atau terkecil. Perbedaan penelitian ini dengan penelitian 
sebelumnya adalah dalam menentukan model MARS berdasarkan nilai GCV 
terkecil serta dengan menggunakan estimasi Maximum Likelihood dan 
penelitian ini dikembangkan model pemrograman menggunakan software R 
dengan studi kasus jumlah kasus kejadian diare pada balita di Provinsi Jawa 






1.7 Sistematika Penulisan 
Penelitian ini terdiri dari beberapa bab untuk mempermudah pemahaman dan 
pembahasan terhadap permasalahan yang diangkat dan diteliti, secara umum dapat 
dilihat dari sistematika penulisan di bawah ini: 
BAB I PENDAHULUAN 
Pada bagian ini merupakan bab pendahuluan yang berisi tentang 
Latar Belakang, Rumusan Masalah, Tujuan Penelitian, Manfaat 
Penelitian, Batasan Masalah, Tinjauan Pustaka, dan Sistematika 
Penulisan. 
BAB II Landasan Teori 
Pada bagian ini akan membahas mengenai teori-teori yang akan 
digunakan sebagai dasar dalam pemecahan masalah. Teori-teori 
tersebut antara lain: matriks, teori probabilitas, estimasi maximum 
likelihood, analisis regresi, model regresi linier sederhana, estimasi 
parameter dengan maximum likelihood, asumsi model regresi linier 
sederhana, pengujian parameter model regresi, penyimpangan 
dalam analisis regresi, regresi nonparametrik, spline, diare. 
BAB III Metode Penelitian 
Bagian ini merupakan bab metode penelitian yang berisi tentang 
studi pustaka, jenis dan sumber data, variabel, software yang 
digunakan, tahapan penelitian, dan flowchat penelitian. 





Pada bagian ini membahas tentang model MARS, estimasi 
parameter menggunakan maximum likelihod, Generalized Cross 
Validation (GCV), pengujian signifikansi model MARS, pemilihan 
terbaik model MARS. 
BAB V Studi Kasus 
Pada bab ini membahas tentang deskripsi data yan digunakan serta 
analisis data dengan Multivariate Adaptive Regression Spline 
(MARS) menggunakan estimasi maximum likelihood. 
BAB V1 Penutup 
Pada bagian ini berisi tentang kesimpulan-kesimpulan yang 
diperoleh dari beberapa pembahasan sebelumnya dan saran-saran 
yang berkaitan dengan penelitian skripsi ini sebagai akibat dari 
kekurangan atau kelebihan dari hasil analisis yang dilakukan. 
 
DAFTAR PUSTAKA  
Bagian ini berisi keterangan dari beberapa buku dan literatur lain 




KESIMPULAN DAN SARAN 
6.1 Kesimpulan 
Berdasarkan hasil analisis di atas dapat disimpulkan bahwa : 
1. Langkah-langkah dalam pemodelan menggunakan metode Multivariate 
Adaptive Regression Spline (MARS) antara lain: 
a. Melakukan analisis deskriptif pada masing-masing variabel prediktor 
sebagai langkah awal mengetahui pola hubungan antar variabel. 
b. Membuat scatterplot antara variabel respon dengan masing-masing 
variabel prediktor. 
c. Melakukan uji asumsi klasik pada variabel-variabel tersebut untuk 
memastikan dapat dilakukan analisis regresi nonparametrik. Apabila 
menyalahi atau melanggar aturan uji asumsi klasik maka dilanjutkan 
pada langkah selanjutnya. 
d. Menentukan model MARS terbaik dengan berdasarkan nilai Generalized 
Cross Validation (GCV) terkecil dari software R. 
e. Melakukan interpretasi model MARS terbaik dan interpretasi variabel–
variabel yang berpengaruh di model. 






g. Menguji signifikansi model MARS untuk mengevaluasi kecocokan 
model dengan uji koefisien regresi secara simultan (Uji F) maupun secara 
parsial (Uji T). 
2. Hasil pemilihan model terbaik pada jumlah kasus diare pada balita di 
Provinsi Jawa Tengah-Jawa Barat tahun 2019 dengan menggunakan metode 





















max 0, 1 0,03701
max 0, 1 0,89081
max 0, 2 0,43872










Variabel-variabel prediktor yang tingkat pentingnya terhadap model terbaik 
yang diperoleh secara signifikan mempengaruhi kasus diare adalah pemberian 
ASI eksklusif (
3X ) dengan tingkat kepentingan sebesar 100%, air minum sehat 
(
2X ) dengan tingkat kepentingan sebesar 44,1%, dan tempat pengelolaan 
makanan (
1X ) dengan tingkat kepentingan sebesar 30,2%. 
6.2 Saran 






1. Variabel-variabel prediktor yang ada di penelitian ini dapat ditambahakan oleh 
peneliti lanjutan dengan variabel-variabel prediktor lainnya yang dapat 
mempengaruhi jumlah kasus diare pada balita. 
2. Dalam menentukan model terbaik peneliti lanjutan bisa dengan menggunakan 
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Lampiran 1. Tabel Data Penelitian 
No Y X1 X2 X3 
1 10181 1700 18582 10429 
2 27382 3863 838 7240 
3 23614 787 3081 9273 
4 21041 1497 2482 818 
5 36208 1943 13358 9603 
6 10882 459 106 3607 
7 23745 379 177 8845 
8 10341 1105 6929 6089 
9 8156 1234 320 4913 
10 17436 1509 766 12341 
11 9586 891 240 9158 
12 1639 1021 427 2782 
13 3388 392 564 6673 
14 10227 3028 4160 4227 
15 7669 459 592 7563 
16 5649 561 350 3382 
17 10616 1438 324 5858 





No Y X1 X2 X3 
19 3037 917 7425 4140 
20 9099 1434 310 6324 
21 19750 1872 7527 6122 
22 11217 1583 298 3683 
23 10731 921 501 5166 
24 6164 1586 3747 8516 
25 11490 337 126 5967 
26 30183 700 62 4556 
27 13331 816 214 6995 
28 44421 558 121 1209 
29 12935 611 68 18351 
30 2316 536 76 4425 
31 8038 813 671 4207 
32 3229 264 149 1016 
33 31431 1933 3144 18523 
34 10299 606 155 2938 
35 15685 222 52 742 
36 138853 2747 20286 30630 
37 85337 2807 7033 23685 





No Y X1 X2 X3 
39 76247 3517 647 30540 
40 65157 726 0 37803 
41 21838 5187 216 24362 
42 28835 55 0 8389 
43 27959 1598 606 13200 
44 55890 1595 327 40221 
45 33380 951 379 15708 
46 19507 3374 276 10868 
47 34746 7675 345 7400 
48 33286 1289 210 12031 
49 29622 1128 52 7510 
50 67876 2056 624 8391 
51 38433 4303 193 24384 
52 26899 1501 78 16901 
53 5951 108 0 5111 
54 33571 2366 113 2894 
55 13983 102 261 4073 
56 61772 2159 159 21873 
57 18567 980 71 5416 





No Y X1 X2 X3 
59 20586 1360 0 13893 
60 10143 978 29 1966 
61 13390 211 677 5770 
62 5370 455 323 2413 
 
Lampiran 2. Tabel Data Penelitian Setelah Standarisasi 
No ZY ZX1 ZX2 ZX3 
1 -0,60307 0,12084 4,03745 0,02955 
2 0,10324 1,71152 -0,26696 -0,33064 
3 -0,05148 -0,55058 0,27716 -0,10102 
4 -0,15713 -0,02844 0,13185 -1,056 
5 0,46565 0,29955 2,77019 -0,06374 
6 -0,57428 -0,79179 -0,44453 -0,74099 
7 -0,0461 -0,85063 -0,4273 -0,14936 
8 -0,5965 -0,31672 1,21062 -0,46065 
9 -0,68622 -0,22186 -0,39261 -0,59347 
10 -0,30516 -0,01962 -0,28442 0,24551 
11 -0,6275 -0,4741 -0,41202 -0,114 
12 -0,95382 -0,3785 -0,36666 -0,83417 





No ZY ZX1 ZX2 ZX3 
14 -0,60118 1,09746 0,53891 -0,67096 
15 -0,70622 -0,79179 -0,32663 -0,29416 
16 -0,78916 -0,71678 -0,38534 -0,7664 
17 -0,58521 -0,07183 -0,39164 -0,48674 
18 -0,72416 1,37986 -0,44089 0,18441 
19 -0,89641 -0,45498 1,33094 -0,68078 
20 -0,6475 -0,07477 -0,39504 -0,4341 
21 -0,21015 0,24733 1,35569 -0,45692 
22 -0,56053 0,0348 -0,39795 -0,7324 
23 -0,58048 -0,45204 -0,34871 -0,5649 
24 -0,76801 0,03701 0,43872 -0,18652 
25 -0,54932 -0,88151 -0,43968 -0,47443 
26 0,21825 -0,61456 -0,4552 -0,6338 
27 -0,47372 -0,52925 -0,41833 -0,35831 
28 0,8029 -0,71899 -0,17671 -1,01184 
29 -0,48998 -0,68001 -0,45374 0,92434 
30 -0,92602 -0,73517 -0,4518 -0,64859 
31 -0,69106 -0,53146 -0,30747 -0,67322 
32 -0,88853 -0,9352 -0,4341 -1,03364 





No ZY ZX1 ZX2 ZX3 
34 -0,59822 -0,68369 -0,43264 -0,81655 
35 -0,37706 -0,96608 -0,45763 -1,06459 
36 4,68046 0,89081 4,45081 2,31125 
37 2,48299 0,93494 1,23585 1,52681 
38 1,61214 0,70476 1,41755 0,95642 
39 2,10973 1,45707 -0,31329 2,30108 
40 1,65436 -0,59544 -0,47024 3,12143 
41 -0,12441 2,6852 -0,41784 1,60328 
42 0,1629 -1,0889 -0,47024 -0,20086 
43 0,12693 0,04583 -0,32323 0,34254 
44 1,27384 0,04363 -0,39092 3,39454 
45 0,34953 -0,42997 -0,3783 0,62581 
46 -0,22012 1,35191 -0,40329 0,07914 
47 0,40562 4,51489 -0,38655 -0,31257 
48 0,34567 -0,18141 -0,4193 0,2105 
49 0,19522 -0,29981 -0,45763 -0,30014 
50 1,766 0,38265 -0,31887 -0,20064 
51 0,55702 2,0351 -0,42342 1,60576 
52 0,08341 -0,0255 -0,45132 0,76056 





No ZY ZX1 ZX2 ZX3 
54 0,35737 0,61062 -0,44283 -0,82152 
55 -0,44695 -1,05433 -0,40693 -0,68835 
56 1,51536 0,45839 -0,43167 1,32215 
57 -0,25872 -0,40865 -0,45302 -0,53666 
58 -0,11258 0,41721 -0,38631 -0,15139 
59 -0,17582 -0,12919 -0,47024 0,42081 
60 -0,60463 -0,41012 -0,46321 -0,92634 
61 -0,4713 -0,97417 -0,30601 -0,49668 
62 -0,80062 -0,79474 -0,39189 -0,87585 
 






Lampiran 4. Output SPSS Hasil Uji Simultan (Serentak) 
 
Lampiran 5. Output SPSS Hasil Uji Parsial 
 






Lampiran 7. Script dan Output Software R Uji Heterokedastisitas 
 
Lampiran 8. Script dan Output Software R Uji Autokorelasi 
 






Lampiran 10. Script dan Output Software R Model MARS 
 
 








Lampiran 12. Script dan Output Software R Uji Simultan 
 
Lampiran 13. Script dan Output Software R Uji Parsial 
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