INTRODUCTION
============

Inappropriate use of statistical methods are frequently witnessed in clinical and biology journals [@B001]-[@B004]. This issue is especially of critical importance in toxicology, since inferences drawn from statistics are frequently referred for enacting regulation, establishing guidance or determination of drug safety. However, in many published papers in toxicology journals, sample size and statistical methods have been frequently selected without proper justification.

In clinical studies, some guidelines regarding the sample size has been referred (either 25 or 30 as a cut-off for being large sample, [@B005],[@B006]), yet no obvious guidance has been provided in the area of experimental statistics, to our best knowledge. Granting that unlike clinical studies where participants diverge greatly, the baseline characteristics of the experimental animals (inbred or outbred) or (cultured or mono-clonal) cells are tightly controlled and homogeneous; however, small sample size still raise concerns in cases of employing parametric methods for inferential statistics to determine group differences.

Data are usually described and represented by measuring the central tendency and the dispersion of the data; although mean (average of variables), median (value located in middle of the list of variables), and mode (most often occurring value) are all valid measures of central tendency, one becomes more appropriate to use than others, based on the skewedness of the distribution of variables. Mean, the most popular measure to central tendency, is especially vulnerable to outliers, thus median might be a better measure for central tendency.

In the description of data dispersion, standard deviation (SD) and standard error mean (SEM) are often confusedly used [@B002]-[@B004], even though their logical purposes are clearly different. SD is a measure of variability of individual values, whereas SEM represents the precision of sample means. SD should be used to describe the variability of a parameter [@B003] whereas SEM should be used for hypothesis testing for sample mean. Yet, since SEM drops as sample size increases, and accordingly, the size of SEM is usually less than SD making the data appear more reproducible and consistent. Thus, using SEM could underestimate the variability of individual parameter [@B007].

When inferential statistics are conducted, a null hypothesis is tested and the hypothesis is either rejected or failed to be rejected based on test statistics. At this point, if assumptions of normality are not met (for example, data are severely skewed or sample sizes are small) then the mean and SD of the data do not properly represent either central tendency or the dispersion of the data [@B006]. Hence, non-parametric approach, which makes fewer assumptions, although less efficient, should be considered. However, normality assumptions are often not conducted and parametric approach is inattentively used.

Here, we sampled 30 papers published in major 3 journals in toxicology field in 2014 which have assessed group differences with statistics. The characteristics of data presented were analyzed, categorized and examined. There are more than 110 endpoints or outcome measures in those 30 papers and we reviewed sample size, presentation of the data (SD or SEM) and the employed inferential statistical methods. We also discussed about the logics for selection and appropriateness of statistical methods to give an insight into the proper selection of statistical methods.

MATERIALS AND METHODS
=====================

***Selection of papers.*** Thirty articles with the purpose of examining group differences from toxicant exposure have been selected, that were published in *Toxicology and Applied Pharmacology* (11 papers [@B008]-[@B017]), *Archives of Toxicology* (8 papers [@B018]-[@B025]), and *Toxicological Science* (11 papers, [@B026]-[@B036]) in 2014. These three journals were high-ranked in the category of Toxicology of Thompson-Reuter, JCR 2012. In the selection of 30 articles, diversity in statistical methods were considered and papers with unclear explanation for statistics were excluded. From these 30 papers, outcome measures (endpoints) were extracted and reviewed for data type, sample size and method of descriptive and inferential statistics.

***Data classification.*** The data has been classified as numeric vs. categorical, based on the outcome measures shown in the paper. Numeric data has been categorized as continuous vs, discrete, and categorical variable was classified as nominal vs. ordinal. Endpoints were classified as "descriptive statistics" if only descriptive statistics (and not inferential statistics) were presented, whereas classified as inferential statistics if p value has been presented and conclusion was drawn based on the p-value. If the method used to estimate p-value could not be identified, then it was classified as "could not be determined". Parametric methods include those tests which assumed that the data are normally distributed; normality test includes Kolmogorov-Smirnov, D'Agostino and Pearson omnibus and Shapiro-Wilk normality tests; equal variance test, which is required for ANOVA (Analysis of Variance) includes Levene's test and Bartlett's test.

RESULTS
=======

Of 30 papers being selected, 113 outcome measures (or endpoints) were observed ([Table 1](#T0001){ref-type="table"}), and most of them were numeric variables (112/113, 99%) except for one outcome used "pain scale" measure, which falls into ordinal (categorical) variable. Of 112 numeric variables, 109 variables were continuous while 3 outcomes counted the number of neutrophils, immune-stained cells, and number of visits, which could be categorized as discrete variables. 109 continuous variables could be further classified into relative values (68/109, 63% mostly relative to comparison group) and absolute values (41/109, 37%) but few studies have provided justification regarding the why the value has been described as relative or absolute value.

###### Data characteristics of endpoints

  -------------------------------- ---------- -------------
  Numerical                                   Categorical
                                              
  Continuous (absolute/relative)   Discrete   Ordinal
  109 (41/68)                      3          1
  112                                         1
  -------------------------------- ---------- -------------

As shown in [Fig. 1](#F0001){ref-type="fig"}, the sample size distribution is heavily right-skewed, with most values clustered below 11 and the median, mean, and mode being 6, 16.4, and 3 & 6, respectively. There are some outliers which strongly influenced the mean, with sample size being 71, 184, and 694. The paper which employed large sample sizes of 184 and 694 were about neurotoxicity of heterocyclic amines but the definition of sample number were not conventional (number of neurites for the outcome measurement of neurite length, and mean pixel intensity in the regions of interests) [@B032] while the one used the average sample size of 71 were about the neurotoxicity of flame retardants and the sample number is the number of wells (of 96 well plate) per group [@B022]. Besides these few outliers, most studies have small sample sizes, raising a concern that the studies may be underpowered to conduct inferential statistics and the dispersion of data might not indicate the true distribution of the underlying distribution of the outcome variables.

![Distribution of sample size per study. (A) Box plot showing median (6), 25% and 75% quartile ranges around the median (box width) and, 5% and 95% of sample size per study (whiskers) and outliers (\*), (B) Histogram showing distribution of sample size per study.](toxicr-30-185-g0001){#F0001}

To describe the central tendency of the data, mean was most frequently used (93%, 105 outcomes), and 6 outcomes employed median ([Fig. 2](#F0002){ref-type="fig"}A), but none provided explanation regarding the selection of the summary statistics. Median survival time from survival analysis was presented in one study which measured mice's survival [@B026] and levels in metabolites, mRNA and protein by bisphenol A exposure were presented as median with interquartile range in one paper [@B035]. For the dispersion of the data, SEM/SE was most frequently used (66/113, 58%), followed by SD (39/113, 34%) ([Fig. 2](#F0002){ref-type="fig"}B). Interquartile ranges were provided only for 4 outcomes [@B035],[@B037], all of whom used median and box-whisker plots for data description, and dispersion was not presented in 4 endpoints.

![Distribution of measures used to describe summary statistics. (A) shows the distribution of the measures used to describe central tendency of the data (endpoints). (B) shows the distribution of measures used to describe dispersion of the data (endpoints). Legend: SD, standard deviation; SE, standard error; SEM, standard error of the mean.](toxicr-30-185-g0002){#F0002}

Conspicuously, majority of outcome measures were analyzed by inferential statistics (93/113, 82%) ([Fig. 3](#F0003){ref-type="fig"}A), most probably because the original purpose of the studies aimed to examine the difference between the group means or to examine the effects of toxicants. Those that did not conducted inferential statistics (20/113), were mostly describing just observations or baseline characteristics where the determination of group difference was not necessary. For inferential statistics, parametric methods were frequently employed (parametric 77/93, 82.8%), while non-parametric methods (3/93, 3.2%) were rarely employed ([Fig. 3](#F0003){ref-type="fig"}B). Of 93 outcomes that underwent inferential statistics, two-group comparison was 29 and others (64/93, 68.8%) were multigroup (more than 2 groups) comparison. Interestingly, of 64 multi-group comparisons, ANOVA was conducted for 55, representing most favored inferential statistical method for multi-group comparisons.

![Description of studies conducting inferential statistics. (A) Proportion of endpoints conducting inferential statistics; endpoints were classified as "descriptive statistics" if only descriptive statistics (and not inferential statistics) were presented, whereas classified as inferential statistics if inferential statistics were conducted, namely, p value has been presented and conclusion was drawn based on the p-value. (B) Classification of endpoints conducting inferential statistics. If the method used to estimate p-value could not be identified, then it was classified as "could not be determined".](toxicr-30-185-g0003){#F0003}

Fifteen out of ninety three endpoints that conducted inferential statistics underwent assumption test which is critical for selecting whether to use parametric or non-parametric methods. If we look further into parametric methods, one-way ANOVA is the most frequently employed (55/79, 69.6%) followed by t-test (20/79, 27%, [Fig. 4](#F0004){ref-type="fig"}A). Interestingly, for one-way ANOVA, homoscedasticity or normality assumptions were rarely tested ([Fig. 4](#F0004){ref-type="fig"}B, 51/52, 98.1%). We could observe that only one paper described that they conducted normality test before one-way ANOVA [@B036] while none of the endpoints conducted equal variance test (0/49, 0%).

![Detailed description of studies conducting ANOVA (analysis of variance). (A) Analysis of studies conducting parametric method. (B) Analysis of 52 studies conducting one-way ANOVA.](toxicr-30-185-g0004){#F0004}

DISCUSSION
==========

Our study illustrates that in the sampled 30 articles published in *Toxicological Sciences*, *Toxicology and Applied Pharmacology* and *Archives of Toxicology*, which are topranked toxicology journals, inconsistent statistical methods were frequently used when describing and inferring data.

Diverse methods were often mixed for the description of data; for example, mean and median were used but it is difficult whether they were used properly since we could not identify the distribution of variables in the paper. SD and SEM were used without proper explanation, too. Descriptive statistics sought to explain a given study sample, thus if the purpose of the study is to explain the variability within the sample, then SD should be used; if the purpose is to estimate how the mean of the sample is related to the mean of underlying population, then SEM is used. Since SEM is always smaller than SD, one might speculate that SEM has been frequently used where SM should be used instead to underestimate the variability of the sample, which may lead readers to assume smaller variation of the sample [@B003]. Our study identified that SEM is more frequently used than SD, and both methods are selected without clear justification. Moreover, there is a high possibility of SEM being improperly used, yet further study should be conducted to substantiate the issue of SEM being inappropriately used.

Our study also shows that many studies have small sample size; the mode of sample size being 3 & 6 and the median being 6, thus it is not clear whether the results obtained from the studies can be reproduced when the sample size has been expanded, since data with small sample size are especially vulnerable to outliers. Given that our study includes *in vitro* as well as *in vivo* studies, the median of the sample size could even diminish further if we limit our study to *in vitro* or *in vivo* only which warrants future study.

To make an inference regarding the test result, then parametric or non-parametric methods can be used; parametric method, which includes ANOVA and t-test, are conventional and well-known, yet the sample is assumed to be normally distributed or approximately so. If the normality assumption is violated, then non-parametric method, which is sometimes called as distribution-free method, should be considered [@B006]. Since the studies usually have small sample size (as shown in [Fig. 1](#F0001){ref-type="fig"}), the data might not conform to normality assumptions; yet our study shows that parametric approach was frequently used without testing relevant assumptions, ([Fig. 4](#F0004){ref-type="fig"}B) One-way ANOVA, which is the most frequently used parametric method when comparing multiple groups, requires homoscedasticity assumption. ANOVA, whose full-name is Analysis of Variance, compares within-groups variance with between-group variance, thus homoscedasticity assumption is critical, yet our study shows that the key assumption is frequently ignored.

Statistical significance does not necessarily translate into clinical significance [@B038], implying that statistical difference does not indicate clinical (and possibly toxicological) differences. Thus, more attention should be paid when interpreting the statistical significance of the study result. Also, transforming absolute into relative values (such as use of change from baseline) or using absolute value should be determined based on the clinical (toxicological) interpretation of the results [@B005], yet our study shows that relative and absolute values were used together (as shown in [Table 1](#T0001){ref-type="table"}) without proper explanation.

Insufficient explanation of statistical method was prevalent, which prevented us from conducting more detailed explanation. For example, the study methods specify "the homogeneity of variance for all the data sets was firstly examined using Bartlett test, and then the data succeeding or failing to pass the test were analyzed by one-way analysis of variance or Kruskal--Wallis test", respectively but it did not specify whether ANOVA was used (namely, test passed) or not (test failed) in the study [@B015]. These studies were categorized as "inferential statistics conducted, yet parametric/non-parametric unclear (could not be determined)", which might underestimate the overall performance of the study. Also, one should interpret our result with caution, since we sampled only 30 papers from the journals, thus our result may not represent the general trend in toxicology journals.

However, our study attempted to illustrate that statistical part of the toxicological experimental studies are inconsistently used with insufficient explanation regarding the method selected for the analysis. It is deplorable to see the absence of relevant explanation on statistics considering the prestige of the journals in toxicology. However, considering that conclusions drawn from experimental studies provide critical evidence or ground in regulatory affairs, more consistent and transparent approach should be taken when analyzing the study results. It would be important to review more papers and to invite biostatisticians to discuss the appropriateness of the statistical methods employed in toxicology. Such a study will provide a good reference for establishing appropriate decision tree for selection of statistical methods, which is invaluable for improvement of the reliability of the results and advancement of toxicological research.
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