An M-partition of a positive integer m is a partition of m with as few parts as possible such that every positive integer less than m can be written as a sum of parts taken from the partition. This type of partition is a variation of MacMahon's perfect partition, and was recently introduced and studied by O'Shea, who showed that for half the numbers m, the number of M-partitions of m is equal to the number of binary partitions of 2 n+1 − 1 − m, where n = log 2 m . In this note we extend O'Shea's result to cover all numbers m.
Introduction
Let λ = (λ 0 , λ 1 , . . . , λ n ) be a partition of the natural number m into n + 1 parts λ i arranged in non-decreasing order,
The sum of the parts is often denoted |λ| and is called the weight of the partition, while n + 1 is the length of the partition. A subsequence of λ is a subpartition of λ. Thus λ is a subpartition of λ if λ = (λ i 0 , . . . , λ i k ) for 0 ≤ i 0 < i 1 < · · · < i k ≤ n.
MacMahon [1] calls the partition λ of weight m perfect if each positive integer less than m is the weight of a unique subpartition of λ. O'Shea [2] calls λ an Mpartition of m if the subpartition property is maintained, while the uniqueness constraint is replaced by the demand that the number of parts in the partition
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be minimal. Clearly, an M-partition of m can be considered as a partitioning of the weight m in as few weights as possible such that any integral weight w ≤ m can be weighed on a balance, putting the weights (the parts of the partition) in one pan.
To be precise, a partition λ of weight m is an M-partition of m if λ has minimal length such that each positive integer w ≤ m is the weight of some subpartition of λ.
We have the following characterization of M-partitions.
Theorem 1 (O'Shea) A partition λ = (λ 0 , . . . , λ n ) of weight m is an Mpartition of m if and only if λ 0 = 1 and the following conditions hold:
(ii) n = log 2 m .
O'Shea shows that there is a connection between M-partitions and "binary partitions". (In a binary partition all parts are powers of 2.) The final result in his paper says that if m = 2 n+1 − 1 − k for some positive integer n and 0 ≤ k ≤ 2 n−1 , then the number a m of M-partitions of m is equal to the number of binary partitions of 2 k/2 . This connects a m to the generating function of the binary partition function. O'Shea has no high hopes for a similar result in the remaining case. He writes: "However, it seems that no generating function can be arrived at for m in the interval 2 n ≤ m ≤ 2 n + 2 n−1 − 2." This is the problem we consider in this note.
In Section 2 we state our result (Theorem 2). In a brief Section 3 we consider O'Shea's weak M-partitions and prove Theorem 1, making the present note self-contained. In Section 4 we prove Theorem 2 using (truncated) polynomials and formal power series.
Statement of result
Let b(k) be the binary partition function, that is, the number of partitions of k into powers of 2. For the generating function B(x) we have
It is straightforward to verify that the following functional equations hold.
These functional equations give simple recurring relations for fast computation
Theorem 2 The number a m of M-partitions of m satisfies
where n = log 2 m .
In particular, by Theorem 2, Table 1 ] gives the first 64 values of a m . This is now sequence A100529 in Sloane's On-Line Encyclopedia of Integer Sequences [3] . For the first several values of b(k), see Sloane's sequence A000123. Notice that b(2k) = b(2k + 1).
Weak M-partitions
In this section we recall some results from [2] , necessary to keep this note self-contained. We open with O'Shea's definition of a weak M-partition, and continue with Lemma 12 from his paper.
The partition λ is a weak M-partition if every positive integer w ≤ |λ| is the weight of some subpartition of λ.
Lemma 3 (O'Shea)
The partition λ = (λ 0 , . . . , λ n ) is a weak M-partition if and only if λ 0 = 1 and
Proof. Let λ be a weak M-partition. In order to represent 1 as the weight of a subpartition, we must have λ 0 = 1. To represent 1 + λ 0 + · · · + λ i−1 , the inequality (4) must hold.
On the other hand, suppose that λ 0 = 1 and λ satisfies (4). We use induction on n to prove that λ is a weak M-partition. This is true for n = 0. Suppose that it is true for λ = (λ 0 , . . . , λ n−1 ) for some n > 0. Then 1, 2, . . . , |λ | are weights of subpartitions of λ , and λ n , 1 + λ n , . . . , |λ | + λ n = |λ| are weights of subpartitions of λ. By (4) for i = n, there is no gap between the two weight sequences; hence every integral weight w ≤ |λ| is represented. 2
By Lemma 3 and induction on i, a weak M-partition
On the other hand, for a given m, let n = log 2 m . As in the proof of O'Shea's Algorithm 1, we order the n + 1 positive integers 1, 2, 2 2 , . . . ,
Then |λ| = m, and 1, . . . , m can be written as w or w + k, where w is zero or the weight of a subpartition of (1, 2, . . . , 2 n−1 ). Thus λ is a weak M-partition.
A weak M-partition of m of minimum length is an M-partition of m. Thus λ is an M-partition of m if and only if λ 0 = 1, (4) is satisfied, and the length of λ is log 2 m + 1. This is Theorem 1.
Generating functions
In order to determine the number a m of M-partitions of weight m, we first consider the number q n (m) of weak M-partitions of weight m and length n+1.
We know that such a weak M-partition is an M-partition if and only if 2 n ≤ m ≤ 2 n+1 − 1. Thus
For the generating function Q n (x) of q n (m), we have
where we sum over the λ satisfying 1 = λ 0 ≤ λ 1 ≤ · · · ≤ λ n , and
We change parameters by setting µ i = 2 i − λ i for i = 0, 1, . . . , n. Then the restrictions on λ from Lemma 3 become µ 0 = 0, and
Moreover,
for |µ| = µ 1 + · · · + µ n . For a fixed n, we are interested in the number of solutions λ of |λ| = m for each m in the interval 2 n ≤ m ≤ 2 n+1 − 1, that is, the number of solutions µ of |µ| = k for each k in the interval 0 ≤ k ≤ 2 n − 1.
We write
where we sum over the µ satisfying µ 0 = 0 and (7). We are interested in the coefficients r n (k) for k < 2 n . Therefore we shall on some occasions truncate polynomials and formal power series under consideration. We shall use the order symbol O(x N ) for truncation of order N . Thus, if we write
Let n ≥ 2. It may look odd to sum over µ 0 = 0, but it does simplify notations below. So we write
where the innermost sum is
Hence,
Repeating this process once more, we get
We have
Using (10), we find 
We claim that
for n ≥ 3.
To prove this, we use induction on n. The claim is valid for n = 3 and n = 4. Suppose that (11) holds for n replaced by n − 1 and by n − 2 for some n ≥ 5.
Using (10) and the functional equations (1), (2), (3), we then obtain
This completes the proof of (11).
By (9), (8), and (6), we have
Hence, r n (k) = q n (2 n+1 − 1 − k).
If n ≥ 3, we have from (11) that r n (k) = b(k) − d(k − 2 n−1 − 1) + e(k − 7 · 2 n−3 − 4) for 0 ≤ k ≤ 2 n − 1. Setting k = 2 n+1 − 1 − m and using (5) and (12), we get Theorem 2. By inspection, Theorem 2 also holds for n = 0, 1, 2.
