Abstract. We determine the number of nonzero coefficients (called the Hamming weight) in the polynomial representation of
Introduction
Fast arithmetic in finite fields F q m is important for the efficient implementation of discrete logarithm cryptosystems. Finite fields of characteristic two have received special attention because their arithmetic can be efficiently implemented in both hardware and software. More recently, there has been increased interest in fast arithmetic for characteristic three finite fields (e.g. see [9, 10, 11, 13] ) because there are supersingular elliptic curves over F 3 m that are very well suited to the implementation of pairing-based cryptographic protocols [4, 7] . The fastest algorithms known for pairing computations on these supersingular elliptic curves require the evaluation of cube roots in F 3 m [5, 3] . Thus it is worthwhile to have fast algorithms for computing cube roots in F 3 m . Of particular interest is the case where F 3 m is represented as F 3 [x]/(f ) for an irreducible trinomial f ∈ F 3 [x] because multiplication can then be accelerated considerably (e.g. see [8] ).
Cube roots in If the field elements x 1/3 and x 2/3 are precomputed, then computing cuberoots via (1) requires only two polynomial multiplications. These multiplications can be accelerated if the polynomial representations of x 1/3 and x 2/3 are sparse. Indeed, Barreto [2] observed that if f (x) = x m + ax + b is a trinomial and m ≡ k (mod 3), then x 1/3 and x 2/3 have very low Hamming weights (cf. Theorem 2) . In this paper, we determine the Hamming weight of x 1/3 , denoted wt(x 1/3 ), in all cases where F 3 m is represented as We conclude this section by noting that the computation of square roots in characteristic two finite fields F 2 m can also be accelerated if F 2 m is represented as F 2 [x]/(f ) for an irreducible trinomial f ∈ F 2 [x] and x 1/2 has low Hamming weight (e.g. see [6] ). The following result, whose proof is similar to the proofs of Theorems 3 and 4, characterizes wt(x 1/2 ).
Let δ denote an integer that is either 0, 1 or 2. If m is odd, then Proof. Let m = 3u and k = 3v + 1. Since
and hence
. If k = 1, then v = 0 and hence wt(x 1/3 ) = 2. Suppose now that k > 1. We need to compute x −v in F 3 m . From x 3u + ax 3v+1 + b = 0 we have
and so Proof. Let m = 3u and k = 3v + 2. Since x 3u + ax 3v+2 + b = 0 in F 3 m , we have
and so
Now, x −2v = −b(x 3u−2v + ax v+2 ), and hence
It follows that
which shows that wt(x 1/3 ) ≤ 5.
The proofs of the following theorems are omitted because they are quite similar to the proofs of Theorems 3 and 4 but are more tedious. 
The remainder of the section is devoted to the proof of Theorem 7. Since m ≡ −k (mod 3), we can consider three cases: m = 2k, m ≥ 2k + 3, and m ≤ 2k − 3. 
It follows from Lemma 9 that if f (x) = x 2k + ax k + b is irreducible over
On the other hand since
, Theorem 8 implies that k must be a power of 2. Thus f (x) = x 2R ± x R − 1 where R = 2 r for some r. Regardless of sign, f (x) is a factor of x 4R + 1. Hence
and so x = −x 4R+1 . Now, if r is odd, then 3 | 4R + 1 and consequently x 1/3 = −x (4R+1)/3 and wt(x 1/3 ) = 1. If r is even, then
Our proof consists of a constructive method for simultaneously finding polynomials g(x) and h(x) satisfying (2); x 1/3 can thereafter be determined from h(x).
3.2.
1. An Example. We illustrate the aforementioned constructive method with an example. Consider f (x) = x 7 − x 2 + 1 which is irreducible over F 3 . The unsigned monomials of g(x) appear in the second column of Table 1 ; the distribution of monomials into Sections is as prescribed by Table 3 which handles the general case. The unsigned monomials (before any simplification) of the product g(x)f (x) appear in the third column. Notice that the monomials in the three rows of the third column of Section I are obtained by multiplying the monomials in the second column of Section I by x 7 , x 2 and 1 (the unsigned monomials of f (x)), respectively. The other monomials in the third column of the table are obtained in an analogous way. Table 1 . Example with f (x) = x 7 − x 2 + 1.
Examination of the third column of Table 1 reveals that x 1 appears once, x 8 appears three times, and if x i appears where 3 i and i ∈ {1, 8} then it appears exactly twice. Also x i , where 3 | i and i < 21, appears at least once and at most twice in the third column.
We now start signing the terms of g(x) in such a way that g(x)f (x) when simplified is in the desired form (2) . Since the coefficient of x in h(x) is −1, x 1 in g(x) must be assigned a minus sign. This results in a minus sign for x 8 and a plus sign for x 3 in the third column of Section IV of Table 1 (see  also Table 2 ). Since x 8 appears three times in the third column, all three Table 2 . Example with f (x) = x 7 − x 2 + 1 (cont'd).
occurrences of x 8 must be assigned minus signs for otherwise these terms would not cancel when f (x)g(x) is simplified. Now we consider the x 8 term that appears in the third column of Section I. Since this x 8 must have a minus sign, we assign a minus sign to the x 8 term in the second column, resulting in a plus sign for the x 10 term and a minus sign for the x 15 term in Section I. Since x 10 does not appear in the simplified form of h(x), this in turn implies that the x 10 term in the third column of Section II must have a minus sign. Hence the x 3 term in the second column of Section II must be assigned a minus sign and consequently the x 5 term in the third column of Section II has a plus sign. Next we consider the sign of the other x 5 term in the third column. We continue this signing procedure until all the terms of g(x) have been signed (see Table 2 ). After simplification, we obtain
from which we have
3.2.2. General Case. We begin by assuming that
, gcd(m, k) = 1, and m ≥ 2k + 3. As in the previous example, our goal is to find g(x) such that h(x) = g(x)f (x) after simplification is in the desired form (2). In Table 3 , which is analogous to Table 1 , the unsigned monomials of g(x) appear in the second column, and the unsigned monomials (before any simplification) of the product g(x)f (x) appear in the third column. More precisely, the monomials in the three rows of the third column of Section I are obtained by multiplying the monomials in the second column of Section I by x m , x k and 1, respectively. The other monomials in the third column are obtained in an analogous way. If x u , x v , x w are the three monomials in the third column that are obtained by multiplying a particular monomial of g(x) by the (unsigned) monomials of f (x), then C = (x u , x v , x w ) is called a triple and we write S(C) = {x u , x v , x w }. For every such triple, exactly one of u, v, w is divisible by 3, one is congruent to 1 (mod 3), and one is congruent to 2 (mod 3) -this is because the monomials (x m , x k , 1) of f (x) satisfy the property.
Examination of the third column of Table 3 reveals the following: (1) x 1 appears once.
(2) x m+1 appears three times. (3) If 3 i and i ∈ {1, m + 1}, then either x i does not appear or it appears exactly twice. (4) If 3 | i and i < 3m, then x i appears at least once and at most twice. In the following we show how the entries of g(x) can be signed so that g(x)f (x) after simplification is in the desired form (2) .
As in the previous example, we first sign the entries of the Section IV triple (x m+1 , x k+1 , x 1 ); the monomials x m+1 and x 1 get negative signs,
while x k+1 gets a positive sign. We then sign the entries of the triple C 0 = (x 2m+1 , x m+k+1 , x m+1 ) in Section I; the resulting signed triple is (−x 2m+1 , +x m+k+1 , −x m+1 ). After that we sign the entries of the Section II triple C 1 = (x m+k+1 , x 2k+1 , x k+1 ) to obtain (−x m+k+1 , +x 2k+1 , −x k+1 ); this triple was chosen because it has a monomial, namely x m+k+1 , in common with C 0 which is different from x m+1 and whose exponent is not divisible by 3. Notice that the power of the common entry x m+k+1 is congruent to 1 (mod 3). The next signed triple is C 2 = (−x m+2k+1 , +x 3k+1 , −x 2k+1 ) in Section I; the entry in common between C 1 and C 2 is x 2k+1 whose power is congruent to 2 (mod 3). This signing procedure is continued until we cannot move to an unsigned triple. We claim that the signing procedure terminates when we visit the triple in Section II that contains x m+1 . Suppose that the triples visited are C 0 ,
where the monomials in the two intersections are different and their powers are not congruent to zero modulo 3. Let x w be the monomial in C l+1 for which 3 w and x w ∈ C l . Then since every x j where 3 j and j ∈ {1, m + 1} appears exactly zero or two times among the triples, we have x w ∈ S(C i ) for 1 ≤ i ≤ l − 1. Hence x w ∈ S(C 0 ). Since S(C 0 ) ∩ S(C 1 ) = x m+1 , it follows that S(C l+1 ) ∩ S(C 0 ) = x m+1 . Since the signing procedure never visits Section IV after leaving it, C l+1 must be the triple in Section II containing x m+1 .
We now show that the signing procedure visits all the triples. Denote by d(C j ) the power of the unique monomial of C j whose power is divisible by 3. We have d(C 0 ) = 2m + 1 and
The following statements can be deduced from the signing procedure:
(1) If C j is in Section I and C j+1 is in Section II, then z j ≡ 1 (mod 3) and
If C j is in Section I and C j+1 is in Section III, then z j ≡ 1 (mod 3) and
Since in the procedure every move from Section I to Section II which is not the last move is followed by a return to Section I, we may assume that we have moved u times from Section I to Section II and returned to Section I.
Similarly we can assume that we have moved v times from Section I to Section III and returned to Section I. It follows from (3) that
and thus
Now, u ≤ (m + k − 3)/3 and v ≤ (m − 2k)/3, so 2u + v + 2 ≤ m. Since gcd(m, k) = 1, we see that the solution to (4) is u = (m + k − 3)/3 and v = (m − 2k)/3, and hence the total number of triples visited during the signing procedure is 2u + 2v + 2 = (4m − 2k)/3. This is exactly the number of the triples in Sections I, II and III. The signing procedure guarantees that if x i appears in two triples, where 3 i and i ∈ {1, m + 1}, then the two instances of x i receive opposite signs and therefore cancel each other when g(x)f (x) is simplified. The monomials x m+1 in Sections I and IV both receive minus signs at the start of the signing procedure. The following argument shows that the third occurrence of x m+1 in Section II also receives a minus sign at the end of the procedure, and thus the three x m+1 terms cancel each other when g(x)f (x) is simplified. Let e(C i ) denote the sign of the third entry of the triple C i . We have e(C 0 ) = −1 and e(C l ) = e(C l+1 ). Suppose that C j and C j+2 are in Section I. It is easy to see that if C j+1 is in Section II then e(C j ) = e(C j+2 ), and if C j+1 is in Section III then e(C j ) = −e(C j+2 ). Thus, since there are v = (m − 2k)/3 moves in total from Section I to Section III and back to Section I, we have e(C l+1 ) = (−1) v e(C 0 ) = (−1) v+1 . Now, m must be odd because otherwise Lemma 9 and the condition gcd(m, k) = 1 would imply that x m + x k + 1 is irreducible over F 3 . Hence v = (m − 2k)/3 is also odd and so e(C l+1 ) = 1. Since x m+1 is the middle entry of C l+1 , it gets a minus sign and this shows that the signing procedure terminates successfully.
Finally, we determine the Hamming weight of g(x)f (x). It can easily be seen that if C j is in Section III, then C j+2 is in Section II and d(C j ) = d(C j+2 ). Moreover, the common entry in C j and C j+2 is given the same sign. Consequently, if 3 | i and x i occurs in both Section II and Section III, then the two occurrences receive the same sign. Also, the x k+1 term in Section IV is assigned a plus sign, while x k+1 in C 1 is assigned a minus sign. Thus after simplifying, the only powers of x that appear with nonzero coefficients in g(x)f (x) are x and x i where 3 | i, 0 ≤ i ≤ 3m − 3, and i = k + 1. Hence wt(x 1/3 ) = m − 1, which establishes Theorem 7 in the case where f (x) = x m − x k + 1, m ≡ 1 (mod 3), k ≡ 2 (mod 3), gcd(m, k) = 1, and m ≥ 2k + 3.
In the case where gcd(m, k) = d > 1, we modify Table 3 by deleting all terms x j for which j ≡ 1 (mod d). The third column of the resulting table has the following properties:
(1) x 1 appears once. The same signing procedure can now be applied to the terms of this modified table.
The proof of Theorem 7 in the remaining cases (with m ≥ 2k + 3) can be handled in a similar manner. When m ≡ 1 (mod 3) and f (x) = x m + x k − 1 or x m − x k − 1, Table 3 can be used with the appropriate f (x). The case m ≡ 2 (mod 3) uses Tables 4 and 5. 3.3. The case m ≤ 2k − 3. Tables 6, 7 and 8, which are analogous to  Tables 3, 4 and 5, can be used to complete the proof of Theorem 7. 
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