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of the linear MMSE (LMMSE) beamforming solution can readily be realized using the well-known fam-
ily of temporal reference techniques [2],[3],[9]–[13]. Speciﬁcally, block-data based beamformer weight
adaptation can be achieved using the sample matrix inversion (SMI) algorithm [9],[10], while sample-by-
sample based array-weight adaptation can be carried out using the least mean square (LMS) algorithm
[11]–[13]. Recent work [14],[15] has investigated a linear beamforming technique based directly on
minimizing the system’s bit error rate (BER) rather than the MSE and developed both block-data based
and sample-by-sample adaptive algorithms for implementing linear minimum BER (LMBER) beam-
forming. The results of [14],[15] have demonstrated that LMBER beamforming is capable of providing
considerable performance gains in terms of a reduced BER over the usual LMMSE beamforming.
In the context of space division multiple access (SDMA), the spatial separation in angles of arrival
between the desired signal and the closest interfering signal dominates the achievable system perfor-
mance and hence the system’s user capacity. When this angular separation is below a certain threshold,
linear beamforming ultimately fails, since the signals transmitted by the individual users become linearly
inseparable, a situation that has also been observed in the context of single-user channel equalization and
multiuser detection designed for code-division multiple-access (CDMA) [16]–[20]. In fact, it has been
observed even in linearly separable scenarios that a nonlinear processing technique is capable of provid-
ing a better performance than a linear one, although this is typically achieved at the cost of an increased
complexity. In conjunction with nonlinear spatial processing the achievable system capacity can be
signiﬁcantly increased, since an adequate performance can be maintained even in case of a low angu-
lar separation compared to linear beamforming. These considerations motivate this study of nonlinear
detection techniques contrived for multi-antenna aided systems.
Theoutline ofthe paper isas follows. Section 2introduces thesystem model, whileSection 3outlines
our linear beamforming based benchmarker. In section 4 we derive the optimal solution of the nonlinear
spatial processing assisted receiver for binary phase shift keying (BPSK) signalling, which is referred to
as the Bayesian detection solution. It is shown that this Bayesian solution has an identical form to a radial
basis function (RBF) network [17],[21]. In Section 5 two schemes are proposed for realizing block-data
based adaptive RBF detectors. One of them is based on the relevance vector machine (RVM) invoked
for classiﬁcation [22],[23] and the other one is the orthogonal forward selection (OFS) procedure using
the Fisher ratio class-separability measure [24]. Finally, in Section 6 an adaptive sample-by-sample
implementation of the RBF detector is also considered using an amalgam of the enhanced
￿ -means
clustering and the recursive least squares (CRLS) algorithm [25],[19], before offering our conclusions in
Section 7.
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It can be readily seen that the conditional probability density function (p.d.f.) of
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weight vector
￿ is given by [14],[15]:
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The LMBER beamforming solution is then deﬁned as:
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Unlike the LMMSE solution (8), there exists no closed-form LMBER solution. In [14],[15], a simpliﬁed
conjugate gradient method [26],[27] is used to obtain numerical solutions. Both the block-data based
gradient and LMS-style stochastic gradient adaptive algorithms have been derived in [14],[15] to realize
the LMBER beamforming solution.
For the linear beamformer to work adequately, the underlying system must be linearly separable.
The linear separability means that there exists a weight vector
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in an OFS procedure, as is presented in [24]. Deﬁne the two class sets
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Base on this Fisher ratio for class separability measure, signiﬁcant kernel terms can be selected with the
aid of an OFS procedure. At the
H -th stage, a term is chosen as the
H -th term in the selected model, if it
produces the largest
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where the threshold
￿
determines the sparsity of the selected model. The appropriate value for
￿
depends
on the application concerned, and in our spatial processing oriented application, we have found out
empirically that the appropriate values for
￿
is in the range of 0.005 to 0.01. The least square solution for
the corresponding sparse model weight vector
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The detailed construction algorithm is summarized in Appendix B. This algorithm involves only lin-
ear optimization and is computationally signiﬁcantly more attractive compared with the RVM method.
In the selection procedure, if
￿
_
￿
￿
￿ is too small, this term will not be selected. Thus, any ill-conditioning
problem or singular situations are automatically avoided. The construction process is guaranteed to con-
verge and, to arrive at the sparsest possible kernel detector that is also capable of closely approximating
the optimum Bayesian performance, the only algorithmic parameter that requires tuning is the threshold
￿
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Figure 3: Comparison of the bit error rates of three theoretical detection schemes, the LMMSE and
LMBER beamformers, and the optimal Bayesian detector.
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(a) LMMSE beamformer
−3
−2
−1
0
1
2
3
4
−2
0
2
0
0.2
0.4
0.6
0.8
Re[y] Im[y]
p
d
f
(b) LMBER beamformer
Figure 4: Conditional p.d.f.s
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(a) LMMSE beamformer
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Figure 5: Conditional p.d.f.s
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Figure 6: Performance comparison of the Bayesian detector with the RBF detectors constructed by the
RVM algorithm and the OFS with Fisher ratio, respectively.
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Figure 7: Performance comparison of the Bayesian detector with the RBF detector trained by the CRLS
algorithm.
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