Abstract. In a context where sustainable development should be a priority, Orazov et al. have proposed in 2010, an excitation scheme for buoy-type ocean wave energy converter. The simplest model for this scheme is a non autonomous piecewise linear second order differential equation. The goal of that paper is to give a mathematical framework for this model and to highlight some properties of its solutions. In particular, we will look at bounded and periodic solutions, and compare the energy performance of this novel WEC with respect to the one of wave energy converter without mass modulation.
Introduction
In the recent years, sustainable development has become a great challenge. Because of the crisis of fossil fuels, alternative sources of energy must be found. Moreover, decades of non sustainable development have produced pollution, climate disturbance and loss of biodiversity. Thus it is preferable to seek for novel sources of energy with low impact on the environment.
In this respect, ocean waves provides a important source of renewable energy. Mechanical devices that harvest energy stored in ocean waves are called wave energy converter (WEC): see [OOS10] .
Basically, a WEC is a floating body with a power takeoff system. It uses the vertical oscillations induced by waves to produce electrical current. In order to optimize the harvesting capabilities of a WEC, Orazov et al. have proposed in 2010 a novel excitation method based on state-dependent mass modulations. We refer to [OOS10] for detailed explanations and to http://me.berkeley.edu/˜bayram/wec/water intake animation.html for an animation of this mechanism. Anyway, let us explain briefly how it works. The WEC can change its mass by holding back or ejecting water from its floats: this is mass modulation. The new idea of Orazov et al. is that the mass change occurs when the system is in a precise state : this is state-dependent mass modulation.
If the square of the vertical position starts to increase -i.e. where E W is the energy of the WEC; E g , the energy brought by ocean waves. E D is the sum of the energy harvested by the power takeoff system and the energy dissipated by hydrodynamic damping. It should be useful to distinguish between these two energies but this is not possible with the model (1.1). The new term E m is the energy generated by mass modulation. If the variation ∆E m is positive then mass modulation increases the energy of the system. If there is no mass modulation i.e. ω = 1, then ∆E m = 0. Remark 6.1 states that, for periodic solution x, the variation of E m satisfies ∆E m := 1 2
( 1 ω − 1)(ẋ 2 (t 0 ) + x 2 (t 2 )).
Thus, if ω < 1 then
In this sense, the new WEC proposed by Orazov et al. is more efficient than standard oscillators.
Mathematical settings
In this section, we will define solutions for Equation (1.1). We choose a continuous dynamical system approach. We will make use of the following assumptions. 
we have a partition of R 3 , namely
In the sequel, we will use the following subsets of A 0 .
A Next, we compute a Taylor expansion of xẋ.
Lemma 2.2. If x ∈ C 4 (R, R) then for t ∈ R and h ≃ 0, we have
and x be the solution of
For all t ∈ R, we put V (t) = (x(t),ẋ(t), t)
t . Then, for some ε > 0,
Proof. We will first prove the if part of each assertion. If V (t 0 ) belongs to A + ∪ A − , the result follows from the continuity of xẋ. If V (t 0 ) ∈ A 0++ thenẋ(t 0 ) = 0 and (−x + g)(t 0 ) = 0, henceẍ
With Lemme 2.2,
From the definition of A 0++ , we have xġ
The proof for V (t 0 ) ∈ A 0−− is analog. If V (t 0 ) ∈ A 0−+ then one of the four cases below holds.
1) x(t 0 ) = 0,ẋ(t 0 ) = 0. By Lemma 2.2,
Hence, there exists some positive ε such that
2) x(t 0 ) = 0,ẋ(t 0 ) = 0 and x(−x + g)(t 0 ) > 0. Then
And we obtain the same conclusion as in the previous case since ω > 0.
3) x(t 0 ) = 0,ẋ(t 0 ) = 0, (−x + g)(t 0 ) =ġ(t 0 ) = 0 and xg(t 0 ) > 0. Then
With Lemma 2.2,
And the same conclusion holds. 4) x(t 0 ) = 0,ẋ(t 0 ) = 0. Then
If g(t 0 ) = 0 then we are done. If g(t 0 ) = 0 then ...
Ifġ(t 0 ) > 0 then ... x (t 0 ) > 0 and we can deduce the sign of xẋ from the variations of x andẋ. Indeed, sinceẍ(t 0 ) = 0,ẍ is negative on some interval of the form (t 0 − ε, t 0 ) and positive on (t 0 , t 0 + ε). Henceẋ is positive in a neighborhood of t 0 except in t 0 where it vanishes. Finally, we obtain that x is negative on some interval of the form (t 0 − ε, t 0 ) and positive on (t 0 , t 0 + ε). Ifġ(t 0 ) < 0 then all signs are reversed and we have the same conclusion. Ifġ(t 0 ) = 0 theng(t 0 ) = 0 according to (2.3). Then
As in the caseġ(t 0 ) = 0, we compute the sign of xẋ by studying the variations of x andẋ. However, we consider at first, .... x . The four cases above prove the if part of the assertion (1) in Lemma 2.3, namely
The case where V (t 0 ) ∈ A 0+− is proved in the same way, which conclude the if part of the proof.
Conversely, assume that V ((t 0 −ε, t 0 )) ⊂ A − and V ((t 0 , t 0 +ε)) ⊂ A + for some ε > 0. Then V (t 0 ) cannot belong to A 0+− ∪ A + ∪ A 0++ ∪ A − ∪ A 0−− according to the if part of the proof. Hence V (t 0 ) is in A 0−+ by Proposition 2.1. This proves the equivalence (1) of the lemma. The other cases are proved in the same way, which completes the proof of the Lemma.
2.1. Solutions of (1.1) and the corresponding Cauchy Problem.
Definition 2.1 (Local solutions). Let I be an interval of R. Under assumptions (2.1) and (2.4), we say that x is a local solution to (1.1) on I if • x ∈ C 1 (I, R) and I has positive (Lebesgue) measure; • one of the three conditions below holds.
(i) x ∈ C 2 (I, R), V (t) := (x(t),ẋ(t), t) t belongs to A + ∪ A 0++ for all t ∈ I and x + 2ωδẋ + ωx = ωg on I.
(ii) x ∈ C 2 (I, R), V (t) belongs to A − ∪ A 0−− for all t ∈ I and x + 2δẋ + x = g on I.
(iii) There is a time t 0 in I such that if I 1 := I ∩ (−∞, t 0 ) and I 2 := I ∩ (t 0 , ∞) then one of the two following conditions holds.
Remark 2.1. This definition excludes oscillatory solutions x such that xẋ has infinetly many changes of signs on some compact interval. For instance, solutions of the form x(t) = t 5 sin 1 t are excluded. If x is a local solution on I then xẋ changes its sign at most once (case (iii)). However, xẋ may have many zeros on I. Indeed, in case (i), if V (t) belongs to A 0++ then xẋ(t) = 0. If g = 0 then x = 0 is not a local solution since 0 ∈ A 0−+ .
Definition 2.2. Let J be an interval of R. We say that x is a (global ) solution of (1.1) on J if • x ∈ C 1 (J, R); • for all t 0 ∈ J, there exists a interval I ⊂ J, relatively open in J and containing t 0 such that x is a local solution on I.
Definition 2.3. Let J be an interval of R, t 0 ∈ J and x 0 ,ẋ 0 be two real numbers. Under assumptions (2.1) and (2.4), we say that x is a solution to the Cauchy problem (corresponding to (1.1)) with initial condition (x 0 ,ẋ 0 ) at time t 0 if • x is a global solution of (1.1) on J;
Existence and uniqueness of the Cauchy problem
In this section, we will consider separately the cases where the forcing term g is non trivial and the case where it is identically equal to zero. Proof. Uniqueness. Let x and y two solutions of the above Cauchy problem and suppose that (x,ẋ)(t) = (y,ẏ)(t) for some time t > t 0 . If t 1 denotes the infimum of these t then (x,ẋ)(t 1 ) = (y,ẏ)(t 1 ) and there exists a decreasing sequence (τ n ) n≥0 ⊂ R such that
Since x, y are global solutions, there exists some ε > 0 such that x and y are local solutions on I := (t 1 − ε, t 1 + ε) ; here we have used the fact that, in Definition 2.2, I is relatively open in J = R. According to (3) Lemma 2.3, if V (t 1 ) ∈ A + ∪ A 0++ then x and y satisfy condition (i) of Definition 2.1 on
. Hence x ≡ y on I by Cauchy's Theorem. We then get a contradiction with (3.2).
Cases (1), (2) and (4) of Lemma 2.3 lead also to a contradiction. Then Proposition 2.1 warrants that there is no other possibility which finish to prove the uniqueness of the solution to the Cauchy problem.
Existence. We will prove that there exists a solution on [t 0 , ∞). Performing the same construction on (−∞, t 0 ), we will obtain a global solution on R.
If V (t 0 ) ∈ A + ∪ A 0−+ ∪ A 0++ then let x be the solution of
Otherwise, there is a time t 1 > t 0 such that
is a local solution on [t 0 , t 1 ).
We argue as in the previous case to get a local solution on [t 0 , t 1 ) for some
Without loss of generality, we may assume V (t 0 ) ∈ A + ∪ A 0−+ ∪ A 0++ and t 1 < ∞. Then by induction, we construct an increasing sequence of time t 1 , . . . , t N , t N +1 with N ≥ 1, t N ∈ R and t N +1 ∈ (t N , ∞] so that we have a global solution on [t 0 , t N +1 ). If t N +1 = ∞ then we have a solution on [t 0 , ∞). Otherwise, there exists an increasing sequence (t n ) n≥0 and
Then the theorem will be proved if t n → ∞. Let us argue by contradiction assuming that t n → T ∈ R. Then we denote by a the function of L ∞ (R) defined by
Sinceẋ is continuous on [t 0 , T ) and xẋ vanishes on a set measure zero (see Lemma 2.3), we have for all t ∈ [t 0 , T ),
Hence, y(t) := |x(t)| + |ẋ(t)| satisfies
where C is a constant depending only on δ and ω. By Gronwall's Lemma, y is bounded on [t 0 , T ). Thus, using also (3.7) with t 0 = t ′ , we obtain for another constant still labelled C,
Hence, there exist a, b in R such that
If a = g(T ) then for all t ∈ ∪ n≥0 (t 2n , t 2n+1 ),
Since ω > 0, we deduce thatẍ has a sign on ∪ n≥n 1 (t n , t n+1 ) for some large index n 1 . Thenẋ is monotone (since it is continuous) on [T − ε, T [. Thus xẋ has a sign on [T − ε ′ , T [ which contradicts (3.5) and (3.6). Then a = g(T ). From (3.5), (3.6), we deduce lim t→T, t∈∪ n≥0 (tn,t n+1 )ẍ (t) = 0.
(3.8)
Differentiating (3.5) and (3.6) with respect to time, we get lim t→T, t∈∪ n≥0 (t 2n ,t 2n+1 )
...
Ifġ(T ) = 0 then ... x has a sign on ∪ n≥n 0 (t n , t n+1 ) for some large index n 0 . Consequentlyẍ is monotone on ∪ n≥n 0 (t n , t n+1 ). Remark that sinceẍ is not continuous, we cannot deduce, at this stage, thatẍ has a sign in a left neighborhood of T . However we may obtain the sign of xẋ with Lemma 3.2 below. Now we will check that the last assumption of Lemma 3.2 holds.
By (3.5), (3.6),ẍ
Since ω > 0, we haveẍ(t
.2 leads to a contradiction with (3.5) and (3.6).
has a continuous extension on [t n , t n+1 ] for all n ≥ 0;
• one of the two conditions holds:
Proof. Ifẍ is increasing on (t n , t n+1 ) for all n ≥ 0 then one of the two following cases holds.
1)ẍ(t
Henceẋ is increasing on (t n 1 , T ) and has a sign since it is continuous. We then deduce that xẋ has a sign on (T − ε, T ).
2)ẍ(t − n ) ≤ 0 for all n ≥ 1. Henceẍ < 0 on (t n , t n+1 ) for all n ≥ 0, sinceẍ is increasing. Thusẍ < 0 a.e. on (t 0 , T ). Thenẋ is decreasing. As above, we conclude that xẋ has a sign on (T − ε, T ).
The case whereẍ is decreasing is analog.
Let us continue the proof of Theorem 3.1. There remains to consider the case wherė g(T ) = 0. Theng(T ) = 0 by (2.3). We obtain from (3.5), (3.6) and (3.9), ....
Ifg(T ) > 0 (the caseg(T ) < 0 can be done in a same way) then ... x is increasing on ∪ n≥n 0 (t n , t n+1 ) by (3.11). Let us show that ... x < 0 on J := ∪ n≥n 1 (t n , t n+1 ) for some large index n 1 . For this, we will first show that ...
(3.12)
sinceẋ(t 2n+1 ) = 0. On J, we have when t → T ,
by (3.8). Thus −ẍ +g > 0 a.e. on (T − ε, T ) for some ε > 0. Hence,
Thus, for large n,ẍ(t − 2n+1 ) > 0 (see (3.13)) and (−ẋ +ġ)(t 2n+1 ) < 0. With (3.12), ...
Next, let us show that ...
Since, it is assumed here thatġ(T ) = 0, there is a contradiction with (3.1). Thusẋ(t 2n ) ≤ 0 for n large enough. Then (3.17), (3.14) imply thatẍ(t − 2n ) > 0 and, with (3.14), (3.16), we obtain ...
) < 0, and with (3.15),
x is increasing on J, we have ... x < 0 on J. It follows from Lemma 3.2 that xẋ has a sign on (T − ε, T ). This contradicts again (3.5), (3.6) and completes the proof of the theorem.
3.1. The homogenous problem. In this subsection, we will assume that
Then the subsets of A 0 reduce to
Moreover we have the following partition of R 3 :
Proposition 3.3. Under assumptions (2.4), (3.18), let x be a global solution of (1.1) on R. Then (x(t),ẋ(t)) = (0, 0) ∀t ∈ R.
Proof. Arguing by contradiction, we suppose that there exists some t 0 such that
There results that V (t 0 ) belongs to A 0−+ . Thus the case (iii) of Definition 2.1 holds. If (iii-b) is true then, for some positive ε, x solves the problem
Hence x = 0 on (t 0 , t 0 + ε). But V ((t 0 , t 0 + ε)) ⊂ A − by Definition 2.1. We get a contradiction. The case (iii-a) is analog; accordingly (x(t),ẋ(t)) = (0, 0) ∀t ∈ R.
Theorem 3.4. Under assumptions (2.4), (3.18), let t 0 ∈ R and (x 0 ,ẋ 0 ) ∈ R 2 \{(0, 0)}. Then the Cauchy problem corresponding to (1.1) with initial condition (x 0 ,ẋ 0 ) at time t 0 admits a unique solution.
Proof. The proof is similar and even simpler than the one of Theorem 3.1. So we skip the details.
Uniqueness. We consider two solutions x and y and a time t 1 satisfying (x,ẋ)(t 1 ) = (y,ẏ)(t 1 ) and (3.2). Lemma 2.3 holds except the first equivalence which becomes
so that the uniqueness follows as in Theorem 3.1. Existence. For the homogenous equation, explicit solutions on A + and A − are available. We then construct a solution using the method of Theorem 3.1.
We will now investigate some properties of oscillating solutions of (1.1) when g = 0. They are produced when δ and ωδ 2 range (0, 1).
Proposition 3.5. Let us assume that δ and ωδ 2 belong to (0, 1) and g = 0. If x denotes the solution given by Theorem 3.4 then there exits a time τ 0 ∈ R such that
Proof. Arguing by contradiction, we assume that
Then there exists a time t 0 such that
Indeed, if x(t 0 ) = 0 then (3.19) and Proposition 3.3 imply x < 0 in (t 0 , ∞); hence (3.20) follows. Next, we set
Then y solves (1.1) and y > 0 in (t 0 , ∞). We claim that, for some t 1 ≥ t 0 ,
Indeed, ifẏ(t 1 ) < 0 and there exists t 2 > t 1 such thaṫ
We get a contradiction, therefore, (3.21) follows.
Using y > 0 in (t 0 , ∞) and (3.21), we deduce that y is monotone in (t 1 , ∞) and satisfiesÿ
By computing the explicit solution, we obtain a contradiction since δ and ωδ 2 belong to (0, 1). This completes the proof of the proposition.
The next result is due to Orazov et al.
Proposition 3.6 ([OOS10]). Let us assume that δ and ωδ
2 belong to (0, 1) and g = 0. For all global solution x of (1.1), there exists an increasing sequence of time (t n ) n≥0 such that the following properties hold for all n ≥ 0.
(
(2) xẋ > 0 in (t 2n , t 2n+1 ) and xẋ < 0 in (t 2n+1 , t 2n+2 ).
(3) With the notation
(3.22)
we have
there holdsẋ
Proof. By Proposition 3.3, V (0) = 0. By Proposition 3.5, we may assume without loss of generality, that u(0) lies in {0} × (0, ∞); so that we set t 0 := 0.
• A function x 0 ∈ C 2 (R, R) is solution of
if and only if
Moreover,ẋ
The smallest positive T satisfying (3.28) gives T ω in (3.23). As a consequence,
and, since T ω is minimum, we have Ω ω T ω ∈ (0, π/2).
• Let x 1 be the solution of
If we write x 1 in the form
Besides,
The smallest positive T satisfying this equation gives T − in (3.24). We have also Ω 1 T − ∈ (π/2, π). From (3.29) and (3.26), we deduce thaṫ
Since Ω ω T ω ∈ (0, π/2) and Ω 1 T − ∈ (π/2, π), k(ω) is positive. Moreover, with (3.28) and (3.30), we infer
and (3.26) follows. Since the equation is autonomous, we obtain the existence of a sequence (t n ) n≥0 satisfying the four properties of the theorem.
Next, we will investigate some properties of k(ω).
Proposition 3.7. Let δ ∈ (0, 1) and k : (0, 1 δ 2 ) → (0, ∞) be the function defined by (3.26). Then k is decreasing on (0, 1/δ 2 ) from ∞ to k(
As a consequence, there exists a unique number denoted by ω(δ), satisfying k ω(δ) = 1.
Moreover, ω(δ) < 1, ω(0 + ) = 1, ω(1 − ) = 0, and, setting X 1 := (
, there holds (see Figure 2) exp − 2π From (3.31), we deduce the less sharp but simpler estimates for ω(δ):
Proof. Setting
we obtain with (3.23),
By a concavity argument, y → arctan y y is decreasing on (0, ∞). Thus
is decreasing on (0, 1 δ 2 ), and so k does. By (3.33),
Let us now look at k(ω) for ω close to 0. When ω → 0, X ω → ∞. Thus (see (3.33)),
We conclude with (3.26).
Let us now consider the solution ω(δ) to k(ω) = 1. By (3.26), (3.24),
Regarding the lower bound, since k decreases and k(1) < 1, we have ω(δ) < 1. Hence,
Thus, with (3.24),
This proves (3.31). Finally, ω(0 + ) = 1 and ω(1 − ) = 0 follow from (3.32).
4. Asymptotic properties of the solutions to (1.1)
We start with the homogenous case. In this situation, the long time behavior of the system is completely known and depends on the value of k(ω). More precisely, we have the following statement.
Corollary 4.1. Under the assumptions and notation of Propositions 3.6 and 3.7, if
Remark 4.1. The case k(ω) = 1 is surprising since from the point of view of application it implies that power can be extracted without wave! By Proposition 3.7, for any admissible δ, we can choose appropriate ω so that k(ω) = 1. This suggests that the model (1.1) should be modified in order to avoid such periodic solutions.
There results from the proof below that the decay (respectively, growth) rate toward zero (infinity) is exponential.
Proof. According to Proposition 3.6 and (3.29), for all n ≥ 0, we have
• If k(ω) < 1 then the above equalities imply
Let n ∈ N and t ∈ (t 2n , t 2n+1 ). By (2) Proposition 3.6, V (t) := (x(t),ẋ(t), t) t ∈ A + . Thus, if we multiply the first equation of (1.1) byẋ and integrate between t 2n and t, we get
In a same way, if t ∈ (t 2n+1 , t 2n+2 ) then V (t) ∈ A − and 1 2ẋ 2 + 1 2
Combining (4.1)-(4.3), we obtain |x(t)| + |ẋ(t)| → 0.
• If k(ω) > 1 then, sinceẋ(t 0 ) = 0 according to Proposition 3.6, we have
For all t ∈ (t 2n , t 2n+1 ), there holds (see (4.2))
Hence, lim
Arguing in a same way on A − , we obtain the convergence toward ∞.
• If k(ω) = 1 then x(t 4 ),ẋ(t 4 ) = x(t 0 ),ẋ(t 0 ) .
Since the equation is autonomous and Theorem 3.4 provides an uniqueness result, x is periodic.
In the sequel, we give a bounded-input-bounded-output stability result. The main tools are a rescaling argument and an energy method. Fairly general forcing terms g are allowed. In particular, g is not assumed to be periodic.
Theorem 4.2. Under assumption (2.1), let us suppose, in addition that
Then Equation (1.1) admits a bounded absorbing set in the phase space R 2 . In particular, for all positive ε and any global solution x of (1.1) on [0, ∞), there exists a time T > 0 (depending on ε, x(0) andẋ(0)) such that for t > T ,
where
Proof. Let x be a global solution of (1.1) in the sense of Definition 2.2. Without loss of generality, we may assume that, for some positive ε,
Next, we claim that for all T > 0, there exists a nonnegative integer N and a sequence 0 = t 0 < t 1 < · · · < t N < t N +1 := T such that for n ≥ 0,
x + 2ωδẋ + ωx = ωg on (t 2n , t 2n+1 ) (4.10)
Since the assumptions on g are weaker than the ones in Theorem 3.1, this claim has to be justified. If V ((0, T )) ⊂ A + ∪ A 0++ then we put N := 0, t 1 := T so that, by Definition 2.1, (4.10) holds on (0, T ) = (t 0 , t 1 ). Otherwise, V leaves A + ∪ A 0++ at some time t 1 > 0. Thus since x is a local solution, there exists ε > 0 such that
and x solves (4.11) on (t 1 , t 1 + ε). Then the claim follows easily by induction. Next we set β := 1 2δ (4.12)
Then for t ∈ (0, t 1 ),ÿ + 2(ωδ − β)ẏ + 1 4δ 2 y = e βt ωg(t) and
Due to (4.5),
So, using Young's inequality
we derive from (4.13)
(4.14)
In particular, since E is continuous on R,
If N ≥ 1 then, noticing that E is independent of ω -this fact is the key point of the proof -we have
Hence, (4.15), (4.16) and the notation (4.9) imply
By induction, there results
Let us go back to the function x. For all t ≥ 0, we have
This completes the proof of the theorem.
Remark 4.2. An immediate consequence of Theorem 4.2 is that any periodic solution x and a fortiori, any limit cycle of (1.1) satisfy
Periodic Solutions
If ω = 1 and g is periodic then (1.1) reduces to a linear equation which admits a periodic solution. Hence we will use a perturbation argument to prove that, for ω ≃ 1, (1.1) posseses periodic solutions. This argument is based on the implicit function theorem. However, due to the discontinuity ofẍ, standard results on the persistence of periodic solutions do not apply here. Accordingly, we will use the fact that explicit solutions are available for suitable forcing g. We then perform a perturbation argument on the coefficients of these explicit solutions. We get an algebraic equation in R 12 parametrized by ω.
Theorem 5.1. Let us assume that
Then for ω close enough to 1, (1.1) admits a
Proof. Without loss of generality, we may assume g 0 = 1. For ω = 1, (1.1) becomes
Let the function x p,1 be defined by
Remark that θ 1 belongs to (0, π) and that x p,1 is a 2π α −periodic solution to (5.4). Moreover, if we set
V (t) := (x p,1 (t),ẋ p,1 (t), t) t then for i = 0, 1,
For ω ≃ 1, we define x p,ω by
−periodic solution to (1.1) on R in the sense of Definition 2.2, if there exist 12 real numbers A 0 , B 0 , . . . , A 3 , B 3 and t 0 (ω) < t 1 (ω) < t 2 (ω) < t 3 (ω) such that the four following conditions hold true.
• For all t ∈ (t 0 (ω), t 1 (ω)),
) and
• For all t ∈ (t 1 (ω), t 2 (ω)),
and
• For all t ∈ (t 2 (ω), t 3 (ω)),
• For all t ∈ (t 3 (ω), t 4 (ω)) where t 4 (ω) :
and x 3 (t 3 (ω)) = x 2 (t 3 (ω)),ẋ 3 (t 3 (ω)) = 0, x 3 (t 4 (ω)) = 0,ẋ 3 (t 4 (ω)) =ẋ 0 (t 0 (ω)) (5.9)
Since t 4 (ω) = t 0 (ω) + 2π α , (5.6)-(5.9) contain 12 scalar equations with 12 unknowns A 0 , . . . , B 3 , t 0 (ω), . . . , t 3 (ω) and one parameter, namely ω.
For ω = 1, x p,1 gives a solution to these equations. Indeed,
solve (5.6)-(5.9) for ω = 1. Next, we use the implicit function theorem to show the persistence of the solution to (5.6)-(5.9). For this, we have to compute the jacobian matrix of the underlying function at the point given by (5.10) and for ω = 1. Afterwards, we will prove that this matrix is invertible.
Its first line is computed by differentiating the first equation of (5.6), namely x 0 (t 0 (ω)) = 0. For simplicity, we define u(t) := e −δt cos Ω 1 t, v(t) := e −δt sin Ω 1 t, ∀t ∈ R.
Then we get
At the same point, we have also
The derivative with respect to the other variables vanish. Hence there is only 3 non trivial entries in the first line of the jacobian matrix. Taking into account the other equations in (5.6)-(5.9), the jacobian matrix corresponding to (5.6)-(5.9) reads
In the above matrix, the first column contains the partial derivative with respect to A 0 . The 8 th and 9 th columns contain the partial derivative with respect to B 3 and t 0 . Zero entries are omitted. Now, we will apply elementary transformations to this matrix what will do not change its invertibility. First, we replace the Thus the 4 last columns contain only one non zero entry. This leads us to the following 8 × 8 matrix.
We write this matrix under the form 
where A, . . . , E are 2 × 2 matrices defined in an obvious way according to (5.11). Remark that A, . . . , E are invertible since their determinant is (up to a sign) a wronskien of u and v.
In the above matrix, we replace the • 2 nd column by the sum of the 2 nd and the 1 st column; 
(where I denotes the identity matrix of R 2 ), we get
Since, as explain above, A, . . . , E are invertible, there remains to compute the determinant of D + E. Setting T := 2π α , this determinant is the wronskien of u(· + T ) − u and v(· + T ) − v at time t 0 . Thus it is enough to compute this wronskien for t = 0. This gives Ω 1 (e −2δT + 1 − 2e −δT cos Ω 1 T ).
Thus, if the determinant of D + E vanishes then cos Ω 1 T = ch δT and δT = 0. Our assumptions on δ imply that det(D + E) = 0. Then, for ω ≃ 1, (5.6)-(5.9) has a solution that we denote by
By choosing ω close enough to 1, we have in addition
Then we define x : R → R in the following way. For k = 0, 1,
Outside of [t 0 (ω), t 4 (ω)), we extend x by periodicity. From (5.6)-(5.9), there results that x is a C 1 function and is T −periodic. Thus there remains to check that xẋ is positive on (t 2k (ω), t 2k+1 (ω)) and negative on (t 2k+1 (ω), t 2k+2 (ω)). We will only prove that xẋ is positive on (t 0 (ω), t 1 (ω)). For this, we set
Sinceẏ(0, 1) = α 2 X 2 1 , and y is of class C 2 , there exists ε ∈ (0, 1) such that for all ω ∈ (1 − ε, 1 + ε),
Thus for all ω ∈ (1 − ε, 1 + ε),
. Arguing in a same way in a neighborhood of t 1 (ω) − t 0 (ω), we obtain that, for some τ > 0 independent of ω,
Since τ is independent of ω, we may reduce ε if necessary, so that t 1 (ω) − t 0 (ω) − τ ≤ t 1 − t 0 − τ /2. i.e. xẋ > 0 on (t 0 (ω), t 1 (ω)).
Energy balance
If there is no mass modulation i.e. ω = 1, then the energy balance for Equation (1.1) takes the form
where E W is the energy of the WEC, namely E W (t) = 1 2 (ẋ 2 + x 2 )(t). Now, we propose the energy balance
where the extra term E m is the energy generated by mass modulation. By (6.4), E g and E D still satisfy (6.2) and (6.3). However, roughly speaking, E W (t) = E ω (t) := 1 2ωẋ 2 (t) + More precisely, assuming (2.1), (2.4), if x denotes a global solution to (1.1) on R, we set for all t ∈ R (see Section 2 for the notation),
If V (t) ∈ A + ∪ A 0++ ∪ A − ∪ A 0−− , then by Definition 2.1, there exists ε > 0 such that
Hence, we may extend E W by setting E W (t) := lim s→t, s>t E W (s).
We will compute the variation of energy during one cycle, where a cycle is illustrated by Figures 1, 3 , 4 and 5. The formal definition of a cycle is the following.
Definition 6.1. Assume (2.1), (2.4) and that x is a solution to (1.1) on R in the sense of Definition 2.2.
• A list (t 0 , . . . , t 4 ) of 5 real numbers is a positive cycle if t 0 < · · · < t 4 and there exists ε > 0 such that for k = 0, 1,
V (t 2k+1 , t 2k+2 ) ⊂ A − ∪ A 0−− V (t 0 − ε, t 0 ) ⊂ A − , V (t 4 , t 4 + ε) ⊂ A + .
(6.8)
• The definition of a negative cycle is obtained by exchanging the signs + and − in the definition of a positive cycle.
• (t 0 , . . . , t 4 ) is a cycle if it is a negative or a positive cycle. g dt.
