Let p > 2 be a prime. We give examples of smooth absolutely irreducible representations of GL 2 (Q p 3 ) over F p 3 which are not admissible.
Introduction
Smooth representations of p-adic reductive groups arise naturally in the theory of automorphic forms. Smooth here means that every vector is invariant under an open subgroup. Classical finite-dimensionality results for automorphic forms imply admissibility: the invariants of the representation under any open subgroup is finite-dimensional. Both of these notions make sense for a base field of any characteristic. Representation theory over base fields of positive characteristic has attracted considerable attention in recent years because of its connection to congruences of automorphic forms and the modularity of Galois representations.
In the recent groundbreaking work [AHHV17] , smooth, irreducible, admissible mod p representations of connected reductive p-adic groups are classified in terms of supercuspidal representations, closely mirroring the earlier theory in characteristic not equal to p. For a base field of characteristic different from p, it is known from [Vig96, II.2.8] moreover that every smooth irreducible representation of a connected reductive p-adic group is admissible. [AHHV, Question 1] asks whether a similar statement is true for mod p representations. We provide a negative answer, at least when p > 2.
Theorem 1.1. Let p > 2. There exists a smooth absolutely irreducible GL 2 (Q p 3 )representation over F p 3 which is not admissible.
It will be clear from the construction that there are infinitely many such representations. Moreover, similar constructions exist for unramified extensions of larger degree, but we content ourselves with describing the simplest example.
Admissibility is a desirable property, in part because it implies that the irreducible representation has a central character, admits Hecke eigenvalues for weights, and has an endomorphism ring of finite dimension over the base field. [AHHV, Question 2, Question 8] ask whether irreducible mod p representations must have central characters and Hecke eigenvalues. The representations that we construct have central characters and Hecke eigenvalues (matching certain supersingular representations), and so we do not answer these questions. However, by restricting scalars for a representation we construct, we also prove the following.
Theorem 1.2. There exists a smooth irreducible GL 2 (Q p 3 )-representation over F p 3 whose endomorphisms contain F p .
Of course, such a representation cannot be absolutely irreducible as the endomorphism ring over F p would contain F p ⊗ F p 3 F p .
We now make brief remarks on the construction. Irreducible mod p representations are typically rather difficult to construct, much less nonadmissible ones. Global constructions coming from the theory of automorphic forms always give admissible representations and parabolic induction preserves admissibility. However, the Bruhat-Tits tree and the diagrams of [Paš04] give a powerful method of constructing mod p representations of p-adic GL 2 with fixed K-socle where K is the maximal compact subgroup. [BP12] uses this close control of the K-socle to prove both irreducibility and admissibility for many representations that they construct. The main idea of this paper is that the control of the K-socle can also be used to prove irreducibility and nonadmissibility. We construct an infinite-dimensional diagram that gives rise to a nonadmissible GL 2 (Q p 3 )-representation, and prove irreducibility using the methods of ibid.
1.1. Acknowledgments. We thank Marie-France Vigneras for encouraging the author to work on this problem. The intellectual debt owed to the work of Christophe Breuil and Vytautas Paškūnas will be clear to the reader. We thank Stefano Morra for producing some diagrams in an earlier version. We thank Benjamin Schraen for suggesting that we could prove Theorem 1.2. We thank Florian Herzig, Yongquan Hu, and Karol Koziol for many helpful comments on an earlier version. The author was supported by the Simons Foundation under an AMS-Simons travel grant and by the National Science Foundation under the Mathematical Sciences Postdoctoral Research Fellowship No. 1703182. We thank the University College London, ENS de Lyon, and L'Institut Montpelliérain Alexander Grothendieck for providing hospitality and excellent working conditions while part of this work was carried out.
1.2. Notation. Let p > 2 and let q be p f for a positive integer f . Fix an algebraic
, Z the center of G, K be GL 2 (Z q ), and I (resp. I 1 ) the preimage in K of the upper triangular matrices (resp. unipotent upper triangular matrices) in GL 2 (F q ) under the natural reduction map. Let Π ∈ G be the matrix 0 1 p 0 . Then Π normalizes I and the normalizer N (I) of I is IZ ⊔ IZΠ. Moreover, we have an isomorphism
For a character χ of IZ, let χ s be the character of IZ given by precomposing χ by Π-conjugation. If V is an IZ-representation and χ a character of IZ, we let V χ be the χ-isotypic part of V .
Diagrams
Let ρ : G Qq → GL 2 (F p ) be a generic continuous irreducible representation in the sense of [BP12, Definition 11.7] (such representations exist with the assumption that p > 2). Let D(ρ) be the set of Serre weights defined in [BP12, §11] . To ρ, [BP12, Theorem 13.8] attaches a family of basic 0-diagrams. We fix for the rest of the paper a basic 0-diagram (D 0 (ρ), D 1 (ρ), r) in this family which is defined over F q . That is D 0 (ρ) and D 1 (ρ) are finite dimensional K and N (I)-representations over F q , respectively, and (D 0 (ρ) Fp , D 1 (ρ) Fp , r) is a member of the family constructed in loc. cit. We note that the Jordan-Hölder factors of D 0 (ρ) are multiplicity free by [BP12, Theorem 13 .8], so that in particular, D 1 (ρ) is a multiplicity free semisimple IZ-representation. Then r identifies D 1 (ρ) with D 0 (ρ) I1 as IZ-representations, which we will identify implicitly. Recall that there is a direct sum decomposition
Recall from [BP12, Lemma 11.4] and the paragraph thereafter that there is a bijection
We introduce one final piece of notation. For 0 ≤ s ≤ q − 1, let Define a linear map
We recall the following result.
Proof. This follows from [BP12, Lemma 15.2] (see also the proof of [Bre11, Proposition 5.1]).
2.
2. An infinite diagram. In this section, we let f be 3. Let D 0 be the KZ-
For such a λ, we now define an action of N (I) on D 1 such that Π 2 acts trivially. By (1.1), it suffices to define an involution on D 1 taking D χ 1 to D χ s 1 for every character χ of IZ. We will denote this involution by Π.
Let χ + be the IZ-character of the space σ I1 {1} and χ − be the IZ-character of the space σ I1
{0,1} (as usual Π 2 acts trivially).
Proposition 2.3. There is an IZ-character χ 1 (resp. χ 2 ) such that both of the
Proof. This follows from an explicit check using [BP12, Corollary 14.10 and Lemma 15.2]. In the notation of [BP12, §11], we have that σ {2} corresponds to (λ 0 (r 0 ), λ 1 (r 1 ), λ 2 (r 2 )) = (r 0 , p − 2 − r 1 , r 2 + 1) and σ {0,1} corresponds to (λ 0 (r 0 ), λ 1 (r 1 ), λ 2 (r 2 )) = (p − 1 − r 0 , r 1 + 1, p − 2 − r 2 ).
Then χ 1 corresponds to (µ 0 (λ 0 (r 0 )), µ 1 (λ 1 (r 1 )), µ 2 (λ 2 (r 2 ))) = (p − 2 − r 0 , p − 1 − r 1 , r 2 + 1) and χ 2 corresponds to (µ 0 (λ 0 (r 0 )), µ 1 (λ 1 (r 1 )), µ 2 (λ 2 (r 2 ))) = (p − r 0 , r 1 + 1, r 2 ).
In fact, the characters χ 1 and χ 2 are uniquely described by the properties in Proposition 2.3, but we will not use this. As we will see, the only property that we will need is that χ 1 (resp. χ 2 ) is a character in D 0,σ {2} (ρ) χ1 (resp. D 0,σ {0,1} (ρ) χ2 ), which is not in (σ {2} ) I1 (resp. (σ {0,1} ) I1 ). The exact choices and formulas of Propposition 2.3 will not be important, and we include them only for the sake of concreteness.
If
This now uniquely defines an F p -linear involution Π of D 1 , and it takes D χ 1 to D χ s 1 for every character χ of IZ as desired.
Let D(λ) be the basic 0-diagram (D 0 , D 1 , can) with the above actions, where can denotes the canonical inclusion D 1 ⊂ D 0 . We define an F p -linear map S : D 1 → soc K D I1 0 by the formula Sι i = ι i S, where S is as defined in §2.1.
The construction
For the purposes of notation, we review the proof of the following result, which is a special case of [BP12, Theorem 9.8], although we work over F q rather than F p .
Theorem 3.1. There exists a smooth G-representation τ over F q such that
• there is an injection of diagrams (D 0 (ρ), D 1 (ρ), r) ⊂ (τ | KZ , τ | IZ , id); • τ is generated as a G-representation by the image of D 0 (ρ); and • the induced injection soc K D 0 (ρ) ֒→ soc K τ is an isomorphism.
Proof. Let Ω be the K-injective envelope of D 0 (ρ)| K . We give Ω a KZ-action by demanding that Π 2 acts trivially. There is an idempotent e ∈ End I (Ω) such that e(Ω)| I is an I-injective envelope of D 1 (ρ). There is a decomposition of e(Ω)| I as a direct sum
where χ runs over the I-characters in D 1 (ρ) and Ω χ is an I-injective envelope of the χ-isotypic part of D 1 (ρ). By [BP12, Lemma 9.5], there is an F q -linear map e(Ω) → e(Ω) which intertwines the action and Π-conjugate action of IZ, extends the action of Π on D 1 (ρ), and whose restriction to Ω χ for each χ above gives a map
This gives an action of N (I) on e(Ω). There is also an action of N (I) on (1 − e)(Ω) by [BP12, Lemma 9.6]. This gives an action of N (I) on Ω whose restriction to I is compatible with the action coming from KZ on Ω. By [Paš04, Corollary 5.18], this gives an action of G on Ω. We then take τ to be the G-representation generated by D 0 (ρ).
Theorem 3.2. There exists a smooth G-representation π such that • if λ ∈ i∈Z F × q , then π is defined over F q ; • there is an injection of diagrams D(λ) ⊂ (π| KZ , π| IZ , id); • π is generated as a G-representation by the image of D 0 ; and • the induced injection soc K D 0 ֒→ soc K π is an isomorphism.
Proof. Let Ω be the K-injective envelope of D 0 (ρ)| K as in the proof of Theorem 3.1. We give Ω a KZ-action by demanding that Π 2 acts trivially. Recall the definitions of e ∈ End I (Ω) and Ω χ from the proof of Theorem 3.1. Now let Ω ∞ be the KZ-representation ⊕ i∈Z Ω i where there is a fixed isomorphism Ω i ∼ = Ω Fp | KZ . Let ι i be the KZ-injection Ω ⊂ Ω i ⊂ Ω ∞ . To define an action of N (I) on Ω ∞ , it suffices to define an involution, which we call Π, on Ω ∞ which intertwines the action and Π-conjugate action of IZ. For each i ∈ Z, we define Π • ι i | (1−e)(Ω) to be
to be ι i • λ i Π| Ωχ 1 . This completely determines the F p -linear involution Π. It is easy to see that the defined action of N (I) on Ω ∞ extends the action of N (I) on D 1 . By [Paš04, Corollary 5.18], this gives an action of G on Ω ∞ . If λ ∈ i∈Z F × q , then this action is defined over F q . Then if we let π be the G-subrepresentation of Ω ∞ generated by D 0 , π satisfies the required hypotheses. Indeed, we have that soc K Ω ∞ = soc K π = soc K D 0 , and π is defined over F q if Ω ∞ is.
Let D 0,I (ρ) and D 0,II (ρ) be D 0,σ {2} (ρ) ⊕ D 0,σ {0,1} (ρ) and ⊕ J D 0,σJ (ρ), respectively, where the sum is over {0}, {0, 2}, {0, 1, 2}, {1, 2}, {1}}. (This partition 2 Z/3 = J ∪ J c corresponds to δ-orbits.) We now recall the following special case of [BP12, Theorem 19.10(i)], since the arguments play a crucial role in the proof of Theorem 3.4. Theorem 3.3. Any G-representation τ satisfying the hypotheses in Theorem 3.1 is absolutely irreducible.
there is a J such that Hom K (σ J , τ ′ ) is nonzero. Then by [BP12, Lemma 19 .7], we have the inclusion D 0,σ δ(J) (ρ) F p ⊂ τ ′ . Repeating this, one obtains an inclusion of one of D 0,I (ρ) Fp and D 0,II (ρ) Fp in τ ′ . Then either (τ ′ ) I,χ1 or (τ ′ ) I,χ s 1 is nonzero. Applying Π, we see that they both must be nonzero so that D 0,σ ∅ (ρ) F p and D 0,σ {2} (ρ) Fp are both in τ ′ . Repeating the earlier argument, we have that
The following is the main result of this section.
Theorem 3.4. If λ 0 ∈ F q and λ i = λ 0 for all i = 0, then any G-representation π satisfying the hypotheses in Theorem 3.2 is irreducible. If moreover the F q -span of (λ i ) i is F p , then π is irreducible as a G-representation over F q .
Proof. Let π ′ be a nonzero G-subrepresentation of π seen as a representation over F q by restriction of scalars. Since soc K π ′ ⊂ D 0 , there exists σ ∈ D(ρ) such that Hom K (σ, π ′ ) is nonzero. Then there exists a (c i ) i in ⊕ i∈Z F p such that i c i ι i (D 0,σ (ρ)) ∩ π ′ = 0.
Lemma 3.5. Suppose that σ ∈ D(ρ) and (d i ) i ∈ ⊕ i∈Z F p are elements such that
Then for any j ∈ Z,
Proof. We assume that σ is σ ∅ , as the other cases are similar. Then as in the proof of Theorem 3.3, we see from repeatedly applying S Π that i d i ι i+j (D 0,II (ρ)) ⊂ π ′ for j > 0. Since for each j > 0, we have that
we have that
for j > 0. Again repeatedly applying S Π, we see that
for all j ∈ Z, we have that
for all j ∈ Z. We conclude that
for all j ∈ Z by again repeatedly applying S Π.
In the proof of the next lemma, we will use the following notation.
Proof. Fix nonzero elements v 1 ∈ D 1 (ρ) χ1 and v 2 ∈ D 1 (ρ) χ2 . One checks that (SΠ) 2 v 1 and SΠv 2 are nonzero elements in σ I1 {0} ⊂ D 1 (ρ) using the definition of χ 1 and χ 2 and Proposition 2.2. Thus, there exists a scalar µ ∈ F × q such that
Then by the definition of the action of Π on D 1 , we have that
for all i ∈ Z. By Lemma 3.5, there exists a nonzero (c i ) i in ⊕ i∈Z F p such that
Assume that #(c i ) i is minimal among such elements of ⊕ i∈Z F p . It suffices to show that #(c i ) i =1 by Lemma 3.5. By Lemma 3.5, we can also assume that c 0 is nonzero. Since i c i v 1 i and i c i v 2 i are in π ′ , then by the first paragraph, we have that
is in π ′ . We see from Lemma 3.5 that i c ′ i ι i D 0,σ {2} (ρ) ∩ π ′ = 0 for c ′ i = (λ i − λ 0 )c i . Since the λ i = λ 0 for i = 0 and c 0 = 0, #(c ′ i ) i = #(c i ) − 1. Since we assumed that #(c i ) i is minimal, we must have that #(c i ) i = 1.
We now complete the proof of Theorem 3.4. By Lemma 3.5, it suffices to show that c in Lemma 3.6 can be taken to be any element of F × p . If π ′ is a subrepresentation of π over F p , this is clear. Now assume that the F q -span of (λ i ) i is F p . By Lemma 3.5, cι j (D 0 (ρ) χ1 ) ⊂ π ′ for all j ∈ Z. By applying Π to cι j (D 0 (ρ) χ1 ), we see that c can be taken to be cλ j for all j ∈ Z. Since (cλ i ) i spans F p over F q , we are done.
Note that since D 0 is not admissible, any π as in Theorem 3.2 is not admissible. Taking λ ∈ i∈Z F × q , Theorem 3.4 implies Theorem 1.1. Since the endomorphisms of any such π must contain F p , taking (λ i ) i to span F p over F q and restricting scalars of π to F q , Theorem 3.4 implies Theorem 1.2.
