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Resumo
Neste trabalho propo˜e-se uma abordagem unificada para os crite´rios e algoritmos
mais estudados e utilizados em equalizac¸a˜o autodidata. Parte-se do algoritmo do
mo´dulo constante (CMA), uma refereˆncia cla´ssica em equalizac¸a˜o autodidata, e do algo-
ritmo super-exponencial, por seu comprovado bom desempenho. Visam-se, em termos
de crite´rios, mostrar as equivaleˆncias e diferenc¸as existentes e, em termos de algorit-
mos, avaliar diversos paraˆmetros de desempenho, tais como velocidade de convergeˆncia
e desajuste. Inclui-se, nesta ana´lise, o algoritmo do mo´dulo constante generalizado
(GCMA), recentemente proposto e ainda na˜o estudado dentro deste contexto. Faz-se
uma reinterpretac¸a˜o deste algoritmo a` luz da forma como ele e´ deduzido: utilizando-se
um me´todo de aproximac¸a˜o estoca´stica na˜o usual. Apresentam-se considerac¸o˜es deta-
lhadas sobre os paraˆmetros deste novo algoritmo e comparac¸o˜es de desempenho atrave´s
de simulac¸o˜es.
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Abstract
This work proposes a unified approach for the most studied and used criteria and
algorithms in blind equalization. We start with the constant modulus algorithm (CMA),
a classical reference in blind equalization, and the super-exponential algorithm, for its
proven good performance. The aim, in terms of criteria, is to show equivalences and
differences and, in terms of algorithms, it is to analyze parameters of performance such
as convergence speed and misadjustement. We include, in this analysis, the generalized
constant modulus algorithm (GCMA), recently proposed and still not studied in this
context. We reinterpret this algorithm in light of the way it is obtained: using an
unusual stochastic approximation method. Detailed considerations are provided on its
parameters and comparisons of performance are presented through simulations.
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“De tudo ficaram treˆs coisas: a certeza de
que estamos comec¸ando, a certeza de que e´
preciso continuar e a certeza de que podemos
ser interrompidos antes de terminar. Fazer
da interrupc¸a˜o um caminho novo, fazer da
queda um passo de danc¸a, do medo uma
escada, do sonho uma ponte, da procura
um encontro. E assim tera´ valido a pena
existir.”
Fernando Sabino
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Cap´ıtulo 1
Introduc¸a˜o
A capacidade de se comunicar sempre foi muito prezada pelo homem. A comu-
nicac¸a˜o a` distaˆncia, entretanto, sempre trouxe va´rias dificuldades. Desde a invenc¸a˜o
do telefone no se´culo XIX ate´ os dias de hoje, as formas de comunicac¸a˜o evolu´ıram de
maneira espantosa. Mais recentemente, o desenvolvimento das comunicac¸o˜es digitais,
representaram um novo marco nesta evoluc¸a˜o, por sua simplicidade e baixa complexi-
dade quando comparado aos sistemas analo´gicos de transmissa˜o . Esta nova forma de
transmissa˜o, traz como vantagens o oferecimento de novos servic¸os aos usua´rios, um
aumento na capacidade de transmissa˜o e uma melhora na qualidade do sinal, que agora
pode ser mantida por distaˆncias maiores. Hoje em dia, com o uso de tecnologias de
banda larga, busca-se a transmissa˜o simultaˆnea de voz, dados e imagens.
Estas novas te´cnicas, entretanto, tambe´m trazem novos problemas. O meio pelo
qual se propaga o sinal transmitido com a informac¸a˜o, chamado de canal, introduz
distorc¸o˜es lineares ao sinal. Estas distorc¸o˜es podem ser provenientes de multi-percurso
e de desvanecimento, existentes por exemplo em sistemas de comunicac¸o˜es mo´veis, e da
limitac¸a˜o em largura de banda do canal.
Estas distorc¸o˜es lineares sa˜o acentuadas pela interfereˆncia intersimbo´lica (IIS) que,
resumidamente, consiste na extensa˜o de um s´ımbolo transmitido sobre um intervalo de
tempo maior do que sua durac¸a˜o original, fazendo com que interfira no pro´ximo s´ımbolo
transmitido. Assim, o sinal e´ corrompido ao ponto de sua recuperac¸a˜o correta se tornar
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invia´vel.
A equalizac¸a˜o do canal tem se mostrado um me´todo muito eficaz na remoc¸a˜o da
IIS, compensando as distorc¸o˜es introduzidas pelo canal. O dispositivo que realiza esta
operac¸a˜o e´ chamado de equalizador, usualmente implementado como um filtro digital
de resposta ao impulso finita.
Entretanto, na grande maioria das aplicac¸o˜es, o canal na˜o e´ conhecido ou varia com o
tempo. Isto requer um equalizador que possa ser ajustado, o que pode ser implementado
por meio de um filtro adaptativo.
Tradicionalmente, para se ajustar os coeficientes do equalizador, utiliza-se uma
sequeˆncia de treinamento, ou seja, uma sequeˆncia transmitida que e´ conhecida e uti-
lizada no receptor como refereˆncia. Esta te´cnica e´ chamada equalizac¸a˜o supervisionada.
O objetivo enta˜o e´ se adaptar os coeficientes do equalizador de forma a minimizar o
erro existente entre a sua sa´ıda e o s´ımbolo que foi transmitido, otimizando assim uma
func¸a˜o custo tal como o erro quadra´tico me´dio. Os coeficientes do filtro sa˜o ajustados
atrave´s de um algoritmo obtido para minimizar, recursivamente, a func¸a˜o custo em
questa˜o. Os algoritmos mais conhecidos e utilizados sa˜o o LMS (Least Mean Square) e
o RLS (Recursive Least Squares).
Durante este per´ıodo de treinamento na˜o existe transmissa˜o efetiva de informac¸a˜o,
ja´ que tudo o que e´ transmitido e´ conhecido pelo receptor. Apo´s esta fase inicial, o
equalizador continua seu processo de adaptac¸a˜o utilizando, como sinal de refereˆncia,
na˜o mais a sequeˆncia de treinamento, mas sim o pro´prio s´ımbolo obtido na sa´ıda do
equalizador e decidido. Normalmente, este processo e´ necessa´rio a fim de garantir a
convergeˆncia para o melhor filtro poss´ıvel ou para rastrear pequenas variac¸o˜es do canal.
Entretanto, nem sempre e´ poss´ıvel ter acesso a uma sequeˆncia de treinamento. De-
pendendo da aplicac¸a˜o, esta pode representar um custo adicional significativo ou pode
ate´ impossibilitar o funcionamento do sistema. Por exemplo, em sistemas broadcast
multi-usua´rio, e´ altamente indeseja´vel que o transmissor tenha que parar a transmissa˜o
para todos os seus usua´rios, somente para treinar um novo usua´rio que se conecte a`
rede. Em sistemas de comunicac¸o˜es mo´veis, um desvanecimento severo pode inuti-
lizar uma sequeˆncia de treinamento transmitida, fazendo com que o equalizador na˜o
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seja treinado convenientemente, resultando em uma queda na qualidade do sinal que
chega ao usua´rio. Existe portanto uma necessidade pra´tica para um tipo especial de
equalizador, chamado equalizador autodidata, que na˜o precisa de sequeˆncia de treina-
mento. Seu objetivo e´ recuperar o sinal de entrada (desconhecido) de um canal (tambe´m
desconhecido), baseado somente no sinal recebido (sa´ıda do canal) e em caracter´ısticas
estat´ısticas e probabil´ısticas do sinal inicialmente transmitido. Eliminando a sequeˆncia
de treinamento e maximizando a capacidade do canal para transmissa˜o somente de
informac¸a˜o, a equalizac¸a˜o autodidata representa uma soluc¸a˜o eficiente, em termos de
largura de banda, para compensar distorc¸o˜es.
Devido a` inexisteˆncia da sequeˆncia de treinamento, a func¸a˜o custo a ser otimizada
utiliza como sinal de refereˆncia uma estimativa na˜o-linear do sinal transmitido, o que in-
troduz problemas que na˜o esta˜o presentes no caso da equalizac¸a˜o supervisionada, como
a existeˆncia de mı´nimos locais. Os u´ltimos anos teˆm visto uma quantidade significativa
de trabalhos nesta a´rea, estudando algoritmos ja´ existentes e propondo novos. Entre-
tanto, estes algoritmos praticamente na˜o sa˜o utilizados na pra´tica. Algumas das razo˜es
que levam a isto sa˜o a baixa velocidade de convergeˆncia dos algoritmos, o que pode
causar problemas principalmente em sistemas mo´veis que possuem canais variantes, e
a diferenc¸a de desempenho, complexidade e robustez quando comparados a algoritmos
supervisionados [Ding e Li 01].
Os primeiros algoritmos autodidatas propostos na literatura pertencem a` chamada
famı´lia de algoritmos de Bussgang. Dentro destes esta˜o o algoritmo de decisa˜o direta,
normalmente utilizado apo´s uma fase inicial de treinamento, que foi um dos primeiros
algoritmos em equalizac¸a˜o autodidata; o algoritmo de Sato, que foi o primeiro capaz
de operar em condic¸o˜es de “olho fechado” e os algoritmos de Godard que possuem,
como caso particular, o algoritmo do mo´dulo constante (CMA). Este u´ltimo se tornou
uma refereˆncia cla´ssica em equalizac¸a˜o autodidata, sendo o algoritmo mais estudado
e utilizado na pra´tica. Ele possui como principal caracter´ıstica, otimizar uma func¸a˜o
custo que penaliza desvios do sinal na sa´ıda do equalizador com relac¸a˜o a um mo´dulo
constante, definido pelas estat´ısticas do sinal inicialmente transmitido.
Entretanto, percebeu-se que talvez na˜o houvesse a necessidade de especificar o valor
do mo´dulo do sinal na sa´ıda do equalizador. No caso de modulac¸o˜es PSK (Phase Shift
Keying), por exemplo, onde o sinal possui mo´dulo constante, qualquer sinal na sa´ıda do
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equalizador que mantenha esta propriedade representa uma equalizac¸a˜o bem sucedida.
Deste fato enta˜o foi proposto, primeiramente em [Cavalcanti et al. 98], o algoritmo do
mo´dulo constante generalizado (GCMA), que flexibiliza o raio da constelac¸a˜o do sinal
de sa´ıda.
Esse estudo, inicialmente, se dedica a re-situar este algoritmo, tendo em vista algo-
ritmos ja´ bastante estudados na literatura como o CMA e o algoritmo super-exponencial
(ASE) [Shalvi e Weinstein 90]. Percebeu-se, que o crite´rio GCM e o crite´rio de Shalvi-
Weinstein sa˜o mais semelhantes do que se imaginava num primeiro momento. Buscou-
se enta˜o dar uma abordagem unificada para estes treˆs crite´rios, CM, GCM e Shalvi-
Weinstein, a` luz do trabalho realizado por P. Regalia em [Regalia99]. Ja´ em termos de
algoritmos, foi observado que o GCMA e´ deduzido utilizando-se um me´todo de apro-
ximac¸a˜o estoca´stica pouco usual, o que traz a necessidade de um estudo mais detalhado
de suas caracter´ısticas e seus paraˆmetros. Foram realizadas tambe´m comparac¸o˜es de
desempenho entre o CMA, GCMA e ASE em termos de velocidade de convergeˆncia e
desajustes.
Assim, o trabalho foi organizado da seguinte forma:
Cap´ıtulo 2- Me´todos para Equalizac¸a˜o Autodidata: E´ feita uma revisa˜o dos algo-
ritmos de Bussgang, nos quais se incluem o algoritmo de decisa˜o direta, o algoritmo
de Sato e o de Godard (do qual um caso particular e´ o CMA). Em seguida, tratamos
dos crite´rios e algoritmos de Shalvi-Weinstein, mostrando detalhadamente a deduc¸a˜o
do algoritmo super-exponencial. Neste ponto e´ feita uma breve revisa˜o bibliogra´fica
dos principais estudos realizados sobre este u´ltimo. Finalmente, introduzimos o crite´rio
do mo´dulo constante generalizado (GCM) e seu algoritmo, esclarecendo a questa˜o da
aproximac¸a˜o estoca´stica utilizada na sua deduc¸a˜o.
Cap´ıtulo 3- Comparac¸a˜o Entre os Crite´rios: Analisam-se os diversos crite´rios em
questa˜o, buscando mostrar suas principais equivaleˆncias e diferenc¸as. Para isto, ini-
ciamos com uma revisa˜o dos resultados ja´ obtidos na literatura, inclusive comparando os
crite´rios autodidatas com crite´rios supervisionados, como o de Wiener. Inclu´ımos nesta
ana´lise o crite´rio GCM e propomos novas formas de se enxergar estas equivaleˆncias.
Cap´ıtulo 4- Comparac¸a˜o Entre os Algoritmos: E´ feita uma ana´lise dos algoritmos,
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tanto em termos de posic¸o˜es de mı´nimos locais, como em termos de desempenho, ve-
locidade de convergeˆncia e desajuste, quando utilizados para equalizar canais de fase
na˜o mı´nima, com adic¸a˜o de ru´ıdo. Aproveitamos para estudar tambe´m mais detalhada-
mente o algoritmo GCMA e o porqueˆ de seu bom desempenho.
Cap´ıtulo 5- Conclusa˜o e Perspectivas: Apresentam-se a conclusa˜o deste trabalho
e perspectivas para estudos futuros.
6 Introduc¸a˜o
Cap´ıtulo 2
Me´todos para Equalizac¸a˜o
Autodidata
Este cap´ıtulo aborda brevemente o problema da equalizac¸a˜o em comunicac¸o˜es digi-
tais, partindo da te´cnica supervisionada e seguindo com uma discussa˜o mais detalhada
sobre os crite´rios e algoritmos autodidatas, incluindo os algoritmos de Bussgang, o
crite´rio de Shalvi-Weinstein e o algoritmo super-exponencial. Por fim, introduzimos o
crite´rio e o algoritmo do mo´dulo constante generalizado (GCMA), que sera´ objeto de
um estudo detalhado nos pro´ximos cap´ıtulos.
2.1 Introduc¸a˜o
Uma das formas de equalizac¸a˜o mais utilizadas na pra´tica e´ a chamada equalizac¸a˜o
supervisionada, na qual existe uma sequeˆncia de dados que ja´ e´ conhecida a priori pelo
receptor. Este enta˜o a utiliza como refereˆncia para o ajuste de seus coeficientes, procu-
rando minimizar o erro entre a sua sa´ıda e estes dados ja´ conhecidos. Esta sequeˆncia
e´ chamada de sequeˆncia de treinamento. Note que, neste caso, na˜o existe transmissa˜o
efetiva de informac¸a˜o, pois o receptor ja´ conhece tudo o que esta´ sendo transmitido.
Apo´s esta fase inicial, se a sa´ıda do equalizador for pro´xima ao sinal transmitido origi-
nalmente, o sistema pode ser chaveado para o chamado modo de decisa˜o direta, quando
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se inicia realmente a transmissa˜o. Nesta fase, os coeficientes do equalizador podem
continuar sendo adaptados para rastrear alguma pequena variac¸a˜o do canal ou para
procurar atingir uma melhor configurac¸a˜o, mas o receptor ja´ na˜o possui aquela sequeˆncia
de refereˆncia, buscando minimizar o erro entre a sa´ıda do equalizador e a sa´ıda de um
dispositivo de decisa˜o.
Quando a transmissa˜o de uma sequeˆncia de treinamento se torna um procedimento
muito custoso, dif´ıcil ou ate´ mesmo imposs´ıvel, outras formas de adaptac¸a˜o dos coefi-
cientes do equalizador devem ser encontradas. Define-se enta˜o a chamada equalizac¸a˜o
autodidata ou cega, quando o receptor na˜o conhece, em momento algum, o que esta´
sendo transmitido a priori. Deve-se portanto buscar outros crite´rios a serem otimizados
pois o erro entre a sa´ıda do equalizador e a sequeˆncia de treinamento na˜o esta´ mais
dispon´ıvel.
Os algoritmos utilizados em equalizac¸a˜o autodidata podem ser divididos basicamente
em duas famı´lias: algoritmos baseados em estat´ısticas de ordem superior (EOS) e al-
goritmos baseados em estat´ısticas ciclo-estaciona´rias. No primeiro caso, ainda pode-se
subdividi-los em algoritmos que utilizam EOS explicitamente ou implicitamente. Nestes
u´ltimos incluem-se os algoritmos de Bussgang, cuja caracter´ıstica principal e´ a mini-
mizac¸a˜o de uma func¸a˜o custo na˜o-convexa, o que leva a problemas de mı´nimos locais,
com a vantagem de apresentar uma baixa complexidade computacional. Os algoritmos
que utilizam EOS explicitamente, utilizam cumulantes de ordem superior ou suas trans-
formadas discretas de Fourier, conhecidas como poli-espectros. A propriedade destes
u´ltimos de preservar informac¸o˜es de fase, faz com que sejam apropriados para a des-
convoluc¸a˜o autodidata. As principais caracter´ısticas deste tipo de algoritmo sa˜o a alta
complexidade computacional e a estimac¸a˜o do canal sem o uso de uma func¸a˜o custo,
o que evita o problema de mı´nimos locais. Neste trabalho, trataremos somente dos
algoritmos autodidatas baseados em EOS impl´ıcita ou explicitamente.
Uma limitac¸a˜o comum da identificac¸a˜o e equalizac¸a˜o autodidata de canais atrave´s
de algoritmos baseados em EOS e´ a baixa taxa de convergeˆncia. Esta limitac¸a˜o pode
impedir seu uso em situac¸o˜es que requerem aquisic¸o˜es ra´pidas do sinal transmitido.
Nestes casos, entretanto, pode-se utilizar as caracter´ısticas ciclo-estaciona´rias presentes
nos sinais recebidos.
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Os algoritmos autodidatas a serem utilizados dependem de uma caracter´ıstica im-
portante do equalizador. Para que as estat´ısticas ciclo-estaciona´rias dos sinais possam
ser exploradas, estes devem ser amostrados numa taxa maior do que a de um intervalo
de s´ımbolo, resultando nos chamados equalizadores fraciona´rios. Isto ja´ na˜o e´ necessa´rio
no caso do uso de algoritmos baseados em estat´ısticas de ordem superior. Neste caso, os
sinais podem ser amostrados a cada intervalo de s´ımbolo resultando em equalizadores
chamados baud-rate. Somente estes u´ltimos sera˜o estudados neste trabalho.
Para que um canal seja corretamente equalizado, existe a necessidade de se identificar
tanto a magnitude como a fase da func¸a˜o de transfereˆncia do sistema desconhecido.
A magnitude pode ser identificada usando momentos de segunda ordem do sinal de
sa´ıda do canal. Entretanto, a identificac¸a˜o da fase e´ mais complicada, necessitando
do uso de momentos de ordem superior. Justamente devido a isto, a distribuic¸a˜o de
probabilidade do sinal de entrada do sistema na˜o pode ser gaussiana, ja´ que esta e´
completamente caracterizada por sua me´dia e variaˆncia (momento de segunda ordem),
possuindo cumulantes de ordem superior nulos [Benveniste et al. 80].
Neste cap´ıtulo, sera´ feita uma breve revisa˜o sobre equalizac¸a˜o supervisionada, segui-
da da descric¸a˜o detalhada dos crite´rios e algoritmos autodidatas objetos de estudo deste
trabalho: os algoritmos de Bussgang, o de Shalvi-Weinstein e o algoritmo do mo´dulo
constante generalizado (GCMA).
2.2 Equalizac¸a˜o Supervisionada
A Figura 2.1 em seguida ilustra, de forma bastante simples, o sistema em estudo,
em banda base.
O sinal a(n) e´ transmitido por um canal com resposta ao impulso h finita (FIR),
que introduz distorc¸o˜es lineares, o que resulta na chamada interfereˆncia intersimbo´lica
(IIS). Este canal sera´ modelado como um filtro linear transversal, invariante no tempo
e, por enquanto, sem a adic¸a˜o de ru´ıdo. A fim de procurar recuperar o sinal que foi
transmitido, utiliza-se enta˜o um equalizador adaptativo que, para este estudo, tambe´m
sera´ um filtro linear transversal como mostrado na figura 2.2.
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Figura 2.1: Sistema em estudo, caso supervisionado
Figura 2.2: Equalizador como um filtro transversal
Portanto:
u(n) = aT (n)h
y(n) = wT (n)u(n) (2.1)
onde a(n) = [a(n) a(n−1) . . . a(n−M+1)]T e h = [h0 h1 . . . hM−1]T , com (M−1) sendo
a ordem do canal, u(n) = [u(n) u(n− 1) . . . u(n− L+ 1)]T com (L− 1) sendo a ordem
do equalizador, w(n) = [w0(n)w1(n) . . . wL−1(n)]T e y(n) e´ a sa´ıda do equalizador. O
super-escrito T denota transposic¸a˜o.
O dispositivo de decisa˜o tem por objetivo remover alguma IIS residual que ainda
exista no sinal de sa´ıda do equalizador. Se o canal tiver sido equalizado corretamente e o
diagrama de olho neste ponto estiver aberto, o decisor conseguira´ recuperar a sequeˆncia
transmitida sem erros. Basicamente, este dispositivo procura qual o s´ımbolo da cons-
telac¸a˜o do sinal transmitido mais pro´ximo da atual sa´ıda y(n). Por exemplo, se a(n)
pertencer a` constelac¸a˜o BPSK (Binary Phase Shift Keying) {−1,+1}, valores de y(n)
positivos sera˜o decididos por +1 e valores negativos sera˜o −1.
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2.2.1 Filtragem de Wiener
Durante o per´ıodo de transmissa˜o da sequeˆncia de treinamento, conhecida no re-
ceptor, o ajuste dos coeficientes do equalizador e´ feito de forma a minimizar o erro
quadra´tico me´dio (EQM) entre a sa´ıda do equalizador y(n) e a resposta desejada d(n)
(sinal transmitido a ser recuperado):
JEQM = E
[|e(n)|2] = E [|d(n)− y(n)|2] = E [∣∣d(n)−wT (n)u(n)∣∣2] (2.2)
onde E[·] e´ o operador esperanc¸a e d(n) e´ dado por a(n−τ) sendo τ um atraso constante.
JEQM e´ chamada func¸a˜o custo.
Para obter os valores dos coeficientes do equalizador, wi, i = 0, ..., L − 1, que
minimizam (2.2), precisamos enta˜o derivar JEQM em relac¸a˜o a w(n). Como este e´
complexo, podemos escrever:
wi = ai + jbi (2.3)
e portanto o gradiente de JEQM sera´ dado por
∇iJEQM = ∂J
∂ai
+ j
∂J
∂bi
(2.4)
Usando enta˜o (2.2) teremos:
∂E [|e(n)|2]
∂w
= E
[
∂e(n)e∗(n)
∂w
]
= −2E[e(n)u∗(n)] =
= −2E [u∗(n)(d(n)−wT (n)u(n))] = 0 (2.5)
Definindo Ru = E[u
∗(n)uT (n)] e pud = E[d(n)u∗(n)], onde o super-escrito * denota
conjugac¸a˜o, temos de (2.5) que:
E[u∗(n)d(n)]− E[u∗(n)uT (n)w] = 0⇒ w = R−1u pud (2.6)
O desenvolvimento realizado acima e´ chamado de filtragem de Wiener [Haykin96]
e atrave´s dele e´ poss´ıvel encontrar o valor o´timo para w. A equac¸a˜o (2.6) e´ chamada
de equac¸a˜o de Wiener-Hopf. E´ interessante observar que existe somente uma soluc¸a˜o
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que anula o gradiente da func¸a˜o custo JEQM , dada por (2.6). Portanto, esta func¸a˜o e´
unimodal.
Entretanto na˜o e´ fact´ıvel utilizar (2.6) para equalizac¸a˜o em tempo real, pois
existe a necessidade de estimar Ru e pud, desconhecidos. Ale´m disso, solucionar as
equac¸o˜es de Wiener-Hopf pode ser muito custoso computacionalmente, principalmente
no caso de equalizadores com muitos coeficientes e operando a altas taxas. Procura-se
enta˜o um algoritmo que realize uma otimizac¸a˜o iterativa, de forma que a func¸a˜o custo
JEQM(w(n + 1)) seja menor do que JEQM(w(n)) e portanto, com o passar do tempo,
aproxime-se do ponto onde JEQM(w) e´ mı´nima. Uma alternativa e´ o chamado algoritmo
do gradiente determin´ıstico ou steepest descent.
2.2.2 Algoritmo do Gradiente Determin´ıstico
Partindo-se do fato de que o valor da func¸a˜o JEQM no ponto w(n + 1) pode ser
obtido a partir do seu comportamento no ponto w(n) atrave´s de uma expansa˜o em
se´rie de Taylor, o chamado algoritmo do gradiente determin´ıstico (tambe´m chamado
steepest descent), e´ obtido truncando-se esta expansa˜o na derivada de primeira ordem,
ou seja, no ca´lculo do gradiente da func¸a˜o. Intuitivamente, e´ razoa´vel que sucessivas
correc¸o˜es no sentido contra´rio ao gradiente da func¸a˜o, ou seja, na direc¸a˜o de sua maior
declividade, acabe levando ao ponto de mı´nimo desta. Assim, dada uma func¸a˜o custo
J, a atualizac¸a˜o dos coeficientes do equalizador w poderia ser expressa como:
w(n+ 1) = w(n)− µ∇J(n) (2.7)
onde µ e´ um passo de adaptac¸a˜o, constante, real e positivo e ∇J(n) e´ o gradiente da
func¸a˜o J(n).
Calculando enta˜o o gradiente de (2.2), func¸a˜o custo a ser otimizada, obte´m-se a
expressa˜o do algoritmo do gradiente estoca´stico (para maiores detalhes desta deduc¸a˜o,
olhar [Haykin96]):
w(n+ 1) = w(n) + 2µ (pud −Ruw(n)) (2.8)
O fator multiplicativo 2 pode ser inclu´ıdo no pro´prio passo de adaptac¸a˜o do algo-
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ritmo, µ. O algoritmo acima tem como u´nico ponto de convergeˆncia (mı´nimo global)
a soluc¸a˜o de Wiener. Note que, apesar do algoritmo ser iterativo, pressupo˜e-se que
os dados ja´ foram adquiridos e Ru e pud ja´ tenham sido estimados. Entretanto, isto
pode requerer um custo computacional muito alto em certos casos, ale´m de dificultar
o processamento em tempo real. Surge enta˜o a ide´ia de algoritmos obtidos atrave´s de
aproximac¸a˜o estoca´stica, que sera´ vista na pro´xima sec¸a˜o.
2.2.3 O Algoritmo LMS
A ide´ia da aproximac¸a˜o estoca´stica foi proposta inicialmente em [Robbins e Monro
51], e constitui a base de algoritmos em filtragem adaptativa, assim como em outras
a´reas como identificac¸a˜o e controle adaptativo, reconhecimento de padro˜es por redes
neurais, ale´m de outros. A ide´ia e´ bastante simples: substituir o operador esperanc¸a
pelos valores instantaˆneos dos sinais envolvidos. Tomando por base o algoritmo do
gradiente determin´ıstico (2.8), faremos as seguintes alterac¸o˜es:
Ru → Ruap = u∗(n)uT (n)
pud → pudap = d(n)u∗(n) (2.9)
Substituindo enta˜o (2.9) em (2.8) temos:
w(n+ 1) = w(n) + µ
(
d(n)u∗(n)− u∗(n)uT (n)w(n)) (2.10)
O que resulta em:
w(n+ 1) = w(n) + µu∗(n)
(
d(n)− uTw(n)) = w(n) + µe(n)u∗(n) (2.11)
Este e´ o chamado algoritmo LMS (Least Mean Square), cujo nome deve-se ao fato de
que o algoritmo minimiza o erro quadra´tico me´dio, por meio de uma busca estoca´stica.
Atrave´s da equac¸a˜o final do algoritmo (2.11), vemos que este e´ bastante simples,
permitindo o processamento em tempo real e, portanto, sendo atraente do ponto de
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vista pra´tico. Devido a` aproximac¸a˜o utilizada, o algoritmo na˜o converge mais para um
ponto fixo (soluc¸a˜o de Wiener), como no caso do algoritmo do gradiente determin´ıstico,
mas ficara´ oscilando em torno do ponto estaciona´rio.
A primeira vista, pode parecer que o algoritmo LMS na˜o possui bom desempenho
ja´ que as estimativas instantaˆneas de Ru e pud possuem variaˆncias relativamente altas.
Entretanto, e´ preciso lembrar que o LMS e´ recursivo e sendo assim, o pro´prio algoritmo,
de certa forma, realiza uma me´dia destas estimativas a cada iterac¸a˜o.
2.3 Equalizadores Zero-Forcing
Iniciando enta˜o o estudo dos equalizadores autodidatas, vale ressaltar que nos res-
tringiremos ao espac¸o baud-rate, ou seja, a sa´ıda do canal, u(t) e´ amostrada na taxa de
s´ımbolos, assumindo sincronizac¸a˜o perfeita, podendo ser escrita como:
u(n) =
∞∑
i=−∞
h(i)a(n− i) + r(n) (2.12)
onde a(n) e´ o s´ımbolo transmitido e r(n) e´ o ru´ıdo. A sequeˆncia u(n) e´ enta˜o discreta
e estaciona´ria.
Considere o modelo em banda base de um sistema de comunicac¸o˜es digitais como
mostrado na Figura 2.3.
Figura 2.3: Sistema em estudo, caso autodidata
Este modelo consiste em um canal com resposta ao impulso finita (FIR), dada por
h, sendo esta desconhecida. Quando o canal na˜o e´ ideal, h possui mais do que uma
componente na˜o nula. Isto introduz uma distorc¸a˜o indeseja´vel ao sinal, fazendo com
que u(n) dependa de s´ımbolos transmitidos em instantes anteriores. Este fenoˆmeno e´
conhecido como interfereˆncia intersimbo´lica (IIS) e pode corromper severamente o sinal
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transmitido. A IIS e´ usualmente causada por canais limitados em largura de banda,
multi-percurso ou canais com desvanecimento. Um simples dispositivo de decisa˜o sem
memo´ria na˜o e´ capaz de recuperar a sequeˆncia original em casos de IIS severa. Equa-
lizadores, por outro lado, teˆm se mostrado bastante eficientes na sua remoc¸a˜o. Estes,
por sua vez, nada mais sa˜o do que filtros lineares com resposta ao impulso finita (FIR)
w, tendo como objetivo gerar um sinal y(n) que seja uma estimativa confia´vel do sinal
inicialmente transmitido:
y(n) = aˆ(n) = a(n− τ) (2.13)
onde τ e´ um atraso constante.
Nesta primeira ana´lise, o efeito do ru´ıdo sera´ ignorado, supondo-se que a relac¸a˜o
sinal-ru´ıdo (SNR-Signal to Noise Ratio) seja bastante elevada. O problema enta˜o con-
siste em recuperar a(n), conhecendo-se somente a sequeˆncia u(n) ou, de maneira equiva-
lente, encontrar um equalizador autodidata que possua uma resposta impulsiva inversa
a` do canal desconhecido, sem se ter acesso a` informac¸a˜o originalmente transmitida, ou
seja, sem sequeˆncia de treinamento. Para isto, bastaria identificar a func¸a˜o de trans-
fereˆncia do canal h(z) dada por:
h(z) =
∞∑
i=0
hiz
−i (2.14)
Uma vez identificando o canal h(z), o equalizador pode ser constru´ıdo conforme
o crite´rio zero-forcing (ZF), o que resultara´ no seguinte equalizador o´timo [Ding e Li
2001]:
w(z) =
z−τ
h(z)
(2.15)
Este equalizador leva a resposta combinada do sistema, dada pela convoluc¸a˜o da
resposta impulsiva do canal com a do equalizador, a ser puramente um atraso τ com
IIS nula, como mostrado abaixo: ∑
i
wihl−i = δl (2.16)
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onde δl e´ o chamado delta de Kronecker : δl =
{
1, l = τ
0, l 6= τ . Chamando o vetor resposta
combinada do sistema de s, (2.16) equivale a termos s = [0 . . . 0 1 0 . . . 0]. E´ fa´cil mostrar
que, neste caso, a sequeˆncia transmitida a(n) sera´ recuperada perfeitamente. Podemos
escrever: ∑
i
wiu(n− i) =
∑
i
∑
k
wihka(n− i− k) (2.17)
Fazendo enta˜o k = l-i e alterando a ordem dos somato´rios temos:∑
i
wiu(n− i) =
∑
l
a(n− l)
∑
i
wihl−i (2.18)
Usando enta˜o a equac¸a˜o (2.16) em (2.18) e aplicando a definic¸a˜o do delta de Kronecker,
temos: ∑
i
wiu(n− i) =
∑
l
δla(n− l) = a(n) (2.19)
que e´ o resultado desejado.
Entretanto, como h e´ desconhecido, na˜o e´ poss´ıvel utilizar a expressa˜o (2.15) ou
(2.16) para determinar o filtro inverso. E´ importante frisar que, na equac¸a˜o (2.19)
acima, o ı´ndice i pertence ao intervalo (-∞,∞), ou equivalentemente, o equalizador dado
por (2.15) possui resposta ao impulso infinita (IIR). Isto implica em um equalizador na˜o
causal e com um nu´mero infinito de coeficientes, podendo ser chamado de equalizador
duplamente infinito. Como o canal em questa˜o e´ FIR, esta e´ a u´nica forma de se
conseguir inverteˆ-lo perfeitamente. Entretanto, na pra´tica, o nu´mero de coeficientes do
equalizador deve ser finito e o filtro, logicamente, deve ser causal. Assim, aproximac¸o˜es
a` resposta IIR sa˜o necessa´rias. Estas u´ltimas sa˜o feitas baseadas em otimizac¸o˜es de
func¸o˜es custo. Em seguida veremos detalhadamente va´rios crite´rios poss´ıveis, gerando
equalizadores implementa´veis.
Vale ressaltar tambe´m que equalizadores ZF tendem a ter um desempenho ruim
quando o ru´ıdo e´ significante e quando a resposta impulsiva do canal h(z) possui zeros
pro´ximos do c´ırculo unita´rio no plano z. Isto ocorre devido ao fenoˆmeno de amplificac¸a˜o
do ru´ıdo (noise enhancement) causado pelo equalizador ZF, cujo princ´ıpio e´ inverter o
canal sem levar em conta o ru´ıdo.
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2.4 Algoritmos de Bussgang
Os algoritmos em equalizac¸a˜o autodidata sa˜o normalmente desenvolvidos de forma
a minimizar func¸o˜es custo diferentes da EQM, utilizada na deduc¸a˜o do LMS. Estas
func¸o˜es na˜o envolvem diretamente os s´ımbolos a(n) mas refletem a quantidade de IIS
existente na sa´ıda do equalizador em um instante n. A me´dia destas func¸o˜es devem ser
especificadas de forma que seu ponto de mı´nimo corresponda a vetores w que levem
a` mı´nima IIS ou mı´nimo EQM. Em seguida veremos va´rias possibilidades de func¸o˜es
custo, que resultam nos chamados algoritmos de Bussgang.
2.4.1 Definic¸a˜o do Problema
Baseado no sistema em banda base mostrado na figura 2.3, consideramos um canal
com resposta ao impulso finita (FIR), ou seja, linear, esta´vel, causal e, ale´m disso,
invariante no tempo e sem nulos espectrais, ou seja, sem zeros sobre o c´ırculo unita´rio,
podendo ser de fase na˜o mı´nima. Nesta primeira ana´lise, o efeito do ru´ıdo sera´ ignorado,
supondo-se que a relac¸a˜o sinal-ru´ıdo e´ bastante elevada. Assume-se tambe´m que existe
um controle automa´tico de ganho (CAG) perfeito de forma a manter a variaˆncia da
sa´ıda do canal u(n) constante e igual a` variaˆncia do sinal da entrada a(n). Supomos,
por enquanto, que os sinais sejam reais.
O problema consiste em recuperar a(n), dada a sequeˆncia u(n) e algumas ca-
racter´ısticas estat´ısticas de a(n). E´ necessa´rio portanto definir o modelo probabil´ıstico
deste sinal a(n): a sequeˆncia de s´ımbolos e´ independente e identicamente distribu´ıda
(i.i.d.), com me´dia nula e variaˆncia unita´ria, ou seja:
E[a(n)] = 0 e E[a(n)a(k)] =
{
1, k = n
0, k 6= n
Ale´m disso, a sequeˆncia e´ considerada estaciona´ria no sentido estrito e a func¸a˜o
densidade de probabilidade do s´ımbolo a(n) e´ sime´trica e uniforme. Devido a esta
simetria, o equalizador autodidata na˜o consegue distinguir entre ±a(n − τ). Assim,
a func¸a˜o custo deve ser par. As duas soluc¸o˜es y(n) = a(n − τ) e y(n) = −a(n − τ)
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representam mı´nimos globais aceita´veis.
Considerando o equalizador como um filtro linear transversal, ja´ mostrado na figura
2.2, FIR, vimos anteriormente que e´ imposs´ıvel conseguir equalizar perfeitamente um
canal com resposta impulsiva tambe´m finita. Procura-se portanto um processo iterativo
que fornec¸a uma aproximac¸a˜o para o filtro inverso do canal procurado. Depois de n
iterac¸o˜es, teremos uma sequeˆncia aproximadamente desconvolu´ıda:
y(n) =
L∑
i=0
wˆi(n)u(n− i) = uT (n)wˆ(n) (2.20)
sendo (L − 1) a ordem do equalizador, u(n) = [u(n) u(n − 1)...u(n − L + 1)]T e
wˆ(n) = [wˆ0(n) wˆ1(n)...wˆL−1(n)]T , o que representa uma aproximac¸a˜o para os valores
dos coeficientes do filtro inverso. Podemos escrever, de outra forma, que
y(n) = a(n) + ν(n) (2.21)
onde ν(n) e´ o chamado ru´ıdo convolucional, representando a interfereˆncia intersimbo´lica
residual que resulta do uso de um filtro inverso aproximado.
Figura 2.4: Sistema em estudo, caso autodidata
Finalmente, para produzir uma estimativa aˆ(n) do s´ımbolo transmitido, aplica-se
um estimador na˜o linear de memo´ria nula a` sa´ıda y(n) do equalizador. Este dispositivo
pode ser visto na Figura 2.4.
aˆ(n) = g(y(n)) (2.22)
Utiliza-se enta˜o um sistema adaptativo de forma que, a partir da estimativa no instante
n, aˆ(n), consiga-se uma melhor no instante n+1. Isto e´ feito buscando-se minimizar o
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erro quadra´tico me´dio dado por:
E
[|e(n)|2] = E [|aˆ(n)− y(n)|2] (2.23)
Note que, no caso do LMS, a func¸a˜o custo dada por (2.2), e´ uma func¸a˜o quadra´tica
com relac¸a˜o aos coeficientes do equalizador, sendo portanto convexa e possuindo so-
mente um ponto de mı´nimo bem definido. Neste caso entretanto, a func¸a˜o custo
J = E [|e(n)|2] dada por (2.23), na˜o sera´ convexa. Isto significa que a superf´ıcie de
erro resultante do processo de iterac¸a˜o podera´ possuir mı´nimos locais ale´m do mı´nimo
global. Ale´m disso, mais de um mı´nimo global pode existir, correspondendo a sequeˆncias
y(n) que sa˜o equivalentes do ponto de vista do crite´rio autodidata escolhido.
2.4.2 Estimador Na˜o-Linear de Memo´ria Nula
Os algoritmos de Bussgang sa˜o derivados utilizando-se o crite´rio de maximizac¸a˜o a
posteriori para estimar a(n−τ) a partir de y(n). Para estimar os s´ımbolos transmitidos
em meio a IIS residual na sa´ıda do equalizador, primeiramente e´ preciso determinar a
distribuic¸a˜o de probabilidade desta IIS residual. Assim, em seguida, trataremos das
aproximac¸o˜es necessa´rias.
Partindo da equac¸a˜o (2.21) temos que:
y(n) =
∑
i
wiu(n− i) +
∑
i
[wˆi(n)− wi(n)]u(n− i) (2.24)
Portanto
ν(n) =
∑
i
[wˆi(n)− wi(n)]u(n− i) =
∑
i
∑
k
hk[wˆi(n)− wi(n)]a(n− i− k) (2.25)
Fazendo n− i− k = l,
ν(n) =
∑
l
a(l)∇(n− l), onde ∇(n) =
∑
k
hk[wˆn−k(n)− wn−k(n)] (2.26)
A sequeˆncia ∇(n) representa a resposta impulsiva residual do sistema canal-equalizador
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devido a` equalizac¸a˜o imperfeita. Podemos enta˜o calcular as caracter´ısticas estat´ısticas
do ru´ıdo convolucional ν(n) o que resulta em [Haykin96]:
E[ν(n)] = 0
E[ν(n)ν(n− k)] =
{ ∑
l∇2(n− l), k = 0
0, k 6= 0
E[a(n)ν(n− k)] = ∇(−k) (2.27)
Das equac¸o˜es em (2.27) acima pode-se concluir que ν(n) e´ um processo branco
e de me´dia nula. De acordo com a equac¸a˜o (2.26), o ru´ıdo convolucional tambe´m
pode ser visto como a soma de varia´veis i.i.d. resultantes da transmissa˜o de s´ımbolos
diferentes. Assim, se a resposta impulsiva residual ∇(n) for suficientemente longa, o
teorema central do limite faz com que seja plaus´ıvel considerar ν(n) gaussiano.
Como a(n) e´ branco por hipo´tese e o ru´ıdo convolucional pode ser considerado apro-
ximadamente branco por deduc¸a˜o, e como estas duas sequeˆncias podem ser consideradas
descorrelacionadas ja´ que a variaˆncia de ν(n) e´ grande se comparada a` magnitude da
correlac¸a˜o cruzada E[a(n)ν(n−k)], temos que a sua soma, y(n), resulta em um processo
tambe´m aproximadamente branco. Isto sugere que a(n) e ν(n) podem ser considerados
independentes. Portanto, ν(n) pode ser modelado como um processo aditivo, branco,
gaussiano e de me´dia nula, estatisticamente independente de a(n).
Estas aproximac¸o˜es para o ru´ıdo convolucional e seu uso em um processo itera-
tivo, levam a um estimador sub-o´timo para a sequeˆncia de dados. Considerando que o
processo adaptativo converge, pode-se supor que, ao final do processo, a IIS e´ suficien-
temente pequena para tornar o modelo aplica´vel. Entretanto, no in´ıcio do processo, a
IIS ainda e´ bastante grande e as sequeˆncias a(n) e ν(n) sa˜o correlacionadas, fazendo
com que o ru´ıdo convolucional seja mais uniforme do que gaussiano [Godfrey e Rocca
81].
A fim de simplificar a notac¸a˜o, daqui em diante, os coeficientes do equalizador sera˜o
denotados sempre por wi em vez de wˆi , pois consideraremos o equalizador sempre com
um nu´mero finito de coeficientes a na˜o ser que explicitamente se diga o contra´rio.
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Visto isso, podemos enta˜o partir para a obtenc¸a˜o do estimador na˜o linear. Simpli-
cidade, robustez e a discussa˜o acima sugerem o uso de um estimador de memo´ria nula.
Procura-se enta˜o um estimador de Bayes que e´ o´timo no sentido do erro quadra´tico
me´dio mas, devido a`s aproximac¸o˜es realizadas acima, sera´ sub-o´timo. Ale´m disso, a es-
timac¸a˜o e´ naturalmente condicional pois depende do crite´rio de otimizac¸a˜o. Um crite´rio
particularmente interessante e´ o de minimizar o valor me´dio quadra´tico do erro entre
o s´ımbolo transmitido a(n) e o s´ımbolo estimado aˆ(n). A escolha deste crite´rio de
otimizac¸a˜o leva ao estimador de me´dia condicional que consiste basicamente em, dado
y(n), a estimac¸a˜o aˆ(n) da varia´vel aleato´ria a(n) e´ escrita como E [a | y] [Haykin96].
Este estimador depende basicamente da func¸a˜o densidade de probabilidade da se-
queˆncia transmitida originalmente e do n´ıvel do ru´ıdo convolucional no instante n. Note
que, no in´ıcio do processo, a sequeˆncia estimada aˆ(n) na˜o e´ confia´vel. Mesmo assim,
como na˜o existe uma sugesta˜o melhor, podemos utiliza´-la para melhorar a aproximac¸a˜o
do filtro inverso. Isto corresponde a solucionar o seguinte problema:
min E[(y(n)− aˆ(n))2] = min E [(uT (n)w(n)− g(y(n)))2] (2.28)
onde a minimizac¸a˜o e´ feita com relac¸a˜o a w(n).
2.4.3 Te´cnicas de Bussgang para Equalizac¸a˜o Autodidata
Resolver a equac¸a˜o (2.28) de forma iterativa atrave´s de um algoritmo do tipo gra-
diente estoca´stico (sec¸a˜o 2.2), possibilita a obtenc¸a˜o de uma estrutura transversal adap-
tativa para o equalizador. Como no caso do algoritmo LMS, mas tendo aˆ(n) = g(y(n))
como resposta desejada, teremos a seguinte equac¸a˜o de atualizac¸a˜o de coeficientes
(i = 0, ..., L− 1):
wi(n+ 1) = wi(n)− µ(y(n)− g(y(n)))u(n− i) (2.29)
Note que este algoritmo difere do LMS (eq. 2.11) somente pela func¸a˜o na˜o linear
g(y(n)). De fato, os equalizadores supervisionados utilizam a sequeˆncia de treinamento
no lugar do estimador de me´dia condicional g(y(n)).
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Tanto o estimador como o passo de adaptac¸a˜o µ deveriam mudar suavemente, con-
forme o n´ıvel do ru´ıdo convolucional. Entretanto, estimar este n´ıvel na˜o e´ uma tarefa
simples. Portanto normalmente se usa somente um estimador ajustado para o maior
n´ıvel de ru´ıdo, que por sua vez acontece no in´ıcio do processo. Neste caso, deve ser
observado que os estimadores de me´dia condicionais possuem ganhos menores do que
um para compensar o ru´ıdo alto. Assim uma pequena correc¸a˜o de ganho deve ser feita
para se atingir a equalizac¸a˜o completa com um estimador na˜o-linear fixo.
De fato espera-se, no ponto de equil´ıbrio do algoritmo, que y(n) = a(n− τ)ejθ, onde
τ e´ um atraso constante e θ e´ um deslocamento de fase tambe´m constante. Observe
entretanto que, como a(n) e´ estaciona´rio e o canal e´ invariante no tempo, a sa´ıda do
canal u(n) tambe´m e´ estaciona´ria e portanto sua func¸a˜o densidade de probabilidade
(f.d.p.) e´ invariante sobre um atraso τ . Ale´m disso, um deslocamento de fase constante
tambe´m na˜o possui nenhuma consequeˆncia imediata quando a f.d.p. da sequeˆncia
de dados de entrada do sistema se mante´m sime´trica sob rotac¸a˜o, que e´ o caso de
a(n) considerada aqui. Assim, a fim de realizar as contas a seguir, fez-se a seguinte
simplificac¸a˜o: no ponto de equil´ıbrio do algoritmo, y(n) = a(n) [Haykin96]. Temos
enta˜o, de (2.29), que:
E[u(n− i) (a(n)− g(a(n)))] =
∑
k
hkE[a(n− i− k)(a(n)− g(a(n)))] = hi(1− E[a(n)g(a(n))]) = 0,∀i
(2.30)
E portanto,
E[a(n)g(a(n))] = 1 (2.31)
E´ interessante notar que, quando o ru´ıdo convolucional e´ pequeno, o algoritmo adap-
tativo autodidata se aproxima do resultante da minimizac¸a˜o do erro quadra´tico me´dio
(LMS). Neste caso, o estimador na˜o-linear se aproxima de um dispositivo de decisa˜o
como o usado no algoritmo de decisa˜o direta, que sera´ discutido mais detalhadamente
na sec¸a˜o 2.4.6.
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2.4.4 Considerac¸o˜es sobre Convergeˆncia
Para que o algoritmo iterativo dado em (2.29) convirja, espera-se que o valor de
w(n) se aproxime de algum valor constante conforme n se torne grande. Assim, a
condic¸a˜o de convergeˆncia pode ser escrita como:
E[u(n− i)y(n)] = E[u(n− i)g(y(n))] (2.32)
Multiplicando por wi−k, somando sobre i e considerando que a ordem do equalizador
(L− 1) seja grande o suficiente, aproximadamente temos que (2.32) se resume a:
E[y(n)y(n− k)] = E[y(n− k)g(y(n))] (2.33)
Processos estoca´sticos que satisfazem a equac¸a˜o (2.33) acima sa˜o chamados processos
de Bussgang. Portanto a sequeˆncia equalizada y(n) e´ Bussgang, mesmo em uma situac¸a˜o
mais realista onde L e´ finito. Quanto maior L, melhor a aproximac¸a˜o. Note que um
processo de Bussgang continua satisfazendo a equac¸a˜o (2.33) se for multiplicado por
uma constante. No caso mostrado aqui, esta constante possui valor unita´rio devido a
(2.31).
Isto explica porque o algoritmo autodidata descrito aqui e´ chamado de algoritmo
de Bussgang. Na˜o existe garantia quanto a` sua convergeˆncia, no caso em que o filtro e´
causal e L e´ finito. Isto porque a func¸a˜o custo (2.28) neste caso na˜o e´ convexa e portanto
podem existir mı´nimos locais que terminam na˜o reduzindo a IIS como desejado.
Entretanto, para o caso do equalizador duplamente infinito, foi provado, por Ben-
veniste et al. [Benveniste et al. 80] que o algoritmo converge. Considere primeiramente
uma famı´lia de distribuic¸o˜es sub e super-gaussianas, definidas da seguinte forma:
fx(x) = exp(−ω(x))
onde ω(x) e´ uma func¸a˜o par e estritamente crescente. A func¸a˜o densidade de proba-
bilidade fx(x) e´ sub-gaussiana (super-gaussiana) se ω
′(x)/x for estritamente crescente
(decrescente) para x ≥ 0. A distribuic¸a˜o uniforme e´ inclu´ıda, por definic¸a˜o, na famı´lia
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de distribuic¸o˜es sub-gaussiana. Como exemplo temos a seguinte f.d.p.: fx(x) = Ke
|x/β|υ
que e´ sub-gaussiana quando υ > 2. Para υ =∞, temos uma distribuic¸a˜o uniforme.
Esta definic¸a˜o tambe´m pode ser escrita da seguinte forma: o kurtosis associado a
uma varia´vel aleato´ria x e´ dado por
K(x) = E
[|x|4]− 2E2 [|x|2]− |E [x2]|2 (2.34)
E´ fa´cil verificar enta˜o que se x for gaussiana, K(x) = 0. Tem-se enta˜o que dis-
tribuic¸o˜es sub-gaussianas possuem K(x) < 0 e distribuic¸o˜es super-gaussianas possuem
K(x) > 0.
Visto isto, foi provado o seguinte teorema, chamado teorema de Benveniste-Goursat-
Rouget (a func¸a˜o ψ(y) definida a seguir e´ o negativo da definida em [Benveniste et al.
80]):
Teorema Tendo ψ(y) = g(y) − y, a convergeˆncia do algoritmo de Bussgang e´
garantida, a menos de um atraso constante τ e de uma poss´ıvel inversa˜o de sinal, se
a distribuic¸a˜o da sequeˆncia de dados a(n) for sub-gaussiana e a segunda derivada de
ψ(y) for negativa no intervalo [0,∞).
As condic¸o˜es citadas no teorema sa˜o satisfeitas pela descric¸a˜o do algoritmo realizada
ate´ aqui: a(n) possui distribuic¸a˜o sub-gaussiana (uniforme) e ψ(y) possui derivada
segunda negativa.
Entretanto, e´ importante notar que o teorema so´ vale para equalizadores duplamente
infinitos. Ate´ hoje, ainda na˜o encontrou-se uma func¸a˜o na˜o linear de memo´ria nula
g(.) para a qual a convergeˆncia para o mı´nimo global fosse garantida. Godfrey e Rocca
[Godfrey e Rocca 81] demonstraram a convergeˆncia dos equalizadores de Bussgang para
mı´nimos locais, baseado no fato de y(n) ser Bussgang. Note, no entanto, que nem esta
u´ltima considerac¸a˜o ainda na˜o foi mostrada ser va´lida para o caso do equalizador finito.
Sabe-se que algoritmos de Bussgang produzem sa´ıdas tambe´m Bussgang somente se o
equalizador for duplamente infinito.
Benveniste et al. concluem ainda que, se for poss´ıvel ter uma ide´ia da posic¸a˜o do
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coeficiente de maior valor do equalizador finito, enta˜o, na pra´tica, inicializar o procedi-
mento com 1 nesta posic¸a˜o e todos os outros coeficientes nulos resolve o problema, dimi-
nuindo a ocorreˆncia de convergeˆncia para mı´nimos locais. Entretanto isto nem sempre
e´ poss´ıvel pois normalmente o canal e´ completamente desconhecido. Este procedimento
e´ citado tambe´m por Godard [Godard80], Foschini [Foschini85] e Li e Ding [Li e Ding
95]. O primeiro utiliza uma inicializac¸a˜o bastante parecida na ana´lise de propriedades
de convergeˆncia do seu algoritmo (sec¸a˜o 2.4.8), concluindo que esta e´ uma condic¸a˜o
suficiente mas na˜o necessa´ria para a convergeˆncia. O segundo comec¸a realizando uma
ana´lise do algoritmo de Godard para o caso do equalizador duplamente infinito e, ao
realizar uma extensa˜o de suas concluso˜es para o caso do equalizador finito, sugere que
se busque periodicamente deixar o coeficiente de maior valor no centro de massa do
vetor de coeficientes, pois isto poderia aproximar uma situac¸a˜o de comprimento infinito
do equalizador. O terceiro mostra que esta estrate´gia geralmente deve funcionar, a
na˜o ser para casos bastante espec´ıficos, analisando sempre o caso do equalizador finito.
Esta forma de inicializac¸a˜o pode tambe´m resolver o problema da ambiguidade de fase
que surge devido a` simetria da densidade de probabilidade de a(n). Basta enta˜o que o
coeficiente na˜o nulo do equalizador tambe´m possua o sinal desejado. Este me´todo de
inicializac¸a˜o e´ conhecido como center-spike.
Resumidamente, ainda baseando-se no trabalho de Benveniste et al. [Benveniste et
al. 80], e´ interessante citar os seguintes fatos:
-Estat´ısticas de segunda ordem de u(n) so´ fornecem informac¸o˜es sobre magnitude
da resposta impulsiva do canal, na˜o sendo suficiente para a equalizac¸a˜o autodidata
de canais de fase na˜o-mı´nima.
-Um canal de fase na˜o-mı´nima na˜o pode ser identificado a partir de suas sa´ıdas
se o sinal de entrada for i.i.d. e gaussiano, pois neste caso a distribuic¸a˜o de
probabilidade e´ inteiramente definida pelas estat´ısticas de segunda ordem.
-Equalizadores ZF na˜o podem ser implementados para canais cuja resposta im-
pulsiva possua zeros no c´ırculo unita´rio no plano z
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2.4.5 Extensa˜o para Canais em Banda-Base Complexos
Neste caso, a sequeˆncia de dados transmitida a(n), a resposta impulsiva do canal h
e o sinal recebido u(n) possuem valores complexos. Assim os algoritmos de Bussgang
sera˜o dados da seguinte forma:
y(n) = yI(n) + jyQ(n) =
L∑
i=o
wiu(n− i)
aˆ(n) = aˆI(n) + jaˆQ(n) = g(yI(n)) + jg(yQ(n))
e(n) = y(n)− aˆ(n)
wi(n+ 1) = wi(n)− µu∗(n− i)e(n), i = 0, ..., L (2.35)
onde o super-escrito * indica conjugac¸a˜o e os sub-escritos I e Q indicam a componente
em fase e em quadratura, respectivamente.
2.4.6 Algoritmo de Decisa˜o Direta
O algoritmo de decisa˜o direta foi um dos primeiros algoritmos autodidatas, proposto
primeiramente por Lucky [Lucky68], sendo um dos algoritmos mais utilizados, seja
junto com a equalizac¸a˜o supervisionada, seja junto com outros algoritmos autodidatas
mais robustos. Ele consiste de uma estrutura bastante simples, utilizando somente um
dispositivo de decisa˜o como estimador na˜o-linear de memo´ria nula, como ja´ mostrado na
Figura 2.3. Este, no entanto, pode ser considerado como uma aproximac¸a˜o grosseira do
estimador de me´dia condicional visto na sec¸a˜o 2.4.2 e portanto, o algoritmo de decisa˜o
direta pode ser considerado como um caso particular dos algoritmos de Bussgang.
O crite´rio consiste em minimizar a seguinte func¸a˜o custo, caso o sinal transmitido
seja BPSK:
J = E
[|sgn(y(n))− y(n)|2] (2.36)
onde sgn(yn) =
{
1, yn > 0
−1, yn < 0
. Caso yn = 0, o s´ımbolo recuperado e´ escolhido
aleatoriamente entre {+1,-1}.
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Calculando o gradiente, chega-se a um algoritmo semelhante ao LMS, mas ao inve´s
do sinal desejado no ca´lculo do erro, utiliza-se a sa´ıda do dispositivo de decisa˜o, dado
pela func¸a˜o sinal. Por representar uma aproximac¸a˜o grosseira do estimador de me´dia
condicional, o algoritmo possui um desempenho bastante limitado em termos de ro-
bustez, possuindo muitos mı´nimos locais indeseja´veis.
No caso da equalizac¸a˜o supervisionada onde existe uma sequeˆncia de treinamento, o
chaveamento para o modo de decisa˜o direta normalmente leva os coeficientes do equa-
lizador a continuarem convergindo ate´ o mı´nimo global. Por que na˜o existe divergeˆncia?
Odile Macchi [Macchi e Eweda84] prova que o algoritmo de decisa˜o direta converge
para a soluc¸a˜o desejada, ou seja, mı´nimo global, quando o diagrama de olho na sa´ıda
do equalizador estiver aberto, apo´s uma fase inicial de treinamento. Como a func¸a˜o da
sequeˆncia de treinamento e´ justamente ajustar os coeficientes do equalizador de forma
a diminuir a IIS, abrindo o olho, enta˜o no momento em que existe o chaveamento para
o modo de decisa˜o direta, o algoritmo continua convergindo.
O mesmo procedimento pode ser utilizado no caso dos algoritmos autodidatas. Pode-
se inicializar o processo com algum algoritmo mais robusto (alguns dos quais sera˜o vistos
adiante) e, apo´s a reduc¸a˜o da IIS na sa´ıda do equalizador, chaveia-se para o modo de
decisa˜o direta a fim de se concluir a convergeˆncia ou enta˜o para se rastrear pequenas
variac¸o˜es do canal.
Mazo [Mazo80] estuda o caso do equalizador operando sempre no modo de decisa˜o
direta, ou seja, o caso do equalizador autodidata. Ele mostra, para um canal bastante
simples que poderia ser facilmente equalizado (soluc¸a˜o ZF), como o algoritmo pode ficar
preso em mı´nimos locais indeseja´veis, situac¸a˜o na qual a IIS na˜o e´ eliminada, depen-
dendo da inicializac¸a˜o dos coeficientes do equalizador. Mesmo se este fosse duplamente
infinito, continuaria havendo a possibilidade de convergeˆncia para mı´nimos locais. A
imperfeic¸a˜o esta´ na func¸a˜o custo utilizada. Seguindo a classificac¸a˜o feita em [Li et
al.96], o algoritmo de decisa˜o direta possui mı´nimos locais dependentes da func¸a˜o custo
e na˜o simplesmente provenientes do fato do equalizador ser implementado como um
filtro com um nu´mero finito de coeficientes.
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2.4.7 Algoritmo de Sato
O algoritmo proposto por Sato foi um dos primeiros sistemas recursivos de identi-
ficac¸a˜o autodidata a ser amplamente utilizado e estudado, tendo sido o primeiro capaz
de operar em condic¸o˜es de olho fechado. Apesar de na˜o ter sido justificado teorica-
mente em [Sato75], resultados convincentes mostravam a convergeˆncia do equalizador
proposto.
O algoritmo de Sato, proposto para ser utilizado em sistemas M-PAM (Pulse Ampli-
tude Modulation M-a´rio), ou seja, sistemas cuja transmissa˜o se dava por somente uma
portadora (reais) e com o objetivo de ser mais robusto do que o algoritmo de decisa˜o
direta, consiste em minimizar a seguinte func¸a˜o custo na˜o-convexa:
J = E
[
(aˆ(n)− y(n))2] (2.37)
onde aˆ(n) e´ estimado atrave´s de uma na˜o linearidade de memo´ria nula dada por:
aˆ(n) = γsgn[y(n)] (2.38)
onde sgn[.] e´ a func¸a˜o sinal definida como sgn[x] =
{
1, x ≥ 0
−1, x < 0 e γ e´ escolhida de
acordo com (2.31) e pode ser definida como:
γ =
E [a2(n)]
E[|a(n)|] (2.39)
O algoritmo de Sato pode ser considerado um caso particular dos algoritmos de
Bussgang, tendo como func¸a˜o na˜o linear g(y) = γsgn(y). A func¸a˜o sinal e´ uma apro-
ximac¸a˜o grosseira do estimador de me´dia condicional. Note tambe´m que, para o caso
PAM bina´rio, este algoritmo coincide com o algoritmo de decisa˜o direta.
Inicialmente portanto o algoritmo trata o sinal digital como sendo ‘bina´rio’, esti-
mando o bit mais significativo. Os bits restantes do sinal sa˜o tratados como ru´ıdo
aditivo. O algoritmo enta˜o usa o resultado obtido neste passo inicial para modificar o
sinal de erro obtido de um algoritmo de decisa˜o direta convencional.
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O teorema de Benveniste-Goursat-Rouget vale tambe´m para o algoritmo de Sato,
mesmo com a func¸a˜o ψ(.) sendo na˜o diferencia´vel. Em [Benveniste et al. 80] e´ provado
que o algoritmo converge para distribuic¸o˜es sub-gaussianas. Como ja´ discutido para o
caso dos algoritmos de Bussgang, esta ana´lise de convergeˆncia so´ vale para o caso do
equalizador duplamente infinito.
Como no caso do algoritmo de decisa˜o direta, o algoritmo de Sato converge para
mı´nimos locais indeseja´veis mesmo no caso do equalizador duplamente infinito, quando
a entrada e´ PAM (Pulse Amplitude Modulation) [Ding et al. 93]. Assim, seus mı´nimos
locais tambe´m sa˜o dependentes da func¸a˜o custo.
2.4.8 Algoritmos de Godard
Godard [Godard80] foi o primeiro a propor uma famı´lia de algoritmos autodidatas
de mo´dulo constante para uso em sistemas de comunicac¸o˜es digitais bidimensionais
(QAM -Quadrature Amplitude Modulation por exemplo). Ele procurou heuristicamente
por func¸o˜es custo independentes da fase do sinal na sa´ıda do equalizador, buscando
chegar a` convergeˆncia deste independentemente da aquisic¸a˜o da portadora.
O algoritmo de Godard procura minimizar a seguinte func¸a˜o custo na˜o convexa:
JG = E
[
(|y(n)|p −Rp)2
]
(2.40)
onde p e´ um inteiro positivo e Rp e´ uma constante que controla a amplificac¸a˜o do
equalizador, escolhida de forma a dar um incremento nulo aos seus coeficientes quando
a equalizac¸a˜o perfeita e´ alcanc¸ada. Ela e´ definida como:
Rp =
E [|a(n)|2p]
E [|a(n)|p] (2.41)
O algoritmo de Godard procura penalizar desvios da sa´ıda do equalizador, y(n), com
relac¸a˜o a um mo´dulo constante e, portanto, sua func¸a˜o custo e´ muitas vezes chamada
de crite´rio do mo´dulo constante (CM-Constant Modulus). A adaptac¸a˜o dos coeficientes
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e´ feita de acordo com o algoritmo do gradiente estoca´stico mostrado abaixo:
w(n+ 1) = w(n)− µu∗(n)e(n)
e(n) = y(n)|y(n)|p−2 (|y(n)|p −Rp) (2.42)
onde µ e´ o passo de adaptac¸a˜o do algoritmo.
O algoritmo possui como caracter´ıstica a capacidade de desacoplar os problemas de
IIS e de recuperac¸a˜o da fase da portadora. Entretanto, justamente por na˜o requerer a
recuperac¸a˜o da fase da portadora, ele tende a convergir lentamente.
Godard analisou principalmente os casos em que p = 1 e p = 2. No caso em que
p = 1 temos R1 = E [|a(n)|2] /E[|a(n)| ] e o algoritmo resultante pode ser visto como
uma modificac¸a˜o do algoritmo de Sato para a utilizac¸a˜o com sinais complexos. Para
p = 2, que e´ mais fa´cil de implementar, o algoritmo resultante e´ tambe´m chamado
de algoritmo do mo´dulo constante (CMA- Constant Modulus Algorithm) e tem sido
amplamente utilizado e estudado. A propriedade de recuperac¸a˜o do mo´dulo, existente
neste caso, foi observada por Godard mas o nome CMA foi primeiramente empregado
por Treichler e Agee em [Treichler e Agee 83], que propuseram o algoritmo de forma
independente, em um contexto de sinais FM (modulac¸a˜o em frequeˆncia) e PAM. O CMA
foi um algoritmo que obteve rapidamente uma grande aceitac¸a˜o por sua simplicidade,
efica´cia e robustez quanto a erros de fase da portadora, permitindo aos equalizadores
adaptarem separadamente do mecanismo de recuperac¸a˜o da portadora.
Para este caso (p = 2), Godard mostrou que se E [|a|4] < 2E2 [|a|2], o mı´nimo global
da func¸a˜o custo (2.40) corresponde a` zerar a IIS. Isto na˜o significa, entretanto, que
na˜o existam outros mı´nimos locais esta´veis. Resultados de simulac¸o˜es mostraram que a
inicializac¸a˜o do equalizador com somente um coeficiente diferente de zero (center spike)
e´ uma condic¸a˜o suficiente para a convergeˆncia do algoritmo para a soluc¸a˜o desejada.
Uma ana´lise mais detalhada para o caso do equalizador duplamente infinito foi
realizada por Foschini [Foschini85], concluindo que o algoritmo de Godard na˜o possui
mı´nimos locais indeseja´veis. Mais tarde, Ding et al. [Ding et al. 91,Ding e Kennedy
92,Ding et al. 92,Ding e Johnson 93] mostraram que, para o caso do equalizador finito,
existem sim mı´nimos locais e o desempenho do algoritmo passa a depender da inicia-
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lizac¸a˜o. Esta convergeˆncia para soluc¸o˜es indesejadas pode acontecer mesmo em casos,
sem ru´ıdo, onde a IIS introduzida pelo canal poderia ser completamente eliminada por
um equalizador FIR, como conclu´ıdo por Ding, em [Ding et al. 91]. Em [Li e Ding 95],
e´ mostrado que a inicializac¸a˜o por center-spike reduz a probabilidade de convergeˆncia
para mı´nimos locais, como o pro´prio Godard, de certa forma, ja´ havia observado. Como
na˜o existem mı´nimos locais quando o equalizador e´ duplamente infinito, temos que os
mı´nimos locais existentes sa˜o dependentes do comprimento do equalizador, ou seja,
aparecem devido ao nu´mero de coeficientes deste ser finito [Li et al.96].
E´ interessante notar que, se as componentes em fase e em quadratura forem inde-
pendentes entre si, a condic¸a˜o E[|a|4] < 2E2[|a|2] colocada por Godard pode ser escrita
como:
E
[(
a21 + a
2
2
)2]
< 2
(
E
[
a21 + a
2
2
])2 ⇒ 2E [a41]+ 2E2 [a21] < 8E2 [a21]⇒ E [a41] < 3E2 [a21]
(2.43)
Isto significa que o kurtosis, como ja´ definido em (2.34), sera´ negativo. Assim
sendo, o algoritmo de Godard so´ funciona para o caso em que a f.d.p. de a(n) for
sub-Gaussiana.
Atrave´s de simulac¸o˜es, Godard tambe´m chegou a` conclusa˜o que o valor p = 2
resultava em uma convergeˆncia mais ra´pida do que p = 1, mas o desempenho do
algoritmo para p = 3 foi decepcionante.
Ale´m disso, o algoritmo de Godard e´ o mais robusto dentre os algoritmos de Bus-
sgang com respeito ao offset de fase da portadora. Isto acontece devido a` func¸a˜o custo
e a` derivac¸a˜o do algoritmo serem baseadas somente na amplitude do sinal recebido.
Apo´s a convergeˆncia, em condic¸o˜es de regime, o algoritmo de Godard tambe´m e´ o que
atinge o menor valor de erro quadra´tico me´dio dentre os algoritmos de Bussgang.
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2.5 Algoritmos de Shalvi-Weinstein
Shalvi e Weinstein, em [Shalvi e Weinstein 90], propo˜em uma nova classe de algorit-
mos, na qual na˜o existe restric¸a˜o com relac¸a˜o a` distribuic¸a˜o de probabilidade dos dados
de entrada do sistema a(n), diferentemente do CMA por exemplo, contanto que esta
na˜o seja gaussiana.
Os crite´rios propostos em [Shalvi e Weinstein 90,94] podem ser divididos, basica-
mente, em treˆs famı´lias: os crite´rios com restric¸a˜o, os crite´rios normalizados e os crite´rios
sem restric¸a˜o. Os crite´rios com restric¸a˜o garantem que o sinal na sa´ıda do equalizador
tera´ a mesma poteˆncia do sinal inicialmente transmitido. Os crite´rios normalizados
podem ou na˜o conter esta mesma restric¸a˜o de poteˆncia, como sera´ visto adiante. Ja´ os
crite´rios sem restric¸a˜o na verdade incorporam um termo de penalidade a` pro´pria func¸a˜o
custo a ser otimizada, atrave´s da soma de um novo termo.
Como estes crite´rios utilizam estat´ısticas de ordem superior dos sinais envolvidos,
iniciaremos com uma breve revisa˜o destes conceitos.
2.5.1 Fundamentos Matema´ticos
Seja uma sequeˆncia de varia´veis aleato´rias x1, x2, ..., xM , com a seguinte func¸a˜o ca-
racter´ıstica conjunta,
φ(ω) = E
[
ejω
Tx
]
= E
[
ej
PM
i=1 ωixi
]
, (2.44)
o cumulante conjunto de ordem p = k1 + ...+ kM e´ definido em [Nikias93] como:
cum(xk11 , x
k2
2 , ..., x
kM
M ) = (−j)p
∂plnφ(ω)
∂ωk11 ∂ω
k2
2 ...∂ω
kM
M
∣∣∣∣
ω1=ω2=...=ωM=0
(2.45)
onde ln e´ o logaritmo natural.
Portanto, se as varia´veis aleato´rias possu´ırem me´dia nula, temos:
cum(x1, x2) = E [x1x2]
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cum(x1, x2, x3) = E [x1x2x3] (2.46)
cum(x1, x2, x3, x4) = E [x1x2x3x4]− E [x1x2]E [x3x4]− E [x1x3]E [x2x4]− E [x1x4]E [x2x3]
Note que, ate´ ordem 3, os cumulantes sa˜o iguais aos momentos. Da´ı por diante os
dois se tornam bastante diferentes. As seguintes propriedades podem ser verificadas
[Nikias e Petropulu 93]:
(p.1) Linearidade: cum(
∑
i bixi; · · ·) =
∑
i bicum(xi; · · ·).
(p.2) Se x1, x2, ..., xM puderem ser divididos em dois ou mais grupos estatisticamente
independentes, enta˜o seu cumulante conjunto e´ nulo.
(p.3) Se x1, x2, ..., xM sa˜o conjuntamente gaussianas enta˜o seu cumulante conjunto
e´ nulo sempre que M > 2.
A fim de facilitar a notac¸a˜o, denotaremos
cum(x, x, · · · , x︸ ︷︷ ︸
p
, · · ·) = cum(x : p, · · ·) .
O cumulante de ordem p de x sera´ denotado por Cxp = cum(x : p) e o cumulante
de ordem (p,q) de x sera´ denotado por Cxp,q = cum(x : p;x
∗ : q). Assim, se x for real,
Cxp,q = C
x
p+q.
2.5.2 Definic¸a˜o do Problema
As hipo´teses sobre o sistema em estudo continuam sendo as mesmas ja´ definidas
para os algoritmos de Bussgang (sec¸a˜o 2.4.1), mas existem algumas alterac¸o˜es a serem
consideradas quanto ao modelo probabil´ıstico do sinal de entrada do sistema, a(n).
Este continua sendo i.i.d., mas ale´m disso supo˜e-se simplesmente que seu cumulante
de ordem (1,1), ou seja, a variaˆncia do sinal a(n), exista e que o sinal tambe´m possua
algum cumulante de ordem superior na˜o nulo. Isto implica em a(n) na˜o poder ser
gaussiano (propriedade (p.3)). O sinal pode ser uma sequ¨encia de varia´veis aleato´rias
real/complexa, cont´ınua/discreta, apesar de, em sistemas de comunicac¸o˜es digitais,
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normalmente esta ser discreta.
As hipo´teses quanto ao canal e ao equalizador continuam sendo as mesmas. Conti-
nuamos tambe´m querendo recuperar o sinal de entrada a(n) a menos de um atraso
constante e um deslocamento de fase, conhecendo apenas algumas caracter´ısticas es-
tat´ısticas deste e o sinal na sa´ıda do canal u(n). Assim, se
s(n) = h(n)⊗w(n) =
∑
i
wih(n− i) (2.47)
e´ a resposta combinada do sistema desconhecido (convoluc¸a˜o canal-equalizador), enta˜o
queremos encontrar w(n) de forma que
s(n) = ejθδ(n− τ) (2.48)
onde τ e´ um atraso constante e θ e´ um deslocamento de fase tambe´m constante. Note
que o atraso constante na˜o pode ser identificado devido a` estacionariedade do processo
observado u(n). O deslocamento em fase tambe´m e´ inevita´vel se a distribuic¸a˜o de
probabilidade de a(n) for invariante a` rotac¸a˜o.
2.5.3 Crite´rios com Restric¸a˜o
A relac¸a˜o entrada-sa´ıda do sistema pode ser expressa da seguinte forma:
y(n) =
∑
i
sia(n− i) (2.49)
Fazendo uso da propriedade (p.1) pode-se escrever [Shalvi e Weinstein 94]:
Cyp,q = cum(y(n); ...; y(n)︸ ︷︷ ︸
p
; y∗(n); ...; y∗(n)︸ ︷︷ ︸
q
)
= cum(
∑
i1
si1a(n− i1); ...;
∑
ip
sipa(n− ip);
∑
k1
s∗k1a
∗(n− k1); ...;
∑
kq
s∗kqa
∗(n− kq))
=
∑
i1
· · ·∑ip∑k1 · · ·∑kq si1 ...sips∗k1 ...s∗kqcum(a(n) : p ; a∗(n) : q) (2.50)
Como a(n) e´ uma sequeˆncia i.i.d, usando a propriedade (p.2) tem-se:
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cum(a(n−i1); ...; a(n−ip); a∗(n−k1); ...; a∗(n−kq)) =
{
Cap,q, i1 = ... = ip = k1 = ... = kp
0, caso contrario
(2.51)
Portanto, substituindo (2.51) em (2.50)
Cyp,q = C
a
p,q
∑
l
spl (s
∗
l )
q (2.52)
A equac¸a˜o (2.52) constitui a base para o seguinte teorema [Shalvi e Weinstein 90 e
94]:
Teorema Suponha que Cy1,1 = E[|a|2] > 0 existe e que Cap,q tambe´m existe e e´
diferente de zero para quaisquer inteiros p e q tais que p+ q > 2. Se
Cy1,1 = C
a
1,1 (2.53)
enta˜o
|Cyp,q| ≤ |Cap,q| (2.54)
com igualdade se e somente se a equalizac¸a˜o for perfeita (soluc¸a˜o ZF), ou seja, se s(n)
for como mostrado na equac¸a˜o (2.48).
A demonstrac¸a˜o deste teorema e´ bastante simples: comparando (2.53) com (2.52)
temos que
∑
l |sl|2 = 1. Assim, |sl| ≤ 1 ∀l e portanto |sl|p+q ≤ |sl|2 ∀l. Em (2.52)
novamente tem-se:
∣∣Cyp,q∣∣ = ∣∣Cap,q∣∣
∣∣∣∣∣∑
l
spl (s
∗
l )
q
∣∣∣∣∣ ≤ ∣∣Cap,q∣∣∑
l
|sl|p+q ≤
∣∣Cap,q∣∣∑
l
|sl|2 =
∣∣Cap,q∣∣ (2.55)
onde a igualdade vale se e somente se s possuir somente um elemento na˜o nulo e com
magnitude igual a 1 (de forma que
∑
l |sl|2 = 1).
O teorema descrito acima e´ uma simplificac¸a˜o do teorema de Benveniste-Goursat-
Rouget pois este u´ltimo requer a equalizac¸a˜o da distribuic¸a˜o de probabilidade (todos
os cumulantes) enquanto que o teorema acima afirma que a condic¸a˜o suficiente para
equalizac¸a˜o e´ que as variaˆncias (cumulantes de ordem (1,1)) e algum outro cumulante
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de ordem superior na˜o-nulo de y sejam iguais aos de a.
Este teorema da´ origem ao seguinte crite´rio, chamado crite´rio de Shalvi-Weinstein
(SW) com restric¸a˜o [Shalvi e Weinstein 94]:
max
∣∣Cyp,q∣∣ (2.56)
Sujeito a: Cy1,1 = C
a
1,1
Sabendo que o cumulante de ordem (2,2) e´ igual ao kurtosis, definido em (2.34), o
crite´rio definido acima e´ mais geral do que o definido em [Shalvi e Weinstein 90].
O crite´rio (2.56) so´ depende do conhecimento da variaˆncia de a(n) e da informac¸a˜o
de que seu cumulante de ordem (p,q) e´ na˜o nulo para algum p e q tais que p + q > 2.
Assim, o crite´rio proposto e´ universal no sentido de na˜o impor nenhuma outra restric¸a˜o
a` distribuic¸a˜o de probabilidade do sinal de entrada e portanto pode ser usado em uma
grande quantidade de problemas de desconvoluc¸a˜o.
Em [Shalvi e Weinstein 94] e´ mostrado que, para o caso do equalizador duplamente
infinito, a maximizac¸a˜o com restric¸a˜o mostrada em (2.56) na˜o apresenta ma´ximos lo-
cais, tendo somente um ma´ximo global e outros pontos de mı´nimo ou de sela. Assim,
independente da inicializac¸a˜o, um algoritmo de busca pelo gradiente convergiria para
a soluc¸a˜o desejada. Entretanto, esta condic¸a˜o na˜o pode ser satisfeita na pra´tica. As-
sim, com um equalizador finito, uma quantidade finita de dados, ru´ıdo aditivo e na˜o-
linearidades que podem estar presentes no sistema desconhecido (canal), estes pontos
de sela podem vir a se tornar ma´ximos locais. No pro´ximo cap´ıtulo discutiremos com
mais detalhes esta questa˜o.
2.5.4 Crite´rios Normalizados
A restric¸a˜o no crite´rio (2.56) tambe´m pode ser substitu´ıda por uma normalizac¸a˜o.
Temos enta˜o a seguinte famı´lia de crite´rios normalizados [Shalvi e Weinstein 94]:
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max
{
|Cyp,q|
(Cy1,1)
p+q
2
}
(2.57)
Supondo q = p, o crite´rio acima pode ser escrito em termos dos s´ımbolos transmitidos
a(n), da seguinte forma: ∣∣Cy2p∣∣
(Cy2 )
p
=
∣∣Ca2p∣∣
(Ca2 )
p
( ∑
l |sl|2p
(
∑
l |sl|2)p
)
︸ ︷︷ ︸
f2p(s)
(2.58)
E´ conhecido que 0 ≤ f2p(s) ≤ 1 para qualquer s sendo que o limite superior e´
alcanc¸ado se e somente se s possuir um u´nico elemento na˜o nulo (soluc¸a˜o ZF). Ale´m
disso, vale a igualdade f2p(s) = f2p(αs) para qualquer constante α na˜o nula.
Como as estat´ısticas do sinal transmitido a(n) em (2.58) podem ser consideradas
conhecidas, a maximizac¸a˜o do crite´rio normalizado e´ equivalente a` maximizac¸a˜o de
f2p(s), que por sua vez e´ o pro´prio crite´rio proposto por Donoho [Donoho81] no contexto
de sinais reais, do qual um caso particular com p = 4 e´ o crite´rio de desconvoluc¸a˜o
proposto inicialmente por Wiggins [Wiggins78].
E´ interessante observar que, apesar da normalizac¸a˜o, na˜o existe em (2.57) nenhuma
condic¸a˜o que relacione a poteˆncia do sinal na sa´ıda do equalizador com a do sinal de
entrada. E´ fa´cil observar que, apenas quando se ajusta Cy1,1 para ser igual a C
a
1,1, o
crite´rio (2.57) coincide com (2.56) [Tugnait92]. Entretanto, se esta igualdade na˜o for
considerada e lembrando que a relac¸a˜o f2p(s) = f2p(αs) e´ va´lida, o crite´rio apresentara´
outros pontos de ma´ximo (pontos estaciona´rios). Esta questa˜o sera´ detalhadamente
discutida no pro´ximo cap´ıtulo.
Em [Shalvi e Weinstein 94] e´ provado que, no caso de um equalizador duplamente
infinito e sem ru´ıdo, o u´nico ponto de ma´ximo do crite´rio (2.57) ocorre se s(n) =
gδ(n−τ), onde τ e´ um atraso constante e arbitra´rio e g e´ um ganho complexo, resultante
do fato do crite´rio ser invariante sob a multiplicac¸a˜o da resposta combinada por uma
constante.
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E´ interessante observar que uma ambigu¨idade de ganho tambe´m ocorrera´ em (2.56)
se Ca1,1 na˜o for conhecido a priori e se a restric¸a˜o indicada for substitu´ıda por igualar
Cy1,1 a uma constante positiva arbitra´ria.
2.5.5 Crite´rios sem Restric¸a˜o
Ao inve´s da restric¸a˜o utilizada no crite´rio (2.56), pode-se adicionar ao crite´rio um
funcional da poteˆncia do sinal de sa´ıda do equalizador y(n) como termo de penalidade.
Tem-se enta˜o a seguinte famı´lia de crite´rios sem restric¸a˜o:
max
{∣∣Cyp,q∣∣+ f (Cy1,1)} (2.59)
onde f : [0,∞) → R1 e´ uma func¸a˜o real e cont´ınua. Em [Shalvi e Weinstein 94] ela e´
escolhida de forma que a func¸a˜o:
g(x) =
∣∣Cap,q∣∣ xp+q + f (Ca1,1x2) (2.60)
na˜o tenha ma´ximos em x = 0 ou em x = ∞, o que garante que o ma´ximo de (2.59)
corresponde a` soluc¸a˜o desejada a menos de um ganho, ou seja, s(n) = gδ(n − τ).
Considere enta˜o a seguinte escolha para f(·):
f(Cy1,1) =
M∑
i=0
ki(C
y
1,1)
i (2.61)
onde k0, k1, ..., kM sa˜o constantes reais. Fazendo k0 = r
2, k1 = 2r, k2 = −2 e
ki = 0 para i = 3, ...,M temos um caso particular de (2.61), resultando no crite´rio:
max
{|Cy2,2| − 2(Cy1,1)2 + 2rCy1,1 + r2} (2.62)
onde r tambe´m e´ uma constante real.
Pode ser verificado que a func¸a˜o g(x) na˜o possui ma´ximo em x = 0 ou em x = ∞
sempre que r > 0. Se a(n) for uma varia´vel aleato´ria complexa e de me´dia nula tal que
Ca2,0 = E
[
a2(n)
]
= 0, Ca2,2 = E
[|a(n)|4]− 2E2 [|a(n)|2] < 0 , (2.63)
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condic¸o˜es que sa˜o satisfeitas por muitas constelac¸o˜es utilizadas em comunicac¸o˜es di-
gitais, enta˜o, atrave´s de manipulac¸o˜es diretas [Shalvi e Weinstein 90], encontra-se que
(2.62) e´ equivalente a
minE
[(|y(n)|2 − r)2] (2.64)
Se escolhermos enta˜o r = E [|a(n)|4] /E [|a(n)|2], chega-se ao crite´rio proposto por
Godard [Godard80] e Treichler [Treichler e Agee 83], mostrado na equac¸a˜o (2.40) para
p=2.
Vistos os crite´rios propostos por Shalvi e Weinstein, partimos enta˜o para a obtenc¸a˜o
dos algoritmos adaptativos, que buscam otimizar recursivamente as func¸o˜es custos
citadas.
2.5.6 O Algoritmo Super-Exponencial
O algoritmo de Shalvi-Weinstein, calculado a partir do crite´rio com restric¸a˜o, e´
tambe´m conhecido como algoritmo super-exponencial (ASE). Este algoritmo foi pro-
posto primeiramente em [Shalvi e Weinstein 93], mas apesar de ter seu bom desempenho
comprovado atrave´s de simulac¸o˜es, o artigo na˜o e´ muito rigoroso em sua deduc¸a˜o, rea-
lizando algumas aproximac¸o˜es va´lidas somente em um contexto bastante restrito. Uma
deduc¸a˜o mais rigorosa foi realizada por P. Regalia e M. Mboup em [Regalia e Mboup
99]. Este artigo sera´ utilizado como base na deduc¸a˜o a seguir, que envolve tambe´m
considerac¸o˜es de [Shalvi e Weinstein 93] e de [Shalvi e Weinstein 94]. Ale´m disso, dis-
cutiremos as aproximac¸o˜es realizadas por [Shalvi e Weinstein 93] no momento oportuno.
Primeiramente, iremos deduzir o algoritmo no espac¸o da resposta combinada, canal-
equalizador. Em seguida, explicaremos a origem do termo super-exponencial. Por
u´ltimo, encontraremos o algoritmo no espac¸o de paraˆmetros do equalizador, que e´ o
que realmente nos interessa, por ser o algoritmo implementa´vel, ja´ que o canal na˜o e´
conhecido.
Ja´ partindo-se do crite´rio sem restric¸a˜o e lembrando que este crite´rio pode ser re-
duzido ao crite´rio de Godard, tambe´m mostraremos que, utilizando o me´todo de apro-
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ximac¸a˜o estoca´stica, e´ poss´ıvel se chegar ao pro´prio CMA. Alguns conceitos e a notac¸a˜o
a ser utilizada na deduc¸a˜o do algoritmo sera˜o definidos a seguir.
A resposta combinada canal-equalizador, dada por (2.47), pode ser escrita como:
s = Hw (2.65)
onde s = [s0 s1 ... sM+L−1]T e H e´ a matriz de convoluc¸a˜o do canal, com (M +L− 1)
linhas, e cujos elementos sa˜o dados por: Hij = hi−j, 1 ≤ j ≤ L
HT =

h0 h1 . . . hM−1 0 . . . 0
0 h0 h1 . . . hM−1 0 0
... 0
. . . . . . . . . . . . 0
0 0 0 h0 h1 . . . hM−1

Ale´m das hipo´teses ja´ comentadas na sec¸a˜o 2.5.2, se a(n) for complexo, tambe´m iremos
supor que possui simetria circular, ou seja, que E[a2(n)] = 0.
O conjunto T, chamado attainable set, nada mais e´ do que o conjunto de todas
as respostas combinadas s que podem ser obtidas utilizando-se um equalizador finito.
Matematicamente temos:
T , {s : sn =
L∑
i=0
wihn−i, wi ∈ IR } (2.66)
Se tivermos, por exemplo, um canal MA e um equalizador FIR, sabemos que a res-
posta combinada s nunca correspondera´ a uma soluc¸a˜o ZF, o que representaria uma
equalizac¸a˜o perfeita do canal. Neste caso, enta˜o, esta soluc¸a˜o na˜o pertence a T . Por-
tanto, as soluc¸o˜es s poss´ıveis esta˜o intimamente ligadas aos valores que os coeficientes
do equalizador w podem assumir.
Considerando o conjunto de todos os vetores s poss´ıveis, chamamos o operador
projec¸a˜o deste conjunto em T de PT . Este pode ser escrito matematicamente como:
PT = H(H
HH)−1HH .
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E´ interessante tambe´m definir neste momento o conceito de equalizador sub-parame-
trizado, primeiramente estudado em [Regalia e Mboup 99]. Caso PT = I, o attainable
set abrange todo o conjunto de respostas s poss´ıveis, o que inclui a soluc¸a˜o ZF. Diz-
se enta˜o que o equalizador possui ordem suficiente. Neste caso, o espac¸o das linhas da
matrizH inclui todo o espac¸o complexo CM+L−1. Entretanto, se PT 6= I, o equalizador e´
chamado sub-parametrizado e somente um sub-espac¸o de CM+L−1 pode ser atingido. Por
exemplo, se temos um canal com resposta ao impulso infinita (M→∞) e o equalizador
for finito, enta˜o somente um sub-espac¸o de dimensa˜o finita podera´ ser atingido variando-
se os coeficientes do equalizador, o que na˜o e´ suficiente para a equalizac¸a˜o do canal,
resultando em PT 6= I. No entanto, PT podera´ ser igual a` matriz identidade I se e
somente se L→ ∞ e a resposta impulsiva do canal h(z) for limitada e na˜o nula para
todo |z| ≥ 1. Dependendo do caso, PT = I pode ser atingido trabalhando-se com
equalizadores fraciona´rios (ou multisensor), tendo um canal com resposta impulsiva
na˜o nula para qualquer z e L suficiente. Caso contra´rio, sempre teremos PT 6= I, o que
inclui o equalizador baud-rate estudado aqui.
Prosseguiremos enta˜o com a deduc¸a˜o do algoritmo no espac¸o da resposta combinada
canal-equalizador.
Algoritmo no Espac¸o da Resposta Combinada Canal-Equalizador
Para continuarmos esta deduc¸a˜o, definimos a m-e´sima poteˆncia de Hadamard, de-
notada por s¯m, como:
s¯m = s¯ ...¯ s︸ ︷︷ ︸
m
(2.67)
cuja k-e´sima componente e´ smk , denotaremos por s
¯〈2p−1〉 o vetor s¯p ¯ (s∗)¯(p−1) cuja
componente pode ser escrita como [s¯〈2p−1〉]k = |sk|2p−2sk.
Precisamos portanto encontrar quais sa˜o os pontos de ma´ximo de f2p(s), dada por
(2.58), o que resolve o problema de equalizac¸a˜o em questa˜o. Em [Regalia e Mboup 99],
os autores mostram que, s ∈ T e´ um ponto estaciona´rio de f2p(s) se e somente se
PT (s
¯〈2p−1〉) = αs (2.68)
para algum escalar α. Se a norma `2 de s for unita´ria, enta˜o 2p
√
α = f2p(s), que e´ o
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valor obtido no ponto estaciona´rio. A norma `2 de s e´ definida como:
||s|| =
(∑
i
|si|2
)1/2
. (2.69)
A demonstrac¸a˜o de (2.68) e das afirmac¸o˜es acima pode ser encontrada, de maneira
resumida, no Apeˆndice deste trabalho.
Considerando o caso do equalizador com ordem suficiente, ou seja, PT = I, o pro-
blema ja´ esta´ resolvido pois (2.68) se reduz a s¯〈2p−1〉 − αs = 0 que, em termos de
componentes pode ser escrito como:
sk(|sk|2p−2 − α) = 0, para todo k (2.70)
Isto significa que todos os termos na˜o nulos possuem mesma amplitude, dada por
2p−2√α. Godard ja´ havia chegado nesta conclusa˜o em [Godard80], mas de uma forma que
na˜o inclu´ıa o caso do equalizador sub-parametrizado (a semelhanc¸a entre os crite´rios de
Godard e de SW e´ maior do que parece a` primeira vista, questa˜o que sera´ estudada no
pro´ximo cap´ıtulo). Se dois ou mais termos forem nulos, o ponto estaciona´rio sera´ um
ponto de mı´nimo ou de sela [Regalia e Mboup 99].
Ja´ para o caso do equalizador sub-parametrizado, (2.70) na˜o e´ mais va´lida pois
PT 6= I. Assim, s¯〈2p−1〉 − αs 6= 0 (para maiores detalhes, consultar o Apeˆndice) na˜o
sendo portanto poss´ıvel encontrar uma soluc¸a˜o com forma fechada para s. Uma sa´ıda
enta˜o e´ encontrar os pontos de ma´ximo de f2p(s), de maneira iterativa. O seguinte ma-
peamento na˜o-linear D2p(s) possui, como pontos fixos, os mesmos pontos estaciona´rios
de f2p(s)[Regalia e Mboup 99]:
1) Considere s ∈ T, com norma unita´ria (||s|| = 1). A escolha da norma e´ arbitra´ria
por enquanto.
2) Projete sua poteˆncia de Hadamard em T:
υ = PT (s
¯〈2p−1〉) (2.71)
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3) Fac¸a com que o resultado possua norma unita´ria: q = υ/||υ|| (mesma norma
utilizada no passo 1)
E´ poss´ıvel observar que os pontos fixos deste mapeamento, ou seja, pontos em que
q = D2p(s) = s, com s ∈ T , sa˜o exatamente os mesmos pontos estaciona´rios que
satisfazem (2.68). Caso o ponto estaciona´rio (ou um ponto fixo do mapeamento) ainda
na˜o tenha sido atingido, vale a desigualdade:
f2p(q) > f2p(s) para s ∈ T com norma unita´ria (2.72)
ou seja, a busca continuara´ ate´ que um ponto de ma´ximo seja atingido o que garante a
convergeˆncia do algoritmo. Portanto, o processo iterativo
sn+1 = D2p(sn) (2.73)
onde n denota o nu´mero de iterac¸o˜es, se aproximara´ do ma´ximo de f2p(s), exceto num
conjunto de inicializac¸o˜es que podem levar a ma´ximos locais indesejados.
A demonstrac¸a˜o de que (2.72) e´ va´lida pode ser encontrada em [Regalia e Mboup
99] e consiste basicamente em, assumindo que o algoritmo utilize norma `2, mostrar
que ∑
k
|qk|2p >
∑
k
|sk|2p, sempre que q = D2p(s) 6= s (2.74)
Para o caso do equalizador com ordem suficiente, (2.73) se reduz ao algoritmo super-
exponencial (ASE) proposto em [Shalvi e Weinstein 93]. O termo super-exponencial
surgiu pois o algoritmo converge para a soluc¸a˜o ZF zj = (..., 0, 1(posic¸a˜o j), 0, ...) a uma
taxa super-exponencial. Considerando a norma `∞ nos passos 1) e 3), temos:
||zj − sn+1||∞ = ||zj − sn||2p−1∞ (2.75)
Por induc¸a˜o,
||zj − sn||∞ = (||zj − s0||∞)(2p−1)n (2.76)
que se contrai “super-exponencialmente” pois, se a condic¸a˜o inicial s0 ∈ T tem
||s0||∞ = 1, enta˜o ||zj − s0||∞ < 1.
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Ja´ para o caso do equalizador sub-parametrizado, na deduc¸a˜o feita em [Shalvi e
Weinstein 93], Shalvi-Weinstein argumentam que se PT
(
s
¯〈2p−1〉
n
)
≈ s¯〈2p−1〉n para todo
n, enta˜o o algoritmo continuaria convergindo para uma soluc¸a˜o pro´xima de Wiener.
Entretanto, na˜o fica claro ate´ que ponto a aproximac¸a˜o PT
(
s
¯〈2p−1〉
n
)
≈ s¯〈2p−1〉n e´
va´lida. Ja´ o algoritmo deduzido acima, com (2.72), converge sempre, sem aproximac¸o˜es.
Algoritmo no Espac¸o de Paraˆmetros do Equalizador
Resta ainda encontrar o algoritmo no espac¸o de paraˆmetros do equalizador w.
Definindo w, w
′
e w
′′
como o estado do equalizador antes, durante e depois de cada
iterac¸a˜o, e tendo por base o algoritmo dado por (2.71), gostar´ıamos que o vetor de
coeficientes do equalizador w
′
fosse tal que s = Hw
′
seja igual a s¯〈2p−1〉. Entretanto, o
nu´mero de coeficientes e´ finito e portanto nem todos os vetores s podem ser atingidos.
Assim, deseja-se somente que w
′
minimize a distaˆncia entre Hw
′
e s¯〈2p−1〉, o que sera´
obtido pela projec¸a˜o deste u´ltimo no attainable set [Shalvi e Weinstein 93]:
minw′||Hw′ − s¯〈2p−1〉||2 ⇒ w′ =
(
HHH
)−1
HHs¯〈2p−1〉 (2.77)
A operac¸a˜o de normalizac¸a˜o equivalente ao passo 3) do algoritmo deduzido ante-
riormente e´ equivalente a:
w′′ =
1√
w′HHHHw′
w′ (2.78)
Projetando o algoritmo dado por (2.77) e (2.78) de volta ao espac¸o da resposta
combinada s, obtemos exatamente (2.71) e o passo de normalizac¸a˜o 3).
Mesmo estando no domı´nio dos paraˆmetros do equalizador, o algoritmo dado por
(2.77) e (2.78) continua em func¸a˜o de H e s, que na˜o sa˜o conhecidos. O pro´ximo
passo enta˜o e´ escreveˆ-lo em func¸a˜o de cumulantes dos sinais de entrada e de sa´ıda do
equalizador. Utilizando as propriedades de cumulantes mostradas na sec¸a˜o 2.5.1, temos:
cum(u(n− j);u∗(n− i)) = cum
(∑
k1
hk1−ja(n− k1);
∑
k2
h∗k2−ia
∗(n− k2)
)
=
∑
k1
∑
k2
hk1−jh
∗
k2−icum(a(n− k1); a∗(n− k2))
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= Ca1,1
∑
k
hk−jh∗k−i = C
a
1,1
(
HHH
)
ij
(2.79)
Temos tambe´m que:
cum(y(n) : p; y∗(n) : p− 1;u∗(n− i)) =
= cum
(∑
l1
sl1an−l1 ; ...
∑
lp
slpan−lp ;
∑
m1
s∗m1a
∗
n−m1 ; ...
∑
mp−1 s
∗
mp−1a
∗
n−mp−1 ;
∑
k h
∗
k−ia
∗
n−k
)
=
∑
k h
∗
k−i
∑
l1
...
∑
lp
∑
m1
...
∑
mp−1 sl1 ...slps
∗
m1 ...s
∗
mp−1cum(an : p; a
∗
n : p− 1; a∗n−k) (2.80)
Utilizando (2.51) para simplificar a expressa˜o (2.80) acima, resulta:
cum(y(n) : p; y∗(n) : p− 1;u∗(n− i)) = cum(a(n) : p; a∗(n) : p)
∑
k
h∗k−ns
p
k(s
∗
k)
p−1
= cum(a(n) : p; a∗(n) : p)
(
HHs¯〈2p−1〉
)
(2.81)
Finalmente, substituindo (2.79) e (2.81) em (2.77) e (2.78) obte´m-se:
w′ = R−1d
w′′ =
1√
w′HRw′
w′ (2.82)
onde R e´ uma matriz L x L cujos elementos sa˜o dados por:
Rij =
cum(u(n− j);u∗(n− i))
cum(a(n); a∗(n))
=
E [u(n− j)u∗(n− i)]
E [|a(n)|2] (2.83)
e d e´ um vetor L x1 cujos elementos sa˜o dados por:
dn =
cum(y(n) : p; y∗(n) : p− 1;u∗(n− i))
Cap,p
(2.84)
A multiplicac¸a˜o por R−1 em (2.82) corresponde a uma operac¸a˜o de branqueamento
espectral sugerida em [Benveniste et al. 80] e [Shalvi e Weinstein 90]. O termo w′
possui uma estrutura bastante similar a` predic¸a˜o linear. A grande diferenc¸a esta´ no
vetor d que nesta u´ltima e´ formado por cumulantes de segunda ordem, enquanto que,
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em (2.82), e´ dado por cumulantes de ordem superior.
Um novo problema que surge aqui e´ o fato do algoritmo (2.82) estar expresso em
func¸a˜o dos cumulantes do sinal recebido u(n) e do sinal na sa´ıda do equalizador y(n).
Os valores exatos destes cumulantes na˜o esta˜o dispon´ıveis. Uma soluc¸a˜o seria substitu´ı-
los por estimativas (me´dias temporais, por exemplo) baseadas nos valores observados.
Existe tambe´m a possibilidade de se obter um algoritmo recursivo, ou atrave´s da im-
plementac¸a˜o sequencial do algoritmo super-exponencial visto, ou atrave´s do me´todo de
aproximac¸a˜o estoca´stica. Estas duas abordagens sera˜o discutidas em seguida.
Algoritmo Obtido Atrave´s de Implementac¸a˜o Sequencial
Primeiramente, para implementar sequencialmente o algoritmo dado por (2.82), pre-
cisamos substituir os cumulantes por me´dias temporais. O algoritmo enta˜o pode ser
escrito da seguinte forma:
w′ =
1
αp
Qndˆn (2.85)
onde
Q−1n = (1− βn)Q−1n−1 + βnu∗nuTn (2.86)
sendo portanto proporcional a` matriz R−1, com β um escalar constante. Devido a`
operac¸a˜o de normalizac¸a˜o, vale a seguinte relac¸a˜o E [y2n] = E [a
2
n] que tambe´m pode ser
confirmada atrave´s da equac¸a˜o (2.52). Podemos enta˜o escrever αp somente em func¸a˜o
dos cumulantes do sinal transmitido, a(n), eliminando a dependeˆncia de cumulantes
de y(n). Ale´m disso, αp depende da ordem p sendo considerada. Para p = 2 teremos,
usando (2.34) que e´ equivalente ao Ca2,2:
α2 = δ =
Ca2,2
Ca1,1
=
E [|an|4]− κE2 [|an|2]
E [|an|2] (2.87)
com κ igual a 3 se o sinal for real e 2 se o sinal for complexo com E [a2] = 0. Con-
siderando cumulantes de terceira ordem, α1 sera´:
α1 = γ =
Ca1,2
Ca1,1
=
E [|an|2a∗n]
E [|an|2] (2.88)
Ja´ dn tambe´m depende da ordem dos cumulantes a ser considerada. Com p = 2, ou
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seja, cumulantes de quarta ordem temos que
dn = cum(yn : 2; y
∗
n;u
∗
n−i) = E
[|yn|2ynu∗n−i]− κE [|yn|2]E[ynu∗n−i]
= E
[|yn|2ynu∗n−i]− κE [|an|2]E[ynu∗n−i] (2.89)
onde κ e´ igual a 3 caso os sinais sejam reais e igual a 2 caso os sinais sejam complexos
com simetria circular. Portanto a estimativa dˆn pode ser escrita como:
dˆn = (1− β)dˆn−1 + βu∗n
(|yn|2 − κE [|an|2]) yn (2.90)
Com cumulantes de terceira ordem teremos:
dn = cum(yn; y
∗
n;u
∗
n−i) = E
[|yn|2u∗n−i] (2.91)
e portanto a estimativa sera´ dada por
dˆn = (1− β)dˆn−1 + βu∗n|yn|2 (2.92)
Substituindo (2.86) e (2.90) ou (2.92), dependendo da ordem dos cumulantes sendo
considerada, em (2.85), chegaremos a`s equac¸o˜es mostradas abaixo para cumulantes de
terceira e quarta ordem respectivamente:
wn+1 = wn +
β
γ
Qnu
∗
nyn
(
y∗n −
E [|an|2a∗n]
E [|an|2]
)
(2.93)
wn+1 = wn +
β
δ
Qnu
∗
nyn
(
|yn|2 − E [|an|
4]
E [|an|2]
)
(2.94)
Observe que a equac¸a˜o para atualizac¸a˜o da matriz Q, (2.86), ainda e´ bastante
complexa devido a` inversa˜o de matriz necessa´ria. Esta operac¸a˜o pode ser evitada.
Invertendo-se (2.86), tem-se:
Qn+1 =
1
1− β
(
Qn − βQnu
∗
nu
T
nQn
1− β + βuTnQnu∗n
)
(2.95)
Algoritmo Obtido Pelo Me´todo de Aproximac¸a˜o Estoca´stica
48 Algoritmos de Shalvi-Weinstein
Ja´ o algoritmo obtido utilizando-se o me´todo de aproximac¸a˜o estoca´stica, tem como
ponto de partida o crite´rio SW sem restric¸a˜o. Considerando o uso de cumulantes de
quarta ordem, p = 2 e q = 2, a func¸a˜o custo mostrada em (2.59) pode ser escrita como:
Ψ = Cy2,2 + f
(
E
[|yn|2]) (2.96)
O algoritmo de busca pelo gradiente, lembrando que estamos procurando o ponto de
ma´ximo da func¸a˜o custo Ψ, e´ dado por:
wn+1 = wn + µ
∂Ψ
∂w
(2.97)
Calculando o gradiente de (2.96) e substituindo em (2.97) teremos [Shalvi e
Weinstein 94]:
wn+1 = wn + µ
(
sgn
(
Cy2,2
) (
E
[|yn|2ynu∗n]− κE [|yn|2]E [ynu∗n])+ 12f ′ (E [y2n])E [ynu∗n])
(2.98)
Os operadores esperanc¸a podem ser substitu´ıdos por estimativas baseadas em me´dias
temporais, ou pelo valor instantaˆneo de seu argumento. Este u´ltimo e´ o me´todo co-
nhecido por aproximac¸a˜o estoca´stica. Teremos enta˜o:
wn+1 = wn + µu
∗
nyn
(
sgn
(
Ca2,2
) (|yn|2 − κEˆ [|yn|2])+ 1
2
f ′
(
Eˆ
[|yn|2])) (2.99)
onde foi usada a igualdade sgn
(
Cy2,2
)
= sgn
(
Ca2,2
)
(resultante de (2.52)).
Finalmente, se escolhermos f(·) como em (2.62) e com r = E [|an|4] /E [|an|2], enta˜o,
caso Ca2,2 < 0 (sub-gaussiano), (2.99) sera´
wn+1 = wn − µu∗nyn
(
|yn|2 − E [|an|
4]
E [|an|2]
)
(2.100)
que e´ o pro´prio algoritmo de Godard, dado por (2.42), para p = 2.
E´ poss´ıvel observar que as estruturas de (2.94) e (2.100) sa˜o muito parecidas, tendo
como diferenc¸a apenas a multiplicac¸a˜o pela matriz Qn. Como ja´ comentado ante-
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riormente, esta multiplicac¸a˜o corresponde a uma operac¸a˜o de branqueamento espectral
e pode melhorar significativamente a velocidade de convergeˆncia do algoritmo. Ale´m
disso, como o algoritmo (2.94) procura realizar uma me´dia cumulativa, e´ esperado
que seja estatisticamente mais esta´vel do que o algoritmo de Godard, que e´, por sua
vez, baseado em aproximac¸o˜es estoca´sticas de primeira ordem. Uma comparac¸a˜o mais
detalhada entre estes algoritmos sera´ realizada no cap´ıtulo 4.
2.5.7 Revisitando a Literatura
O algoritmo super-exponencial foi objeto de uma quantidade de trabalhos signi-
ficativamente menor se comparado aos dedicados a te´cnicas como a do CMA. En-
tretanto, existem artigos muito interessantes que merecem ser discutidos. A pro´pria
equivaleˆncia entre os crite´rios de SW e CM, que sera´ detalhadamente estudada no
pro´ximo cap´ıtulo, acaba trazendo muitas informac¸o˜es sobre questo˜es de convergeˆncia
e existeˆncia de mı´nimos locais, ja´ que ana´lises realizadas para o crite´rio CM podem
ser estendidas para o crite´rio SW. E´ lo´gico que o contra´rio tambe´m e´ verdadeiro. Dis-
cutiremos em seguida alguns artigos que fornecem maiores detalhes sobre o algoritmo
super-exponencial.
Primeiramente, Mboup e Regalia mostram, em [Mboup e Regalia 99] e mais tarde em
[Mboup e Regalia 00], que o ASE e´ equivalente a um algoritmo de busca pelo gradiente,
cuja func¸a˜o custo pertence a` famı´lia de func¸o˜es de Donoho (f2p(s)). Assumindo que
o canal seja real, esta´vel, causal e que na˜o exista adic¸a˜o de ru´ıdo, o algoritmo super-
exponencial (2.71) e´ equivalente ao seguinte algoritmo de busca do gradiente:
υ = sn +
1
2pf2p(sn)
PT∇f2p(sn)
sn+1 =
υ
||υ|| (2.101)
E´ fa´cil notar que a func¸a˜o custo associada ao algoritmo dado por (2.101) pertence
a` famı´lia de func¸o˜es de Donoho. A ana´lise de convergeˆncia enta˜o se reduz a uma
descric¸a˜o anal´ıtica da superf´ıcie de erro. Com (2.101), a convergeˆncia do algoritmo
pode ser demonstrada de uma forma mais simples do que aquela baseada em (2.72).
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Reescrevendo (2.101) como
αnsn+1 = λnsn + xn (2.102)
onde
λn , f2p(sn) αn ,
∣∣∣∣PT (s¯〈2p−2〉n )∣∣∣∣2 (2.103)
e xn e´
xn =
1
2p
PT∇f2p(sn) (2.104)
basta mostrar que as seguintes desigualdades sa˜o va´lidas:
0 < λn < αn < λn+1 < 1 (2.105)
e
λn+1 − λn > 2p(αn − λn) (2.106)
exceto quando sn e´ um ponto estaciona´rio, caso em que valem as igualdades λn = αn =
λn+1 = αn+1. Assim a func¸a˜o custo no instante n+1 deve ser maior do que a operac¸a˜o
de normalizac¸a˜o no instante n, que por sua vez deve ser maior do que a func¸a˜o custo no
instante n. Observando (2.102), pode-se concluir que, mostrando a validade da relac¸a˜o
acima, demonstra-se que o algoritmo converge.
Ale´m disso, os autores mostraram de maneira bastante simples, que o passo de
adaptac¸a˜o do algoritmo e´ o´timo no sentido da velocidade de convergeˆncia, ou seja, e´ o
passo que permite ao algoritmo convergir mais rapidamente. Este resultado e´ anunciado
em forma de teorema afirmando que:
1) A cada iterac¸a˜o n, se o passo de adaptac¸a˜o µn for escolhido no intervalo
0 < µn <
2λn
2λ2n − α2n
(2.107)
enta˜o o algoritmo permanece esta´vel.
2) A escolha
µ =
1
λn
, (2.108)
que da´ origem ao algoritmo super-exponencial, e´ o´tima com relac¸a˜o a` velocidade
de convergeˆncia.
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A demonstrac¸a˜o e´ feita considerando que na˜o ha´ adic¸a˜o de ru´ıdo e que o vetor gradiente
e´ exato. Note que nenhuma destas hipo´teses e´ satisfeita na pra´tica. Um estudo do
algoritmo baseado em simulac¸o˜es sera´ realizado no cap´ıtulo 4.
Li e Ding, em [Li e Ding 95], realizam um estudo de convergeˆncia de equalizadores
FIR partindo do crite´rio de SW, em termos do efeito da inicializac¸a˜o no estado final
do equalizador. Os resultados tambe´m podem ser estendidos para o crite´rio CM, lem-
brando que existe uma relac¸a˜o muito pro´xima entre os dois. A ana´lise se baseia em um
novo conceito, chamado Cones de Mı´nimo Global U´nico S±n e que pode ser definido da
seguinte forma:
Os cones de mı´nimo global u´nico sa˜o definidos de forma que cada um possua
somente um mı´nimo global, dado por uma soluc¸a˜o ZF. A notac¸a˜o utilizada e´ tal
que o cone S+n possua, como mı´nimo global, a soluc¸a˜o s = [... 0 1(posic¸a˜o n)
0 ...] enquanto que S−n teria como mı´nimo global s = [... 0 − 1(posic¸a˜o n) 0 ...].
Matematicamente podem ser definidos como:
S+n , {s ∈ `1(IR ) : sn > 0 e sn > |sk|, todo k 6= n} (2.109)
S−n , {s ∈ `1(IR ) : sn < 0 e − sn > |sk|, todo k 6= n} (2.110)
Outras propriedades importantes de S±n sa˜o que este e´ um conjunto convexo e
que, se s pertence a S±n , enta˜o αs tambe´m pertence, para qualquer α > 0
Ale´m disso, os autores definem a chamada kurtosis normalizada como sendo:
Knm(x) ,
K(x)
σ4x
(2.111)
onde K(x) e´ a kurtosis dada por (2.34) e σ2x e´ a variaˆncia de x.
Assim, se a sa´ıda do equalizador satisfizer a seguinte condic¸a˜o
Knm(yn)
Knm(an)
> 0.5 (2.112)
no instante inicial e o vetor resposta combinada sinicial estiver contido em um cone de
mı´nimo global u´nico S±n , utilizando um passo de adaptac¸a˜o suficientemente pequeno, e´
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demonstrado que s ira´ convergir para um ponto de mı´nimo contido neste mesmo cone.
Mais especificamente, podemos escrever que s ∈ T ∩S±n , lembrando que o attainable set
T e´ definido como sendo o conjunto de todos os vetores s poss´ıveis de serem obtidos.
A demonstrac¸a˜o consiste basicamente em mostrar que, caso (2.112) seja satisfeita e
sinicial ∈ S±n , o custo inicial e´ maior do que o custo em qualquer valor da fronteira do
cone. Utilizando um algoritmo que busca o menor custo, s na˜o podera´ nunca cruzar a
fronteira, convergindo enta˜o para um ponto de mı´nimo que pertenc¸a a S±n .
O artigo tambe´m trata da questa˜o de localizac¸a˜o dos pontos de mı´nimo, colocando
que se existe a possibilidade de inversa˜o perfeita do canal, ou seja, se for poss´ıvel atingir
uma soluc¸a˜o ZF contida em T ∈ S±n , enta˜o na˜o existem pontos de mı´nimo na fronteira
do cone. Entretanto, se esta configurac¸a˜o na˜o for poss´ıvel, o que acontece com muita
frequeˆncia, e alguma soluc¸a˜o ZF estiver pro´xima a, mas na˜o contida em, T ∈ S±n , enta˜o
existira´ apenas um mı´nimo em T ∈ S±n , pro´ximo a esta soluc¸a˜o ZF, enquanto que todos
os outros poss´ıveis pontos de mı´nimo estara˜o pro´ximos a` fronteira do cone.
Este artigo tambe´m possui outros resultados muito interessantes, com relac¸a˜o a`
equivaleˆncia entre os crite´rios CM e SW, e que sera˜o discutidos no pro´ximo cap´ıtulo.
Aqui foram tratados artigos que procuram elucidar melhor caracter´ısticas tanto do
crite´rio SW como do algoritmo super-exponencial.
2.6 Crite´rio do Mo´dulo Constante Generalizado
O crite´rio e o algoritmo mostrados a seguir foram propostos primeiramente por
R. Cavalcanti em [Cavalcanti et al. 98,Cavalcanti99]. A inspirac¸a˜o para este novo
algoritmo surgiu de uma medida de qualidade de sinal, a raza˜o sinal-variac¸a˜o de envelope
(SVR - Signal to Envelope Variation Ratio), proposta em [Branda˜o95], que e´ utilizada
para a selec¸a˜o o´tima de antenas em sistemas de diversidade espacial. A SVR busca
medir a qualidade de recepc¸a˜o de um sinal originalmente de mo´dulo constante com
base na variac¸a˜o de seu envelope em relac¸a˜o a sua me´dia.
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2.6.1 O crite´rio
O algoritmo CMA (sec¸a˜o 2.4.8) procura restaurar a propriedade de mo´dulo constante
do sinal inicialmente transmitido, penalizando desvios do sinal na sa´ıda do equalizador
com relac¸a˜o a um mo´dulo constante, determinado por R2. Entretanto, em sinais de
mo´dulo constante como no caso das modulac¸o˜es PSK (Phase Shift Keying), na˜o existe
raza˜o pra´tica para especificar o valor do mo´dulo ja´ que qualquer sinal de mo´dulo cons-
tante na sa´ıda do equalizador representa uma equalizac¸a˜o bem sucedida. O crite´rio
proposto se baseia nesta observac¸a˜o.
O valor instantaˆneo do paraˆmetro SVR e´ proporcional a:
SV R α
E [|y(n)|2]
(|y(n)|2 − E [|y(n)|2])2 (2.113)
Baseado enta˜o nesta ide´ia, foi proposto o crite´rio do mo´dulo constante generalizado
que minimiza a seguinte func¸a˜o custo:
JGCM =
E
[
(|y(n)|2 − E [|y(n)|2])2
]
(E [|y(n)|2])2 (2.114)
Assim, da mesma forma que o crite´rio de Godard, este tambe´m penaliza desvios em
relac¸a˜o a um mo´dulo constante mas agora o valor exato deste mo´dulo na˜o e´ especificado.
Portanto, qualquer sinal de mo´dulo constante na sa´ıda do equalizador representa uma
equalizac¸a˜o bem sucedida, implicando em um nu´mero virtualmente infinito de soluc¸o˜es
que satisfazem o crite´rio proposto. Neste sentido, o crite´rio foi chamado de crite´rio do
mo´dulo constante generalizado (GCM).
2.6.2 O algoritmo: Questa˜o da aproximac¸a˜o estoca´stica
Baseado no fato da SVR ser uma medida instantaˆnea, o algoritmo GCMA foi de-
duzido em [Cavalcanti et al. 98] atrave´s de um me´todo diferente da aproximac¸a˜o es-
toca´stica usual, usada na obtenc¸a˜o de algoritmos como o LMS ou o CMA. Ao inve´s
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de derivar o gradiente de (2.114) e em seguida substituir os valores me´dios pelos va-
lores instantaˆneos dos sinais envolvidos, retirando o operador esperanc¸a, foi calculado
o gradiente do que poderia-se chamar func¸a˜o custo instantaˆnea:
J
′
GCM =
(|y(n)|2 − E [|y(n)|2])2
(E [|y(n)|2])2 (2.115)
A fim de facilitar a notac¸a˜o, utilizaremos z¯ = E[|y(n)|2] e b = E[y(n)u∗(n)].
Derivando enta˜o (2.115) em relac¸a˜o a w, vetor de coeficientes do equalizador, temos:
∂J
′
GCM
∂w
=
4
z¯2
(
|y(n)|2y(n)u∗(n)− b |y(n)|
4
E [|y(n)|2] + |y(n)|
2b− y(n)u∗(n)z¯
)
(2.116)
A equac¸a˜o de atualizac¸a˜o dos coeficientes do equalizador, dada por (2.117) abaixo,
utiliza (2.116) diretamente lembrando que a aproximac¸a˜o estoca´stica ja´ foi realizada
antes do ca´lculo do gradiente :
w(n+ 1) = w(n)− µ∂J
′
GCM
∂w
(2.117)
Em (2.117), µ e´ o passo de adaptac¸a˜o e z¯ e b podem ser calculados atrave´s de me´dias
temporais:
z¯(n+ 1) = λz¯(n) + (1− λ)|y(n)|2
b(n+ 1) = λb(n) + (1− λ)y(n)u∗(n) (2.118)
onde λ e´ o fator de esquecimento.
Deduzindo o algoritmo novamente utilizando o me´todo de aproximac¸a˜o estoca´stica
cla´ssico, calculou-se o gradiente de (2.114) obtendo:
∂JGCM
∂w
=
4
z¯2
(
E
[|y(n)|2y(n)u∗(n)]− bE [|y(n)|4]
E [|y(n)|2]
)
(2.119)
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Assim a equac¸a˜o de adaptac¸a˜o dos coeficientes do equalizador e´ dada por:
w(n+ 1) = w(n)− µy(n)u
∗(n)
z¯2
(
|y(n)|2 − E [|y(n)|
4]
E [|y(n)|2]
)
(2.120)
Este algoritmo sera´ chamado de GCMA2.
Comparando (2.117) e (2.120) observa-se que os dois algoritmos sa˜o diferentes. En-
tretanto, isto na˜o acontece com crite´rios como o de Godard por exemplo, onde, se uti-
lizarmos o valor instantaˆneo da func¸a˜o custo para o ca´lculo do gradiente, o algoritmo
resultante sera´ exatamente o mesmo do que se realizarmos a aproximac¸a˜o estoca´stica
ao final do ca´lculo do gradiente. Uma ana´lise detalhada dos dois algoritmos e seus
desempenhos sera´ realizada nos cap´ıtulos seguintes.
2.7 Conclusa˜o
Neste cap´ıtulo, vimos os principais crite´rios e algoritmos autodidatas que sera˜o uti-
lizados como refereˆncia no decorrer deste trabalho. Iniciamos com uma breve revisa˜o em
equalizac¸a˜o supervisionada, por ser a forma mais tradicional de se realizar equalizac¸a˜o.
Em seguida, vimos os algoritmos de Bussgang e mostramos como o algoritmo de
decisa˜o direta, Sato e principalmente o CMA, que sera´ um dos algoritmos estudados
neste trabalho, podem ser inclu´ıdos nesta famı´lia de algoritmos. Discutimos como
o CMA busca otimizar uma func¸a˜o custo que penaliza desvios do sinal na sa´ıda do
equalizador com relac¸a˜o a um mo´dulo constante, definido pelos momentos do sinal
inicialmente transmitido e como o crite´rio de Godard possui mı´nimos locais que podem
levar a` convergeˆncia do algoritmo para soluc¸o˜es indesejadas.
O fato do crite´rio de Godard especificar, atrave´s de R2, o mo´dulo do sinal de sa´ıda
do equalizador na˜o deixa de ser uma restric¸a˜o a` poteˆncia deste sinal. Veremos, no
pro´ximo cap´ıtulo, que a relac¸a˜o entre este crite´rio e o crite´rio de Shalvi-Weinstein com
restric¸a˜o e´ maior do que pode parecer num primeiro momento.
Quanto a` famı´lia de crite´rios decorrente do trabalho de Shalvi-Weinstein, vimos
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como fica mais simples dividi-la em treˆs classes distintas: os crite´rios com restric¸a˜o
que restringem explicitamente a poteˆncia do sinal de sa´ıda do equalizador; os crite´rios
normalizados, que podem ou na˜o estar sujeitos a alguma restric¸a˜o de poteˆncia e que, se
estiverem, equivalem ao crite´rio com restric¸a˜o; e os crite´rios sem restric¸a˜o, que possuem
uma func¸a˜o custo com um termo de penalidade a mais. Dependendo de como este
termo e´ escolhido, o crite´rio se reduz ao pro´prio crite´rio de Godard. O algoritmo super-
exponencial e´ proveniente do crite´rio normalizado, com a restric¸a˜o de poteˆncia.
Finalmente, vimos o crite´rio GCM, que tem como principal caracter´ıstica a auseˆncia
de algum tipo de restric¸a˜o ao sinal de sa´ıda do equalizador. No pro´ximo cap´ıtulo, fare-
mos a comparac¸a˜o entre este e o crite´rio de Shalvi-Weinstein normalizado que tambe´m
pode na˜o ter restric¸a˜o. O algoritmo resultante deste crite´rio, o GCMA, foi obtido
utilizando-se um me´todo de aproximac¸a˜o estoca´stica pouco usual, o que resulta em ele-
mentos interessantes a serem investigados, inclusive quanto ao seu desempenho quando
comparado aos outros algoritmos. Este estudo sera´ realizado mais detalhadamente no
cap´ıtulo 4.
Cap´ıtulo 3
Comparac¸a˜o Entre os Crite´rios
Neste cap´ıtulo, iremos tratar da comparac¸a˜o entre os diversos crite´rios descritos no
cap´ıtulo 2. Para isto, revisitamos alguns resultados obtidos na literatura incluindo, em
seguida, o crite´rio do mo´dulo constante generalizado (GCM) na ana´lise. Mostramos
tambe´m as equivaleˆncias entre os crite´rios citados sob outros pontos de vista, diferentes
dos encontrados na literatura e mais simples do que estes.
3.1 Revisitando Resultados da Literatura
3.1.1 Primeira Abordagem
A questa˜o da comparac¸a˜o entre os crite´rios do Mo´dulo Constante e de Shalvi-
Weinstein foi primeiramente abordada na literatura pelo trabalho de Li e Ding, em 1995
[Li e Ding 95]. Para o caso do equalizador duplamente infinito, Foschini [Foschini85] e
Shalvi e Weinstein [Shalvi e Weinstein 90] ja´ haviam mostrado que os crite´rios CM e
SW com restric¸a˜o, respectivamente, na˜o possu´ıam mı´nimos locais, sendo as soluc¸o˜es ZF
as u´nicas poss´ıveis. Assim, comparando as ana´lises feitas pelos dois, Li e Ding mostram
que existe uma correspondeˆncia u´nica entre os pontos de mı´nimo dos dois crite´rios, ou
seja, o nu´mero de mı´nimos globais sera´ o mesmo para os dois.
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Ja´ para o caso do equalizador finito, Ding et al. [Ding et al. 91,Ding e Kennedy
92,Ding et al. 92,Ding e Johnson 93] ja´ haviam mostrado que o crite´rio CM apresenta
mı´nimos locais indeseja´veis, o que torna a inicializac¸a˜o um fator crucial para a con-
vergeˆncia ao mı´nimo global desejado. Entretanto esta ana´lise ainda na˜o havia sido feita
para o crite´rio SW com restric¸a˜o. Assim, uma comparac¸a˜o entre os dois crite´rios pode-
ria trazer informac¸o˜es interessantes sobre este u´ltimo, ainda na˜o devidamente estudado.
E´ necessa´rio notar que, para o caso do crite´rio SW sem restric¸a˜o, Shalvi e Weinstein
[Shalvi e Weinstein 90] mesmo ja´ haviam demonstrado que, dependendo das escolhas
dos paraˆmetros necessa´rios, acabava-se encontrando o crite´rio CM e portanto, obvia-
mente, neste caso, um possui exatamente os mesmos pontos cr´ıticos do outro (sec¸a˜o
2.5.5).
Realizando uma ana´lise basicamente geome´trica, Li e Ding mostram que existe uma
correspondeˆncia u´nica e colinearidade entre os pontos de mı´nimo dos crite´rios CM e
SW com restric¸a˜o tambe´m para o caso de um equalizador finito. Para isto, os autores
primeiramente definem treˆs conceitos:
Attainable Set T : ja´ definido na sec¸a˜o 2.5.6. Por convenieˆncia, sua representac¸a˜o
matema´tica e´ repetida abaixo:
T , {s : sn =
L∑
i=0
wihn−i, wi ∈ IR } (3.1)
Cones de Mı´nimo Global U´nico S±n : ja´ definidos na sec¸a˜o 2.5.7. Podem ser escritos
matematicamente como:
S+n , {s ∈ `1(IR ) : sn > 0 e sn > |sk|, todo k 6= n} (3.2)
S−n , {s ∈ `1(IR ) : sn < 0 e − sn > |sk|, todo k 6= n} (3.3)
Super Esfera Φ(r), r > 0: Nada mais e´ do que uma esfera de raio r. O termo
super estende a definic¸a˜o para espac¸os com dimensa˜o maior do que treˆs. Mate-
maticamente temos:
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Φ(r) = s ∈ `1(IR )/||s|| = r (3.4)
A demonstrac¸a˜o consiste portanto em, assumindo que s0 seja um ponto de equil´ıbrio
esta´vel do crite´rio de SW em T ∩ S±n ∩ Φ(1), mostrar que ele tambe´m sera´ um ponto
de mı´nimo do crite´rio CM. O fato de s0 pertencer a T ∩ S±n ∩ Φ(1) na˜o surpreende
pois s deve ser uma soluc¸a˜o poss´ıvel e portanto pertencente ao attainable set T, e deve
satisfazer a restric¸a˜o de poteˆncia do crite´rio de SW, pertencendo, portanto, tambe´m a
Φ(1). Em seguida considera-se o caminho inverso, ou seja, demonstra-se que se s0 e´ um
equil´ıbrio esta´vel do crite´rio CM em T ∩ S±n enta˜o ele tambe´m e´ um ponto de mı´nimo
do crite´rio SW em T ∩ S±n ∩ Φ(1).
E´ interessante discutir aqui o porque de se escrever “ponto de mı´nimo do crite´rio
de SW” se, como visto na sec¸a˜o 2.5, o crite´rio de SW busca maximizar a func¸a˜o
custo. Relembrando, o crite´rio de SW com restric¸a˜o e´ dado pela maximizac¸a˜o de∣∣Cy2,2∣∣, sujeito a E [|yn|2] = E [|an|2]. Ale´m disso, tem-se a seguinte relac¸a˜o: ∣∣Cy2,2∣∣ =∣∣Ca2,2∑l |sl|4∣∣. Como o crite´rio CM so´ e´ va´lido caso o sinal transmitido tenha dis-
tribuic¸a˜o sub-Gaussiana, ou seja, Ca2,2 < 0, o crite´rio de SW pode ser reescrito como
sendo a minimizac¸a˜o de Cy2,2 = C
a
2,2
∑
l |sl|4 sujeito a` mesma restric¸a˜o ja´ citada.
Baseado enta˜o na equivaleˆncia entre os dois crite´rios, temos que o crite´rio de Shalvi-
Weinstein, para o caso do equalizador finito, apresenta os mesmos problemas de con-
vergeˆncia do crite´rio CM, possuindo o mesmo nu´mero de mı´nimos locais que este.
Portanto, depende da inicializac¸a˜o para atingir a soluc¸a˜o desejada.
Toda a ana´lise realizada acima foi feita tendo como hipo´teses que o sinal transmitido
a(n) era i.i.d, sub-gaussiano e real, e que o canal introduzia distorc¸o˜es lineares. Na
pro´xima sec¸a˜o, discutiremos uma abordagem diferente, cujas hipo´teses restrigem menos
a validade das concluso˜es obtidas.
3.1.2 Resultados Obtidos por P. Regalia
Phillip Regalia voltou a abordar a questa˜o da comparac¸a˜o entre os crite´rios alguns
anos mais tarde, em 1999 [Regalia99]. Sua ana´lise, entretanto, foi realizada de uma
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maneira bastante distinta da realizada anteriormente por Li e Ding. Aqui foram trata-
dos os crite´rios do Mo´dulo Constante e de Shalvi-Weinstein normalizado, sendo que
suas equivaleˆncias sa˜o mostradas de forma simples, como podera´ ser visto em seguida.
A fim de facilitar a ana´lise, precisamos primeiramente escrever o crite´rio de Shalvi-
Weinstein normalizado, dado pela equac¸a˜o (2.57), em termos de momentos. Con-
siderando o caso particular p = 2 e q = 2, e sabendo que o cumulante de quarta
ordem e´ igual ao kurtosis, dado pela equac¸a˜o (2.34), a func¸a˜o custo do crite´rio pode ser
escrita como:
JSW =
Cy2,2(
Cy1,1
)2 = E [|y(n)|4]− 2E2 [|y(n)|2]− |E [y2(n)]|2(E [|y(n)|2])2 = E [|y(n)|4](E [|y(n)|2])2 − κ (3.5)
onde κ e´ igual a 3 para o caso dos sinais serem reais e igual a 2 caso sejam complexos
com simetria circular, situac¸a˜o na qual E [y2(n)] = 0.
Mais uma vez, como o sinal transmitido a(n) e´ sub-gaussiano, a func¸a˜o custo do
crite´rio de SW, dada por (3.5), devera´ ser minimizada.
Regalia [Regalia99] propo˜e escrever as func¸o˜es custo JG e JSW em coordenadas
polares, ou seja, em termos de vetores com norma unita´ria, um ganho ρ e aˆngulos de
rotac¸a˜o θ. No caso de sinais complexos, estes u´ltimos devem incluir a fase do sinal.
Para isto, enta˜o, temos que o vetor de coeficientes do equalizador pode ser expresso em
func¸a˜o de um vetor de norma unita´ria:
w = ρw¯ (3.6)
onde w¯ possui norma Euclidiana unita´ria (||w¯|| = 1) e ρ = ||w||, um ganho que ajusta a
norma de w. Neste caso, a sa´ıda do equalizador sera´
y¯(n) = xT (n)w¯(n), onde y(n) = ρy¯(n) (3.7)
Note que, ao utilizar vetores de norma unita´ria, o autor esta´ embutindo na ana´lise,
a restric¸a˜o de poteˆncia (E [|yn|2] = E [|an|2]) existente no crite´rio de SW com restric¸a˜o,
garantindo que a poteˆncia do sinal na sa´ıda do equalizador seja igual a` poteˆncia do sinal
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transmitido. A equivaleˆncia entre os crite´rios so´ e´ va´lida considerando esta restric¸a˜o.
O crite´rio de Shalvi-Weinstein, dado por (3.5) pode ser facilmente escrito em func¸a˜o
destes novos vetores de norma unita´ria da seguinte forma:
JSW (θ) =
E [|y¯(n)|4]
(E [|y¯(n)|2])2 − κ (3.8)
o que significa que na˜o existe dependeˆncia com relac¸a˜o a` componente radial ρ e sim
somente com os aˆngulos θ.
Ja´ o crite´rio de Godard, dado por (2.40), para p = 2 (o que resulta no CMA) pode
ser escrito da seguinte forma, em func¸a˜o destes novos vetores de norma unita´ria:
JG(ρ, θ) = E
[(|y(n)|2 −R2)2] = E [(ρ2|y¯(n)|2 −R2)2] = ρ4E [|y¯(n)|4]− 2ρ2R2E [|y¯(n)|2]+R22
(3.9)
Claramente, a func¸a˜o acima depende tanto da componente radial ρ como dos aˆngulos
θ. Fica enta˜o dif´ıcil comparar as duas func¸o˜es (3.8) e (3.9), pois dependem de varia´veis
diferentes. O ideal seria que JG dependesse somente de θ, como JSW . No sentido de
procurar “eliminar” a varia´vel ρ, sa˜o realizados os seguintes ca´lculos:
Encontrando o gradiente da func¸a˜o JG em relac¸a˜o ao paraˆmetro ρ obte´m-se:
∇ρJG = ∂JG
∂ρ
= 4ρ
(
ρ2E
[|y¯(n)|4]−R2E [|y¯(n)|2]) (3.10)
O valor o´timo para ρ e´ aquele que anula o gradiente, ou seja, aquele que fornece
∇ρJG = 0. Esta condic¸a˜o e´ satisfeita por ρ = 0 e ρ = ±
√
R2E[|y¯(n)|2]
E[|y¯(n)|4] . O primeiro, no
entanto, resulta em um ma´ximo de JG (mostrado em [Treichler e Agee 83]), enquanto
que as duas outras soluc¸o˜es representam pontos de mı´nimo (mostrado por [Ding e
Kennedy 92]). Assim, o valor o´timo para ρ2 que nos interessa e´ dado por:
ρ2opt = R2
E [|y¯(n)|2]
E [|y¯(n)|4] (3.11)
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Substituindo (3.11) em (3.9), a func¸a˜o custo JG se reduz a:
JGred(θ) = R
2
2
(
1− (E [|y¯(n)|
2])
2
E [|y¯(n)|4]
)
(3.12)
A func¸a˜o acima e´ chamada por Regalia de superf´ıcie de erro reduzida. Agora sim, a
func¸a˜o depende somente de θ e a comparac¸a˜o se torna poss´ıvel. Considerando primeira-
mente o caso real e utilizando (3.8) tem-se:
JGred(θ) = R
2
2
1− 1
E[|y¯(n)|4]
(E[|y¯(n)|2])2
 = R22(1− 1JSW + 3
)
(3.13)
A relac¸a˜o (3.13) mostra que a superf´ıcie de erro reduzida JGred(θ) e´ uma deformac¸a˜o
de JSW , tendo sido obtida a partir da minimizac¸a˜o de JG em relac¸a˜o a ρ. Esta de-
formac¸a˜o e´ monotoˆnica ja´ que
∂JGred(θ)
∂JSW (θ)
=
R22
(JSW (θ) + 3)2
> 0 (3.14)
e preserva a ordem pois
JGred(θ1)− JGred(θ2) = R22
JSW (θ1)− JSW (θ2)
(JSW (θ1) + 3)(JSW (θ2) + 3)
(3.15)
o que significa que JGred(θ1) > JGred(θ2)⇔ JSW (θ1) > JSW (θ2). Note que JGred(θ) < R22
para todo θ implicando, de (3.13), que o termo JSW (θ1) + 3 e´ sempre positivo.
Para o caso complexo, considerando y¯(n) circular, a equac¸a˜o (3.13) sera´:
JG(θ) = R
2
2
(
1− 1
JSW + 2
)
(3.16)
para a qual continuam valendo os argumentos que mostram a monotonicidade e preser-
vac¸a˜o de ordem da deformac¸a˜o.
Com (3.14) e (3.15) e´ fa´cil observar que, no espac¸o de paraˆmetros θ, os pontos esta-
ciona´rios de JG(θ) e JSW (θ) coincidem, assim como suas classificac¸o˜es (mı´nimo local
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ou global, ma´ximo, pontos de cela). Portanto, para ρ como mostrado em (3.11), θ que
minimiza JG tambe´m minimiza JSW . E´ muito importante ficar claro que, apesar dos
pontos cr´ıticos serem os mesmos, as duas superf´ıcies de erro na˜o sa˜o iguais. Aprovei-
tando a discussa˜o feita pelo pro´prio autor, ale´m do que ja´ foi comentado, a equivaleˆncia
demonstrada significa que os dois crite´rios possuem a mesma capacidade de reduzir IIS
e a mesma degradac¸a˜o de desempenho no caso da presenc¸a de ru´ıdo ou de correlac¸a˜o da
fonte. Entretanto, os algoritmos de busca do gradiente resultantes de cada func¸a˜o custo
possivelmente sera˜o diferentes em termos de velocidade de convergeˆncia e desajuste.
E´ interessante notar que aqui, diferentemente da ana´lise de Li e Ding, va´lida somente
para o caso real, assume-se pouco mais do que a estacionariedade ate´ quarta ordem do
sinal de entrada do equalizador. No caso complexo as hipo´teses sa˜o um pouco mais
restritivas devido a`s condic¸o˜es de circularidade que devem ser obedecidas. Caso na˜o
sejam, os crite´rios CM e SW podem ter pontos estaciona´rios diferentes.
Como curiosidade e´ interessante mencionar que, com base nos resultados discutidos
acima, o autor propo˜e ainda um algoritmo de Godard, como o CMA, va´lido tambe´m
para fontes super-gaussianas.
Finalmente, como ja´ havia sido comentado na sec¸a˜o 2.5.3, o crite´rio de Shalvi-
Weinstein normalizado remete ao crite´rio proposto inicialmente por Donoho. Apo´s a
ana´lise mostrada aqui, podemos concluir que na˜o so´ o algoritmo super-exponencial mas
tambe´m o CMA, procura os pontos extremos da mesma func¸a˜o custo, f2p(s), dada por
(2.58). Assim, os algoritmos pertencem a uma mesma famı´lia, apesar de considerarem
hipo´teses diferentes sobre as estat´ısticas do sinal transmitido: crite´rio CM supo˜e sinal
com distribuic¸a˜o sub-gaussiana enquanto que o crite´rio de SW na˜o.
3.1.3 Regio˜es de Atrac¸a˜o de Pontos Estaciona´rios no Crite´rio
de Shalvi-Weinstein
O fato dos crite´rios de Godard e Shalvi-Weinstein serem equivalentes mas resultarem
em algoritmos diferentes, que possivelmente realizam trajeto´rias diferentes antes da
convergeˆncia, pode ficar mais claro com a ana´lise do artigo [Gu e Tong 01], publicado
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em 2001, onde M. Gu e L. Tong fazem uma ana´lise das regio˜es de atrac¸a˜o dos pontos
estaciona´rios do crite´rio de Shalvi-Weinstein. A motivac¸a˜o maior do artigo e´ trazer
novas informac¸o˜es sobre a questa˜o da inicializac¸a˜o: como inicializar o algoritmo para
que a convergeˆncia ocorra para a soluc¸a˜o desejada? Isto esta´ diretamente relacionado
a` regia˜o de atrac¸a˜o do ponto cr´ıtico desejado. Em toda a ana´lise, e´ suposto que a fonte
e´ sub-gaussiana, os s´ımbolos transmitidos e a resposta impulsiva do canal sa˜o reais, a
matriz de convoluc¸a˜o do canal possui posto completo e o ru´ıdo e´ branco e gaussiano.
Regia˜o de atrac¸a˜o Φ nada mais e´ do que a regia˜o que conte´m o ponto estaciona´rio
xopt, de forma que qualquer condic¸a˜o inicial x0 pertencente a` Φ, levara´ o algoritmo
de busca do gradiente, com passo de adaptac¸a˜o suficientemente pequeno, a gerar uma
sequeˆncia xk satisfazendo J(xk+1) < J(xk) para todo k, permanecer em Φ e convergir
para xopt. A definic¸a˜o dada esta´ considerando pontos de mı´nimo da func¸a˜o custo. O
mesmo vale para regio˜es de atrac¸a˜o de pontos de ma´ximo, onde J(xk+1) > J(xk) devera´
ser satisfeita e o algoritmo deve ser considerado no mesmo sentido do vetor gradiente.
O artigo possui va´rios resultados interessantes. Primeiramente, e´ mostrado, utilizan-
do-se receptores de Shalvi-Weinstein (com restric¸a˜o) que, no caso de fontes i.i.d. com
s´ımbolos de mesma poteˆncia e canais ortonormais, Φ na˜o se altera com a reduc¸a˜o
ou aumento da relac¸a˜o sinal-ru´ıdo (SNR), ou seja, a dificuldade para se inicializar o
algoritmo na regia˜o de atrac¸a˜o de um mı´nimo global sera´ a mesma para um caso pouco
ou muito ruidoso. Por canal ortonormal entende-se um canal ortogonal com norma
unita´ria. O canal ortogonal e´ aquele no qual as linhas da matriz de convoluc¸a˜o do
canal, H, sa˜o ortogonais. Relembrando as hipo´teses assumidas, como H tambe´m possui
posto completo, o operador de projec¸a˜o sera´ PT = I, ou seja, estamos trabalhando com
equalizadores com ordem suficiente, o que so´ pode ser satisfeito sob condic¸o˜es bastante
restritas: equalizadores fraciona´rios, resposta impulsiva h(z) do canal na˜o nula para
todo z e equalizador com ordem (L − 1) suficiente. A hipo´tese de canais ortogonais e´
importante no caso de aplicac¸o˜es em sistemas CDMA (Code Division Multiple Access)
e OFDM (Orthogonal Frequency Division Multiplexing).
Ja´ para canais ortogonais e fontes na˜o identicamente distribu´ıdas, o tamanho de
Φ depende da constelac¸a˜o, da poteˆncia do sinal transmitido, do n´ıvel de ru´ıdo e do
canal. Considerando a variaˆncia do ru´ıdo fixa, o tamanho de Φ ira´ diminuir conforme
se diminui a poteˆncia do sinal de entrada ou o valor absoluto do seu cumulante. As-
Comparac¸a˜o entre os crite´rios 65
sim, quanto mais sub-gaussiana for a fonte, maior a regia˜o de atrac¸a˜o e, portanto, a
convergeˆncia para a soluc¸a˜o desejada e´ mais fa´cil de ser obtida, ja´ que a possibilidade
de se inicializar o algoritmo na sua regia˜o de atrac¸a˜o e´ maior. Usualmente, sinais de
constelac¸o˜es mais densas apresentam cumulantes maiores. Por exemplo, a constelac¸a˜o
8-PAM possui cumulante -1.238 enquanto que o do BPSK e´ igual a -2. Existe portanto
um compromisso entre eficieˆncia de largura de banda e capacidade de convergeˆncia [Gu
e Tong 01].
Entretanto, o resultado que mais nos interessa na ana´lise deste trabalho, e´ a com-
parac¸a˜o entre as regio˜es de atrac¸a˜o dos crite´rios Shalvi-Weinstein e Mo´dulo Constante.
Os autores mostram, para o caso de fonte i.i.d. e resposta combinada canal-equalizador
bi-dimensional, que, na˜o havendo ru´ıdo, as regio˜es de atrac¸a˜o para os dois receptores
sa˜o iguais. O mesmo continua valendo caso exista ru´ıdo e o canal seja ortonormal. Ja´
se o canal for ortogonal, as regio˜es de atrac¸a˜o se tornam diferentes, fazendo com que os
algoritmos possuam transientes diferentes em seus processos de convergeˆncia.
Observe que as hipo´teses assumidas para a validade dos resultados mostrados sa˜o
bastante restritivas. Assim, no geral, pode-se concluir que as regio˜es de atrac¸a˜o dos
pontos estaciona´rios dos crite´rios de SW e CM sera˜o diferentes e portanto os algoritmos
tera˜o desempenhos diferentes.
3.1.4 Relac¸a˜o com Wiener e ZF
O primeiro artigo tratando da relac¸a˜o entre equalizadores obtidos com o crite´rio
de Wiener (supervisionado) e os obtidos utilizando-se o crite´rio CM foi escrito por H.
Zeng, L. Tong e C. Johnson, em 1998 [Zeng et al. 98]. O artigo procura responder a
treˆs perguntas:
1) O crite´rio CM possui mı´nimos locais? Se sim, aonde esta˜o?
2) Qual o desempenho em termos de erro quadra´tico me´dio, dos equalizadores
obtidos atrave´s do crite´rio CM?
3) Qual a relac¸a˜o entre os equalizadores obtidos por Wiener e os obtidos pelo
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crite´rio CM?
Note que a primeira pergunta so´ faz sentido pois os autores tratam o caso do
equalizador fraciona´rio. Considerando o caso do equalizador cujos coeficientes esta˜o
espac¸ados de um per´ıodo de s´ımbolo (baud rate), como considerado ate´ aqui nesta dis-
sertac¸a˜o, tal questa˜o ja´ havia sido respondida de maneira afirmativa por Ding et al.
[Ding et al. 91]. Ale´m disso os autores consideram sinais bina´rios, i.i.d. e ru´ıdo aditivo,
branco e gaussiano.
Utilizando tambe´m uma abordagem geome´trica, baseada no chamado teorema de
Weierstrass [Luenberger69], os autores procuram encontrar uma regia˜o compacta B com
uma fronteira ∂B e uma refereˆncia interna wref , de tal forma que o custo (crite´rio CM)
na fronteira seja maior do que o do ponto de refereˆncia. Assim, tem-se pelo menos um
ponto de mı´nimo em B.
Desta forma e´ mostrado que o crite´rio CM apresenta sim mı´nimos locais para o caso
em que existe ru´ıdo, sempre considerando regio˜es pro´ximas das soluc¸o˜es de Wiener. Se o
mı´nimo erro quadra´tico me´dio for menor do que um certo valor, garante-se a existeˆncia
de uma soluc¸a˜o do crite´rio CM na vizinhanc¸a de uma soluc¸a˜o de Wiener. E´ interessante
notar que a ide´ia de erro quadra´tico me´dio esta´ associada exclusivamente a Wiener e,
no entanto, aqui ela e´ usada para analisar um equalizador cego. Estes sa˜o chamados de
mı´nimos locais “bons” pois resultam em um baixo erro quadra´tico me´dio (EQM). Um
limitante superior para o EQM destes u´ltimos tambe´m e´ encontrado, dependendo das
caracter´ısticas da soluc¸a˜o de Wiener associada.
Quanto a` questa˜o que realmente mais nos interessa neste trabalho, foi conclu´ıdo que
os equalizadores obtidos pelo crite´rio CM e por Wiener sa˜o aproximadamente colineares.
E´ calculado tambe´m o valor do EQM em excesso do equalizador CM em relac¸a˜o ao de
Wiener.
Um segundo trabalho, escrito pelos mesmos autores e publicado em 1999 [Zeng et al.
99], pode ser visto como uma extensa˜o do trabalho anterior, generalizando os resultados
para o caso de sinais reais e na˜o mais bina´rios, e trabalhando com equalizadores baud
rate. A ana´lise realizada segue a mesma ide´ia do artigo anterior, baseando-se no teorema
de Weierstrass. Os resultados obtidos sa˜o bastante similares aos ja´ comentados, a saber:
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estabelecimento de um limitante superior, em termos de EQM, para o desempenho de
equalizadores obtidos atrave´s do crite´rio CM; considerac¸o˜es sobre o erro em excesso
deste em relac¸a˜o ao de Wiener; constatac¸a˜o da colinearidade dos dois equalizadores.
Pode-se concluir portanto que equalizadores obtidos pelo crite´rio CM podem ter
desempenhos semelhantes a equalizadores de Wiener (supervisionados) para altas SNRs,
em termos de taxa de erro de bits. Entretanto, como o crite´rio CM e´ cego, seu equa-
lizador tambe´m pode ter um desempenho bastante ruim, se representar um mı´nimo
local indeseja´vel, podendo ser evitado atrave´s de uma inicializac¸a˜o correta.
Finalmente, em 1999, M. Gu e L. Tong escreveram outro artigo sobre o assunto [Gu
e Tong 99], incluindo os equalizadores obtidos pelo crite´rio de SW em suas ana´lises.
Pela equivaleˆncia ja´ mostrada nas sec¸o˜es anteriores entre este e o crite´rio CM, muitos
dos resultados ja´ discutidos sa˜o va´lidos tambe´m para o crite´rio de SW. Neste artigo,
os autores consideram uma situac¸a˜o bastante restritiva, utilizando canais ortogonais e
respostas combinadas canal-equalizador bidimensionais. Ale´m disso sa˜o considerados
sinais i.i.d. e ru´ıdo aditivo, branco e gaussiano.
Os autores concluem, assim, que os equalizadores obtidos pelos crite´rios CM, SW,
Wiener e ZF sa˜o colineares e unicamente correspondentes se e somente se na˜o exis-
tir ru´ıdo ou o canal for ortogonal. Ale´m disso, para respostas combinadas bidimen-
sionais, e´ mostrado que para todo equalizador CM/SW existe uma soluc¸a˜o de Wiener
pro´xima, ou seja, na˜o existem soluc¸o˜es espu´reas (sem associac¸a˜o com alguma soluc¸a˜o
de Wiener). Desta forma, os treˆs crite´rios sa˜o semelhantes e levam a desempenhos
pro´ximos. Outro resultado bastante interessante e´ que a diminuic¸a˜o da SNR aproxima
a relac¸a˜o sinal-interfereˆncia (SIR) do receptor CM/SW da apresentada pelo receptor de
Wiener, tornando mais pro´ximos os desempenhos dos dois receptores.
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3.2 GCM neste contexto
A func¸a˜o custo do crite´rio GCM, dada por (2.114), atrave´s de algumas manipulac¸o˜es
alge´bricas, tambe´m pode ser escrita da seguinte forma:
JGCM =
E
[
(|y(n)|2 − z¯)2
]
(E [|y(n)|2])2 =
E [|y(n)|4]
(E [|y(n)|2])2 − 1 (3.17)
Com (3.5) temos enta˜o que:
JGCM = JSW + κ− 1 (3.18)
Assim veˆ-se que a func¸a˜o custo GCM e´ equivalente a` de Shalvi-Weinstein a menos de
uma constante. Note que, diferentemente da equivaleˆncia entre os crite´rios de Godard
e Shalvi-Weinstein mostrada por Regalia [Regalia99], agora na˜o so´ os pontos cr´ıticos
das duas func¸o˜es sa˜o os mesmos. As superf´ıcies de erro sa˜o realmente iguais a menos
de um offset. Portanto, como ja´ foi visto no cap´ıtulo 2, a grande diferenc¸a entre os
algoritmos resultantes destes dois crite´rios esta´ na forma como foram obtidos: o ASE
e´ obtido atrave´s do me´todo super-exponencial e o GCMA e´ obtido atrave´s de uma
aproximac¸a˜o estoca´stica diferente da usual. A comparac¸a˜o entre estes u´ltimos sera´
feita detalhadamente no cap´ıtulo 4.
Comparando com a ana´lise realizada por Regalia, tanto o crite´rio GCM como o SW
normalizado possuem vales de soluc¸o˜es correspondentes a mı´nimos globais ou locais, o
que pode ser entendido como uma flexibilizac¸a˜o do raio da constelac¸a˜o dos s´ımbolos
transmitidos. Na˜o existe portanto a necessidade de se fixar o paraˆmetro ρ como havia
sido necessa´rio no caso da comparac¸a˜o com o crite´rio de Godard. O que podemos
concluir portanto e´ que, enquanto o crite´rio de Godard possui um ponto de mı´nimo,
definido por um ρopt e um θopt, os crite´rios GCM e SW normalizado possuem um vale de
soluc¸o˜es, definido simplesmente por θopt e tendo como uma soluc¸a˜o poss´ıvel (particular),
o mesmo ρopt que leva ao ponto de mı´nimo do crite´rio de Godard. Assim, podemos
dizer que, agora, na˜o existe a restric¸a˜o de poteˆncia garantindo que o sinal na sa´ıda do
equalizador tenha a mesma poteˆncia do sinal transmitido. Na pro´xima sec¸a˜o, podem
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ser encontradas figuras (3.1, 3.3 e 3.5) ilustrando as superf´ıcies de erro dos crite´rios
CM, SW normalizado e GCM respectivamente, facilitando a visualizac¸a˜o do que acaba
de ser dito.
Com base nesta ana´lise e´ importante observar que o crite´rio GCM, no caso do equa-
lizador finito, tambe´m possui os mesmos mı´nimos locais que os crite´rios CM e SW, fato
que na˜o havia sido percebido no trabalho original [Cavalcanti et al. 98,Cavalcanti99].
Portanto, a inicializac¸a˜o e´ muito importante para que os algoritmos convirjam para a
soluc¸a˜o desejada (mı´nimo global).
Incluindo o crite´rio GCM nas ana´lises realizadas pelos artigos discutidos na sec¸a˜o
3.1, temos que, no caso do artigo [Gu e Tong 01], esta na˜o e´ direta, ja´ que toda a
ana´lise e´ feita com crite´rios que possuem restric¸a˜o sobre o mo´dulo do sinal da sa´ıda do
equalizador (CM e SW com restric¸a˜o). Fica realmente dif´ıcil pensarmos em regio˜es de
atrac¸a˜o de um vale de soluc¸o˜es, ao inve´s de pontos estaciona´rios. Ale´m disso, e´ esperado
que o algoritmo GCMA tenha realmente alguma diferenc¸a em termos de desempenho
quando comparado com os algoritmos ASE e CMA, devido a` forma como foi deduzido.
Quanto a` ana´lise feita na sec¸a˜o 3.1.4, onde sa˜o inclu´ıdos os receptores de Wiener
e ZF, em [Gu e Tong 99] os autores conclu´ıram que equalizadores obtidos atrave´s
dos crite´rios CM, SW, Wiener e ZF sa˜o colineares e unicamente correspondentes se
e somente se na˜o existir ru´ıdo ou o canal for ortogonal. Neste caso, esta conclusa˜o
tambe´m pode ser estendida para o crite´rio GCM. Isto porque, como foi comentado
acima, o crite´rio possui vales de soluc¸o˜es que incluem os pontos estaciona´rios do crite´rio
CM e portanto tambe´m os do crite´rio SW com restric¸a˜o. Assim, o vale de soluc¸o˜es
tambe´m incluira´ a soluc¸a˜o de Wiener. A correspondeˆncia u´nica poderia ser entendida
como a existeˆncia de um vale de soluc¸o˜es para cada ponto estaciona´rio dos crite´rios
CM, SW com restric¸a˜o e Wiener. Atrave´s de simulac¸o˜es simples, utilizando canais
e equalizadores com dois coeficientes, sem ru´ıdo e comparando os resultados com as
soluc¸o˜es de Wiener, este resultado foi confirmado.
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3.3 Equivaleˆncias do Ponto de Vista do Vetor
Gradiente
Ao inve´s de comparar os diversos crite´rios a partir de suas func¸o˜es custo, como havia
sido feito ate´ agora, podemos tambe´m comparar seus vetores gradiente. Analisando o
caso real (a extensa˜o para o caso complexo e´ direta), o vetor gradiente para o crite´rio
de Shalvi-Weinstein normalizado, (2.57), fazendo p = 4 e q = 0 sera´:
∂JSW
∂w
=
4
(E [y(n)2])2
(
E
[
y3(n)u(n)
]−RyE[y(n)u(n)]) (3.19)
onde Ry =
E[y4(n)]
E[y2(n)]
Como a func¸a˜o custo do crite´rio GCM e´ igual a` de SW utilizada no ca´lculo acima a
menos de uma constante, seu gradiente tambe´m sera´ o mesmo, dado por (3.19).
Ja´ calculando-se o gradiente do crite´rio de Godard, partimos de (2.40) e, fazendo
p = 2 e derivando em relac¸a˜o a w(n), temos:
∂JG
∂w
= 4
(
E
[
y3(n)u(n)
]−R2E[y(n)u(n)]) (3.20)
onde R2 =
E[a4(n)]
E[a2(n)]
Comparando enta˜o os vetores gradiente (3.19) e (3.20) veˆ-se que sa˜o muito parecidos,
possuindo basicamente a mesma estrutura. Caso Ry seja igual a R2, os dois vetores so´ se
diferenciam pelo fator 1/ (E [y2(n)])
2
, que multiplica (3.19). Esta condic¸a˜o, entretanto,
so´ e´ satisfeita no caso de equalizac¸a˜o perfeita (soluc¸a˜o ZF) pois so´ neste caso, quando
o vetor resposta combinada do sistema possuir a forma s = [0 ... 0 1 0 ... 0], vale a
igualdade abaixo:
E [y4(n)]
E [y2(n)]
=
E [a4(n)]
∑
l s
4
l + 3 (E [a
2(n)])
2
[
(
∑
l s
2
l )
2 −∑l s4l ]
E [a2(n)]
∑
l s
2
l
=
E [a4(n)]
E [a2(n)]
(3.21)
onde foi utilizada a equac¸a˜o (2.49), considerando-se que a(n) seja i.i.d.
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Figura 3.1: Superf´ıcie de Erro de Godard;
canal: h(z) = 1− 0.6z−1
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perf´ıcie de Erro de Godard; canal: h(z) =
1− 0.6z−1
Portanto, caso (3.21) seja satisfeita e como o fator 1/ (E [y2(n)])
2
na˜o interfere na
obtenc¸a˜o dos pontos cr´ıticos, (3.19) e (3.20) possuira˜o os mesmos pontos estaciona´rios.
Note que aqui, como no caso da ana´lise feita por Regalia, a restric¸a˜o de poteˆncia acaba
aparecendo, agora na relac¸a˜o (3.21) que deve ser satisfeita.
Entretanto, no que resulta ter Ry 6= R2? Observando as duas superf´ıcies de erro,
mostradas nas Figuras 3.1 e 3.3, veˆ-se que, enquanto Godard possui pontos de mı´nimo
(local ou global), Shalvi-Weinstein, assim como o crite´rio GCM (figura 3.5), possui um
vale de soluc¸o˜es que levam tanto ao mı´nimo global como ao mı´nimo local da func¸a˜o
custo. Os pontos cr´ıticos do crite´rio de Godard fazem parte destes vales.
As Figuras 3.1, 3.3 e 3.5 ilustram as superf´ıcies de erro para o crite´rio de Godard,
SW normalizado e GCM, respectivamente. O canal utilizado foi h = 1− 0.6z−1, que e´
o canal tambe´m utilizado nas ana´lises realizadas por Ding em [Ding et al. 91]. Ele e´
um canal bastante simples, permitindo o uso de um equalizador com dois coeficientes, o
que facilita a visualizac¸a˜o da superf´ıcie de erro, introduzindo alguma IIS, o que torna a
ana´lise mais interessante. As curvas de n´ıvel tambe´m sa˜o mostradas para a superf´ıcie de
erro de Godard (figuras 3.2) pois seus mı´nimos locais sa˜o um pouco rasos, dificultando
a visualizac¸a˜o. A figura 3.4 ilustra a mesma superf´ıcie da figura 3.3, mas sob um outro
ponto de vista, mostrando que qualquer ponto pertencente ao vale de soluc¸o˜es leva a um
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mesmo valor de erro. Para este canal, os mı´nimos globais, obtidos atrave´s da soluc¸a˜o
de Wiener, correspondem a w=[0.91 0.4] e seu sime´trico e os mı´nimos locais a w=[-0.14
0.67] e seu sime´trico.
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E´ interessante notar que, apesar do gradiente do crite´rio de Shalvi-Weinstein de-
pender de Ry, o algoritmo super-exponencial, deduzido na sec¸a˜o 2.5.6, na˜o utiliza
Ry e sim R2. Lembre-se que ao final da deduc¸a˜o do ASE, a restric¸a˜o de poteˆncia
E [|yn|2] = E [|an|2] e´ explicitamente utilizada. Assim o algoritmo garante a igualdade
Ry = R2 e portanto ira´ convergir para os mesmos pontos estaciona´rios que o algoritmo
CMA e na˜o para os vales mostrados na figura 3.3 acima. Note que isto ja´ na˜o acontece
com o GCMA. Este algoritmo na˜o possui nenhuma restric¸a˜o de poteˆncia e portanto con-
vergira´ para os vales de soluc¸o˜es mostrados na figura 3.5. Uma ana´lise mais detalhada
destes algoritmos sera´ realizada no cap´ıtulo 4.
3.4 Conclusa˜o
Neste cap´ıtulo, primeiramente foi estudada a equivaleˆncia entre os crite´rios CM e
SW, partindo-se de resultados ja´ existentes na literatura, de onde se conclui que os dois
crite´rios possuem os mesmos pontos estaciona´rios, sempre considerando a validade da
restric¸a˜o de poteˆncia do sinal de sa´ıda do equalizador. Entretanto, suas superf´ıcies de
erro sa˜o diferentes e os algoritmos resultantes em cada caso tambe´m sera˜o. Lembre-se
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Figura 3.5: Superf´ıcie de Erro do crite´rio GCM; canal: h(z) = 1− 0.6z−1
que o ASE e´ naturalmente deduzido com a presenc¸a da matriz Q, diferentemente do
CMA e portanto e´ esperado que tenha um melhor desempenho do que este u´ltimo.
Incluindo o crite´rio GCM nesta ana´lise, mostramos que este equivale ao crite´rio SW
normalizado a menos de uma constante e que, por na˜o possuir nenhuma restric¸a˜o quanto
ao mo´dulo do sinal na sa´ıda do equalizador, possui vales de soluc¸o˜es correspondentes ao
mı´nimo global e local, o que resulta, virtualmente, na existeˆncia de infinitas soluc¸o˜es.
Estes vales possuem os pontos estaciona´rios do crite´rio CM e mesmo os do crite´rio de
Wiener, para o caso em que na˜o existe ru´ıdo.
Por u´ltimo, estas equivaleˆncias foram tambe´m mostradas por meio de um ponto de
vista alternativo, partindo do vetor gradiente dos crite´rios. Vimos que, satisfazendo a
relac¸a˜o Ry = R2, que na verdade nada mais e´ do que a pro´pria restric¸a˜o de poteˆncia do
sinal de sa´ıda do equalizador, os crite´rios CM e SW realmente tera˜o os mesmos pontos
estaciona´rios. Caso contra´rio, a diferenc¸a entre estes dois termos leva o crite´rio de SW
normalizado a tambe´m possuir vales de soluc¸o˜es, enquanto que o crite´rio de Godard
converge para pontos estaciona´rios.
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Finalmente, a t´ıtulo de sintetizar as relac¸o˜es de equivaleˆncia existentes entre os
crite´rios estudados no cap´ıtulo, propomos o esquema abaixo:
Cap´ıtulo 4
Comparac¸a˜o Entre os Algoritmos
Neste cap´ıtulo, e´ feita uma comparac¸a˜o entre os algoritmos CMA, ASE, GCMA e
GCMA2 (obtido atrave´s da aproximac¸a˜o estoca´stica cla´ssica), atrave´s de simulac¸o˜es.
Primeiramente, os algoritmos sa˜o comparados em termos de convergeˆncia, utilizando-se
um canal simples e um equalizador com dois coeficientes. Sa˜o observadas inicializac¸o˜es
que levam a mı´nimos locais, e como se da´ a convergeˆncia do GCMA e do GCMA2
para vales de soluc¸o˜es. Em seguida, buscamos utilizar canais mais complexos, de fase
na˜o mı´nima e adicionar ru´ıdo. Por u´ltimo, e´ feita uma ana´lise mais detalhada do
algoritmo GCMA, a` luz da questa˜o da aproximac¸a˜o estoca´stica, ja´ que este algoritmo
apresenta um bom desempenho e ainda na˜o havia sido estudado em [Cavalcanti et al.
98,Cavalcanti99].
4.1 Formas de Ana´lise de Desempenho
A fim de podermos analisar e comparar o desempenho dos diversos algoritmos em
questa˜o, utilizaremos como medida de desempenho, a IIS residual dada por:
IIS(s) =
∑
i |si|2 − |s|2max
|s|2max
(4.1)
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Para que a comparac¸a˜o em termos de velocidade de convergeˆncia possa ser feita de
maneira justa, precisamos determinar um paraˆmetro que deve ser atendido por todos
os algoritmos. Uma forma de se fazer isso e´ considerar que todos convergem o mais
rapidamente poss´ıvel e compararmos o valor da IIS residual ao final do processo de
convergeˆncia, ou determinarmos que todos os algoritmos devem convergir para um
mesmo patamar de IIS residual e compararmos qual o atinge primeiramente.
Ale´m disso, precisamos determinar a partir de que valor de IIS residual, pode-se
considerar que o sistema foi equalizado, ou seja, que o olho na sa´ıda do equalizador
esta´ aberto. Para isto realizamos algumas simulac¸o˜es, chegando a` conclusa˜o de que
o sistema pode ser considerado equalizado, a partir de uma IIS residual de -20dB. A
t´ıtulo de exemplo, as figuras 4.1 e 4.2 mostram os s´ımbolos a` sa´ıda de um canal dado
por h(z) = 0.3482 − 0.8704z−1 + 0.3482z−2, e a` sa´ıda do equalizador, para modulac¸a˜o
BPSK. E´ poss´ıvel notar, em 4.2, que os s´ımbolos da sa´ıda do equalizador possuem
uma variac¸a˜o de no ma´ximo ±0.5 em torno dos s´ımbolos da constelac¸a˜o ({+1,−1}),
resultando em uma estimac¸a˜o correta por parte do decisor. O mesmo resultado pode
ser observado nas figuras 4.3 e 4.4 que ilustram o caso da modulac¸a˜o QPSK. Neste caso,
os s´ımbolos da constelac¸a˜o sa˜o dados por {+1+ j,+1− j,−1 + j,−1− j} e a variac¸a˜o
e´ de no ma´ximo ±0.5 tanto no sentido do eixo real como no do eixo imagina´rio.
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Figura 4.1: S´ımbolos na sa´ıda do canal,
sem ru´ıdo, IIS= −20dB, modulac¸a˜o BPSK
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Figura 4.2: S´ımbolos na sa´ıda do equa-
lizador, sem ru´ıdo, IIS= −20dB, mo-
dulac¸a˜o BPSK
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Figura 4.3: S´ımbolos na sa´ıda do canal,
sem ru´ıdo, IIS= −20dB, modulac¸a˜o QPSK
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Figura 4.4: S´ımbolos na sa´ıda do equa-
lizador, sem ru´ıdo, IIS= −20dB, modula-
c¸a˜o QPSK
Ja´ adicionando-se ru´ıdo (SNR = 20dB), a variac¸a˜o dos s´ımbolos da sa´ıda do equa-
lizador com relac¸a˜o aos s´ımbolos da constelac¸a˜o aumenta um pouco, mas continua
sendo bastante aceita´vel, chegando a ±0.6. As figuras 4.5 e 4.6 ilustram esta u´ltima
situac¸a˜o para as modulac¸o˜es BPSK e QPSK respectivamente. E´ importante deixar
claro que o ru´ıdo, adicionado a` sa´ıda do canal, e´ modelado como branco e gaussiano.
Sua variaˆncia, para efeitos de simulac¸a˜o, e´ calculada a partir da SNR (Signal to Noise
Ratio) da seguinte forma:
σ2ruido =
√
1
10
SNR
10
(4.2)
Com estes paraˆmetros, partimos enta˜o para a ana´lise dos algoritmos em termos
de convergeˆncia, ou seja, analisamos como, dependendo da inicializac¸a˜o, os algoritmos
convergem para mı´nimos globais ou locais.
4.2 Ana´lise de Convergeˆncia dos Algoritmos
Primeiramente, relembramos os algoritmos mais importantes para nossa ana´lise,
todos ja´ deduzidos no cap´ıtulo 2:
78 Ana´lise de Convergeˆncia dos Algoritmos
−2 −1.5 −1 −0.5 0 0.5 1 1.5
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
real(y(n))
im
ag
(y(
n))
Figura 4.5: S´ımbolos na sa´ıda do canal,
SNR = 20dB, IIS= −20dB, modulac¸a˜o
BPSK
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Figura 4.6: S´ımbolos na sa´ıda do equa-
lizador, SNR = 20dB, IIS= −20dB, mod-
ulac¸a˜o QPSK
CMA:
wn+1 = wn − µu∗ny(n)
(|yn|2 −R2) (4.3)
onde R2 = E[|an|4]/E[|an|2]
ASE (cumulantes de quarta ordem):
wn+1 = wn +
β
δ
Qnu
∗
ny(n)
(|yn|2 −R2) (4.4)
onde Q ∝ R−1u , Ru = E[u∗nuTn ], δ =
E[|an|4]−λE2[|an|2]
E[|an|2] e β e´ o passo de
adaptac¸a˜o, tambe´m utilizado como fator de esquecimento para o ca´lculo iterativo
de Q
GCMA:
wn+1 = wn − µ
z¯2
(
|yn|2y(n)u∗n −Ry
′
b+ |yn|2b− ynu∗nz¯
)
(4.5)
onde z¯ = E [|yn|2], b = E [ynu2n] e Ry′ = |yn|4/E [|yn|2]. As me´dias temporais
necessa´rias podem ser calculadas da seguinte forma:
z¯(n+ 1) = λz¯(n) + (1− λ)|y(n)|2
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b(n+ 1) = λb(n) + (1− λ)y(n)u∗(n) (4.6)
GCMA2 (obtido a partir da aproximac¸a˜o estoca´stica cla´ssica):
wn+1 = wn − µ
z¯2
(|yn|2ynu∗n −Ryynu∗n) (4.7)
onde Ry = E [|yn|4] /E [|yn|2]
Nos algoritmos citados acima, o CMA e o ASE convergem para pontos estaciona´rios,
enquanto o GCMA e o GCMA2 convergem para vales de soluc¸o˜es que conte´m os pontos
estaciona´rios do CMA e do ASE. Isto ja´ foi mostrado no cap´ıtulo anterior e pode ser
visto facilmente atrave´s de simulac¸o˜es.
Utilizando o canal h(z) = 1− 0.6z−1, que permite uma ana´lise mais detalhada por
ser simples e permitir o uso de um equalizador com dois coeficientes, sabemos, das
ana´lises ja´ realizadas por Ding [Ding91], que o crite´rio CM possuira´ um mı´nimo global
e seu sime´trico e um mı´nimo local e seu sime´trico.
O crite´rio de Shalvi-Weinstein, no caso da famı´lia de crite´rios normalizados, possui
vales de soluc¸o˜es pois a restric¸a˜o de poteˆncia E [y2n] = E [a
2
n] na˜o e´ considerada. En-
tretanto, relembrando a deduc¸a˜o do ASE, feita no cap´ıtulo 2, temos que a restric¸a˜o
de poteˆncia e´ considerada, e portanto o ASE utiliza R2 ao inve´s de R
y. Assim, o
algoritmo satisfaz a restric¸a˜o discutida na sec¸a˜o 3.3, convergindo para os mesmos pon-
tos estaciona´rios que o crite´rio de Godard e na˜o possuindo mais vales de soluc¸o˜es. A
figura 4.7 ilustra a convergeˆncia destes dois algoritmos sendo inicializados em va´rios
pontos distintos, no plano formado pelos dois coeficientes do equalizador. Os passos de
adaptac¸a˜o utilizados foram suficientemente pequenos para garantir que os algoritmos
ficassem presos em todos os mı´nimos locais existentes, mesmo que rasos.
O crite´rio GCM, por ser equivalente ao crite´rio de SW normalizado, tambe´m possui
vales de soluc¸o˜es correspondentes a mı´nimos globais e locais. Entretanto, diferente-
mente do ASE, o GCMA e´ deduzido sem a utilizac¸a˜o de restric¸o˜es de poteˆncia. Assim,
este convergira´ para uma das soluc¸o˜es pertencentes aos vales, apresentando, virtual-
mente, um nu´mero infinito de valores poss´ıveis. O valor exato desta soluc¸a˜o depende
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Figura 4.7: Convergeˆncia dos algoritmos CMA e ASE, canal: h(z) = 1− 0.6z−1, CMA:
µ = 0.002, ASE: β = 0.008
da inicializac¸a˜o do algoritmo. E´ interessante lembrar que estes vales conte´m os pontos
estaciona´rios do crite´rio CM, para os quais o ASE tambe´m converge. A figura 4.8 a
seguir mostra um mapa da convergeˆncia destes algoritmos. E´ importante comentar
que o fator de esquecimento, λ, no algoritmo GCMA, utilizado para calcular as me´dias
temporais necessa´rias no algoritmo, deve possuir um valor pro´ximo de 1. Quanto mais
baixo for seu valor, mais os vales de soluc¸o˜es (principalmente o correspondente aos
mı´nimos locais) do algoritmo se distanciam dos pontos cr´ıticos para os quais o CMA
converge, pois maior sera´ o ru´ıdo de gradiente envolvido no processo de adaptac¸a˜o.
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Figura 4.8: Convergeˆncia dos algoritmos GCMA e CMA, canal: h(z) = 1 − 0.6z−1,
GCMA:µ = 0.0025,λ = 0.97; CMA: µ = 0.002
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Comparando-se tambe´m os algoritmos GCMA e GCMA2, e´ poss´ıvel observar, atra-
ve´s da figura 4.9 que os dois possuem os mesmos vales de convergeˆncia, o que ja´ era es-
perado ja´ que os dois algoritmos prove´m da mesma func¸a˜o custo. Ale´m disso, o segundo
possui uma caracter´ıstica que pode causar problemas: os coeficientes do equalizador
convergem para os vales de soluc¸o˜es mas, uma vez atingindo-os, continuam o processo
de adaptac¸a˜o, se distanciando cada vez mais da origem. Imagine enta˜o que quere-
mos transmitir uma sequeˆncia muito longa de dados. Os coeficientes do equalizador
podem atingir valores extremamente altos, o que na˜o e´, de forma alguma, deseja´vel.
Atrave´s da figura 4.8, e´ poss´ıvel observar que os coeficientes do equalizador no caso
do GCMA, principalmente quando seus valores iniciais sa˜o baixos (pro´ximos do ponto
(0,0)), tambe´m se distanciam um pouco da origem, mas e´ fa´cil notar que este efeito e´
muito menor neste u´ltimo.
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Figura 4.9: Convergeˆncia dos algoritmos GCMA e GCMA2, canal: h(z) = 1− 0.6z−1,
no dois algoritmos foram utilizados os mesmos paraˆmetros:µ = 0.0025,λ = 0.97
Em seguida veremos os desempenhos destes algoritmos na tarefa de equalizar va´rios
canais distintos.
4.3 Desempenho dos Algoritmos
Estamos interessados aqui no desempenho dos diversos algoritmos citados na sec¸a˜o
anterior. Antes de iniciar a discussa˜o dos resultados, entretanto, e´ necessa´rio comentar
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que, nos casos em que os algoritmos utilizados foram o GCMA e o GCMA2, na sa´ıda
do equalizador, foi colocado um controlador automa´tico de ganho (CAG). Este foi
implementado de maneira bastante simples. Chamando de υ(n) os s´ımbolos na sa´ıda
do CAG e lembrando que a seguinte relac¸a˜o e´ va´lida:
E
[|yn|2] = E [|an|2] ||sn||2 (4.8)
podemos escrever:
υn =
yn
||sn|| ⇒ E
[|υn|2] = E [|yn|2]||sn||2 = E [|yn|
2]
E [|yn|2]E
[|an|2] = E [|an|2] (4.9)
garantindo assim a igualdade de poteˆncia entre o sinal transmitido e o sinal na sa´ıda
do CAG.
Basta enta˜o dividirmos a sa´ıda do equalizador por ||sn|| que, utilizando (4.8), e´
equivalente a`
√
E[|yn|2]
E[|an|2] . Caso a modulac¸a˜o utilizada seja BPSK, E [|an|2] = 1 e caso
seja QPSK, E [|an|2] = 2. O termo E [|yn|2] foi calculado como uma me´dia temporal, da
mesma forma que o termo z¯ no algoritmo GCMA. Note que o CAG na˜o ira´ influenciar
no ca´lculo da IIS residual, pois esta e´ normalizada pelo termo |s|2max, como pode ser
observado na equac¸a˜o (4.1). Entretanto, e´ importante que seja citado ja´ que representa
um certo aumento no custo computacional, mesmo que pequeno.
A fim de que os algoritmos pudessem ser comparados de maneira justa, utilizaram-
se passos de adaptac¸a˜o de forma que todos convergissem para um mesmo patamar
de IIS residual. Isto, no entanto, so´ e´ poss´ıvel mantendo-se uma certa relac¸a˜o entre
os passos de adaptac¸a˜o dos diversos algoritmos considerados. Comparando (4.3) e
(4.4) observa-se que a u´nica diferenc¸a esta´ no passo (ASE possui o termo 1/δ) e na
presenc¸a da matriz Q. Quanto ao passo, podemos simplesmente alterar o passo do
CMA para µ
δ
. Ja´ com relac¸a˜o a` matriz, seu ca´lculo recursivo pode ser escrito como
Q−1n = (1 − βQ)Q−1n−1 + βQu∗nuTn . Portanto, existe um termo βQ que multiplica u∗nuTn
e que na˜o existe no algoritmo CMA. Este termo no entanto pode ser incorporado ao
pro´prio passo deste u´ltimo algoritmo. Considerando β = 1 em (4.4), temos que os dois
algoritmos convergira˜o para um mesmo patamar de IIS residual se o passo de adaptac¸a˜o
do CMA for µ = βQ/δ. E´ importante ressaltar que a norma da resposta impulsiva do
canal e´ unita´ria.
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O mesmo racioc´ınio pode ser usado com relac¸a˜o ao GCMA. Entretanto, este possui o
termo 1/z¯2 que multiplica o resto do gradiente. Assim, seu passo de adaptac¸a˜o deveria
ser µ =
z¯2βQ
δ
o que resultaria em um passo varia´vel, ja´ que o valor exato de z¯ na˜o e´
conhecido. Desejamos, no entanto, manter um passo de adaptac¸a˜o fixo para todos os
algoritmos. Podemos enta˜o realizar uma aproximac¸a˜o, fazendo z¯ = E [|an|2] ja´ que este
u´ltimo termo e´ conhecido. Note que aqui, esta relac¸a˜o na˜o representa uma restric¸a˜o de
poteˆncia, ja´ que estamos trabalhando somente com o passo de adaptac¸a˜o do algoritmo
e na˜o com seu vetor gradiente.
Observe ainda que βQ e´ um fator de esquecimento no ca´lculo de Q. Para que seja
compat´ıvel com as me´dias temporais calculadas no algoritmo GCMA, podemos fazer
βQ = (1−λ), onde λ e´ o fator de esquecimento utilizado no ca´lculo de z¯ e b. O mesmo
e´ feito para o GCMA2. Teremos enta˜o os seguintes algoritmos:
CMA:
wn+1 = wn − (1− λ)
δ
u∗ny(n)
(|yn|2 −R2) (4.10)
ASE:
wn+1 = wn +
1
δ
Qnu
∗
ny(n)
(|yn|2 −R2) (4.11)
GCMA:
wn+1 = wn − (1− λ)
δ
1
z¯2
(
|yn|2y(n)u∗n −Ry
′
b+ |yn|2b− ynu∗nz¯
)
(4.12)
GCMA2:
wn+1 = wn − (1− λ)
δ
1
z¯2
(|yn|2ynu∗n −Ryynu∗n) (4.13)
Visto isso, as pro´ximas sec¸o˜es ilustram os resultados obtidos atrave´s de simulac¸o˜es.
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4.3.1 Modulac¸a˜o BPSK
Comparando enta˜o o desempenho dos diversos algoritmos citados, simulamos cada
um para canais de fase na˜o mı´nima (resposta impulsiva com dois zeros, um no interior do
circulo unita´rio e um no exterior), considerando os zeros interiores ao circulo unita´rio, no
plano z, pro´ximos a` origem e pro´ximos ao circulo unita´rio. Os resultados sa˜o mostrados
nas figuras 4.10-4.12, respectivamente para canais com zeros, no plano z, em 0.2 e 5,
0.5 e 2, 0.8 e 1.25. Foram utilizados equalizadores sempre com 15 coeficientes. A
inicializac¸a˜o dos algoritmos foi feita com center spike, onde o oitavo coeficiente, ja´ que
os canais utilizados eram sempre sime´tricos, possu´ıa valor -1. A modulac¸a˜o utilizada
para os s´ımbolos transmitidos foi sempre BPSK. Primeiramente, na˜o foi adicionado
ru´ıdo. A tabela 4.1 resume a inicializac¸a˜o utilizada.
Paraˆmetros de simulac¸a˜o para obtenc¸a˜o das Figuras 4.10-4.12
Modulac¸a˜o BPSK, sem ru´ıdo
Todos Equalizador com 15 coeficientes
Inicializac¸a˜o:[0...0 − 1 (8a posic¸a˜o) 0...0]T
z¯0 = 0
GCMA
b¯0 = 0
ASE Q0 =me´dia entre os primeiros 50 vetores de entrada u
Tabela 4.1: Paraˆmetros de inicializac¸a˜o para as simulac¸o˜es cujos resultados sa˜o mostra-
dos nas figuras 4.10-4.12
Iniciando a discussa˜o dos resultados obtidos pelos dois algoritmos mais cla´ssicos
e mais estudados na literatura, o CMA e o ASE, e´ facilmente observado atrave´s das
simulac¸o˜es que o segundo possui uma velocidade de convergeˆncia muito maior que o
primeiro. Comparando suas equac¸o˜es, (4.10) e (4.11) respectivamente, podemos obser-
var que a grande diferenc¸a esta´ no segundo possuir a matriz Q. Como ja´ foi brevemente
comentado, esta matriz e´ proporcional a` matriz de autocorrelac¸a˜o do sinal de entrada do
equalizador un e, portanto, e´ equivalente a uma operac¸a˜o de pre´-branqueamento deste
sinal. Observe que seu efeito e´ percebido mais facilmente quanto mais correlacionado
for o sinal de entrada do equalizador, ou seja, quanto mais pro´ximos os zeros do canal
estiverem do c´ırculo unita´rio no plano z, maior sera´ a diferenc¸a de desempenho entre o
ASE e o CMA. Isto pode ser confirmado atrave´s das figuras 4.10 e 4.12. Ale´m disso,
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Figura 4.10: Comparac¸a˜o entre os algoritmos CMA: µ = 0.025, GCMA: µ = 0.03 e
λ = 0.65, GCMA2: µ = 0.03 e λ = 0.65, e ASE: βQ = 0.06; canal: h(z) = 0.1856 −
0.9650z−1 + 0.1856z−2, me´dia 200 simulac¸o˜es (λ = 0.94)
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Figura 4.11: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0018, GCMA: µ = 0.0018
e λ = 0.8, GCMA2: µ = 0.0018 e λ = 0.8, e ASE: βQ = 0.0036 ; canal: h(z) =
0.3482− 0.8704z−1 + 0.3482z−2, me´dia 100 simulac¸o˜es (λ = 0.9964)
vimos na sec¸a˜o 2.5.7, que o passo de adaptac¸a˜o do algoritmo ASE e´ o´timo no sentido
da velocidade de convergeˆncia. Apesar da demonstrac¸a˜o da validade desta afirmac¸a˜o
considerar um ca´lculo exato do vetor gradiente, o bom desempenho do algoritmo e´
facilmente observado.
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Figura 4.12: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0005, GCMA: µ = 0.0005
e λ = 0.8, GCMA2: µ = 0.0005 e λ = 0.8, e ASE: βQ = 0.001 ; canal: h(z) =
0.4015− 0.8231z−1 + 0.4015z−2, me´dia 100 simulac¸o˜es (λ = 0.999)
Considerando agora o algoritmo GCMA2, dado por (4.13), veˆ-se que converge mais
lentamente do que o CMA na figura 4.10, mais rapidamente na figura 4.11 e na˜o chega
a convergir na figura 4.12. Comparando suas equac¸o˜es, vemos que a grande diferenc¸a
esta´ em um utilizar Ry enquanto o outro utiliza R2. Isto ja´ foi discutido na sec¸a˜o 4.2:
o primeiro caso resulta em uma convergeˆncia para vales de soluc¸o˜es enquanto que o
segundo, para pontos estaciona´rios. Entretanto, em termos de desempenho, vemos que
o GCMA2 e´ muito mais insta´vel do que o CMA e mesmo que o GCMA. Para os casos em
que houve convergeˆncia (note que foi considerada uma me´dia entre 200 simulac¸o˜es para
garantir que o algoritmo realmente converge), alterando-se um pouco os paraˆmetros
utilizados, o algoritmo ja´ diverge. As figuras 4.13 e 4.14 ilustram estas situac¸o˜es. Em
relac¸a˜o a`s simulac¸o˜es ja´ realizadas, so´ foi alterado o valor do fator de esquecimento λ.
Devido a` grande instabilidade apresentada pelo GCMA2, ale´m do problema do valor
dos coeficientes do equalizador irem sempre aumentando depois da convergeˆncia, como
mostrado na sec¸a˜o anterior, este na˜o sera´ considerado nas pro´ximas ana´lises.
Quanto ao algoritmo GCMA, veˆ-se que possui um desempenho bastante pro´ximo
do CMA (figura 4.10) para um canal com zeros mais pro´ximos da origem no plano z,
o que ja´ era esperado pois quanto mais pro´ximos os zeros esta˜o da origem, mais os
desempenhos dos algoritmos se assemelham, ja´ que o sinal de entrada do equalizador
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Figura 4.13: Comparac¸a˜o entre os algoritmos CMA: µ = 0.025, GCMA: µ = 0.03 e
λ = 0.75, GCMA2: µ = 0.03 e λ = 0.75, e ASE: βQ = 0.06; canal: h(z) = 0.1856 −
0.9650z−1 + 0.1856z−2, me´dia 100 simulac¸o˜es (λ = 0.94)
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Figura 4.14: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0018, GCMA: µ = 0.0018
e λ = 0.65, GCMA2: µ = 0.0018 e λ = 0.65, e ASE: βQ = 0.0036 ; canal: h(z) =
0.3482− 0.8704z−1 + 0.3482z−2, me´dia 100 simulac¸o˜es (λ = 0.9964)
sera´ mais descorrelacionado. Ja´ nas figuras 4.11 e 4.12, vemos que o GCMA converge
mais rapidamente do que o CMA, com a vantagem de possuir um custo computacional
bem mais baixo do que ASE, ja´ que na˜o possui a necessidade da inversa˜o de matriz.
Um estudo mais detalhado deste algoritmo sera´ realizado na pro´xima sec¸a˜o, por ser um
algoritmo ainda pouco conhecido e apresentar um bom desempenho quando comparado
ao CMA.
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Mantendo os mesmos canais ja´ utilizados e adicionando ru´ıdo, podemos ver atrave´s
das figuras 4.15-4.17, que as discusso˜es feitas para o caso sem ru´ıdo continuam valendo.
O ASE continua tendo o melhor desempenho em termos de velocidade de convergeˆncia,
seguido pelo GCMA, enquanto o CMA mostrou ser, novamente, o mais lento. Os
paraˆmetros utilizados para inicializac¸a˜o dos algoritmos sa˜o mostrados na tabela 4.1,
tendo como u´nica diferenc¸a a adic¸a˜o de ru´ıdo. Foi considerada uma SNR=20dB.
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Figura 4.15: Comparac¸a˜o entre os algoritmos CMA: µ = 0.004, GCMA: µ = 0.004 e
λ = 0.8, e ASE: βQ = 0.007; canal: h(z) = 0.1856−0.9650z−1+0.1856z−2, SNR=20dB,
me´dia 100 simulac¸o˜es
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Figura 4.16: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0018, GCMA: µ = 0.0018
e λ = 0.8, e ASE: βQ = 0.0036 ; canal: h(z) = 0.3482 − 0.8704z−1 + 0.3482z−2,
SNR=20dB, me´dia 100 simulac¸o˜es(λ = 0.9964)
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Figura 4.17: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0005, GCMA: µ = 0.0005 e
λ = 0.8, e ASE: βQ = 0.001 ; canal: h(z) = 0.4015−0.8231z−1+0.4015z−2, SNR=20dB,
me´dia 100 simulac¸o˜es (λ = 0.999)
E´ interessante observar que os passos de adaptac¸a˜o dos algoritmos, no caso da figura
4.15, tiveram que ser reduzidos para que houvesse convergeˆncia. Principalmente o CMA
se mostrou bastante insta´vel, divergindo para valores de passo de adaptac¸a˜o maiores.
4.3.2 Modulac¸a˜o QPSK
Ja´ para a modulac¸a˜o QPSK, primeiramente foi utilizado o canal de fase na˜o-mı´nima
sugerido no artigo [Shalvi e Weinstein 90]. Este canal possui a seguinte resposta im-
pulsiva:
h(z) = −0.4 + 0.84z−1 + 0.336z−2 + 0.1344z−3 + 0.0538z−4
As figuras 4.18 e 4.19 ilustram respectivamente o diagrama de zeros e a resposta
em frequeˆncia do canal citado. E´ poss´ıvel observar, portanto, que este e´ um canal fa´cil
de ser equalizado ja´ que apresenta distorc¸o˜es pequenas tanto em amplitude quanto em
fase.
A tabela 4.2 apresenta os paraˆmetros utilizados para inicializac¸a˜o dos algoritmos
simulados. Note que a inicializac¸a˜o dos coeficientes do equalizador foi feita colocando-
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se o coeficiente na˜o nulo na oitava posic¸a˜o. Isto foi feito seguindo-se a posic¸a˜o do termo
de maior valor absoluto da resposta impulsiva do canal.
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Figura 4.18: Diagrama de zeros do canal
com resposta impulsiva h(z) = −0.4 +
0.84z−1+0.336z−2+0.1344z−3+0.0538z−4
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Figura 4.19: Resposta em frequeˆncia
do canal com resposta impulsiva h(z) =
−0.4 + 0.84z−1 + 0.336z−2 + 0.1344z−3 +
0.0538z−4
Paraˆmetros de simulac¸a˜o para obtenc¸a˜o das Figuras 4.20 e 4.21
Modulac¸a˜o QPSK, caso com ru´ıdo: SNR= 20dB
Todos Equalizador com 20 coeficientes
Inicializac¸a˜o:[0...0 1 (8a posic¸a˜o) 0...0]T
sem ru´ıdo:µ = 0.0025
CMA
com ru´ıdo:µ = 0.0005
sem ru´ıdo:µ = 0.0165 e λ = 0.7
com ru´ıdo:µ = 0.0025 e λ = 0.9
GCMA
z¯0 = 0
b¯0 = 0
sem ru´ıdo:β = 0.01
ASE com ru´ıdo:β = 0.002
Q0 =me´dia entre os primeiros 50 vetores de entrada u
Tabela 4.2: Paraˆmetros de inicializac¸a˜o para as simulac¸o˜es cujos resultados sa˜o mostra-
dos nas figuras 4.10-4.12
As figuras 4.20 e 4.21 ilustram os resultados obtidos respectivamente na˜o adicionan-
do-se ru´ıdo e utilizando-se uma SNR=20dB. E´ poss´ıvel observar que todos os algorit-
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mos apresentam desempenhos pro´ximos nas duas situac¸o˜es consideradas. Apesar de
possu´ırem, inicialmente, velocidades de convergeˆncia distintas, os algoritmos acabam
convergindo com um mesmo nu´mero de iterac¸o˜es. Como os zeros do canal (figura 4.18),
no interior do c´ırculo unita´rio, esta˜o pro´ximos a` origem do plano z, este resultado ja´
era esperado.
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Figura 4.20: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0025, GCMA: µ = 0.0165
e λ = 0.7, e ASE: βQ = 0.01; canal: h(z) = −0.4 + 0.84z−1 + 0.336z−2 + 0.1344z−3 +
0.0538z−4, me´dia 100 simulac¸o˜es
0 500 1000 1500 2000 2500 3000
−35
−30
−25
−20
−15
−10
−5
0
Número de iterações
IIS
 (d
B)
ASE 
GCMA 
CMA 
Figura 4.21: Comparac¸a˜o entre os algoritmos CMA: µ = 0.0005, GCMA: µ = 0.0025 e
λ = 0.9, e ASE: βQ = 0.002; canal: h(z) = −0.4 + 0.84z−1 + 0.336z−2 + 0.1344z−3 +
0.0538z−4, SNR=20dB me´dia 100 simulac¸o˜es
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No caso com ru´ıdo (figura 4.21), observe que o GCMA apresenta uma velocidade
de convergeˆncia inicial maior do que os outros algoritmos, sendo que o ASE converge
praticamente junto com o CMA. Entretanto os treˆs chegam a` convergeˆncia ao mesmo
tempo. Na verdade, quanto mais pro´ximos os zeros da resposta impulsiva do canal
esta˜o do c´ırculo unita´rio, maior sera´ a diferenc¸a de desempenho entre os algoritmos.
Isto pode ser facilmente observado no pro´ximo caso a ser tratado.
Em seguida, utilizou-se um dos canais propostos em [Proakis95], que ja´ na˜o apre-
senta a facilidade de equalizac¸a˜o observada no canal proposto por Shalvi e Weinstein,
estudado anteriormente. O canal escolhido possui a seguinte resposta impulsiva:
h(z) = 0.407 + 0.815z−1 + 0.407z−2
Seu diagrama de zeros e sua resposta em frequeˆncia sa˜o mostrados respectivamente
nas figuras 4.22 e 4.23. Neste caso e´ poss´ıvel observar que os zeros esta˜o bem pro´ximos
do c´ırculo unita´rio e portanto o canal e´ mais dif´ıcil de ser equalizado.
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Figura 4.22: Diagrama de zeros do canal
com resposta impulsiva h(z) = 0.407 +
0.815z−1 + 0.407z−2
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Figura 4.23: Resposta em frequeˆncia do
canal com resposta impulsiva h(z) = 0.407+
0.815z−1 + 0.407z−2
A tabela 4.3 apresenta os paraˆmetros utilizados nas inicializac¸o˜es dos algoritmos.
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Paraˆmetros de simulac¸a˜o para obtenc¸a˜o das Figuras 4.20 e 4.21
Modulac¸a˜o QPSK, sem ru´ıdo
Todos Equalizador com 30 coeficientes
Inicializac¸a˜o:[0...0 1 (15a posic¸a˜o) 0...0]T
CMA µ = 0.002
sem ru´ıdo: µ = 0.002 e λ = 0.9
GCMA
z¯0 = 0
b¯0 = 0
sem ru´ıdo: β = 0.004
ASE
Q0 =me´dia entre os primeiros 50 vetores de entrada u
Tabela 4.3: Paraˆmetros de inicializac¸a˜o para as simulac¸o˜es cujos resultados sa˜o mostra-
dos nas figuras 4.10-4.12
Os resultados obtidos sa˜o mostrados na figura 4.24. Observe que neste caso, o ASE
apresenta um desempenho significativamente superior ao dos outros algoritmos, o que
se deve a` presenc¸a da matriz Q. Note que o sinal de entrada do equalizador aqui esta´
bastante correlacionado, o que prejudica o desempenho do CMA e do GCMA.
Como ja´ havia sido observado, e pode ser confirmado aqui, conforme os zeros da
resposta impulsiva do canal se aproximam do c´ırculo unita´rio, mais o desempenho do
GCMA se aproxima do CMA. Alterando-se um pouco o fator de esquecimento ou o passo
de adaptac¸a˜o, foi observado que o algoritmo pode apresentar inclusive um desempenho
pior do que o CMA.
Podemos concluir portanto que a situac¸a˜o na qual o GCMA apresenta melhor de-
sempenho, se comparado ao CMA, acontece quando os zeros da resposta impulsiva do
canal na˜o esta˜o nem muito perto da origem nem muito perto do circulo unita´rio no
plano z. Conforme estes zeros se aproximam da origem, o sinal de entrada do equa-
lizador se torna mais descorrelacionado e, portanto, e´ esperado que o desempenho de
todos os algoritmos seja semelhante. Entretanto, conforme este sinal se torna mais
correlacionado, ou seja, os zeros de aproximam do circulo unita´rio, o GCMA perde
desempenho, se aproximando cada vez mais do CMA e podendo ate´ ficar pior do que
este. Na pro´xima sec¸a˜o estudaremos mais detalhadamente o desempenho do GCMA.
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Figura 4.24: Comparac¸a˜o entre os algoritmos CMA: µ = 0.002, GCMA: µ = 0.002 e
λ = 0.9, e ASE: βQ = 0.004; canal: h(z) = 0.407 + 0.815z
−1 + 0.407z−2, me´dia 100
simulac¸o˜es
4.4 Estudo do GCMA
Para analisar o comportamento do GCMA, partimos novamente da equac¸a˜o de
adaptac¸a˜o (4.5), deduzida, de forma alternativa, a partir da func¸a˜o custo “instantaˆnea”,
dada em (2.115). Em (4.5), o segundo termo do lado direito da equac¸a˜o poderia ser
separado em dois termos, como mostrado abaixo:|yn|2y(n)u∗n −Ry′b︸ ︷︷ ︸
termo I
+ |yn|2b− ynu∗nz¯︸ ︷︷ ︸
termo II
 (4.14)
O termo I e´ semelhante aos gradientes do CMA, ASE e GCMA2, tendo como prin-
cipais diferenc¸as:
-a multiplicac¸a˜o por Ry
′
, enquanto que nos outros algoritmos temos R2 e R
y
-a existeˆncia de um operador esperanc¸a em b, enquanto que os outros gradientes
utilizam o valor instantaˆneo do termo ynu
∗
n
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Na verdade, em me´dia, este termo e´ equivalente ao vetor gradiente da func¸a˜o custo
do me´todo super-exponencial, ou seja, e´ equivalente ao gradiente exato do GCMA2
(antes da aproximac¸a˜o estoca´stica):
Termo I = TI = |yn|2ynu∗n − E[ynu∗n]
|yn|4
E [|yn|2]
E[TI] = E
[|yn|2ynu∗n]− E[ynu∗n]E [|yn|4]E [|yn|2]
E[TI] = E
[|yn|2ynu∗n]−RyE[ynu∗n] (4.15)
Apesar da semelhanc¸a, atrave´s de simulac¸o˜es foi poss´ıvel constatar que, na verdade,
os gradientes dos algoritmos citados acima sa˜o bastante diferentes.
As figuras 4.25 e 4.26 ilustram o que foi dito. Considerando agora um algoritmo
expresso por:
wn+1 = wn + µ
(
|yn|2ynu∗n −Ry
′
b
)
(4.16)
que sera´ chamado GCMAI , a ser comparado com o CMA e o GCMA2. Para o caso
do canal h(z) = 1− 0.6z−1, um equalizador com dois coeficientes e sem ru´ıdo, a figura
4.25 mostra como, utilizando-se os melhores paraˆmetros poss´ıveis em termos de veloci-
dade de convergeˆncia, ou seja, os paraˆmetros para os quais os algoritmos convergem
mais rapidamente, os treˆs algoritmos acabam tendo desempenhos bastante semelhantes.
Entretanto, o GCMAI ja´ se mostra um pouco mais lento do que os outros dois.
Consideramos enta˜o um canal menos amiga´vel, de fase na˜o-mı´nima e com resposta
impulsiva dada por h(z) = 0.3482− 0.8704z−1 + 0.3482z−2. Temos que com um equa-
lizador de 15 coeficientes, sem ru´ıdo e paraˆmetros escolhidos de forma a que o algoritmo
GCMA2 convergisse (como foi comentado anteriormente, ele e´ bastante insta´vel), a
situac¸a˜o se altera um pouco. A figura 4.26 ilustra os resultados obtidos. Observe que
o algoritmo em questa˜o, GCMAI , acaba tendo um desempenho bastante ruim, com
uma IIS residual muito alta. Este mesmo comportamento foi observado para os outros
canais, com zeros em 0.2 e 5 e com zeros em 0.8 e 1.25.
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Figura 4.25: Comparac¸a˜o entre os algoritmos CMA, µ = 0.035, GCMA2, µ = 0.035 e
λ = 0.7 e GCMAI , µ = 0.035 e λ = 0.7; canal: h(z) = 1+ 0.6z
−1; me´dia 20 simulac¸o˜es
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Figura 4.26: Comparac¸a˜o entre os algoritmos CMA, µ = 0.0018, GCMA2, µ = 0.0018 e
λ = 0.8 e GCMAI , µ = 0.0018 e λ = 0.8; canal: h(z) = 0.3482−0.8704z−1+0.3482z−2;
me´dia 20 simulac¸o˜es
Ja´ o termo II na˜o e´ semelhante a nenhum outro termo existente nos algoritmos
vistos. A soma deste termo faz com que o algoritmo melhore muito de desempenho,
como ja´ foi visto nas simulac¸o˜es anteriores e como pode ser conclu´ıdo do estudo do
termo I acima, que sozinho resulta em um desempenho bastante pobre. Note que o
termo e´ composto por dois elementos que diferem com relac¸a˜o ao operador esperanc¸a.
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Assim, e´ facilmente visto que, em me´dia, este termo acaba se anulando:
Termo II = TII = |yn|2E[ynu∗n]− ynu∗nE
[|yn|2]
E[TII] = E
[|yn|2]E[ynu∗n]− E[ynu∗n]E [|yn|2] = 0 (4.17)
Simulando a evoluc¸a˜o deste termo conforme o algoritmo converge, obtivemos os
resultados mostrados nas figuras 4.27-4.29, onde foram utilizados respectivamente os
mesmos canais que resultaram nas figuras 4.10-4.12. Note que este termo II, na ver-
dade, e´ um vetor com o mesmo nu´mero de elementos que o nu´mero de coeficientes do
equalizador. Nas figuras citadas, e´ mostrada a evoluc¸a˜o do primeiro elemento deste
vetor conforme o nu´mero de iterac¸o˜es aumenta.
Na figura 4.10, vimos que o GCMA possui um desempenho bastante pro´ximo do
CMA, o que poderia levar a conclusa˜o equivocada de que o termo II na˜o tivesse muita
influeˆncia na convergeˆncia do algoritmo, ja´ que, como mostra (4.17), este se anula em
me´dia. Atrave´s da figura 4.27, veˆ-se que o termo II fica praticamente oscilando em
torno de um mesmo valor, pro´ximo de zero. Entretanto, sem este termo (GCMAI), o
algoritmo nem chega a convergir para os paraˆmetros considerados.
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Figura 4.27: Evoluc¸a˜o do termo II em func¸a˜o do nu´mero de iterac¸o˜es, µ = 0.03,
λ = 0.65; canal: h(z) = 0.1856− 0.9650z−1 + 0.1856z−2
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Conforme alteramos o canal, a evoluc¸a˜o do termo II tambe´m se altera. Observando
as figuras 4.11 e 4.12, vemos que o GCMA possui um desempenho bem melhor que o
CMA. E´ esperado portanto que o termo II tenha uma influeˆncia maior na convergeˆncia
do algoritmo, o que e´ confirmado atrave´s dos resultados mostrados nas figuras 4.28 e
4.29.
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Figura 4.28: Evoluc¸a˜o do termo II em func¸a˜o do nu´mero de iterac¸o˜es, µ = 0.0018,
λ = 0.8; canal: h(z) = 0.3482− 0.8704z−1 + 0.3482z−2
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Figura 4.29: Evoluc¸a˜o do termo II em func¸a˜o do nu´mero de iterac¸o˜es, µ = 0.0005,
λ = 0.8; canal: h(z) = 0.4015− 0.8231z−1 + 0.4015z−2
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Comparando ainda o gradiente do GCMA com o do CMA, podemos escrever a
seguinte varia´vel:
∆grad = ∇CMA−∇GCMA (4.18)
onde ∇CMA e´ o gradiente do algoritmo CMA que pode ser visto em (4.3) e ∇GCMA
e´ o gradiente do GCMA visto em (4.5). Temos enta˜o que
∆grad = bR
y′ − |yn|2b+ ynu∗nz¯ −R2ynu∗n (4.19)
ou ainda,
∆grad = ynu
∗
n(z¯ −R2) + b
(
Ry
′ − |yn|2
)
(4.20)
Calculando a esperanc¸a de ∆grad teremos
E [∆grad] = E [ynu
∗
n] (z¯ −R2) + b
E [Ry′]︸ ︷︷ ︸
Ry
−E [|yn|2]

= b (z¯ −R2) + b (Ry − z¯)
= b (Ry −R2) (4.21)
Podemos concluir enta˜o que a me´dia da diferenc¸a entre o vetor gradiente do CMA
e do GCMA so´ tende a zero quando valer a relac¸a˜o Ry = R2, que e´ exatamente o que
diferencia o vetor gradiente da func¸a˜o custo de Shalvi-Weinstein do vetor gradiente da
func¸a˜o custo de Godard. Assim mostra-se que, na me´dia, os vetores gradiente do CMA
e do GCMA sa˜o diferentes. Mais uma vez, a diferenc¸a entre estes dois termos leva
o GCMA a convergir para vales de soluc¸o˜es enquanto o CMA converge para pontos
estaciona´rios. Da mesma forma como o ASE, que por possuir a constante R2, converge
para os mesmos pontos cr´ıticos que o CMA, se a igualdade Ry = R2 fosse va´lida,
o GCMA tambe´m convergiria para estes mesmos pontos estaciona´rios, na˜o possuindo
mais vales de soluc¸o˜es.
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4.4.1 Considerac¸o˜es sobre o efeito do fator de esquecimento λ
O fator de esquecimento λ e´ utilizado para o ca´lculo das me´dias temporais necessa´rias
no GCMA. E´ esperado que, quanto menor seja o valor deste paraˆmetro, mais imprecisos
sejam os ca´lculos de z¯ = E [|y(n)|2] e de b = E [y∗(n)u(n)], ou seja, maior sera´ o ru´ıdo
de gradiente envolvido no processo de adaptac¸a˜o. Mas no que isto influi exatamente no
desempenho do algoritmo?
O primeiro resultado, e talvez tambe´m o mais preocupante, e´ que o valor do paraˆme-
tro λ influi no nu´mero de mı´nimos locais apresentado pelo algoritmo. Utilizando no-
vamente o canal com resposta impulsiva h(z) = 1 − 0.6z−1, modulac¸a˜o BPSK, sem
adic¸a˜o de ru´ıdo e um equalizador com dois coeficientes, foi simulada a convergeˆncia do
algoritmo quando inicializado em diversos pontos, com λ = 0.95 e com λ = 0.6. Os
resultados sa˜o mostrados respectivamente nas figuras 4.30 e 4.31.
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Figura 4.30: Convergeˆncia do algoritmo GCMA, canal h(z) = 1− 0.6z−1, paraˆmetros:
µ = 0.0025 e λ = 0.97
Observe enta˜o como, no caso em que λ = 0.6, surge um vale de mı´nimos locais
espu´rio. Chamamos de “espu´rio” pois este na˜o e´ um mı´nimo local proveniente direta-
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Figura 4.31: Convergeˆncia do algoritmo GCMA, canal h(z) = 1− 0.6z−1, paraˆmetros:
µ = 0.0025 e λ = 0.6
mente da func¸a˜o custo. Note que ele na˜o aparece na superf´ıcie de erro mostrada na
figura 3.5. Entretanto, neste ponto, e´ interessante relembrarmos como o GCMA foi
deduzido. Na verdade, o algoritmo e´ proveniente do que podemos chamar de uma
func¸a˜o custo “instantaˆnea”. Esta func¸a˜o pode realmente possuir um vale de mı´nimos
espu´rios dependente do paraˆmetro λ.
Este vale de mı´nimos espu´rio e´ altamente indeseja´vel ja´ que aumenta o risco do
algoritmo ficar preso em mı´nimos locais. Vale observar que, para o canal h(z) = 1 −
0.6z−1 utilizado aqui, o olho na sa´ıda do equalizador so´ pode ser considerado aberto
caso haja convergeˆncia para o mı´nimo global. Quando existe convergeˆncia para algum
mı´nimo local, a IIS residual fica muito alta, sendo que no mı´nimo local espu´rio, esta e´
ainda mais alta do que no mı´nimo local proveniente do crite´rio utilizado.
Ja´ para canais de fase na˜o mı´nima e equalizadores com um nu´mero maior de coe-
ficientes, tal ana´lise se torna bastante complexa. Nas simulac¸o˜es realizadas ate´ agora,
com inicializac¸a˜o center spike, na˜o foi observada esta convergeˆncia para mı´nimos locais
espu´rios em nenhum momento, ja´ que o CMA e o ASE na˜o possuem estes mı´nimos e
todos os algoritmos convergiram sempre para a mesma IIS residual.
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Figura 4.32: Comparac¸a˜o entre os algoritmos CMA, µ = 0.02, GCMA, µ = 0.02 e
λ = 0.55, ASE, βQ = 0.04 canal: h(z) = 0.3482 − 0.8704z−1 + 0.3482z−2; me´dia 100
simulac¸o˜es
A figura 4.32 ilustra um caso em que, como o valor de λ utilizado e´ muito baixo,
o algoritmo GCMA acaba convergindo para um valor de IIS residual mais alto do que
o ASE ou o CMA. Entretanto, comparando o valor do conjunto de coeficientes do
equalizador apo´s a convergeˆncia, observou-se que, a menos de um ganho constante (que
pode ser facilmente corrigido utilizando-se um CAG), os valores obtidos foram muito
pro´ximos para os treˆs algoritmos. A diferenc¸a existente era da ordem de 10−3, perfeita-
mente fact´ıvel ja´ que estamos considerando algoritmos recursivos obtidos atrave´s de
aproximac¸o˜es estoca´sticas. Assim, provavelmente este comportamento se deve mesmo
ao aumento do ru´ıdo de gradiente, por causa do baixo valor de λ.
Outro fator indeseja´vel observado durante as simulac¸o˜es foi que, dependendo dos
valores de passo de adaptac¸a˜o µ e fator de esquecimento λ, o algoritmo GCMA apre-
senta um comportamento oscilato´rio. A figura 4.33 ilustra este caso. Foi notado,
entretanto, que este desempenho indeseja´vel se deve mais ao passo de adaptac¸a˜o, que
ja´ esta´ muito pro´ximo do valor limite para o qual o algoritmo ainda converge, do que
ao fator de esquecimento. Aumentando-se o valor deste u´ltimo, o algoritmo deixa de
convergir. Escolhendo-se corretamente o valor de µ, como na figura 4.11 por exemplo,
este comportamento na˜o foi observado, mesmo utilizando-se valores baixos para λ.
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Figura 4.33: Comparac¸a˜o entre os algoritmos CMA, µ = 0.02, GCMA, µ = 0.02 e
λ = 0.55, ASE, βQ = 0.04 canal: h(z) = 0.3482− 0.8704z−1 + 0.3482z−2
4.4.2 Alterando a inicializac¸a˜o
Ate´ agora, a inicializac¸a˜o de todos os algoritmos foi feita utilizando-se o me´todo
center spike, com o coeficiente na˜o nulo sempre com mo´dulo igual a 1. Segundo a
literatura, esta e´ a melhor inicializac¸a˜o para o CMA e, portanto, tambe´m para o ASE,
devido a` equivaleˆncia entre os dois, ja´ discutida anteriormente.
No entanto, observando-se a forma como o GCMA converge, podemos esperar que,
inicializando os coeficientes do equalizador mais pro´ximos da reta determinada pelo vale
de soluc¸o˜es, o algoritmo convirja mais ra´pido para a soluc¸a˜o desejada, pois a distaˆncia
que ele precisa percorrer para atingir a soluc¸a˜o sera´ menor. Da mesma forma, se
inicializa´ssemos o CMA ou o ASE pro´ximos de seus pontos cr´ıticos, estes tambe´m con-
vergiriam mais rapidamente. Entretanto, a localizac¸a˜o destes pontos na˜o e´ conhecida.
Observando-se mais uma vez a figura 4.30, veˆ-se que os vales de soluc¸o˜es cruzam a
origem do plano determinado pelos coeficientes do equalizador. Assim, quanto mais
pro´ximo da origem o algoritmo GCMA for inicializado, mais pro´ximo ele estara´ dos
vales de soluc¸o˜es e portanto, podemos esperar que ele convirja mais rapidamente. Note
que a func¸a˜o custo do GCMA na˜o e´ definida quando todos os coeficientes do equalizador
forem nulos pois, neste ponto, seu denominador E2 [|y|2] tambe´m sera´ nulo. Podemos,
no entanto, inicializar os coeficientes com valores menores do que 1, mas significativos
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o suficiente para que o algoritmo funcione corretamente.
Assim, mantendo a inicializac¸a˜o como center spike mas fazendo o coeficiente na˜o
nulo igual a -0.3, em vez de -1, simulamos o algoritmo GCMA e comparamos com o
ASE inicializado com -1. Foram utilizados os canais com zeros em 0.2 e 5 e em 0.5 e
2, modulac¸a˜o BPSK, sem ru´ıdo. Os resultados obtidos sa˜o mostrados respectivamente
nas figuras 4.34 e 4.35.
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Figura 4.34: Comparac¸a˜o entre os algoritmos GCMA inicializado com [0 ... 0 − 1 0 ... 0]:
µ = 0.03 e λ = 0.65, inicializando com [0 ... 0 − 0.3 0 ... 0]: µ = 0.0035 e λ = 0.7 ASE,
βQ = 0.06 canal: h(z) = 0.1856− 0.9650z−1 + 0.1856z−2; me´dia 100 simulac¸o˜es
E´ poss´ıvel observar, portanto, que existe um ganho em termos de velocidade de
convergeˆncia, apesar do algoritmo continuar na˜o atingindo o desempenho do ASE. No
caso da figura 4.34 vemos um ganho de um pouco menos de 200 iterac¸o˜es e, no caso do
canal mostrado em 4.35, houve um ganho de 2000 iterac¸o˜es. Para o canal com zeros
em 0.8 e 1.25, na˜o houve ganho nem perda de desempenho.
A desvantagem, entretanto, deste me´todo, e´ que o algoritmo se torna um pouco
mais insta´vel, sendo necessa´rio um valor de passo de adaptac¸a˜o bem menor (da ordem
de 0.1) do que o utilizado quando a inicializac¸a˜o e´ feita com o coeficiente na˜o nulo
igual a 1. Utilizando-se valores menores do que 0.3 para o coeficiente na˜o nulo, na˜o foi
observada nenhuma melhora maior no desempenho, ale´m do fato de que quanto menor
for este valor, menor deve ser o passo de adaptac¸a˜o utilizado.
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Figura 4.35: Comparac¸a˜o entre os algoritmos GCMA inicializado com [0 ... 0 − 1 0 ... 0]:
µ = 0.0018 e λ = 0.8, inicializando com [0 ... 0 − 0.3 0 ... 0]: µ = 0.00025 e λ = 0.8,
ASE, βQ = 0.0036 canal: h(z) = 0.3482− 0.8704z−1+0.3482z−2; me´dia 100 simulac¸o˜es
4.4.3 Alterando o passo de adaptac¸a˜o
Como vimos, o melhor desempenho do algoritmo ASE deve-se a` multiplicac¸a˜o do
termo correspondente ao gradiente pela matriz Q. Este comportamento e´ facilmente
explicado ja´ que a matriz representa uma operac¸a˜o de pre´-branqueamento do sinal de
entrada do equalizador. Incluindo esta matriz no passo de adaptac¸a˜o do algoritmo
CMA, e´ fa´cil observar por (4.3) e (4.4) que este novo algoritmo sera´ igual ao ASE, ja´
que o fator δ, existente neste u´ltimo, pode ser incorporado ao passo do algoritmo, β.
Entretanto, qual seria o efeito de realizar esta alterac¸a˜o no algoritmo GCMA?
A equac¸a˜o deste novo algoritmo, considerando o caso real, sera´:
wn+1 = wn − µ
z¯2
Qn
(
y3nun −Ry
′
b+ y2nb− ynunz¯
)
(4.22)
onde a matriz Qn sera´ calculada da mesma forma que no algoritmo ASE.
As figuras 4.36 e 4.37 mostram os resultados obtidos simulando-se este novo algo-
ritmo e comparando com o ASE. Foram simulados os canais com zeros em 0.5 e 2, e
0.8 e 1.25 respectivamente, sem ru´ıdo e a modulac¸a˜o utilizada foi BPSK. Como era es-
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perado, o algoritmo converge bem mais rapidamente do que no caso em que na˜o existe
a matriz, chegando a ter um desempenho bastante pro´ximo daquele obtido pelo ASE.
No entanto, vale ressaltar que seu custo computacional tambe´m aumenta bastante.
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Figura 4.36: Comparac¸a˜o entre os algoritmos ASE, β = 0.02 e GCMA com a matriz Q,
µ = 0.02 e λ = 0.7, canal: h(z) = 0.3482−0.8704z−1+0.3482z−2; me´dia 100 simulac¸o˜es
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Figura 4.37: Comparac¸a˜o entre os algoritmos ASE, µ = 0.001 e GCMA com a matriz
Q, µ = 0.001 e λ = 0.65, canal: h(z) = 0.4015 − 0.8231z−1 + 0.4015z−2; me´dia 100
simulac¸o˜es
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4.5 Conclusa˜o
Neste cap´ıtulo, analisamos o desempenho dos algoritmos ASE, CMA, GCMA e
GCMA2, atrave´s de simulac¸o˜es para diversos canais, modulac¸o˜es e mesmo com a adic¸a˜o
de ru´ıdo. Vimos que o algoritmo ASE possui um desempenho muito melhor que os
outros para a grande maioria dos casos estudados, principalmente quando os zeros
da resposta impulsiva do canal esta˜o pro´ximos ao c´ırculo unita´rio no plano z. Tal
comportamento se deve a` presenc¸a da matriz Q, que pode ser vista como uma operac¸a˜o
de pre´-branqueamento do sinal de entrada do equalizador.
Ja´ com relac¸a˜o ao GCMA, vimos que seu desempenho pode ser bem melhor do que
o obtido pelo CMA, possuindo um custo computacional bem menor do que o ASE.
Entretanto, ele perde desempenho conforme os zeros do canal se aproximam do c´ırculo
unita´rio, situac¸a˜o na qual seu desempenho se aproxima do obtido pelo CMA. Analisando
mais detalhadamente seu algoritmo, vimos que ele pode ser visto como a soma de
dois termos, um semelhante ao gradiente dos demais algoritmos e outro que surge
da forma como foi deduzido, utilizando-se uma aproximac¸a˜o estoca´stica pouco usual.
Apesar deste segundo termo se anular em me´dia, sua presenc¸a e´ essencial para o bom
desempenho do algoritmo.
Atrave´s de simulac¸o˜es, vimos o efeito do fator de esquecimento λ no desempenho
do algoritmo, concluindo que este sempre deve estar o mais pro´ximo poss´ıvel de 1. Foi
mostrado tambe´m que a inicializac¸a˜o com center-spike tendo o coeficiente na˜o nulo com
mo´dulo igual a 1 talvez na˜o seja a melhor, ja´ que inicializando o algoritmo mais pro´ximo
da configurac¸a˜o trivial (todos os coeficientes nulos), ele tambe´m estara´ mais pro´ximo
dos vales de soluc¸o˜es e podera´ convergir mais rapidamente.
Poder´ıamos dizer portanto que o bom desempenho do algoritmo na˜o se deve exata-
mente a` flexibilizac¸a˜o do raio da constelac¸a˜o mas sim a` forma como este foi obtido.
A possibilidade de convergeˆncia para um vale de soluc¸o˜es, pode trazer algumas van-
tagens como o fato do algoritmo convergir mais rapidamente quando inicializado mais
pro´ximo da origem no espac¸o de paraˆmetros do equalizador, mas vimos que por exemplo
o GCMA2, obtido atrave´s do me´todo de aproximac¸a˜o estoca´stica cla´ssico e mesmo o
GCMAI , apesar de tambe´m convergirem para vales de soluc¸o˜es, apresentaram desem-
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penhos ruins, se mostrando insta´veis e divergindo facilmente. Assim, a estabilidade do
algoritmo e seu bom desempenho se devem realmente a` forma como foi deduzido.
Cap´ıtulo 5
Concluso˜es e Perspectivas
A ana´lise de crite´rios e algoritmos autodidatas deve ser sempre muito cuidadosa
no sentido de observar semelhanc¸as e diferenc¸as com relac¸a˜o a crite´rios e algoritmos
ja´ existentes. Nos u´ltimos anos temos visto um nu´mero muito grande de publicac¸o˜es
sugerindo novos crite´rios e algoritmos, e alguns, se analisados mais detalhadamente,
revelam-se equivalentes, ou mesmo iguais, aos ja´ existentes.
A equivaleˆncia entre os crite´rios do mo´dulo constante e Shalvi-Weinstein com restri-
c¸a˜o de poteˆncia, garantindo que o sinal na sa´ıda do equalizador tera´ a mesma poteˆncia
do sinal inicialmente transmitido, ja´ e´ um resultado consolidado na literatura. Mostra-
mos aqui que o crite´rio do mo´dulo constante generalizado e´ igual ao de Shalvi-Weinstein
sem restric¸a˜o de poteˆncia, a menos de uma constante. Conclu´ımos enta˜o que, em
termos de crite´rio, na˜o ha´ nele nenhuma caracter´ıstica propriamente nova. Observou-
se, entretanto, que crite´rios sem a restric¸a˜o de poteˆncia ainda na˜o haviam sido estudados
mais detalhadamente na literatura. Em sua comparac¸a˜o com o crite´rio CM, viu-se que
o crite´rio GCM pode ser entendido como considerando uma flexibilizac¸a˜o do raio da
constelac¸a˜o.
Por outro lado, a forma como o algoritmo GCMA foi deduzido e´ bastante interessante
e traz novos elementos a` discussa˜o. Basicamente, embora decorrentes de um mesmo
crite´rio, a diferenc¸a entre os algoritmos super-exponencial e GCMA esta´ na forma como
foram deduzidos, considerando-se tambe´m que o primeiro utiliza a restric¸a˜o de poteˆncia,
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enquanto o segundo na˜o utiliza esta restric¸a˜o. Vimos, atrave´s de simulac¸o˜es, que o
GCMA apresenta um bom desempenho, com velocidade de convergeˆncia superior ao
CMA, apresentando um custo computacional menor que o ASE. Intuitivamente, pode-
mos dizer que, enquanto a direc¸a˜o do gradiente no algoritmo ASE e´ rotacionada pela
matriz Q, de forma a apontar para a soluc¸a˜o procurada, no GCMA temos a adic¸a˜o
de um termo, que tambe´m ajuda a direcionar o vetor gradiente na direc¸a˜o desejada.
Utilizando-se diversos canais e modulac¸o˜es, observou-se que o GCMA converge para
um intervalo maior de valores de passos de adaptac¸a˜o do que o CMA. Entretanto, ele
perde desempenho conforme os zeros da resposta impulsiva do canal se aproximam do
c´ırculo unita´rio no plano z. Foi visto tambe´m, atrave´s da comparac¸a˜o do GCMA com
o GCMA2, que seu bom desempenho na˜o e´ exatamente proveniente da flexibilizac¸a˜o
do raio da constelac¸a˜o, ja´ que esta e´ uma caracter´ıstica dos dois algoritmos citados,
mas sim da forma como foi deduzido, utilizando-se uma aproximac¸a˜o estoca´stica pouco
usual.
Tendo sido vistos enta˜o os principais resultados deste trabalho, podemos resumir as
contribuic¸o˜es desta tese da seguinte forma:
• Esclarecimento de algumas questo˜es na˜o muito claras na literatura, como a
func¸a˜o da restric¸a˜o de poteˆncia do crite´rio de Shalvi-Weinstein na demonstrac¸a˜o
de sua equivaleˆncia com o crite´rio CM.
• Proposta alternativa de se enxergar a relac¸a˜o entre o crite´rio CM e Shalvi-
Weinstein, atrave´s dos vetores gradiente.
• Inclusa˜o do crite´rio GCM, que na˜o possui restric¸a˜o de poteˆncia, na ana´lise das
equivaleˆncias entre os crite´rios.
• Estudo da consequeˆncia do me´todo pouco usual de aproximac¸a˜o estoca´stica e
sua consequ¨eˆncia na deduc¸a˜o do algoritmo GCMA.
• Comparac¸a˜o dos algoritmos em termos de velocidade de convergeˆncia e desajuste
• Considerac¸o˜es sobre os efeitos dos paraˆmetros envolvidos no algoritmo GCMA
sobre o seu desempenho
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Da ana´lise realizada para o algoritmo GCMA, podemos propor, como continuac¸a˜o
deste trabalho, uma ana´lise mais detalhada quanto ao intervalo de valores que o passo
de adaptac¸a˜o pode assumir e mesmo uma ana´lise quanto ao passo de adaptac¸a˜o o´timo
para o algoritmo.
Uma continuac¸a˜o natural deste trabalho seria a extensa˜o do estudo de equivaleˆncias
entre crite´rios e algoritmos para o caso multi-usua´rio, que tem sido bastante estu-
dado ultimamente e esta´ diretamente relacionado a` busca de uma soluc¸a˜o para duas
desvantagens dos algoritmos baseados em estat´ısticas de ordem superior estudados aqui:
convergeˆncia lenta e a existeˆncia de mı´nimos locais indeseja´veis. Esta nova forma de
equalizac¸a˜o vem, sena˜o para resolver, pelo menos para procurar diminuir estes proble-
mas.
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Apeˆndice
A demonstrac¸a˜o da veracidade de (2.68) e´ baseada na utilizac¸a˜o de uma outra
varia´vel q definida como
q(t) = s+ tr (A.1)
onde t e´ um escalar real qualquer, de forma que q varrera´ T conforme r varra T.
Introduz-se enta˜o esta nova func¸a˜o:
D2p = [f2p(q(t))]
2p =
∑∞
k=0 |qk(t)|2p
(
∑∞
k=0 |qk(t)|2)p
(A.2)
e supo˜e-se que s tenha norma `2 unita´ria.
Temos enta˜o que s0 ∈ T e´ um ponto estaciona´rio de D2p se e somente se a derivada
direcional se anular em s0 para todos os vetores direcionais r ∈T. Matematicamente,
podemos escrever como:
dD2p(q(t))
dt
∣∣∣∣
t=0
= 0, para todo r ∈ T (A.3)
Calculando-se a derivada direcional e igualando a zero, conclui-se que a seguinte
expressa˜o deve ser satisfeita:
s¯〈2p−1〉⊥ r− 〈s, r〉s, para todo r ∈ T (A.4)
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onde ⊥ denota ortogonalidade e 〈·, ·〉 denota o produto interno em `2, ou seja,
〈s, r〉 =
∑
k
s∗krk (A.5)
Introduz-se, portanto, o complemento ortogonal do attainable set, denominado T⊥.
Podemos tambe´m decompor T em um subespac¸o unidimensional, colinear com s0 ∈ T
e seu complemento ortogonal:
Ts , {x ∈ T : x = αs para algum escalar α}
T⊥s , {x ∈ T : x ⊥ s} (A.6)
Como r ∈T, o termo r − 〈s, r〉s tambe´m pertence a T mas e´ ortogonal a s pois,
lembrando que este possui norma `2 unita´ria,
〈s, r− 〈s, r〉s〉 =
∑
k
s∗krk − 〈s, r〉|sk|2 = 0 (A.7)
Portanto, r− 〈s, r〉s ∈ T⊥s para todo r ∈ T. Assim, (A.4) e´ va´lida se e somente se a
projec¸a˜o de s¯〈2p−1〉 em T⊥s for nula, o que, segundo (A.6) significa que a projec¸a˜o de
s¯〈2p−1〉 ao longo de T se reduz a` sua projec¸a˜o ao longo de Ts, ou seja,
PT (s
¯〈2p−1〉) = αs, para algum escalar α (A.8)
Para completar a demonstrac¸a˜o, com s tendo norma unita´ria, e´ mostrado que
α = 〈s, αs〉 = (f2p(s))2p.
Desta forma, para o caso do equalizador sub-parametrizado onde PT 6= I, (A.8)
pode ser escrita como s¯〈2p−1〉− αs = b para algum b ∈ T⊥. Como b na˜o e´ conhecido
a priori, na˜o e´ poss´ıvel se encontrar uma soluc¸a˜o em forma fechada para s. Busca-se
portanto, resolver o problema de forma iterativa, como mostrado em (2.71).
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