Abstract-In autonomic provisioning, a resource manager allocates resources to an application, on-demand, e.g., during load spikes. Modelling-based approaches have proved very successful for provisioning the web and application server tiers in dynamic content servers. On the other hand, accurately modelling the behavior of the back-end database server tier is a daunting task. Hence, automated provisioning of database replicas has received comparatively less attention. This paper introduces a novel pro-active scheme based on the classic K-nearest-neighbors (KNN) machine learning approach for adding database replicas to application allocations in dynamic content web server clusters. Our KNN algorithm uses lightweight monitoring of essential system and application metrics in order to decide how many databases it should allocate to a given workload. Our pro-active algorithm also incorporates awareness of system stabilization periods after adaptation in order to improve prediction accuracy and avoid system oscillations. We compare this pro-active selfconfiguring scheme for scaling the database tier with a reactive scheme. Our experiments using the industry-standard TPC-W e-commerce benchmark demonstrate that the pro-active scheme is effective in reducing both the frequency and peak level of SLA violations compared to the reactive scheme. Furthermore, by augmenting the pro-active approach with awareness and tracking of system stabilization periods induced by adaptation in our replicated system, we effectively avoid oscillations in resource allocation.
I. INTRODUCTION
Autonomic management of large-scale dynamic content servers has recently received growing attention [1] , [2] , [3] , [4] due to the excessive personnel costs involved in managing these complex systems. This paper introduces a new pro-active resource allocation technique for the database back-end of dynamic content web sites.
Dynamic content servers commonly use a three-tier architecture (see Figure 1 ) that consists of a front-end web server tier, an application server tier that implements the business logic, and a back-end database tier that stores the dynamic content of the site. Gross hardware over-provisioning for each workload's estimated peak load can become infeasible in the short to medium term, even for large sites. Hence, it is important to efficiently utilize available resources through dynamic resource allocation, i.e., on-demand provisioning for all active applications. One such approach, the Tivoli ondemand business solutions [3] , implements dynamic provisioning of resources within the stateless web server and application
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University of Toronto Toronto, Canada Email: {gokul, amza}@eecg.toronto.edu server tiers. However, dynamic resource allocation among applications within the stateful database tier, which commonly becomes the bottleneck [5] , [6] , has received comparatively less attention. Recent work suggests that fully-transparent, tierindependent provisioning solutions can be used in complex systems that contain persistent state such as the database tier as well [1] , [4] . These solutions, similar to Tivoli, treat the system as a set of black boxes and simply add boxes to a workload's allocation based on queuing models [1] , utility models [4] , [7] or marketplace approaches [8] . In contrast, our insight in this paper is that for a stateful system, such as a database tier, off-line system training coupled with on-line system monitoring and tracking system stabilization after triggering an adaptation are key features for successful provisioning.
We build on our previous work [9] in the area of database provisioning. As in our previous work, our goal is to keep the average query latency for any particular workload under a predefined Service Level Agreement (SLA) value. Our previous work achieves this goal through a reactive solution [9] , where a new database replica is allocated to a dynamic content workload in response to load or failure-induced SLA violations.
In this paper, we introduce a novel pro-active scheme that dynamically adds database replicas in advance of predicted need, while removing them in underload in order to optimize resource usage. Our pro-active scheme is based on a classic machine learning algorithm, K-nearest-neighbors (KNN), for predicting resource allocation needs for workloads. We use an adaptive filter to track load variations, and the KNN classifier to build a performance model of database clusters. The learning phase of KNN uses essential system and application metrics, such as, the average throughput, the average number of active connections, the read to write query ratio, the CPU, I/O and memory usage system-level statistics. We train the performance model on these metrics during a variety of stable system states using different client loads and different numbers of database replicas. Correspondingly, our pro-active dynamic resource allocation mechanism uses active monitoring of the same database system and application metrics at run-time. Based on the predicted load information and the trained KNN classifier, the resource manager adapts on-line and allocates the number of databases that the application needs in the next time slot under varying load situations.
While pro-active provisioning of database replicas is appealing, it faces two inter-related challenges: 1) the unpredictable delay of adding replicas and 2) the instability of the system after triggering an adaptation. Adding a new database replica is a time-consuming operation because the database state of the new replica may be stale and must be brought up-to-date via data migration. In addition, the buffer cache at the replica needs to be warm before the replica can be used effectively. Thus, when adding a replica, the system metrics might show abnormal values during system stabilization e.g., due to the load imbalance between the old and newly added replicas. We show that a pro-active approach that disregards the needed period of system stabilization after adaptation induces system oscillations between rapidly adding and removing replicas. We incorporate awareness of system instability after adaptation into our allocation logic in order to avoid such oscillations. Some form of system instability detection based on simple on-line heuristics could be beneficial when incorporated even in a reactive provisioning technique [9] . On the other hand, our pro-active technique can detect and characterize periods of instability with high accuracy due to its system training approach. During training on a variety of system parameters, the system learns their normal ranges and the normal correlations between their values, resulting in more robust instability detection at run-time.
Our prototype implementation interposes an autonomic manager tier between the application server(s) and the database cluster. Instead, we use the k-nearest-neighbor (KNN) classifier, a machine learning approach which considers multiple features in the system. KNN is an instance-based learning algorithm and has been widely applied in many areas such as text classification [10] . In KNN, a classification decision is made by using a majority vote of k "nearest" neighbors based on a similarity measure, as follows:
. Figure 2 shows the architecture of our dynamic content server. In our system, a set of schedulers, one per application is interposed between the application and the database tiers.
The scheduler tier distributes incoming requests to a cluster of database replicas. Each scheduler' upon receiving a query from the application server sends the query using a read-one, write-all replication scheme to the replica set allocated to the application. The replica set is chosen by a resource manager that makes the replica allocation and mapping decisions across the different applications.
The scheduler uses our Conflict-Aware replication scheme [12] for achieving one-copy serializability [13] 2) Potential for Oscillations in Allocation: Oscillations in database allocations to workloads may occur during system instability induced by adaptations or rapidly fluctuating load. Assume an adaptation is necessary due to a burst in client traffic. Since our database scheduler cannot directly measure the number of clients, it infers the load by monitoring various system metrics instead. In the simplest case, the scheduler infers the need to adapt due to an actual latency SLA violation. However, during the adaptation phases, i.e., data migration, buffer pool warmup and load stabilization, the latency will be high or may even temporarily continue to increase as shown in Figure 3 . Latency sampling during this potentially long time is thus not necessarily reflective of a continued increase in load, but of system instability after an adaptation is triggered. If In more detail, Figure 5 shows the main process of our pro-active provisioning scheme. The scheduler of each application works as the application performance monitor and is responsible for collecting various system load metrics and reporting these measured data to the global resource manager (controller). The In our approach, if the system is detected to be in an unstable state, we suppress taking any decisions until the system is stable.
C. Implementation Details
There are various filter and classifier algorithms that can fit into our pro-active replication provisioning scheme. We take the ease of the implementation and their promptness as our selection principles. 1) Filter: We use a critically damped g-h filter [14] to track the variations of our load metrics. This filter minimizes the sum of the weighted errors with the decreasing weights as the data gets older; i.e., the older the error, the less it matters. It does this by weighting the most recent error by unity, the next most recent error by a factor e) (where e) < 1), the next error by ()2, the next error by &3, and so on.
The filtering equations are as follows:
1,n -n,n-I + (Yn Xn,n-I X* X* 1 + T (* tn+ 1 ,n n n,n-1+Tn+ 1,n + gn (Yn -Xn*,n-1 ) We run the TPC-W benchmark that is described in more detail below. It is implemented using three popular open source software packages: the Apache web server [15] , the PHP web-scripting/application development language [16] and the MySQL database server [17] 
VII. EXPERIMENTAL RESULTS

A. System Training
In this section, we describe our training phase and its effect on the assigned weights for our pre-selected system features.
We train our system on the TPC-W shopping mix with database configurations of 1 through 8 replicas and client loads from 30 to 220 clients under stable states. The weights of features in the TPC-W shopping mix obtained from the training phase on this mix are listed here in the order of importance: the average number of active connections, the average query throughput, the read/write ratio, the CPU usage, the Lock ratio, the memory usage and the I/O usage. The TPC-W shopping mix has significant locality of access. Hence, it is not an I/O intense workload. This explains the low relevance of I/O usage. Furthermore, the MySQL database management system does not free the memory pages for TPC-W even if it is in under-load, so memory usage also has low relevance for inferring the load level. On the other hand, contrary to our intuition, the lock ratio does not show a high association with the load level. The lock ratio could, however, show higher relevance for larger cluster configurations.
B. Pro-active Approach without Stability Awareness
In this section, we show the influence of system metric instability during adaptation. Time (seconds) Fig. 6 . Latency variation while the system adapts from 2 to 3 databases.
when system metrics are varying wildly immediately after an adaptation. In order to explain the oscillations, Figure 6 zooms into a small time period of the previous adaptation graph (between Figure 7 (a). As we can see from Figure 7 (c), the proactive approach triggers replica adding actions earlier than the reactive approach, because it performs future load prediction. In contrast, the pro-active removal is slightly slower than the reactive database removal because we use a conservative decision regarding when the system is sufficiently stable to accurately decide on removal. Figure 7(d) shows the comparison of average query latency for these two approaches. As a result of the earlier resource adaptations of the pro-active provisioning, this approach registers fewer SLA violations than the reactive approach. Furthermore, the degree of SLA violations, reflected in the average latency peaks, is also reduced compared to the reactive approach.
2) Sudden Load Spike Scenario: We use our client emulator to emulate a load function with a sudden spike, shown in Figure 8 (a).
From Figure 8 (c), we see that neither scheme can avoid SLA violations when the load jump happens, since the change is too abrupt to predict. However, the pro-active provisioning has a lower SLA violation peak and duration than the reactive provisioning approach. Specifically, the pro-active approach reaches a query latency peak of 2 seconds, and the SLA violations last around 50 seconds while the reactive approach reaches a query latency peak of 5 seconds, and its corresponding SLA violations last more than 2 minutes.
The reactive provisioning is much slower in its adaptation because it needs to obtain feedback from the system after each database addition. It does not know how many databases it should add, so it has to add the databases one at a time. In contrast, the pro-active approach can predict how many databases the system needs for the current and predicted load and it is able to trigger several simultaneous additions in advance of need. Figure 8(b) shows that the pro-active scheme adds 3 databases in a batch by requesting 3 databases simultaneously, while the reactive approach needs to add the 3 databases sequentially.
D. Robustness of the Pro-active Approach
In this section, we show that our pro-active scheme is relatively robust to some degree of on-line variation in workload mix and different load patterns given a fixed training data set.
Figures 9(a) and 9(b) show how our pro-active approach adapts on-line under a workload request mix different than the one it has been trained with. In particular, we train the system on a data set corresponding to stable load scenarios for the TPC-W shopping mix as before. We then show online adaptations for running TPC-W with the browsing mix. The browsing mix contains a different query mix composition than the shopping mix (with 5% versus 20% write queries). We use the same sine load function as before. We can see that our pro-active scheme adapts quite well to load increases, minimizing the number of SLA violations. It adapts less well to load decreases, however, by retaining more databases than strictly necessary. This effect is most obvious towards the end of the run. Figure 10 shows the robustness of our learning-based approach under a step load function. Figure 10(a) shows the step function and the evolution of the instantaneous number of active client connections (as opposed to thinking clients) as measured at the emulator induced by this load function. Figure 10(b) shows that the allocation of the pro-active scheme is stable while the reactive scheme may register some oscillations in allocation if the thresholds it uses are not tuned. We run the reactive scheme in two configurations, pre-tuned and untuned by using to different values for the ImbalanceThreshold, which governs the scheme's heuristic instability detection. We use a threshold of 10% load imbalance with a time-out of 2 minutes for a pre-tuned reactive approach and a random value of these parameters for the other reactive graph shown in the Figure. We can see that the reactive scheme registers allocation oscillations which also incur latency SLA [22] . The parameters are only valid for the tuned workload and not applicable for controlling other workloads. In addition, none of these controllers incorporate the fact that the effects of control actions may not be seen immediately and the fact that the system may be instable immediately after adaptation.
Cohen et al. [24] propose using a tree-augmented Bayesian network (TAN) to discover correlations between system metrics and service level objectives (SLO). Through training, the TAN discovers the subset of system metrics that lead to SLO violations. While this approach predicts violations and compliances with good accuracy, it does not provide any information on how to adapt to avoid SLO violations. In contrast, our prediction scheme determines how many replicas must be added to maintain SLO compliance.
Our study builds on recently proposed transparent scaling through content-aware scheduling in replicated database clusters [25] , [26] , [27] . On the other hand, these systems do not investigate database replication in the context of dynamic provisioning. While Kemme et al. [25] proposes algorithms for database cluster reconfiguration, the algorithms are not evaluated in practice. Our paper studies efficient methods for dynamically integrating a new database replica into a running system and provides a thorough system evaluation using realistic benchmarks.
Finally, our work is related but orthogonal to ongoing projects in the areas of self-managing databases that can self- optimize based on query statistics [28] , and to recent work in automatically reconfigurable static content web servers [29] and application servers [30] .
IX. CONCLUSIONS AND FUTURE WORK
In this paper, we address autonomic provisioning in the context of dynamic content database clusters. We introduce a novel pro-active scheme based on the classic K-nearestneighbors (KNN) machine learning approach for adding database replicas to application allocations based on: i) load predictions, ii) extensive off-line measurements of system and application metrics for stable system states and iii) lightweight on-line monitoring that does not interfere with system scaling.
We use a full prototype implementation of both our proactive approach and a previous reactive approach to dynamic provisioning of database replicas. Overall, our experimental results show that our KNN-based pro-active approach is a promising approach for autonomic resource provisioning in dynamic content servers. Compared to the previous reactive approach, the pro-active approach has the advantage of promptness in sensing the load trend and its ability to trigger several database additions in advance of SLA violations. By and large our pro-active approach avoids SLA violations under load variations. For unpredictable situations of very sudden load spikes, the pro-active approach can alleviate the SLA violations faster than the reactive approach even if SLA violations do occur in this case. Finally, off-line training on system-level information is also useful for recognizing periods of instability after triggering adaptations. Detecting unstable system states reduces the prediction errors of the pro-active approach in such cases.
The assumption of our prediction algorithm (KNN) is that the distribution of real data is similar to our training data. Hence, if the incoming traffic and our training set differ greatly, our scheme is unable to make informed decisions. In our future work, we will explore advanced machine learning algorithms which can effectively do outlier detection, hence can identify whether the current workload is similar with our training set. If no match is detected, our resource manager will disable the pro-active scheme, and revert to a more conservative reactive scheme. On the other hand, we would like to explore online training algorithms that automatically use the most recent workload features as training data. In addition, we will explore advanced adaptive filters to smooth measurement errors and transient load variations.
