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In 2003 the author has associated with every coﬁnite inverse system of compact Hausdorff
spaces X with limit X and every simplicial complex K (possibly inﬁnite) with geometric
realization P = |K | a resolution R(X, K ) of X × P , which consists of paracompact spaces.
If X consists of compact polyhedra, then R(X, K ) consists of spaces having the homotopy
type of polyhedra. In two subsequent papers the author proved that R(X, K ) is a covariant
functor in each of its variables X and K . In the present paper it is proved that R(X, K ) is
a bifunctor. Using this result, it is proved that the Cartesian product X × Z of a compact
Hausdorff space X and a topological space Z is a bifunctor SSh(Cpt) × Sh(Top) → Sh(Top)
from the product category of the strong shape category of compact Hausdorff spaces
SSh(Cpt) and the shape category Sh(Top) of topological spaces to the category Sh(Top).
This holds in spite of the fact that X × Z need not be a direct product in Sh(Top).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let X = (Xλ, pλλ′ ,Λ) be a coﬁnite inverse system of compact Hausdorff spaces with limit p = (pλ) : X → X and let K
be a simplicial complex with geometric realization P = |K |. In [5] the author has associated with X and K a resolution of
the Cartesian product X × P , called the standard resolution (there it was called basic construction). It is a particular inverse
system Y = (Yμ,qμμ′ ,M) together with a mapping q = (qμ) : X× P → Y of X× P , satisfying conditions (R1) and (R2), which
make q a resolution of X × P in the sense of [4] or [9]. All members Yμ of Y are paracompact spaces. If the members Xλ
of X are compact polyhedra, then the members Yμ of Y belong to the class HPol of spaces having the homotopy type of a
polyhedron. When discussing functorial properties of the standard resolution Y of X × |K |, we will be using the notations
Y XK or R(X, K ), making both variables X and K visible. The deﬁnition of the standard resolution is reproduced in Section 2
of this paper.
In [7] it was proved that with every coherent mapping f : X → X ′ between coﬁnite inverse systems of compact Haus-
dorff spaces one can associate a homotopy mapping g = R( f , K ) : R(X, K ) → R(X ′, K ) between the corresponding standard
resolutions. The homotopy class [g] of g depends only on the homotopy class [ f ] of f . Therefore, putting R([ f ], K ) = [g],
one obtains a function, which with every morphism [ f ] : X → X ′ of the coherent homotopy category CH(pro-Cpt) of coﬁ-
nite inverse systems of compact Hausdorff spaces associates a morphism R([ f ], K ) : R(X, K ) → R(X ′, K ) of the procategory
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S. Mardešic´ / Topology and its Applications 156 (2009) 2326–2345 2327pro-H(Top) of the homotopy category H(Top). Theorem 2 of [7] asserts that, for K ﬁxed, R( . ,K) : CH(pro-Cpt) → pro-H(Top)
is a (covariant) functor. The deﬁnition of g is reproduced in Section 2.
In [8] it was proved that with every simplicial mapping χ : K → K ′ one can associate a mapping hχ = R(X,χ) : R(X, K )→
R(X, K ′) such that, for X ﬁxed, R(X, . ) : Simpl → pro-Top is a (covariant) functor from the simplicial category Simpl to the
procategory pro-Top of the category Top of topological spaces (see [8, Theorem 1]). It was also shown that with every
mapping h : P → P ′ between polyhedra P , P ′ with triangulations K , K ′ one can associate mappings h : Y K → Y K ′ , which
all lie in the same homotopy class [h]. Moreover, this class remains unchanged if one replaces h by another representative
of the homotopy class [h]. Therefore, if one assigns to every polyhedron P a triangulation K and one deﬁnes R(X, P ) to be
the resolution R(X, K ), then putting R(X, [h]) = [h], one obtains a function, which with every morphism [h] : P → P ′ of the
homotopy category of polyhedra H(Pol) associates a morphism R(X, [h]) : R(X, P ) → R(X, P ′) of the procategory pro-H(Top)
of the homotopy category H(Top). Theorem 6 of [8] asserts that, for X ﬁxed, R(X, . ) : H(Pol) → pro-H(Top) is a (covariant)
functor. The deﬁnition of h is reproduced in Section 2.
One of the main results of the present paper is Theorem 1, proved in Section 5. It asserts that R(X, K ) is a bifunctor
from the product category CH(pro-Cpt) × Simpl to the category pro-H(Top). This means that R(X, K ) is a functor in each of
the two variables X and K and in addition, the following diagram commutes in pro-H(Top):
R(X, K ′)
R([ f ],K ′)
R(X, K )
H(R(X,χ))
R([ f ],K )
R(X ′, K ′) R(X ′, K ) ;
H(R(X ′,χ))
(1)
here [ f ] : X → X ′ is a morphism of CH(pro-Cpt), χ : K → K ′ is a simplicial mapping and H is the homotopy functor
H : pro-Top → pro-H(Top).
Using the above stated functorial properties of standard resolutions R(X, K ) of the Cartesian products X × |K |, where X
belongs to the class Cpt of compact Hausdorff spaces and K is a simplicial complex, one can obtain analogous functorial
shape properties of Cartesian products X × P , where X is from Cpt and P belongs to the class Pol of polyhedra. In particular,
in [7] the author has associated with every strong shape morphism F : X → X ′ and every polyhedron P a shape morphism
G = R(F , P ) : X × P → X ′ × P , deﬁned as follows. One ﬁrst associates with X a coﬁnite inverse system of compact polyhedra
X , whose inverse limit is X and one chooses a triangulation K of P . It is well known that to every strong shape mor-
phism F : X → X ′ corresponds a unique homotopy class [ f ] of coherent mappings f : X → X ′ . The class [ f ] determines
a morphism R([ f ], K ) : R(X, K ) → R(X ′, K ) of pro-H(Top). Finally, since q : X × P → R(X, K ) and q′ : X ′ × P → R(X ′, K )
are resolutions consisting of spaces from the class HPol, to the morphism R([ f ], K ) corresponds a unique shape morphism
G : X × P → X ′ × P . By deﬁnition, G is the desired shape morphism R(F , P ). Theorem 2 of [7] asserts that, for P ﬁxed, the
function which with every space X from Cpt associates the Cartesian product X × P and with every strong shape morphism
F : X → X ′ associates the morphism G = R(F , P ) is a (covariant) functor R( . , P ) : SSh(Cpt) → Sh(Top).
Since shape morphisms between polyhedra coincide with homotopy classes of mappings, in the shape category the
functoriality of X × P with respect to the second variable P reduces to proving the functoriality of the Cartesian product
X × P in the homotopy category H(Top). However, it is well known that in H(Top) the Cartesian product of two spaces is
the direct product of these spaces and the assertion immediately follows.
The question whether the Cartesian product X × P is a bifunctor is nontrivial, because X × P need not be the direct
product of X and P in Sh(Top) (see [1]). The question is answered in the aﬃrmative by Theorem 2 in Section 8 of the
present paper. Since we already know that X × P is a functor in both variables, the proof of the assertion reduces to
proving commutativity of the following diagram:
X × P ′
R(F ,P ′)
X × PS(1X×[h])
R(F ,P )
X ′ × P ′ X ′ × P ;S(1X ′×[h])
(2)
here F : X × X ′ is a strong shape morphism, [h] : P → P ′ is a homotopy class of mappings and S is the shape functor.
In Section 9 the functors R( . , P ) : SSh(Cpt) → Sh(Top), where P is a polyhedron, are used to deﬁne functors
R( . , Z) : SSh(Cpt) → Sh(Top) with R(X, Z) = X × Z , where X is from Cpt and Z is an arbitrary topological space. More-
over, it is shown that shape morphisms E : Z → Z ′ between topological spaces induce functorial shape morphisms
R(X, E) : X × Z → X × Z ′ . Finally, it is proved that the Cartesian product X × Z of a compact Hausdorff space X and a
topological space Z is a bifunctor (see Theorem 3), i.e., in addition to being a functor in both variables, for every strong
shape morphism F : X → X ′ between compact Hausdorff spaces and every shape morphism E : Z → Z ′ between topological
spaces, the following diagram commutes:
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R(F ,Z ′)
X × Z
R(F ,Z)
R(X,E)
X ′ × Z ′ X ′ × Z .
R(X ′,E)
(3)
2. Preliminaries
The basic deﬁnitions and notions from shape theory, which we use in the present paper can be found, e.g., in [4]. In
particular, this applies to inverse systems, mappings of inverse systems, homotopy mappings of inverse systems, coherent
mappings, homotopy classes of homotopy mappings, homotopy classes of coherent mappings, resolutions, shape and strong
shape morphisms, category Top of topological spaces, category Cpt of compact Hausdorff spaces, homotopy category H(Top),
shape category of topological spaces Sh(Top), strong shape category of compact Hausdorff spaces SSh(Cpt), shape functor
S : H(Top) → Sh(Top), strong shape functor S : H(Top) → SSh(Top), the forgetful functor E : SSh(Top) → Sh(Top). The paper
can be viewed as a continuation of [7] and [8]. Therefore, we try to use the same or slightly modiﬁed notation as in those
papers.
When there is no danger of misunderstanding, we may simplify the notation by omitting some variables. E.g., if we
consider the resolutions Y XK and Y X
′K (same K ), we may omit K and use the notation Y X and Y X
′
. If we consider
resolutions X × |K | → Y XK and X × |K ′| → Y XK ′ (same K ), we may denote them by qK and qK ′ , instead of qXK and qXK ′ .
We now brieﬂy recall the deﬁnition of the standard resolution q = (qμ) : X × |K | → Y = (Yμ,qμμ′ ,M) of X × |K |,
introduced in [5]. The index set M consists of all increasing functions μ : K → Λ, i.e., functions such that, for ζ,σ ∈ K ,
ζ  σ implies μ(ζ)  μ(σ ). Here ζ  σ means that ζ is a face of σ . By deﬁnition, for μ,μ′ ∈ K , μ  μ′ means that
μ(σ )μ′(σ ), for every σ ∈ K . To deﬁne the spaces Yμ , for μ ∈ M , one ﬁrst considers the coproduct
Y˜μ =
∐
σ∈K
(Xμ(σ ) × σ). (4)
Then Yμ is deﬁned as the quotient space
Yμ = Y˜μ/∼μ, (5)
where ∼μ denotes the equivalence relation generated by putting (x1,u1) ∼μ (x,u), for points (x1,u1) ∈ Xμ(ζ ) × ζ ⊆ Y˜μ and
(x,u) ∈ Xμ(σ) × σ ⊆ Y˜μ , whenever ζ  σ , x1 = pμ(ζ )μ(σ )(x) and t = t1. The corresponding quotient mapping is denoted by
φμ : Y˜μ → Yμ .
The bonding mappings qμμ′ : Yμ′ → Yμ , μμ′ , are the only mappings, for which
qμμ′φμ′ = φμq˜μμ′ , (6)
where q˜μμ′ : Y˜μ′ → Y˜μ is given by
q˜μμ′(x,u) =
(
pμ(σ )μ′(σ )(x),u
)
, (7)
for (x,u) ∈ Xμ′(σ ) × σ . Similarly, the mappings qμ : X × |K | → Yμ , for μ ∈ M , are the only mappings, for which
φμq˜μ = qμφ, (8)
where q˜μ : Y˜ → Y˜μ is given by
q˜μ(x,u) =
(
pμ(σ )(x),u
)
, (9)
and φ : Y˜ =∐σ∈K (X × σ) → Y is given by φ(x,u) = (x,u) ∈ Y × |K |, for (x,u) ∈ X × σ . Since qμ = qμμ′qμ′ , for μμ′ , the
mappings qμ : X × P → Yμ , μ ∈ M , form a mapping q = (qμ,M) : X × P → Y , which is the desired resolution of X × |K |.
We now quote from [7] the deﬁnition of the homotopy mapping g = (g, gμ) : Y X → Y X ′ , associated with a coherent
mapping f = ( f , fλ) : X → X ′ . The increasing function g : MX ′ → MX is deﬁned by putting g(μ) = fμ, for μ ∈ MX ′ . In
order to deﬁne the mappings gμ : Y Xg(μ) → Y X
′
μ , one considers, for every σ ∈ K , a particular cellular subdivision L(σ ) of σ ,
which has the property that L(σ ) ∩ ζ = L(ζ ), for ζ  σ and thus, L(K ) =⋃σ∈K L(σ ) is a subdivision of K . If σ ∈ K is an
n-simplex, each n-cell c ∈ L(σ ) is determined by a face τ  σ and by a permutation π of the set of vertices of σ , which
do not belong to τ . The corresponding n-cell c is then denoted by cτπ . In particular, if v0, . . . , vn are all the vertices of σ ,
i.e., σ = [v0, . . . , vn] and τ = [v0, . . . , vk], where 0 k n, then π can be viewed as a permutation of the set {k+ 1, . . . ,n}.
More precisely, if bσ is the barycenter of σ and we put
wσi =
1 (
vi + bσ
)
, 0 i  n (10)2
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(sometimes we write wσvi for w
σ
i ), then we put
cσ = [wσ0 , . . . ,wσn ], (11)
dτπ =
[
w0···k0 ,w
0···kπ(k+1)
0 , . . . ,w
0···kπ(k+1)···π(n)
0
]
, (12)
using abbreviations w0···kπ(k+1)···π(k+ j)0 , for w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 , 0 j  n − k. If τ = [v0, . . . , vk], sometimes we write[τ , vπ(k+1), . . . , vπ(k+ j)], for [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)]. By deﬁnition, cτπ is the direct sum
cτπ = cτ ⊕ dτπ ; (13)
its reference point is wτ0 .
Recall that the direct sum A ⊕ B of two convex polytopes in a real vector space V is deﬁned provided the aﬃne hulls
Aff(A) and Aff(B) intersect in a single point w . Then A ⊕ B = A + B − w and w is called the reference point of A ⊕ B (in
[7] and [8] it was called the base-point). Every element u ∈ A ⊕ B determines its projections s ∈ A, t ∈ B and u = s+ t − w .
An example of the subdivision L(σ ) is shown in Fig. 1, where σ = [v0, v1, v2].
We ﬁrst deﬁne mappings g˜μ : Y˜ Xg(μ) → Y X
′
μ , μ ∈ MX ′ . Then gμ : Y Xg(μ) → Y X
′
μ , is the only mapping such that
gμφg(μ) = g˜μ. (14)
In view of (4), to deﬁne the mappings g˜μ , it suﬃces to deﬁne the values g˜μ(x,u), for (x,u) ∈ X fμ(σ) × σ , σ ∈ K . If
dimσ = n, one considers the n-cells c = cτ ⊕dτπ , belonging to the subdivision L(σ ) and one deﬁnes mappings g˜cμ : X fμ(σ) ×
c → Y X ′μ , which have the property that, for n-cells c, c1 ∈ L(σ ), the mappings g˜cμ and g˜c1μ coincide on X fμ(σ) × (c ∩ c1) and
thus, determine the mapping g˜μ . Finally, to deﬁne g˜cμ , one ﬁrst deﬁnes mappings g
c
μ : X fμ(σ) × c → X ′μ(τ) × τ ⊆ Y˜ X
′
μ and
then one puts
g˜cμ = φμgcμ. (15)
It suﬃces to give formulae for gcμ in the case when σ = [v0, . . . , vn], τ = [v0, . . . , vk], 0  k  n, and π is a permu-
tation of the set {k + 1, . . . ,n}. Every point u ∈ c determines unique points s ∈ cτ and t ∈ dτπ such that u = s + t − wτ0 ,
where wτ0 is the reference point of c
τ ⊕ dτπ . Let ατ : cτ → τ be the aﬃne isomorphism, which maps the vertices
w0···k0 , . . . ,w
0···k
k of c
τ to the vertices v0, . . . , vk of τ and let βτπ : dτπ → n−k be the aﬃne isomorphism, which maps
the vertices w0···k0 ,w
0···kπ(k+1)
0 , . . . ,w
0···n
0 of d
τ
π to the vertices e0, . . . , en−k of the standard simplex n−k . Since τ =
[v0, . . . , vk] < [v0, . . . , vk, vπ(k+1)] < · · · < [v0, . . . , vn] = σ , application of the increasing function μ ∈ MX ′ yields the in-
creasing sequence μ(τ) = μ[v0, . . . , vk]  μ[v0, . . . , vk, vπ(k+1)]  · · ·  μ[v0, . . . , vn] = μ(σ ) in Λ′ , which we shortly
denote by (μ(τ ) · · ·μ(σ ))π . Finally, one puts
gcμ(x,u) =
(
f(μ(τ )···μ(σ ))π
(
x, βτπ (t)
)
,ατ (s)
)
, (16)
for u ∈ Xμ(σ) × c.
We now quote from [8] the deﬁnition of the mapping hχ = (hχ ,hχμ) : Y K → Y K ′ , associated with a simplicial mapping
χ : K → K ′ . The increasing function hχ : MK ′ → MK is deﬁned by putting hχ (μ) = μχ , for μ ∈ MK ′ . To deﬁne the mappings
hχμ : Y Kμχ → Y K ′μ , we ﬁrst deﬁne mappings h˜χμ : Y˜ Kμχ → Y˜ K ′μ , by putting
h˜χμ(x,u) =
(
x,χ(u)
)
, (17)
for (x,u) ∈ Xμχ(σ ) × σ . Then hχμ : Y Khχ (μ) → Y K
′
μ is the only mapping having the property that
hχμφμχ = φμh˜χμ. (18)
2330 S. Mardešic´ / Topology and its Applications 156 (2009) 2326–2345We also quote from [8] the deﬁnition of the homotopy class of mappings [h] : Y K → Y K ′ , associated with a mapping
h : P → P ′ between polyhedra P = |K | and P ′ = |K ′|. For any suﬃciently ﬁne subdivision K ∗ of K , there exist simplicial
approximations χ : K ∗ → K ′ of h, which induce homotopic mappings hχ : Y K ∗ → Y K ′ . Moreover, there exist simplicial
approximations ψ : K ∗ → K of the identity mapping 1 : |K ∗| = |K | → |K |, which induce homotopic mappings hψ : Y K ∗ →
Y K . These mappings are isomorphisms in pro-Top. Therefore, there is a unique homotopy class [h] : Y K → Y K ′ such that[
hχ
]= [h][hψ ]. (19)
The class [h] remains unchanged if K ∗ is replaced by any of its subdivisions K ∗∗ .
3. The cellular mapping κ : L(K ) → L(K ′) induced by a simplicial mapping χ : K → K ′
A simplicial mapping χ : K → K ′ induces a mapping |χ | : |K | → |K ′|, whose restriction to every simplex σ ∈ K is
aﬃne and on the vertices of σ it coincides with χ . When there is no danger of misunderstanding, we may write χ in
place of |χ |. The mapping |χ | : |K | → |K ′| does not map cells from L(K ) into cells from L(K ′). E.g., if σ = [v0, v1, v2],
σ ′ = [v0, v1] and χ : σ → σ ′ maps v0, v1, v2 to v0, v1, v1, respectively, then w0120 is a 0-cell of L(σ ) and χ(w0120 ) =
1
2χ(v0 +b012) = 12 v0+ 16 (v0+2v1) = 23 v0+ 13 v1. However, v0, v1,w010 = 34 v0+ 14 v1 and w011 = 14 v0+ 34 v1 are all the 0-cells
of L(σ ′) and we see that they differ from χ(w0120 ). This fact causes diﬃculties when one has to express the compositions
R([ f ], K ′) ◦ R(X,χ) and R(X ′,χ) ◦ R([ f ], K ), which appear in diagram (1). To overcome these diﬃculties, we consider a
cellular mapping κ : L(K ) → L(K ′), induced by χ , having the property that κ induces a mapping |κ | : |K | → |K ′|, which
maps cells from L(K ) into cells from L(K ′) and approximates the mapping |χ | in the sense that u ∈ |K | and |χ |(u) ∈ τ ′ ,
where τ ′ ∈ K ′ , implies that also |κ |(u) ∈ τ ′ .
We ﬁrst deﬁne a mapping κ0 : L0(K ) → L0(K ′) between the sets of 0-cells L0(K ) of L(K ) and L0(K ′) of L(K ′) as follows.
If w ∈ L0(K ), there exists a unique simplex σ = [v0, . . . , vn] ∈ K such that w lies in the interior of σ . Therefore, w ∈ L(σ )
is of the form w = wσi , 0 i  n, where wσi is given by (10). We put
κ0
(
wσi
)= 1
2
(
χ(vi) + bχ(σ )
)
. (20)
Clearly, χ(σ ) = σ ′ is an n′-dimensional simplex of K ′ , where n′  n, and χ(vi) is a vertex of σ ′ . Therefore, (20) and (10)
show that κ0(wσi ) is a vertex of the n
′-simplex cσ ′ ∈ L(σ ′) ⊆ L(K ′), hence, κ0(wσi ) ∈ L0(K ′). Notice that κ0 determines χ .
Indeed, the vertices v of K are also vertices of L(K ) and bχ [v] = χ(v) implies κ0(v) = 12 (χ(v) + bχ [v]) = χ(v).
Lemma 1. The mapping κ0 : L0(K ) → L0(K ′) maps the set of vertices of an n-cell c = cτ ⊕ dτπ ∈ L(σ ), where σ ∈ K , dimσ = n,
τ  σ and π is a permutation of the set of vertices of σ not belonging to τ , onto the set of vertices of an n′-cell c′ = cτ ′ ⊕dτ ′π ′ ∈ L(σ ′),
where σ ′ = χ(σ ) ∈ K ′ , dimσ ′ = n′  n, τ ′ = χ(τ )  σ ′ , dimτ ′ = k′  k and π ′ is a permutation of the set of vertices of σ ′ not
belonging to τ ′ . Moreover, κ0 maps the set of vertices of cτ onto the set of vertices of cτ
′
, it maps the set of vertices of dτπ onto the set
of vertices of dτ
′
π ′ and it maps the reference point of c to the reference point of c
′ .
Proof. We can assume that σ = [v0, . . . , vn], τ = [v0, . . . , vk], 0 k  n, and π is a permutation of the set {k + 1, . . . ,n}.
Let us denote the vertices of σ ′ by v ′0, . . . , v ′n′ . To prove that κ0 maps the set of vertices of c
τ onto the set of vertices
of cτ
′
, consider the sequence χ(v0), . . . ,χ(vi), . . . ,χ(vk) of all vertices of τ ′ = χ(τ ) (repetition can occur). Then consider
all integers 0 i  k, such that {χ(v0), . . . ,χ(vi)} contains {χ(v0), . . . ,χ(vi−1)} as a proper subset. The integers i form a
sequence i0 < · · · < ir < · · · < ik1 . Note that i0 = 0, because {χ(v0), . . . ,χ(vi−1)} = ∅ is a proper subset of {χ(v0)}. Since
χ(vir ) /∈ {χ(v0), . . . ,χ(vir−1)} and ir−1 < ir implies ir−1  ir − 1, we see that
χ(vir ) /∈
{
χ(v0), . . . ,χ(vir−1)
}
. (21)
Moreover, ir−1  i < ir implies{
χ(v0), . . . ,χ(vir−1)
}= {χ(v0), . . . ,χ(vi)}. (22)
Indeed, if {χ(v0), . . . ,χ(vir−1 )} would be a proper subset of {χ(v0), . . . ,χ(vi)}, we would have ir−1 < i and we could
consider the minimal integer i′ such that ir−1 < i′ and {χ(v0), . . . ,χ(vir−1 )} is a proper subset of {χ(v0), . . . ,χ(vi′ )}. Con-
sequently, we could conclude that {χ(v0), . . . ,χ(vi′−1)} = {χ(v0), . . . ,χ(vir−1 )} is a proper subset of {χ(v0), . . . ,χ(vi′ )}.
However, this would imply that i′ belongs to the set {i0, . . . , ir, . . . , ik1 }, which is impossible because i′  i and thus,
ir−1 < i′ < ir .
Formula (21) shows that the sequence χ(vi0 ), . . . ,χ(vir ), . . . ,χ(vik1 ) consists of different vertices of τ
′ . Hence, there are
well-deﬁned integers l0, . . . , lr, . . . , lk1 ∈ {0, . . . ,n′} such that
v ′ = χ(vir ) (23)lr
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′
lr
, . . . , v ′lk1 consists of different vertices of τ
′ . Let us now show that this sequence contains all
vertices of τ ′ so that k1 = k′ and τ ′ = [v ′l0 , . . . , v ′lr , . . . , v ′lk′ ].
We will ﬁrst prove, by induction on r, that{
χ(v0), . . . ,χ(vir−1)
}= {v ′l0 , . . . , v ′lr−1}. (24)
Indeed, if r = 1, the left side equals {χ(v0)} = {χ(vi0 )}, because i0 = 0 and the right side equals {v ′l0 }. Now assume that (24)
holds. Note that {χ(v0), . . . ,χ(vir )} = {χ(v0), . . . ,χ(vir−1)} ∪ {χ(vir )}. By (22) for i = ir − 1 and (24), the ﬁrst summand
equals {v ′l0 , . . . , v ′lr−1 } and by (23), the second summand equals {v ′lr }. Consequently, (24) also holds for r. In particular, for
r = k1, we obtain the equality{
χ(v0), . . . ,χ(vik1 )
}= {v ′l0 , . . . , v ′lk1 }. (25)
Since k1 is the terminal member of the sequence i0 < · · · < ir < · · · < ik1 , we conclude that{
χ(v0), . . . ,χ(vik1 )
}= {χ(v0), . . . ,χ(vik1+1)}= · · · = {χ(v0), . . . ,χ(vk)} (26)
and thus, (25) becomes{
χ(v0), . . . ,χ(vk)
}= {v ′l0 , . . . , v ′lk1 }. (27)
Clearly, the left side of (27) is the set of all vertices of τ ′ = χ(τ ). Therefore, the same is true of the right side of (27). Since
dimτ ′ = k′ , we conclude that k1 = k′ and τ ′ = [v ′l0 , . . . , v ′lk′ ].
An arbitrary vertex of cτ is of the form wτi , where 0  i  k. Therefore, vi is a vertex of τ and χ(vi) is a vertex of
τ ′ = χ(τ ). It follows that χ(vi) is of the form χ(vi) = v ′ls , where s ∈ {0, . . . ,k′} and thus, χ(vi) is a vertex of τ ′ . By
(20), κ0(wτi ) = 12 (χ(vi) + bτ
′
) = 12 (v ′ls + bτ
′
), which is indeed a vertex of cτ
′
. Moreover, every vertex of cτ
′
is a v ′ls , where
s ∈ {0, . . . ,k′}, and thus, it is the image of the vertex vis of cτ ′ under the mapping χ .
We will now prove that κ0 maps the set of vertices of dτπ onto the set of vertices of d
τ ′
π ′ , where π
′ is a permutation of the
set of vertices of σ ′ not belonging to τ ′ . Consider the sequence χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j)), . . . ,χ(vπ(n))
of all vertices of σ ′ = χ(σ ) (repetition can occur). Then consider all integers 1  j  n − k such that {χ(v0), . . . ,χ(vk),
χ(vπ(k+1)), . . . ,χ(vπ(k+ j−1))} is a proper subset of {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j))}. The integers j form a
sequence 1  j1 < · · · < jr < · · · < jk1  n − k. Since χ(vπ(k+ jr )) /∈ {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))} and
jr−1 < jr implies jr−1  jr − 1, we see that
χ(vπ(k+ jr)) /∈
{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))
}
. (28)
Moreover, jr−1  j < jr implies{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j))
}
= {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))}. (29)
Indeed, if the ﬁrst line of (29) would contain its second line as a proper subset, we would have jr−1 < j and we could
consider the minimal integer j′ such that jr−1 < j′ and {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j′))} contains the second
line of (29) as a proper subset. Consequently, we could conclude that{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j′−1))
}
= {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))} (30)
and {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ j′))} contains the set (30) as a proper subset. However, this would imply that
j′ belongs to the set { j1, . . . , jr, . . . , jk1 }, which is impossible because j′  j and thus, jr−1 < j′ < jr .
By (28), the sequence χ(vπ(k+ j1)), . . . ,χ(vπ(k+ jr )), . . . ,χ(vπ(k+ jk1 )) consists of different vertices of σ
′ , none of which
belongs to τ ′ . Therefore, there are well-deﬁned integers m1, . . . ,mr, . . . ,mk1 ∈ {0, . . . ,n′} such that
v ′mr = χ(vπ(k+ jr)) (31)
and the sequence v ′m1 , . . . , v
′
mr , . . . , v
′
mk1
consists of different vertices of σ ′ , none of which belongs to τ ′ . Let us now show
that this sequence contains all vertices of σ ′ not belonging to τ ′ so that k1 = n′ − k′ .
We will ﬁrst prove, by induction on r, that{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))
}
= {v ′ , . . . , v ′ , v ′m , . . . , v ′m }. (32)l0 lk′ 1 r−1
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already saw that these two sets coincide. Now assume that (32) holds. Note that {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,
χ(vπ(k+ jr ))} is the union of {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))} and {χ(vπ(k+ jr ))}. Putting in (29) j = jr − 1,
we see that the ﬁrst summand equals {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jr−1))} and by (32), it coincides with{v ′l0 , . . . , v ′lk′ , v
′
m1 , . . . , v
′
mr−1 }. However, the second summand coincides with {v ′mr } and thus, we obtain (32) for r. In partic-
ular, for r = k1, we obtain the equality{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jk1 ))
}
= {v ′l0 , . . . , v ′lk′ , v ′m1 , . . . , v ′mk1 }. (33)
Since k1 is the terminal member of the sequence j1 < · · · < jr < · · · < jk1 , one has{
χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jk1 ))
}
= {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(k+ jk1+1))}
= · · · = {χ(v0), . . . ,χ(vk),χ(vπ(k+1)), . . . ,χ(vπ(n))}. (34)
Clearly, the last line of (34) is the set of all vertices of σ ′ = χ(σ ). Therefore, the same is true of the ﬁrst line
of (34). Since that line coincides with the last line of (33) and dimσ ′ = n′ , we conclude that k1 = n′ − k′ and thus,
σ ′ = [v ′l0 , . . . , v ′lk′ , v
′
m1 , . . . , v
′
mn′−k′ ].
An arbitrary vertex of dτπ is of the form w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 , where 0 j  n − k. By (29) and (32), jr−1  j < jr
implies
χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)] =
[
v ′l0 , . . . , v
′
lk′ , v
′
m1 , . . . , v
′
mr−1
]
. (35)
Since by (20),
κ0
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
χ(v0) + bχ [v0,...,vk,vπ(k+1),...,vπ(k+ j)]
)
, (36)
(35) shows that jr−1  j < jr implies
κ0
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
v ′l0 + b
[v ′l0 ,...,v
′
lk′
,v ′m1 ,...,v
′
mr−1 ]). (37)
If j  jn′−k′ , (34) shows that
χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)] =
[
v ′l0 , . . . , v
′
lk′ , v
′
m1 , . . . , v
′
mn′−k′
]= σ ′ (38)
and thus,
κ0
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
v ′l0 + bσ
′)
. (39)
Put {n1, . . . ,nn′−k′ } = {0, . . . ,n}\{l0, . . . , lk′ }. Clearly, {v ′n1 , . . . , v ′nn′−k′ } is the set of all vertices of σ ′ not contained in τ ′
just as {v ′m1 , . . . , v ′mn′−k′ } is. We deﬁne a permutation π ′ of {n1, . . . ,nn′−k′ } by putting π ′(nr) =mr . Now (37) becomes
κ0
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
v ′l0 + b
[v ′l0 ,...,v
′
lk′
,v ′
π ′(n1),...,v
′
π ′(nr−1)]), (40)
for jr−1  j < jr . Note that by deﬁnition, the right side of (40) is the vertex w
[v ′l0 ,...,v
′
lk′
,v ′
π ′(n1),...,v
′
π ′(nr−1)]
v ′l0
of the simplex dτ
′
π ′ .
Similarly, the right side of (39) is the vertex wσ
′
v ′l0
of the simplex dτ
′
π ′ . Consequently, κ0 maps all vertices of d
τ
π to vertices of
dτ
′
π ′ . Since the right sides of (40) and (39) range over all vertices of d
τ ′
π ′ , we see that κ0 maps the set of vertices of d
τ
π onto
the set of vertices of dτ
′
π ′ . Note that c
τ ′ ∩ dτ ′π ′ = wτ
′
l0
is the reference point of cτ
′
π ′ and κ maps the reference point w
τ
0 of c
τ
π
to the point wτ
′
l0
.
To complete the proof, consider a vertex of cτπ , which does not belong neither to c
τ nor to dτπ . It is of the form
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
i , where 0 < i  k and 1  j  n − k. By (27), χ(vi) = v ′lsi , where 1  si  k
′ . Arguing as in the
case i = 0, we obtain for κ0(w[v0,...,vk,vπ(k+1),...,vπ(k+ j)]i ) formulae which differ from (39) and (40) only in that v ′l0 is replaced
by v ′lsi . In both cases the obtained points are vertices of c
τ ′
π ′ . Since in this way we obtain all vertices of c
τ ′
π ′ , we conclude
that κ0 maps the set of vertices of dτπ onto the set of vertices of c
τ ′
π ′ . 
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→ c′ , given by Lemma 1, is a cellular mapping κσ : L(σ ) → L(σ ′), σ ∈ K , σ ′ = χ(σ ) ∈ K ′ , which on
the 0-cells reduces to κ0 : L0(σ ) → L0(σ ′). The mappings κσ , σ ∈ K , extend to a cellular mapping κ : L(K ) → L(K ′), which on L0(K )
reduces to κ0 . For each c ∈ L(σ ), there is a unique aﬃne mapping |κ |c : c → c′ , which on the vertices of c coincides with κ0 . The
mappings |κ |c , for c ∈ L(σ ), determine a mapping |κ |σ : σ → σ ′ . The mappings |κ |σ , for σ ∈ K , determine a mapping |κ | : |K | →
|K ′|. The mappings |χ |, |κ | : |K | → |K ′| are different, but have the property that u ∈ σ , σ ∈ K , imply |κ |(u) ∈ σ ′ = χ(σ ) ∈ K ′ .
Proof. Only the last two assertions require a proof. That |χ | = |κ | is a consequence of the fact that |κ | respects the cellular
structure of L(K ) and L(K ′), while |χ | does not. If u ∈ |K |, there exist a σ ∈ K and a cell c ∈ L(σ ) such that u ∈ c. Let
κ(c) = c′ . By deﬁnition, c′ ∈ L(σ ′) and thus, c′ ⊆ χ(σ ). Since u ∈ c and |κ |c(c) ⊆ c′ , it follows that |κ |(u) = |κ |σ (u) =
|κ |c(u) ∈ |κ |c(c) ⊆ c′ ⊆ σ ′ . On the other hand, u ∈ c ⊆ σ implies |χ |(u) ∈ |χ |(σ ) = |χ(σ )| = σ ′ . Consequently, both points
|κ |(u) and |χ |(u) are contained in the simplex σ ′ ∈ K ′ . Notice that κ determines χ , because already κ0 does so. 
When there is no danger of misunderstanding, we will use the simpliﬁed notation κ instead of |κ |. The following
functorial property of κ will be used later on.
Lemma 3. Let χ : K → K ′ and χ ′ : K ′ → K ′′ be two simplicial mappings and let χ ′′ = χ ′χ : K → K ′′ be their composition. Let
κ : K → K ′ , κ ′ : K ′ → K ′′ and κ ′′ : K → K ′′ be the cellular mappings induced byχ,χ ′ andχ ′′ , respectively. Then κ ′′ = κ ′κ . Moreover,
if |κ | : |K | → |K ′|, |κ ′| : |K ′| → |K ′′| and |κ ′′| : |K | → |K |′′ are the mappings induced by κ,κ ′ and κ ′′ , respectively, then |κ ′′| =
|κ ′||κ |.
Proof. It suﬃces to verify that, for and n-simplex σ = [v0, . . . , vn] ∈ K and the vertices wσi , 0  i  n, of the central n-
simplex cσ ∈ L(K ), one has κ ′′(wσi ) = κ ′κ(wσi ). Indeed, by (20) one has κ(wσi ) = 12 (χ(vi) + bχ(σ )). Since χ(vi) is a vertex
v ′j of σ
′ = χ(σ ), (10) shows that 12 (χ(vi) + bχ(σ )) = 12 (v ′j + bσ
′
) = wσ ′
v ′j
is a vertex of cσ
′ ∈ L(σ ′) and thus, (20) implies
κ ′κ(wσi ) = κ ′(wσ
′
v ′j
) = 12 (κ ′(v ′j) + bχ
′(σ ′)). However, κ ′(v ′j) = κ ′κ(vi) = κ ′′(vi) and χ ′(σ ′) = χ ′χ(σ ) = χ ′′(σ ). Consequently,
κ ′κ(wσi ) = 12 (κ ′′(vi) + bχ
′′(σ )), which is exactly the value of κ ′′(wσi ). 
We conclude this section with a lemma used in Section 6. It involves the mapping κ and the mapping ατ : cτ → τ ,
deﬁned in Section 5.
Lemma 4. Let σ ,σ ′ be simplices from K and let χ : σ → σ ′ be a simplicial surjection. If τ  σ and τ ′ = χ(τ ), then
ατ
′(
κ |cτ )= χατ . (41)
Proof. Since κ maps the cell cτ onto cτ
′
(see Lemmas 1 and 2), the mapping ατ
′
(κ |cτ ) is a well-deﬁned mapping of cτ
to τ ′ and so is χατ : cτ → τ ′ . Let us ﬁrst prove the following statement. If χ : σ → σ ′ and χ ′ : σ ′ → σ ′′ are simplicial
surjections, for which the assertion of Lemma 4 holds, then it also holds for their composition χ ′′ = χ ′χ . Indeed, let τ  σ ,
let τ ′ = χ(τ ) and let τ ′′ = χ ′(τ ′) = χ ′′(τ ). Then the induced mappings κ : σ → σ ′ and κ ′ : σ ′ → σ ′′ have the property that
κ maps cτ onto cτ
′
and κ ′ maps cτ ′ onto cτ ′′ . Moreover, ατ ′(κ |cτ ) = χατ and ατ ′′(κ ′|cτ ′ ) = χ ′ατ ′ . Since χ ′′ = χ ′χ implies
κ ′′ = κ ′κ (see Lemma 3), we see that ατ ′′(κ ′′|cτ ) = (ατ ′′κ ′)(κ |cτ ) = χ ′ατ ′ (κ |cτ ) = χ ′χατ = χ ′′ατ .
Now note that every simplicial surjection χ : σ → σ ′ is the composition of a simplicial retraction and a simplicial
isomorphism. Furthermore, every simplicial retraction is the composition of a ﬁnite chain of simplicial retractions, which
diminish dimension by 1. Therefore, in view of the above made statement, it suﬃces to prove the assertion of Lemma 4
in two cases: Case (i) when χ : σ → σ ′ is a retraction diminishing dimension by 1 and Case (ii) when χ is a simplicial
isomorphism. In both cases it suﬃces to prove that the two mappings ατ
′
(κ |cτ ) and χατ assume the same values at the
vertices wτi of c
τ .
Proof of Case (i). Without loss of generality one can assume that σ = [v0, . . . , vn], σ ′ = [v0, . . . , vn−1], χ(vi) = vi , for
0 i  n − 1 and χ(vn) = vn−1. Concerning τ , we distinguish two subcases: (i,1), when all vertices of τ are also vertices
of σ ′ and thus, τ  σ ′ and (i,2), when τ has a vertex not contained in σ ′ .
Subcase (i,1). In this subcase we can assume that τ = [v0, . . . , vk], 0 k  n − 1. Since the vertices wτi of cτ , 0 i  k,
are contained in τ , τ ⊆ σ ′ and χ |σ ′ = id, it follows that χ keeps these vertices ﬁxed. The same is true of κ , because
χ(vi) = vi , χ(τ ) = τ and thus, κ(wτi ) = 12 (χ(vi) + bχ(τ )) = 12 (vi + bτ ) = wτi . Moreover, τ ′ = χ(τ ) = τ implies ατ
′
κ(wτi ) =
ατ (wτi ) = vi . On the other hand, χατ (wτi ) = χ(vi) = vi , which shows that in this subcase (41) holds.
Subcase (i,2). There is no loss of generality in assuming that it is the vertex vn of τ , which is not contained in σ ′ . Since
dimσ − dimσ ′ = 1, all other vertices of τ must be contained in σ ′ and thus, τ = [v0, . . . , vk−1, vn]. For the vertices wτi of
cτ , i ∈ {0, . . . ,k − 1,n}, we have ατ (wτi ) = vi , where 0 i  k − 1 and ατ (wτn ) = vn . Consequently,
χατ
(
wτi
)=
{
vi, 0 i  k − 1,
vn−1, i = n. (42)
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′
κ(wτi ) we distinguish two subsubcases: (i,2.1), when k < n and (i,2.2), when k = n. In the subsubcase
(i,2.1), τ ′ = χ(τ ) = [v0, . . . , vk−1, vn−1], χ(vi) = vi , when 0 i  k− 1 and χ(vn) = vn−1. Consequently, by (20), κ(wτi ) =
1
2 (vi +bτ
′
) = wτ ′i , when 0 i  k−1 and κ(wτn ) = 12 (vn−1 +bτ
′
) = wτ ′n−1. Since cτ
′ = [wτ ′0 , . . . ,wτ
′
k−1,w
τ ′
n−1], ατ
′
(wτ
′
i ) = vi ,
when 0 i  k − 1 and ατ ′(wτ ′n−1) = vn−1, we see that
ατ
′
κ
(
wτi
)=
{
vi, 0 i  k − 1,
vn−1, i = n, (43)
which coincides with the right side of (42).
In the subsubcase (i,2.2), τ ′ = χ(τ ) = [v0, . . . , vn−1], χ(vi) = vi , when 0 i  n − 1 and χ(vn) = vn−1. Consequently,
by (20), κ(wτi ) = 12 (vi + bτ
′
) = wτ ′i , when 0  i  n − 1 and κ(wτn ) = 12 (vn−1 + bτ
′
) = wτ ′n−1. Since cτ
′ = [wτ ′0 , . . . ,wτ
′
n−1],
ατ
′
(wτ
′
i ) = vi , when 0 i  n − 1, we see that
ατ
′
κ
(
wτi
)=
{
vi, 0 i  n − 1,
vn−1, i = n, (44)
which again coincides with the right side of (42), when k = n.
Proof of Case (ii). We can assume that σ = [v0, . . . , vn], σ ′ = [v ′0, . . . , v ′n] and χ(vi) = v ′i , 0 i  n. Moreover, we can as-
sume that τ = [v0, . . . , vk], 0 k n, and thus, τ ′ = χ(τ ) = [v ′0, . . . , v ′k]. The vertices of cτ are of the form wτi = 12 (vi +bτ ),
0  i  k, hence, κ(wτi ) = 12 (χ(vi) + bχ(τ )) = 12 (v ′i + bτ
′
) = wτ ′i . It follows that ατ
′
κ(wτi ) = ατ
′
(wτ
′
i ) = v ′i . However,
ατ (wτi ) = vi and thus, χατ (wτi ) = χ(vi) = v ′i . Consequently, (41) holds again. 
Remark 1. Since the mappings |χ | and |κ | are contiguous, they are also homotopic. Consequently, ατ ′(κ |cτ ) = χατ  κατ .
In general, ατ
′
(κ |cτ ) = κατ , because κ = χ and ατ is a bijection.
4. The mapping k : R(X, K ) → R(X, K ′) induced by the cellular mapping κ : K → K ′
It was proved in [8] that a simplicial mapping χ : K → K ′ induces a mapping h = (h,hν) : Y K → Y K ′ between the
standard resolutions of X × |K | and X × |K ′| (see Section 2). In the present section we will see that, in a similar way, the
cellular mapping κ : L(K ) → L(K ′) (induced by χ : K → K ′) induces a mapping k = (k,kν) : Y K → Y K ′ . In fact, one obtains
the deﬁnition of k from the deﬁnition of h by replacing χ(u) by κ(u), for u ∈ σ . The arguments, given in [8] for χ , remain
valid, because u ∈ σ implies κ(u) ∈ χ(σ ).
We deﬁne the index function k : MK ′ → MK by putting k = h, i.e., k(μ) = μχ . To deﬁne the mappings kμ : Y Kμχ → Y K ′μ ,
we ﬁrst deﬁne mappings k˜μ : Y˜ Kμχ → Y˜ K ′μ . In view of (4), it suﬃces to deﬁne k˜μ on the sets Xμχ(σ )×σ . In analogy with (17),
for (x,u) ∈ Xμχ(σ ) × σ , we put
k˜μ(x,u) =
(
x, κ(u)
)
. (45)
Note that (x, κ(u)) ∈ Xμχ(σ ) × χ(σ ) = Xμ(χ(σ )) × χ(σ ) ⊆ Y˜ K ′μ .
By deﬁnition, kμ : Y Kk(μ) → Y K
′
μ is the only mapping having the property that
kμφμχ = φμk˜μ. (46)
The analogue of the argument which in [8] proved that hμ was well deﬁned proves that also kμ is well deﬁned. To prove
that k = (k,kμ) is a mapping from Y K to Y K ′ , one needs to show that
kμq
K
μχμ′χ = qK
′
μμ′kμ′ , μμ′. (47)
One ﬁrst shows that
k˜μq˜
K
μχμ′χ = q˜K
′
μμ′ k˜μ′ , μμ′. (48)
This is done by an argument analogous to the one, which in [8] proved that h˜μq˜Kμχμ′χ = q˜K
′
μμ′ h˜μ′ . Using (48) and an
argument analogous to the one which in [8] proved that hμqKμχμ′χφμ′χ = qK
′
μμ′hμ′φμ′χ , we conclude that
kμq
K
μχμ′χφμ′χ = qK
′
μμ′kμ′φμ′χ , μμ′. (49)
Since φμ′χ is a surjection, (49) implies the desired formula (47).
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′
μχ ′ , k
′
μ : Y K ′μχ ′ → Y K
′′
μ
and k′′μ : Y Kμχ ′χ → Y K
′′
μ are the mappings induced by κ,κ
′ and κ ′′ , respectively, then k′μkμχ ′ = k′′μ .
Proof. It suﬃces to follow the argument, which in [8] proved that h′μhμχ ′ = h′′μ . One ﬁrst notes that
k˜′μk˜μχ ′ = k˜′′μ, (50)
for (x,u) ∈ Xμχ ′′(σ ) × σ . Then one notes that (46) implies k′μφμχ ′ = φμk˜′μ and kμχ ′φμχ ′χ = φμχ ′ k˜μχ ′ and thus,
k′μkμχ ′φμχ ′′ = φμk˜′′μ . Since one also has k′′μφμχ ′′ = φμk˜′′μ , it follows that k′μkμχ ′φμ = k′′μφμ . Since φμ is a surjection, one
concludes that indeed, k′μkμχ ′ = k′′μ . 
Lemma 6. The mappings h,k : R(X, K ) → R(X, K ′) are homotopic.
Proof. Since h = k, it suﬃces to prove that the mappings hμ,kμ : Y Kμχ → Y K ′μ are homotopic, for every μ ∈ MK ′ . By (18) and
(46), the mappings hμ,kμ are determined by the mappings h˜μ, k˜μ : Y˜ Kμχ → Y˜ K ′μ . If (x,u) ∈ Xμχ(σ ) × σ , by (17) and (45),
h˜μ(x,u) = (x, |χ |(u)) and k˜μ(x,u) = (x, |κ |(u)). According to Lemma 2, the mappings |χ |, |κ | : |K | → |K ′| are contiguous
with respect to K ′ . Therefore, there exists a homotopy ω : |K |× I → |K ′|, which connects |χ | and |κ | (see e.g., [9, Appendix 1,
1.3, Theorem 2]). We deﬁne a homotopy Ω˜μ : Y˜ Kμχ × I → Y˜ K ′μ , by putting
Ω˜μ
(
(x,u), s
)= (x,ω(u, s)), (51)
for (x,u, s) ∈ Xμχ(σ ) × σ × I . Clearly, Ω˜μ((x,u),0) = (x,χ(u)) = h˜μ(x,u) and Ω˜μ((x,u),1) = (x, κ(u)) = k˜μ(x,u). There is a
unique mapping Ωμ : Y Kμχ × I → Y K ′μ such that
Ωμ(φμχ × 1) = φμΩ˜μ, (52)
because Ω˜μ maps μχ -equivalent points to μ-equivalent points. Indeed, if τ  σ , x1 = pμχ(τ)μχ(σ )(x) and u = u1, then
Ω˜μ
(
(x1,u1), s
)= (x1,ω(u1, s))
= (pμχ(τ )μχ(σ )(x),ω(u, s))∼μ (x,ω(u, s))= Ω˜μ((x,u), s). (53)
Using (52) we now conclude that
Ωμ
(
φμχ (x,u),0
)= φμΩ˜μ((x,u),0)
= φμ
(
x,ω(u,0)
)= φμ(x,χ(u))= φμh˜μ(x,u), (54)
which, by (18), equals hμφμχ (x,u). Since every point y ∈ Y˜ Kμχ is of the form y = φμχ (x,u), one concludes that Ωμ(y,0) =
hμ(y). Analogously, one shows that Ωμ(y,1) = kμ(y), which proves that Ωμ is a homotopy connecting the mappings hμ
and kμ . 
5. Bifunctoriality of the standard resolution R(X, K )
In the following three sections we will prove one of the main results of the paper by showing that R(X, K ) is a bifunctor.
More precisely, we will prove the following theorem.
Theorem 1. The function R which to every coﬁnite inverse system of compact Hausdorff spaces X with limit X and every simplicial
complex K with geometric realization |K | assigns the standard resolution R(X, K ) of X ×|K |, to every homotopy class [ f ] of coherent
mappings [ f ] : X → X ′ and simplicial complex K assigns the homotopy class R([ f ], K ) and to every X and every simplicial mapping
χ : K → K ′ assigns the homotopy class R(X,χ) is a bifunctor from the product category CH(pro-Cpt) × Simpl to the category
pro-H(Top).
Proof. Since we already know that R(X, K ) is a functor in separate variables (see comments in Section 1), it suﬃces to prove
that diagram (1) commutes. We abbreviate the notation for the homotopy mappings R( f , K ) and R( f , K ′) to gK : Y XK →
Y X
′K and gK
′ : Y XK ′ → Y X ′K ′ . We also abbreviate the notation for the mappings R(X,χ) and R(X ′,χ) to hX : Y XK → Y XK ′
and hX
′ : Y X ′K → Y X ′K ′ . Denoting H(hX ) and H(hX ′) by [hX ] and [hX ′ ], commutativity of diagram (1) can be written as
equality [gK ′ ][hX ] = [hX ′ ][gK ] or as the homotopy relation
gK
′
hX  hX ′ gK . (55)
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following homotopy relation:
gK
′
kX  kX ′ g X . (56)
To prove (56), ﬁrst notice that the indexing function kX : MK ′ → MK of kX is given by kX (μ) = μχ and the indexing
function gK
′ : MX ′ → MX of gK ′ is given by gK ′(μ) = fμ. Therefore, the indexing function kX gK ′ of the composition
gK
′
kX is given by kX gK
′
(μ) = kX ( fμ) = fμχ . Similarly, the indexing function gKkX ′ of the composition kX ′ gK is given
by (gKkX
′
)(μ) = gK (μχ) = fμχ and we see that the two functions coincide. Consequently, to establish (56), it suﬃces to
prove that, for every μ ∈ MX ′ , one has
gK
′
μ k
X
fμ  kX
′
μ g
K
μχ , (57)
i.e., the following diagram commutes up to homotopy:
Y XK
′
fμ
gK
′
μ
Y XKfμχ
gKμχ
kXfμ
Y X
′K ′
μ Y
X ′K
μχ .
kX
′
μ
(58)
To prove (57) we will consider the following diagram:
Y˜ XK
′
fμ
g˜ K
′
μ
Y˜ XKfμχ
g˜ Kμχ
k˜Xfμ
Y X
′K ′
μ Y
X ′K
μχ .
kX
′
μ
(59)
It will turn out that diagram (59) is commutative up to homotopy. However, that fact alone is not suﬃcient to insure
that also (58) is commutative up to homotopy. What will eventually give us a proof of (57) is a particular homotopy
Ω˜μ : Y˜ X Kfμχ × I → Y X
′K ′
μ , which realizes the commutativity up to homotopy of (59). The explicit formula for Ω˜μ will enable
us to write the deﬁning formula for a homotopy Ωμ : Y XKfμχ × I → Y X
′K ′
μ , which realizes (57). 
Before carrying out this program, recall that the mapping g˜μ : Y˜ Xfμ → Y˜ X
′
μ was determined by mappings g
c
μ : X fμ(σ) ×
c → X ′μ(τ) × τ , where σ ∈ K , dimσ = n, c = cτπ is an n-cell from L(σ ), τ  σ , and π is a permutation of the vertices of σ
not belonging to τ (see Section 2). Therefore, we will ﬁrst consider the following diagram:
X fμ(σ ′) × c′
gc
′
μ
X fμχ(σ ) × c
gcμχ
k˜Xfμ
X ′μ(τ ′) × τ ′ X ′μχ(τ ) × τ .
k˜X
′
μ
(60)
6. The compositions k˜X
′
μ g
c
μχ and g
c′
μk˜
X
fμ
This section consists of a rather lengthy computation determining the values of the two compositions deﬁned by dia-
gram (60). The result is stated in the following lemma.
Lemma 7. Let σ ∈ K , σ ′ ∈ K ′ be simplices of dimension dimσ = n, dimσ ′ = n′ and let χ : σ → σ ′ be a simplicial surjection. Let
c = cτπ be an n-cell from L(σ ) and let c′ = cτ ′π ′ be the n′-cell c′ = κ(c) ∈ L(σ ′). If (x,u) ∈ X fμχ(σ ) × c and s ∈ cτ , t ∈ dτπ are the
projections of u, then
k˜X
′
μ g
c
μχ (x,u) =
(
x′, κατ (s)
)
, (61)
gc
′
μk˜
X (x,u) = (x′,χατ (s)), (62)fμ
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x′ = f(μχ(τ )···μχ(σ ))π
(
x, βτπ (t)
)
. (63)
Note that in the right sides of both formulae (61) and (62) the ﬁrst coordinate is the same point x′ . Also note that
formulae (61) and (63) are immediate consequences of the deﬁnitions of gcμχ and k˜
X ′
μ . Therefore, we only need to prove (62),
where x′ is given by (63). The ﬁrst step in proving (62) is Lemma 8 which follows. As in the proof of Lemma 4, it reduces the
proof of (62) to two cases: Case (i), when χ is a simplicial retraction of σ to a face σ ′  σ of dimension dimσ ′ = dimσ −1
and Case (ii), when χ is a simplicial isomorphism.
Lemma 8. Let χ : σ → σ ′ , χ ′ : σ ′ → σ ′′ be simplicial surjections between simplices of dimension dimσ = n,dimσ ′ = n′ and
dimσ ′′ = n′′ . If formula (62) holds for χ and χ ′ , then it also holds for χ ′′ = χ ′χ .
Proof. In the proof of this lemma we have to distinguish notationally whether a mapping k˜ν was induced by χ , χ ′ or χ ′′ .
We will do this by writing k˜ν, k˜′ν and k˜′′ν , respectively. On the other hand, there is no need for the superscript X , because
X stays ﬁxed throughout the proof. Let c = cτπ be an n-cell from L(σ ), let (x,u) ∈ X fμχ(σ ) × c and let s ∈ cτ and t ∈ dτπ be
the projections of u. Then, by (16), gcμχ ′′(x,u) = (x′,ατ (s)), where x′ = f(μχ ′′(τ )···μχ ′′(σ ))π (x, βτπ (t)) and thus, (63) for χ ′′ is
satisﬁed. Applying (62) to χ (with μχ ′ in the role of μ), we see that
gc
′
μχ ′ k˜ fμχ ′(x,u) =
(
x′,χατ (s)
)
, (64)
where c′ = χ(c). Since u = s + t − w , w is the reference point of c and κ is an aﬃne mapping, we see that κ(u) =
κ(s)+κ(t)−κ(w), where κ(s) ∈ cτ ′ and κ(t) ∈ dτ ′π ′ are the projections of κ(u). Consequently, (62) applied to χ ′ shows that
gc
′′
μ k˜
′
fμ
(
x, κ(u)
)= (x′,χ ′ατ ′κ(s)), (65)
where c′′ = χ ′(c′). Using (65) and the fact that k˜′′fμ(x,u) = k˜′fμk˜ fμχ ′ (see (50)), we conclude that
gc
′′
μ k˜
′′
fμ(x,u) = gc
′′
μ k˜
′
fμk˜ fμχ ′(x,u) = gc
′′
μ k˜
′
fμ
(
x, κ(u)
)= (x′,χ ′ατ ′κ(s)). (66)
However, by (41), we know that ατ
′
κ(s) = χατ (s) and therefore, (66) assumes the form
gc
′′
μ k˜
′′
fμ(x,u) =
(
x′,χ ′χατ (s)
)= (x′,χ ′′ατ (s)), (67)
which is (62) for χ ′′ . 
Proof of Lemma 7. Case (i). It suﬃces to prove the following lemma. 
Lemma 9. Let σ = [v0, . . . , vn], σ ′ = [v0, . . . , vn−1] and let χ : σ → σ ′ be the simplicial retraction, given by χ(vi) = vi , for 0 
i  n − 1, and χ(vn) = vn−1 , n 1. Then formula (62) holds.
Proof. If (x,u) ∈ X fμχ(σ ) × c, where c = cτπ is an n-cell from L(σ ), then u = s + t − wτ0 , where s ∈ cτ and t ∈ dτπ are the
two projections of u. Therefore, κ(u) = κ(s) + κ(t) − κ(wτ0 ), where τ ′ = χ(τ )  σ ′ and κ(s) ∈ cτ
′
, κ(t) ∈ dτ ′π ′ are the two
projections of κ(u) ∈ κ(c) = c′ = cτ ′π ′ . Since k˜Xfμ(x,u) = (x, κ(u)), (16) shows that gc
′
μk˜
X
fμ(x,u) = gc
′
μ(x, κ(u)) = (x′′,ατ ′κ(s)),
where
x′′ = f(μ(τ ′)···μ(σ ′))π ′
(
x, βτ
′
π ′κ(t)
)
. (68)
By (41), ατ
′
κ(s) = χατ (s) and we see that gc′μk˜Xfμ(x,u) = (x′′,χατ (s)). Therefore, the proof will be completed if we show
that x′′ , given by (68), coincides with x′ , given by (63).
In proving the last assertion, we distinguish two cases: Case (a), when τ ⊆ σ ′ and Case (b), when there is a vertex of τ ,
which is not a vertex of σ ′ . 
Proof of Lemma 9 in Case (a). We can assume that τ = [v0, . . . , vk], 0  k  n − 1 and thus, τ ′ = χ(τ ) = τ . To deter-
mine dτ
′
π ′ = κ(dτπ ), recall that the vertices of dτπ are the points w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 , where 1  j  n − k. Since
π is a permutation of the set {k + 1, . . . ,n}, there exist integers a,a′ ∈ {1, . . . ,n − k} such that π(k + a) = n − 1 and
π(k + a′) = n. We will ﬁrst assume that a < a′ . Since χ(vi) = vi , except for i = n, we conclude that χ(vπ(k+ j)) = vπ(k+ j) ,
except for j = a′ , when χ(vπ(k+a′)) = χ(vn) = vn−1 = vn = vπ(k+a′) . Therefore, χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)] =
[v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)], if 1 j  a′ − 1. Moreover, χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+a′)] = χ [v0, . . . , vkvπ(k+1), . . . ,
vπ(k+a′−1)], because χ(vπ(k+a′)) = vn−1 = χ(vπ(k+a)) and since a a′ , it already appears as an element of {χ(v0), . . . ,χ(vk),
2338 S. Mardešic´ / Topology and its Applications 156 (2009) 2326–2345χ(vπ(k+1)), . . . ,χ(vπ(k+a′−1))}. Similarly, if a′  j  n − k, χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)] does not change if we delete
the vertex vπ(k+a′) . It follows that
κ
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
χ(v0) + bχ [v0,...,vk,vπ(k+1),...,vπ(k+ j)]
)
= 1
2
(
v0 + b[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
)
, 1 j  a′ − 1, (69)
κ
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= 1
2
(
χ(v0) + bχ [v0,...,vk,vπ(k+1),...,vπ(k+ j)]
)
= w[v0,...,vk,vπ(k+1),...,vπ(k+a′−1),vπ(k+a′+1),...,vπ(k+ j)]0 , a′  j  n − k. (70)
Now put π ′(k+ j) = π(k+ j), for 1 j  a′ −1 and π ′(k+ j) = π(k+ j+1), for a′  j  n−1−k. This is a permutation
of {k+ 1, . . . ,n− 1}, because all values π ′(k+ j), for 1 j  n− k− 1, are different values in {k+ 1, . . . ,n} and the value n
is not attained, because n = π(k + a′). Clearly, the last row in (69) remains unchanged if we replace π by π ′ and thus,
κ
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)= w[v0,...,vk,vπ ′(k+1),...,vπ ′(k+ j)]0 , 1 j  a′ − 1. (71)
Moreover, the last row of (70) and w
[v0,...,vk,vπ ′(k+1),...,vπ ′(k+a′−1),vπ ′(k+a′),...,vπ ′(k+ j−1)]
0 coincide and thus,
κ
(
w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0
)
= w[v0,...,vk,vπ ′(k+1),...,vπ ′(k+a′−1),vπ ′(k+a′),...,vπ ′(k+ j−1)]0 , a′  j  n − k. (72)
All this shows that the vertices κ(w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 ) of κ(d
τ
π ) coincide with the vertices w
[v0,...,vk,vπ ′(k+1),...,vπ ′(k+ j)]
0
of dτπ ′ .
We will now determine the sequence (μ(τ ′) · · ·μ(σ ′))π ′ . Note that
(vπ ′(k+1), . . . , vπ ′(n−1)) = (vπ ′(k+1), . . . , vπ ′(k+a′−1), vπ ′(k+a′), . . . , vπ ′(n−1))
= (vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1), . . . , vπ(n)). (73)
Consequently,(
μ(τ ′) · · ·μ(σ ′))
π ′ =
(
μ(τ),μ[v0, . . . , vk, vπ(k+1)], . . . ,μ[v0, . . . , vk, vπ(k+1), . . . , vπ(k+a′−1)],
μ[v0, . . . , vk, vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1)], . . . ,μ(σ ′)
)
. (74)
On the other hand,(
μχ(τ ) · · ·μχ(σ ))
π
= (μχ [τ ],μχ [τ , vπ(k+1)], . . . ,μχ [τ , vπ(k+1), . . . , vπ(k+a′−1)],
μχ [τ , vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′)],μχ [τ , vπ(k+1), . . . , vπ(k+a′+1)], . . . ,
μχ [σ ]). (75)
Since a  a′ − 1, we see that the vertex vπ(k+a) is contained in the sequence of vertices vπ(k+1), . . . , vπ(k+a′−1) . However,
χ(vπ(k+a)) = vn−1 = χ(vn) = χ(vπ(k+a′)) implies μχ [τ , vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′)] = μχ [τ , vπ(k+1), . . . , vπ(k+a′−1)].
Similarly, in the expressions μχ [τ , vπ(k+1), . . . , vπ(k+a′+1)] one can delete the term vπ(k+a′) . The same applies to the ex-
pressions which follow. Consequently,(
μχ(τ ) · · ·μχ(σ ))
π
= (μχ [τ ],μχ [τ , vπ(k+1)], . . . ,
μχ [τ , vπ(k+1), . . . , vπ(k+a′−1)],μχ [τ , vπ(k+1), . . . , vπ(k+a′−1)],
μχ [τ , vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1)], . . . ,
μχ [τ , vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1), . . . , vπ(n)]
)
. (76)
Since π(k + a′) = n and π is a permutation of {k + 1, . . . ,n}, the sequence vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1), . . . , vπ(n)
consists of all vertices of σ , except the vertex vn . Consequently, these vertices span σ ′ and thus, the last line in (76) equals
μχ(σ ′) = μ(σ ′). Now recall that χ(τ ) = τ and χ(vπ(k+ j)) = vπ(k+ j) , except for j = a′ . Consequently, (76) assumes the
form (
μχ(τ ) · · ·μχ(σ ))
π
= (μ[τ ],μ[τ , vπ(k+1)], . . . ,
μ[τ , vπ(k+1), . . . , vπ(k+a′−1)],μ[τ , vπ(k+1), . . . , vπ(k+a′−1)],
μ[τ , vπ(k+1), . . . , vπ(k+a′−1), vπ(k+a′+1)], . . . ,μ[σ ′]
)
. (77)
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then applying the degeneracy operator sa
′−1. However, the deletion of that term from (77) yields precisely (74). In other
words,(
μχ(τ ) · · ·μχ(σ ))
π
= sa′−1(μ(τ) · · ·μ(σ ′))
π ′ . (78)
Substituting (78) to (63) and using the coherence properties of f , we see that
x′ = f(μχ(τ )···μχ(σ ))π
(
x, βτπ (t)
)= f sa′−1(μ(τ )···μ(σ ′))π ′ (x, βτπ (t))
= f(μ(τ )···μ(σ ′))π ′
(
x, sa′−1βτπ (t)
)
. (79)
A comparison with (68) shows that x′ = x′′ will be proved if we show that
sa
′−1βτπ (t) = βτπ ′κ(t), (80)
for t ∈ dτπ .
Clearly, it suﬃces to prove (80), for the vertices w
[τ ,vπ(k+1),...,vπ(k+ j)]
0 , 0  j  n − k of dτπ . By deﬁnition, βτπ maps
w
[τ ,vπ(k+1),...,vπ(k+ j)]
0 to the vertex e j of 
n−k . Furthermore, if 0  j < a′ , sa′−1 maps e j to e j and if a′  j  n − k, sa′−1
maps e j to e j−1. On the other hand, by (71),
βτπ ′κ
(
w
[τ ,vπ(k+1),...,vπ(k+ j)]
0
)= βτπ ′(w[τ ,vπ ′(k+1),...,vπ ′(k+ j)]0 )= e j, 1 j  a′ − 1. (81)
Moreover, by (72),
βτπ ′κ
(
w
[τ ,vπ(k+1),...,vπ(k+ j)]
0
)= βτπ ′(w[τ ,vπ ′(k+1),...,vπ ′(k+ j−1)]0 )= e j−1, a′  j  n − k, (82)
which completes the proof of (80). In the case when a′ < a, the proof is obtained by obvious modiﬁcations of the proof
when a < a′ .
Proof of Lemma 9 in Case (b). The only vertex of σ , which is not in σ ′ is the vertex vn . Therefore, we can assume that
τ = [v0, . . . , vk−1, vn], where 1  k  n. If k = n we see that τ = σ and thus, τ ′ = σ ′ . Therefore, the permutations π and
π ′ are empty. It follows that μχ(τ ) = μχ(σ ) and thus, (μχ(τ ) · · ·μχ(σ ))π = (μχ(τ )) = (μ(τ ′)) = (μ(τ ′) · · ·μ(σ ′))π ′ .
Therefore, x′ = x′′ follows from the assertion that βτπ = βτ ′π ′κ . The latter assertion holds, because dτπ is the single vertex wτ0
and βτπ maps it to e0. Furthermore, κ(w
τ
0 ) = wτ
′
0 and β
τ ′
π ′ maps w
τ ′
0 also to the point e0. Therefore, we will now assume
that 1 k < n. Note that τ ′ = χ(τ ) = [v0, . . . , vk−1, vn−1].
Since π is a permutation of the set {k, . . . ,n−1}, there is an integer a ∈ {0, . . . ,n−k−1} such that π(k+a) = n−1. Note
that χ(vi) = vi , except for i = n. Since π(k+ j) = n, for 0 j  n− k− 1, we conclude that χ(vπ(k+ j)) = vπ(k+ j) . It follows
that {χ(v0), . . . ,χ(vk−1),χ(vn),χ(vπ(k)),χ(vπ(k+1)), . . . ,χ(vπ(k+ j))} = {v0, . . . , vk−1, vn−1, vπ(k), vπ(k+1), . . . , vπ(k+ j)}, for
0 j  n − k − 1. If 0 j  a − 1, all the points listed are different and thus,
χ [v0, . . . , vk−1, vn, vπ(k), vπ(k+1), . . . , vπ(k+ j)]
= [v0, . . . , vk−1, vn−1, vπ(k), vπ(k+1), . . . , vπ(k+ j)]. (83)
However, if a  j  n − k, the sequence (vπ(k), vπ(k+1), . . . , vπ(k+ j)) contains the term vπ(k+a) = vn−1, which is already
contained in the sequence (v0, . . . , vk−1, vn−1). Therefore,
χ [v0, . . . , vk−1, vn, vπ(k), vπ(k+1), . . . , vπ(k+ j)]
= [v0, . . . , vk−1, vn−1, vπ(k), vπ(k+1), . . . , vπ(k+a−1)vπ(k+a+1) . . . , vπ(k+ j)]. (84)
By the deﬁnition of κ and by (83), we now conclude that
κ
(
w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0
)
= 1
2
(
v0 + b[v0,...,vk−1,vn−1,vπ(k),vπ(k+1),...,vπ(k+ j)]
)
, 0 j  a − 1, (85)
and by (84), we conclude that
κ
(
w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0
)
= 1
2
(
v0 + b[v0,...,vk−1,vn−1,vπ(k),vπ(k+1),...,vπ(k+a−1)vπ(k+a+1)...,vπ(k+ j)]
)
, a j  n − k. (86)
We now deﬁne a permutation π ′ on the set {k, . . . ,n − k − 1} by putting π ′(k + j) = π(k + j), if 0  j  a − 1, and
π ′(k + j) = π(k + j + 1), if a j  n − k. Clearly, the last row in (85) remains unchanged if we replace π by π ′ and thus,
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(
w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0
)
= w[v0,...,vk−1,vn−1,vπ ′(k),vπ ′(k+1),...,vπ ′(k+ j)]0 , 1 j  a − 1. (87)
Since w
[v0,...,vk−1,vn−1,vπ ′(k),vπ ′(k+1),...,vπ ′(k+a′−1),vπ ′(k+a′),...,vπ ′(k+ j)]
0 and the last row of (86) coincide, we see that
κ
(
w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0
)
= w[v0,...,vk−1,vn−1,vπ ′(k),vπ ′(k+1),...,vπ ′(k+a′−1),vπ ′(k+a′),...,vπ ′(k+ j−1)]0 , a j  n − k. (88)
All this shows that the vertices κ(w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0 ) of κ(d
τ
π ) coincide with the vertices
w
[v0,...,vk−1,vn−1,vπ ′(k),vπ ′(k+1),...,vπ ′(k+ j)]
0 of d
τ ′
π ′ , where τ
′ = χ(τ ) = χ [v0, . . . , vk−1, vn] = [v0, . . . , vk−1, vn−1].
Now note that
(vπ ′(k), vπ ′(k+1), . . . , vπ ′(n−1))
= (vπ ′(k), vπ ′(k+1), . . . , vπ ′(k+a−1), vπ ′(k+a), . . . , vπ ′(n−1))
= (vπ(k), vπ(k+1), . . . , vπ(k+a−1), vπ(k+a+1), . . . , vπ(n)). (89)
Consequently,(
μ(τ ′) · · ·μ(σ ′))
π ′ =
(
μ(τ ′),μ[τ ′, vπ(k)],μ[τ ′, vπ(k), vπ(k+1)], . . . ,
μ[τ ′, vπ(k), vπ(k+1), . . . , vπ(k+a−1)],
μ[τ ′, vπ(k), vπ(k+1), . . . , vπ(k+a−1), vπ(k+a+1)], . . . ,μ(σ ′)
)
. (90)
On the other hand,(
μχ(τ ) · · ·μχ(σ ))
π
= (μχ(τ ),μχ [τ , vπ(k)],μχ [τ , vπ(k), vπ(k+1)], . . . ,
μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1)],
μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1), vπ(k+a)],
μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a+1)], . . . ,μχ [σ ]
)
. (91)
Note that μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1), vπ(k+a)] = μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1)], because χ(vπ(k+a)) =
vn−1 is a vertex of χ [τ ] = [v0, . . . , vk−1, vn−1]. Also, μχ [τ , vπ(k), . . . , vπ(k+ j)] = μχ [τ , vπ(k), . . . , vπ(k+a−1), vπ(k+a+1), . . . ,
vπ(k+ j)], for a j  n − k − 1. Consequently,(
μχ(τ ) · · ·μχ(σ ))
π
= (μχ(τ ),μχ [τ , vπ(k)],μχ [τ , vπ(k), vπ(k+1)], . . . ,
μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1)],μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1)],
μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1), vπ(k+a+1)], . . . ,μχ [σ ]
)
. (92)
In this sequence the term μχ [τ , vπ(k), vπ(k+1), . . . , vπ(k+a−1)] is repeated. Therefore, one can obtain the right side of (92)
by applying the operation sa to the right side of (90), i.e.,(
μχ(τ ) · · ·μχ(σ ))
π
= sa(μ(τ ′) · · ·μ(σ ′))
π ′ . (93)
Substituting (93) to (63) and using the coherence properties of f , we see that
x′ = f(μχ(τ )···μχ(σ ))π
(
x, βτπ (t)
)= f sa(μ(τ ′)···μ(σ ′))π ′ (x, βτπ (t))
= f(μ(τ ′)···μ(σ ′))π ′
(
x, saβ
τ
π (t)
)
. (94)
A comparison with (68) shows that x′ = x′′ will be proved if we show that
saβ
τ
π (t) = βτ
′
π ′κ(t), (95)
for t ∈ dτπ .
Clearly, it suﬃces to prove (95), for the vertices w
[τ ,vπ(k+1),...,vπ(k+ j)]
0 , 0  j  n − k of dτπ . By deﬁnition, βτπ maps
w
[τ ,vπ(k+1),...,vπ(k+ j)]
0 to the vertex e j of 
n−k . Furthermore, if 0 i  a, sa maps ei to ei and if a + 1 i  n − k, sa maps ei
to ei−1. On the other hand, by (87) and (88),
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′
π ′κ
(
w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0
)=
{
e j+1, 1 j  a − 1,
e j, a j  n − k. (96)
On the other hand, βτπ maps the vertex w
[v0,...,vk−1,vn,vπ(k),vπ(k+1),...,vπ(k+ j)]
0 to e j+1 and therefore, saβτπ maps the same
vertex to e j+1, for j+1 a and to e j , for a j. However, these values coincide with the values given by (96). This completes
the proof of Lemma 9. 
Proof of Lemma 7 in Case (ii). One can assume that σ = [v0, . . . , vn], σ ′ = [v ′0, . . . , v ′n] and χ(vi) = v ′i , 0  i  n,
τ = [v0, . . . , vk], 0  k  n and thus, τ ′ = χ(τ ) = [v ′0, . . . , v ′k]. If (x,u) ∈ X fμχ(σ ) × c, where c = cτπ ∈ L(σ ), then u =
s + t − wτ0 and κ(u) = κ(s) + κ(t) − wτ
′
0 , κ(s) ∈ cτ
′
, κ(t) ∈ cτ ′π ′ , wτ
′
0 = κ(wτ0 ). We see that the two projections of κ(u) ∈
κ(c) = c′ = cτ ′π ′ are κ(s) and κ(t). Since k˜Xfμ(x,u) = (x, κ(u)), (16) shows that gc
′
μk˜
X
fμ(x,u) = gc
′
μ(x, κ(u)) = (x′′,ατ ′κ(s)),
where x′′ = f(μ(τ ′)···μ(σ ′))π ′ (x, βτ
′
π ′κ(t)). By (41), α
τ ′κ(s) = χατ (s) and we see that gc′μk˜Xfμ(x,u) = (x′′,χατ (s)). Conse-
quently, to prove (62), it remains to show that x′′ = x′ , where x′ is given by (63). Clearly, it suﬃces to see that π ′ = π
and βτ
′
π ′κ = βτπ . The vertices of dτπ are the points w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 . Since χ [v0, . . . , vk, vπ(k+1), . . . , vπ(k+ j)] =
[v ′0, . . . , v ′k, v ′π(k+1), . . . , v ′π(k+ j)], we see that κ(w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 ) = 12 (v ′0 + b[v
′
0,...,v
′
k,v
′
π(k+1),...,v
′
π(k+ j)]). Since the ver-
tices of dτ
′
π ′ are of the form w
[v ′0,...,v ′k,v ′π ′(k+1),...,v ′π ′(k+ j)]
0 , we conclude that indeed, π
′ = π . Moreover, note that βτ ′π ′ maps
these vertex w
[v ′0,...,v ′k,v ′π ′(k+1),...,v ′π ′(k+ j)]
0 of d
τ ′
π ′ to the vertex e j of 
n−k . However, βτπ maps w
[v0,...,vk,vπ(k+1),...,vπ(k+ j)]
0 also
to e j . This proves that indeed, the mappings βτ
′
π ′κ and β
τ
π coincide at the vertices of d
τ
π and thus, β
τ ′
π ′κ = βτπ . 
7. Completing the proof of Theorem 1
Our ﬁrst goal is to deﬁne a homotopy Ωμ : Y XKfμχ × I → Y X
′K ′
μ , which realizes the commutativity up to homotopy of
diagram (58). Recall that Y XKfμχ is the coproduct of spaces X fμχ(σ ) × σ , where σ ∈ K . Moreover, if dimσ = n, then σ is the
union of n-cells c ∈ L(σ ) and the restriction g˜cμχ = g˜ Kμχ |(X fμχ(σ ) × c) was deﬁne by the formula g˜cμχ = φμχ gcμχ (see (15)).
Similarly, for c′ = κ(c), we have the formula g˜c′μ = φμgc′μ . Also recall that kX ′μ φμχ = φμk˜X ′μ (see (46)). Using (61), we now see
that, for (x,u) ∈ X fμχ(σ ) × c with projections s ∈ cτ and t ∈ dτπ , one has
kX
′
μ g˜
c
μχ (x,u) = kX
′
μ φμχ g
c
μχ (x,u) = φμk˜X
′
μ g
c
μχ (x,u) = φμ
(
x′, κατ (s)
)
, (97)
where x′ is given by (63). Moreover, using (62), we see that
g˜c
′
μk˜
X
fμ(x,u) = φμgc
′
μχ k˜
X
fμ(x,u) = φμ
(
x′,χατ (s)
)
. (98)
By Lemma 2, χ(u) and κ(u) belong to σ ′ = χ(σ ). Therefore, there exists a homotopy ω : |K | × I → K ′ such that ω(σ ×
I) ⊆ σ ′ , ω(u,0) = κ(u) and ω(u,1) = χ(u), for u ∈ σ . We now deﬁne a homotopy Ω˜cμ : X fμχ(σ ) × c× I → Y X ′K ′μ , by putting
Ω˜cμ(x,u, v) = φμ
(
x′,ω
(
ατ (s), v
))
. (99)
Note that s ∈ cτ implies ατ (s) ∈ τ and thus, ω(ατ (s), v) ∈ τ ′ = χ(τ ). Since x′ ∈ X ′μχ(τ) = X ′μ(τ ′) , we see that
(x′,ω(ατ (s), v)) ∈ X ′μ(τ ′) ×τ ′ ⊆ Y˜ X
′K ′
μ . Therefore, the right side of (99) is a well-deﬁned point of Y
X ′K ′
μ . Furthermore, by (97),
Ω˜cμ(x,u,0) = φμ
(
x′,ω
(
ατ (s),0
))= φμ(x′, κατ (s))= kX ′μ g˜cμχ (x,u). (100)
Similarly, by (98),
Ω˜cμ(x,u,1) = φμ
(
x′,ω
(
ατ (s),1
))= φμ(x′,χατ (s))= g˜c′μk˜Xfμ(x,u). (101)
We will now show that, for different n-cells c, c1 ∈ L(σ ) and u ∈ c ∩ c1, one has
Ω˜cμ(x,u, v) = Ω˜c1μ (x,u, v). (102)
This enables us to deﬁne homotopies Ω˜σμ : X fμχ (σ ) × σ × I → Y X ′K ′μ , σ ∈ K , by putting
Ω˜σμ(x,u, v) = Ω˜cμ(x,u, v), (103)
where c is any n-cell from L(σ ), which contains the point u.
Let c1 = cτ1π1 and let u have projections s1 ∈ cτ1 and t1 ∈ dτ1π1 . Note that Ω˜c1μ (x,u, v) = φμ(x′1,ω(ατ1(s1), v)), where
x′ = f(μχ(τ1)···μχ(σ ))π (x, βτ1π (t1)). To prove (102), we need to show that (x′,ω(ατ (s), v)) ∼μ (x′ ,ω(ατ1(s1), v)). By (16)1 1 1 1
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φμχ (x′,ατ (s)) and g˜c1μχ (x,u) = φμχ (x′1,ατ1(s1)). However, g˜cμχ (x,u) = g˜c1μχ (x,u), for (x,u) ∈ X fμχ(σ ) × (c ∩ c1) (see [7,
Lemma 1]), i.e., φμχ (x′,ατ (s)) = φμχ (x′1,ατ1 (s1)). Consequently, (x′,ατ (s)) ∼μχ (x′1,ατ1(s1)). By deﬁnition of ∼μχ , there
exist a chain of simplices τ i ∈ K and a chain of points (xi, ti) ∈ X ′
μχ(τ i)
× τ i , beginning with (x0, t0) = (x′,ατ (s)) and
ending with (xn, tn) = (x′1,ατ1 (s1)) such that either τ i  τ i+1, xi = p′μχ(τ i)μχ(τ i+1)(xi+1) and ti = ti+1 or τ i+1  τ i , xi+1 =
p′
μχ(τ i+1)μχ(τ i)(x
i) and ti = ti+1. If τ i  τ i+1, then χ(τ i) χ(τ i+1), xi = p′
μ(χ(τ i))μ(χ(τ i+1))(x
i+1) and ω(ti, v) = ω(ti+1, v),
because ti = ti+1. This shows that the points (xi,ω(ti, v)) ∈ X ′
μ(χ(τ i))
× χ(τ i) and (xi+1,ω(ti+1, v)) ∈ X ′
μ(χ(τ i+1)) × χ(τ i+1)
are ∼μ-equivalent. The same conclusion holds in the case when τ i+1  τ i . It follows, by transitivity, that (x′,ω(ατ (s), v)) =
(x0,ω(t0, v)) ∼μ (xn,ω(tn, v)) = (x′1,ω(ατ1(s1), v)).
By (4), Y˜ X Kfμχ × I is the disjoint union of spaces X fμχ(σ ) ×σ × I . Therefore, we obtain a homotopy Ω˜μ : Y˜ X Kfμχ × I → Y X
′K ′
μ ,
by putting
Ω˜μ(x,u, v) = Ω˜σμ(x,u, v), (104)
for (x,u, v) ∈ X fμχ(σ ) × σ × I . By (100) and (101), Ω˜μ realizes commutativity up to homotopy of diagram (59).
Using Ω˜μ , we will now deﬁne a homotopy Ωμ : Y XKfμχ × I → Y X
′K ′
μ , which realizes commutativity up to homotopy of
diagram (58). An arbitrary point y ∈ Y XKfμχ is of the form y = φ fμχ (x,u), where (x,u) ∈ X fμχ(σ ) × σ , σ ∈ K . For v ∈ I , we
put
Ωμ(y, v) = Ω˜μ(x,u, v) = Ω˜σμ(x,u, v). (105)
We will prove that Ωμ(y, v) is well deﬁned, i.e., it does not depend on the representative (x,u) of y.
Indeed, let (x1,u1) ∈ X fμχ(σ1) × σ1 be another representative of y, i.e., let (x,u) ∼ fμχ (x1,u1). We must prove that
Ω˜σμ(x,u, v) = Ω˜σ1μ (x1,u1, v). If dimσ = n and dimσ ′ = n1, there exists and n-cell c = cτπ ∈ L(σ ) and there exists and n1-
cell c1 = cτ1π1 ∈ L(σ1) such that u ∈ c, u1 ∈ c1 and s, t and s1, t1 are the corresponding projections of u and u1, respectively.
Consequently, Ωσμ(x,u, v) = Ωcμ(x,u, v) = φμ(x′,w(ατ (s), v)), where x′ ∈ X ′μχ(τ) is given by (63), while Ωσ1μ (x1,u1, v) =
Ω
c1
μ (x1,u1, v) = φμ(x′1,w(ατ1(s1), v)), where x′1 ∈ X ′μχ(τ1) is given by the analogue of (63). Therefore, to prove our as-
sertion it suﬃces to show that φμ(x′,w(ατ (s), v)) = φμ(x′1,w(ατ1(s1), v)), i.e., (x′,ω(ατ (s), v)) ∼μ (x′1,ω(ατ1(s1), v)).
Now note that, by (15), g˜μχ (x,u) = g˜cμχ (x,u) = φμχ gcμχ (x,u) and g˜μχ (x1,u1) = g˜cμχ (x1,u1) = φμχ gcμχ (x1,u1). More-
over, (x,u) ∼ fμχ (x1,u1) implies g˜μχ (x,u) = g˜μχ (x1,u1) (see [7, Lemma 2]) and thus, φμχ gcμχ (x,u) = φμχ gcμχ (x1,u1),
i.e., gcμχ (x,u) ∼μχ gcμχ (x1,u1). By (16), gcμχ (x,u) = (x′,ατ (s)) and gc1μχ (x1,u1) = (x′1,ατ1(s1)) and thus, (x′,ατ (s)) ∼μχ=
(x′1,ατ1 (s1)). However, in proving (102), we saw that the relation (x′,ω(ατ (s), v)) ∼μ (x′1,ω(ατ1 (s1), v)) is a consequence
of the relation (x′,ατ (s)) ∼μχ (x′1,ατ1(s1)).
To complete the proof that Ωμ realizes the commutativity up to homotopy of diagram (58), we will determine Ωμ(y,0)
and Ωμ(y,1), for y ∈ Y XKfμχ . Note that the point y is of the form y = φ fμχ (x,u), where x ∈ X fμχ(σ ) and u ∈ σ , σ ∈ K ,
dimσ = n. Choose an n-cell c ∈ L(σ ). Then by (105), Ωμ(y, v) = Ω˜μ(x,u, v) = Ω˜cμ(x,u, v). Therefore, by (100), Ωμ(y,0) =
Ω˜cμ(x,u,0) = kX ′μ g˜cμχ (x,u) = kX ′μ g˜ Kμχ (x,u) = kX ′μ gKμχ (y) and by (101), Ωμ(y,1) = Ω˜cμ(x,u,1) = g˜c′μk˜Xfμ(x,u) = g˜ K
′
μ k˜
X
fμ(x,u).
Now recall that g˜ K
′
μ = gK ′μ φ fμ (see (14)) and kXμφμχ = φ fμχ k˜Xfμ (see(46)). Therefore, g˜ K
′
μ k˜
X
fμ(x,u) = gK
′
μ φ fμk˜
X
fμ(x,u) =
gK
′
μ k
X
fμφ fμχ (x,u) = gK
′
μ k
X
fμ(y) and thus, Ωμ(y,1) = gK
′
μ k
X
fμ(y). 
8. Bifunctoriality of the Cartesian product of a compactum and a polyhedron
In the following section we will prove one of the main results of the paper, by showing that the Cartesian product X × P
is a bifunctor. More precisely, we will prove the following theorem.
Theorem 2. The function Rwhich to every compact Hausdorff space X and every polyhedron P assigns the Cartesian product X × P , to
every strong shape morphism F : X → X ′ and P assigns the shape morphism R(F , P ) : X × P → X ′ × P and to X and every homotopy
class of mappings [h] : P → P ′ assigns the shape morphism S(1X × [h]) : X × P → X × P ′ is a bifunctor from the product category
SSh(Cpt) ×H(Pol) to the category Sh(Top). In particular, diagram (2) commutes.
Proof. We associate with every space X from Cpt a coﬁnite inverse system X of compact polyhedra with limit X and we
associate with every polyhedron P a triangulation K of P . Since we already know that X × P is a functor in separate
variables (see the Introduction), it suﬃces to prove that diagram (2) commutes, i.e.,
S
(
1X ′ × [h]
)
R(F , P ) = R(F , P ′)S(1X × [h]). (106)
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qXK : X × P → Y XK , qXK ′ : X × P ′ → Y XK ′ , qX ′K : X ′ × P → Y X ′K and qX ′K ′ : X ′ × P ′ → Y X ′K ′ . Let us ﬁrst prove the commu-
tativity of the following diagram:
Y XK
[hX ]
X × |K |[qXK ]
1X×[h]
Y XK
′ X × |K ′| ,
[qXK ′ ]
(107)
where [hX ] : Y XK → Y XK ′ is the homotopy class associated with [h], i.e., let us prove that[
hX
][
qXK
]= [qXK ′](1X × [h]). (108)
By the deﬁnition of [hX ] (see Section 2), there exists a subdivision K ∗ of K and there exist simplicial approxima-
tions χ : K ∗ → K ′ of h and ψ : K ∗ → K of 1 : |K ∗| = |K | → |K | such that the induced mappings hXχ : Y XK ∗ → Y XK ′ and
hXψ :Y XK
∗ → Y XK satisfy the condition [hXχ ] = [hX ][hXψ ] (see (19)). Since χ : K ∗ → K ′ is a simplicial approximation of h
and ψ : K ∗ → K is a simplicial approximation of 1|K | : |K | → |K |, Theorem 2 of [8] implies that hXχqXK ∗ = qXK ′(1X × χ)
and hXψqXK
∗ = qXK (1X × 1|K |) = qXK . Consequently, [hX ][qXK ] = [hX ][hXψ ][qXK ∗ ] = [hXχ ][qXK ∗ ] = [qXK ′ ](1X × [χ ]). Since
χ is a simplicial approximation of h, it follows that χ  h, i.e., [χ ] = [h] and thus, [hX ][qXK ] = [qXK ′ ](1X × [h]), as asserted
by (108). An analogous argument shows that the homotopy class [hX ′ ] : Y X ′K → Y X ′K ′ associated with [h] satisﬁes the
condition[
hX
′][
qX
′K ]= [qX ′K ′](1X ′ × [h]). (109)
By the deﬁnition of the shape functor S, formulae (108) and (109) show that the shape morphisms S(1X × [h]) and S(1X ′ ×
[h]) correspond to the homotopy classes [hX ] : Y XK → Y XK ′ and [hX ′ ] : Y X ′K → Y X ′K ′ (see e.g., [9, I, §2.3]).
By the deﬁnition of the shape morphism R(F , P ), to that morphism corresponds the homotopy class [gK ] of the ho-
motopy mapping gK : Y XK → Y X ′K . Similarly, to R(F , P ′) corresponds the homotopy class [gK ] of the homotopy mapping
gK : Y XK ′ → Y X ′K ′ . Consequently, to the composition S(1X ′ × [h])R(F , P ) corresponds the composition [hX ′ ][gK ] and to the
composition R(F , P ′)S(1X × [h]) corresponds the composition [gK ′ ][hX ]. Therefore, to prove the desired equality (106), it
suﬃces to prove the equality[
hX
′][
gK
]= [gK ′][hX ]. (110)
Since [hXψ ] has an inverse, this is equivalent to proving that[
hX
′][
gK
][
hXψ
]= [gK ′][hX ][hXψ ]. (111)
To prove (111), we apply Theorem 1 to F and χ and to F and ψ . We conclude that[
hX
′χ ][gK ∗]= [gK ′][hXχ ], (112)[
hX
′ψ ][gK ∗]= [gK ][hXψ ]. (113)
Using (112), (113) and the fact that [hXχ ] = [hX ][hXψ ] and [hX ′χ ] = [hX ′ ][hX ′ψ ], we conclude that, indeed, [hX ′ ][gK ][hXψ ] =
[hX ′ ][hX ′ψ ][gK ∗ ] = [hX ′χ ][gK ∗ ] = [gK ′ ][hXχ ] = [gK ′ ][hX ][hXψ ]. 
9. Bifunctoriality of the Cartesian product of a compactum and a space
In this section we will generalize Theorem 2 by proving that the Cartesian product X × Z of a compact Hausdorff space
X and a topological space Z is a bifunctor R, where R(X, Z) = X × Z . First we have to describe how to associate with a
strong shape morphism F : X → X ′ and a topological space Z a shape morphism R(F , Z) : X × Y → X ′ × Z . Moreover, we
have to describe how to associate with a shape morphism E : Z → Z ′ and a compact Hausdorff space X a shape morphism
R(X, E) : X × Z → X × Z ′ . To achieve this we will use two propositions from the literature.
Proposition 1. Let r = (rν) : Z → Z = (Zν, rνν ′ ,N) be a resolution of a topological space Z . If X is a compact Hausdorff space, then
1× r = (1× rν) : X × Z → X × Z = (X × Zν,1× rνν ′ ,N) is also a resolution.
For a proof see [4, Theorem 6.34].
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homotopy functor H : Top → H(Top) and the shape functor S : H(Top) → Sh(Top) yields an inverse limit SH(r) = (S[rν ]) : Z →
SH(Z) = (Zν, S[rνν ′ ],N) in the shape category Sh(Top).
For a proof see [9, I, §2, Theorem 6] or [6, Theorem 1.5].
We will ﬁrst deﬁne R(F , Z) : X × Z → X ′ × Z . For each Z choose a coﬁnite resolution r = (rν) : Z → Z = (Pν, rνν ′ ,N),
which consists of polyhedra. By Proposition 1, 1X × r : X × Z → X × Z = (X × Pν,1X × rνν ′ ,N) is a resolution of X × Z .
Analogously, 1X ′ ×r : X ′ × Z → X ′ × Z = (X ′ × Pν,1X ′ × rνν ′ ,N) is a resolution of X ′ × Z . Therefore, Proposition 2 shows that
SH(1X × r) : X × Z → SH(X × Z) = (X × Pν,S(1X × [rνν ′ ]),N) and SH(1X ′ × r) : (X ′ × Z) → SH(X ′ × Z) = (X ′ × Pν,S(1X ′ ×
[rνν ′ ]),N) are inverse limits in Sh(Top). For every ν ∈ N , the strong shape morphism F : X → X ′ induces a shape morphism
Gν = R(F , Pν) : X × Pν → X ′ × Pν (see the Introduction). Moreover, by (106), for ν  ν ′ , one has
S
(
1X ′ × [rνν ′ ]
)
Gν ′ = GνS
(
1X × [rνν ′ ]
)
. (114)
Therefore, the shape morphisms Gν , ν ∈ N , form a morphism G : SH(X × Z) → SH(X ′ × Z) in pro-Sh(Top). Furthermore, G
induces a shape morphism G between the corresponding inverse limits, G : X × Z → X ′ × Z . By deﬁnition, G is the desired
shape morphism R(F , Z).
We will now deﬁne R(X, E) : X × Z → X × Z ′ . Consider the resolutions r = (rν) : Z → Z = (Pν, rνν ′ ,N) and r′ =
(r′ν) : Z ′ → Z ′ = (P ′ν, r′νν ′ ,N ′). By deﬁnition, to the shape morphism E : Z → Z ′ corresponds a homotopy class [h] of ho-
motopy mappings h = (h,hν) : Z → Z ′ . Note that h : N ′ → N is an increasing function and hν : Zh(ν) → Z ′ν , ν ∈ N ′ ,
are mappings such that rνν ′hν ′  hνrh(ν)h(ν ′) , for ν  ν ′ . Now consider the resolutions 1X × r : X × Z → X × Z =
(X × Pν,1X × rνν ′ ,N) and 1X × r′ : X × Z ′ → X × Z ′ = (X × P ′ν,1X × r′νν ′ ,N ′). By Proposition 2, SH(1X × r) : X × Z →
SH(X× Z) = (X× Pν,S(1X ×[rνν ′ ]),N) and SH(1X ×r′) : (X× Z ′) → SH(X× Z ′) = (X× P ′ν,S(1X ×[r′νν ′ ]),N ′) are inverse lim-
its in Sh(Top). Since h = (h,hν) : Z → Z ′ is a homotopy mapping, ν  ν ′ implies [r′νν ′ ][hν ′ ] = [hν ][rh(ν)h(ν ′)] and thus, also
(1X × [r′νν ′ ])(1X × [hν ′ ]) = (1X × [hν ])(1X × [rh(ν)h(ν ′)]). Now consider the shape morphism Hν = S(1X × [hν ]) : X × Ph(ν) →
X × P ′ν and note that
S
(
1X × [r′νν ′ ]
)
Hν ′ = HνS
(
1X × [rh(ν)h(ν ′)]
)
. (115)
Therefore, the shape morphisms Hν , ν ∈ N ′ , form a morphism H : SH(X × Z) → SH(X × Z ′) in pro-Sh(Top). Clearly, H
induces a shape morphism H : X × Z → X × Z ′ between the corresponding inverse limits. By deﬁnition, H is the desired
shape morphism R(X, E).
We can now state the next theorem, which considerably generalizes Theorem 2.
Theorem 3. The function R which to every compact Hausdorff space X and every topological space Z assigns the Cartesian product
X × Z , to every strong shape morphism F : X → X ′ and Z assigns the shape morphism R(F , Z) : X × Z → X ′ × Z and to every X and
every shape morphism H : Z → Z ′ assigns the shape morphism R(X, E) : X × Z → X × Z ′ is a bifunctor from the product category
SSh(Cpt) × Sh(Top) to the category Sh(Top). In particular, diagram (3) commutes.
Proof. We will ﬁrst prove functoriality of X × Z with respect to the ﬁrst variable. Consider strong shape morphisms F : X →
X ′ , F ′ : X ′ → X ′′ and F ′′ = F ′F : X → X ′′ and the resolution r = (rν) : Z → Z = (Pν, rνν ′ ,N). Also consider the resolutions
1X × r : X × Z → X × Z , 1X ′ × r : X ′ × Z → X ′ × Z and 1X ′′ × r : X ′′ × Z → X ′′ × Z . Let G : SH(X × Z) → SH(X ′ × Z),
G ′ : SH(X ′ × Z) → SH(X ′′ × Z) and G ′′ : SH(X × Z) → SH(X ′′ × Z) be the morphisms in pro-Sh(Top), formed by the shape
morphisms Gν = R(F , Pν) : X × Pν → X ′ × Pν , G ′ν = R(F ′, Pν) : X ′ × Pν → X ′′ × Pν and G ′′ν = R(F ′′, Pν) : X × Pν → X ′′ × Pν ,
where ν ∈ N . By deﬁnition, G ′G is formed by the shape morphisms G ′νGν = R(F ′, Pν)R(F , Pν) = R(F ′F , Pν), because X × P
is functorial in the ﬁrst variable. However, since F ′F = F ′′ , we see that G ′νGν = R(F ′′, Pν) = G ′′ν . Consequently, G ′G = G ′′ .
Since G = limG , G ′ = limG ′ and G ′′ = limG ′′ , it follows that G ′G = limG ′ limG = lim(G ′G) = limG ′′ = G ′′ , which is the
desired conclusion that R(F ′, Z)R(F , Z) = R(F ′′, Z). That R(1, Z) = 1 is obvious. This completes the proof that R is functorial
in the ﬁrst variable.
We will now prove functoriality of X × Z with respect to the second variable. Let E : Z → Z ′ , E ′ : Z ′ → Z ′′ and E ′′ =
E ′E : Z → Z ′′ be shape morphisms. Consider the polyhedral resolutions r : Z → Z , r′ : Z ′ → Z ′ and r′′ : Z ′′ → Z ′′ as well
as the morphisms [h] : Z → Z ′ , [h′] : Z ′ → Z ′′ and [h′′] : Z → Z ′′ from pro-H(Top), which correspond to E, E ′, E ′′ . Since
E ′′ = E ′E , one has [h′′] = [h′][h]. Consequently, if h = (h,hν), h′ = (h′,h′ν) and h′′ = (h′′,h′′ν), there is no loss of generality
in assuming that h′′ν  h′νhh(ν) , for ν ∈ N ′′ . Moreover, consider the induced resolutions 1X × r : X × Z → X × Z , 1X × r′ : X ×
Z ′ → X × Z ′ and 1X × r′′ : X × Z ′′ → X × Z ′′ and let H : SH(X × Z) → SH(X ′ × Z), H ′ : SH(X ′ × Z) → SH(X ′′ × Z) and
H ′′ : SH(X × Z) → SH(X ′′ × Z) be the morphisms in pro-Sh(Top), formed by the shape morphisms Hν = S(1X × [hν ]) : X ×
Ph(ν) → X × P ′ν , H ′ν = S(1X ×[h′ν ]) : X × Ph′(ν) → X × P ′′ν and H ′′ν = S(1X ×[h′′ν ]) : X × Ph′′(ν) → X × P ′ν . By deﬁnition, H ′H
is formed by the shape morphisms H ′νHh(ν) = S(1X × [h′ν ])S(1X × [hh(ν)]) = S(1X × [h′ν ][hh(ν)]), because (1X × [h′ν ])(1X ×[hh(ν)]) = (1X × [h′ν ][hh(ν)]). However, [h′ν ][hh(ν)] = [h′′ν ] and thus, H ′νHh(ν) = S(1X × [h′′ν ]) = H ′′ν . It follows that H ′H = H ′′ .
Since H = lim H , H ′ = lim H ′ and H ′′ = lim H ′′ , it follows that H ′H = lim H ′ lim H = lim(H ′H) = lim H ′′ = H ′′ and thus,
R(X, E ′)R(X, E) = R(X, E ′′). That R(X,1) = 1 is obvious. This completes the proof that R is functorial also in the second
variable.
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G : SH(X × Z) → SH(X ′ × Z) in pro-Sh(Top). Similarly, R(X ′, E) is the limit of H ′ : SH(X ′ × Z) → SH(X ′ × Z ′) (the analogue
of H ) and therefore,
R(X ′, E)R(F , Z) = lim H ′ limG = lim(H ′G). (116)
Analogously, R(X, E) is the limit of H : SH(X × Z) → SH(X × Z ′) and R(F , Z ′) is the limit of G ′ : SH(X × Z ′) → SH(X ′ × Z ′)
(the analogue of G) and therefore,
R(F , Z ′)R(X, E) = limG ′ lim H = lim(G ′H). (117)
Formulae (116) and (117) show that commutativity of (3) is an immediate consequence of the following equality:
H ′G = G ′H . (118)
Now note that G is formed by the shape morphisms Gν = R(F , Pν) : X × Pν → X ′ × Pν , ν ∈ N . Similarly, H ′ is formed
by the shape morphisms H ′ν = S(1X ′ × [hν ]) : X ′ × Ph(ν) → X × P ′ν . Consequently, H ′G is formed by the shape morphisms
H ′νGh(ν) = S(1X ′ × [hν ])R(F , Ph(ν)). Furthermore, H is formed by the shape morphisms Hν = S(1X × [hν ]) : X × Ph(ν) →
X × P ′ν and G ′ is formed by the shape morphisms G ′ν = R(F , P ′ν) : X × P ′ν → X ′ × P ′ν . Consequently, G ′H is formed by the
shape morphisms G ′νHν = R(F , P ′ν)S(1X × [hν ]). Therefore, (118) will be proved if we prove that
H ′νGh(ν) = G ′νHν, ν ∈ N ′, (119)
i.e., if we prove that the following diagram commutes:
X × P ′ν
R(F ,P ′ν )
X × Ph(ν)S(1X×[hν ])
R(F ,Ph(ν))
X ′ × P ′ν X ′ × Ph(ν) .S(1X ′×[hν ])
(120)
Since the second factors in the products X × P ′ν , X × Ph(ν) , X ′ × P ′ν and X ′ × Ph(ν) are polyhedra, Theorem 2 implies
commutativity of diagram (120) and completes the proof of Theorem 3. 
Corollary 1. Let X and X ′ be compact Hausdorff spaces having the same strong shape, ssh(X) = ssh(X ′) and let Z and Z ′ be topological
spaces having the same shape sh(Z) = sh(Z ′). Then the spaces X × Z and X ′ × Z have the same shape, sh(X × Z) = sh(X ′ × Z ′).
Proof. By assumption, there exists a strong shape isomorphism F : X → X ′ and there exists a shape isomorphism
H : Z → Z ′ . The shape morphisms R(F , Z) : X × Z → X ′ × Z and R(X ′, H) : X ′ × Z → X ′ × Z ′ are isomorphisms with in-
verses R(F−1, Z) and R(X ′, H−1), respectively. Hence, also R(X ′, H)R(F , Z) : X× Z → X ′ × Z ′ is an isomorphism with inverse
R(F−1, Z)R(X ′, H−1). Therefore, sh(X × Z) = sh(X ′ × Z ′). 
In 1978, using [10], Y. Kodama proved that, for compact metric spaces X, X ′ and paracompact spaces Z , Z ′ , the as-
sumptions sh(X) = sh(X ′) and sh(Z) = sh(Z ′) imply sh(X × Z) = sh(X ′ × Z ′) (see Theorem 3.5 of [3]). Let us note that
Kodama’s result is a consequence of Corollary 1. Indeed, it is well known that for compact metric spaces X, X ′ , the condi-
tions ssh(X) = ssh(X ′) and sh(X) = sh(X ′) are equivalent (see e.g., [2, Theorem 4.3]). Therefore, for metric compacta X, X ′
and topological spaces Z , Z ′ , Corollary 1 shows that sh(X) = sh(X ′) and sh(Z) = sh(Z ′) imply sh(X × Z) = sh(X ′ × Z ′).
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