Diversity Promoting Online Sampling for Streaming Video Summarization by Anirudh, Rushil et al.
DIVERSITY PROMOTING ONLINE SAMPLING FOR STREAMING VIDEO
SUMMARIZATION
Rushil Anirudh1, Ahnaf Masroor3, Pavan Turaga2,3
1IBM Almaden Research Center, San Jose, CA.
2School of Arts, Media, & Engineering, 3School of Electrical, Computer, & Energy Engineering,
Arizona State University.
ABSTRACT
Many applications benefit from sampling algorithms where a
small number of well chosen samples are used to generalize
different properties of a large dataset. In this paper, we use
diverse sampling for streaming video summarization. Sev-
eral emerging applications support streaming video, but exist-
ing summarization algorithms need access to the entire video
which requires a lot of memory and computational power. We
propose a memory efficient and computationally fast, online
algorithm that uses competitive learning for diverse sampling.
Our algorithm is a generalization of online K-means such that
the cost function reduces clustering error, while also ensur-
ing a diverse set of samples. The diversity is measured as
the volume of a convex hull around the samples. Finally, the
performance of the proposed algorithm is measured against
human users for 50 videos in the VSUMM dataset. The algo-
rithm performs better than batch mode summarization, while
requiring significantly lower memory and computational re-
quirements.
Index Terms— Video Summarization, Online Algo-
rithms, Sampling, Streaming Video
1. INTRODUCTION
Smart sampling algorithms are useful in applications where
computational or memory resources are limited. In such sce-
narios, a small number of well chosen samples can be used
to generalize properties of an entire dataset for training [1],
labeling [2], or other learning problems [3, 4]. We are inter-
ested in video summarization, which can be broadly defined
as the problem of picking the K best frames/shots/segments
of a video. The challenge in summarizing a video is to define
an appropriate cost function, since it can be very subjective
based on the application. Almost all video summarization
algorithms today work after the fact, i.e. they assume ac-
cess to the entire video at a time. However, there are many
emerging applications with high definition streaming video,
where there is a need to perform summarization with little or
no memory overhead such as videos on mobile platforms etc.
In this work we propose a online generalization of the video
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Fig. 1: Overview of our system for online video summarization.
summarization problem so that it can work while accessing
a single frame at a time, as shown in figure 1. We formulate
summarization as a diverse sampling problem, which picks
the most diverse set of samples from a dataset. This approach
is inspired by Video Precis [3], a batch-mode algorithm, that
modifies the K-means clustering cost to include the diver-
sity of centers in addition to the standard `2 clustering error.
The additional diversity term improves sampling by making
the algorithm less sensitive to large and dense clusters, un-
like K-means. In the context of summarization, this results
in a summary that samples from all key events. An effective
video summarization algorithm trades-off between represent-
ing most of the video and picking unique and/or interesting
frames that may occur sparsely. Our algorithm has memory
requirements in the order of O(K), where K is the length of
the summary, typically in the range of 10-100. This is much
better than existing approaches, which require at least O(N),
the computational complexity is also linear in N , compared
to quadratic complexity for comparable approaches. Ex-
isting approaches for batch-mode summarization have used
different strategies to define importance scores for events in
a video. For example, the work in [5] focuses on ego-centric
video and uses visual cues that humans often use such as the
position of the object within the frame. As a result, any ob-
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ject in the focus of the user is given high importance. The idea
of important objects from a single view point, has also been
generalized for generic videos [6]. In many videos, there is a
lot of content in video transitions, which can be omitted using
priors learned from the web [6]. Adaptive or dynamic video
summarization does not enforce a fixed summary length and
adapts the length of the summary based on the information
within the video [7]. Online summarization for videos has re-
mained largely unexplored – the work in [8] proposes to use
a user-customizable summarization which allows the user to
specify quality of the summary and also the time available for
the process. This technique enhances the user experience and
speeds up the process by creating the summary as an online
task, saving time. In contrast, we propose an online algorithm
that can work with any kind of image/video features, while
having access to a single frame at a time. We propose a gen-
eralization to the online K-means clustering algorithm, that
also includes a diversity bias. This ensures that each sam-
ple is assigned to a center that is close to it while also sat-
isfying the diversity constraint. In a special case, our algo-
rithm reduces to the online K-medoids clustering algorithm.
We show that the proposed algorithm is able to summarize
videos significantly better than several comparable baselines,
at significantly lesser computational cost. We show extensive
evaluation on a dataset of 50 videos [9, 10] and perform a
comparison with human-user generated summaries.
2. PROBLEM FORMULATION
The summarization problem can be stated as follows: given
a set of frames from a videoX = {x1, x2, . . . , xn}, xi ∈ RD,
pick the most representativeK points,µ = {µ1, µ2, . . . , µK}
from the set. We will refer to these representatives as exem-
plars. The xi’s can be a feature or a set of features extracted
per frame from the video. Summarization or diverse sam-
pling is similar to clustering in many ways, and the clustering
analogy is useful to illustrate our algorithm. For example,
K-means (or K medoids) is a sampling algorithm when the
centers are the samples, chosen by minimizing the `2 cluster-
ing error. In online K-means, a competition is held between
centers to determine who ‘wins’ the current sample, deter-
mined by which center is the closest to the current sample
in the sense of the Euclidean norm. The winning center is
moved in the direction of the sample, by a small amount gov-
erned by the learning rate, α ∈ [0, 1]. That is, for a winning
center µk and the ith point xi, the updated center is given by
µ̂k = µk + α (xi − µk).
However K-means can be very biased towards larger clus-
ters, leading to poor summaries. To overcome this, we modify
the clustering error term to include a notion of diversity bias
which forces the centers apart, instead of having several cen-
ters in a single large cluster. The diversity bias is similar to
the conscience bias [11] that can be used to generate equi-
probable clusters, where the bias discourages a center from
winning too often. Instead, the diversity bias promotes updat-
ing centers that improve the overall diversity. The modified
cost function resembles the one used in Video Precis [3] for
batch-mode summarization. In our algorithm the criterion to
determine the winning center for the ith round is given by
kˆ = argmink d(k), where d(k) is given by:
d(k) = β ||xi − µk||2 + C(1− β) divscore(µk←i)− ζ, (1)
where (µk←i) denotes the set of centers, when the k
th center
is replaced by the current data point xi, C is a normalizing
factor that ensures all data points are given the same impor-
tance, and ζ is the previous maximum diversity score com-
puted using the function – divscore( ).
2.1. Diversity Measure
The choice of the function divscore( ), in equation (1) is
important since it significantly influences the final summary.
Diversity can be measured using dispersion measures such as
the sample variance of the centers, as in [3]. However, we
observed that it can encourage a grouping behaviour, where
a pair of centers is close to each other but far away from the
rest of the centers.
Volume of the convex hull: We propose to use the volume
of the convex polytope formed by the centroids, as our diver-
sity score. A convex polytope P is the convex hull conv(µ)
for a finite set of centers. Computing the volume is hard in
general and computationally expensive [12], especially when
the points are in higher dimensions [13]. Fortunately in lower
dimensions its time efficient, and there are several standard
implementations. We use the qHull,convexhulln func-
tions in MATLAB [13]. For high dimensional features, we
map the centers to Rd, d << D. and then compute the vol-
ume of the convex-hull in Rd. Although this may not reflect
the true volume, it is an approximation that works well in
practice.
Algorithm 1 describes the procedure to generate diverse
samples in an online fashion. We initialize the exemplars
with the first K data points. Following this, we compute the
diversity score for the current set of exemplars, denoted as
divscore(µ) in algorithm 1. Next, we begin the competi-
tion to find out which center has won the current round. Here
winning is determined by a modified cost function that in-
cludes a diversity cost. The importance given to clustering
error versus the diversity cost is governed by β, which is a
user defined parameter. When β = 1, this expression reduces
to the cost used in the online K-means algorithm. The effect
of β is shown in figure 2, the right choice of β can vary de-
pending on the dataset and the features. Finally, we update
the winning center only if it improves the overall diversity
compared to the previous set. In some cases the centers may
get stuck in local minimas, which can lead to poor exemplars.
To avoid such cases, we add some noise, by updating centers
even when they do not meet the diversity criterion in 1−10%
of the samples.
Algorithm 1 Online Diverse Sampling
1: Input: Currrent frame xi ∈ RD , Number of exemplars K
2: Output: Exemplars µ = {µ1, µ2, . . . , µK}
3: if i < K then
4: µ(i) = xi // Initialization
5: exemplar idx(i) = i
6: else
7: C = 10 i //normalizing factor
8: ζ = divscore(µ)) (see sec 2.1)
9: for k ← [1 . . .K] do
10: div(k) = divscore(µk←i)− ζ
11: d(k) = β ‖xi − µk‖2 − C(1− β) (div(k))
12: end for
13: j = argmink d(k)
14: if div(j) > ζ then
15: exemplar idx(j) = i,µ(j) = xi //update
16: ζ = div(idx)
17: divcost(i) = ζ
18: end if
19: end if
Complexity: One of the main advantages of an online algo-
rithm is that it can function with very low memory and com-
putational resources. For the task of picking K exemplars
from dataset of N points, our algorithm requires O(K) for
storage, compared to at least O(N) for batch-mode summa-
rization algorithms such as Precis [3]. Typically, N can be
of the order of 105 frames for an hour long video, whereas
K is typically around 10 − 50. In terms of computational
complexity, our algorithm takesO(NK) as compared to Pre-
cis [3], O(N(N −K)T ) for T iterations. When N >> K,
which is typical in summarization, the computational com-
plexity of our algorithm approximates to O(N) while Precis
increases toO(N2T ). As a result, we are able to process fea-
tures extracted from a video at about 14.3 fps, in MATLAB
on a standard Intel i7 PC.
3. EXPERIMENTS
We perform experiments on the VSUMM dataset [10], which
contains 50 videos in MPEG-1 format (30 fps, 352 x 240 pix-
els), distributed across several genres (documentary, educa-
tional, ephemeral, historical, lecture) and their duration varies
from 1 to 4 minutes and approximately 75 minutes of video
in total [9]. The dataset also contains 5 different user evalua-
tions per video, which are what human users have considered
the best summary for the video. In order to exaggerate the ad-
vantage of using summarization over traditional sampling, we
skew the dataset by replacing the last 500 frames of the video
with a single frozen frame. Such artifacts can be expected to
occur, but more importantly they demonstrate the effective-
ness of summarization.
Feature Extraction: The video summarization problem is
to pick the K best exemplars from a set of N points, X =
{x1, x2, . . . , xN} ∈ RD. The choice of xi is open to the
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Fig. 2: Effect of the β parameter: on summarization performance. It is
interesting to note that when we make β = 1, there is a significant drop in the
score since diversity is not considered at all. See algorithm 1 for more details.
Here results for 5 different users at different βs are shown. The average is
also depicted in bold.
application and the proposed algorithm can work with any
kind of Euclidean features. We used deep features from the
penultimate layer of a pre-trained neural network – the VGG
“very deep” network [14] trained on the ImageNet dataset
[15]. These pre-trained networks are available through the
MatConvNet toolbox [16].
Defining a match: In order to accurately obtain the match
score, we first filter the exemplars to remove similar frames.
This is done by computing the K × K similarity matrix a
set of exemplars, followed by picking only those points that
have a distance greater than a fixed threshold, γ. The value
for γ needs to be chosen heuristically, and depends on the
feature space. In our experiments with the deep features, we
found that γ = 70, worked effectively in removing redundant
exemplars. A weakness of using a fixed γ is it may result in
false positives and false negatives and better schemes maybe
used to choose γ. To make a fair comparison, we use the same
value of γ across all our baselines.
Evaluation: Evaluating a summary is hard in general because
there is no ground truth. In many cases, the evaluation is done
in comparison to human user generated summaries to find the
highest “matching” score. In VSUMM [10], a new evalua-
tion metric is proposed that measures the number of match-
ing frames, and the number of non matching frames. The user
generated summaries are of arbitrary lengths, as deemed suit-
able by the user. However, since our algorithm requires K,
the number of desired exemplars as an input we modify the
evaluation score to simply be the number of matches between
each user generated summary and the summary generated by
our algorithm. We choose K to be equal the length of the
largest summary set generated by a user per video, if K < 5,
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(a) Diversity score for online K-medoids and the proposed
algorithm, over 3 different videos. It is evident that our al-
gorithm promotes diversity between exemplars much better
than K-medoids.
(b) Sample summaries generated for two different videos, the matches are marked in yellow.
then we set K := 2 ∗ K. This can be easily automated and
chosen to be relative to the size of each video without affect-
ing the results. Finally, we normalize the number of matches
by the length of that user’s summary.
3.1. Alternative Sampling Strategies and Results
As a comparison to the proposed approach, we perform sam-
pling using the following different baselines.
Batch-mode Video Precis: [3] Our main comparison is with
the Video Precis algorithm that optimizes between the repre-
sentational error of the chosen samples and the diversity cost
between any set of samples. The proposed algorithm can be
considered an online version of Precis.
Online K-medoids clustering: We use the competitive learn-
ing algorithm used for online K-means (see 2), as another
comparison with comparable computational and memory
complexity. Here, we set α = 1, which is expected to be
noisy since the learning rate is high. An alternative formula-
tion could involve computing centers using a smaller α, then
assigning each center to the nearest data point. However, this
violates the assumption of an online algorithm that does not
have access to the entire dataset.
In addition we also report results using batch-mode K-
medoids, random sampling and uniform sampling. Random
and uniform sampling require knowledge of the number of
frames or length of a video, which is unrealistic for streaming
video. The performance of different sampling algorithms
are reported in table 1, and it can be seen that the proposed
diversity sampling performs better than batch mode summa-
rization algorithm Precis. We are also significantly better than
the online K-medoids algorithm and other baselines. Sample
summaries are shown in figure 3b, and the diversity score for
our algorithm is compared to the diversity score obtained by
the online K-medoids algorithm in figure 3a.
Sampling
Algorithm
U1 U2 U3 U4 U5 Online?
K-medoids 0.191 0.199 0.179 0.199 0.193 7
Random 0.173 0.165 0.176 0.186 0.179 7
Uniform 0.190 0.196 0.188 0.200 0.193 7
Precis [3] 0.227 0.219 0.225 0.240 0.245 7
Online
K-medoids
0.141 0.129 0.131 0.146 0.143 3
Proposed 0.240 0.224 0.234 0.253 0.232 3
Table 1: Average mean scores denoting the percentage match with 5 differ-
ent users across 50 videos. The proposed online sampling scheme performs
as well if not better than batch-mode Precis, and significantly outperforms
comparable baselines.
4. CONCLUSION & FUTURE WORK
We presented the a novel online algorithm to perform stream-
ing video summarization which can work with access to just
a single frame at a time and does not need to know in ad-
vance the number of frames to allocate memory. We showed
that the proposed online diverse sampling algorithm performs
summarization as well as its batch-mode counter-parts, while
being significantly more efficient. By generalizing aspects of
competitive learning[11], and Video Precis [3], we are able
to force the exemplars to be as diverse as possible. We used
PCA to map the centers to a lower dimensional space and then
measured the volume of the convex hull in the PCA space as a
measure of diversity. In the future, the dimensionality reduc-
tion step can be replaced with more advanced tools, that pre-
serve topological properties and can potentially improve the
robustness of the diversity measure. Another interesting ex-
tension is to generalize this algorithm to non Euclidean spaces
such as Riemannian manifolds.
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