Abstract-We propose a method for MIMO decoding when CSI is unknown to both the transmitter and receiver, which works when the underlying sources are drawn from a hypercubic space. Our proposed technique fits a minimum volume parallelepiped to the received samples. This problem can be expressed as a non-convex optimization problem that empirical results suggest can be solved with high probability by gradient descent. Our blind decoding algorithm can be used when communicating over unknown MIMO wireless channels using either BPSK or MPAM modulation. We apply our technique to jointly estimate MIMO channel gain matrices and decode the underlying transmissions with only knowledge of the transmitted constellation and without the use of pilot symbols. Empirical results show small sample size requirements, making this algorithm suitable for realistically encountered block-fading channels. Our approach has a loss of less than 3 dB compared to zero-forcing with perfect CSI, imposing a similar performance penalty as space-time coding techniques with no loss of rate.
I. INTRODUCTION
In this work, we aim to blindly estimate MIMO channels and decode the underlying transmissions. Given only knowledge of the statistics of the channel gain matrix, the constellation, and the channel noise, we exploit the geometry of the constellation in order to jointly estimate the channel gain matrix and decode the underlying data. More precisely, we exploit the fact that the underlying constellation is often hypercubic, i.e. forms a regular -dimensional polytope with mutually perpendicular sides, as is the case with BPSK or MPAM modulation. The technique presented in this work can also be extended to decoding and estimation in the SIMO MAC, where channel gains are unknown at the receiver and there is no coordination among transmitters.
In modern cellular systems, there is up to 15% transmission overhead dedicated to performing channel estimation [1] . Improving channel estimation techniques, through, for example, sparse dictionary learning [2] , is an active area of research. In practice, channel state information (CSI) is not always needed to decode, but schemes that communicate without CSI impose unacceptable losses in rate or increased error performance [3] . Obtaining accurate channel estimates is likely to become more challenging in future generation wireless systems, which will likely have both increased spatial diversity and decreased coherence times [4] . Hence, improvements to channel estimation, or to schemes that communicate without CSI, have the potential to reduce overhead as well as improve performance in current and future wireless systems.
The blind decoding technique introduced in our work is motivated by a classical problem in convex optimization: fitting a minimum volume ellipsoid to a set of samples (also known as the Löwner-John ellipsoid) , as given in [5] . The method proposed in this work fits samples to within a parallelepiped, i.e. an -dimensional polytope that has parallel and congruent opposite faces, thereby recovering the inverse of the channel gain matrix.
A. Related Work
The problem of joint blind channel estimation and decoding is not new. For example, in [6] , the authors apply MMSE techniques to the blind decoding of MIMO problems over small alphabets while simultaneously recovering the underlying channel gain matrix. The approach in [6] requires the number of samples of received signals used by the algorithm to grow linearly with constellation size, which is exponential in , the number of transmit antennas. The approach in [6] only requires the underlying constellation to be discrete; however, for constellations that are also hypercubic, our approach requires far fewer received samples based on our simulation results.
In addition, blind decoding algorithms have previously been applied to hypercubic sources. In [7] , the authors present a statistical learning algorithm that applies a modified version of the Gram-Schmidt algorithm to an estimate of the covariance matrix of the received signals to learn the channel gain matrix. In a different setting, the authors in [8] learn a parallelepiped from a covariance matrix by first orthogonalizing and then recovering the rotation through higher order statistics. Our method does not rely on the covariance matrix estimation and relies on far fewer samples than the techniques of [7] and [8] , especially when the channel gain matrix has a high condition number.
Blind source separation is the separation of a set of unknown signals that are mixed through an unknown (typically linear) process with no or little information about the mixing process or the source signals. Several previous works have considered using blind source separation techniques to communicate over unknown MIMO channels. Blind source separation is typically accomplished through techniques such as Principle Component Analysis (PCA), Independent Component Analysis (ICA), or Non-Negative Matrix Factorization (NMF), see [9] for a survey. Other techniques exploit structure in the mixing process, for example, [10] requires the mixing process to be a Toepliz matrix. Our technique differs from traditional blind source separation as we obtain an estimate of the source signals by learning the inverse of the mixing process. As an output, our algorithm produces both an estimate of the mixing process, i.e. the channel gain matrix, and the source signal, i.e. transmitted symbols. Similarly, blind channel estimation techniques have been studied, although most commonly for SISO channels. See [11] or [12] for surveys on this topic. The approach presented in this paper can be viewed outside the context of communicating over an unknown MIMO channel as a general technique that simultaneously performs blind source separation and blind channel estimation.
Many techniques exist for communications over unknown MIMO channels that do not rely on channel estimation. For example, Space-Time Block Coding (STBC) was introduced by Alamouti in [13] and formalized by Tarokh, et al, in [3] . These techniques rely on coding transmissions using sets of highly orthogonal codes so that the receiver can recover the transmission without CSI. For the case of two transmitters, rate one space-time block codes exist that impose a 3 dB penalty in terms of SNR at the receiver. For larger numbers of transmitters, rate one codes do not exist. Our techniques do not require any coding at the transmitter and thus do not impose any rate penalty. Numerical simulation shows the decoding performance of our technique to be comparable to rate one STBC methods.
B. Major Contributions
We outline the major contributions of this work as follows:
• We introduce a novel (non-convex) optimization problem, whose solutions capture those of the blind decoding problem. Our formulation exploits the structure of the underlying constellation to both estimate the channel gain matrix and detect the underlying data symbols using far fewer samples of received symbols than previous blind separation techniques.
• We present empirical evidence suggesting that gradient descent efficiently solves our non-convex optimization problem and the blind decoding problem. Further, our empirical evidence shows that our approach is robust in the presence of AWGN and that decoding performance is comparable to known methods that communicate over a MIMO channel without CSI or with imperfect CSI. In particular, our method outperforms existing non-blind methods when the CSI might be slightly incorrect.
• We derive sufficient conditions under which our algorithm works. For small , we give theoretical predictions that nearly exactly match our simulation results. Analyzing the performance of gradient descent on non-convex optimization problems is a difficult task, and we present here the first steps.
II. SYSTEM MODEL AND NOTATION
This work focuses on an × real-valued MIMO channel with block fading and AWGN. In the journal version of this work, [14] , this is extended to × channels. Many of the results contained in this paper can also be extended to complex channels; we elaborate on the complex case in Section III. The input-output relation of this channel is characterized by:
where x is drawn from a standard -PAM or BPSK constellation; that is, for
is drawn from a random distribution, and e ∈ ℝ has i.i.d. entries drawn from (0, 2 ). We assume that A is blockfading, meaning that the value of A remains constant for some coherence time, , after which A is redrawn. We assume that the channel gain matrix is always full rank.
The receiver sees samples y 1 , . . . , y , as in (1). We assume that the receiver has no knowledge of the matrix A. We also assume that the receiver knows the constellation but has no knowledge of the points drawn from it on each transmission.
Given messages x 1 , . . . , x ∈ ℝ , we denote by X the × -dimension matrix formed by taking each symbol as a column, and by Y the corresponding matrix with received symbols as columns. Notice that we cannot hope to recover A, X exactly. Indeed, since the constellation is invariant under sign flips and permutations, we can always write AX = ATT −1 X, where T is the product of a permutation matrix and a diagonal matrix with entries ±1, and there is no way to distinguish between the solutions (A, X) and (AT, T −1 X). Such a matrix T is termed an admissible transform matrix (ATM) in [6] . Thus, in this work, we aim to recover AT for some ATM T.
While inevitable, these sign and permutation ambiguities do not pose a huge problem in practice, and we ignore them when comparing the results to MIMO decoding algorithms with known CSI. We justify this approach as follows. First, in the non-blind estimation case (i.e. where we have some control over the transmission scheme and allow the transmitter to send pilot symbols), assuming > , this permutation ambiguity could be resolved by a single pilot symbol. Additionally, if we consider the SIMO Multiple Access Channel, we can ignore the issue of permutations of the received signals, for example by assuming that authentication occurs at a higher protocol layer. Finally, we note that the sign ambiguity can easily be resolved through, for example, differential modulation. In practice, it may also be possible to recover these ambiguities by examining structure in the transmission scheme, present from either protocol/framing data or structure in the underlying data.
The notation ⌊A⌉ rounds elements of A to the nearest element of , and (A) denotes the condition number of the matrix A.
III. FITTING A PARALLELEPIPED
Since each transmitted symbol, x is drawn from a hypercube, the values Ax are contained in an -dimensional parallelepiped. As y = Ax +e, the received symbols y will lie in a slightly distorted parallelepiped. At reasonable SNR levels, this distortion will be minimal. Thus, we formulate the problem of blindly estimating the channel gain matrix as fitting a parallelepiped to our observed symbols and express this problem as an optimization problem. Given a set of samples of y 1 , . . . , y , consider the program:
For the case of complex-valued MIMO channels, (2) can be replaced with the objective log det U U. Notice that this objective function will always be real-valued. Gradientdescent-based algorithms will still work well to solve such problems; however the implementation of an efficient solver for the complex case is substantially more complicated. Further, many of the theoretical results contained in the paper, notably that the maximal subset property is sufficient for solutions of the blind decoding problem to be global optima of (2)- (3), still hold in the complex case. However, there is far less understood about complex-valued matrices that have maximally-valued determinants. For these reasons, we defer analysis and simulation of the complex case for a topic of future research.
Given the program (2)-(3) for the real-valued case, the domain of U is all × invertible matrices (not necessarily symmetric or positive semidefinite), meaning the objective function is not necessarily convex. However, we will show that if some condition on X is satisfied, then solutions in the form U = TA −1 for some ATM T correspond to global optima of this problem, Moreover, our empirical results suggest that these are often the only global optima, and that gradient descent will efficiently find them. Informally, by seeking to maximize the determinant of U, subject to the ℓ ∞ -norm constraints, we are finding the minimum volume parallelepiped that fits the observed samples. Since U is the inverse of A, up to an ATM, maximizing U is effectively finding the minimal U −1 which maps the ℓ ∞ -ball to the observed samples. The addition of the ⋅ on the right-hand side of (3) accounts for the AWGN present in the received samples. This additional constant represents a margin to the optimization problem that makes our problem robust to noise. Deriving better suited margins, such as those described in [15] , is a topic of future research; in practice, the simple margin described aboved works extremely well. A value of = 3 appears to be optimal as this captures 99% of the additive Gaussian channel noise.
In
Lemma 1. If the matrix Y is not full rank, then the maximum in (2)-(3) does not exist.
Proof. If Y is not full rank, then there is some nonzero vector v ∈ ℝ s.t. v Y = 0. Then the matrix
satisfies (3), for some value of 1 , but the objective function (2) grows without bound as 2 grows.
Thus, we assume that Y is full rank and turn our attention to solving (2)-(3). Maximizing the determinant of a positivesemidefinite matrix is a classic problem in convex optimization. Unfortunately, the matrix A is not necessarily even symmetric and the problem is not convex. In order to solve the problem we apply the MATLAB fmincon solver that uses gradient descent to solve non-linear conic optimization problems.
Our algorithm is summarized in Algorithm 1. Before we begin gradient descent, we check that Y is well conditioned. As noted above, Y must be full rank for the problem to make sense; however, if Y is full rank but poorly conditioned, similar issues will arise and U may not invert the channel. Thus, we return FAIL if (Y), the condition number of Y, is larger than max . The gradient descent algorithm requires a starting point as input, denoted as U 0 . We draw this matrix uniformly at random over ( ), the set of orthogonal matrices, as described in [16] . We check that this random U 0 in fact satisfies the constraints; if it does not, we generate a new random matrix and scale the matrix by a constant term until we find a suitable starting condition. Note that this is guaranteed to find a proper U 0 in at most log 2 max iterations.
IV. EMPIRICAL RESULTS
In order to assess the performance of our algorithm, we performed two sets of experiments. In the first, we ran Algorithm 1 for various values of and without channel noise in order to empirically test the conditions under which the solver will return the correct solution. In the second, we ran the algorithm using realistic channel conditions and compared the results to the Zero-Forcing and MaximumLikelihood decoders, both with perfect and imperfect CSI. Table I summarizes the number of samples required for various values of and so that Algorithm 1 has a 90% probability of returning an optimal solution to (2)-(3). Figure  1 shows the success probability for = 2. Figure 1 also shows the expected success rate for = 2, 3, 4, based on the theory in Section V. More precisely, these figures plot the probability that the matrix X has the "maximal subset property," a condition that we define in Section V and prove is related to the success of Algorithm 1. Figures 2 and 3 shows the symbol error rate performance of the blind decoder compared to standard MIMO decoding algorithms. Figure 2 gives an example with high SNR and high modulation order, with the parameters = 3, = 32, = 3, while Figure 3 shows the case = 4, = 2, = 3 at SNR values typically found in modern cellular systems. Despite having less side information, the performance of the blind decoder (Algorithm 1) is only slightly worse than the ZF and ML decoders with perfect CSI; there appears to be less than 3 dB loss associated with the blind decoder. The simulation used a fading block length of 400 samples, and ran over a total of 500 fading blocks per SNR. At high dimension, large numbers of constraints leads to numerical instability, requiring the step size to be extremely small, and making the solver U 0 = U 0 / scale 10: end while 11: Run gradient descent over (2)-(3) starting at U 0 to find an optimal value of U. 12: return U,X = ⌊UY⌉. slow to converge. Improving the runtime of our algorithm, for example through an intelligent selection of a subset of received samples, is a topic of future research.
Motivated by real-world usage, we compared blind decoding (Algorithm 1) to the ZF and ML decoders with imperfect CSI. If we assume that the channel is estimated through a set of known pilot symbols that will be corrupted by Gaussian noise, the error in the CSI will be i.i.d. Gaussian. This is a realistic assumption in most wireless systems, and the model we used in our simulations. In Figure 2 , we also plot the performance of Algorithm 1 against ZF and ML when the variance of the error in the channel gain matrix is 1% of that of the AWGN in the channel and for 10% estimation error. In both cases, Algorithm 1 significantly outperforms the ZF and ML decoders.
V. THEORY
While Algorithm 1 works extremely well in practice, deriving matching theoretical guarantees seems extremely difficult. In this section, we lay the groundwork for such an analysis by studying the noiseless case. Proofs that are omitted in this section appear in [14] . For the results in this section, we suppose = 0. We focus on the BPSK case, so x ∈ {−1, +1} . As mentioned in Section III the problem (2)- (3) is a non-convex optimization problem, and thus has several optima. In this section, we will state sufficient conditions under which the set of global optima contains the solutions to our problem. Further, we conjecture, based on our theory and numerical experiments that, with high probability, all optima will be global and will be solutions to the blind decoding problem.
We will study the following condition of the set {x 1 , . . . , x }: The table at the top shows he number of samples required for various values of and to recover U in the correct form with 90% success rate using Algorithm 1. The table at the bottom represents the number of samples needed to ensure a 90% success rate using either the ILSP or the ILSE techniques presented in [6] . Fig. 2 . Decoding performance for = 3, = 32, = 3 compared to the zero-forcing and maximum-likelihood decoder, implemented through parallel channel decomposition. The top figure has no estimation error present, the bottom figure compares blind decoding to both ML and ZF decoding with imperfect CS. These figures show that if the error in the CSI is even one percent of the channel noise variance, then blind decoding outperforms both these algorithms. The blind decoding algorithm appears to have at most 3dB loss over decoding with perfect CSI.
size so that if V ∈ ℝ
× is the matrix with elements of as columns, then
Notice that
This is because det X is linear in the columns of X and so the maximum is obtained at a vertex of [−1, +1] × . Thus, in Definition 1, we may as well consider the maximum over {−1, +1} instead of [−1, +1] . That is, X has the maximum subset property if it contains a subset of columns that, when viewed as a matrix, has a determinant that is maximal among all {−1, +1}-valued matrices. With this definition, we can now state a sufficient condition for solutions to our problem to be global optima. For small , we can compute the probability that a set of samples has the maximum subset property (see [14] ). This probability is plotted in Figure 1 . Lemma 2 follows from the following claim.
Claim 1.
Suppose that X has the maximal subset property. Then for all matrices M such that |Mx| ∞ ≤ 1 for all x ∈ X, we have | det M| ≤ 1.
Proof. Let x 1 , . . . , x be a set guaranteed by the maximal subset property. Let V be the matrix whose columns are
× , which contradicts the assumption that |Mx| ∞ ≤ 1 for all x ∈ X.
Thus, if the matrix X has the maximal subset property, then the optimal solution to (2)-(3) has | det UA| = 1, and hence all U = TA −1 correspond to global optima. This completes the proof of Lemma 2. We now study when the maximal subset property holds. The problem of determining the maximum value of the determinant over the interval [−1, +1] × is well studied, see for example [17] . In dimensions 1, 2, 2 , the maximum value is obtained only by Hadamard matrices; that is, {±1}-valued matrices with mutually orthogonal rows and columns. In the special case that a Hadamard matrix of order exists, we can further characterize the solutions to (2)-(3) in the noiseless case. In [14] , we prove the following lemma: One might be tempted to conjecture that the maximal subset property is on its own sufficient to ensure a solution to the original problem; that is, the orthogonal matrix Q in Lemma 3 can be replaced by an ATM T. However, this is not the case. For example, there are two Hadamard matrices X 1 , X 2 ∈ {−1, +1} 4 so that X 1 = QX 2 and Q is not an ATM. For any A, AX 1 = AQX 2 ; thus, both A −1 and Q −1 A −1 are solutions to (2)-(3). For this case, it is shown in [14] that exactly half the global optima are solutions to the blind decoding problem and in our experiments, the solver has a 50% success rate in this case if X has a maximal subset. This is consistent with the example above: one of X 1 , X 2 corresponds to the "correct" optima, and the other to the "incorrect" optima.
In practice, this seems to be the only issue. Based on the theory and empirical results, we make the following conjecture. In all experiments, if a set did not have the maximal subset property, then the solver failed in all cases. Further, we found no evidence of the solver converging to an optimum that is not global. For > + 2 the failure rate conditioned upon a set having the maximal subset property drops below 1% and further decays as grows.
VI. CONCLUSION
We have provided an algorithm to jointly estimate MIMO channels and decode the underlying transmissions in block fading channels. This algorithm performs gradient descent on a non-convex optimization problem. Empirically, this algorithm has a loss on the order of several decibels versus schemes with known CSI, but becomes superior when CSI knowledge is imperfect. This algorithm is practical in that it would work under block-fading channels with realistic coherence times.
In addition to simulations, we also initiate the theoretical study of this approach, highlighting an important property (the "maximal subset property") of X. For small , we make theoretical predictions that almost exactly match our empirical results. We conjecture that our predictions should hold for larger , and we leave it as an open question to obtain tight results for larger .
