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Exercise Solve the parabolic initial value problem
ut = uxx − 4uxu(x, 0) = x3e2x
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Exercise Solve the parabolic initial value problem
ut = uxx − 4uxu(x, 0) = x3e2x We have to solve
the heat equation vt = vxxv(x, 0) = x3
Once we obtain such a solution, function u(x, t) = e2x−4tv(x, t) solves the given problem.
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To get v(x, t) we use Green formula
v(x, t) =
1√
pi
∫ ∞
−∞
e−s
2
f(x+ 2s
√
t)ds
when f(x) = x3.
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To get v(x, t) we use Green formula
v(x, t) =
1√
pi
∫ ∞
−∞
e−s
2
f(x+ 2s
√
t)ds
when f(x) = x3.
v(x, t) =
1√
pi
∫ ∞
−∞
e−s
2
(
8s3t3/2 + 12s2tx+ 6s
√
tx2 + x3
)
ds
discarding the odd part of the integral (with respect to variable s) we have to compute
v(x, t) =
1√
pi
∫ ∞
−∞
e−s
2 (
12s2tx+ x3
)
ds
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using the identities ∫ ∞
−∞
e−s
2
ds =
√
pi,
∫ ∞
−∞
s2e−s
2
ds =
√
pi
2
we obtain v(x, t) = x
(
6t+ x2
)
so that solution of parabolic problem is
u(x, t) = x
(
6t+ x2
)
e2x−4t
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Solve the initial value problemut = uxx x ∈ R, t > 0u(x, 0) = xex x ∈ R
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To get u(x, t) we use Green formula
u(x, t) =
1√
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√
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Solve the initial value problemut = uxx x ∈ R, t > 0u(x, 0) = xex x ∈ R
To get u(x, t) we use Green formula
u(x, t) =
1√
pi
∫ ∞
−∞
e−s
2
f(x+ 2s
√
t)ds
when f(x) = xex. Since
f(x+ 2s
√
t) = 2s
√
texe2s
√
t + xexe2s
√
t
we have
u(x, t) =
1√
pi
(
2
√
t ex
∫ ∞
−∞
se−s
2+2
√
t sds+ xex
∫ ∞
−∞
e−s
2+2
√
t sds
)
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Now, if a > 0 we have the integration formulæ:∫ ∞
−∞
e−(ax
2+bx+c)dx =
√
pi
a
e
b2
4a
−c
∫ ∞
−∞
xe−(ax
2+bx+c)dx = −
√
pi
a3
b
2
e
b2
4a
−c
6/45 Pi?
22333ML232
Now, if a > 0 we have the integration formulæ:∫ ∞
−∞
e−(ax
2+bx+c)dx =
√
pi
a
e
b2
4a
−c
∫ ∞
−∞
xe−(ax
2+bx+c)dx = −
√
pi
a3
b
2
e
b2
4a
−c
then ∫ ∞
−∞
e−s
2+2
√
t sds =
√
piet
6/45 Pi?
22333ML232
Now, if a > 0 we have the integration formulæ:∫ ∞
−∞
e−(ax
2+bx+c)dx =
√
pi
a
e
b2
4a
−c
∫ ∞
−∞
xe−(ax
2+bx+c)dx = −
√
pi
a3
b
2
e
b2
4a
−c
then ∫ ∞
−∞
e−s
2+2
√
t sds =
√
piet
∫ ∞
−∞
se−s
2+2
√
t sds =
√
pi
√
tet
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Conclusion
u(x, t) =
1√
pi
(
2
√
t ex
√
pi
√
tet + xex
√
piet
)
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Conclusion
u(x, t) =
1√
pi
(
2
√
t ex
√
pi
√
tet + xex
√
piet
)
= (x+ 2t)et+x
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Black-Scholes equation
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0,
S ≥ 0, t ∈ [0, T ]
(1)
is the Black-Scholes equation where V (S, t) is the value of the option, S the price of the
underlying, t the time, T the expiration date, σ the volatility of the underlying and r the
risk-free interest rate.
We suppose r and σ to be constant.
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http://www.francoiscoppex.com/blackscholes.pdf
Franc¸oise Coppex
Solving the Black-Scholes equation: a demystification
We will reduce the Black-Scholes equation to a general parabolic equations with constant
coefficients.
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Solving the Black-Scholes equation: a demystification
We will reduce the Black-Scholes equation to a general parabolic equations with constant
coefficients.
Consider the following change of variables:
S = Kex, (2a)
V (S, t) = Kv(x, τ), (2b)
τ = (T − t)σ2/2. (2c)
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The partial derivatives of V (S, t) therefore read
∂V
∂t
(2b)
= K
∂v
∂τ
∂τ
∂t
(2c)
= −Kσ
2
2
∂v
∂τ
, (3a)
∂V
∂S
(2b)
= K
∂v
∂x
∂x
∂S
(2a)
= K
∂v
∂x
∂
∂S
ln(S/K) =
K
S
∂v
∂x
, (3b)
∂2V
∂S2
(3b)
=
∂
∂S
(
K
S
∂v
∂x
)
= −K
S2
∂v
∂x
+
K
S
∂
∂S
∂v
∂x
=− K
S2
∂v
∂x
+
K
S
(
∂x
∂S
∂
∂x
)
∂v
∂x
=− K
S2
∂v
∂x
+
K
S2
∂2v
∂x2
.
(9c)
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Inserting Eqs. (3) into Eq. (1) gives
∂v
∂τ
=
∂2v
∂x2
+
(
2r
σ2
− 1
)
∂v
∂x
− 2r
σ2
v. (4)
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Inserting Eqs. (3) into Eq. (1) gives
∂v
∂τ
=
∂2v
∂x2
+
(
2r
σ2
− 1
)
∂v
∂x
− 2r
σ2
v. (4)
We define
a =
2r
σ2
− 1, (5a)
b = −2r
σ2
= −(1 + a), (5b)
therefore Eq. (4) takes the form:
∂v
∂τ
=
∂2v
∂x2
+ a
∂v
∂x
+ bv. (6)
12/45 Pi?
22333ML232
Variabili aleatorie
Negli spazi di probabilita` il termine variabile aleatoria indica una funzione
misurabile.
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Negli spazi di probabilita` il termine variabile aleatoria indica una funzione
misurabile.
Quindi se (Ω,A, P) e` uno spazio di probabilita` allora X : Ω→ R e` una vari-
abile aleatoria se per ogni a ∈ R l’insieme X−1 ([a,+∞)) e` misurabile, cioe`
X−1 ([a,+∞)) ∈ A
X−1 ([a,+∞)) = {ω ∈ Ω | X(ω) ≥ a} ∈ A
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Variabili aleatorie
Negli spazi di probabilita` il termine variabile aleatoria indica una funzione
misurabile.
Quindi se (Ω,A, P) e` uno spazio di probabilita` allora X : Ω→ R e` una vari-
abile aleatoria se per ogni a ∈ R l’insieme X−1 ([a,+∞)) e` misurabile, cioe`
X−1 ([a,+∞)) ∈ A
X−1 ([a,+∞)) = {ω ∈ Ω | X(ω) ≥ a} ∈ A
Nelle applicazioni Ω rappresenta gli esiti di un esperimento aleatorio che
possono essere osservati mediante misurazioni, che assegnano valori numerici
ai risultati. Nelle pratica ci si chiede sostanzialmente quale sia la probabilita`
che il valore della variabile aleatoria stia fra preassegnati limiti
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Expectation
Se X e` una variabile aleatoria definita nello spazio di probabilita` (Ω,A, P ) l’integrale
(astratto)
E(X) =
∫
Ω
XdP
e` chiamato valore atteso (speranza matematica) di X
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E` possibile esprimere questo integrale astratto mediante un integrale usando le densita`
E(X) =
∫ +∞
−∞
x fX(x)dx
con ∫ ∞
−∞
fX(x)dx = 1
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Densita` uniforme
Fissato un boreliano A ⊂ R di misura finita, la densita` uniforme e`
f(x) =
1
`(A)
1A(x) =

1
`(A)
se x ∈ A
0 altrimenti
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Densita` Gaussiana o Normale
f(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
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Densita` Gaussiana o Normale
f(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
-1 1 2 3 4
0.1
0.2
0.3
0.4
0.5
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Densita` di Cauchy
f(x) =
1
pi
1
1 + x2
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Densita` di Cauchy
f(x) =
1
pi
1
1 + x2
Densita` esponenziale
f(x) =
λe−λx se x ≥ 00 altrimenti
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Distribuzione Gamma
Si tratta di una famiglia di densita` indicizzata dai parametri λ, t > 0 in cui la distribuzione
esponenziale e` il caso particolare corrispondente a t = 1
f(x) =

1
Γ(t)
λtxt−1e−λx se x ≥ 0
0 altrimenti
in cui Γ(t) =
∫ +∞
0
xt−1e−xdx e` la funzione Gamma di Eulero
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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita` e` data da
F (x) =
∫ x
−∞
f(y) dy
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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita` e` data da
F (x) =
∫ x
−∞
f(y) dy
Se f e` continua, allora F e` derivabile e F ′(x) = f(x)
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Distribuzioni cumulative
La funzione di distribuzione cumulativa corrispondente ad una densita` e` data da
F (x) =
∫ x
−∞
f(y) dy
Se f e` continua, allora F e` derivabile e F ′(x) = f(x)
Nel caso in cui f sia sommabile diremo che F e` assolutamente continua
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Possiamo definire la funzione di distribuzione cumulativa di una variabile aleatoria X :
Ω→ R
FX(y) = P ({ω ∈ Ω | X(ω) ≤ y}) = PX ((−∞, y])
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Possiamo definire la funzione di distribuzione cumulativa di una variabile aleatoria X :
Ω→ R
FX(y) = P ({ω ∈ Ω | X(ω) ≤ y}) = PX ((−∞, y])
Tale funzione viene detta funzione di distribuzione cumulativa della probabilita` P
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Le proprieta` della funzione di distribuzione cumulativa sono espresse dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
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Le proprieta` della funzione di distribuzione cumulativa sono espresse dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
Osservazione FX e` continua se e solo se PX({y}) = 0 per ogni y
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria X assieme alla
distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
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Applicazioni
Supporremo sempre che sia nota la densita` fX della variabile aleatoria X assieme alla
distruzione cumulativa FX legate fra loro dalle relazioni
fX(x) =
d
dx
FX(x)
FX(x) =
∫ x
−∞
fX(t) dt
1 =
∫ +∞
−∞
fX(t) dt
Conseguenza: la probabilita` che i valori di una variabile aleatoria X siano compresi fra
due numeri reali a < b e`:
PX(a < X ≤ b) = PX(X ≤ b)− PX(X ≤ a) = FX(b)− FX(a)
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conclusione
PX(a < X ≤ b) =
∫ b
a
fX(t) dt
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conclusione
PX(a < X ≤ b) =
∫ b
a
fX(t) dt
Esercizio
Determinare la costante k in modo che la funzione
f(x) =
kxe−x se x > 00 altrimenti
sia una densita` e, successivamente calcolare
P (1 < X < 3)
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
quindi
∫ ∞
0
xe−xdx = 1 e quindi k = 1
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Si ha integrando per parti
∫
xe−xdx = e−x(−x− 1)
quindi
∫ ∞
0
xe−xdx = 1 e quindi k = 1
P (1 < X < 3) =
∫ 3
1
xe−xdx =
2
(
e2 − 2)
e3
' 0.536611
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
La densita` e`
F ′X(x) = fX(x) :=

0 se x < a
1
b− a se a ≤ x ≤ b
0 se x > b
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
In conclusione
E(X) =
a+ b
2
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` esponenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
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fX(x) =
1
λ
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0
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` esponenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx = λ
∫ +∞
0
ue−udu
Conclusione
E(X) = λ
[
e−u(−u− 1)]+∞
0
= λ
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
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Esercizio
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2pi σ
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2
2σ2
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2σ2
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2pi σ
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2
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
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2
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaussiana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du = µ
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande importanza in prob-
abilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il numero
E(Xn), n ∈ N
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande importanza in prob-
abilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il numero
E(Xn), n ∈ N
Posto µ = E(X) il momento centrale di ordine n e` definito da
E(X − µ)n, n ∈ N
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Se X ha una densita` fX abbiamo gli integrali di Lebesgue
E(Xn) =
∫
R
xnfX(x)dx, E(X − µ)n =
∫
R
(x− µ)nfX(x)dx
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Varianza
La varianza di una variabile aleatoria e` il momento centrale del secondo ordine
σ2X = Var(X) = E (X − E(X))2
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Teorema
Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni scelta di funzioni f, g
Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
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Teorema
Due variabili aleatorie X, Y sono indipendenti se e solo se per ogni scelta di funzioni f, g
Borel misurabili e limitate vale
E (f(X) g(Y )) = E (f(X)) E (g(Y ))
Teorema
Se X, Y sono variabili aleatorie indipendenti a media nulla, cioe`
E(X) = E(Y ) = 0
allora
E(XY ) = 0
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Covarianza
Data una variabile aleatoria per cui sia finito µ = E(X) definiamo Xc = X − E(X) e
diciamo che Xc e` una variabile aleatoria centrata, per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da
σXY = Cov(X,Y ) = E ((X − E(X)) (Y − E(Y )))
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Covarianza
Data una variabile aleatoria per cui sia finito µ = E(X) definiamo Xc = X − E(X) e
diciamo che Xc e` una variabile aleatoria centrata, per cui vale E(Xc) = 0.
La covarianza di due variabili aleatorie X e Y e` definita da
σXY = Cov(X,Y ) = E ((X − E(X)) (Y − E(Y )))
La correlazione e`
ρX,Y =
Cov(X,Y )
σX σY
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Osservazione
Cov(X,Y ) = E(XY )− E(X)E(Y )
Diremo che le variabili aleatorie non sono correlate se Cov(X,Y ) = 0 cioe` se E(XY ) =
E(X)E(Y )
Quindi due variabili aleatorie indipendenti sono non correlate
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Distribuzioni congiunte
Se X, Y sono due variabili aleatorie definite sullo stesso spazio di probabilita` (Ω,A, P )
consideriamo il vettore aleatorio
(X,Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X,Y ) ∈ B)
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Distribuzioni congiunte
Se X, Y sono due variabili aleatorie definite sullo stesso spazio di probabilita` (Ω,A, P )
consideriamo il vettore aleatorio
(X,Y ) : Ω→ R2
La sua distribuzione e` la misura definita sui Boreliani di R2 da
P(X,Y )(B) = P ((X,Y ) ∈ B)
Se questa misura puo` essere scritta come
P(X,Y )(B) =
∫∫
B
f(X,Y )(x, y)dxdy
per qualche funzione sommabile f(X,Y ) diremo che X e Y hanno una densita` congiunta
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La distribuzione congiunta determina le distribuzioni delle variabili aleatorie uno-dimensionali
X, Y
PX(A) = P(X,Y )(A× R)
PY (A) = P(X,Y )(R×A)
in cui A ⊂ R e` un insieme di Borel. Queste distribuzioni sono dette distribuzioni
marginali X e Y sono entrambe assolutamente continue con densita` date da
fX(x) =
∫ +∞
−∞
f(X,Y )(x, y)dy
fY (y) =
∫ +∞
−∞
f(X,Y )(x, y)dx
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Esercizio
Se f(X,Y )(x, y) =
1
50
(
x2 + y2
)
1[0,2]×[1,4](x, y) calcolare
P(X,Y ) (X + Y > 4)
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Esercizio
Se f(X,Y )(x, y) =
1
50
(
x2 + y2
)
1[0,2]×[1,4](x, y) calcolare
P(X,Y ) (X + Y > 4)
Per prima cosa e` saggio verificare se f(X,Y )(x, y) sia una densita` calcolando:
1
50
∫ 2
0
∫ 4
1
(
x2 + y2
)
dxdy =
1
50
∫ 2
0
(21 + 3x2)dx = 1
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Poniamo A = {(x, y) | x+ y > 4} ∩ [0, 2]× [1, 4].
0.5 1.0 1.5 2.0 x
1
2
3
4
y
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Allora
P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
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Allora
P(X,Y ) (X + Y > 4) = P(X,Y ) (Y > −X + 4) =
∫∫
A
f(X,Y )(x, y)dx dy
Pertanto ∫∫
A
f(X,Y )(x, y)dx dy =
∫ 2
0
(∫ 4
4−x
1
50
(
x2 + y2
)
dy
)
dx
=
∫ 2
0
1
50
(
−4x2 + 4
3
x3 + 16x
)
dx
=
8
15
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Esercizio
Se due variabili aleatorie hanno densita` congiunta data da f(X,Y )(x, y) =
1
pi
e−(x
2+y2)
calcolare
P(X,Y )
(
X2 + Y 2 > 1
)
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Somma di densita` congiunte
Teorema
Se X, Y hanno densita` congiunta fX,Y allora la densita` della loro somma e` data da
fX+Y (z) =
∫ +∞
−∞
fX,Y (x, z − x) dx
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Indipendenza
Nello spazio (Ω,A, P ) due eventi E1, E2 ∈ A si dicono indipendenti se
P (E1 ∩ E2) = P (E1)P (E2)
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pertanto ha senso dire che:
Le variabili aleatorie X, Y sono indipendenti se e solo se
P(X,Y ) = PX × PY
Se X, Y hanno densita` congiunta esse sono indipendenti se e solo se
f(X,Y )(x, y) = fX(x)fY (y) (A)
Se X, Y sono assolutamente continue e indipendenti queste hanno densita` congiunta data
dalla formula (A)
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Se X, Y sono assolutamente continue e indipendenti la loro somma ha densita` data dalla
convoluzione
fX+Y (z) =
∫ +∞
−∞
fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
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Esercizio Si supponga che X e Y siano due variabili causali standardizzate indipendenti.
Calcolare la densita` di Z = X + Y
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Esercizio Si supponga che X e Y siano due variabili causali standardizzate indipendenti.
Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2 quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
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Esercizio Si supponga che X e Y siano due variabili causali standardizzate indipendenti.
Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2 quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
Completando il quadrato
z2 − 2zx+ 2x2
2
=
(
x− z
2
)2
+
z2
4
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Esercizio Si supponga che X e Y siano due variabili causali standardizzate indipendenti.
Calcolare la densita` di Z = X + Y
Le densita` di X e Y sono fX(x) =
1√
2pi
e−x
2/2, fY (y) =
1√
2pi
e−y
2/2 quindi
fZ(z) =
∫ ∞
−∞
fX(x)fY (z − x)dx = 1
2pi
∫ ∞
−∞
e−(z
2−2zx+2x2)/2dx
Completando il quadrato
z2 − 2zx+ 2x2
2
=
(
x− z
2
)2
+
z2
4
quindi fZ(z) =
1
2pi
e−
z2
4
∫ ∞
−∞
e−(x−
z
2)
2
dx =
1√
2pi
√
2
e
− z2
2(
√
2)2 variable casuale N (0, 2)
