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Abstract
We estimate the time decay rates in L1, in the Hardy space and in L∞ of solutions for the
Stokes equations on the half spaces. For the estimates in the Hardy space we adopt the ideas
in (Math. Z. 231 (1999) 383; Temporal and spatial decays for the Stokes ﬂows, submitted for
publication), and also use the heat kernel and the solution formula for the Stokes equations.
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1. Introduction
We study the asymptotic behavior of solutions for the Stokes equations in half
spaces Rn+:
ut − u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, 0) = u0 for x ∈ Rn+,
u(x, t) = 0 for xn = 0, t ∈ (0,∞),
(1.1)
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where n2, and Rn+ = {x ∈ Rn : x = (x¯, xn), xn > 0} is the upper half space of Rn.
We denote by x¯ ≡ (x1, . . . , xn−1) ∈ Rn−1. Here, u ≡ (u1, . . . , un) and p denote the
velocity and the pressure, respectively, while u0 is a given initial velocity.
The decay problem for weak solution of the Navier–Stokes equations was ﬁrst pro-
posed by Leray [11] for the Cauchy problem. In this point of view, there are two
directions, the temporal and the spatial ones. For the temporal decays there are many
results, for example Schonbek [14], Borchers and Miyakawa [6] and Bae and Choe
[3], and references therein. For the spatial decays, Farwig and Sohr [7,8] showed the
spatial decays for the exterior problems of Navier–Stokes equations. He and Xin [10],
Schonbek and Schonbek [15], Bae and Jin [4] obtained spatial decays for the Navier–
Stokes equations in Rn. Bae and Jin [5] obtained upper and lower bounds for the
temporal-spatial decays for the Navier–Stokes equations in Rn. In [1,2] we obtained
the temporal-spatial decays for the Stokes ﬂow Rn+.
For the estimates of Navier–Stokes solution, the estimates of Stokes solution is
necessary. If the spatial domain is Rn, then solution u behaves just like that of the heat
equation with initial data u0. Then for all 1r∞,
‖∇u(t)‖rCt−1/2‖u0‖r for t > 0 (1.2)
holds. For 1 < r < ∞, (1.2) is valid for half spaces (see [17]). For 1 < r < n, (1.2) is
also valid for exterior domains (see [6]). Schonbek [13,14] also considered the decay
rates if the average is zero,
∫
Rn |u0|2|x| dx < ∞, and under some other restrictions on
u0. In Bae and Choe [3], we showed the decay rate in Lq of ∇u is t−1 if the initial
data u0 lies in an appropriate weighted space; for 1 < rq < ∞,
‖∇u(t)‖Lq(Rn+)Ct
− n2 ( 1r − 1q )−1
(∫
Rn+
|yn|r |u0(y)|r dy
)1/r
for t > 0. If r = q > 1, then the decay rate is t−1. Furthermore, we obtained in [3]
that for 1 < rq < ∞,
‖u(t)‖Lq(Rn+)Ct
− n2 ( 1r − 1q )− 12
(∫
Rn+
|yn|r |u0(y)|r dy
)1/r
for t > 0.
Giga et al. [9] ﬁrst showed (1.2) in the critical space, r = 1, in Rn+. Since the
projection associated with the Helmholtz decomposition is not bounded in L1 type
spaces if the domain has nonempty boundaries, it is not easy to obtain such result for
r = 1 and r = ∞. In [9], they estimated the rates in the Hardy space, and then as a
corollary, they obtained (1.2) for r = 1. Shimizu [16] estimated the rate for r = ∞. In
[2], we show the rate is t−1 in L1 and L∞.
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In this paper, we also obtain estimates like (1.2) for r = 1 and r = ∞ in the half
spaces. However, the goal is not for ∇u but for u itself. For the estimate of Navier–
Stokes solutions, the estimates of the gradient of the Stokes solution is not enough, we
need the estimates of the Stokes solution itself. Based on the idea in [2], our estimates
of the temporal decay for u is t−1 or t−1/2 depending on the condition of the initial
data; more precisely, if ∇ · u0 = 0 and
∫
Rn−1 u0(y¯, yn) dy¯ = 0 for a.e yn > 0, then
‖u(t)‖L1(Rn+)  Ct−1
∫
Rn+
|yny¯u0(y)| dy,
‖u(t)‖L1(Rn+)  Ct−1/2
∫
Rn+
|y¯u0(y)| dy
and
‖u(t)‖L∞(Rn+)  Ct−1ess supy∈Rn+|ynyu0(y)|,
‖u(t)‖L∞(Rn+)  Ct−1/2ess supy∈Rn+|yu0(y)|,
where y = (y¯, yn) ∈ Rn+. We use the heat kernel and solution formula for the Stokes
equations obtained by Ukai [17]. Following the idea in [9,2], we ﬁrst estimate the rates
in the Hardy space H1:
Theorem 1.1. Assume that ∇ · u0 = 0 in Rn+ and
∫
Rn−1 u0(y¯, yn) dy¯ = 0 for a.e.
yn > 0. Let u be the solution of the Stokes equation (1.1) with initial data u0. Then,
there is a constant C independent of u0 such that
‖u(t)‖H1(Rn+)  Ct−1
∫
Rn+
|yny¯u0(y)| dy,
‖u(t)‖H1(Rn+)  Ct−1/2
∫
Rn+
|y¯u0(y)| dy.
As a corollary, we obtain our main result in Corollary 3.6. Here,
‖f ‖H1(Rn+) ≡ inf{‖f˜ ‖H1(Rn) : f˜ ∈ H1(Rn), f˜ |Rn+ ≡ f }.
The Hardy space H1(Rn) is deﬁned in Deﬁnition 2.1.
It is shown in Miyakawa [12] that if ∇ · u0 = and u0 ∈ L1(Rn), then
∫
u0 dy = 0.
However, in Rn+ we do not know whether
∫
Rn+ u0 dy = 0. Instead of the zero average
assumption, we assumed
∫
Rn−1 u0 dy¯ = 0 because of estimation difﬁculty of the n − 1
dimensional Riesz transform near boundary in the Stokes solution formula.
As a second result, we obtain the decay rates in L∞ by the duality.
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In Section 2 we ﬁnd the decay rate for the heat equations. The decay rate of the
solution is t−1 or t−1/2 in L1(Rn+) depending on the condition of the initial data. This
can be calculated directly without estimating the rate in the Hardy space. However,
here we estimate the rate in the Hardy space, and the technique is used for the Stokes
equations in Section 3. The main theorem is given in Theorem 2.5. In Section 3 we
review the solution formula for the Stokes equations, and obtain the decay rate for
the Stokes equations. The main results in this section are given in Theorem 3.5 and
Corollary 3.6.
In Section 4 we obtain the decay rate in L∞-norm for the Stokes equations. The
main results in this section are given in Theorem 4.3.
2. Temporal decays in the Hardy space for the heat equation
In this section we consider the solutions for the heat equation in the half spaces,
and estimate the asymptotic behavior in the Hardy space H1, which is a subspace of
L1(Rn). We review the deﬁnition of the Hardy space H1 and some known results in
Giga et al. [9].
We use the following notations: Lq ≡ Lq(Rn+), 1q∞, denote the usual Lebesgue
spaces on Rn+, which have the norm ‖f ‖q ≡
(∫
Rn+ |f |q dx
)1/q
for f ∈ Lq . We denote
by Kt(x) the heat kernel in the whole space Rn,
Kt(x) = K¯t (x¯)Kn,t (xn) ≡
[
(4t)−
n−1
2 e−
|x¯|2
4t
] [
(4t)−
1
2 e−
|xn|2
4t
]
.
We now review the deﬁnition of the Hardy space H1.
Deﬁnition 2.1. A function f ∈ L1(Rn) belongs to the Hardy space H1 = H1(Rn) if
f ∗(x) ≡ sup
s>0
|Ks ∗ f (x)| ∈ L1(Rn),
where the symbol ∗ means the convolution. The norm of f ∈ H1 is deﬁned by
‖f ‖H1 ≡ ‖f ∗‖L1(Rn).
The following lemma and its proof are given in [9].
Lemma 2.2. Let I be an integral operator of the form
If (x) =
∫
Rn
(x, y)f (y) dy for x ∈ Rn.
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If the kernel  satisﬁes
sup
y∈Rn
‖(·, y)‖H1 = 0 < ∞,
then I is a bounded operator from L1(Rn) to H1(Rn), i.e.,
‖If ‖H10‖f ‖L1(Rn).
We denote x¯ ≡ (x1, . . . , xn−1) ∈ Rn−1, and x = (x¯, xn) ∈ Rn+. We use the notation
∇¯ ≡ (1, . . . , n−1), where ∇ = (∇¯, n). The solution v(x, t) of the heat equation
vt −v = 0 with the boundary condition v(x¯, 0, t) = 0, t > 0 and the initial condition
v(x, 0) = a(x) in the half space Rn+ has a potential expression
v(x, t) = (E(t)a) (x)
≡
∫ ∞
0
∫
Rn−1
(Kt (x¯−y¯, xn−yn) − Kt(x¯−y¯, xn+yn)) a(y) dy
= (E1(t)a) (x) − (E2(t)a) (x)
for x ∈ Rn+ and t > 0.
By the change of variables z¯ = y¯, and zn = −yn, we have
(E2(t)a) (x) =
∫ 0
−∞
∫
Rn−1
Kt(x¯−z¯, xn−zn)a(z¯,−zn) dz.
Deﬁning
(xn) =
{
1 xn0,
0 xn < 0,
we have
(E1(t)u0) (x) =
∫
Rn
Kt (x¯−y¯, xn−yn)(yn)a(y) dy,
(E2(t)u0) (x) =
∫
Rn
Kt (x¯−y¯, xn−yn)(−yn)a(z¯,−zn) dz
and E(t)a = E1(t)a − E2(t)a. Setting a−(x) = a(x¯,−xn) and −(yn) = (−yn),
one has
E1(t)a(x) =
[
Kt ∗ (a)
]
(x), E2(t)a(x) =
[
Kt ∗ (−a−)
]
(x).
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Since the solution E(t)a of the heat equation in Rn+ is deﬁned only for x ∈ Rn+, we
need to extend it to the whole space Rn in order to estimate the norm in the Hardy
space H1. Hence, we consider E(t)a as deﬁned also in Rn. Then we need to estimate
Ks ∗ E(t)a. For our convenience, we sometimes ignore the real number coefﬁcients,
for example 4 in Kt(x) = (4t)−n/2e− |x|
2
4t
.
Lemma 2.3. Assume that
∫
Rn−1 ady¯ = 0. Then,
[Ks ∗ E(t)a] (x) = c
n−1∑
j=1
∫
Rn+
∫ 1
0
∫ 1
−1
e
− |x1|
2+···+|xj−1|2
4(s+t) e−
|xj−yj |2+|xn−yn|2
4(s+t)
×e−
|xj+1−yj+1|2+···+|xn−1−yn−1|2
4(s+t) (xj−yj )(xn−yn)
(s+t)(n+4)/2 yjyna(y) d d dy.
Proof. One has [Ks ∗ E1(t)a] (x) = Ks ∗
[
Kt ∗ (a)
]
(x) = Ks+t ∗ a(x), and [Ks
∗E2(t)a] (x) = Ks+t ∗ −a−(x). Therefore, if the integral of a for some direction is
zero, for example
∫
R ady1 = 0, then we have
[Ks ∗ E(t)a] (x) =
∫
Rn+
K¯s+t (x¯−y¯)
[
Kn,s+t (xn−yn) − Kn,s+t (xn+yn)
]
a(y) dy
= t−(n−1)/2
∫
Rn+
e
− |x¯1−y¯1|24(s+t)
(
e
− |x1−y1|24(s+t) − e− |x1|
2
4(s+t)
)
×[Kn,s+t (xn−yn) − Kn,s+t (xn+yn)] a(y) dy,
where x¯1 = (x2, . . . , xn−1).
By the fundamental theorem of calculus, one have
e
− |x1−y1|24(s+t) − e− |x1|
2
4(s+t) =
∫ 1
0
d
d
e
− |x1−y1|24(s+t) d
= (s + t)−1
∫ 1
0
e
− |x1−y1|24(s+t) (x1−y1)y1 d
and
Kn,s+t (xn−yn) − Kn,s+t (xn+yn) = yn41/2(s + t)3/2
∫ 1
−1
e
− |xn−yn|24(s+t) (xn−yn) d.
If
∫
Rn−1 ady¯ = 0, then we have
[Ks ∗ E(t)a] (x)
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=
∫
Rn+
[
K¯s+t (x¯−y¯) − K¯s+t (x¯)
]
Mna(y) dy
= ct−n/2
∫
Rn+
(
e
− |x1−y1|24(s+t) − e− |x1|
2
4(s+t)
)
e
− |x2−y2 |2+···+|xn−1−yn−1|24(s+t) Mna(y) dy
+ct−n/2
∫
Rn+
e
− |x1|24(s+t)
(
e
− |x2−y2 |24(s+t) − e− |x2 |
2
4(s+t)
)
e
− |x3−y3|2+···+|xn−1−yn−1|24(s+t) Mna(y) dy
· · ·
+ct−n/2
∫
Rn+
e
− |x1|2+···+|xn−2 |24(s+t)
(
e
− |xn−1−yn−1|24(s+t) − e−
|xn−1|2
4(s+t)
)
Mna(y) dy,
where, for short, Mn = Kn,s+t (xn − yn) − Kn,s+t (xn + yn). The remaining can be
obtained in a similar way. Hence, we complete the proof. 
During the proof of Lemma 2.3, we also obtain the following lemma.
Lemma 2.4. Assume that
∫
Rn−1 ady¯ = 0. Then,
[Ks ∗ E(t)a] (x) = c
n−1∑
j=1
∫
Rn+
∫ 1
0
e
− |x1|
2+···+|xj−1|2
4(s+t) e−
|xj−yj |2
4(s+t) xj−yj
(s+t)(n+2)/2
×e−
|xj+1−yj+1|2+···+|xn−1−yn−1|2
4(s+t)
(
e
− |xn−yn|24(s+t) − e− |xn+yn|
2
4(s+t)
)
yja(y) d dy.
We now show the decay rate of the solution to the heat equation.
Theorem 2.5. Let E(t)a be the solution of the heat equation with initial data a with∫
Rn−1 ady¯ = 0. Then, we have that
‖E(t)a‖H1Ct−1
∫
Rn+
|y¯yna(y)| dy.
Proof. For short, for 1jn − 1, we put
Mj =
∫
Rn+
∫ 1
0
∫ 1
−1
e
− |x1|
2+···+|xj−1|2
4(s+t) e−
|xj−yj |2+|xn−yn|2
4(s+t) (xj−yj )(xn−yn)
(s+t)(n+4)/2
×e−
|xj+1−yj+1|2+···+|xn−1−yn−1|2
4(s+t) yj yna(y) d d dy.
For convenience we consider only the case j = 1. For j2, we can do similarly. We
set x¯1 = (x2, x3, . . . , xn−1).
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Since
e−
|x|2
4t 
(
t−1/2|x|
)−l
for l0, (2.1)
one has that for k, l,m0,
|M1|(s+t) k+l+m−n−42
∫ ∫ ∫
|x¯1−y¯1|−k|x1−y1|1−l |xn−yn|1−m|y1yna(y)| dy d d.
Taking l′ = l − 1 and m′ = m − 1, one has
= C(s+t) k+l
′+m′−n−2
2
∫ ∫ ∫
|x¯1−y¯1|−k|x1−y1|−l′ |xn−yn|−m′ |y1yna(y)| dy.
We now estimate the Hardy space norm of Ks ∗ E(t)a. We deﬁne
s,t (x, y) = Ck,l,m(s + t)(k+l+m−n−2)/2|x¯1−y¯1|−k|x1−y1|−l |xn−yn|−m,
where Ck,l,m > 0 depends on k, l,m0. Since, for k + l + mn + 1,
sup
s>0
|s,t (x, y)| = Ck,l,mt(k+l+m−n−2)/2|x¯1−y¯1|−k|x1−y1|−l |xn−yn|−m,
one has that for k + l + mn + 1,
∫
Rn
sup
s>0
|s,t (x, y)| dx 
8∑
i=1
Ck,l,mt
(k+l+m−n−2)/2
×
∫
i
|x¯1 − y¯1|−k|x1 − y1|−l |xn − yn|−m dx,
where
1 = {(x1, x¯1, xn) : |x¯1 − y¯1| t1/2, |x1 − y1| t1/2, |xn − yn| t1/2},
2 = {(x1, x¯1, xn) : |x¯1 − y¯1| t1/2, |x1 − y1| > t1/2, |xn − yn| t1/2},
3 = {(x1, x¯1, xn) : |x¯1 − y¯1| t1/2, |x1 − y1| t1/2, |xn − yn| > t1/2},
4 = {(x1, x¯1, xn) : |x¯1 − y¯1| t1/2, |x1 − y1| > t1/2, |xn − yn| > t1/2},
5 = {(x1, x¯1, xn) : |x¯1 − y¯1| > t1/2, |x1 − y1| t1/2, |xn − yn| t1/2},
6 = {(x1, x¯1, xn) : |x¯1 − y¯1| > t1/2, |x1 − y1| > t1/2, |xn − yn| t1/2},
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7 = {(x1, x¯1, xn) : |x¯1 − y¯1| > t1/2, |x1 − y1| t1/2, |xn − yn| > t1/2},
8 = {(x1, x¯1, xn) : |x¯1 − y¯1| > t1/2, |x1 − y1| > t1/2, |xn − yn| > t1/2},
Then, one has
∫
Rn
sup
s>0
|s,t (x, y)| dx
C0,0,0t−
n+2
2
∫
1
1 dx + C0,2,0t− n2
∫
2
|x1−y1|−2 dx
+C0,0,2t− n2
∫
3
|xn−yn|−2 dx + C0,2,2t 2−n2
∫
4
|x1−y1|−2|xn−yn|−2 dx
+Cn− 32 ,0,0t
− 74
∫
5
|x¯1−y¯1|−n+ 32 dx + Cn− 32 , 32 ,0t
−1
×
∫
6
|x¯1−y¯1|−n+ 32 |x1−y1|− 32 dx
+Cn− 32 ,0, 32 t
−1
∫
7
|x¯1−y¯1|−n+ 32 |xn − yn|− 32 dx
+C
n− 32 , 54 , 54 t
− 12
∫
8
|x¯1−y¯1|−n+ 32 |x1−y1|− 54 |xn−yn|− 54 dxCt−1.
In the above, we considered different choices of k, l,m’s depending on subdomains i
because the subdomains are not bounded and the integral of an arbitrary choice of the
negative power of polynomials is not bounded in general.
Hence, by Lemma 2.2, we have
‖E(t)a‖H1Ct−1
∫ 1
0
∫ 1
−1
∫
Rn+
|y1yna(y)| dy dd = Ct−1
∫
Rn+
|y1yna(y)| dy.
This completes the proof. 
If we do not apply the fundamental theorem of calculus to the term Kn,t , we also
have the decay rate of the solution to the heat equation in the same way.
Theorem 2.6. Let E(t)a be the solution of the heat equation with initial data a with∫
Rn−1 ady¯ = 0. Then, we have that
‖E(t)a‖H1Ct−1/2
∫
Rn+
|y¯a(y)| dy.
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3. Decay rate in L1 of solutions for the Stokes equations
In this section, we study the asymptotic behavior in L1 and in H1 of solutions to
the Stokes equations (1.1) in the half spaces. For our analysis, we adopt the solution
formula of the Stokes equations in Rn+ given in [17].
Denote by the Riesz’ operators, Rj , j = 1, . . . , n, and Sk , k = 1, . . . , n − 1, which
are the singular integral operators with the symbols
F(Rjf )() = i j|| F(f )() and F(Skf )() = i
k
|¯| F(f )(),
where F be the Fourier transform in Rn; Ff () ≡ ∫Rn e−ix·f (x) dx, and  =
(1, . . . , n) = (¯, n) ∈ Rn−1 × R is the dual variable to x ∈ Rn. Then, the Riesz
transform Rj are deﬁned in Rn by
Rjf (x) = p.v.
∫
Rn
Rj (x − y)f (y) dy,
where p.v. means the principal value of the integral and
Rj (x) = cnxj /|x|n+1, cn = 21−n/2√
(
1
2
(n − 1)
)
.
Here,  is the gamma function. The Riesz transform Sj are deﬁned similarly,
Sjf (x) = p.v.
∫
Rn−1
Sj (x¯ − y¯)f (y¯) dy¯,
where Sj (x) = cn−1xj /|x¯|n. Set R¯ = (R1, R2, . . . , Rn−1), and S = (S1, S2, . . . , Sn−1),
and deﬁne the operators V1 and V2 by
V1u0 = −S · u¯0 + u0,n, V2u0 = u¯0 + Su0,n,
where u0 = (u0,1, u0,2, . . . , u0,n) = (u¯0, u0,n). Furthermore, let h be the restriction
operator from Rn to Rn+, that is, hf = f |Rn+ , and e the extension operator from Rn+
over Rn with value 0; ef = f for xn > 0, and ef = 0 for xn < 0. We also deﬁne the
operator U by
Uf = hR¯ · S(R¯ · S + Rn)ef.
The solution u of (1.1) is represented as
un = UE(t)V1u0, u¯ = E(t)V2u0 − SUE(t)V1u0.
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The solution u is given as the restriction hv of a vector ﬁeld v ≡ (v¯, vn) of the form
vn = R¯ · S(R¯ · S + Rn)eE(t)V1u0,
v¯ = E(t)V2u0 − SR¯ · S(R¯ · S + Rn)eE(t)V1u0.
(3.1)
Deﬁne the operator  by
F(f )() = |¯|Ff (),
We have the following lemma:
Lemma 3.1. Assume that ∇ · u0 = 0 in Rn+. Then, v is expressed as
vn = (R¯ · ∇¯)−1
(
R¯ · eE(t)u¯0
)− R¯ · R¯eEu0,n + Rn (R¯ · eE(t)u¯0)
+Rn(R¯ · ∇¯)−1(eEu0,n),
v¯ = eE(t)u¯0 + ∇¯−1eE(t)u0,n + R¯(R¯ · eE(t)u¯0) + R¯(R¯ · ∇¯)−1u0,n
−R¯Rn(j−1)eE(t)u0,j + R¯RneE(t)u0,n,
where u0 = (u¯0, u0,n) = (u0,1, . . . , u0,n).
Note that −1 is equal to (−¯)−1/2 =
(∑n−1
i=1 
2
i
)−1/2
, therefore the integral kernel
of −1 is cn|x¯|−n+2 for n3.
Proof. The results come from the following the Fourier transforms:
Fvn = ij||
ij
|¯|
(
ik
||
ik
|¯| +
in
||
)(
− il|¯| F(eE(t)u0,l) + F(eE(t)u0,n)
)
= ij||
ij
|¯|
il
|| F(eEu0,l) −
ij
||
ij
|| F(eEu0,n) +
in
||
ij
|| F(eEu0,j )
+ in||
ij
||
ij
|¯| (eEu0,n)
and
Fvl =
(
F(eEu0,l) + il|¯| F(eEu0,n)
)
− il|¯|
ij
||
ij
|¯|
(
ik
||
ik
|¯| +
in
||
)(
− im|¯| F(eEu0,m) + F(eEu0,n)
)
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= F(eEu0,l) + il|¯| F(eEu0,n) +
il
||
ij
|| F(eEu0,j )
+ il||
ij
||
ij
|¯| F(eEu0,n) −
il
||
in
||
ij
|¯| F(eEu0,j )
+ il||
in
|| F(eEu0,n). 
Lemma 3.2. Let n2 and 1 i, jn − 1. Assume that real parameters k, l satisfy
0k + ln. Then there exists a constant C = C(k, l) such that
∣∣∣∣∣zizjtn/2
∫
Rn−1
|z¯−x¯|−n+2Mi,t (x¯, y¯, ) dx¯
∣∣∣∣∣ Ct(k+l−n−1)/2|zi − yi |−k|z¯i − y¯i |−l ,
where, for short, x¯i = (x1, . . . , xi−1, xi+1, . . . , xn−1), and
Mi,t (x¯, y¯, ) = e−
|x1|2+···+|xi−1|2
4t e−
|xi−yi |2
4t e−
|xi+1−yi+1|2+···+|xn−1+yn−1|2
4t .
Proof. For convenience, we let i = 1, and consider
z1zj
tn/2
∫
Rn−1
M1,t (x¯, y¯, )
|z¯−x¯|n−2 dx¯,
where M1,t (x¯, y¯, ) = e−
|x1−y1|2
4t e−
|x¯1−y¯1|2
4t . Taking x = t1/2, z = t1/2, and y = t1/2	,
one has
z1zj
t
n
2
∫
Rn−1
M1,t (x¯, y¯, )
|z¯−x¯|n−2 dx¯ =
1j
t
n+1
2
∫
Rn−1
M1,1(¯, 	¯, )
|¯−¯|n−2 d¯,
where M1,1(¯, 	¯, ) = e−
|1−	1|2
4 e−
|¯1−	¯1|2
4
. We need to estimate the term
I1(¯, 	¯) = 1j
∫
Rn−1
|¯−¯|−n+2M1,1(¯, 	¯, ) d ¯.
We follow the way used in [9,2].
Let 
1 be a smooth function in Rn−1 such that 0
11, supp
1 ⊂ {|z¯|1}, and

1||z¯|<1/2 ≡ 1. Set 
2 = 1 − 
1. One has
I1(¯, 	¯) = 1j
∫
Rn−1

1(¯ − ¯) + 
2(¯ − ¯)
|¯−¯|n−2 M1,1(¯, 	¯, ) d ¯ ≡ I2 + I3.
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Observe that
I2 = 1j
∫
|¯|1

1(¯)
|¯|n−2 M1,1(¯ + ¯, 	¯, ) d¯
=
∫
|¯|1

1(¯)
|¯|n−2 M1,1(¯ + ¯, 	¯, )
(
(1+1−	1)2
4
− 1
2
)
d¯ if j = 1,
=
∫
|¯|1

1(¯)
|¯|n−2 M1,1(¯ + ¯, 	¯, )
(1+1−	1)(j+j−	j )
4
d¯ if j 
= 1.
Since |¯+ ¯− 	¯| |¯− 	¯|+1, and |¯+ ¯− 	¯|2 |¯− 	¯|2/2−1, one has that for k, l0,
I2  C
∫
|¯|1
1
|¯|n−2
((|1 − 	1| + 1)2
4
+ 1
2
)
e−
|1−	1|2
8 − |¯1−	¯1|
2
8 + 12 d¯
 C|1 − 	1|−k|¯1 − 	¯1|−l
∫
|¯|1
1
|¯|n−2 d¯C|1 − 	1|
−k|¯ − 	¯|−l
for j = 1, and for 1 < jn − 1, we have the same result.
Notice that
I3 = 1
∫
Rn−1
[
j
2(¯ − ¯)
|¯ − ¯|n−2 + (n−2)
2(¯ − ¯)
j − j
|¯ − ¯|n
]
M1,1(¯, 	¯, ) d ¯
=
∫
Rn−1
[
1j
2(¯ − ¯)
|¯ − ¯|n−2 + (n−2)
2(¯ − ¯)
(
n(1−1)(j−j )
|¯−¯|n+2 −
1j
|¯−¯|n
)
+(n−2)
(
1
2(¯−¯)
j − j
|¯ − ¯|n + j
2(¯−¯)
1−1
|¯−¯|n
)]
M1,1(¯, 	¯, ) d ¯
≡ I4(¯) + I5(¯) + I6(¯).
Observe that
|I4| =
∣∣∣∣
∫
1/2 |¯|1
1j
2(¯)
|¯|n−2 M1,1(¯ + ¯, 	¯, ) d ¯
∣∣∣∣
 ‖∇2
2‖L∞
∫
1/2 |¯|1
1
|¯|n−2 e
− |1−	1|2−28 e−
|¯1−	¯1|2−2
8 d¯
 C|1 − 	1|−k|¯1 − 	¯1|−l
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and that
|I6|‖∇
2‖L∞
∫
1/2 |¯|1
1
|¯|n−1 M1,1(¯ + ¯, 	¯, ) d ¯C|1 − 	1|
−k|¯1 − 	¯1|−l .
Notice that for k, ln, |¯1 − 	¯1|lCl
(
|¯1 − ¯1|l + |¯1 − 	¯1|l
)
, and |1 − 	1|k
Ck
(|1 − 1|k + |1 − 	1|k), and that
{¯ : |¯|1/2} ⊂ {¯ : |1|1/4} ∪ {¯ : |¯1|1/4}.
Therefore, for 0n, we have that for k, l with k + ln, 0k and 0 ln− ,
|I5|  C
∫
|¯−¯|1/2
1
|¯ − ¯|n M1,1(¯, 	¯, ) d¯
 Ck,l |1 − 	1|−k|¯1 − 	¯1|−l
∫
|1−1|1/4
∫
|¯1−¯1|1/4
× |1 − 1|
k + |1 − 	1|k
|1 − 1|
|¯1 − ¯1|l + |¯1 − 	¯1|l
|¯1 − ¯1|n−
M1,1(¯, 	¯, ) d ¯
 Ck,l |1 − 	1|−k
(∫
|1−1|1/4
(
4−k + 4|1 − 	1|k
)
e−
|1−	1|2
4 d1
)
×|¯1 − 	¯1|−l
(∫
|¯1−¯1|1/4
(
4n−−l + 4n−|¯1 − 	¯1|l
)
e−
|¯1−	¯1|2
4 d¯
)
 Ck,l |1 − 	1|−k|¯1 − 	¯1|−l
since |¯|n |1| |¯1|n−. Hence, by the estimates of I2, I3, I4, I5 and I6, we have that
I1Ck,l |1 − 	1|−k|¯1 − 	¯1|−l
for k + ln. Therefore, one has
∣∣∣∣∣z1zjtn/2
∫
Rn−1
|z¯−x¯|−n+2M1,t (x¯, y¯, ) dx¯
∣∣∣∣∣ Ct(k+l−n−1)/2|z1 − y1|−k|z¯1 − y¯1|−l .
For n = 2, −1 corresponds to − log |x1|, we can prove it similarly. 
Lemma 3.3. Let n2. Assume that
∫
Rn−1 u0 dy¯ = 0. For 1jn − 1,
‖j−1eE(t)u0‖H1Ct−1‖yny¯u0‖L1 .
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Proof. By the deﬁnition of the Hardy space on Rn+, we may consider
[
Ks ∗ j−1E(t)u0
]
(z) = zj
[
−1E(s+t)u0
]
(z).
Consider
[
−1E(s+t)u0
]
(z);
(s+t)n/2
[
−1E(s+t)u0
]
(z)
=
∫
Rn−1
|z¯−x¯|2−n
∫
Rn+
e
− |x¯−y¯|24(s+t)
{
e
− |zn−yn|24(s+t) − e− |zn+yn|
2
4(s+t)
}
u0(y) dy dx¯
=
∫
Rn−1
∫
Rn+
|z¯−x¯|2−n
(
e
− |x¯−y¯|24(s+t) − e− |x¯|
2
4(s+t)
)
×
[∫ 1
−1
e
− |zn−yn|24(s+t) zn−yn
2(s + t) d
]
ynu0(y) dy dx¯
=
n−1∑
i=1
∫
Rn−1
∫
Rn+
∫ 1
0
∫ 1
−1
|z¯−x¯|2−nMi,s+t (x¯, y¯, )e−
|xn−yn|2
4(s+t)
× (xi − yi)(zn−yn)
4(s + t)2 yiynu0(y) d d dy dx¯
= −i
n−1∑
i=1
∫
Rn−1
∫
Rn+
∫ 1
0
∫ 1
−1
|z¯−x¯|2−ne−
|x1|2+···+|xi−1|2
4(s+t) e−
|xi−yi |2+|xn−yn|2
4(s+t)
× e−
|xi+1−yi+1|2+···+|xn−1+yn−1|2
4(s+t) zn−yn
2(s + t) yiynu0(y) d d dy dx¯
since
xi e
− |xi−yi |24(s+t) = −xi − yi
2(s + t) e
− |xi−yi |24(s+t) ,
where Mi,t is deﬁned in Lemma 3.2. Therefore, we have
(s + t)n/2+1
[
Ks ∗ j−1E(t)u0
]
(z)
= ij
n−1∑
i=1
∫∫∫∫
zn−yn
|z¯−x¯|n−2 Mi,s+t (x¯, y¯, )e
− |xn−yn|24(s+t) yiynu0(y) d d dy dx¯.
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Set
s,t (z, y) ≡ ij
(s+t)(n+2)/2
∫
Rn−1
zn−yn
|z¯−x¯|n−2 Mi,s+t (x¯, y¯, )e
− |zn−yn|24(s+t) dx¯.
By Lemma 3.2, we have
|s,t (z, y)|Ck,l,m(s + t)(k+l+m−n−2)/2|zi − yi |−k|z¯i − y¯i |−l |zn − yn|−m.
In a similar way to the proof of Theorem 2.5, we complete the proof. 
During the proof of the previous lemma, we may also prove the following lemma.
Lemma 3.4. Let n2. Assume that
∫
Rn−1 u0 dy¯ = 0. For 1jn − 1,
‖j−1eE(t)u0‖H1Ct−1/2‖y¯u0‖L1 .
We now remark that in [12] it is shown that in Rn if ∇·u0 = 0 and u0 ∈ L1(Rn) then∫
Rn u0(y) dy = 0. And based on this, the temporal decay rate is estimated. However, in
Rn+, we do not know whether the condition implies the average of u0 is zero or not.
So we add the zero average as an assumption. Now we are ready to state the decay
rates in the Hardy space H1.
Theorem 3.5. Assume that ∇ · u0 = 0 in Rn+ and
∫
Rn−1 u0(y¯, yn) dy¯ = 0 for a.e.
yn > 0. Let u be the solution of the Stokes equation (1.1) with initial data u0. Then,
there is a constant C independent of u0 such that
‖u(t)‖H1(Rn+)Ct−1
∫
Rn+
|yny¯u0(y)| dy. (3.2)
Furthermore, we also have that
‖u(t)‖H1(Rn+)Ct−1/2
∫
Rn+
|y¯u0(y)| dy. (3.3)
Proof. Let v be the vector ﬁeld in (3.1). By Lemmas 3.1 and 3.3, we have
‖vn‖H1  |||Rj |||H1 |||Rk|||H1‖j−1eE(t)u0,k‖H1
+|||Rj |||H1 |||Rj |||H1‖j−1eE(t)u0,n‖H1
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+|||Rn|||H1 |||Rk|||H1‖eE(t)u0,k‖H1
+|||Rn|||H1 |||Rk|||H1‖k−1eE(t)u0,n‖H1
 Ct−1
∫
Rn+
|yny¯u0(y)| dy,
‖j v¯‖H1  Ct−1
∫
Rn+
|yny¯u0(y)| dy,
where |||Rj |||H1 denotes the operator norm of Rj in H1. Since u = v|Rn+ , one gets
‖u‖H1(Rn+)‖v‖H1Ct−1
∫
Rn+
|yny¯u0(y)| dy,
which completes the proof of (3.2), and we can prove (3.3) in the exact same
way. 
Since
‖u‖L1(Rn+)‖u‖H1(Rn+)‖v‖H1Ct−1
∫
Rn+
|y¯|yn|u0(y)| dy,
we state our main result as the corollary of Theorem 3.5.
Corollary 3.6. Assume that ∇ · u0 = 0 in Rn+, and
∫
Rn−1 u0 dy¯ = 0 for a.e. yn > 0.
Let u be the solution of the Stokes equation (1.1) with initial data u0. Then, there is
a constant C independent of u0 such that
‖u(t)‖L1(Rn+)Ct−1
∫
Rn+
|yny¯u0(y)| dy
and
‖u(t)‖L1(Rn+)Ct−1/2
∫
Rn+
|y¯u0(y)| dy.
4. Decay rate in L∞
We can estimate the L1 norms of such terms by estimation those in the Hardy space
H1 since the H1-norm is equivalent to the summation of the norms in L1 and of the
18 H.-O. Bae / J. Differential Equations 222 (2006) 1–20
Riesz transform;
‖ · ‖H1‖ · ‖L1(Rn) +
n∑
j=1
‖Rj · ‖L1(Rn).
Since the Riesz transform is bounded in H1, it is enough to estimate E and −1jE
in H1. We may estimate those terms combining the ways used in Theorem 2.5,
in Lemma 3.3. Instead of taking
∫ |ynyu0(y)| dy in Theorem 2.5, we take ess supy
|ynyu0(y)|. For example, we have the following lemma:
Lemma 4.1. Assume that
∫
Rn−1 u0 dy¯ = 0 for a.e. yn > 0. For 1j, kn, and j 
= n,
‖RjRkE(t)u0‖L∞Ct−1ess supy∈Rn+|yny¯u0(y)|,
where C is independent of y.
Proof. By Lemma 2.3, we have
[E(t)u0] (x) = ct−(n+4)/2
n−1∑
i=1
∫
Rn+
∫ 1
0
∫ 1
−1
e−
|x1|2+···+|xi−1|2
4t e−
|xi−yi |2+|xn−yn|2
4t
×e− |xi+1−yi+1|
2+···+|xn−1−yn−1|2
4t (xi−yi)(xn−yn)yiynu0(y) d d dy.
Consider only for i = 1. We use the notation, for short,
Kt = t−(n+4)/2e−
|x1−y1|2+|xn−yn|2
4t e−
|x¯1−y¯1|2
4t (x1−y1)(xn−yn),
where x¯1 = (x2, . . . , xn−1). Since
|RjRkE(t)a|
=
∣∣∣∣∑
∫
wj−zj
|w−z|n+1
∫
zk−xk
|z−x|n+1
∫∫∫
Kt (x, y, , )y1ynu0(y) d d dy dx dz
∣∣∣∣
 |||Rj |||H1 |||Rk|||H1‖Kt‖H1
(
ess supy |y1ynu0(y)|
)
,
we complete our proof. 
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We state the following lemma:
Lemma 4.2. Assume that
∫
Rn−1 u0 dy¯ = 0 for a.e. yn > 0. For 1j, kn − 1,
‖E(t)u0‖H1  Ct−1ess supy |yny¯u0(y)|,
‖j−1E(t)u0‖H1  Ct−1ess supy |yny¯u0(y)|.
Since we have, for example,
‖RlRkj−1E(t)u0‖L∞(Rn+)
ess supy∈Rn |ynyu0(y)| ‖RlRkj−1E(t)‖L1(Rn)
ess supy∈Rn+|ynyu0(y)| ‖RlRkj−1E(t)‖H1(Rn)
ess supy∈Rn+|ynu0(y)| |||Rl |||H1 |||Rk|||H1‖j−1E(t)‖H1(Rn)
Ct−1ess supy∈Rn |yny¯u0(y)|,
we are now ready to state the decay rates in L∞ space.
Theorem 4.3. Assume that ∇ · u0 = 0 in Rn+ and
∫
Rn−1 u0 dy¯ = 0 for a.e yn > 0. Let
u be the solution of the Stokes equation (1.1) with initial data u0. Then, there is a
constant C independent of u0 such that
‖u(t)‖L∞(Rn+)Ct−1‖yny¯u0(y)‖L∞(Rn+).
We also have the following theorem in the same way:
Theorem 4.4. Assume that ∇ · u0 = 0 in Rn+ and
∫
Rn−1 u0 dy¯ = 0 for a.e yn > 0. Let
u be the solution of the Stokes equation (1.1) with initial data u0. Then, there is a
constant C independent of u0 such that
‖u(t)‖L∞(Rn+)Ct−1/2‖y¯u0(y)‖L∞(Rn+).
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