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Abstract. In the Matrix approach to graph transformation we represent simple digraphs and rules
with Boolean matrices and vectors, and the rewriting is expressed using Boolean operators only.
In previous works, we developed analysis techniques enabling the study of the applicability of rule
sequences, their independence, state reachability and the minimal graph able to fire a sequence.
In the present paper we improve our framework in two ways. First, we make explicit (in the form of
a Boolean matrix) some negative implicit information in rules. This matrix (called nihilation matrix)
contains the elements that, if present, forbid the application of the rule (i.e. potential dangling edges,
or newly added edges, which cannot be already present in the simple digraph). Second, we introduce
a novel notion of application condition, which combines graph diagrams together with monadic
second order logic. This allows for more flexibility and expressivity than previous approaches, as
well as more concise conditions in certain cases. We demonstrate that these application conditions
can be embedded into rules (i.e. in the left hand side and the nihilation matrix), and show that
the applicability of a rule with arbitrary application conditions is equivalent to the applicability
of a sequence of plain rules without application conditions. Therefore, the analysis of the former
is equivalent to the analysis of the latter, showing that in our framework no additional results are
needed for the study of application conditions. Moreover, all analysis techniques of [21, 22] for the
study of sequences can be applied to application conditions.
Keywords: Graph Transformation, Matrix Graph Grammars, Application Conditions, Monadic Sec-
ond Order Logic, Graph Dynamics.
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1. Introduction
Graph transformation [8, 32] is becoming increasingly popular in order to describe system behaviour due
to its graphical, declarative and formal nature. For example, it has been used to describe the operational
semantics of Domain Specific Visual Languages (DSVLs) [19], taking the advantage that it is possible
to use the concrete syntax of the DSVL in the rules, which then become more intuitive to the designer.
The main formalization of graph transformation is the so called algebraic approach [8], which uses
category theory in order to express the rewriting step. Prominent examples of this approach are the dou-
ble [3, 8] and single [6] pushout (DPO and SPO), which have developed interesting analysis techniques,
for example to check sequential and parallel independence between pairs of rules [8, 32], or to calculate
critical pairs [14, 17].
Frequently, graph transformation rules are equipped with application conditions (ACs) [7, 8, 15],
stating extra (i.e. in addition to the left hand side) positive and negative conditions that the host graph
should satisfy for the rule to be applicable. The algebraic approach has proposed a kind of ACs with
predefined diagrams (i.e. graphs and morphisms making the condition) and quantifiers regarding the
existence or not of matchings of the different graphs of the constraint in the host graph [7, 8]. Most
analysis techniques for plain rules (without ACs) have to be adapted then for rules with ACs (see e.g. [17]
for critical pairs with negative ACs). Moreover, different adaptations may be needed for different kinds
of ACs. Thus, a uniform approach to analyse rules with arbitrary ACs would be very useful.
In previous works [21, 22, 23, 25], we developed a framework (Matrix Graph Grammars, MGGs) for
the transformation of simple digraphs. Simple digraphs and their transformation rules can be represented
using Boolean matrices and vectors. Thus, the rewriting can be expressed using Boolean operators
only. One important point is that, as a difference from other approaches, we explicitly represent the
rule dynamics (addition and deletion of elements), instead of only the static parts (rule pre- and post-
conditions). This fact gives an interesting viewpoint enabling useful analysis techniques, such as for
example checking independence of a sequence of arbitrary length and a permutation of it, or to obtain the
smallest graph able to fire a sequence. On the theoretical side, our formalization of graph transformation
introduces concepts from many branches of mathematics, like Boolean algebra, group theory, functional
analysis, tensor algebra and logics [25]. This wealth of available mathematical results opens the door
to new analysis methods not developed so far, like sequential independence and explicit parallelism
not limited to pairs of sequences, applicability, congruence and reachability. On the practical side, the
implementations of our analysis techniques, being based on Boolean algebra manipulations, are expected
to have a good performance.
In this paper we improve the framework, by extending grammar rules with a matrix (the nihilation
matrix) that contains the edges that, if present in the host graph, forbid rule application. These are
potential dangling edges and newly added ones, which cannot be added twice, since we work with
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Definition 2.1. (Simple Digraph Representation)
A simple digraph G is represented by GM  pM,V q where M is the graph’s adjacency matrix and V
the Boolean vector of its nodes.
Compatibility. Well-formedness of graphs (i.e., absence of dangling edges) can be checked by verifying
the identity


 
M _M t

d V


1
 0, where d is the Boolean matrix product (like the regular matrix
product, but with and and or instead of multiplication and addition), M t is the transpose of the matrix
M , V is the negation of the nodes vector V , and }  }1 is an operation (a norm, actually) that results in the
or of all the components of the vector. We call this property compatibility [21]. Note that M dV results
in a vector that contains a 1 in position i when there is an outgoing edge from node i to a non-existing
node. A similar expression with the transpose of M is used to check for incoming edges. The next
definition formally characterizes compatibility.
Definition 2.2. (Compatibility)
A simple digraph GM  pM,V q is compatible iff


 
M _M t

d V


1
 0.
Typing. A type is assigned to each node in G  pM,V q by a function from the set of nodes |V | to a
set of types T , type : |V | Ñ T . In Fig. 1 types are represented as an extra column in the matrices, the
numbers before the colon distinguish elements of the same type. For edges we use the types of their
source and target nodes.
Definition 2.3. (Typed Simple Digraph)
A typed simple digraph GT  pGM , typeq over a set of types T , is made of a simple digraph GM 
pM,V q, and a function from the set of nodes |V | to the set of types T , type : |V | Ñ T .
Next, we define the notion of partial morphism between typed simple digraphs.
Definition 2.4. (Typed Simple Digraph Morphism)
Given two simple digraphs Gi  ppMi, Viq, typei : Vi Ñ T q for i  t1, 2u, a morphism f  pfV , fEq : G1 Ñ
G2 is made of two partial injective functions fV : |V1| Ñ |V2|, fE : |M1| Ñ |M2| between the set of
nodes (|Vi|) and edges (|Mi|), s.t. v P DompfV q, type1pvq  type2pfV pvqq and e  pn,mq P
DompfEq, fEppn,mqq  pfV pnq, fV pmqq; where Dompfq is the domain of the partial function f .
Productions. A production, or rule, p : L Ñ R is a morphism of typed simple digraphs. Using a static
formulation, a rule is represented by two typed simple digraphs that encode the left and right hand sides
(LHS and RHS). The matrices and vectors of these graphs are arranged so that the elements identified by
morphism p match (this is called completion, see below).
Definition 2.5. (Static Formulation of Production)
A production p : L Ñ R is statically represented as p  pL  pLE , LV , typeLq;R  pRE , RV , typeRqq,
where E stands for edges and V for vertices.
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thus we have to select the elements (nodes and edges) of each rule that get identified to the same element
in the host graph. That is, one has to establish morphisms between the LHS and RHS of the different
rules, and completion rearranges the matrices according to the morphisms. Note that there may be
different ways to complete two matrices, by chosing different orderings for its rows and columns. This
is because a simple digraph can be represented by many adjacency matrices, which differ in the order of
rows and columns. In any case, the graphs represented by the matrices are the same.
Nihilation Matrix. In order to consider the elements in the host graph that disable a rule application,
we extend the notation for rules with a new graph N . Its associated matrix NE specifies the two kinds
of forbidden edges: those incident to nodes which are going to be erased and any edge added by the
rule (which cannot be added twice, since we are dealing with simple digraphs). Notice however that NE
considers only potential dangling edges with source and target in the nodes belonging to LV .
Definition 2.7. (Nihilation Matrix)
Given the production p  pL  pLE, LV , typeLq; eE , rE; eV , rV ; typerq, its nihilation matrix NE
contains non-zero elements in positions corresponding to newly added edges, and to non-deleted edges
adjacent to deleted nodes.
We extend the rule formulation with this nihilation matrix. The concept of rule remains unaltered
because we are just making explicit some implicit information. Matrices are derived in the following
order: pL,Rq ÞÑ pe, rq ÞÑ NE . Thus, a rule is statically determined by its LHS and RHS p  pL,Rq,
from which it is possible to give a dynamic definition p  pL; e, rq, with e  LR and r  RL, to end
up with a full specification including its environmental behaviour p 
 
L,NE ; e, r

. No extra effort is
needed from the grammar designer, because NE can be automatically calculated as the image by rule p
of a certain matrix (see proposition 2.1).
Definition 2.8. (Full Dynamic Formulation of Production)
A production p : L Ñ R is dynamically represented as p  pL  pLE , LV , typeLq;NE ; eE , rE;
eV , rV ; typerq, where NE is the nihilation matrix, eE and eV are the deletion Boolean matrix and vector,
and rE and rV are the addition Boolean matrix and vector.
Next proposition shows how to calculate the nihilation matrix using the production p, by applying it
to a certain matrix.
Proposition 2.1. (Nihilation matrix)
The nihilation matrix NE of a given production p is calculated as NE  p
 
D

with D  eV b eV
t
.
1
1Symbol b denotes the tensor product, which sums up the covariant and contravariant parts and multiplies every element of the
first vector by the whole second vector.
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not, they contain the problematic elements. A coherent sequence is compatible if its application produces
a simple digraph. That is, no dangling edges are produced in intermediate steps.
Given a completed sequence, the minimal initial digraph (MID) is the smallest graph that permits
applying such sequence. Conversely, the negative initial digraph (NID) contains all elements that should
not be present in the host graph for the sequence to be applicable. In this way, the NID is a graph that
should be found in G for the sequence to be applicable (i.e. none of its edges can be found in G). If the
sequence is not completed (i.e. no overlapping of rules is decided), we can also give the set of all graphs
able to fire such sequence or spoil its application. We call them initial digraph set and negative digraph
set respectively. See section 6 in [26] or sections 4.4 and 5.3 in [25].
Other concepts we developed aim at checking sequential independence (i.e. same result) between a
sequence and a permutation of it. G-Congruence detects if two sequences (one permutation of the other)
have the same MID and NID. It returns two matrices and two vectors, representing two graphs, which are
the differences between the MIDs and NIDs of each sequence respectively. Thus if zero, the sequences
have the same MID and NID. Two coherent and compatible completed sequences that are G-congruent
are sequential independent. See section 7 in [26] or section 6.1 in [25].
3. Graph Constraints and Application Conditions
In this section, we present our concepts of graph constraints (GCs) and application conditions (ACs). A
GC is defined as a diagram plus a MSOL formula. The diagram is made of a set of graphs and morphisms
(partial injective functions) which specify the relationship between elements of the graphs. The formula
specifies the conditions to be satisfied in order to make a host graph G satisfy the GC (i.e. we check
whether G is a model for the diagram and the formula). The domain of discourse of the formulae are
simple digraphs, and the diagram is a means to represent the interpretation function I.2
GC formulae are made of expressions about graph inclusions. For this purpose, we introduce the
following two predicates:
P pX1,X2q  mrF pm,X1q ñ F pm,X2qs (3)
QpX1,X2q  DerF pe,X1q ^ F pe,X2qs (4)
where predicate F pm,Xq states that element m (a node or an edge) is in graph X. In this way, predicate
P pX1,X2q means that graph X1 is included in X2. Note that m ranges over all nodes and edges (edges
are defined by their initial and final node) of X1, thus ensuring the containment of X1 in X2 (i.e. pre-
serving the graph structure). Predicate QpX1,X2q asserts that there is a partial morphism between X1
2Recall that, in essence, the domain of discourse is a set of individual elements which can be quantified over. The interpretation
function assigns meanings (semantics) to symbols [5].
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and X2, which is defined on at least one edge. That is, X1 and X2 share an edge. In this case, e ranges
over all edges.
Predicates decorated with superindices E or V refer to Edges or Vertices. Thus, P V pX1,X2q says
that every vertex in graph X1 should also be present in X2. Actually P pX1,X2q is in fact a shortcut for
stating that all vertices in X1 should be found in X2 (P V pX1,X2q), all edges in X1 should be found
in X2 (PEpX1,X2q) and in addition the set of nodes found should correspond to the source and target
nodes of the edges.
Predicate P pX1,X2q asks for an inclusion morphism d12 : X1 ãÑ X2. The diagram of the constraint
may already include such morphism d12 (i.e. the diagram can be seen as a set of restrictions imposed on
the interpretation function I) and we can either permit extensions of d12 (i.e. the model – host graph –
may relate more elements of X1 and X2) or keep it as defined in the diagram. In this latter case, the host
graph should identify exactly the specified elements in d12 and keep different the elements not related by
d12. This is represented using predicate PU , which can be expressed using PE:
PEU pX1,X2q  ar pF pa,Dq   F pa, coDqqs  P
E
pD, coDq ^ PEpDC , coDCq (5)
where D  Dompd12q, coD  coDompd12q, C stands for the complement (i.e. DC is the complement
of Dompd12q w.r.t X1) and   is the xor operation. A similar reasoning applies to nodes.
The notation (syntax) will be simplified by making the host graph G the default second argument for
predicates P and Q. Besides, it will be assumed that by default total morphisms are demanded: unless
otherwise stated predicate P is assumed.
01
1: Machine
A0
1: Machine
A1
1: Conveyor
d
Figure 7. Diagram Example.
Example. Before starting with formal definitions, we give an intuition
of GCs. The following GC is satisfied if for every A0 in G it is possible
to find a related A1 in G: A0DA1 rA0 ñ A1s, equivalent by definition
to A0DA1 rPpA0, Gq ñ PpA1, Gqs. Nodes and edges in A0 and A1 are
related through the diagram shown in Fig. 7, which relates elements with
the same number and type. As a notational convenience, to enhance readability, each graph in the diagram
has been marked with the quantifier given in the formula. If a total match is sought, no additional
inscription is presented, but if a partial match is demanded the graph is additionally marked with a Q.
Similarly, if a total match is forbidden by the formula, the graph is marked with P . This convention will
be used in most examples throughout the paper. The GC in Fig. 7 expresses that each machine should
have an output conveyor.
Note the identity P pA,Gq  QpA,Gq, which we use throughout the paper. We take the conven-
tion that negations in abbreviations apply to the predicate (e.g., DA A  DA P pA,Gq) and not the
negation of the graph’s adjacency matrix.
A bit more formally, the syntax of well-formed formulas is inductively defined as in monadic second-
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order logic, which is first-order logic plus variables for subsets of the domain of discourse. Across this
paper, formulas will normally have one variable term G which represents the host graph. Usually, the
rest of the terms will be given (they will be constant terms). Predicates will consist of P and Q and
combinations of them through negation and binary connectives. Next definition formally presents the
notion of diagram.
Definition 3.1. (Diagram)
A diagram d is a set of simple digraphs tAiuiPI and a set of partial injective morphisms tdkukPK with
dk : Ai Ñ Aj . Diagram d is well defined if every cycle of morphisms commute.
The formulae in the constraints use variables in the set tAiuiPI , and predicates P and Q. Formulae
are restricted to have no free variables except for the default second argument of predicates P and Q,
which is the host graph G in which we evaluate the GC. Next definition presents the notion of GC.
Definition 3.2. (Graph Constraint)
GC  pd  ptAiuiPI , tdjujPJq, fq is a graph constraint, where d is a well defined diagram and f a
sentence with variables in tAiuiPI . A constraint is called basic if |I|  2 (with one bound variable and
one free variable) and J  H.
In general, there will be an outstanding variable among the Ai representing the host graph, being the
only free variable in f. In previous paragraphs it has been denoted by G, the default second argument for
predicates P and Q. We sometimes speak of a “GC defined over G”. A basic GC will be one made of
just one graph and no morphisms in the diagram (recall that the host graph is not represented by default
in the diagram nor included in the formulas).
Next, we define an AC as a GC where exactly one of the graphs in the diagram is the rule’s LHS
(existentially quantified over the host graph) and another one is the graph induced by the nihilation matrix
(existentially quantified over the negation of the host graph).
Definition 3.3. (Application Condition)
Given rule p : L Ñ R with nihilation matrix NE , an AC (over the free variable G) is a GC satisfying:
1. D!i, j such that Ai  L and Aj  NE .
2. D!k such that Ak  G is the only free variable.
3. f must demand the existence of L in G and the existence of NE in GE .
The simple graph G can be thought of as a host graph to which some grammar rules are to be applied.
For simplicity, we usually do not explicitly show the condition 3 in the formulae of ACs, nor the nihilation
matrix NE in the diagram. However, if omitted, both L and NE are existentially quantified before any
other graph of the AC. Thus, an AC has the form DLENE ...rL^ P pNE , Gq ^ ...s. Note the similarities
between Def. 3.3 and that of derivation in Def. 2.10.
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• isopA,Gq  tf : A Ñ G|f is an isomorphism u  totpA,Gq
where DompfqV are the nodes of the graph in the domain of f . Thus, parmaxpA,Gq denotes the set of
all potential occurrences of a given constraint graph A in G, where we require all nodes in A be present
in the domain of f . Note that each f P parmax may be empty in edges.
Definition 3.4. (Basic Constraint Satisfaction)
The host graph G satisfies DArAs, written4 G |ù DArAs iff Df P parmaxpA,Gq rf P totpA,Gqs.
The host graph G satisfies ArAs, written G |ù ArAs iff f P parmaxpA,Gq rf P totpA,Gqs.
The diagrams associated to the formulas in previous definition have been omitted for simplicity as
they consist of a single element: A. Recall that by default predicate P is assumed as well as G as
second argument, e.g. the first formula in previous definition DArAs is actually DArP pA,Gqs. Note also
that only these two cases are needed, as one has EArP pA,Gqs  ArP pA,Gqs and {ArP pA,Gqs 
DArP pA,Gqs.
Thus, this is a standard interpretation of MSOL formulae, save for the domain of discourse (graphs)
and therefore the elements of quantification (maximal non-empty partial morphisms). Taking this fact
into account, next, we define when a graph satisfies an arbitrary GC . This definition also applies to ACs.
Definition 3.5. (Graph Constraint Satisfaction)
We say that d0  ptAiu, tdjuq satisfies the graph constraint GC  pd  ptXiu,tdjuq, fq under the
interpretation function I , written pI, d0q |ù f, if d0 is a model for f that satisfies the element relations5
specified by the diagram d, and the following interpretation for the predicates in f:
1. I pP pXi,Xjqq  mT : Xi Ñ Xj total injective morphism.
2. I pQ pXi,Xjqq  mP : Xi Ñ Xj partial injective morphism, non-empty in edges.
where mT |D  dk  mP |D with6 dk : Xi Ñ Xj and D  Dom pdkq. The interpretation of quantifica-
tion is as in Def. 3.4 but setting Xi and Xj instead of A and G, respectively.
The notation deserves the following comments:
1. The notation pI, d0q |ù f means that the formula f is satisfied under interpretation given by I ,
assignments given by morphisms specified in d0 and substituting the variables in f with the graphs
in d0.
4The notation G |ù f is explained in more detail after Def. 3.5.
5As any mapping, dj assigns elements in the domain to elements in the codomain. Elements so related should be mapped
to the same element. For example, Let a P X1 and d1i : X1 Ñ Xi with b  d12paq and c  d13paq. Further, assume
d23 : X2 Ñ X3, then d23pbq  c.
6It can be the case that Dom
 
m
P

XDom pdkq  H.
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Cv next
Figure 10. Example of Application Condition.
conveyor 1 in the LHS reach a common target conveyor in one step. We can use “global” information,
as graph Cv has to be found in G and then all output conveyors are checked to be connected to it (Cv is
existentially quantified in the formula before the universal). Note that we first obtain all possible convey-
ors (AllC). As the identifications of the morphism L Ñ AllC have to be preserved, we consider only
those potential instances of AllC with 1 : Conveyor equal to 1 : Conveyor in L. From these, we take
those that are connected (Dout), and which therefore have to be connected with the conveyor identified
by the LHS. Graph G satisfies the AC, while graph G1 does not, as the target conveyor connected to 5 is
not the same as the one connected to 2 and 4. To the best of our efforts it is not possible to express this
condition using the standard ACs in the DPO approach given in [8]. 
4. Embedding Application Conditions into Rules
In this section, the goal is to embed arbitrary ACs into rules by including the positive and negative
coditions in L and NE respectively. It is necessary to check that direct derivations can be the codomain
of the interpretation function, that is, intuitively we want to assert whether “MGG + AC = MGG” and
“MGG + GC = MGG”.
As stated in previous section, in direct derivations, the matching corresponds to formula DLDNE

L^ P

NE , GE
	
, but additional ACs may represent much more general properties, due to universal
quantifiers and partial morphisms. Normally, plain rules (without ACs) in the different approaches to
graph transformation do not care about elements that cannot be present. If so, a match is just DLrLs.
Thus, we seek for a means to translate universal quantifiers and partial morphisms into existential quan-
tifiers and total morphisms.
For this purpose, we introduce two operations on basic diagrams: closure (C), dealing with universal
quantifiers only, and decomposition (D), for partial morphisms only (i.e. with the Q predicate).
The closure operator converts a universal quantification into a number of existentials, as many as
maximal partial matches there are in the host graph (see definition 3.4). Thus, given a host graph G,
demanding the universal appearance of graph A in G is equivalent to asking for the existence of as many
replicas of A as partial matches of A are in G.
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Definition 4.1. (Closure)
Given GC  pd, fq with diagram d  tAu, ground formula f  ArAs and a host graph G, the result of
applying C to GC is calculated as follows:
d ÞÝÑ d1 
 
tA1, . . . , Anu, dij : A
i
Ñ Aj

f ÞÝÑ f1  DA1 . . . DAn

n
©
i1
Ai
n
©
i,j1,j¡i
PU pA
i, Ajq

(6)
with Ai  A, dij R isopAi, Ajq, C pGCq  GC 1  pd1, f1q and n  |parmaxpA,Gq|.
Remark. Completion creates a morphism dij between each different Ai and Aj (both isomorphic to A),
but morphisms are not needed in both directions (i.e. dji is not needed). The condition that morphism
dij must not be an isomorphism means that at least one element of Ai and Aj has to be identified in
different places of G. This is accomplished by means of predicate PU (see its definition in equation 5),
which ensures that the elements not related by dij : Ai Ñ Aj , are not related in G.
The interpretation of the closure operator is that demanding the universal appearance of a graph is
equivalent to the existence of all of its potential instances (i.e. those elements in parmax) in the specified
digraph (G, G or some other). Some nodes can be the same for different identifications (dij), so the
procedure does not take into account morphisms that identify every single node, dij R isopAi, Ajq.
Therefore, each Ai contains the image of a potential match of A in G (there are n possible occurrences
of A in G) and dij identifies elements considered equal.
Example. Assume the diagram to the left of Fig. 11, made of just graph gen, together with for-
mula genrgens, and graph G, where such GC is to be evaluated. The GC asks G for the exis-
tence of all potential connections between each generator and each conveyor. Performing closure we
obtain Cppgen,genrgensqq  pdC , Dgen1Dgen2Dgen3rgen1 ^ gen2 ^ gen3 ^ PU pgen1, gen2q ^
PU pgen1, gen3q ^ PU pgen2, gen3qsq, where diagram dC is shown to the right of Fig. 11, and each
dij identifies elements with the same number and type. The closure operator makes explicit that three
potential occurrences must be found (as |parmaxpgen,Gq|  3), thus, taking information from the graph
where the GC is evaluated and placing it in the GC itself. 
The idea behind decomposition is to split a graph into its basic components to transform partial
morphisms into total morphisms of one of its parts. For this purpose, the decomposition operator D
splits a digraph A into its edges, generating as many digraphs as edges in A. As stated in remark 1 of
definition 3.5, all graphs for which the GC asks for a partial morphism are forbidden to have isolated
nodes. We are more interested in the behaviour of edges (which to some extent comprises nodes as
source and target elements of the edges, except for isolated nodes) than on nodes alone as they define the
topology of the graph. This is also the reason why predicate Q was defined to be true in the presence of
a partial morphism non-empty in edges. If so desired, in order to consider isolated nodes, it is possible
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not care whether some graphs in the decomposition are matched in the same place in the host graph (e.g.
oneP1 and oneP3), as the GC just requires one of them to be found. 
Now we show the main result of this section, which states that it is possible to reduce any formula
in an AC (or GC) into another one using existential quantifiers and total morphisms only. This theorem
is of interest because derivations as defined in MGGs (the matching part) use only total morphisms and
existential quantifiers.
Theorem 4.1. (D  P reduction)
Let GC  pd, f pP,Qqq with f a ground formula, f can be transformed into a logically equivalent f1 
f1pP q with existential quantifiers only.
Proof. Let the depth of a graph for a fixed node n0 be the maximum over the shortest path (to avoid
cycles) starting in any node different from n0 and ending in n0. The depth of a graph is the maximum
depth for all its nodes. Diagram d is a graph where nodes are digraphs Ai and edges are morphisms dij .
We use depth pGCq to denote the depth of d. In order to prove the theorem we apply induction on the
depth, checking out every case. There are 16 possibilities for depth pdq  1 and a single element A,
summarized in Table 1.
(1) DArAs (5) {ArAs (9) DArQpAqs (13) {ArQpAqs
(2) DArAs (6) {ArAs (10) DArQpAqs (14) {ArQpAqs
(3) EArAs (7) ArAs (11) EArQpAqs (15) ArQpAqs
(4) EArAs (8) ArAs (12) EArQpAqs (16) ArQpAqs
Table 1. All Possible Diagrams for a Single Element.
Elements in the same row for each pair of columns are related using equalities EArAs  ArAs
and {ArAs  DArAs, so it is possible to reduce the study to cases (1)–(4) and (9)–(12). Identities
QpAq  P pA,Gq and QpAq  P pA,Gq reduce (9)–(12) to formulae (1)–(4):
DArQpAqs  DA

P pA,Gq

, DArQpAqs  DA

P pA,Gq

EArQpAqs  EA

P pA,Gq

, EArQpAqs  EA

P pA,Gq

.
Thus, it is enough to study the first four cases, but we have to specify if A must be found in G or G.
Finally, all cases in the first column can be reduced to (1):
• (1) is the definition of match.
• (2) can be transformed into total morphisms (case 1) using operator D: DA A  DA QpA,Gq 
DA1 . . . DAn

n
i1 P
 
Ai, G

.
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• (3) can be transformed into total morphisms (case 1) using operator C: EA A  ArAs 
DA1 . . . DAn

n
i1 A
i

. Here for simplicity, the conditions on PU are assumed to be satisfied and
thus have not been included.
• (4) combines (2) and (3), where operators C and D are applied in order D  C (see remark below):
EArAs  A

A

 DA11 . . . DAmn

m
i1
n
j1 P
 
Aij, G


.
If there is more than one element at depth 1, this same procedure can be applied mechanically (well-
definedness guarantees independence with respect to the order in which elements are selected). Note that
if depth is 1, graphs on the diagram are unrelated (otherwise, depth ¡ 1).
Induction Step. When there is a universal quantifier A, according to equation 6, elements of A
are replicated as many times as potential instances of A can be found in the host graph. In order to
continue the application procedure, we have to clone the rest of the diagram for each replica of A, except
those graphs which are existentially quantified before A in the formula. That is, if we have a formula
DBADC , when performing the closure of A, we have to replicate C as many times as A, but not B.
Moreover B has to be connected to each replica of A, preserving the identifications of the morphism
B Ñ A. More in detail, when closure is applied to A, we iterate on all graphs Bj in the diagram:
• If Bj is existentially quantified after A (A...DBj) then it is replicated as many times as A. Appro-
priate morphisms are created between each Ai and Bij if a morphism d : A Ñ B existed. The new
morphisms identify elements in Ai and Bij according to d. This permits finding different matches
of Bj for each Ai, some of which can be equal.7
• If Bj is existentially quantified before A (DBj ...A) then it is not replicated, but just connected
to each replica of A if necessary. This ensures that a unique Bj has to be found for each Ai.
Moreover, the replication of A has to preserve the shape of the original diagram. That is, if there is
a morphism d : B Ñ A, then each di : B Ñ Ai has to preserve the identifications of d (this means
that we take only those Ai which preserve the structure of the diagram).
• If Bj is universally quantified (no matter if it is quantified before or after A), again it is replicated
as many times as A. Afterwards, Bj will itself need to be replicated due to its universality. The
order in which these replications are performed is not relevant as ABj  BjA.

Remark. Operators C and D commute, i.e. C  D  D  C. In the equation of item 4, the application
order does not matter. Composition D  C is a direct translation of ArAs , which first considers all
7If for example there are three instances of A in the host graph but only one of Bj , then the three replicas of B are matched to
the same part of G.
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the notion of direct derivation in order to consider ACs.
Corollary 4.1. Any application condition AC  pd, f  f pP,Qqq with f a ground formula can be em-
bedded into its corresponding direct derivation.
Now we are able to obtain ACs with existentials and total morphisms only. The next section shows
how to translate rules with such ACs into sets of rule sequences.
One of the strengths of MGG compared to other graph transformation approaches is the possibility
to analyse grammars independently (to some extent) of the actual host graph. However, the universal
quantifier appears to be an insurmountable obstacle: the host graph seems indispensable to know how
many instances there are. We will see in section 5.1 that this is not the case.
5. Transforming Application Conditions into Sequences
In this section we transform arbitrary ACs into sequences of plain rules, such that if the original rule
with ACs is applicable the sequence is applicable and viceversa. This is very useful, as we may use our
analysis techniques for plain rules in order to analyse rules with ACs. Next, we present some properties
of ACs which, once the AC is translated into a sequence, can be analysed using the developed theory for
sequences.
Definition 5.1. (Coherence, Compatibility, Consistency)
Let AC  pd, fq be an AC on rule p : L Ñ R. We say that AC is:
• coherent if it is not a contradiction (i.e. false in all scenarios).
• compatible if, together with the rule’s actions, produces a simple digraph.
• consistent if DG host graph such that G |ù AC to which the production is applicable.
Coherence of ACs studies whether there are contradictions in it preventing its application in any
scenario. Typically, coherence is not satisfied if the condition simultaneously asks for the existence and
non-existence of some element. Compatibility of ACs checks whether there are conflicts between the
AC and the rule’s actions. Here we have to check for example that if a graph of the AC demands the
existence of some edge, then it can not be incident to a node that is deleted by production p. Consistency
is a kind of well-formedness of the AC when a production is taken into account. Next, we show some
examples of non-compatible and non-coherent ACs.
Examples. Non-compatibility can be avoided at times just rephrasing the AC and the rule. Consider the
example to the left of Fig. 14. The rule models the breakdown of a machine by deleting it. The AC states
that the machine can be broken if it is being operated. The AC has associated diagram d  tOperatedu
and formula f  DOperatedrOperateds. As the production deletes the machine and the AC asks for the
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AV

A

idA
// A

A

AVR

idA
// AVR

AVR

A_AVR
// A

AA
// AVR

GE G
// G GE G
// G G // H // G
Figure 17. Identity idA (left), Conjugate idA for Edges (center), idA as Sequence for Edges (right).
such that pr adds the edges whose presence is to be avoided and pe deletes them. The overall effect is
the identity (no effect) but the sequence can be applied iff the edges of A are in GE (see the right of
Fig. 17). A similar construction does not work for nodes because if a node is already present in the host
graph a new one can always be added (adding and deleting a node does not guarantee that the node is
not present in the host graph). Thus, we restrict to diagrams made of graphs without isolated nodes. The
way to proceed is to care only about nodes that are present in the host graph as the others together with
their edges will be present in the completion of the complement of G. This is AVR , where R stands for
restriction.
Next lemma uses the previous conjugate rule to convert the ACs in the second case of theorem 4.1
into a set of rule sequences.
Lemma 5.2. (Decomposition)
Let p : L Ñ R be a rule with AC  ppA, d : L Ñ Aq, {A rAsq, p is applicable to graph G iff some
sequence in the set tsi  p; idAiu is applicable to graph G, with idAi the edge conjugate rule obtained
from each graph Ai in the decomposition of A.
Proof. Let n be the number of edges of A, and Ai a graph consisting of one edge of A (together with
its source and target nodes). Applying decomposition, the formula is transformed into: f  DArAs ÞÝÑ
f1  DA1 . . . DAn

n
i1 P
 
Ai, G

. That is, the AC indicates that more edges must not appear in order
to apply the production. We build the set tpiuiPt1..nu, where each production pi is equal to p, but its
nihilation matrix is enlarged with Ni  N _Ai. Thus, some production in this set will be applicable iff
some edge of A is found in G (i.e. iff P pA,Gq holds) and p is applicable. But note that pi  p  idAi ,
where idAi is depicted in the center of Fig. 17.
If composition is chosen instead of concatenation, the grammar is modified by removing rule p and
adding the set of productions tp1, . . . , pnu. If the production is part of a sequence, say q2; p; q1 then
we have to substitute it by some pi, i.e. q2; p; q1 ÞÑ q2; pi; q1. A similar reasoning applies if we use
concatenation instead of composition, where we have to replace any sequence: q2; p; q1 ÞÑ q2; p; idAi ; q1,
where rules p and idAi are related through marking.
Example. The AC of rule remove in Fig. 18 has as associated formula DsomeEmptyrsomeEmptys.
The formula states that the machine can be removed if there is one piece that is not connected to the
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, P
1  Conveyor
2  Conveyor
1  Conveyor
2  Machine
2  Conveyor1  Conveyor 2  Conveyor
remove
RL
delsomeEmpty1
1  Piece
1  Conveyor
1  Piece
1  Conveyor
RL
addsomeEmpty1
R
1  Piece
1  Conveyor
L
1  Piece
1  Conveyor
1  Piece
someEmpty
Figure 18. Transforming DsomeEmptyrsomeEmptys into a Sequence.
input or output conveyor (as we must not find a total morphism from someEmpty to G). Applying
the lemma 5.2, rule remove is applicable if some of the sequences in the set tremove5; delsomeEmptyi ;
addsomeEmptyiuit1,2u is applicable, where productions addsomeEmpty2 and delsomeEmpty2 are like the
rules in the figure, but considering conveyor 2. Thus idsomeEmptyi  delsomeEmptyi  addsomeEmptyi .
The third case demands that for any identification of nodes in the host graph every edge must also be
found: A rAs  EArAs, associated to operator qTA (closure).
Lemma 5.3. (Closure)
Let p : L Ñ R be a rule with AC  ppA, d : L Ñ Aq,ArAsq, p is applicable to graph G iff sequence
p; id
qA
is applicable to graph G. qA is the composition (through their common elements) of the graphs
resulting from the closure of A w.r.t. G.
Proof. Closure transforms f  ArAs ÞÝÑ DA1 . . . DAn

n
i1 A
i
n
i,j1,j¡i PU pA
i, Ajq

, i.e. more
edges must be present in order to apply the production. Thus, we have to enlarge the rule’s LHS: L ÞÝÑ
n
i1
 
L_Ai

. Using functional notation,

n
i1
 
Ai _ L

, p
D

A
L,|TAppq
E
 pidA1 . . .idAn 
p  id
qA
, the adjoint operator can be calculated as qT A pLq  L_
 
n
i1 A
i

.
As in previous cases, we may substitute composition with concatenation: x
n
i1pA
i
_ Lq, py 
p; idA1 ; . . . ; idAn  p; id qA, where id qA  idA1  . . .  idAn . Note however that, if we use the expanded
sequence (with idAi instead of id qA) we have to make sure that each idAi is applied at each different
instance. This can be done by defining a marking operator similar to Tµ. 
Remark. Note that the result of closure depends on the number and type of the nodes in the host graph
G, which gives the number of replicas of A that have to be found.
used
1  Generator
1  Conveyor
2  Conveyor
3  Conveyor
1  Operator
1  Piece
1  Machine
G
2  Conveyor 3  Conveyor
1’  Generator
R
(b)
1  Conveyor
id
1  Generator
gen
L=R
(a) (c)
buy
L
1’  Conveyor
2’  Generator
Figure 19. Transforming usedruseds into a Sequence.
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Example. Fig. 19 shows rule buy, which creates a new generator machine. The rule has an AC whose
diagram is shown in the figure, with formula usedruseds. The AC permits applying the rule if all
generators in the host graph are connected to all conveyors. Applying lemma 5.3 to the previous rule and
to graph G, we obtain sequence buy5; id
}gen. As such sequence is not applicable in G, the original rule is
not applicable either. .
The fourth case is in fact similar to a NAC, which is a mixture of (2) and (3). This case says that
there does not exist an identification of nodes of A for which all edges in A can also be found, EArAs,
i.e. for every identification of nodes there is at least one edge in GE .
Lemma 5.4. (Negative AC)
Let p : L Ñ R be a rule with AC  ppA, d : L Ñ Aq, EArAsq, p is applicable iff some sequence
TAppq 

pTA  qTA
	
ppq is applicable.
Proof. Let TAppq 

pTA  qTA
	
ppq 

qTA  pTA
	
ppq, then the formula is transformed as follows:
f  ArAs ÞÝÑ DA11 . . . D Amn

m
i1
n
j1 A
ij

. If we first apply closure to A then we get a sequence
of m   1 productions, p ÞÝÑ p; idA1 ; . . . ; idAm , assuming m potential occurrences of A in G. Right
afterwards, decomposition splits every Ai into its components (in this case there are n edges in A). So
every match of A in G is transformed to look for at least one missing edge, idA1 ÞÝÑ idA11_ . . ._idA1n .
Thus TAppq results in a set of rules TA ppq  tp1, . . . , pru where r  mn. Each pk is the composition
of m  1 productions, defined as pk  p  idAu0v0  . . .  idAumvm . Operator Tµ permits concatenation
instead of composition TAppq 
 
pk | pk  p; idAu0v0 ; . . . ; idAumvm
(
kPt1,...,mnu
.
Example. Fig. 20 shows rule “move” and a host graph G. A potential match identifies the elements
in L with those in G with the same number and type. The rule has an AC with associated formula
EiMachriMachs. Applying lemma 5.4, we perform closure first, which results in four potential in-
stances of iMach: tiMachiui1..4. Note however that only two of them preserve the identification of
elements given by the morphism L Ñ iMatch (as the conveyor in L has to be matched to conveyor
1 in G). The two instances contain the nodes tp1 : Conveyorq, p2 : Machineq, p1 : Operatorqu
and tp1 : Conveyorq, p1 : Machineq, p1 : Operatorqu in G, the first contains in addition edges
pOperator,Machineq and pConveyor,Machineq, while the second contains the pConveyor,Machineq
edge only.
As each iMach has two edges, decomposition leads to two rules for each potential instance (each
one detecting that one of the edges of iMachi does not exist). Thus, we end up with 4 sequences of 3
rules each (choosing concatenation of rules instead of composition). The first two rules in each sequence
detect that one edge is missing in each potential instance of iMatch, while the last rule is move5. Note
that choosing concatenation at this level makes necessary a mechanism to control that each rule is applied
at a different potential instance of iMach. This is not necessary if we compose these rules together. The
right of the figure shows one of these compositions (idiMach1  idiMach11  idiMach22), which checks
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theorem 4.1, which in this case reduces to applying closure. The resulting diagram is shown to the right
of the figure, and the modified formula is then Dact1Dact2Dbusy1Dbusy2rpact1 ñ busy1q ^ pact2 ñ
busy2qs.
busy
1: Machine
1: Machine
busy
1: Machine
busy
1: Machine
1: Piece
2: Conveyor1: Conveyor
1: Machine
1: Operator
G2: Operator
1: Machine
1: Machine
1: Operator
1act
2: Operator
1
2act
2
1: Operator
act
Figure 21. GC Example
Once the formula has existentials only, we manipulate it to get rid of implications. Thus, we
have Dact1Dact2Dbusy1Dbusy2rpact1 _ busy1q ^ pact2 _ busy2qs  Dact1Dact2Dbusy1Dbusy2rpact1 ^
act2q _ pact1 ^ busy2q _ pbusy1 ^ act2q _ pbusy1 ^ busy2qs. This leads to a set of four sequences:
tpidact1 ; idact2q, pidact1 ; idbusy2q, pidbusy1 ; idact2q, pidbusy1 ; idbusy2qu. Thus, graph G satisfies the GC iff
some sequence in the set is applicable to G. However in this case none is applicable.
Testing GCs this way allows us checking whether applying a certain rule p preserves the GCs by test-
ing the applicability of p together with the sequences derived from the GCs. This in fact gives equivalent
results to translating the GC into a post-condition for the rule and then generating the sequences. 
5.2. Analysing Graph Constraints and Application Conditions Through Sequences
As stated throughout the paper, one of the main points of the techniques we have developed is to analyse
rules with AC by translating them into sequences of flat rules, and then analysing the sequences of flat
rules instead. In definition 5.1 we presented some interesting properties to be analysed for ACs and GCs
(coherence, compatibility and consistency). Next corollary, which is a direct consequence of theorem 5.1,
deals with coherence and compatibility of ACs and GCs.
Corollary 5.1. An AC is coherent iff if its associated sequence (set of sequences) is coherent; it is
compatible iff its sequence (set of sequences) is compatible and it is consistent iff its sequence (set of
sequences) is applicable.
In [23] (theorem 5.5.1) we characterized sequence applicability as sequence coherence (see section 5
in [26] or section 4.3 in [23]) and compatibility (see section 4 and 7 in [26] or section 4.5 in [23]). Thus,
we can state the following corollary.
Corollary 5.2. An AC is consistent iff it is coherent and compatible.
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Examples. Compatibility for ACs tells us whether there is a conflict between an AC and the rule’s ac-
tion. As stated in corollary 5.1, this property is studied by analysing the compatibility of the resulting
sequence. Rule break in Fig. 14 has an AC with formula DOperatedrOperateds. This results in se-
quence: break5; idOperated, where the machine in both rules is identified (i.e. has to be the same). Our
analysis technique for compatibility [21] outputs a matrix with a 1 in the position corresponding to edge
p1 : Operator, 1 : Machineq, thus signaling the dangling edge.
Coherence detects conflicts between the graphs of the AC (which includes L and N ) and we can
study it by analysing coherence of the resulting sequence. For the case of rule “rest” in Fig. 15, we
would obtain a number of sequences, each testing that “busy” is found, but the self-loop of “work” is
not. This is not possible, because this self-loop is also part of “busy”. Our technique for coherence
detects such conflict and the problematic element. 
In addition, we can also use other techniques we have developed to analyse ACs:
• Sequential Independence. We can use our results for sequential independence of sequences to
investigate if, once several rules with ACs are translated into sequences, we can for example de-
lay all the rules checking the AC constraints to the end of the sequence. Note that usually, when
transforming an AC into a sequence, the original flat rule should be applied last. Sequential inde-
pendence allows us to choose some other order. Moreover, for a given sequence of productions,
ACs are to some extent delocalized in the sequence. In particular it could be possible to pass con-
ditions from one production to others inside a sequence (paying due attention to compatibility and
coherence). For example, a post-condition for p1 in the sequence p2; p1 might be translated into a
pre-condition for p2, and viceversa.
Example. The sequence resulting from the rule in Fig. 16 is moveOperator5; idReady . In this case, both
rules are independent and can be applied in any order. This is due to the fact that the rule effects do not
affect the AC. 
• Minimal Initial Digraph and Negative Initial Digraphs. The concepts of MID and NID allow
us to obtain the (set of) minimal graph(s) able to satisfy a given GC (or AC), or to obtain the (set
of) minimal graph(s) which cannot be found in G for the GC (or AC) to be applicable. In case the
AC results in a single sequence, we can obtain a minimal graph; if we obtain a set of sequences,
we get a set of minimal graphs. In case universal quantifiers are present, we have to complete all
existing partial matches so it might be useful to limit the number of nodes in the host graph under
study.9
9This, in many cases, arises naturally. For example, in [27] MGG is studied as a model of computation and a formal grammar,
and also it is compared to Turing machines and Boolean Circuits. Recall that Boolean Circuits have fixed input variables, giving
rise to MGGs with a fixed number of nodes. In fact, something similar happens when modeling Turing machines, giving rise
to so-called (MGG) nodeless model of computation.
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tion of createM2. The conflict is detected by executing the sequence associated to createM1 (starting
from either C1 or C2), and then recomputing the sequence for createM2, taking the modified graph
as the starting one. Similarly, executing rule createM2 may disable createM1 if the new machine is
created in the conveyor with the piece (this is a produce-forbid conflict [17]). 
• Rule Independence. Similarly, results for rule independence have been stated either for plain
rules, or rules with NACs. In our case, we convert the rules into sets of sequences and then check
each combination of sequences of the two rules.
6. Discussion and Comparison with Related Work
In the categorical approach to graph transformation, ACs [7] are usually defined by Boolean formulae
of positive or negative atomic ACs on the rule’s LHS. The atomic ACs are of the form P px,

iPI xiq or
Npx,

iPI xiq, with x : L Ñ X and xi : X Ñ Ci total functions. The diagrams in this kind of ACs are
limited to depth 2 and there is no explicit control on the quantifications. In our approach, the ACs are
not limited to be constraints on the LHS, thus we can use “global” information, as seen in the examples
of Figs. 10 and 13. This is useful for instance to state that a certain unique pattern in the host graph is
related to all instantiations of a certain graph in the AC. Moreover, in our ACs, the diagrams may have
any shape (and in particular are not limited to depth 2). Whether elements should be mapped differently
or not is tackled by restricting the morphisms from the ACs to the host graph to be injective in [11]. On
the contrary, we use partial functions and predicate PU . Our use of the closure operator takes information
from the host graph and stores it in the rule. This enables the generation of plain rules, whose analysis is
equivalent to the analysis of the original rule with ACs.
In [12], the previous concept of GCs and ACs were extended with nesting. However, their diagrams
are still restricted to be linear (which produces tree-like ACs), and quantification is performed on the
morphisms of the AC (i.e. not given in a separate formula). Again, this fact difficults expressing ACs
like those in Figs. 10 and 13, where a unique element has to be related to all instances of a given graph,
which in its turn have to be related to the rule’s LHS. In [13], the same authors present techniques
for transforming graph constraints into right application conditions and those to pre-conditions, show
the equivalence of considering non-injective and injective matchings, and the equivalence of GCs and
first order graph-formulae. The work is targeted to the verification of graph transformation systems
relative to graph constraints (i.e., to check whether the rules preserve the constraints or not, or to derive
pre-conditions ensuring that the constraints are preserved). In our case, we are interested in analysing
the rules themselves (see Section 5.2), e.g. checking independence, or calculating the minimal graph
able to fire a sequence using the techniques already developed for plain rules. We have left out related
topics, such as the transformation from pre- to post-conditions, which are developed in the doctoral thesis
available at [25]. Note however, that there are some similarities between our work and that of [13]. For
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example, in their theorem 8, given a rule, they provide a construction to obtain a GC that if satisfied,
permits applying the rule at a certain match. Hence, the derived GC makes explicit the glueing condition
and serves a similar purpose as our nihilation matrix. Notice however that the nihilation matrix contains
negative information and has to be checked on the negation of the graph.
The work of [29] is an attempt to relate logic and algebraic rewriting, where ACs are generalized
to arbitrary levels of nesting (in diagrams similar to ours, but restricted to be trees). Translations of
these ACs into first order logic and back are given, as well as a procedure to flatten the ACs into a normal
graph, using edge inscriptions. We use arbitrary diagrams, complemented with a MSOL formulae, which
includes quantifications of the different graphs of the diagram. Our goal was to flatten such ACs into
sequences of plain rules.
Related to the previous work, in [30], a logic based on first-order predicate is proposed to restrict the
shape of graphs. A decidable fragment of it is given called local shape logic, on the basis of a multiplicity
algebra. A visual representation is devised for monomorphic shapes. This approach is somehow different
from ours, as we break the constraint into a diagram of graphs, and then give a separate formula with the
quantification.
Thus, altogether, the advantages of our approach are the following: (i) we have a universal quantifier,
which means that some conditions are more direct to express, for example taking the diagram of Fig. 9,
we can state bOprbOps, which demands a self-loop in all operators. In the algebraic approach there
is no universal quantifier, but it could be emulated by a diagram made of two graphs stating that if an
operator exists then it must have a self-loop. However, this becomes more complicated as the graphs
become more complex. For example, let A be a graph with two connected conveyors (in each direction).
Then ArQpA,Gqs asks that each two conveyors have at least a connection. In the algebraic approach,
one has to take the nodes of A and check their existence, and then take each edge of A and demand
that one of them should exist. Note that this universal quantifier is also different from amalgamation
approaches [33], which, roughly, are used to build a match using all occurrences of a subgraph. In our
case, we in addition demand each partial occurrence to be included in a total one. (ii) We have an explicit
control of the formula and the diagram, which means that we can use diagrams with arbitrary shape, and
we can put existentials before universals, as in the example of Fig. 10. Again, this facilitates expressing
such constraints with respect to approaches like [13]. (iii) Sequences of plain rules can be automatically
derived from rules with ACs, thus making uniform the analysis of rules with ACs.
On the contrary, one may argue that our universal is “too strong” as it demands that all possible
occurrences of a given graph are actually found. This in general presents no problems, as a common
technique is for example to look for all nodes of a given graph constraint with a universal, and then look
for the edges with existentials.
With respect to other similar approaches to MGGs, in [34] the DPO approach was implemented using
Mathematica. In that work, (simple) digraphs were represented by Boolean adjacency matrices. This is
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the only similarity with our work, as our goal is to develop a theory for (simple) graph rewriting based on
Boolean matrix algebra. Other somehow related work is the relational approaches of [16, 20], but they
rely on category theory for expressing the rewriting. Similar to our dynamic formulation of production
and to our deletion and addition matrices, the approach of Fujaba [10] considers the LHS of a production
and labels with “new” and “del” the elements to be created and deleted. Finally, it is worth mentioning
the set-theoretic approaches to graph transformation [9, 28]. Even though some of these approaches
have developed powerful analysis techniques and efficient tool implementations, the rewriting is usually
limited (e.g. a node or edge can be replaced by a subgraph).
7. Conclusions and Future Work
We have presented a novel concept of GCs and ACs based on a diagram of graphs and morphisms and
a MSOL formulae. The concept has been incorporated into our MGG framework, which in addition
has been improved by incorporating the notion of nihilation matrix. This matrix contains edges that if
present forbid rule application. One interesting point of the introduced notion of AC is that it is possible
to transform them into a sequence of plain rules, with the same applicability constraints as the original
rule with ACs. Thus, in MGG we can use the same analysis techniques for plain rules and rules with
ACs.
We have left out some related topics, such as post-conditions and transformation from pre- to post-
conditions and viceversa, the handling of nodes with variable type (i.e. nodes that in the AC can get
matched to nodes with other type in the host graph) and its relation to meta-modelling [25]. This notion
of ACs enables performing multi-graph rewriting with simple graph rewriting by representing edges as
special nodes, plus a set of ACs. Thus, MGG can handle multigraphs with no further modification of the
theory.
As future work, we are developing a tool implementation of the MGG framework, enabling interop-
erability with existing graph grammars tools such as AToM3 [18] or AGG [1]. We also plan to include
more complex means for typing (like a type graph) and attributes in our framework. Defining more
general ACs, whose graphs are not restricted to be connected, is also under consideration. Following
the ideas in [31] it could also be interesting to permit quantification on rules themselves (and not only
the ACs). We also plan to deepen in the analysis of critical pairs, especially analysing the new kind of
conflicts arising due to our ACs, as well as by using the negative initial digraphs for the analysis.
Finally, the presented concepts of GC and AC could be integrated with other approaches to graph
transformation, like the algebraic one. There are some issues though, that cannot be directly translated
into DPO/SPO: we use the negation of a graph, and work with simple digraphs, which have the built-in
restriction that between two nodes at most one edge in each direction is allowed.
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