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Abstract
Pedestrian trajectory prediction is a challenging task be-
cause of the complexity of real-world human social be-
haviors and uncertainty of the future motion. For the first
issue, existing methods adopt fully connected topology
for modeling the social behaviors, while ignoring non-
symmetric pairwise relationships. To effectively capture
social behaviors of relevant pedestrians, we utilize a di-
rected social graph which is dynamically constructed on
timely location and speed direction. Based on the social
graph, we further propose a network to collect social ef-
fects and accumulate with individual representation, in or-
der to generate destination-oriented and social-aware rep-
resentations. For the second issue, instead of modeling
the uncertainty of the entire future as a whole, we utilize
a temporal stochastic method for sequentially learning a
prior model of uncertainty during social interactions. The
prediction on the next step is then generated by sampling
on the prior model and progressively decoding with a hi-
erarchical LSTMs. Experimental results on two public
datasets show the effectiveness of our method, especially
when predicting trajectories in very crowded scenes.
1 Introduction
Given an observation of history trajectory, learning to
predict future pedestrian locations is an essential task in
many applications, e.g. autonomous driving, robot navi-
gation, etc. Although tremendous research have been in-
vestigated [1, 3, 11], it is still challenging to capture the
complex social interactions in crowded scenarios. For ex-
ample, a person can walk alone or with others in a con-
sistent group. A group might be changed when a per-
son joins or leaves. As a result, the individual trajectory
is usually influenced by others in order to avoid colli-
sions while following reasonable social norms. Further-
more, the future routine is always ambiguous, meaning
that more than one path are reasonable to reach the same
destination.
Motivated by these, we highlight two factors that are
crucial in the trajectory prediction:
1). Social interaction between human is non-
symmetric.
Compared with previous works [1, 9, 25, 29], we pro-
pose that the pairwise social interaction should be non-
symmetric among pedestrians. For example, a person al-
ways pays attention to pedestrians ahead of him, and has
little aware of pedestrians behind him. To simulate this,
we model the social topology as a directed graph. Then
we propose a graph network which accumulates social in-
teractions to the intrinsic destination in order to capture
destination-oriented feature enriched with social interac-
tion patterns.
2). The next step is uncertain, dependent on both in-
trinsic destination and social selection at each time.
During walking, a person might adopt various flexi-
ble decisions in avoid collision. To model this uncer-
tainty, previous work introduced one single random vari-
able sampled from either the prior distribution condi-
tioned on the observations [11] or a fixed multivariate nor-
mal distribution [9, 20]. The single random variable will
be used to generate all future steps. However, in the real-
world, the selection on the next step might be changed
during walking. For example, a person might try to sur-
pass the person ahead of him at first, but he might give up
and continue to follow. To model the temporal stochastic
and generate diverse routines, at each time step, one la-
tent variable is sampled from a learned distribution, which
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models all possible selections on the next step till the mo-
ment.
In summary, in this paper, we propose two contri-
butions to generate all destination-oriented and social-
plausible future trajectories. A new social graph net-
work can effectively extract non-symmetric pairwise re-
lationships and social interactions. A stochastic method
can predict diverse social-plausible selections for the next
step. The final stochastic predictions are generated by
progressively integrating both social and individual des-
tination information with a hierarchical LSTM.
2 Related Work
Predicting the future is always a challenging problem in
computer vision. It has been widely investigated in many
fields, such as video frame prediction ([2, 5]), motion
flow prediction [26], traffic forecasting[13], car trajectory
prediction[19], etc. For predicting pedestrian trajectories,
a lot of approaches have been proposed to make predic-
tions for the first person view [15, 28], collaboration with
non-homogeneous traffic agents [14], team sports[6], etc.
In this paper, we focus on prediction under the fixed cam-
era view given only world coordinates inputs.
Trajectory Prediction: The earlier works used heuristic
features to model human-human interactions. For exam-
ple, in social force model [10], each trajectory is gen-
erated by applying both attractive forces towards an in-
tended destination and repulsive forces to avoid collisions.
But the social forces only consider individual history, Lin-
ear Trajectory Avoidance (LTA [16]) predicts the future
trajectory by jointly anticipating the movement of other
pedestrians and obstacles in the scene.
Over the past several years, data-driven methods based
on RNNs have showed powerful ability in modeling se-
quential data. Based on RNN, Social LSTM [1] firstly
proposed social pooling, which updates the hidden state
of the each pedestrian by summing up the states of neigh-
borhood pedestrians with predefined regular grids. In or-
der to remove the limitation of neighborhoodgrids, the so-
cial pooling is extended to a multi-layer perceptron (MLP)
network in [9]. SR-LSTM [29] iteratively refines the cell
and hidden states in LSTM at each time-step by learning
attention on other pedestrians. Similar attention mecha-
nism can also be found in [25]. CIDNN [27] used spatial
affinity to replaced attention weights, which are the in-
ner product on the embedding representations of the cur-
rent locations. To improve training efficiency, adversarial
training is also introduced in [9, 30].
Stochastic Prediction: In trajectory prediction, most of
the previous works use a single stochastic variable to
model possible diversity. Based on conditional auto-
encoder (CVAE, [21]) framework, Lee et al.samples la-
tent variables conditioning on the summary of the ob-
served trajectory given by RNN, then decodes into a se-
quence. However, they did not consider pedestrian inter-
actions during generation. SoPhie [20] modified decoder
LSTM by sampling a white noise and concatenated with
the scene information extracted by CNN as inputs. Su
et al. [22] adds 2 Gaussian processes on LSTM hidden
states, in order to generate probabilistic predictions. Sim-
ilarly, a stochastic extension of LTA [17] obtains a set of
possible future states by extending the original energy into
a probabilistic form, then estimate the Gibbs potential by
fitting a Gaussian mixture model.
VRNN [4] firstly introduces temporal stochastic latent
variable, which is dependent on both the current LSTM
hidden state and the input at each time step. Based on
VRNN, [7, 8] extend the stochastic latent variables to
be time-dependent and adds a auxiliary backward LSTM
for training. The key difference of these models are the
choice of prior, approximated posterior model and loss
function. A recent work in [23] is similar to our work,
which associates hidden states in VRNN with a fully con-
nected graph interaction network. Different from us, they
introduce context image as additional input, and gener-
ate predictions as a weighted combination of visual de-
coder and VRNN decoder. Furthermore, they studied
team sports with highly collaborative agents, whereas the
social interactions in our work is more flexible, with both
collaborative and standalone agents. Our work is also
inspired by [5] on learning dynamic prior model across
time. The difference is that we use the output of social
graph for modeling uncertainty and propose a hierarchical
LSTMs as decoder to progressively integrate different in-
formation. Although the stochastic framework is similar,
[5] aims to model frame uncertainty in video prediction,
whereas our goal is to capture social interaction uncer-
tainty in trajectory prediction problem.
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Figure 1: Illustration of the overall approach. At each time-step, each agents’ status(location and velocity) is processed
through social graph network and LSTM to encode both individual and social interactions. Then a stochastic variable
is sampled from a prior Gaussian distribution, and finally used to generate predictions on agents’ movement. We use
a diamond shape to represent deterministic variable, and use a circle to represent stochastic variable. For brevity, the
inference model is omitted.
3 Method
3.1 Problem Formulation
Assume there are N pedestrians in a scene, the spatial
location of the j-th pedestrian at time t can be denoted as
pj,t = (xj,t, yj,t). The problem is that given the observed
Tobs frames as {pj,t, j = 1, .., N ; t = 1, ..., Tobs}, we
need to predict the trajectories of all pedestrians in the
next few frames {pj,t, j = 1, ..., N, t = Tobs + 1, ..., T }.
The architecture of our model is depicted in Fig. 1. It
consists of three modules including: 1) Encoder: a so-
cial graph network for learning both social interactions
and individual representation (see Sec. 3.2); 2) Stochas-
tic: a temporal stochastic model for generating latent vari-
able conditioned on encoder outputs (see Sec. 3.3); 3) De-
coder: a decoder model to predict the speed of each agent.
Given the predicted speed and current location, the next
location can be found with a simple addition.
3.2 Social Graph Network
At each time t, a directed graph Gt = (Nt, Et, At) can
be constructed, called social graph. In this graph, each
node indicates a pedestrian in the scene, thus the Nt is
Figure 2: An example of social graph.
not changed throughout the sequence. Et represents the
set of directed edges determined by adjacency matrix At.
An edge from node ni to node nj exists when the element
in adjacency matrix (aij,t) equals 1.
As shown in Fig. 2, we derive a view area for each
pedestrian, and construct the timely social graph by in-
serting edges from all persons inside the view area. For
example, two person marked with orange and blue are
in the visible view of the person marked with purple. It
means the future path of purple person might be affected
by these two persons. Thus two edges are added from
orange and blue node to the purple node. However, the
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green person is out of the scope of the purple one, thus no
edge exists from purple to green. Specifically, to build the
view area, we use the speed direction as the fixation direc-
tion of eyes and expand the arc area to a predefined view
angle. In this paper, the view angle is set to 240 degree,
which is larger than maximum human eye angle because
of possible eye or head movements. If a person is stand-
ing still (as the orange node in Fig. 2), input edges are
inserted from all other nodes. The reason is that the still
person can move in any direction and need pay attention
to all persons in the scene. Furthermore, a precise view
area can be found by estimating head pose if the context
image is given. Because the relative positions of pedes-
trians might be changed during walking, the topology of
social graph is not consistent during the whole sequence.
At each time, we will update the social graph given the
current pedestrians’ layout and speed.
Then at time t, the embedding representation for each
node(j) and edge((i, j)) can be derived as:
ej,t−1 = fn([pj,t−1, vj,t−1]) (1)
eij,t−1 = fe([xi,t−1, xj,t−1, fp(pi,t−1, pj,t−1)]) (2)
where fn, fe and fp are neural networks (In this paper, we
use one-layerMLP for all f∗), which encode nodes, edges
and pairwise relationships, individually. The input of fp
indicates pairwise relationship, which could be measured
in two different coordinate systems:
• Cartesian: fp(pi,t−1, pj,t−1) = fp(pi,t−1 − pj,t−1).
The input is the pairwise position displacement.
• Polar: fp(pi,t−1, pj,t−1) = fp(Polarpi,t−1 (pj,t−1)).
The input is the coordinate of pj,t−1 in a local polar
coordinate system whose reference point is pi,t−1.
Experimentally, we found the polar representation per-
forms slightly better than Cartesian representation. The
benefits might come from the disentanglement of distance
and direction factor.
To obtain social interaction features, a social block is
designed to update node representation by accumulating
neighborhood information. Formally, at time t − 1, the
update equation of k-th social block for j-th node is:
x
(k)
j,t−1 = x
(k−1)
j,t−1 + fs
( ∑
∀i,aij,t−1=1
Mij,t−1x
(k−1)
ij,t−1
)
(3)
whereMij,t−1 denotes the message passing from node i
to j, and fs denotes a neural network. Initially, x
(0)
j,t−1 =
ej,t−1 and x
(0)
ij,t−1 = eij,t−1. aij,t−1 denotes the ij ele-
ment in the adjacency matrix of the social graph at time
t−1. In Eqn. (3), the feature of each node will be updated
by aggregating information from its neighborhood nodes.
The messageMij at time t− 1 is calculated as:
M
(k−1)
ij = α
(k−1)
ij · (x
(k−1)
ij ⊙ g
(k−1)
ij ). (4)
Here we omit subscript t − 1 for brevity. In equation
(4), αij is a scalar for edge (i, j), g is the social gate
for element-wise selection, ⊙ is the element-wise prod-
uct operator. Intuitively, the attention value measures the
importance of each edge, whereas the social gate acts as
element-wise feature selection, similar to the motion gate
in [29].
We adopt a similar attention calculation as [24]:
α
(k−1)
ij =
exp(LeakyReLU
(
Wαx
(k−1)
ij )
)
∑
∀i,aij=1
exp
(
LeakyReLU(Wαx
(k−1)
ij )
) .
(5)
The social gate is calculated as
g
(k−1)
ij = sigmoid
(
fg(x
(k−1)
ij )
)
, (6)
where fg is a neural network.
We can sequentially stack multiple (=K ) social blocks.
The final output feature of j-th pedestrian at time t− 1 is
the output of last social block xKj,t−1, which encodes both
intrinsic destination and social interactions.
3.3 Stochastic Trajectory Prediction
In order to generate stochastic predictions, our temporal
model samples one each latent variable at each time step.
Inspired by [5], we define the following update equations:
pψ(zt|x<t) = LSTMψ(xt−1) (prior),
(7)
qφ(zt|x≤t) = LSTMφ(xt) (inference),
(8)
pθ(vˆt|z≤t, x<t, e<t) = LSTMθ(zt, xt−1, et−1) (generation).
(9)
4
where xt denotes the output node features from social
graph network module at time t, zt denotes the sampled
stochastic latent variable, et denotes the node embedding
in Eqn. ( 1), and vˆt denotes the output speed prediction.
In all three equations, LSTM models are used to encode
past histories.
The prior LSTMψ is learned on its past trajecto-
ries with recursive hidden states. The posterior model
LSTMφ for inference encodes scenes on the current time
step. The prior model is learned to approximate posterior
model, in order to capture uncertain social interactions.
The detailed descriptions can be found in [5].
In generation step, a hierarchical LSTM is used to grad-
ually decode pedestrian features. The first LSTM taking
social-encoded features as inputs aim to generate socially-
plausible prediction, whereas the second LSTM taking in-
dividual embeddings as inputs aim to adjust the predicted
path towards individual destination.
Finally, the network is trained end-to-end by maximiz-
ing the variational lower bound
L =
T∑
t=1
[
Eqφ(zt|f≤t) log pθ(yt|z≤t, f<t) (10)
− βDKL
(
qφ(zt|f≤t)||pψ(zt|f<t)
)]
. (11)
where the first likelihood term can be reduced to L2
reconstruction loss between the predicted results and
ground-truth. The hyper-parameterβ is chosen as the bal-
ance between reconstruction error and sample diversity.
We use Gaussian distributions for both the prior and pos-
terior models, and apply reparametrization trick for train-
ing with SGD.
4 Experiments
4.1 Datasets and Metrics
Datasets: We evaluated our method on two public
datasets: ETH [18] and UCY [12], which consist of rich
real-world human-human interactions. These two datasets
contain 5 scenes, including 2 scenes (university and hotel)
from ETH and 2 scenes (zara and university) from UCY.
The average pedestrian number of a scene is 18.0 for UCY
and 5.9 for ETH. All the trajectory coordinates are con-
verted to world coordinates and interpolated to sample the
coordinate at every 0.4 seconds. In total, there are 1536
pedestrians covering complex social interactions. Follow-
ing prior work [1, 29], we use the leave-one-out strategy
for evaluation. Also we take 8 frames (=3.2 seconds) as
observation, and predict the next 12 time steps(=4.8 sec-
onds).
Metrics: Following [1, 29], we evaluate with two error
metrics in meters.
• Average Displacement Error (ADE): Averaged Eu-
clidean distance between ground-truth and predicted
coordinates over all predicted time steps.
• Final Displacement Error (FDE): Euclidean distance
between ground-truth and predicted coordinates at
the last frame.
4.2 Implementation Details
The dimension of both embedding (ej) and social (xj)
features is set to 32. The dimension of hidden states of is
32 for both prior and posterior LSTMs, and 64 for decoder
LSTMs. Table 3 details network configuration with one
social block. The batch size is 16 scenes with variable
pedestrian number. The Adam optimizer is adopted with
an initial learning rate of 5e−4, the epoch number is 300,
and β = 1e− 4 for all experiments.
During prediction, we use the one-step mode, indicat-
ing that we iteratively use the previous prediction results
as the inputs of the step. In contrast, during training, the
inputs are always the ground-truth of the last frame.
4.3 Comparison with Existing Methods
Baselines: A few baselines are used for comparison, in-
cluding both deterministic and stochastic methods. For
deterministic methods, we choose Linear (a linear regres-
sor trained by minimizing least square error) and three
LSTM-based methods, including vanilla LSTM (denoted
as LSTM), social LSTM (denoted as S-LSTM) and SR-
LSTM. For stochastic methods, we choose CVAE (we use
the same network settings as [11]) and two methods
which introduces stochastic with Gaussian white noise
(denoted as SoPhie [20] and SGAN [9]). For fair compar-
ison, we consider the model with only trajectory inputs,
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Method Performance (ADE/FDE)
ETH Hotel Zara01 Zara02 Univ AVG
Linear 1.33/2.94 0.39/0.72 0.62/1.21 0.77/1.48 0.82/1.59 0.79/1.59
LSTM 1.14/2.39 0.69/1.47 0.64/1.43 0.54/1.21 0.73/1.60 0.75/1.62
S-LSTM[1] 0.77/1.60 0.38/0.80 0.51/1.19 0.39/0.89 0.58/1.28 0.53/1.15
SR-LSTM[29]* 0.63/1.25 0.37/0.74 0.42/0.90 0.32/0.70 0.51/1.10 0.45/0.94
CVAE[11]† 0.93/1.94 0.52/1.03 0.41/0.86 0.33/0.72 0.59/1.27 0.53/1.11
SoPhie[20]*† 0.90/1.60 0.87/1.82 0.38/0.73 0.38/0.79 0.49/1.19 0.61/1.22
SGAN[9]*† 1.19/1.62 1.02/1.37 0.43/0.68 0.58/0.84 0.84/1.52 0.81/1.21
Ours† 0.75/1.63 0.63/1.01 0.30/0.65 0.26/0.57 0.48/1.08 0.48/0.99
Table 1: Comparison with other methods. The results marked with * are copied from the paper. The results marked
with †are calculated on multiple (= 20) samples.
Components Performance(ADE/FDE)
DG SG Polar K ETH Hotel Zara01 Zara02 Univ AVG
× √ × 1 0.98/2.01 0.72/1.45 0.51/1.13 0.32/0.71 0.65/1.35 0.64/1.33√ √ × 1 0.84/1.70 0.66/1.23 0.48/1.13 0.31/0.70 0.60/1.34 0.58/1.22√ × × 2 0.84/1.61 0.61/1.11 0.39/0.88 0.34/0.75 0.67/1.48 0.57/1.27√ √ × 2 0.81/1.64 0.63/1.01 0.34/0.76 0.26/0.58 0.52/1.17 0.51/1.03√ √ √
2 0.75/1.63 0.64/1.11 0.30/0.65 0.26/0.57 0.48/1.08 0.49/1.01
Table 2: Evaluation results on different configurations. DG denotes our social directed graph. SG denotes the social
gate. Polar denotes polar coordinates. K denotes the number of social blocks.
without the scene images in SoPhie. For stochastic meth-
ods, 20 samples are generated for evaluation, whereas the
deterministic methods only produce one best prediction.
As shown in Table. 1, our method can achieve com-
parable results with the current state-of-the-art methods.
In particular, the error reduction is signification in UCY
as compared with ETH datasets. Because UCY con-
tains more crowded scenes with complex social interac-
tions, our method demonstrates its superiority when deal-
ing with complicated non-linear trajectories in crowded
scenarios, benefited from our social graph network. For
ETH, our results are slightly worse than SR-LSTM, but
still better than other stochastic methods. Because of sim-
ple interactions and few ambiguous paths in ETH, deter-
ministic methods have advantages by optimizing recon-
struction loss only.
4.4 Ablation Study
4.4.1 Component Analysis
Table 2 gives results on several configurations of our
method varied in whether to use our directed graph, social
gate, polar coordinates and different number of blocks in
social graph network. When the directed graph is dis-
abled, an undirected fully-connected graph topology is
used, in which all elements in the adjacency matrix are
1. From the table, it is worth noting that the directed
social graph can significantly reduce the error from 0.64
to 0.58, which indicates that the selection of noticeable
pedestrians is important for boosting performance. An-
other salient error reduction comes from the introduction
of social gate, which indicates element-wise social feature
selection helps to filter information during message pass-
ing. In general, more refinements (K = 2) perform better
than one step social calculation.
4.4.2 Qualitative Analysis
Social aware prediction. In Fig. 3, we illustrate six
crowd scenarios where the target person has to adjust his
path towards the destination. As shown, our method can
learn social norms and have the ability to adjust the path
towards destination. For example, when meeting with a
group, as shown in Fig. 3 (b) and (f), our prediction make
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(a) (b) (c)
(d) (e) (f)
Figure 3: Illustration of the prediction trajectories with various social interactions: (a). Group walking (b). Crossing
with group. (c). Person following. (d). Person crossing. (e). Person merging. (f). Group avoidance. Here red line:
observed history green line: future ground-truth yellow line: our multiple prediction results. (Best view in color)
(a) (b) (c)
Figure 4: Example of diverse predictions from our model. (a) Cross road (b). Standing person (c). Sudden turn.
Figure 5: Illustration of attention values for different target pedestrian under the same scene. Each circle represents a
pedestrian in the scene. Circle in red is the target pedestrian, who pays attention to pedestrians denoted by magenta
nodes and no attention to gray nodes. The black arrow gives the velocity of the target, whereas the green arrow gives
the velocity of other pedestrians. The radius of the magenta circle is in proportion to attention value.
a detour in order to avoid stepping into the group. In Fig.
3 (d), our results give reasonable routines to walk through
the crowds without collision. Our method can also cap-
ture potential social intention, such as generating a new
group in Fig. 3 (e). More results can be found in the demo
videos.
Stochastic movement. Generally, the prediction is un-
certain, especially when walking at a low speed or near
the road crossing. Fig. 4 shows our prediction results in
these cases. As shown in Fig. 4, in the road corner, our
method gives two options: go straight or turn right. It is
worth noting that the generated stochastic predictions still
do not break the consistency group walking.
Social attention. Fig. 5 illustrates the attention value
of some example pedestrians in the same crowded scene.
It shows that our directed graph can help to filter irrele-
vant pedestrians (marked in gray circles). The dominant
attention is paid to the neighboring person, while he still
notices other pedestrians which might affect his routine.
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5 Conclusions
In this paper, we propose a temporal stochastic model
with social graph network to address the problem of pre-
dicting all social plausible trajectories in the crowds. We
propose a directed social graph and a network to encode
both individual and social features. In addition, we utilize
a temporal stochastic model which sequentially learns dy-
namic prior model at each time step. The final one-step
prediction is generated by sampling from the prior model
and progressively decoded with a hierarchical LSTMs.
Our empirical evaluations on real data-sets demonstrate
our improvement over the current state-of-the-art meth-
ods in crowded scenes. In the future, we plan to introduce
context images to refine our social graph construction and
add scene semantics, such as obstacles and road path, de-
rived from context images.
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Layer Input, (Dimensions) Output, (Dimensions) Parameters
Encoder
Fully-connected [pj, vj ], (4) fn,j , (32) act:=ReLU
Fully-connected Polarpi [pj , vj ], (4) fp,ij , (32) act:=ReLU
Fully-connected [fn,i, fn,j, fp,ij ], (96) fe,ij , (32) act:=ReLU
Fully-connected [fn,i, fn,j, fp,ij ], (96) W
α
ij , (32) act:=LeakyReLU
Softmax Wαij , (32) αij , (1)
Fully-connected [fn,i, fn,j, fp,ij ], (96) fg,ij , (32) act:=ReLU
Sigmoid fg,ij , (32) gateij , (32)
Identity fn,j , (32) x
(0)
j , (32) x
(0)
j = fn,j
Identity fe,ij , (32) x
(0)
ij , (32) x
(0)
ij = fe,ij
Multiplication x
(0)
ij , αij , gateij , (32),(1),(32) Mij ,(32) Mij = αij · (x
(0)
ij ⊙ gateij)
Aggregation Mij , x
(0)
ij , (32),(32) Mx
(0)
j , (32) Mx
(0)
j =
∑
i,∀aij=1
Mijx
(0)
ij
Fully-connected Mx
(0)
j , (32) fs,j ,(32)
Addition x
(0)
j , fs,j , (32),(32) x
(1)
j , (32) x
(1)
j = x
(0)
j + fs,j
Prior
Fully-connected x
(1)
j,t−1, (32) fprior(j, t− 1), (32)
LSTM fprior(j, t− 1), (32) hprior(j, t− 1), (32)
Fully-connected hprior(j, t− 1), (32) µj , (32)
Fully-connected hprior(j, t− 1), (32) σj , (32) act:=
1
2exp()˙
Reparam. trick µj , σj , (32),(32) zj , (32) zj = µj + σj ⊙ ǫj, ǫj ∼ N (0, 1)
Inference
Fully-connected x
(1)
j,t , (32) finf (j, t), (32)
LSTM finf (j, t), (32) hinf (j, t), (32)
Fully-connected hinf (j, t), (32) µ
p
j , (32)
Fully-connected hinf (j, t), (32) σ
p
j , (32) act:=
1
2exp()˙
Decoder
LSTM [x
(1)
j , zj ], (64) h
1
j , (32)
LSTM [h1j , fn,j], (64) h
2
j , (64)
Fully-connected h2j , (64) vˆj , (2)
Table 3: Detailed architecture of our network with one social block.
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