In many modern high-level programming languages, the exact low-level representation of data objects cannot always be predicted at compile time. Implementations usually get around this problem using descriptors (\tags") and/or indirect (\boxed") representations. However, the exibility so gained can come at the cost of signi cant performance overheads. The problem is especially acute in dynamically typed languages, where both tagging and boxing are necessary in general. This paper discusses a straightforward approach to using untagged and unboxed values in dynamically typed languages. An implementation of our algorithms allows a dynamically typed language to attain performance close to that of highly optimized C code on a variety of benchmarks (including many oating-point intensive computations) and dramatically reduces heap usage.
Introduction
In many high level programming languages, the representation of a data object at a particular program point cannot always be predicted in a precise way at compile A preliminary version of this paper appeared in Proceedings of the 1995 International Symposium on Logic Programming. This work was supported in part by the National Science Foundation under grant number CCR-9123520. The rst author was also supported by a AT&T Foundation Fellowship. time. In dynamically typed languages, such as Icon, Lisp, Prolog, and Scheme, the type of a variable may not always be statically known (and, indeed, may change from one program point to another). In languages with data ow synchronization, such as GHC, Strand and Id, the value of an expression may not be available at a program point because it has not yet been computed. The code generated for programs in such languages must, therefore, be able to deal with di erent kinds of representations that may arise at runtime. There are two di erent but related issues that arise here. First, it is necessary to be able to determine how a bit pattern, encountered at runtime, is to be interpreted|e.g., as a pointer or as a value. Second, di erent representations or data types may have di erent sizes: for example, a pointer to a double-precision oating point value may take less space than the value it points to.
The usual way to address the rst problem is to attach a descriptor to each value, to specify how its bit pattern is to be interpreted: such descriptors are usually referred to as tags 18, 31] . The second problem is usually handled by making values of di erent sizes \look the same" by manipulating pointers to them rather than the values themselves: such an indirect representation is often referred to as a boxed representation. In general, operating on values in languages such as these may involve manipulating tags and/or a level of indirection. It may be possible to avoid some of this extra work in clever implementations (e.g., tags can be elided in SML/NJ by relying on compiler-generated symbol table information 1]), or to encode the information in some clever way to reduce its cost (e.g., in common integer arithmetic operations in many Lisp systems (e.g., see 21]), and dereference operations in some Prolog systems 34, 35] ). In general, however, it is not possible to avoid altogether a performance penalty for tagging/boxing of objects.
The performance overhead of dealing with tags and boxes is especially serious in dynamically typed languages, where both tagging and boxing are necessary in general. Steenkiste and Hennessy's experiments with Lisp on a RISC system, on a set of non-numerical benchmarks, indicate that the programs spent about 22% of their time on tag handling 32]. This gure would likely be much worse in numerical computations, because implementations of dynamically typed languages very often represent oating point numbers as boxed values (see, for example, 4, 7, 9] ). This incurs a signi cant performance penalty, for a number of reasons. First, since oating point values are heap-allocated, numerical computations involving boxed oating point values fail to exploit hardware registers e ectively, and generate a lot more memory tra c. The allocation of fresh heap cells may also result in additional checks for heap over ow. Finally, the high rate of memory usage also results in increased garbage collection and adversely a ects cache and paging behavior. The tag-handling overheads for data structures such as lists|which account for the bulk of the overall tag management costs in Steenkiste and Hennessy's study 32] |can, at least in principle, be reduced by program transformations such as deforestation 36] , which reduce the number of intermediate data structures created. However, it is not clear that analogous improvements are readily possible for numerical computations.
Curiously, the question of maintaining untagged and/or unboxed objects, particularly oating point values, has received little attention in the logic programming community. To the best of our knowledge, all existing systems, including high-performance implementations such as Aquarius Prolog and SICStus Prolog, maintain oating point values in boxed form. Very often, authors either simply ignore the question of optimizing numerical computations, or explicitly give up on attaining good performance on such computations in logic programming languages (e.g., in discussing the Strand system, Mattson 25] states: \Concurrent logic programming languages are not well suited for the numerically intensive operations common in scienti c programming. Strand shares this shortcoming. . . "). In this paper, we consider compile-time and runtime aspects of supporting untagged and unboxed values in languages that normally require data to be tagged and possibly boxed: in particular, we focus on numerical values. The main contribution of this work is its simplicity: we use a simple extension to the (intra-procedural) register allocator for intra-procedural untagging optimizations, and show how the idea extends in a straightforward way to allow untagged objects to be passed across procedure boundaries. The execution model we assume is described in Section 2.1. The techniques described here have been implemented as part of the jc system 19], an implementation of a logic programming language derived from Janus, available by anonymous FTP from ftp.cs.arizona.edu. The resulting performance improvements are quite substantial: heap usage is reduced dramatically, and speed improves to the point where many programs involving substantial amounts of numerical computation attain speeds comparable to that of C code written in a \natural" C style and optimized at the highest level possible.
A Note on Terminology: To reduce tiresome repetition, we will use abuse terminology in the discussion that follows and use the term \untagged" to refer to values in their native machine format, i.e., to values that are untagged and (where necessary) unboxed. We hope this does not cause any confusion.
Background

The Execution Model
We assume that we have a dynamically typed language with a garbage-collected heap area. Our assumptions about runtime structures are fairly weak, and generally applicable to a reasonably wide variety of languages: for example, even though we refer to \stack frames" in Section 3.3, our approach does not require that these be allocated in a separate \stack area" in memory or that they be manipulated in a LIFO fashion: it is necessary only that the garbage collector be able to identify these objects correctly (which it must be able to do in any case), and that it be able to determine, for any such frame, the corresponding procedure (this can be done fairly easily, with very little additional work at runtime).
For simplicity, we assume that there is a xed prede ned set of types that may be maintained in untagged form. Our implementation allows untagged values to be stored in stack frames, but not on the heap. The restriction is imposed to satisfy the requirements of the garbage collector: since an untagged value has no descriptor associated with it, the garbage collector must be able to identify and deal with untagged values (and not confuse, for example, untagged integers with pointers).
As discussed in Section 3.3, this is straightforward to do for values on the stack because of the predictable structure of stack frames. If the tagging scheme used by an implementation is rich enough to support descriptors that encode the structure of (some types of) heap-allocated objects, in particular information about elements that are untagged, then the problem with identi cation of untagged values on the heap goes away. In this case, our approach can be readily extended to handle untagged values on the heap.
An important consideration in the context of logic programming languages is that of dereferencing. In most such languages, there may be a pointer chain, whose length can be unbounded in general, between a variable and the value it is bound to: in order to determine the value of that variable, this pointer chain must be dereferenced. This requires the ability to distinguish pointers from values that are not pointers. This is straightforward when all values are tagged with descriptors, but becomes di cult in the presence of untagged values. Therefore, in order to support untagged values, it is necessary to ensure that the compiler is (i) aware of the exact length of any pointer chain to an untagged value; and (ii) able to communicate this information to the garbage collector at any program point where garbage collection might occur. Compile-time analyses to estimate the lengths of pointer chains have been investigated by several authors 33, 35] . In our implementation, we get around this problem by disallowing pointer chains of non-zero length to untagged values (i.e., a value that can have pointers to it is not kept in untagged form).
Finally, in order for the compiler to decide that a value can be maintained in untagged form at a particular program point, it must have a certain minimum amount of information available about that value. At the very least, type information that is precise enough to allow the compiler to use operations specialized to a particular representation is necessary. For example, in general it is not enough to know that a value will be a number|we need to know whether it will be an integer or a oating point value. Even this may not be enough if the implementation supports di erent varieties of integers or oating point values (e.g., xnums, bignums, etc.), as is the case in Common Lisp and some Prologs. Moreover, depending on the language, the \type" of a value may not be enough to determine its machine-level representation at a particular program point. In a concurrent logic programming language, for example, knowing that a variable has type integer may not be enough to determine whether, at a particular program point, its value can be guaranteed to have been computed, or whether it may still be unbound. However, the details of how information about types is collected|e.g., from programmer annotations or via data ow analysis|as well as any auxiliary information, e.g., a guarantee that the value of a variable will be available at a program point, are orthogonal to the subject of this paper. Here we assume only that this information has been obtained and is available for use by the compiler; the interested reader is referred to 15] for a discussion of the data ow analysis used in our implementation for this purpose. 5 
The Implementation Context
The framework in which the work described here has been implemented is jc 19] , a translator for a committed-choice logic programming language that, in its present incarnation, closely resembles Strand 16] . For the purposes of this paper, it su ces to note that it is a rst-order dynamically typed committed choice language. Source programs are read by the jc translator, analyzed and subjected to various low level optimizations, and nally converted into abstract machine code. The abstract machine code is embedded into the body of a C function and expanded through the use of macros to C code which implements the instructions of the abstract machine.
Each operation in the virtual machine has a wholly generalized version that can deal with arbitrary tagged operands. When type information is available at compile time, the compiler can emit specialized versions of certain operations where type tests on the operands have been removed. To reduce the complexity of the abstract machine, our implementation requires that the operands of the specialized versions of an operation accept operands only of the same type: for example, we have a version of addition which expects two integer operands and one that expects two oating point operands, but we do not allow addition of an integer and a oat except within the most general operation. Each (specialized version of an) operation has two type values associated with it: that of the operands it is expecting, and that of its result (in general, the type of the result of an operation may be di erent from that of the operands). Type information is determined for each occurrence of a variable based on an ad hoc analysis that examines programmerprovided annotations, the variable's origin, and the operations performed on it, and is propagated to provide type information about intermediate values. Obviously, specialization of operations to omit unnecessary type tests can be done regardless of whether untagged values are used outside the internals of the operations. However, in cases where both the operands and the result have an untagged representation, we can further specialize the operation and create a version that eliminates the representation conversion phases entirely, resulting in a direct application of the underlying operation to the untagged operands. We wish to use these versions of the operations wherever possible, because they have the least overhead.
Input parameters are passed to procedures in registers. The jc system provides four kinds of general-purpose registers: tagged registers, which hold tagged values; address registers, which hold untagged pointers, e.g., into arrays or lists; integer registers, which hold untagged integer values; and oating point registers, which hold untagged oating point values. We use a cost-based model to decide whether a particular output should be returned in memory or in (tagged or untagged) registers 5]. 1 To meet the analysis requirements of Section 3.1 and allow the use of untagged registers for parameter passing requires a combination of mode analysis, which identi es the input and output arguments of a procedure; suspension analysis, which identi es procedures that can be guaranteed to not suspend during execution; and type inference. This information is available under the assumptions in Section 2.1.
Representation Analysis for a Program.
1. Use inter-procedural representation analysis to determine the representation required of input and output arguments for each procedure. 2. Use intra-procedural representation analysis to determine the representation(s) required of each variable in each clause of each procedure.
Inter-Procedural Representation Analysis.
1. 
Representation Analysis
Our representation analysis algorithm is summarized in Figure 1 . First, interprocedural representation analysis is used to determine how input and output arguments for each procedure will be passed. This uses a cost model, based on that described in 5], to determine the representation and placement of output values. This xes the representation of input and output parameters to each procedure, and therefore determines the representations of the corresponding variables in each clause for these procedures. Starting with these representation choices, intraprocedural analysis is then used within each clause to determine the representation of each variable at each point within the body of the clause. This phase proceeds in tandem with the generation of abstract machine code. The decision to have inter-procedural representation analysis precede intraprocedural representation analysis may seem strange, but it is motivated by the 80-20 rule (\80% of a program's execution time is spent in 20% of the code"), which suggests that the primary bene ts of using untagged values are likely to come from maintaining values in untagged form through the execution of loops. In the languages we are concerned with, loops are realized using tail recursion. Our approach therefore amounts to rst deciding which values can be maintained in untagged form through the execution of loops, and then propagating these decisions to other program points via intra-procedural representation analysis. It turns out that an added bene t of doing the analyses in this order is that the order in which procedures are processed does not a ect the code generated, which helps to keep the overall algorithm simple.
What information do we need to determine which values can be maintained in unboxed form through the execution of a loop? Consider the structure of a typical tail recursive procedure:
p( x; y) :? q 0 ( x; y 1 ); q 1 ( y 1 ; y 2 ); : : : ; q n ( y n ; y n+1 ); p( y n+1 ; y). p( x; y) :? r( x; y):
During the execution of the loop body, described by the rst clause above, the input arguments x are used to compute intermediate values y 1 The value of the variable U is computed by the procedure pow/3, while that of V is computed by factsq/2. In order to maximize the bene ts of the untagging optimization, we should pass the arguments to these procedures in untagged form, and have them return the values of their output arguments in untagged form as well.
Our aim, then, is to determine when the input arguments to a procedure can be passed, and the output arguments returned, in untagged form. The rst of these two pieces of information, namely, the representation of input arguments, would intuitively seem to be computable using some form of type analysis. However, the second piece of information seems harder to obtain, for reasons peculiar to logic programminglanguages. Implementations of logic programminglanguages typically pass all arguments into a procedure in registers, with each uninstantiated variable| usually corresponding to an output argument|passed by reference, i.e., as a pointer to the cell occupied by that variable. An output value is returned by binding an uninstantiated variable to a value, i.e., by writing to the corresponding memory location. Historically, most logic programming languages have been dynamically typed: for such languages, while it may be possible to determine, at runtime, the type of an untagged value stored in a particular stack slot (see Section 3.3), it is very di cult to determine the type of an untagged word on the heap. A garbage collector may therefore be able to deal with untagged values on the stack, but not with untagged values on the heap. 2 Moreover, it is di cult, in general, to predict whether a variable is resident on the stack or on the heap|for example, a stack-resident variable may point to a value on the heap, or be moved to the heap and become heap-resident in connection with tail call optimization. As a result, if output values are returned in the traditional way, i.e., by writing to a memory location, it is di cult to predict at compile time whether the memory address passed to a procedure will refer to a location on the stack or on the heap, and therefore whether it can be returned in untagged form and be guaranteed to not confuse the garbage collector. This problem disappears, however, if an untagged value is returned in a (untagged) register. We therefore restrict untagged return values to those that can be returned in registers. Our algorithm for representation optimization therefore relies, in a very fundamental way, on returning values in registers.
Inter-procedural Representation Analysis
Previous research has indicated that returning values in registers rather than storing them into memory can have a signi cant impact on execution speed 5, 35] . Given that operations within the body of a procedure can be performed on untagged representations, this suggests that parameters should be passed and returned in untagged form as well where it is legitimate and pro table to do so. If the mode of a parameter cannot be determined to be strictly input or output, it must be passed or returned in tagged form. The choice of how parameters for a procedure should be passed|in registers or in memory, and in tagged or untagged form|must be made before any call to the procedure is generated, because it is necessary, for code generation, to know where to place inputs and where to expect outputs.
The identi cation of arguments to a procedure that are eligible to be passed in untagged form proceeds as follows. An input argument to a procedure p can be passed in an untagged register only if the de nition of p takes a unique type for the corresponding parameter, the type admits an untagged representation, and the corresponding argument at each call site for p has type . If the callee takes a unique type for a parameter and this type admits an untagged representation, but the corresponding argument at a particular call site may have a value of a di erent type, it is possible to preserve the use of untagged inputs by generating additional code at the call site to test the type of that argument and handle it as appropriate, e.g., to carry out representation conversion and pass the result in an untagged register if this is possible, and to fail otherwise. Basically, this amounts to hoisting the type test for from the callee to the call site, and can be thought of as an instance of call forwarding 13]|it converts what would be failure inside the called procedure to failure at the call site. Alternatively, the code generated for the callee can have multiple entry points, corresponding to di erent sets of arguments that need to be untagged: this has the advantage of not duplicating the untagging code at multiple call sites, but can become unwieldy if the sets of arguments that need untagging cannot be totally ordered by set inclusion. If the argument at any call site cannot be guaranteed to be de ned, e.g., due to possible suspension, the parameter must be assigned a tagged register. An output argument may be returned in an untagged register provided that non-suspension analysis 15] has shown that the value will be de ned (i.e., not an unbound variable) when the procedure nishes, and type analysis has shown that it will have a type that has an untagged representation.
These restrictions embody the necessary conditions for the use of untagged registers in parameter passing. Our current implementation passes input arguments in untagged form whenever these restrictions are satis ed. The representation of output values is determined using a low level cost model that is an extension of that described in 5]: if the cost model indicates that it is pro table to return an output argument in a register, and it is possible to return that argument in untagged form, then it is returned in an untagged register. While it is possible, in principle, that in some cases it may be better to allow parameters to be passed in tagged registers even when the above restrictions are satis ed (e.g., when they will immediately be stored into the heap), our experimental results indicate that the simple approach of using untagged registers wherever feasible yields reasonable performance in most cases.
Intra-procedural Representation Analysis
In any compiler for a high-level language, the register allocator has to keep track of the location where a variable resides|in a register or in memory|in order to generate correct code. Now suppose we want to maintain objects in untagged form in a dynamically typed language: obviously, it is necessary to extend the intraprocedural register allocator to track the availability of values in untagged form.
Our intra-procedural representation analysis is based on a very simple extension to the register allocator. Recall that variables (except in certain stack slots) are always stored in memory in tagged form. When the value of a variable is loaded into a register for expression evaluation, the chosen register is associated with that variable, so that future references can use that register. The crucial extension is to permit the same variable to simultaneously be associated with other registers, some of which may be untagged. Therefore, just as tagged registers are a \cache" for values normally stored in memory, so too are untagged registers a cache for values that would otherwise be tagged. The local register allocator serves as a cache directory by noting that a particular variable is available in both tagged register i and (say) integer register j.
The decision as to whether a particular operation should be specialized is made at the time the abstract machine code is generated. We examine the operands to determine the most speci c type which describes them, by considering type information provided by the compiler, as well as any untagged registers assigned to the operand by previous operations. If the operand types admit an untagged implementation of the operation, we must then decide whether it should be used, by examining the availability of the operands in the corresponding untagged form.
When the operation cannot work directly on the tagged operands, as with boxed oating point representations, we automatically use the untagged version. The rationale for this is that the tagged operation will do the untag and unbox conversions, perform the operation, and box the result, leaving neither operands nor result around in untagged registers to be used for future operations. If the untagged version of the operation is used, the conversion phase will be performed explicitly on all operands that are not already loaded into registers of the appropriate type, and the result will not be converted to tagged form immediately. In the best case, this means the operands and result will be around for further use in untagged operations without additional conversion. In the worst case, the representation conversions that would have been done inside the operation have been made explicit: since we compile to native code rather than to byte code, the amount of work done is the same whether the representation conversions are made explicit in this way or performed implicitly inside the generic operation.
However, when the operation can be performed directly on the tagged representation, as in the case of (small) integers, there is a tradeo . On the one hand, explicitly converting the operands to untagged form may allow us to use the untagged operands or result in future operations that could bene t from having them in untagged form. On the other hand, the extra conversion operations and possible increase in register pressure required to keep multiple representations live could outweigh the bene ts of using untagged values. It is plausible that a detailed cost model could be devised to determine exactly when the untagged or tagged version is to be preferred, taking into account relative execution frequencies of di erent branches and the overhead of preserving tag information when the operation is performed on the tagged representation (see, for example, 27]). However, in many cases, the overhead of preserving tag bits when the operation is performed directly on the tagged values is small or non-existent. For example, jc, like many Lisp systems, uses the lowest 2 bits of a word for the tag, and a bit pattern of 00 for integers. This allows addition and subtraction of tagged integers to be carried out with no representation conversions on the operands or the result, and multiplication and division with only simple shifts. The performance bene ts of avoiding these operations do not seem to warrant a complex analysis.
Instead, we rely on a simple heuristic which seems to perform reasonably well. We note that, although such operations may be performed on the tagged or untagged form with roughly equal cost, if at any point the result is stored into the heap or any other memory location that is not restricted to untagged values, the result must be stored in tagged format. As such, we have a preference for using the tagged form. We choose to use the untagged version of the operation only when the number of operands that are available in untagged form strictly exceeds the number which are available in tagged form: in that case, the assured need to do more conversions before the operation outweighs the possibility of having to convert the result in the future. 3 Intermediate results from previous operations are generally available in only one form; availability of variable operands in a particular form is determined by seeing what registers the variable is loaded in. Since the tagged representations in these cases do not require boxing, constants can be represented in either tagged or untagged form by emitting the appropriate encoding at compile time, so do not contribute materially to the decision.
Garbage Collection Issues
The need to preserve values across procedure calls which would destroy registers, or to free registers for use in expression evaluation, requires that values be saved in the activation record of the procedure. Since we have gone to some trouble to load values in untagged form, it would be convenient to save them that way, rather than having to tag and untag them. This requires that untagged values be allowed to reside in the stack frame.
The structure of a stack frame in jc is shown in Figure 1 . The decision as to whether a stack slot assigned to a variable is tagged or untagged is made at the time the slot is reserved: generally, at the point the value needs to be stored. We choose to place a value in an untagged slot only if it resides in an untagged register, and does not also reside in a tagged register. The rst requirement guarantees that at the storage point we have a value to save without having to convert it. The second is an e ort to preserve boxed values, so that if we later need that value in tagged form we do not have to explicitly reconstruct the tagged form again from an untagged representation (boxing a value generally requires allocating heap storage|and therefore possibly a heap over ow check|followed by one or more writes to memory; this is considerably more expensive that an unboxing operation, which generally involves only one or two memory reads). While it is possible to store both the tagged and untagged representations of a particular value, this does not appear to be pro table, since the extra memory operations required by the Each stack slot has a type associated with it, which indicates whether it holds a tagged or untagged value, and what kind of value. The type of a slot is xed over the execution of the procedure, but the assignment of a stack slot to variables may be di erent at di erent points in a procedure|i.e., we reuse stack slots for di erent values of the same type where possible. However, we do not attempt to compress the frame by reusing space of one type to hold values of a di erent type as storage requirements change over the lifetime of a procedure. To do so would cause the frame layout to change dynamically during execution, complicating the communication of layout information to the garbage collector. After intermediate code generation is complete, the stack frame is rearranged so that slots of the same type are adjacent to each other in memory and the addresses in the code are updated to re ect the rearrangement and note where untagged values require more space than tagged values. When a stack frame is allocated on procedure entry, an index denoting the procedure is stored in the frame, in the slot labelled \owner" in Figure 1 : the garbage collector will use this index to retrieve the layout information from a global table and use this to avoid misinterpreting the untagged values when reclaiming heap space.
Experimental Results
To determine the e cacy of the untagged support mechanism described here, both C and jc implementations of a set of programs were timed on a Sun SPARC IPC running Solaris 2.3, with gcc 2.6.3 (invoked with -O2 -fomit-frame-pointer) as the C compiler for the C code emitted by jc, and gcc 2.6.3 (invoked with -O2 -fomit-frame-pointer) and cc (CDS SPARCompilers version 2.0.1, invoked with both -O2 and -O4) as the C compilers for the native C programs. The benchmarks used were the following: aquad performs a trapezoidal numerical integration + ; sum adds the integers from 1 to 10,000|it is essentially similar to a tail-recursive factorial computation, except that it can perform a much greater number of iterations before incurring an arithmetic over ow; tak, from the Gabriel benchmarks, is a heavily recursive program which does integer addition and subtraction: the query executed is tak(14; 12; 6; ); and zeta computes the Euler-Riemann zeta function, de ned by the series zeta(x) = 1 + 2 ?x + 3 ?x + (where x is real-valued), at x = 2:0, to a tolerance of 10 ?3 . For the discussion here, it su ces to note that b, muldiv, sum and tak operate solely on integer values, bessel combines integer and oating-point operations, and the remainder are primarily oating-point benchmarks. Only the t, fmatmult, and mandelbrot programs involved compound data structures: t implemented updatable arrays using binary trees, and fmatmult and mandelbrot used two-dimensional arrays. The code for each benchmark was written in a style natural to the language. Where feasible, iteration was used to code loops in C, while tail recursive procedures performed the analogous operation in jc. Wherever possible, the C programs used were taken from code written by C programmers in other contexts: for example, the C code for fmatmult was taken from the Stanford benchmark suite by J. Hennessy, while that for mandelbrot was taken from a program by G. Wilson for a textbook. With the exception of a few benchmarks (aquad, bessel, binomial, fmatmult, mandelbrot, and zeta), where the natural implementation required support functions (e.g., to compute factorials), the C versions were single functions. Because jc supports only single precision oating point calculations, the C versions were carefully coded to ensure that all constants were treated as single precision by the C compiler, avoiding unnecessary and costly precision adjustments in the C version. Tables 1 and 2 summarize the experimental results for these benchmarks: the former shows the performance improvements due to the use of unboxed values, while the latter compares the speed of the resulting system with optimized C code. Execution times were obtained using the gettimeofday(2) system call to obtain microsecond-resolution measurements of execution time, with the testing being the Table 1 . The speed of jc compared to optimized C only active process. For each benchmark program, a single \run" consisted of executing a test query 100 times in a tight loop and taking the shortest measured query execution time: the execution times reported here are 1/100 of the times obtained from such runs. Queries were designed to be large enough to exercise the programs, yet small enough to able to execute in a single timeslice with no system interruptions; taking the minimum measurement avoids bias when one or more query runs nonetheless happened to be interrupted. A single experiment consisted of a single run of each benchmark program, with the di erent benchmarks executed in random order within each experiment so as to avoid systemic bias from disk and memory cache e ects. Nine such experiments were performed, and for each benchmark the median execution time was taken. For a more fair comparison with C, garbage collection|which involves runtime tests on the heap pointer| was turned o in jc, so the speed improvements measured do not take into account reductions in garbage collection time due to reduced heap usage. There is a constant overhead of 103 sec in the jc times compared with 6 sec for C compiled with gcc, due to the timing method and setup required for the benchmark call.
Compared to optimized C code, the baseline performance of our system|with register returns permitted, but no untagging optimizations|is fairly good: it is, on the average, about 57% slower than C code compiled with gcc -O2, and about 23% slower than that using cc -O4. 4 It is easy to take a poorly engineered system with a lot of ine ciencies and get huge performance improvements by eliminating Table 2 . Performance Improvements due to Untagged and Unboxed Objects some of these ine ciencies. The point of these numbers is that when evaluating the e cacy of our optimizations, we were careful to begin with a system with good performance, so as to avoid drawing overly optimistic conclusions.
The overall performance improvement obtained using untagged values is about 45%. On average, the resulting programs are about 5% slower than C compiled with gcc -O2, about 37% faster than cc -O2, and about 29% faster than cc -O4. 5 Moreover, jc outperforms cc on precisely those programs|namely, oating-point intensive computations|where one would expect a dynamically typed declarative language to do considerably worse than a statically typed imperative language. Interestingly, two programs|binomial and tak|do signi cantly worse using untagged values than using tagged values only. The problem arises from the e ects of using C as the back-end compiler for jc, and the resulting lack of control, in jc, over hardware register allocation in the C compiler; a more controllable backend would avoid such degradations. 6 These observations|and the fact that the numbers reported do not take into account performance improvements due to reductions in garbage collection time|imply that our execution time measurements give a conservative estimate of the true potential of these optimizations.
A further bene t of allowing untagged values can be seen in the decrease in heap usage. Table 2 (b) separates out reductions in heap space usage due to register returns from those due to the use of untagged values. It can be seen that for every benchmark that used boxed data types, there was a consistent and signi cant reduction in heap usage, both when outputs were returned in memory and when they were returned in registers. In many cases, allowing output values to be returned in untagged registers allowed the entire computation to be carried out without any boxing operations at all, resulting in essentially trivial heap usage. (Not surprisingly, the use of untagged values makes no di erence in the heap usage of integer computations, though these programs can be seen to bene t, in terms of heap usage, from being able to return output values in registers.) For short queries of the sort given here, the decrease of heap space does not contribute signi cantly to the execution time, because the maximum heap space used still ts easily within the data cache. However, for longer-running programs, reducing heap usage by avoiding boxed temporary values can result in a signi cant decrease in cache misses and garbage collection overhead.
The general algorithm described earlier uses a cost model to determine which Table 4 . The E ect of Untagging Optimizations on Non-numerical Programs values may be returned in (unboxed) registers. As discussed above, this provides good performance improvements. However, it has the disadvantage that it requires nontrivial extensions to the compiler. It is reasonable to inquire to what extent performance might be improved using restricted versions of our algorithm that require minimal extensions to the compiler where untagged values are supported but no provision is made for returning values in registers. We next consider the two extremes possible for such minimal extensions. The simplest, and most restricted, case uses purely local untagging: it maintains values in untagged form through the body of a procedure if this is deemed useful, but values that are passed across procedure boundaries (this includes values passed into tail calls) are passed in boxed form. At the other extreme, untagged values are allowed as input arguments to procedures as well, though output values are returned in memory (and therefore are represented in tagged form). The performance improvements resulting from these restricted versions of the untagging optimization are shown in Table 3 , where the column marked \Local" gives the performance numbers resulting from purely local untagging; that marked \Args" refers to local untagging together with untagged arguments; and \Global" gives the performance using the general untagging optimization. It can be seen that for the benchmarks tested, purely local untagging results in an improvement of about 9% on the average compared to no untagging at all. This is not insigni cant, but the resulting programs are still considerably slower|about 45% on the average|than those using the general optimization. However, when untagged arguments are allowed, performance improves considerably, and the resulting code is only about 9% slower than code using the general optimization. The reason for this is that the programs tested spend most of their time in simple loops, and these can be essentially fully optimized when untagged input arguments are allowed. We conjecture that this is true of most numerical programs, with much of the execution time accounted for by loop computations, and that such programs can bene t considerably even from the simple optimization of allowing untagged local computations and input arguments. Another important consideration is the e ect of untagging optimizations on nonnumerical programs. As discussed earlier, our optimization relies greatly on being able to maintain untagged values in registers. In an implementation that has an a priori xed mapping from virtual machine registers to physical registers, this can cause some registers to be unnecessarily dedicated to untagged values, even for programs where there is no opportunity for untagging optimizations, and this can cause a degradation in performance. The jc system avoids this problem by having the compiler generate untagged virtual machine registers (via C language declarations) only if it determines that there is some opportunity for maintaining values in untagged form. The virtual machine registers so generated are mapped to physical registers based on estimated usage counts (currently this is done entirely by the C compiler), which means that even when an untagged virtual machine register is generated, it is allocated to a physical register only if it is used su ciently many times to justify this. Experimental results for a number of small non-numerical benchmarks are shown in Table 4 . The programs used were the following: bsort uses bubble sort to sort a list of 100 integers; hanoi is the Towers of Hanoi program (adapted from an FCP program by S. Kliger): the numbers given are for hanoi (10) ; lr1gen is the core of an LR(1) parser generator; nrev is the naive reverse program on an input list of length 100; pascal is a benchmark, by E. Tick, to compute Pascal's triangle; qsort is a quicksort program, executed on a list of length 100; and queen is the n-queens program: the numbers given are for 6 queens. The numbers given in Table 4 indicate that the performance of these programs, with and without the untagging optimization, is essentially identical. This indicates that non-numerical programs need not su er a performance degradation due to the use of untagged values. We believe that this conclusion extends also to larger programs, consisting of some components that are primarily numerical in nature and others that are primarily non-numerical. The reason for this is that modern register allocation algorithms (see, e.g., 11]) base their decisions on the relative usage counts of variables in di erent regions of a program: a variable that is heavily used in one region of a program, but not in another, will be considered for placement in a register in the rst region but not in the second. Using such algorithms, therefore, it is possible to take advantage of untagging optimizations in those portions of a program that can bene t from it, without having to su er a performance degradation in those parts of a program that do not bene t from the use of untagged values.
Finally, there is the issue of the compile-time cost of implementing this optimization. We have not separately measured the time taken by the analysis algorithms, because data ow analysis and optimization accounts for a very small part of the overall compilation time. Because Janus programs are compiled to C code which is then processed by a C compiler, most of the overall time for translation to the object code is spent in I/O operations and in the C compiler (other systems that compile to C, e.g., KLIC 10], report similar experiences). As a result, there is no perceptible decrease in the overall compile time when data ow analysis and optimizations are switched o .
Extensions
The discussion thus far has not considered the question of backtracking, which is of fundamental importance in non-committed-choice logic programming languages, e.g, Prolog. In such languages, programs have to save a certain amount of state at points that execution can backtrack to, and restore this information appropriately when backtracking actually takes place. The state information that is saved typically consists of two parts: some machine status information, together with information about certain registers, kept in runtime structures commonly called \choice points"; and information about variables whose values need to be reset, maintained in an (usually separate) area called the trail. Conceptually, a choice point consists of one component that represents a xed amount of machine status information, and another component, of variable size, that represents information about the local state of a procedure, in particular its arguments. Components of the runtime system that are able to inspect the state of a running program, such as garbage collectors, must then be able to identify choice points and correctly interpret (the variable-size component of) their structure. 7 If untagged values are supported, we must therefore be able to save untagged values when creating a choice point; restore untagged values when backtracking occurs; and be able to specify, for the bene t of the garbage collector, which components of a choice point represent untagged values.
The simplest approach to handling untagged values in the presence of backtracking would be to prohibit untagged arguments for any procedure that may create a choice point (this is a somewhat stronger requirement than determinacy). This has the virtue of simplicity, and may be acceptable in some limited contexts: for example, this may be a reasonable option if we consider only untagged values for numerical types, since traditional numerical programs tend to be deterministic. A minor variation on this scheme is to allow procedures that may backtrack to take untagged arguments, as long as these are converted to tagged form before being stored in a choice point. The problem with this is that we need to maintain a fair amount of information about these values in order to restore the tagged values into the appropriate untagged registers, and this negates the primary advantage of allowing only tagged values in choice points, namely, simplicity.
A less restrictive option is to allow untagged values to be stored in choice points. This makes it necessary to maintain information about which slots in the choice point correspond to untagged values, the type of each such value, and the register from which the value originated. This can be done in at least two ways:
1. The information can be kept in a data structure that is part of the symbol table entry for each (nondeterministic) procedure, similarly to the scheme described in Section 3.3 for stack frames. The disadvantage of this scheme is that this information must be interpreted during execution. This would make backtracking a relatively expensive operation.
2. For any given procedure, the untagged values that need to be saved and restored at a choice point, and the register corresponding to each such value, will be known by the compiler. It can therefore generate code to save and restore these values. This is likely to be considerably more e cient than having to interpret a data structure at runtime. This code can be generated either as a lightweight parameterless function that is called from each point in a procedure where choice point manipulation occurs, or generated in-line at each such point, depending on the relative importance of code size vs. execution speed. It is also necessary to communicate information about the structure of choice points to the garbage collector: this can be done, as suggested above, via the symbol table of the procedure. In this case, since saving and restoring of untagged registers does not involve the symbol table, it is necessary only to store information about which slots in the choice point contain untagged values, and the types of those values.
Another issue of considerable importance for real applications is separate compilation. It is not easy to reconcile untagged values with separate compilation: as the discussion thus far indicates, considerable cooperation and communication is needed between two procedures if they are to pass untagged values between themselves, and this is precisely what is absent in separate compilation. There are two issues that have to be addressed: rst, program analysis in the presence of separately compiled code; and second, generating code to ensure that values can be communicated correctly between the caller and callee, which reside in separately compiled modules. The rst problem can be handled using techniques for compositional and/or incremental program analysis 8, 12] . There are two alternatives for handling the second problem. If the di erent modules of a program are compiled and loaded in sequence, so that the code generated for one module is available while code is being generated for another module, then incremental optimization 8] using multiple entry points (see Section 3.1) can be used to avoid the overhead of passing tagged values across module boundaries where possible. An alternative would be to generate multiple entry points for procedures that use untagged values, and use optimizations such as code hoisting and call forwarding 13] at link-time (see, e.g., 14, 29] ) to redirect calls so as to avoid unnecessary tagging and untagging where possible. While these techniques can be used to avoid passing untagged values into a procedure, neither supports untagged return values in a straightforward way. Given the discussion of Section 3 and the experimental results of Section 4, this can be a signi cant limitation. Nevertheless, being able to pass untagged arguments across module boundaries at all would be a considerable improvement on our current implementation, which restricts inter-module calls to use only tagged values.
Related Work
The work that is probably the closest to ours is that of the Python compiler for CMU CommonLisp, which uses untagged representations for numeric objects where possible, including the passing of arguments and return values in function calls 23]. While our implementation does not currently allow untagged objects to be heap-allocated, CMU Common Lisp allows explicitly-typed array and structure slots (which are heap-resident) to contain untagged values, provided that all of the values in the array or structure can be guaranteed at compile-time to contain only untagged values. The Python system also di ers in the way it supports garbage collection: it uses two di erent stacks, one containing only tagged values and the other containing only untagged values 24]. The speci c algorithms used by the Python compiler for representation analysis are not, as far as we have been able to determine, extensively documented; however, we believe that overall, due in part to linguistic aspects of Common Lisp, our algorithms are considerably simpler than those used by Python.
The problem of generating e cient numeric code for Lisp programs was considered as far back as the MacLisp compiler 30] and the S-1 Lisp compiler 6]. These systems used untagged representations for numbers in intra-procedural numerical computations, but used boxed (though not necessarily heap-allocated) values across procedure boundaries. The representation analyses used by the S-1 Lisp compiler involved two passes over the intermediate representation|the rst a top-down pass to determine a \desired" representation, the second a bottom-up pass to determine a \deliverable" representation|and is considerably more complicated than that described here. An elegant algorithm for the optimal placement of representation conversion operations in a program ow graph with execution frequency information, based on network ow algorithms, was given by Peterson 27] : however, to our knowledge this algorithm has not been implemented. More recently, the issue of maintaining values in untagged form has received considerable attention in the context of strongly typed polymorphic languages (see, for example, 20, 22] ). However, this work relies on the underlying type system in a fundamental way, and is therefore very di erent from ours: it involves making boxed and unboxed representations of objects explicit at the source level using \representation types", and formulating boxing and unboxing operations as sourcelevel transformations. The problem of garbage collection in tagless implementations of such languages is discussed by a number of authors, including Appel 1] and Goldberg 17 ].
Conclusions
Most implementations of dynamically typed languages have historically su ered in comparison to statically typed languages because their very nature imposes overheads even when working with consistently and uniquely typed programs. These overheads are incurred in the process of converting values between the general \boxed" form, and the \unboxed" form on which the underlying hardware must operate. In systems where boxed values are heap-allocated, there is a further degradation due to garbage collection time and the ine cient use of the cache as intermediate values are created, used once, and left behind.
We have presented a discussion of simple heuristics which, when combined with a variety of analyses (in particular, mode, type, and non-suspension analyses) desired independently for other optimizations, and the extension of the local register allocator to consider di erent types of registers simultaneously, yield a speedup on numerical programs, written in a dynamically typed language, of about 45% above an already optimized compiler which did not attempt to maintain untagged values.
The resulting programs run within 5% of the same programs written in C in a natural C style and compiled using gcc -O2, and are considerably faster than the corresponding C code optimized using cc -O2 and cc -O4. In addition, heap use is also reduced dramatically. The optimizations described here should be applicable to almost any implementation of a dynamically typed language.
