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ABSTRACT
We use the energy-balance code MAGPHYS to determine stellar and dust masses,
and dust corrected star-formation rates for over 200,000 GAMA galaxies, 170,000
G10-COSMOS galaxies and 200,000 3D-HST galaxies. Our values agree well with
previously reported measurements and constitute a representative and homogeneous
dataset spanning a broad range in stellar mass (108—1012M), dust mass (106—
109M), and star-formation rates (0.01—100Myr−1), and over a broad redshift range
(0.0 < z < 5.0). We combine these data to measure the cosmic star-formation history
(CSFH), the stellar-mass density (SMD), and the dust-mass density (DMD) over a
12 Gyr timeline. The data mostly agree with previous estimates, where they exist,
and provide a quasi-homogeneous dataset using consistent mass and star-formation
estimators with consistent underlying assumptions over the full time range. As a con-
sequence our formal errors are significantly reduced when compared to the historic
literature. Integrating our cosmic star-formation history we precisely reproduce the
stellar-mass density with an ISM replenishment factor of 0.50± 0.07, consistent with
our choice of Chabrier IMF plus some modest amount of stripped stellar mass. Ex-
ploring the cosmic dust density evolution, we find a gradual increase in dust density
with lookback time. We build a simple phenomenological model from the CSFH to
account for the dust mass evolution, and infer two key conclusions: (1) For every unit
of stellar mass which is formed 0.0065—0.004 units of dust mass is also formed; (2)
Over the history of the Universe approximately 90 to 95 per cent of all dust formed
has been destroyed and/or ejected.
Key words: galaxies:general — galaxies:photometry — astronomical
databases:miscellaneous — galaxies:evolution — cosmology:observations — galax-
ies:individual
? SUPA, Scottish Universities Physics Alliance
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1 INTRODUCTION
Since recombination the baryonic mass in the Universe has
transformed from a smooth atomic distribution of neutral
gas, to ionised gas (i.e., reionisation), and thereafter into
a number of distinct forms. Most notably residual ionised
gas, neutral gas (HI), molecular gas, stars, dust, and super-
massive black holes (SMBHs). The redistribution of the pri-
mordial re-ionised plasma over time is of pertinent scientific
interest. Most of the action, in terms of transformational
processes, occur in the context of galaxy formation and evo-
lution. This is moderated by the dominating gravitational
field of the underlying dark matter halo, galaxy-galaxy in-
teractions, and gas accretion, all of which drive a multitude
of astrophysical processes which give rise to changes in the
cosmic gas, stellar, dust, and SMBH densities over time.
The current baryon inventory (see Shull, Smith & Dan-
iforth 2012), suggests that today’s baryonic mass can be
roughly broken down into the following forms:
UNBOUND:
— hot ionised plasma (28 per cent; Fukugita, Hogan & Pee-
bles 1998; Shull, Smith & Danforth 2012)
— the Warm Hot Intergalactic Medium (29 per cent; Shull,
Smith & Danforth 2012)
BOUND TO CLUSTER AND GROUP HALOSs:
— the intra-cluster light (4 per cent; Shull, Smith & Dan-
forth 2012)
— the intra-group light (< 1 per cent; Driver et al. 2016)
BOUND TO GALAXY HALOS:
— stars (6 per cent Baldry, Glazebrook & Driver 2008, 2012;
Peng et al. 2010; Moffett et al. 2016; Wright et al. 2017a)
— neutral gas (2 per cent; Zwaan et al. 2005; Martin et
al. 2010; Delhaize et al. 2013; Martindale et al. 2017)
— circum-galactic medium (5 per cent Shull, Smith & Dan-
forth 2012; Stocke et al. 2013)
— molecular gas (0.2 per cent; Keres et al., 2003; Walter et
al. 2014)
— dust (0.1 per cent Vlahakis, Dunne & Eales 2005; Driver
et al. 2007; Dunne et al. 2011; Clemens et al. 2013; Beeston
et al. 2017)
— SMBHs (0.01 per cent Shankar et al. 2004; Graham et
al. 2007 ; Vika et al. 2009 ; Mutlu Pakdil, Seigar & Davis
2016)
UNACCOUNTED FOR:
— missing baryons (25 per cent; see also Shull, Smith &
Danforth 2012)
These components (see Fig. 1) sum to form the baryon
budget (Fukugita, Hogan & Peebles 1998), which can be
compared to the baryon density implied from cosmological
experiments, e.g., Wilkinson Microwave Anisotropy Probe
(WMAP; Hinshaw et al. 2013), Planck (Ade et al. 2016),
and various constraints on Big Bang Nucleosynthesis (BBN;
Cyburt et al. 2016). At the moment some tension exists be-
tween cosmological versus local inventories (Shull, Smith &
Danforth 2012). However significant leeway (i.e., ±50 per
cent) is available in almost all of the mass repositories listed
above. The dominant ionised component, in particular, is
Figure 1. The baryon budget divided into bound and unbound
repositories as well as gas, dust, and stellar sub-components. Data
mostly derived from Shull, Smith & Danforth (2012) with updates
as described in the text.
extremely hard to robustly constrain and can be crudely
divided into: unbound free-floating and very hot ionised
gas (T ∼ 106−8 K); the loosely bound Warm Hot Inter-
galactic Medium (WHIM; T ∼ 104−6K); the bound hot
intra-cluster/group light (ICL/IGL; T ∼ 106−7K); and the
bound circum-galactic plasma (T ∼ 106K).Cooler compo-
nents also cannot be ruled out (i.e., 102 − 104K). These
components, illustrated in Fig. 1, and their associated er-
rors, are discussed in Shull, Smith & Danforth (2012) who
first articulated concerns over the missing ∼ 30% of baryons
as compared to WMAP and BBN analyses. A more statis-
tical approach based on the kinematic Sunyaev-Zeldovich
effect in the Planck Cosmic Microwave Background dataset
(Herna´ndez-Monteagudo et al. 2015) does suggest that the
bulk of the baryons closely follow the dark-matter distribu-
tion and, based on opacity arguments, argue for an addi-
tional ionised component beyond that seen via traditional
X-ray absorption lines. Recently an additional hot-WHIM
component has been reported by Bonamente et al. (2016),
as well as an overdensity of the WHIM along the cosmic
web (Eckert et al. 2015). However, conversely, Danforth et
al. (2015) revisited the estimates of Shull et al., and reported
a lower value for the directly detected gas. Essentially suffi-
cient uncertainty exists which suggests that the bulk of the
missing baryons is most likely in an ionised component, that
closely follows the underlying dark-matter distribution.
Comparable uncertainty at a similar ±50 per cent level
potentially exists in the more minor components, i.e., the
neutral gas, molecular gas, stellar, dust and SMBH com-
ponents associated with galaxies (with all other reposito-
ries considered insignificant compared to these, e.g., planets
and planetesimals). To some extent these are linked, i.e.,
if one identifies more stellar mass in the form of an addi-
tional galaxy population the other components would likely
increase too (i.e., the associated CGM, HI etc). Also of in-
terest is the change in these bound components with time
as gas is converted into stars, metals, and dust.
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Measurements of the galaxy population suggests that
over the past few Gyrs the stellar mass and HI cosmic co-
moving density has plateaued (see Wilkins, Trentham &
Hopkins. 2008; Delhaize et al. 2013), while the molecular
mass density has declined with time (Walter et al. 2014;
Decarli et al. 2016), and the cosmic dust density declined
rapidly over late epochs (Dunne et al. 2011). The latter
molecular gas and dust density declines are arguably driven
by the decline in the cosmic star-formation history (Lilly
et al. 1996; Hopkins & Beacom 2006; Madau & Dickinson
2014). One of the key goals of the Galaxy And Mass Assem-
bly (GAMA) project (Driver et al. 2009; 2011) is to quan-
tify the baryon components contained within galaxies, and
to empirically recover their recent evolution. In this study
we focus in particular on the cosmic star-formation history
(CSFH), the stellar mass density (SMD), and dust mass
density (DMD).
Central to a robust estimate of the bound mass com-
ponents, is the determination of consistent stellar and dust
mass estimates over a sufficiently large area to overcome
cosmic variance (Driver & Robotham 2010), and over a
sufficiently large redshift baseline to probe time evolution.
This inevitably requires extensive observations on multiple
ground and space-based facilities. Over the past 7 years
we have assembled an extensive database of panchromatic
photometry (Driver et al. 2016) extending from the UV to
the far-IR over a combined 230sq deg region of sky and
which builds upon a deep Australian/European spectro-
scopic campaign of 300,000 galaxies (with r < 19.8 mag
and z ≤ 0.5; Driver et al. 2011; Liske et al. 2015). This
dataset has been constructed from a number of independent
survey programs including GALEX (Martin et al. 2005),
SDSS (York et al. 2000), VIKING (Sutherland et al. 2015),
WISE (Wright et al. 2010), and Herschel-ATLAS (Eales et
al. 2010; Valiante et al. 2016; Bourne et al. 2017). In par-
allel, a similar US/European/Japanese effort has obtained
extremely deep panchromatic imaging over the Hubble Space
Telescope (HST) Cosmology Evolution Survey (COSMOS)
region (Scoville et al. 2007a,b), while a USA-led group have
built extensive multiwavelength and GRISM observations of
notable HST deep fields as part of the 3D-HST study (see
van Dokkum et al. 2013; Brammer et al. 2012 and Momcheva
et al. 2016).
We have recently completed the task of assimilating and
homogenising the first two of these datasets (GAMA and
G10-COSMOS) into the GAMA database, using an identical
software analysis pathway for object detection (SExtractor;
Bertin et al. 2017), redshift estimation (Baldry et al. 2014;
Liske et al. 2015; Davies et al. 2015), and panchromatic flux
measurement (Wright et al. 2016; Andrews et al. 2017a). For
the 3D-HST dataset we use the online database of panchro-
matic photometry and redshifts as provided by the 3D-HST
team (see Momcheva et al. 2016 and references therein).
A crucial step in homogenising these three surveys, is
to obtain consistent star-formation rate, stellar mass, and
dust mass estimates. For this purpose we look to the MAG-
PHYS energy balance code provided by da Cunha, Charlot
& Elbaz (2008). MAGPHYS takes as input a redshift and
a series of flux measurements (and errors) spanning the UV
to far-IR wavelength range. It then compares the observed
flux measurements to an extensive stellar spectral and dust
emission library to obtain an optimal spectral energy dis-
tribution (SED); and where the energy attenuated by dust
in the UV/optical/near-IR, balances with the energy radi-
ated in the far-IR. Parameters constrained by this process
include the unattenuated star-formation rate, stellar mass,
and total dust mass along with information on the opacity,
temperature of the ISM and birth clouds, age, metallicity
and the unattenuated and attenuated best fit spectral en-
ergy distributions.
In Section 2 we provide summary information on our
three adopted datasets: GAMA, G10-COSMOS and 3D-
HST. In Section 3 we describe the process of MAGPHYS
analysis of almost 600,000 galaxy SEDs using the Australian
Research Council Pawsey Supercomputing Facility. We ex-
plore and validate the datasets in the latter part of Section 3
before finally presenting the cosmic star-formation history
and the evolution of the stellar and dust mass densities since
z = 5 in Section 4. In Section 5 we discuss the implications
of our results compared to numerical simulations, attempt to
build a phenomenological model to explain the stellar mass
and dust density from the CSFH and finish by placing our
measurements into the context of the evolution of the bound
baryon budget.
This empirical paper therefore forms the basis for a se-
ries of further papers which explore: the very faint-end of
the stellar mass function and the prospect of missing dif-
fuse low-surface brightness galaxies (Wright et al. 2017a);
the HI and baryonic mass function (Wright et al. 2017b);
the faint-end of the low-redshift dust mass function (Bee-
ston et al. 2017); the evolution of the cosmic spectral energy
distribution (Andrews et al. 2017b); and detailed modelling
of the evolution of the cosmic spectral energy distribution
with time (Andrews et al. 2017c).
In general these studies extend our existing knowledge
by providing consistent homogeneous measurements over
very large volumes, across a very broad range of stellar mass
and lookback times, thereby minimising the impact of cos-
mic (sample) variance.
Throughout we use a concordance cosmological model
of ΩM = 0.3, ΩΛ = 0.7 and H0 = 70h70 km/s/Mpc and
work with a time-invariant Chabrier (2003) IMF.
2 DATA
We bring together three complementary datasets: GAMA
(Driver et al. 2011; Liske et al. 2015), G10-COSMOS (Davies
et al. 2015; Andrews et al. 2017a) and 3D-HST (Momcheva
et al. 2016). All three studies contain extensive panchro-
matic photometry extending from the ultra-violet to mid-
infrared wavelengths allowing for robust stellar mass esti-
mates. The GAMA and G10-COSMOS data also contain far-
IR measurements or constraints from the Herschel Space Ob-
servatory’s SPIRE and PACS instruments (Herschel) by the
Herschel-ATLAS (Eales et al. 2010), and HerMES (Oliver
et al. 2012) teams respectively. This allows for measurement
of dust masses and dust-corrected star formation rates. Col-
lectively all three datasets extend from nearby (z ≤ 0.5;
GAMA), to the intermediate (z < 1.75; G10-COSMOS),
and high-z Universe (z < 5.0; 3D-HST). Each dataset con-
tains approximately 200k galaxies and collectively sample a
broad range in stellar mass, morphological types and look-
back time.
c© 2012 RAS, MNRAS 000, 1–??
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In this section we first introduce each of the contributing
datasets.
2.1 Galaxy And Mass Assembly (GAMA)
The Galaxy And Mass Assembly (GAMA) Survey (Driver
et al. 2009; 2011) consists primarily of a dedicated spectro-
scopic campaign to r < 19.8mag (Driver et al. 2011; Hopkins
et al. 2013; Liske et al 2015). It builds upon the two-degree
field galaxy redshift survey (2dFGRS; Colless et al. 2001)
and the Sloan Digital Sky Survey (SDSS; York et al. 2000).
With the latter providing the basis of the GAMA input cat-
alogue for the three equatorial fields using colour and size
selection criteria (see Baldry et al. 2010 for details). GAMA
overall covers five distinct survey regions (see Fig. 2), includ-
ing the three equatorial fields at 9h (G09), 12h (G12) and
14.5h (G15). Each of the equatorial survey fields (see Fig. 2,
zoom panel) covers a region of 5× 12 sq degrees and, to the
spectroscopic survey limits, contains approximately 70,000
galaxies within each region. Redshifts have been obtained for
> 98 per cent (see Liske et al. 2015 for the final spectroscopic
survey report), with the majority measured by the GAMA
team using the AAOmega facility at the Anglo Australian
Telescope. In addition to the spectroscopic component,
GAMA contains imaging observations from a broad range of
ground and space based facilities including: UV (GALEX),
optical (SDSS, VST), near-IR (UKIRT, VISTA), mid-IR
(WISE), and far-IR (Herschel) imaging. These data have
been aggregated and made publicly available through the
GAMA Panchromatic Data Release (Driver et al. 2016; see
http://gama-psi.icrar.org). Photometric flux measurements
in 21 bandpasses (FUV, NUV, ugriz, ZY JHK, W1234,
PACS100/160, SPIRE 250/350/500) have been completed
using in-house software (LAMBDAR; Wright et al. 2016).
LAMBDAR uses the elliptical apertures obtained via SEx-
tractor and convolves them with the appropriate facility
PSF, and manages flux-sharing for blended objects includ-
ing a contamination target list if provided (e.g., stars in
the UV to mid-IR bands and high-z systems in the far-
IR bands). For more details on LAMBDAR and access to
the photometric catalogue and source code see http://gama-
psi.icrar.org/LAMBDAR.php and Wright et al. (2016).
Here we use LAMBDARCatv01 which contains 200,246
objects and extract those with redshifts with quality nQ ≥ 3
using a name match with TilingCatv43. We remove systems
with z < 0.001, replace measured negative fluxes with zeros
(i.e., where MAGPHYS will ignore the flux and use the flux
error as an upper limit), and replace fluxes where there is
no imaging coverage in that band, with a flux value of −999
(i.e., ignored by MAGPHYS). The catalogue is then parsed
to the MAGPHYS input format which consists of: ID, red-
shift, 21×[flux, flux-error] (in Jy). Fig. 2 shows the on-sky
area, with the GAMA regions shown in blue and the area
with complete wavelength coverage in all 21 bands shown
in red. Restricting our dataset to this latter area reduces
the galaxies with complete SED coverage and valid redshifts
from 197,494 to 128,568 and our effective survey area from
180.0 sq deg to 117.2 sq deg. Within this region our final
sample is 98 per cent spectroscopically complete to r < 19.8
mag, with no obvious surface brightness or colour bias (see
Liske et al. 2015).
2.2 G10-COSMOS
G10-COSMOS (Davies et al. 2015; Andrews et al. 2017a)
is a 1 sq deg sub-region of the HST COSMOS survey
(Scoville et al. 2007a,b). It enjoys contiguous coverage from
ultra-violet to far-IR wavelengths (Andrews et al. 2017a),
including: UV (GALEX), optical (CFHT, Subaru, HST),
near-IR (VISTA), mid-IR (Spitzer), and far-IR (Herschel)
imaging. These deep data have been obtained from a va-
riety of public websites, and processed in a similar man-
ner to the GAMA data using LAMBDAR (Andrews et
al. 2017a). For G10-COSMOS we adopt an i < 25 mag de-
fined catalogue based on a Source Extractor analysis of the
i-band Subaru observations (Capak et al. 2007; Taniguchi
et al. 2007). This has been followed by extensive efforts
to refine the aperture definitions and reject spurious detec-
tions (see Andrews et al. 2017a for details). For redshift
information we use the updated Davies et al. (2015) cata-
logue. This includes our independent redshift extraction of
the zCOSMOS-Bright sample, combined with spectroscopic
redshifts from PRIMUS, VVDS, SDSS (Cool et al. 2013; Le
Fevre et al. 2013; Ahn et al. 2014), and photometric redshift
estimates from COSMOS2015 (Laigle et al. 2016). The An-
drews et al. photometric and updated Davies et al. spectro-
scopic catalogues are publicly available from http://gama-
psi.icrar.org/G10/dataRelease.php
To generate our MAGPHYS input file we adopt
G10CosmosLAMBDARCatv061 and extract all ob-
jects classified as galaxies and produce an input
catalogue with : ID, redshift, 22×[flux, fluxerr] con-
taining 142,260 objects (with z < 1.75). Explicitly
the G10-COSMOS dataset has the following filters:
FUV,NUV,ugrizYJHK,IRAC1234,MIPS24/70,PACS100/160,
SPIRE250/350/500. Note that we do not include the B
and V bands because their zeropoints remain somewhat
uncertain, and their inclusion would also have the potential
to over-resolve the SED fits, particularly given that the
majority of these data have photometric rather than spec-
troscopic redshifts. Because the data arise from multiple
facilities, where zero-point errors cannot be entirely ruled
out, we implement an error-floor where we set the flux error
in each band for each galaxy to be the largest of either the
quoted error, or 10 per cent of the flux. Fig. 2 shows the
on-sky area with the G10-COSMOS region indicated in
both the main panel and the blow-up region.
The G10/COSMO sample is therefore 100 per cent red-
shift complete to the specified flux limit, with a combina-
tion of both spectroscopic and photometric redshifts. For
the photometric redshifts the accuracy has been shown to
be ±0.0007 with a catastrophic redshift failure rate of below
0.5 per cent. (see Laigle et al. 2015).
2.3 3D-HST
To extend our stellar mass coverage to the very dis-
tant Universe we also include the 3D-HST dataset (Mom-
cheva et al. 2016; Brammar et al. 2012). This was
downloaded from the 3D-HST website (version 4.1.5):
1 Note that this catalogue has an extended far-IR sampling which
we briefly describe in Appendix A
c© 2012 RAS, MNRAS 000, 1–??
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Figure 2. The GAMA, G10-COSMOS and 3D-HST (GOODS-N & -S, UKIDSS-UDS, EGS/AGEIS, COSMOS) survey regions shown on
an Aitoff projection of the sky (as indicated). The lower zoom panel highlights the equatorial GAMA regions where blue denotes the full
survey regions, and red the distribution of galaxies with complete panchromatic coverage. Also shown in the lower zoom is the various
definitions of the COSMOS region, where COSMOS (purple) denotes ∼ 2 square degree region covered by HST, G10-COSMOS the
central square degree with consistent spectroscopic coverage (emerald), and 3D-HST the sub-region with HST GRISM (G141) coverage
(cyan). The Aitoff projection is generated via AstroMap: http://astromap.icrar.org/
http://3dhst.research.yale.edu and constitutes a sample of
207,967 galaxies, stars and AGN from five notable deep HST
studies. The 3D-HST fields are themselves subregions of the
AEGIS, COSMOS, GOODS-S, GOODS-N, and UKIDSS-
UDS HST CANDELS fields, for which there is GRISM
coverage (WFC3/G141 and/or WFC3/G800L), providing
coarse photometric or spectroscopic redshifts over a to-
tal of 0.274 sq arcmins (of which 0.174 sq deg is covered
by the GRISM data, see Momcheva et al. 2016). Overall
the sample has been shown to have a redshift accuracy of
∆z/(1 + z) = ±0.003, with some expectation that this ac-
curacy will decrease somewhat below z = 0.7 and towards
fainter magnitudes where the bulk of the redshift estimates
are purely photometric (see Momcheva et al. 2016 their fig-
ures 13 and 14 in particular). In total the 3D-HST cata-
logue contains 204,294 galaxies and AGN with either a spec-
troscopic (3839), GRISM (15518), or photometric (185843)
redshift estimate. In addition the 3D-HST catalogues also
include stellar mass estimates based on SED fitting under
the assumption of a Kroupa (2001) IMF (see Skelton et
al. 2014). Unfortunately far-IR photometry and hence dust
mass estimates do not currently exist for 3D-HST but are
in progress as part of the Herschel Extra-galactic Legacy
Project (HELP; Hurley et al. 2016). Star-formation rates
are estimated via the FAST code of Kriek et al. (2009) as
described in Whitaker et al. (2014). These are based on a
Chabrier IMF and include consideration of both the UV and
mid-IR flux (24 µm). To be fully consistent with the GAMA
and G10-COSMOS datasets we download the panchromatic
photometry provided by the 3D-HST team for each field, re-
formatted and once again apply MAGPHYS to re-determine
stellar masses and star-formation rates in a manner consis-
tent with our GAMA and G10-COSMOS derived values.
Fig. 2 shows the location of the five 3D-HST fields on
the sky (see also Table. 1 of Momcheva et al. 2016 and their
figures 1 and 2). Note that the 3D-HST data is of vari-
c© 2012 RAS, MNRAS 000, 1–??
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Figure 3. (main panel) Literature galaxy number-counts from
HST in the F160W band (Driver e tal. 2016) compared to those
from the 3D-HST dataset. (top panel) the deviation as a percent-
age between a spline fit to the literature values and the 3D-HST
data. We adopt a flux limit of F160W=26.0mag which equates to
an 20 per cent incompleteness level (i.e., comparable to cosmic
variance uncertainties).
able depth with some sub-regions deeper than others. To
explore the impact of this “ragged edge” we compare the
3D-HST galaxy number-counts to literature values assem-
bled by Driver et al. (2016) in the F160W band. Fig. 3
shows this comparison which agree well with the 3D-HST
data deviating only at very faint magnitudes. The upper
panel shows the deviation as a percentage. We see that 3D-
HST appears to be 90 percent complete at F160W=25.0
mag (in line with the conclusions of Skelton et al. 2014
and Bourne et al. 2016), reducing to 85 per cent complete-
ness at F160W=26.0 mag. Here we do not adopt a specific
flux limit, but note that our sample is effectively limited to
F160W ≈ 26.0 mag.
2.4 AGN contamination
AGN contamination of all three samples could result in er-
roneously high stellar masses, and star-formation rates for a
small number of interlopers. The impact on dust masses is
less obvious as the dust is fairly impervious to the heating
mechanism. For our star-formation and stellar mass census
it is therefore important to clean our catalogues of AGN.
First we remove significant outliers in stellar mass, i.e., all
systems with masses greater than 1012 M, this equates to
32, 2, and 66 objects in GAMA, G10-COSMOS and 3D-HST
respectively. For each catalogue we then adopt the following
strategy to remove AGN contaminants:
GAMA: No AGN removal is attempted, beyond the mass
cut mentioned above, as the density at z ≤ 0.5 is extremely
low and any AGN component likely to be sub-dominant.
Figure 4. The observed redshift distributions of the final selected
GAMA, G10-COSMOS and 3D-HST datasets (as indicated).
G10-COSMOS: We implement an AGN selection using
the criteria described in Donley et al. (2012, see eqns 1 & 2)
using near and mid-IR selection. In addition we reject radio-
loud sources as identified using the criteria from Seymour et
al. (2008, see fig. 1) using cuts of log10(S1.4GHz/SKs) > 1.5
and log10(S24µm/S1.4GHz) < 0.0. Finally we reject any ob-
ject with recorded flux in any of the 3 XMM bands provided
in the Laigle et al. (2016) catalogue. The 1.4GHz fluxes
were obtained from the VLA-COSMOS survey (Schinnerer
et al. 2007; Bondi et al. 2008). Together these three cuts
should identify naked, obscured, and radio-loud AGN yield-
ing a superset of 849 AGN which we now remove from our
catalogue.
3D-HST: We downloaded the on-line 3D-HST panchro-
matic photometry and once again applied the Donley et al.
cut resulting in the removal of 7,403 AGN. This we recognise
is a conservative cut so we also expand the Donley criteria
adding either a 0.5 mag boundary or a 1.0 mag boundary
around the Donley criteria resulting in a selection of 13,896,
or 33,730 AGN. Later we will use the three AGN cuts (le-
nient, fair, extreme) to include an error estimate due to the
uncertainty in AGN removal.
2.5 N(z) distributions
Fig. 4 shows the final galaxy number-density for each of
our three catalogues versus lookback time, and includes a
combined total of 582,314 galaxies extending over the range
0 to 12 billion years in lookback-time (0 < z < 5). Each
dataset, after trimming and AGN removal, contains approx-
imately 125k galaxies, with GAMA dominating at very low
redshifts, G10-COSMOS at intermediate redshifts, and 3D-
HST at high redshift. The GAMA data dominates out to
z = 0.5, G10-COSMOS to z = 1.75, and 3D-HST to z = 5.
It is worth bearing in mind that the three samples are se-
lected in distinct bands, r, i and F160W for GAMA, G10-
COSMOS and 3D-HST respectively and that the distinctive
4000A˚-break passes through these bands at z ≈ 0.5, 1.0,
and 3.0 and one should expect more severe selection biases
to start to occur beyond these limits (see Table 1).
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Table 1. Summary information for our three catalogues
Dataset Selection Number Area Ref
GAMA r < 19.8 & nQ > 2 128,568 117.2 sq deg Liske et al. (2015)
G10-COSMOS i ≤ 25.0 & zspec or photo < 1.75 142,260 1.022 sq deg Andrews et al. (2017a)
3D-HST F160W ≤ 26.0 & zspec or photo < 5.0 194,728(l); 188,235(f), 168,401(e) 0.274 sq deg Momcheva et al.( 2016)
3 MAGPHYS ANALYSIS
Here we describe the MAGPHYS fitting process from which
we obtain stellar and dust mass estimates and dust corrected
star-formation rates. MAGPHYS is an SED fitting code (da
Cunha, Charlot & Elbaz 2008) which uses an extensive stel-
lar library based on Bruzual & Charlot (2003) synthetic
spectra. Here we elect to use the BC03 libraries rather than
the more recent CB07 (Charlot & Bruzual 2007) which ar-
guably over-predicts the Thermally Pulsing-Asymptotic Gi-
ant Branch (TP-AGB) phase. The library samples spectra
with single (exponentially decaying) star-formation histories
over a range of e-folding timescales (105 − 2× 1010 yr), and
over a broad range of metallicities. Starlight is assumed to
be attenuated by both spherically symmetric birth clouds, as
well as the ISM using the Charlot & Fall (2000) prescription.
The energy lost to dust attenuation is then projected into
the mid- and far-infrared assuming four key dust compo-
nents: PAH and associated continuum, and hot, warm and
cold dust components. Sets of optical and far-IR spectra,
where the energy lost in the optical equates to the energy
radiated in the far-IR, are then regressed against the flux
measurements and errors to determine a best fit SED and to
determine optimal parameters and probability density func-
tions for the parameters in question. While MAGPHYS pro-
duces a wide range of measurements here we focus only on
the stellar mass, star-formation rate and dust masses which
are considered robust (Hayward & Smith 2015).
The explicit version of the MAGPHYS code that we
implement here, has also been adapted by us as follows:
(i) the code has been modified to derive fluxes based on
photon energy rather than photon number in the far-IR,
(ii) the latest PACS and SPIRE filter curves are used (in par-
ticular the PACS filter curves have changed significantly as
the instrument characteristics have become better defined),
(iii) the code has been modified to use upper-limits by iden-
tifying zero flux as a limit and using the error as the upper-
bound,
(iv) we have extended the upper limit for the output dust
mass probability density distribution, from 109 to 1012M
as a small number of systems were hitting the 109M upper
buffer.
3.1 Data preparation
The GAMA, G10-COSMOS and 3D-HST datasets are as
described in Sections 2.1, 2.2 and 2.3 respectively. Crit-
ically the GAMA and G10-COSMOS panchromatic cat-
alogues are based on LAMBDAR analysis (Wright et
al. 2016) which produces either flux measurements with
errors, upper-limits, or provides a flag (-999) for objects
where there is no imaging coverage in that filter. The 3D-
HST data is obtained from the public download site (See
(http://3dhst.research.yale/edu/Data.php and asso-
ciated documentation). The MAGPHYS code is capable of
managing three types of data: MEASUREMENTS: positive
flux and positive flux error; LIMITS: zero flux and positive
flux-error; NODATA: negative flux values.
For GAMA: Our earlier LAMBDAR analysis provides
appropriate values by default for all 128,568 galaxies in the
common coverage region, i.e., every galaxy contains flux
measurements in all far-IR bands using the r-band optically
defined aperture convolved with the appropriate instrument
PSF. See Wright et al. (2016) for full details of these mea-
surements.
For G10-COSMOS: In the Andrews et al. LAMBDAR
analysis of G10-COSMOS data we adopted a cascading se-
lection in the far-IR to manage the extreme mismatch in
depth between the optical selection band and the far-IR
Spitzer and Herschel data. In the case of objects with non-
measurable fluxes in Spitzer 24 µm, these were not propa-
gated for measurement at longer-wavelengths. This process
was replicated as the analysis progressed to longer wave-
lengths. For objects excluded via this process, and for which
LAMBDAR measurements were therefore not made, we set
the flux limits to zero and adopt a flux-error equivalent to
the quoted 1σ point-source detection limit appropriate for
each band (see Andrews et al. 2017a, figure 2).
Following the initial analysis a number of systems were
identified with predicted fluxes above the detection thresh-
old. This then led to a modified selection and additional
flux measurements which expanded our far-IR measure-
ments from ∼12k systems to ∼24k systems and is outlined in
Appendix A. This revised LAMBDAR catalogue was then
prepared and passed through MAGPHYS to generate our
final G10-COSMOS MAGPHYS catalogue (again see Ap-
pendix A for further details).
For 3D-HST: We extracted the following filter combi-
nations from the panchromatic catalogues provided online
by the 3D-HST team:
AEGIS: u, g, F606W, r, i, F814W, z, F125W, j1, j2, j3, j,
F140W,h1, h2, h, F160W,k, ks, irac1, irac2, irac3, irac4
COSMOS: u, b, g, v, F606W, r, rp, i, ip, F814W, z, zp, YV ISTA
F125W, j1, j2, j3, j, JV ISTA, F140W,h1, h2, H,HV ISTA
F160W,k, ks,KsV ISTA, irac1, irac2, irac3, irac4
GOODS-N: u, F435W,B, V, F606W, r, F775W, z, F850LP
F125W, j, F140W,h, F160W,ks, irac1, irac2, irac3, irac4
GOODS-S: u38, u, F435W, b, v, F606WC,F606W, r, rc, F775W
i, F814W,F850LP, F850LPc, F125W, j, jtenis, F140W,h
F160W,ktenis, ks, irac1, irac2, irac3, irac4
UDS: u,B, V, F606W, r, i, F814W, z, F125W, j, F140W,h
F160W,ks, irac1, irac2, irac3, irac4
For the 3D-HST data no limits are used, i.e., all mea-
surements either have an appropriate measurements or no
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Figure 5. Four examples of GAMA galaxies at z ≈ 0.1 processed with MAGPHYS. The left panels show the spectral energy distributions
showing the data points (black circles), limits (triangles) and the dust attenuated (red curve) and dust unattenuated (blue) MAGPHYS
fits, with residual values shown at the bottom. The right side panels show a KZr images from VISTA/VIKING and SDSS, the green
dotted ellipses denote the apertures used by LAMBDAR.
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Figure 6. Four examples of G10-COSMOS galaxies at z ≈ 1 processed with MAGPHYS. The left panels show the spectral energy
distributions showing the data points (black circles), limits (triangles) and the dust attenuated (red curve) and dust unattenuated (blue)
MAGPHYS fits, with residual values shown at the bottom. The right side panels show the HST F814W image (2′ × 2′). Note the top
panel shows a system with strong AGN contamination.
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data recorded. and grism or photometric redshifts for all
objects.
3.2 Processing 600,000 files using the MAGNUS
Supercomputer
To optimise the processing of multiple runs of ∼ 600, 000
independent galaxies we developed a Python script which
sorted the galaxies by redshift (rounded to four decimal
places) and batch ran galaxies with redshifts within ±0.0001
intervals using the pre-prepared MAGPHYS libraries. This
essentially provided a speed-up factor of ×10 over regener-
ating redshifted SED libraries for each individual galaxy.
The MAGPHYS SED fitting was run on the Magnus
machine at the Pawsey Supercomputering Centre. Mag-
nus is a Cray XC40 Series Supercomputer made up of
1,488 compute nodes. Each node contains twin Intel Xeon
E5-2690V3 Haswell processors (12-core, 2.6 GHz), and has
64GB of DDR4 RAM. Jobs are then submitted using the
SLURM (Yoo et al. 2003) job scheduler. In effect Mag-
nus is therefore running MAGPHYS independently across
35,712 processors. With this capacity we are able to pro-
cess all 600,000 systems within a 24 hr period. In total the
MAGPHYS runs were performed approximately six times
for each dataset, as improvements were made in the pho-
tometry during LAMBDAR development and updates to
the MAGPHYS code (as described) or the FILTERBIN.RES
file.
For 3D-HST we run both the standard MAGPHYS
template library, and the high-z MAGPHYS template li-
brary on all data and use the χ2 values returned by MAG-
PHYS to select whether to adopt the standard or high-z
results. In 97 per cent of cases the optimal fit is selected
from the standard-MAGPHYS output rather than the high-
z template set.
The MAGPHYS process, as described above, provides
star-formation, stellar mass, and dust mass estimates for
every galaxy within our optically flux selected samples. For
GAMA, G10-COSMOS and 3D-HST these selection limits
are: r < 19.8 mag, i ≤ 25 mag and F814W ≤ 26.0 mag
respectively (see Section 2), and these are the only rele-
vant selection limits. In all other bands measurements have
been made, using the optically defined apertures, except for
G10-COSMOS-only where far-IR measurements are made
for the 24k objects, with the brightest predicted 250µm
flux, and upper limits assigned to the remainder. For those
G10-COSMOS systems with assigned far-IR upper-limits
the dust mass estimates essentially revert to an estimated
dust mass based on the Charlot & Fall (2000) prescription.
3.3 Diagnostics and verification
Fig. 5 shows four examples of the GAMA MAGPHYS out-
puts. These examples are relatively bright galaxies extracted
from the GAMA sample and have been selected to illus-
trate an edge-on spiral, a face-on spiral, an elliptical, and
a crowded field system. In all cases the MAGPHYS fits,
indicated by the unattenuated (blue) and attenuated (red)
lines, are reasonable, and the residuals are small, indicating
plausible fits. As expected the two spirals have far-IR peaks
which are as prominent as their optical peaks, whereas the
elliptical galaxy shows a more suppressed far-IR peak —
presumably due to a paucity of dust. As a consequence the
attenuated and unattenuated curves are very similar for the
elliptical galaxy — what you see is what you get — whereas
for the spirals the actual energy production is significantly
higher than the optical light would indicate, i.e., spiral galax-
ies are heavily obscured. The edge-on spiral is significantly
more attenuated than the face-on spiral, again as one would
expect, and highlights the inclination dependence of dust
attenuation (Driver et al. 2007). The lower panel, shows an
object in a crowded region, and indicates how the LAMB-
DAR photometric errors inflate where flux has been divided,
particularly for those datasets with poorer spatial resolution
(i.e. GALEX, WISE and in particular Herschel). The grey
inverted triangles indicate bands where the flux measure-
ment is found to be less than the flux error, and hence the
flux error becomes the upper limit. Equivalent panels for all
GAMA galaxies are available from the GAMA database.
Fig. 6 shows an equivalent set of four galaxies drawn
from the G10-COSMOS sample at z ≈ 1. Again we have se-
lected four galaxies. The first illustrates likely AGN contam-
ination and excessive far-IR emission, the second a face-on
spiral but one which is clearly dustier than the low-z coun-
terpart, and two examples of galaxies where upper limits are
in play.
In addition to the systems shown in Figs. 5 & 6 individ-
ual inspections were made of several hundred objects drawn
randomly from each dataset. In the vast majority of cases
(> 99 per cent) the MAGPHYS outputs appear appropriate
and the attenuated data accurately describe the measured
flux values.
3.4 Cross-checking measurements
Demonstrating the veracity of the full sample is non-trivial,
however, we can compare the MAGPHYS derived stellar
and dust masses, and dust corrected star-formation rates,
to those derived via other methods/groups. In particular all
three samples, GAMA, G10-COSMOS and 3D-HST, have
published stellar mass estimates and star-formation esti-
mates (see Table. 2). Fig. 7 shows a comparison of the
MAGPHYS measurements derived as described in section 3,
to the available star-formation rates (upper), stellar-masses
(middle), and dust masses (lower), for the GAMA (left),
G10-COSMOS (centre), and 3D-HST (right) samples.
On Fig. 7 the parity line is indicated in solid black
and variations of ×2 by the dotted tram-lines. The thicker
dashed line shows a robust linear fit to the data. In the
upper panels of Fig. 7 we compare the star-formation esti-
mates. Note that these are derived in distinct ways. The
star-formation rates for our GAMA and G10-COSMOS
samples are based on UV-far-IR SED template fitting (da
Cunha, Charlot & Elbaz 2008) and hence include an in-
dividual dust correction for each galaxy. The estimate of
Davies et al. (2016) for GAMA relies on the calibration
of u-band fluxes to the late-type disk sample of Grootes
et al. (2013) which used full radiative transfer modelling.
The G10-COSMOS values are taken from the catalogue pro-
vided by Laigle et al.(2016). The 3D-HST values are from
Whitaker et al. (2014) via FAST (Kriek et al., 2009) fitting.
A fairly significant trend is seen between our MAG-
PHYS star-formation measurements for 3D-HST compared
c© 2012 RAS, MNRAS 000, 1–??
GAMA, G10-COSMOS and 3D-HST 11
Figure 7. (upper panels) Comparisons between the star-formation rates estimated from the literature to our MAGPHYS measurements
for GAMA left), G10-COSMOS (middle panels), and 3D-HST (right). (middle panels) Comparisons between stellar mass estimates from
the literature to our MAGPHYS measurements for GAMA and (lower panels) comparisons between dust mass estimates from Grootes
et al. (2013) to our MAGPHYS GAMA measurements. In each panel we show a times2 deviation as dotted lines and the fitted linear
trend.
Table 2. Literature references against which we compare our stellar masses and cosmic star-formation rates
Dataset Stellar Masses Dust Masses Star-formation rates
GAMA Taylor et al. (2011) Grootes et al. (2013) Davies et al. (2016)
G10-COSMOS Laigle et al. (2016) N/A Laigle et al. (2016)
3D-HST Skeleton et al. (2013) N/A Momcheva et al. (2016)
to their published values. The trend is in the sense that
MAGPHYS star-formation rates are higher than 3D-HST at
lower star-formation rates. There is also a cloud of outliers
which may arise from some inconsistency in the photome-
try across the bands. For example, and particularly in the
COSMOS region, we see some inconsistencies between the
CFHT and Subaru photometry. This argues for the need
at some point to revisit the 3D-HST photometry using a
LAMBDAR-like method to homogenise aperture measure-
ments across all the bands. At this point we elect to move
forward with the MAGPHYS star-formation measurements
for all three datasets to ensure that our measurements are
based on a consistent methodology, IMF, and dust assump-
tions.
In the middle panels of Fig. 7 the stellar mass estimates
show reasonably good agreement across all three datasets,
mild trends are seen but clearly the bulk of the population
have stellar mass estimates well within the dotted lines. This
suggests a high level of consistency across the three datasets.
On Fig. 7 (lower left) we compare the MAGPHYS de-
rived dust masses to those derived by Grootes et al. (2016)
using a full radiative transfer treatment. This is a sample
of 6356 late-type spiral field galaxies, introduced in Grootes
et al. (2013), where the τ opacity values were derived. Note
that in order to make a valid comparison we correct the
Grootes et al. data from an emissivity based on Weingartner
& Draine (2001) to that adopted by MAGPHYS, requiring
an upward modification of the Grootes et al. dust masses
by 40%. While the comparison shows scatter the fitted ro-
bust linear fit (thick grey dashed line) shows extremely good
agreement of the mean behaviour with no obvious bias with
mass. We note that the Grootes et al. data has an associated
error of ±0.2 dex suggesting that the majority of the error
seen is coming from the MAGPHYS data with a 1σ error of
±0.3 dex in the MAGPHYS dust mass estimates. This is in
good agreement with the findings of Beeston et al. (2017)
who see a MAGPHYS error ranging from 0.09 dex to 0.5 dex
depending on whether the GAMA data contain measure-
ments or upper-limits in the far-IR bands. Unfortunately no
literature data currently exists for the G10-COSMOS region
but is work in progress by a number of teams.
We can also undertake an internal consistency check as
one of the five 3D-HST fields lies within the G10-COSMOS
region. Using a 0.5′′ radial match we find 6198 objects from
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Figure 8. A comparison of star-formation rates, stellar mass
measurements and dust mass measurements for ∼ 6000 galaxies
in common between our G10-COSMOS and 3D-HST samples.
the 3D-HST sample which match our independent G10-
COSMOS data. Fig. 8 compares the derived star-formation
rates, stellar mass measurements, and dust mass measure-
ments. We find close agreement across all three values with
the majority of data points well within the dashed buffer
lines. Note that for the 3D-HST derived dust masses no ac-
tual far-IR information is included at all.
Finally Fig. 9 shows 2D projections of the 3D-cube de-
fined by our key derived quantities: stellar mass, dust mass,
and star-formation rate. The entirety of the three datasets
are shown which span the full redshift range. In general the
three populations interleave and this is despite the lack of
far-IR data constraining the dust masses for 3D-HST. Most
obvious is the separable high stellar mass intermediate to
low dust mass and inert population in the GAMA sample
only (i.e., at low redshift only). We take this population to
correspond to elliptical systems known to be mostly devoid
of dust with low star-formation rates. In future papers we
will explore various trends and scaling relations for the com-
bined dataset as a function of redshift.
Following the above we conclude that we now have con-
sistent and reasonable stellar mass and star-formation rate
estimators across the three catalogues extending from z = 0
to z = 5.
4 THE COSMIC STAR-FORMATION
HISTORY AND THE BUILD UP OF
STELLAR MASS AND DUST MASS
Fig. 10 shows the resulting distribution of star-formation
(upper), stellar-mass (middle), and dust-mass (lower) mea-
surements. Combined these data cover a significant por-
tion of the star-formation-redshift, stellar-mass-redshift, and
dust-mass-redshift planes with each dataset essentially dom-
Figure 9. Panels showing the three 2D projections of the 3D
cube defined by stellar mass, dust mass, and star-formation rate
(our key derived quantities), for each of our three datasets (as
indicated). Some striations, binning and boundaries are evident
(but not considered problematic), as is a separable high stellar
mass, inert, and low dust population at low redshift which we
take to be the Elliptical, lenticular and early-type systems. Note
that these panels shows the samples in their entirety which span
the full redshift range from nearby to z = 5.
inating a distinct portion of the parameter space. For
GAMA all data have secure redshifts. For G10-COSMOS we
highlight those systems with redshifts in light blue and those
with photometric-redshifts in mauve (as indicated). The 3D-
HST data are shown as photometric redshifts throughout
however it is worth noting that both the G10-COSMOS and
3D-HST have quoted photometric errors of ∆z << ±0.01.
Of equal interest to the measurements themselves are
the quoted error values. Fig. 11 shows the histogram of er-
rors for each dataset and for each of our three key param-
eters. These errors are directly extracted from the MAG-
PHYS output and show half the 84 to 16 percentile ranges.
For the star-formation rate (top panel) we see a fairly uni-
form median error of approximately 0.1—0.2 dex for all three
datasets. However the GAMA distribution is clearly bimodal
which is reflecting the inherent bimodality seen, and well
known in the low-z galaxy population, i.e., star-formation
rates for early-types have a much broader error range. This
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Figure 10. (upper) The star-formation v redshift distributions for the three samples. (middle) The stellar mass redshift distribution of
our three complementary samples. (lower) The dust mass redshift distribution for the GAMA and G10-COSMOS datasets.
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bimodality is not apparent in either the G10-COSMOS and
GAMA datasets where the incidence of truly inert systems
is significantly less, although both the 3D-HST and G10-
COSMOS data show long tails towards large error values.
For the stellar mass measurements we also see very consis-
tent error distributions of about 0.1 dex, this error range is
narrow in keeping with the trends seen in Fig. 7 (middle pan-
els). Finally the lower panel shows the dust mass measure-
ments errors which are significantly broader with median
errors of 0.4 and 0.55 for GAMA, and G10-COSMOS. Note
because of the lack of far-IR measurements we do not at-
tempt to use the 3D-HST dust mass estimates. The GAMA
distribution is again broad and bimodal reflecting those sys-
tems for which we have good high signal-to-noise measure-
ments in the far-IR and those for which we have upper-limits
only (i.e., FIR < ∆FIR). Recently Beeston et al. (2017) ex-
plicitly explored the impact on the dust mass estimate as
one reduces from three to zero far-IR filters (see Beeston et
al. 2017, their figures 1 & 2), finding that while the dust
mass error increases (from 0.09 dex to 0.5 dex), there is
no obvious systematic bias. The range of errors found by
Beeston matches well the range of recovered measurement
errors shown in Fig. 11). Similarly the G10-COSMOS data,
for which far-IR measurements exist for a small fraction (10-
20 percentile), also has an error that is consistent with the
findings of Beeston et al.
The range and spread of these errors shown in Fig. 11,
have two important implications. One is that the data will
be prone to Eddington bias, particularly for the dust mea-
surements, because the errors are comparable or larger to
our adopted bin sizes in the upcoming analysis presented in
section 4.1 (0.5 dex for stellar and dust masses). Secondly,
a full Monte-Carlo analysis will be necessary because of the
spread in errors, i.e., adopting a single error for each param-
eter, for each datasets, would not be appropriate.
4.1 Methodology for deriving star-formation and
mass densities
Fig. 12 illustrates our methodology for deriving star-
formation (upper), stellar mass (middle), and dust mass
(lower) densities in the redshift interval 0.08 < z < 0.14.
For each redshift interval, we start by constructing the
star-formation, stellar mass, or dust mass space-density his-
tograms; having first divided by the appropriate survey vol-
ume (where we take the survey areas to be: 117.2 sq deg for
GAMA, 1.022 sq deg for G10-COSMOS, and 0.274 sq deg
for 3D-HST, see Table. 1). These space-density distributions
are shown in the upper half of each panel and constitute
the star-formation, stellar mass, or dust mass distributions
respectively for a particular redshift slice. No volume cor-
rections are applied and so for each sample the measure-
ments are volume-limited at the right-hand side, but as we
move downwards in star-formation rate (or mass), the con-
tributing systems are no longer sampled over the full vol-
ume range (redshift slice). At this point the distributions
will turn-down due to traditional Malmquist bias.
For each dataset in each redshift interval we can iden-
tify this turn-down by noting where the shallower dataset
(e.g., GAMA) deviates below the deeper dataset (e.g., G10-
COSMOS or 3D-HST). For 3D-HST we simply assume that
any sharp downward deviation at low star-formation rate,
Figure 11. The MAGPHYS errors on each of our three key mea-
surements for our three samples. The MAGPHYS errors are de-
termined from the 84 to 16 percentile ranges.
or low masses is unphysical, and therefore caused by the
diminishing volume over which these lower star-forming or
lower mass systems are seen. This is a purely empirical con-
straint and has the distinct advantage of folding in most
hidden biases, but the disadvantage of being somewhat sub-
jective. The check comes from the overlap regions between
the shallow and deep data.
For example, in the upper-middle panel of Fig. 12 the
GAMA stellar mass distribution (red solid points) traces the
stellar-mass function down to ∼ 109.5M, at which point
the GAMA distribution starts to deviate from the deeper
datasets (blue and green points), indicating the onset of in-
completeness. We highlight the turn-downs by plotting data
which we believe is incomplete using open symbols, and dat-
apoints we consider complete as solid symbols.
To reiterate, in Fig. 12 (upper-middle panel) we see the
three stellar mass distributions, where the high-mass end
is well defined by the GAMA sample (red symbols), and
the intermediate-mass range and low-mass end are well de-
fined by the G10-COSMOS (blue) and 3D-HST (green) sam-
ples. As a comparison yardstick the grey curve shows the
GAMA Galaxy Stellar Mass Function recently derived by
Wright et al. (2017a) for z < 0.1 which includes a volume
correction which incorporates density sampling of the un-
derlying large scale structure. The agreement between the
Wright et al. curve and our composite data from the three
distinct datasets provides a good demonstration that the
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Figure 12. (upper) The star-formation number and density distributions for the GAMA, G10-COSMOS and 3D-HST datasets. (middle)
The stellar mass number and density distributions for the GAMA, G10 and 3D-HST samples, (lower) the dust mass number and density
distributions for the GAMA and G10-COSMOS samples. In each panel the upper portion shows the number-density without any volume
corrections. Data points are plotted in solid if the data are deemed to sample the full volume limited region, and as open symbols if
deemed to sample only a fraction of the volume. The thick grey shaded line shows the zero redshift fits determined by Wright et al
(2017b) for the galaxy stellar mass function, or by Beeston et al (2017) for the zero redshift dust mass function. In the lower portion
of each panel we show the contribution of each interval to the overall SFH, SMF, or DMF. It is this distribution which we fit with a
9-point spline (dashed black line) and integrate to recover the total CSFH, SMD or DMD for that redshift interval. Note that the grey
lines represent our Monte Carlo reruns where we modify each galaxy by its individual error (highlighting the Eddington Bias), and the
yellow lines represent our Monte Carlo reruns where we perturb each dataset by the estimates cosmic variance error (see Section 4.2 for
our error analysis discussion).
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G10-COSMOS, 3D-HST data are consistent with the fully
volume-corrected low-mass GAMA data.
The lower half of each panel now shows the differential
contribution to the star-formation rate (upper), stellar-mass
(middle), and dust-mass (lower) densities, i.e., Mφ(M)dM
in the stellar mass case. Here the histograms are more finely
sampled for plotting clarity and we can see, in the case of
stellar mass densities for example, that the peak contri-
bution within this redshift interval occurs at ∼ 1010.8M.
Again we see how the density distribution is defined by
the three distinct datasets with GAMA dominating at high
mass (red bars), G10-COSMOS at intermediate mass (blue
bars), and 3D-HST at the lowest mass range (green bars).
The errors associated with each data point and adopted in
the spline fitting (dashed black line) are a combination of
Poisson error added in quadrature to the cosmic variance
error. The cosmic variance error is derived from Driver &
Robotham (2011) and shown in Table 3. We fit a 7-point
spline to the full distribution of density spikes weighted by
the inverse fractional error squared. Hence the spline most
closely follows the GAMA data at high masses, then the
G10-COSMOS data and finally the 3D-HST data, i.e., it
uses all the data simultaneously but most closely traces
the sample with the lowest errors. Finally to determine the
overall density we integrate the spline over a fixed star-
formation/mass range to get the total density at that red-
shift.
The use of a spline-fit is necessary, as opposed to just
summing the data, because in the higher redshift bins the
distribution is only partially sampled. Hence the spline al-
lows us to extrapolate over a fixed star-formation/mass
range and to recover star-formation/mass below the detec-
tion limits. This introduces the scope for extrapolation er-
ror which is managed by the Monte-Carlo error analysis de-
scribed in the next section. A spline-fit is also preferable
to the more standard single or double Schechter function
fitting, because it most closely follows the shape of the dis-
tributions, however, care must be taken that the spline is
well behaved, for this reason we show all our fits in Ap-
pendix B (Figs B1 to Fig. B18). Across all bins we can see
that the distributions from the three datasets are extremely
consistent and well defined. We also note that our technique
allows GAMA to remain useful in constraining the highest
mass/star-formation end up to z ≈ 0.68 and G10-COSMOS
up to z ≈ 1.75, with only the 3D-HST data extending to the
very highest redshifts z < 5. The adopted mass and star-
formation limits for each dataset, along with the estimated
cosmic variance values from Driver & Robotham (2011) are
shown in Table 3.
4.2 Measurement and error analysis
We consider three forms of error: that arising from Pois-
son statistics; that arising from the cosmic variance (see Ta-
ble 3); and Eddington bias.
To assess the statistical error we jostle all data points
individually by drawing randomly from a Normal distribu-
tion of width equal to the quoted MAGPHYS measurement
error for each galaxy, and then rerun the full analysis and
repeat 101 times (sufficiently large to sample the error range
but not so large to be computationally challenging). We then
assess the spread of each of our derived density values (these
alternative fits are shown as the grey lines on the lower pan-
els of Fig. 12). These lines highlight both the resilience to
Poisson error, but also the potential impact of any Edding-
ton bias (based on how well the grey lines cluster around the
base measurement (given by the dashed black line). In each
case the star-formation density, stellar mass density, or dust
mass density, is derived from the integrations of the splines.
With our base measurement coming from the integration
of the dashed black line. We can similarly integrate each
of the grey splines to get both the dispersion in measured
values (from the 84-16 percentile range), and an offset from
the base measurement due to the error perturbation process
(the Eddington bias). We correct our derived data for this
bias by subtracting the offset of our base measurement from
the median of our Poisson re-fits.
To assess the cosmic variance error we again repeat the
analysis but this time jostle the amplitude of each of the
entire three datasets independently, by drawing from a Nor-
mal distribution of width equal to the estimated CV error,
as listed in Table 3. Again we repeat the analysis 101 times
(yellow lines on Fig.12) and once again assess the dispersion
for each of our derived values.
Finally, we rerun our base analysis for our three AGN
selections for the 3D-HST dataset (see Section 2.4) repre-
senting the lenient, fair, and extreme selections and deter-
mine an error estimate based on half the range across the
three measurements. Tables 4, 5 & 6 show our final measure-
ments, including the Eddington bias correction, along with
each of the individual errors (Eddington bias, Poisson error,
CV error, and AGN classification uncertainty).
Note when fitting splines we utilise the information of
null data in a high stellar-mass, dust-mass or star-formation
bin, where an absence of data represents significant infor-
mation, by setting the first unoccupied bin to have a low
value with high significance, this ensures that the spline fits
bound the data at the high mass or star-formation end and
do not diverge or include excess extrapolated flux.
4.3 The Cosmic Star-formation History
The cosmic star-formation history is one of the most well
studied cosmic-planes since the original work from the
Canada France Redshift Survey (CFRS; Lilly et al. 1996),
and the Hubble Space Telescope Hubble Deep Field (HDF;
Madau et al. 1998). Fig. 13 shows two compendia of recent
measurements drawing in disparate star-formation tracers
from diverse surveys. These compendia are taken from Hop-
kins & Beacom (2006; light pink), and Madau & Dickinson
(2014; cyan). For the genesis of the individual data points
please see the Tables included in these works. Note also that
the Madau & Dickinson compendium includes many of the
Hopkins & Beacom data but corrected for various issues
which later came to light (i.e., recalibrations, treatment of
h etc). For this reason we show the more recent Madau &
Dickinson data in bright cyan and the earlier older Hop-
kins & Beacom compendium in light pink, an offset between
these two compendia is clearly visible. Note we convert from
Salpeter (or Salpeter-A) IMFs to Chabrier IMFs by multi-
plying by a factor of 0.63 (0.85) (see Madau & Dickinson
2014 and Driver et al. 2013). Also obvious is the significant
vertical scatter which arises from the use of distinct tracers,
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Table 3. A summary of the cosmic variance, stellar mass, dust mass and star-formation limits used in the analysis.
Redshift GAMA limits G10-COSMOS limits 3D-HST limits
interval CV M∗,lim MD,lim log10 SFlim CV M∗,lim MD,lim log10 SFlim CV M∗,lim MD,lim log10 SFlim
(M) (M) (Myr−1) (M) (M) (Myr−1) (M) (M) (Myr−1)
0.02—0.08 0.19 8.75 5.75 -1.00 0.77 6.75 4.00 -3.0 0.60 6.50 4.00 -3.00
0.06—0.14 0.13 9.25 6.25 0.00 0.59 7.25 4.25 -3.0 0.50 7.00 4.00 -3.00
0.14—0.20 0.10 10.00 6.50 0.00 0.51 7.50 4.50 -3.0 0.45 7.00 4.50 -3.00
0.20—0.28 0.072 10.50 7.00 0.25 0.39 7.50 4.75 -2.50 0.40 7.25 5.25 -2.50
0.28—0.36 0.062 10.75 7.50 0.75 0.35 7.75 5.25 -1.75 0.40 7.50 5.25 -1.75
0.36—0.45 0.052 11.0 8.50 1.00 0.30 8.00 5.25 -1.50 0.35 7.75 5.25 -1.50
0.45—0.56 0.043 11.25 9.00 1.50 0.26 8.25 6.00 -1.00 0.30 7.75 5.50 -1.00
0.56—0.68 0.039 11.50 9.25 1.75 0.23 8.50 6.00 -0.50 0.25 8.00 5.75 -1.00
0.68—0.82 0.035 11.75 - - 0.21 8.50 6.25 -0.50 0.20 8.25 5.75 -0.75
0.82—1.00 0.03 - - - 0.18 9.00 6.75 0.00 0.20 8.25 6.00 -0.50
1.00—1.20 0.03 - - - 0.18 9.00 7.00 0.25 0.18 8.50 6.00 -0.50
1.20—1.45 0.03 - - - 0.18 9.25 7.25 0.50 0.18 8.75 6.25 -0.25
1.45—1.75 0.03 - - - 0.18 9.75 7.25 0.75 0.15 8.50 6.25 -0.25
1.75—2.20 0.03 - - - 0.18 - - - 0.15 9.25 6.75 0.00
2.20—2.60 0.03 - - - 0.18 - - - 0.10 9.25 7.00 0.50
2.60—3.25 0.03 - - - 0.18 - - - 0.10 9.50 7.25 0.75
3.25—3.75 0.03 - - - 0.18 - - - 0.10 9.50 7.50 0.75
3.75—4.25 0.03 - - - 0.18 - - - 0.10 9.50 7.50 1.00
4.25—5.00 0.03 - - - 0.18 - - - 0.10 9.50 7.50 1.25
and in some cases the relatively small volumes probed giving
rise to significant cosmic variance fluctuations.
Also shown are recent measurements at very low red-
shift (Robotham & Driver 2011; Driver et al. 2012; Gu-
nawardhana et al. 2013; Davies et al. 2015, with the lat-
ter four of these coming from various distinct analysis of the
GAMA data). Recent fits to the data are shown as either the
dashed green line (Madau & Dickinson 2014), or the dashed
mauve line (Davies et al. 2016), with Davies et al. finding a
very similar but marginally higher SFR due to the inclusion
of the Hopkins & Beacom data in the fitting. Finally we
show the most recent data from Bourne et al. (2017; purple
points) based on SCUBA observations of selected 3D-HST
galaxies.
Overlain as solid black discs with error-bars, are data
derived from the combined GAMA/G10-COSMOS/3D-HST
dataset, produced in the manner described in the previous
section. Because of the very large size of the GAMA, G10-
COSMOS and 3D-HST datasets the Poisson errors become
vanishingly small (light grey shading) and the dominant er-
ror comes from cosmic variance (grey shading; particularly
at the lower redshift end) and AGN-uncertainty (dark grey
shading band; at the high redshift-end). Note, these errors
are shown added linearly. We now have a complete record of
the star-forming history over a 12 Gyr timeline drawn from
the combination of three large datasets with cross-calibrated
star-formation rates. Particularly noticeable is that the error
spread is now almost a factor of ×2 better than the Madau &
Dickinson compendium and ×5 better than the Hopkins &
Beacom compendium. Our values agree well with the Madau
& Dickinson data, although we do see a modest tendency for
our data to lie slightly below the Madau & Dickinson fit, and
in particular a slump at 5 Gyrs lookback time (z ≈ 0.5).
Although the Madau & Dickinson compendium is fairly thin
on the ground we ascribe this slump to cosmic variance be-
cause a similar slump is also seen in the stellar mass density
shown in the middle panel. AT high-z we see our data falls
below the most recent study of Bourne et al. (2017). There
are two obvious possibilities: Either our study is incom-
plete for highly obscured star-formation, or the Bourne et
al. study is contaminated by AGN. Distinguishing between
these two possibilities is not trivial and will take significant
effort. We therefore elect to carry both our data and the
Bourne data forward.
In later analysis where we fit these data we will also fold
in the highest seven redshift data points taken from Table 1
of Madau & Dickinson (but originally reported in Bouwens
et al. 2012a,b and Schenker et al. 2013), and which extend
to 12.8 Gyrs in lookback time (i.e., see Fig. 16 upper panel),
in addition to the Bourne et al. (2017) data (purple dots).
4.4 The build-up of the stellar mass density
Fig. 14 shows the stellar mass density as a function of cosmic
time, compared to the Wilkins et al. (2008; light pink data
points), and the Madau & Dickinson (2014; cyan) compila-
tions of literature estimates. As before we show the more
recent compendium in bright cyan and the older Wilkins
et al. compendium in light pink and have scaled down the
stellar masses by 0.63 to convert from a Salpeter IMF to
a Chabrier IMF. The blue point represents a recent stellar
mass estimate based on GAMA for z < 0.06 by Moffett et
al. (2016), and the red point shows the recent estimate by
Wright et al. (2017) from an analysis of GAMA to z < 0.1.
The astute will wonder that given the leftmost black
data point and the blue and red are essentially three esti-
mates of the same dataset, why do we see any scatter at all?
The answer is in the extrapolation and the Eddington bias.
In Moffett et al. the data is sub-divided by component and
the disc and little blue spheroid (LBS) components exhibit
steep low-mass end slopes which when extrapolated yields
additional mass. Similarly the dataset shown here is the only
one of the three which includes a formal Eddington bias. The
range therefore reflects some of the systematic uncertainty
inherent in the methodology.
The black data points within the light grey/grey/dark
grey shaded region represent the full GAMA/G10-
COSMOS/3D-HST combined dataset which span almost
the entire timeline of the Universe. These show good agree-
ment with the existing literature values but with less scat-
ter, and a relatively smooth behaviour in which mass builds
very rapidly at early epochs and then more slowly over
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Figure 13. The cosmic star-formation history as a function of lookback time. Shown are literature compendia along with the recently
trends reported by Davies et al. (2016) and Madau & Dickinson (2014). Our new measurements from our combined sample are shown
in black with the three error components indicated by the distinct grey shading. The errors are shown as additive with the light grey
indicating statistical error, the grey as the cosmic variance, and the dark grey the AGN classification uncertainty. Note that a figure
showing the same data versus redshift is given in Appendix C. C1.
later epochs (although beware the logarithmic scaling). Very
slightly noticeable is the close agreement at high-redshift
combined with a slight tendency towards low stellar mass
densities at lower-redshift. The 50 per cent point is reached
at approximately 9±1 Gyr lookback time. We also note that
slump in data at z ≈ 0.5 which cannot be physical (i.e., the
stellar mass density cannot actually decline and rise this
quickly), but is most likely due to cosmic (sample) variance
and an underdensity in the G10-COSMOS at this redshift.
The main advantage of the combined dataset comes
from two principle factors: the homogeneity of stellar mass
estimates across the three datasets, and the size of the sam-
ples, bringing the errors to a significantly narrower distribu-
tion than the assembled literature values.
Finally we also overlay a number of recent high-redshift
literature values (Duncan et al. 2014; Grazian et al. 2015
and Song et al. 2016). These align very closely to our high-
redshift data showing a complete record of the build-up of
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Figure 14. The stellar mass density versus lookback time. Shown are literature compendium and recently measurements along with our
measurements form our combined sample (black dots). The grey bands show the error budget, plotted in additive fashion with the light
grey representing the statistical uncertainty, the grey line the cosmic variance and the dark grey the uncertainty from AGN classification.
stellar mass from z = 8 to the present day (i.e, from when
the Universe was 1 Gyr old to the present time).
It is also worth noting that our dominant error at high-z
is due to uncertainty in the AGN identification (dark grey
shading), of course at some point this becomes moot as
galaxies are neither AGN or star-forming but both and ulti-
mately effort is needed to separate the AGN-light from the
stellar emission prior to determining masses.
4.5 The recent decline in dust mass density
Fig. 15 shows our recovered dust mass density against look-
back time. Initially this trend is flat then rising slowly to
z ∼ 1 with a hint of a decline at our G10-COSMOS redshift
limit of z = 1.75. However, we do not place any significance
in this turn-down at z = 1.75 given the associated errors
indicated by the grey shading.
One of the problems in establishing the veracity of this
result is that fairly little previous data exists at any redshift.
Driver et al. (2008) inferred an estimate from optical data
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Figure 15. The dust mass density versus lookback time. Shown are various measurements from the literature along with our measure-
ments from the combined GAMA/G10 sample (black dots). The error bands are shown in grey, are additive in indicate the statistical
error (light grey), the cosmic variance error (grey), and the error introduced from including objects with or without far-IR measurements
(dark grey).
combined with a radiative transfer model, while Dunne et
al. (2011) derived measurements from the Herschel-ATLAS
Science Definition Phase. Concurrently to this work, an up-
dated measurement of the low-z dust-mass function was ob-
tained by Beeston et al. (2017), also based on the GAMA
database and the MAGPHYS data presented here.
Compared to the Driver et al. data we find a marginally
(1.5σ) lower dust mass density than they reported. This is
likely due to MAGPHYS recovering significantly lower than
expected opacities when compared to the Driver study. In
that study a single opacity value was derived and adopted
for the entire population (τov = 3.8 ; Driver et al. 2007).
Compared to Dunne et al. our data agree well (all values
are within the 1σ-errors, but rather than seeing a rapidly
declining dust mass density we find a relatively flat dust
mass density. We note that Dunne et al. raise some concern
and caution in using their last data point, without which
they concluded a rapidly declining dust density. From an
orthogonal analysis of dust lanes in galaxies, Holwerda et
al. (2012) also concluded fairly flat evolution of the dust
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mass density (and its planar distribution) out to z = 1,
supporting our results.
Using mean dust-to-stellar mass ratios for the main se-
quence reported by Be´thermin et al. (2014) we can deter-
mine rough values (purple triangles) by scaling our stellar
mass densities by these ratios. These were derived from data
at wavelengths > 1mm (i.e., on the Raleigh-Jeans tail to
very high redshift) but do implicitly assume that the global
dust mass density is very much dominated by main sequence
systems rather than extreme burst systems. Also shown are
estimates based on MgII absorbers in Quasar sight-lines re-
ported by Menard & Fukugita (2012). Note that these data
implicitly assume an SMC-like extinction curve (correcting
to a MW-like extinction curve would scale up the data by
×1.8, Gergely Popping priv. comm). The Be´thermin and
Menard data both agree reasonably well or exceptionally
well respectively, with our results painting a consistent pic-
ture of the dust density slowly declining over a 10 Gyr pe-
riod. Finally we include the earlier estimate by Dunne, Eales
& Edmunds (2003) based on sub-mm constraints, provide a
direct estimate giving a high-z anchor point. From our com-
bined distribution and these supporting data we can make
the following statements:
(1) The dust mass density appears to peak around 8
Gyrs ago (z ∼ 1), suggesting that dust formation is either
concurrent with star-formation or lags no more than a few
Gyrs behind the star-formation peak (see also Cucciati et
al. 2012 and Burgarella et al. 2013). At the current time
there is no clear consensus on dust production with advo-
cates for the dominant pathway being SN, AGB, or ISM
grain growth (see for example Gall et al. 2014; Sargent et
al. 2010; and Rowlands et al. 2014 respectively and refer-
ences therein). Most likely all pathways are relevant. A Dust
Density peak coincident with the CSFH could argue more
for the former (i.e., SN which are immediate), over AGB
(which would be slightly delayed by as much as 1-2Gyrs),
or ISM grain growth which would expect to be a continuous
process.
(2) We also see that the total dust mass density declines
relatively smoothly over the past 8 Gyrs, implying that in
the latter half of the Universe dust is destroyed faster than
it is formed (presumably through astration), and the Uni-
verse is becoming more transparent. This is also consistent
with the reported AFUV evolution in Cucciati et al. (2012)
and Burgarella et al. (2013), see also figure 9 of Andrews et
al. (2017a). This is not particularly new and unfortunately
the current data cannot constrain the key question which is
what fraction of the dust is destroyed, whether it is destroyed
locally or globally and what fraction might be ejected into
the halo or even IGM.
We will return to discuss dust evolution further in Section
6 where we build a simple toy model.
5 DISCUSSION
The primary goal of this paper is to provide homogenous
data of the cosmic star-formation history, the stellar mass
density and dust mass density as shown in Figs. 13,14, &
15 and Tables 4, 5, &6. Here we briefly compare these data
to the outputs of simulations, as well attempt to build a
phenomenological model of the dust evolution, and complete
by putting the new data into the context of the evolution of
the baryon budget.
5.1 Comparison to numerical, hydro and
semi-analytic simulations
Fig. 16 (left side panels) shows our results and selected data
(for clarity), but now compared to various curves produced
from semi-analytic or hydrodynamical models.
We show in Fig. 16 the CSFH adopted by GALFORM
(Guo et al. 2016, which uses the Gonzalez-Peres et al. 2014
version of GALFORM; green line), EAGLE (Guo et al. 2016;
mauve line), and L-GALAXIES (Henriques et al. 2015; or-
ange line). We see that EAGLE tends to under-predict our
CSFH at very late times but by relatively modest amounts.
GALFORM, on the other-hand agrees very well at inter-
mediate ages just slightly over-predicting the CSFH in the
1-5Gyr lookback time range. Also shown (orange line) is
the latest version of the Munich semi-analytic model (L-
GALAXIES) by Henriques et al. (2015). This includes the
Henriques et al. (2013) prescription to re-incorporate gas
ejected from SN feedback in order to delay star-formation
in low mass galaxies, and avoid excessive build-up of these
objects at early times. In addition, it implements a slight
modified version of AGN radio model feedback, a lower
star-formation threshold and ram-pressure stripping only in
clusters. Combined, these modifications ensure that mas-
sive galaxies are predominately quenched at earlier times
while low mass galaxies have star-formation histories more
extended towards the local Universe. As can be seen this re-
sults in a slight under-prediction at very high-redshift, com-
pared to our data, but a better fit locally.
Overlain on Fig. 16 (middle left side panel) are the same
three models from the GALFORM (Guo et al. 2016), EA-
GLE (Guo et al. 2016), and L-GALAXIES (Henriques et
al. 2015) simulations, compared to our measured evolution
of the stellar mass density. Generally as for the CSFH, these
mostly provide a good representation to the data with the
GALFORM data slightly over-predicting the total stellar
mass content at late times — inline with their enhanced late-
time star-formation and EAGLE slightly under-predicts.
Nevertheless the agreement between the models and data
is noteworthy particularly as while the simulations are cali-
brated to the z = 0 galaxy stellar mass function, they have
not been tailored to reproduce the cosmic star-formation
history or the stellar-mass build-up in detail.
Finally overlain on Fig 16 (lower left side panel) are two
prescriptions from GALFORM for dust evolution (Lacey et
al. 2016 and Gonzalez-Perez et al. 2014). The GALFORM
models presented here have very different assumptions for
the IMF. The Gonzalez-Perez et al. (2014) model assumes a
universal MW-like IMF, while Lacey et al. (2016) introduced
a top-heavier IMF during starbursts. The latter is done to
allow for quick metal enrichment at high redshift in very
star-forming galaxies, so that the model can reproduce the
abundance and luminosities of dusty galaxies. Consequently,
the Lacey et al. model predicts a larger dust abundance at
higher redshift compared to the Gonzalez-Perez et al. model.
Towards lower redshift this inverts due to the Lacey et al.
model predicting lower gas fractions of galaxies than the
Gonzalez-Perez et al. model (see Lagos et al. 2014 for a
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Figure 16. Our derived cosmic star-formation history (upper panels), stellar-mass build-up (middle panels) and dust mass build-up
(lower panels) versus lookback time. Overlain are model lines as described in the text with predictions from numerical simulations
(left-side panels), and our phenomenological model (right-side panels).
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Table 4. Derived cosmic star-formation densities from our combined GAMA/G10-COSMOS/3D-HST sample.
Age† Redshift Star-formation rate
(Gyr) interval log10(Myr−1h0.7Mpc−3)
- - Value‡ Edd. Bias ∆possion ∆cv ∆AGN
0.85 0.02—0.08 −1.95 0.03 ±0.00 ±0.07 ±0.00
1.52 0.06—0.14 −1.82 0.03 ±0.01 ±0.05 ±0.01
2.16 0.14—0.20 −1.90 0.02 ±0.00 ±0.04 ±0.00
2.90 0.20—0.28 −1.77 0.01 ±0.00 ±0.05 ±0.00
3.65 0.28—0.36 −1.75 0.01 ±0.00 ±0.06 ±0.01
4.35 0.36—0.45 −1.79 0.01 ±0.01 ±0.06 ±0.01
5.11 0.45—0.56 −1.73 0.04 ±0.01 ±0.09 ±0.03
5.86 0.56—0.68 −1.56 0.05 ±0.00 ±0.07 ±0.02
6.59 0.68—0.82 −1.42 0.06 ±0.01 ±0.06 ±0.04
7.36 0.82—1.00 −1.29 0.05 ±0.00 ±0.07 ±0.01
8.11 1.00—1.20 −1.31 0.04 ±0.00 ±0.05 ±0.01
8.82 1.20—1.45 −1.27 0.03 ±0.00 ±0.06 ±0.02
9.50 1.45—1.75 −1.17 0.02 ±0.00 ±0.06 ±0.03
10.21 1.75—2.20 −1.30 0.04 ±0.01 ±0.07 ±0.06
10.78 2.20—2.60 −1.29 0.04 ±0.01 ±0.04 ±0.09
11.29 2.60—3.25 −1.28 0.04 ±0.01 ±0.04 ±0.11
11.69 3.25—3.75 −1.33 0.03 ±0.01 ±0.03 ±0.08
11.95 3.75—4.25 −1.42 0.04 ±0.04 ±0.05 ±0.02
12.19 4.25—5.00 −1.45 0.03 ±0.04 ±0.04 ±0.04
† The age of the Universe at the volume midpoint of the redshift interval.
‡ Note that these values have had the Eddington Bias (given in Col. 4) subtracted from the initial measurement, i.e., they are
Eddington Bias corrected.
Table 5. Derived cosmic stellar mass densities from our combined GAMA/G10-COSMOS/3D-HST sample.
Age† Redshift Stellar mass density
(Gyr) interval log10(Mh0.7Mpc−3)
- - Value‡ Edd. Bias ∆possion ∆cv ∆AGN
0.85 0.02—0.08 8.30 0.01 ±0.01 ±0.08 ±0.00
1.52 0.06—0.14 8.33 0.01 ±0.00 ±0.05 ±0.00
2.16 0.14—0.20 8.27 0.02 ±0.00 ±0.03 ±0.00
2.90 0.20—0.28 8.28 0.00 ±0.00 ±0.04 ±0.00
3.65 0.28—0.36 8.30 −0.01 ±0.00 ±0.04 ±0.00
4.35 0.36—0.45 8.18 −0.01 ±0.00 ±0.06 ±0.01
5.11 0.45—0.56 8.09 −0.01 ±0.00 ±0.07 ±0.02
5.86 0.56—0.68 8.29 −0.03 ±0.01 ±0.09 ±0.01
6.59 0.68—0.82 8.23 0.01 ±0.01 ±0.07 ±0.02
7.36 0.82—1.00 8.29 0.01 ±0.00 ±0.07 ±0.00
8.11 1.00—1.20 8.08 0.01 ±0.00 ±0.07 ±0.01
8.82 1.20—1.45 8.02 0.01 ±0.00 ±0.06 ±0.02
9.50 1.45—1.75 7.97 0.01 ±0.00 ±0.05 ±0.02
10.21 1.75—2.20 7.92 0.01 ±0.01 ±0.07 ±0.07
10.78 2.20—2.60 7.75 0.01 ±0.01 ±0.05 ±0.15
11.29 2.60—3.25 7.54 0.04 ±0.03 ±0.05 ±0.23
11.69 3.25—3.75 7.33 0.05 ±0.03 ±0.04 ±0.13
11.95 3.75—4.25 7.33 0.01 ±0.08 ±0.04 ±0.09
12.19 4.25—5.00 7.11 0.02 ±0.02 ±0.03 ±0.12
† The age of the Universe at the volume midpoint of the redshift interval.
‡ Note that these values have had the Eddington Bias (given in Col. 4) subtracted from the initial measurement, i.e., they are
Eddington Bias corrected.
comparison of the cosmic gas density in these two models),
and under the model assumption of a metallicity dependent
dust-to-gas ratio, this directly translates into a lower dust
abundance. Nevertheless both curves match the data reason-
ably well across the full redshift range despite the relatively
sweeping assumptions adopted in the dust prescriptions.
A more dust-focused model by Popping et al. (2016),
which advocates dust ejection, marginally under-predicts at
early times and significantly over-predicts at later times. In
their model dust is lost into the CGM and ejected, but is
still forming dust faster than it is being ejected, resulting in
an upward trend in the predicted dust density. Our measure-
ments should include both the ISM and close-in CGM dust,
but would miss fully ejected material. However more critical
is the decline that we see which, as it derives mainly from
the more massive systems, strongly supports the notion of
dust destruction over ejection.
Overall the simulations seem to be doing pretty well
in reproducing the cosmic star-formation history, the stellar
mass build-up, and dust density evolution with the largest
concern being, curiously, the redshift zero star-formation
rates which are over or under predictions compared to our
measurements for GALFORM and EAGLE respectively, by
∼ 50 per cent. Conversely L-GALAXIES manage to match
the very-high, intermediate, low-z Universe extremely well
but just slightly under-predict our CSFH measurements at
very early times (i.e., 2.5 < z < 4).
We finish this section by advocating that the data pre-
sented here (Tables 4, 5, & 6), represents the first homoge-
neous sample of the CSFH, SMD and DMD over all time,
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Table 6. Derived cosmic dust mass densities from our combined GAMA/G10 sample.
Age† Redshift Dust mass density
(Gyr) interval log10(Mh0.7Mpc−3)
- - Value‡ Edd. Bias ∆possion ∆cv ∆far−IR
0.85 0.02—0.08 5.17 0.05 ±0.01 ±0.08 ±0.00
1.52 0.06—0.14 5.25 0.06 ±0.00 ±0.05 ±0.01
2.16 0.14—0.20 5.24 0.07 ±0.00 ±0.04 ±0.01
2.90 0.20—0.28 5.24 0.06 ±0.00 ±0.03 ±0.02
3.65 0.28—0.36 5.27 0.04 ±0.00 ±0.04 ±0.04
4.35 0.36—0.45 5.18 0.12 ±0.01 ±0.09 ±0.02
5.11 0.45—0.56 5.20 0.12 ±0.01 ±0.12 ±0.02
5.86 0.56—0.68 5.32 0.15 ±0.01 ±0.08 ±0.02
6.59 0.68—0.82 5.39 0.18 ±0.01 ±0.09 ±0.00
7.36 0.82—1.00 5.65 0.14 ±0.01 ±0.08 ±0.01
8.11 1.00—1.20 5.54 0.14 ±0.01 ±0.08 ±0.20
8.82 1.20—1.45 5.55 0.11 ±0.01 ±0.07 ±0.09
9.50 1.45—1.75 5.34 0.14 ±0.01 ±0.08 ±0.14
† The age of the Universe at the volume midpoint of the redshift interval.
‡ Note that these values have had the Eddington Bias (given in Col. 4) subtracted from the initial measurement, i.e., they are
Eddington Bias corrected.
and therefore optimal to inform (calibrate) future numerical,
hydrodynamical, and semi-analytic simulations.
5.2 Phenomenological modelling
Fig. 16 (right side panels) essentially encodes the life-cycle of
stars and dust and can ultimately be used to place hard em-
pirical constraints on factors such as the mass-return frac-
tion, stripped stellar mass, dust production rate and dust
destruction rate. The key of course is the CSFH which pro-
vides an empirical-based description of the rate at which
stars form. Explicitly under the assumption of a constant
Chabrier IMF, the stellar-mass density can be represented
by the cumulative distribution of the CSFH, modulo mass
returned to the ISM and mass-lost through ejection, strip-
ping or other processes. The orange line on Fig. 16 (right side
panels) represents a simple spline-fit to our CSFH where we
also include the Madau & Dickinson (2014) data with z > 4
and the recent Bourne et al. (2017) data. The spline shows
a good fit to all the data points. Integrating this spline-fit
yields the cumulative stellar-mass density excluding mass-
loss. This is shown as the dashed line in the middle right
side panel of Fig. 16 and while fitting the data at very early
lookback times clearly exceeds the measurements at latter
times. The obvious explanation is replenishment of the ISM
through stellar mass-loss, but one cannot rule out an addi-
tional portion arising due to stellar-mass also being stripped
or ejected from the individual galaxies, i.e., that which ulti-
mately makes up the intra cluster- and intra-group light.
Integrating the CSFH spline to z=0.0 we find a total
mass converted into stars of (4.2 ± 0.2) × 108MMpc−3
(at z = 0.0) compared to our measured value (see Ta-
bles 4,5, & 6) of (2.1±0.4)×108MMpc−3 (at z ≈ 0.1). Cor-
recting for the slight redshift offset this implies a mass-loss
factor of (0.50±0.07). This is consistent with that expected
for a Chabrier IMF (see Courteau et al. 2014, figure 3) of
0.44. This agreement is extremely good and suggests that
the CSFH and stellar-mass density are in close agreement. It
also leaves a little room for stripped or ejected stellar-mass,
with implications for the optical ICL and IHL. Pushing to
the limit of the error range suggests that < 13 per cent of
the stellar-mass is likely to be stripped, consistent with the
< 20 per cent value determined from EBL considerations
(see Driver et al. 2016). One might also be tempted to use
this as confirmation of the Chabrier IMF but the case is
not entirely clear. Switching to an alternative IMF would
result in both the CSFH and stellar-mass density varying
in slightly different ways depending exactly how the stellar-
masses were derived (i.e., via single band optical, near-IR,
colours or full SED fitting). We can, however, say that the
simplistic assumption of a universal Chabrier IMF is fully
consistent with our homogenised measurements of the CSFH
and stellar-mass density based on our MAGPHYS analysis.
Adding in a mass-loss factor of 0.49 we can now re-plot the
predicted stellar-mass as the solid black line (Fig. 16, mid-
dle right side panel) yielding a consistent fit throughout. The
implication being 44 per cent of this is through normal stel-
lar mass loss processes, and 6±7 per cent through stripping
via merging and/or harassment.
Moving to Fig. 16 (lower right side panel) we see
the dust mass density evolution which represents relatively
new territory. The recent study by Popping, Somerville &
Galametz (2016) argued that dust is rapidly formed with
minimal destruction and continuously accumulates with
some portion ejected into the CGM and beyond. Our data,
following on from Dunne et al. (2011), disagrees as we see
a gradually declining dust density from early times to the
present day. While we cannot rule out a systematic up-
ward error in our dust measurements towards higher-z, par-
ticularly as we rely more heavily on optical/near-IR data
combined with upper-limit estimates, our data also appear
to agree reasonable well with literature constraints. At low
redshift the data of Dunne et al. (2003, 2011), Vlahakis et
al. (2005) appear fully consistent, as do the data based on
MgII absorbers from Menard & Fukugita (2012). In compar-
ison to the Bethermin data, rescaled using a constant dust
to stellar mass ratio, we do see some discrepancy but this
does include the adoption of a universal dust-to-stellar mass
ratio.
Given that we see a steady decline in the dust mass
density, dust destruction is clearly critical. This is non-
controversial given the known lack of dust in old massive
Elliptical systems where ejection processes are unlikely to
be effective (because of the halos ability to retain ejected
mass). We therefore consider two simplistic toy models. One
where the dust is destroyed globally (by assigning some dust
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half-life), and one where it is destroyed locally (by assign-
ing some survival fraction). The toy models are intended to
convey the notion that in the first scenario
dust is formed and escapes the star-forming region but
ultimately depleted through astration or expulsion from the
galaxy by either radiation pressure or galactic winds. The
second assumes that while dust is formed in star-forming re-
gions, the majority of it might also be destroyed in the same
location by supernova shocks. Most likely both processes are
occurring but it is convenient to ask if both scenarioes are
independently viable.
For the declining tao model we can introduce the idea
of dust destruction via a simple exponential decay:
i.e.,MD(tz) =
t=tz∑
t=0
ψ∗(t)e
− tz−t
τ (1)
where  is the fraction of dust formed per unit stellar mass,
ψ∗ is the cosmic star-formation rate at time t, τ is the dust-
folding time and MD(tz) is the dust mass remaining at time
tz. A simple match to the literature data (red and mauve
points), then provides best fit parameters of:
 = 0.004+0.001−0.001
τ = 2.25+0.5−0.5 Gyr
Note that we fit the literature data, as this simple model
struggles to match the shape of our data at around 5Gyr
look back time where there is an obvious dip (which we
assume is due to CV). The arbitrary fitting function we have
adopted, and shown by the solid black line on Fig. 16 (lower
left), appears to trace the literature data very well. At face
value this function suggests that dust destruction (or loss),
is indeed a major factor, and while a significant amount
of dust is formed the majority is either destroyed (i.e., via
astration), or lost (i.e., ejected).
In our second model we adopt a constant dust survival
fraction, i.e., a constant fraction of dust is formed during
star-formation, the majority of which is destroyed in situ.
This model is shown by the orange line and follows our data
(rather than the literature data), extremely closely. Here
we have adopted a formation rate of 0.0065 dust masses for
every unit of stellar mass formed of which 5 per cent survives
indefinitely.
Note that the dotted black and orange lines show
the cumulative dust formation curves (i.e., ignoring the
dust destruction mechanism). While the two scenarioes are
quite different they plausibly bracket the extreme scenarioes
where dust is destroyed globally (the declining tau model)
or locally (the constant survival model). This essentially in-
forms us that the full set of models that incorporate both
global and local mechanisms are also likely to be plausible.
Finally we note that of course the dust formation fraction
may also evolve with time as the ambient ISM metallicity
increases. Exploring these various effects will clearly require
additional data and constraints and we leave this for further
future work.
However, it is interesting (or perhaps obvious) that the
two toy models, despite their differences, both predict sim-
ilar fractions for the total dust mass formed. From our two
toy models we can now infer that at z = 0 the total amount
of dust formed is (2.1—1.6) × 106MMpc−3, yet we mea-
sure a density of (1.5± 0.2)× 105MMpc−3, implying that
approximately 90 to 95 per cent of all dust formed has ei-
ther been destroyed (most likely), or ejected into the IGM
(less likely given our measurements are mostly constrained
by massive systems with strong gravitational fields).
5.3 Implications for the bound baryon budget and
its evolution over time
We return now to the opening discussion on the evolution of
the baryons and present an overview perspective in Fig. 17.
This includes the base measurements of the dark matter den-
sity and baryon density from CMB studies (Ade et al. 2016)
as well as the IGM, WHIM and ICL values reported in Shull,
Smith & Danforth (2012). Now we can add the stellar mass
and dust mass density derived here (blue and orange points
respectively). We can also provide a simple estimate of the
metal evolution by adopting a fixed yield and tying metal
production to the total mass going into star-formation. This
we calibrate at z = 0 by adopting the value for the mean
metallicity in the present day Universe from Calura & Mat-
teucci (2005). Finally we include the cosmic HI compendium
from Rhee et al. (2017) shown as green data. The figure
paints an interesting picture, not least of which is how the
almost mirror image between the stellar mass and cosmic
HI mass trends. The simplest interpretation is that the sum
of stars and HI is constant, i.e., gas is imply turned into
stars and not replenished. However we note the very large
errors associated with the HI measurements and the need
for further measurements in the intermediate age range.
6 SUMMARY
We have combined data from the GAMA, G10-COSMOS,
and 3D-HST surveys to produce a meta-catalogue which
samples the stellar-mass, dust-mass and star-formation mea-
surements over a broad mass/star-formation range and
over all time. For the GAMA, G10-COSMOS and 3D-HST
datasets we use the popular energy-balance code MAG-
PHYS to determine cosmic star-formation rates, stellar-
mass, and dust-mass densities. These values compare well
with previous estimates and now constitute a homogenous
set of measurements across the full timeline of the Universe.
We construct histograms of the star-formation, stellar-
mass, and dust-mass space-densities and their associated
first moments which represent their differential contribution
to the overall mass and star-formation budgets. After iden-
tifying appropriate limits for each dataset we use a 7-point
spline to simultaneously fit all three datasets weighting by
the inverse errors squared. In general the three datasets show
good agreement and the spline fits are well behaved allowing
us to determine the cosmic star-formation rate, stellar-mass
and dust-mass densities reliably over a consistent mass and
star-formation range and over a broad range in redshift.
The resulting cosmic star-formation density, stellar-
mass density, and dust-mass density versus lookback time
agree reasonably well with previous estimates but constitute
a major advancement in terms of homogeneity, and sample-
size. In particular at intermediate lookback times the combi-
nation of GAMA with G10-COSMOS and 3D-HST enables
robust sampling of the full dynamic range of masses and
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Figure 17. Our findings placed in the context of the mass budget and its evolution since the Big Bang.
star-formation rates with GAMA defining the high mass,
high star-formation rate end with high significance and G10-
COSMOS defining the low mass/star-formation rate end.
As a consequence the scatter implied by our measurement
is a significant advancement over the previous compendium
of disparate datasets. In particular the stellar-mass density
and star-formation densities are now known over a 12 Gyr
period with an uncertainty at any time interval of <∼ ±30
per cent. The data are provided in Tables 4, 5, & 6.
Our measurement of the dust mass density over look-
back time represents the first tentative study of dust over
such a broad range of time and builds on the earlier HAtlas-
SDP study of Dunne et al. (2011). While our data formally
agree over the lookback range in common within the quoted
errors we do not agree with the conclusion of a rapid declin-
ing dust mass density. Instead we find a steady but shallower
decline in the dust density from a peak somewhere between
7 — 10 Gyrs ago. We note that the hydro and semi-analytic
models tested here also reproduce reasonably well the cos-
mic star-formation history, the stellar-mass dust build-up,
and the evolution in the dust mass density.
We attempt to explore consistency across the three den-
sity distributions. Starting with a spline-fit to our cosmic
star-formation history we find that we predict the stellar
mass density at later times in agreement with the findings of
Madau & Dickinson (2014) recovering a stellar-mass replen-
ishment factor of (0.50± 0.07), consistent with our adopted
Chabrier IMF and some addition stellar-mass loss through
stripping (0.06± 0.07).
Again starting from our CSFH spline-fit we show two
simple toy models where dust formation is closely linked
to the cosmic star-formation history and dust destruction
follows either an exponential decline or a constant survival
fraction. From our models, that bracket the range of data,
we conclude that for every unit of stellar mass that is formed
0.0065 — 0.0040 units of dust mass is formed and that over
the lifetime of the Universe approximately 90 — 95 per cent
of all dust which has formed is unaccounted for: either it is
destroyed, ejected or a combination of both.
Finally we show how our results mesh with the unfold-
ing picture of the evolution of the bound baryons from the
early Universe to the present day with the rise in stellar mass
appearing to mirror the evolution of the cosmic HI density,
but with low significance due to the inherent uncertainties.
This work is a preliminary step which demonstrates the
power of linking comprehensive high quality datasets which
each sample distinct regions of the mass-redshift plane. Ob-
vious improvements to this work include improved measure-
ments of far-IR fluxes, particularly for the G10-COSMOS
and the 3D-HST fields, both through improved analysis but
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also improved observations such as might become available
through the proposed future NASA Origins mission.
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APPENDIX A: EXPANDING THE
G10-COSMOS FAR-IR SAMPLING
The original G10-COSMOS catalogue described in Andrews
et al. (2016) used a fairly aggressive cascade in the far-IR
to pre-determine which objects should be measured. Essen-
tially an attempt to measure a flux using the LAMBDAR
code was only made for a small fraction of the objects. This
is because of the much lower comparative signal-to-noise of
the HerMES PACS and SPIRE data as compared to the
very deep Subaru data. In earlier attempts to measure all
170,000 systems from the HerMES data we found that the
density of faint objects led to numerous instances of overlap-
ping apertures (in fact every pixel has on average 10 over-
lapping apertures). The net result is that flux sharing codes
such as LAMBDAR, when confronted with very poor reso-
lution data and multiple targets within a single pixel, end
up averaging the flux across all the objects and eroding the
bright systems by redistributing their flux to the fainter ob-
jects. While LAMBDAR has a process to mitigate this, like
any code, it has limits and when flooded with an excessive
number of faint objects in very poor resolution data LAMB-
DAR simply fails. The way this was addressed in Andrews
et al. (and also with XID+ in Hurley et al. 2016) is to in-
troduce a prior via a cascade process, whereby only objects
with likely measurable fluxes were measured. In Andrews
et al. this was implemented via a cascade process whereas
only objects with clear MIPS24µm data were passed for-
ward for measurement. Those objects which had solid de-
tections in PACS 100 µm or 160 µm were then passed on for
SPIRE250 µm measurements and only those with detections
in SPIRE250 µm passed on for SPIRE350 measurements etc.
The net result is that of the initial 170,000 objects in the full
G10-COSMOS i-band selected catalogue only 11925 had at-
tempted measurements in MIPS24, PACS100 and PACS160
bands reducing to 7178, 3446 and 2636 in the SPIRE bands.
Hence ultimately measurements were only attempted for
1.55 per cent of the original input catalogue. In review
we believe this cascade was overly aggressive and in our
first pass MAGPHYS catalogue many systems were found
with predicted dust masses which should be detectable. We
therefore decided to revisit the inputs to our LAMBDAR
analysis and remeasure PACS and SPIRE fluxes for all ob-
jects with an initial log10[
Md
d2
l
] > 0.0, 0.35 or 0.5 resulting
in samples of the dustiest 24k, 12k or 6k objects. We ran
all three catalogues through our LAMBDAR code on the
PACS and SPIRE PEPS and HerMES data and reviewed
the outputs. Comparing the output aperture masks to the
input image we established that the 24k catalogue was ap-
propriate for PACS and SPIRE 250, the 12k catalogue ap-
propriate for SPIRE 350 and the 6k catalogue appropri-
ate for SPIRE500. These revised output catalogues were
then spliced into G10CosmosLAMBDARCatv05 (Andrews
et al. 2016) to make G10CosmosLAMBDARCatv06 which
was used in this work.
APPENDIX B: EXTENDED ANALYSIS PLOTS
Figs B1 to B18 show the analysis fits in all redshift bands
for the cosmic star-formation (upper panels), stellar mass
(middle panels), and dust mass (lower panels) distributions.
Figure B1. As for Fig. 12 except for the redshift range indicated.
Figure B2. As for Fig. 12 except for the redshift range indicated.
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Figure B3. As for Fig. 12 except for the redshift range indicated.
Figure B4. As for Fig. 12 except for the redshift range indicated.
Figure B5. As for Fig. 12 except for the redshift range indicated.
Figure B6. As for Fig. 12 except for the redshift range indicated.
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Figure B7. As for Fig. 12 except for the redshift range indicated.
Figure B8. As for Fig. 12 except for the redshift range indicated.
Figure B9. As for Fig. 12 except for the redshift range indicated.
Figure B10. As for Fig. 12 except for the redshift range indi-
cated.
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Figure B11. As for Fig. 12 except for the redshift range indi-
cated.
Figure B12. As for Fig. 12 except for the redshift range indi-
cated.
Figure B13. As for Fig. 12 except for the redshift range indi-
cated.
Figure B14. As for Fig. 12 except for the redshift range indi-
cated.
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Figure B15. As for Fig. 12 except for the redshift range indi-
cated.
Figure B16. As for Fig. 12 except for the redshift range indi-
cated.
APPENDIX C: CSFH, SMD AND DMD
VERSUS REDSHIFT
For those who prefer to view their data in the highly biased
linear redshift plane we include Fig. C1 which replicates the
data shown on Fig. 13 but not with a linear redshift axis,
which some folk might find useful.
Figure B17. As for Fig. 12 except for the redshift range indi-
cated.
Figure B18. As for Fig. 12 except for the redshift range indi-
cated.
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Figure C1. An identical copy to Fig. 13 except with a linear redshift axis for those who prefer to view in a high-z weighted manner.
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