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Abstract. We show that ResNets converge, in the infinite depth limit, to a gener-
alization of computational anatomy/image registration algorithms. In this general-
ization (idea registration), images are replaced by abstractions (ideas) living in high
dimensional RKHS spaces, and material points are replaced by data points. Whereas
computational anatomy compares images by creating alignments via deformations of
their coordinate systems (the material space), idea registration compares ideas by cre-
ating alignments via transformations of their (abstract RKHS) feature spaces. This
identification of ResNets as idea registration algorithms has several remarkable con-
sequences. The search for good architectures can be reduced to that of good kernels,
and we show that the composition of idea registration blocks (idea formation) with
reduced equivariant multi-channel kernels (introduced here) recovers and generalizes
CNNs to arbitrary spaces and groups of transformations. Minimizers of L2 regularized
ResNets satisfy a discrete least action principle implying the near preservation of the
norm of weights and biases across layers. The parameters of trained ResNets can be
identified as solutions of an autonomous Hamiltonian system defined by the activation
function and the architecture of the ANN. Momenta variables provide a sparse rep-
resentation of the parameters of a ResNet. Minimizers of the L2 regularized ResNets
and ANNs (1) exist (2) are unique up to the value of the initial momentum, and (3)
converge to minimizers of continuous idea formation variational problems. The regis-
tration regularization strategy provides a principled alternative to Dropout for ANNs.
Pointwise RKHS error estimates lead to deterministic error estimates for ANNs, and
the identification of ResNets as MAP estimators of deep residual Gaussian processes
(introduced here) provides probabilistic error estimates.
1. Introduction
The purpose of this paper is to show that residual neural networks [33] are essentially
discretized solvers for a generalization of image registration/computational anatomy
variational problems. This identification allows us to initiate a theoretical understanding
of deep learning from the perspective of shape analysis with images replaced by high
dimensional RKHS spaces. This introduction is an articulated overview of what was
learned through this work.
1.1. The setting. We employ the setting of supervised learning, which can be ex-
pressed as solving the following problem.
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2 HOUMAN OWHADI
Problem 1. Let f : be an unknown continuous function mapping X to Y. Given the
information1 f :pXq “ Y with the data pX,Y q P XN ˆ YN approximate f :.
Given λ ą 0 and a kernel K defining an RKHS of functions mapping X to Y, the
ridge regression solution to Problem 1 is to approximate f : with the minimizer of2
min
f
λ}f}2K ` }fpXq ´ Y }2YN . (1.1)
1.2. Mechanical regression and ANNs. Given another kernel Γ defining an RKHS
of functions mapping X to X , consider the variant in which f : is approximated by
f ; “ f ˝ φL where φL “ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1q , (1.2)
(write I for the identity map) is a deformation of the input space obtained from the
composition of L displacements vs : X Ñ X , and pv1, . . . , vL, fq is a minimizer of
min
f,v1,...,vL
νL
2
Lÿ
s“1
}vs}2Γ ` λ}f}2K ` }f ˝ φLpXq ´ Y }2YN . (1.3)
Using the setting (Sec. 2) of operator-valued kernels [2], we show (Subsec. 6.3) that if
Γpx, x1q “ ϕT pxqϕpx1qIX and Kpx, x1q “ ϕT pxqϕpx1qIY where IX (IY) is the identity
operator on X (Y) and ϕ : X Ñ X ‘R is a nonlinear map ϕpxq “ `apxq, 1˘ defined by
an activation function a : X Ñ X (e.g., an elementwise nonlinearity) then minimizers
of (1.3) are of the form fpxq “ w˜ϕpxq and vspxq “ wsϕpxq where3 w˜ P LpX ‘R,Yq and
the ws P LpX ‘ R,X q are minimizers of
min
w˜,w1,...,wL
νL
2
Lÿ
s“1
}ws}2LpX‘R,X q ` λ}w˜}2LpX‘R,Yq ` }f ˝ φLpXq ´ Y }2YN , (1.4)
with
f ˝ φLpxq “ pw˜ϕq ˝ pI ` wLϕq ˝ ¨ ¨ ¨ ˝ pI ` w1ϕq . (1.5)
(1.5) has the structure of one ResNet block [33] and minimizing (1.4) is equivalent to
training the network with L2 regularization on weights and biases
4. Composing (1.5) over
a hierarchy of spaces (layered in between X and Y, as described in Sec. 5 and 7) produces
input-output functions that have the functional form of artificial neural networks (ANNs)
[43] and ResNets. If K and Γ are reduced equivariant multichannel (REM) kernels
(introduced in Sec. 9) then the input-output functions obtained by composition blocks
of the form (1.5) are convolutional neural networks (CNNs) [44] and their generalization.
1For a N -vector X “ pX1, . . . , XN q P XN and a function f : X Ñ Y, write fpXq for the N vector
with entries
`
fpX1q, . . . , fpXN q˘ (we will keep using this generic notation).
2Write }¨}K for the reproducing kernel Hilbert space (RKHS) norm defined by K and }fpXq´Y }2YN :“řN
i“1 }fpXiq ´ Yi}2Y where } ¨ }Y is a quadratic norm on Y.
3Write LpF ,X q for the set of linear maps from F to X and }ws}LpF,X q for the Frobenius norm of ws.
4Writing ϕpxq “ `apxq, 1˘ has the same effect as using a bias neuron (an always active neuron),
therefore w˜ and the ws incorporate both weights and biases.
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Figure 1. Image registration. Idea registration. Idea formation.
1.3. Idea registration and the continuous limit of ANNs. We show (Subsec. 3.9)
that, in the limit L Ñ 8, the adherence values of the minimizers (1.2) of (1.3) are of
the form f ˝ φvpX, 1q where pv, fq are minimizers of
min
v,f
ν
2
ż 1
0
}vp¨, tq}2Γ dt` λ}f}2K ` }f ˝ φvpX, 1q ´ Y }2Y (1.6)
and φvpx, tq is the flow map of v defined as the solution of#
9φpx, tq “ v`φpx, tq, t˘ for px, tq P X ˆ r0, 1s
φpx, 0q “ x for x P X . (1.7)
(1.6) has the structure of variational formulations used in computational anatomy [25],
image registration [12] and shape analysis [97]. Whereas image registration compares
two images by creating alignments via deformations/transformations of their coordinate
systems (the material space, see Fig. 1), (1.6) (which we call idea registration) compares
abstractions (ideas5) by creating alignments via deformations/transformations of (ab-
stract RKHS) feature spaces. Since (1.4) is a particular case of (1.3), the convergence of
(1.3) towards (1.6) implies that ANNs, ResNets and CNNs are discretized image/idea
registration algorithms (they converge towards (1.6) in the continuous/infinite depth
limit) with material points (landmark points [39]) replaced by data points, and im-
ages replaced by abstractions in high dimensional spaces6. The kernel representation of
ResNet blocks as (1.3) and the identification of ANNs as discretized idea registration
problems have several remarkable consequences, which we will now highlight to map the
content of this paper.
5The etymology of “idea” is (https://www.etymonline.com/word/idea) “mental image or pic-
ture”. . . from Greek idea “form”. . . In Platonic philosophy, “an archetype, or pure immaterial pattern, of
which the individual objects in any one natural class are but the imperfect copies.”
6Credit to https://en.wikipedia.org/wiki/User:Tomruen for the N -cube images in Fig. 1.
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1.4. Least action principle, Hamiltonian dynamic and energy preservation.
Minimizers of (1.3) have the representation7 (Sec. 3)
vs “ Γp¨, qsqΓpqs, qsq´1pqs`1 ´ qsq (1.8)
(Thm. 3.3) where the qs are are position in XN started from q1 “ X and minimizing a
discrete least action principle of the form (∆t :“ 1{L)
min
f,q2,...,qL`1
ν
2
Lÿ
s“1
pq
s`1 ´ qs
∆t
qTΓpqs, qsq´1pq
s`1 ´ qs
∆t
q ` λ}f}2K ` }fpqL`1q ´ Y }2YN . (1.9)
Therefore, introducing the momentum variables
ps “ Γpqs, qsq´1 q
s`1 ´ qs
∆t
, (1.10)
pqs, psq follows the discrete Hamiltonian dynamics#
qs`1 “ qs `∆tΓpqs, qsqps
ps`1 “ ps ´ ∆t2 Bqs`1
`pps`1qTΓpqs`1, qs`1qps`1˘ . (1.11)
and the near energy preservation of variational integrators [49, 30] implies (Thm. 3.10)
that the norms }ws}2LpF ,X q (of weights and biases of ResNet blocks after training with L2
regularization) are nearly constant (fluctuate by at most Op1{Lq) across i P t1, . . . , Lu.
Similarly, minimizers of (1.6) have, as in landmark matching [39], the representation
(Thm. 3.8)
9φvpx, tq “ Γpφvpx, tq, qqp , (1.12)
where pq, pq are position and momentum variables in XN , started from qp0q “ X, and
following the dynamic defined by the Hamiltonian (Thm. 3.4)
Hpq, pq “ 1
2
pTΓpq, qqp . (1.13)
Therefore (Thm. 3.9), the norm }vp¨, tq}2Γ (of the weights and biases in the continuous
infinite depth limit) must be a constant over t P r0, 1s. Furthermore (1.11) is a first-
order variational/symplectic integrator for approximating the Hamiltonian flow of (1.13).
Momentum variables reflect the contribution of each data point to the regressor of f :
(Sec. 3.11), in particular, as with support vector machines [84], if the squared loss }f ˝
φvpX, 1q´Y }2Y is replaced by a hinge loss in (1.6), then the only points Xi with non zero
momentum are those for which φvpXi, 1q is included in the safety margin. Therefore,
as in image registration [13, 90], the momentum map representation of minimizers is
generally sparse.
7Write Γpqs, qsq for the N ˆ N block matrix with blocks Γpqsi , qsj q, and Γp¨, qsq for the 1 ˆ N block
vector with blocks Γp¨, qsi q.
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1.5. Mean field dynamic. Let ψ and F be a feature map and space (Subsec. 2.2) for
Γ (Γpx, x1q “ ψT pxqψpx1q and ψ : X Ñ LpX ,Fq). Rescaling momentum variables as
pj “ 1N p¯j , the Hamiltonian flow of (1.13) can be written (Subsec. 3.6.1 and 3.12)$&% 9qi “ ψ
T pqiqα
9¯pi “ ´Bx
`
p¯Ti ψ
T pxqα˘ˇˇˇ
x“qi
,
with α “ 1
N
Nÿ
j“1
ψpqjqp¯j . (1.14)
α : r0, 1s Ñ F is a norm preserving trajectory in feature space (such that t Ñ }αptq}F
is constant) amenable to mean field analysis (Subsec. 3.12) and (1.12) is equivalent to
9φvpx, tq “ ψT `φvpx, tq˘αptq . (1.15)
1.6. Existence, uniqueness, and convergence of minimizers. Minimizers of (1.3)
(and therefore (1.4)) exist, and, although they may not be unique (Sec. 3.8), they are
unique up the value of the initial momentum p1 in (1.10) (Thm. 3.10) which suggests that
ResNets could also be trained with geodesic shooting (Sec. 3.6.3, 3.13 and 5.3) as done
in image registration [1]. Minimal values of (1.3) converge (Thm. 3.11 and Cor. 3.12) to
those of (1.6) and the adherence values (as L Ñ 8) of the minimizers of (1.3) are the
minimizers of (1.6).
1.7. Brittleness of ANNs. Minimal values and minimizers of (1.3) and (1.6) may
not be continuous in the data X. Furthermore, minimizing (1.6) is equivalent (Sub-
sec. 3.10) to approximating f : with the (ridge regression) minimizer of (1.1) with the
kernel Kpx, x1q replaced by the learned kernel Kv :“ Kpφvpx, 1q, φvpx1, 1qq (Prop. 3.13).
Therefore minimizing (1.1) is equivalent (Sec. 8) to estimating f :pxq with
Eξ„N p0,Kvq
“
ξpxq | ξpXq “ Y ‰ “ Eξ„N p0,Kq“ξpφvpx, 1qq | ξpφvpX, 1qq “ Y ‰ , (1.16)
where N p0,Kvq is the centered Gaussian process prior with covariance function Kv.
This observation that ANNs can be interpreted as performing ridge regression with a
data-dependent prior suggests Bayesian brittleness (the extreme lack of robustness of
Bayesian posterior values with respect to the prior [67, 66, 62]) as a cause for the high
sensitivity of ANNs with respect to the testing data x or the training data X reported
in [86] (this lack of stability was predicted in [50] based on [67]). This fragility endures
even if the training data X is randomized [63] and may not be resolved without loss
of accuracy since robustness and accuracy/consistency are conflicting requirements [66,
63]. The Hamiltonian representation (1.8) of minimizers of ANNs suggests Hamiltonian
chaos [15] as another cause of the instability of ANNs (from this dynamical perspective,
the instability of ANNs is related to curvature fluctuations of the metric defined by
Γpq, qq [15]) and that Lyapunov characteristic exponents could also be used a measure
of instability for ANNs.
1.8. Regularization. To ensure continuity, (1.3) and (1.6) must be regularized and
we generalize (Sec. 4, 6 and 9.7) an image registration regularization strategy [53] to
idea registration. When performed with activation functions (Fig. 2), the proposed
regularization provides a principled alternative to Dropout for ANNs [83]. In the setting
of one ResNet block, this regularization does not change the functional form (1.5) of
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Figure 2. Training of one ResNet block with the proposed regularization.
the block but replaces (Thm. 6.9) the training (1.4) of the weights and biases by the
minimization of
min
ws,w˜,qs,Y 1
νL
2
Lÿ
s“1
`}ws}2LpX‘R,X q ` 1r }qs`1 ´ qs ´ wsϕpqsq}2XN ˘
` λ `}w˜}2LpX‘R,Yq ` 1ρ}w˜ϕpqL`1q ´ Y 1}2YN ˘` }Y 1 ´ Y }2YN ,
(1.17)
where ρ, r ą 0 are regularization parameters relaxing the constraint that the input
data X must propagate without error through each layer of the network (the trajectory
of qs is started from q1 “ X). Fig. 2 shows the training of one ResNet block with the
proposed regularization. Note that training with regularization is equivalent to replacing
the exact propagation qs`1 “ qs ` wsϕpqsq (and Y 1 “ w˜ϕpqL`1q) of the input data by
qs`1 “ qs`wsϕpqsq` zs (Y 1 “ w˜ϕpqL`1q` z˜) where the zs and z˜ are propagation error
variables (zs P XN , z˜ P YN ) whose norms are added to the total loss at the training
stage (the zs and z˜ are set to zero at the testing stage). These slack variables have,
as in Tikhonov regularization, a natural interpretation as Gaussian noise added to the
output of each layer. In particular r and ρ play the same role as λ in the ridge regression
(1.1) (they can be interpreted as variances of propagation errors) and (1.17) converges
to (1.4) as r, ρ Ó 0. While reducing overfitting by training with noise seems to have been
exhaustively explored (variants include adding noise to the input data [35], to the weights
and biases [3] and to the activation functions [26]), the proposed approach seems to be
distinct in the sense that the zs and z˜ are not random noise but deterministic variables
to be trained alongside the weights and biases of the network. Furthermore, since the
proposed strategy is equivalent to adding the nuggets r and ρ to the kernels Γ and K in
(1.3), it appears to be the natural generalization of the regularization strategy employed
spatial statistics.
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1.9. Idea formation. Composing idea registration blocks (Fig. 1) produces input/output
functions that have the exact functional structure of ANNs and enable their generaliza-
tion to ANNs of continuous depth and acting on continuous (e.g., functional) spaces
(Sec. 5 and 7). In doing so we (1) prove the existence of minimizers for L2 regularised
ANNs/ResNets/CNNs (Thm. 5.1, 7.1 and 9.7) (2) characterize these minimizers as au-
tonomous solutions of discrete Hamiltonian systems with discrete least action principles
(3) derive the near-preservation of the norm of weights and biases in ResNet blocks (4)
obtain their uniqueness given initial momenta (5) prove their convergence (in the sense
of adherence values) in the infinite depth limit towards nested idea registration (idea
formation8) characterized by continuous deformations flows in high dimensional RKHS
spaces (6) deduce that training L2-regularized ANNs could in principle be reduced to
the determination of the weights and biases of the first layer (Subsec. 5.3).
1.10. Reduced equivariant multichannel (REM) kernels. The identification of
ANNs as discretized idea formation flow maps implies that the search for good ar-
chitectures for ANNs can be reduced to the search for good kernels for idea registra-
tion/formation. We introduce (in Sec. 9) reduced equivariant multichannel (REM) ker-
nels (the equivariant component is a variant of [75]) and show that CNNs (and their
ResNet variants) are particular instances of idea formation with REM kernels. REM
kernels (1) enable the generalization of CNNs to arbitrary groups of transformations
acting on arbitrary spaces, (2) preserve the relative pose information across layers.
1.11. Deep learning without backpropagation. Approximating f : with (1.2) is
equivalent to performing ridge regression with the kernel KpφLpxq, φLpx1qq (Subsec. 3.10)
which is also the strategy employed by the non parametric version of Kernel Flows (KF)
[69] (Subsec. 10.6). Whereas ANNs are trained via backpropagation, KF is based on
a cross-validation principle [20, 31] that enables its training without backpropagation
(and that has been shown to be consistent in the parametric setting [20]). This suggests
that deep learning could be performed by replacing backpropagation with forward cross-
validation9.
1.12. Error estimates and deep residual Gaussian processes. Scalar-valued Gauss-
ian processes have a natural extension to function valued Gaussian processes (Sec. 8).
This extension leads to deterministic (Cor. 8.10) and probabilistic (Subsec. 8.3) error
estimates for idea registration. Minimizers of (1.6) (and its regularized variant (1.17))
have natural interpretations as MAP estimators of Brownian flows of diffeomorphisms
[7, 41], which we will extend as deep residual Gaussian processes (that can be interpreted
as a continuous variant of deep Gaussian processes [23]).
2. Operator-valued kernels
Through this manuscript we employ (with slight variations) the setting of operator-
valued kernels introduced in [40] (as a generalization of vector valued kernels [2]).
8One definition of “formation” is (https://www.merriam-webster.com/dictionary/form) to give
a particular shape, its etymology (https://en.wiktionary.org/wiki/forma) is borrowed from Latin
forma, perhaps from Ancient Greek µoρϕη´ (morphe´, “shape, figure”).
9See [95] for how KF/cross-validation could also be applied to the direct training of the inner layers
of ANNs.
8 HOUMAN OWHADI
2.1. A short reminder. Let X and Y be separable Hilbert spaces10 endowed with the
inner products
@¨, ¨DX and @¨, ¨DY . Write LpYq for the set of bounded linear operators
mapping Y to Y.
Definition 2.1. We call K : X ˆ X Ñ LpYq an operator-valued kernel if
(1) K is Hermitian, i.e.
Kpx, x1q “ Kpx1, xqT for x, x1 P X , (2.1)
writing AT for the adjoint of the operator A with respect to
@¨, ¨DY , and
(2) non-negative, i.e.
mÿ
i,j“1
@
yi,Kpxi, xjqyj
D
Y ě 0 for pxi, yiq P X ˆ Y, m P N . (2.2)
We call K non-degenerate if
řm
i,j“1
@
yi,Kpxi, xjqyj
D
Y “ 0 implies yi “ 0 for all i when-
ever xi ­“ xj for i ­“ j.
The following definition provides a simple example of operator-valued kernels obtained
from scalar-valued kernels.
Definition 2.2. We say that K : X ˆ X Ñ LpYq is scalar if Kpx, x1q “ kpx, x1qIY
(writing IY for the identity operator on Y) for some scalar-valued kernel k : XˆX Ñ R,
i.e. @
y,Kpx, x1qy1DY “ kpx, x1q@y, y1DY for x, x1 P X and y, y1 P Y . (2.3)
Example 2.3. X “ RdX , @x, x1DX “ xTx1, Y “ RdY and @y, y1DY “ yT y1 are prototyp-
ical examples. For ease of presentation, we will continue using the notation
@
y, y1
D
Y “
yT y1 even when Y is arbitrary.
Each non-degenerate, locally bounded and separately continuous operator-valued ker-
nel K (which we will refer to as a Mercer’s kernel) is in one to one correspondence with
a reproducing kernel Hilbert space H of continuous functions f : X Ñ Y obtained [40,
Thm. 1,2] as the closure of the linear span of functions z Ñ Kpz, xqy (px, yq P X ˆ Y)
with respect to the inner product identified by the reproducing property@
f,Kp¨, xqyDH “ @fpxq, yDY (2.4)
2.2. Feature maps. Let F be a separable Hilbert space (with inner product @¨, ¨DF
and norm } ¨ }F ) and let ψ : X Ñ LpY,Fq be a continuous function mapping X to the
space of bounded linear operators from Y to F .
Definition 2.4. We say that F and ψ are a feature space and a feature map for the
kernel K if, for all px, x1, y, y1q P X 2 ˆ Y2,
yTKpx, x1qy1 “ @ψpxqy, ψpx1qy1DF . (2.5)
10Although X and Y are finite-dimensional in all practical applications, and although we will restrict
some of our proofs to the finite-dimensional setting to minimize technicalities, as demonstrated in [58], it
is useful to keep the infinite-dimensional viewpoint in the identification of discrete models with desirable
attributes inherited from the infinite-dimensional setting.
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Write ψT pxq, for the adjoint of ψpxq defined as the linear function mapping F to Y
satisfying @
ψpxqy, αDF “ @y, ψT pxqαDY (2.6)
for x, y, α P X ˆ Y ˆ F . Note that ψT : X Ñ LpF ,Yq is therefore a function mapping
X to the space of bounded linear functions from F to Y. Writing αTα1 :“ @α, α1DF for
the inner product in F we can ease our notations by writing
Kpx, x1q “ ψT pxqψpx1q (2.7)
which is consistent with the finite-dimensional setting and yTKpx, x1qy1 “ pψpxqyqT pψpx1qy1q
(writing yT y1 for the inner product in Y). For α P F write ψTα for the function X Ñ Y
mapping x P X to the element y P Y such that@
y1, y
D
Y “
@
y1, ψT pxqαDY “ @ψpxqy1, αDF for all y1 P Y . (2.8)
We can, without loss of generality, restrict F to be the range of px, yq Ñ ψpxqy so that
the RKHS H defined by K is the (closure of) linear space spanned by ψTα for α P F .
Note that the reproducing property (2.4) implies that for α P F@
ψT p¨qα,ψT p¨qψpxqyDH “ @ψT pxqα, yDY “ @α,ψpxqyDF (2.9)
for all x, y P X ˆ Y, which leads to the following theorem.
Theorem 2.5. The RKHS H defined by the kernel (2.7) is the linear span of ψTα over
α P F such that }α}F ă 8. Furthermore,
@
ψT p¨qα,ψT p¨qα1DH “ @α, α1DF and
}ψT p¨qα}2H “ }α}2F for α, α1 P F . (2.10)
2.3. Kernel method solutions to the approximation problem 1. In setting of
Subsec. 2.1, assume the unknown function f : in Problem 1 to be contained in H.
2.3.1. The optimal recovery solution. Using the relative error in } ¨ }H-norm as a
loss, the minimax optimal recovery solution of Problem (1) is [64, Thm. 12.4,12.5] the
minimizer (in H) of
`pX,Y q :“
#
Minimize }f}H
subject to fpXq “ Y (2.11)
By the representer theorem [52], the minimizer of (2.11) is
fp¨q “
Nÿ
j“1
Kp¨, XjqZj , (2.12)
where the coefficients Zj P Y are identified by solving the system of linear equations
Nÿ
j“1
KpXi, XjqZj “ Yi for all i P t1, . . . , Nu , (2.13)
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i.e. KpX,XqZ “ Y where Z “ pZ1, . . . , ZN q, Y “ pY1, . . . , YN q P YN and KpX,Xq is
the N ˆN block-operator matrix11 with entries KpXi, Xjq. Therefore, writing Kp¨, Xq
for the vector pKp¨, X1q, . . . ,Kp¨, XN qq P HN , the minimizer of (2.11) is
fp¨q “ Kp¨, XqKpX,Xq´1Y , (2.14)
which implies
`pX,Y q “ }f}2H “ Y TKpX,Xq´1Y , (2.15)
where KpX,Xq´1 is the inverse of KpX,Xq (whose existence is implied by the non-
degeneracy of K combined with Xi ­“ Xj for i ­“ j).
2.3.2. The ridge regression solution. Let λ ą 0 and `Y : YN ˆYN Ñ r0,8s be an
arbitrary continuous positive loss. A ridge regression solution (also known as Tikhonov
regularizer) to Problem 1 is a minimizer of
`pX,Y q :“ inf
fPHλ }f}
2
H ` `YpfpXq, Y q . (2.16)
Prototypical examples for `Y are the empirical squared error
`YpY 1, Y q “
Nÿ
i“1
}Y 1i ´ Yi}2Y , (2.17)
used for general regression and and the hinge loss [84]
`YpY 1, Y q “
Nÿ
i“1
`
Y 1i,classpYiq ´ maxj ­“classpYiqY
1
i,j ´ 1
˘
` , (2.18)
used for classification problems12. By the representer theorem, (2.16) admits a minimizer
of the form fp¨q “ Kp¨, XqZ where Z P YN is identified as the minimizer of
`pX,Y q “ inf
ZPYN
λZTKpX,XqZ ` `YpKpX,XqZ, Y q . (2.19)
In particular, for `Y defined as in (2.17), the minimizer of (2.16) is
fpxq “ Kpx,Xq`KpX,Xq ` λI˘´1Y , (2.20)
(writing I for the identity matrix) and the value of (2.16) at the minimum is
`pX,Y q “ λY T `KpX,Xq ` λI˘´1Y . (2.21)
11 For N ě 1 let YN be the N-fold product space endowed with the inner-product @Y,ZDYN :“řN
i,j“1
@
Yi, Zj
D
Y for Y “ pY1, . . . , YN q, Z “ pZ1, . . . , ZN q P YN . A P LpYN q given by A “¨˚
˝A1,1 ¨ ¨ ¨ A1,N... ...
AN,1 ¨ ¨ ¨ AN,N
‹˛‚ where Ai,j P LpYq, is called a block-operator matrix. Its adjoint AT with re-
spect to
@¨, ¨DYN is the block-operator matrix with entries pAT qi,j “ pAj,iqT .
12(2.18) seeks to maximize the margin between correct and incorrect labels and is defined for Y “ RdY
by writing Y 1i,j for the entries of Y 1i , using argmaxjY
1
i,j for the predicted label for the data i, setting
classpYiq “ j if the label/class of Xi is j and writing a` :“ maxpa, 0q.
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3. Mechanical regression and idea registration
3.1. Mechanical regression. Motivated by the structure of Residual Neural Networks
[33] we seek to approximate f : in Problem 1 by a function of the form
f ; “ f ˝ φL , (3.1)
where (writing I for the identity map on X )
φL :“ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1q (3.2)
is a function (large deformation) mapping X to itself obtained from the unknown residu-
als (small deformations) vk : X Ñ X and f : X Ñ Y is a ridge regression approximation
of an unknown function mapping φLpXq (the image of the data X under the deformation
φL) to Y . We penalize the lack of regularity of the vk and f by introducing an RKHS
V of functions mapping X to itself and an RKHS H of functions mapping X to Y and
identify v1, . . . , vL and f by minimizing#
Minimize ν2 L
řL
s“1 }vs}2V ` λ }f}2H ` `Y
`
f ˝ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1qpXq, Y
˘
over v1, . . . , vL P V and f P H , (3.3)
where ν is a strictly positive parameter balancing the regularity of φL with that of f
and λ ą 0 balances the regularity of f with the loss `Y=(2.17).
3.2. Ridge regression loss. The variational problem (3.3) can be written#
Minimize ν2 L
řL
s“1 }vs}2V ` `
`pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1qpXq, Y ˘
over v1, . . . , vL P V , (3.4)
where ` : XN ˆ YN Ñ r0,8s is the the ridge regression loss (2.16)=(2.21). The
following condition (which we will from now on assume to be satisfied) ensures the
continuity of `=(2.21).
Condition 3.1. Assume that (1) x Ñ Kpx, x1q is continuous and (2) dimpXq and
dimpYq are finite-dimensional.
We will now focus on the reduction of (3.4) and only assume ` : XN ˆ YN Ñ r0,8s
to be continuous and positive.
3.3. Reduction to a discrete least action principle. Although ` may not be con-
vex, the first part of (3.4) is quadratic and can be reduced as shown in Thm 3.3. We
will from now on work under the following condition13 where Γ is the kernel defined by
V.
Condition 3.2. Assume that (1) there exists r ą 0 such that ZTΓpX,XqZ ě rZTZ for
all Z P XN , (2) Γ admits F and ψ as feature space/map, F is finite-dimensional, ψ and
its first and second order partial derivatives are continuous and uniformly bounded, and
(3) X is finite-dimensional.
13Note that Cond. 3.2.(1) is equivalent to the non singularity of ΓpX,Xq and (2) implies that px, x1q Ñ
Γpx, x1q and its first and second order partial derivatives are continuous and uniformly bounded.
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Theorem 3.3. v1, . . . , vL P V is a minimizer of (3.4) if and only if
vspxq “ Γpx, qsqΓpqs, qsq´1pqs`1 ´ qsq for x P X , s P t1, . . . , Lu , (3.5)
where q1, . . . , qL`1 P XN is a minimizer of (write ∆t :“ 1{L)#
Minimize ν2
řL
s“1p q
s`1´qs
∆t qTΓpqs, qsq´1p q
s`1´qs
∆t q∆t` `
`
qL`1, Y
˘
over q2, . . . , qL`1 P XN with q1 “ X . (3.6)
Proof. Introduce the variables qs`1i “ pI ` vsq ˝ ¨ ¨ ¨ ˝ pI ` v1qpXiq for 2 ď s ď L, and
q1i “ Xi. (3.4) is then equivalent to$’&’%
Minimize ν L2
řL
s“1 }vs}2V ` `
`
qL`1, Y
˘
over v1, . . . , vs P V, q1, . . . , qL`1 P XN
subject to q1 “ X and vspqsq “ qs`1 ´ qs for all s
(3.7)
Minimizing with respect to the vs first we obtain }vs}2V “ pqs`1´ qsqTΓpqs, qsq´1pqs`1´
qsq and (3.5). (3.7) can then be reduced to (3.6). 
3.4. Continuous limit and neural least action principle. Interpreting ∆t “ 1{L
as time step, (3.6) is the discrete least action principle [49] obtained by using the ap-
proximation
pq
s`1 ´ qs
∆t
qTΓpqs, qsq´1pq
s`1 ´ qs
∆t
q « 9qTs
L
Γpqs, qsq 9q s
L
in the continuous least action principle#
Minimize νArqs ` ``qp1q, Y ˘
over q P C1pr0, 1s,XN q subject to qp0q “ X . (3.8)
where Arqs is the action
Arqs :“
ż 1
0
Lpq, 9qq dt (3.9)
defined by the Lagrangian
Lpq, 9qq :“ 1
2
9qTΓpq, qq´1 9q , (3.10)
and C1pr0, 1s,XN q is the set of continuously differentiable functions q : r0, 1s Ñ XN
mapping s P r0, 1s to qs P XN . Consequently, minimizing (3.7) corresponds to using
a first-order variational symplectic integrator (simulating a nearby mechanical system
[30]) to approximate (3.8). We will present convergence results in Thm. 3.11.
3.5. Euler-Lagrange equations and geodesic motion. Following classical Lagrangian
mechanics [48], a minimizer of (3.8) follows the Euler-Lagrange equations ddt
BL
B 9q ´ BLBq “ 0,
i.e.
d
dt
`
Γpq, qq´1 9q˘ “ Bq`1
2
9qTΓpq, qq´1 9q˘ (3.11)
Furthermore, Γ´1pq, qq can be interpreted as a mass matrix or metric tensor [48, p. 3]
and the Euler-Lagrange equations are equivalent to the equations of geodesic motion
[48, Sec. 7.5] corresponding to minimizing the length
ş1
0
a
9qTΓpq, qq´1 9q ds of the curve q
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connecting X to qp1q (which can also be recovered as a limit by replacing L2
řL
s“1 }vs}2V
by
řL
s“1 }vs}V in (3.4)).
3.6. Hamiltonian mechanics. Introduce the momentum variable
p “ BLB 9q “ Γpq, qq
´1 9q , (3.12)
and the Hamiltonian Hpq, pq “ pT 9q ´ Lpq, 9qq “ 12 9qTΓpq, qq´1 9q “ 12pTΓpq, qqp “(1.13).
The following theorem summarizes the classical [48] correspondence between the La-
grangian and Hamiltonian viewpoints.
Theorem 3.4. If q is a minimizer of the least action principle (3.8) then pq, pq follows
the Hamiltonian dynamic#
9q “ BHpq,pqBp “ Γpq, qqp
9p “ ´BHpq,pqBq “ ´Bqp12pTΓpq, qqpq ,
with initial value pqp0q “ X, pp0qq . (3.13)
The energy Hpq, pq is conserved by this dynamic and any function F of pq, pq evolves
according to the Lie derivative
d
dt
F pq, pq “ tF,Hu “ BqFBpH´ BpFBqH “ BqFΓpq, qqp´ BpFBqp1
2
pTΓpq, qqpq . (3.14)
3.6.1. In feature space. Let F and ψ be the feature space/map of Γ introduced in
Cond. 3.2. Using the identity Γpx, x1q “ ψT pxqψpx1q, the Hamiltonian system (3.13) can
be written (using the identity (3.16))$&% 9qi “ ψ
T pqiqα
9pi “ ´Bx
`
pTi ψ
T pxqα˘ˇˇˇ
x“qi
,
(3.15)
where α is the time dependent element of F defined by
α :“
Nÿ
j“1
ψpqjqpj . (3.16)
Energy preservation and the identity }α}2F “ pTΓpq, qqp , implies the following.
Proposition 3.5. tÑ }αptq}F is constant.
3.6.2. Existence and uniqueness. Cond. 3.2 provides sufficient regularity on Γ for
the existence and uniqueness of a solution to (3.13) in C2pr0, 1s,XN q ˆ C1pr0, 1s,XN q.
Theorem 3.6. (3.13) admits a unique solution in C2pr0, 1s,XN q ˆ C1pr0, 1s,XN q.
Proof. (3.15) implies that } 9pi}Y ď }pi}Y}α}F supx }∇ψpxq}. Therefore Prop. 3.5 implies
that pptq remains in a bounded domain B (for t P r0, 1s). The regularity of Γ (Cond. 3.2)
implies that the vector field of (3.13) is uniformly Lipschitz for p P B. We conclude from
the global version of the Picard-Lindelo¨f theorem [4, Thm. 1.2.3]. 
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3.6.3. Geodesic shooting. The Hamiltonian representation of minimizers of (3.8)
enables its reduction to the search for an initial momentum pp0q. This method, known
as geodesic shooting in image registration [1], is summarized in the following theorem.
Theorem 3.7. Write p “ Γpq, qq´1 9q “(3.12) for q P C1pr0, 1s,XN q. q is a minimizer
of (3.8) if and only if pq, pq follows the Hamiltonian dynamic (3.13), qp0q “ X and pp0q
is a minimizer of
V
`
pp0q, X, Y ˘ :“ ν
2
pT p0qΓ`X,X˘pp0q ` `pqp1q, Y q . (3.17)
Furthermore, pp1q satisfies
ν pp1q ` Bqp1q`pqp1q, Y q “ 0 . (3.18)
Proof. Zeroing the Fre´chet derivative of (3.8) with respect to the trajectory qptq implies
that a minimizer of (3.8) must satisfy the Hamiltonian dynamic (3.13) and the boundary
condition (3.18) (which is analogous to the one obtained in image registration [1, Eq. 7]).
Since the energy pTΓpq, qqp{2 is preserved along the Hamiltonian flow, the minimization
of (3.8) can be reduced to that of (3.17) with respect to pp0q. 
3.7. Idea registration. Let Cpr0, 1s,Vq be the space of continuous functions v : X ˆ
r0, 1s Ñ X such that x Ñ vpx, tq belongs to V (for all t P r0, 1s) and is uniformly (in
t and x) Lipschitz continuous. For v P Cpr0, 1s,Vq write φv : X ˆ r0, 1s Ñ X for the
solution of (1.7). By the Picard-Lindelo¨f theorem [4, Thm. 1.2.3] the solution of (1.7)
exists and is unique if X is finite-dimensional14, which is ensured by Cond. 3.2. Instead
of reducing (3.4) to (3.7), consider its infinite depth limit15 and observe that, in the limit
LÑ 8, pI ` vkq ˝ ¨ ¨ ¨ ˝ pI ` v1q approximates (at time tk :“ kL) the flow map φv where
v is a minimizer of #
Minimize ν2
ş1
0 }v}2V dt` `
`
φvpX, 1q, Y ˘
over v P Cpr0, 1s,Vq . (3.19)
The proof of this convergence, stated in Thm. 3.11, is based on the following reduction
theorem.
Theorem 3.8. v is a minimizer of (3.19) if and only if
9φvpx, tq “ Γpφvpx, tq, qtqΓpqt, qtq´1 9qt with φvpx, 0q “ x P X (3.20)
where q is a minimizer of the least action principle (3.8). Furthermore (defining Arqs
as in (3.9)), for q P C1pr0, 1s,XN q,
Arqs “ inf
vPCpr0,1s,Vq :φvpqp0q,tq“qptq @tPr0,1s
ż 1
0
1
2
}v}2V dt , (3.21)
14 The simplicity of the proof of existence and uniqueness of solutions for (1.7) is the main reason
why we work under Cond. 3.2. Although [88, Thm. 3.3] could be used when dimpX q “ 8, the existence
and uniqueness of solutions for ODEs can be quite delicate in general infinite-dimensional spaces [46].
15The infinite depth limit (3.19) can be interpreted as an image registration variational problem
with images replaced by abstractions deformed by arbitrary kernels. [24] shows that if V is defined
by a differential operator of sufficiently high order in a Sobolev space, then φv is a diffeomorphism (a
differentiable bijection). Although the bijectivity of φv is a natural requirement in image registration, it
is not needed for idea registration since two inputs may share the same label.
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and the representer PDE (3.20) can be written as (1.12), where pq, pq is the solution of
the Hamiltonian system (3.13) with initial condition qp0q “ X and pp0q identified as a
minimizer of (3.17).
Proof. The proof of (3.20) and (3.21) is identical to that of Thm. 3.3. (1.12) follows
from theorems 3.4 and 3.7. 
Figure 3 summarizes the correspondence between the least action principles obtained
from (3.4) under reduction and/or infinite depth limit.
Figure 3. Least action principles after reduction and/or infinite depth limit.
3.8. Existence/identification of minimizers and energy preservation. Although
it is simple to show the existence of minimizers for (3.8), (3.17) and (3.19) (see Thm. 3.9
below) we will not attempt to identify sufficient conditions for their uniqueness since
pathological landmark matching examples [54] suggest that, even with smooth kernels,
these minimizers may not be unique16.
Theorem 3.9. The minimum values of (3.8), (3.17) and (3.19) are identical. (3.8),
(3.17) and (3.19) have minimizers. q is a minimizer of (3.8) if and only if pq, pq
(p “ Γpq, qq´1 9q) follows the Hamiltonian dynamic (3.13) (with qp0q “ X) and pp0q “
Γ
`
qp0q, qp0q˘´1 9qp0q is a minimizer of V`pp0q, X, Y ˘ “(3.17). v is a minimizer of (3.19)
if and only if vpx, tq “ Γpx, qqp with pq, pq following the Hamiltonian dynamic (3.13)
(with qp0q “ X) and pp0q being a minimizer of V`pp0q, X, Y ˘ “(3.17). Therefore the
minimizers of (3.8) and (3.19) can be parameterized by their initial momentum identified
16For a simple example, consider a rigid pendulum spinning about the origin. Starting from the
stable equilibrium point (pendulum down, zero velocity), consider the problem of finding a minimal
energy initial momentum arriving at the unstable equilibrium (pendulum up) with zero velocity. This
problem is analogous to minimizing (3.8) and has two solutions. This lack of uniqueness is also related
to the notions of nonconjugate solutions [48, Def. 7.4.4] in classical mechanics and conjugate points [48,
p. 198] in the study of geodesics.
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as a minimizer of V
`
pp0q, X, Y ˘ “(3.17). Furthermore, at those minima, the energies
1
2 9q
TΓpq, qq´1 9q and 12}v}2V are constant over t P r0, 1s and equal to ν2pT p0qΓ
`
X,X
˘
pp0q.
Proof. Given Thm. 3.7 and Thm. 3.8 we only need to prove the existence of minimiz-
ers for V
`
pp0q, X, Y ˘ “(3.17). Let Bρ :“ tpp0q P XN | pp0qT pp0q ď ρ2u. Since X is
finite-dimensional this ball is compact. Since ` is continuous in qp1q and qp1q is contin-
uous in pp0q [4, Thm. 1.4.1.], (3.17) must have a minimizer in Bρ. Since ` is positive,
Cond. 3.2.(1) implies that (3.17) diverges towards infinity as pp0qT pp0q Ñ 8. It follows
that, for ρ large enough, Bρ contains at least one global minimizer of (3.17) and all
global minimizers are contained in Bρ. Note that by Thm. 3.6 and the representation
(3.20) it holds true that a minimizer v of (3.19) must be an element of Cpr0, 1s,Vq. 
We will now show the existence of minimizers for (3.4) and (3.6). [92, Thm. 3.3]
implies17 (under the regularity conditions 3.2 on Γ) that the trajectory q1, . . . , qL`1
of a minimizer of the discrete least action principle (3.6) follows that a first-order18
symplectic integrator for the Hamiltonian system (3.13). Introducing the momentum
variables (1.10) this discrete integrator is (1.11) Write
VLpp1, X, Y q :“
#
ν
2
řL
s“1ppsqTΓpqs, qsqps ∆t` `
`
qL`1, Y
˘
ps “ (1.10) and pqs, psq follow (1.11) with q1 “ X . (3.22)
Theorem 3.10. The minimum values of (3.4), (3.6) and VLpp1, X, Y q (in p1) are
identical. (3.4), (3.6) and (3.22) have minimizers. q1, . . . , qL`1 is a minimizer of (3.6)
if and only if pqs, psq (with ps=(1.10)) follows the discrete Hamiltonian map (1.11),
q1 “ X and p1 is a minimizer of VLpp1, X, Y q “(3.22). v1, . . . , vL is a minimizer of (3.4)
if and only if vs “ ∆tΓpx, qsqps “(3.5) where pqs, psq follows the discrete Hamiltonian
map (1.11) with q1 “ X and p1 is a minimizer of VLpp1, X, Y q “(3.22). Therefore the
minimizers of (3.4) and (3.6) can be parameterized by their initial momentum identified
as a minimizer of VLpp1, X, Y q “(3.22). At those minima, the energies 12ppsqTΓpqs, qsqps
and 12}vs}2V are equal and fluctuate by at most Op1{Lq over s P t1, . . . , Lu.
Proof. By Thm. 3.3 we only need to prove the result for (3.22). Since (under Cond. 3.2)
VLpp1, X, Y q diverges towards infinity as pp1qT p1 Ñ 8 and since VLpp1, X, Y q is con-
tinuous, as in proof of Thm. 3.9, for ρ large enough, (3.22) must have a global minimizer
in Bρ :“ tp1 P XN | pp1qT p1 ď ρ2u and all global minimizers must be contained in Bρ.
By Thm. 3.3 }vs}2V is equal to ppsqTΓpqs, qsqps where pqs, psq is obtained from the (first-
order) symplectic and variational integrator (1.11) for the Hamiltonian system (3.13).
The near energy preservation then follows from [30, Thm. 8.1] (derived from the fact that
symplectic integrators simulate a nearby mechanical system) and the order of accuracy
of (1.11). 
17Such results are part of the discrete mechanics literature on discretized least action principles.
General accuracy results could also be derived from [49, Sec. 2] and [10, p. 114] and Γ-convergence
results could be derived from [57].
18Higher order symplectic partitioned Runge Kutta discretizations [30, Sec. 2.6.5] of (3.13) would
lead to numerical schemes akin to Densely Connected Networks [36].
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3.9. Convergence of minimal values and minimizers. Due to the possible lack
of uniqueness of mechanical regression solutions (discussed in Subsec. 3.8) the conver-
gence of minimizers must be indexed based on their initial momentum parametriza-
tion as described in Thm. 3.9 and Thm. 3.10. Write MLpX,Y q for the set of mini-
mizers p1 of VLpp1, X, Y q “(3.22). Write MpX,Y q for the set of minimizers pp0q of
V
`
pp0q, X, Y ˘ “(3.17).
Theorem 3.11. The minimal value of (3.4), (3.6) and (3.22) converge, as L Ñ 8,
towards the minimal value of (3.8), (3.17), (3.19). As L Ñ 8, the set of adherence
values19 of MLpX,Y q is MpX,Y q. Let vLs , qsL and p1L be sequences of minimizers of (3.4),
(3.4) and (3.22) indexed by the same sequence p1L of initial momentum in MLpX,Y q (as
described in Thm. 3.10). Then, the adherence points of the sequence p1L are in MpX,Y q
and if pp0q is such a point (p1L converges towards pp0q along a subsequence Lk) then,
along that subsequence: (1) The trajectory formed by interpolating the states qsL P XN
converges to the trajectory formed by a minimizer of (3.8) with initial momentum pp0q.
(2) For20 t P r0, 1s, pI ` vLintptLqq ˝ ¨ ¨ ¨ ˝ pI ` vL1 qpxq converges to φvpx, tq=(1.7) where
v be a minimizer of (3.19) with initial momentum pp0q. Conversely if pp0q P MpX,Y q
then it is the limit of sequence p1L P MLpX,Y q and the minimizers of (3.4), (3.6) and
(3.22) with initial momentum p1L converge (in the sense given above) to the minimizers
of (3.8), (3.17), (3.19) with initial momentum pp0q (as described in Thm. 3.9).
Proof. By Thm. 3.10 and Thm. 3.9 the convergence of minimum values follows from that
of VLpp1, X, Y q towards that of V
`
pp0q, X, Y ˘. As shown in the proof of Thm.3.9 and
Thm. 3.10, the initial momenta minimizing VL and V are contained in a compact set
Bρ (independent from L). The uniform convergence (for p
1 “ pp0q P Bρ, q1 “ qp0q “ X)
of the solution of the integrator (1.11) towards the solution of the Hamiltonian system
(3.13) implies that limLÑ8minp1PBρ VLpp1, X, Y q “ minp1PBρ limLÑ8VLpp1, X, Y q “
minp1PBρ V
`
p1, X, Y
˘
. Which proves the convergence of minimum values. Similarly the
uniform convergence (over p1 P Bρ) of VLpp1, X, Y q towards V
`
p1, X, Y
˘
(also obtained
from the uniform convergence of the solution of (1.11) in Bρ) implies that the set of
adherence values of MLpX,Y q is MpX,Y q. Let p1L be a sequence in MLpX,Y q and
let pp0q P MpX,Y q be one of its adherence points. The convergence of p1L towards
pp0q (along a subsequence Lk) and the uniform convergence (along Lk) of the solution
of (1.11) towards the solution of (3.13) implies (1). (1) and the representation vs “
Γpx, qsqps “(3.5) of Thm. 3.10 imply that pI ` vintptLqq ˝ ¨ ¨ ¨ ˝ pI ` v1qpxq converges to
zptq where z is the solution of the ODE
9z “ Γpz, qqp with zp0q “ x , (3.23)
where pq, pq follows the Hamiltonian dynamic (3.13) with initial value qp0q “ X and pp0q.
We conclude that (2) holds true by the representation vpx, tq “ Γpx, qqp of Thm. 3.9 and
by observing that (3.23) is a characteristic curve of (1.12). The proof of the remaining
(conversely) portion of the theorem is identical. 
19Writing clA for the closure of a set A, XL1ě1clYLěL1 MLpX,Y q “MpX,Y q.
20Write intptLq for the integer part of tL.
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Observe that, with ` “(2.16), (3.19) is equivalent to minimizing#
Minimize ν2
ş1
0 }v}2V dt` λ }f}2H ` `Y
`
f ˝ φvpX, 1q, Y ˘
over v P Cpr0, 1s,Vq and f P H . (3.24)
Thm. 3.11 implies that minimizers of (3.3) converge towards minimizers of (3.24) in
the sense of the following corollary.
Corollary 3.12. As L Ñ 8, (1) the minimum value of (3.3) converges towards the
minimum value of (3.24). If pv1, . . . , vL, fq is a sequence of minimizers of (3.3) then
the set of adherence values of f ˝ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1q is 
f ˝ φvp¨, 1q | pv, fq is a minimizer of (3.24)( , (3.25)
i.e., the sequence pv1, . . . , vL, fq can be partitioned into subsequences such that, along
each subsequence, f ˝ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1qpxq converges (for all x P X ) towards
f ˝ φvpx, 1q where pv, fq is a minimizer of (3.24).
Proof. The proof is a direct consequence of Thm. 3.11. Observe that we are using the
fact that a minimizer f of (3.3) is unique given pv1, . . . , vLq and a minimizer f of (3.24)
is unique given v. 
3.10. Mechanical regression is ridge regression with an RKHS learned from
data. In the infinite depth (continuous time) limit, the mechanical regression approach
to Problem 1 is to approximate f : with
f ;p¨q “ f ˝ φvp¨, 1q (3.26)
where v and f are minimizers of (3.24) (and φv solves (1.7)). The following proposition
shows that mechanical regression is equivalent to performing optimal recovery or ridge
regression with an RKHS Hv that is learned from the data pX,Y q. The ν penalty avoids
overfitting that RKHS to the data.
Proposition 3.13. Let φv be the solution of (1.7) for an arbitrary v P Cpr0, 1s,Vq.
Let Hv be the RKHS associated with Kvpx, x1q :“ K`φvpx, 1q, φvpx1, 1q˘. If fv is the
minimizer of λ }f 1}2Hv ` `Ypf 1pXq, Y q over f 1 P Hv and f is the minimizer of λ }f 1}2H `
`Y
`
f 1 ˝ φvpX, 1q, Y ˘ over f 1 P H. It holds true that fvp¨q “ f ˝ φvp¨, 1q and
inf
f 1PHλ }f
1}2H ` `Y
`
f 1 ˝ φvpX, 1q, Y ˘ “ inf
f 1PHv λ }f
1}2Hv ` `Ypf 1pXq, Y q . (3.27)
In particular, if ` is the ridge regression loss (2.16), then a mechanical regression solution
f ; “(3.26) to Problem (1) is a minimizer of#
Minimize ν2
ş1
0 }v}2V dt` λ }f}2Hv ` `YpfpXq, Y q
over v P Cpr0, 1s,Vq and f P Hv , (3.28)
whose minimal value is λ}fv}2Hvλ for `Y “(2.17), where Hvλ is the RKHS associated with
Kvλ :“ Kv ` λI.
Proof. fvp¨q “ f ˝ φvp¨, 1q follows from (2.20) and (3.27) follows from (2.21). 
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3.11. Information in momentum variables and sparsity. Consider the Hamilton-
ian system (3.13). While q has a clear interpretation as the displacement of the input
data X, that of the momentum variable p is less transparent. The following theorem
shows that the entry pi of p is zero if qip1q does not contribute to the loss. There-
fore, using the hinge loss (2.18), the only indices i having a non-zero momentum will
be those within or at the boundary of the safety margin. In that sense pi represents
the contribution of the data point pXi, Yiq to the predictor φvp¨, 1q obtained from (3.19)
and (1.12). This phenomenon is analogous to the sparse representations obtained with
support vector machines [84] where the predictor is represented with the subset of the
training points (the support vectors) within the safety margin of the hinge loss.
Theorem 3.14. Let pq, pq be the solution of the Hamiltonian system (3.13) with initial
state qp0q “ X and pp0q minimizing (3.17). For i P t1, . . . , Nu, it holds true that
piptq “ 0 for all t P r0, 1s if and only if Bqip1q`pY, qp1qq “ 0.
Proof. Combine (3.18) with Lem. 3.15. 
Lemma 3.15. Let pq, pq be a solution of the Hamiltonian system (3.13). If pipt0q “ 0
for some t0 P r0, 1s then piptq “ 0 for all t P r0, 1s.
Proof. 9p “ ´Bqp12pTΓpq, qqpq implies that 9piptq “ 0 if piptq “ 0 and piptq “ 0 for t ě t0
follows by integration. Since the time reversed trajectory tÑ `q,´p˘p1´ tq also satisfies
the Hamiltonian system (3.13) the result also follows by integration for t P r0, t0s. 
Following [81, 64, 80] we will now interpret the number of particles as a notion of
scale and initiate a multiresolution description of the action A supporting the proposed
interpretation of the momentum variables. For q P C1pr0, 1s,XN q (with N being an ar-
bitrary integer) define Arqs as in (3.9). For q1 P C1pr0, 1s,XN1q and q2 P C1pr0, 1s,XN2q
write A“pq1, q2q‰ for the action of the trajectory t Ñ qptq :“ pq1ptq, q2ptqq in XN1`N2 .
Note that we have the following consistency relation.
Proposition 3.16. Let q1 P C1pr0, 1s,XN1q and X2 P XN2 be arbitrary. It holds true
that
Arq1s “ inf
q2PC1pr0,1s,XN2 q : q2p0q“X2
Arpq1, q2qs (3.29)
Proof. Observe that (as in Thm. 3.8) infvPCpr0,1s,Vq :φvpq1p0q,tq“q1ptq @tPr0,1s
ş1
0
1
2}v}2H dt re-
duces to Arq1s and is also equal to the minimum of
inf
vPCpr0,1s,Vq :φvppq1,q2qp0q,tq“pq1,q2qptq @tPr0,1s
ż 1
0
1
2
}v}2H dt
over q2 P C1pr0, 1s,XN2q such that q2p0q “ X2. 
Proposition 3.17. For an arbitrary trajectory tÑ q1ptq let q2 be a minimizer of
νArpq1, q2qs ` ``pY 1, Y 2q, pq1, q2qp1q˘ . (3.30)
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Write q :“ pq1, q2q, Y “ pY 1, Y 2q and p “ pp1, p2q :“ Γpq, qq´1 9q. It holds true that pq, pq
is a solution of the dynamical system$’&’%
9q2 “ Γpq2, q1qp1 ` Γpq2, q2qp2
9p2 “ ´12Bq2pTΓpq, qqp
p1 “ Γpq1, q1q´1p 9q1 ´ Γpq1, q2qp2q
(3.31)
with the boundary condition
ν p2p1q ` Bq2p1q`pY, qp1qq “ 0 . (3.32)
Furthermore, if Bq2p1q`pY, qp1qq “ 0 then p2ptq “ 0 for all t P r0, 1s , and (3.31) reduces
to 9q2 “ Γpq2, q1qΓpq1, q1q´1 9q1 (which corresponds to (3.23)).
Proof. The result follows by zeroing the Fre´chet derivative of (3.30) with respect to q2.
Note that pp1, p2q :“ Γpq, qq´1 9q implies 9q1 “ Γpq1, q1qp1 ` Γpq1, q2qp2 which allows us
to identify p1 as in the third line of (3.31). Note that if Bq2p1q`pY, qp1qq “ 0 then (3.32)
implies p2p1q “ 0 and the second equation of (3.31) implies p2ptq “ 0 for all t P r0, 1s. 
3.12. Hydrodynamic/mean-field limit. (3.16) and (3.15) are, as in the ensemble
analysis of gradient descent [51, 76], natural candidates for a hydrodynamic/mean-field
limit analysis. Indeed, using (as in Subsec. 1.5) the change of variables pj “ 1N p¯j , (3.16)
and the Hamiltonian system (3.15) are equivalent to (1.14) and (3.20) is equivalent to
(1.15). Let µN :“ 1N
ř
i“1 δpqi,p¯iq be the empirical distribution of the particles pqi, p¯iq.
Then by (3.15) the average of a test function fpq˜, p˜q against µN obeys the dynamic
d
dt
µN rf s “ µN
”
Bq˜fψT pq˜q ´ Bp˜fBx
`
p˜TψT pxq˘ˇˇ
x“q˜
ı
µN
“
ψpq˜qp˜‰ , (3.33)
which leads to the following theorem.
Theorem 3.18. If, as N Ñ 8, µN and its first-order derivatives weakly converge
towards µ then minimizers of (3.19) converge to the solution of
9φpx, tq “ ψT `φvpx, tq˘µ“ψpq˜qp˜‰ and
Btµ “
”
´ divq˜
`
µψT pq˜q˘` divp˜ `µBx`p˜TψT pxq˘ˇˇx“q˜˘ıµ“ψpq˜qp˜‰ . (3.34)
3.13. Numerical implementation as geodesic shooting. Given the picture de-
picted in Fig. 3, the geodesic shooting solution to Problem 1 is summarized in the
pseudo-algorithm (1). Except for the structure of the end loss `, this method is similar to
the one introduced for computational anatomy [56, 1] (where the constraint 9q “ Γpq, qqp
may also be relaxed [14]). This section will implement this strategy on the Swiss roll
dataset to illustrate the impact of the value of ν on the deformation of the space and
the sparsity of momentum variables.
3.13.1. Geometric integration. The Hamiltonian system (3.13) is characterized by
structural and geometric invariants (the canonical symplectic form, volumes in the phase
space, the energy, etc.) [48]. Symplectic integrators [30] have been developed to approx-
imate the continuous system while exactly (e.g., for the symplectic form) or nearly (e.g.,
for the energy) preserving these invariants. The main idea of these integrators is to sim-
ulate a nearby discrete mechanical system rather than a nearby discrete ODE. Within
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Algorithm 1 Shooting solution to Problem 1
1: Define the loss ` via (2.11) or (2.16).
2: Discretize the Hamiltonian system (3.13) with a stable and accurate integrator.
3: Minimize (3.17) (via gradient descent and the discretized Hamiltonian system) to
identify the initial momentum pp0q.
4: Approximate f : with f ;p¨q “ f ˝ φp¨, 1q where φ is obtained from the numerical
integration of (1.12) (using the solution of the discretized Hamiltonian system with
optimal initial momentum pp0q) and f is obtained as the minimizer of ``φpX, 1q, Y ˘
in (2.11) or (2.16).
this class of symplectic integrators, explicit ones are preferred for their computational
efficiency/tractability. Since the Hamiltonian (3.13) is nonseparable, classical symplectic
integrators [30] such as Sto¨rmerVerlet are implicit [29]. Although the Euler-Lagrange
scheme associated with the discrete least action principle (3.6) is symplectic (since it is
variational [49]), it is also implicit and therefore difficult to simulate. In this paper we
will simply discretize the Hamiltonian system with the Leapfrog method [30] as follows:$’&’%
p Ð p´ h2Bq
`
1
2p
TΓpq, qqp˘
q Ð q ` hΓpq, qqp
p Ð p´ h2Bq
`
1
2p
TΓpq, qqp˘ . (3.35)
Although (3.35) is not symplectic for our non separable system (3.13), it is explicit, time-
reversible and sufficiently stable for our example (we have used it for its simplicity).
Remark 3.19. M. Tao has recently introduced [87] an ingenious method for deriving
explicit symplectic integrators for general non-separable Hamiltonian systems that could
be employed for (3.13). Tao’s idea to consider the augmented Hamiltonian system
H¯pq, p, q¯.p¯q “ Hpq, p¯q ` Hpq¯, pq ` ωp}q ´ q¯}22 ` }p´ p¯}22q (3.36)
in which the first two terms are copies of the original system with mixed-up positions
and momenta and the last term is an artificial restraint (ω is a constant controlling
the binding of the two copies). Discretizing (3.36) via Strang splitting leads to explicit
symplectic integrators of arbitrary even order.
3.13.2. Swiss roll dataset. We implement the pseudo-algorithm (1) for the Swiss roll
dataset illustrated in Fig. 4. We use the optimal recovery loss (2.11) to define ` and f .
For this example X “ R2, Y “ R, N “ 200, Yi “ `1 for the first 100 points, and Yi “ ´1
for the remaining 100 points. Γ is a separable Gaussian kernel (with a nugget r) of the
form Γpz, z1q “ pkpz, z1q` rqI with kpz, z1q “ e´|z´z1|2{s2 for z, z1 P X , s “ 5 and r “ 0.1.
We simply take K to be the scalar kernel kpz, z1q ` r with the same parameters as for
Γ. Fig. 4 shows the locations of the points qiptq for i “ 1, . . . , 200 where is a solution of
the numerical discretization of the Hamiltonian system (3.13) with the Leapfrog method
(3.35) and h “ 0.2. This Hamiltonian system is initialized with the momentum pp0q
identified by minimizing (3.17) via gradient descent for three different values of ν of the
regularizing parameter balancing, in (3.4), the RKHS norm of the deformation of the
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Figure 4. Swiss roll data set. locations of the points qiptq for ν “ 0.01
(top) ν “ 0.03 (bottom left) and ν “ 0.05 (bottom right).
space with that of the regressor f . Note that as ν increases a greater penalty is placed on
that deformation and the points qip1q remain closer to their original position. One the
other hand for a small value of ν, the space will deform to a greater degree to minimize
the RKHS norm of the regressor. Fig. 4 is also showing the norm of the entries of initial
momentum pp0q and final momentum pp1q. As discussed in Subsec. 3.11 the domination
of a few entries supports the suggestion that momentum variables promote sparsity in
the representation of the regressor.
4. Regularization
The landmark matching [39] setting of Sec. 3 requires the non-degeneracy of the
data and minimizers, and minimal values obtained from that setting may depend non-
continuously on the input X (since ΓpX,Xq may become singular as Xi Ñ Xj for some
i ­“ j). To ensure continuity and avoid singularities, idea registration must be regularized
as it is commonly done in image registration [53]. The proposed regularization provides
an alternative to Dropout for ANNs [83].
4.1. Regularized mechanical regression. In the setting of Subsec. 3.1, let `Y :
YN ˆ YN Ñ r0,8s be an arbitrary continuous positive loss. The proposed regularized
mechanical regression solution to Problem 1 is to approximate f : by a function of the
form f ; “ f ˝ φL “(3.1) where φL “ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1q “ (3.2), and pv1, . . . , vL, fq
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are identified by minimizing the following regularized version of (3.3).$’&’%
Minimize ν2 L
řL
s“1
`}vs}2V ` 1r }qs`1 ´ pI ` vsqpqsq}2XN ˘
`λ `}f}2H ` 1ρ}fpqL`1q ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over v1, . . . , vL P V, f P H, q1, . . . , qL`1 P XN , q1 “ X, Y 1 P XN ,
(4.1)
where r, ρ ą 0 are regularization parameters (akin to the nuggets employed in Krig-
ing/spatial statistics [80]) and }X}XN :“
řN
i“1 }Xi}2X , }Y }YN :“
řN
i“1 }Yi}2Y . With this
regularization Cond. 3.1 and 3.2 can, as described below, be relaxed to the following
conditions, which we assume to hold true in this section.
Condition 4.1. Assume that (1) dimpXq and dimpYq are finite-dimensional (2) x Ñ
Kpx, x1q is continuous and (3) px, x1q Ñ Γpx, x1q and its first and second order partial
derivatives are continuous and uniformly bounded.
4.2. Reduction to a discrete least action principle. Minimizing in f and Y 1 first,
(4.1) is equivalent to#
Minimize ν2 L
řL
s“1
`}vs}2V ` 1r }qs`1 ´ pI ` vsqpqsq}2XN ˘` ``qL`1, Y ˘
over v1, . . . , vL P V, q1, . . . , qL`1 P XN , q1 “ X . (4.2)
where ` : XN ˆ YN Ñ r0,8s is the loss defined by
`pX 1, Y q :“
#
Minimize λ
`}f}2H ` 1ρ}fpX 1q ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over f P H, Y 1 P YN . (4.3)
For q P XN , write Γrpq, qq :“ Γpq, qq ` rI and Kρpq, qq :“ Kpq, qq ` ρI for the N ˆN
block operator matrices with blocks Γpqi, qjq ` rδi,jIX and KpXi, Xjq ` ρδi,jIY (writing
IX (IY) for the identity operator on X (Y)).
Theorem 4.2. pv1, . . . , vL, fq, is a minimizer of (4.1) if and only if
vspxq “ Γpx, qsqΓrpqs, qsq´1pqs`1 ´ qsq for x P X , s P t1, . . . , Lu , (4.4)
where q1, . . . , qL`1 P XN is a minimizer of (write ∆t :“ 1{L)#
Minimize ν2
řL
s“1p q
s`1´qs
∆t qTΓrpqs, qsq´1p q
s`1´qs
∆t q∆t` `
`
qL`1, Y
˘
over q2, . . . , qL`1 P XN with q1 “ X , (4.5)
and f is a minimizer of `pqL`1, Y q. Furthermore f is a minimizer of `pX 1, Y q if and
only if
fp¨q “ Kp¨, X 1qZ (4.6)
where Z is a minimizer of
`pX 1, Y q “ inf
ZPYN
λZTKρpX 1, X 1qZ ` `YpKpX,XqZ, Y q “ (4.3) . (4.7)
Finally, under Cond. 4.1, ` “(4.3)=(4.7) is continuous (in both arguments), positive
and admits a minimizer f P H that is unique if Y 1 Ñ `Y pY 1, Y q is convex.
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Proof. (2.20) implies (4.4). The representer theorem implies (4.6). Using (2.21) we
get (4.5) and (4.7) from minfPH }f}2H ` 1ρ}fpX 1q ´ Y 1}2YN “ pY 1qTKρpX 1, X 1q´1Y 1 and
minvsPV
`}vs}2V ` 1r }qs`1 ´ pI ` vsqpqsq}2XN ˘ “ pqs`1 ´ qsqTΓrpqs, qsq´1pqs`1 ´ qsq.
ZTKρpX 1, X 1qZ ě ρZTZ ensures that the variable Z in (4.7) can be restricted to live in
a compact set. The continuity of ` then follows from [85, Lem. 5.3,5.4] and uniqueness
follows from the (strict) convexity of (4.7) in Z. 
4.3. Continuous least action principle and Hamiltonian system. The continu-
ous limit of the discrete least action principle (4.5) is#
Minimize νArrqs ` `
`
qp1q, Y ˘
over q P C1pr0, 1s,XN q subject to qp0q “ X , (4.8)
where Ar is the continuous action defined by
Arrqs :“
ż 1
0
1
2
9qTΓrpq, qq´1 9q dt , (4.9)
whose regularized Lagrangian Lrpq, 9qq “ 12 9qTΓrpq, qq´1 9q is identical to (3.10) with Γpq, qq
replaced by Γrpq, qq. We will now show that all the results of Sec. 3 remain true under
regularization and the relaxed conditions 4.1 with Γpq, qq replaced by Γrpq, qq.
Theorem 4.3. For q P C1pr0, 1s,XN q introduce the momentum
p “ Γrpq, qq´1 9q . (4.10)
q is minimizer of (4.8) if and only if qp0q “ X, pq, pq follows the Hamiltonian dynamic#
9q “ Γrpq, qqp
9p “ ´Bqp12pTΓrpq, qqpq ,
(4.11)
defined by the regularized Hamiltonian Hrpq, pq “ 12pTΓrpq, qqp, and pp0q is a minimizer
of
Vr
`
pp0q, X, Y ˘ :“ ν
2
pT p0qΓr
`
X,X
˘
pp0q ` `pqp1q, Y q . (4.12)
Furthermore, (4.11) admits a unique solution in C2pr0, 1s,XN q ˆ C1pr0, 1s,XN q, the
energy Hrpq, pq “ 12pTΓrpq, qqp is an invariant of the dynamic, and pp1q satisfies (3.18).
Proof. The proof is identical to those presented in Sec. 3. Since rpT p ď pTΓrpq, qqp
(4.12) and energy preservation imply that pptq is confined to a compact set. 
4.4. Regularized idea registration. In the limit L Ñ 8, pI ` vkq ˝ ¨ ¨ ¨ ˝ pI ` v1q
(obtained from (4.2)) approximates (at time tk :“ kL) the flow map φv (defined as the
solution of (1.7)) where v is a minimizer of#
Minimize ν2
ş1
0
`}v}2V ` 1r } 9q ´ vpq, tq}2XN ˘ dt` ``qp1q, Y ˘
over v P Cpr0, 1s,Vq, q P C1pr0, 1s,XN q, qp0q “ X . (4.13)
The proof of the following theorem is identical to that of Thm. 3.8.
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Theorem 4.4. v is a minimizer of (4.13) if and only if
vpx, tq “ Γpx, qtqΓrpqt, qtq´1 9qt (4.14)
where q is a minimizer of the least action principle (4.8). Furthermore the value of
(4.13) after minimization over v is (4.8) and representer PDE (3.20) can be written
as in (1.12) where pq, pq is the solution of the Hamiltonian system (4.11) with initial
condition qp0q “ X and pp0q identified as a minimizer of (4.12).
4.5. Existence/identification of minimizers and energy preservation. As in
Subsec. 3.8, minimizers of (4.13) may not be unique. The proof of the following theorem
is identical to that of Thm. 3.9.
Theorem 4.5. The minimum values of (4.8), (4.12) and (4.13) are identical. (4.8),
(4.12) and (4.13) have minimizers. q is a minimizer of (4.8) if and only if pq, pq
(p “ Γrpq, qq´1 9q) follows the Hamiltonian dynamic (4.11) (with qp0q “ X) and pp0q “
Γr
`
qp0q, qp0q˘´1 9qp0q is a minimizer of Vr`pp0q, X, Y ˘ “(4.12). v is a minimizer of
(4.13) if and only if
vpx, tq “ Γpx, qqp (4.15)
with pq, pq following the Hamiltonian dynamic (4.11) (with qp0q “ X) and pp0q be-
ing a minimizer of Vr
`
pp0q, X, Y ˘ “(4.12). Therefore the minimizers of (4.8) and
(4.13) can be parameterized by their initial momentum identified as a minimizer of
Vr
`
pp0q, X, Y ˘ “(4.12). Furthermore, at those minima, the energies 12pΓrpq, qqp “
1
2 9q
TΓrpq, qq´1 9q “ 12p}v}2V ` 1r } 9q ´ vpq, tq}2XN q “ 12}v}2Vr (writing } ¨ }Vr for the RKHS
norm defined by the kernel Γpx, x1q ` δpx ´ x1qI) are constant over t P r0, 1s and equal
to ν2p
T p0qΓr
`
X,X
˘
pp0q.
As in Sec. 3 the trajectory q1, . . . , qL`1 of a minimizer of (4.5) follows#
qs`1 “ qs `∆tΓrpqs, qsqps
ps`1 “ ps ´ ∆t2 Bqs`1
`pps`1qTΓrpqs`1, qs`1qps`1˘ , (4.16)
where ps is the momentum
ps “ Γrpqs, qsq´1 q
s`1 ´ qs
∆t
, (4.17)
Write
VrLpp1, X, Y q :“
#
ν
2
řL
s“1ppsqTΓrpqs, qsqps ∆t` `
`
qL`1, Y
˘
ps “ (4.17) and pqs, psq follow (4.16) with q1 “ X . (4.18)
The proof of the following theorem is identical to that of Thm. 3.10.
Theorem 4.6. The minimum values of (4.2), (4.5) and VrLpp1, X, Y q (in p1) are identi-
cal. (4.2), (4.5) and (4.18) have minimizers. q1, . . . , qL`1 is a minimizer of (4.5) if and
only if pqs, psq (with ps=(4.17)) follows the discrete Hamiltonian map (4.16), q1 “ X
and p1 is a minimizer of VrLpp1, X, Y q “(4.18). v1, . . . , vL is a minimizer of (4.2) if and
only if
vs “ Γpx, qsqps “ (4.4) , (4.19)
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where pqs, psq follows the discrete Hamiltonian map (4.16) with q1 “ X and p1 is a min-
imizer of VrLpp1, X, Y q “(4.18). Therefore the minimizers of (4.2) and (4.5) can be pa-
rameterized by their initial momentum identified as a minimizer of VrLpp1, X, Y q “(4.18).
At those minima, the energies 12ppsqTΓrpqs, qsqps and 12}vs}2Vr “ 12
`}vs}2V ` 1r }qs`1´pI`
vsqpqsq}2XN
˘
are equal and fluctuate by at most Op1{Lq over s P t1, . . . , Lu.
4.6. Continuity of minimal values. The following theorem does not have an equiv-
alent in Sec. 3 since it does not hold true without regularization.
Theorem 4.7. The minimal values of (4.8), (4.12), (4.13), (4.2), (4.5) and (4.18) are
continuous in pX,Y q.
Proof. By Thm. 4.5 it is then sufficient (for the discrete setting) to prove the continuity
of the minimum value of (4.12) with respect to pX,Y q. By [4, Thm. 1.4.1] if pq, pq follows
the Hamiltonian dynamic (4.11) then, under Cond. 4.1, qp1q is continuous with respect
to pp0q. The continuity of ` then implies that of (4.12) with respect to pp0q (with qp1q
being a function of pp0q). Under Cond. 4.1 pp0q can be restricted to a compact set in the
minimization of (4.12). [85, Lem. 5.3,5.4] then implies the continuity of the minimum
value of (4.12) with respect to pX,Y q. By Thm. 4.6 the continuity of the minimum value
of (4.1) follows from that of VrLpp1, X, Y q “(4.18) which is continuous in all variables.
Under Cond. 4.1, p1 can be restricted to a compact set in the minimization of (4.18).
We conclude by using [85, Lem. 5.3,5.4]. 
4.7. Convergence of minimal values and minimizers. Write MrLpX,Y q for the
set of minimizers p1 of VrLpp1, X, Y q “(4.18). Write MrpX,Y q for the set of minimizers
pp0q of Vr`pp0q, X, Y ˘ “(4.12). The proof of the following theorem is identical to that
of Thm. 3.11.
Theorem 4.8. The minimal value of (4.2), (4.5) and (4.18) converge, as L Ñ 8,
towards the minimal value of (4.8), (4.12), (4.13). As L Ñ 8, the set of adherence
values of MrLpX,Y q is MrpX,Y q. Let vLs , qsL and p1L be sequences of minimizers of (4.2),
(4.2) and (4.18) indexed by the same sequence p1L of initial momentum in M
r
LpX,Y q (as
described in Thm. 4.6). Then, the adherence points of the sequence p1L are in M
rpX,Y q
and if pp0q is such a point (p1L converges towards pp0q along a subsequence Lk) then,
along that subsequence: (1) The trajectory formed by interpolating the states qsL P XN
converges to the trajectory formed by a minimizer of (4.8) with initial momentum pp0q.
(2) For t P r0, 1s, pI ` vLintptLqq ˝ ¨ ¨ ¨ ˝ pI ` vL1 qpxq converges to φvpx, tq=(1.7) where v
be a minimizer of (4.13) with initial momentum pp0q. Conversely if pp0q P MrpX,Y q
then it is the limit of sequence p1L P MrLpX,Y q and the minimizers of (4.2), (4.5) and
(4.18) with initial momentum p1L converge (in the sense given above) to the minimizers
of (4.8), (4.12), (4.13) with initial momentum pp0q (as described in Thm. 4.5).
Note that the continuous limit L Ñ 8 solution to Problem 1 is to approximate f :
with f ; “ f ˝ φvp¨, 1q where f and v are minimizers of$’&’%
Minimize ν2
ş1
0
`}v}2V ` 1r } 9q ´ vpq, tq}2XN ˘ dt
`λ `}f}2H ` 1ρ}fpqp1qq ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over v P Cpr0, 1s,Vq, q P C1pr0, 1s,XN q, qp0q “ X, f P H, Y 1 P YN .
(4.20)
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5. Idea formation
We will now compose ridge regression, mechanical regression, and idea registration
blocks across layers of abstraction between X and Y. The resulting input/output func-
tions generalize ANNs and deep kernel learning [93].
5.1. Block diagram representation. For ease of presentation and conceptual sim-
plicity, we will first summarize Sec. 4 in block diagram representation.
5.1.1. Mechanical registration. Given p0 P XN , X P XN , x P X , let pqs, psq be the
solution of (4.16) with initial value pq1, p1q “ pX, p0q, let vs “ Γp¨, qsqps “(4.19) and set
x1 “ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1qpxq, X 1 “ qL`1 and V “ 12
řL
s“1ppsqTΓrpqs, qsqps ∆t with
∆t “ 1{L. We represent the corresponding multivariate function with the diagram
p0Ó
Γ | r | LXÑ ÑX
1
xÑ Ñx1Ó
V
. (5.1)
A deformation φL “ pI ` vLq ˝ ¨ ¨ ¨ ˝ pI ` v1q obtained by minimizing (4.2) must be
(Thm. 4.6) of the form (5.1) and V is the value of 12 L
řL
s“1
`}vs}2V ` 1r }qs`1 ´ pI `
vsqpqsq}2XN
˘
. Furthermore (by the proof of Thm. 4.7) (5.1) is uniformly continuous in
x,X, p0 if p0 is restricted to a compact set and V diverges uniformly towards 8 as
pT0 p0 Ñ8.
5.1.2. Idea registration. Given p0 P XN , X P XN , x P X , let pqptq, pptqq be the
solution of (4.11) with initial value pqp0q, pp0qq “ pX, p0q, let vp¨, tq “ Γp¨, qqp “(4.15)
and set x1 “ φvpx, 1q (where φv is defined as the solution of (1.7)), X 1 “ qp1q and
V “ 12pT p0qΓr
`
X,X
˘
pp0q. We represent the corresponding multivariate function with
the following diagram
p0Ó
Γ | r | 8XÑ ÑX
1
xÑ Ñx1Ó
V
. (5.2)
A deformation φv obtained by minimizing (4.13) must be (Thm. 4.5) of the form (5.2)
and V is the value of 12
ş1
0
`}v}2V ` 1r } 9q ´ vpq, tq}2XN ˘ dt. Furthermore, if p0 is restricted
to a compact set then (5.2) is uniformly continuous in x,X, p0 and (5.1) converges
21
uniformly towards (5.2).
5.1.3. Ridge regression. Given Z P XN , X P XN and x P X , set Y 1 “ KpX,XqZ,
y “ Kpx,XqZ and W “ ZTKρpX,XqZ. We represent the corresponding multivariate
function with the following diagram
ZÓ
K | ρXÑ ÑY
1
xÑ ÑyÓ
W
. (5.3)
A function f minimizing (4.3) must be of the form (5.3) and W is the value of }f}2H `
1
ρ}fpXq ´ Y 1}2YN .
21Given same inputs, all the outputs of (5.1) converge to the outputs of (5.2).
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5.1.4. Composing blocks. Using `Y
Y 1Ñ
YÑ Ñ`Y
for the block diagram representation of
the loss `YpY 1, Y q, mechanical regression can be represented with the diagram
p0Ó
Γ | r | LXÑ Ñ
xÑ ÑÓ
V
ZÓ
K | ρ ÑyÓ
W
`Y
ÝÝÝÝÝÝÝÑ
YÑ Ñ`Y
, (5.4)
and idea registration can be represented with the diagram
p0Ó
Γ | r | 8XÑ Ñ
xÑ ÑÓ
V
ZÓ
K | ρ ÑyÓ
W
`Y
ÝÝÝÝÝÝÝÑ
YÑ Ñ`Y
. (5.5)
For both diagrams p0 and Z are identified as minimizers of the Total Loss “ νV`λW``Y
and are contained in a set that is closed and uniformly bounded (in X). As L Ñ 8,
(5.4) converges uniformly to (5.5), the adherence values of the minimizers of (5.4) are
the minimizers of (5.5), the total loss of (5.4) converges to that of (5.5).
5.2. Idea formation. Let X0, . . . ,XD`1 be finite-dimensional Hilbert spaces, with
X0 “ X and XD`1 “ Y. Let `Y be a loss function on Y as in Subsec. 2.3.2. Let ν1, . . . , νD
and λ0, . . . , λD be strictly positive parameters. Let Vm and Hm be RKHS defined by
operator-valued kernels Γm : Xm ˆ Xm Ñ LpXmq and Km : Xm ˆ Xm Ñ LpXm`1q
satisfying the regularity conditions 4.1. Let L1, . . . , LD be strictly positive integers. The
discrete hierarchical mechanical regression solution to Problem 1 is to approximate f :
with FD`1 defined by inductive composition
Fm`1 “ fm ˝ φmpFmq with φm “ pI ` vm,Lmq ˝ ¨ ¨ ¨ ˝ pI ` vm,1q and F1 “ f0 , (5.6)
where the vm,j are fm are minimizers of$’’’’’&’’’’’%
Min λ0
`}f0}2H0 ` 1ρ}f0pXq ´ q1,1}2XN1 ˘
`řDm“1 ´νmLm2 řLmj“1 `}vm,j}2Vm ` 1r }qm,j`1 ´ pI ` vm,jqpqm,jq}2XNm ˘
`λm
`}fm}2Hm ` 1ρ}fmpqm,Lm`1q ´ qm`1,1}2XNm`1˘¯` `Y `qD`1,1, Y ˘
over vm,j P Vm, fm P Hm, qm,j P XNm .
(5.7)
In the continuous limit minm Lm Ñ 8, the hierarchical mechanical regression solution
to Problem 1 is to approximate f : with FD`1 defined by inductive composition
Fm`1 “ fm ˝ φvmpFm, 1q with F1 “ f0 , (5.8)
where the vm are fm are minimizers of$’’’’’&’’’’’%
Min λ0
`}f0}2H0 ` 1ρ}f0pXq ´ q1p0q}2XN1 ˘
`řDm“1 ´νm2 ş10 `}vmp¨, tq}2Vm ` 1r } 9qm ´ vmpqm, tq}2XNm ˘ dt
`λm
`}fm}2Hm ` 1ρ}fmpqmp1qq ´ qm`1p0q}2XNm`1˘¯` `Y `qD`1p0q, Y ˘
over vm P Cpr0, 1s,Vmq, fm P Hm, qm P Cpr0, 1s,XNm q .
(5.9)
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Theorem 5.1. The map y “ FD`1pxq obtained from (5.6) is equal to the output y
produced by the block diagram
Z0Ó
K0 | ρXÑ Ñ
xÑ ÑÓ
W0
p10Ó
Γ1 | r | L1
Ñ
ÑÓ
V1
Z1Ó
K1 | ρ ÑÑÓ
W1
¨ ¨ ¨
pD0Ó
ΓD | r | LD
Ñ Ñ
Ñ ÑÓ
VD
ZDÓ
KD | ρ ÑyÓ
WD
`Y
ÝÝÝÝÝÝÝÑ
YÑ Ñ`Y
.
(5.10)
where the initial momenta pm0 and Z
m are identified as minimizers of the total loss
Total loss “ λ0W0 `
Dÿ
m“1
pνmVm ` λmWmq ` `Y . (5.11)
All the minimizers pm0 and Z
m of (5.10) are contained in a compact set. The map
y “ FD`1pxq obtained from (5.8) is equal to the output y produced by the block diagram
Z0Ó
K0 | ρXÑ Ñ
xÑ ÑÓ
W0
p10Ó
Γ1 | r | 8 ÑÑÓ
V1
Z1Ó
K1 | ρ ÑÑÓ
W1
¨ ¨ ¨
pD0Ó
ΓD | r | 8Ñ ÑÑ ÑÓ
VD
ZDÓ
KD | ρ ÑyÓ
WD
`Y
ÝÝÝÝÝÝÝÑ
YÑ Ñ`Y
.
(5.12)
where the initial momenta pm0 and Z
m are identified as minimizers of (5.11). All the
minimizers pm0 and Z
m of (5.12) are contained in a compact set. The multivariate in-
put/output maps (5.10) and (5.12) are uniformly continuous (for pm0 and Z
m in compact
sets). As minm Lm Ñ 8, (1) the multivariate input/output map (5.10) converges uni-
formly (for pm0 and Z
m in compact sets) to the multivariate input/output map (5.12) (2)
The minimal value of total loss of (5.10) converges to the minimal value of total loss
of (5.12) (3) The adherence values of the momenta (pm0 and Z
m) minimizing (5.10) is
the set of momenta minimizing (5.12) (4) The adherence values of FD`1 obtained from
(5.10) is the set of FD`1 obtained from (5.12).
Proof. The proof is a direct consequence of the results of Sec. 4 summarized in Sub-
sec. 5.1. Note that for r, ρ ą 0, (5.11) diverges towards infinity as maxmppm0 qT pm0 `
maxmpZmqTZm Ñ 8. Therefore the search for minimizers can be restricted to a com-
pact set. 
5.3. Further reduction. Minimizing over fm and vm, (5.9) reduces (as in Sec. 4) to$’’&’’%
Min λ0pq1p0qqTK0ρpX,Xq´1q1p0q `
řD
m“1
´
νm
2
ş1
0
9qmΓmr pqm, qmq´1 9qm dt
`λmpqm`1p0qqTKmρ pqmp1q, qmp1qq´1qm`1p0q
¯
` `Y
`
qD`1p0q, Y ˘
over qm P Cpr0, 1s,XNm q .
(5.13)
Introduce the momentum variables pm “ Γrpqm, qmq´1 9qm. Taking the Fre´chet derivative
of (5.13) with respect to qm, implies that (for 1 ď m ď D) pqm, pmq satisfies the
Hamiltonian dynamic (4.11) (with Γr replaced by Γ
m
r ) and the boundary equations#
2λm´1Km´1ρ pqm´1p1q, qm´1p1qq´1qmp0q ´ νmpmp0q “ 0
νmp
mp1q ` λmBqmp1q
`pqm`1p0qqTKmρ pqmp1q, qmp1qq´1qm`1p0q˘ “ 0 (5.14)
We deduce (Prop. 5.2) that, in the search for minimizers of (5.12), the initial momenta
pm0 “ pmp0q can be expressed as explicit functions of the Zm´1 and the Zm can be
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expressed as implicit functions of the Zm´1. Therefore, the search for minimizers of
(5.12) could, in theory, be reduced to a shooting method (the selection of the initial
momentum Z0).
Proposition 5.2. In the setting of Thm. 5.1 the minimizers of (5.12) satisfy q1p0q “
K0pX,XqZ0 and (for m P t1, . . . , Du)
qmp0q “ Km´1pqm´1p1q, qm´1p1qqZm´1 , (5.15)
pmp0q “ 2λm´1
νm
Km´1ρ pqm´1p1q, qm´1p1qq´1Km´1pqm´1p1q, qm´1p1qqZm´1 , (5.16)
Bx
`pZmqTKmpqmp1q, qmp1qqKmρ px, xq´1Kmpqmp1q, qmp1qqZm˘ˇˇˇ
x“qmp1q
“ ´ νm
λm
pmp1q . (5.17)
Proof. (5.15) follows from (5.3). Combining (5.14) with (5.15) implies (5.16) and (5.17).

Let us now consider the discrete setting. Minimizing over vm,j and fm (5.18) reduces
to$’’&’’%
Min λ0pq1,1qTK0ρpX,Xq´1q1,1 `
řD
m“1
´
νmLm
2
řLm
j“1pqm,j`1 ´ qm,jqTΓmr pqm,j , qm,jq´1
pqm,j`1 ´ qm,jq ` λmpqm`1,1qTKmρ pqm,Lm`1, qm,Lm`1q´1qm`1,1
¯
` `Y
`
qD`1,1, Y
˘
over qm,j P XNm .
(5.18)
Introduce the discrete momenta pm,j “ LmΓmr pqm,j , qm,jq´1pqm,j`1 ´ qm,jq. Taking the
Fre´chet derivative of (5.18) with respect to qm,j implies that pqm,j , pm,jq satisfies the
discrete Hamiltonian dynamic (4.16) (with Γr replaced by Γ
m
r and ∆t “ 1{Lm) and
the boundary equations presented in the following proposition (that is the analogue of
Prop. 5.2).
Proposition 5.3. In the setting of Thm. 5.1 the minimizers of (5.10) satisfy q1,1 “
K0pX,XqZ0 and (for m P t1, . . . , Du)
qm,1 “ Km´1pqm´1,Lm´1`1, qm´1,Lm´1`1qZm´1 (5.19)
pm,1 ´ 1
2Lm
Bqmppm,1qTΓpqm,1, qm,1qpm,1 “ 2λm´1
νm
Km´1ρ pqm´1,Lm´1`1, qm´1,Lm´1`1q´1qm,1 (5.20)
νmp
m,Lm ` λmBqm,Lm`1
`pqm`1,1qTKmρ pqm,Lm`1, qm,Lm`1q´1qm`1,1˘ “ 0 (5.21)
6. With feature maps and activation functions
Image registration is based on two main strategies [32, 1]: (1) discretize v : X ˆ
r0, 1s Ñ X on a space/time mesh and minimize (3.19); or (2) simulate the Hamiltonian
system (3.13). Although these strategies work well in computational anatomy where the
dimension of X is 2 or 3, and the number of landmark points small, they are not suitable
for industrial scale machine learning where the dimension of X and the number of data
points are large.
6.1. With feature maps. Feature space representations of kernels can overcome these
limitations and lead to numerical schemes that include and generalize those currently
used in deep learning.
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6.1.1. Mechanical regression. Let F and ψ : X Ñ LpX ,Fq be the feature space
and map associated with the kernel Γ of the RKHS V in (3.4) and (3.19). We will now
work under Cond. 4.1. The following theorems reformulate the least action principles
and Hamiltonian dynamics of Sec. 4 in the feature map setting of Subsec. 2.2.
Theorem 6.1. α1, . . . , αL, q
1, . . . , qL`1 minimize#
Minimize ν2L
řL
s“1
`}αs}2F ` 1r }qs`1 ´ qs ´ ψT pqsqαs}2XN ˘` ``qL`1, Y ˘
over α1, . . . , αL P F , q2, . . . , qL`1 P XN , q1 “ X , (6.1)
if and only if the vs “ ψTαs, qs minimize (4.2). Furthermore }αs}2F ` 1r }qs`1 ´ qs ´
ψT pqsqαs}2XN fluctuates by at most Op1{Lq over s.
Proof. The proof is a simple consequence of Thm. 2.5 and Thm. 4.6. 
Theorem 6.2. α P Cpr0, 1s,Fq and q P C1pr0, 1s,XN q minimize#
Minimize ν2
ş1
0
`}αptq}2F ` 1r } 9qptq ´ ψT pqptqqαptq}2XN ˘ dt` ``qp1q, φvpX, 1q˘
over α P Cpr0, 1s,Fq, q P C1pr0, 1s,XN q, qp0q “ X , (6.2)
if and only if vp¨, tq “ ψT p¨qαptq and qptq minimize (4.13). Furthermore, at the mini-
mum, }αptq}2F ` 1r } 9qptq ´ ψT pqptqqαptq}2XN is constant over t P r0, 1s.
Proof. The proof is a simple consequence of Thm. 2.5 and Thm. 4.5. 
Let F2 and ψ2 : X Ñ LpY,F2q be the feature map and space associated with the
RKHS H in the loss (4.3). The following is a direct corollary of Thm. 6.2.
Corollary 6.3. The maps v “ ψTα and f “ ψT2 α2 obtained from minimizing$’&’%
Minimize ν2
ş1
0
`}αptq}2F ` 1r } 9qptq ´ ψT pqptqqαptq}2XN ˘ dt
`λ `}α2}2F2 ` 1ρ}ψT2 pqp1qqα2 ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over α P Cpr0, 1s,Fq, α2 P F2, q P C1pr0, 1s,XN q, qp0q “ X, Y 1 P YN .
(6.3)
are identical to those obtained by minimizing (4.20).
6.2. With feature maps of scalar operator-valued kernels. We will now describe
mechanical regression with the feature maps of scalar operator-valued kernels.
6.2.1. Feature maps of scalar operator-valued kernels. We will first describe
feature the spaces and maps of scalar operator-valued kernels in the setting of Sec 2. Let
Kpx, x1q “ kpx, x1qIY be as in Definition 2.2 and write F and ϕ for the feature space and
map associated with the scalar-valued kernel k. Write LpF,Yq for the space of bounded
linear operators from F to Y. For β P F and y P Y write yβT P LpF,Yq for the outer
product between y and β defined as the linear function mapping β1 P F to y@β, β1D
F
P Y.
Theorem 6.4. The feature space of the operator-valued kernel K is F :“ LpF,Yq and
its feature map is defined by
ψpxqy “ yϕT pxq for px, yq P X ˆ Y . (6.4)
Furthermore,
ψT pxqα “ αϕpxq for x P X and α P LpF,Yq , (6.5)
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and, writing H for the RKHS defined by K,
}αϕp¨q}2H “ }α}2F “ }α}2LpF,Yq “ TrrαTαs . (6.6)
where Tr is the trace operator.
Proof. Write ψ and F for the feature map/space associated with K. The identity
yTKpx, x1qy1 “ @ψpxqy, ψpx1qy1DF “ @ϕpxq, ϕpx1qDF@y, y1DY , (6.7)
implies (6.4) and the identification of F with LpF,Yq endowed with inner product@ÿ
i,j
ci,jyiβ
T
j ,
ÿ
i1,j1
c1i1,j1yi1pβ1j1qT
D
F “
ÿ
i,i1,j,j1
ci,jc
1
i1,j1
@
βj , β
1
j1
D
F
@
yi, y
1
i1
D
Y . (6.8)
Thm. 2.5 implies the first identity in (6.6). (6.8) combined with the matrix representation
of α P LpF,Yq over bases of Y and F imply the last equality in (6.6). 
6.2.2. Mechanical regression. Now consider the setting of (6.3) in the situation
where Γ and K (the kernels associated with V and H in the derivation of (6.3)) are
scalar, i.e. Γpz, z1q “ kpz, z1qIX and Kpz, z1q “ k2pz, z1qIY and write F, F2, ϕ and ϕ2 for
the feature spaces and maps associated with k and k2. The following proposition follows
from Subsec. 6.2.1.
Proposition 6.5. The maps vp¨, tq “ αptqϕp¨q and f “ α2ϕ2 obtained by minimizing$’&’%
Minimize ν2
ş1
0
`}αptq}2LpF,X q ` 1r } 9qptq ´ αptqϕpqptqq}2XN ˘ dt
`λ `}α2}2F2 ` 1ρ}α2ϕ2pqp1qq ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over α P Cpr0, 1s,Fq, α2 P F2, q P C1pr0, 1s,XN q, qp0q “ X, Y 1 P YN .
(6.9)
are identical to those obtained by minimizing (6.3).
Figure 5. Mechanical regression with feature maps and activation functions.
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6.3. With activation functions. Let F “ F1‘F2 where F1 and F2 are @¨, ¨D
F
-orthogonal
separable Hilbert sub-spaces of F. Let A P LpX ,F1q be a bounded linear operator from
X to F1 such that22 ATA “ I, c P F2 such that cT c “ 1, and
ϕpxq “ Aapxq ` c , (6.10)
where a : X Ñ X , is an arbitrary nonlinear activation function.
Proposition 6.6. The operator-valued kernel defined by (6.10) is Γpx, x1q “ papxqTapx1q`
1qI. In particular Γ satisfies Cond. 4.1 if xÑ apxq and its first and second order partial
derivatives are continuous and uniformly bounded.
Remark 6.7. We call a an elementwise nonlinearity if apxq “ řdXi“1 eia¯pxiq for x “řdX
i“1 xiei P X where e1, . . . , edX is some basis of X and a¯ is a scalar-valued (nonlinear)
function. To satisfy the regularity requirements of Prop. 6.6 we must then assume that
z Ñ a¯pzq, Bza¯pzq, B2z a¯pzq are continuous and uniformly bounded. Observe that the sigmoid
nonlinearity a¯pzq “ tanhpzq satisfies these regularity conditions. Although ReLU (a¯pzq “
maxpz, 0q) is not bounded and lacks the required regularity one could use a bounded and
smoothed version such as the following variant of softplus a¯pzq “ lnp1` ezq{`1`  lnp1`
ezq˘ which behaves like ReLU for z P p´8, 1{q and 0 ă  ! 1. For ease of presentation,
we will also write a for a¯ when a is an elementwise nonlinearity.
Prop. 6.6 implies that, as long as A and c are unitary, their particular choice has no
influence on the kernel Γ. We will therefore from now on, in the setting of activation
functions, select F “ X ‘ R (F1 “ X and F2 “ R) and use the identity matrix/vector
for A and c. (6.10) can then be written
ϕpxq “ ϕpxq with ϕpxq “ papxq, 1q , (6.11)
and a is, from now on, assumed to satisfy the regularity conditions of Prop. 6.6. Similarly
we select F2 “ X ‘ R and
ϕ2pxq “ ϕpxq with ϕpxq “ papxq, 1q . (6.12)
Note that the operator-valued kernel K : X ˆ X Ñ LpYq defined by (6.12) is
Kpx, x1q “ ϕT pxqϕpx1q “ paT pxqapx1q ` 1qIY . (6.13)
Note that for w˜ P LpX ‘ R,Yq we have w˜ϕpxq “ Wapxq ` b where the weight W P
LpX ,Yq is defined byWz “ w˜pz, 0q for z P X and the bias b P Y is defined by b “ w˜p0, 1q.
Therefore (6.12) allows us to incorporate weights and biases into a single variable w˜.
Write } ¨ }LpX ,Yq for the Frobenius norm on LpX ,Yq. The following theorem shows
that mechanical regression with feature maps as (6.11) and (6.12) can be expressed as
a ResNet with L2 regularization on weights and biases. The following two theorems are
straightforward, and Fig. 5 summarises the results of this section.
22 dimpF1q ě dimpX q suffices for the existence of A.
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Theorem 6.8. If ϕ and ϕ2 are as in (6.11) and (6.12) then vp¨, tq “ wptqϕp¨q, f “ w˜ϕp¨q
and q, Y 1 are obtained by minimizing$’’’’&’’’’%
Min ν2
ş1
0
`}wptq}2LpX‘R,X q ` 1r } 9qptq ´ wptqϕpqptqq}2XN ˘ dt`
λ
`}w˜}2LpX‘R,Yq ` 1ρ}w˜ϕpqp1qq ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over w P C`r0, 1s,LpX ‘ R,X q˘, w˜ P LpX ‘ R,Yq,
q P C1pr0, 1s,XN q, qp0q “ X, Y 1 P YN ,
(6.14)
are identical to those obtained by minimizing (6.9). Therefore (6.14) has minimizers
and if if w, q are minimizers of (6.14) then the energy 12
`}wptq}2LpX‘R,X q ` 1r } 9qptq ´
wptqϕpqptqq}2XN
˘
is constant over t P r0, 1s.
Proof. The proof is straightforward. Use Thm. 4.5 for the existence of minimizers are
energy preservation. 
Theorem 6.9. If ϕ and ϕ2 are as in (6.11) and (6.12) then φ “ pI` vLq ˝ ¨ ¨ ¨ ˝ pI` v1q,
vs “ wsϕp¨q, f “ w˜ϕp¨q and qs, Y 1 obtained by minimizing$’&’%
Min νL2
řL
s“1
`}ws}2LpX‘R,X q ` 1r }qs`1 ´ qs ´ wsϕpqsq}2XN ˘`
λ
`}w˜}2LpX‘R,Yq ` 1ρ}w˜ϕpqL`1q ´ Y 1}2YN ˘` `Y`Y 1, Y ˘
over ws P LpX ‘ R,X q, w˜ P LpX ‘ R,Yq, qs P XN , Y 1 P YN , q1 “ X ,
(6.15)
are identical to those obtained by minimizing (6.1) and, as LÑ8, converge (in the sense
of the adherence values as in Subsec. 4.7), towards those obtained by minimizing (3.19).
Furthermore, (6.15) has minimizers and if the ws, qs are minimizers of (6.15) then the
energy 12
`}ws}2LpX‘R,X q ` 1r }qs`1 ´ qs ´wsϕpqsq}2XN ˘ fluctuates by at most Op1{Lq over
s P t1, . . . , Lu.
Proof. The proof of the is straightforward. Convergence follows from Thm. 4.8. Near
energy preservation and existence follow from Thm. 4.6. 
6.4. Numerical experiments. In the following experiments we use the variational
formulation (6.9) with, r “ ρ “ 0, `YpY 1, Y q “ }Y 1´Y }2YN and use random features23 to
construct ϕ and ϕ2. We select ϕpxq “ apWx` bq and ϕ2pxq “ apW 2x` b2q with ap¨q “
maxp¨, 0q, W P RdimpFqˆdimpX q, b P RdimpFq, W 2 P RdimpF2qˆdimpX q, b2 P RdimpF2q. All the
entries of W,W 2, b, b2 are independent and we select Wi,j ,W
2
i,j „ p1.5{
a
dimpX qqN p0, 1q
and bi, b
2
i „ 0.1N p0, 1q.
6.4.1. One dimensional regression. To goal of this experiment is to approximate
the function f :pxq “ cosp20xq in the interval r0, 1s from the observation of N “ 100 data
(training) points pXi, Yiq where Xi “ 1{100, Yi “ cosp20Xiq ` σzZi and the Zi are i.i.d.
random variables uniformly distributed in r´0.5, 0.5s. Here X “ Y “ R and we also
use 100 points pxi, yiq1ďiď100 to compute testing errors (we take xi “ i{100´ 1{200 and
yi “ f :pxiq. We select F “ R200 and F2 “ R800. Fig. 6 compares classical ridge regression
23Using random features improves computational complexity without incurring significant loss in
accuracy, see [73, 58].
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Figure 6. Mechanical regression vs. ridge regression. (1,3,5,7) Training and testing
data with σz “ 1 for (1), σz “ 0.2 for (3,5) and σz “ 0 for (7). (2,4,6,8) testing errors
vs. λ corresponding to the left column for ridge regression and mechanical regression.
The y-axis of (2) is in linear scale. The y-axis of (4,6,8) is in log scale. (9,10,11) ridge
and mechanical regressors corresponding to (1) for λ “ 10´5, 10´3, 10´1. (12,13,14,15)
φp¨, 1q´φp¨, 0q corresponding to mechanical regression and (1) for λ “ 10´3, 10´2, 10´1, 1.
(ν “ 8) with mechanical regression with ν “ 0. Note that mechanical regression has
significantly smaller testing errors than ridge regression over a broad range of values for
λ.
6.4.2. MNIST and Fashion MNIST. For this experiment we use the MNIST and
Fashion MNIST datasets. We use N “ 1000 points pXi, Yiq for training and 10000 points
for testing. f : maps a 28ˆ 28 image Xi P R28ˆ28 to a one hot-vector Yi P R10 (Yi,j “ 1
if the class of Xi is j and Yi,j “ 0 otherwise). We select F “ R784 and F2 “ R800. Fig. 7
compares classical ridge regression (ν “ 8) with mechanical regression with ν “ 0.
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Mechanical regression has significantly smaller testing errors than ridge regression over
a broad range of values for λ, and the deformation of the space φp¨, 1q seems to regularize
the classification problem.
Figure 7. Mechanical regression vs. ridge regression. (1), (2) Testing errors vs. λ
for MNIST and Fashion-MNIST for ridge regression (ν “ 8) and mechanical regression
(with ν “ 0). (3-6) φpX1, 1q (3,4) MNIST (5,6) Fashion-MNIST (3,5) λ “ 10´4 (4,6)
λ “ 1.
7. Continuous limit of ANNs
Consider the setting of Subsec. 5.2. Let ϕpxq “ papxq, 1q where a is an activation
function obtained as an elementwise nonlinearity satisfying the regularity conditions of
Rmk. 6.7. The ANN solution to Problem 1 is to approximate f : with FD`1 defined by
inductive composition
Fm`1 “ w˜mϕ
`
φmpFmq
˘
with φm “ pI`wm,Lmϕp¨qq˝¨ ¨ ¨˝pI`wm,1ϕp¨qq and F1 “ w˜0ϕp¨q ,
(7.1)
where the w˜m are wm,j are minimizers of$’’’’’&’’’’’%
Min λ0
`}w˜0}2LpX0‘R,X1q ` 1ρ}w˜0ϕpXq ´ q1,1}2XN1 ˘
`řDm“1 ´νmLm2 řLmj“1 `}wm,j}2LpXm‘R,Xmq ` 1r }qm,j`1 ´ qm,j ´ wm,jϕpqm,jq}2XNm ˘
`λm
`}w˜m}2LpXm‘R,Xm`1q ` 1ρ}w˜mϕpqm,Lm`1q ´ qm`1,1}2XNm ˘¯` `Y `qD`1,1, Y ˘
over wm,j P LpXm ‘ R,Xmq, w˜m P LpXm ‘ R,Xm`1q, qm,j P XNm .
(7.2)
Note that in the limit νm Ñ 8 we have Fm`1 “ w˜mϕpFmq, whereas the traditional
way is to use hm “ ϕpFmq as variables and represent ANNs as hm`1 “ ϕpw˜mhmq.
Furthermore the φm represent concatenation of ResNet blocks [33]. In the continuous
(minm Lm Ñ 8) limit, the idea formation solution to Problem 1 is to approximate f :
with FD`1 defined by inductive composition
Fm`1 “ w˜mϕ
`
φvmpFm, 1q
˘
with vmpx, tq “ wmptqϕpxq and F1 “ w˜0ϕp¨q , (7.3)
where the w˜m and wm are minimizers of
DO IDEAS HAVE SHAPE? 37
$’’’’’&’’’’’%
Min λ0
`}w˜0}2LpX0‘R,X1q ` 1ρ}w˜0ϕpXq ´ q1p0q}2XN1 ˘
`řDm“1 ´νm2 ş10 `}wmp¨, tq}2LpXm‘R,Xmq ` 1r } 9qm ´ wmptqϕpqmptqq}2XNm ˘ dt
`λm
`}w˜m}2LpXm‘R,Xm`1q ` 1ρ}w˜mϕpqmp1qq ´ qm`1p0q}2XNm ˘¯` `Y `qD`1p0q, Y ˘
over wm P C1pr0, 1s,LpXm ‘ R,Xmqq, w˜m P LpXm ‘ R,Xm`1q, qm P C1pr0, 1s,XNm q .
(7.4)
The following theorem is a direct consequence of the equivalence established in Sub-
sec. 6.3 and Thm. 5.1.
Theorem 7.1. (7.2) and (7.4) have minimizers. Minimal values of (7.2) and (7.4) are
continuous in pX,Y q. Minimal values and minimizers FD`1=(7.1) of (7.2) converge (in
the sense of adherence values of Subsec. 4.7), as minm Lm Ñ8 towards minimal values
and minimizers FD`1=(7.3) of (7.4). At minima, the
`}wmp¨, tq}2LpXm‘R,Xmq ` 1r } 9qm ´
wmptqϕpqmptqq}2XNm
˘
are constant over t P r0, 1s and `}wm,j}2LpXm‘R,Xmq ` 1r }qm,j`1 ´
qm,j ´ wm,jϕpqm,jq}2XNm
˘
fluctuates by at most Op1{Lmq over j P t1, . . . , Lmu. Let
Γmpx, x1q “ ϕpxqTϕpx1q IXm, Kmpx, x1q “ ϕpxqTϕpx1q IXm`1 be the kernels defined by
the activation function ϕ as in (6.13). The maps y “ FD`1pxq obtained from (7.2) and
(7.4) are equal to the output y produced by the block diagrams (5.10) and (5.12) initial
momenta pm0 and Z
m are identified as minimizers of the total loss (5.11). In particular
the results of Thm. 5.1, Prop. 5.2 and Prop. 5.3 hold true for (7.2) and (7.4).
8. Deep residual Gaussian processes and error estimates
This section presents a natural [64, Sec. 7,17] extension of scalar-valued Gaussian pro-
cesses to function valued Gaussian processes (Subsec. 8.1). As with Kriging, probabilis-
tic error estimates corresponding to the conditional standard deviation of the Gaussian
process (Subsec. 8.2) are identical to the deterministic ones induced by the reproducing
property of its kernel (Subsec. 8.3). As suggested in [24, p. 4] minimizers of instances
of (3.19) occurring in image registration have a natural interpretation as MAP estima-
tors of Brownian flows of diffeomorphisms [7, 41], which we will extend (Subsec. 8.4) to
the setting of function valued GPs as deep residual Gaussian processes (that could be
interpreted as a continuous variant of deep Gaussian processes [23]).
8.1. Function valued Gaussian processes. The following definition of function val-
ued Gaussian processes is a natural extension of scalar-valued Gaussian fields as pre-
sented in [64, Sec. 7,17].
Definition 8.1. Let K : X ˆ X Ñ LpYq be an operator-valued kernel as in section 2.
Let m be a function mapping X to Y. We call ξ a function valued Gaussian process if ξ is
a function mapping x P X to ξpxq P LpY,Hq where H is a Gaussian space and LpY,Hq
is the space of linear functions from Y to H. Abusing notations we write @ξpxq, yDY for
ξpxqy. We say that ξ has mean m and covariance kernel K and write ξ „ N pm,Kq if@
ξpxq, yDY „ N `mpxq, yTKpx, xqy˘ and
Cov
`@
ξpxq, yDY , @ξpx1q, y1DY˘ “ yTKpx, x1qy1 . (8.1)
We say that ξ is centered if it is of zero mean.
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If Kpx, xq is trace class (TrrKpx, xqs ă 8) then ξpxq is defines a measure on Y (i.e.
a Y-valued random variable), otherwise it only defines a (weak) cylinder-measure in the
sense of Gaussian fields (see [64, Sec. 17]).
Theorem 8.2. The distribution of a function valued process is uniquely determined by
its mean and covariance kernel K. Conversely given m and K there exists a function
valued Gaussian process having mean m and covariance kernel K. In particular if K
has feature space F and map ψ, the ei form an orthonormal basis of F , and the Zi are
i.i.d. N p0, 1q random variables, then
ξ “ m`
ÿ
i
Ziψ
T ei (8.2)
is a functional GP with mean m and covariance kernel K.
Proof. The proof is classical, see [64, Sec. 7,17]. Note that the separability of F ensures
the existence of the ei. Furthermore E
“pξ ´mqpξ ´mqT ‰ “ ψTψ “ K. 
8.2. Probabilistic error estimates for function valued GP regression. The con-
ditional covariance of the Gaussian process ξ „ N pm,Kq (conditioned on the data
pX,Y q) provides natural a priori probabilistic error estimates for the testing data. The
following theorem identifies this conditional covariance kernel.
Theorem 8.3. Let ξ be a centered function valued GP with covariance kernel K :
X ˆX Ñ LpYq. Let X,Y P XN ˆYN . Z “ pZ1, . . . , ZN q be a random Gaussian vector,
independent from ξ, with i.i.d. N p0, λIYq entries (λ ě 0 and IY is the identity map on
Y). ξ conditioned on ξpXq ` Z is function valued GP with mean
E
“
ξpxqˇˇξpXq ` Z “ Y ‰ “ Kpx,Xq`KpX,Xq ` λIY˘´1Y “ (2.20) , (8.3)
and conditional covariance operator
KKpx, x1q :“ Kpx, x1q ´Kpx,Xq`KpX,Xq ` λIY˘´1KpX,x1q . (8.4)
In particular, if K is trace class, then
σ2pxq :“ E
”››ξpxq ´ Erξpxq|ξpXq ` Z “ Y s››2Y ˇˇˇξpXq ` Z “ Y ı “ Tr “KKpx, xq‰ . (8.5)
Proof. The proof is a generalization of the classical setting [64, Sec. 7,17]. Writing ξT pxqy
for
@
ξpxq, yDY observe that yT ξpxqξT px1qy “ yTKpx, x1qy1 implies ErξpxqξT px1qs “ Kpx, x1q.
Since ξ and Z share the same Gaussian space the expectation of ξpxq conditioned on
ξpXq`Z is A`ξpXq`Z˘ where A is a linear map identified by 0 “ Cov ´ξpxq´A`ξpXq`
Z
˘
, ξpXq`Z
¯
“ E“ξpxq´A`ξpXq`Z˘`ξT pXq`ZT ˘‰ “ Kpx,Xq´A`KpX,Xq`λIY˘,
which leads to A “ Kpx,Xq`KpX,Xq`λIY˘´1 and (8.3). The conditional covariance is
then given by KKpx, x1q “ E
”´
ξpxq ´Kpx,Xq`KpX,Xq ` λIY˘´1`ξpXq ` Z˘¯´ξpx1q ´
Kpx1, Xq`KpX,Xq ` λIY˘´1`ξpXq ` Z˘¯T ı which leads to (8.4). 
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8.3. Deterministic error estimates for function valued Kriging. For λ “ 0,
fpxq “(8.3) is the optimal recovery solution (2.14) to Problem 1. For λ ą 0, fpxq “(8.3)
is the ridge regression solution (2.20) to Problem 1. The following theorem shows that
the standard deviation (8.5) provides deterministic a prior error bounds on the accuracy
of the ridge regressor (8.3) to f : in Problem 1. Local error estimates such as (8.6) are
classical in Kriging [94] where σ2pxq is known as the power function/kriging variance
(see also [59][Thm. 5.1] for applications to PDEs).
Theorem 8.4. Let f : be the unknown function of Problem 1 and let fpxq “ (8.3) “
(2.20) be its GPR/ridge regression solution. Let H be the RKHS associated with K and
let Hλ be the RKHS associated with the kernel Kλ :“ K ` λIY . It holds true that››f :pxq ´ fpxq››Y ď σpxq}f :}H , (8.6)
and ››f :pxq ´ fpxq››Y ďaσ2pxq ` λ dimpYq}f :}Hλ , (8.7)
where σpxq is the standard deviation (8.5).
Proof. Let y P Y. Using the reproducing property (2.4) and Y “ f :pXq we have
yT
`
f :pxq ´ fpxq˘ “ yT f :pxq ´ yTKpx,Xq`KpX,Xq ` λIY˘´1f :pXq
“ @f :,Kp¨, xqy ´Kp¨, Xq`KpX,Xq ` λIY˘´1KpX,xqyDH .
Using Cauchy-Schwartz inequality, we deduce thatˇˇˇ
yT
`
f :pxq ´ fpxq˘ˇˇˇ2 ď }f :}2H yTKKpx, xqy (8.8)
where KK is the conditional covariance (8.4). Summing over y ranging in basis of Y
implies (8.6). The proof of (8.7) is similar, simply observe that
yT
`
f :pxq ´ fpxq˘ “ @f :,Kλp¨, xqy ´Kλp¨, Xq`KpX,Xq ` λIY˘´1KpX,xqyDHλ
ď }f :}Hλ
››Kλp¨, xqy ´Kλp¨, Xq`KpX,Xq ` λIY˘´1KpX,xqy››Hλ ,
which implies ˇˇˇ
yT
`
f :pxq ´ fpxq˘ˇˇˇ2 ď }f :}2H `λyT y ` yTKKpx, xqy˘ . (8.9)

Remark 8.5. Since Thm. 8.4 does not require X to be finite-dimensional, its estimates
do not suffer from the curse of dimensionality but from finding a good kernel for which
both }f :}H and yTKKpx, xqy are small (over x sampled from the testing distribution).
Indeed both (8.6) and (8.7) provide a priori deterministic error bounds on f :´f depend-
ing on the RKHS norms }f :}H and }f :}Hλ. Although these norms can be controlled in
the PDE setting [59] via compact embeddings of Sobolev spaces, there is no clear strategy
for obtaining a-priori bounds on these norms for general machine learning problems24 .
24Although deep learning estimates derived from Barron spaces [6, 47] have a priori Monte-Carlo (di-
mension independent) convergence rates, they also suffer from this problem since they require bounding
the Barron norm of the target function.
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8.4. Deep residual Gaussian processes. Write ζ for the centered GP (indepen-
dent from ξ) defined by the quadratic norm
ş1
0 }vp¨, tq}2V dt on L2pr0, 1s,Vq. Recall [64,
Sec. 7,17] that ζ is an isometry mapping L2pr0, 1s,Vq to a Gaussian space (defined byş1
0
@
ζ, v
D
V dt „ N p0,
ş1
0 }vp¨, tq}2V dtq for v P L2pr0, 1s,Vq). The following proposition
presents a construction/representation of the GP ζ.
Proposition 8.6. Write Γ for the kernel associated with V. Let ψ and F be a feature
map and (separable) feature space for Γ. Let the ei form an orthonormal basis of F and
let the Bi be independent one dimensional Brownian motions. Then
ζpx, tq “
ÿ
i
dBit
dt
ψT pxqei (8.10)
is a representation of ζ.
Proof. Thm. 2.5 implies that v P L2pr0, 1s,Vq admits the representation
vpx, tq “ ři αiptqψT px, tqei where the αi are scalar-valued functions in L2pr0, 1s, dtq such
that
ř
i
ş1
0 α
2
i ptq dt “
ş1
0 }vp¨, tq}2V dt ă 8. We conclude by observing that (using Thm. 2.5
again)
ş1
0
@
ζ, v
D
V dt “
ř
i
ş1
0 αiptqdBit „ N p0,
ř
i
ş1
0 α
2
i ptq dtq. 
Let φζ be the solution of (1.7) with v “ ζ. We call this solution a deep residual
Gaussian process. Note that whereas deep Gaussian processes are defined by com-
posing functional Gaussian processes [23], we define deep residual Gaussian processes as
the flow of map of the stochastic dynamic system
9z “ ζpz, tq with zp0q “ x (8.11)
driven by the functional GP vector field ζ. Evidently, the existence and uniqueness of
solutions to (8.11) require the Cameron-Martin space of ζ to be sufficiently regular. As
shown in the following proposition this result is a simple consequence of the regularity
of the feature map in the finite-dimensional setting.
Proposition 8.7. Using the notations of Prop. 8.6, if F and X are finite-dimensional
and if ψ is uniformly Lipschitz continuous then (8.11) (and therefore (1.7) with v “ ζ)
has a unique strong solution.
Proof. (8.11) corresponds to the finite-dimensional SDE dz “ ři ψT pzqei dBit which is
known [41] to have unique strong solutions if ψ is uniformly Lipschitz. 
Let ξ „ N p0,Kq (independent from ζ) where K is the kernel associated with H in
(2.16). ξ ˝ φζp¨, 1q provides a probabilistic solution to Problem (1) in the sense of the
following proposition (whose proof is classical).
Proposition 8.8. Let pv, fq be a minimizing (3.24) with `Y “(2.17). Let φv be the
solution of (1.7) obtained from v.
f ;p¨q “ f ˝ φvp¨, 1q , (8.12)
is a MAP estimator of ξ ˝ φ
b
λ
ν
ζp¨, 1q given the information
ξ ˝ φ
b
λ
ν
ζpX, 1q ` ?λZ “ Y , (8.13)
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where Z “ pZ1, . . . , ZN q is a centered random Gaussian vector, independent from ζ and
ξ, with i.i.d. N p0, IYq entries.
The following proposition generalizes Prop. 8.8 to the regularized setting of Sec. 4.
Proposition 8.9. Let ξ, ζ, Z be as in Prop. 8.8. Write κ for the centered GP defined25
by the norm
ş1
0 } ¨ }2XN . Let z be the stochastic process defined as the solution of 9z “b
λ
ν
`
ζpz, tq `?rκ˘ with initial value zp0q “ X. Let pv, fq be a minimizer of (4.20). Let
φv be the solution of (1.7). The regularized solution f ; “ f ˝ φvp¨, 1q to Problem (1) is
a MAP estimator of ξ ˝ φ
b
λ
ν
ζp¨, 1q given the information ξ`zp1q˘`?λ` ρZ “ Y .
8.5. Errors estimates for mechanical regression. As in Subsec. 8.2 the conditional
posterior distribution of ξ2 ˝ φ
b
λ
ν
ξp¨, 1q (conditioned on (8.13)) provides natural proba-
bilistic error estimates on accuracy of a mechanical regression solution f to Problem 1.
We will now derive deterministic error estimates.
Corollary 8.10. In the setting of Prop. 3.13 it holds true that››f :pxq ´ f ˝ φvpx, 1q››Y ď σpxq}f :}Hv , (8.14)
and ››f :pxq ´ f ˝ φvpx, 1q››Y ďaσ2pxq ` λ dimpYq}f :}Hvλ , (8.15)
with
σ2pxq :“ Tr “Kvpx, xq ´Kvpx,Xq`KvpX,Xq ` λIY˘´1KvpX,xq‰ . (8.16)
Proof. Cor. 8.10 is a direct consequence of Thm. 8.4 and Prop. 3.13. 
Remark 8.11. (8.14) and (8.15) are a priori error estimate similar to those found in
PDE numerical analysis. However, although compactness and ellipticity can be used in
PDE analysis [59] to bound }f :}Hv or }f :}Hvλ, such upper bounds are not available for
general machine learning problems. Furthermore, a (deterministic) a posteriori analysis
can only provide lower bounds on }f :}Hv and }f :}Hvλ. Examples of such bounds are
}f}Hv ď }f :}Hv and
}f ;}Hvλ ď }f :}Hvλ , (8.17)
(implied by Prop. 8.10 and `Ypf :pXq, Y q “ 0) for f ;p¨q “ f ˝ φvp¨, 1q. Note that
Prop. 3.13 and Cor. 8.10 do not make assumptions on φv. If φv is selected as a min-
imizer of (3.19) then f ;p¨q “ f ˝ φvp¨, 1q is a mechanical regression solution (3.26)
to Problem 1. Given the identity (3.27), in the limit ν Ó 0, the variational formu-
lations (3.19) and (3.28) seek to minimize the norm }f ;}Hvλ (which acts in (8.17) as
lower bound for the term }f :}Hvλ appearing in the error bound (8.15)). Ignoring the
gap between }f :}Hvλ and }f ;}Hvλ in (8.17) mechanical regression seems to select a kernel
Kvpx, x1q “ K2
`
φvpx, 1q, φvpx1, 1q˘ making the bound (8.15) as sharp as possible. The
penalty ν
ş1
0
1
2}v}2H dt in (3.19) can then be interpreted as a regularization term whose
objective is to avoid a large gap in (8.17) that could be created if φvpx, 1q overfits the
data.
25For q P L2pr0, 1s,XN q, ş1
0
κptquptq „ N p0, ş1
0
}u}2XN dtq [64, Sec. 7,17].
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9. Reduced equivariant multi-channel (REM) kernels and feature maps
9.1. Reduced kernels. In the setting of Sec. 2 let K : X ˆX Ñ LpYq be an operator-
valued kernel, let P : X Ñ X and R : Y Ñ Y be linear projections. Note that
RKpPx, Px1qR : X ˆ X Ñ LpRYq is also an operator-valued kernel. The following
proposition generalizes (2.11) and (2.14) to partial measurements on the inputs and
outputs of the unknown function f : in Problem 1.
Proposition 9.1. Using the relative error in } ¨ }H-norm as a loss, the minimax optimal
recovery of an unknown function f : P H given Rf :pPXq “ Z (with X :“ pX1, . . . , XN q P
XN and Z :“ pZ1, . . . , ZN q P pRYqN ) is the minimizer of#
Minimize }f}H
subject to RfpPXq “ Z , (9.1)
which admits the representation
fp¨q “ Kp¨, PXqRpRKpPX,PXqRq´1Z with }f}2H “ ZT pRKpPX,PXqRq´1Z , (9.2)
where RKpPX,PXqR is the NˆN block-operator matrix with entries RKpPXi, PXjqR
and Kp¨, PXqR is the N-vector with entries Kp¨, PXqR.
Proof. The proof of minimax optimality of the minimizer of (9.1) is similar to that of [64,
Thm. 12.4,12.5]. The representation (9.2) follows by observing that that RfpPXiq “ Zi
and that f is
@¨, ¨DH-orthogonal to the set of g P H such that RgpPXiq “ 0 (since f
has the representation f “ řiKp¨, PXiqRVi with Vi P Y and @Kp¨, PXiqRVi, gDH “@
gpPXiq, RVi
D
Y “
@
RgpPXiq, Vi
D
Y “ 0 via the reproducing identity). 
9.2. Equivariant multi-channel kernels. We will now present a generalization of
the equivariant kernels of [75].
9.2.1. The unitary group of transformations on the base space. Let X be a
separable Hilbert space. Let G be a (compact, possibly finite) group of linear unitary
transformations acting on X: g P G maps X to X, G is closed under composition, G
contains the identity map id, g P G has an inverse g´1 such that gg´1 “ g´1g “ id, and@
gx, gx1
D
X
“ @x, x1D
X
for g P G and x, x1 P X (i.e. gT “ g´1 where gT is the adjoint of g).
Write dg for the Haar measure associated with G and |G| :“ şG dg for the volume of the
group (|G| “ CardpGq when the group is finite) and assume G to be unimodular (dg is
invariant under the action of the group, i.e.
ş
gPG fpgq dg “
ş
gPG fpgg1q dg “
ş
gPG fpg1gq dg
for g1 P G). Write Eg for the probability distribution induced by dg{|G| on G.
9.2.2. Extension to multiple channels. Let c be a strictly positive integer called the
number of channels. Let Xc be the c-fold product space of X endowed with the scalar
product defined by
@
x, x1
D
Xc
:“ řci“1 @xi, x1iDX for x “ px1, . . . , xcq P Xc and x1 P Xc.
The action of the group G can be naturally be extended to Xc by
gpx1, . . . , xcq :“ pgx1, . . . , gxcq for g P G and px1, . . . , xcq P Xc . (9.3)
Note that G remains unitary on Xc (@gx, gx1D
Xc
“ @x, x1D
Xc
).
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9.2.3. Equivariant multi-channel kernels. We will now introduce equivariant multi-
channel kernels in the setting of Subsec. 2.1.
Definition 9.2. Let X “ Xc1 and Y “ Xc2 with c1, c2 P N˚. We say that an operator-
valued kernel K : X ˆ X Ñ LpYq is G-equivariant if
Kpgx, g1x1q “ gKpx, x1qpg1qT for all g, g1 P G . (9.4)
Similarly we say that a function f : X Ñ Y is G-equivariant if
fpgxq “ gfpxq for all px, gq P X ˆ G . (9.5)
Set X “ Xc1 and Y “ Xc2 as in Def. 9.2.
Proposition 9.3. Given a (possibly non-equivariant) kernel K : X ˆ X Ñ LpYq,
KGpx, x1q :“ 1|G|2
ż
g,g1PG
gTKpgx, g1x1qg1 dg dg1 :“ Eg,g1
“
gTKpgx, g1x1qg1‰ , (9.6)
is a G-equivariant kernel KG : X ˆ X Ñ LpYq.
Proof. The proof is similar to that of [75, Prop. 2.2]. Simply observe that for g¯, g¯1 P G,
Eg,g1
“
gTKpgg¯x, g1g¯1x1qg1‰ “ g¯Eg,g1“pgg¯qTKpgg¯x, g1g¯1x1qg1g¯1‰pg¯1qT . 
We say that K : X ˆ X Ñ LpYq is G-invariant26 if Kpg1x, gx1q “ Kpx, x1q for
px, x1, g, g1q P pX q2 ˆ G2. We say that K : X ˆ X Ñ LpYq is weakly G-invariant if
Kpgx, gx1q “ Kpx, x1q for px, x1, gq P X 2 ˆ G.
Remark 9.4. If K : X ˆ X Ñ LpYq is scalar and weakly G-invariant then
KGpx, x1q “ Eg1
“
Kpx, g1x1qg1‰ , (9.7)
since Eg,g1
“
gTKpgx, g1x1qg1‰ “ Eg,g1“Kpx, gT g1x1qgT g1‰ “ Eg1“Kpx, g1x1qg1‰. (9.7) matches
the construction of [75] for c1 “ c2 “ 1.
The interpolant (2.14) of the dataXi, Yi with a G-equivariant kernelK (1) is a equivari-
ant function (satisfies fpgxq “ gfpxq) and (2) is equal to the interpolant of the enriched
data pgXi, gYiqgPG,1ďiďN with K. However, although interpolating with an equivariant
kernel implicitly enriches the data, interpolating the enriched data pgXi, gYiqgPG,1ďiďN
with a non-equivariant kernel K does not guarantee that the equivariance (9.5) of the
interpolant (2.14). Furthermore, we have the following variant of [75, Thm. 2.8].
Theorem 9.5. If K is scalar and weakly G-invariant then the minimizer of (2.11) with
the constraint that f must also be G-equivariant is fGp¨q :“ KGp¨, XqKGpX,Xq´1Y .
Proof. By construction fG satisfies the constraints of (2.11) and is G-equivariant. To
show that fG is the minimizer simply observe that
@
fG , u
D
H “ 0 if u P H is G-
equivariant and satisfies upXq “ 0. Indeed (writing V :“ KGpX,Xq´1Y ) @fG , uDH “ř
i Eg1
“@
Kp¨, g1Xiqg1Vi, u
D
H
‰ “ 0 since (by the reproducing identity) @Kp¨, g1Xiqg1Vi, uDH “@
upg1Xiq, g1Vi
D
Y “
@
g1upXiq, g1Vi
D
Y “ 0. 
26Given a non-invariant kernel K Haar integration can also be used [27] to the derive the invariant
kernel Eg,g1
“
Kpgx, g1x1q‰.
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Let px, g:q P X ˆ G and y “ gx and consider the problem of recovering g: (which we
refer to as the relative pose between x and y) from the observation of Kpx, xq, Kpy, yq
and Kpx, yq. Although this problem is impossible if K is G-invariant (since Kpx, xq “
Kpy, yq “ Kpx, yq), it remains solvable if K is G-equivariant (since Kpx, yq “ Kpx, xqgT
and g “ pKpx, yqqTKpx, xq´1). Therefore, contrary to invariant kernels [27], equivariant
kernels preserve the relative pose information between objects [75, Sec. 2.3]. The notion
of equivariance has been used in deep learning to design convolutional neural networks
[44] on non-flat manifolds [22] and for preserving intrinsic part/whole spatial relationship
in image recognition [78].
The following theorem shows that interpolants/regressors obtained from mechanical
regression with an equivariant kernel are also equivariant.
Theorem 9.6. Let H be the RKHS defined by a G-equivariant kernel Γ : XˆX Ñ LpX q.
Then for v P Cpr0, 1s,Vq obtained as a minimizer of (3.19) or (4.13), the solution φv of
(1.7) is also G-equivariant in the sense that
φvpgz, tq “ gφvpz, tq for all pz, g, tq P X ˆ G ˆ r0, 1s . (9.8)
Proof. The proof follows from Thm. 3.8 and Thm. 4.4 by continuous induction on t.
Indeed (3.20) implies that 9φvpgz, tq “ g 9φvpz, tq as long as φvpgz, tq “ gφvpz, tq. 
Figure 8. Mechanical regression with REM kernels.
9.3. REM kernels. In the setting of Sec. 9.2, let R and P be linear projections from X
onto closed linear subspaces of X. Extend the action of P to X “ Xc1 by P px1, . . . , xc1q “pPx1, . . . , Pxc1q. Similarly extend the action of R to Y “ Xc2 . Observe that, given an
operator-valued kernel K : PX ˆ PX Ñ LpRYq,
K¯px, x1q “ RKpPx, Px1qR (9.9)
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is an operator-valued kernel27 K¯ : X ˆ X Ñ LpY q. Prop. 9.3 implies that
Cpx, x1q “ K¯Gpx, x1q “ Eg,g1
“
gTRKpPgx, Pg1x1qRg1‰ (9.10)
is an equivariant operator-valued kernel C : X ˆ X Ñ LpYq. We call (9.10) a REM
(reduced equivariant multi-channel) kernel.
Fig. 8 illustrates the Hamiltonian system (3.13) for c1 “ c2 “ 1, with Γ “ C “(9.10)
obtained from a scalar kernel Kpx, x1q “ kpx, x1qIRY (where the arguments of k are
5 ˆ 5 images) and the (finite) group of translations G on periodized 28 ˆ 28 images.
Note that Pqi projects the image qi to its bottom left 5ˆ 5 sub-image and Rpi projects
the image pi to its bottom left 3 ˆ 3 sub-image. Pgiqi translates qi by gi before the
projection P which is equivalent to projecting qi onto the g
T
i translation of the original
5 ˆ 5 patch. řj kpPgiqi, PgjqjqgTi Rgjpj creates a 28 ˆ 28 image adding (over j) the
qTi translates of sub-images g
T
i Rgjpj weighted by kpPgiqi, Pgjqjq. Evidently, this is
equivalent to performing a weighted convolution and convolutional neural networks [42]
can be recovered as the feature map version of this algorithm.
Figure 9. REM feature maps.
9.4. REM feature maps. Let F and ψ be the feature space and map associated with
the kernel K in (9.10). Then Cpx, x1q “ Eg,g1
“
gTRψT pPgxqψpPg1x1qRg1‰ implies that C
has feature space F and feature map Ψ defined by
Ψpxqy “ Eg
“
ψpPgxqRgy‰ (9.11)
If K is a scalar kernel as in Subsec. 6.2.1 with feature space/map F and ϕ, then F “
LpF, RYq and ψpxqRy “ RyϕT pxq imply Ψpxqy “ Eg
“
RgyϕT pPgxq‰ and (for α P F)
ΨT pxqα “ Eg
“
gTαϕpPgxq‰ . (9.12)
27Note that K can also be identified as the reduced kernel of K¯. When the dimension of PX is low
then the interpolation of functions mapping PX to RX does not suffer from the curse of dimensionality.
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If ϕ is obtained from an elementwise nonlinearity activation function as in (6.11) and
Rmk. 6.7 then F “ PX ‘ R, and for α “ w P LpPX ‘ R, RYq we have
ΨT pxqα “ Eg
“
gT pwϕpPgxqq‰ . (9.13)
We call (9.11), (9.12) and (9.13) REM (reduced equivariant multi-channel) feature maps.
Fig. 9 shows the action of (9.13). In that illustration c1 “ c2 “ 1, the elements of X
are 10ˆ10 images. G is the group of translations acting on 10ˆ10 images with periodic
boundaries as shown in subimages (1-3). Px projects the 10ˆ10 image x onto the lower
left 3 ˆ 3 sub-image (by zeroing out the pixels outside that left corner). The action of
P on x and the translation of x by g1 and g are illustrated in subimages (4-6). Note
that translating x by g before applying P is equivalent to translating the action of P
as illustrated in subimage (7) and commonly done in CNNs. Rx projects the 10 ˆ 10
image onto the green pixel at the bottom right of subimage (7). In the setting of CNNs
w P LpPX ‘ R, RXq is one convolutional patch incorporating a 3 ˆ 3 weight matrix W
and a 1ˆ 3 vector b and computing gTwϕpPgxq is equivalent to obtaining the value of
the green pixel on the top right of subimage (7) by computing WapPgxq ` b.
Figure 10. Downsampling with subgrouping.
9.5. Downsampling with subgrouping. ANNs include downsampling operations
such as pooling or striding. Downsampling is incorporated in REM kernels and fea-
ture maps by employing sub-groups of G in the construction of the REM feature maps.
Note that (9.12) and (9.13) are contained in
GRX :“ ‘gPGgRX (9.14)
with gRX :“ tgRx | x P X u. Note that GRX Ă X and this inclusion can be a strict one
when G is a proper subgroup of an overgroup. When G is a group of translations, then
subgrouping is equivalent to striding. Fig. 10 illustrates the proposed downsampling
approach for X “ X. In that illustration, the elements of X are 8 ˆ 8 images (with
periodic boundaries). (1) G1 is the group of all 64 possible translations. (2) G2 is a
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group of 16 possible translations obtained as a sub-group of G1 with a stride of 2. (3) G3
is a group of 4 possible translations obtained as a sub-group of G1 with a stride of 4 or as
a sub-group of G2 with a stride of 2. The bottom row shows the action of a REM feature
map constructed from the sub-group G2. (4) shows Pgx for a given g P G2 (Px is 3ˆ 3
image). (5) shows gTwϕpPgxq (RX is a set of 1 ˆ 1 images and w P LpPX ‘ R, RXq).
(6) shows the average of gTwϕpPgxq over g P G2. The range of EgPG2rgTwϕpPgxqs is
the set of 8ˆ 8 images whose pixel values are zero outside the green pixels. (7) Ignoring
the white pixels (whose values are zero), the range G2RX of EgPG2rgTwϕpPgxqs (writing
EgPG2 for the Haar measure over G2) can be identified with the set of 4ˆ 4 images as it
is done with CNNs.
Figure 11. CNNs and ResNets as idea formation with REM kernels.
9.6. Idea formation with REM kernels. We will now show that CNNs and
ResNets are particular instances of idea formation with REM kernels as
illustrated in Fig. 11. Consider the setting of Sec. 5.2 and 7. Let ϕpxq “ papxq, 1q
where a is an activation function obtained as an elementwise nonlinearity satisfying
the regularity conditions of Rmk. 6.7. Given D ě 1, let X0, . . . ,XD and X0, . . . ,XD`1
be finite-dimensional Hilbert spaces constructed as follows. Set X0 “ X0 “ X and
XD`1 “ Y. For m P t1, . . . , Du let PΓm : Xm Ñ Xm, RΓm : Xm Ñ Xm, be linear projec-
tions. For m P t0, . . . , D´1u let PKm : Xm Ñ Xm, RKm : Xm Ñ Xm be linear projections.
Let c1, . . . , cD P N˚. For m P t1, . . . , Du, let Xm “ Xcm . Let G be a unitary unimodular
group on X , write G0 “ G and for m P t0, . . . , Du let Gm`1 be a subgroup of Gm and let
Xm`1 “ GmRmXm. For m P t0, . . . , D´ 1u let Km : XmˆXm Ñ LpXm`1q be the REM
kernel defined (as in (9.13)) by PKm , R
K
m, Gm. Let KD : XD ˆ XD Ñ LpXD`1q be the
48 HOUMAN OWHADI
REM kernel with feature map defined by ΨT pxqα “ wϕpxq with w P LpXD‘R,Yq. For
m P t1, . . . , Du let Γm : Xm ˆ Xm Ñ LpXmq be the REM kernel defined (as in (9.13))
by PΓm, R
Γ
m, Gm.
The corresponding discrete idea formation solution to Problem 1 is to approximate
f : with FD`1 defined by inductive composition (5.6) with
fm “ EgPGm
“
gT w˜mϕ
`
PKm g ¨
‰
and vm,j “ EgPGm
“
gTwm,jϕpPΓmg¨q
‰
, (9.15)
where the w˜m are wm,j are minimizers of$’’’’’&’’’’’%
Min λ0
`}w˜0}2LpPK0 X0‘R,pRK0 X0qc1 q ` 1ρ}f0pXq ´ q1,1}2XN1 ˘`řDm“1 ´νmLm2 řLmj“1`}wm,j}2LpPΓmXm‘R,RΓmXmq ` 1r }qm,j`1 ´ qm,j ´ vm,jpqm,jq}2XNm ˘` λm`}w˜m }2LpPKmXcm‘R,RΓmXcm`1 q ` 1ρ}fmpqm,Lm`1q ´ qm`1,1}2XNm ˘¯` `Y `qD`1,1, Y ˘
over wm,j P LpPΓmXm ‘ R, RΓmXmq, w˜m P LpPKmXcm ‘ R, RΓmXcm`1q, qm,j P XNm .
(9.16)
In the continuous (minm Lm Ñ 8) limit, the idea formation solution to Problem 1
is to approximate f : with FD`1 defined by inductive composition (5.8) with fm “
EgPGm
“
gT w˜mϕ
`
PKm g ¨
‰
and vmpx, tq “ EgPGm
“
gTwmptqϕpPΓmg¨q
‰
where the w˜m and wm
are minimizers of
$’’’’’&’’’’’%
Min λ0
`}w˜0}2LpPK0 X0‘R,pRK0 X0qc1 q ` 1ρ }f0pXq ´ q1p0q}2XN1 ˘`řDm“1
´
νm
2
ş1
0`}wmptq}2LpPΓmXm‘R,RΓmXmq ` 1r } 9qm ´ vmpqm, tq}2XNm dt˘` λm`}w˜m }2LpPKmXcm‘R,RΓmXcm`1 q ` 1ρ }fmpqmp1qq ´ qm`1p0q}2XNm ˘
¯
` `Y
`
qD`1p0q, Y ˘
over wm P C1`r0, 1s,LpPΓmXm ‘ R, RΓmXmq˘, w˜m P LpPKmXcm ‘ R, RΓmXcm`1 q, qm P C1`r0, 1s,XNm ˘ .
(9.17)
The following theorem is a direct consequence of the equivalence established in Sub-
sec. 6.3 and Thm. 5.1.
Theorem 9.7. (9.16) and (9.17) have minimizers. Minimal values of (9.16) and (9.17)
are continuous in pX,Y q. Minimal values and minimizers FD`1 of (9.16) converge (in
the sense of adherence values of Subsec. 4.7), as minm Lm Ñ8 towards minimal values
and minimizers FD`1 of (9.17). At minima, the
`}wmptq}2LpPΓmXm‘R,RΓmXmq ` 1r } 9qm ´
vmpqm, tq}2XNm dt
˘
are constant over t P r0, 1s and `}wm,j}2LpPΓmXm‘R,RΓmXmq ` 1r }qm,j`1 ´
qm,j ´ vm,jpqm,jq}2XNm
˘
fluctuates by at most Op1{Lmq over j P t1, . . . , Lmu. The maps
y “ FD`1pxq obtained from (9.16) and (9.17) are equal to the output y produced by the
block diagrams (5.10) and (5.12) initial momenta pm0 and Z
m are identified as minimizers
of the total loss (5.11). In particular the results of Thm. 5.1, Prop. 5.2 and Prop. 5.3
hold true for (9.16) and (9.17).
9.7. The algorithm. The practical minimization of (9.17) is as follows. Introduce the
slack variables (see Fig. 2) z˜0 “ q1,1´f0pXq, zm,j “ qm,j`1´qm,j´vm,jpqm,jq and z˜m “
qm`1,1 ´ fmpqm,Lm`1q. Let `Y be an arbitrary empirical loss (e.g., `Y pY 1, Y q “ }Y 1 ´
Y }2YN ). Replace the minimization over he variables qm,j by the minimization over the
slack variables (note that qD`1,1 is a function of X, weights, biases, and slack variables).
Use minibatching (as commonly practiced in ML) to form an unbiased estimate of the
gradient of the total loss with respect to the weights, biases, and slack variables. The
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exact averages EgPGm in (9.15) can be replaced28 by Monte-Carlo averages (by sampling
the Haar measure over Gm). Modify the weights, biases, and slack variables in the
gradient descent direction (note that the only slack variables impacted are those indexed
by the minibatch). Repeat.
10. Related work
10.1. Deep kernel learning. The deep learning approach to Problem 1 is to approx-
imate f : with the composition f :“ fL ˝ ¨ ¨ ¨ ˝ f1 of parameterized nonlinear functions
fk : Xk Ñ Xk`1 (with X1 :“ X and XL`1 :“ Y) identified by minimizing the discrep-
ancy between fpXq and Y via Stochastic Gradient Descent. [11] proposes to generalize
this approach to the nonparametric setting by introducing a representer theorem for the
identification of pf1, . . . , fLq as minimizers in H1 ˆ ¨ ¨ ¨ ˆ HL (writing Hk for a given
reproducing kernel Hilbert space of functions fk : Xk Ñ Xk`1) of a loss of the form
Lÿ
k“1
`k
`}fk}Hk˘` `L`1`fL ˝ ¨ ¨ ¨ ˝ f1pXq, Y ˘ (10.1)
[11, Thm. 1] reduces (10.1) to a finite-dimensional optimization problem.
10.2. Computational anatomy and image registration. Applying concepts from
mechanics to classification/regression problems can be traced back to computational
anatomy [25] (and more broadly to image registration [12] and shape analysis [97]) where
ideas from elasticity and visco-elasticity are used to represent biological variability and
create algorithms for the alignment of anatomical structures. The core idea of image
registration is to represent the image of an anatomical structure as a function I mapping
material points in r0, 1s2 to intensities in R`. The distance between an image I and a
template I 1 is then defined by minimizing
min
v
λ
ż 1
0
}∆vp¨, tq}2L2pr0,1s2q dt` }Ipφvp¨, 1qq ´ I 1}L2pr0,1s2q , (10.2)
over diffeomorphisms φv of r0, 1s2 driven by v ( 9φv “ vpφ, tq) such that φvpx, 0q “ x
[96, 89]. The regularizer }∆v}L2 can be replaced by higher order Sobolev norms [24] or
the L2 norm of differential operators adapted to the underlying problem [55]. Landmark
matching [39] simplifies the loss (10.2) to
min
v
λ
ż 1
0
}∆v}2L2pr0,1s2q dt`
ÿ
i
|φvpXi, 1q ´ Yi|2 , (10.3)
where the Xi and Yi are a finite number of landmark/control (material) points Xi and
Yi on the two biological structures. In the limit λ Ñ 0, the matching is exact and the
second term in (10.3) turns into an end constraint (φvpXi, 1q “ Yi for all i) for the opti-
mization problem. Joshi and Miller [38, 39] discovered that minimizers of (10.3) admit
a representer formula of the form (3.20) which can be then used to produce computa-
tionally tractable algorithms for shape analysis/regression by (1) minimizing a reduced
28Since REM feature maps are expressed as expected values with respect to a randomization of the
action of the group, their simulation can be randomized as in [16].
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loss of the form (3.8) via gradient descent [39, 14] or (2) via (geodesic) shooting algo-
rithms obtained from the Hamiltonian perspective [56, 90]. Therefore idea registration
could be seen as a natural generalization of image registration in which image spaces
are replaced by abstract feature spaces, material points are replaced by data points,
and smoothing kernels (Green’s functions of differential operators) are replaced by REM
kernels. Although discretizing the material space is a viable and effective strategy [18]
in the Large Deformation Diffeomorphic Metric Mapping (LDDMM) model [24, 8] of
image registration, the curse of dimensionality renders it prohibitive for general abstract
spaces, which is why idea registration must (for efficiency) be implemented with feature
maps. Our regularization strategy for idea registration is a generalization of that of im-
age registration [53]. The sparsity of idea registration in momentum map representation
is akin to the sparsity of image deformations in momentum map representation [13, 90].
10.3. Interplays between learning, inference, and numerical approximation.
The error estimates discussed in Sec. 8 are instances of interplays between numerical ap-
proximation, statistical inference, and learning, which are intimately connected through
the common purpose of making estimations/predictions with partial information. These
confluences (which are not new, see [34, 21, 65, 64] for reviews) are not just objects of
curiosity but constitute a pathway to simple solutions to fundamental problems in all
three areas (e.g., solving PDEs as an inference/learning problem [60, 61, 74] facilitates
the discovery of efficient solvers with some degree of universality [81, 80]). We also ob-
serve that the generalization properties of kernel methods (which, as stressed in [9], are
intimately related to the generalization properties of ANNs [99]) can be quantified in
a game-theoretic setting [64] through the observations [64] that (1) regression with the
kernel K is minimax optimal when relative errors in RKHS norm } ¨ }K are used as a
loss, and (2) N p0,Kq is an optimal mixed strategy for the underlying adversarial game.
10.4. ODE interpretations of ResNets. The dynamical systems [91], ODE [28, 19],
and diffeomorphism [77, 69] interpretations of ResNets are not new and have inspired
the application of numerical approximation methods to the design and training of ANNs.
Motivated by the stability of very deep networks [28] proposes to derive ANN architec-
tures from the symplectic integration of the Hamiltonian system#
9Y “ apWZ ` bq
9Z “ ´apWY ` bq (10.4)
where, Y and Z are a partition of the features, a is an activation function and W ptq and
bptq are time-dependent matrices and vectors acting as control parameters. Motivated
by the reversibility of the network, [17] proposes to replace (10.4) by a Hamiltonian
system of the form #
9Y “W T1 apW1Z ` b1q
9Z “ ´W T2 apW2Y ` b2q
(10.5)
where W1 and W2 are time dependent convolution matrices acting as control parameters
(in addition to b1 and b2). Motivated by memory efficiency and an explicit control of the
speed vs. accuracy tradeoff [19] proposes to use Pontryagin’s adjoint sensitivity method
for computing gradients with respect to the parameters of the Network. While ResNets
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have been interpreted as solving an ODE of the form 9x “ apWx` bq [91, 28], the feature
space formulation of idea registration (Subsec. 6.3) suggests using ODEs of the form
9x “Wapxq ` b.
10.5. Warping kernels. Kernels of the form Kpφpxq, φpx1qq defined by a warping of
the space φ have been employed in numerical homogenization [70] (where they enable
upscaling with non separated scales), and in spatial statistics [79, 71, 82, 98] where they
enable the nonparameteric estimation of nonstationary and anisotropic spatial covariance
structures.
10.6. Kernel Flows and deep learning without back-propagation. In the setting
of Sec. 2, given an operator-valued kernel K : X ˆ X Ñ LpYq, the Kernel Flows
[69, 95, 20, 31] solution to Problem 1 is, in its nonparametric version [69], to approximate
f : via ridge regression with a kernel of the form Knpx, x1q “ Kpφnpxq, φnpx1qq. where
φn : X Ñ X is a discrete flow learned from data via induction on n with φ0p¨q “ ¨. This
induction can be described as follows. Let Γ : XˆX Ñ LpX q be a scalar operator-valued
kernel. Set qn “ φnpXq and
φn`1pxq “ φnpxq `∆tΓ
`
φnpxq, qn
˘
pn , (10.6)
which is evidently a discretization of (1.7) with v of the form (4.10). To identify pn
let qn`1 “ qn `∆tΓ
`
qn, qn
˘
pn. Select pq1n`1, Y 1q as a random subset of the (deformed)
data pqn`1, Y q, write uqn`1 for the Γ-interpolant of pqn`1, Y q, u1qn`1 for the Γ-interpolant
of pq1n`1, Y q, write ρpqn`1q “ }uqn`1 ´ u1qn`1}2Γ{}uqn`1}2Γ and identify pn in the gradient
descent direction of ρpqn`1q “ ρpqn`∆tΓ
`
qn, qn
˘
pnq. Since no backpropagation is used
to identify pn, the numerical evidence of the efficacy of this strategy [69] (interpretable
as a variant of cross validation [20]) suggests that deep learning could be performed by
replacing backpropagation with forward cross-validation.
11. The elephant in the dark deep learning room and the shape of ideas
Seeking to develop a theoretical understanding of deep learning can be compared to
attempting to describe an elephant in a dark room [5]. Rephrasing [5], ResNets [33] look
like discretized ODEs [91, 28, 19, 69], the generalization properties of ANNs [99] feel like
those of kernel methods [9, 37, 69], the functional form of ANNs is akin to that of deep
kernels [93], there seems to be a natural relation between ANNs and deep Gaussian pro-
cesses [23]. Backpropagation seems to be solving an optimal control problem [45]. The
identification of ANNs, CNNs, and ResNets as algorithms obtained from the discretiza-
tion of idea/abstraction registration/formation variational problems suggests that (1)
ANNs are essentially image registration/computational anatomy algorithms generalized
to abstract high dimensional spaces (2) ideas do have shape and forming ideas can be
expressed as manipulating their form in abstract RKHS spaces. Evidently, this iden-
tification opens the possibility of (1) analyzing deep learning the perspective of shape
analysis [97] (2) identifying good architectures by programming good kernels [68]. Al-
though it is difficult to visualize shapes in high dimensional spaces, we suspect that deep
learning breaks the curse of dimensionality by (implicitly) employing kernels (such as
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REM kernels) exploiting29 universal patterns/structures in the shape of the data (e.g.,
the compositional nature of the world and its invariants under transformations). There-
fore understanding interplays between learning and shapes/forms in high dimensional
spaces may help us see “the whole of the beast” [5]. A beast that bears some intriguing
similarities with Plato’s theory of forms30 [72].
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