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Many molecules relevant to life respond to changes in their environment by
large changes in shape, by which the carry out an important function. Under-
standing of these systems can be gained through study with methods which
can map out the global conformational changes the molecule undergoes over
time. Time-resolved small angle x-ray scattering is one such method. We have
engineered a photocoupled flow cell which allows us to initiate changes in pro-
teins via light excitation and measure them with a capillary focused x-ray beam.
We have also considered the analysis of time-resolved SAXS data, which can be
acquired using such a system, with recently popular reconstruction methods.
These techniques have been applied to the study of VVD, a blue light photosen-
sor in the PAS-LOV family of proteins. This large family of proteins is found
in all kingdoms of life and is important for transducing environmental signals
into biological actions. These studies provide insight into rapid dimerization of
the protein upon photoexcitation. Such information is important to understand-
ing not only VVD signaling but also the mechanisms by which other PAS-LOV
proteins operate.
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CHAPTER 1
INTRODUCTION
1.1 Biomolecular shapes and dynamics
On a physical level, all living organisms are composed of many specific and
highly adapted molecules. Most of these carry out necessary biological func-
tions to contribute to the proper function of the organism as a whole. Like a key
must fit a lock in order to do its job and open the door for which it was made,
these biological molecules need to acquire specific shapes in order to properly
function. When formed, biomolecules carry out a wide array of tasks. They
might splice themselves out of genes1 or add phosphate to other molecules2.
Some transport molecules throughout the body, others carry molecules across
cells3. Biomolecules absorb light for information4 or for food5.
Biomolecular conformations are important, but molecular dynamics may be
even more important. For a person to even lift a finger requires the contraction
of muscles, which in turn is based on the rotation of myosin, a ubiquitous struc-
tural protein6, as well as movements and changes in many other molecules.
Knowledge of changes in molecular structure is critical to understanding func-
tion, and in turn, how to regulate or mimic them to prevent and treat disease
and enhance biological function. In this work we will discuss investigations of
conformational changes in a number of biomolecules. Discoveries about these
varied molecules contribute to understanding them and the families to which
they belong.
Translation of sensory information into biological action is an important
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function enabling organisms to respond to their environment. The PAS (Per
ARNT Sim) protein superfamily is characterized by a domain which couples
environmental stimuli to molecular action. This domain consists of a particular
protein fold which is found in all kingdoms of life7. Our studies focus on the
PAS-LOV (light-oxygen-voltage) protein Vivid. Vivid is a signaling protein in-
volved in the circadian clock regulation of the fungus neurospora crassa8. While
the mechanism for such regulation remains to be elucidated, it is clear that it
must involve a conformational change9.
Many viruses attack cells by means of surface proteins which fuse the viral
capsid to the cell membrane, enabling the invader to empty its genetic contents
into the target cell. The action of some of these proteins is triggered by a pH
jump. The most well studied of these, influenza hemagglutinin, is known to
fall into to this category10. It undergoes a large structural rearrangement upon
acidification of the endosome. However, the complete post-fusion conformation
is still unknown, as is the precise cause of membrane fusion.
Interest in the function of RNA is growing as awareness of its biological im-
portance increases. RNA, like DNA, has the ability to store genetic informa-
tion11 but can also play a catalytic role1. There is interest in how it goes from
a molecule based largely on base-paired secondary structure, like DNA, to a
molecule with a complex tertiary fold which enables catalytic activity. The fold-
ing of self-splicing introns is an example of this phenomenon.
Many techniques are useful for imaging molecular structure. Electron mi-
croscopy is popular for large molecules12;13, particularly due to enhancements
in surface reconstruction techniques14. Atomic force microscopes have been
used to image DNA15 and other molecules. Crystallography is a widespread
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technique that uses X-rays to obtain precise measurement of molecular struc-
ture, sometimes to resolution as good as 1 A˚. However, these techniques are
limited in application to dynamic situations.
Optical techniques can be used to collect time-resolved data, but they often
resolve only local structural changes in a molecule. A good complement to all
of these techniques is small angle X-ray scattering (SAXS). Unlike most optical
measurements, SAXS probes global molecular structures. Because the measure-
ment is carried out in solution, many methods typically used to time-resolve
optical measurements are compatible with SAXS. It also allows the measure-
ment of biologically relevant states which are difficult to crystallize.
1.2 Scope of dissertation
In addition to scientific investigations into the workings of the varied molecules
mentioned above, we will also be discussing SAXS as a technique which can
be applied to these situations. Many methods for time-resolving molecular
changes in response to various stimuli are presented. Analysis, and the use of
somewhat new reconstruction methods to obtain low-resolution three dimen-
sional models from SAXS are also discussed. These techniques are used to in-
crease the understanding of a number of important biological systems.
This document begins with a brief introduction to the theory and uses of
SAXS, and goes on to discuss its application to time-resolved problems. Sev-
eral methods for making time-resolved SAXS measurements are mentioned. In
particular we outline a new technique that uses a laser to initiate the molecular
reaction in a flow cell.
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To this end we have explored the use of focusing capillaries in SAXS mea-
surements. These tools aid in studies involving flow cells because of their ability
to concentrate the necessary X-ray intensity into a small spot size. This increases
the precision of time-resolved measurements in these devices where time is cor-
related with spatial position.
Analysis methods are important to any measurement. In the past several
years it has become popular to use computer programs to reconstruct a molec-
ular shape envelope from the SAXS curve. To our knowledge, these reconstruc-
tions had not previously been applied to time-resolved data. We tested their
utility for this application and discussed the pros and cons of the approach.
Using these methods we carried out experiments on the PAS-LOV protein
VVD mentioned above. We used the photoexcitation flow cell to trigger confor-
mational changes in this blue light absorbing protein. From these measurements
we were able to determine the minimum time scale for important changes in
the protein. We also collected data on the light-excited dimer and conforma-
tions important to the association of this protein. VVD is of particular interest
because it is a member of the varied yet significant PAS-LOV family.
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CHAPTER 2
SMALL ANGLE X-RAY SCATTERING
2.1 Basic scattering theory
Small angle X-ray scattering (SAXS) derives information from the pattern of X-
rays scattered by molecules at low angles. Scattering data originates from the
interaction of X-rays with electrons in the object under consideration through
Thompson scattering1. These coherently scattered X-rays add according to their
origins, as illustrated in Figure 2.1. Constructive interference will produce a
high intensity pattern of X-rays in the forward scattering angles, with smaller
objects scattering out to further angles. The result is data characteristic of the
size and shape of the object being probed. Through analysis the experimenter
can gather valuable, albeit low-resolution information about the size and gen-
eral shape characteristics of an object.
This method is useful for studying the structure of biomolecules, such as
proteins and ribozymes, in aqueous solution. The electron densities of such
molecules are greater than those of their solvents so that the latter can be treated
as background, and a scattering signal can be measured from the molecules
alone. If they are dispersed randomly in solution, the scattering from the in-
dividual molecules will be additive. This increases the total scatter, but also
averages signals from different orientations. The data is therefore a radially
symmetric pattern of scattering intensity versus scattering angle, 2θ.
The general equation for the scattering from a dilute, finite macromolecule,
I(q) = V
∫ ∞
0
4pir2 dr γ(r)
sin qr
qr
(2.1)
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Figure 2.1: This diagram illustrates the addition of X-rays scattered coherently
from spheres of different sizes. The path length difference between differ-
ent parts of the scattering object and the observation point creates interference
which will be most intense at the lowest scattering objects. The interference of
small dimensions produces more signal at higher angles, as shown. Altogether
the result is a scattering pattern which is characteristic of the object. To the right
is a comparison of patterns from large and small spheres. These pictures were
originally published in Glatter and Kratky 1 and were colorized by Kwok 2 .
was worked out by Debye and Bueche 3 . V is the particle volume and γ(r) is a
correlation function of the intraparticle distances. The scattering angle is usually
defined in terms of the momentum transfer vector, q = 4pi sin(θ)λ . This definition
has the advantage of being independent of the wavelength of the probing X-ray
beam.
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2.2 Information collected via SAXS
2.2.1 Conventional analyses
While the exact solution of equation 2.1 is complex and dependent on the shape
of the molecule under observation, an approximation for the smallest measure-
ment angles was discovered by Guinier 4 , for whom it is named. The Guinier
equation,
I(q) = I(0) e
−
(Rgq)2
3 (2.2)
introduces the radius of gyration, Rg, a measure of average particle size1. This
quantity can be extracted with a linear fit to a plot of ln(I(q)) versus q2 in the
range Rgq < 1.3. In practice, unless the data are very noisy, the appropriate re-
gion can easily be identified by test fitting several ranges of q. After discovering
q < 1.3Rg this way, a more exact Rg can be calculated. Also, if the incident beam
intensity is well known, an estimate of molecular weight can be derived from
I(0).
Information beyond these quantitative parameters can be gathered from the
shape of the scattering curve. General structures such as spheres, cylinders or
very extended molecules might be recognized from the characteristic shape of
the scattering curve1. Subtle differences between related molecules can be elu-
cidated from comparisons of scattering data. However, it is often more intuitive
to look at the Fourier transform of the data to real space. The distance distribu-
tion function produced is generally referred to as a P(r). A direct transform of
the data is impossible because data cannot be acquired at q = 0, due to over-
lap with the probe X-ray beam. Thus it becomes necessary to adopt an indirect
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method which is outlined in Glatter and Kratky 1 .
The program GNOM5 provides a numerical implementation of the indirect
transform and has come into widespread use. This program employs the regu-
larization method6 which relies on a stabilizing function to accurately solve the
ill-posed problem of transforming data which is not smooth and incomplete. It
also requires the input of the maximum molecular dimension, Dmax, by the user.
GNOM users typically find this number by testing several solutions and choos-
ing the one which maximizes the regularization parameters, chosen to keep the
solution both true to the data and stable. Often the method works quite well,
but between the need to determine Dmax and the appropriate weight of the sta-
bilization function, each solution must be carefully considered.
2.2.2 Reconstructions
For many years information which could be extracted from scattering data was
limited to the two-dimensional patterns and molecular constants mentioned
above. Three dimensional interpretation was done by comparison to calculated
scattering from known structures or basic geometric shapes. The idea of seek-
ing a molecular shape which could match the scattering curve exactly was men-
tioned in Glatter and Kratky 1 , but the computation required was prohibitive at
the time.
Since the late 1990s a variety of computational methods have been used
to generate low-resolution molecular shape envelopes from SAXS data with
limited a priori information. Such programs include SASHA7, DALAI GA8,
SAXS3D9 and SASMODEL10. Today both DAMMIN11 and GASBOR12, avail-
10
able from the Biological SAXS group at the European molecular biology lab-
oratory, are widely used. GASBOR is optimized for small proteins and uses a
genetic algorithm to “move” a fixed number of “residues” entered by the user to
find a model with a shape that matches the data. DAMMIN is more generally
applicable and uses a Monte Carlo approach to adjust the solution density of
dummy atoms in fixed locations within a sphere of fixed diameter to the same
end. Solutions from these methods are not necessarily unique, but if this com-
putation process is repeated a number of times, the set of shapes are often found
to agree to within a small deviation.
2.3 Time-resolved SAXS measurements
SAXS measurements can be performed in conjunction with a number of tech-
niques used to make time-resolved measurements. Often such methods are
originally developed for use with some sort of optical probe and later adapted
for use with SAXS. Because X-rays interact with matter very differently than
visible light, a number of adjustments must be made to an apparatus. A few of
these techniques are discussed below.
Mixing methods induce molecular action by altering the solvent environ-
ment and subsequently probing the sample to monitor changes13;14. In the
stopped-flow approach, fluids are directed into a turbulent mixing region and
then passed into an observation volume. At this point the fluid flow is suddenly
stopped and data may be collected at any time after mixing. Time after mixing
is established from the sample flow rate, volume between the mixing area and
sample cuvette and the delay between stopping the flow and data collection.
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Such mixers are commercially available from companies such as KinTek (Texas)
and Biologic (France). Use for SAXS requires a specialized sample cuvette and
carefully timed control of X-ray exposures. Precise instructions for implement-
ing such a setup at the G1 beamline at CHESS are given in Appendix A.
Continuous flow mixers can be used to induce changes in pH and salt con-
centration. Both rapid diffusion mixers15;16 and turbulent T mixers17;18 have
been implemented in SAXS measurements. These have particular advantages
for SAXS. The method of data collection with these mixers allows the separa-
tion of time after mixing from X-ray exposure time. This allows collection of a
fast time-resolved point with a long X-ray exposure which is often necessary to
produce sufficient signal-to-noise. It also prevents X-ray damage to the sample
because new sample is constantly flowed through the probe beam.
Both the stopped-flow and rapid diffusion techniques are used for some of
the measurements described in this document. We have also performed pho-
toexcitation in a continuous flow cell. This technique was developed for use
with spectroscopic techniques by Toepke et al. 19 . The modifications needed to
use such a device with SAXS are discussed below.
2.3.1 Important parameters for continuous flow measurements
The use of a continuous flow cell in the time-sensitive measurement of a chemi-
cal reaction confers the general advantage of separating two relevant and inter-
dependent timescales: time after reaction initiation and length of data collection.
This can allow for fast measurements when poor signal to noise of real time data
collection would be prohibitive. Measurement time is determined by the aver-
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age linear fluid flow speed u¯ and the spatial separation between the initiation
of the reaction x, resulting in an average time after reaction of
t¯ =
x
u¯
. (2.3)
This concept is illustrated in Figure 2.2.
Fluid flow is generally categorized as either laminar or turbulent. While the
Reynolds number, determined from fluid and flow parameters20, can be used to
roughly predict which type of flow will be present in a system, direct observa-
tion is required for conformation. The laminar flow regime is characterized by
a continuous fluid velocity profile with the boundary condition velocity equal
to zero at the edges of the channel. For flow through a circular pipe, the fluid
velocity, u(r) as a function of radial position in the pipe r can be written as
u(r) =
G
4µ
(a2 − r2)20 (2.4)
u¯ =
Ga2
8µ
20 (2.5)
u(r) = 2u¯
(
1− r
2
a2
)
(2.6)
where a is the diameter of the pipe, G is the pressure gradient of the fluid stream,
and µ is the fluid viscosity. The parabolic flow profile described in this equation
is illustrated in Figure 2.3.
An X-ray beam used to probe a section of a laminar flow path will sample all
the molecules in the intersection of the beam and the pipe in the measurement,
including the slow moving ones near the edge of the pipe. Thus the ensemble
average will lack precision due to the wide range of sample ages in the volume
probed. To minimize this effect it is desirable to flow a sheath of material with-
out sample at the outside of the channel. We can compute the average flow
13
ux
A. reaction
initiation B. measurement
sample
Figure 2.2: At point A, a reaction is initiated. This may be a defined mixing
point, a contact point for external stimulus, or the location of some other inter-
action. The sample is continuously flowing, and is then probed at point B. The
distance between the two points, x, is proportional to the time after the reaction.
Sample
u(r)t=0
t=t0
Tube Wall
r=0
r=a
r=b
Figure 2.3: Laminar fluid flow has a speed profile which resembles a parabola
with the fluid near the channel walls having the boundary condition u(a) = 0.
speed of an inner section of the pipe flow with radius b (u¯b) by integrating the
fluid speed over the area.
u¯b =
2u¯pi
∫ 2pi
0
∫ b
0
(
1−
( r
a
)2)
r drdθ
pi b2
(2.7)
= u¯
(
2−
(
b
a
)2)
(2.8)
Because we control the volume speed of fluids into the flow cell, v¯total and
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v¯sample, the proportion of the sample flow speed to the total flow speed, k, such
that v¯sample = kv¯total is also managed, and u¯ can be easily calculated by dividing
by the area of the channel. Thus
u¯b = ku¯
( a
b
)2
and (2.9)
u¯
(
2−
(
b
a
)2)
= ku¯
( a
b
)2
(2.10)
and so we can calculate b from known quantities. This leads to the equation
b2 = a2
1± (1− k)12
 (2.11)
but because both k and (1± (1− k)) are proportionality constants which must
be between 1 and 0, (1− (1− k)) is the only physical choice. This expression for
the radius of the sample can be substituted in equation 2.8, giving
u¯b = u¯
1− (1− k)12
 . (2.12)
The rate equation can then be used to determine the average time after stim-
ulation. The range of times in the ensemble can be determined from u(b) and
u(0).
2.3.2 Considerations for implementing a flow cell in a SAXS
setup
There are two particular points in which a flow cell designed for an optical ex-
periment will have to be modified for use in a SAXS setup. The first is mixer
size and the second is window material. Both must be changed to account for
the different ways in which X-rays pass through matter.
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Optimum sample thickness is important in a SAXS experiment where suffi-
cient signal-to-noise is often difficult to achieve. Two factors must be balanced.
Thicker samples scatter more. However, they also attenuate the X-ray beam,
leading to a loss of intensity. Scattering intensity is proportional to the amount
of sample in the path, which will be directly proportional to thickness in these
samples. The beam will be attenuated exponentially. Thus the basic equation
relating signal intensity to the thickness of the sample is
I(r) = I0 2r e
−2r
λs (2.13)
where I0 is the incident intensity and λs is the attenuation length of the sample.
The thickness of a tubular cell where the X-rays intersect the center of the cell
perpendicular to the tube axis is 2r, where r is the radius of the tube. If we wish
to account for a sheath flow, such that the sample radius is cr, where c is a factor
< 1, this becomes
I(r) = I0 2cr e
−2cr
λs e
−2r(1− c)
λw (2.14)
where λw is the attenuation length of the sheath buffer. To find the sample cell
radius which maximizes the output intensity, set the derivative of I(r) to zero.
0 = 1− 2r
(
1
λw
+ c(
1
λs
− 1
λw
)
)
(2.15)
2r =
1
1
λw
+ c(
1
λs
− 1
λw
)
(2.16)
If the sample is fairly dilute and the sheath solution has otherwise the same com-
position, the second term will cancel out, and the diameter of the sample tube
should optimally be the attenuation length of the sheath solution. Since most
buffer solutions are dilute aqueous solutions, the attenuation length of water is
an appropriate estimate for the ideal sample cell thicknesses at different ener-
gies. Figure 2.4 shows the attenuation lengths of water over a range of energies
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commonly used at the G1 station at CHESS21. To reduce sample consumption,
we chose to develop a 1 mm thick flow cell, which is ideal for an X-ray energy
of 8 keV.
Window material is a consideration in any X-ray experiment. Because X-rays
interact directly with electrons any sample container will add to the background
signal. To minimize this effect, window materials which can be made very thin
are often chosen. To enable photoexcitation it is also necessary that the window
be optically transparent. Thin-walled polyester tubing is available with very
thin, optically transparent walls from Advanced Polymers, Inc. (Vermont)23. A
quick test with a 355 nm laser and a power meter demonstrated the tubing is
also UV transparent at these thicknesses, making it useful in a wide variety of
experiments involving photoexcitation.
2.3.3 Flow cell with sheath flow
The flow cell shown in Figure 2.5 was built for the purpose of making time-
resolved measurements on optically excitable samples. The sample is brought
into the sample cell area through a narrow piece of hypodermic tubing. This
allows buffer to flow around the sample, creating a sheath flow. Because the
flow cell is made from cylindrical tubing, the excitation and probe beams can
enter the cell at different angles, which is essential given the space limitations
of the beamline. Machine drawings and precise assembly instructions can be
found in Appendix B.
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Figure 2.4: Attenuation lengths of water over the energies typically found at the
G1 station. The Center for X-ray Optics (CXRO) website calculator was used to
generate the data22.
2.3.4 Setup at G1 station
Figure 2.6 show the SAXS setup at the G1 station of the Cornell High Energy
Synchrotron Source (CHESS) which incorporates a laser and a flow cell in a
SAXS experiment. Upstream (closer to the X-ray source) of the sample, are
three sets of beam defining slits and two ion chambers which are typical of any
SAXS setup. A focusing capillary has been employed to create a small beam
of sufficient intensity to collect sufficient signal-to-noise. The sample cell is lo-
cated downstream of the capillary. Mounted on the sample cell is another set
of slits to act as guard slits from the capillary aperture. The excitation laser is
directed toward the flow cell from above by mirrors, which are mounted along
with the laser head on a large stepper motor stage. The remaining sample-to-
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sample inlet
sheath inlet
outletflow cell tubing
slits
Figure 2.5: Picture of the mounted flow cell. The polyester tubing is outlined
because it is very difficult to discern in the photograph.
detector distance is under vacuum, to avoid signal attenuation and increased
background from air.
In order to align the sample beam and the capillary, a 20 µm slit is used.
This slit is mounted at roughly 45◦ angle to both the laser and X-ray beams. It
is aligned with the X-ray beam, and then the laser beam is steered through it,
using pin diodes to detect transmission of both beams through the slit. After
this procedure both beams will be coincident in the x direction (as defined in
section 2.3.1) and the laser motor position is set to zero. The slit is then replaced
with the loaded sample cell. The delay time between excitation and probing
with the X-ray beam can be changed by moving the laser beam in x.
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laser and mirrors
capillary
flight path
sample cell
upstream 
beamstop
Figure 2.6: Photograph of the setup at G1 station. The picture shows (from left
to right) the end of the chamber which houses the defining slits (under He),
the upstream beamstop for the focusing capillary, an extra pair of slits on the
sample cell, the sample cell with the laser beam coming in from above, and the
downstream flight path which is under rough vacuum. In the background is
the large motor used to hold and position the laser.
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CHAPTER 3
FOCUSING CAPILLARY OPTICS FOR USE IN SAXS
When using a continuous flow cell with SAXS a small, intense x-ray beam
is necessary. A large beam will increase the range of time after excitation in
the sample under investigation due to the proportional relationship between x
and t, as defined in Chapter 2, but a small beam could also lead to intolerably
poor signal-to-noise. This chapter describes a means of answering both issues.
It is reproduced with minimal alteration from a laboratory note previously pub-
lished in The Journal of Applied Crystallography1.
3.1 Introduction
Borosilicate glass capillaries have been used to focus x-ray beams into high flux
spots as small as micrometers across2 at the expense of beam collimation. Re-
cently, continued development and widespread use of these focusing capillaries
has been pursued at the Cornell High Energy Synchrotron Source (CHESS)3;4
in applications such as Laue diffraction, x-ray imaging3, and crystallography5.
Capillaries have also been tested in scattering studies involving wide and small
angle x-ray scattering6;7.
SAXS measures the low angles of the x-ray scattering profile to characterize
the size and shape of a collection of randomly oriented molecules, and can be
adapted for a wide variety of targets. A focused microbeam has proven useful
on small and spatially resolved samples6;8 and microfluidic devices9. Macro-
molecular folding can be induced using stopped-flow or continuous flow mix-
ers, allowing time-resolved compaction studies10;11. In the latter, time is a func-
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tion of position, so a large beam may limit time resolution. If the beam flux is
low, long exposure times are necessary, requiring increased sample consump-
tion. The high flux microbeam produced by a single bounce focusing capillary
is an ideal tool for these experiments, provided the divergence of the beam does
not limit the measurement, either by smearing the SAXS profile or restricting
access to the small angles needed for the measurement.
We present here SAXS measurements of the protein cytochrome c taken with
focusing capillaries at the CHESS D1 station. Scattering profiles from a cali-
brant and cytochrome c demonstrate no great loss of data or resolution when
compared to profiles acquired with unfocused beam. By using single-bounce
capillaries and limiting the accepted beam, a microbeam with sufficiently low
divergence to allow SAXS on moderately sized proteins can be generated. These
capillaries are readily incorporated into existing SAXS setups.
3.2 Implementation
3.2.1 Sample
Cytochrome c was obtained from Sigma and used without further purification.
Cytochrome c was dissolved at 30 mg/mL in a pH 7 citrate-phosphate buffer.
Sample was pumped at a rate of 0.1 mL/min through a small tube consisting of
a 2 mm diameter thin-walled polyester (PET) tube (Advanced Polymers, Salem,
NH)12. Silver stearate (d spacing 48.68 A˚13) powder held in a 1 mm PET tube
was used as a calibrant.
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3.2.2 Focusing Capillary
The single bounce focusing capillary identified as BSG644 was used for these
measurements. The inner diameters of the base and the tip of the capillary are
400 µm and 266 µm respectively, and the length is 11 mm. Using the D1 beam
source, we expect the capillary to produce a 15 µm spot14 located 52 mm from
the tip. The angular divergence with the optic fully illuminated is 4.3 mrad;
guard slits restricted the beam incident on the capillary (as shown in Figure
3.1) to limit the divergence to approximately 2 mrad. To estimate the size of a
molecule which might scatter below 2 mrad, we note the D spacing of a lattice
that would scatter to 2 mrad is given by D = wavelengthangle
15. At 9 keV spatial
variations on length scales larger than 690 A˚ cannot be probed. Fully unfolded
cytochrome c has a radius of gyration (Rg) of only 32 A˚16, which is much smaller
than the limiting value. Thus, we do not expect the divergence of the beam to
be an issue for measurements on small proteins.
a) b)
Figure 3.1: Images of the beam incident on a fluorescent screen approximately
1 m from the focus. Image a shows the entire beam, including the unfocused
beam through the capillary. Image b shows the portion of the beam used in the
measurements. The unfocused beam has been blocked, as well as all but one
quadrant of the focused beam to minimize divergence.
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3.2.3 Beamline
Measurements were conducted at the D1 bending magnet station. A beam en-
ergy of 9 keV with 1.5 % resolution was achieved through double bounce multi-
layers. Figure 3.2 depicts the station setup, typical for SAXS, with the exception
of the focusing capillary and an additional 1 mm pinhole. This guard aperture
was attached to the sample cell, and eliminated most parasitic scatter from the
capillary tip as well as the scatter from the air around the capillary. A small
amount of parasitic scatter and small angle scatter from the glass capillary tip
had to be masked in the analysis process. The sample was placed at the focal
spot of the capillary.
The capillary was mounted in a groove on a motorized stage which con-
trolled the position and the tilt angle. These were carefully adjusted until a far
field image produced on a fluorescent screen showed a centered beam. The up-
stream slits were then set to block the unfocused beam and further restrict the
divergence of the focused beam (Figure 3.1). The incident beam was positioned
on the lower part of the capillary.
To explore the effect of focusing on the SAXS profiles, we acquired data with-
out the capillary. For these measurements, the beam was defined to be 0.1 mm
× 0.1 mm with slits and the capillary was moved out of the beam path. The
setup was not otherwise altered.
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Figure 3.2: Downstream beamline setup (not to scale): depicted are the slits (in
He) the focusing capillary, pinhole, and sample (in air), the downstream flight
path with a pin diode incorporated into the beamstop, and finally the CCD.
3.3 Results
A pin diode monitor was placed in the beam stop to monitor the x-ray flux, both
with and without the capillary. We measured 30% higher flux with the capillary
in place. However, the slit-defined beam had an area of 100µm× 100µm while
the calculated focal spot for the capillary is much smaller, about 180 µm2. Thus
beam from the capillary is about 60 times more intense.
This intensity gain is easily seen by comparing 10 second exposures of silver
stearate, taken with and without the capillary (Figure 3.3). The relative heights
of the calibrant peak at q = 0.129 A˚−1 (where q = 4pi sin θλ ) reflects the gain in
intensity. Furthermore, the full width half max of the peaks goes from .0053
A˚−1 with the capillary to .0046 A˚−1 without it, showing only a small amount of
smearing.
The scattering profile of cytochrome c was also measured with and without
the capillary. Four 60 second exposures were acquired under each condition,
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Figure 3.3: Comparison of the silver stearate image taken with a capillary fo-
cused beam, and with the beam defined by slits. The main plot is the radially
integrated SAXS profile of the first ring for both measurements; the insets show
the CCD images. The line in blue (upper curve) represents the image taken
with the focusing capillary, the one in green with slits. The peaks are 324 and
267 intensity units respectively.
two with protein, and two without for subtracting the scattering background.
When the curves are scaled to account for the higher intensity of the capillary
beam, the curve shapes are seen to agree within the noise present in the data.
Thus, information about the size and shape of the protein in solution are not
altered by the focusing optic.
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Figure 3.4: Radially integrated SAXS intensity profiles of cytochrome c; the
curve taken without the capillary has been adjusted to account for the differ-
ence and beam intensity and a slight detector offset. The profiles without ad-
justments are shown in the inset. The lowest q value reflects the size of the
beamstop, the highest value the end of the detector range.
3.4 Conclusion
We have demonstrated that focusing capillaries with mrad of divergence can be
useful in solution SAXS studies on small molecules. Many biological molecules
are small enough so that the low divergence from these capillaries will not block
important scattering lengths. The use of a small, highly intense beam enables
acquisition of good quality scattering data from small sample volumes. In con-
junction with continuous flow mixers, sharper time resolution can be achieved
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compared to slit-defined beams. In the future we intend to use this setup to take
time resolved data.
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CHAPTER 4
RECONSTRUCTING THREE DIMENSIONAL SHAPE ENVELOPES
FROM TIME RESOLVED SMALL ANGLE X-RAY SCATTERING DATA
To extract the most information from a SAXS experiment, we make use of a
wide assortment of analysis techniques. Because reconstructions are becoming
a widespread tool for interpretation of static SAXS data, we wished to asses their
utility in the time-resolved experiments previously mentioned. To that end we
carried out a number of tests. This chapter is taken with minimal alteration from
a paper that is in press at the Journal of Applied Crystallography1.
4.1 Introduction
Solution small angle x-ray scattering (SAXS) provides low-resolution structural
information about biomolecules. Geometrical parameters such as radius of gy-
ration (Rg), fractal dimension, or surface to volume ratio, are extracted from
SAXS data by examining different regions of the scattering curve2. Additional
structural information is inferred through comparison of the scattering curve,
I(q), or its Fourier inverse, p(r), with models and other data. However, in recent
years modern computing power has made it possible to reconstruct a three di-
mensional molecular shape whose scattering coincides with measured profiles
over the entire range of a scattering curve3–6. In addition, these ab initio algo-
rithms allow users to propose molecular shapes without relying on previous
knowledge. These reconstruction programs have produced shape envelopes
for many proteins7;8 and nucleic acids9;10, enabling straightforward compari-
son between SAXS measurements and structural models.
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Conformational changes in biomolecules, including folding, can be induced
by solvent exchange through mixing. Commercially available stopped-flow
mixers as well as continuous flow microfluidic mixers have been interfaced with
SAXS instrumentation to acquire time resolved measurements of events such as
protein and RNA folding11–16. Such data are traditionally presented as sets of
curves, showing scattering intensity as a function of scattering angle, acquired
at different times after the initiation of folding. Alternately, the time dependence
of a single parameter, such as Rg, may be used to represent the results.
The information provided by time resolved SAXS measurements, such as
the global structures of transient conformational states, is not readily accessible
to other techniques. The goal of this study is to evaluate the limits of applica-
bility of reconstruction methods to time resolved data by providing examples
and discussing the pros and cons of this approach, in particular addressing two
primary concerns. First, due to practical limits on sample consumption, time re-
solved data are noisy. Noise can mask structural information or worse, be inter-
preted as actual curvature leading to inaccurate features in the reconstruction.
Second, SAXS is an ensemble measurement, naturally sampling all molecular
states present in solution. It is unclear how a single reconstruction reflects the
mixture of states present in a solution, for example when folded and unfolded
molecules coexist.
In an attempt to answer these questions, we reconstructed time resolved
data for two related systems. The P4-P6 subdomain of the group I intron from
Tetrahymena Thermophila is a relatively simple RNA. Though studies of folding
which probe local structure reveal additional subtle features, the large scale
process reported by SAXS occurs as a single, two state collapse17. The entire
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Tetrahymena Thermophila ribozyme has a more complex fold18. Both molecules
have been extensively studied19;20, and their folded states crystallized in full
and in large part, respectively21;22, making them ideal examples of simple and
complex molecules. For both constructs we have collected time-resolved scat-
tering data and reconstructed structures along the Mg2+ induced folding path-
ways. More traditional analyses of these data have provided insight into fold-
ing trajectories and have been previously published17;23. Here we present re-
constructions of these data and compare them with shapes derived from crystal
structures of the molecules, to assay the value of reconstruction methods in con-
junction with the changing molecular shapes that accompany folding.
4.2 Methods
4.2.1 Sample Preparation
The L-21 sca I construct of the Tetrahymena ribozyme and P4-P6 subdomain were
prepared by in vitro transcription as described in Russell and Herschlag 24 . Prior
to mixing with MgCl2, full length constructs were stored in a solution of 10 mM
K+MOPS pH 7.0 plus 100 mM KCl and P4-P6 samples were stored in 50 mM
K+ MOPS buffer pH 7.0. All RNA samples were annealed shortly before data
collection by heating to 90◦ C for one minute. This procedure ensured an initial
state absent of tertiary structure.
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4.2.2 X-ray data collection
APS
Data for both constructs were acquired on time scales ranging from 1.3 to 168 ms
at the 8-ID I beamline at the Advanced Photon Source (APS) using a microfluidic
mixer as described in Kwok et al. 23 . Tertiary structure acquisition was initiated
by diffusive mixing with a solution containing 10 mM MgCl2 in addition to
buffering ions matching those in the RNA solution. Up to twenty-five thirty
second images of RNA scattering were acquired at each time point, along with
a comparable number of buffer background images. The large number was
required to ensure sufficient signal-to-noise given the micrometer scale sample
size of the jet containing RNA.
CHESS
Time points 157 ms and longer were collected at the G1 station of the Cornell
High Energy Synchrotron Source (CHESS) using a modified SFM-4 stopped-
flow mixer from Biologic (France). The details are also described in Kwok
et al. 23 . Four 100 µs images were acquired for each sample, along with buffer
background images. Due to aggregation of P4-P6 on the 100 ms time scale17,
only the full length construct was studied by stopped-flow.
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4.2.3 Data Analysis
Initial Data Reduction
Initial data reduction was carried out using Matlab following procedures de-
scribed in Kwok et al. 23 . Images were radially integrated to yield scattering
intensity versus the momentum transfer vector q = 4pi sin θλ , where 2θ is the scat-
tering angle. Multiple scattering curves acquired at each time point, as outlined
above, were checked for consistency before averaging and subtraction of the
solution background. Portions of the curves deemed unreliable at the lowest
q due to parasitic scatter and at the highest q due to low signal to background
were removed before beginning reconstructions. The radius of gyration (Rg)
was calculated for each curve from the scattering at the lowest angles2.
Reconstructions
Reconstructions were produced using software made available by the Biolog-
ical Small Angle Scattering group at the European Molecular Biology Labora-
tory25. GNOM26 generates a smooth representation of scattering intensity as
a function of q, which is required as input for the reconstruction program. In
this process the user must specify a maximum dimension (Dmax). We gener-
ally set this parameter to be 5 A˚ larger than the number which maximized the
default regularization parameters which GNOM uses to quantify a reasonable
profile. This practice ensures the shape is reconstructed within a sufficiently
large sphere. The reconstruction program DAMMIN3 was run 10 times in slow
mode on the Cornell Center for Materials Science 30 node cluster. The runs,
which required 12 to 24 hours, were processed in parallel so the entire opera-
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tion required only one day. The three dimensional results were averaged using
DAMAVER. In addition to an averaged reconstruction, DAMAVER produced a
quantitative measure of the agreement between the ten individual shapes, the
mean normalized spatial discrepancy (MNSD). A small MNSD indicates con-
sistency between the ten individual reconstructions, and thus a unique solution
to the scattering curve. Finally, the averaged bead models were processed by
Situs27 to generate a single surface envelope.
4.3 Results
The P4-P6 domain folds in isolation, independent of the remaining structural el-
ements of the Tetrahymena ribozyme. Cate et al. 21 reported the crystal structure
and Lipfert et al. 28 presented static reconstructions of this ≈ 160 nucleotide
domain. Time resolved SAXS studies have shown that global folding is ac-
curately described by a two state model, in which linear combinations of the
folded and unfolded scattering curves can accurately reproduce the scattering
of the intermediate time points17. A plot of Rg versus time after mixing with
Mg2+ fits a single exponential equation, consistent with a single phase collapse
of the molecule (Figure 4.1). Crystal structures reveal that the major feature of
the folded state is a 150◦ bend near the middle of the RNA helix. Electrostatic
repulsion in the initial, low salt state restricts the shape of the RNA molecule
to extended conformations18. Thus P4-P6 folding as observed by SAXS can be
treated as a two-state process where, upon the addition of Mg2+, P4-P6 folds
nearly in half. This bent structure is stabilized by native tertiary contacts17.
We reconstructed shapes reported by each time resolved SAXS profile ac-
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Figure 4.1: Radius of gyration (Rg) versus time for the P4-P6 subdomain. The
points are calculated from fits to the Guinier region of the data2, with the errors
being determined by the 95 % confidence intervals. The black line is the fit
of the equation Rg = (L0 − L1)e−tτ + L1 with L0 = 38, L1 = 30.5, and τ =
21 ms. When measured by SAXS, P4-P6 folding is accurately described by a
single exponential, thus the global compaction of P4-P6 is apparently a two state
process.
quired during P4-P6 folding. The initial SAXS data for these reconstructions
are presented in the supplementary material of Schlatterer et al. 17 . These struc-
tures, pictured in Figure 4.2 indicate a progression from a thin, elongated struc-
ture to a more compact state, consistent with the folding model described above.
Additionally, the final state can be docked into the crystal structure21 as shown
in Figure 4.3. Agreement between the ten individual reconstructions for each
curve, indicated quantitatively by the MNSD, is good. The large scale features
of the reconstructions reproduce well over the set; however, smaller features
vary from one reconstruction to the next. A typical comparison of the theoreti-
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cal scattering curves of the reconstructions to the GNOM fit and the data, shown
in Figure 4.4, demonstrates the fit of both GNOM and the reconstructions to the
data. To quantify the agreement we computed the signal-to-noise ratio (S/N)
as
S/N =
∑
i
f iti
∑
i
| f iti − datai|
where the output from GNOM was used as the fit. While the overall S/N was
27, quite good, the same analysis done on subsections of the data makes clear
the lower S/N in the high q range, as demonstrated in Table 4.1. The noise
in the data manifests itself as minor features in the curves output by GNOM.
These features are unlikely to represent physical structure, but DAMMIN fits
every feature in the GNOM curve precisely (Figure 4.4). To compare calculated
scatter from DAMMIN to the GNOM curve and the data, we define the mean
discrepancy (MD) between two curves, as
MD =
1
N
N
∑
i=1
| fi − gi|.
where f and g are two curves and N the total number of data points in each
curve. The MD between the data and the GNOM fit is 3.2× 10−6, but the MD
between the GNOM fit and the DAMMIN reconstruction is 8.6× 10−8, over an
order of magnitude smaller. This difference demonstrates the strong depen-
dence of the reconstructions on the GNOM interpretation of the data.
Of particular note is the reconstruction of the scattering curve taken 27 ms
after the initiation of folding. This data point was acquired near the midpoint
of the compaction illustrated in Fig 4.1, and according to a two state fit, is ap-
proximately 63 % unfolded17. The structure is not as elongated as that of un-
folded P4-P6 but longer and thinner than the fully folded construct. A single
half folded P4-P6 molecule would probably have the ends of the helix sepa-
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    Unfolded      1.3 ms       5.3 ms         
MNSD = .72     .83            .63             
 
175 Å 
         7.9 ms      10.6 ms    13.2 ms       27 ms                   
        .58                .66          .63               .62                            
   60 ms            92 ms          125 ms        168 ms 
     .68                 .64              .58                 .63        
 
Figure 4.2: Averaged reconstructions of the P4-P6 subdomain. Each shape is
labeled with the time elapsed since mixing and the MNSD value that reflects
the uniqueness of the reconstruction. While the MNSDs of two are larger than
0.7, examination of the individual reconstructions (not shown) confirms that the
averages represent the ensembles. All reconstructions are depicted on the same
spatial scale.
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Figure 4.3: Comparison of P4-P6 reconstruction with crystal structure. Recon-
struction of folded P4-P6 (≈ 150 ms after folding) is docked with the crystal
structure 1GID21, showing the agreement between the two. Situs27 was em-
ployed to find the best match between the two structures.
rated by a 90◦ bend. In contrast, this structure is consistent with a roughly equal
mixture of initial and final states present in the solution. Thus the reconstruction
represents a spatial mean of the ensemble rather than an actual physical state of
the molecule. In summary, this series of time resolved reconstructions depicts
with large scale accuracy the averaged process of P4-P6 folding.
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Figure 4.4: GNOM and DAMMIN fits to the experimental data. This plot
demonstrates the quality of typical fits to the data by both GNOM and
DAMMIN. The dots represent 10.6 ms P4-P6 folding data, which have been
scaled by a beam intensity monitor to account for small changes in x-ray inten-
sity. The solid line is the GNOM fit to this data, and the dashed line is calcu-
lated from a single reconstruction, both of which are scaled to match the data
by the programs which produced them. The curve found by GNOM fits the
data well within the noise, but the noise is large compared to the precision of
the reconstruction, which leaves room for error. DAMMIN and GNOM curves
are indistinguishable, demonstrating how precisely the reconstruction fits the
GNOM representation of the data. The consequences of these observations are
discussed in the text.
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Table 4.1: Calculated S/N for different regions of the 158 ms P4P6 scattering
curve. While the S/N is high for most of the curve, in the high q regions where
the information about small molecular features is available, the S/N approaches
1. This increases the chances that noise will be misinterpreted as signal in the
reconstruction process.
q range (A˚−1) S/N
0.019-0.062 39.3
0.063-0.106 40.0
0.107-0.151 15.1
0.151-0.195 5.9
0.196-0.238 1.5
While the P4-P6 domain is a smaller molecule with a relatively simple struc-
ture, the full length Tetrahymena ribozyme contains many helices to locate. Due
to its complex secondary structure, the unfolded state is harder to predict with-
out detailed modeling, and likely corresponds to an ensemble of states. The Rg
vs time curve shown in Figure 4.5, is likewise more complex. In this case folding
takes several minutes. Three distinct collapse phases are observed under the
experimental conditions employed, indicating the existence of two long-lived
intermediates in addition to the initial and final states. In an effort to capture
and characterize a true time-resolved intermediate state, we reconstructed only
points where the Rg of the molecule was not rapidly changing.
The resulting averaged shape envelopes, as well as the associated MNSD
values, are displayed in Figure 4.6. According to Volkov and Svergun 29 a
MNSD of less than 0.7 indicates ideal agreement between individual reconstruc-
tions. In general, we have found this to be true, though when the MNSD is less
than 1 strong similarities between different constructs are observed. For this
data set, we found the MNSD decreased as folding progressed. Only the final
state had an MNSD of less than 0.7.
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Figure 4.5: Folding time course for the full length ribozyme. The points are
calculated from a fit to the Guinier region of the data2, with the errors be-
ing determined by the 95 % confidence intervals. The solid line is a fit to
the expression Rg = (L0 − L1)e
−t
τ0 + (L1 − L2)e
−t
τ1 + (L2 − L3)e
−t
τ2 + L3 where
L0 = 64.7, L1 = 59.6, L2 = 49.98, L3 = 44.95, τ0 = 0.490 ms, τ1 = 157.6
ms and τ2 = 89.1 × 103 ms. Radius of gyration versus time for the Tetrahy-
mena ribozyme shows two long lived intermediates on the folding pathway.
Open circles correspond to data points acquired at the APS with the continuous
flow mixer; filled circles represent data collected with a stopped-flow mixer at
CHESS.
4.4 Discussion
The first of our initial goals was to determine whether the noise present would
prevent accurate reconstruction of time resolved data. Our results address this
question. In the case of P4-P6 folding, GNOM produces smooth curves which fit
the data reasonably well and reflect the overall differences in the SAXS curves
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    Unfolded                    10.6 ms               2 s                 300 s
MNSD = 1.27                  1.15                   .96                  .67
Figure 4.6: Reconstructions for select time points during folding of the full
length ribozyme. This figure indicates the time elapsed since mixing and shows
the MNSD between ten individual reconstructions of scattering states along the
folding pathway of the ribozyme. The initial and final states are shown, along
with two states that correspond to the measured plateaus in the curve of Rg vs.
time.
measured at different times after folding, despite noise in the data. Reconstruct-
ing with DAMMIN then produces shapes consistent on a large scale with data
from the crystal structure and models. Variations between the reconstructions
on a smaller scale are less reliable. For example, shape envelopes of the 92 and
168 ms time points from P4-P6 folding resemble each other much more closely
than that of the intermediate 125 ms data point. Such a switch in an ensemble
measurement cannot be physical. Figure 4.7 demonstrates that some of these
differences are inherent in the fitted intensity curves. Therefore small deviations
may arise from noise in the scattering data since it cannot be fit to the precision
with which the GNOM curve is reconstructed.
These inconsistencies might be mitigated by removing some of the highest
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Figure 4.7: Variations in reconstructions of P4-P6. Above is a plot showing dif-
ferences that arise in the GNOM fit to P4-P6 data acquired at 125 and 168 ms
after folding was initiated. The GNOM fit shows variation in the high q region,
despite the underlying data being nearly identical within the noise. Below are
three individual reconstructions each for the 125 ms (upper) and 168 ms (lower)
data. Although there is variation between the models reconstructed from a sin-
gle curve, the variation is greater between the top and bottom sets of models.
This is also reflected quantitatively in the MNSD which is 0.58 and 0.63 for the
125 ms and 168 ms points respectively, but 0.69 between shapes from the differ-
ent reconstructions, a bit higher. Thus, in spite of overall similarity in the data,
models at these two time points reconstruct to slightly different shapes.
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q data. In fact, the DAMMIN manual cautions against including the outer por-
tions of all scattering curves, but leaves it to the user to determine appropriate
cutoffs, which depend on the details of each experiment. To test the effect of ex-
cluding the weak part of the signal, we repeated the reconstruction procedure
on the three longest time curves mentioned above after removing the data at
q > 0.18 A˚−1 where the output from GNOM showed the greatest variation. The
signal to noise ratio for the eliminated data averages to ≈2, while the S/N of
the remaining scatter increases by approximately 8. Qualitatively, these recon-
structions appear to show less detail (supplementary data). However, all three
spatial averages had a smaller MNSD than their lower S/N counterparts and
we found greater agreement between them. Thus, although some information
can be provided by noisy data, there is clearly a point at which the increase in
noise leads to inaccuracy. In these cases the data are better removed.
Of all of the states studied, the unfolded ribozyme is the most challenging to
reconstruct. Ten reconstructions of this initial scattering curve produced ten dif-
ferent shapes, as evidenced by the large MNSD of the spatial average. Because
this complex, unfolded molecule is not mechanically constrained, it is tempting
to attribute variations of the reconstructions to supposed heterogeneity of the
molecular ensemble. However, the calculated scattering curves for the individ-
ual reconstructions agree well with the data in the range of the measurements
as shown in Fig 4.8. Therefore, with this experimental resolution, the SAXS data
alone do not exclude the possibility that any one of the individual reconstruc-
tions might accurately represent the entire ensemble. However, if the scattering
profiles of the reconstructed shapes are computed beyond the experimentally
accessed range, differences are seen. Initially it may seem counterintuitive that
important information exists at high q for a larger molecule, but the extended
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nature of the state demands measurements over a broad range of length scales
(e.g. to high angle) to describe it completely. Unfortunately, the signal-to-noise
is poor at high scattering angles, especially for time-resolved experiments, and
as already demonstrated the high q data must contain sufficient S/N to be use-
ful.
While the unfolded state(s) of the ribozyme cannot be reconstructed
uniquely from the existing data, we note that the agreement for the ten recon-
structions improves for scattering data measured at longer times after mixing,
as indicated by the lower MNSD. The drop in Rg indicates that the ribozyme
becomes more compact during this time. Although the MNSD is largest for
extended states, we note that a simpler extended state (that of P4-P6) recon-
structed well. Therefore, and not unexpectedly, reconstructions from states
which are complex and extended pose the greatest challenges. Scattering pro-
files of these molecules should display intensity variations over a very large
range of scattering angles. A large MNSD (produced from reconstructions of
data acquired in the more accessible q ranges described here) may in fact indi-
cate that the states of interest are both complex and extended.
To address the question of how scattering data from multiple states will af-
fect reconstruction, we turn to the SAXS data from P4-P6 folding which are ad-
equately modeled by a two-state transition. At the time midpoint of the folding
transition, where roughly half of the molecules are unfolded and half are folded,
the reconstruction converges to an apparent spatial average of the population.
This is not entirely unexpected since the SAXS data are a linear combination of
scattering curves representing the states present in solution. Insight might be
gained by analyzing this curve with SVD30 and then applying reconstruction
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Figure 4.8: Variations between reconstructions from the same SAXS data. This
figure shows calculated scattering intensities for the most widely varying re-
constructions of the scattering data representing unfolded molecules. The black
line in both figures indicates the range over which we have acquired data, from
approximately q = 0.01 to q = 0.22 A˚−1. Top: Although these reconstructed
models for the full length ribozyme are very different, we note that the scatter-
ing profiles of both of these models agree well with our measurements (data
not shown) and with each other within the data range. Discrepancies which are
evident outside of the scattering regime might indicate there is more informa-
tion to gather at larger q. Bottom: For P4-P6 reconstructions the agreement is
excellent both within and beyond the data range.
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methods, but such an approach generally requires several different scattering
curves, a limited number of states in solution, and some additional knowledge
of the system to determine the weights of the basis curves needed to build the
relevant scattering states. Alternatively, a reconstruction that represents an av-
erage rather than a physical state may be employed to analyze bulk properties
of the molecule in solution. For example Lipfert et al. 28 demonstrated the util-
ity of reconstructions in electrostatic calculations of nucleic acid solutions. In
such a case, the mean shape of a molecule in solution would be an ideal basis
for modeling.
4.5 Conclusions
Our results demonstrate the feasibility and utility of reconstructions applied to
time resolved data. Even for the most complex molecules, where a unique struc-
ture was not readily identifiable, the MNSD may provide an additional measure
of the rate of compaction. Furthermore, one could reasonably expect to recon-
struct meaningful states near the end of the folding path. For simple molecules
with less of a uniqueness problem, intermediate states might be found in this
way. Additionally, there are many molecular processes which involve major
conformational changes between two compact states with transient intermedi-
ates, which may be studied by the methods discussed herein. While scattering
data may be noisy, as long as an overall shape of the curve can be elucidated, a
reconstruction can accurately represent the prominent dimensions and overall
changes of a molecule.
Reconstructions are also useful when comparing new SAXS data to existing
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structural data and models. While the scattering curve for a crystal structure
can be calculated and compared to the data, differences might be challenging
to interpret in the absence of three dimensional shape envelopes. Data from
techniques such as electron microscopy, which produces images but not scat-
tering curves are also hard to compare. Finally, there have been recent efforts
to combine low resolution data, atomic resolution data, and computer model-
ing to maximize the information gained from each technique8;31. Time resolved
reconstructions used in conjunction with these techniques will provide deeper
insight into the changes that take place in a molecule.
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CHAPTER 5
TIME-RESOLVED DIMERIZATION OF A PAS-LOV PROTEIN
MEASURED WITH PHOTOCOUPLED SMALL ANGLE X-RAY
SCATTERING
The flow cell described in Chapter 2 was employed to collect measurements
on the conformation changes which accompanied blue-light absorption by a
PAS (Per Arnt Sim) domain protein. This chapter describes initial work on this
project, and is reproduced with minimal alteration from a communication in the
Journal of the American Chemical Society1.
Here, we report the coupling of photoexcitation with time-resolved SAXS to
monitor conformational changes accompanying light activation of the blue-light
signal transduction protein Vivid (VVD). Solution small angle X-ray scattering
(SAXS) reports the size and shape of soluble biomolecules. Previously, SAXS
was used in conjunction with rapid mixing techniques to time resolve macro-
molecular folding2;3. SAXS studies have also been used to determine large scale
differences between the dark and light excited states of proteins4;5. Flash-flow
devices have been used for time-resolved IR spectroscopy6; integration with
SAXS expands the technique, enabling exploration of global kinetics. While
time dependent processes in different blue-light sensors have been revealed by
a variety of techniques7;8, this method elucidates previously unknown associa-
tion dynamics of the long-lived VVD light-adapted state.
VVD, a so-called LOV (for Light Oxygen Voltage sensing) protein of the
PAS family, regulates blue-light responses in the filamentous fungus Neu-
rospora crassa9. Photon absorption by the VVD flavin cofactor drives confor-
mational changes within the LOV domain. In the absence of light, the protein
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is monomeric. Recent measurements suggest the establishment of a rapidly ex-
changing monomer:dimer equilibrium in the light-activated state10, thus VVD
(like other LOV domains11;12) changes association state in response to light-
stimulated structural modifications. PAS:PAS dimerization is believed to be a
key regulatory event in signal transduction13, and is likely important for a close
VVD homologue, WC-1, to activate transcription14. Because of the challenge of
characterizing structural intermediates in these processes, little is known about
how cofactor chemical state relates to association mode, and ultimately, the en-
gagement of targets.
To time-resolve changes in the structure of VVD resulting from photoexcita-
tion, we employed a microfluidic cell coupled to both laser and X-ray sources
(Figure 5.1). The cell consists of a thin wall polyester tube (Advanced Poly-
mers, VT)15 which is optically transparent and scatters X-rays minimally. A
473 nm laser beam (Holograms & Lasers International, Texas) is directed at 90◦
to a focused X-ray beam. The location where the X-ray and light beams inter-
sect defines the time-equals-zero position for the experiment. Offsetting the two
beams creates a controllable delay between laser excitation and SAXS measure-
ment. This average delay time is calculated by dividing the distance between
the two beams, x, by the flow speed of the protein solution, u (Figure 5.1). Use
of a flow cell eliminates radiation damage to the protein and enables long X-ray
exposures, which increase signal-to-noise without loss of time resolution. Tem-
poral precision is restricted by the laminar flow boundary condition at the chan-
nel wall where u=0, but can be improved by employing a flow of sheath buffer
which confines the protein-containing solution to a thin jet that travels along
the tube axis with relatively uniform speed. The transit time of each molecule
through either the laser or X-ray incident spot was 160 ms on average. The laser
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spot was continuously illuminated for all light-state measurements and the X-
ray exposure time ranged from 20 to 30 sec.
The intensity of the scattered X-rays is typically plotted as a function of the
momentum transfer q = 4pi sin(θ)λ , where θ is half the scattering angle and λ is
the X-ray wavelength. Following standard analysis procedures16 the zero angle
intensity, I(0), and the radius of gyration, (Rgg), were extracted from the low
q data (see Supporting Information). A Kratky plot17 places emphasis on data
acquired at large q, which provides detail about macromolecular conformation.
SAXS measurements of the dark state of VVD are in good agreement with
the computed signal from the monomeric crystal structure 2PD7 (Supporting
Information)5. Upon light-illumination, the low angle scattering intensity from
VVD is increased relative to the dark state (Figure 5.2 and Supporting Informa-
tion). The increase occurs rapidly, and appears finished by the earliest time
detected, 20 ms after photoexcitation. Such an increase in I(0) is consistent
with dimerization. Inline multi-light scattering (MALS), dynamic light scatter-
ing (DLS), size exclusion chromatography and equilibrium ultracentrifugation
confirm the presence of a rapidly dissociating dimer in the light adapted state10.
Complete dimerization in 20 msec is consistent with a diffusion controlled as-
sociation rate constant in the range of 105 − 106 M−1 s−1 10, and demonstrates
that the conformational change which precedes dimerization is unlikely to be
rate limiting. This association rate exceeds that reported for other LOV domain
proteins12. Importantly, we also evaluated the time-dependent SAXS profile
of a VVD point mutant (Cys71Ser) that cannot undergo light-induced dimer-
ization, but otherwise has normal photochemical properties4. Cys71Ser VVD
undergoes no change in scattering upon illumination; thus, laser heating or ra-
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Figure 5.1: A schematic of the continuous flow setup that enables time-resolved
SAXS measurements following photoexcitation of protein. An X-ray beam, inci-
dent from the right, passes through a focusing capillary15,16 to obtain sufficient
X-ray flux in a small spot. Guard slits are used to decrease the scattering back-
ground. The excitation laser beam is directed perpendicular to the axis of the
flow cell and the X-ray beam. A magnified illustration of the flow cell demon-
strates how time-resolution is achieved.
diation damage cannot be the cause of the scattering changes we observe with
wild-type VVD.
Scattering data acquired at longer times after photoexcitation show variation
in the high q region of the profile, suggesting that the conformational changes
continue for several seconds after dimerization is complete (Figure 5.3). As VVD
remains in the light-adapted state for several hours18 this phenomenon reflects
additional changes post dimerization that may be essential for engaging targets
and propagating signals.
While these time-resolved SAXS measurements show a consistent pattern of
oligomerization after light excitation, the magnitude of the change varies de-
pending on the specific sample and experiment. The affinity of the VVD dimer
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with light induced dimerization. No further change is measured 0.3 s after exci-
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Figure 5.3: Kratky plots of data collected hundreds of milliseconds to seconds
after photoexcitation. Variations in scattering profiles become evident at q¿0.08
A˚−1 after 8 s indicating conformational changes of the dimer.
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is known to be highly sensitive to modifications at the N-terminus as well as
protein oxidation at currently unspecified sites10. We suspect differences in
dimer yield result from such subtle changes in protein chemistry; we are ex-
ploring the phenomenon in more detail. Measurements on millisecond (or sub-
millisecond) time scales will be required to directly detect light-induced con-
formational differences in the monomeric state which must precede and gate
access to the dimeric state
Time-resolved measurements of global structural states are critical for un-
raveling the protein dynamics that underlie LOV protein light sensing; SAXS
is an ideal tool for studying both the conformational changes and protein as-
sociation that accompany such events. Application of a continuous flow cell to
couple SAXS and photoexcitation, as demonstrated here, can elucidate millisec-
ond conformational changes without signal averaging by photocycle repetition,
thus avoiding the sample damage associated with repeat exposures and facil-
itating measurement of samples with slow photocycles. Notably, this method
will resolve diffusion-limited association rates and it is generally applicable to
many photoreceptors, even those with transient light-adapted states much less
stable than that of VVD.
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CHAPTER 6
ILLUMINATING CONFORMATIONAL CHANGES OF A LOV-DOMAIN
PROTEIN WITH PHOTOCOUPLED SMALL ANGLE X-RAY SCATTERING
Investigations into the conformational changes of VVD continued to prove fruit-
ful. Additional SAXS studies observed the presence of a second population of
dark-state molecules. Careful analysis of this data, as well as study of a variant
meant to mimic the light-excited state seen in the crystal structure, reveal new
insights into the conformational changes that govern the light-excited dimeriza-
tion of VVD. This chapter is taken from a manuscript which is in preparation for
publication1.
6.1 Introduction
An organism’s survival depends on its ability to sense and react to its environ-
ment. The PAS (Per Arnt Sim) superfamily is comprised of modular proteins
that respond to a diverse set of local stimuli. The varied functions of PAS family
proteins include kinase activation, clock function and ion channel regulation2.
A structurally conserved subdomain capable of transducing a particular input
signal characterizes these proteins. PAS-LOV (light oxygen and voltage) pro-
teins use a sensory ligand to monitor factors important for redox chemistry. For
example, the absorption of a blue photon by a flavin ligand can trigger con-
formational or chemical changes that regulate cellular behavior3. Plant pho-
totropins autophosphorylate to control growth4;5, white collar 1 (WC1) regu-
lates the circadian rhythm in fungi6, and YtvA modulates the stress response in
bacteria7, all in response to light.
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Here, we consider the light-activated response of the PAS-LOV photosen-
sor Vivid, by monitoring global changes in protein structure triggered by the
absorption of a single photon. Vivid (VVD), which is found in the fungus neu-
rospora crassa, regulates carotenoid production in response to blue light and is
implicated in circadian clock function8. Crystallographic studies9 revealed the
formation of a cysteine adduct in response to light excitation. In both the dark-
and light-state crystal form, VVD is a dimer. In solution, biochemical assays
indicate that the protein is monomeric, and upon light activation, undergoes
larger conformational changes than seen in the crystal and dimerizes10;11. Here,
we identify the conformational changes that comprise this important regulatory
step.
PAS:PAS dimerization is not unique to VVD and plays a significant role
in signaling in other PAS domains5;6. Whereas stable PAS dimers have been
structurally characterized12–14, their solution dynamics and in vivo function re-
main elusive. Solution small angle X-ray scattering (SAXS) reports global struc-
tural characteristics of proteins and is ideal for studying large conformational
changes, including association15. Using SAXS we resolve important structural
characteristics of the light- and dark-adapted states of two VVD constructs:
wildtype VVD-36 and the C71V:C183S variant designed to structurally mimic
the light-activated state. We employ a flow cell which enables time resolved
measurements as rapidly as 20 ms after photoexcitation, and furthermore, mit-
igates radiation damage from X-rays which can confound the interpretation of
SAXS data. Two distinct dark states as well as a unique dimer were discovered
and analyzed. In conjunction with reconstructions of the SAXS data into low
resolution shapes, we demonstrate how the regulation of conformational dy-
namics gates dimerization. This regulatory gate is likely employed to achieve
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transient dimerization in other LOV/PAS systems.
6.2 Results
6.2.1 VVD Wildtype
Time dependent SAXS data were collected from multiple batches of protein pre-
pared for these studies (see Materials and Methods). Several batches were re-
quired due to the substantial sample consumption requirements. Comparison
of data collected from different batches revealed significant variations between
VVD monomers. VVD Dark state scattering
SAXS profiles collected in the absence of light excitation consistently reveal
two distinct conformations of the dark-adapted protein, shown in Figure 6.1.
The structure of the monomer was conserved within each batch of protein: no
interconversion was measured on a time scale of 24 hours. The radius of gyra-
tion, Rg, calculated from each profile was 18.1± 1.1 A˚ (Darkcrys) and 18.8± 0.6
A˚ (Darkalt). The latter value is larger, although the difference is within the error
of the measurement.
To further elucidate the differences between these conformations, the data
were compared to theoretical scattering curves calculated from a monomeric
subunit of the (dimeric) dark-state crystal structures (2PD7.pdb)9. Excellent
agreement was found with one of the two dark state curves (Figure 6.1), which
we will refer to as Darkcrys. The other, Darkalt, exhibits higher scattering in-
tensity in the range q > .18 A˚−1, suggesting a more extended structure. As
73
0.1 0.2 0.3
−4
−2
0
q(Å-1)
ln
(I(
q))
 0 0.1 0.2 0.3−6
−4
−2
0
q(Å-1)
 
Dark
crys
Dark
alt
Dark
crys
2PD7
Figure 6.1: The left plot shows two different scattering profiles of the dark state
conformation of VVD. The dotted profile shows “Darkalt” state named in the
text. The “Darkcrys” scattering is depicted in blue on both the left and the right;
on the right it is compared to the computed scattering from PDB structure of the
VVD monomer, shown in black9. The fit of this scattering curve to the model
gives χ2 = .548.
discussed below, this scattering profile agrees with a structural model proposed
for a carefully selected variant. Further analysis confirms this interpretation and
provides insight into conformational gating of VVD function.
Calculation of the distance distribution functions, P(r) assists interpretation
of subtle differences in scattering profiles, shown in Figure 6.2. The maximum
molecular dimension, Dmax, needed to best reproduce the scattering data was
larger for Darkalt than for Darkcrys. Moreover, the slightly higher values of P(r)
computed for Darkalt at short length scales are consistent with the undocking
of a narrow peptide chain such as a single loop or α-helix. Interestingly, recent
crystal structures of VVD-36 demonstrate the presence of an alternate conforma-
tion of the first eight N-terminal residues. Furthermore, conformational changes
prior to light-state dimerization are believed to involve the N-terminus10. With
this in mind, modeling was used to assess whether reorganization of residues
near the N-terminus of the protein could account for the measured differences.
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Figure 6.2: P(r) profiles for both VVD wildtype dark states. The solid profile is
the inversion of the scattering from the Darkcrys scattering profile; the dashed
profile corresponds to the Darkalt state. The Darkalt conformation has a larger
apparent maximum dimension, and a greater proportion of long dimensions,
indicating a more extended molecule. Additional population density at short
dimensions indicates additional narrow portions in the molecular structure.
Computational studies were performed to match the SAXS data to struc-
tures with varying numbers of N-terminal domain residues undocked. The pro-
gram EOM (http://www.embl-hamburg.de/ExternalInfo/Research/
Sax/software.html) generates an ensemble of unfolded or partly unfolded
structures from an amino acid sequence and, with a genetic algorithm, searches
for a subset of these that combine to match the experimental data. This analysis
was performed six times, including selectively longer portions of the N termi-
nal helix in the unfolded ensemble (Figure 6.3). Notably, extension of only the
terminal eight peptides, as proposed from the alternate crystal structure, is in-
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sufficient to describe the data. At a minimum, the N-terminal peptide chain and
the N-terminal α-helix must be displaced to obtain good agreement between the
calculated and measured SAXS profiles. Thus, while the Darkcrys data matches
the crystal structure, the Darkalt curve can only be simulated by extending at
least 22 amino acids from this structure.
6.2.2 VVD light state data
To elucidate the form of the light-activated dimer, SAXS data were collected 8.8 s
after photoactivation of VVD. Experiments were initiated from both of the dark
states described above. The most pronounced difference resulting from light-
activation, is the dramatic increase in scattering intensity at low q, seen in Fig-
ure 6.4, which is consistent with previous observations11. Following standard
Guinier analysis, the zero-angle intensity is measured and found to increase by
factors of 1.76 ± 0.07 and 1.64 ± 0.04 with Darkcrys and Darkalt as respective
initial states. These changes are consistent with rapidly interconverting light-
state dimers identified in VVD10. However, this increase is smaller than the
factor of 2 expected if 100 % of the sample converted to dimers. Spectroscopic
measurements (data not shown) reveal only 70 % of the population forms the
photo-adduct under these solution and excitation conditions. Thus, the scatter-
ing collected from the light-excited states is an admixure of at least two states
for each curve: light-activated dimers and dark state monomers.
Interestingly, the light-excited SAXS profiles preserve the shape difference
observed in the high q range of the dark-state monomer profiles. These discrep-
ancies in the scattering data could reflect different light-state dimers originating
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Figure 6.3: Results of the EOM analysis. The smooth curves indicate attempts
to fit to the data with an ensemble of partially extended molecules. They rep-
resent models in which varying lengths of the amino acid sequence are flexible.
From lowest to highest, 11, 18, 22, and 29 residues are displaced. The scattering
curves generated from the first two ensembles do not fit the data well. Extend-
ing residues 36-58, which includes the entire N-terminal α-helix, produces a
reasonable fit. Adding the loop that connects the α-helix with the LOV domain
improves the match to the data. Inset is the 3D72 crystal structure. The colored
regions indicate the different regions used to test N-terminal flexibility.
from the distinct ground states previously identified, or they could result from
residual dark-state monomers in the ensembles. The more detailed mathemat-
ical analysis of the data given below allowed us to distinguish between these
scenarios, and clearly favors the latter.
If the light-activated dimer takes the same form regardless of the initial pro-
tein dark state, we can extract its unique scattering profile by minimizing the
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Figure 6.4: Shown at left is the Darkalt state and the associated light-activated
data. The Darkcrys data is shown on the right.
equation
χ2ν = ∑
q
((
ILightcrys(q)− r1 I2PD7(q)
)− c (ILightalt(q)− r2 IDarkalt(q)))2
σ2Lightcrys(q) + σ
2
Lightalt(q) + σ
2
Darkalt(q)
(6.1)
Here, Ix(q) are scattering profiles from the different VVD measurements, distin-
guished by the characteristic scattering of the dark state. For this computation,
the scattering profile derived from the 2PD7 structure was employed in place
of Darkcrys to minimize the overall noise. The terms in the denominator repre-
sent the errors associated with each measurement and the three parameters r1,
r2, which represent the fraction of unphotolyzed protein present in each sam-
ple and c, which accounts for variations in protein concentration, were varied
to minimize χ2. The values of r1 and r2, are 0.62 and 0.83 respectively, indicat-
ing that neither initial state significantly inhibits formation of the light-activated
state. Thus the scattering profile of the light-excited dimer can be reconstructed
by subtracting the dark state contribution from the measured signal using either
ILightcrys(q) − r1 I2PD7(q) or c(ILightalt(q) − r2 IDarkalt(q)). The close agreement,
seen in Figure 6.5, as well as the χ2ν of 0.68 demonstrates the validity of the orig-
inal assumption. These four scattering curves can be well described by a model
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containing only three states. At this resolution photoactivated VVD forms the
same structure regardless of the conformation of the dark state.
The approach also yields a robust scattering profile for the VVD dimer. How-
ever, this curve does not match the scattering curve calculated from the crystal-
lized dimer (supplementary information). This may not be surprising, since the
light state crystal structure was derived from light excitation of protein crys-
tallized in the dark state. Contacts formed within the dark state crystal may
inhibit the motion required to gate dimerization (see discussion). To elucidate
these differences, we used established computational methods to reconstruct a
representative low resolution structure of the dimers. These methods produced
a shape with 2-fold symmetry, shown in Figure 6.6, regardless of whether or
not the reconstruction program was seeded with this information. In contrast
to the cylindrical crystal structure, this shape has a large bulge along the mirror
axis, indicating an expansion of the molecule at the dimer interface. This struc-
ture, in combination with the two previously described dark-state ensembles,
represents all of the VVD data.
6.2.3 C71V:C183S data
Analysis of the VVD light-state dimer is complicated by a high dissociation con-
stant ( 2-15 µM) and its involvement in a rapidly dissociating dimer population.
The protein is sensitive to oxidation, which can inhibit dimer formation in some
cases. To circumvent both of these complications and to better elucidate the
light-state dimer structure a C71V:C183S double variant was studied.
C71V:C183S removes surface cysteines which may be involved in oxidative
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Figure 6.5: Projected scattering from the light-activated dimer, calculated with
either the expression ILightcrys(q) − r1 I2PD7(q) (solid line) or c(ILightalt(q) −
r2 IDarkalt(q)) (dashed) from the minimization described in the text. The simi-
larity of these states indicates success of the minimization and supports the hy-
pothesis that there is only one light-activated dimer state despite the evidence
for two dark state conformation of VVD.
inhibition of the protein. The more significant mutation of Cys71 to Val results in
nM dissociation constants. The decrease in the dissociation constant is believed
to result from the ability of the Val to occupy positions consistent with both
the light- and dark-state conformations of Cys71 observed in crystal structures.
Thus, a valine at position 71 predisposes VVD to the light-state conformation
even in the absence of light.
To determine the role of the Cys71 conformation in dimer formation and to
characterize the light-state dimer, SAXS experiments comparable to those de-
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Figure 6.6: Shape envelope of the VVD light-activated dimer reconstructed from
the scattering profile extracted by minimization analysis. The mean normalized
spatial discrepancy between the ten individual reconstructions should ideally
be less than 0.716. This measure of reproduction is 0.55 for this shape envelope,
indicating a unique solution to the scattering curve. The crystallized dimer from
the light-activated state9 is superimposed.
scribed above were conducted on both the dark- and light-excited states of the
C71V:C183S variant. Although the overall shape of the dark-state scattering
profile shown in Figure 6.7 differs from either wildtype curve, the scattering at
high q is identical to that of the Darkalt state. Moreover, if the intensity of these
high q data is scaled to the Darkalt curve, the low q intensity of the scattering
from the variant is higher than that from the wildtype, suggesting a popula-
tion of dark-state dimers. A two state fit of these data to the Darkalt scattering
and the wildtype light-state dimer profile reproduces the data very well (Figure
6.8), unlike a similar fit using the Darkcrys profile (supplemental data). Thus the
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C71V:C183S variant preferentially forms the Darkalt monomer. Furthermore,
this conformation is capable of forming a dimer identical at low resolution to
the wildtype light-state dimer without excitation. The possibility of acciden-
tal light exposure was eliminated upon repetition of the experiment (supple-
mentary data). We deduce that the simultaneous occupation of the light- and
dark-state conformations of Cys71 mimics the conformation which gates dimer
formation in the wildtype molecule (the light state monomer).
Although dimerization is initiated in the dark-state for the C71S:C183V vari-
ant, it is incomplete. Following illumination, I(0) increases by a factor of
1.38± 0.03 between the dark and light-activated variant states (Figure 6.8), in-
dicating a larger fraction has dimerized. Previous studies have eliminated the
possibility of oligomers of higher order than dimers in VVD and Cys71Val vari-
ants. Furthermore, the scattering data are well reproduced by a linear combina-
tion of the Darkalt data and the dimer state.
6.2.4 Time-resolved data
VVD wildtype fast flow data
By translating the laser beam relative to the X-ray beam, we acquired time-
resolved SAXS data, as described in Materials and Methods. Scattering curves
were collected for both variant and wildtype samples. The reducing agent DTT
was employed to minimize oxidation, which is believed to inhibit dimerization.
Qualitative inspection of the curves did not reveal obvious time dependent
changes in shape, so a quantitative Guinier analysis was used to calculate the
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Figure 6.7: SAXS data collected on the VVD variant C71V:C183S compared
with the wildtype molecule. Dark colored lines represent scattering from the
Darkalt and variant dark-state, while those in lighter shades represent the corre-
sponding light-excited states. Solid lines depict data collected on the wildtype
molecule while dashed curves show scattering from the variant.
quantities I(0) and Rg, (see supplementary data for figures). Data were col-
lected as rapidly as 20 ms after excitation for Darkcrys, wildtype VVD and 300
ms after excitation for Darkalt wildtype and the variant. All forms exhibit rapid
dimerization, which is nearly complete by the time of the first measurement.
Values of I(0) and Rg demonstrate a slight trend towards larger values at the
longest times after excitation, consistent with small amounts of additional dimer
forming after several seconds. However, the most obvious conclusion from
these measurements is that Darkalt and the variant dimerize on a diffusion-
limited time scale, as has been reported for the Darkcrys state11.
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Figure 6.8: Fits to the variant data from a linear combination of scattering from
Darkalt and the light-state dimer. In dark solid lines are the data, the lower curve
representing the dark state. The light, dashed lines are the fits with χ2=1.44 and
χ2 = 1.91 for the dark and light states, respectively.
Previous time-resolved SAXS measurements on VVD reflected conforma-
tional changes after several seconds, in contrast to current observations11. The
main difference between these measurements was the inclusion of DTT in the
protein buffer. This difference indicates that oxidation is associated with con-
formational changes in the light excited state.
Sheath flow
In flow cell measurements of this type, it is desirable to prevent sample contact
with the walls of the sample cell. The outermost fluid layer moves at very slow
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speeds due to the no-slip boundary condition under laminar flow conditions,
and causes a small amount of the measured protein ensemble to have a delay
time well beyond the sample average. This could cause a “smoothing” in the
shape of any feature in the data with a strong time dependence. To mitigate
such problems, we built a flow cell which allowed for a sheath of buffer flow
to surround the sample, as described in materials and methods. Unfortunately,
this protein tends to clump in the narrow sample outlet region of the flow cell,
limiting our ability to consistently collect reliable data under these more desir-
able conditions. However, scattering data useful for comparison was acquired
on the variant. Figure 6.9 demonstrates good agreement between short data
time points both with and without sheath flow. This confirms that the major
conclusion reached from the time-resolved data, namely that dimer formation
is largely complete within tens of milliseconds of light excitation, is not being
overly influenced by the lack of sheath flow in some measurements.
6.3 Discussion
Time-resolved SAXS profiles of light- and dark-adapted states of VVD-36 and a
C71V:C183S SAXS data are effectively described by linear combinations of scat-
tering profiles from just three states: the monomer from the dark-state crystal
structure, the same monomer with an extended N-terminus, and a light state
dimer with a structure that is more extended than the crystal structure. Taken
together, all of these data support a structural model in which the N-terminal
α-helix packs weakly against the PAS-scaffold, allowing transient undocking of
the helix from the PAS core. We propose that this undocking exposes and stabi-
lizes the dimer interface.
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Figure 6.9: Scattering data from the C71V:C173S variant collected with and
without a buffer sheath. The dark, solid line represents scattering data collected
at t=0.2 s after photoexcitation while using a sheath flow. The light, dashed line
is the scattering data collected at t=0.3 s without sheath flow.
First, we discuss the presence of the two distinct dark states in the wildtype
population and the valuable clues that their differences provide to the proposed
mechanism. While the Darkcrys scattering profile agrees with the known crys-
tal structure, the Darkalt is well described by molecules where the last 28 N-
terminal amino acids are treated as a flexible ensemble. Although modeling
at this level can demonstrate agreement between measurement and model, it
cannot guarantee that the solution we propose is unique. However, this inter-
pretation is consistent with (1) the structure of the molecule, which shows the
N-terminus is near the surface and thus extendable, (2) crystal structures which
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suggest alternate conformations of the N-terminus, and (3) similarity to the
dimerization of related PAS domains . From these data we propose that motion
of these N-terminal residues away from the core gates dimerization. Although
we have not yet identified the mechanism for this transformation between the
dark states, we are considering several possibilities: oxidation, degradation, and
non-equilibrium population of states. Oxidation may influence dimerization
and appears to affect structure of the light-excited dimer; thus it is reasonable
to suspect it may also impact the dark state molecule. N-terminal degradation
can influence the action of the molecule as well10. The protein is manufactured
in the ’light state’. Return to the ’dark state’ is then assessed through spec-
troscopy which measures the formation of a cysteine photoadduct.. Conforma-
tional changes occurring after the adduct breaks, but before the molecule fully
returns to its ground state may explain the difference between batches. Despite
attempts to probe these phenomena experimentally, we cannot yet state which
factor determines the dark-state conformation of wild-type VVD.
More insight into the link between flexibility and dimerization has been
gained from scattering studies of a C71V:C183S variant. The scattering pro-
file of the variant dark state is well described by a linear combination of the
Darkalt curve and a dimer. Mutation of a cysteine to a valine at a specifically tar-
geted site stabilizes the extended state, facilitating formation of a small fraction
of dimer in the dark state, which has the same structure as the light-activated
dimer measured in the wildtype. Therefore, the dark-state of the molecule must
resemble the molecule that precedes dimer formation, which implies the pre-
cursor is an extended form of VVD. Upon light excitation this molecule un-
dergoes a conformational change that further facilitates dimerization. SAXS is
capable of measuring only low-resolution structural ensembles; therefore addi-
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tional, small changes between Darkalt and the light-state monomer cannot be
discerned. Moreover, it is likely that the dark-state monomers (Darkalt) that ex-
ist in an extended conformation are rapidly sampling a multitude of conforma-
tional states. Light-excitation and the Cys71Val variant may stabilize a substate
within this molecular ensemble that facilitates dimer formation in light-adapted
proteins.
In spite of the distinct states present in dark-acclimated VVD, a common
structure for the light-activated dimer is measured. Reconstruction of the dimer
curve supports conclusions from previous work that the solution dimer takes a
different form from the crystallized dimer. This is not surprising, given that the
crystal structure was obtained by light exposure of a crystal containing dark-
acclimated VVD. The dimers formed in the dark state crystal may be the re-
sult of fortuitous crystal contacts; from our structural models, contact between
monomers occurs between the regions that ’gate’ dimerization: hence they must
be flexible in solution. Dimerization in the dark state locks the gate. At the
resolution provided by SAXS we detected a single conformation for the light-
activated dimer, implying that formation of the dimer forces the region that is
extended in Darkalt but not in Darkcrys into a common conformation. The re-
constructed envelope depicts a bulge on the mirror axis, which we speculate is
due to the associating N-terminal helices of both molecules. The data suggest
that this extension precedes dimerization. Such a model is particularly intrigu-
ing because of its similarity to the related bacterial LOV domain YtvA13. The
dimer-interface may involve a β-sheet:β-sheet interaction consistent with other
PAS domain dimers (ARNT, HIF, YtvA, etc), with additional contacts made via
domain swapping of a α-helix.
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Adopting a dimer interface analogous to YtvA would place the H-I loops
of the VVD structure in close contact. Such an interface is consistent with so-
lution cross-linking studies, which indicate that introduction of an E171C vari-
ant leads to the preferential formation of cross-linked dimers in the presence
of light. Previous crystallographic dimers were unable to explain the observed
light-dependent formation of disulfide bonds in the E171C variant. Moreover,
the molecular envelope suggests that the dimer must be parallel with respect
to the orientation of the central β-scaffold. Such an orientation is consistent
with YtvA and ARNT homodimers, but in direct opposition to ARNT:HIF het-
erodimers. Notably, the parallel orientation is consistently present in homod-
imeric PAS dimers.
VVD has been shown to work in concert with WC1 to regulate circadian
rhythms in neurospora crassa. The mechanism for the signaling pathway has
yet to be determined. Transient dimerization coupled to conformational dy-
namics in PAS domains has been observed in phototropins, and HIF:ARNT
heterodimers17. In phototropins, N-terminal and C-terminal elements akin to
the VVD N-terminal α-helix have been shown to undergo large scale conforma-
tional changes following photoexcitation. The HIF:ARNT system is intriguing
in its similarities. In this case, the HIF:ARNT heterodimer competes with the
ARNT homodimer on the signaling pathway. In both cases dimer formation
in the full length proteins is believed to be a key event in signal transduction,
which might be similar to the way VVD participates in regulation.
The combined data present a model in which photo-excited VVD reorga-
nizes structural elements adjacent to the β-scaffold. The reorganized protein
surface is then conducive to formation of a VVD dimer. As an interesting caveat
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we have identified two distinct monomer populations within the VVD dark-
state. Despite extensive experimentation and data acquired on the two indepen-
dent species we have not been able to determine a mechanism, which regulates
the population of the two states. However, oxidation, N-terminal degradation,
or long term effects of light excitation may play a role.
6.4 Materials and Methods
6.4.1 Sample Preparation
Preparation of VVD Variants
The C71V:C183S variant was constructed according to the QuickChange pro-
tocal (Stratagene). Resultant mutants were sequenced in their entirety at the
Biotechnology Resource Center at Cornell University.
Protein expression and Purification
VVD-36 and C71V:C183S variants were overexpressed in E. coli BL21(DE3) cells.
Two-liter cultures of the variants were grown to an OD600 of 0.6-0.8 at 37◦ C.
When the cell density reached 0.6, the cultures were cooled to 18◦ C and induced
with 100 M IPTG. Protein was then expressed for 22 hours prior to harvesting
the cells.
24-liters of both VVD-36 and C71V:C183S were prepared via the above pro-
tocal and lysed in buffer containing 13% glycerol, 300 mM NaCl, 50 mM Hepes
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pH 8.0 and 5 mM imidazole pH 8, as the sonicated and soluble cell lysate was
factionated by centrifugation. The supernatant was then collected and protein
purified via Ni:NTA affinity chromatography. eluted VVD was subsequently
treated with 1 unit of thrombin/mg of protein for 6 hours in buffer containing
2 mM DTT, 13% glycerol, 150 mM NaCl, 50 mM Hepes pH 8.0 and 100 mM im-
idazole. The protein was then purified on a Superdex 75 26/60 Hi-load column
and concentrated to 5 mg/mL. Final protein samples contained 5 mM DTT.
6.4.2 Time-resolved SAXS measurements
Small angle X-ray scattering data was collected at the G1 beamline at the Cor-
nell High Energy Synchrotron Source (CHESS) at an energy of 8 keV. A contin-
uous flow cell made of a 1 mm polyester tube (Advanced Polymers, Inc., VT)18
was employed to collect time resolved data, using a method described in Lamb
et al. 11 . A 473 nm laser from Holograms and Laser, International (Houston, TX)
was aligned with the X-ray beam using a 20 µm slit to confirm their coincidence.
The X-ray beam was focused with a glass capillary19;20 for better position defi-
nition. The laser focal point was then moved against the direction of fluid flow
to introduce delay. Eight 30 s X-ray exposures were collected on the protein for
each sample, to improve signal to noise and ensure reproducibility. A pin diode
was mounted onto the X-ray beamstop to measure changes in beam intensity.
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6.4.3 Data analysis
Images were converted to scattering profiles of intensity (I) as a function of q,
where q = 4pi sin(2θ)λ , with θ being half the scattering angle and λ is the X-ray
wavelength. An image of a silver stearate21 scattering ring collected under the
same beam conditions was used to find the beam center and determine the ra-
dial calibration. Each scattering profile was normalized for changes in beam in-
tensity and checked for reproducibility. Final scattering profiles were obtained
by first averaging images, then converting the data to intensity versus q, and
subtracting the buffer background. This analysis was carried out using MAT-
LAB (The Mathworks, Natick, MA).
Using the pin diode to normalize the data allows meaningful comparison
of I(0) from data collected within a period of a few hours. However, over the
course of many hours or days this becomes less valid. In general, when com-
paring different scattering data, no scaling additional to the PIN diode was per-
formed for data taken on the same sample on the same day.
When the data is plotted as a Guinier plot, log(I(q)) versus q2, the plot is ap-
proximately linear at low angles22. Typically, this approximation is considered
valid for qRg < 1.3. Fitting to this line allows extrapolation to I(0) and provides
the slope, which is proportional to the radius of gyration Rg. Errors on these
quantities were determined by propagating the 95% confidence intervals from
the slope and y-intercept of the line fit with MATLAB.
GNOM, DAMMIN, DAMAVER, and EOM are all analysis tools for scat-
tering data made available by the Biological Small Angle Scattering group at
the European Molecular Biology Laboratory16(http://www.embl-hamburg.
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de/ExternalInfo/Research/Sax/software.html). Conversion of scat-
tering data to P(r) was done with GNOM23. A GNOM user must provide a
maximum particle dimension (Dmax) as an input. In general Dmax was found by
testing values based on the Rg determined from Guinier analysis and choosing
the one which best maximized the default regularization parameters used by
GNOM. We determined Dmax to within 5 A˚ with this method. GNOM was also
a precursor to reconstructing the dimer shape envelope, and to find statistical
errors on the scattering data points based on the dispersion of points.
All minimizations described in the text were performed using the fmin
function in MATLAB. Statistical errors for the analysis were determined using
GNOM based on the noise in the data. Degrees of freedom, ν were calculated by
subtracting the number of fitting parameters from the number of points in a sin-
gle scattering curve. Reconstructions were carried out by running DAMMIN24
ten times on the output from GNOM, and then using DAMAVER to average
the results and Situs25 to generate a shape envelope. Analysis with EOM was
carried out using the 3D72 crystal structure. This was used in place of the 2PD7
structure because multiple electron densities of the C108 made the PDB difficult
for EOM to handle. Scattering from the two structures is indistinguishable.
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CHAPTER 7
FUTURE WORK AND OTHER APPLICATIONS
This document describes experiments conducted on many molecules using a
variety of time-resolved SAXS methods. The results presented provide insight
into the behavior of VVD and other biomolecules. However, as is always the
case in scientific investigation, the data collected lead to more questions which
require answers. Also, the unique methods used to conduct these experiments
could be applied to other interesting molecules.
7.1 Small Angle X-ray Scattering Measurements on Viral Fu-
sion Proteins
7.1.1 Importance of Fusion proteins
Enveloped viruses invade target cells by actively merging the viral and cell
membranes together. This function is accomplished by viral fusion proteins.
These surface proteins are typically triggered by either binding of a cell sur-
face receptor or a drop in pH1. The activated proteins then undergo signifi-
cant structural rearrangements that are associated with membrane fusion2. In-
fluenza hemagglutinin (HA) is a very well studied example of a class I viral
fusion protein. Influenza is brought to the endosome upon cell binding where
HA transforms in response to acidification of the compartment, causing mem-
brane fusion and infection. Because these proteins are found on the viral surface
they are antibody targets, and because they perform a crucial function they are
98
therapeutic targets as well3. These proteins are also interesting for engineering
drug delivery systems, since they naturally function to deliver the contents of
a virus to a cell. Thus viral fusion proteins are molecules which attract a good
deal of scientific interest.
Viral fusion proteins are ideal candidates for study by the rapid mixing tech-
niques discussed in chapter 2. The pH activated proteins represent biologically
relevant systems which respond in vivo to the exact stimulus which rapid mix-
ing can provide. Because these proteins have membrane-bound components,
many are difficult to crystallize fully. With the aid of detergents4;5 SAXS could
offer low-resolution structures which can complement the high-resolution parts
solved with crystallography. The size of the conformational change needed to
achieve membrane fusion should be large enough to be readily measured with
SAXS.
7.1.2 SARS spike protein
To test the feasibility of using SAXS to measure the conformational changes of
viral fusion proteins, we collected static SAXS data on the spike protein from
the SARS coronavirus at pH 7 and pH 5. While the in vivo role of pH in the acti-
vation of this fusion protein is unclear6, the ectodomain is known to irreversibly
form a trimer in response to a drop in pH7. SAXS measurements were collected
to observe this structural change.
We collected data with 10 keV x-rays at the G1 beamline at CHESS. Samples
were contained in 2 mm cuvettes with silicon nitride windows. Four 5 s expo-
sures were collected on each sample and the scattering intensities were checked
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for consistency before averaging. Samples were prepared at approximately 7
mg/mL and diluted by factors of 2 and 4 to check for concentration depen-
dence. The detergent-like sample solution was difficult to load into sample cells
without dilution, so qualitative shape comparisons were performed to check for
signs of aggregation or interparticle interference.
The resulting SAXS data are shown in Figure 7.1. Differences are easily per-
ceived between the pH 7 and pH 5 samples. This difference is reflected quanti-
tatively by the 11 A˚ increase in Rg obtained by a Guinier fit to the data. Despite
an upturn in the low q data which can indicate aggregation, no concentration
dependence was observed. The low q feature could be caused by background
scatter from the nitride window or parasitic scatter from beam-defining slits.
This region was not included when fitting the data.
Reconstructions of the data were carried out using ATSAS8 as described in
Chapters 6 and 4. When reconstructing the pH 5 data it was necessary to spec-
ify three-fold symmetry and a prolate particle shape, both of which are available
options with DAMMIN. Without the latter option, half of the reconstruction at-
tempts found a very different, oblate shape. The results are shown in Figure 7.2
compared with electron microscopy (EM) images of the same molecules7. The
MNSD for each averaged reconstruction is 0.66 for the pH 7 computation and
0.73 for pH 5. These low values demonstrate that the results are unique9. The
EM images show a number of similar conformations of the spike protein. The
SAXS reconstructions show only an average for the full sample. Once this is
taken into account, the reconstructions and EM images seem to agree in shape,
though the size of the SAXS reconstructions is a bit bigger. Some of this size
increase may be due to a hydration shell around the molecule in aqueous solu-
100
0.120 0.02 0.04 0.06 0.08 0.1
−15
−13
−11
ln
(I(q
))
q (Å-1)
6
x 10-42 3 4 5
−12.4
−12
−11.6
q2 (Å-2)
Rg pH7 = 70 Å ± 3 Å
Rg pH5 = 81 Å ± 6 Å
Figure 7.1: SAXS data collected on the SARS spike protein at pH 7 and pH 5. On
the left the data are plotted with the smoothed GNOM fits to the data, which
are used in the reconstruction process. On the right are the Guinier fits with the
data. Dots represent data points while solid lines are fits. Green dots show pH
7 data; blue dots are pH 5.
tion.
7.1.3 Time-resolved SAXS data on influenza hemagglutinin
Influenza HA is an extensively studied fusion protein. Proper HA function
is crucial for influenza to successfully infect a host. It is found in different
forms in each strain of the virus. The structure of the ectodomain at neutral
pH was solved by x-ray crystallography in 1981 by Wilson et al. 10 . Despite
widespread interest, the post-fusion structure of the protein remains unknown.
Crystal structures of pieces of HA at pH 511;12, electron micrographs12;13, and
a variety of other studies have led to a model of pH mediated fusion whereby
the N-terminus of each HA2 subdomain moves from one end of the protein to
another upon acidification. This conformational change of the ectodomain is
ideal for studying with SAXS using one of the time-resolved pH jump methods
described in this document. In addition to providing information on possible
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Figure 7.2: Reconstructions of the SARS spike protein. In green are two views
of the averaged reconstruction of the pH 7 protein; in blue are depictions of the
pH 5 molecule. In red and magenta are two individual reconstructions of the
pH 5 data which vary somewhat from the average. On the right are EM images
published by Li et al. 7 for comparison.
fusion intermediates, a pH jump may capture data on the low-pH conformation
before it precipitates.
We performed preliminary experiments using a stopped flow mixer setup
described in Appendix A at the CHESS G1 beamline. We collected data on the
ectodomain of HA at a concentration of approximately 3 mg/mL after a pH
jump from pH 7 to pH 5. Two 100 ms exposures were collected for each data
point to conserve sample and check reproducibility. The results are shown in
Figure 7.3. At this initial concentration signal from HA was negligible by 500 ms
after mixing, indicating the expected post-acidification precipitation was com-
plete. However, before this a change between the shape of the SAXS curve col-
lected at neutral pH and 200 ms after acidification was observed. Although the
curve was originally very noisy, making exact interpretation of this difference
unclear, it demonstrates that we can capture a conformation change associated
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with the fusion transition of HA using SAXS.
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7.2 Potential applications of methods
7.2.1 Concentric flow cell with laser-induced excitation
In Chapters 2, 5 and 6 we describe a concentric flow cell which uses light exci-
tation to initiate molecular changes in VVD which are then measured by SAXS.
Such a method can be expanded to a wide variety of other molecules. There are
a wide variety of light activated proteins which might be studied with such a
system. In addition to the many blue-light activated PAS-LOV proteins, there
are rhodopsins, phycobiliproteins, and photoactive yellow protein (PYP), to
name a few. Such proteins perform a wide variety of functions including pho-
tosynthesis, photoprotection and photosensing14. Any light activated protein
with a large conformational change could be studied using the flow-cell method
with SAXS.
Also, a continuous flow cell as described above could be employed for use
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Figure 7.3: Results for preliminary time-resolved HA experiments. The figure
on the left shows SAXS data collected at several times after acidification, with
intensity decreasing with increasing time. On the right, the shape of the scat-
tering curve collected 200 ms after acidification (blue) is compared to pH 7 data
(orange).
with optical techniques such as spectroscopy. This has already been described
in Toepke et al. 15 , but its utility in investigating light-active proteins is particu-
larly worth noting, because the spectroscopic changes they undergo in response
to light are directly related to protein function. Many spectroscopic experiments
rely on repetitions of a measurement on a protein with a fast photocycle to
build signal-to-noise. For example, Kottke et al. 16 needed to employ a mutant
to study the photocycle of a Phot1 receptor from C. reinhardtii due to the long
photocycle of the wildtype. A continuous flow cell such as we have described
avoids these problems.
A photocoupled flow cell could also be used to conduct experiments with
molecules that do not respond directly to light through the use of caged com-
pounds. These chemicals are typically photolyzed by UV light to release rel-
evant compounds such as ions, NTPs, neurotransmitters, and acids17. Many
biomolocules react to such triggers, and could be dissolved with the caged pre-
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cursors so a reaction could be triggered and studied.
7.2.2 Analysis of time-resolved data with reconstructions
Chapter 4 demonstrates the reconstruction of time-resolved data into low-
resolution shape envelopes. Reconstructions are becoming widely used, and
this demonstrates another potential application. While other methods such
as Rg or SVD component analysis might be useful to map the time-resolved
changes, reconstructions could be very useful in projecting intermediate states
discovered by time-resolved methods. They could also be very useful in pre-
senting the mean shape of low-order ensembles where individual components
are too varied to extract by methods like SVD.
7.3 Future science goals and open questions
7.3.1 Viral fusion proteins
This chapter describes preliminary experiments on viral fusion proteins. Many
of these proteins are ideally studied with a pH jump method because their re-
sponse to pH is extremely biologically relevant. While the connection between
acidification, conformational change, and cell invasion is well established, the
exact nature of the structural change remains unclear. Electron microscopy has
been employed to look at the pH 5 state, which has been unavailable to crys-
tallography18. Our experiments show that SAXS could be employed for further
study of the low-pH conformation, and to elucidate any intermediates. While
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the stopped-flow method only produced low signal-to-noise preliminary data,
an analogous experiment with a rapid diffusive mixer19 might add to the re-
sults. These techniques could then be used on less studied proteins, such as the
vesicular stomatitis virus glycoprotein (VSV G).
7.3.2 Vivid
Our experiments on VVD demonstrated the existence of two dark states, with-
out revealing an obvious cause of the difference. This open question could be
investigated with static SAXS or alternate techniques which are sensitive to the
size and extension of the molecule. One variable that could be explored is oxi-
dation. LOV domain proteins, including VVD, are by definition sensitive to ox-
idation20;21. While the absolute extent of protein oxidation is difficult to control,
an experiment could be designed to look for changes in molecular conformation
due to relative differences in oxidation levels.
Further time-resolved SAXS experiments could be conducted on VVD as
well. UV light is supposed to induce a back-reaction from light-state to dark22.
Such a process studied by SAXS could provide insights into conformational
changes in the back-reaction that follow breaking the photoadduct. Also, a
faster time-resolved study could elucidate the monomer which precedes dimer-
ization. Such a study might require reducing sample consumption of the overall
flow cell.
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CHAPTER 8
CONCLUSION
We have applied time-resolved small angle x-ray scattering to a number of
interesting problems. A coaxial flow cell was used to couple SAXS with light
excitation. Previously, most time-resolved SAXS methods have employed some
form of rapid mixing to induce sample changes. This technique is extremely
valuable for the many molecules that respond to changes in pH, salt levels, or
in response to small ligands. However, this optically transparent device allows
the addition of the many interesting light-sensitive molecules to the body of
potential applications for time-resolved SAXS methods.
We have also shown that even low-resolution time-resolved data can be
successfully reconstructed. Reconstructions have many potential applications,
some of which are described in this document. For example, it is often specu-
lated that the conformational change of HA must involve an intermediate. Us-
ing time-resolved SAXS, scattering for this intermediate might be collected and
a low resolution shape could then be reconstructed. This could help place the
fragments which have been crystallized into an overall picture of pH-dependent
fusion.
Using our photocoupled flow cell with SAXS, we have made significant con-
tributions towards understanding the blue-light photoreceptor VVD. This pro-
tein is responsible for circadian clock and carotenoid pigment production in
the fungus neurospora crassa1. The role of the protein in the circadian clock
and carotenoid pigment production is known through mutation experiments
on the fungus, but the mechanism for protein action has yet to be elucidated.
By demonstrating the rapid formation of a dimer upon photoexcitation, we pro-
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vide evidence that signaling by this PAS-LOV domain is facilitated through self-
interaction or possibly interaction with other molecules upon light excitation.
Such interactions have been proposed as a general mechanism for PAS-LOV
domain signaling2.
Two dark states, one of which is associated with the light state, contributes to
a model of the structural rearrangements which lead to the VVD dimer, a likely
factor in its signaling pathway. In this model, excitation at the photocenter of
the molecule is propagated to the N-terminus of the protein causing a significant
conformational change. The PAS protein family is a large collection of sensory
proteins found in all kingdoms of life. The structural homology between PAS
domains is high, implying the domain form is useful in transducing signals
between a sensory domain and a mechanistic one, regardless of the stimulus or
the output2. Information about the structure and function of an individual PAS
domain is relevant to this protein family.
This work describes the overall structural changes in the protein VVD. It
also raises future questions about the role of different structures in VVD, and
outlines a new means by which to explore light-excited proteins. Various time-
resolved SAXS methods and analysis of the data have been used to probe the
dynamics and structure of biologically relevant molecules. These techniques
can be used to approach diverse systems beyond PAS domain proteins and
study large-scale molecular dynamics. We have provided new insight into the
workings a protein that are relevant to of a very important family of molecules
and discussed experimental and analytical techniques which can further probe
a wide variety of systems.
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CHAPTER 9
SUPPORTING FIGURES AND TABLES
The following figures and tables were included as supporting materials for
the papers presented in this dissertation
Figure 9.1: Shown are reconstructions of the 92, 125, and 168 ms scattering data
from left to right. Those in the top row exclude data from q > 0.18 A˚−1. The
MNSDs for these averages are 0.589, 0.547, 0.599 respectively1.
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Table 9.1: a Normalized to dark state value for ease of comparison. b Inac-
tive control mutant. c The percent monomer to dimer was projected from the
quotient of I(0) in the light and dark states. This estimate is based on the as-
sumption that only monomers and dimers are present in the solution and the
conversion accounts for the entirety of the change. Data sets 1 and 2 were taken
with different batches of protein during different beamtimes. Guinier analysis
was conducted using MATLAB by fitting a line to ln(I) as a function of q2 at
the lowest scattering angles where a line was found to best represent the data.
To ensure the results were comparable to each other, the same range was fit
for each curve, from q=0.050 to q=0.078. The error bars are propagated from
the 95% confidence bounds generated by MATLAB from the statistics of the fit.
Interpretation of the radius of gyration is ambiguous due to the mixed nature
of the light state, particularly given the large uncertainty in the proportion of
monomers to dimers2.
Data WT
(slow)
Set 1
Time after excitation I(0) (a.u.)a % monomer → dimerc
Dark state 1 1.0± 0.2 –
Dark state 2 1.0± 0.1 –
0.2 s 1.8± 0.1 80± 20
2 s 1.7± 0.1 70± 20
8 s 1.7± 0.1 70± 20
WT
(fast)
Dark state 1.00± 0.04 –
0.02 s 1.59± 0.03 59± 5
0.3 s 1.56± 0.02 56± 4
Data WT (not
shown) Set 2
Dark state 1.0± 0.2 –
8 s 1.3± 0.1 30± 28
C71Sb
Dark state 1.0± 0.2 –
8 s 1.0± 0.2 –
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Figure 9.2: Comparison of scattering data to known crystal structure of the VVD
monomer. Within the noise, the data is in good agreement with the published
crystal structure. The chi-squared value calculated by Crysol3 is 2.32
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Figure 9.3: Comparison of dimer scattering from data versus crystal structure.
The scattering from the light-activated dimer, extracted from the minimization
method described in the text, is shown in violet. This is compared to the calcu-
lated scatter from the crystallized VVD dimer in yellow. The shape of the two is
different, adding to evidence already found by Zoltowski and Crane 4 that the
actual light-activated dimer molecule is somewhat different than what is seen
in the crystal structure5.
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Figure 9.4: I(0) from Guinier analysis from the Darkcrys wildtype VVD. The
value of I(0) has been normalized at t=0 to demonstrate the extend of dimeriza-
tion in latter time points. There is a slight trend towards larger values at longer
times, consistent with a small amount of ongoing dimerization over the range of
measurement times. More definitive is the large increase in both I(0) between
the dark state (time equals 0) and first light excited point. This demonstrates
most molecules in the population form the light-activated dimer before 0.02s5.
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Figure 9.5: Rg versus time after excitation for wildtype VVD with the crystal-
like monomer state5.
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Figure 9.6: Rg versus time after excitation for wildtype VVD with the “alternate”
monomer state5.
119
0 2 4 6 816
18
20
22
24
26
28
30
32
34
Exposure time (s)
R
g
Figure 9.7: Rg versus time after excitation for the C71V:C173S variant. Hollow
circles represent data taken with a sheath flow5.
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Figure 9.8: Scattering curves of the variant comparing the dark state (lower
plots) and the 8.8 s light state collected 24 hours apart. Data from different
days plotted on the same axes have been scaled to emphasize the similarity at
high q.To ensure that the presence of dimers was not the result of accidental
light exposure, we remeasured the scattering profiles after the protein was kept
in dark storage for 24 hours. No change was seen in the profiles, confirming the
apparent dimerization did not result from an accidental exposure to light. We
conclude that this variant dimerizes spontaneously. This together with the fact
that the monomer conformation is apparently extended, like the Darkalt struc-
ture, implies the extension somehow assists dimerization5.
121
REFERENCES
1. Lamb, J. S., L. W. Kwok, X. Qiu, K. Andresen, H. Park, and L. Pollack. “Re-
constructing three dimensional shape envelopes from time resolved small
angle X-ray scattering data.” J. Appl. Cryst., in press.
2. Lamb, J., B. D. Zoltowski, S. A. Pabit, B. R. Crane, and L. Pollack. “Time-
resolved dimerization of a PAS-LOV protein measured with photocoupled
small angle X-ray scattering.” J. Am. Chem. Soc., 2008. Doi:10.1021/ja804236f.
3. Svergun, D., C. Barberato, and M. H. J. Koch. “CRYSOL - A program to
evaluate x-ray solution scattering of biological macromolecules from atomic
coordinates.” J. Appl. Cryst., 28: 768–773, 1995.
4. Zoltowski, B. and B. Crane. “Light activation of the LOV protein vivid gen-
erates a rapidly exchanging dimer.” Biochemistry, 47(27): 7012–7019, 2008.
5. Lamb, J. S., B. D. Zoltowski, S. A. Pabit, L. Li, B. R. Crane, and L. Pollack.
“Illuminating conformational changes of a LOV domain protein with photo-
coupled small angle X-ray scattering.” in preparation.
122
APPENDIX A
USAGE OF THE BIOLOGIC SFM-400 AT THE CHESS G1 STATION
A.1 Sample cuvette
Reactions initiated by the stopped-flow mixer are typically measured with op-
tical setups. For this reason, cuvettes available for use with it are made of thick
quartz. This is inappropriate for SAXS, so we designed alternate sample cells.
They are machined from stainless steel and designed to sit in the cuvette holder
for the TC-100 style cuvettes. They are 2 mm thick, ideal for work at 10 keV and
have either a vertical or horizontal window geometry.
We attach nitride windows using RTV, which is a relatively soft epoxy. We
originally tried to use Stycast, but the hardness strained the nitride windows
and they broke after time. Nitride windows will inevitably need replacing. Fol-
lowing is the procedure for doing so:
You will need:
• RTV
• your favorite epoxy applicator
• stainless steel cuvette with old epoxy removed
• a microscope slide
• foamy double-sided tape
1. Set the oven to about 90◦.
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2. Place double-sided tape in the middle of the microscope slide.
3. Carefully apply epoxy in a thin layer to one side of the cuvette.
4. Place cuvette, epoxy side up, on double sided tape.
5. Spin slide/cuvette ensemble. 3 minutes at 300 RPM should be sufficient.
6. Bake for about 5 minutes, so epoxy is not set, but less runny
7. Place first nitride window
8. Bake 10 minutes
9. Repeat procedure on other side, but this time bake for an hour
A.2 Timing
In order to correctly use the stopped-flow mixer, one must carefully consider
how to control the timing interval between the mixing and the X-ray exposure.
We have used the SFM-400 (Biologic) at Dline and Gline, with the Medoptics
detector (both stations) and the Flicam (Gline only). I will outline the procedure
for the most recent setup of the mixer with the Flicam at G1. Much of this will be
generally applicable, but every detector uses different software, so some aspects
of the timing control might need to change if an alternate detector is used.
The SFM is controlled via a software program called MPS v. 2.05. This pro-
gram allows one to times for each stage of the mixing, and has a call to SYNC
which gives a TTL signal. It can also be triggered via a TTL signal, though
oddly, if the input signal is high when SYNC is called the output will not be
triggered. We have a gray box that converts the input enable signal into a pulse
for this reason. Also strangely, there is a delay between triggering and actuating
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the program - this is 1.1 s, unless you have the program do no mixing, in which
case it is 0.1 s. Typically, we have controlled the timing by using spec to initiate
the mixer, and then the mixer to open the shutter via the SYNC terminal. There
is a newer version of the SFM software, but it does not have the same SYNC
functionality, and does not seem to meet our needs.
In this setup we want to be able to control the shutter in four modes from the
spec command line without changing the setup: open/close without collecting
and image, collect a dark image, collect an X-ray image, and collect a timed
X-ray image after initiating mixing. We would also like accurate flux counts
by the PIN diode and ion chambers, which are directly controlled by spec’s
counter. This means we need to use the signal from spec’s counter to open the
shutter, and coordinate it with the mixing time and opening the shutter. The
counter is controlled partly in software and partly in hardware. The hardware
I/O interface is shown in figure A.1. There are three lemo-style connections
we are concerned with. ARM IN/ARM OUT are wired together and have a T
output to connect to. The GATE input can also be wired. The ARM connector
becomes high when the spec computer calls for a count, but if GATE is low, the
counting is inhibited. If GATE is high but goes low, the counting will stop, and
if it goes high again counting will continue. We use this function to hand off
timing control between the SFM and spec computer.
SPEC uses a number of digital motors to control the detector/shutter. These
are ENABLE, CCD GATE, DARK, and SHUT. There are also a number of logic
operation boxes on the beamline, shown in Fig. A.1. Finally, operation of the
X-ray shutter is controlled via TTL logic. Wiring of these components to achieve
the functionality described above is shown in Fig. A.2.
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Figure A.1: This figure shows the location of several I/O and logic boxes de-
scribed in this document. They must be wired correctly to achieve correct tim-
ing function.
To take an exposure with the SFM working, the command “mseries delay
expt” is called from the spec command line. This sets the spec internal vari-
able MIXER MODE to 1, which sends in to the correct routines for collecting an
exposure. “Delay” should be the entire length of the SFM program - the time re-
quired for mixing, the exposure time, and any additional delays programmed to
make the timing work. “Expt” is the desired X-ray exposure time. Spec moves
ENABLE and CCD GATE high to start the mixing sequence and calculates the
appropriate delay before sending the command to FLICAM to collect the image.
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Figure A.2: This schematic shows the wiring connections necessary to operate
the SFM at Gline.
Because the amount of time it takes the both spec and the CCD controller
computer to process commands is not precise, it is difficult to time the mixing
and image collection correctly through software alone. We make up for small
discrepancies by “bracketing” the CCD exposure. In other words, the time the
detector collects the images is longer than the time for which the x-ray shutter
is open. Thus, rather than matching two 100 ms events to withing a ms, we
only must place a 100 ms event within a 150 ms interval. In the specific case of
the FLICAM the detector automatically integrates for 58 ± 10 ms longer than
instructed, so we make use of this excess to bracket the shutter exposure. There
is also a 1.795 ± 0.005 s flush time which occurs between calling the detector
and starting to collect the image. These times are all accounted for in the current
programming of mseries, but if a different detector is used, they will need to be
investigated and reprogrammed.
Figures A.3 and A.4 show the different timing sequences. To clarify, follow-
ing is a verbal list of the events that take place when “mseries” is called.
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1. Command sent. ENABLE goes high to start the exposure hardware se-
quence and CCD GATE goes high to trigger the mixer.
2. CCD GATE going high also sends the gate for the spec counter low, pre-
venting the shutter from opening.
3. A few ms before the mixer reaches the last part of its program, the detector
begins to integrate
4. The mixer program sends the SYNC OUT low. This in turn sends the gate
for the spec counter high. The shutter opens and spec starts counting.
5. When spec finishes counting, the ARM goes down and the shutter closes.
Note this part is controlled by the spec counter, not the SFM. If SYNC OUT
were to change early, spec would never finish counting. It doesn’t matter
if SYNC OUT changes late.
6. Shortly after this the integration stops
7. Shortly after this, spec and the detector computer finish any postprocess-
ing, and all the signals return to their default levels
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ENABLE
CCD GATE
Darksig
SHUT
Arm
Gate
FLICAM
Mixer
Sync Out
Shutter
flush (1.79 s)
initiate
open 
shutter
close 
shutter
Figure A.4: The timing sequence for the tseries command, with the dseries also
shown in gray.
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APPENDIX B
INSTRUCTIONS FOR ASSEMBLING THE CONCENTRIC FLOW CELL
List of parts:
• Aluminum flow cell body (Machining diagrams at the end of this ap-
pendix)
• Teflon sample inlet port (Machining diagrams at the end of this appendix)
• 2 4 mm stainless steel rods (Thorlabs, NJ) (Other rods will be needed for
mounting)
• 1 mm PET tubing (Advanced Polymers, VT) (part # 040050CST)
• 30 G hypodermic tubing (McMaster Carr or Smallparts)
• 3 assembled gripper fittings for 1/16” tubing (Omnifit)
• 4 3-48 spring-loaded ball bearing screws
• 4 3-48 cone-tipped screws
• MA 300 epoxy (Plexus)
• 5 minute epoxy
• Size 002 buna o-ring
• Vacuum grease
Instructions:
1. Fit the aluminum cell body pieces onto the stainless steel rods from Thor-
labs and measure the PET tube so it is just a bit longer than the space
between the two body pieces. Cut the tubing so it is approximately 0.01”
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longer than the spacing. Remove one body piece, place the tubing in the
other, and reassemble carefully, avoiding kinking the tubing.
2. Using 5 minute epoxy, glue the tubing in place for the purpose of creating
a liquid seal. Do not use the MA 300 epoxy since this is heat shrink tubing
and that has a very exothermic cure.
3. Obtain a piece of hypodermic tubing approximately 5/8” long. I found
that cutting the tubing with wire cutters and bending the shape back with
needle nose pliers and sanding gave cleaner results than any type of saw.
However, I have since found out Smallparts will cut such tubing to specific
lengths, which would probably be an improvement.
4. Position the piece of hypodermic tubing in the teflon inlet port (I like to
use a soldering clamp with 2 alligator clips) and glue in place using the
MA 300 epoxy. Make the tubing as concentric to the shape of the inlet port
as possible.
5. After the epoxies have thoroughly cured, place the set screws in the 8
threaded holes at the inlet of the aluminum body. Be sure a spring-loaded
screw is opposite a cone point. Lightly grease an 002 oring (this helps with
the liquid seal) and thread it over the hypodermic tubing.
6. While pushing the teflon port hard into the aluminum body, tighten the
set screws. If you do not push at this point, the seal is not likely to be
liquid tight.
7. Adjust the set screws so the hypodermic tubing is concentric with the PET
tube.
8. Add tubing to the three 1/4-28 ports via the gripper fittings. Be careful not
to twist the teflon port relative to the aluminum body. Screw the fittings
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in so they’re tight, but overtightening is unnecessary and can damage the
soft teflon fittings.
9. Test the device for leaks and concentric flow. Many problems can be cor-
rected by adjusting the set screws and reseating the inlet port. If this is
insufficient, you may need to reglue. The device can be disassembled me-
chanically, and remaining epoxy can be scraped off with a razor blade or
scalpel.
133
.4
0
0.2
0
0
.0
7
5
.2
2
5
.3
3
6
.3
0
0
.5
0
0
.6
5
0
.4
0
0
.2
5
0
.3
7
5
.0
7
5
.2
0
6
.1
7
5
.1
0
9
.1
5
0
 
4
-4
8
 T
H
R
U
d
ri
ll 
a
n
d
 t
a
p
 
2
 p
la
c
e
s
, 
4
 s
id
e
s
.2
5
0
.3
5
0
.2
1
9
.6
3
1
.2
1
9
.6
3
1
1
/4
 -
2
8
 x
 .
2
5
"
F
la
t 
B
o
tt
o
m
e
d
 P
o
rt
o
ri
n
g
 f
in
is
h
 
(l
iq
u
id
 s
e
a
l)
n
.0
6
4
x 
.3
7
5
" 
to
ta
l
o
r 
to
 b
 h
o
le
.1
7
5
.4
2
5
.8
5
0
.4
2
5
.2
0
0 .4
4
5
.1
1
0
n
.1
1
6
4
-4
0
 c
le
a
ra
n
c
e
x
 .
1
0
"
n
4
.0
m
m
R
e
a
m
e
d
 
x
 .
1
5
0
" 
fr
o
m
 o
p
p
o
s
it
e
 s
id
e
R
.1
0
9
1
/4
-2
8
 x
 .
2
5
"
F
la
t 
b
o
tt
o
m
e
d
 p
o
rt
o
ri
n
g
 f
in
is
h
 (
li
q
u
id
 s
e
a
l)
n
.0
6
4
n
.0
4
1
.5
7
5
.4
1
2
n.
2
1
1
x 
.3
0
0
" 
fl
a
t 
b
o
tt
o
m
o
ri
n
g
 f
in
is
h
 
(l
iq
u
id
 s
e
a
l)
n
.0
4
1 n.
1
1
6
4
-4
0
 c
le
a
ra
n
c
e
x 
.0
1
"
.1
3
0
.5
7
5
.8
5
0
.2
0
0
n
4
.0
m
m
R
e
a
m
e
d
x 
.1
5
" 
fr
o
m
 o
p
p
o
s
it
e
 s
id
e
1
6
.0
m
m
n
.2
1
3
F
lo
w
 c
e
ll 
9
, 
M
a
k
e
 2
, 
A
lu
m
in
u
m
D
im
en
si
on
s 
in
 in
ch
es
 u
nl
es
s 
ot
he
rw
is
e 
no
te
d
Fi
gu
re
B.
1:
Fl
ow
ce
ll
m
ac
hi
ni
ng
di
ag
ra
m
.M
at
er
ia
li
s
al
um
in
um
,u
ni
ts
ar
e
in
in
ch
es
.
134
.090.150
.246
.300
.350
30  ˚
n.031
x.01  "
on  4  s ides
.575
.550
n .063
.55" to ta l dep th  
(.30" from  port bo ttom )
1 /4 -28  fla t bo ttom ed port
o -ring  surface  (liqu id  sea l)
x .25"
.06
4  iden tica l fla ts
N eed to  be  w ide  enough to
accom odate  #68  ho les
n.015
drill T H R U
D .163"
oring  surface  
(liqu id  sea l)
F low  ce ll hub , M ake 2 , D e lrin
Dimensions in inches, unless otherwise noted
Figure B.2: Inlet port machining diagram, for use with the concentric flow PET
cell. Material for this port is teflon.
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