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On the Resolution of Resultant Type Equations
ISTVA´N GAA´L†
University of Debrecen, Mathematical Institute, H–4010 Debrecen Pf.12., Hungary
Given an irreducible polynomial P ∈ Z[X] of degree at least three and 0 6= a ∈ Z we are
going to determine all those monic quadratic polynomials Q ∈ Z[X] satisfying
Res(P,Q) = a.
This is the first attempt for the complete resolution of resultant type equations. We
illustrate our algorithm with a detailed example.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
Let P ∈ Z[X] be an irreducible polynomial of degree m and let 0 6= a ∈ Z. Consider the
resultant equation
Res(P,Q) = a in Q ∈ Z[X], (1)
where Res(P,Q) denotes the resultant of P,Q. Denote by n the degree of the polynomial
Q ∈ Z[X]. Wirsing (1971), Schmidt (1973), Schlickewei (1977) and Gyo˝ry (1993) proved
the finiteness of the number of polynomials Q satisfying equation (1) under the condition
m > 2n. They also considered generalizations of equation (1) and showed that it suffices
to assume that P has no multiple zeros.
Assuming that P and Q are both unknown and have a fixed splitting field, equation (1)
was considered by Gyo˝ry (1990), Evertse and Gyo˝ry (1993) and Evertse (1998).
Upper bounds for the number of solutions Q of equation (1) were derived by Gyo˝ry
(1994) and Be´rczes and Gyo˝ry (manuscript) under the condition m > 2n. These results
depend among others on the subspace theorem of Schmidt, the generalization of Schlick-
ewei and their quantitative versions.
Let
P (X) = a0(X − α1) · · · (X − αm)
where a0 ∈ Z and αi are the roots of P . Set
Q(X) = x0Xn + x1Xn−1 + · · ·+ xn ∈ Z[X]
then we have
Res(P,Q) = an0
m∏
i=1
(x0αni + x1α
n−1
i + · · ·+ xn).
This is a decomposable form in the variables x0, . . . , xn. The assumption that the roots
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of P are distinct implies that any n + 1 linear forms in the earlier product are linearly
independent over Q.
If P is irreducible, then αi, i = 1, . . . ,m are the conjugates of α = α1 and (1) is in fact
a norm form equation leading in general to unit equations in several variables. Under
certain conditions these unit equations have only finitely many solutions and it is possible
to derive bounds for the numbers of their solutions, but no general bounds are known
for the solutions themselves. This is why no effective upper bounds are known for the
solutions of resultant type equations (1).
The purpose of the present paper is to consider a special case of equation (1), where
we can explicitly solve the equation.
Let P ∈ Z[X] be an irreducible polynomial of degree m ≥ 3, with leading coefficient
a0 and denote by α = α(1), . . . , α(m) the roots of P (these are the conjugates of α). We
are going to determine all monic quadratic polynomials Q = X2+x1X+x2 ∈ Z[X] such
that (1) holds. In our special case the resultant of P,Q can be written in the form
a20
m∏
i=1
((α(i))2 + x1α(i) + x2) = a20NF/Q(x2 + x1α+ α
2) (2)
where F = Q(α) is a number field of degree m. Let 0 6= a ∈ Z. Then equation (1) can be
written in the form
a20NF/Q(x2 + x1α+ α
2) = a in x2, x1 ∈ Z. (3)
This equation is an inhomogeneous Thue equation that can be explicitly solved.
Recall, that inhomogeneous Thue equations of type
NF/Q(x+ αy + λ) = a in x, y ∈ Z, λ ∈ ZK (4)
were first considered by Szprindzˇuk (1974). In equation (4) the so-called dominating
variables are x, y ∈ Z, and λ is a non-dominating variable taking algebraic integer
values of F . Under the condition |λ| < (max(|x|, |y|))1−ζ (where |λ| denotes the size
of λ, that is, the maximum absolute value of its conjugates, and 0 < ζ < 1 is a given
constant), Szprindzˇuk applied Baker’s method to equation (4) and derived effective upper
bounds for the solutions of (4). In the case ζ = 1/2 Gaa´l (1988) gave a procedure to solve
equation (4). Later on there were applications of this algorithm to certain index form
equations, cf. e.g. Gaa´l (1996) and Gaa´l and Pohst (2000). In both of these applications λ
was bounded by an absolute constant. Gaa´l and Pohst (2000) showed that in such cases
(eventually in all cases when instead of |λ| < (max(|x|, |y|))1−ζ the condition |λ| < |y|1−ζ
is satisfied), an analogue of the Bilu–Hanrot method (Bilu and Hanrot, 1996) works and
the equation is much easier to solve.
In our present problem, in equation (3) the non-dominating variable is in fact a constant
λ = α2. We are going to implement a suitable version of the efficient algorithm of Gaa´l
(to appear).
In fact we prove the following theorem:
Theorem 1. Let P ∈ Z[X] be an irreducible polynomial of degree m ≥ 3, and 0 6= a ∈ Z.
Then there are only finitely many monic quadratic polynomials Q ∈ Z[X] such that (1)
holds, and all these polynomials can be explicitly calculated.
Our arguments also imply an effective upper bound for the coefficients of the polyno-
mial Q which we do not formulate in an explicit form. We find it much more important
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to describe the algorithm to determine the solutions. We illustrate the algorithm with a
detailed example.
2. The Algorithm
As earlier let P ∈ Z[X] be an irreducible polynomial of degree m ≥ 3, denote by
α(1), . . . , α(m) the conjugates of a root α = α(1) of P . We represent the polynomial Q in
the form Q = X2 + x1X + x2 and we are going to find those pairs (x, y) = (x2, x1) ∈ Z2
such that
a20NF/Q(x+ αy + α
2) = a, (5)
where F = Q(α). Multiplying the above equation by a2m0 we obtain
NF/Q((a20x) + (a0α)(a0y) + (a0α)
2) = a a2m−20
hence we can replace α by the algebraic integer a0α, as well as (x, y) by (a20x, a0y), then
the coefficient of the norm form on the left side becomes 1 and the constant on the right
side becomes a a2m−20 . This means that, using this transformation, we can assume that
in (5) α is an algebraic integer and we have a0 = 1.
Let (x, y) ∈ Z2 be an arbitrary but fixed solution of (5). Set β(j) = x + α(j)y +
(α(j))2(j = 1, . . . ,m). Denote by i the conjugate with |β(i)| = minj |β(j)|, then
|β(i)| ≤ |a|1/m. (6)
The following procedure must be performed for each possible value of i. We may assume
that |y| is large enough, say |y| > y0, the small values of y can be tested easily: for a
fixed y equation (5) is just a polynomial equation in x. Usually y0 = 1000 is suitable.
Then
|x| ≤ |a|1/m + |α||y|+ |α2| ≤ c1|y|, (7)
where the positive constant c1 (and in the following c2, c3, . . . can easily be calculated).
Note that using (7) for any j we have
|β(j)| ≤ |x|+ |α(j)||y|+ |(α(j))2| ≤ c2|y|. (8)
For any j 6= i
|β(j)| ≥ |β(j) − β(i)| − |β(i)|
≥ |α(j) − α(i)| · |y| − |(α(j))2 − (α(i))2| − |a|1/m
≥ (|α(j) − α(i)| − c3) · |y|, (9)
where usually c3 = |α(j) −α(i)|/2 is suitable, but we try to make c3 as small as possible.
Then by (5), using (9) we have (recall that we can assume a0 = 1)
|β(i)| = |a|∏
j 6=i |β(j)|
≤ c4|y|−m+1. (10)
Let η1, . . . , ηr be a set of fundamental units of K. By using an algebraic number theory
package like Kash (Daberkow et al., 1997) we can determine a full set of non-associated
integers µ in F . There are a1, . . . , ar ∈ Z and a root of unity ζ in F such that
β = ζµηa11 · · · ηarr . (11)
The following computations must be performed for all possible values of µ, ζ.
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Let A = max(|a1|, . . . , |ar|). Taking conjugates in (11) we infer
a1 log |η(j)1 |+ · · ·+ ar log |η(j)r | = log
∣∣∣∣β(j)µ(j)
∣∣∣∣. (12)
We consider the above system of linear equations for a set of r indices j which represent
non-equivalent embeddings, distinct from the one corresponding to the ith conjugate.
Solving the system of equations by Cramer’s rule and using (8) we obtain
A ≤ c5(log c2 + log |y|). (13)
Let j, k be distinct indices, different from i. In our case Siegel’s identity gets the form
(α(i) − α(j))((β(k) − (α(k))2) + (α(j) − α(k))(β(i) − (α(i))2)
+ (α(k) − α(i))(β(j) − (α(j))2) = 0, (14)
which implies by (9), (10) and (13)∣∣∣∣ (α(i) − α(j))β(k)(α(i) − α(k))β(j) − 1
∣∣∣∣ ≤ |(α(j) − α(k))β(i)|+ c6|(α(i) − α(k))β(j)|
≤ c7|y|−1 ≤ c7 exp
(
log c2 − A
c5
)
, (15)
where
|(α(i) − α(j))(α(k))2 + (α(j) − α(k))(α(i))2 + (α(k) − α(i))(α(j))2| ≤ c6.
On the other hand using the inequality | log x| ≤ 2|x− 1| holding for |x− 1| < 0.795 and
the estimates of Baker and Wu¨stholz (1993) we infer∣∣∣∣ (α(i) − α(j))β(k)(α(i) − α(k))β(j) − 1
∣∣∣∣ ≥ ∣∣∣∣∣∣∣∣ (α(i) − α(j))β(k)(α(i) − α(k))β(j)
∣∣∣∣− 1∣∣∣∣
≥ 1
2
∣∣∣∣log∣∣∣∣ (α(i) − α(j))β(k)(α(i) − α(k))β(j)
∣∣∣∣∣∣∣∣
=
1
2
∣∣∣∣log∣∣∣∣α(i) − α(j)α(i) − α(k)
∣∣∣∣+ a1 log∣∣∣∣η(k)1
η
(j)
1
∣∣∣∣+ · · ·++ar log∣∣∣∣η(k)r
η
(j)
r
∣∣∣∣∣∣∣∣
≥ 1
2
exp(−C0 logA), (16)
with a huge constant C0, if A is large enough. Comparing the lower and upper estimates
of (15) and (16) we get an upper bound AB for A.
In the following we are going to reduce this upper bound AB . Denote by (ukj) the
inverse of the regular matrix of the system of linear equations considered in (12). Fol-
lowing the idea of Bilu and Hanrot (1996) we have
ak =
r∑
j=1
ukj log
∣∣∣∣β(j)µ(j)
∣∣∣∣
=
(
r∑
j=1
ukj
)
log |y|+
r∑
j=1
ukj log
∣∣∣∣ β(j)y(α(i) − α(j))
∣∣∣∣+ r∑
j=1
ukj log
∣∣∣∣α(i) − α(j)µ(j)
∣∣∣∣. (17)
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Observe that
log
∣∣∣∣ β(j)y(α(i) − α(j))
∣∣∣∣ = log∣∣∣∣β(i) + (α(j) − α(i))y + ((α(j))2 − (α(i))2)y(α(i) − α(j))
∣∣∣∣
= log
∣∣∣∣β(i) + ((α(j))2 − (α(i))2)y(α(i) − α(j)) − 1
∣∣∣∣ ≤ 2∣∣∣∣β(i) + ((α(j))2 − (α(i))2)y(α(i) − α(j)) − 1
∣∣∣∣
≤ c8|y| ≤ c8 · exp
(
log c2 − A
c5
)
, (18)
if A is large enough, where we also used (10). It follows from (17) and (18) that∣∣∣∣∣
(
r∑
j=1
ukj
)
log |y| − ak +
r∑
j=1
ukj log
∣∣∣∣α(i) − α(j)µ(j)
∣∣∣∣
∣∣∣∣∣ ≤
r∑
j=1
ukj log
∣∣∣∣ β(j)y(α(i) − α(j))
∣∣∣∣
≤
(
r∑
j=1
|ukj |
)
c8 · exp
(
log c2 − A
c5
)
≤ c9 · exp
(
log c2 − A
c5
)
.
Hence for each k (1 ≤ k ≤ r) we derive an inequality of the form
|δk log |y|+ ak + νk| ≤ c9 · exp
(
log c2 − A
c5
)
with real numbers δk, νk that can be explicitly calculated. Consider two of these inequal-
ities for k, l, say. By eliminating the term with log |y| we obtain∣∣∣∣δkδl al − ak + δlνk − δkνlδl
∣∣∣∣ ≤ |δk|+ |δl||δl| c9 · exp
(
log c2 − A
c5
)
,
which can be written in the form
|alϑ− ak + γ| < C ·K−max(|ak|,|al|) (19)
with
C = C(k, l) =
|δk|+ |δl|
|δl| c9c2, K = exp(1/c5).
Inequality (19) makes it possible to apply the Davenport lemma (cf. Baker and Dav-
enport, 1969; Gaa´l, 1988) to (19) in order to reduce the upper bound AB for |ak|, |al|.
This reduction must be performed for pairs of indices k, l so that any j, 1 ≤ j ≤ r
occurs in at least one of the pairs. This just requires the application of the continued
fraction algorithm and the enumeration is also much easier than in the general case
(cf. Gaa´l, to appear).
For the sake of completeness we recall here the Davenport lemma:
Lemma 1. Let M,B be given positive integers. If there exists an integer q such that
(i) 1 ≤ q ≤MB,
(ii) ||qϑ|| < 2MB ,
(iii) ||qγ|| < 3B ,
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then (19) has no solutions ak, al with
log(MB2C)
logK
≤ max(|ak|, |al|) ≤M,
where ||.|| denotes the nearest integer.
We set M to be the bound AB (in the following steps M is the previous bound), and
B = 100 or B = 1000. Then by the continued fraction algorithm to ϑ we can compute a
q satisfying (i) and (ii). There is no reason for q to violate (iii) (otherwise we increase B
to 10B, say). Then M can be reduced almost to its logarithm. The reduction step can
be repeated.
Usually there are still too many possible exponent vectors (a1, . . . , ar) with coordinates
under the reduced bound. Hence instead of a direct test it is faster to use sieving.
Let p be a prime coprime to DF (discriminant of F ) for which P splits into linear
factors mod p. Let p be a prime ideal lying above p in ZF . Then there are integers
a˜i, e˜ij , m˜i, z˜i such that
α(i) ≡ a˜i(modp)
whence
η
(j)
i ≡ e˜ij(modp)
µ(i) ≡ m˜i(modp)
ζ(i) ≡ z˜i(modp)
then equation (14) gives
(a˜i − a˜j)(z˜km˜ke˜a11k · · · e˜arrk − a˜2k) + (a˜j − a˜k)(z˜im˜ie˜a11i · · · e˜arri − a˜2i )
+(a˜k − a˜i)(z˜jm˜j e˜a11j · · · e˜arrj − a˜2j ) ≡ 0(modp).
This congruence is very easy and fast to test. Sieving consecutively with 3–4 primes the
remaining exponent vectors indeed yield solutions x, y which can be calculated from the
system of linear equations we get from
x+ α(j)y + (α(j))2 = ζ(j)µ(j)(η(j)1 )
a1 · · · (η(j)r )ar
(cf. (11)) by considering it for j = 1, 2, say.
3. An Example
Let P (X) = X5 − 5X3 + X2 + 3X − 1. We are going to determine all those monic
quadratic Q ∈ Z[X] satisfying
Res(P,Q) = ±1. (20)
Denote by α a root of P . The field F = Q(α) is totally real with Galois group S5 and
discriminant DF = 24217. An integral basis of F is {1, α, α2, α3, α4} and coefficients of
a set of fundamental units {η1, η2, η3, η4} of F with respect to this integral basis are
η1 : (0, 1, 0, 0, 0)
η2 : (2, 0,−5, 0, 1)
η3 : (1,−3,−4, 1, 1)
η4 : (1,−4, 0, 1, 0).
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We set y0 = 1000. We had c2 = 4.361, c5 = 2.503, c7 = 176.944. The constant in
Baker’s lower estimate was logC0 = 78.389 which gave the upper bound AB = 1037 for A.
Using the Davenport lemma we performed 10 reductions, for i = 1, 2, 3, 4, 5 we considered
(k, l) = (1, 2), (3, 4) in (19), where the constants were 68.54 ≤ C(k, l) ≤ 14059.61 and
K = 1.492. Taking B = 100 the bound 1037 was reduced in three steps to 259, 60, 57.
Then we tested inequality (19) for max(|ak|, |al|) ≤ 57 and found that there are solutions
(in either case) only for max(|ak|, |al|) ≤ 22.
The region A = max(|a1|, |a2|, |a3|, |a4|) ≤ 22 contains 4100625 possible vectors, hence
we used sieving to get rid of most of these vectors as fast as possible.
We used the primes p = 3329, 4091, 4447 for which P splits into linear factors mod
p. After sieving with p = 3329 there remained 2465 possible exponent vectors, this
procedure took about 20 minutes. This was the only part of the procedure that required
considerable CPU time. In the next sieve we used p = 4091, there remained 16 possible
exponent vectors. Finally, by sieving with p = 4447 there remained 14 possible exponent
vectors. We list here these exponent vectors, together with the corresponding solutions
x, y of (5) and the solutions Q of (20):
a1 a2 a3 a4 x y
0 −4 −4 0 4 −4 X2 − 4X + 4
0 −2 −1 −1 −2 −1 X2 −X − 2
0 0 2 −2 1 2 X2 + 2X + 1
1 −2 −3 0 2 −3 X2 − 3X + 2
1 −2 −2 0 0 −2 X2 − 2X
1 0 0 −1 −1 0 X2 − 1
1 0 1 −1 0 1 X2 +X
1 1 0 0 −1 1 X2 +X − 1
1 1 1 1 −1 2 X2 + 2X − 1
1 2 −1 0 −2 2 X2 + 2X − 2
2 0 −2 0 1 −2 X2 − 2X + 1
2 0 −1 0 0 −1 X2 −X
2 0 0 0 0 0 X2
3 −1 −1 1 1 −3 X2 − 3X + 1
We tested the values |y| ≤ 1000 directly but this did not lead to further solutions.
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