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Abstract - -Three different ranking methods, namely, the overall existence ranking index (OERI), 
the approach proposed by Diamond [1] and a new two-step method based on OERI, are used to 
estimate the distance between two fuzzy numbers. This distance parameter is then used in the 
least square or quadratic regression. Nonlinear programming is used to solve the resulting quadratic 
regression equations with constraints, and simulation is used to evaluate the performance of the 
approaches. The criterion used to evaluate the performance is the average of the absolute difference 
between the estimated and the observed values. It appears that the two-step OERI obtains better 
results for the case of small sample size and Diamond's approach gets better as the sample size 
increases. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords- -Fuzzy ranking, Overall Existence Ranking Index (OERI), Two-step OERI, Fuzzy 
regression. 
1. INTRODUCTION 
Because of the simplicity in obtaining solutions, most of the research in fuzzy regression has 
been restricted to fuzzy linear regression where the solution of a linear programming is required. 
However, the most basic least square regression concept is a nonlinear problem, and the straight- 
forward application of this concept o fuzzy problems results in the solution of nonlinear pro- 
gramming problems. In this paper, we wish to explore this application and consider some of the 
problems involved. 
Since least square regression is based on minimizing the square of the difference between the 
estimated and the actual values, the first problem we must consider is how to define this difference 
between two fuzzy numbers which are sets and not numbers. This is a fuzzy ranking problem, 
and three ranking approaches, namely, the OERI ranking method, the two-step OERI method, 
and Diamond's approach, will be explored and compared in this investigation. 
The second problem is due to the nonlinear nature of the approach and the resulting mutual 
influences which are not straightforward and must be considered carefully. In this investigation, 
nonlinear programming and simulation are used to explore the various possible variables and 
their mutual influences. 
This work was supported by the National Science Council of Taiwan under Grant No. NSC86-2213-E155-021. 
Thanks are due to E. S. Lee, who made valuable comments during the writing of this paper. 
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To study and compare the effectiveness of the proposed approaches, a criterion based on the 
average of the absolute differences between the estimated and the observed values is used. It 
appears that the two-step OERI approach obtains better esults when the sample size is small 
and Diamond's approach gets better as the sample size increases. 
2. L INEAR FUZZY REGRESSION 
Tanaka [2-4] proposed three possibilistic linear fuzzy regression models: the minimum problem, 
the maximum problem, and the conjunction problem. These models are based on the assumption 
that the membership functions are normal, convex, symmetrical triangular membership functions. 
The three problems are briefly summarized in the following. 
2.1. The Min imum Problem 
When the membership function value A < h, the A-level set of the estimated Y/must contain 
the A-level set of the actual Yi. This requirement can be satisfied by the use of the constraint 
equations. The equations for this minimization linear programming problem are 
min 
subject o 
N 
c IX+l, 
i= l  
Yi + IL- l(h)[ ei _< o~lX+l + IL- l (h) l  CIX+l, 
IL- (h)l e+ >  IX+I- IL-ith)l cIx+l, 
C>0,  i = 1,2,. . . ,N. 
(I) 
The formulation can be described more clearly by referring to Figure 1. Notice that when 
A = h, the A-level set for the estimated ~ is (&IX~I, IL-I(h)IC'IXil)L and the A-level set for the 
actual Y/is (Yi, IL-l(h)lei)L • 
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Figure 1. The minimum problem. 
2.2. The  Max imum Prob lem 
When the membership function value A < h, the A-level set of the actual Y/must contain the 
A-level set of the estimated ~.  This condition can again be satisfied by the use of the constraint 
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equations. The equations for this maximization linear programming problem are 
max 
subject o 
N 
i= l  
y~ + IL-~(h)[ ~ _> ~lxd + [L-l(h)[ cIX~l, 
Yi - ]L-l(h)l ei <_ alXi I - ]L - l (h ) ]  ClXd, 
c_>o, ~ = 1,2,...,N. 
(2) 
Figure 2 illustrates this maximization problem. 
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Figure 2. The maximum problem. 
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2.3. The Conjunct ion Problem 
When the membership function value A = h, the relationship between the A-level set of the 
estimated ~ and the ),-level set of the actual Yi are no longer subsets of each other. Their 
relationship is more of an intersection• Thus, the conjunction problem is the combination of the 
maximum problem and the minimum problem. The equations for the conjunction problem are 
max 
subject o 
N 
i=l 
Yi + IL-l(h)l e, > c~lX~ I - ]L-l(h)] C[Xi], 
y~ - IL-l(h)l e~ _ ~lXd + ]L-l(h)[ c lx i l ,  
C>_O, i= l ,2 , . . . ,N .  
(3) 
3. THE DISTANCE BETWEEN FUZZY NUMBERS 
(FUZZY RANKING) 
The basic equation for regression is the minimization of the square of the difference between 
• N 2 the estimated and the actual values, or mm)-~i= 1 e = min)-~N_i(Yi(-}]~i) 2. Since Y/ and 
are fuzzy numbers which are sets and not actual numbers, the problem is how do we define 
the difference between sets. Many investigators have studied this fuzzy ranking problem. In 
this investigation, two different ranking definitions, the overall existence ranking index (OERI) 
approach and Diamond's approach, will be considered. 
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3.1. Overall Existence Ranking Index (OERI) 
Lee and Chang [5] proposed the OERI ranking index to represent the value of a fuzzy number. 
Consider a fuzzy number A = (~, C L, CR)LR and let OM(A) represent the value of this fuzzy 
number, then according to the OERI ranking index, we should have 
OM(A) = a - 1X I (w)cL  + 1 -- X ' (W) (4) 
Similarly, we can obtain the representative alue, OM(B), for fuzzy number B. The distance 
between fuzzy numbers A and B, D(A,  B),  can be obtained as 
D(A,  B) = OM(A) - OM(B). (5) 
Thus, the least square xpression becomes 
N N 
minEe2 = E (Yi{-}~) 2 
i~ l  i= l  
N 
i= l  
N 
i=l  
(6) 
3.2. Diamond's Approach [1] 
Diamond in 1988 proposed another method to represent the distance between fuzzy numbers. 
Let the two fuzzy numbers be represented by A -~ (OlA, e L, CRA)LR and B = (C~B ' CB CB)LR,R 
then the square of the distance between A and B is 
d2(A ,B)  = (aA -- aB) 2 + [(aA - -aB) -  (C L - cL)]2 + [(aA -- aB) - (CRA -- CBR) ] 2 
= (center difference) 2 + (left-side difference) 2 + (right-side difference) 2. 
(7) 
Thus, the least square can be expressed as 
N N N 
minE¢2 = E (Yi{-}~) 2-- E [ d2 (Y/ '~)]  " (8) 
i= l  i=1 i=1 
4. QUADRATIC  REGRESSION 
In this investigation, the following two quadratic models will be considered. 
MODEL A. 
Yi = Ao + A1Xi l  + A2X21, i = 1,2 . . . .  , n, 
where Yi, A0, A1, and A2 are fuzzy numbers, and Xi l  is a crisp (nonfuzzy) variable. 
MODEL B.  
-(9) 
Yij = Ao + A IX i l  + A2Xj2 + A3Xi lX j2 ,  i -- 1, 2,. . . ,  hi, j = 1, 2,. . . ,  n2, (10) 
where Yij, A0, A1, A2, and A3 are fuzzy numbers, and Xil and Xj2 are crisp variables. 
Both Models A and B satisfy the following two conditions. 
(1) All the fuzzy numbers are normal and convex fuzzy numbers with triangular membership 
functions. The triangular membership functions may be symmetric or nonsymmetric. 
(2) Both Xix and Xj2 have nonnegative alues. 
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With the two distance definitions given in the previous ection, the quadratic regression equa- 
tions can be obtained by using either Model A or Model B. As an example, Model A will be used 
in the following descriptions• A similar approach can be used for Model B. 
4.1. One-Step OERI  Approach 
By using the OERI ranking method as the distance equation, the objective equation, 
• N mm ~-~i=a e2, becomes 
N N ^ 2 N 
i=1 i=1 i=1 
-~- ~ [ym __o~X i XI(&)2 (yiL -cLxi)..~_ 1--  XI@G )2  (yiR -cRxi)] 
i=1 
2 
(11) 
where m L R (Yi , Yi , Y~ ) represents (center value, left spread width, right spread width) of the fuzzy 
number. 
Since the above equation cannot guarantee the smallest error between the estimated and the 
actual spread widths, Lee and Chang suggested the addition of (yL _cLxi)2+(yiRCRXi)2 tothe 
above equation. In addition, if we follow the minimum problem, the final nonlinear programming 
equations which also represent the nonlinear regression equations are 
rain 
subject o 
Z Ym-°~Xi Xl(co) (yL _cLxi) _}_ (yiR--c Xi) 
2 2 i=l 
+ 
ym _ (1 - )~)yL > o~Xi - (1 - )~)cLxi, 
C L, C R ~ O. 
(12) 
4.2. Two-Step OERI Approach 
Since the objective function in the minimum problem only considers the minimization of the 
overall spread width of the estimated ~ value and it did not consider the minimization of the 
error of the center values between the estimated Y/value and the actual Y, value, the estimated 
center value in the minimum problem is not good. Savic and Pedrycz [6] in 1991 suggested the 
use of a two-step method to improve the approach• Basically, the two-step approach is that in 
the first step, the least square method is used to obtain the center value of the estimated Y~, that 
is, the & value• Using this obtained &, the regression equation is solved again• This two-step 
method will be used in the present investigation• First, use the least square method to obtain 
the estimated center value & for the parameter Aj, then using this newly obtained center value, 
the above equation is solved• 
4.3. Diamond's Approach (~zzy  Least Squares; FLS) 
When the membership function equals A, the two end points of the estimated interval are 
aXi - (1 - )~)cLxi and c~Xi + (1 - )~)CRXi, and the two end points of actual interval are 
ym _ (1 - £)yi and y~ + (1 - A)yR. Thus, the minimization of the square of the difference 
270 Y.-S. CHEN 
between the estimated and the actual values can be represented by 
N 
min E { [ym _ (1 - A)y L - (aX i -  (1 - A)cLxi)] 2 
/=1 
+ [Yr + (1 - A)y R - (aX,  + (1 - A)cRxO] 2} 
N 
-- min E {[the left end point difference at A-level] 2 
i=l  
+ [the right end points difference at A-level]2}. 
Using matr ix notation and Model A as an example, we have 
(x'x) ~L = x'?L, 
(x'x) aR = x'qR, 
where 
and 
Thus, 
x~ = [y~n _ (1 - A)y L, y~n _ (1 - A)yL , . . . ,  y~ -- (1 -- A)yL] , 
~ _- [y~n + (1 - A)y R, y~n + (1 - A)yR, . . . ,  y~ + (1 - A)yNR] , 
if'}., = [d:o - (1  - ~)ek ,  (~ 1 - -  (1 - A)CL,&2 - (1 - A)G'L] ,  
6~ = [&o + (1 - )~)OOR,E~I + (1 - A)e~,&2 + (1 - A)CR] , 
(13) 
(14) 
(15) 
X21 X~I 
X = . . . (16) 
XN1 X21J 
~L ~-~ (XtX)  -1 XtYL ,  
(17) 
~n = (X'X) -1 X'~n. 
Considering the triangular membership function Ao, the two end points and the center value 
can be obtained from the estimated ao - (1 - A)Co L and ao + (1 - A)Co R for any different values 
of A. When A = 0, we can obtain &o - Co L and &o + Co R, and when A = h, we can also obtain 
&o - (1 - h)C L and &o + (1 - h)Co R. From Figure 3, the above obtained values should satisfy the 
following relationship: 
- Oo ) + Oo - + 
- (is) 
e L 1 eo R 
f 
A-~O ~=h ~o 
t 
i 
~t~h 
~+( l -h )~ R
A=O 
Figure 3. Estimation of Ao at different A-leveL 
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After obtaining Co L and C0 R, we can obtain &0. However, since C0 L and E R must > 0, the 
following adjustment procedure is necessary. 
(1) If e L and C0 R both less than 0, then A0 = (&0,-Co n, --cL). 
(2) I fC  L < 0, Co R > 0, and [ORI > IELI, then Ao = (&o,0, CoR). 
(3) I fC  L < 0, Eo R > o, and IEoRI < IcoLI, then Ao = (&o, 0, --CL). 
(4) I fC  L > 0, O ff < 0, and [OR[ < IEoLI, then Ao = (&o,EL,0). 
(5) I fC  L > 0, E R < 0, and IcoRI > IC~l, then Ao = (~o,-Cft, 0). 
After going through the above procedure, the value of the parameter Ao can be obtained. The 
values of the parameters A1 and A2 can also be obtained in a similar way. For convenience, this 
Diamond's approach will be referred to as the fuzzy least squares approach (FLS). 
4.4. The Performance Criterion 
Various criteria can be used to study and to compare the effectiveness of the proposed ap- 
proaches. In the present investigation, the average of the absolute differences between the es- 
timated and the observed values is used. There are three parts for the actual output variable 
y /  ~ m L m (Yi , Yi, Y/R): the upper limit of the interval (Yi + y/R), the center or the mode Yim, and the 
lower limit of the interval (y~n _ yL). This is also true for the estimated output variable ~: the 
upper limit of the estimated interval (&Xi + CRXi), the center (&Xi), and the lower limit of the 
estimated interval (&X~ - cLxi). Thus, the performance criterion can also be divided into the 
following three parts. 
(1) The criterion for the upper limit of the interval: 
N 
(19) 
(2) The criterion for the center or the mode: 
N 
N 
E (y7 - y )2 
i=1 
(20) 
where ~m = }-~N=I ym/N" Notice that the better the proposed approach, the nearer to one 
the criterion is. 
(3) The criterion for the lower limit of the interval: 
N 
(21) 
5. S IMULAT ION 
In order to investigate the effectiveness of the proposed approaches, the nonlinear programming 
equations for the fuzzy quadratic regression problems listed in the previous ection are solved 
by assuming various values and by the use of simulation and nonlinear programming. The soft- 
wares used are: QS3 for solving the nonlinear programming problems and the Minitab statistical 
software for simulation and statistical analysis. 
272 Y.-S. CHEN 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
~k ' 'One 'S tepOERl  [ ~--~ 
Two-Step OERI  [ 
-Fuzzy Least SquaresJ :' ;, 
: " 
" : " ,  : : A 
. ,,, . , , 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Group 
(a) Criterion for the upper limit. 
lg 
1.20 
1.00 
0.80 
0,60 
0,40 
0.20 
0.00 
One -Step OER1 
Two -Step OERI 
Fee.zv Least Square= 
if-, 
'. z' 
i " 
"k°. 
1 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23 24 
(b) Criterion for the center. 
.r-, 
o 
¢3 
go 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
:- ~- -  One-Step OER1 
-- Two-Step OERI 
*--F=~y ~ Squares : 
, • w 
& 
• s • • r" 
~ Group 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
(c) Criterion for the lower limit. 
Figure 4. Comparison among one-step OERI, two-step OERI, and FLS--Model A, 
N =  10. 
5.1.  S imula t ion  Based  on  Mode l  A 
The Model A regression equation is repeated in the following: 
Model A: Y i = A o + A I X i l + A 2 X ~ I ,  i = 1 ,2 , . . . ,N .  (22) 
The procedure for obtaining the simulation results using Model A are listed in the following. 
(1) In order to investigate the influences of the input variable on the proposed approaches, 
the following two sets of samples are assumed. 
(a) Xil -- 1,2, 3 , . . . ,  10, a total of ten samples with intervals of 1, or N ---- 10. 
(b )  Xi l  = 0.5 ,  1, 1 .5 ,  2 , . . .  , 9 .5 ,  10, a total of 20 samples with intervals of 0.5, or N = 20. 
(2) The triangular fuzzy numbers Ai, i = 0, 1,2, are all convex and normal fuzzy numbers. 
Furthermore, A0 and A1 are symmetric fuzzy numbers. Whether the output variable yi 
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(c) Estimates of the lower limit. 
Figure 5. Comparison between estimates and true values for the three approaches at
Group 20---Model A, N = 10. 
is approximately symmetr ic  or not is decided by the parameter  A2. If  the output  is ap- 
proximately symmetric,  then A2 should be symmetric,  and if the output  is nonsymmetr ic ,  
then A2 should be nonsymmetric.  
(3) Fifty separate numbers are generated for every sample value of Xi l .  Substitut ing these 
50 numbers into Model A and with the given membership functions for Ai, i = 0, 1,2, 50 
output  variable values can be obtained. The fuzzy membership function for the output  
variable is obtained by letting the average of these 50 outputs be y~,  the max imum among 
these 50 outputs minus the average, or minus ym, be yi R, and the average minus the smallest 
among the 50 outputs be yL. In this way, we produce N groups of (" m . L . R~ ~,Yi ~g i  ~Y i  )~ where N 
is the number of samples as shown in (1) above. 
In order to investigate the influence of membership functions on the output  results, 
24 groups of tr iangular membership functions for Ai, i -- 0, 1, 2, are produced and listed 
in Appendix 1. Groups 1-12 are unsymmetr ical  tr iangular membership functions and 
Groups 13-24 are symmetr ic ones. In order to investigate the influence of the relative 
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Figure 6. Comparison among one-step OERI, two-step OERI, and FLS--Model A, 
N= 20. 
(4) 
values in the membership function on the results, some groups have a much larger absolute 
center value for A0 than the absolute center value for A1 (Groups 5-8 and 17-20) and 
some groups have a much larger absolute center values for A1 than the absolute center 
values for A0 (Groups 9-12 and 21-24). 
(Yi ,Y i ,Y i  ) obtained in (3) can be used to obtain the The N groups of numbers for m L R 
estimated outputs for the three proposed quadratic regression approaches, namely, the one- 
step OERI, the two-step OERI, and the approach due to Diamond or the FLS approach. 
After the solutions are obtained, the performance criteria can also be obtained based on 
the definition given in the Section 4.4. 
5.2. Analys is  of  Resul ts  Based on Mode l  A 
5.2 .1 .  (a) The  N = 10 sample  data  
From Figure 4b, it can be seen that the two-step OERI and the FLS obtain the same estimated 
center value for ~ and also that the center value obtained by the two-step is much better than 
that obtained by the one-step. Furthermore, the center value result for Groups 19 and 20 is quite 
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Figure 7. Comparison between before/after adjustment for the FLS estimates at 
Group 21. 
bad. To study this effect in more detail, Figure 5 plotted the output variable against the sample, 
Xil, for Group 20 with N = 10. Although the two-step approach improved the estimation of the 
center value, it did not reduce the effectiveness in estimating the upper and the lower limits. This 
can be seen clearly from Figures 5a and 5c, where the two-step approach for the estimation of 
the two limits are approximately the same as that obtained by the one-step approach. Compared 
with the results obtained by FLS, the OERI approaches obtain better estimates for the upper 
and lower limits. 
In conclusion, the one-step and two-step approaches obtain better upper and lower limits than 
the FLS approach. For the center value, two-step and FLS obtain better estimates than the 
one-step approach. 
5.2 .2 .  (b)  The  N = 20 sample  data  
In this case, the center value estimates ( ee Figure 6) have the same conclusion as in the N --- 10 
case. As for the estimation of the two limits, there is some improvement for the FLS approach 
than when N = 10. It appears that as the sample size increases, the FLS approach becomes 
better. However, the results for the FLS approach for the estimation of the two limits is still 
inferior to the other two approaches. This is especially true for Groups 19 to 21 (see Figures 6a 
and 6c). To study these groups in more detail, the obtained parameters before/after the final 
adjustment for Model A, Group 21, using the FLS approach are listed in Table 1. 
Figure 7 shows the estimated variable by using the values listed in Table 1 and by using the 
FLS quadratic regression. These figures show clearly the influence of the final adjustment. The 
problem with the FLS approach is that it cannot guarantee the values of 0 L and ~R always 
larger than or equal to zero. If the results are less than zero and in order to obey the definition 
of fuzzy numbers, adjustment must be made. As a result of this adjustment, the estimated two 
limits are not as good. This is the main disadvantage of the FLS approach. 
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(c) Criterion for the lower limit. 
Figure 8. Comparison among one-step OERI, two-step OERI, and FLS--Model B. 
Table 1. Estimation of parameters Ao, A1, A2 before/after the final adjustment for 
Model A, Group 21. 
Before Adjustment After Adjustment 
Estimation of 
Parameters &i ~L ~/R ai ~L ~/R 
A0 -1.0649 -20.7819 9.4093 -1.0649 0 20.7819 
A1 58.3343 40.5006 18.5641 58.3343 40.5006 18.5641 
A2 0.0768 -1.6371 0.6973 0.0768 0 1.6371 
5.3 .  S imula t ion  Based  on Mode l  B 
The Model  B regression equat ion  is repeated in the following: 
Model  B: Y~j = Ao + A1X~I + A2X~2 + A3XilX32, 
i= l ,2 , . . . ,nb  j - - -1 ,2 , . . . ,n2 .  
(23) 
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As in the previous section, the simulation results can be obtained by using the following 
procedure. 
(1) The values for the input variables, Xil and Xj2, are: 
Xil =1,2 , . . . ,10  and X j2=l ,2 , . . . , lO .  
Considering all possible combinations between Xil and Xj2, the number of total samples 
is N = 100. 
(2) Again, 24 groups of triangular membership functions are produced (see Appendix 2). All 
these triangular membership functions are symmetric. As in the previous ection, the 
relative absolute center values are varied so that the influence of these variations can be 
studied. 
5.4. Analysis of Simulation Results Based on Model B 
Again, the same center value estimates are obtained for both the two-step and the FLS ap- 
proaches (see Figure 8). Also, it appears that as N becomes larger, the FLS approach becomes 
more superior than the other two. 
The results for the two limits using the FLS approach are very bad for Groups 17 to 24. To 
analyze the fact further, the estimated parameters before/after the final adjustment for Group 17 
are listed in Table 2. It was discovered that the values of the performance criteria for the two 
limits are very different between before and after adjustment. The criteria for the upper and lower 
limits before adjustment are 8.9319 and 8.3009, respectively, and become 41.739 and 41.807 after 
adjustment, respectively. This is due to the fact that, after adjustment, the estimated parameter 
values can no longer satisfy the original conditions and the equations. 
Table 2. Estimation of parameters A0, A1, A2, A3 before/after the final adjustment 
for Model B, Group 17. 
Before Adjustment After Adjustment 
Estimation of 
Parameters &i ~L ~n &i ~,~ ~,/n 
Ao 10.7368 -5.3786 -11.8428 10.7368 11.8428 5.3786 
A1 50.1403 12.8928 13.7687 50.1403 12.8928 13.7687 
A2 4.9147 3.6460 5.8866 4 .9147 3 .6460 5.8866 
A3 0.9726 -0.2601 -0.5504 0 .9726 0 .5504 0.2601 
6. CONCLUSIONS 
The advantages and problems of the three proposed regression approaches are briefly summa- 
rized in this conclusion. However, it must be emphasized that the results are only preliminary 
ones. 
(2) 
One-step OERI approach. When the sample size is small, this approach obtains good 
estimates for the upper and lower limits, but the estimated center value is inferior. When 
the sample size is large, this approach is inferior based on the performance criteria. It 
seems also to take a longer computation time when this approach is used and when the 
sample size is large. In conclusion, this approach should be used when the sample size is 
small. 
Two-step OERI approach. The main difference between the one-step and the two-step 
approaches i that the latter gives much better center value estimates than the former. 
When the sample size is small, this approach is better than the other two. However, as 
the sample increases, FLS improves. 
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(3) Diamond's  least square approach (FLS). When the sample size is small, this approach is 
not as good as the other two. However, as the sample size increases, this approach becomes 
a better  approach. Thus, we suggest using this approach for large sample size problems. 
However, the disadvantage of this approach is that it cannot guarantee the values of e L 
and ~n always nonnegative. When these values are negative values, adjustment must be 
made. The problem is that  after the adjustment, the values of e L and ~R cannot satisfy 
the original solution and result in inferior estimates. 
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APPENDIX  1 
Membership functions for Ai, i = 0, 1, 2--Model A. 
Group 
1 T(5, 2, 8) 
2 T(-5, -8, -2) 
3 T(5, 2, 8) 
4 T(-5, -8, -2) 
5 T(100, 40, 160) 
6 T(-100,-160, -40) 
7 T(100, 40, 160) 
8 T(-100, -160, -40) 
9 T(10, 4, 16) 
10 T(-10, -16, -4) 
11 T(10, 4, 16) 
12 T(-I0,-16,-4) 
13 T(5, 2, 8) 
14 T(-5, -8, -2) 
15 T(5, 2, 8) 
16 T(-5, -8, -2) 
17 T(100, 40, 160) 
18 T ( -  100, -160, -40) 
19 T(100, 40, 160) 
20 T ( -  100, -160, -40) 
21 T(10, 4, 16) 
22 T(--10, -16, -4) 
23 T(10, 4, 16) 
24 T ( -  10, -16, -4) 
Ao AI A2 
T(4, 2.5, 5.5) 
T(4, 2.5, 5.5) 
T(-4, -5.5, --2.5) 
T(-4, -5.5, -2.5) 
T(10, 8.5, 11.5) 
T(10, 8.5, 11.5) 
T(-10,-11.5,-8.5) 
T(-10,-11.5,-8.5) 
T(50, 20, 80) 
T(50, 20, 80) 
T(-50, -80, -20) 
T(-50, -80, -20) 
T(4, 2.5, 5.5) 
T(4, 2.5, 5.5) 
T(-4, -5.5, -2.5) 
T(-4, -5.5, -2.5) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.o8, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(0.1, 0.08, 0.14) 
T(3, 2,7, 3.3) 
T(3, 2.7, 3.3) 
T(3, 2.7, 3.3) 
T(3, 2.7, 3.3) 
T(10, 4, 16) 
T(10, 4, 16) 
T(-  10, -16, -4) 
T(-  10, -16,-4) 
T(50, 20, 80) 
T(50, 20, 80) 
T(-50, -80, -20) 
T(-50, -80, -20) 
T(1, 0.4, 1.6) 
T(1, 0.4, 1.6) 
T(1, 0.4, 1.6) 
T(1, 0.4, 1.6) 
T(1, 0.4, 1.6) 
T(I, 0.4, 1.6) 
T(1, 0.4,1.6) 
T(1, 0.4, 1.6) 
T(a, b, c): T--triangular function; a---center value; b---left end point; c--right end 
point. 
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Membership functions for Ai, i = 0, 1, 2, 3--Model B. 
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Group 
1 T(5, 2, 8) 
2 T(--5, -8, --2) 
3 T(5, 2, 8) 
4 T(5, 2, 8) 
5 T(-5, -8, -2) 
6 T(-5, -8, -2) 
7 T(5,2,8) 
8 T(-5, -8, -2) 
9 T(100, 40, 160) 
10 T ( -  100, -160, -40) 
i i T(100, 40, 160) 
12 T(100, 40, 160) 
13 T(--100,-160,-40) 
14 T(-100, -160, -40) 
15 T(100, 40, 160) 
16 T ( -  100, -160,-40) 
17 T(10, 4, 16) 
18 T( -10, -16, -4)  
19 T(10, 4, 16) 
20 T( 10, 4, 16) 
21 T( -10, -16, -4)  
22 T ( -  10, -16, -4)  
23 T(10, 4, 16) 
24 T( -10, -16, -4)  
T(a, b, c): 
point. 
Ao A1 A2 A3 
T(4, 2.5, 5.5) 
T(4, 2.5, 5.5) 
T(-4, -5.5, -2.5) 
T(4, 2.5, 5.5) 
T(-4, -5.5, -2.5) 
T(4, 2.5, 5.5) 
T(-4, -5.5, -2.5) 
T(-4, -5.5, -2.5) 
T( 10, 4, 16) 
T(10, 4, 16) 
T(-10, -16,-4) 
T(10, 4, 16) 
T(-10,-16,-4) 
T(10, 4, 16) 
T(-  10, -16, -4) 
T(- 10, -16, -4) 
T(50, 35, 65) 
T(50, 35, 65) 
T(-50, -65, -35) 
T(50, 35, 65) 
T(-50, -65, -35) 
T(50, 35, 65) 
T(-50, -65, -35) 
T(-50, -65, -35) 
T--triangular function; a---center value 
T(2, 0.5, 3.5) 
T(2, 0.5, 3.5) 
T(2, 0.5, 3.5) 
T(-2, -3.5, -0.5) 
T(2, 0.5, 3.5) 
T(-2, -3.5, -0.5) 
T(-2, -3.5, -0.5) 
T(-2, -3.5, -0.5) 
T(5,-1, 11) 
T(5,-1, 11) 
T(5,-1, 11) 
T(-5, - i i ,  I) 
T(5, - i ,  11) 
T( -5 , - l l ,  1) 
T(-5, -11, i) 
T(-5, -11, 1) 
T(5,-1, 11) 
T(5,-1, 11) 
T(5, -1, 11) 
T(-5, -11, 1) 
T(5,-1, 11) 
r(-5, - i i ,  i) 
T(-5, -11,  1) 
T ( -5 , - I i ,  I) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1,0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1, 0.7, 1.3) 
T(1,0.7, 1.3) 
T(1, 0.7, 1.3) 
b--left end point; c--right end 
