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UN THE´ORE`ME SUR LES ACTIONS
DE GROUPES DE DIMENSION INFINIE
JACQUES FE´JOZ AND MAURICIO GARAY
Re´sume´. L’objet de cette note est de donner, dans un cadre analytique, un
crite`re infinite´simal pour qu’un espace vectoriel soit localement homoge`ne
sous l’action d’un groupe. Notre approche diffe`re de celles qui recourent a`
un the´ore`me d’inversion locale (e.g. [3, 5] ou [4, The´ore`me 4.2.5]), par l’usage
crucial de la structure de groupe sous-jacente. Ceci permet, en particulier, de
remplacer l’estimation pour l’inverse de l’action de l’alge`bre de Lie en un plan
tangent arbitraire, par une estimation sur les vecteurs tangents en l’origine.
Notre de´monstration est base´e sur la me´thode ite´rative utilise´e par Kolmogo-
rov et Arnold dans leur de´monstration du the´ore`me des tores invariants [2, 1].
Le the´ore`me de cette note sera utilise´ dans des travaux ulte´rieurs.
A theorem on infinite dimensional group actions.
Abstract. We give an infinitesimal criterion, in the analytic setting, for a vec-
tor space to be locally homogeneous under some group action. Our approach
differs from those which resort to an inverse function theorem (e.g. [3, 4, 5]
or [4, The´ore`me 4.2.5]), because we use the underlying group structure in an
essential way. In particular, this allows to replace the estimate of the inverse
map of the Lie algebra action at an arbitrary tangent plane, by an estimate of
the vectors tangent at the origin. Our proof relies on the iterative method used
by Kolmogorov and Arnold in their proof of the invariant tori theorem [2, 1].
The theorem of this note will be used in subsequent works.
1. Un espace vectoriel E est dit e´chelonne´ s’il est re´union des e´le´me´nts d’une
famille de´croissante de sous-espaces de Banach (Es), s ∈]0, 1[, telle que les inclusions
Es+σ ⊂ Es, σ > 0, soient de norme au plus 1. Nous noterons B
E
s la boule unite´ de
Es centre´e en l’origine et BE l’union de ces boules.
Une application line´aire u : E −→ F entre deux espaces vectoriels e´chelonne´s est
k-borne´e si :
N(u) := sup
s<s+σ, x∈Es+σ
σk
|u(x)|s
|x|s+σ
< +∞.
De meˆme, une varie´te´ topologique X est dite e´chelonne´e si elle est munie d’une
famille croissante de varie´te´s diffe´rentielles banachiques Xs ⊂ X modele´es sur les
e´le´ments d’un espace vectoriel e´chelonne´ E.
2. Supposons qu’un ensemble G =
⋃
sGs soit muni a` la fois d’une structure
de groupe et de varie´te´ e´chelonne´e . La varie´te´ Gs n’e´tant pas ne´ce´ssairement un
groupe, les conditions de compatibilite´ sont plus subtiles que dans le cas des groupes
de Lie.
Par analogie avec la dimension finie, notons
exp : 2Bg → G, ξ 7→ eξ, 0 7→ 1
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un parame´trage local de G par un home´omorphisme commutant aux inclusions des
e´chelles. Nous notons log l’inverse a` gauche de cette application. Nous dirons que la
structure de varie´te´ e´chelonne´e (Gs) fait de G un groupe e´chelonne´ s’il existe κ > 0
tel que la loi interne induise des applications :
B
g
s+σ × σB
g
s → exp ((1 + σ)B
g
s ) ⊂ Gs, (ξ, η) 7→ e
ξeη
ve´rifiant les conditions :{
| log
(
eξ eη
)
|s ≤ |ξ|s+σ + |η|s
| log eξeη − ξ − η|s ≤ κσ
−1|ξ|s+2σ |η|s.
pour tous ξ ∈ Bgs+2σ, η ∈ σB
g
s .
3. Une action de groupe e´chelonne´ G =
⋃
Gs sur un espace vectoriel e´chelonne´
E =
⋃
Es est une action du groupe G sur E qui induit des applications de classe
C1 :
(σBgs )× Es+σ → Es, (ξ, x) 7→ e
ξ x.
Une telle action induit une action infinite´simale de g :
ξ : Es+σ → Es, ξ x :=
d
dt
∣∣∣∣
t=0
(
etξ x
)
pour tout ξ ∈ gs. Nous dirons que l’action ve´rifie une condition (Ac), c ≥ 1, si :
(Ac)
∣∣∣(eξ)−1 (ξ 0E)∣∣∣
s
≤ c σ−1|ξ|2s+2σ, , pour tout ξ ∈ B
g
s+2σ
ou` 0E de´signe l’origine dans E.
4. L’exemple que nous avons en teˆte est le suivant. Soit Us un syste`me fondamental
de voisinages d’un compact K ⊂ Cn. Notons Es l’espace des fonctions holomorphes
sur Us et continues sur l’adhe´rence de Us. Le groupe Ĝ des transformations bi-
holomorphes qui laissent K invariant peut eˆtre muni d’une structure de groupe
e´chelonne´ qui satisfait une condition (Ac) et qui de´finit une action e´chelonne´ sur
E =
⋃
Es. La structure de groupe e´chelonne´ est donne´e par la parame´trisation
eξ := id + ξ et l’action par gx = (a+ x) ◦ g−1 − a avec g = eξ.
Dans des travaux ulte´rieurs, nous conside`rerons le cas ou` n = 2d + l, K est de la
forme L × {0} ou` L ⊂ C2d est la partie re´elle d’une varie´te´ lagrangienne complexe
analytique, l’espace Cl est un espace de parame`tres et G ⊂ Ĝ est le groupe des
automorphismes de Poisson de C2d × Cl au voisinage de K.
The´ore`me. Soit G =
⋃
sGs un groupe e´chelonne´ agissant sur un espace vecto-
riel e´chelonne´ E =
⋃
sEs. Supposons d’une part que l’action ve´rifie une condition
(Ac), et que d’autre part l’application line´aire ρ : g −→ E, ξ 7→ ξ 0E posse`de un
inverse a` droite j qui soit k-borne´. L’espace E est alors localement G-homoge`ne,
plus pre´cise´ment :
εBEs ⊂ exp
(
B
g
s−δ
)
0E, ε =
δ2k+2
43k+4cN(j)2
,
pour tout δ ∈]0, s[ tel que δ ≤ 4N(j)1/(k+1).
5. L’hypothe`se sur j et la condition (Ac) permettent de de´finir une application
φ :
⋃
s,σ
(
σB
g
s+2σ
)
→ g, ξ 7→ j
(
eξ
)−1
ξ 0E
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et montrent que l’on a :
|φ(ξ)|s ≤ cN(j)σ
−k−1|ξ|2s+2σ
pour tout ξ ∈ σBgs+2σ. Fixons s < 1 et δ < s avec δ < 4N(j)
1/(k+1). Soit x ∈ εBEs ,
ε > 0, nous allons montrer que si ε est choisit suffisamment petit alors les images
successives de j(x) par φ, soit
ξn := φ
n(j(x)),
sont bien de´finies pour tout n ≥ 0 et tendent vers 0 dans Bgs−δ. Nous montrerons
ensuite que la suite (eξ0 ... eξn)n≥0 tend vers un e´le´ment g dans exp (B
g
s−δ). La suite
de´finie par :
x0 = x, xn+1 =
(
eξn
)−1
xn,
tend alors vers 0E dans E(s−δ)/2 de sorte que x = g 0E.
Soit donc (sn) la suite de´croissant vers s− δ de´finie par :
s0 = s, sn+1 = sn − 2σn avec σn = 2
−(n+2)δ,
et posons :
ε =
c δ
16σ0
∏
m≥0
(cN(j)σ−k−1m )
−2−m .
Nous ve´rifierons, par la suite, que cette valeur de ε co¨ıncide avec celle de l’e´nonce´.
Remarquons tout d’abord l’on a
(
2−4δ
)2n
≤ σn+1 pour tout n ≥ 0. Pour n = 0
c’est e´vident et une re´currence sur n donne
(2−4δ)2
n
=
(
(2−4δ)2
n−1
)2
≤ (σn)
2 = 2−2(n+2)δ ≤ σn+1.
Supposons construits les termes ξ0, . . . , ξN de la suite. Le lemme suivant montre
que ξN appartient au domaine de de´finition de φ et que l’on peut par conse´quent
construire la suite (ξn) de proche en proche.
Lemme 1. Pour tout 0 ≤ n ≤ N , on a l’ine´galite´ :
|ξn|sn+1 ≤
(
2−4δ
)2n
.
De´monstration. Nous allons montrer, par re´currence sur n, l’estimation :
|ξn|sn+1 ≤ (2
−4δ µn)
2n avec µn :=
∏
m≥n+1
(cN(j)σ−k−1m )
−2−m .
Cette estimation est plus pre´cise que celle du lemme car, d’apre`s l’hypothe`se sur
δ, on a cN(j)σ−k−1m ≥ 1 pour tout m, donc µn ≤ 1. Pour n = 0, l’hypothe`se sur j
applique´e a` ξ0 = j(x) montre que l’on a :
|ξ0|s1 ≤ N(j)σ
−k
0 |x|s1+σ0 ≤ N(j)σ
−k
0 |x|s0 ≤ N(j)σ
−k
0 ε = 2
−4δ µ0.
Supposons maintenant que |ξn−1|sn ≤ (2
−4δ µn−1)
2n−1 .
L’hypothe`se sur j et la conditionne (Ac) donnent alors l’estimation :
|ξn|sn+1 = |φ(ξn−1)|sn+1 ≤ cN(j)σ
−k−1
n |ξn−1|
2
sn .
En utilisant l’hypothe`se de re´currence, on obtient :
|ξn|sn+1 ≤ cN(j)σ
−k−1
n
(
2−4δµn−1
)2n
=
(
2−4δ µn
)2n
,
ce qui ache`ve la de´monstration du lemme. 
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6. Nous allons montrer que la suite de´finie par :
γ0 := ξ0, γn+1 := log
(
eγn eξn+1
)
peut eˆtre construite de proche en proche et qu’elle converge dans la boule Bgs−δ.
Supposons construits les termes γ0, . . . , γN de la suite. Comme le groupe G est
e´chelonne´, la loi interne induit une application
Bgsn+1 × σn+1B
g
sn+2 → B
g
sn+2 , (γ, ξ) 7→ log e
γ eξ.
Le lemme suivant montre que la suite (γn) peut-eˆtre construite de proche en proche
dans la boule Bgs−δ.
Lemme 2. Pour tout n ≤ N , on a l’ine´galite´ |γn|sn+1 ≤ 1.
De´monstration. Nous allons montrer, par re´currence sur n, l’estimation |γn|sn+1 ≤
gn, avec
g0 := 2
−4, gn :=
(
1 + 2−2
n+1
)
gn−1 + 2
−2n+1.
Cette estimation est plus pre´cise que celle du lemme parce que (gn) est majore´e
par 1. En effet, une re´currence sur n montre que l’on a :
1 + gn =
∏
1≤m≤n
(
1 + 2−2
m+1
)
,
et par conse´quent :
log(1 + gn) ≤ 2
−4 +
∑
m≥1
2−2
m+1
≤ 2−4 +
∑
m≥1
2−4
m
=
1
16
+
1
28
< log 2.
Puisque γ0 = ξ0, l’estimation voulue est vraie au rang n = 0 d’apre`s le lemme 1.
Supposons la proprie´te´ satisfaite au rang n− 1. Commme G est e´chelonne´, on a :
|γn|sn+1 ≤ |ξn|sn+1 + σ
−1
n |ξn|sn+1 |γn−1|sn + |γn−1|sn .
Dans le membre de droite, d’apre`s le lemme 1 et l’hypothe`se de re´currence, les trois
termes peuvent eˆtre majore´s respectivement par 2−2
n+1
, 2−2
n+1
gn−1 et gn−1, et
nous obtenons donc :
|γn|sn+1 ≤
(
1 + 2−2
n+1
)
gn−1 + 2
−2n+1 = gn,
ce qui de´montre le lemme. 
Lemme 3. La suite (γn) converge dans la boule B
g
s−δ.
De´monstration. En substituant log
(
eγn−1 eξn
)
a` γn puis en appliquant l’ine´galite´
triangulaire, nous obtenons :
|γn − γn−1|sn+1 ≤ |ξn|sn+1 + | log e
γn−1 eξn − γn−1 − ξn|sn+1 .
En utilisant le fait que G est e´chelonne´, le membre de droite se simplifie :
|γn − γn−1|sn+1 ≤ |ξn|sn+1 + κσ
−1
n |γn−1|sn |ξn|sn+1 ,
et par conse´quent, en utilisant le lemme 1, il vient :
|γn − γn−1|s−δ ≤ |γn − γn−1|sn+1 ≤ 2
−2n+2 + κ2−2
n+1
≤ (1 + κ)2−2
n+1
,
d’ou` la convergence souhaite´e. 
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Il ne nous reste plus qu’a` calculer ε. En substituant 2−(n+2)δ a` σn dans la
de´finition de ε on obtient :
ε =
c
4
∏
m≥0
(
δk+1
cN(j)2(k+1)(m+2)
)2−m
,
soit
log ε = log
c
4
+

∑
m≥0
2−m

 log δk+1
cN(j)4k+1
−

∑
m≥0
m2−m

 log 2k+1
ce qui donne bien la valeur annonce´ car
∑
m≥0 2
−m =
∑
m≥0m2
−m = 2. Le
the´ore`me est de´montre´.
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