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Abstract-This paper proves that a block-based procedure for inverting a nonsingular matrix is 
cheaper than the element-based procedure. This result can provide a useful strategy to the inverse 
of large scale matrices. 
1. INTRODUCTION 
Inverting a nonsingular matrix continues to be one of the first class issues in scientific and 
engineering computing. The major concern about the inverse is the computational cost. Reducing 
the complexity has become a tendency toward large scale computations. This work analyzes the 
complexity of the author’s decomposition [1,2], and proves that a block-based procedure is of less 
complexity than the element-based procedure. 
The author’s decomposition provides a new feature in inverting a nonsingular matrix, which 
decomposes a nonsingular matrix [A] directly into [A]-‘. For a general nonsingular matrix, the 
inverse of [A] is written as [A]-’ = [L][D][U], in which [L] is a lower triangular matrix with unit 
diagonal coefficients, [D] is a diagonal matrix, and [U] is an upper triangular matrix with unit 
diagonal coefficients. The procedure for decomposing [A] into [A]-’ = [L][D][U] is as follows [2]: 
For j = n * 1 with step (-l), do 
(a) For i = j + 1 4 n with step 1, do 
n 
Aji c Aji + c 24jk * Aki. (1) 
k=i+l 
(b) For i = n - j + 1 with step (-I), do 
i-l 
Aji t -Aji * Aii - C Ajk * Akk * Aki* 
k=j+l 
(2) 
CC> Ajj + 
1 
Ajj + C;=j+i Ajk * Akj ’ 
(3) 
(d) For i = j + 1 - n with step 1, do 
Aij + Aij + 2 Aik * Akj. 
k=i+l 
(4) 
(e) For i = n --) j + 1 with step (-l), do 
i-l 
Aij + -Aii * Aij - C Aik * Akk * Akj. 
k=j+l 
Eqs. (l)-(5) are identified as element-based procedure. After decomposition, the lower triangular 
part of [A] is [L], the diagonal part of [A] is [D], and the upper triangular part of [A] is [V]. In 
practical applications, writing [A]-’ in the form of [L][D][U] is sufficient, and then the solution 
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of [A](X) = {B} is computed as {X} = [L][D][U]{B}. H owever, for the representation of a 
single matrix for [A]-‘, the implementation of [L][D][U] is necessary. An economical procedure 
for-implementing the product of [L][D][U] without additional computer memories is as: 
For j = 2 + n, do (a) 
(a)Fora=l+j-1, do 
Aij + Aii * Aij a 
For j = n + 1 with step (-l), do (b) and (c). 
(b) For i = j + 1 --t n, do 
(6) 
Aij + 2Aik *Akj. 
k=l 
(7) 
(c) For i = j ---f 1 with step (-l), do 
i-l 
Aij t Aij + c Aik * Akj. 
k=l 
If a matrix [A] of order (n x n) is partitioned into a (2 x 2)-block matrix as 
[A111 [A121 
[A1 =[ [A211 M I ’ (9) 
where [Aij] is a submatrix, then Eqs. (l)-(5) may be simplified as 
(1) [-422] + [-4221-l 
(‘4 [A121 + -I-412lh4221 
(3) [A111 - [[Al11 + [A121[A2111-~ 
(4) [A211 + -[A22][A21]. 
The decomposed matrix obtained from Eqs. (lo)-(13) represents 
(8) 
(10) 
(11) 
(12) 
(13) 
Eqs. (lo)-(13) are a block-based procedure for inverting [A]. Then, the matrix [A]-’ may be 
carried out by the product of [L][D][U] as 
[41I[A12] 
[A1-1 = [ IAi$kl [A211[AdA12] + [A221 * I (14) 
The purpose of this paper is to compare with the complexities between Eqs. (l)-(8) and 
Eqs. (lo)-(14). 
2. THE ELEMENT-BASED PROCEDURE 
Let n be a multiple of 2, and each submatrix [Aij] in Eq. (9) is of order (5 x 2). The number 
of arithmetic (floating point) operations for the element-based procedure is analyzed as follows. 
LEMMA 1. The number of arithmetic operations for the element-based procedure as shown in 
Eqs. (l)-(5) for inverting [A] of order (n x n) into [A]-’ = [L][D][U] is gn3 - 2n2 + $n. 
PROOF. Eq. (1) has (n - i) additions and (n - i) multiplications, a total of (2n - 2i) arithmetic 
operations, so that the number of operations required by Step (a) is 
ibe 2n - 2i = a n3 - n2 + 4 71. 
j=l i=j+l 
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Eq. (2) has (i-j) su bt ractions and (2i- 2j - 1) multiplications, a total of (3i- 3j - 1) operations, 
so that the number of operations required by Step (b) is 
22 
j=l i=j+l 
3i - 3j - 1~ i n3 - i n2. (16) 
Eq. (3) has (n - j) additions, (n - j) multiplications, and 1 division, a total of (2n - 2j -I- 1) 
operations, so that the number of operations required by Step (c) is 
2n - 2j + 1 = n2. (17) 
j=1 
Since the arithmetic operations in Eq. (4) are equal to Eq. (l), and the arithmetic operations in 
Eq. (5) are equal to Eq. (2), the total number of operations required by Steps (a)-(e) is 
This completes the proof. I 
LEMMA 2. The number of operations for the product of [L][D][U], each of which is of order 
(n x n), as shown in Eqs. (S)-(S) is in3 - in. 
PROOF. Eq. (6) has 1 multiplication, so that the number of operations required by Step (a) is 
n j-1 
cc (18) 
j=2 is1 
Eq. (7) has (j - 1) additions and j multiplications, a total of (2j - 1) operations, SO that the 
number of operations required by Step (b) is 
n f:c 
j=l i=j+l 
2j - 1 = f n3 - k n2 + $ n. (19) 
Eq. (8) has (i - 1) additions and (i - 1) multiplications, a total of (2i - 2) operations, SO that 
the number of operations required by Step (c) is 
j 
kc 
j=l i=l 
2i - 2 = f n3 - f 12. (20) 
By Eqs. (18)-(20), the number of operations is in3 - in. This completes the proof. I 
The total number of operations for inverting [A] into [Al-l by the element-based procedure may 
be obtained by the summation of the results shown in Lemmas 1 and 2, which can be written as: 
LEMMA 3. The number of operations for inverting [A] f d o or er n x n) into [A]-’ by the element- ( 
based procedure is zn” - 2n2 + $n. 
3. A BLOCK-BASED PROCEDURE 
When dealing with a block-based procedure as shown in Eqs. (lo)-(14), the operations of 
matrix multiplication and matrix addition are necessary. The complexities in implementing such 
matrix operations are well-known that the number of operations for the product of two (n x n) 
matrices is 2n3 - n2, and the number of operations for the addition/subtraction of two (n x n) 
matrices is n2. Based upon Lemma 3, the operations required by a block-based procedure may 
be written as shown in Lemma 4. 
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LEMMA 4. The number of operations for inverting [A] f o or er n x n) into [A]-’ by a block-based d ( 
procedure as shown in Eqs. (1 O)-(14) js $n3 - %n2 + in, which is an3 - $n2 operations cheaper 
than the element-based procedure. 
PROOF. The matrix operations required in Eqs. (lo)-( 14) w h ere each matrix is of order ($ x t) 
include 2 inverse operations, 4 addition operations, and 6 multiplication operations. Therefore, 
the number of operations required by the block-based procedure is 
Furthermore, the difference between the results in Lemma 3 and Eq. (21) is an3 - fn2. This 
completes the proof. I 
Lemma 4 shows an important result that the complexity in inverting a nonsingular matrix can 
be reduced by a block-based procedure. Since the total reduced operations are in the order of n3, 
the result provides a useful concept to the inverse of large scale matrices. In Lemma 4, the inverse 
operations in Eqs. (10) and (12) are implemented by the element-based procedure. Certainly, 
such inverse operations also can be done by other block-based procedures so as to make further 
reductions in arithmetic operation. A strategy for recurrently employing block procedures is 
discussed in the following section. 
4. A RECURRENT STRATEGY 
When inverting a matrix of order (n x n), Lemma 4 performing a block procedure reduces 
in” - in2 arithmetic operations. In this strategy, all the inverse operations as shown in Eqs. (10) 
and (12) are implemented by block-based procedures; for example, the matrix [A221 of order 
($ x P) is partitioned into a (2 x 2)-block matrix, and then apply another block-based procedure 
to the inverse of [A22], which may reduce a($)“-$(:)” p o era ions. t Since a block-based procedure 
has 2 inverse operations, the operations reduced in Eqs. (10) 
are 2[+(;)” - +(:)“I. Similarly, 
and (12) by block-based procedures 
we can continuously apply block-based procedure to each inverse 
operation. The total reduced arithmetic operations in this strategy become 
[a (n)3 - t (n)‘] + 2 [i (i)3 - i (;)‘I + , . . + 2*%2(“/2) 
x [; (2w&2,,3-f (2k%a.,,,2] = :n3-n2++ 
This leads to the following result. 
LEMMA 5. RecurrentJy applying block-based procedure to each inverse operation may reduce 
$3 - n2 + $n arithmetic operations where n is the order of matrix. 
1. 
2. 
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