In the context of the Industrial Internet of Things, communication technology, originally used in home and office environments, is introduced into industrial applications. Commercial off-the-shelf products, as well as unified and well-established communication protocols make this technology easy to integrate and use. Furthermore, productivity is increased in comparison to classic industrial control by making systems easier to manage, set up and configure. Unfortunately, most attack surfaces of home and office environments are introduced into industrial applications as well, which usually have very few security mechanisms in place. Over the last years, several technologies tackling that issue have been researched. In this work, machine learning-based anomaly detection algorithms are employed to find malicious traffic in a synthetically generated data set of Modbus/TCP communication of a fictitious industrial scenario. The applied algorithms are Support Vector Machine (SVM), Random Forest, k-nearest neighbour and k-means clustering. Due to the synthetic data set, supervised learning is possible. Support Vector Machine and k-nearest neighbour perform well with different data sets, while k-nearest neighbour and k-means clustering do not perform satisfactorily.
INTRODUCTION
Since the appearance of industrial control in the 1970's, industry has been looking for ways to improve production. At first, hardwired sensors and actuators were employed, followed by so-called Supervisory Control And Data Acquisition (SCADA) systems in the 1980's and '90's. With the emerging computational and communication technology, the automation pyramid, as depicted in figure 1, arose. It categorised the industrial networks according to their function: Resource and production planning was done on the two topmost layers, four and five. SCADA systems are located at the third layer. Programmable Logic Controller (PLC)s can be found on the second layer, while sensors and actuators are placed on the first layer. This has been possible mainly due to Commercial Off The Shelve (COTS) products that are interchangeable and configurable. Many of the newly introduced network protocols either base on the Ethernet-protocol on layer 2 of the Open System Interconnection (OSI)-model, such as EtherCAT [14] and Modbus [29, 30] [28, 29] , ProfiNET [35] and OPC Unified Architecture (UA) [34] . After integrating communication protocols, based on the OSI-model, and introducing reprogrammable industrial computers, so-called PLCs, industrial and automation networks are being opened to insecure networks. The arising Industrial Internet of Things (IIoT) requires interconnectivity of networks, accessibility and availability of resources, also outside of trust boundaries. A common assumption of early SCADAimplementations was that networks were physically separated from public networks [21] , breaking the trust boundaries creates a multitude of novel threats and attack vectors [11, 21, 52] . Attackers have identified industrial networks as valuable targets. Widespread botnets provide easy opportunities to probe and capture unprotected Internet of Things (IoT)-devices [16] . This novel threat landscape necessitates new approaches for intrusion detection and attack prevention. Machine learning technologies, and methods of artificial intelligence have proven that they provide vast capacities for solving problems that were hard to solve otherwise.
The remainder of this work is structured as follows: Related work in artificial intelligence and machine learning for intrusion detection in industrial networks is presented in section 2. After that, the employed data set is presented in section 3. First, Modbus/TCP is presented as a protocol. Second, the data set is evaluated, and third, features are derived. The algorithms for anomaly detection and their application on the data set is described in section 4. Results are discussed in section 5. Finally, a conclusion is drawn in section 6.
RELATED WORK
Intrusion detection in office Information Technology (IT) environments is a well-researched and well-established area. Tools, such as Bro [36] and Snort [43] , are commonly used and maintained by a widespread user base. They allow for easy integration of custom rules and make efficient firewalls and systems for detecting attackers and intrusions. The same holds for data sets of host and network traffic. There are numerous data sets to train and test Intrusion Detection System (IDS) appliances and machine learning methods, one of the most famous being the '99 KDD Cup data set [48] . As this work focuses on industrial applications of anomaly detection, IDSs for office applications, as well as data sets with home-and office-based network traffic are not considered here.
One of the most important aspects in the development of novel intrusion detection approaches is a sound data set to test the system and verify the findings. As mentioned, there is an abundance of such data sets for home and office network traffic, while industrial network traffic is still relatively rare. One recent data set is presented by Lemay and Fernandez [24] . They propose an architecture for a traffic simulation environment, based on commonly used ModbusTCP tools and sandbox environments. They also published a data set into which malicious traffic has been introduced. This data set was analysed in this work in order to evaluate the effectiveness of machine learning for industrial intrusion detection. Other than that, Wang et al. propose a simulation environment for SCADA security analysis [50] . Their framework allows setting up OPC UA components, including sensors and actuators, in a simulation in order to test and verify security solutions. Furthermore, Siaterlis et al. propose a testbed for the effects of cyber attacks on Cyber Physical System (CPS) [42] . The testbed is based on an Emulab [45] emulation environment and is capable of monitoring the impact of an attack on a production system. Genge et al. follow a similar approach [18] . They present an adaptable testbed that is capable of emulating different industrial production scenarios. These scenarios can then be attacked with real malware and the effects can be evaluated. Their testbed is based on Emulab [45] as well, with a real-time connection simulator Simulink [26] . Seidl designend a Python [15] -environment that simulates user-defined industrial behaviour called VirtuaPlant [41] . This simulation can then be introduced to attacks and malware.
In addition to simulation environments, there are also data sets available in order to train intrusion and anomaly detection algorithms. Morris and Gao present several files containing sets of industrial control system traffic [31, 32] . As malicious traffic is introduced into these data, algorithms can be trained to detect traffic of malware.
Apart from the issue of obtaining sound and plausible data, there is an abundance of algorithms for anomaly detection that could be employed in order to detect intrusions. Intrusion detection as a concept, including a formal model, was originally presented by Denning in 1987 in the context of the growing influence of computer systems and networks [9] . The applications of anomaly detection mechanisms for network intrusion detection are discussed in several surveys [4, 22] ; Yang et al. give a brief introduction of these techniques for the domain of SCADA systems [51] . Meshram and Haas published a roadmap of machine learning based anomaly detection in industrial networks, containing a simulation environment, as well as a semantic description of content [27] . Kleinman and Wool present a model of the Siemens S7 protocol for intrusion detection and forensics [23] . Critical infrastructures and industrial environments are considered in the work of Hadziosmanovic et al. [20] . A framework that detects malicious and undesired actions is presented. Deriving features that can be used to distinguish valid from malicious traffic is the first step in applying an intrusion detection algorithm. Mantere et al. look into the derivation of features from IP traffic in an industrial environment [25] . Deterministic properties of industrial control systems, as well as the usability of this feature for anomaly detection in an industrial environment, is researched by Hadeli et al. [19] .
DISSECTING THE DATA SET
In this section, the data set is described. First, a general introduction to the Modbus protocol is given in subsection 3.1. After that, the data set used in the course of this work, presented by Lemay and Fernandez [24] , is described in subsection 3.2. Finally, the features that have been extracted and derived are presented in subsection 3.3.
An Introduction to Modbus
Modbus is a communication protocol for serial communication among PLCs and Remote Terminal Units (RTUs). It has been developed in 1979 by Schneider-Electric, formerly known as Modicon [40] . It has become a de-facto standard communication protocol for industrial communication [10] . There are several versions of Modbus available, the most noteworthy are listed in table 1. In Modbus/TCP, 
Description of the Data Set
Lemay and Fernandez simulated a controller network, consisting of a number of Master Terminal Unit (MTU) and of a number of controllers. The controllers control a simulated physical system with a 12 000 Volt power source, as well as main-and sub-branch cut-off breakers. In this scenario, different data collections have been performed. An exhaustive description can be found in their work [24] . Regular polling and manual operation are part of these data sets, as these actions occur in productive systems in this form. After collection, malicious activities, generated by state of the art penetration testing tools such as metasploit [37] , are introduced.
This is one of the most prevalent drawbacks of the employed data set: according to Morris and Gao there are several different groups of Modbus-based attacks [31] . Unfortunately, none of these is introduced into this data set. Instead, attacks that are are also common in home and office-based penetration testing are introduced. Unfortunately, this does not mimic a wide range of attacks that could be employed against industrial applications. It does, however, mimic the timing behaviour and the rate of packets per time unit, which is a good distinguishing factor for attacks.
In this work, three data sets, henceforth called DS1 to DS3, were used for testing the algorithms:
• DS1: Moving_two_files_Modbus_6RTU : Regular traffic between one MTU and six RTU during three minute interval, 3 319 packets captured, contains 75 malicious instances • DS2: Send_a_fake_command_Modbus_6RTU_with_operate:
Regular traffic between one MTU and six RTU during 10 minute interval, 11 166 packets captured, contains 10 malicious instances • DS3: A combination of eight data sets, four of which do and four of which do not contain malicious activitiy, 365 906 packets overall, contains 206 malicious instances DS3 addresses a common problem in real-world intrusion detection with machine learning: In order to train the algorithm, a normal condition of the system has to be derived, deviations from which have to be recognized as anomalies. A common practice is to monitor the behaviour of the productive system for a certain time under the assumptions that it does not contain malicious traffic. There are two issues, however. First, in productive systems, you can never be sure that there is no malicious traffic. It is just highly unlikely. Second, the recognition of anomalies based on normal behaviour can be difficult, as the user usually does not know the characteristics that have most impact on the algorithm. The effect of these limitations are evaluated in this work by mixing different kinds of traffic, even traffic with no malicious content. Due to the synthetic nature of this traffic, one can be sure that it is non-malicious.
Feature Extraction
The first step in anomaly detection and data mining is the determination of relevant features. These features can be used to describe the data instances with respect to a given goal; the goal in the given case is to determine instances that differ significantly from the common, productive behaviour. Hence, features that are suited to describe the normal behaviour of the system are needed. In general, there are two different kinds of features: Basic and derived features. Basic features are already present within the data. In the given case, they are contained within the protocol headers. Network traffic, for example, contains source and destination addresses, lengths, time stamps and other features. An exhaustive list containing the 14 basic features of this data set can be found in table 2. Two features are derived from the ethernet header as shown in figure 4 , four features each are obtained from TCP and IP header, as shown in figures 2 and 3, two features from User Datagram Protocol (UDP) headers respectively and two features from the capturing tool, namely arrival time and information about broken packets. Derived features the prediction can be calculated. In order to do so, the decrease of accuracy of the prediction is evaluated. The higher the decrease, the more important the feature. Another metric for the importance of a feature is the decrease in Gini index. The Gini index describes the pureness of a data set, split according to a given feature [38] . The higher the decrease in Gini index, the more a feature is suited to split a data set into anomalous and non-anomalous.
The packets_per_second, mean_packets and max_packets are the features with the highest impact on the result for data sets DS1 and DS2 as shown in figures 5 and 6. The fact that all of them are derived features underlines the importance of feature engineering. Due 
ANOMALY DETECTION IN MODBUS DATA
In this section, the application of four different machine learning algorithms, namely Support Vector Machines (SVM), Random Forrest, k-nearest neighbour and k-means clustering, is described. Those algorithms are used to find outliers in the three data sets DS1, DS2 and DS3, described in subsection 3.2, using the features presented in subsection 3.3. At first, the data sets are split into 70% and 30%, as well as 80% and 20% respectively for cross-validation. The split values used depend on the quality of the cross-validation, the one providing better results is chosen. In this work, an 80%/20% has only been chosen for the k-nearest neighbour as described in subsection 4.4. The larger part is used to train the algorithm. Due to the labels, the prediction of an algorithm can be compared with the label in order to determine whether the prediction was correct or not. After training, the remaining part is used for testing. In this phase, the algorithm isn't adjusted anymore. Still, the predictions are compared to the labels in order to determine metrics that describe the quality of an outlier detection algorithm.
Outlier detection can be seen as a binary classifier: An instance is either normal or anomalous. There are several metrics available to determine the performance of a binary classifier. For intrusion detection in industrial, but also in home and office networks, not only the number of detected attacks is relevant. Due to the high amount of traffic, false positives have severe effects. For one, they need a lot of time to investigate. Furthermore, they can, on a psychological level, have administrators become careless in cases of alarms as they expect them to be false positives, the so called alarm fatigue [5] . Finally, the amount of normal traffic in networks usually outnumbers the amount of malicious traffic by magnitudes. That means wrongly classifying 0.1% of malicious and of normal traffic still results in vastly different numbers of alarms. In this work, we used two metrics to describe the performance of the algorithms: The accuracy [33] , as well as the f-measure [49] . The f-measure, or F1-score, is calculated as described in equation 1.
t stands for a correct classification of the algorithm, f for an incorrect one. An index p indicates that the algorithm classified it as positive, an index of n indicates a classification as negative. The F1-score provides information about the relation of precision and recall, as defined in equations 2 and 3. Precision and recall describe the relation of all true positive classifications to all that have been classified as positive, respectively to all events that are positive. If both values are perfect, the F1-score amounts to one; at worst, it reaches 0. The accuracy is calculated according to equation 4.
Accuracy gives information about the relation of correct classifications in relation to all classifications. First, a naive approach to find outliers is described in subsection 4.1. In subsections 4.2 to 4.5, the algorithms are applied to the three data sets DS1, DS2 and DS3 and their performance is evaluated with the given metrics. The results are then discussed in section 5.
Naive Approach
In some data sets, exploratory data analysis can lead to the discovery of singular or a group of features that can be used to distinguish between normal and anomalous data. In DS1, there are three features of the derived features as explained in table 3 capable of splitting the data set perfectly. These features with the according values are listed in table 4. This makes the application of machine learning algorithms obsolete, all of the applied algorithms have to compete against a perfect score. It is noteworthy, however, that these are derived and not basic features. So at least a thorough understanding and sound feature engineering are necessary in order to be able to make sense of the data.
For DS2 and DS3, no such features exist. DS2 is too large with too few anomalous instances, so that each feature of an anomalous event takes the same value on at least one other normal event. DS3 is even more difficult, as several data traces are mixed. This leads to more heterogeneous feature distributions, making it impossible to classify it by exploratory data analysis.
Support Vector Machines
SVM were first introduced by Boser et al. in 1992 [6] . The idea is to create a divider between two groups in such a way that each instance has the most possible distance from the divider. This is called a large margin classifier. In SVM, data points are described by tuples as shown in equation 5 [8] .
x is a vector describing a data point in an n-dimensional feature space. y describes the attribution to one of the two classes. m is the number of data points. After training data, the attribution is performed by the signum-function, as shown in equation 6. w is the normal vector of the separator hyperplane, b is the offset from the hyperplane.
Generally, when applying SVM, there are two different cases: Either the set of instances can or can not be divided by a linear geometric figure. If no linear division of the set of instances is possible, the so-called kernel trick is applied [8] . In using the kernel trick, the input space is mapped non-linearly into a higher dimensional feature space, where the algorithm can create a linear divider. In this work, the e1071-library [46] of the R programming language [44] has been used with a linear kernel. DS1: SVM performs exceedingly well with this data set. The relation of true and predicted labels can be found in table 5. SVM DS2: SVM performs exceedingly well with this data set as well. The relation of true and predicted labels can be found in table 8 . SVM is capable of predicting each instance of the test data set correctly, leading to an accuracy, as well as F1-score of 1, as shown in line 2 of table 6.
DS3:
For this data set, SVM still performs relatively well. The relation of true and predicted labels can be found in table 8. SVM is capable of predicting most instances of the data set correctly, indicated by accuracy and F1-score as shown in line 3 of table 6.
Random Forrest
A collection of Decision Trees is called a Random Forest [7] . It consists of a root node, internal nodes, so-called split nodes and leaf nodes. Each leaf node corresponds to a class predicted by the Random Forest. All Decision Trees have been grown during a training phase. The final decision is made by a majority voting. Random Forests are robust to noise and overfitting, a common problem in machine learning. It happens when an algorithm puts too much importance on singular features so that instances of one class with less expressive characteristic of this feature are no longer classified correctly. Furthermore, they converge quickly. In this work, 2 000 trees were used, created by rpart [1] and randomForest [47] in R [44] .
DS1:
The Random Forest algorithm performs well on this data set, as shown in table 9. It reaches a perfect score, as depicted in line 1 of table 10. DS2: For this data set, the Random Forest algorithm obtains the worst results of all data sets. The results are shown in table 11. But since the number of anomalous instances in comparison to the size of the data set is tiny, the relatively poor results, shown in line 2 of table 10, derive from the metrics and the weighting of its factors. 
k-nearest Neighbour
This algorithm is a non-parametric classification and regression algorithm [3] . In classification, the affiliation of an event to a group is calculated by determining the set of the k nearest neighbours, commonly by calculating the Euclidean distance in an n-dimensional feature space as shown in equation 7. The event under evaluation is classified as part of the group with which it has the most common neighbours among its k nearest ones.
As discussed before, this is the only algorithm where the 80%/20% split led to an increased cross-validation result.
DS1:
The performance of the k-nearest neighbour algorithm on this data set is poor. The relatively high false positive rate, as shown in table 13, leads to bad overall performance, as shown in line 1 of table 14. 
k-means Clustering
In k-means clustering [2] , the probability of an object belonging to a group is calculated. This probability is commonly calculated as the Euclidean distance, as introduced in equation 7, of a point in an n-dimensional feature space from the center of a cluster. In applying the k-means-algorithm those distances are minimized with an error function as shown in equation 8.
k is the number of clusters, that needs to be defined a priori. In this work, two clusters were used, one to describe normal, the other to describe anomalous behaviour. n is the number of events or elements in the feature space and C is the cluster. In contrast to the above algorithms, there cannot be a comparison between label and prediction. Instead, each of the two clusters has to be given a label in order to determine the quality. In this work, clusters were chosen as if a users did not have labels to support decision making, which is also the choice that minimises the error. This means that the cluster containing the larger portion of elements is seen as the cluster with label "normal". Furthermore, k-means clustering is the only algorithm considered in this work that is non-supervised, meaning it does not need training.
The biggest advantage of non-supervised machine learning algorithms is omitting the need to find a valid training data set. On the other hand, if they are applied to unlabeled data, it is hard to determine their performance.
DS1:
In applying k-means clustering to this data set, all normal events are grouped in one cluster. Most of the anomalous events, however, are clustered there as well, as shown in table 17. The according accuracy and F1-score can be found in line 1 of table 18. DS3: As in applying k-means clustering to DS2, all events labeled "anomalous" in this data set are grouped in the same cluster as most of the events labeled "normal". This effect is depicted in table 20.
Since there are about 2 000 times as many normal events as anomalous, the performance metrics are slightly improved in comparison to the above use case, as listed in line 3 of table 20. 
RESULTS AND DISCUSSION
DS1 can be seen as a sort of necessary condition: since it is perfectly separatable based on a three derived features, as described in subsection 4.1, the algorithms should lead to a perfect result as well. Only SVM and Random Forest did so. Both of them performed very well on the other two data sets as well, SVM outperformed Random Forest on DS2, and vice versa on DS3. k-nearest neighbour and k-means clustering performed significantly worse. In machine learning, F1-scores and accuracy scores of around 0,999 9 are usually required in order to consider the performance of a given algorithm good. While k-nearest neighbour is sometimes close to these values, k-means clustering leads to results far from satisfying. Maybe, optimizing the number of clusters, e.g. by calculating and maximising the silhouette coefficients [39] , would improve the performance.
In their work, Lemay and Fernandez state that the regularity of their traffic would make it easy for machine learning-based anomaly detection algorithms to find the attacks. This is especially true for DS1. They also provide data sets covert channel attacks that are more subtle [24] . To increase the difficulty for the algorithms, and to mimic the changing nature of real industrial applications, we mixed several data sets in DS3. Still, Random Forest and SVM were able to find an impressive number of attacks.
Furthermore, it should be noted that all of the features used for detection are ethernet-and TCP/IP-based. The Modbus protocolbased characteristics did not have any direct influence on the detection mechanisms. However, the regularity and the structure of the traffic differs significantly from home-and office-based network traffic. This means that industrial traffic is different in character and thus different in detecting by algorithm, even if no protocol-specific attributes are employed.
CONCLUSION AND OUTLOOK
In this work, it is shown that some machine learning-based anomaly detection algorithms, in this case namely SVM and Random Forest, perform well in detecting network traffic anomalies in industrial networks. Since both of them are supervised methods, however, training data is needed. This data can be provided by simulators, as the one of Lemay and Fernandez, that was analysed in this work. The difficulty lies in generating sound, valid data that matches the industrial environment in which the anomaly detection algorithm shall be applied.
There are several possibilities for extension of the presented methods. Data from different sources can be gathered, combined and used to enhance the results [13] . The introduction of context information into the anomaly detection process is promising and capable of increasing the performance [12] . Furthermore, the employment of deception technologies as sensors for anomaly detection could be used to enhance the insight about malicious behaviour [17] .
One of the most prevalent necessities is the generation of data with attacks that are specific to industrial applications in general, and especially to Modbus. The analysis performed in this work merely employs network-based features that, in the same form, exist in home and office appliances. The only major difference is the timing pattern that is strongly correlated to attacks.
