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Son muchas las razones por las que se necesita modelar el proceso lluvia-
escorrentía, en concreto la modelación de los caudales. La razón principal son las 
limitaciones existentes en las técnicas de medición hidrológica, disponiéndose 
solamente de un rango limitado de mediciones o registros en el espacio y en el 
tiempo. Por ello, resulta importante disponer de medios que ayuden a extrapolar 
esas mediciones en el espacio y en el tiempo, particularmente en cuencas no 
aforadas, donde los datos no están disponibles, y en el futuro, donde las 
mediciones no son posibles, para evaluar el posible impacto del cambio 
hidrológico futuro. La estimación y evaluación de los caudales es esencial para la 
gestión sostenible de los recursos hídricos. Y encontrar modelos que realicen 
estimaciones de caudales lo más precisas posibles es fundamental a la hora tomar 
decisiones. Sin embargo, la estimación precisa de los caudales a escala de cuenca 
es compleja debido a la gran variabilidad espacial y temporal de las características 
de la cuenca y de los patrones climáticos, así como de una incompleta 
comprensión de los complejos procesos físicos subyacentes. La complejidad 
hidrológica de una cuenca queda claramente reflejada en las diferentes fases de la 
serie temporal de caudales. Siempre ha sido un gran reto para los modelos 
hidrológicos la representación adecuada de todas las fases del hidrograma de 
caudales con el mismo conjunto de parámetros del modelo. Otra problemática a 
tener en cuenta en la modelación de los caudales en zonas de alta montaña, es la 
correcta modelación de los procesos nivales y la estimación de los errores 
sistemáticos en la medición de la precipitación sólida. La modelación del 
fenómeno de acumulación-fusión de la nieve es esencial para desarrollar una 
explotación óptima de los embalses de cabecera, así como realizar la previsión de 
posibles avenidas motivadas por una rápida fusión de la nieve.  
Los modelos físicamente basados tienen la ventaja de considerar los 
procesos físicos de control, pero al mismo tiempo sus requisitos de datos también 
son altos. A menudo, incluso en cuencas hidrográficas intensamente 
monitorizadas, todos los datos requeridos no están disponibles. Por lo tanto, 
existe la necesidad de buscar métodos alternativos para la predicción de variables 
hidrológicas utilizando información fácilmente disponible. Los datos de 
precipitación y temperatura suelen ser más abundantes que los de caudal y su 
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recopilación es más sencilla y tiene un menor coste. En la presente tesis se 
propuso el uso de SWAT, un modelo físicamente basado, y de las RNAs (Redes 
neuronales artificiales), una técnica de aprendizaje automático, para simular los 
valores de caudales diarios.  La RNA utilizada solo considera las entradas de 
precipitación y temperatura para la obtención de los caudales diarios. Debido a 
que el flujo de agua en una cuenca está intrínsecamente sujeto a episodios 
extremos de flujos altos y bajos, la eficiencia de los modelos además fue analizada 
en los diferentes rangos del caudal, desde caudales muy altos a caudales muy 
bajos, utilizando las curvas de duración de caudales para este propósito. Los 
resultados indicaron que SWAT tuvo un mejor rendimiento en la estimación de 
valores de caudal muy bajos, mientras que las RNAs estimaron los valores muy 
altos de caudal con mayor precisión en los casos estudiados. Además, estos 
modelos fueron mejores cuando el clima era más húmedo. Por otro lado, con el 
propósito de mejorar la simulación de caudales en cuencas de alta montaña, 
donde la componente nival juega un papel importante, se desarrolló un modelo 
formado por un modelo distribuido de nieve acoplado al modelo agregado de 
Témez. En este modelo nival se utilizaron datos climáticos obtenidos con 
diferentes enfoques geoestadísticos para modelar los caudales. Los datos de 
precipitación fueron corregidos por dos factores correctores, y los resultados 
mostraron claramente la existencia del fenómeno de under-catch en la 
precipitación, y la necesidad de corregir los datos de precipitación para mejorar 
los resultados de las simulaciones. Corregir la precipitación fue la única manera 
de poder aproximar el caudal simulado al caudal histórico promedio anual y 
captar el pico del hidrograma debido al proceso de fusión de la nieve. 
Además de la importancia de conocer los caudales medios diarios, un dato 
fundamental para el dimensionamiento de infraestructuras en una cuenca 
hidrográfica es el valor máximo del caudal instantáneo (Qins). Por ello la 
importancia de estudiar y analizar diferentes técnicas que reduzcan las 
incertidumbres asociadas a la estimación de los Qins. En la presente tesis, se 
analiza el rendimiento de diferentes fórmulas empíricas y se comparan los 
resultados obtenidos en la estimación de los Qins a partir de los caudales medios 
diarios con los obtenidos con diferentes técnicas de machine learning, como son 
las RNAs y los sistemas adaptativos de inferencia neuro-difusa (ANFIS). Los 
métodos de aprendizaje automático fueron superiores a las fórmulas empíricas 
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con los datos utilizados y en las cuencas caso de estudio. También se analizaron  
otras técnicas de machine learning como las máquinas de vector soporte (SVM) y 
las redes extreme learning machines (ELM). Y se exploró la posibilidad de acoplar 
un modelo SWAT con estas técnicas de aprendizaje automático para obtener la 
magnitud del Qins. Como resultado de esta evaluación, todas las técnicas de 
aprendizaje automático investigadas en este estudio se pueden usar en la 
predicción de Qins, aunque la técnica ELM se comportó ligeramente mejor que los 
otros métodos. Concluyendo que los resultados de este estudio pueden contribuir 
en las tareas de predicción de los Qins en áreas donde los datos a escalas de tiempo 
sub-diarias son escasos o no están disponibles, pudiendo así reducir las 
incertidumbres asociadas a estas estimaciones. 
 
Palabras clave: Modelo SWAT, aprendizaje automático, red neuronal artificial, 
simulación del caudal, modelo hidrológico, máximo caudal instantáneo, 

























There are many reasons why it is necessary to model the rain-runoff 
process, especially the modeling of the streamflows. The main reason is the 
limitations in hydrological measurement techniques, with a limited range of 
measurements in space and time.  Therefore, it is important to have techniques 
that help extrapolate these measurements in space and time, particularly in 
ungauged basins, where data is not available, and in the future, where 
measurements are not possible, to evaluate the possible impact of future 
hydrological change. The estimation of the streamflows is essential for the 
management of the basins, as well as for the sustainable development of the water 
resources. Finding models that make streamflow estimates as accurate as possible 
is essential when making decisions. However, the precise estimation of the 
streamflows at the basin scale is complex due to the great spatial and temporal 
variability of the characteristics of the basin and the weather patterns, as well as 
an incomplete understanding of the complex underlying physical processes. The 
hydrological complexity of a basin is clearly reflected in the different phases of 
the time series of streamflows. It has always been a great challenge for 
hydrological models to adequately represent all phases of streamflow with the 
same set of model parameters. Another problem to be taken into account in the 
modeling of streamflows in high mountain areas is the correct modeling of the 
snow processes and the estimation of the systematic errors in the measurement of 
solid precipitation. The modeling of the snow accumulation-melting phenomenon 
is essential to develop an optimal exploitation of the headwater reservoirs, as well 
as to forecast possible avenues caused by a rapid melting of the snow. 
Physically based models have the advantage of considering the physical 
processes of control, but at the same time their data requirements are also high. 
Often, even in intensively monitored watersheds, all required data is not 
available. Therefore, it is necessary to look for alternative methods for the 
prediction of hydrological variables using easily available information. The data 
of precipitation and temperature are usually more abundant than the streamflow 
data and its collection is easier and has a lower cost. In the present thesis the use 
of SWAT, a physically based model, and the ANNs (Artificial Neural Networks), 
a machine learning technique, were proposed to simulate the daily streamflows. 
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The ANN used only considers the inputs of precipitation and temperature to 
obtain the daily streamflow. Because the streamflow in a basin is intrinsically 
subject to extreme episodes of high and low flows, the efficiency of the models 
was also analyzed in the different flow ranges, from very high flows to very low 
flows, using the flow duration curves for this purpose. The results indicated that 
SWAT had a better performance in estimating very low values of streamflow, 
whereas ANN estimated very high values with greater precision in all cases 
studied. In addition, these models had a better performance when the climate was 
more humid. On the other hand, with the purpose of improving the simulation of 
streamflows in high mountain basins, where the snow component plays an 
important role, a model was developed consisting of a distributed snow model 
coupled with the aggregate model of Témez. In this snow model, climatic data 
obtained with different geostatistical approaches were used to model the 
streamflows. The precipitation data were corrected by two correction factors, and 
the results clearly showed the existence of the phenomenon of under-catch in the 
precipitation, and the need to correct the precipitation data to improve the results 
of the simulations. Correcting precipitation was the only way to be able to 
approximate the simulated flow to the annual average historical flow and capture 
the peak of the hydrograph due to the melting process of the snow. 
In addition to the importance of knowing the daily average streamflow, an 
important streamflow data to know in a watershed is the instantaneous peak flow 
(IPF). However, these data are not always available, so in these cases their 
estimation is necessary. The estimation of the frequency and magnitude of the IPF 
is fundamental for the management of flood risk and also for the design of 
hydraulic structures. Therefore, the importance of studying and analyzing 
different techniques that reduce the uncertainties associated with the estimation 
of the IPF. In the present thesis, the performance of different empirical formulas is 
analyzed and the results obtained in the estimation of the IPF are compared from 
the daily average flows with those obtained using different machine learning 
techniques, such as RNAs, adaptive systems of neuro-diffuse inference (ANFIS). 
The machine learning methods were superior to the empirical formulas with the 
data used and in the case study basins. We also analyzed machine learning 
techniques such as support vector machines (SVM) and extreme learning 
machines (ELM) networks. We explored the possibility of coupling a SWAT 
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model with these automatic learning techniques to obtain the magnitude of the 
IPF. As a result of this evaluation, all the machine learning techniques 
investigated in this study can be used in the prediction of IPF, although the ELM 
technique performed slightly better than the other methods. Concluding that the 
results of this study may contribute to IPF prediction tasks in areas where data at 
sub-daily time scales are scarce or not available, thus reducing the uncertainties 
associated with these estimates. 
 
Keywords: SWAT model, machine learning, artificial neural network, streamflow 
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I - INTRODUCCIÓN 
1.1 INTRODUCCIÓN 
1.1.1 Simulación de caudales  
El agua dulce es un recurso escaso y fundamental, que forma parte de todos 
los procesos sociales y medioambientales. Ya en los primeros asentamientos 
humanos, una de las mayores preocupaciones eran los problemas relacionados 
con el agua, tanto la preocupación por la protección frente a las inundaciones 
como por la garantía de un adecuado y constante abastecimiento de agua potable 
(Simonovic, 2000). Desde finales del siglo pasado se han producido grandes 
cambios en la gestión hídrica, llevando a la sociedad a ser cada vez más 
consciente de que el agua es un elemento fundamental en el medio ambiente y 
que es absolutamente esencial para el ser humano y para todos los sectores 
económicos, tanto para la agricultura y la producción de alimentos, como para la 
producción industrial y la generación de energía. 
Una de las principales fuentes de agua dulce son los ríos. Los ríos 
proporcionan numerosos bienes y servicios a la humanidad, son una fuente de 
agua tanto para uso doméstico, industrial y agrícola, pueden ser un medio para la 
generación de energía o para el vertido de aguas residuales, y también pueden 
servir como rutas de navegación y como espacios para actividades recreativas. El 
caudal es volumen de agua que circula por unidad de tiempo en una sección 
transversal de un río y es una de las variables hidrológicas más significativas y 
uno de los componentes principales del ciclo hidrológico. El caudal es el resultado 
de la acumulación de la escorrentía superficial con la aportación subterránea. Los 
caudales, además de ser importantes fuentes de agua dulce disponible para los 
seres humanos, regulan los ciclos ecológicos de los ríos. También son el enlace 
entre las aguas continentales y las oceánicas, proporcionando enormes cantidades 
de partículas y materiales disueltos a los océanos, lo que supone un gran impacto 
en la composición química y en el contenido de nutrientes de los océanos. En el 
contexto de la mejora del estado ecológico y de la biodiversidad de las cuencas 
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fluviales, los datos de caudal son fundamentales para determinar los caudales 
ecológicos (Sun, Ishidaira, Bastola, & Yu, 2015). La evolución del cambio climático 
augura un aumento de las frecuencias de los fenómenos climáticos extremos, 
como las sequías y las inundaciones (Hirabayashi, Kanae, Emori, Oki, & Kimoto,  
2008), y las series de datos de caudales a largo plazo son también importantes 
para la toma de decisiones contra estos desastres. Por tanto, los datos de caudales 
son necesarios para la planificación y gestión de los recursos hídricos. 
Los datos de caudales se miden tradicionalmente mediante medición in situ. 
En España hay disponible una “Red Oficial de Estaciones de Aforo” (ROEA) que 
proporciona datos de nivel y de caudal en puntos seleccionados de los ríos, 
además de otros datos de embalses, conducciones y estaciones evaporimétricas  
asociadas a los embalses. Los Organismos de Cuenca son los responsables de la 
operación y mantenimiento de estos aforos y el Ministerio de Agricultura y Pesca, 
Alimentación y Medio Ambiente (MAPAMA) tiene a su cargo el archivo y la 
difusión de los datos  a través de la Dirección General del Agua (DGA). La red 
ROEA permite conocer la evolución de caudales en puntos singulares de cauces y 
canales, pudiendo así el MAPAMA mantener una estadística que permite la 
vigilancia de la cantidad de aguas continentales. El Centro de Estudios y 
Experimentación de Obras Públicas (CEDEX) colabora con la DGA en las tareas 
de recopilación de la información foronómica, tratamiento de los datos, 
incorporación y almacenamiento de la información en una base de datos y su 
posterior publicación en forma de anuarios. Entre la información básica que se 
incluyen en los anuarios de aforos se encuentran los datos medios diarios de 
caudal de las estaciones de aforo en ríos, completada con los máximos 
instantáneos en el mes; los datos diarios de volumen embalsado y el caudal medio 
diario de salida del embalse.  
En muchas ocasiones los datos históricos de caudales medidos directamente 
en los ríos pueden no ser suficientes, es decir, pueden ser series cortas y/o 
incompletas. Además, puede que sean de dudosa fiabilidad como para poder 
trabajar directamente con ellas, debido a que estos datos de caudales se miden en 
aforos colocados en cauces y embalses, siendo muy fácil que haya errores de 
medición ocasionales (Sahuquillo, Cassiraga, Solera, & Murillo, 2011). Por esta 
razón, es conveniente mejorar esta información recurriendo a la utilización de 
datos históricos climáticos, como datos de precipitación y temperatura, y 
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características físicas de la cuenca para realizar una tarea de simulación de 
caudales. La estimación de caudales ha sido desde hace décadas un tema de gran 
interés para los hidrólogos e ingenieros civiles por la importancia ya comentada 
de disponer de estos datos.  
Los modelos hidrológicos son importantes herramientas para simular las 
series de caudales, siendo estos capaces de establecer las relaciones del proceso 
lluvia-escorrentía. Los modelos hidrológicos se utilizan para evaluar una amplia 
gama de problemas hidrológicos, como el cambio climático, los cambios en los 
usos del suelo, para predecir eventos extremos como inundaciones o sequías, o 
para la planificación y gestión de los recursos hídricos (Pfannerstill, Guse y 
Fohrer, 2014). La modelación de caudales es una tarea compleja puesto que el 
caudal es estocástico por naturaleza, el flujo de agua varía con el tiempo como 
respuesta a la precipitación y está intrínsecamente sujeto a episodios extremos de 
flujos altos y bajos. Además el caudal varía entre las cuencas hidrográficas debido 
a las diferentes características fisiográficas y paisajísticas (Srivastava, McNair, & 
Johnson, 2006).  
Son numerosos los modelos hidrológicos que se han desarrollado durante 
las últimas cuatro décadas gracias a los rápidos avances producidos en la ciencia 
de la computación y a la gran disponibilidad de bases de datos digitales. Los 
modelos hidrológicos pueden ser clasificados en determinísticos y estocásticos.  
En los modelos determinísticos, el sistema es descrito y representado mediante 
relaciones físicas teóricas y/o empíricas, existiendo una relación unívoca entre el 
input y el output, y en ellos no se contempla la existencia del azar ni de 
incertidumbre, ni se evalúa la probabilidad de ocurrencia. Los modelos 
deterministas permiten un solo resultado en una simulación con un conjunto de 
datos de entrada y unos valores de los parámetros. Por otra parte, en los modelos 
estocásticos se renuncia a obtener algún tipo de relación o exactitud entre las 
entradas y salidas para centrarse en la captación de las características estadísticas 
relevantes de las series históricas. Los modelos estocásticos permiten cierta 
aleatoriedad o incertidumbre en los posibles resultados debido a la incertidumbre 
en las variables de entrada, las condiciones de contorno o los parámetros del 
modelo.  
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Los modelos determinísticos, que son los empleados en la presente tesis, a 
su vez pueden ser clasificados en tres tipos de modelos: empíricos, conceptuales y 
físicamente basados. En un extremo se encuentran los modelos empíricos basados 
en técnicas de caja negra, los cuales transforman las entradas, como es la 
precipitación, en un hidrograma del caudal saliente de la cuenca sin considerar 
ninguno de los procesos físicos involucrados. Estos modelos son sencillos, 
basados en conceptos muy generales con respecto a los procesos que intervienen 
en la transformación de los datos de entrada en los datos de salida, y 
generalmente requieren menos datos. Un modelo particular de caja negra son las 
redes neuronales artificiales (RNAs), cada vez más empleadas para la resolución 
de problemas hidrológicos. En el otro extremo de los modelos determinísticos se 
encuentran los modelos físicamente basados,  los cuales están basados en sistemas 
de ecuaciones complejas y en leyes físicas que determinan los procesos 
hidrológicos de una cuenca hidrográfica. Un ejemplo de un modelo 
determinístico físicamente basado es el modelo SWAT. Entre ambos extremos, 
existen múltiples modelos de tipo conceptual basados en conceptos simplificados 
a través de formulaciones matemáticas que tienen en consideración los diferentes 
procesos del ciclo hidrológico que intervienen en la formación del caudal de 
salida. Un ejemplo es el modelo lluvia-escorrentía de Témez. La aplicación de 
estos modelos determinísticos conceptuales es muy sencilla, siendo la mayor 
dificultad la calibración de los mismos. Los parámetros suelen ser determinados 
mediante métodos o algoritmos iterativos basados en datos históricos de entrada 
y salida. Debido a las limitaciones de los datos, a las imperfecciones del modelo y 
a las interrelaciones entre los parámetros, a mayor número de parámetros, 
mayores serán las dificultades en la calibración debido a la obtención de óptimos 
locales. Por ello, es deseable que los modelos sean lo más simples posible para 
obtener resultados más precisos (Organización Meteorológica Mundial [OMM], 
2011). 
Los modelos a escala de cuenca pueden clasificarse además en función de 
su representación espacial como modelos agregados, semi-distribuidos o 
distribuidos. En los modelos agregados se considera a la cuenca como una sola 
unidad para los cálculos, y en ellos los parámetros y las variables de la cuenca se 
promedian. En los modelos semi-distribuidos y distribuidos si se tiene en cuenta 
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la variabilidad espacial de los procesos que intervienen en el modelo, variables de 
entrada, condiciones de contorno y características de la cuenca.  
1.1.2 Estimación de caudales máximos instantáneos 
Además de los caudales medios diarios, en una cuenca resulta fundamental 
conocer el caudal máximo instantáneo (Qins). El Qins es el valor máximo de caudal 
ocurrido en una sección de control y alcanzado durante una avenida en un 
periodo determinado. Los datos de Qins son importantes para resolver una serie 
de problemas medioambientales y de ingeniería. 
El creciente número de desastres naturales ha demostrado a la Comisión 
Europea (CE) y a los Estados miembros de la Unión Europea (UE)  la gran 
importancia de la cuestión de los riesgos naturales para la protección del medio 
ambiente y de la población (Barredo, 2007).  Las inundaciones repentinas son uno 
de los peligros naturales más importantes en Europa, y especialmente en los 
países mediterráneos (Gaume et al., 2009). En el periodo 1950-2005, España fue el 
país de Europa más afectado por las inundaciones repentinas, las cuales causaron 
grandes pérdidas económicas y humanas (Barredo, 2007).  Las inundaciones son 
la catástrofe natural que más daños genera en España. Según datos del Consorcio 
de Compensación de Seguros y el Instituto Geológico y Minero de España 
(IGME), en nuestro país, los daños por inundaciones se estiman en total en una 
media de 800 millones de euros anuales (Ministerio de Agricultura y Pesca, 
Alimentación y Medio Ambiente [MAPAMA], 2018).  
La llegada de avenidas a un determinado punto de un río es un fenómeno 
natural muy variable en frecuencia y en magnitud, y determinado por el azar. Por 
ello, la mayoría de los estudios hidrológicos de crecidas consisten en caracterizar 
estadísticamente dicho fenómeno natural mediante el conocimiento de su ley de 
frecuencia, la cual relaciona la magnitud del caudal punta de avenida con su 
frecuencia de presentación, expresada mediante el periodo de retorno (Centro de 
Estudios y Experimentación de Obras Públicas [CEDEX], 2011) .  
En el caso del dimensionamiento hidráulico de una obra, elemento o 
sistema de drenaje superficial de una carretera, el caudal de proyecto a tener en 
cuenta es el caudal máximo anual correspondiente a un determinado periodo de 
retorno (Orden FOM/298/2016, de 15 de febrero). El diseño de estructuras 
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hidráulicas para controlar inundaciones también se basa en los caudales máximos 
instantáneos puesto que estos pueden ser considerablemente diferentes a los 
valores de caudales medios. Sin embargo, la variable hidrológica más 
comúnmente registrada por las agencias gubernamentales son los datos 
relacionados con los caudales medios diarios. En muchos casos, la utilización de 
los datos de caudal medio diario (Qmd) para el diseño de estructuras de control de 
avenidas puede hacer que estás se subestimen, con el consiguiente riesgo de un 
posible colapso de las mismas (Taguas et al., 2008). Tal y como sucede en otros 
países, los organismos españoles de gestión de cuencas registran los datos 
relacionados con el Qmd, pero no siempre los de los máximos instantáneos, por lo 
que la disponibilidad de series temporales de Qins es menos frecuente.  
La única forma de conocer los Qins con precisión es midiéndolos. Una vez 
que este caudal no ha sido medido cualquier intento de conocerlo con 
posterioridad dará un valor aproximado (CEDEX, 2011), por este motivo es 
importante estudiar y analizar métodos o modelos que ayuden a mejorar esta 
estimación. En la literatura, son varios los métodos desarrollados para estimar los 
Qins a partir de los Qmd. Desde el punto de vista empírico, hay dos tipos de 
enfoques para estimar los máximos instantáneos a partir de los caudales medios. 
El primer tipo de enfoque establece una relación entre ambos caudales utilizando 
las características fisiográficas de la cuenca y el segundo tipo de enfoque calcula el 
instantáneo a partir de una secuencia de caudales medios diarios. En estudios 
recientes, como en el de Fathzadeh, Jaydari, & Taghizadeh-Mehrjardi (2017), se 
han comprobado métodos de Machine Learning (ML) que han aumentado la 
precisión en la estimación de los Qins, mejorando así los resultados obtenidos con 
las fórmulas empíricas existentes.  
1.2 JUSTIFICACIÓN DE LA INVESTIGACIÓN  
Como ya se indicó en el apartado anterior, son muchas las razones por las 
cuales se necesitan modelar los procesos lluvia-escorrentía, en concreto la 
modelación de los caudales. La razón principal son las limitaciones existentes en 
las técnicas de medición hidrológica, disponiéndose solamente de un rango 
limitado de mediciones o registros en el espacio y en el tiempo. Por lo tanto, se 
necesita de un medio para extrapolar esas mediciones en el espacio y en el 
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tiempo, particularmente en las cuencas no aforadas (donde los datos no están 
disponibles) y en el futuro (donde las mediciones no son posibles) para evaluar el 
posible impacto del cambio hidrológico futuro. Los modelos lluvia-escorrentía  
son muy útiles para el completado de series históricas de caudales naturales a 
partir de series climáticas, y para la estimación de caudales en futuros escenarios 
climáticos. Los datos de precipitación y temperatura suelen ser más abundantes 
que los de caudal y su recopilación es más sencilla y tiene un menor coste (OMM, 
2011). En toda cuenca hidrográfica los datos de caudal son de primordial 
importancia para las tareas de planificación y gestión de los recursos hídricos. La 
estimación y evaluación de los caudales es esencial para la gestión sostenible de 
los recursos hídricos y los modelos proporcionan un medio de extrapolación o 
predicción cuantitativa, pudiendo estos ser útiles en la toma de decisiones (Beven, 
2011). Por lo tanto, encontrar modelos que realicen estimaciones de caudales lo 
más precisas posibles es fundamental a la hora tomar decisiones. Sin embargo, la 
estimación precisa de los caudales consecuentes de un proceso de lluvia-
escorrentía a escala de cuenca es extremadamente difícil  debido a la gran 
variabilidad espacial y temporal de las características de la cuenca y de los 
patrones climáticos, así como de una incompleta comprensión de los complejos 
procesos físico subyacentes (Srivastava et al., 2006). La complejidad hidrológica 
de una cuenca queda claramente reflejada en las diferentes fases de la serie 
temporal de caudales, existiendo caudales muy altos y caudales muy bajos. Por lo 
que siempre ha sido un gran reto para los modelos hidrológicos la representación 
adecuada de todas las fases de caudales con el mismo conjunto de parámetros del 
modelo (Madsen, 2000). La utilización de un modelo en el que los caudales muy 
altos simulados subestiman a los caudales observados conlleva un riesgo de sufrir  
inundaciones; y en el caso de emplear un modelo en el que los caudales muy 
bajos simulados sobreestimen a los caudales observados conlleva un problema en 
el suministro de agua. Otra problemática a tener en cuenta en la modelación de 
los caudales en zonas de alta montaña, es la correcta modelación de los procesos 
nivales y la estimación de los errores sistemáticos en la medición de precipitación 
sólida. La modelación del fenómeno de acumulación-fusión de la nieve es esencial 
para desarrollar una explotación óptima de los embalses de cabecera, así como 
realizar la previsión de posibles avenidas motivadas por una rápida fusión de la 
nieve.  
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Por todo ello, en la presente tesis se han utilizado y analizado el 
comportamiento de tres modelos determinísticos para la simulación de caudales. 
Por un lado, un modelo empírico como las RNAs, un modelo conceptual y 
físicamente basado como es el modelo hidrológico SWAT (Soil and Water 
Assessment Tool), y por último, el clásico modelo hidrológico conceptual de 
Témez al que se le agrega un modelo de nieve. SWAT es un modelo muy 
empleado en la actualidad y se ha utilizado ampliamente para la estimación de 
series temporales de caudales. SWAT requiere una gran cantidad de datos 
espaciales y temporales, así como de parámetros de entrada con un amplio rango 
de valores y con complejas interacciones entre ellos; haciendo que la 
parametrización de este modelo y de su proceso de calibración sean tareas 
complejas. En cambio, los datos de entrada y parámetros necesarios para las 
RNAs son mucho más reducidos, simplificando así las tareas de entrenamiento de 
estos modelos. Además, las RNAs cuentan con la ventaja particular de que 
pueden construirse y ser entrenadas para aprender las relaciones existentes en el 
proceso hidrológico de lluvia-escorrentía sin la necesidad de tener un 
conocimiento a priori de las características físicas de este proceso. Estas 
características han hecho que las RNAs hayan ido ganando interés entre los 
hidrólogos, convirtiéndose en una interesante alternativa para simular procesos 
hidrológicos complejos simplemente conectando las entradas y salidas del 
modelo a través de funciones matemáticas sin la necesidad de conocer la relación 
existente con las características de la cuenca (Singh, Imtiyaz, Isaac, & Denis, 2012).  
Debido a que los caudales varían entre cuencas hidrográficas por las diferentes 
características fisiográficas, climáticas y paisajísticas, para evaluar la capacidad de 
ambos modelos en la simulación de caudales medios diarios, se lleva a cabo la 
experimentación en dos cuencas con condiciones climáticas diferentes. Un mismo 
modelo puede mostrar diferentes rendimientos cuando se aplican en diferentes 
cuencas. Además, con diferentes estructuras de un modelo puede variar su 
rendimiento en la misma cuenca de estudio. Por lo tanto, es importante 
determinar qué modelos son los más adecuados para una aplicación particular y 
si un modelo más sencillo es suficiente, no será necesario utilizar uno más 
complejo (Zhang et al., 2016).  Y debido a que el flujo de agua en una cuenca está 
intrínsecamente sujeto a episodios extremos de flujos altos y bajos, la eficiencia de 
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los modelos además es analizada en los diferentes rangos de caudal, desde 
caudales muy altos a caudales muy bajos, utilizando las curvas de duración de 
caudales (CDCs) para este propósito. Por otro lado, con el propósito de mejorar la 
simulación de caudales en cuencas de alta montaña, donde la componente nival 
juega un papel importante, se ha desarrollado un modelo de nieve,  el cual ha 
sido aplicado a una cuenca nival. El modelo desarrollado, ha sido llamado STM 
(Snow-Témez model), y es un modelo híbrido formado por la combinación del 
clásico modelo conceptual de Témez (Témez, 1977) con el modelo de nieve TIM 
(The temperature-index snowmelt model) (Hock, 2003; Irannezhad, Ronkanen, & 
Kløve, 2015). El modelo STM tiene incorporado dos parámetros de corrección 
para corregir los datos de precipitación recogidos en los 
pluviómetros/nivómetros. Dicho parámetros ayudan a mejorar los resultados de 
la simulación de caudal, y permiten evaluar la existencia de un under-catch en las 
mediciones de precipitación.  
Tal y como se explicó en el aparatado anterior 1.1.2, también es importante 
conocer el valor de los Qins en las cuencas. Sin embargo, no siempre estos datos 
están disponibles, por lo que en estos casos es necesaria su estimación. La 
estimación de la frecuencia y la magnitud del Qins es fundamental para la gestión 
del riesgo de inundación y también para el diseño de estructuras hidráulicas 
(Ding & Haberlandt, 2017). Una estimación correcta de los Qins es crucial para 
reducir las consecuencias derivadas de las avenidas, especialmente en los países 
mediterráneos. Por ello la importancia de estudiar y analizar diferentes técnicas 
que reduzcan las incertidumbres asociadas a la estimación de los Qins. En la 
segunda parte de la presente tesis, se analiza el rendimiento de diferentes 
fórmulas empíricas y se comparan los resultados obtenidos en la estimación de 
los Qins con los obtenidos empleando diferentes técnicas de ML, como las RNAs, 
los sistemas adaptativos de inferencia neuro-difusa (ANFIS), las máquinas de 
vector soporte (SVM) y las redes extreme learning machines (ELM). Todos estos 
métodos se basan en datos diarios. Como la única forma de obtener caudales 
instantáneos con precisión es medirlos, si estos no se han medido, cualquier 
intento de obtener el caudal instantáneo después dará como resultado un valor 
aproximado. Aunque la relación entre el Qmd y el  Qins  es lógicamente variable de 
una avenida a otra, en la mayoría de las cuencas, esta relación suele ser más o 
menos constante o, al menos, fluctúa dentro de un rango relativamente estrecho 
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de valores (CEDEX, 2011). Esto ha llevado a esta investigación a la aplicación de 
técnicas empíricas para calcular los valores del Qins a partir de los valores 
conocidos de Qmd. 
Finalmente en la presente tesis se realiza una combinación y ampliación de 
los experimentos llevados a cabo inicialmente. En primer lugar se obtienen los 
caudales medios diarios en una cuenca y a partir de ellos se obtienen los 
instantáneos. En las cuencas donde la longitud de las series de datos de caudales 
medios observados es menor a la necesaria, un modelo hidrológico de simulación 
continúa, como es SWAT, puede ser utilizado para aumentar la longitud de la 
serie de datos (Lee, Heo, Lee, & Kim, 2017). La serie de caudales que se obtienen 
del modelo hidrológico son valores medios relativos a una determinada escala 
temporal, en este caso diaria. El modelo SWAT puede simular a escala diaria pero 
no puede hacerlo a escala horaria o a una escala más minuciosa tal y como sería 
necesario para simular los Qins. A partir de esta serie de caudales se extraen los 
datos de caudales medios, al ser valores medios en ningún caso se puede obtener 
de ellas los Qins. Por lo que resulta necesario el empleo de otras técnicas para la 
obtención de los máximos instantáneos. En la presente tesis se estudian y aplican 
diferentes métodos para calcular los Qins  a partir de los máximos Qmd obtenidos en 
SWAT.  
1.3 OBJETIVOS  
Esta investigación parte del creciente interés por encontrar modelos que 
simulen y estimen  los caudales de las cuencas hidrográficas con mayor precisión, 
además del gran reto que supone para los modelos la representación adecuada de 
todas las fases de caudales. Los datos de caudal son de primordial importancia 
para la planificación y gestión de los recursos hídricos, y la precisión de su 
estimación es muy importante para la toma de decisiones. Por otro lado, la 
correcta estimación de los caudales máximos instantáneos es crucial para reducir 
las consecuencias de las inundaciones.  
 En primer lugar, la presente tesis se centra en analizar y evalúan modelos 
que simulan el caudal en dos cuencas con contrastadas condiciones climáticas. 
Seleccionar el modelo apropiado para simular el caudal en una cuenca 
hidrográfica es un desafío clave, y analizar el rendimiento de estos modelos en 
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diferentes cuencas climáticas podría ayudar a los investigadores a aplicar el 
modelo más adecuado en cada caso. El modelado del proceso lluvia-escorrentía es 
llevado a cabo por un lado con un modelo conceptual físicamente basado (SWAT) 
y por otro lado con un modelo empírico de caja negra (RNA). Por otro lado, para 
mejorar la simulación de los caudales en cuencas con nieve, se desarrolla el 
modelo STM, combinando un modelo pluvial y uno nival, al que se incorporan 
dos parámetros de corrección de la precipitación.  
En segundo lugar, la tesis analiza el comportamiento de diferentes métodos 
para la estimación de los caudales instantáneos. En concreto, se analizan 
diferentes métodos en catorce cuencas españolas que cubren la diversidad de 
condiciones de torrencialidad. Por último, en una cuenca seleccionada se realiza 
la simulación de su caudal medio diario y se aplican cuatro técnicas de Machine 
Learning para el cálculo de los caudales máximos instantáneos.  
 
En relación a lo expuesto anteriormente se exponen los siguientes objetivos 
generales:  
 
1. Evaluar y comparar el rendimiento de los modelos SWAT y RNA en la 
estimación de los caudales medios diarios. 
2. Desarrollar un modelo hidrológico que permita aproximar el efecto de la 
componente nival, analizar su comportamiento en una cuenca y su 
sensibilidad a la aplicación de factores correctores de la precipitación.  
3. Evaluar diferentes métodos, fórmulas empíricas y modelos de machine 
learning para estimar los caudales máximos instantáneos. 
4. Analizar el comportamiento del uso combinado de SWAT y machine learning 
para la estimación de caudales máximos instantáneos.   
 
En la consecución de estos objetivos generales se establecen los siguientes 
objetivos específicos: 
 
− Evaluar la precisión y el rendimiento de los modelos de estimación de 
caudales medios diarios para cada evento de descarga importante. Es decir, 
analizar el rendimiento de estos modelos en la estimación de los caudales en 
las diferentes fases del hidrograma, desde los caudales pico hasta los caudales 
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muy bajos. Además de evaluar el comportamiento de cada modelo en cuencas 
con características climáticas diferentes.  
− Identificar la combinación óptima de modelos geoestadísticos e hidrológicos 
para aproximar series históricas de caudales a partir de datos climáticos. 
Realizar una valoración del under-catch de precipitación sólida y líquida que 
permite minimizar los errores al estimar caudales. Identificar y analizar el 
patrón de precipitación (distribución entre precipitación sólida y líquida y 
gradientes de precipitación con la altura).  
− Identificar la técnica que obtiene resultados más precisos en la estimación de 
los caudales máximos instantáneos a partir de datos diarios. Comprobar la 
utilidad de aplicar las nuevas técnicas de machine learning frente a los 
métodos clásicos.  
− Analizar la utilidad para la estimación de los caudales instantáneos del uso 
combinado de SWAT y las técnicas de machine learning. Evaluación de SWAT 
para obtener los caudales máximos diarios y a continuación evaluar una 
técnica de aprendizaje automático para la obtención de los instantáneos.   
 
El trabajo desarrollado en esta tesis aporta varias contribuciones originales. 
En el caso de la utilización de los modelos SWAT y ANN para simular caudales, 
son pocos los estudios que han comparado ambos modelos para la estimación 
diaria de caudal, no existiendo ningún trabajo de este tipo en la España 
Peninsular. Otro aporte original es la combinación del modelo TIM y el modelo 
Témez para la simulación de caudales en cuencas con nieve, incorporando unos 
factores correctores que permiten evaluar la existencia de la problemática llamada 
under-catch existente en los registros de la precipitación. También es novedosa la 
aplicación de los modelos ANN y ANFIS en la estimación de caudales máximos 
instantáneos en las diferentes zonas de estudio seleccionadas. Hasta donde se 
tiene conocimiento, el trabajo de combinación de SWAT junto con cuatro técnicas 
de ML, como son ANN, ANFIS, SVM y ELM, para la estimación de caudales 
máximos instantáneos no se ha realizado en ningún estudio previo.  
Los resultados encontrados ayudarán a ingenieros o a otros investigadores 
en sus tareas de modelación y estimación de caudales para tareas de diseño de 
estructuras o/y gestión y planificación de recursos hídricos. Los modelos de 
simulación de caudales pueden ser utilizados para completar datos incompletos 
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en las series de caudales observados. Además, los resultados obtenidos en el 
estudio de estimación de caudales instantáneos pueden ayudar a predecir los 
caudales instantáneos en cuencas no aforadas. Para ello se pueden utilizar 
técnicas de inteligencia artificial, como clustering, para identificar cuencas 
homogéneas cercanas que si dispongan de datos, y entrenar con los datos de estas 
cuencas cercanas los modelos para predecir los caudales a calcular.  
1.4 ESTRUCTURA DE LA TESIS 
La estructura general de esta memoria de tesis se presenta en seis capítulos 
y un apéndice. Tras la introducción del Capítulo I, en el Capítulo II se presenta 
los antecedentes y el estado del arte sobre los modelos de simulación de caudales 
empleados, así como de las técnicas de estimación de caudales máximos 
instantáneos. El Capítulo III se describe las zonas de estudio y la metodología 
llevada a cabo para alcanzar los objetivos. En el Capítulo IV se exponen las tres 
publicaciones que conforma el compendio de publicaciones de esta tesis doctoral, 
una cuarta publicación que se encuentra bajo revisión,  y se presenta una síntesis 
de los resultados obtenidos y la discusión de los mismos. En el Capítulo V se 
exponen las conclusiones y las futuras líneas de la investigación. El Capítulo VI 
recoge las referencias bibliográficas citadas a lo largo de todo este documento. 
Finalmente, en el Apéndice, se presenta toda la información referente a la calidad 
de las tres publicaciones publicadas que conforman la presente tesis.  
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II – ANTECEDENTES Y ESTADO DEL ARTE 
En este capítulo se presenta la revisión bibliográfica realizada, mostrando el 
contexto teórico en el que se apoya este trabajo. Por una parte, se analiza el estado 
del arte referente a la modelación hidrológica, centrándose en el modelado de 
series temporales de caudales. En segundo lugar, se realiza un repaso del estado 
del arte y antecedentes de la estimación de caudales máximos instantáneos.  
2.1 MODELACIÓN LLUVIA-ESCORRENTÍA: MODELADO DE SERIES 
TEMPORALES DE CAUDALES EN CUENCAS  
Los modelos hidrológicos a escala de cuenca se utilizan para comprender 
las interacciones dinámicas entre el clima y la hidrología de la superficie terrestre, 
y buscan representar los procesos involucrados en la distribución de la lluvia y la 
generación de caudales en una cuenca. La determinación de la relación entre la 
lluvia y la escorrentía en una cuenca es uno de los problemas más importantes a 
los que se enfrentan los hidrólogos e ingenieros. Es bien conocido, que esta 
relación es altamente no lineal y compleja. Además de la lluvia, la escorrentía 
depende de numerosos factores, como la humedad inicial del suelo, los usos del 
suelo, la geomorfología de la cuenca, la evaporación, la infiltración, etc. Realizar 
estimaciones precisas del proceso lluvia-escorrentía y de los caudales  
consecuentes en una cuenca es extremadamente difícil debido a la tremenda 
variabilidad espacial y temporal de las características de la cuenca y de los 
patrones climáticos, y por una comprensión incompleta de los complejos procesos 
físicos subyacentes (Srivastava et al., 2006). 
El modelado hidrológico tiene una larga historia. Su comienzo se puede 
remontar al desarrollo de la ingeniería civil en el siglo XIX para el diseño de 
carreteras, canales, sistemas de drenaje, presas, puentes, y sistemas de 
alcantarillado y de suministro de agua. Hasta mediados de la década de 1960, la 
modelización hidrológica implicó principalmente el desarrollo de conceptos, 
teorías y modelos para representar los mecanismos individuales involucrados en 
el ciclo hidrológico, tales como la infiltración, la evaporación, el flujo superficial, o 
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el flujo base (Singh & Woolhiser, 2002). Una aceleración extensa de nuevos 
descubrimientos en el modelado de la precipitación-escorrentía surgió con la 
revolución digital de la década de 1960, cuando el desarrollo de los modelos fue 
de la mano con el aumento de la potencia de cálculo de los ordenadores. Este gran 
avance de los ordenadores hizo posible la integración de modelos de diferentes 
componentes del ciclo hidrológico y por lo tanto la simulación de prácticamente 
la totalidad de una cuenca. Surge así el primer intento de modelar virtualmente 
todo el ciclo hidrológico con el Stanford Watershed Model-SWM (ahora llamado 
HSPF) de Crawford & Linsley (1966). A partir de la década de 1970 el poder de 
los ordenadores fue aumentando exponencialmente y, como resultado, los 
avances en la hidrología de cuencas se fueron produciendo a un ritmo sin 
precedentes. Se desarrollaron numerosos modelos, entre los que se encuentran el 
modelo SSARR (Rockwood, Davis, & Anderson, 1972), el modelo HYOM 
(Williams & Hann, 1973), el  modelo de Sacramento (Burnash, Ferral, & McGuire, 
1973), el modelo de tanque (Sugawara, Ozaki, Wantanabe, & Katsuyama, 1976), 
TOPMODEL (Beven & Kirkby, 1979), CREAMS (Knisel, 1980), HEC-1 (Hydrologic 
Engineering Center [HEC], 1981), SHE (Systeme Hydrologique europeen) 
(Abbott, Bathurst, Cunge, O'Connell, & Rasmussen, 1986), y el modelo ARNO 
(Todini, 1996). Todos estos modelos han mejorado significativamente desde 
entonces.  
Algunos de los primeros modelos tenían ciertas lagunas, no incluían ciertos 
procesos importantes como la evapotranspiración o el flujo subsuperficial, que los 
hacían incompletos. Y aquellos modelos que sí que podían incluir más procesos, 
no los incorporaban con una suficiente resolución espacial como para ser 
realmente eficaces en la simulación de procesos de una cuenca (Arnold, 
Srinivasan, Muttiah, & Williams, 1998). Debido al aún limitado poder de cálculo y 
a las limitadas bases de datos espaciales, los primeros modelos hidrológicos 
trataban los parámetros de entrada como agregados para toda la cuenca e 
ignoraban la variabilidad espacial de los procesos hidrológicos (Zhang et al., 
2016). En las últimas dos décadas con los grandes avances en los hardware y en 
softwares, que incluyen una mayor velocidad y almacenamiento, las herramientas 
proporcionadas por los Sistemas de Información Geográfica (SIG) y la mayor 
disponibilidad de bases de datos espacialmente distribuidos han permitido un 
gran desarrollo de los modelos distribuidos y físicamente basados, logrando que 
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la simulación de grandes áreas sea factible, pudiendo incorporar al modelo todos 
los parámetros necesarios para simular todos los procesos del ciclo hidrológico.  
Además, las grandes preocupaciones actuales como, la gestión del agua en 
las regiones áridas, las inundaciones a gran escala, el impacto del cambio 
climático o los impactos de la gestión del suelo, han motivado el gran desarrollo 
de modelos que simulen grandes áreas. El reto de estas últimas décadas era 
desarrollar modelos a escala de cuenca que: (i) fueran computacionalmente 
eficientes; (ii) permitieran un considerable detalle espacial; (iii) las entradas 
requeridas estuvieran fácilmente disponibles; (iv) fuesen de tiempo continuo; (v) 
tuvieran la capacidad de simular diferentes escenarios de gestión; y (vi) dieran 
resultados razonables (Arnold & Fohrer, 2005). Un modelo ampliamente utilizado 
en la última década y que dio respuesta a estas necesidades fue el modelo SWAT 
(Arnold et al., 1998). SWAT fue desarrollado por el Servicio de Investigación 
Agrícola (ARS) de los EE.UU y cuenta con la ventaja particular de que es un 
software libre. SWAT es la última generación de una larga línea de modelos 
desarrollados por el Departamento de Agricultura de los EE.UU. La última 
versión del modelo es SWAT2012. Es un modelo conceptual, semidistribuido y 
físicamente basado, y actualmente es uno de los modelos hidrológicos más 
populares a escala de cuenca (Grusson, Anctil, Sauvage, & Sánchez Pérez, 2017). 
SWAT ha sido utilizado exitosamente en todo el mundo con diferentes 
propósitos, tales como la evaluación de recursos hídricos, evaluación de la calidad 
del agua, evaluación de los cambios del uso del suelo, así como para la evaluación 
del impacto del cambio climático (Krysanova & White, 2015). Se ha utilizado 
ampliamente para el modelado del proceso lluvia-escorrentía, siendo  muchos los 
estudios previos que han demostrado la capacidad de SWAT para modelar la 
escorrentía bajo diferentes condiciones ambientales (Cibin, Sudheer, & Chaubey, 
2010; Gassman, Reyes, Green, & Arnold, 2007; Rahman et al., 2013; Srivastava et 
al., 2006; Wang, Yang, Wang, Xu, & Xue, 2014). Sin embargo, SWAT se ha 
aplicado escasamente en España (Conan, de Marsily, Bouraoui, & Bidoglio, 2003; 
Malagò, Pagliero, Bouraoui, & Franchini, 2015; Raposo, Dafonte, & Molinero, 
2013; Senent-Aparicio, Pérez-Sánchez, Carrillo-García, & Soto, 2017). 
Todos los modelos comentados anteriormente están basados en un enfoque 
físico y requieren una clara definición de los datos de entrada al modelo, de las 
leyes físicas que rigen el comportamiento de los procesos hidrológicos de la 
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cuenca y una definición de las condiciones iniciales y de contorno. Estos modelos 
tienden a ser computacionalmente exigentes, requiriendo numerosos datos y un 
conocimiento del funcionamiento de la cuenca. Además, muchos de los datos 
necesarios no están disponibles para todas las cuencas. Para abordar este 
problema, muchos investigadores comenzaron a aplicar la Inteligencia Artificia 
(IA), como las redes neuronales artificiales, las máquinas de vector soporte, la 
lógica difusa o los algoritmos genéticos. Durante la última década, son numerosos 
los trabajos donde los investigadores han demostrado con éxito como la IA puede 
ser utilizada para aplicaciones hidrológicas en cuencas, tales como la predicción 
de inundaciones, modelación de la precipitación-escorrentía, o modelos de 
predicción de la calidad del agua. Algunas de las aplicaciones de IA encontradas 
en la literatura son: Olyaie, Banejad, Chau, & Melesse (2015) comparan tres 
técnicas de inteligencia artificial, como RNAs, ANFIS y redes wavelet (WANN), 
para estimar la carga de sedimentos en suspensión en dos aforos en EE.UU.; 
Amirhossien, Alireza, Kazem, & Mohammadbagher (2015) emplean un modelo 
de RNA para simular la escorrentía en una cuenca de Iran; Babbar & Babbar 
(2017) aplican  modelos de RNAs y SVMs para predecir la calidad del agua 
basándose en un índice de contaminación.  
El desarrollo de las redes neuronales artificiales comenzó hace 
aproximadamente 70 años (McCulloch & Pitts, 1943), inspirado en el deseo de 
comprender el cerebro humano y emular su funcionamiento. A finales del siglo 
XX, las RNAs experimentaron un gran resurgimiento debido al gran desarrollo de 
algoritmos más sofisticados y al gran desarrollo de las herramientas de 
computación. Se produjo un gran crecimiento en el interés de este mecanismo 
computacional desde que Rumelhart, Hinton, & Williams (1985) redescubrieron 
un marco teórico matemáticamente riguroso para las redes neuronales, como fue 
el algoritmo de entramiento de back-propagation. A partir de entonces, las RNAs 
han encontrado aplicaciones en áreas tan diversas como la física, la ingeniería 
biomédica, las finanzas, y otras.  
Matemáticamente, una RNAs se puede tratar como un aproximador 
universal. La capacidad de identificar una relación a partir de unos patrones 
dados hace posible que las RNAs  resuelvan problemas complejos a gran escala, 
como el reconocimiento de patrones, modelado no lineal, clasificación, asociación 
y otros, teniendo todos aplicación en la hidrología (ASCE, 2000a). Desde 
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principios de los noventa, las RNAs se han utilizado con éxito en áreas 
relacionadas con la hidrología, como en el modelado de precipitación y 
escorrentía, predicción de caudales, modelación de aguas subterráneas, calidad 
del agua, política de gestión del agua, predicción de precipitaciones, series 
temporales hidrológicas y operaciones de los embalses. Las ventajas encontradas 
en las RNAs que las convirtieron en atractivas para las aplicaciones de recursos 
hídricos e hidrología fueron su habilidad para (i) extraer la relación existente 
entre las variables de entrada y de salida de un proceso, sin considerar las leyes 
físicas involucradas; (ii) funcionar de forma adecuada incluso cuando los 
conjuntos de datos de entrenamiento contienen ruido y errores; (iii) adaptarse 
bien a las circunstancias cambiantes;  (iv) una vez entrenados son relativamente 
fáciles de utilizar (ASCE, 2000a). 
En numerosos trabajos encontrados en la literatura (Hsu, Gupta, & 
Sorooshian, 1995; Wu, Han, Annambhotla, & Bryant, 2005; Kumar, Raghuwansh, 
& Singh, 2009) se han encontrado que las complejidades en los procesos físicos y 
de las relaciones no lineales, como los procesos de precipitación-escorrentía o la 
evapotranspiración, se prestaban al modelado con RNAs. Pasando estos modelos 
de RNAs a ser considerados como una alternativa a los modelos físicamente 
basados debido a su sencillez a la hora de recopilar datos detallados de las 
cuencas a estudiar. La principal ventaja de las RNAs frente a los métodos 
convencionales es la capacidad de modelar los procesos físicos sin la necesidad de 
disponer de información detallada (Daniel et al., 2011).  Esta característica 
convierte a las RNAs en efectivas herramientas para modelar procesos 
hidrológicos complejos (Talebizadeh & Moridnejad, 2011). Las RNAs se han 
utilizado en numerosos estudios para modelar el proceso lluvia-escorrentía y el 
consecuente caudal (Dawson & Wilby, 1998; Hsu et al., 1995; Shiau & Hsu, 2016; 
Wang, Guo, Xiong, Liu, & Liu, 2015). 
Por lo tanto, los modelos SWAT y RNA se han utilizado en muchos estudios 
para la estimación de caudales, pero estos trabajos se centran en la evaluación y 
comparación del rendimiento de estos modelos individualmente frente a otros 
modelos hidrológicos. Sin embargo, pocos trabajos han comparado el rendimiento 
de ambos modelos en una misma cuenca de estudio. Los pocos trabajos de este 
tipo encontrados hasta el momento en la literatura son: Demirel, Venancio, & 
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Kahya (2009); Kim et al. (2015); Makwana & Tiwari (2017); y Srivastava et al. 
(2006).  
En cuanto a la modelación de cuencas de cabecera con nieve, en la presente 
tesis se presenta el modelo STM, un híbrido entre el modelo TIM (Hock, 2003; 
Irannezhad et al., 2015) y el modelo de Témez (Témez, 1977). El modelo de 
Témez, que ha sido ampliamente utilizado en trabajos españoles de hidrología (p. 
ej., Jódar et al., 2017; Jódar & Jiménez, 2016; Murillo & Navarro, 2011), es utilizado 
para el modelado puramente pluvial. Para el caso de cuencas alpinas con 
procesos nivales, el modelo de Témez no puede ser aplicado como tal. Por ello, es 
necesario agregar a este modelo un modelo de nieve, en este caso el modelo TIM,  
que reproduzca las aportaciones de caudales a la cuenca como consecuencia del 
deshielo. Las series de precipitación sólida, datos de entrada al modelo de nieve, 
muestran un under-catch (fenómeno de la captura insuficiente de lluvia por parte 
de los pluviómetros). Este fenómeno de under-catch es el responsable de que exista 
un importante sesgo entre los valores reales precipitados y las medidas reales de 
precipitación. El under-catch es especialmente significativo en condiciones de 
viento y depende de algunos procesos físicos relevantes que afectan el error 
sistemático de la medición de la precipitación en los medidores (Goodison, Louie, 
& Yang,  1998; Groisman y Legates, 1994). Desde hace mucho tiempo se reconoce 
que estos errores afectan a todos los tipos de pluviómetros (Yang et al., 1995) y se 
asocian principalmente con la deformación del campo de viento por encima del 
orificio del medidor, pérdidas por humectación y evaporación en las paredes 
internas del medidor y salpicaduras de gotas de lluvia o nieve dentro o fuera del 
aparato (Goodison et al., 1998; Sevruk, 1982). La agregación de todos estos 
procesos usualmente produce una subestimación de la medida de precipitación 
real (Adam & Lettenmaier, 2003; Groisman & Legates, 1994; Sevruk, 1982).  Son 
numerosos los autores (Goodison et al., 1998; Groisman & Legates, 1994; Yang et 
al., 1995) que han reconocido la necesidad de corregir estos errores sistemáticos, 
especialmente para la precipitación sólida, por sus efectos sobre la hidrología y en 
los estudios climatológicos. En varios estudios encontrados en la literatura se 
realiza un análisis de los efectos de corregir la precipitación sobre la escorrentía y 
el balance hídrico en una fase previa al modelado (Fekete, Vörösmarty, Roads, & 
Willmott, 2004; Stisen et al., 2012). Solo algunos de ellos se centran en la 
corrección de la precipitación a escala de cuenca, por ejemplo, Valery, 
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Andréassian, & Perrin (2009) y Sherestha et al. (2014) realizaron la corrección del 
under-catch de nieve utilizando unos parámetros optimizados que minimiza  la 
diferencia entre el caudal observado y el simulado por el modelo. 
2.2 ESTIMACIÓN DE CAUDALES MÁXIMOS INSTANTÁNEOS  
Los métodos para estimar el caudal máximo instantáneo basados en datos 
diarios medios han sido estudiados por los hidrólogos durante este último siglo. 
Para abordar este problema, básicamente se han empleado dos enfoques 
diferentes. El primer enfoque incluye métodos que establecen una relación entre 
el Qins y el Qmd utilizando las características fisiográficas de la cuenca. El segundo 
enfoque calcula el Qins a partir de una secuencia de datos de caudales medios 
diarios.       
En el primer enfoque se incluye el método de Fuller (1914). Fuller realizó 
uno de los primeros estudios relacionados con la obtención del Qins a partir del 
máximo caudal medio diario (MQmd) y del área de drenaje de la cuenca. En este 
enfoque también están incluido el método de Silva & Tucci (1998), destinado a 
obtener un modelo que permitiera estimar un coeficiente que relacionara el Qins y 
Qmd utilizando ajustes gráficos de cada variable fisiográfica involucrada y un 
análisis de regresión múltiple. Los autores también intentaron utilizar el tiempo 
de concentración, en lugar de las características fisiográficas de la cuenca. Sin 
embargo, su estudio no fue concluyente y no propusieron una ecuación final para 
el coeficiente de caudal máximo. Taguas et al., (2008) propusieron una ecuación 
para estimar el Qins a partir del Qmd, el área de drenaje y la precipitación anual 
media en el sureste de España.  
Siguiendo el método de Fuller (1914), muchos otros autores han presentado 
fórmulas empíricas que relacionan el Qins con el Qmd y con el área de la cuenca 
para diferentes regiones del mundo (Gray, 1973; Tucci, 1991). En el trabajo de Fill 
& Steiner (2003) se recogen algunas de estas fórmulas. En España, dentro del 
ámbito del Sistema Nacional de Cartografía de Zonas Inundables (SNCZI), un 
instrumento de apoyo a la gestión del espacio fluvial y la prevención de riesgos, 
el MAPAMA encargó al CEDEX un mapa de los caudales máximos asociados a 
distintas probabilidades de recurrencia en la red de ríos que gestiona a través de 
las distintas Confederaciones Hidrográficas. El CEDEX en su trabajo de 
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elaboración del mapa de caudal máximos (CEDEX, 2011) adaptó la fórmula de 
Fuller a trece regiones, cubriendo así todo el área de la España peninsular, para 
transformar los datos de caudales diarios en instantáneos. En este trabajo, se 
realizó una calibración regional de los parámetros de la fórmula de Fuller para 
cada una de las trece demarcaciones estudiadas.  
Entre los métodos que utilizan el segundo enfoque, hay dos procedimientos 
pioneros propuestos por Jarvis (1936) y por Langbein (1944) y descritos por 
Linsley, Kohler, & Paulhus, (1949), y posteriormente, el método propuesto por 
Sangal (1983). Jarvis (1936) analizó una gran cantidad de datos de caudales 
instantáneos y máximos diarios, concluyendo que los datos no permitían 
conclusiones generalizadas. El método de Langbein (1944) presenta un diagrama 
de la relación entre el Qins y MQmd como una función de la relación del caudal 
máximo con el caudal del día anterior y con el del día posterior. Sangal (1983) 
propone una ecuación basada en un hidrograma triangular, que calcula el Qins a 
partir de datos de caudales medios diarios de tres días consecutivos entre los que 
se encuentra el día en el que se produjo el instantáneo. Este método condujo a 
resultados con una precisión razonable, aunque sesgado hacia abajo para cuencas 
pequeñas. Y en grandes cuencas, con áreas mayores de 1000 km2, los resultados 
basados en el método de Sangal indicaron que había una tendencia a sobreestimar 
los Qins. Esto motivó a Fill & Steiner (2003) a revisar la metodología de Sangal 
(1983) y proponer una mejora a su ecuación.  
Si no existe una relación lineal entre las variables dependientes (p.e., el 
caudal máximo instantáneo) y las variables independientes (p.e., las 
características fisiográficas de la cuenca), la inteligencia artificial puede ser 
aplicada para capturar esas relaciones no lineales y obtener un modelo de 
predicción. De acuerdo con recientes estudios de la literatura (Fathzadeh et al., 
2017), nuevos métodos han incrementado la precisión en la estimación del Qins a 
través de la aplicación de técnicas de machine learning en la última década.  
En el apartado 2.1, ya se definieron algunas de las ventajas de utilizar las 
RNAs. Mustafa, Isa, & Rezaur (2012) examinaron la efectividad de las RNAs en la 
resolución de diferentes problemas hidrológicos y concluyeron que el modelo de 
redes neuronales era ventajoso en comparación con otras técnicas convencionales. 
Las RNAs tienen la capacidad de obtener la relación entre la variable predictora y 
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la variable a estimar de un proceso (ASCE, 2000b), en este caso el MQmd y Qins, 
respectivamente.    
ANFIS es otra poderosa técnica para modelar un sistema no lineal, e integra 
lógica difusa en las redes neuronales. El modelo ANFIS es una fusión de RNA y 
del sistema de inferencia difuso (FIS, por sus siglas en inglés), y posee las ventajas 
de ambos sistemas. Los modelos ANFIS tienen la capacidad de aprendizaje de las 
RNAs y se adaptan a los entornos cambiantes, y la ventaja de los FIS de generar 
sistemáticamente reglas difusas a partir de la información dada al modelo, inputs 
y targets (Abraham, Köppen, & Franke, 2003; Hamaamin, Nejadhashemi, Zhang, 
Giri, & Woznicki, 2016). Esta combinación permite que un FIS aprenda de los 
datos para crear modelos, y que sea un modelo eficiente para determinar el 
comportamiento de sistemas dinámicos complejos definidos de forma imprecisa 
(Kim & Kasabov, 1999). Por lo tanto, ANFIS también ha sido aceptado como una 
técnica alternativa eficiente para el modelado y la predicción en hidrología 
(Emamgholizadeh, Moslemi, & Karami, 2014). Algunos de los trabajos de la 
literatura que han aplicado ANFIS en hidrología son Dastorani, Moghadamnia, 
Piri, & Rico-Ramirez (2010) y Seckin (2011). 
Aunque ANN y ANFIS tienen grandes ventajas, también es necesario 
comentar ciertas desventajas (Rezaei, Rahmati, & Modarress, 2017; Tu, 1996), tales 
como: (i) las RNAs son una caja negra y no aclaran la relación funcional entre los 
valores de entrada y salida; (ii) una red neuronal debe ser entrenada para cada 
problema para obtener la arquitectura adecuada, y esto requiere mayores recursos 
computacionales; y (iii) ANFIS es más complicado que FIS y no está disponible 
para todas las opciones de FIS.  
En la literatura son pocos los trabajos que comparan modelos de machine 
learning con las fórmulas empíricas. Shabani & Shabani (2012) aplican RNAs para 
estimar el Qins a partir del MQmd y compararon sus resultados con los métodos de 
Fuller (1914), de Sangal (1983) y de Fill & Steiner (2003). Un año después 
Dastorani, Koochi, Darani, Talebi, & Rahimian (2013) además de las redes 
neuronales aplicaron ANFIS para comprobar su eficiencia frente a las fórmulas 
empíricas, y concluyeron que ANFIS aumentaba la precisión de la estimación de 
los caudales máximos instantáneos.  
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La técnica de machine learning SVM se ha utilizado con menos frecuencia 
en el contexto hidrológico (Vapnik, 1998). Uno de estos trabajos es el de Misra, 
Oommen, Agarwal, Mishra, & Thompson (2009) que comparan el rendimiento de 
SVM y RNAs en la simulación de la escorrentía y de los sedimentos a escala 
diaria, semanal y mensual, concluyendo que SVM es una alternativa eficiente a 
las RNAs. La aplicación de SVM en la estimación de regresión no lineal está 
aumentando debido a un buen rendimiento de generalización (Cao & Tay, 2003). 
Posteriormente, se presentó una novedosa técnica de machine learning, las 
máquinas de aprendizaje extremo (ELM) (Huang, Zhu, & Siew, 2004). Como se 
puede ver en Huang, Huang, Song, & You (2015) la técnica de ELM se ha aplicado 
con éxito en análisis de datos biomédicos, visión artificial, procesamiento de 
imágenes y modelado y predicción de sistemas. Sin embargo, las aplicaciones de 
ELM para estimar caudales son escasas (Deo & Şahin, 2016; Rezaie-Balf  & Kisi, 
2017). No se han encontrado trabajos donde apliquen SVM y ELM para el cálculo 
de caudales máximos instantáneos.  
Como ya se comentó en el capítulo I, la simulación SWAT se basa en una 
escala diaria, por lo que el modelo SWAT no puede trabajar para una escala tan 
minuciosa como para simular los Qins. Para abordar este problema se pueden 
aplicar las diferentes técnicas ya comentadas para estimar el Qins a partir de los 
MQmd obtenidos en SWAT. Lee, Heo, Lee, & Kim (2017) evaluaron los efectos de 
una presa sobre la frecuencia de las inundaciones combinando una simulación 
SWAT y una fórmula empírica, el método de Sangal (1983), para estimar el Qins. 
Sin embargo, hasta donde se tiene conocimiento, SWAT aún no se ha utilizado en 
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III –METODOLOGÍA DE LA INVESTIGACIÓN
El presente capítulo de Metodología de la Investigación se organiza en cuatro 
apartados. En el en el apartado 3.1 se describen las zonas de estudio. En el 
apartado 3.2 se realiza la descripción del modelo SWAT, a continuación en el 
apartado 3.3  se describe el modelo hidrológico STM, en el apartado 3.4 se 
describen las cuatro técnicas de machine learning empleadas en esta tesis (RNA, 
ANFIS, SVM y ELM), y por último en el apartado 3.5 se exponen las fórmulas 
empíricas empleadas para el cálculo de caudales máximos instantáneos.  
3.1 DESCRIPCIÓN DE LAS ZONAS DE ESTUDIO  
Para comparar la precisión de los modelos SWAT y RNA en la estimación 
de caudales diarios, dos cuencas españolas con características contrastadas fueron 
seleccionadas como casos de estudio, la cuenca del río Ladra (LRB), al norte de la 
cuenca hidrográfica del Miño-Sil, con clima atlántico, y la cabecera de la cuenca 
del río Segura (HSRB) con un clima mediterráneo. La Figura 1 muestra el mapa de 














Figura 1. (a) Localización de las cuencas Miño-Sil y Segura en la España peninsular; (b) 
Ubicación de la cuenca LRB en la cuenca del río Miño-Sil; (c) Ubicación del cuenca 
HSRB en la cuenca del río Segura; (d) DEM de LRB; (e) DEM de HSRB. 
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En la Tabla 1 se recogen algunas de las características medias anuales de 
estas cuencas, como la temperatura, la precipitación y el caudal medio anual. 
 
Tabla 1. Características de las cuencas LRB y HSRB. 
Características  LRB1  HSRB2 
Temperatura media anual  (°C) 11.2 13.2 
Precipitación media anual (mm) 1218 748 
Caudal medio anual (m3/s) 23.66 1.85 
1 De acuerdo con el periodo 1971-2007. 2 De acuerdo con el periodo 1987-2007.   
La cuenca del río Ladra (LRB) es un ecosistema protegido en la región 
atlántica de la Península Ibérica.  Se encuentra en el noroeste de España dentro de 
la Reserva de la Biosfera llamada “Terras do Miño”(declarada reserva en el año 
2002 por la UNESCO), y declarada Lugar de Importancia Comunitaria (LIC) por 
la UE debido a su alto valor ecológico. LRB cubre un área de 843 km2 y se 
caracteriza por una respuesta rápida en la transformación de la lluvia a 
escorrentía debido a un predominantemente lecho rocoso de baja permeabilidad y 
una pendiente moderada. Las elevaciones oscilan entre 392 m s.n.m. en la salida 
de la cuenca y  906 m s.n.m. en la cabecera. Esta área de estudio se caracteriza por 
un clima oceánico con temperaturas suaves durante todo el año y temporadas 
secas de verano. La precipitación media anual es de alrededor de 1300 mm. La 
temperatura media anual es de alrededor de 11 °C, con un mínimo en febrero y 
un máximo en agosto. El caudal en la cuenca LRB es abundante y producido por 
sistemas persistentes del Atlántico frontal desde el oeste, que generalmente 
ocurren  de otoño a primavera, siendo el verano la temporada más seca (Coch & 
Mediero, 2016).  El caudal mensual medio varía desde 48 m3/s en invierno a 4 m3/s 
en verano; el caudal disminuye gradualmente de otoño a verano y aumenta 
durante el otoño. El tipo de suelo predominante es el Cambisol Húmico (82% del 
área total). La importancia de los acuíferos es mucho menor que el aporte 
superficial al caudal (IGME, 2017). El 35% de la superficie de la cuenca son tierras 
forestales, seguido de un 24% de tierras con matorrales y/o vegetación herbácea, 
un 23% de tierras agrícolas heterogéneas y un 18% de uso mixto.  
La cuenca HSRB está ubicada en las sierras de Segura y Cazorla donde nace 
el río Segura. La cuenca del río Segura representa una de las zonas más áridas del 
área mediterránea, presentando una gran heterogeneidad en sus regímenes de 
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caudales (Belmar, Velasco, & Martinez-Capel, 2011). La cuenca HSRB está ubicada 
en  la cabecera del río Segura que desemboca en el embalse de Anchuricas. Como 
el terreno es montañoso presenta grandes pendientes con un rango de elevación 
de 898 a 1912 m s.n.m.. El clima es mediterráneo con veranos muy secos y una 
estación lluviosa que se extiende de octubre a mayo, durante la cual se produce 
más del 80% de la precipitación anual. La precipitación media anual varió de 412 
a 1234 mm. El tipo de suelo principal es el Leptosol Rendsico (88% del área total) 
que presenta una profundidad variable pero siempre inferior a 50 cm, 
pedregosidad abundante, niveles altos de carbono y buen drenaje (Senent-
Aparicio et al., 2017). La cuenca se caracteriza por condiciones que permiten la 
infiltración de una gran cantidad de agua y suavizan la respuesta hidrológica, y 
las aguas subterráneas son cruciales en la hidrología de la superficie (Moral, 
Cruz-Sanjulián, & Olías, 2008). Durante los meses de verano, la precipitación es 
prácticamente inexistente, por lo que el caudal en este período proviene 
principalmente de las fuentes de agua subterránea (Belmar et al., 2011). Algunos 
acuíferos muy importantes existen en esta área, ya que la mayoría de estas 
cadenas montañosas están formadas de piedra caliza (Marco, 1993). El caudal 
mensual promedio varía entre 0.96 m3/s en septiembre y 2.97 m3/s en enero. HSRB 
es una zona mayoritariamente dominada por bosques que cubre 
aproximadamente el 61% de la cuenca, y el 19% está cubierta por vegetación de 
matorral mediterráneo.  
Para la aplicación del modelo STM, fue necesario la selección de una cuenca 
alpina donde la aportación de la fusión de la nieve al caudal total de la cuenca 
fuera importante. Para ello, la cuenca de Canales se seleccionó como caso de 
estudio. Canales es una cuenca con características alpinas ubicada en Sierra 
Nevada en el sureste de España (Figura 2). Sierra Nevada es un macizo 
montañoso situado a una latitud aproximada de 37 °N, y que cuenta con más de 
veinte picos alineados de más de 3000 m de altitud que divide el área en dos 
zonas climáticas, una zona continental al norte y una zona mediterránea al sur. En 
Sierra Nevada se encuentra una de las estaciones de esquí más importantes de 
España, siendo esta la estación más meridional de Europa. La cuenca de Canales 
tiene una superficie de 176.3 km², se encuentra en la cara norte y es la cabecera del 
río Genil.  
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Para la tarea de estimar caudales instantáneos a partir de datos medios 
diarios y poder seleccionar la técnica más eficiente, se aplicaron los diferentes 
modelos a 14 estaciones de aforos pertenecientes a 14 cuencas españolas distintas.  
España muestra una amplia gama de características climáticas debido a su 
posición entre la zona de temperatura europea y la zona subtropical. También 
incluye algunas de las áreas más lluviosas de Europa en el noreste, así como las 
más secas en el sureste, con un marcado período de sequía prolongada en verano. 
Las 14 cuencas se seleccionaron según varios criterios. Por un lado, se pretendía 
tener (i) una amplia gama de regímenes de caudales representativos de la 
diversidad de condiciones en la España peninsular; (ii) una serie temporal de 
datos lo suficientemente larga (más de 30 años) en estaciones de aforo ubicadas en 
cuencas en régimen natural; y por último, (iii) cuencas con áreas que no 
excedieran los 1000 km2.  
Como se muestra en la Figura 3, las cuencas utilizadas en este estudio de 
caudales instantáneos, están distribuidas por la Península Ibérica, cubriendo las 
tres principales zonas climáticas distinguidas en la España peninsular: el clima 
mediterráneo, que se caracteriza por veranos secos y cálidos, e inviernos 
Figura 2. Localización de la cuenca de Canales dentro de la cuenca del río Genil. 
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templados y húmedos; el clima oceánico, que se encuentra en la parte norte del 
país; y el clima semiárido, que está presente en el centro y el sureste del país, 
donde, en contraste con el clima mediterráneo, la estación seca continúa más allá 













La Tabla 2 enumera las 14 cuencas con áreas comprendidas entre 29 y 837 
km2, altitudes medias desde 16 a 1278 m s.n.m. y con longitudes de registros de 
caudales disponibles de 38 a 70 años. De acuerdo con el sistema de clasificación 
climática de Koppen (Kottek, Grieser, Beck, Rudolf,  & Rubel, 2006), entre las 14 
cuencas, seis de ellas son consideradas climas mediterráneos con veranos suaves 
(Csb),  cuatro de ellas se consideran climas oceánicos (Cfb), tres son consideradas 
climas mediterráneos con veranos secos y calurosos (Csa), y una de ellas 
representa el clima semiárido (Bsk).  
Figura 3.  Localización de las 14 cuencas para el estudio de estimación de caudales 
instantáneos. 
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Tabla 2. Resumen de las principales características de las 14 cuencas seleccionadas para el 















Trevías TRE 411 35 0.24 Cfb 43 
Begonte BEG 843 395 0.24 Csb 43 
Coterillo COT 485 16 0.47 Cfb 40 
Andoain AND 765 38 0.39 Cfb 43 
Priego PRI 345 818 0.12 Csb 46 
Bolulla BOL 30 120 0.17 Bsk 38 
Gargüera GAR 97 380 0.29 Csa 40 
Cuernacabras CUE 120 305 0.31 Csa 40 
Jubera JUB 196 892 0.10 Csb 62 
Tramacastilla TRA 95 1278 0.10 Csb 48 
Belmontejo BEL 187 830 0.08 Csa 42 
Peralejo de 
las Truchas 
PER 410 1143 0.16 Csb 68 
Riaza RIA 36 1139 0.16 Csb 70 
Pitarque PIT 279 990 0.09 Cfb 45 
  
No se ha seleccionado para el estudio ninguna cuenca en el suroeste  debido a 
la falta de datos en esta zona, disponiendo de registros con menos de 10 años en 
la mayoría de estaciones de aforo. Además, de acuerdo con Senent-Aparicio, 
Perez-Sanchez, & Bielsa-Artero (2016), el sur de España es una de las regiones con 
mayor estrés hídrico de Europa, y por ello es muy difícil encontrar cuencas en 
régimen natural en este área.  
Para evaluar la torrencialidad de las cuencas seleccionadas, el índice de 
Richard-Baker (R-B) (Baker, Richards, Loftus, & Kramer, 2004) fue obtenido. Este 
índice refleja la velocidad y frecuencia de los cambios a corto plazo en el caudal 
en respuesta a los eventos de tormentas.   
3.2 MODELO SWAT 
SWAT (Arnold et al., 1998) es un modelo de simulación continua, semi-
distribuido, y físicamente basado, que opera a escala diaria. Fue desarrollado por 
el Dr. Jeff Arnold en el Departamento de Agricultura de los Estados Unidos con la 
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Universidad de Texas. SWAT fue principalmente creado  para predecir el impacto 
de las prácticas humanas sobre los recursos hídricos y sobre los sedimentos en 
cuencas grandes y complejas, con variedad de tipos de suelos, diferentes usos del 
suelo y condiciones de explotación a lo largo del tiempo. Es un modelo 
matemático, el cual consiste en la representación de un sistema idealizado con 
propiedades estructurales importantes de un sistema real, a través de ecuaciones 
que expresan el funcionamiento de los procesos y las relaciones entre las variables 
y los parámetros. 
Para la simulación de procesos hidrológicos, SWAT divide la cuenca 
hidrográfica en subcuencas basándose en la red de drenaje y en la topografía. 
SWAT considera la heterogeneidad espacial de una cuenca dividiendo las 
subcuencas en múltiples unidades de respuesta hidrológica (HRUs). Las HRUs 
consisten en zonas  homogéneas con el mismo tipo de suelo, uso del suelo y 
pendiente. El modelo SWAT se materializa en ArcGIS o QGis integrando diversos 
datos geoespaciales para representar con precisión las características de la cuenca. 
SWAT necesita un modelo de elevación del terreno, un mapa de usos del suelo, 
datos sobre el tipo de suelo y datos climáticos de la zona de estudio. Y se utilizan 
estos datos como entradas para el análisis de la simulación hidrológica de la 
escorrentía superficial y recarga de aguas subterráneas.  
La simulación de la hidrología de la cuenca en SWAT es separada en dos 
fases. La primera fase es la fase terrestre del ciclo hidrológico (Figura 4). La fase 
terrestre determina la cantidad de agua, la carga de sedimentos, nutrientes y 
pesticidas incorporados al cauce principal de cada subcuenca. La segunda fase es 
la fase del agua del ciclo hidrológico que queda definida por el encauzamiento y 
movimiento del agua, de los sedimentos y de los demás componentes 
determinados en la primera fase a través de la red de cauces de la cuenca hacia el 
punto de salida. Además de realizar un seguimiento del flujo en el canal, SWAT 
modela la transformación de las sustancias químicas en la corriente y en el lecho 

























SWAT simula el ciclo hidrológico basándose en el balance hídrico y este está 
controlado por el clima (Abbaspour et al., 2015). La ecuación de balance hídrico 
que rige los componentes hidrológicos del modelo SWAT es la siguiente (Neitsch, 
Arnold, Kiniry, & Williams, 2011): 




donde, SWt es cantidad final de agua en el suelo (mm), SW0 es la cantidad 
inicial de agua en el suelo en el día i (mm), Rday es la precipitación caída el día i 
(mm), Qsurf es la cantidad de escorrentía superficial en el día i (mm), Ea es la  
evapotranspiración ocurrida el día i (mm), Wseep es la cantidad de agua que 
percola el día i (mm) y Qgw es el flujo de retorno el día i (mm). 
El clima de una cuenca proporciona los aportes de humedad y energía que 
controlan el balance hídrico y que determinan la importancia relativa de los 
diferentes componentes del ciclo hidrológico. Las variables climáticas requeridas 
por SWAT son la precipitación diaria, la temperatura máxima y mínima del aire, 
 Figura 4. Esquema de la fase terrestre del ciclo hidrológico en SWAT. Fuente: Adaptación 
propia de SWAT User’s Manual (2000). 
CAPÍTULO III: METODOLOGÍA DE LA INVESTIGACIÓN  71 
la radiación solar, la velocidad del viento y la humedad relativa. Estas variables 
pueden ser introducidas como datos observados o pueden ser generados durante 
la simulación. 
El modelo SWAT asume para la modelización del agua en el cauce que el 
agua circula por canales trapezoidales y en régimen de lámina libre. Aplica la 
ecuación de Manning para calcular la velocidad de flujo. El agua circula por la red 
de canales utilizando el método de enrutamiento de almacenamiento variable o el 
método de Muskingum. Con este procedimiento se van agregando los flujos 
drenados en cada HRU hasta el punto de salida. 
3.2.1 Componentes del modelo SWAT 
La precipitación a medida que desciende puede ser interceptada por la 
vegetación o caer a la superficie terrestre. Una vez en la superficie, el agua se 
infiltra en el suelo, o bien, fluye por la superficie como escorrentía. La escorrentía 
fluye relativamente rápido hasta el canal o río, contribuyendo al caudal del río a 
corto plazo. El agua infiltrada puede quedar retenida en el suelo y después 
evapotranspirarse, puede moverse lateralmente en el perfil del suelo hasta llegar 
al cauce, o llegar lentamente y a largo plazo al sistema superficial a través de 
caminos subterráneos. Una última opción es que el agua percole y se convierta en 
recarga del acuífero. En esta sección se describen brevemente los diferentes 
procesos involucrados en la fase terrestre del ciclo hidrológico recogido en la 
Figura 4. 
3.2.1.1 Escorrentía superficial  
La escorrentía superficial se produce cuando la precipitación que alcanza la 
superficie del suelo excede su capacidad de infiltración. A medida que aumenta la 
humedad en el suelo, dicha infiltración va disminuyendo. SWAT calcula el 
volumen de escorrentía superficial mediante dos procedimientos: el método del 
número de curva del Servicio de Conservación de Suelos de Estados Unidos (SCS) 
(USDA-SCS, 1972) y el método de infiltración de Green & Ampt (1911). En la 
presente tesis se utiliza como procedimiento para estimar la escorrentía 
superficial, el método del número de curva.  
PATRICIA JIMENO SÁEZ 72 
En el método del número de curva, el efecto de la intercepción también es 
considerado, y también otros efectos como el almacenamiento superficial del 
suelo y la infiltración previa a la escorrentía. El número de curva varía de forma 
no lineal con el contenido de humedad en el suelo y disminuye conforme el suelo 
se acerca al punto de marchitez, valores cercanos a 0 representan condiciones de 
permeabilidad muy alta, y aumenta hasta 100 a medida que el suelo se aproxima 
a la saturación, es decir, a condiciones de impermeabilidad. 
Además, en el cálculo de la escorrentía, SWAT considera el desfase que se  
produce en la escorrentía superficial cuando el  tiempo  de  concentración  
(tiempo desde que empieza a llover hasta que el caudal de salida se estabiliza) es  
superior a un día, y así, solo una parte de la escorrentía llega al canal principal el 
día que es generada. 
3.2.1.2 Infiltración 
La infiltración es la cantidad de agua que entra en el perfil del suelo desde la 
superficie. A medida que la infiltración se va produciendo, el suelo se vuelve cada 
vez más húmedo, lo que hace que la tasa de infiltración disminuya con el tiempo 
hasta que alcanza un valor estable. Debido a que el método de número de curva 
utilizado para calcular la escorrentía superficial opera en un paso de tiempo 
diario, no puede modelar la infiltración directamente. Por lo que la cantidad de 
agua que ingresa al perfil del suelo se calcula como la diferencia entre la cantidad 
de lluvia y la cantidad de escorrentía superficial. 
3.2.1.3 Evapotranspiración  
La evapotranspiración es un término que engloba todos los procesos por los 
cuales el agua líquida o sólida presente en la superficie terrestre o próxima a ella 
se convierte en vapor. La evapotranspiración, por lo tanto, incluye la evaporación 
en ríos y lagos, en la superficie del suelo o de las plantas, la evaporación desde 
dentro de las plantas (transpiración) y la sublimación del hielo y la nieve.  
El modelo SWAT ofrece tres métodos para estimar la evapotranspiración 
potencial: Penman-Monteith (Monteith, 1965), Hargreaves (Hargreaves, 
Hargreaves, & Riley, 1985) y Priestley-Taylor (Priestley &Taylor, 1972).  
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Para el cálculo de la evapotranspiración potencial por Penman-Monteith son 
requeridos los datos de la radiación solar, la temperatura del aire, la humedad 
relativa y la velocidad del viento; para Priestley-Taylor son necesarios los datos 
de la radiación solar, la temperatura del aire y la humedad relativa; mientras que 
para Hargreaves sólo es requerida la temperatura del aire (temperatura máxima y 
mínima). En la presente investigación el método escogido para el cálculo de la 
evapotranspiración es de Hargreaves.  
3.2.1.4 Flujo lateral  
El flujo subsuperficial lateral, o interflujo, es la contribución al caudal que se 
origina debajo de la superficie pero sobre la zona saturada, entre los 0 y 2 m de 
profundidad. Para estimar este flujo subsuperficial, SWAT incorpora un modelo 
de almacenamiento cinemático desarrollado por Sloan, Morre, Coltharp, & Eigel 
(1983). Este modelo tiene en cuenta la variación en la conductividad, en la 
pendiente y en el contenido de agua en el suelo.  
3.2.1.5 Percolación  
La percolación es calculada para cada capa del perfil del suelo. Cuando el 
contenido de agua del suelo excede a la capacidad de campo del suelo de una 
capa, entonces el agua se filtra a la siguiente capa. Cuando la capa de suelo está 
congelada, SWAT no calcula el flujo de agua de la capa.  
3.2.1.6 Flujo de retorno y recarga al acuífero 
El flujo de retorno, o flujo base, es el volumen de caudal que procede de aguas 
subterráneas. El agua que entra en el perfil del suelo por percolación o 
infiltración, se filtra a través de la zona vadosa antes de convertirse en recarga 
superficial del acuífero.  El modelo SWAT divide las aguas subterráneas en dos 
sistemas acuíferos. Un acuífero poco profundo no confinado que contribuye con 
el flujo de retorno a las corrientes dentro de la cuenca, y un acuífero profundo y 
confinado que contribuye al flujo de retorno a las corrientes fuera de la cuenca 
(Arnold, Allen,  & Bernhardt, 1993).  Además del flujo de retorno, el agua 
almacenada en el acuífero poco profundo puede reponer la humedad en el perfil 
del suelo en condiciones muy secas o ser eliminada directamente por la planta.  
PATRICIA JIMENO SÁEZ 74 
3.2.2 Análisis de sensibilidad, calibración y validación del modelo SWAT  
El procedimiento de calibración de SWAT implica un análisis de sensibilidad 
seguido por una calibración y una validación. El análisis de sensibilidad 
determina cuanto afectan los cambios en los parámetros del modelo a las salidas 
del modelo. Es un proceso necesario para identificar los parámetros clave 
necesarios para la calibración (Ma et al., 2000), y seleccionar aquellos parámetros 
que tienen un impacto significativo sobre los resultados del modelo. La 
calibración del modelo es el proceso para estimar el valor de los parámetros 
mediante la comparación de las salidas de la simulación del modelo con los datos 
observados para las mismas condiciones. Y por último, el proceso de validación 
consiste en ejecutar el modelo utilizando los parámetros determinados en la 
calibración para demostrar que el modelo es suficientemente preciso para el caso 
de estudio (Moriasi et al., 2007).   
La calibración de un modelo puede hacerse de forma manual o automática. La 
calibración manual  se basa en un proceso de prueba y error,  implica un ajuste 
manual de los parámetros del modelo según el criterio del investigador, y posee 
un gran valor de aprendizaje. Sin embargo, cuando el número de parámetros es 
grande, la calibración manual se convierte en  una tarea lenta y compleja. La 
calibración automática optimiza los valores de los parámetros utilizando métodos 
numéricos. Esta calibración implica el cálculo del error de predicción utilizando 
una ecuación llamada función objetivo, y un procedimiento de optimización 
automática mediante un algoritmo de búsqueda. Este algoritmo busca los valores 
de los parámetros que optimizan el valor de la función objetivo (Gupta, 
Sorooshian, & Yapo, 1999). 
En el caso del modelo SWAT, con un gran número de parámetros y de 
complejo funcionamiento, es más interesante optar por la calibración automática. 
En la presente tesis se ha empleado para esta tarea, el software SWAT-CUP 
(SWAT – Calibration Uncertainly Procedures). SWAT-CUP es un programa 
independiente desarrollado para la calibración de SWAT.  El programa ofrece 
cinco métodos de calibración diferentes, e incluye funcionalidades para 
validación y análisis de sensibilidad.  Los cinco algoritmos incluidos en SWAT-
CUP son: GLUE (Beven & Binley, 1992), ParaSol (Van Griensven & Meixner, 
2006), MCMC (Markov Chain Monte Carlo) (Kuczera & Parent, 1998), PSO 
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(Particle swarm optimization) (Eberhart & Kennedy, 1995) y SUFI-2 (The 
Sequential Uncertainty FItting version 2) (Abbaspour, Johnson, & Van Genuchten, 
2004, Abbaspour et al., 2007). Como algoritmo de calibración se seleccionó para 
esta investigación el algoritmo SUFI-2, el cual en comparación con las otras 
opciones de calibración requiere un menor número de simulaciones para lograr el 
mismo nivel de rendimiento. Además, para los modelos a gran escala que 
consumen mucho tiempo, se encontró que SUFI-2 era bastante eficiente (Yang & 
Chang, 2008). 
El proceso de calibración con SUFI-2 para el ajuste de los valores de los 
parámetros seleccionados incluye los siguientes pasos:  
 
1. Definición de la función objetivo 
2. Definición del rango inicial de los parámetros que se quieren 
optimizar. 
3. Realización de un análisis de sensibilidad de los parámetros. 
4. Ejecución de N simulaciones, guardando las variables de salida 
obtenidas.  
5. Cálculo de la función objetivo para evaluar las simulaciones. 
6. Definición del nuevo rango de parámetros y repetición de las 
simulaciones hasta conseguir el ajuste deseado. 
 
El análisis de sensibilidad se lleva a cabo manteniendo todos los parámetros 
constantes a valores realistas, mientras se varía cada parámetro dentro del rango 
asignado en el paso dos. Para cada parámetro, se realizan alrededor de cinco 
simulaciones simplemente dividiendo los rangos absolutos en intervalos iguales y 
permitiendo que el punto medio de cada intervalo represente ese intervalo. SUFI-
2 realiza un análisis de regresión múltiple calculando los valores estadísticos del 
t-stat y p-value. El p-value de cada término comprueba la hipótesis de si la media 
de las muestras está cercana a la esperada. Valores pequeños de p-value (< 0.05) 
indican que el parámetro es significativo en el cálculo de la función objetivo. 
Valores altos de p-value significan que el parámetro es poco influyente. 
Los resultados de las simulaciones dependen del estado del sistema en el 
tiempo cero, por lo que debe tenerse especial atención al escoger estas 
condiciones. Para ello se utiliza el periodo de calentamiento, el cual consiste en un 
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periodo inicial (2-5 años) para que el modelo se estabilice y se ajuste de forma 
correcta a la realidad y así mejorar la calidad de la simulación. 
Finalmente, el proceso de validación consiste en ejecutar el modelo con los 
valores de los parámetros obtenidos en la calibración. Para la validación se 
utilizan datos de entrada, en este caso datos climatológicos, de periodos distintos 
a los empleados en la calibración. Su objetivo es probar el modelo en otros 
periodos de tiempo a los calibrados, dándole robustez al modelo y garantizando 
que puede usarse bajo cualquier escenario. 
3.3 MODELO STM Y CORRECCIÓN DEL UNDER-CATCH   
El modelo STM (Snow-Témez Model) es un nuevo modelo de balance 
hidrológico desarrollado en la presente tesis mediante el acoplamiento de un 
modelo de nieve distribuido basado en el modelo TIM (Temperature Index 
Model) al modelo agregado de lluvia-escorrentía de Témez. Este acoplamiento es 
necesario porque el modelo de Témez no considera los procesos nivales. El 
modelo de nieve conceptual distribuido acoplado al modelo de Témez se basa en 
el modelo de nieve descrito por Irannezhad et al. (2015) y considera de forma 
distribuida los procesos hidrológicos relacionados con la nieve. A continuación se 
describen ambos modelos acoplados.  
3.3.1 Modelo de Témez 
El modelo de Témez (1977) es un modelo de pocos parámetros, siendo esto 
una gran ventaja en cuencas en las que se disponen de pocos datos. Las 
aplicaciones prácticas de este modelo es la obtención de serie de caudales a partir 
de series de precipitación y temperatura, y la extensión de series históricas de 
caudales a partir de series más largas de precipitación y temperatura. 
Este modelo matemático en conjunto no es un modelo lineal, aunque sí lo es 
alguno de sus subsistemas. Realiza un balance de humedad entre los distintos 
procesos de transporte de agua que se dan en un sistema hidrológico durante las 
diferentes fases del ciclo hidrológico. Sigue el principio de continuidad o 
conservación de la masa y está regulado por leyes específicas de reparto y 
transferencia entre los distintos términos del balance. La escala temporal a 
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emplear puede ser la que se necesite, siempre que el periodo no sea 
excesivamente corto, para permitir que el balance del agua se equilibre entre las 
distintas etapas del ciclo hidrológico (Témez, 1977).  El balance de humedad está 
constituido por el flujo entrante de precipitación, el cual se reparte entre una serie 
de flujos intermedios (Infiltración) y almacenamientos intermedios (Humedad del 
suelo y volumen almacenado en el acuífero), y unos flujos salientes  
(Evapotranspiración real, caudal superficial y subterráneo) (Paredes et al., 2014). 
En la Figura 5 se presenta un esquema conceptual del modelo de Témez. 
 
El modelo presenta de forma simplificada los diferentes procesos del ciclo 
hidrológico, siendo estos mucho más complejos en la realidad. La formulación de 
los diferentes subprocesos que se integran en el modelo queda recogida en las 
siguientes ecuaciones (Témez, 1977): 
 
1. Cálculo del excedente de lluvia T*(t): 
�
𝑇∗(𝑡) = 0                                  𝑠𝑠   𝑃(𝑡) ≤ 𝑃0   
𝑇∗(𝑡) =
(𝑃(𝑡) − 𝑃0)2
𝑃(𝑡) + 𝛿 − 2 ∙ 𝑃0
          𝑠𝑠  𝑃(𝑡) > 𝑃0        
 (2) 
𝛿(𝑡) = 𝐻𝑚𝑎𝑚 − 𝐻(𝑡 − 1) + 𝐸𝑇𝑃(𝑡) (3) 
 𝑃0(𝑡) = 𝐶(𝐻𝑚𝑎𝑚 − 𝐻(𝑡 − 1)) (4) 
Figura 5. Esquema del ciclo hidrológico del modelo de Témez 
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2. Actualización del estado de la humedad en el suelo H(t):  
𝐻(𝑡) = 𝑚𝑚𝑚( 0 ;𝐻(𝑡 − 1) + 𝑃(𝑡) − 𝑇∗(𝑡) − 𝐸𝑇𝑃(𝑡)) (5) 
 
3. Cálculo de la infiltración subterránea I(t) y de la escorrentía superficial 
E(t): 




𝐸(𝑡) = 𝑆(𝑇∗(𝑡) − 𝐼(𝑡)) (7) 
 
4. Cálculo del volumen almacenado en el acuífero V(t) y del caudal 
subterráneo drenado Qsub(t) : 
𝑉(𝑡) = 𝑉(𝑡 − 1) ∙ 𝑒𝑚𝑒−𝛼∙∆𝑡 +
𝑆 ∙ 𝐼(𝑡)
𝛼
(1 − 𝑒𝑚𝑒−𝛼∙∆𝑡) (8) 
𝑄𝑠𝑠𝑠(𝑡) = 𝑉(𝑡 − 1) − 𝑉(𝑡) + 𝐼(𝑡) ∙ 𝑆 (9) 
 
5. Cálculo del caudal total Qtotal(t):  
𝑄𝑡𝑡𝑡𝑎𝑡(𝑡) = 𝐸(𝑡) + 𝑄𝑠𝑠𝑠(𝑡) (10) 
Los datos (inputs) necesarios para el modelo son tres, precipitación en el 
instante t (P(t)), la temperatura media para el instante t (T(t)) y la superficie de la 
cuenca (S). Las variables de cálculo son la capacidad disponible en cada instante t 
para el almacenamiento del agua en el suelo (𝛿(𝑡)) y el umbral de inicio de la 
escorrentía en el instante t (P0(t)). Las variables de estado a inicializar son la 
humedad inicial del suelo en el instante t = 0 (H0) y el volumen inicial del acuífero 
en el instante t = 0 (V0), y su valor es obtenido a través de la calibración. Los 
parámetros que el modelo requiere calibrar son cuatro: Hmax y C que regulan el 
almacenamiento de agua en el suelo, Hmax es la máxima capacidad de humedad 
en el suelo, y C es un coeficiente de inicio de excedente; Imax es la infiltración 
máxima al acuífero, y regula la parte de agua que se infiltra al acuífero y la que 
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sale del sistema superficialmente; α regula la cantidad de agua que drena desde el 
acuífero hacia el exterior del sistema. 
El excedente de lluvia T*(t) es la parte del agua de lluvia P(t) que acaba siendo 
drenada y sale al exterior, a través del cauce del río. El resto de precipitación (P(t)-
T*(t)) se almacena en el suelo en forma de humedad H(t) para alimentar a la 
evapotranspiración ETR(t) en tiempos posteriores. Siendo la evapotranspiración 
el conjunto de fenómenos naturales por los que el agua retorna a la atmósfera en 
estado gaseoso. Este excedente T*(t) se descompone a su vez en escorrentía 
superficial E(t) y en infiltración I(t). La escorrentía o caudal superficial E(t), 
corresponde al agua de lluvia que discurre por la superficie del terreno hacia 
zonas topográficamente más bajas debido a la acción de la gravedad. La 
infiltración I(t)  corresponde con el agua que se infiltra al acuífero a través de la 
superficie del terreno. Parte del agua infiltrada desaguará a los cauces dentro de 
ese mismo intervalo de tiempo, mientras que el resto permanecerá almacenado en 
el acuífero para salir en fechas posteriores. El caudal subterráneo Qsub(t) es 
función de la cantidad de agua almacenada en el acuífero V(t) que queda por 
encima de un umbral de salida al cauce y es igual a la suma de las reservas 
iniciales del acuífero menos las reservas finales, más la infiltración en ese periodo. 
Por último, el caudal total Qtotal(t) que desagua al cauce durante un intervalo de 
tiempo es la suma del caudal superficial E(t) más el caudal subterráneo Qsub(t), 
obteniendo así la salida del modelo de Témez. Sobre la evapotranspiración, hay 
que diferenciar entre la evapotranspiración real (ETR(t)), que es un output del 
modelo, y la evapotranspiración potencial (ETP(t)), que es una variable de cálculo. 
Para el cálculo de la ETP se emplea el método de Hargreaves utilizando datos de 
temperatura y radiación solar.  
Todo lo comentado hasta ahora en el modelo de Témez, es utilizado para el 
modelado puramente pluvial. Para el caso de cuencas alpinas con procesos 
nivales, este modelo no podría ser aplicado como tal, puesto que la limitación de 
este modelo es que no simula los fenómenos que reproducen los procesos de 
nieve. Por ello, es necesario agregar a este modelo un modelo de nieve que 
reproduzca las aportaciones de caudales a la cuenca como consecuencia del 
deshielo. El flujo resultante del modelo de nieve, que es el que corresponde a la 
lluvia líquida más el flujo de la fusión de la nieve, constituye la entrada al modelo 
de Témez, para así obtener las salidas del sistema que son la evapotranspiración 
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real y el caudal. La calibración del modelo se realiza con  las series observadas de 
caudales restituidas a régimen natural.  
3.3.2 Modelo de Nieve 
El modelo de nieve empleado en este trabajo es el llamando TIM (The 
temperature-index snowmelt model)  (Hock, 2003; Irannezhad et al., 2015). En él 
se asume un factor llamado grado-día que relaciona la temperatura del aire con la 
fusión de la nieve. El modelo TIM es el más empleado para el modelado de la 
fusión, debido a tres razones (Hock, 2003): (i) La amplia disponibilidad de datos 
de temperatura del aire o la facilidad de obtener los datos de temperatura por 
predicción o interpolación; (ii) el buen rendimiento del modelo a pesar de su 
simplicidad; (iii) el modelo es computacionalmente simple. 
 La formulación del modelo TIM se expone a continuación (Adaptación de 
Irannezhad et al. (2015)): 
 
1. Cálculo de la fracción de precipitación que corresponde con agua líquida 
(Pr(t)) y la fracción que es precipitación sólida (Ps(t)):         
𝑃𝑟(𝑡) = 𝑃(𝑡) ∙ 𝐹𝑟(𝑡) ∙ 𝐶𝑟 (11) 





0                                   𝑇(𝑡) ≤ 𝑇𝑚𝑖𝑚
𝑇(𝑡) − 𝑇𝑚𝑖𝑚
𝑇𝑚𝑎𝑚 − 𝑇𝑚𝑖𝑚
                𝑇𝑚𝑖𝑚 < 𝑇(𝑡) ≤ 𝑇𝑚𝑎𝑚
1                                     𝑇(𝑡) > 𝑇𝑚𝑎𝑚
 (13) 
 𝐹𝑠(𝑡) = 1 −  𝐹𝑟(𝑡) (14) 
 
2. Cálculo de la cantidad de agua procedente de la fusión de la nieve (SM(t)): 
𝑆𝑆(𝑡) = 𝑚𝑠𝑚 ��
      0                                   𝑇(𝑡) ≤ 𝑇𝑚𝑚𝑡𝑡
 𝐾𝑑(𝑇(𝑡) − 𝑇𝑚𝑚𝑡𝑡)         𝑇(𝑡) >  𝑇𝑚𝑚𝑡𝑡
𝑆𝐼2(𝑡 − 1)                                               
 (15) 
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3. Cálculo de la cantidad de agua que tras fundirse vuelve a congelarse 
(SF(t)): 
𝑆𝐹(𝑡) = 𝑚𝑠𝑚 ��
0                                   𝑇(𝑡) ≥ 𝑇𝑓
𝐾𝑓�𝑇𝑓 − 𝑇(𝑡)� 𝑎        𝑇(𝑡)  < 𝑇𝑓 
𝑆𝑆2(𝑡 − 1)                                         
 (16) 
4. Cálculo de la cantidad de agua en estado sólido en el paquete de nieve 
(SI(t)): 
𝑆𝐼(𝑡) = 𝑆𝐼2(𝑡 − 1) + 𝑃𝑠(𝑡) + 𝑆𝐹(𝑡) − 𝑆𝑆(𝑡) (17) 
 
5. Cálculo de la cantidad de agua líquida retenida en el paquete de nieve 
(SL(t)): 
𝑆𝑆(𝑡) = 𝑚𝑠𝑚 � 𝑅𝑒𝑡 ∙  𝑆𝐼(𝑡)                              𝑆𝑆2(𝑡 − 1) + 𝑃𝑟(𝑡) + 𝑆𝑆(𝑡) − 𝑆𝐹(𝑡)    
 (18) 
 
6. Cálculo de la evaposublimación (ES(t)) (Herrero & Polo, 2016): 
𝑆(𝑡) = 𝑚𝑠𝑚 �
𝑘𝐸𝑠 ∙ 𝑆𝑆(𝑡)/(1 − 𝑘𝐸𝑠)
𝑆𝐼(𝑡) + 𝑆𝑆(𝑡)  (19) 
 
7. Actualización de estado de SI(t) y SL(t) por pérdidas por 






𝑠𝑠 𝐸𝑆(𝑡) ≥ 𝑆𝑆(𝑡) � 𝑆𝐼2(𝑡) = 𝑚𝑚𝑚 �
0
𝑆𝐼(𝑡) − �𝐸𝑆(𝑡) − 𝑆𝑆(𝑡)�
𝑆𝑆2(𝑡) = 0                                                      
𝑠𝑠 𝐸𝑆(𝑡) < 𝑆𝑆(𝑡)  �𝑆𝐼2
(𝑡) =  𝑆𝐼(𝑡)                 
𝑆𝑆2(𝑡) = 𝑆𝑆(𝑡) − 𝐸𝑆(𝑡)                                
 (20) 
 
8. Cálculo del Snow Water Equivalent (SWE(t)): 
𝑆𝑆𝐸(𝑡) = 𝑆𝐼(𝑡) + 𝑆𝑆(𝑡) − 𝐸𝑆(𝑡) (21) 
 
9. Cálculo del flujo de fusión (ML(t)): 
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𝑆𝑆(𝑡) = 𝑚𝑚𝑚 �
0                                                           
𝑆𝑆(𝑡) − 𝑆𝐹(𝑡) − �𝑅𝑒𝑡 ∙ 𝑆𝐼2(𝑡)� + 𝑆𝑆2(𝑡 − 1) (22) 
          





⎧𝑆𝑠 𝑆𝑆𝐸(𝑡) = 0      →    𝑅𝑅(𝑡) =  𝑆𝑆2(𝑡 − 1) + 𝑆𝑆(𝑡) + 𝑃𝑟(𝑡)                                                                           
𝑆𝑠 𝑆𝑆𝐸(𝑡) > 0  �
𝑆𝑠 𝑆𝑆(𝑡) > 0→   𝑅𝑅(𝑡) =  𝑆𝑆(𝑡) + 𝑃𝑟(𝑡)                                                                                
𝑆𝑠 𝑆𝑆(𝑡) = 0 →  𝑅𝑅(𝑡) = 𝑚𝑚𝑚 � 0                                                                                         𝑆𝑆(𝑡) − 𝑆𝐹(𝑡) − �𝑅𝑒𝑡 ∙ 𝑆𝐼2(𝑡)� + 𝑆𝑆2(𝑡 − 1) + 𝑃𝑟(𝑡)
  (23) 
 
Los datos de entrada al modelo son dos: P(t) precipitación en el instante t y T(t) 
temperatura en el instante t. Las variables de estado a inicializar son SI2(t) y 
SL2(t) para el instante inicial t=0. Sus valores serán de 0 debido a que la 
simulación comienza el 1 de octubre y en esa fecha se puede asumir que no existe 
cobertura de nieve. Los parámetros que el modelo requiere calibrar son once, a 
continuación se enumeran junto con su rango de valores (Irannezhad et al., 2015): 
1. Tmin: Temperatura umbral mínima en la formación de nieve (°C) [-6.1 , 2] 
2. Tmax: Temperatura umbral máxima en la formación de nieve (°C) [2 , 7] 
3. Cr: coeficiente de corrección de la medición de lluvia [1 , 1.4] 
4. Cs: coeficiente de corrección de la medición de nieve [1 , 1.8] 
5. Tmelt: Temperatura umbral para la fusión de nieve (°C) [0 , 4] 
6. Tf: Temperatura umbral para la recongelación del agua líquida (°C) [-5,-
0.001] 
7. Kd: Factor grado-día (mm/°C∙día) [0.1 , 15] 
8. Kf: Factor recongelación (mm/°Ca∙día) [0.02 , 5.1] 
9. a: Exponente de la función recongelación [0.001 , 1] 
10. Ret: Capacidad de retención de agua líquida del paquete de nieve [0.02 , 
0.52] 
11. KEs: coeficiente de evaposublimación. Indica que parte de la ablación es 
evaposublimación [0.1,0.5]  
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El dato de salida del modelo es Rw(t) en mm, correspondiente al flujo líquido que 
entra al modelo de precipitación-escorrentía de Témez. El esquema del modelo 
STM se muestra a continuación donde el subíndice c e i denotan las variables 
asociadas con la celda c para el tiempo i. La primera parte del modelo relacionado 
con la nieve funciona de forma distribuida (por celdas) y en la segunda parte 
funciona de una forma agregada (agregando los resultados de todas las celdas 
para cada i).  
3.4 ALGORITMOS DE MACHINE LEARNING  
Machine learning o aprendizaje automático es una rama de la inteligencia 
artificial que busca que los ordenadores sean capaces de aprender e inducir 
conocimiento a partir de los datos. Un método de machine learning es un 
algoritmo que estima una dependencia, hasta ese momento desconocida, entre las 
Figura 6. Diagrama del modelo STM (Snow-Témez Model). 
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entradas a un sistema (inputs) y sus salidas (outputs) a partir de los datos 
disponibles. A medida que se descubre esa relación de dependencia, esta se 
puede utilizar para predecir o estimar los resultados del sistema futuro a partir de 
los valores de entrada conocidos. Cuatro técnicas de machine learning se han 
utilizado y comparado en esta tesis: RNA, ANFIS, SVM, y ELM. Cada uno de 
estos métodos podría ser utilizado con una gran variedad de configuraciones. En 
la presente tesis se han escogido las configuraciones clásicas de los algoritmos 
utilizadas para la mayoría de las aplicaciones existentes. A continuación, se 
recogen los conceptos básicos de cada una de las técnicas utilizadas. Las redes 
neuronales artificiales (RNAs) se explican con mayor detalle, debido a que son 
empleadas en los tres artículos  publicados que forman parte de esta tesis. 
3.4.1 Red neuronal artificial (RNA)  
Una red neuronal artificial  es un sistema de procesamiento de información 
distribuido, donde el aprendizaje está basado en los procesos neuronales que 
tienen lugar en el cerebro humano (Haykin, 1999). La idea que inspiró su 
desarrollo fue el deseo de desarrollar un sistema artificial que realizara tareas del 
mismo modo que un cerebro, adquiriendo conocimientos mediante aprendizaje y 
almacenando los conocimientos adquiridos. Una RNA aprende, memoriza y 
divulga las diversas relaciones encontradas en los datos. Es capaz de modelar 
complejas relaciones no lineales encontradas en los datos de una cuenca 
hidrográfica sin un conocimiento previo y explícito de las características físicas 
del proceso (Shiau & Hsu, 2016; Singh et al., 2012).  
Una RNA consiste en un agrupamiento de neuronas artificiales ordenadas en 
capas y conectadas entre sí. Cada neurona consta de conexiones de entrada y de 
salida, y en su núcleo se procesa y agrega la información que recibe mediante las 
entradas (inputs). La forma en la que las neuronas están conectadas define la 
arquitectura de la red, existiendo numerosas arquitecturas diferentes de redes. 
Las redes pueden ser de una sola capa, o multicapa de acuerdo con el número de 
capas; y redes feed-forward, recurrentes o autoorganizadas según la dirección del 
flujo de la información y de su procesamiento. En la presente tesis se han 
utilizado las redes feed-forward multicapa, o también llamadas redes perceptrón 
multicapa, las cuales son las más populares en hidrología (Maier, Jain, Dandy, & 
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Sudheer, 2010) y las más ampliamente utilizadas para simular procesos 
hidrológicos (p. ej., Amirhossien et al., 2015; Gholami, Chau, Fadaee, Torkaman, 
& Ghaffari, 2015; Olyaie et al., 2015; Shiau & Hsu, 2016).  
En la red perceptrón multicapa (MLP, por sus siglas en inglés), las neuronas 
están dispuestas de forma paralela en capas secuenciales, comenzando en una 
primera capa de entrada y terminando en una capa de salida. Entre estas dos 
capas puede haber una o más capas ocultas, y cada capa puede estar formada por 
una o más neuronas. Las neuronas están conectadas con todas las neuronas de la 
siguiente capa inmediata mediante conexiones sinápticas ponderadas, y no hay 
conexión entre las neuronas de la misma capa. Las redes MLP son redes feed-
forward porque son redes alimentadas hacia adelante, es decir, la información 
pasa desde la entrada hacia la salida. 
La capa de entrada es el medio para proporcionar la información (inputs) a la 
red; las neuronas de esta capa reciben señales (inputs) del exterior y producen 
una señal saliente, que se convierte en la señal entrante para la capa siguiente del 
sistema. Las capas ocultas procesan la información. El proceso continúa hasta que 
la capa de salida emite una o más señales (outputs) hacia el exterior, devolviendo 
los valores procesados por la red  que representan las salidas del modelo. Esta 
estructura de la red se puede ver en la Figura  7. 
 
Figura 7. Arquitectura de la red perceptrón multicapa, donde: n es el número de 
variables de entrada a la red; L es el número total de capas ocultas; y k es el número 
de variables de salida de la red. 
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De forma resumida, el esquema de funcionamiento de estas RNAs es el 
siguiente  (ASCE, 2000a): (i)  La información se procesa en las neuronas, cada 
neurona recibe una matriz de entradas o señales; (ii) estas señales pasan entre las 
neuronas a través de enlaces de conexión; (iii) cada neurona forma una 
combinación lineal de las señales de entrada de acuerdo con sus pesos, y a 
continuación realiza una transformación, normalmente no lineal, a través de una 
función de activación o de transferencia para producir una señal de salida. 
La capacidad de aprendizaje de una red queda determinada por su 
arquitectura y por el algoritmo utilizado en su entrenamiento. La determinación 
del número de capas ocultas y de neuronas en cada una de ellas, puede 
considerarse como una tarea de optimización, que se realiza por un 
procedimiento de prueba y error. 
3.4.1.1 Modelo matemático de la red MLP  
Antes de describir el funcionamiento matemático de una RNA, se definen con 
mayor detalle los diferentes elementos y conceptos que constituyen una red:  
 
• Neuronas: son unidades elementales que reciben las señales del exterior o las 
señales de salida de otras neuronas vecinas a través de conexiones o sinapsis.  
Tras procesar estas señales, envían la señal a otras neuronas o al medio 
externo. En función de la capa en la que se encuentren las neuronas, estas 
pueden ser de los siguientes tipos: (i) Las neuronas de entrada son las situadas 
en la capa de entrada, recibiendo las señales de entrada desde el exterior, es 
decir, lo que matemáticamente corresponden a los valores de las variables 
independientes de la función que se va a representar con la RNA; (ii) las 
neuronas ocultas son las situadas en las capas ocultas  y las señales de entrada 
y salida a estas neuronas permanecen dentro de la red; (iii) y las neuronas de 
salida son las situadas en la capa de salida y sus señales de salida se emiten 
hacia el exterior de la red, es decir, equivalen a los valores de las variables 
dependientes de la función a representar. 
• Estado de activación, campo local inducido o entrada neta: es un valor que 
representa el nivel de activación de la neurona y corresponde 
matemáticamente a la agregación ponderada de las señales individuales que 
recibe una neurona de otras neuronas. Se diferencian dos estados de 
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activación: (i) estado de activación positivo, si la neurona es activa; (ii) y 
estado de activación negativo, si la neurona es pasiva. 
• Funciones de activación o de transferencia: son funciones que transforman el 
estado actual de activación de una neurona en una señal de salida. 
• Conexiones sinápticas: son los enlaces entre las neuronas a través de los 
cuales se transmite la información de unas neuronas a otras. A cada conexión 
le corresponde un peso sináptico, cuya magnitud representa la intensidad o 
fuerza de la conexión. Dichos pesos almacenan el conocimiento de la red, es 
decir, parametrizan las relaciones matemáticas entre las variables de la red; si 
la contribución del peso es positiva se considera que es una conexión 
excitatoria, y si es negativa se considera como una inhibición, mientras que los 
pesos nulos hacen que la conexión se considere inexistente.  
• Umbral de activación, sesgo o bias: es un parámetro asociado a cada neurona 
que representa el desfase entre la entrada neta y su respectiva función de 
activación.  
 
El modelo matemático de una neurona constituye la base para el diseño de 
cualquier red neuronal artificial. El diagrama esquemático típico de una 















 Figura 8. Modelo matemático de una neurona j en una RNA. Fuente: 
Ochoa-Rivera, García-Bartual, & Andreu (2002). 
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El vector de entrada a una neurona j está formado por las señales y𝑖
(l−1), estas 
señales provienen de un sistema de variables causales (variables independientes) 
o son las salidas de las neuronas de una capa anterior l -1. Cada señal de entrada 
se modula según el peso w𝑖j
(l)correspondiente a su conexión con la neurona j, y a 
continuación son agregadas para formar la entrada neta 𝑣𝑗
(𝑡), incorporando el bias 
𝜃𝑡𝑗
(𝑡). En términos matemáticos esto se define con la siguiente ecuación (Haykin, 
1999):  
𝑣𝑗









(𝑡) suele tratarse como un peso más de la red 𝑅0𝑗
(𝑡), representado por 
una conexión que conecta una señal de entrada 𝑦0
(𝑡−1), ajustada a + 1, a la neurona 
j. Pudiéndose simplificar la ecuación 24 de la siguiente forma (Haykin, 1999): 
𝑣𝑗







Finalmente aplicando la función de activación se transforma la entrada neta 
𝑣𝑗
(𝑡) (ecuación 24) en una señal de salida 𝑦𝑗
(𝑡) (ecuación 26)  la cual es transmitida a 
las neuronas de las capas siguientes o al exterior de la red:  
𝑦𝑗
(𝑡) = 𝑓 �𝑣𝑗
(𝑡)� (26) 
 
La función de transferencia f () (ecuación 26) calcula la salida de la neurona en 
función de su entrada. Estas funciones, junto con los pesos, establecen la 
operación de la red, siendo las funciones de activación las que establecen los 
límites del rango de los valores de las salidas, lo que hace que estas jueguen un 
papel esencial en la red.  Hay un gran número de funciones de activación. A 
continuación se exponen los tres tipos de funciones más empleadas: 
 
• Funciones escalón o funciones umbral: se emplean para redes con salidas 
binarias, es decir, dos posibles valores. La señal de salida dependerá de si el 
estado de activación v  es mayor, igual, o menor a un cierto valor umbral. Dos 
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• Funciones mixtas o semi-lineales: combinan una función lineal y una función 
escalón. Es muy frecuente la utilización de la función lineal simple f(v)=v,  
especialmente en las neuronas de la capa de salida. A continuación se 











• Funciones sigmoidales: son las más populares en la construcción de redes 
neuronales debido a que son funciones no lineales que se pueden aproximar a 
funciones escalón elevando el valor del parámetro de la pendiente, además de 
que son diferenciables mientras que las funciones escalón no lo son (Haykin, 
1999). Dos ejemplos de este tipo son la función logística y la tangente 
hiperbólica, las cuales se muestran a continuación, donde a es la pendiente. 
 
Figura 9. Funciones de activación tipo escalón o umbral. 
Figura 10. Funciones de activación tipo mixta o semi-lineal. 
 













No existen reglas para poder considerar a priori la función de activación más 
idónea para una red, pero si hay ciertos criterios a tener en cuenta para descartar 
ciertos tipos de funciones. Si las salidas de la red son variables continuas, las 
funciones escalón se descartan. Las funciones de activación habitualmente 
empleadas son funciones no lineales, continuas, y limitadas para controlar la 
amplitud de los valores de los outputs. La función sigmoide logística y la 
tangente hiperbólica (Figura 11) son las más comúnmente utilizadas en las capas 
ocultas con un rango de salida de 0 a 1 y de -1 a 1, respectivamente (Makwana & 
Tiwari, 2017); mientras que en la capa de salida, utilizar una función lineal es lo 
habitual para que el rango de valores de salida no quede limitado.   
3.4.1.2 Proceso de aprendizaje de la red MLP  
El entrenamiento de una RNA es un proceso mediante el cual la red va 
ajustando sus pesos como respuesta a una información de entrada y a otra de 
salida. Para que la red aprenda las relaciones existentes entre las variables de 
entrada (variables independientes) y de salida (variables dependientes), estás 
deben presentarse de forma reiterada. Cada presentación del conjunto completo 
de datos de entrada constituye lo que se llama una época (epoch). El 
entrenamiento de la red se realiza hasta la obtención de unas salidas adecuadas. 
Para ello es necesario ir modificando los valores de los parámetros hasta 
conseguir que la diferencia entre los valores de salida obtenidos en la red 
(outputs) y los valores observados (targets) sea la mínima posible. Durante el 
Figura 11. Función sigmoide logística (izquierda) y función sigmoide 
tangente hiperbólica (derecha). 
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aprendizaje los cambios que se producen son la destrucción, modificación o 
creación de conexiones. La destrucción supone hacer nulo el peso de la conexión, 
y por el contrario, la creación implica hacerlo distinto de cero. El entrenamiento 
de la red acaba cuando los valores de los pesos, después de sucesivos cambios 
que se dan en cada época o de una época a otra, permanecen constantes. 
El criterio empleado para la modificación de los pesos es lo que se llama regla 
de aprendizaje, pudiendo ser éste de dos tipos en función de si existe un 
supervisor externo o no: (i) En el aprendizaje supervisado los valores de salida 
deseados (targets) son conocidos. Hay un supervisor que controla el 
entrenamiento y que va realizando una comprobación de si la salida de la red 
coincide con el valor deseado, modificando los pesos hasta lograrlo; (ii) en el 
aprendizaje no supervisado  no hay un agente externo que realice el ajuste de los 
pesos y la red no recibe información externa para la comprobación de la salida.  
En el caso de redes MLP, el aprendizaje se realiza con métodos supervisados, 
donde el valor actual de la salida de la red (output) es comparado con el valor de 
salida deseado (target), terminando con un error en cada celda de salida. El 
rendimiento de la red puede medirse con el error cuadrático medio (MSE, por sus 













donde, ei es el error calculado como la diferencia entre 𝑦𝑖 e  𝑦�i , siendo 𝑦�i el 
valor obtenido en la red (output),  e 𝑦i el valor observado o deseado. El objetivo 
del proceso de aprendizaje de la red consiste en minimizar este error encontrando 
el mejor valor para cada uno de los pesos y bias. Cuando comienza el 
entrenamiento, los pesos son establecidos aleatoriamente, y en la iteración 
siguiente se establecerán unos pesos que aproximen mejor el output actual con el 
deseado.   
Los algoritmos de optimización para minimizar el error de la red utilizan el 
gradiente o  el jacobiano del error de la red con respecto a sus pesos. El gradiente 
o jacobiano son calculados empleando la técnica de retropropagación 
(backpropagation, en inglés), la cual propaga las señales de error hacia atrás. Los 
errores de salida son retroalimentados repetidamente a la red para ir ajustando 
los parámetros de la red (pesos y bias).  
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3.4.2 Sistemas adaptativos de inferencia neuro-difusa (ANFIS)  
Este algoritmo emula un conjunto de datos de entrenamiento dado y descubre 
patrones ocultos dentro de él (Talebizadeh & Moridnejad, 2011). En este apartado 
se presentan los conceptos básicos de la arquitectura de la red ANFIS y su regla 
de aprendizaje hibrida. El modelo ANFIS (Adaptative Network  based in Fuzzy 
Inference Systems) se basa en el trabajo de Jang (1993). ANFIS integra la capacidad 
adaptativa de aprendizaje de las RNAs, y la capacidad de razonamiento del 
sistema de inferencia difusa (FIS). Un sistema FIS es un marco computacional que 
combina el concepto de la lógica difusa, las reglas de decisión difusa y el 
razonamiento difuso (Jang & Sun, 1995), y permite describir el lenguaje y el 
razonamiento humano en el contexto de las matemáticas (Firat, Turan, & 
Yurdusev, 2009).  
La combinación de RNA y FIS, permite que un sistema de inferencia difusa 
aprenda de los datos para crear un modelo eficiente para determinar el 
comportamiento de sistemas dinámicos complejos definidos de forma imprecisa 
(Kim & Kasabov, 1999). ANFIS modela funciones no lineales y hace un mapa no 
lineal desde el espacio de entrada al espacio de salida usando reglas difusas tipo 
if-then, con cada regla se describe el comportamiento local del mapeo. Los 
parámetros de estas reglas determinan la eficacia del sistema FIS y describen la 
forma de las funciones de pertenencia (MF, por sus siglas en inglés). 
El funcionamiento de este modelo se puede resumir en los siguientes pasos: (i) 
Las características de entrada se asignan o mapean a unas MFs de entrada; (ii) 
estas MFs están relacionadas con reglas, que a su vez están relacionadas con un 
conjunto de características de salida; (iii) las características de salida se asignan o 
mapean a unas MFs de salida; y (iv), finalmente, estas MFs de salida están 
relacionadas con un único resultado (Jang, Sun, & Mizutani, 1997). Existen dos 
métodos típicos para formular este mapeo, FIS de tipo Sugeno (Sugeno & Kang, 
1988; Takagi & Sugeno, 1985) y FIS de tipo Mamdani (Mamdani & Assilian, 1975).  
En esta investigación, se utilizó el FIS de tipo Sugeno porque es más eficiente 
desde el punto de vista computacional y más compacto, además de generar un 
menor error de pronóstico, y en consecuencia es más apropiado para la 
optimización y para las técnicas adaptativas para construir modelos difusos (Jang 
& Gulley, 1995). El modelo difuso Sugeno es un enfoque para generar reglas 
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difusas a partir de un conjunto de datos de entrada y salida, teniendo como 
objetivo identificar a partir de datos de entrada y salida un sistema no lineal 
conocido. Una regla difusa típica en un modelo Sugeno tiene el siguiente formato:  
𝑆𝑠 𝑚 𝑒𝑠 𝐴 𝑒 𝑦 𝑒𝑠 𝐵, 𝑒𝑚𝑡𝑒𝑚𝑒𝑒𝑠 𝑧 = 𝑓(𝑚,𝑦) (28) 
donde A y B son conjuntos difusos en el antecedente,  z = f(x,y) es una función 
en el consecuente. Generalmente, f(x,y) es un polinomio de las variables de 
entrada x e y, pero puede ser cualquier otra función que pueda apropiadamente 
describir la salida del sistema dentro de la región difusa especificada por el 
antecedente de la regla. Cuando f(x,y) es un polinomio de primer orden, tenemos 
el modelos difuso de Sugeno de primer orden que propuso originalmente Sugeno 
& Kang (1988) y Takagi & Sugeno (1985) y que contiene las dos siguientes reglas: 
 
𝑅𝑒𝑅𝑅𝑚 1: 𝑆𝑠 𝑋 𝑒𝑠 𝐴1 𝑦 𝑌 𝑒𝑠 𝐵1, 𝑒𝑚𝑡𝑒𝑚𝑒𝑒𝑠 𝑓1 = 𝑒1 ∙ 𝑚 +  𝑞1 ∙ 𝑦 + 𝑟1 
𝑅𝑒𝑅𝑅𝑚 2: 𝑆𝑠 𝑋 𝑒𝑠 𝐴2 𝑦 𝑌 𝑒𝑠 𝐵2, 𝑒𝑚𝑡𝑒𝑚𝑒𝑒𝑠 𝑓2 = 𝑒2 ∙ 𝑚 + 𝑞2 ∙ 𝑦 + 𝑟2 
(29) 
 
La Figura 12a ilustra gráficamente el mecanismo de razonamiento difuso para 
obtener una salida f a partir de un vector de entrada dado [x,y]. Las intensidades 
de las conexiones que conectan dos reglas w1 y w2 se obtienen generalmente como 
el producto del grado de pertenencia en la parte de premisa, y la salida f es el 
promedio ponderado de la salida de cada regla. La estructura difusa de Sugeno 
en el modelo ANFIS es una red adaptativa que se compone de cinco capas, donde 
cada nodo dentro de la misma capa realiza funciones del mismo tipo. En la Figura 
12b está representada una red adaptativa con un funcionamiento equivalente al 
sistema FIS de la Figura 12a.  
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En la red ANFIS de la Figura 12b, se presentan dos entradas x e y. Cada 
entrada tiene dos etiquetas lingüísticas (conjuntos difusos) A1 y A2 para la variable 
de entrada x, y B1 y B2 para y.  
En la primera capa, cada nodo es un nodo adaptativo y actúa como una 
función de pertenencia (MF). Cada nodo de esta capa genera un grado de 
pertenencia a una etiqueta lingüística: 
𝑂𝑖1 = 𝜇𝐴𝑖(𝑚) (30) 
donde 𝑂𝑖
𝑗denota la salida del i-ésimo nodo en la capa j-ésima; x es el input al 
nodo i; y Ai es la etiqueta lingüística asociado con ese nodo. Las MF más 
comúnmente utilizadas en la literatura son las funciones triangulares, 
trapezoidales, gaussianas, de campana generalizada y sigmoides (Nguyen, 
Prasad, Walker, & Walker, 2003). 
Figura 12. (a) Modelo difuso de Sugeno de primer orden; (b) Arquitectura ANFIS.  
Fuente: Jang (1996) 
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  En la capa 2, cada nodo calcula la fuerza de conexión de una regla mediante 
multiplicación:  
𝑂𝑖2 =  𝑅𝑖  = 𝜇𝐴𝑖(𝑚) ∙ 𝜇𝐵𝑖(𝑦), 𝑠 = 1,2. (31) 
En la capa 3, el nodo i calcula la relación entre la fuerza de conexión de la 
regla i-ésima y el total de todas las fuerzas o pesos:  
𝑂𝑖3 =  𝑅𝚤���  =
𝑅𝑖
𝑅1 + 𝑅2
, 𝑠 = 1,2. (32) 
En la capa 4, el nodo i calcula la contribución de la regla i-ésima en la salida 
general de la siguiente forma:  
𝑂𝑖4 =  𝑅𝚤��� ∙ 𝑓𝑖  = 𝑅𝚤���(𝑒𝑖𝑚 + 𝑞𝑖𝑦 + 𝑟𝑖), 𝑠 = 1,2. (33) 
donde 𝑅𝚤��� es la salida de la capa 3, y {pn, qn,, rn} son un conjunto de parámetros.  
En la capa 5, el único nodo calcula un output final, como el sumatorio de la 
contribución de cada regla:  
𝑂𝑖5 =  �𝑅𝚤��� ∙ 𝑓𝑖
𝑖
 =
∑ 𝑅𝑖 ∙ 𝑓𝑖𝑖
∑ 𝑅𝑖𝑖
 (34) 
 Para el entrenamiento de los parámetros del modelo, se utiliza un algoritmo 
de aprendizaje híbrido, que representa una combinación del método de mínimos 
cuadrados y el método backpropagation de descenso del gradiente, y calcula las 
señales de error recursivamente desde la capa de salida hacia atrás a los nodos de 
entrada. Esta regla de aprendizaje es la misma que la utilizada en las redes 
neuronales feed-forward (Jang, 1996).  
3.4.3 Máquinas de Vectores de Soporte (SVM)  
Las máquinas de soporte vectorial, de vectores soporte o de vector soporte 
(SVM, del inglés Support Vector Machines) son un conjunto de algoritmos de 
aprendizaje supervisado que tienen su origen en los trabajos sobre la teoría del 
aprendizaje estadístico e introducidos en los años 90 por Cortes & Vapnik (1995). 
Originariamente las SVMs fueron  ideadas para la resolución de problemas de 
clasificación, sin embargo, actualmente son también aplicadas para resolver 
problemas de regresión. En la presente tesis se aborda el problema de regresión 
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mediante lo que se conoce como SVR (del inglés, Support Vector Regression 
machines).  
Dado un conjunto de entrenamiento de N ejemplos  S = {(x1, y1), (x2, y2), ... , (xN, 
yN)}, donde xi 𝜖 ℝ𝑑  denota el vector de entrada, e yi 𝜖 ℝ es su salida 
correspondiente, y en el que se asume que los valores de yi pueden ser ajustados 
mediante una función lineal. El objetivo de SVR es encontrar los parámetros w = ( 
w1, …, wd) que definen dicha función de regresión f que mejor describe la salida 
observada yi: 
𝑓(𝑚) =  (𝑅1 ∙ 𝑚1 +⋯+  𝑅𝑑 ∙ 𝑚𝑑) + 𝑏 
(35) 
Debido a que es difícil que los ejemplos de entrenamiento se ajusten a un 
modelo lineal con un error de predicción igual a cero, se recurre al concepto de 
margen blando. Para ello, se definen dos variables de holgura ℇ𝑖+ y ℇ𝑖−, que 
permiten cuantificar la magnitud del error (Suarez, 2014).  
En el caso de que los ejemplos no puedan ajustarse por una función lineal se 
realiza una “Kernelización” de las SVR. Los ejemplos pertenecientes al espacio 
original de entradas se transforman mediante un mapeo no lineal en un nuevo 
espacio, denominado espacio de características, en el que sí es posible ajustar los 
ejemplos transformados mediante un regresor lineal (Suarez, 2014). Así, la 
regresión no lineal compleja del espacio de entrada se puede resolver 
teóricamente usando una regresión lineal simple (Gong, Zhang, Lan, & Wang, 
2016):  
𝑓(𝑚) = 𝑅 ∙ Φ(𝑚) + 𝑏 (36) 
donde Φ es una función no lineal por la cual x se mapea a un espacio de 
características; w es el vector de pesos o parámetros; y b es un bias constante. Los 
valores de w y de b son calculados mediante un problema de optimización.    
3.4.4 Extreme Learning Machine (ELM)  
La Máquina de Aprendizaje extremo o Extreme Learning Machine (ELM) es 
un algoritmo propuesto por Huang,  Zhu,  & Siew (2006) que toma como base la 
estructura de una red neuronal feed-forward con una sola capa (SLFN, del inglés 
Sigle-Layer Feedforward Network). ELM es una técnica de aprendizaje emergente 
que proporciona soluciones eficientes para redes feed-forward (redes de una sola 
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capa o múltiples capas ocultas), redes de función radial (RBF), y aprendizaje de 
kernel. Huang et al. (2006) demuestra la capacidad que tiene ELM para ser un 
aproximador universal donde los pesos de entrada son elegidos al azar y pueden 
ser generados de acuerdo a cualquier distribución de probabilidad continua, sin 
ningún conocimiento previo. El algoritmo ELM tiene un gran potencial como una 
técnica alternativa viable para la computación a gran escala y el aprendizaje 
automático (Cambria et al., 2013). ELM tiene varias ventajas en comparación con 
los tradicionales algoritmos de aprendizaje basados en el gradiente, como los 
algoritmos de backpropagation para redes neuronales feed-dorward (Huang et al., 
2006): (i) la velocidad de aprendizaje con ELM es mucho más rápida; (ii) ELM 
tiende a producir un mejor rendimiento de generalización; (iii) ELM permite que 
las redes neuronales feed-forward se pueden entrenar con funciones de activación 
no diferenciables; (iv) ELM tiende a alcanzar soluciones sin mínimo local, 
sobreajuste o aprendizaje inadecuado; (v) y es fácil de implementar y la 
intervención humana es mínima. 
Una SLFN, o lo que es lo mismo, una MLP con una sola capa oculta queda 
definida por la siguiente ecuación basada en las ecuaciones 24-26: 
𝑦�𝑗  =  �𝛽𝑖 ∙ 𝑓�w𝑖 ∙ 𝑚𝑗 + θ𝑖�
𝐿
𝑖=1
+ 𝛽0   (𝑗 = 1, … ,𝑁)  
(37) 
 donde 𝑦�𝑗 es la salida del modelo; N y L son el número de datos de entrada y 
de neuronas ocultas, respectivamente; 𝛽𝑖 y 𝛽0 son el peso y bias de la capa de 
salida; f es la función de activación; xj es el input del modelo; y wi y θi son el peso 
y bias en la capa oculta de L neuronas ocultas.  
En el enfoque ELM para SLFN, primeramente los pesos (wi) y los bias de la 
capa oculta (θi) de la ecuación 37 se pueden asignar aleatoriamente siempre que 
las funciones de activación de la capa oculta sean infinitamente diferenciables. 
Por lo tanto, solo deben optimizarse los parámetros β durante el proceso de 
entrenamiento. Sin embargo, según Huang (2014), el término β0 no es necesario. 
El entrenamiento de una SLFN con ELM es un sistema lineal que simplifica el 
problema de encontrar la solución de mínimos cuadrados como:  
H𝛽 = Y (38) 
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donde H es la matriz de salidas de la capa oculta de dimensión N x L; β es la 
matriz de pesos de las conexiones entre la capa oculta y de salida de dimensión L 
x m, con m igual al número de neuronas de salida; e Y es la matriz de target 
(datos observados de salida) con dimensión N x m. Finalmente, se calcula la 
matriz H;  y la matriz β es determinada analíticamente a través de la operación 
inversa generalizada de Moore-Penrose de la matriz H. La matriz de pesos 
óptimos de salida de la capa oculta ?̂? viene dada por:  
?̂? = H† Y  with  H† = PHT  and  P = (HTH)−1 (39) 
donde H† es la matriz pseudo-inversa de Moore-Penrose de la matriz H, and P 
es la inversa de la matriz de covarianza de la matriz H.   
3.5 FÓRMULAS EMPÍRICAS PARA CAUDALES MÁXIMOS INSTANTÁNEOS 
En este apartado se describen las fórmulas utilizadas en la presente tesis 
para transformar los datos de caudales medios diarios en sus correspondientes 
caudales instantáneos. Como ya se introdujo en el capítulo 2, para abordar este 
problema, básicamente se han empleado dos enfoques diferentes. El primer 
enfoque incluye métodos que establecen una relación entre el Qins y el Qmd 
utilizando las características fisiográficas de la cuenca: el método propuesto por 
Fuller (1914) y por el CEDEX (2011). Y el segundo enfoque calcula el Qins a partir 
de una secuencia de datos de caudales medios diarios: las fórmulas propuestas 
por Sangal (1983) y por Fill & Steiner (2003).  
3.5.1 Fuller 
El estudio que realizó Fuller (1914) es uno de los primeros y más 
importantes que abordó este problema. Fuller estudió los datos de inundación de 
24 cuencas hidrográficas de Estados Unidos, con áreas comprendidas entre 3.06 y 
151592 km2. Trazó la relación entre el exceso del caudal pico sobre el máximo 
caudal diario medio, el caudal máximo medio diario frente el área de drenaje y 
dibujó una curva promedio. Esta curva dio la siguiente relación, la cual hace 
depender la relación entre ambos caudales del área de la cuenca vertiente:   
Q𝑖𝑚𝑠  =  MQ𝑚𝑑 · (1 + 2.66 ∙ A−0.3) (40) 
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donde Qins es el caudal máximo instantáneo estimado en m3/s, MQmd es el 
caudal diario medio máximo observado en m3/s, y A es el área de drenaje en km2. 
Los coeficientes presentes en la ecuación 40 son coeficientes de regresión que se 
obtuvieron en el estudio de Fuller (1914). Los parámetros de regresión de la 
fórmula de Fuller (Ecuación 40),  2.66 y -0.3,  son los establecidos como referencia 
en la fórmula de Fuller, los cuales pueden variar entre 2.5 y 6, y en torno a -0.3, 
respectivamente, según los trabajos realizados por Fuller. Esta fórmula es quizá la 
más conocida de entre todas las expresiones matemáticas disponibles para 
transformar los caudales medios diarios en instantáneos (CEDEX, 2011). 
3.5.2 Fórmulas del CEDEX (Regionalizaciones de la fórmula de Fuller) 
CEDEX publicó en 2011 un informe técnico sobre las metodologías que 
utilizaron para la realización del mapa de caudales máximos de las diferentes 
cuencas hidrográficas españolas. CEDEX (2011) propuso doce fórmulas regionales 
para transformar los datos de MQmd en el Qins correspondiente, basándose en el 
método de Fuller. Para ello, CEDEX realizó una calibración regional de dichos 
parámetros mediante regresión entre los caudales medios diarios y los 
instantáneos en estaciones de aforos con suficiente información.  En la Tabla 3 se 
recogen las fórmulas obtenidas para las distintas zonas consideradas. En las 
cuencas correspondientes al Guadiana y al Guadalquivir se diferencia la zona 1 
correspondiente a la cabecera del Guadiana hasta el río Jabalón incluido, la zona 2 
con los afluentes del río Guadiana por su margen izquierda aguas abajo del río 
Olivenza y ríos Tinto y Odiel, y por último la zona 3 es la formada por el resto de 
la cuenca del río Guadiana y cuenca del río Guadalquivir. De la misma manera, 
las cuencas del río Ebro quedan divididas en tres zonas. La zona 1 es la formada 
por la cabecera del Ebro hasta los ríos Arga en la margen izquierda y Queiles en la 
derecha, ambos incluidos, la zona 2 está comprendida por el resto de la cuenca 
del Ebro por la margen izquierda, y la zona 3 por el resto de la cuenca del Ebro 
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Tabla 3. Fórmula de Fuller regionalizadas por CEDEX (2011) para doce cuencas de 
España. 
Región Fórmula 
Miño-Sil + Galicia Costa Qins = MQmd∙(1+1.81∙A-0.23) 
Cantábrico + País Vasco Qins = MQmd ∙(1+3.1∙A-0.26) 
Duero Qins = MQmd ∙(1+1.78∙A-0.29) 
Tajo Qins = MQmd ∙(1+5.01∙A-0.38) 
Guadiana y Guadalquivir (Zona 1) Qins = MQmd ∙(1+35.89∙A-0.72) 
Guadiana y Guadalquivir (Zona 2) Qins = MQmd ∙(1+112.82∙A-0.7) 
Guadiana y Guadalquivir (Zona 3) Qins = MQmd ∙(1+11.56∙A-0.42) 
Júcar Qins = MQmd ∙(1+20.87∙A-0.51) 
Segura Qins = MQmd ∙(1+145.85∙A-0.75) 
Ebro (Zona 1) Qins = MQmd ∙(1+2.49∙A-0.36) 
Ebro (Zona 2) Qins = MQmd ∙(1+3.39∙A-0.29) 
Ebro (Zona 3) Qins = MQmd ∙(1+37.73∙A-0.55) 
3.5.3 Sangal 
Sangal (1983) propuso una fórmula basada en un hidrograma triangular 
donde las variables eran los caudales medios diarios de tres días consecutivos:  
Q𝑖𝑚𝑠 =  
4 · Q2 − Q1 − Q3
2
 (41) 
donde Q2 es el caudal medio diario del día en el que se produjo el caudal 
pico o caudal máximo instantáneo, por lo tanto Q2 es igual al MQmd; Q1 es el 
caudal medio diario del día anterior en el que se dio el Q2; y el Q3 es el caudal 
medio diario del día posterior al día de Q2. Todo en m3/s. Sangal testeó su método 
utilizando 3946 datos anuales recogidos en 387 estaciones de caudales de Ontario 
(Canadá). Las cuencas estudiadas tenían una superficie comprendida entre menos 
de 1 y más de 100000 km2. Y se obtuvieron  buenas predicciones en la mayoría de 
ellas, aunque en las cuencas pequeñas el flujo máximo se subestimaba.   
3.5.4 Fill-Steiner 
Fill & Steiner (2003) realizaron un estudio basado en la fórmula de Sangal y 
obtuvieron valores de Qins que sobreestimaban los valores observados en áreas de 
superiores a 1000 km2. Este problema de la sobreestimación del flujo máximo 
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instantáneo llevó a Fill & Steiner a proponer una mejora del método de Sangal. 
Utilizaron datos de 14 estaciones de cuencas con área de drenaje comprendidas 
entre 84 y 687 km2 en Brasil y desarrollaron una fórmula  adecuada para áreas de 
drenaje de 50 a 700 km2, similar a la de Sangal (Ecuación 41) para obtener el Qins 
empleando los datos de caudales medio diarios de tres días consecutivos. 
Q𝑖𝑚𝑠  =  
0.8 · Q2 + 0.25 · (Q1 + Q3)
0.9123 · (Q1 + Q3)/2 + 0.362
 (42) 
Donde, al igual que en la fórmula de Sangal, Q2 es el caudal medio diario 
del día en el que se produjo el caudal pico o caudal máximo instantáneo, por lo 
tanto Q2 es igual al MQmd; Q1 es el caudal medio diario del día anterior en el que 
se dio el Q2; y el Q3 es el caudal medio diario del día posterior al día de Q2. 
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IV – PUBLICACIONES 
En este capítulo se presentan las publicaciones que forman parte de esta 
tesis. Esta tesis se puede dividir en cuatro partes o etapas, cada una de ellas con 
su correspondiente artículo publicado, excepto el cuarto artículo que aún se 
encuentra bajo revisión.  
 
• Publicación 1: La primera parte de esta investigación fue la simulación de las 
series de caudales utilizando SWAT y RNAs. Estos dos modelos fueron 
empleados para simular el proceso de lluvia-escorrentía y sus resultados 
fueron comparados para evaluar su rendimiento. SWAT cuenta con un gran 
número de parámetros, y a su vez estos con un gran rango de valores, lo que 
hace que su calibración sea compleja. Para facilitar el proceso de calibración 
de SWAT se empleó el software SWAT-CUP. Es un programa independiente 
que contiene varios algoritmos de calibración. En cuanto al modelo de RNA, 
se analiza el comportamiento de diferentes arquitecturas de red con diferentes 
variables de entrada, para así encontrar la estructura que mejor funciona para 
cada cuenca. El reto de los modelos hidrológicos es representar 
adecuadamente todas las fases de caudales con el mismo conjunto de 
parámetros del modelo, evitando subestimar los caudales muy elevados y, 
por lo tanto, el riesgo de inundación, y por otro lado evitar sobreestimar los 
caudales muy bajos lo que supondría problemas en el suministro de agua. Por 
lo tanto, para una evaluación más completa, la precisión de estos modelos en 
la estimación de caudales fue evaluada por separado para los diferentes tipos 
de flujo, las curvas de duración de caudales (CDCs) fueron empleadas para 
este propósito. Específicamente, las CDCs se dividieron en cinco zonas: 
caudales muy bajos, bajos, medios, altos, y muy altos. Esta segmentación 
permite el análisis de eventos de caudales importantes con mayor precisión. 
En este estudio fueron dos las zonas de estudio seleccionadas, dos cuencas 
hidrográficas de España con condiciones climáticas contrastadas: la cuenca del 
río Ladra con clima atlántico y la cabecera de la cuenca del río Segura con un 
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clima mediterráneo. Estas cuencas se seleccionaron en base a la gran 
diversidad de condiciones climáticas que representan, una de las áreas más 
lluviosas de Europa en el noreste de España y una de las áreas más áridas en 
el sureste de España. Para garantizar la validez de los resultados, ambas 
cuencas están en régimen natural. Seleccionar el modelo apropiado para 
simular el flujo de agua en una cuenca hidrográfica es un desafío clave, y 
analizar el rendimiento de estos modelos en diferentes cuencas climáticas 
podría ayudar a los investigadores a aplicar el modelo adecuado en cada caso. 
• Publicación 2: En la segunda parte de la presente tesis se lleva a cabo la 
estimación de caudales máximos instantáneos a partir de datos diarios. Se 
comparan los resultados obtenidos con las fórmulas empíricas de Fuller, 
Sangal, Fill-Steiner, y las elaboradas por el CEDEX, con los obtenidos con dos 
técnicas de machine learning, las RNAs y ANFIS. Estos métodos se aplican en 
catorce estaciones de aforo que cubren la gran diversidad de condiciones de 
torrencialidad encontradas en la España peninsular.  
• Publicación 3: En la tercera parte de esta investigación se hace una 
combinación de las dos primeras partes. Una vez comprobado que SWAT es 
válido para simular caudales diarios y que las técnicas de machine learning 
son adecuadas para la estimación de caudales máximos instantáneos, se 
propuso y se validó un enfoque para estimar los caudales máximos 
instantáneos mediante la combinación de SWAT y de machine learning. Este 
estudio se realizó en una cuenca hidrográfica. El modelo SWAT se empleó 
para estimar los caudales diarios. A partir de los caudales máximos diarios, se 
entrenaron cuatro modelos de inteligencia artificial, como las RNAs, ANFIS, 
SVM y ELM, para estimar los caudales instantáneos. 
• Publicación 4: De forma paralela a las otras tres publicaciones se ha llevado a 
cabo un estudio para la simulación de caudales en cuencas con importantes 
procesos nivales. Para ello se desarrolló un modelo formado por el 
acoplamiento de un modelo de nieve al modelo de Témez. Se analizó el 
comportamiento de este modelo y se comprobó la necesidad de corregir los 
datos de precipitación. Los pluviómetros modifican los campos de viento, 
produciendo una captura insuficiente de la precipitación sólida. Por esta 
razón, las mediciones de precipitación sólida muestran importantes sesgos 
con respecto a los valores reales, especialmente en condiciones de viento. En 
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este trabajo se propone una metodología que combina modelos 
geoestadísticos e hidrológicos para realizar una evaluación preliminar de del 
under-catch global en regiones alpinas. Se basa en la información disponible 
sobre el caudal en régimen natural diario y en los datos climáticos diarios 
(precipitación y temperatura) de la cuenca. Se analizan largos periodos de 
tiempo para tener en cuenta el comportamiento estocástico del flujo de la 
corriente natural y las variables climáticas. Se realizó una evaluación 
preliminar de los campos de temperatura y precipitación aplicando diferentes 
enfoques geoestadísticos asumiendo algunas hipótesis sobre la relación entre 
los campos climáticos y la altitud. Los campos generados se emplearon como 
entradas de un modelo hidrológico conceptual, que incluye dos parámetros 
para corregir, respectivamente, la precipitación sólida y líquida. Los 
parámetros se calibran minimizando la diferencia entre los caudales 
simulados e históricos. El modelo fue validado y sus resultados permitieron 
alcanzar los siguientes objetivos: identificar la mejor combinación de modelos 
geoestadísticos e hidrológicos para aproximar caudales, realizar una 
evaluación global del under-catch en la precipitación sólida y líquida, e 
identificar y analizar el patrón de precipitación, en términos de distribución 
entre precipitación sólida y líquida y gradientes de precipitación con la altura. 
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4.1 PUBLICACIÓN 1: A COMPARISON OF SWAT AND ANN MODELS FOR 
DAILY RUNOFF SIMULATION IN DIFFERENT CLIMATIC ZONES OF 
PENINSULAR SPAIN 
Jimeno-Sáez, P., Senent-Aparicio, J., Pérez-Sánchez, J., y Pulido-Velazquez, D. 
(2018). A Comparison of SWAT and ANN Models for Daily Runoff Simulation in 
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4.2 PUBLICACIÓN 2: ESTIMATION OF INSTANTANEOUS PEAK FLOW USING 
MACHINE-LEARNING MODELS AND EMPIRICAL FORMULA IN 
PENINSULAR SPAIN 
Jimeno-Sáez, P., Senent-Aparicio, J., Pérez-Sánchez, J., Pulido-Velazquez, D., y 
Cecilia, J. M. (2017). Estimation of Instantaneous Peak Flow Using Machine-
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4.3 PUBLICACIÓN 3: COUPLING MACHINE-LEARNING TECHNIQUES WITH 
SWAT MODEL FOR INSTANTANEOUS PEAK FLOW PREDICTION 
 
Senent-Aparicio, J., Jimeno-Sáez, P., Bueno-Crespo, A., Pérez-Sánchez, J., y 
Pulido-Velazquez, D. (2018). Coupling machine-learning techniques with SWAT 




PATRICIA JIMENO SÁEZ 142 
 
CAPÍTULO IV: PUBLICACIONES  143 
 
PATRICIA JIMENO SÁEZ 144 
 
CAPÍTULO IV: PUBLICACIONES  145 
 
PATRICIA JIMENO SÁEZ 146 
 
CAPÍTULO IV: PUBLICACIONES  147 
 
PATRICIA JIMENO SÁEZ 148 
 
CAPÍTULO IV: PUBLICACIONES  149 
 
PATRICIA JIMENO SÁEZ 150 
 
CAPÍTULO IV: PUBLICACIONES  151 
 
PATRICIA JIMENO SÁEZ 152 
 
CAPÍTULO IV: PUBLICACIONES  153 
4.4 PUBLICACIÓN 4: COMBINED USE OF GEOSTATISTIC AND 
HYDROLOGICAL MODELS FOR A PRELIMINARY ASSESSMENT OF “UNDER-
CATCH” AND PRECIPITATION PATTERN IN ALPINE BASINS (CANALES 
BASIN, SIERRA NEVADA, SPAIN). 
 
Jimeno-Sáez, P., Pulido-Velazquez, D., Cuellar, M.P., Pardo-Igúzquiza, E., 
Collados-Lara, A.J., Senent-Aparicio, J. Combined use of geostatistic and 
hydrological models for a preliminary assessment of “under-catch” and 
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4.5 SÍNTESIS DE RESULTADOS Y DISCUSIÓN 
4.5.1 Simulación hidrológica con los modelos SWAT y RNA 
Los modelos SWAT y las RNAs para simular los caudales en las cuencas del 
río Ladra (LRB) y en la cuenca de cabecera del río Segura (HSRB) se construyeron 
utilizando información de libre acceso. Los datos de  caudales diarios de LRB se 
obtuvieron del Anuario de Aforos del CEDEX, con registros disponibles a partir 
de 1971. Los datos de caudales diarios para la cuenca HSRB, disponibles desde 
1987, se descargaron de la web de la Confederación Hidrográfica del Río Segura. 
La base de datos climáticos empleada para esta tarea fue la de SPAIN02 (más 
detalles en Herrera et al., (2012)), con datos diarios de precipitación y temperatura 
desde 1950 a 2007 con una malla de 20x20 km. Los DEMs se obtuvieron del 
Instituto Geográfico Nacional de España, con una resolución de 25 m. Los datos 
del suelo se obtuvieron de la base de datos Harmonized World Soil (Nachtergaele et 
al., 2010)  y del proyecto Corine Land Cover. 
4.5.1.1 Análisis de sensibilidad, calibración y validación de los modelos SWAT 
Para la simulación del modelo SWAT se utilizaron los datos de 
precipitación diaria (mm) y los datos de temperatura máxima y mínima (°C) de 
1971 a 2007 en LRB y de 1987 a 2007 en la cuenca HSRB. La humedad relativa, la 
radiación solar y la velocidad del viento no estaban disponibles en las áreas de 
estudio, por lo que la evapotranspiración potencial se calculó utilizando el 
método Hargreaves (Hargreaves et al., 1985) porque solo requiere temperaturas 
máximas y mínimas diarias. En SWAT, tras la combinación de los DEM, mapas de 
suelo y mapas de usos del suelo, la cuenca LRB quedó dividida en 11 subcuencas 
y 124 HRUs, mientras que la cuenca HSRB en 3 subcuencas y 21 HRUs.  
El análisis de sensibilidad y la calibración de los parámetros del modelo 
SWAT se llevaron a cabo automáticamente en SWAT-CUP usando el algoritmo 
SUFI-2. En primer lugar, se realizaron 500 ejecuciones de los modelos para 
obtener las sensibilidades, y se identificaron los parámetros más sensibles para 
cada cuenca. El efecto de los parámetros en el caudal simulado se evaluó 
empleando el estadístico p-value que determina la importancia de la sensibilidad, 
y t-stat que proporcionan una medida de sensibilidad. El ranking de los 
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parámetros más sensibles para este estudio (Tabla 4) están respaldados por el 
trabajo de Raposo et al., (2013) en la cuenca LRB y por el trabajo de Senent-
Aparicio et al., (2017) en la cuenca HSRB. Algunos de los parámetros más 
sensibles son comunes para ambas cuencas con un orden similar de sensibilidad, 
como por ejemplo ALPHA_BF, CH_N1, CH_N2, SOL_K, CN2 y GWQMN.  
 
Tabla 4. Análisis de sensibilidad de los parámetros del modelo SWAT para las cuencas 
LRB y HSRB. 
Parámetro Definición 
LRB HSRB 




flujo base (dias−1) 
21.87 0.00 1 0.95 0.34 14 
CH_N1 
Número de 
Manning en los 
canales tributarios  
12.73 0.00 2 9.23 0.00 1 
OV_N 
Número de 
Manning para el 
flujo terrestre 
5.98 0.00 3 1.23 0.22 12 
GW_DELAY 
Tiempo de retardo 
del agua 
subterránea (días) 
−5.45 0.00 4 −0.91 0.36 15 
CH_N2 
Número de 
Manning para el 
canal principal 





2.48 0.01 6 2.09 0.04 6 
CN2 
SCS número de 
curva 
2.42 0.02 7 −8.09 0.00 2 
GWQMN 
Profundidad 
umbral  de agua en 
el acuífero 
superficial para que 
se produzca flujo de 
retorno  (mm) 
1.97 0.05 8 2.01 0.04 9 
CH_K1 
Conductividad 
hidráulica efectiva en 
canales tributarios 
(mm/h) 
−1.78 0.08 9 3.90 0.00 4 
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RCHRG_DP Factor de percolación 
al acuífero profundo −1.77 0.08 10 −2.05 0.04 8 
LAT_TTIME 
Tiempo de viaje del 
flujo lateral (días) 
−1.49 0.14 11 −2.16 0.03 5 
SOL_AWC 
Capacidad de agua 
disponible de la 
capa del suelo (mm 
H2O/mm suelo) 
1.34 0.18 12 5.39 0.00 3 
BIOMIX  
Eficiencia de la 
mezcla biológica 
1.23 0.22 13 0.80 0.42 16 
SLSUBBSN 
Longitud promedio 
de la pendiente (m) 




flujo subterráneo  
1.11 0.27 15 1.41 0.16 10 
SURLAG 
Coeficiente de 
retraso de la 
escorrentía 
superficial 




agua en el acuífero 
superficial para 
"revaporación" a la 









0.47 0.64 18 1.26 0.21 11 
ESCO 
Factor de 
compensación de la 
evaporación del 
suelo  
−0.20 0.84 19 −0.42 0.67 18 
EPCO 
Factor de 
compensación de la 
captación de las 
plantas 
0.01 0.99 20 0.69 0.49 17 
 
Posteriormente al análisis de la sensibilidad global, se seleccionaron los 
parámetros más sensibles para cada cuenca y se realizaron dos iteraciones de 1500 
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simulaciones según lo recomendado por Yang, Reichert,  Abbaspour, Xia, & Yang 
(2008), reajustando los parámetros después de la segunda iteración. Los 
parámetros seleccionados y ajustados se recogen en la Tabla 5. Estos parámetros 
también fueron seleccionados como los más relevantes en otras investigaciones 
(Kim et al., 2015; Molina-Navarro, Martínez-Pérez, Sastre-Merlín, & Bienes-Allas, 
2014; Raposo et al., 2013; Senent-Aparicio et al., 2017). 
 
Tabla 5. Parámetros usados en la calibración del modelo SWAT en las cuencas 




GWQMN 0–5000 82.50 642.17 
GW_DELAY 0–500 2.52 1.38 
RCHRG_DP 0–1 0.01 0.70 
ALPHA_BF 0–1 0.09 0.20 
GW_REVAP 0.02–0.2 - 0.14 
REVAPMN 0–1000 - 65.59 
CH_K1 0–300 6.98 230.73 
CH_N2 0.01–0.3 0.13 0.30 
CH_N1 0.01–0.3 0.19 0.12 
CN2 ±20% −1.35% −3.75% 
SOL_K ±20% +12.01% −12.04% 
SOL_AWC 0–1 −1.29% −5.51% 
ESCO 0.1–1 0.77 0.39 
SLSUBBSN ±20% −0.57% - 
OV_N 0.01–0.8 0.69 - 
LAT_TTIME 0–180 3.95 6.79 
BIOMIX 0–1 0.94 - 
CANMX 0–100 - 4.71 
 
Los valores ajustados de estos parámetros reflejan las diferentes 
características climáticas de las dos cuencas. En la cuenca HSRB, los parámetros 
del agua subterránea (GWQMN, GW_DELAY, RCHRG_DP, ALPHA_BF y 
GW_REVAP) fueron significativos, tal como se esperaba en una cuenca 
mediterránea donde los acuíferos son relevantes (Conan et al., 2003; Molina-
Navarro et al., 2014). Un valor alto del factor de percolación al acuífero profundo 
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(RCHRG_DP) y un tiempo de retardo para la recarga subterránea (GW_DELAY), 
reflejan la geología altamente permeable de HSRB. Por el contrario, no hay 
ningún acuífero relevante presente en LRB, donde RCHRG_DP resultó muy bajo. 
En ambas cuencas, los valores bajos de ALPHA_BF indican una respuesta 
subterránea lenta (Arnold et al., 2012). El bajo valor de CH_K1 en LRB indica una 
tasa de pérdida moderada para suelos con alto contenido de limo-arcilla, mientras 
que un valor alto en HSRB reflejó una tasa de pérdida muy alta para grava muy 
limpia y arena de gran granulometría (Arnold et al., 2012). Otra gran diferencia 
entre las dos cuencas es el factor de compensación de la evaporación del suelo 
(ESCO). El ESCO fue más alto en el LRB, con un clima atlántico, que en HSRB con 
un clima mediterráneo, donde la evapotranspiración tiene una mayor relevancia 
(Senent-Aparicio et al., 2017).  Cuando el valor de ESCO disminuye, la capacidad 
del modelo para extraer la demanda de evaporación de las capas inferiores del 
suelo aumenta (Neitsch et al., 2011). El tiempo de viaje de flujo lateral 
(LAT_TTIME) en el LRB fue muy similar al utilizado por Raposo et al., (2013) en 
cuencas cercanas donde una porción significativa del agua subterránea fluye 
lateralmente como interflujo (Soriano & Samper, 2000).  
4.5.1.2 Selección de inputs, entrenamiento y validación de las RNAs 
Para el entrenamiento de las RNAs se ha utilizado el algoritmo de 
backpropagation de Levenberg-Marquardt (LM). La superioridad del algoritmo de 
LM (Levenberg, 1944; Marquardt, 1963) frente a otros ha quedado demostrada en 
varios estudios de predicción de caudales (p.e., Kişi, 2007; Nayebi, Khalili, Amin, 
& Zand-Parsa, 2006), demostrando un mejor rendimiento (menor error estimado) 
y una mayor velocidad. Para evitar un sobreajuste, se realizó una validación 
cruzada, dividiendo los conjuntos de datos en cinco subconjuntos: cuatro 
subconjuntos se utilizaron para entrenar, y el subconjunto restante se utilizó para 
testear el modelo. Estudios encontrados en la literatura utilizan el análisis de 
correlación de las variables para determinar la dependencia entre la variable 
dependiente (el caudal diario) y las variables independientes (variables climáticas 
de los días previos (Amirhossien et al., 2015; Shiau & Hsu, 2016; Wang et al., 
2014). La determinación de las variables de entrada tiene una influencia 
significativa en el caudal simulado. Los datos de precipitación y temperatura de 
la cuenca utilizados por las RNAs se obtuvieron utilizando el método de 
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Thiessen, en el que los valores climáticos están basados en un promedio 
ponderado de la contribución de la celda en el área.  Después de revisar otras 
investigaciones (Demirel et al., 2009; Kim et al., 2015; Yaseen, El-Shafie, Jaafar, 
Afan, & Sayl, 2015) se seleccionaron las siguientes variables como entradas a los 
modelos de RNAs para estimar el caudal diario (Qt): precipitación diaria (Pt), 
temperatura diaria (Tt), precipitación de los n días previos (Pt-n), precipitación 
total de los n días anteriores (Rn) y temperatura media durante los n días previos 
(Tmn). En este estudio, las demoras (time-lags) o días anteriores a considerar 
como más adecuados de las variables climáticas, se determinaron mediante un 
análisis de correlación cruzada. Así se determinaron las relaciones temporales 
entre las variables de entrada y el caudal. Como se muestra en la Figura 13a, el 
caudal está fuertemente correlacionado de forma positiva con la precipitación 
diaria del día actual t (Pt) y con la precipitación diaria de los días previos, hasta t-










Figura 13. Análisis de correlación cruzada para LRB y HSRB entre el caudal diario y (a) la 
precipitación diaria; (b) la precipitación total de los n días precedentes; (c) temperatura 
diaria; (d) temperatura media de los n días precedentes. 
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El caudal también está fuertemente correlacionado con la lluvia diaria 
acumulada (Figura 13b); la mayor correlación se da para la precipitación 
acumulada en 4 días para la cuenca LRB y para la acumulada en 48 días en la 
cuenca HSRB, lo que refleja la poca y la gran importancia del agua subterránea, 
respectivamente. Con respecto a la temperatura diaria, existen correlaciones 
negativas moderadas con el caudal diario en ambas cuencas (Figura 13c y 13d). 
Tras múltiples pruebas, se seleccionaron cuatro combinaciones de inputs para 
cada cuenca (Tabla 6). 
 
Tabla 6. Escenarios de predicción con las diferentes combinaciones de inputs 
consideradas para las RNAs en cada cuenca. 
Cuenca Escenario  Combinación de inputs Output 
LRB 
1 Pt, Pt−1, Pt−2, Pt−3, Pt−4, Tt  Qt 
2 Pt, R4, Tt, Tm30 Qt 
3 Pt, Pt−1, Pt−2, Pt−3, Pt−4, R4, Tt Qt 
4 Pt−1, Pt−2, Pt−3, Pt−4, R4 Qt 
HSRB 
1 Pt, Pt−1, Pt−2, Tt Qt 
2 Pt, Pt−1, R48, Tt Qt 
3 Pt, Pt−1, R48 Qt 
4 Pt−1, R48, Tm30 Qt 
  
Para la identificación de la estructura de la red, las RNAs se implementaron 
utilizando  el software MATLAB ® (versión 8.2.0.701 (R2013b), The MathWorks, 
Natick, MA, EE.UU.). Se utilizaron redes feed-forward multicapa o perceptrón 
multicapa (MLP). La cantidad de capas y neuronas ocultas se estableció mediante 
un procedimiento de prueba y error; se consideraron una o dos capas ocultas con 
un número de neuronas que variaba entre dos y diez. El número de neuronas en 
la capa de entrada es función del número de variables de entrada, es decir, del 
número de inputs en cada escenario, variando este número de 3 a 7. La Figura 14 
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Los diferentes escenarios definidos en la Tabla 6 fueron probados con el 
objetivo de determinar la mejor estructura de red y la mejor combinación de 
inputs. La Tabla 7 muestra los resultados de la mejor estructura de RNA 
encontrada para cada uno de los escenarios. Las medidas de ajuste mostradas son 
los valores promedios obtenidos en la validación cruzada de 5-fold.  
 
Tabla 7. Mejor arquitectura de red neuronal y sus rendimientos medios obtenidos en la 







 (I–H–O) 1 
Entrenamiento Validación 
NSE PBIAS (%) RMSE NSE PBIAS (%) RMSE 
LRB 
1 6–2–1 0.63 1.17 22.51 0.59 12.52 23.02 
2 4–2–1 0.52 0.62 24.75 0.52 1.67 24.85 
3 7–2–1 0.62 2.91 22.64 0.58 12.07 23.52 
4 5–2–1 0.56 0.71 24.45 0.53 7.26 24.65 
HSRB 
1 4–2–1 0.28 5.52 1.96 −0.15 29.85 1.90 
2 4–4–1 0.55 2.16 1.54 0.26 13.53 1.66 
3 3–4–1 0.56 6.85 1.51 0.32 12.02 1.57 
4 3–3–3–1 0.47 1.29 1.69 0.10 21.15 1.81 
1 I es el número de neuronas en la capa de entrada; H es el número de neuronas en la 
capas ocultas (una o dos capas ocultas); O es el número de neuronas en la capa de salida.  
Los resultados que se muestran en la Tabla 7 indican cuatro estructuras de 
RNAs eficaces, con buenos rendimientos, para la cuenca LRB. El escenario 1 de 
LRB, con una combinación de seis neuronas en la capa de entrada (la 
precipitación de los días t , t -1, t -2, t -3 y t -4, y la temperatura del día t), una capa 
oculta con dos neuronas, y una neurona en la capa de salida (el caudal del día t), 
obtuvo el coeficiente de eficiencia de Nash-Sutcliffe  (NSE) más alto y el error 
Figura 14. Estructura de la red MLP utilizada en esta investigación 
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cuadrático medio (RMSE) más bajo en la fase de entrenamiento y de validación. 
Para evaluar estas medidas de rendimiento, se siguieron los criterios propuestos 
por Kalin, Isik, Schoonover, & Lockaby (2010), quienes adaptaron los criterios 
mensuales propuestos por Moriasi et al. (2007) a una escala diaria. Estos criterios 
quedan recogidos en la Tabla 8. Además, como el estudio es un análisis 
exploratorio del poder de los modelos SWAT y RNAs para la simulación diaria de 
escorrentía,  esto es una razón adicional para relajar los criterios de evaluación del 
rendimiento según la Sociedad Americana de Ingenieros Agrícolas y Biológicos 
(American Society of Agricultural and Biological Engineers [ASABE], 2017). 
 
Tabla 8. Criterios de evaluación del modelo para escala diaria. 
Clasificación del ajuste NSE PBIAS (%) 
Muy bueno NSE ≥ 0.7 |PBIAS|≤ 25 
Bueno 0.5 ≤ NSE < 0.7 25 <|PBIAS|≤ 50 
Satisfactorio  0.3 ≤ NSE < 0.5 50 <|PBIAS|≤ 70 
Insatisfactorio NSE < 0.3 |PBIAS|> 70 
 
De acuerdo con los criterios de la Tabla 8, el NSE y PBIAS del escenario 1 de 
LRB fueron buenos y muy buenos, respectivamente. Por lo tanto, el escenario 1 
fue la arquitectura seleccionada para LRB. Sin embargo, el rendimiento de los 
diferentes modelos de RNAs para HSRB fueron peores en general, porque 
modelar la respuesta hidrológica de las regiones áridas y semiáridas, donde las 
tasas de evapotranspiración son altas y la precipitación es irregular y/o limitada, 
es especialmente complejo (Pérez-Sánchez, Senent-Aparicio, Segura-Méndez, & 
Pulido-Velazquez, 2017). El modelo seleccionado para HSRB fue el escenario 3, 
donde NSE y RMSE fueron mejores que los obtenidos en los otros escenarios 
propuestos. En este escenario 3, NSE se clasificó como satisfactorio y PBIAS como 
muy bueno. El resto de los escenarios se clasificaron como insatisfactorios según 
NSE. Por lo tanto, la configuración de RNA seleccionada para la cuenca HSRB fue 
de tres neuronas en la capa de entrada (la precipitación del día t y t-1, y la 
precipitación total de los 48 días anteriores), una capa oculta con cuatro neuronas, 
y una neurona en la capa de salida (el caudal del día t). En conclusión, la 
estructura seleccionada para ambas cuencas estaba formada por tres capas, 
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similar a la estructura seleccionada en otros estudios hidrológicos (p. e., 
Amirhossien et al., 2015; Kim et al., 2015). 
4.5.1.3 Comparación del rendimiento de los modelos SWAT y RNA 
La calibración de los modelos SWAT y el entrenamiento de las RNAs 
seleccionadas se realizaron utilizando los conjuntos de datos de calibración y de 
entrenamiento, 1971-1989 para la cuenca LRB y 1987-1997 para HSRB. 
Posteriormente, una vez calibrados los modelos, éstos fueron probados con los 
conjuntos de validación, 1990-2007 para LRB y 1998-2007 para HSRB.  
La comparación del rendimiento de SWAT y RNA en la simulación de 
caudales para LRB y HSRB queda recogida en la Tabla 9, la cual muestra por 
separado los rendimientos en la fase de calibración/entrenamiento y los de 
validación. 
Tabla 9. Rendimientos para los modelos SWAT y RNA. 
Cuenca Modelo Calibración/Entrenamiento Validación 
NSE PBIAS (%) RMSE R2 NSE PBIAS (%) RMSE R2 
LRB SWAT 0.59 2.55 22.11 0.59 0.57 7.18 25.78 0.58 
ANN 0.64 2.03 20.81 0.63 0.59 12.94 25.39 0.61 
HSRB 
SWAT 0.52 4.37 1.76 0.53 0.48 8.74 1.45 0.49 
ANN 0.54 9.03 1.73 0.57 0.49 5.28 1.51 0.52 
 
Los valores de NSE para ambos modelos se clasificaron como buenos según 
los criterios de la Tabla 8, para la fase de calibración y entrenamiento en LRB y en 
HSRB. Para la fase de validación, los valores de NSE quedaron comprendidos 
entre 0.5 y 0.7, y por lo tanto, se clasificaron como buenos para ambos modelos de 
la cuenca LRB. Los valores de NSE para la cuenca HSRB se clasificaron como 
satisfactorios para ambos modelos en calibración. Los valores del PBIAS fueron 
inferiores al 25%, por lo que los modelos se clasificaron como muy buenos en 
todos los casos. Los valores de RMSE para ambos modelos fueron similares. Los 
valores de NSE y R2 obtenidos por el modelo de RNA fueron mejores que 
aquellos obtenidos en SWAT en ambas cuencas, y estos también fueron mejores 
en la fase de entrenamiento que los obtenidos en la fase de validación. Después de 
analizar estos resultados, se concluyó que tanto SWAT como ANN eran 
adecuados para simular caudales, pero se observó que cuanto más árida era la 
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cuenca, menores eran los rendimientos obtenidos en los modelos hidrológicos, 
conclusión similar a la llegada por Pérez-Sánchez et al. (2017) en su investigación. 
Para una mejor comprensión de la diferencia entre ambos modelos, la 
Figura 15 muestra los resultados de los modelos SWAT y RNAs representados 
frente a los valores observados del caudal para los períodos de 







Figura 15. Diagrama de dispersión del caudal diario simulado frente al observado, en rojo 
los resultados de SWAT y en negro los resultados de la RNA (ANN, por sus siglas en 
inglés) (a) para el periodo de calibración de la cuenca LRB; (b) para el periodo de 
validación de la cuenca LRB; (c) para el periodo de calibración de la cuenca HSRB; (d) y 
para el periodo de validación de la cuenca HSBR. 
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En la Figura 15 se puede observar que el modelo SWAT obtuvo un 
rendimiento más pobre en la estimación de los valores grandes de caudal, 
mientras que el modelo de RNA obtuvo peores resultados al estimar los valores 
pequeños. En cada una de las figuras de la Figura 15, los puntos que 
corresponden a valores grandes de caudal se ubican a una distancia mayor de la 
línea 1:1 cuando los valores han sido estimados por SWAT. Por el contrario, los 
puntos relacionados con el caudal estimado con las RNAs están más alejados de 
la línea 1:1 cuando se trata de la estimación de valores pequeños. 
Los hidrogramas de la Figura 16 muestran el ajuste obtenido, representando 
el caudal simulado frente al caudal observado en las cuencas estudiadas durante 







Figura 16. Caudal diario simulado por SWAT (en rojo) y RNA (en negro) frente al caudal 
observado (en verde) en la fase de validación; el gráfico de barras en la parte superior es la 
precipitación diaria; (a) para la cuenca LRB; (b) para la cuenca HSRB. 
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Ambos modelos reprodujeron el caudal de forma adecuada en general. Sin 
embargo,  ambos tendieron a subestimar los eventos de flujo máximo durante la 
fase de validación. Los modelos de RNAs fueron más sensibles a los eventos de 
precipitación que los modelos SWAT, y sus estimaciones se mantuvieron por 
encima de las obtenidas por SWAT. 
De acuerdo con Chen & Chau (2016), los estadísticos NSE y RMSE escalan el 
error cuadrático medio de los modelos, por lo tanto, reflejan particularmente el 
rendimiento de los valores altos. Por lo que los criterios de evaluación 
anteriormente comentados y las representaciones gráficas de los datos estimados 
no pueden indicar el rendimiento general en los diferentes intervalos de caudal. 
Para abordar este problema, se determinaron diferentes rangos del caudal (de 
muy alto a muy bajo flujo) y se analizaron los resultados de forma gráfica 
mediante las curvas de duración del caudal (CDC) para la cuenca LRB y para la 
cuenca HSRB para los períodos de validación (Figura 17).  La CDC para LRB 
muestra que la RNA se comportó mejor en caudales muy altos y SWAT fue mejor 
en caudales muy bajos. Los valores obtenidos por SWAT y por RNA fueron 
gráficamente similares para el resto de caudales en LRB. En cambio, para la 







Figura 17. CDC del periodo de validación de la cuenca (a) LRB; (b) y HSRB. 
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Además de este análisis gráfico de los caudales, se realizó un análisis del 
rendimiento basado en RMSE en cada fase del hidrograma tal y como se refleja en 
la Tabla 10, donde los mejores resultados para cada cuenca se resaltan en negrita. 
Como era de esperar según los resultados analizados anteriormente, los picos 
altos se simulan mejor a expensas de los flujos bajos debido al hecho de que el 
RMSE está sesgado hacia valores altos. Los valores del RMSE vuelven a mostrar 
que el modelo SWAT fue mejor en la estimación de flujos muy bajos y que el 
modelo de RNA resultó mejor en la estimación de caudales muy altos para ambos 
casos de estudio. 
 
















SWAT ANN SWAT ANN SWAT ANN SWAT ANN 
Muy altos [82.8,478.2] 73.40 64.26 100.42 92.72 [4.5,51.7] 6.64 5.80 5.98 5.81 
Altos [30.3,82.8] 26.71 26.06 21.85 26.43 [2.1,4.5] 1.53 2.29 0.91 1.30 
Medios [6.2,30.3] 13.93 13.74 12.36 12.74 [1.0,2.1] 0.99 0.84 0.73 0.64 
Bajos [1.2,6.2] 5.17 8.97 6.79 10.10 [0.6,1.0] 0.54 0.58 0.53 0.48 
Muy bajos [0.4,1.2] 1.50 7.80 1.00 7.41 [0,0.60] 0.29 0.90 0.60 1.22 
 
Resultados similares con respecto a la ineficiencia en la estimación de 
caudales altos del modelo SWAT se han obtenido en otros estudios (p. e., Demirel 
et al., 2009; Kim et al., 2015; Makwana & Tiwari, 2017), lo que sugiere que la 
ineficacia en obtener estos caudales altos podría ser causada por la formulación. 
Los resultados obtenidos muestran que el uso de modelos de RNAs puede ayudar 
a reducir el error en la estimación de los valores de caudales altos, aunque 
también estos se subestimaron. Una de las razones que dificulta la simulación de 
estos caudales altos es que los datos de estos caudales son escasos en los 
conjuntos de datos de entrenamiento, siendo los valores medios y bajos los más 
numerosos, tal y como se observa en la nube de puntos de los diagramas de 
dispersión de la Figura 15. Este problema de subestimación de los caudales altos 
en la aplicación de redes neuronales también ha sido reportado en los trabajos de 
Minns & Hall (1996)  y Talebizadeh, Morid, Ayyoubzadeh, & Ghasemzadeh, 
(2010). Por otro lado, el modelo SWAT simuló los valores de caudales bajos mejor 
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que las RNAs. En general, el modelo de RNA tendió a sobreestimar los valores 
bajos de caudal. Esta incapacidad puede atribuirse a complejas relaciones no 
lineales que rigen el proceso de caudales bajos, a menudo relacionadas con el flujo 
base del agua subterránea, y el rendimiento de las RNAs puede verse deteriorado 
con el aumento de la no linealidad (Minns & Hall, 1996). Es bien conocido que los 
procesos de generación de caudales pueden ser bastante diferentes durante 
periodos de caudales altos, medios y bajos. El flujo base contribuye 
principalmente a eventos de bajo flujo, mientras que los episodios de tormentas 
con lluvia intensa da lugar a eventos de caudales altos (Wu, Chau, & Li, 2009).  
Por lo tanto, es complicado que un único modelo de RNA pueda predecir 
satisfactoriamente los eventos de escorrentía alta y baja (Minns & Hall, 1996) y 
que el modelo SWAT pueda simular un caudal muy alto con la misma precisión 
con que simula los caudales bajos. En contraste con SWAT, una RNA puede 
obtener resultados mejores para valores muy altos pero no para los valores más 
bajos; estos resultados son similares a los obtenidos por Kim et al., (2015).  
Estos resultados lleva a la conclusión de que el uso de estos modelos es 
adecuado para simular el flujo de una cuenca. Sin embargo, en el caso de estudios 
de eventos hidrológicos extremos (p. e., inundaciones), se recomienda utilizar un 
modelo de RNA para simular eventos de alto flujo. Y por el contrario, en los 
estudios de gestión hidrológica en los que los eventos de bajo flujo son más 
interesantes, la aplicación del modelo SWAT sería más adecuado.  
En la aplicación de cualquier modelo también es importante tener en cuenta 
las desventajas de cada uno de ellos. En España, es relativamente más fácil 
obtener los datos necesarios para el modelo de RNA (como son los datos de 
caudales, de precipitación y de temperatura) a través de los recursos 
gubernamentales online, en comparación con la obtención de los datos necesarios 
para SWAT sobre las características físicas de las cuencas hidrográficas, como la 
humedad del suelo, infiltración, clases de suelos, nivel de agua subterránea y 
evaporación. Además, el tiempo consumido en la configuración y calibración de 
SWAT es mayor que el que se consume en la implementación de un modelo de 
RNA. Sin embargo, una RNA es una caja negra, y el balance de agua y sus 
componentes no se pueden obtener como sí que ocurre en SWAT. El uso de la 
precipitación y la temperatura como las únicas entradas de los modelos es una 
ventaja, pero por otro lado es una limitación de los modelos de RNAs puesto que 
PATRICIA JIMENO SÁEZ 200 
la relación precipitación-escorrentía también se ve afectada por otros parámetros 
físicos. La no consideración del uso de la tierra o de la gestión de la tierra en el 
modelo de RNA hace que el modelo SWAT sea más ventajoso si el objetivo del 
estudio fuera simular varios escenarios para analizar la respuesta de la cuenca 
(Amirhossien et al., 2015).  Los resultados de este estudio sugieren, sin embargo, 
que el enfoque de los modelos de RNAs es eficiente en la simulación de procesos 
hidrológicos porque requiere muy pocas variables de entrada y recursos mínimos 
para implementarlo, y por lo tanto, es lo suficientemente prometedor. 
4.5.2 Estimación del caudal máximo instantáneo utilizando técnicas de machine 
learning frente a fórmulas empíricas 
Para el cálculo del caudal máximo instantáneo (Qins) a partir del máximo 
caudal diario (MQmd) se utilizaron las fórmulas empíricas de Fuller, CEDEX, 
Sangal y Fill & Steiner, y la mejor de estas fórmulas para cada subcuenca 
estudiada fue analizada frente a dos técnicas de machine learning, RNA y ANFIS.  
Como se muestra en la Tabla 11, para realizar la comparación de los 
resultados de las fórmulas empíricas, se calcularon los valores de los estadísticos 
R2 y RMSE para las catorce estaciones de aforo estudiadas. Los mejores resultados 
para cada cuenca se resaltan en negrita en la Tabla 11, siendo éstos los que 
consiguen un valor de R2 más alto y un valor de RMSE más bajos.  
De acuerdo con los resultados obtenidos, en la mayoría de las estaciones 
Fuller o la regionalización de la ecuación de Fuller (CEDEX) tienen el mayor 
coeficiente de determinación y el menor error cuadrático medio. También se 
puede concluir que la regionalización de la ecuación de Fuller mejora la 
estimación del Qins, especialmente en cuencas con un alto índice de torrencialidad, 
como se observa en los resultados obtenidos en las estaciones de aforo AND, 
COT, TRE, GAR y CUE. Además, la fórmula de Fill & Steiner obtuvo resultados 
más precisos en las estaciones PER y PIT, cuencas caracterizadas por un bajo 
índice de torrencialidad. La fórmula de Sangal exhibe un comportamiento muy 
regular en general, con resultados más precisos en comparación con Fill & Steiner, 
pero peores resultados en comparación con la ecuación de Fuller o su 
regionalización CEDEX. Con respecto a las zonas climáticas, no se observa un 
patrón claro que indique una preferencia de un método sobre otro. 
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Tabla 11. Evaluación de los resultados obtenidos con las fórmulas empíricas basada en el 
valor de R2 y RMSE. 
Cuenca 
R2 RMSE (m3/s) 
Fuller CEDEX   Sangal 
Fill 
Steiner 
Fuller CEDEX   Sangal 
Fill 
Steiner 
TRE 0.85 0.85 0.82 0.80 93.68 76.09 82.16 99.27 
BEG 0.89 0.89 0.87 0.88 56.35 59.53 78.09 58.63 
COT 0.70 0.70 0.68 0.68 159.65 126.11 137.51 167.11 
AND 0.54 0.54 0.61 0.62 184.61 174.11 158.67 177.70 
PRI 0.90 0.90 0.89 0.89 9.94 11.04 10.39 11.67 
BOL 0.92 0.92 0.94 0.94 6.92 16.28 8.17 9.26 
GAR 0.71 0.71 0.69 0.70 12.10 11.20 14.11 15.70 
CUE 0.65 0.65 0.66 0.65 30.93 28.23 33.50 35.97 
JUB 0.30 0.30 0.29 0.28 14.15 13.97 14.14 14.50 
TRA 0.81 0.81 0.84 0.83 3.34 6.38 3.96 4.77 
BEL 0.44 0.44 0.43 0.41 7.63 6.79 7.53 7.80 
PER 0.92 0.92 0.90 0.91 17.44 20.13 19.49 16.80 
RIA 0.72 0.72 0.72 0.71 4.41 3.39 3.27 3.33 
PIT 0.87 0.87 0.82 0.85 4.48 16.57 2.80 2.27 
 
A continuación, se realizó la estimación de los Qins utilizando los modelos 
de machine learning de RNA y ANFIS. En ambos modelos, el único dato de 
entrada (input) es el MQmd y la configuración de red óptima se determinó 
utilizando un proceso iterativo de prueba y error, evaluando el rendimiento para 
diferentes estructuras de red. En cuanto a la RNA, se consideraron una o dos 
capas ocultas con un número de neuronas entre dos y veinte, el número máximo 
de iteraciones de entrenamiento (épocas) fue 1000 y el algoritmo de 
backpropagation de LM fue utilizado para ajustar los pesos adecuados y minimizar 
el error. La estructura de RNA utilizada en este trabajo se muestra en la Figura 18, 
donde los datos de entrada son el MQmd y los datos de salida son los Qins. Se 
utilizó una función de transferencia tangente sigmoidal en las capas ocultas y una 
función de transferencia lineal en la capa de salida. 














Para construir las RNAs y para su entrenamiento, los datos se ingresaron en 
el software de MATLAB de forma que el 80% de los datos eran para 
entrenamiento y el 20% de los datos para prueba. La estructura de RNAs con dos 
capas ocultas y dos neuronas ocultas en cada capa fue la estructura óptima para la 
mayoría de las cuencas, mientras que la segunda estructura más utilizada tenía 
una capa oculta con dos neuronas ocultas. En cuanto al modelo ANFIS, en la 
primera capa, donde cada nodo es un nodo adaptativo y que actúa como una 
función de pertenencia (MF),  se probó con diferentes MFs; y los modelos con la 
MF sigmoidal y de campana generalizada obtuvieron los resultados más precisos 
en la fase de validación del modelo.  
Los resultados obtenidos por las RNAs, ANFIS y la mejor fórmula empírica 
en cada cuenca se muestran en la Tabla 12, con los mejores resultados para cada 
cuenca resaltados en negrita. Los resultados obtenidos se compararon utilizando 






Figura 18. Arquitectura de la RNA de tipo MLP utilizada en la 
estimación de los Qins (IPF, por sus siglas en inglés) a partir del 
MQmd (MMDF, por sus siglas en inglés).
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Tabla 12. Estadísticos del ajuste obtenido con los modelos de RNAs, ANFIS y la mejor 
fórmula empírica en la estimación de Qins. 
Código de la Cuenca  Data set 
RNA ANFIS Mejor fórmula empírica   


































































































































































































































Con los resultados de la Tabla 12 se puede concluir que el R2 más alto y el 
RMSE más bajo se obtuvieron utilizando el método ANFIS en la mayoría de las 
estaciones. Estos resultados apoyan los resultados de Dastorani et al. (2013) y 
Fathzadeh et al. (2017). Con respecto al método de RNAs, la precisión de los 
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resultados es, en general, más alta que los resultados obtenidos utilizando las 
fórmulas empíricas, pero menor en comparación con los resultados obtenidos con 
ANFIS. Como se muestra en los datos de la cuenca RIA, las estimaciones 
obtenidas usando la RNA resultaron más precisas cuando las series de datos de 
caudales utilizadas como datos de entrada eran más largas, es decir, se disponía 
de más datos para el entrenamiento del modelo. En general, los resultados 
obtenidos mediante técnicas de aprendizaje automático (RNA y ANFIS) son 
claramente más precisos que los obtenidos con las fórmulas empíricas. Solo en las 
cuencas AND y BEG las fórmulas empíricas mejoran los resultados obtenidos con 
estas técnicas. Estos resultados pueden observarse gráficamente en las gráficas de 
la Figura 19, donde se compara la pendiente de la línea de regresión lineal con la 
línea 1:1 y el coeficiente de correlación entre los valores observados y medidos de 
los Qins obtenidos con las RNA y ANFIS. En las gráficas, ANFIS parece ser 
ligeramente mejor en la mayoría de las estaciones de aforo estudiadas puesto que 
los resultados se concentran más próximos a la línea 1:1 y el coeficiente de 
correlación es más cercano a 1. Sin embargo, las diferencias entre ambas técnicas 
aumentan cuando se analizan los resultados de los  errores, como se mostraba en 
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Figura 19. Diagramas de dispersión del Qins observado y el estimado obtenido con el modelo de RNA versus ANFIS para 
la fase de test. Las letras en la parte superior izquierda de cada subfigura muestran los códigos de la cuenca (ver Tabla 2). 
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4.5.3 Combinación de las técnicas de machine learning con SWAT para la 
predicción de caudales máximos instantáneos 
En la cuenca del río Ladra se evaluó la idoneidad del modelo SWAT para 
simular caudales y se analizó el rendimiento de diferentes técnicas de machine 
lerning, como RNAs, ANFIS, SVM y ELM, para predecir el Qins a parir del MQmd 
obtenido con el modelo SWAT. Para lograr estos objetivos, este estudio se dividió 
en una primera parte de calibrado y validación del modelo SWAT para la 
obtención de una serie de caudales medios diarios más larga de la disponible. 
Después, una segunda parte de análisis del rendimiento de los diferentes sistemas 
inteligentes para estimar el Qins. 
4.5.3.1 Estimación de los máximos caudales medios diarios con el modelo SWAT 
Para esta parte de la investigación, el modelo SWAT de la cuenca del río 
Ladra se realizó utilizando los datos climáticos proporcionados por la agencia 
meteorológica regional (Meteogalicia). El primer paso en la calibración del 
modelo SWAT fue identificar de entre 19 parámetros aquellos que eran más 
sensibles relacionados con el caudal. En este análisis de sensibilidad, todos los 
parámetros van cambiando, y se necesita una gran cantidad de ejecuciones para 
ver el impacto de cada parámetro en la función objetivo (Abbaspour,Vaghefi, & 
Srinivasan,  2018). Debido al hecho de que solo los caudales altos son de interés 
en esta parte del trabajo, como función objetivo se estableció el coeficiente de 
eficiencia de Nash-Sutcliffe modificado (MNSE) para así aumentar la sensibilidad 
a caudales altos de acuerdo con Krause, Boyle, & Bäse (2005).  
Se obtuvo un ranking de las sensibilidades de los parámetros después de 
500 ejecuciones, eliminando así los parámetros identificados como no sensibles. 
Los parámetros más sensibles se enumeran en la Tabla 13. Posteriormente, para 
los parámetros más sensibles se introdujo un rango de valores realista obtenido a 
partir de la experiencia y del conocimiento hidrológico de la cuenca, para así 
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Tabla 13. Parámetros calibrados en el modelo SWAT para la cuenca del río Ladra con el 
objetivo de obtener los MQmd. 




CN2  SCS número de curva 20-90 61-83 +15.71% 
GWQMN Profundidad umbral  de agua en 
el acuífero superficial para que se 
produzca flujo de retorno  (mm) 
0-5000 1000 452.88 
ALPHA_BF Coeficiente de agotamiento del 
flujo base (dias−1) 
0-1 0.048 0.0681 
CNCOEF Coeficiente para el cálculo del 
número de curva dependiente de 
la evapotranspiración de la planta 
0.5-2 1 0.7645 
GW_DELAY Tiempo de retardo del agua 
subterránea (días) 
0-500 31 1.1704 
RCHRG_DP Factor de percolación al acuífero 
profundo 
0-1 0.05 0.0313 
REVAPMN Umbral de profundidad del agua 
en el acuífero superficial para 
"revaporación" a la capa de suelo o 
percolación al acuífero profundo 
(mm) 
0-500 500 48.85 
SOL_AWC Capacidad de agua disponible de 
la capa del suelo (mm H2O/mm 
suelo) 
0-1 0.12-0.16 -18.48% 
ESCO Factor de compensación de la 
evaporación del suelo  
0-1 0.95 0.7027 
EPCO Factor de compensación de la 
captación de las plantas 
0-1 1 0.3778 
SLSUBBSN Longitud promedio de la 
pendiente (m) 
10-150 24-92 +0.04% 
OV_N Número de Manning para el flujo 
terrestre 
0.01-1 0.1 0.7529 
CH_K1 Conductividad hidráulica efectiva 
en canales tributarios (mm/h) 
0-300 0 44.18 
CH_K2 Conductividad hidráulica efectiva 
en canal principal (mm/h) 
0-150 0 140.93 
CH_N1 Número de Manning en los 
canales tributarios 
0.01-0.3 0.014 0.2901 
 
Analizando los valores de los parámetros calibrados de la Tabla 13, se 
observa como el parámetro del número de curva (CN2) aumentó en un 15% en 
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comparación con el valor predeterminado, disminuyendo así la infiltración y 
aumentando la escorrentía. La capacidad de agua disponible en la capa de suelo 
(SOL_AWC) se redujo en un 18% aumentando así el movimiento del agua dentro 
de los perfiles del suelo (Qiu, Zheng, & Yin, 2012). El coeficiente de compensación 
de evaporación del suelo (ESCO) se redujo después de la calibración de 0.95 a 
0.70, aumentando la capacidad del modelo para extraer la demanda de 
evaporación de las capas más bajas del suelo. De acuerdo con Abbaspour et al. 
(2015), se esperaban estos cambios en CN2, SOL_AWC y ESCO para así aumentar 
los caudales máximos simulados. El factor de compensación de absorción de la 
planta (EPCO) también se redujo después de la calibración, aumentando la 
evapotranspiración generada por el modelo. El valor de la constante de recesión 
del flujo base (ALPHA_BF) obtenida para la cuenca del río Ladra (0.07) indica una 
respuesta rápida de la escorrentía a los afloramientos de formaciones geológicas 
de lluvia de baja permeabilidad en la cuenca. Los valores calibrados de otros 
parámetros del agua subterránea, como la profundidad umbral del agua en el 
acuífero poco profundo para que ocurra el flujo de retorno (GWQMN), el retardo 
del agua subterránea (GW_DELAY) y la profundidad umbral del agua en el 
acuífero superficial para la filtración al acuífero profundo (REVAPMN), fueron 
muy similares a los utilizados por Malagó et al. (2015) para cuencas hidrográficas 
del noroeste de España. De hecho, GW_DELAY se redujo considerablemente 
durante la calibración, lo que es consistente con la respuesta rápida a los 
episodios húmedos observados en los hidrogramas de la cuenca del río Ladra. La 
fracción de percolación al acuífero profundo (RCHRG_DP) es muy cercana a cero 
debido a que las formaciones geológicas de la zona no favorecen un 
almacenamiento de agua subterránea duradero y relevante. El alto valor obtenido 
del número de Manning para el flujo terrestre (OV_N), está relacionado con la 
vegetación abundante, como es típico en el noroeste de España (Raposo et al., 
2013). 
Para medir el rendimiento del modelo SWAT, se utilizaron dos medidas 
estadísticas que pudieran comparar los caudales simulados con los caudales 
observados en la estación de aforo, se empleó el índice de NSE modificado y el 
índice de concordancia (d) modificado. En este estudio, siguiendo las sugerencias 
de Krause et al. (2005), las diferencias entre valores simulados y observados están 
elevados al cubo en vez de al cuadrado (ver Ecuación 2 y Ecuación 3 de la 
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Publicación 3). De esta forma, aumentamos la sensibilidad de los criterios de 
eficiencia a los caudales altos, ya que estos son los caudales de interés en esta 
parte de la investigación. Teniendo en cuenta que el rango del MNSE se encuentra 
entre 1 (ajuste perfecto) y -∞, mientras que el rango del índice d se encuentra entre 
1 (ajuste perfecto) y 0 (sin correlación), los resultados que se muestran en la Tabla 
14 muestran que el rendimiento del modelo calibrado fue satisfactorio en la 
reproducción de los caudales máximos. 
 
Tabla 14. Valores iniciales de MNSE y d, y valores para la fase de calibración y validación 
de los caudales diarios. 
Valores iniciales Calibración Validación 
MNSE d MNSE d MNSE d 
-0.25 0.67 0.68 0.93 0.64 0.95 
 
Utilizando los datos de caudales diarios simulados para el período 1973-
2014, se trazó la curva de duración del caudal y se comparó con la CDC 


















Figura 20. Comparación de los caudales diarios observados y simulados con SWAT en el 
periodo de validación del río Ladra; (a) curvas de duración de caudales; (b) hidrograma diario. 
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Las CDCs se emplearon como una medida gráfica para ilustrar el 
rendimiento del modelo SWAT en la simulación de los valores más altos del 
caudal. Como era de esperar, debido a la función objetivo utilizada en la 
calibración del modelo, hay una sobreestimación de los caudales bajos. Sin 
embargo, los caudales del percentil 5 (Q5) se simularon con una precisión 
razonable. Y debido  a que el objetivo de esta parte de la investigación es obtener 
un buen funcionamiento de SWAT al simular los valores más altos del caudal se 
pueden aceptar estos resultados.  
4.5.3.2 Estimación de caudales máximos instantáneos utilizando técnicas de 
machine learning 
El software MATLAB  se volvió a emplear para desarrollar, entrenar y 
probar las técnicas de aprendizaje automático. Para estimar el Qins, se realizó una 
validación cruzada 5-fold para evaluar el rendimiento de las técnicas de 
aprendizaje automático. Para ello el conjunto de datos se dividió en 5 
subconjuntos, y el mismo proceso se repitió 5 veces. Cada vez, uno de los 5 
subconjuntos se usó como conjunto de test y los otros 4 subconjuntos se utilizaron 
para formar el conjunto de entrenamiento. A continuación, se calcularon los 
estadísticos R2 y RMSE, sus promedios y desviaciones estándar de los obtenidos 
en las 5 pruebas. El rendimiento de los modelos RNA, ANFIS, SVM (Kernel 
lineal) y ELM (kernel Gaussiano) se compararon después de las fases de 
entrenamiento y de la fase de test. La Tabla 15 muestra los resultados del análisis 
estadístico en términos de R2 y RMSE.  
 
Tabla 15. Estadísticos obtenidos en la fase de entrenamiento y de test (media ± desviación 
estándar de la validación cruzada) en la estimación del Qins. 
Estadístico Fase RNA ANFIS SVM ELM 
R2 
Entrenamiento 0.80±0.16 0.81±0.18 0.89±0.03 0.91±0.02 
Test 0.74±0.37 0.69±0.35 0.88±0.15 0.86±0.12 
RMSE 
Entrenamiento 67.27±25.71 65.29±30.81 56.29±5.49 59.96±16.54 
Test 86.00±82.32 106.30±76.60 55.51±23.74 48.59±4.80 
 
De acuerdo con estos resultados, RNA, ANFIS, SVM (kernel lineal) y ELM 
(kernel Gaussiano) se caracterizaron por valores medios de R2 de 0.80, 0.81, 0.89 y 
0.91 para los datos de entrenamiento y 0.74, 0.69, 0.88 y 0.86 para los datos de test. 
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Con base al R2 obtenido, los cuatro modelos produjeron resultados aceptables 
para ambas fases; SVM y ELM mostraron el mejor rendimiento, y ANFIS mostró 
el peor. En términos del RMSE, los resultados fueron similares respecto R2 y ELM, 
con kernel Gaussiano mostró el mejor rendimiento. Estos resultados están de 
acuerdo con los obtenidos por Bezdah, Asghari, Eazi, & Palhang (2009); quienes 
encontraron que la precisión de predicción de los caudales  de valores altos 
usando SVM era mejor que las obtenidas con modelos de RNAs. 
4.5.3.3 Aplicación conjunta del modelo SWAT y de la técnica de ELM para la 
predicción del caudal máximo instantáneo 
Una vez que demostrado que el modelo SWAT podía reproducir los 
caudales máximos medios diarios y que la técnica de ELM era la mejor opción 
para estimar los Qins a parir del MQmd, la aplicación de acoplamiento de ambas 
técnicas se utilizó para la predicción del Qins (Figura 21). Como se puede ver en la 
Figura 21, el modelo SWAT calibrado se aplicó para el período 1973-2014, 
obteniendo así 41 valores de MQmd; en este periodo los Qins reales (observados) 
estaban disponibles.  A continuación, se utilizó el modelo de ELM para estimar 














Figura 21. . Diagrama de la aplicación de acoplamiento de SWAT y la técnica 
de machine learning (ELM) para predecir Qins (IPF, por sus siglas en inglés). 
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La Figura 22 muestra los valores de Qins estimados frente a los valores 
observados para el período de estudio.  
Los Qins estimados se subestimaron en comparación con los datos 
observados, pero el valor de R2 obtenido tras comparar los datos observados y 
estimados fue de 0.54, lo que representa un rendimiento adecuado. Estos 
resultados muestran la solidez de la aplicación combinada del modelo SWAT y la 
técnica ELM. Estos resultados son consistentes con estudios previos (Sudheer, 
Nayak, & Ramasastri, 2003) que también encontraron una subestimación en la 
predicción del Qins usando técnicas de aprendizaje automático. 
Debido a la gran influencia de la longitud de los datos registrados y a la 
calidad de los datos de Qins en el diseño de inundaciones (Ding, Wallner, Müller, 
& Haberlandt, 2016), la aplicación acoplada de estas técnicas puede ser una 




Figura 22. Comparación entre el valor estimado y observado de Qins (IPF, por sus siglas en 
inglés) para el periodo (1973-2014) en la cuenca del  río Ladra 
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4.5.4 Uso combinado de modelos geoestadísticos e hidrológicos para evaluar 
errores sistemáticos en la medición de la precipitación en cuencas alpinas  
Los datos de caudales diarios de la cuenca se obtuvieron de la web del 
CEDEX y estaban disponibles a partir de 1988. Los datos de precipitación y 
temperatura fueron provistos por cuatro agencias españolas: la Agencia estatal de 
meteorología (AEMET), el Instituto de Investigación y Formación Agraria y 
Pesquera (IFAPA), el Parque Nacional de Sierra Nevada (PNS) y la Red de 
Información Ambiental de Andalucía (REDIAM). En total, se utilizaron 119 
pluviómetros y 72 medidores de temperatura. Se han  utilizado los datos de 
precipitación obtenidos en la investigación de Collados-Lara, Pardo-Iguzquiza, & 
Pulido-Velazquez (2018).  Collados-Lara  et al., (2018), en su trabajo, estimaron la 
precipitación para la cuenca del Alto Genil, cuenca donde está ubicada la cuenca 
de Canales,  usando Kriging con deriva externa (KED) lineal y cuadrática, y 
Regression-kriging (RK) con una resolución  de 1x1 km. Los datos de temperatura 
utilizados en este trabajo fueron también estimados para la cuenca Alto Genil 
usando KED con deriva externa. Con estos datos de precipitación y de 
temperatura se calibraron los modelos STM.  
En la Tabla 16 se incluye un resumen de los resultados mensuales obtenidos 
con el modelo STM calibrado automáticamente en términos del factor de 
corrección para la precipitación sólida (Cs) y líquida (Cr), y su bondad de ajuste a 
los datos diarios de caudal. La tabla incluye los resultados de los diferentes 
experimentos con los diferentes campos climáticos probados, con datos de 
precipitación KED-lineal y RK, y temperatura obtenida mediante KED-lineal. Los 
valores numéricos de NSE, R2 y RMSE muestran que la eficiencia de los modelos 
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Tabla 16. Bondad de ajuste a escala mensual del modelo STM para los datos de 
calibración y validación y valores de Cr y Cs para cada experimento. 
Approaches of climatic fields Cs Cr 
Calibration  Validation  
NSE  R2 RMSE NSE  R2 RMSE 
RK 1.78 1.4 0.68 0.70 3.39 0.63 0.67 2.66 
RK (Cs=Cr=1; non-recalibrated 
model) 




RK (Cs=Cr=1;  recalibrated 
model) 
1 1 0.46 0.64 4.35 0.42 0.52 3.33 
Linear KED 1.8 1.07 0.34 0.57 4.80 0.43 0.71 3.29 





0.48 6.15 0.49 0.62 3.11 
Linear KED (Cs=Cr=1;  
recalibrated model) 
1 1 0.04 0.45 5.82 0.47 0.60 3.18 
 
En todos los casos simulados, la precipitación corregida muestra un 
incremento medio importante con respecto a los valores históricos medios. A la 
izquierda de la Figura 23, se observan las distribuciones temporales de la 
precipitación original y su precipitación corregida de cada experimento. El 
período con la mayor corrección de la precipitación va de octubre a mayo, donde 
se encuentran los meses con posibles nevadas. Durante los meses de verano, de 
junio a septiembre, se obtuvo una menor corrección de la precipitación. En los 
datos de precipitación KED-lineal, la corrección de la precipitación se vuelve casi 
cero o completamente nula en los meses de verano, donde solo hay precipitación 
líquida y el under-catch parece ser casi despreciable. A la derecha de la Figura 23, 
los gráficos circulares muestran la distribución de la precipitación con su 
proporción de precipitación sólida y líquida. El porcentaje de precipitación sólida 
es mayor en los modelos corregidos como era de esperar, mostrando que la 









Figura 23. Precipitación mensual media corregida frente a la estimada y su distribución 
anual entre fase líquida y sólida; (a) experimento Linear  KED; (b) experimento RK 
 
El caudal mensual simulado frente al observado en la salida de la cuenca se 
muestra en la Figura 24a y 24b. Los resultados obtenidos incluyendo un factor de 
corrección global para modificar la intensidad de la precipitación son 
significativamente mejores que los obtenidos sin ninguna corrección como puede 
verse en la Figura 24. En ambas figuras hay tres series simuladas representadas 
para cada experimento, una corresponde a la simulación con los valores óptimos 
de Cr y Cs, y las demás corresponden a la simulación con Cr = Cs = 1,  es decir, sin 
corrección de precipitación, una calibrando de nuevo el modelo y otra sin calibrar. 
 
 




Figura 24. Caudal mensual medio (año medio); (a) utilizando precipitación del 
experimento RK; (b) utilizando precipitación del experimento Linear  KED 
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De acuerdo con los resultados, se obtiene que la mejor combinación de 
datos geoestadísticos con el modelo hidrológico STM es el enfoque RK y con la 
precipitación sólida y líquida corregida con los coeficientes calibrados Cs y Cr. La 
bondad de ajuste al caudal diario y mensual para los períodos de calibración y 
validación es mejor para los datos RK que para los datos del enfoque KED-lineal 
según los estadísticos R2, NSE y RMSE. Para la fase de validación, los valores de 
NSE fueron 0.56 para la escala diaria y 0.68 para la escala mensual. Los valores de 
R2 fueron 0.58 y 0.70 para la escala diaria y mensual respectivamente. Pudiéndose 
concluir que si no se corrigen los datos de precipitación, resulta difícil aproximar 
los caudales simulados a los caudales observados, sobre todo a aquellos que 
tienen lugar durante el final de la primavera en el período de fusión. Sin embargo, 
los modelos con la precipitación corregida para ambos enfoques geoestadísticos 
(RK y KED-lineal) siguen subestimando el pico de los hidrogramas (Figura 24a y 
24b), pero son claramente más precisos que los caudales obtenidos sin corregir la 
precipitación. En la Figura 24a y 24b se puede ver la existencia de una estación 
lluviosa que va desde el otoño hasta mediado de la primavera y una estación muy 
seca a finales de la primavera y el verano. Sin embargo, los mayores caudales de 
agua en el río ocurren al final de la primavera, específicamente en mayo y junio. 
Esto es debido a la dinámica de la nieve que caracteriza a esta cuenca. Los 
principales impulsores de la dinámica hidrológica de Sierra Nevada son la 
presencia de nieve y la persistencia; estos procesos amortiguan la generación de 
escorrentías y mantienen la humedad del suelo, prolongando el flujo de agua en 
los ríos mucho después de la estación húmeda y, en última instancia, 
determinando la distribución del hábitat (Herrero y Polo, 2016).  El factor de 
corrección óptimo obtenido para la mejor simulación del modelo STM fue 1.78 
para la precipitación sólida y 1.40 para la precipitación líquida. Es decir, cada dato 
de precipitación debe incrementarse un 78% en el caso de ser precipitación sólida 
y un 40% en el caso de ser líquida. Las Figuras 24a y 24b muestran una simulación 
pobre frente al caudal observado cuando la precipitación no es corregida, 
mostrando una gran subestimación del caudal en la primavera, estación del 
deshielo, debido a la menor cantidad de nieve considerada en invierno. Otros 
estudios obtuvieron resultados similares. Irannezhad et al., (2015) tras una 
revisión de los trabajos existentes en la literatura estableció que el rango de 
valores para Cr era de 1.01 a 1.40, y el rango para Cs de 1.05 a 1.8. 
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La Figura 25 muestra como el modelo STM con los datos de precipitación 
del enfoque RK simuló mejor los caudales que con la precipitación KED-lineal, 




Figura 25. Caudal mensual simulado frente al observado; (a) con datos de precipitación 
RK; (b) con datos de precipitación KED-Lineal. 
 
Por otro lado, los valores de precipitación corregidos permiten evaluar el 
patrón de precipitación corregido con la altitud (gradiente con la altitud) en esta 
cuenca alpina (Figura 26). 
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Con respecto a la precipitación corregida, para KED-lineal se obtuvo un 
aumento de la precipitación especialmente en las elevaciones más altas debido a 
que el coeficiente de corrección para la precipitación en forma de nieve es más 
alto que el coeficiente de corrección de la precipitación líquida (1.80 vs 1.07 
respectivamente). Para el enfoque RK, la diferencia entre estos coeficientes es 
menos importante, 1.78 para la precipitación sólida y 1.40 para la líquida. Esto 
reduce el gradiente negativo de precipitación inicialmente predicho por el RK 
para altitudes superior a 1000 m, debido a la inversión del fenómeno de gradiente 
descrito en Collados-Lara et al. (2018). En el trabajo de Collados-Lara et al. (2018) 
se realizó una corrección preliminar de los datos experimentales en la cuenca del 
Alto Genil mediante la aplicación de las funciones de corrección experimentales 
propuestas por Buisan et al. (2017) para algunas montañas españolas. Para la 
cuenca de Canales se obtuvo un coeficiente de corrección promedio de 1.17 y 1.09 
para KED-lineal y RK respectivamente si la elevación es inferior a 2000 metros y 
1.29 y 1.28 para KED-lineal y RK respectivamente si la elevación es superior a 
2000 metros. Estos valores son menores que los obtenidos en este estudio. Sin 
embargo, las funciones de corrección utilizadas en Collados-Lara et al. (2018) se 
obtuvieron para otras cadenas montañosas, y no hay ninguna específicamente 
disponible para nuestro caso de estudio. 
Figura 26. Precipitación diaria media corregida según la elevación de la cuenca frente a 
la precipitación sin corregir. 
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V –CONCLUSIONES Y FUTURAS LÍNEAS DE INVESTIGACIÓN 
Los modelos físicamente basados tienen la ventaja de considerar los 
procesos físicos de control, pero al mismo tiempo sus requisitos de datos también 
son altos. A menudo, incluso en cuencas hidrográficas intensamente 
monitorizadas, todos los datos requeridos no están disponibles. Por lo tanto, 
existe la necesidad de buscar métodos alternativos para la predicción de variables 
hidrológicas utilizando información fácilmente disponible (p. e., precipitación y 
temperatura).  
En la Publicación 1 de la presente tesis se propuso el uso de SWAT, un 
modelo físicamente basado, y de las RNAs, una técnica de aprendizaje 
automático, para simular los valores de caudales diarios y comparar los 
resultados de ambos modelos para analizar sus rendimientos. Se aplicaron ambos 
modelos en dos cuencas con climas muy diferentes para verificar la validez de 
estos modelos en cuencas con diferentes condiciones climáticas. Para determinar 
el tipo y número de inputs para los modelos de RNAs, se consideraron cuatro 
escenarios en cada cuenca estudiada, y se mostró que la inclusión de la 
precipitación diaria, la precipitación de días previos y la precipitación total de los 
días previos era importante para estimar el caudal diario. Después de calibrar los 
modelos SWAT para el caudal diario observado empleando el algoritmo SUFI-2, 
los resultados indicaron que SWAT tuvo un mejor rendimiento en la estimación 
de valores muy bajos de caudal, mientras que las RNAs estimaron los valores 
muy altos con mayor precisión en todos los casos estudiados. Además, los 
resultados sugieren que los modelos SWAT y las RNAs eran mejores cuando el 
clima era más húmedo. Cuando la cuenca tiene un clima más árido y, por lo tanto, 
es más complicado de modelar, la RNA obtuvo un mejor rendimiento en más 
fases del hidrograma. Una de las ventajas del modelo de RNA es que no requiere 
ninguna característica física de la cuenca y, por lo tanto, su implementación es 
más fácil. Sin embargo, esto es también una de sus principales críticas. Siendo 
todavía necesario desarrollar modelos de estimación de caudales con ideas 
conceptuales para reflejar las características de los caudales. Una RNA es una caja 
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negra, y para obtener conocimiento sobre el balance hídrico y sus componentes, el 
modelo SWAT es más útil. A pesar de las ventajas y desventajas de cada modelo, 
los resultados sugieren que para simular los valores de las series temporales de 
caudales, la elección entre el SWAT o RNA tiene un impacto en la precisión del 
caudal estimado. Esta idea de modelar series temporales de caudales también 
puede extenderse a otras técnicas de aprendizaje automático, las cuales podrían 
ser exploradas en futuros trabajos. Además, el modelo de RNA estudiado solo 
considera las entradas de precipitación y temperatura. Las influencias de otros 
datos de entradas relacionados con el caudal también se pueden explorar 
adicionalmente en futuros trabajos para mejorar el estudio actual.  
En cuanto a la segunda fase de esta tesis, la estimación de caudales 
máximos instantáneos es esencial para la gestión de inundaciones y para el diseño 
de estructuras hidráulicas, especialmente en países como España, donde las 
inundaciones repentinas son una ocurrencia común y pueden causar daños 
significativos. En esta investigación, en la Publicación 2, las fórmulas empíricas 
encontradas en la literatura y dos algoritmos de machine learning se aplicaron 
para estimar el Qins a parir del MQmd. Los resultados mostraron que el uso de 
modelos de aprendizaje automático de tipo difuso, como ANFIS, era más preciso 
en general que las RNAs. Estas conclusiones sugieren que ANFIS puede ayudar a 
aumentar la precisión de la estimación de los Qins, siempre y cuando haya 
disponible una serie larga de datos de MQmd, aunque la disponibilidad de las 
series de Qins sea más corta. Por tanto, los métodos de aprendizaje automático son 
superiores a las fórmulas empíricas con los datos utilizados y en las cuencas caso 
de estudio, y se necesitarían futuros estudios más extensos con más datos para 
obtener mejores estimadores. Por otro lado, la dinámica no lineal de la relación 
entre el Qins y MQmd justifica los buenos resultados obtenidos por el método 
ANFIS y RNAs. El principal inconveniente de estos métodos de aprendizaje 
automático frente al uso directo de las fórmulas empíricas, fue el tiempo que se 
tardó en implementarlos. Encontrar la estructura óptima de una red neuronal y 
las MFs apropiadas en ANFIS se determina a través  de un proceso de prueba y 
error, y por lo tanto, requieren largas pruebas y recursos computacionales mucho 
mayores que las requeridas por las fórmulas empíricas. 
En la Publicación 3, se exploró la posibilidad de acoplar un modelo SWAT 
con técnicas de aprendizaje automático para obtener la magnitud del Qins, que es 
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fundamental para la evaluación del riesgo de inundación. La comparación entre 
los caudales diarios medios máximos simulados con los caudales observados 
correspondientes, indicó que el uso del modelo SWAT era adecuado para estimar 
los caudales máximos en una escala de tiempo diaria en la cuenca del río Ladra. 
Para superar la incapacidad del modelo SWAT para obtener caudales máximos 
instantáneos, se evaluaron diferentes sistemas inteligentes (RNA, ANFIS, SVM y 
ELM). Como resultado de esta evaluación, todas las técnicas de aprendizaje 
automático investigadas en este estudio se pueden usar en la predicción de Qins, 
aunque la técnica ELM se comportó ligeramente mejor que los otros métodos. 
Concluyendo que los resultados de este estudio pueden contribuir en las tareas de 
predicción de los Qins en áreas donde los datos a escalas de tiempo sub-diarias son 
escasos o no están disponibles, pudiendo así reducir las incertidumbres asociadas 
a estas estimaciones.  
En la última parte de esta tesis, la cual se corresponde con la Publicación 4, 
se emplea un modelo distribuido de nieve acoplado en el modelo agregado de 
Témez para simular caudales en una cuenca alpina. En trabajos futuros se podrían 
realizar otros experimentos con modelos hidrológicos distribuidos. En este 
enfoque preliminar se ha asumido un valor invariante (en el espacio y el tiempo) 
del under-catch (factor de corrección) de la precipitación sólida y líquida. En el 
futuro, podrían explorarse otras aproximaciones, por ejemplo, valores de 
corrección proporcionales a la intensidad del campo de viento. Se ha empleado 
un método de grado-día para abordar el proceso de fusión dentro del modelo de 
nieve, y aunque no es un enfoque de balance energético, si considera de manera 
simplificada la influencia de algunas variables clave relacionadas con el balance 
de energía. El modelo ha sido calibrado tratando de minimizar las diferencias con 
respecto a las observaciones del caudal. En trabajos futuros una calibración 
multicriterio podría ser explorada, también considerando otras variables 
hidrológicas, como la evolución del área de cobertura de nieve. En este estudio, se 
han utilizado datos climáticos obtenidos con diferentes enfoques geoestadísticos 
para modelar los caudales en la cuenca de Canales, en el sur de España. Se ha 
analizado el patrón de la precipitación en términos de distribución entre fase 
sólida y líquida y su gradiente espacial con respecto a la elevación. Los datos de 
precipitación han sido corregidos por dos factores correctores, Cs y Cr, mostrando 
claramente la existencia del fenómeno de under-catch en la precipitación y la 
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necesidad de corregirla para mejorar los resultados de las simulaciones de 
caudales. Los resultados muestran que las series históricas de caudal solo se 
pueden simular adecuadamente cuando suponemos un under-catch de la 
precipitación (1.4 y 1.78 para la precipitación líquida y sólida respectivamente). 
Esta es la única manera de poder aproximarse al caudal histórico promedio anual 
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