Limit analysis and numerical modeling of spherically porous solids with Coulomb and Drucker–Prager matrices  by Pastor, J. et al.
Journal of Computational and Applied Mathematics 234 (2010) 2162–2174
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Limit analysis and numerical modeling of spherically porous solids with
Coulomb and Drucker–Prager matrices
J. Pastor a,∗, Ph. Thoré a, F. Pastor b
a Laboratoire LOCIE, POLYTECH’Savoie, Université de Savoie, F 73376 Le Bourget du Lac Cedex, France
b Laboratoire de Mécanique de Lille, UMR-CNRS, Université de Lille-1, F 59655 Villeneuve d’Ascq Cedex, France
a r t i c l e i n f o
Article history:
Received 24 July 2008
Received in revised form 27 April 2009
Keywords:
Porous material
Spherical cavities
Porous sensitive matrix
Limit analysis
Convex optimization
a b s t r a c t
The first goal of this workwas to develop efficient limit analysis (la) tools to investigate the
macroscopic criterion of a porousmaterial on the basis of the hollow spheremodel used by
Gurson, here with a Coulombmatrix. Another goal was to give the resulting rigorous lower
and upper bounds to themacroscopic criterion to enable comparisons and validationswith
further analytical or numerical studies on this micro–macro problem. In both static and
kinematic approaches of la, a quadratic formulation was used to represent the stress and
displacement velocity fields, in triangular finite elements. A significant improvement of the
quality of the results was obtained by superimposing, on the fem fields, analytical fields
which are the solutions to the problem under isotropic loadings.
The final problems result in conic optimization, or linear programming after
linearization of the criterion, so as to determine the ‘‘Porous Coulomb’’ criterion. A
fine iterative post-analysis strictly restores the admissibility of the static and kinematic
solutions. After presenting the results for various values of the porosity and internal
friction angle, a comparison with a heuristic Cam–Clay-like criterion shows that this
criterion cannot be considered a precise general approximation. Then a comparison with
the ‘‘Porous Drucker–Prager’’ criterion treated by specific 3D codes is presented. With the
samenumerical tools, a final analysis of recent results in the literature is detailed, and tables
of selected numerical data are presented in the appendices.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
When investigating the ductile failure of ‘‘Porous von Mises’’ materials, the celebrated Gurson criterion [1] is the most
widely accepted criterion because it is based on a homogenization method and on the kinematic approach of limit analysis
(la), resulting in an upper-bound approach, as pointed out by [2]. Hereunder, we call ‘‘Hollow spheremodel’’ themechanical
problem of a rigid plastic sphere with a central spherical cavity submitted on its external boundary to the so-called average
strain rate condition, i.e., to a velocity defined by ui = Eijxj where the macroscopic strain rate E is given.
Gurson’s criterion was obtained by considering a von Mises material as the matrix surrounding the cavity, and the
correspondingmacroscopic material can be called a ‘‘Porous vonMises’’ or Gursonmaterial using the previous terminology.
Indeed, since 1977, the original Gurson criterion has undergone various modifications, improving its adequacy with
experimental and numerical results.
On the other hand, using finite element discretization of the mechanical systems, both static and kinematic methods
of la have been elaborated for various isotropic or anisotropic materials since 1976 [3], and in [4–9] for structural and
geotechnical problems, among others.
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These numerical methods were extended to study the periodic homogenization problem of composite materials in
[10,11], for example. They also made it possible to obtain rigorous lower and upper bounds in order to control Gurson’s
kinematic approaches for cylindrical as well as spherical cavities, first reported in [12]. In [13,14], these two la approaches
made it possible to numerically determine the yield criteria of a cylindrically porous material; together with an intensive
comparison to the criteria of [15–17], it has been proved that the Gurson criterion is erroneous in this case. On the contrary,
in the subsequent axisymmetric and 3Dwork [18] theGurson criterion appears to be satisfactory formaterialswith spherical
cavities.
As a natural extension,more recently the yield criterion of a ‘‘PorousDrucker–Prager’’materialwas analyzed in [19], using
the previous models and the conic programmingmosek code. Here also both lower- and upper-bound approaches provided
precise lower and upper bounds to compressive macroscopic collapse loads, particularly within a range of ‘‘friction’’ angles
where the analytical work of [20] does not predict finite collapse loads.
Several other extensions of the Gurson’s work have been also proposed in the literature, the most probably important
developments being those accounting for void shape effects [21,22]. More recent extensions concern the consideration of
plastic compressibility of the matrix with Drucker–Prager – not for Coulomb – criterion, as it is the case for polymers or
cohesive geomaterials [23,24,20], and [25]. For validation purpose of these recent models, there is still a strong need of
analytical or numerical reference solutions, as in the present paper.
The main advantages of these la numerical approaches is that they give rigorous lower and upper bounds to the
macroscopic criterion togetherwith their controllability a posteriori from the final optimal solution to the resulting nonlinear
programming problems. This capability to control numerical or analytical results is central andwas used in [26] to test Ponte
Castaneda’s nonlinear homogenization approach, for example.
A contrario, results obtained by standard finite element codes in the nonlinear case cannot be interpreted in terms of a
rigorous bound, except in very special cases. In addition, discontinuous velocity and stress fields, essential in la, are available
nowhere in these codes. This explains that using standard fem codes with the present model only gives estimates of the
macroscopic criterion of the porousmaterial. Moreover, in the 3D case they generally use smoothed versions of the Coulomb
criterion, or an adjusted Drucker–Prager-type criterion instead of the real one; then they possibly eliminate the singularities
of the resulting ‘‘Porous Coulomb’’ material, which are a central feature to account for strain localizations [27]. Finally, the
admissibility of the solution cannot be verified a posteriori as in the la codes. As a consequence, these approaches, despite
their usefulness as estimates of the macroscopic criterion, are no longer referred to in this paper.
Hereunder, the previous Gurson-type studies are extended to the analysis of the ‘‘Porous Coulomb’’ material with
spherical cavities, i.e., in a case which has never been studied so far, without any smoothing of the Coulomb criterion.
The problem is studied under axisymmetry assumption, without any loss of generality, because of the isotropy of the
macroscopic material.
The goal of this study is threefold: (i) analyze as above this macroscopic criterion for various porosity and friction angle
values, (ii) compare with previous or new results obtained for other macroscopic criteria, and (iii) provide numerical –
but rigorous lower and upper bounds – result data tables, to allow comparisons with present or forthcoming analytical
or numerical studies. Hence our results are first compared with an ad hoc modified Cam–Clay criterion, then with
corresponding ‘‘Porous Drucker–Prager’’ results obtained by updating the tools of [19], and finally with the parametric
‘‘UBM’’ solution of [25]. In Appendix A, from [28,29] the closed-form la solutions are given for both – Coulomb and
Drucker–Prager – matrix materials under isotropic loadings. Finally, Appendix B gives the above-mentioned data tables.
2. Succinct presentation of limit analysis
According to [30], a σ stress tensor field is said to be admissible if it is both statically admissible (sa, i.e., equilibrium
equations, stress vector continuity, and stress boundary conditions are verified) and plastically admissible (pa, i.e.,
f (σ ) ≤ 0, where f (σ ) is the material’s (convex) plasticity criterion).
Similarly, a v strain rate tensor field is admissible if it is kinematically admissible (ka), i.e., derived from a piecewise
continuous velocity vector field u, with bounded discontinuities [u], such that the velocity boundary conditions are verified.
The fields u and v, [u] are plastically admissible (pa) if the associated flow rules are verified by v and [u]. In this case, the
quantities σ : v and T · [u] become, respectively, the unit dissipated powers piV (v) and pid([u]), i.e.:
piV (v) = σ : v; pid([u]) = T · [u]. (1)
Let us assume now that the virtual power of the external loads Pext can be written as the scalar product of a loading vector
Q = Q (σ ) – with σ sa –, and a generalized velocity vector q = q(u) – with u ka – the components of which are called
kinematic parameters. The vectors Q and q are also assumed to linearly vary in their respective arguments σ and u. The
virtual power theorem (vpt) reads:
Pext = Q · q =
∫
V
σ : vdV +
∫
Sd
T · [u]dS, (2)
where V is the volume of the mechanical system and Sd the union of the velocity discontinuity surfaces.
A solution to the limit analysis (la) problem is a pair of fields (σ , v) where σ and v, [u] are both admissible and associated
by the normality law. In this case, the loading vector corresponding to the field σ is a limit loading Qlim. It can be proved
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that the admissible loading vectors Q , i.e., corresponding to an admissible field σ , pertain to a convex set whose boundary
is the locus of the limit loadings Qlim. Determining this locus is the purpose of limit analysis.
Classically, the limit loads can be found or approached using two dual optimization methods. The first one, involving
only the stresses as variables, is the static (or lower bound) method. In this approach the final problem to be solved usually
reads:
Qlim = (Q d1 , . . . ,Qmaxi , . . . ,Q dp );Qmaxi = max
σ admissible
{Qi|Qj6=i = Q dj }. (3)
The second method, involving only the displacement velocities as variables, is the classical kinematic (or upper bound)
method. Let us assume that the velocity field u is qd-admissible, i.e., u is admissible and verifies q(u) = qd, where qd is a
fixed value of q. Finally the classical kinematic approach of la consists in solving the following minimization problem:
Q · qd = min
u qd-admissible
(∫
V
piV (v(u))dV +
∫
Sd
pi([u])dS
)
, (4)
for various values of qd.
3. The hollow sphere model
3.1. The mechanical system
As stated above, the porous material is replaced by an isotropic homogeneous material represented by an ‘‘Elementary
Volume’’; here, this elementary volume is a hollow sphere with a central cavity. At the outer boundary of the sphere are
imposed the velocities defined as ui = Eijxj, where Eij are the fixed components of the axisymmetric average strain rate,
in the global principal cartesian (x, y, z) frame (Exx = Eyy, Ezz). As usual, the material is assumed zero-weight. Hereunder,
this mechanical problem – where the matrix material is not defined since no criterion is specified – is called the hollow
sphere model, with no connection with Gurson’s result in terms of his celebrated criterion, denoted Gurson’s criterion in
the following.
3.2. The loading parameters
TheΣij macroscopic stresses being related to the microscopic stresses σij by the classical averaging relations, the loading
parameters are defined here as follows, in the present axisymmetric case (whereΣxx = Σyy):
Σm = (Σxx +Σyy +Σzz)/3 = (2Σxx +Σzz)/3,
Σgps = (Σxx +Σyy)/2−Σzz = Σxx −Σzz,
Σps =
√
3(Σxx −Σyy)/2 = 0,
(5)
and the macroscopic equivalent stress expresses as follows:
Σ2eqv = Σ2ps +Σ2gps = Σ2gps. (6)
Hence, owing to the axisymmetry assumption and the isotropic character of the resulting material, the present problem
has only two loading parameters (Σm andΣeqv = Σgps).
3.3. The generalized velocities
The Eij macroscopic strain rates Eij are defined from the chosen boundary conditions. Here, the la generalized velocities
are defined as (with Exx = Eyy):
Em = Exx + Eyy + Ezz = 2Exx + Ezz,
Egps = 2
[
(Exx + Eyy)/2− Ezz
]
/3 = 2(Exx − Ezz)/3,
Eps = (Exx − Eyy)/
√
3 = 0.
(7)
4. Finite element and optimization implementation
Given the axisymmetry conditions, the simulation domain is a one-quarter of a meridian plane, treated in cylindrical
coordinates. This domain is meshed into discontinuous triangular elements. Since linear fields have been proved to be
insufficient, both stress and displacement velocity fields are represented by quadratic functions of the coordinates.
The first runs were performed with the second-order cone programming (socp) mosek code, but many convergence
problems arose in both approaches. Hence, after linearization, the optimization was carried out with the ‘‘Interior Point
Linear Programming’’ (lp-ip) xa code [31], in both approaches, since it was the only commercial code robust enough to solve
the final, rather badly conditioned problems generated in the present axisymmetric cases.
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5. The static approach
The static or lower-bound approach consists in optimizing a functional, e.g., Σgps, under various Σ0m imposed values of
Σm, provided that the following constraints are satisfied.
After the optimization, a post-analysis, which is necessary because the stress field is highly nonlinear, verifies the
admissibility of the solution and, as long as the solution is not strictly admissible throughout the domain, induces the restart
of the optimization after adequate readjustments, as will be seen below.
5.1. The Coulomb criterion
The criterion is expressed as:
f (σ ) = ∣∣σi − σj∣∣− 2 c cosφ + (σi + σj) sinφ ≤ 0 (8)
where c is the cohesion of the material and φ its internal friction angle; σi and σj are principal stresses (i, j = 1, 2, 3, with
i 6= j).
Actually, this system reduces to three conic inequations, the other inequations being redundant. In the (R, θ, Z) frame,
these inequations become, after transformations (cf. [6]):
∆ ≤ −α sinφ + 2c cosφ,
∆ ≤
[
α − 2σθ 1+ sinφ1− sinφ
]
+ 4c cosφ
1− sinφ ,
∆ ≤ −
[
α − 2σθ 1− sinφ1+ sinφ
]
+ 4c cosφ
1+ sinφ ,
(9)
with α = σR + σZ and∆ =
√
(σR − σZ )2 + 4τ 2RZ .
5.2. The stress field
Since the affine formulation is too ‘‘poor’’ to give satisfactory results, the fem discontinuous stress field is expressed with
quadratic functions, as follows:
σR = A + BR + CZ + HRZ + IR2 + JZ2,
σθ = A + BθR + CZ + HθRZ + IθR2 + JZ2,
σZ = AZ + BZR + CZZ + HZRZ + IZR2 + JZZ2,
τRZ = BτR+ HτRZ + IτR2.
(10)
It is worth noting that the formulation has been adjusted so as to eliminate R from the fraction denominators containing
R, in the equilibrium equations.
Despite the use of this quadratic formulation, the results were not satisfactory enough, essentially in compression, owing
to the average strain rate boundary conditions. Hence the continuous stress field given by (25) and (26) in Appendix A.1.1
was superimposed on the fem field, after translation into cylindrical coordinates, and the components are multiplied by a
new variable added to the set of the problem’s dof (degrees of freedom).
5.3. The sa conditions
From (10), the sa conditions give rise to linear relations satisfying the definition of the macroscopic stresses, the
equilibrium equations inside the triangles, the stress vector continuity across the element sides, the stress boundary and
symmetry conditions in the horizontal plane of the hemispherical mesh.
5.4. The pa conditions
The three inequations (9) of the Coulomb criterion are conic, but they are written in such a way that they have the same
left-hand member (∆), which is their sole nonlinear term.
Hence, by inserting a new Y unknown between the two members, one obtains a new conic inequation:
∆ ≤ Y , (11)
which adds to the original three-inequation system, inwhich Y replaces∆, making it linear, which ismuchmore convenient.
The conic inequation (11) is linearized, using the so-called ‘‘pwl’’ method, generating a system ofmps linear inequations;
the higher the mps value given, the better the approximation is, depending on the programmer’s decision. Finally, one has
a set of (3+ mps) inequations per point; because of the nonlinear character of the overall stress field, these conditions are
imposed at seven points per element (each apex, themiddle of each side and the center of gravity),whichmakes 7×(3+mps)
inequations per element.
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5.5. The post-analysis process
After the optimization, a rigorous post-analysis is carried out:
• verification of the stress vector continuity across every boundary between adjacent elements; in fact, the stress vector
jump is always smaller than 10−5;
• subdivision of each element into a large number of ‘‘subtriangles’’ (more than 200 subtriangles); computation of accurate
Σm andΣgps values, by integral calculation on each subtriangle, followed by a summation on the whole domain;• verification of the Coulomb criterion inside each subtriangle of each element; this verification is performed with the
three original inequations (8), since the stress field is known at this stage.
To set an example, let us verify the following inequation in a subtriangle:
|σ1 − σ2| − 2 c cosφ + (σ1 + σ2) sinφ ≤ 0;
one has to calculate the k ratio: k = |σ1−σ2|+(σ1+σ2) sinφ2 c cosφ and verify the inequality: k ≤ 1;
if k > 1, the current ‘‘faulty’’ element’s number is stored and, if k is greater than the value previously stored during
the current post-analysis step, k replaces this previous smaller value;
• if at least one element is non-pa, the optimization is reiterated, after modification of the pa conditions in each ‘‘faulty’’
element: the original c cohesion, or its previously modified cc value, is replaced with a new smaller fictitious cc value:
cc = cc/k, in order to make the pa conditions in this element more severe during the next optimization step;• the whole process is reiterated, as many times as necessary, as long as the solution is not found admissible everywhere
in the domain, with respect to the original Coulomb criterion.
6. The kinematic approach
The kinematic or upper-bound approach consists in optimizing a functional, related to the dissipated power, for instance
under various Σ0m imposed values of Σm, provided that the set of the following constraints is satisfied. Once again, the
optimization itself is carried out with the lp-ip xa code, after linearization.
After the optimization, a post-analysis, which is necessary because the superimposed displacement velocity field is
nonlinear, verifies the admissibility of the solution and, as long as the solution is not quite admissible throughout the domain,
causes the repetition of the optimization step after adequate readjustments, as will be seen below.
6.1. The displacement velocity field
The fem discontinuous displacement velocity field is expressed as follows:uR = R(A+ BR+ CZ)uθ = 0uZ = D+ ER+ FZ + HRZ + IR2 + JZ2. (12)
Similarly to what was done in the static approach, and for the same reason, the corresponding continuous field given by
(31) in Appendix A.2 was superimposed on the fem field. Indeed, the fields are translated into cylindrical coordinates and
the components multiplied by a new ad hoc variable.
6.2. The ka conditions
In the kinematic approach, the velocity field has to satisfy the set of ka conditions which, once again, give rise to linear
relations defining the generalized velocities Em and Egps, the boundary conditions ui = Eijxj and the symmetry conditions
uZ = 0 on the horizontal plane.
6.3. The pa conditions
For an exact evaluation of the internal dissipated power, the u and v fields must satisfy, prior to the application of the
Virtual Power Principle, both of these pa conditions:
• The volumic PA condition (i.e., concerning the power dissipated in the volume):
(|v1| + |v2| + |v3|) sinφ ≤ tr(v), (13)
where v1, v2 and v3 are the principal strain rates. Inserting a knew Y unknown, in a way similar to what was done in the
static approach, one obtains the following system, after transformations:
√
(vR − vZ )2 + 4v2RZ ≤ Y ,
|vR + vZ | ≤ Y ,
Y ≤ vR + vθ + vZ
sinφ
− |vθ |.
(14)
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The first inequation of the system is conic; it is linearized by a method detailed in [32], generating a system of linear
equations; each of the two last inequations gives rise to two inequalities.
• The discontinuity PA condition (i.e., concerning the discontinuity lines):
[u] = ξi ∂ fi(T )
∂T
, ξi ≥ 0. (15)
These discontinuity conditions express that the velocity jump [u] is a linear combination of the directions orthogonal to
the fi boundary sides of the cone representing Coulomb’s criterion in the Mohr plane; as a consequence, [u]’s direction is
inside the cone built on these directions.
As [u] is a quadratic function of the coordinates, the discontinuity pa condition is ‘‘linearized’’, i.e., the velocity jump
at the middle of the segment is imposed as half the sum of the apex jumps; then, by imposing (15) at the ends of the
segment, [u] is pa everywhere on the segment, from the convexity of the criterion.
6.4. The optimization
• The functional: from the Virtual Power Principle, the functional becomes, for instance:
Σgps =
[
Ptot/Vtot − E0mΣ0m
]
/E0gps, (16)
under various fixedΣ0m values, with E
0
gps = 1.
• Optimization: as stated above, the optimization is carried out with the lp-ip xa code, and followed by a post-analysis
described more precisely in the next subsection.
• Penalty: the post-analysis shows that, for some elements, although satisfied at the apices, the original inequation (13)
is not satisfied inside the element, because of the nonlinearity of the superimposed continuous field. To remedy this
situation, a small term – let it be named p, for ‘‘penalty’’ – has been added, in the third inequation of the modified system
(14), which makes the inequation more severe:
Y ≤ vR + vθ + vZ
sinφ
− |vθ | − p. (17)
With this penalty, determined during the post-analysis step, the two members of the inequation (13) are ‘‘distanced’’
from each other, making it easier to satisfy the original inequation inside the element.
6.5. The post-analysis process
As announced above, the optimization is followed by a rigorous post-analysis:
• Verification of the discontinuity pa condition across every element side; the error is always smaller than 10−5, and the
power dissipated along discontinuities is found to be negligible;
• subdivision of each element into a large number of ‘‘subtriangles’’ (more than 200 subtriangles); computation of the
dissipated power by integral calculation inside the subtriangles, followed by a summation throughout the domain;
• verification of the pa condition inside each subtriangle: to verify the inequation (13) in a subtriangle, one has to calculate
the δ difference: δ = (|v1| + |v2| + |v3|) sinφ− tr(v), and test its value: if δ > 0, the current ‘‘faulty’’ element’s number
is stored and, if δ is greater than the value previously stored during the current post-analysis step, δ is stored for the next
optimization step, as the penalty used in the inequation (17) will be: p = δ/ sinφ;
• if at least one element is ‘‘faulty’’, the new penalty is added, in each faulty element, to its original value (zero), or to its
previously modified value, so as to make the pa condition in this element more severe during the next optimization step.
Then the optimization is reiterated;
• the whole process is resumed as many times as necessary, as long as the solution is not admissible everywhere in the
domain.
7. Applications
Hereunder, we first present the behaviour of the ‘‘Porous Coulomb’’ material for various porosity and internal friction
angle values. Subsequently, a comparison with an ad hoc modified Cam–Clay criterion is performed; as it appeared to be
interesting in the first runs, we continued the comparison for several more runs. Then we present a comparison with a
‘‘Porous Drucker–Prager’’ material and, finally, an analysis of the parametric estimate of [25] versus our corresponding static
and kinematic results.
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Fig. 1. ‘‘Porous Coulomb’’ material: top: influence of the internal friction angle φ for a fixed porosity value (f = 25%); bottom: influence of the porosity
for a fixed internal friction angle value (φ = 20◦); number of elements: 3120 in the kinematic approach, 640 in the static approach.
7.1. Influence of the internal friction angle and porosity for a ‘‘Porous Coulomb’’ material
The graphs confirm (see Fig. 1) the existence of corners on themean stress axis; as pointed out by [27], such cornersmight
be related to a possible initiation of strain localizations. Moreover, it is worth noting that, when the internal friction angle
varies, with no change in porosity, the graphs show the existence of a fixed point for a null value of the mean stress. This is
confirmed by the analytical ‘‘Porous Drucker–Prager’’ approaches discussed below,where this fixed kinematical point exists,
keeping in mind that the parameters used here are defined in such amanner that bothmatrix criteria are equivalent in pure
shear. Appendix B gives numerical data tables for two values of the friction angle, and 10% porosity, which is a realistic value
for polymer or geotechnical materials.
7.2. Comparison with an ad hoc modified Cam–Clay criterion
The original Cam–Clay criterion accounts for pulverulent materials in geotechnics; it is strongly dissymmetric and
presents a corner on the mean stress axis, in compression. To circumvent the problems related to the corner, a smoothed,
modified formulation has been proposed:
Σeqv = M
√
Σm [2pc −Σm]. (18)
where pc is the abscissa of the maximum ofΣeqv andM a parameter.
Both of these formulations are in no way adapted to cohesive materials, since the mean stress remains compressive
(Σm ≤ 0). To enable comparisons with our results, we have defined here the following ‘‘translated modified’’ formulation:
Σeqv = M
√
(p0 −Σm)(Σm − p1), (19)
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Fig. 2. Comparison between the ‘‘Porous Drucker–Prager’’ and ‘‘modified Cam–Clay’’ criterion; top: porosity f = 25%, internal friction angle φ = 20◦;
bottom: porosity f = 10%, internal friction angle φ = 20◦ .
where the parameters p0 and p1 are the exact analytical solutions for a ‘‘Porous Coulomb material’’, in isotropical traction
and compression respectively, given by (27) in Appendix A.1.1:
p0 = c cotφ
[
1− f 43 sinφ1+sinφ
]
; p1 = c cotφ
[
1− f − 43 sinφ1−sinφ
]
. (20)
As a consequence, let us highlight that this ‘‘translatedmodified’’ criterion is obtained by amicro–macro analysis,without
any other hypothesis. Because of its smoothness and its closed form when using the parameters given above, this feature is
valuable because it could be used in the usual elastoplastic calculations.
Moreover, certain results obtained with the ‘‘translated modified Cam–Clay’’ criterion, very close to those obtained with
the ‘‘Porous Coulomb material’’, suggested continuing the comparison.
Nevertheless, the comparison in Fig. 2 between the ‘‘translatedmodified Cam–Clay’’ and ‘‘Porous Coulomb’’ criteria shows
that it could be a satisfactory approximation to the ‘‘Porous Coulomb’’ (though it does not take into account the corners on
the mean stress axis) only around f = 25 % and φ = 20◦: for other values of f and φ, it is significantly different – smaller or
greater – than our Gurson-like criterion. Consequently, the criterion proposed in (19) to extend the Cam–Clay criterion to
the cohesive, frictional case should only be considered a first approximation of the ‘‘Porous Coulomb’’ criterion.
7.3. ‘‘Porous Coulomb’’ versus ‘‘Porous Drucker–Prager’’ numerical criterion
In addition, we compared the results obtained with the ‘‘Porous Coulomb’’ criterion to those previously obtained with
the ‘‘Porous Drucker–Prager’’ criterion in [19]. The Drucker–Prager criterion is written as:
f
(
σ
)
= √J2 + αtr(σ )− k ≤ 0 with J2 = 12 tr (s2) and s = σ − 13 tr (σ) 1. (21)
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Fig. 3. Comparison between the ‘‘Porous Drucker–Prager’’ and ‘‘Porous Coulomb’’ criteria; top: porosity f = 10%, internal friction angle φ = 20◦; bottom:
porosity f = 10%, internal friction angle φ = 10◦ .
The parameters α and k are chosen to be defined as functions of the internal friction angle φ and c cohesion of the Coulomb
criterion, as in [33]:
α = sinφ√
3
(
3+ sin2 φ) , k = 3αH = 3 αctanφ , where φ ∈
[
0; pi
2
]
and α ∈
[
0;
√
3
6
]
. (22)
Then in a (x, y, z) reference frame, the full 3D Drucker–Prager criterion becomes:√
4
3
(
σx + σy
2
− σz
)2
+ (σx − σy)2 + 4(τ 2yz + τ 2zx + τ 2xy) ≤ 2k− 2α(σx + σy + σz). (23)
After an obvious change of variables, (23) can be written as a conic constraint:√√√√ n∑
j=1
x2j ≤ xn+1 (24)
and we directly used the socp mosek code, i.e., without any linearization or apex smoothing.
Fig. 3 shows a comparison between the two criteria for a fixed porosity value: f = 10%, and two values of the internal
friction angle: φ = 10◦ and φ = 20◦. One can see that the Drucker–Prager graph does not present any obvious corner on
the mean stress axis. Moreover, the Drucker–Prager convex domain is noticeably smaller than Coulomb domain. We finally
note that using Drucker–Prager instead of Coulomb, after a plane strain identification as used in finite element codes, may
give significantly different, lower results.
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Fig. 4. Comparison between Guo et al. [25] results and 3D ‘‘Porous Drucker–Prager’’ results; porosity: f = 5%; internal friction angle: φ = 19.85757◦
(Ψα = 30◦).
7.4. Comparison with analytical ‘‘Porous Drucker–Prager’’ results
As for the analytical studies of the hollow sphere model with a Drucker–Prager matrix, Jeong [24] gives a heuristic
expression of themacroscopic criterion, which is a particular case of the parametric upper bound of Guo et al. [25] called the
‘‘UBMmodel’’ by these authors. In [25], the hollow sphere model – with a Drucker–Prager matrix – is investigated using the
kinematic approach of la, on the basis on a two-component velocity field. The first component is the solution velocity field
under uniform isotropic loading (see (32) in Appendix A.2), the second one is a linear velocity in cylindrical coordinates,
which accounts for the same boundary conditions as here.
Nevertheless, as the pa condition is not imposed on the total field, the result cannot be stated as a rigorous upper bound
to the final criterion. Hence their ‘‘UBMmodel’’ should be considered a parametric estimate of the real criterion on the basis
of the hollow sphere model. As they cannot obtain a closed-form expression of the criterion, they also give another estimate
of the macroscopic criterion, found to be close to their ‘‘UBMmodel’’.
To the best of our knowledge, this study is one of the most elaborate analytical attempts to obtain the ‘‘Porous
Drucker–Prager’’ criterion, and an ideal case to use the previous static and kinematic 3D approaches as validation tools
for the ‘‘UBM model’’, whose data were kindly provided by the second author of the paper. From their definition of the
criterion (i.e. σeqv + 3ασm = σ0), we had to consider a friction angle φ = 19.85757◦ as the value corresponding to their
angle Ψα = 30◦ (with α defined in (22) and α = tan(Ψα)/
√
27), and a cohesion value c = σ0 tanφ/(α
√
27).
Fig. 4 and Table 2 give the ‘‘UBMmodel’’ results together with those of the 3D codes under general loadings. Their values
on theΣm axis coincide with the exact closed-form values of Appendix A.2, as expected from the fact that the velocity field
becomes fully plastically admissible when its second part vanishes.
From the comparison with the FEM lower bounds – never violated – it can be concluded that the ‘‘UBM’’ approach is a
good parametric estimate of the exact macroscopic criterion, specially for tensile kinematical loadings, as it was the case –
but more precisely – for the Gurson criterion in [18]. Finally, we can conclude that the estimates of [25] could be used to
calculate la or elastoplastic loadings with a satisfactory approximation for ‘‘Porous Drucker–Prager’’ materials.
8. Conclusion
Owing to the robustness of the lp-ip xa code, we have been able to analyze the yield criterion of a ‘‘Porous Coulomb’’
material on the basis of the hollow sphere model used by Gurson, using quadratic discontinuous fem fields and specific
superimposed analytical fields, presented here in detail. The micro–macro study presented shows upper and lower bounds
close to each other; they confirm, on the mean pressure axis, the existence of corners, which might be related to a possible
initiation of strain localizations.
The ‘‘translatedmodified Cam–Clay’’ criterionmight have beenworthwhile since it is analytical and does not require any
hypothesis; however it does not take into account the corner on the mean pressure axis, and the similarity is only limited
to a restricted range of porosity and internal friction angle.
A comparison using 3D la-fem codes shows significant differences between the ‘‘Porous Drucker–Prager’’ and ‘‘Porous
Coulomb’’ criteria: the ‘‘Porous Drucker–Prager’’ convex domain is noticeably smaller than the ‘‘Porous Coulomb’’ convex
domain, and the corresponding criterion does not present corners on the mean pressure axis.
Finally, using the previous numerical 3D codes, an analysis of recent studies reported in the literature on the ‘‘Porous
Drucker–Prager’’ problem validates these methods as efficient tools to predict the macroscopic criterion, indeed on the
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basis of the hollow sphere model, and to qualify analytical or numerical future results on this problem. The same conclusion
can be drawn on the ‘‘Porous Coulomb’’ tools presented in this paper.
Appendix A. Exact closed-form stress and displacement rate solutions in isotropic limit loadings for Coulomb and
Drucker–Prager matrices
A.1. Stress fields
A.1.1. Coulomb matrix
The components of the stress tensor are:
σrr = c cotφ
1−
[
f
1
3
R
r
] 4 ε sinφ
1+ε sinφ
 , (25)
σθθ = σϕϕ = c cotφ
1− ε − sinφε + sinφ
[
f
1
3
R
r
] 4 tanφ
cosφ (ε−sinφ)
 . (26)
Eq. (25) gives the normal stress P0 at the external boundary:
P0 = c cotφ
[
1− f ε 43 sinφ1+ε sinφ
]
. (27)
A.1.2. Drucker–Prager matrix
The components of the stress tensor are:
σrr = c cotφ
1−
[
f
1
3
R
r
] 2 tanφ
cosφ
[
ε
√
3+sin2 φ−2 sinφ
] , (28)
σθθ = σϕϕ = c cotφ
1−
1− tanφ
(
ε
√
3+ sin2 φ − 2 sinφ
)
cosφ
[f 13 R
r
] 2 tanφ
cosφ
[
ε
√
3+sin2 φ−2 sinφ
] . (29)
Eq. (28) gives the normal stress P0 at the external boundary:
P0 = c cotφ
{
1− f 2 tanφ3 cosφ
[
ε
√
3+sin2 φ−2 sinφ
]}
. (30)
A.2. Displacement rate fields
The components of the displacement rate vector are:
– Coulomb matrix:
ur = ε K(1+ ε sinφ) r−2
1−ε sinφ
1+ε sinφ ; uθ = uϕ = 0. (31)
– Drucker–Prager matrix:
ur = ε K
2
√
3
[
1+ 2 ε sinφ√
3+ sin2 φ
]
r
−2 1−ε sinφ/
√
3+sin2 φ
1+2 ε sinφ/
√
3+sin2 φ ; uθ = uϕ = 0, (32)
where K is an arbitrary, positive constant.
Appendix B. Tables of selected values for Coulomb and Drucker–Prager MEF results and Guo et al. UBM values
See Tables 1 and 2.
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Table 1
Results of the presentmef kinematic and static approaches for a ‘‘Porous Coulomb’’ material; porosity: f = 10%; internal friction angles: φ = 10◦ and 20◦ .
Coulomb mef — f = 10%; φ = 20◦ Coulomb mef — f = 10%; φ = 10◦
Kinematic Static Kinematic Static
Σm/c Σdpg/c Σm/c Σdpg/c Σm/c Σdpg/c Σm/c Σdpg/c
−10.9773 0 −10.4391 0 −5.1848 0 −5.0416 0
−10.7500 0.5207 −10.1952 0.3752 −5.0000 0.3345 −4.9828 0.0963
−10.5000 0.8774 −9.9452 0.7315 −4.5000 0.9761 −4.7329 0.4607
−10.0000 1.5294 −9.4452 1.3981 −4.0000 1.4613 −4.4829 0.7872
−9.5000 2.1146 −8.9452 1.9827 −3.5000 1.7966 −4.2330 1.0756
−9.0000 2.6284 −8.4453 2.4942 −3.0000 2.0047 −3.9830 1.3146
−8.5000 3.0559 −7.9455 2.9029 −2.5000 2.1161 −3.4830 1.6786
−8.0000 3.4009 −7.4455 3.2237 −2.0000 2.1560 −3.2331 1.8049
−7.5000 3.6771 −6.9455 3.4745 −1.5000 2.1449 −2.9831 1.9047
−7.0000 3.8736 −6.4458 3.6497 −1.0000 2.0921 −2.7334 1.9776
−6.5000 4.0053 −5.9459 3.7477 −0.5000 1.9848 −2.4833 2.0308
−6.0000 4.0736 −5.6960 3.7786 0 1.8120 −2.2349 2.0642
−5.5000 4.0892 −5.4463 3.7990 0.2500 1.7075 −1.9865 2.0829
−5.0000 4.0549 −5.1973 3.8032 0.5000 1.5929 −1.7345 2.0898
−4.5000 3.9785 −4.9487 3.7889 0.7500 1.4669 −1.4872 2.0833
−4.0000 3.8629 −4.4490 3.7338 1.0000 1.3230 −1.2418 2.0670
−3.5000 3.7151 −3.9516 3.6493 1.2500 1.1457 −0.9912 2.0386
−3.0000 3.5380 −3.4616 3.5152 1.5000 0.9286 −0.7375 1.9950
−2.5000 3.3291 −2.9720 3.3580 1.7500 0.6693 −0.4950 1.9361
−2.0000 3.0989 −2.4668 3.1781 2.0000 0.2860 −0.2518 1.8619
−1.5000 2.8439 −1.9937 2.9681 2.1003 0 −0.0121 1.7759
−1.0000 2.5595 −1.5074 2.7447 0.2377 1.6770
−0.5000 2.2261 −1.0273 2.4850 0.4877 1.5641
0 1.8429 −0.5275 2.1799 0.7377 1.4394
0.2500 1.6354 −0.0275 1.8242 0.9877 1.2945
0.7500 1.1655 0.7225 1.1640 1.4878 0.8863
1.0000 0.8743 0.9725 0.8780 1.7377 0.6022
1.2500 0.5340 1.2225 0.5290 1.9877 0.1708
1.5016 0 1.4744 0 2.0488 0
Table 2
Comparison between the UBM values of [25] for a porous material whose porosity is f = 5% and parameter Ψα = 30◦ , and those obtained with our mef
kinematic and static codes for a ‘‘Porous Drucker–Prager’’ material.
Guo et al. model Drucker–Prager mef
f = 5%; Ψα = 30◦ Kinematic Static
Σm/σ0 Σdpg/σ0 Σm/σ0 Σdpg/σ0 Σm/σ0 Σdpg/σ0
−9.5577 0 −9.8631 0 −9.1725 0
−9.5506 0.1832 −9.8629 0.0220 −9.1705 0.0220
−9.4986 0.5289 −9.8504 0.1985 −9.1329 0.1985
−9.4013 0.8533 −9.7458 0.5731 −8.9993 0.5731
−9.0020 1.5535 −9.3138 1.2739 −8.5596 1.2739
−8.4942 2.0510 −9.2032 1.4207 −8.1174 1.8126
−7.9952 2.3681 −8.6626 2.0187 −7.5863 2.2548
−7.0018 2.7248 −7.5863 2.7377 −6.5082 2.7314
−6.5185 2.8081 −7.0627 2.9072 −6.2731 2.7758
−6.0068 2.8472 −6.5082 2.9839 −5.9314 2.8067
−5.7898 2.8503 −6.2731 3.0030 −5.4494 2.8085
−5.4745 2.8417 −5.9314 2.9972 −4.8884 2.7604
−5.0296 2.8053 −5.4494 2.9558 −4.3620 2.6667
−4.5118 2.7300 −4.8884 2.8679 −3.7364 2.5132
−4.0259 2.6300 −4.3620 2.7519 −3.1706 2.3472
−3.4486 2.4773 −3.7364 2.5780 −2.7238 2.1911
−2.9263 2.3101 −3.1706 2.3928 −2.1916 1.9864
−2.5139 2.1599 −2.7238 2.2268 −1.5190 1.7002
−2.0228 1.9617 −2.1916 2.0126 −1.0939 1.5039
−1.0096 1.4922 −1.0939 1.5140 0 0.9360
−0.5308 1.2444 −0.5751 1.2525 0.2650 0.7792
0 0.9500 0 0.9394 0.5493 0.5895
0.2446 0.8048 0.4115 0.6881 0.8028 0.3668
0.5070 0.6351 0.6855 0.4853 0.8092 0.3597
0.9359 0.2006 0.9648 0.1083 0.9579 0.1083
0.9684 0.0999 0.9826 0.0040 0.9746 0.0040
0.9787 0 0.9815 0 0.9747 0
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