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Résumé
La présente recherche porte sur le développement d'outils d'analyse spatiale pour la
modélisation des données multisources afin d'effectuer la prospection ou l'aménagement du
territoire en tenant compte d'une multitude de contraintes. L'objectif principal consiste à
étudier les multiples aspects de l'intégration explicite de la dimension spatiale à un processus
de pondération des données multisources traduisant les contraintes associées aux entités
spatiales. A cet effet, différentes approches de spatialisation des poids ont été élaborées. Le
cas spécifique de la recherche d'un plus court chemin (PCC) a été retenu pour tester les
approches de pondération développées. Dans un premier temps, une étude conceptuelle a
permis de mettre le processus de pondération dans un cadre formel tel que l'intégration de la
dimension spatiale se fait selon des règles explicites. Nous avons ensuite élaboré deux
approches de spatialisation des poids. La première est une approche globale où nous avons
établi des fonctions de pondération qui prennent en considération la fréquence des scores des
éléments spatiaux pondérés. La seconde est une approche contextuelle où le poids d'une entité
spatiale est calculé en fonction de son voisinage. Deux méthodes contextuelles ont été étudiées
: la spatialisation a posteriori pratiquée sur les poids et la spatialisation a priori pratiquée sur
les scores. L'application de la pondération contextuelle a priori à différents niveaux de
voisinage est une pondération contextuelle adaptative. Deux algorithmes de segmentation ont
servi à examiner la méthode contextuelle a posteriori. L'utilisation de l'information
contextuelle a priori dans le calcul des poids a été effectuée à l'aide d'un outil intégré de
segmentation et de voisinage basé sur la structure des diagrammes de Voronoï. L'application
des algorithmes adaptés et développés s'est effectuée d'une part sur des données artificielles
et, d'autre part, sur des données réelles correspondant aux contraintes relatives au passage
d'une ligne électrique. La spatialisation des poids selon l'approche globale, appliquée à des
cas particuliers de distribution fréquentielle des scores des entités spatiales, a eu comme effet
une réduction significative du coût total d'un PCC relativement au cas d'une pondération
conventionnelle. En ce qui a trait aux PCC calculés à partir de cartes de poids spatialisés selon
la méthode contextuelle a posteriori, la configuration de la segmentation utilisée influence le
coût du PCC résultant. Des segments ayant la forme de polygones de Voronoï ont permis
d'obtenir le coût le plus faible du tracé d'une ligne et ce, par le biais d'une réduction
simultanée de la longueur du tracé et de son coût en scores. L'effet de l'intégration du
voisinage dans la pondération a généré des poids variant sur une large dynamique de valeurs
parce que les régions similaires par leurs scores mais dissemblables par leur homogénéité sont
pondérées différemment. Dans le cas où le voisinage intégré dans le calcul des poids est
relativement étendu, les coûts totaux des PCC sont plus faibles que ceux des PCC de la
pondération non contextuelle. L'intégration explicite de la dimension spatiale au calcul des
poids relatifs à des contraintes d'aménagement s'est avérée être un outil qui permet de
diversifier les scénarios de pondération afin de simuler la diversité des interrelations et les
particularités des entités spatiales.
Abstract
The présent research is concemed with the development of spatial analysis tools for
multisource data modélisation applied to prospecting and planning problems under constraints.
The main pursued objective was the explicit intégration of the spatial dimension into a
weighting process from multiple constraints associated with spatial entities. Several weight
spatialization approaches are elaborated and the corresponding developed algorithms are
experimented on the spécial case of fmding a least-cost shortest path. First, a conceptual ffame
is used to define explicit rules of the spatial dimension intégration. Next, two spatialization
approaches are defined. The first one is a global method where the weighting functions used
take into aecount the frequency distribution of scores associated with spatial entities. The
second approach consist in the calculation of a contextual weight for each spatial entity
according to its neighbourhood. Two contextual methods have been suggested : an a posteriori
approach applied on weights and an a priori approach applied on scores; the a priori approach
applied to several neighbourhood levels constitute an adaptive weighting method. The a
posteriori approach is studied by means of two segmentation algorithms whereas the a priori
one is investigated by an integrated tool of segmentation and neighbourhood based on a
Voronoï diagram structure. The adapted and developed algorithms were applied on artificial
data cases and a real data case relative to the optimization of power lines under spatial
constraints. The global weights spatialization, used on spécifie frequency distribution of
scores, allows a significant réduction of a shortest path total cost compared to a conventional
weighting proeess. The effect of the contextual a posteriori weighting method on a shortest
path total cost is found to be dépendent on the segmentation configuration. When we use this
approach, the lowest total cost of a power line transmission line - resulting ffom a réduction of
both the length and the scores costs of the path - is observed when the spatialization of weights
is made within Voronoï polygons. The neighbourhood intégration to the weighting process
produce weights which vary on a wide range of values; this is basically due to the fact that
régions having similar scores but dissimilar homogeneity are weighted differently. When the
considered neighbourhood is sufficiently extended, the total cost of shortest path is reduced by
comparison to the cost resulting ffom a non-contextual weighting. The spatialization of
weights associated to planning constraints is found to be a tool for simulating the relationships
and the particularities of the spatial entities.
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1. Introduction et revue de la pondération des données spatiales
1.1. Introduction : analyse spatiale dans les SIG
Le développement des systèmes d'information géographique (SIG) en pleine évolution depuis
des années en fait un outil de choix dans des applications aussi diversifiées que la gestion des
ressources naturelles ou l'aménagement du territoire. Ces applications se caractérisent par des
besoins et des objectifs semblables : d'une part, combiner des données spatiales issues de
différentes sources afin de décrire et d'analyser leurs interactions; d'autre part, effectuer des
modélisations dans le but de prédiction ou d'assistance aux décideurs. Les SIG existants sont
performants au niveau de l'absorption d'énormes quantités de données; cependant, malgré la
diversité des logiciels, les utilisateurs se rendent compte des limites des outils d'analyse
spatiale quand il s'agit d'étudier ou de modéliser des problèmes de prospection ou
d'aménagement multifactoriels. Fotheringham et Rogerson (1993) notent que le manque de
performance des outils d'analyse des SIG est dû soit à la sophistication de certaines méthodes
de résolution de ces problèmes, ce qui freine leur implantation, soit au fait que les
professionnels dans ce domaine, aussi bien ceux qui développent les SIG que ceux qui les
utilisent, ne sont pas toujours conscients de certains progrès théoriques qui peuvent être
adaptés aux besoins des utilisateurs en matière d'analyse spatiale. Au fil des réflexions, les
utilisateurs et les concepteurs des SIG se posent des questions sur l'intégration effective de la
dimension spatiale aux outils de traitement des données et de la modélisation spatiale
(Goodchild, 1987; Burrough, 1990; Scholten, 1992). Les principales idées qui surgissent des
ces réflexions et qui concernent le domaine de l'analyse spatiale dans les SIG sont :
- les techniques d'analyse intégrées aux SIG devront être explicitement spatiales, c'est-à-
dire, elles doivent utiliser le caractère spécifique des données spatiales qui les distinguent
des données non spatiales;
- les techniques doivent être orientées vers l'exploration et la simulation plutôt que vers la
vérification d'hypothèses afin de les rendre plus universelles et moins dépendantes des
études de cas;
- toute nouvelle technique doit être conçue de sorte que l'interface avec le SIG soit possible
dans les deux sens.
1.2. Modélisation des données spatiales
La modélisation spatiale a été définie par Scholten (1992) comme une série de techniques
d'analyse considérées selon une séquence logique avec comme but ultime l'obtention de
valeurs additionnelles à partir de l'information. La manipulation de telles valeurs doit se faire
de sorte qu'elles puissent apporter des solutions aux problèmes complexes.
1.2.1. Concept général de la modélisation spatiale
Les principales formes de modèles dans l'analyse spatiale consistent à créer de nouveaux
attributs à partir d'attributs caractérisant les objets et ce, en prenant en considération la
localisation, la géométrie, la topologie et les attributs non géographiques des objets (Burrough,
1992). Si l'on désigne par X un objet géographique caractérisé par ses attributs A, B, G,... et
par U le nouvel attribut issu de l'application d'une fonction modèle f à X, trois formes de
modèles peuvent être énoncées selon que l'on tienne compte ou non de la continuité spatiale et
de la variation du phénomène modélisé dans le temps :
- le nouvel attribut U de l'objet X est décrit sans tenir compte de son contexte :
U = f(A,B,C,...) (1)
- le nouvel attribut U de l'objet X est décrit par un modèle qui tient compte du voisinage de
X:
U(x)=f(A^,B^,Cx,...) (2)
- le nouvel attribut U de l'objet X est décrit par un modèle qui tient compte du voisinage de
X et du temps t :
U(X,t) = f[(A„B„C„...),t] (3)
Le modèle décrit par l'équation (1) est la forme la plus simple des fonctions qui puissent
exister dans un SIG telles que les fonctions algébriques et logiques.
Les opérations d'interpolation et de zones tampons sont des fonctions qui figurent dans la
majorité des SIG et constituent des exemples de modèles de l'équation (2). Toutefois, quand il
s'agit d'applications géographiques complexes impliquant une panoplie de données, il est plus
ardu de prendre en considération la dimension spatiale à toutes les étapes de l'analyse.
Cependant, l'intégration d'une telle composante devrait améliorer les processus de
modélisation vu qu'elle permet de tenir compte des interactions spatiales possibles. A titre
d'exemple, le calcul d'un indice d'autocorrélation intégrant une information de voisinage a
amélioré un modèle de prédiction de zones sensibles aux feux de forêt ( Chou et al., 1990).
Le modèle de l'équation (3) représente la forme la plus complète de modélisation des données
spatiales d'une manière dynamique.
1.2.2. Principaux types de modélisation des données spatiales
Différents modes de classification des modèles spatiaux figurent dans la littérature. Une
classification simple des modèles a été proposée par Bonbam-Carter (1994) selon le type de
l'application; cet auteur a suggéré trois principaux types de combinaison des données spatiales
relatifs aux trois modèles suivants : les modèles déterministes, les modèles semi-empiriques et
les modèles empiriques.
Les modèles déterministes dits aussi théoriques sont basés sur des principes physiques ou
chimiques. L'apport des SIG à ces modèles se restreint en général à la gestion de la base de
données et à la visualisation des résultats. Le SIG peut cependant y introduire des facteurs
modifiant les paramètres du modèle.
Les problèmes qui peuvent être résolus par des modèles empiriques (incluant les modèles
semi-empiriques) constituent la majorité des applications où le SIG est utilisé comme outil de
base afin d'intégrer l'ensemble des données et de représenter les diverses interactions
possibles entre elles. Il est possible de distinguer deux types de modélisation empiriques ;
- la modélisation orientée données {data-driven) : les paramètres du modèle sont issus des
données quand leur abondance et le type de l'application le permettent; la résolution de ces
problèmes se fait par le biais des méthodes de régression, des règles Bayesiennes ou des
réseaux de neurones;
- la modélisation orientée connaissances (knowledge driven) : les paramètres du modèle sont
estimés à partir d'une expertise : l'analyse hiérarchique comparative (Saaty, 1980), la
logique floue (Zadeh, 1965), et la théorie des croyances de Dempster-Shafer (Shafer, 1976)
sont des exemples d'outils utilisés.
Les modèles empiriques et semi-empiriques peuvent aussi être décrits comme des processus
de pondération. En effet, un modèle, qu'il soit orienté données ou orienté connaissances, a
pour objectif ultime de produire des cartes qui associent à chaque élément spatial un attribut
quantifiant son potentiel naturel (dans le cas d'applications liées à la gestion des ressources),
ou son potentiel relativement à un type d'aménagement. Ainsi, nous pouvons dire que les
modèles cités ci-dessus ne sont autres que des variantes de pondération des données spatiales.
Le processus de pondération des données spatiales fait l'objet principal de cette recherche.
Différents modèles de pondération seront analysés en mettant l'accent sur le développement
d'outils d'analyse spatiale appropriés. Pour saisir l'importance de ce processus, nous faisons
une revue des principales méthodes de pondération associées à chaque type de modèles décrits
ci-dessus.
1.3. Revue des modèles de pondération spatiale
1.3.1. Modèles de pondération orientés données
A. Modèles Bayesiens
La pondération selon un processus utilisant la règle de Bayes nécessite l'utilisation de
connaissances préalables telles que la distribution spatiale du phénomène modélisé. Cette
information peut être issue d'un outil conventionnel de cartographie telle que la logique
booléerme. Le principe de la règle de Bayes consiste à calculer une probabilité a posteriori à
partir de la probabilité a priori d'un événement. Appliqué à la pondération des données
spatiales, cet outil statistique permet de déterminer des poids en utilisant des probabilités
définies adéquatement en fonction de l'application. L'annexe 1 résume un exemple
d'utilisation de la règle de Bayes appliquée à la pondération des éléments spatiaux
relativement à la cartographie des risques de glissement de terrain.
B. Modèles basés sur les régressions
En analyse spatiale, les méthodes de régression peuvent être utiles dans l'établissement des
relations entre la carte finale résultant d'une modélisation et les différentes cartes utilisées
comme intrants; ces relations permettent d'expliquer totalement ou partiellement les
phénomènes modélisés. Les techniques conventionnelles de régression par la méthode des
moindres carrés sont utilisées quand les attributs des éléments spatiaux sont sur une échelle
continue (échelle intervalle ou ratio); l'annexe 2 résume les définitions des différentes échelles
des données spatiales. Dans plusieurs applications, on est amené à utiliser des attributs
nominaux ou ordinaux qui ne se prêtent pas à des régressions simples. Dans ces cas, les
modèles de régression logarithmiques sont utilisés (Wrigley, 1985; Upton and Fingleton,
1989; O'Brien, 1989). Wang et Unwin (1992) ont proposé une méthode de pondération qu'ils
ont appliquée à un problème de glissement de terrain basée sur un modèle de régression
logarithmique.
1.3.2. Modèles de pondération orientés connaissances
A. Évaluation et scores
Dans certains types d'application, la modélisation spatiale utilise comme données de base
l'appréciation d'experts. L'évaluation d'impacts environnementaux est un exemple où l'effet
d'un aménagement est jugé différemment d'un expert à un autre (Simos, 1990). Ceci ne
constitue âs un obstacle à l'utilisation de ces évaluations pour établir des scénarios
d'aménagement ou pour quantifier l'effet d'une action donnée sur l'envirormement. Les
méthodes d'évaluation sont souvent utilisées dans l'analyse multicritère dans divers domaines;
elles sont établies d'une manière absolue (i. e. chaque élément est évalué d'une façon isolée)
ou relative (i. e. l'évaluation d'un élément tient compte des autres éléments).
Le principe de l'évaluation dans un contexte spatial consiste à associer des scores aux
différents éléments spatiaux sur la base de connaissance du processus d'étude ou de
planification. Selon Voogd (1983), les scores peuvent être de différentes natures, d'où la
nécessité souvent de les normaliser. Les scores sont soit du type quantitatif (valeurs réelles ou
entières), soit du type qualitatif. Dans une application relative à un contexte spatial où
différentes cartes sont intégrées, il est important d'avoir la même échelle d'appréciation lors
de l'évaluation (i.e. on ne doit pas choisir une échelle de 1 à 10 pour une carte et une échelle
de 1 à 100 pour une autre). L'évaluateur peut aussi donner des scores aux cartes spatiales
reflétant dans ce cas l'importance relative entre les cartes. En général, le terme score est utilisé
pour les éléments spatiaux dans une même carte et le terme poids est utilisé pour les cartes.
Nous allons maintenir le terme scores aussi bien pour les éléments spatiaux que pour les cartes
afin de réserver le terme poids au processus de pondération des éléments spatiaux dans une
même carte.
B. Pondération par la logique booléenne
Les modèles de pondération booléens consistent à donner des valeurs de poids binaires aux
éléments spatiaux : par exemple, dans le cas de recherche de sites propices à l'extension d'une
zone résidentielle, le poids d'un élément est égal à 1 si le site est accepté, il est égal à 0 s'il est
rejeté. Les opérations logiques d'intersection ou de réunion permettent de relier les cartes les
unes aux autres selon l'application. La pondération par la logique booléenne est une
automatisation de la méthode traditionnelle qui consiste à superposer physiquement les
différentes cartes. Cette méthode est simple mais elle reste entachée d'un certain nombre
d'inconvénients dont les principaux sont :
-  la limitation des poids aux seules valeurs 1 et 0 produit des discontinuités spatiales qui
sont loin de refléter la nature continue des éléments spatiaux et des phénomènes modélisés
(la limite physique entre une zone propice et une zone non propice à un type
d'aménagement est difficile à établir dans la réalité);
-  tous les éléments spatiaux ont la même importance : il n'est pas possible de dire qu'une
zone est moyennement propice ou faiblement propice;
-  la propagation des erreurs dans les modèles booléens est très importante comparée à
d'autres méthodes de modélisation continues telles que la logique floue (Heuvelink and
Burrough, 1993).
C. Pondération par la méthode multi-attributs
La méthode multi-attributs connue sous le nom de «Index Overlay» est très courante dans la
pondération des données à l'intérieur des SIG. Le calcul des poids se fait par des combinaisons
algébriques de scores des éléments spatiaux qui leur ont été attribués lors de l'évaluation.
Cette technique est plus flexible que la logique booléenne (Bonham-Carter, 1994). Les valeurs
des scores peuvent être modifiées selon l'avis de l'expert. Le plus grand inconvénient de la
méthode est relatif à son aspect linéaire additif : dans le cas de cartes interdépendantes, l'effet
cumulatif des opérations additives peut entraîner une surestimation des poids qui ne reflète
souvent pas la réalité.
D. Pondération par la logique floue
La logique floue a été proposée comme outil pouvant remplacer la logique booléenne par
Zadeh (1965); elle a été appliquée dans diverses disciplines telles que la cartographie ou le
traitement d'images. La conversion des ensembles ordinaires en ensembles flous s'accomplit
en rendant les limites des ensembles graduelles afin de pallier à la nature discontinue de la
logique booléenne. En analyse spatiale, la logique floue a été utilisée pour pallier à l'ambiguïté
et à l'imprécision de certaines données spatiales ainsi qu'à la complexité de phénomènes
spatiaux modélisés. Pour des ensembles classiques, l'appartenance d'un élément ne peut
prendre que les valeurs 1 ou 0 (i. e. l'élément appartient ou n'appartient pas à l'ensemble) ; par
contre, les ensembles flous se caractérisent par une fonction d'appartenance qui prend des
valeurs réelles comprises entre 0 et 1. A titre d'exemple, si nous considérons deux classes de
sites propices pour un type d'aménagement, un élément spatial peut appartenir aux deux
classes avec des niveaux d'appartenance différents déterminés par une fonction
d'appartenance caractérisant chacune l'une des deux classes. La pondération par la logique
floue est basée d'une part sur la fonction d'appartenance, et d'autre part sur l'association du
caractère flou soit aux cartes des données, soit à la carte résultant de la pondération, ce qui se
traduit par des opérations de logique floue qui permettent plus de flexibilité que les opérations
8logiques conventionnelles. Les travaux de recherche de An (1992) présentent une panoplie
d'exemples d'utilisation de la logique floue en prospection minière.
L'une des caractéristiques importantes dans le raisonnement par la logique floue est la
fonction d'appartenance. D'après Burrough (1989), il existe deux modes de détermination de
la fonction d'appartenance dans le domaine de l'analyse spatiale :
-  la méthode sémantique où l'analyste a une bonne idée qualitative de l'application; ceci
revient au processus de l'évaluation;
-  la méthode basée sur les modèles relationnels de similarité tels que les fonctions
d'appartenance liées à la distance ou plus généralement au contexte spatial.
Selon la façon dont la fonction d'appartenance est définie, il est possible de distinguer au
moins deux types de relation entre la pondération et la fonction d'appartenance : le cas où les
poids sont dérivés de la fonction d'appartenance (Burrough et al., 1992) et le cas où la
fonction d'appartenance est dérivée des poids calculés à partir de scores par l'une des
méthodes conventionnelles (Banaï, 1993).
E. Pondération par le processus analytique hiérarchique
Le processus analytique hiérarchique connu sous le sigle AH? (Analytic Hierarchy Process) a
été introduit par Saaty (1980); il est basé sur la transformation des scores issus d'une
évaluation comparative de chaque paire de l'ensemble des éléments en poids, les éléments
étant organisés selon une structure hiérarchique. À chaque niveau de la hiérarchie, les poids
sont calculés à partir d'un vecteur dérivé de la matrice de comparaison des éléments
appartenant à ce niveau; les poids finaux sont égaux au produit des différents poids de chaque
niveau de la hiérarchie. Le calcul des poids par l'AHP est un processus rétroactif car il permet
d'ajuster les valeurs de la matrice de comparaison issue de l'évaluation comparative pour se
rapprocher le plus de la cohérence dans le processus de comparaison. La méthode de l'AHP a
été appliquée à des données spatiales; dans ce cas, la hiérarchie est soit du type spatial ( i. e. le
territoire d'étude est subdivisé selon une structure hiérarchique) soit du type fonctionnel (les
critères de l'application sont hiérarchiques). Cette méthode sera explicitée au chapitre suivant.
1.4. Objectifs et organisation de la thèse
La présente recherche a été motivée par le besoin de pallier aux lacunes des outils de gestion
et de modélisation des données spatiales en ce qui a trait à l'analyse spatiale. L'objectif
principal visé le long de nos investigations consiste à étudier les différentes implications de
l'intégration explicite de la dimension spatiale à la pondération des dormées. À cet effet, nous
avons exploré deux aspects :
- un aspect conceptuel qui consiste à définir clairement l'approche de modélisation spatiale à
adapter au problème de la pondération;
- un aspect opérationnel consistant à adapter parmi les outils existants et à développer de
nouveaux outils qui rendent l'intégration explicite de la dimension spatiale possible.
Le premier aspect fait l'objet du chapitre 2 qui traite du cadre conceptuel des modèles de
pondération ainsi que de la formalisation du processus de l'intégration de la composante
spatiale à ces modèles. Au niveau du chapitre 3, nous présentons les différentes approches
algorithmiques adaptées et développées et nous analysons les données. Le chapitre 4 porte
essentiellement sur l'analyse et l'interprétation des résultats. Le dernier chapitre représente
l'ensemble des conclusions et les recommandations.
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2. Cadre conceptuel : fonctions de pondération et modèles de spatialisation des poids
2.1. Introduction
Dans le présent chapitre, nous élaborons le cadre conceptuel des modèles de pondération qui
peuvent être appliqués à une panoplie de problèmes impliquant un processus d'évaluation.
Nous présentons ensuite une formulation de l'intégration explicite de la dimension spatiale à
une procédure générale de pondération par les outils d'analyse contextuelle utilisant le
voisinage et la segmentation. L'étude de cas choisie pour l'application des concepts
développés concerne la recherche de tracés optimaux de lignes électriques en prenant en
considération une multitude de contraintes.
2.2. Cadre formel du processus de la pondération
2.2.1. Terminologie
- Nous appelons données multivariées, toutes les données représentant les éléments spatiaux
différant par leurs sources et leurs caractéristiques statistiques.
- Nous appelons critère, l'ensemble des contraintes associées à un projet : par exemple, dans
le cas de recherche de sites propices pour le passage d'une ligne électrique, on peut avoir
des critères environnementaux, économiques, sociaux, techniques, etc. A chaque critère est
associé un ensemble de contraintes. A titre d'exemple, certaines des contraintes relatives au
critère environnemental régissant le passage d'une ligne électrique sont :
- la ligne doit être située à une certaine distance des berges d'une rivière;
- la ligne ne doit pas traverser un élément spatial ayant une valeur historique
Un exemple de contrainte technique peut s'énoncer comme suit :
- la pente du terrain où sont implantés les pylônes ne doit pas excéder une valeur critique.
- Nous définissons un processus d'évaluation comme l'action d'associer des scores aux
éléments spatiaux relativement à chacune des contraintes. Une évaluation absolue consiste
à associer un score à chaque élément spatial contrairement à une évaluation relative où un
score est associé à chaque élément suite à sa comparaison avec chacun des autres éléments
du même ensemble.
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- Une carte thématique est définie comme une couche matricielle ou vectorielle qui
représente un ensemble d'éléments spatiaux ayant des caractéristiques physiques ou
fonctionnelles similaires (e. g. carte de pente, carte de zones sensibles à l'érosion, etc.). En
général, les besoins en cartes thématiques d'un projet sont identifiés à partir des contraintes.
2.2.2. Défînition de la pondération
Nous définissons la pondération des données spatiales comme étant l'ensemble des techniques
qui permettent d'attribuer des poids aux différents éléments spatiaux qui ont fait l'objet d'une
évaluation selon les différentes contraintes relatives aux critères établis. L'apport d'un
processus de pondération à une modélisation spatiale se résume dans les deux prochains
points.
- Le fait de transformer les valeurs des scores exprimées généralement sur une échelle
nominale ou ordinale en des valeurs de poids exprimées sur une échelle continue;
l'avantage d'une telle transformation est de permettre plus de flexibilité au niveau des
outils d'analyse : par exemple, sur une échelle nominale, l'analyse factorielle, les
statistiques paramétriques et les régressions simples ne peuvent être utilisées.
- L'intégration au calcul des poids de paramètres indépendants des scores mais qui
caractérisent et distinguent les éléments spatiaux tels que le contexte, le voisinage, la forme,
etc. En effet, les spécialistes en évaluation effectuent soit une évaluation absolue où ils
attribuent des scores aux différents éléments spatiaux jugés, chacun, d'une manière isolée,
soit une évaluation relative où les scores sont affectés sur une base comparative des
différents éléments spatiaux quand le nombre de ces derniers ne dépasse pas la dizaine.
Cependant, dans le cas où l'application nécessite la comparaison de centaines d'éléments
spatiaux entre eux, il devient impossible de procéder à des évaluations comparatives. La
combinaison des scores issus d'une évaluation absolue ou d'une évaluation relative avec
une information spatiale dépourvue de la subjectivité qui entache les scores permet de
calculer des poids contextuels et ainsi, de pallier partiellement aux limites d'une évaluation
(Chakroun et al., 1994).
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2.2.3. Représentation de la pondération par la théorie des ensembles
Nous avons utilisé la théorie des ensembles comme cadre de représentation des données
spatiales multivariées impliquées dans un projet. Nous désignons chaque carte thématique
associée à l'une des contraintes d'un projet de modélisation spatiale par l'ensemble des
doimées Dj (équation (4)) et par D l'ensemble des Dj (équation (5)). Chaque ensemble Dj est
formé d'éléments spatiaux notés djj. Un élément djj peut avoir des caractéristiques physiques
ou fonctionnelles et, de ce fait, il a dû faire l'objet d'une évaluation relativement à une
contrainte du projet d'étude. Les ensembles Dj sont des cartes du type vectoriel ou matriciel.
Dans le cas matriciel, chaque élément djj est formé de pixels, et dans le cas vectoriel, dij peut
avoir une structure ponctuelle, linéaire ou polygonale.
~ {'^i,l''^i,2''"5dj j,...,dj_^(j)| (4)
D = (5)
OÙ
n : nombre de cartes Di intégrées dans l'étude;
m(i) : nombre de types d'éléments spatiaux de l'ensemble Dj.
À titre d'exemple, une carte thématique i ayant une valeur de m(i) égale à 10 peut contenir une
multitude d'éléments spatiaux dont les scores varient entre 1 et 10. La figure 4.5 (chapitre 4)
montre un exemple de variation de m(i) pour une même carte de contrainte relative à la pente
du terrain.
Si l'évaluation est du type absolu, un score sij est attribué à l'élément djj; s'il s'agit plutôt
d'une évaluation relative, un score comparatif Sjjk est associé à l'élément djj suite à sa
comparaison avec un autre élément spatial di,k. Les scores Sjj appartierment à un ensemble Sj
donné par l'équation (6); les ensembles Sj appartiennent à l'ensemble des cartes de scores noté
S (équation (7)).
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}  (6)
S= {S.,S2,...,Si,...,S„} (7)
Dans le cas d'une évaluation relative, Sjj est un vecteur de scores de dimension m(i) défini par
l'équation (8).
^i,j ~ (®i,jl»®i,j2'-"'^i,jk'"'>Sjjn,(i)) (^)
Le poids calculé relativement à chaque élément djj est noté coij et appartient à un ensemble Wi
donné par l'équation (9); l'ensemble des cartes de poids Wi est noté W (équation (10)).
Wi (9)
W= {W,,W2,...,Wi,...,W„} (10)
Nous pouvons résumer une opération de pondération des données en trois étapes :
- une étape préliminaire qui transforme les ensembles des éléments spatiaux Dj en des
ensembles de scores Si; cette transformation se traduit par une fonction de cartographie
(FC) associant à chaque élément un score unique;
- une étape qui transforme les ensembles des scores Si en des ensembles de poids Wj par le
biais de fonctions de pondération notées FP; cette fonction calcule pour chaque score un
poids unique ;
- une étape qui transforme les ensembles individuels Wj en un seul ensemble Wres par des
opérations algébriques généralement additives ou multiplicatives ou une combinaison des
deux.
Les deux premières étapes de la pondération peuvent être formulées respectivement par les
fonctions FC et FP données par l'équation (11).
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FC: D,
di,j Sjj
FP : Sj -> Wj
Sij =FKsi,j'{si,k);ke{l,2,...,j-l,j + l,...m(i)}) (11)
Si les ensembles Dj ont eux mêmes fait l'objet d'une évaluation et que des scores Si leurs ont
été attribués, le calcul des poids Oj relatifs aux cartes Dj peut se faire par les mêmes fonctions
FP. L'ensemble Wres résultant de la pondération est une combinaison algébrique des éléments
des ensembles W, pondérés chacun par son poids ©i (équation (12)).
=ALG(©iWi) i = l,n (12)
ALG est une combinaison de fonctions algébriques (somme, produit, etc.).
2.3. Fonctions de pondération adaptées et développées
Les poids des éléments spatiaux sont dérivés soit de combinaisons algébriques simples des
scores si ces demiers sont affectés aux différents éléments spatiaux d'une manière absolue,
soit par une analyse de la matrice de comparaison quand les scores sont le résultat de la
comparaison des éléments spatiaux deux à deux relativement à chacune des contraintes du
projet. Nous allons expliciter les deux types de fonctions.
2.3.1. Fonctions de pondération algébriques
Il existe différents modes de calcul des poids par des opérations algébriques impliquant les
scores (Voogd, 1983). L'équation (13) représente une expression du calcul du poids ©ij d'un
élément spatial par la normalisation de son score Sjj par rapport aux scores de tous les autres
éléments spatiaux de l'ensemble Dj. Le poids calculé varie selon la valeur du coefficient y,
ainsi la fonction de pondération est une FPy.
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E U
k=l
(13)
ou
y : coefficient réel positif.
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Figure 2.1 - Fonctions de pondération algébriques
Selon la valeur de y, la discrimination entre les faibles scores et les scores élevés se fait
différemment. La figure 2.1 montre un exemple de poids calculés pour des scores variant de 1
à 10 sur une échelle ordinale (i. e. m(i) = 10 et Sjj = j) et les poids correspondants calculés pour
trois valeurs différentes de y (0,5; 1 et 2). La caractéristique discriminante de la fonction de
pondération permet de calculer des poids de différentes manières : pour une même évaluation
ayant abouti à un même ensemble de scores, le poids d'un élément varie selon que la fonction
rehausse les faibles scores ou les scores élevés. Nous reviendrons sur cette caractéristique
discriminante des fonctions FPy pour examiner son effet sur la spatialisation de la pondération.
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2.3.2. Fonctions de pondération comparatives
A. Définition des matrices de comparaison
Si les scores sont le résultat d'un jugement de préférence d'un élément spatial relativement à
un autre élément d'un même ensemble Dj, une matrice de comparaison Mj peut être utilisée
afin de dériver ultérieurement les poids des éléments qui ont fait l'objet de la comparaison. La
forme générale d'une matrice Mj est :
Tableau 2.1 - Matrice de comparaison Mi relative à l'ensemble de contraintes Di
élément dj, di,n,(i)
di,l Sjji Sjjk Si_lm(j)
^ijl ^ijk
'ii.mO) ^i,m(i)l ^i,m(i)k ^i,m(i)m(i)
La matrice Mj est inversement réciproque (i. e. Sjjk = 1/Si,kj) et les éléments de sa diagonale ont
une valeur égale à l'unité (i. e. Sjjj = 1). Nous appelons les fonctions de pondération définies à
partir des matrices de comparaison des fonction de pondération matricielles (FPM) pour les
distinguer des fonctions de pondérations algébriques notées FP.
Le processus de comparaison peut ne pas être cohérent ; pour trois éléments spatiaux djj, dj.k et
di,i, l'égalité donnée par l'équation (14) n'est vraie que si la matrice Mi est parfaitement
cohérente, dans ce cas, les poids peuvent être dérivés d'une seule ligne de la matrice Mj.
' ^i,jk ~ ^iJl^Uk (14)
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B. Définition des fonctions de pondération matricielles
Un processus d'évaluation par comparaison de paires d'éléments aboutit souvent à une matrice
de comparaison non cohérente. Le calcul des poids à partir des scores relatifs de la matrice
peut se faire selon une infinité de processus comme le montre l'équation (15).
l<=m(i)
(15)
E E (^..,0'
j=l k=l
Y est un coefficient réel positif qui introduit le même effet de rehaussement des poids que dans
l'équation (13).
Seule, une solution de vecteur poids donnée par Saaty tient compte de la notion de cohérence
dans le calcul de poids à partir de données d'évaluation comparatives. D'après Saaty (1980), le
vecteur propre de la matrice Mj correspondant à sa valeur propre maximale est la solution qui
respecte le plus la notion de cohérence de la matrice de comparaison Mj. Cette solution est
obtenue à partir du vecteur Qj calculé par l'équation (16) qui n'est autre que l'équation des
valeurs caractéristiques de la matrice Mj. Dans le cas d'une matrice parfaitement cohérente
(équation (14)), la valeur propre maximale Xmax, qui est l'unique valeur propre de Mj, est égale
à son rang m(i). Ainsi, la mesure du degré de cohérence d'une matrice se fait par rapport à
l'écart entre m(i) et À,max- Plus Xmax est distante de m(i), moins le vecteur Qj est considéré
comme un bon estimé du vecteur poids (Saaty, 1980, 1987). L'annexe 3 explicite la
justifieation de Saaty (1987) du choix du vecteur propre comme meilleure mesure de la
cohérence d'une matrice de contingence. Nous noterons cette fonction de pondération
FPMeigen-
MQ =>. Q (16)
^ •*•1^ 1 ^max 1
avec
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Qj = (cOj i,(Oj 2, >®i,m(i)) (1^)
La fonction FPMeigen est utilisée dans le processus de pondération de l'AHP (section E de
1.3.2.). Dans nos investigations, nous utiliserons la fonction FPMeigen conune fonction de
pondération permettant le calcul de poids à partir de matrices de comparaison et nous la
comparerons à d'autres FPM (e. g. les fonctions décrites par l'équation (15)) qui ne tiennent
pas compte de la notion de cohérence.
C. Détermination systématique d'une matrice de comparaison
Dans certains cas de simulation, il est fastidieux de fournir manuellement des valeurs de
scores comparatives à la main surtout quand le nombre d'éléments spatiaux est élevé. Nous
proposons donc un moyen systématique de calcul des composantes de la matrice de
comparaison Mj à partir de valeurs de scores variant linéairement sur une échelle absolue
(équations (18) à (20)).
Sijk =Si,j-Si,k (18)
Si(6,,„>0) s,,,^=8,j^+l (19)
Sinon S; = —— (20)
°i,jk
OÙ
Sjj, Si,k : scores absolus donnés respectivement aux éléments djj et di,k;
Sjjk : score relatif issu de la combinaison des scores absolus des éléments dij et di,k.
11 est facile de vérifier que les scores comparatifs définis ci-dessus peuvent constituer les
éléments d'une matrice inversement réciproque et dont les éléments de sa diagonale valent 1.
Ainsi, nous pouvons dériver le vecteur propre principal de cette matrice par la fonction
FPMeigen.
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La figure 2.2 montre un exemple de poids calculés par des fonctions FPM pour des scores
variant de 1 à 10 sur une échelle ordinale (i. e. m(i) = 10 et Sjj = j) transformés en scores
relatifs (par le processus décrit par les équations (18) à (20)) et les poids correspondant
calculés à partir de l'équation (15) pour trois valeurs différentes de y (0,5, 1 et 2) et ceux
calculés par FPMeigen-
0,40 -
0,35 -
0,30
I 0,25 -
<u
=3 0.20 -
<3 0,15
:2 0,10
o
0.
0.05
0.00
4  5 6 7
Scores sur échelle ordinale
n FPM(eigen)
® FPM(gamma = 0,5)
□ FPM(gamma= 1)
BFPM(gamma = 2)
Figure 2.2 - Fonctions de pondération matricielles
2.4. Revue des approches d'intégration de la dimension spatiale à la pondération
2.4.1. Introduction
L'intégration de l'information spatiale au niveau des modèles de pondération vise à
développer des techniques d'analyse où la caractéristique spatiale des objets ne se restreint pas
à l'aspect implicite apporté par la localisation géographique. En effet, les dimensions spatiales
sémantiques (e. g. la forme des objets) et relationnelle (e. g. le contexte, le voisinage) sont les
caractéristiques qui distinguent les données spatiales des données non spatiales. Par exemple,
dans une analyse multicritère non spatiale où plusieurs méthodes de comparaison sont
utilisées, tous les éléments sont comparés entre eux à la seule condition qu'ils respectent un
même critère. Dans le cas où cette analyse multicritère se rapporte à des entités spatiales, la
comparaison peut s'appliquer aux éléments respectant le même critère; de plus l'information
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spatiale peut conditionner une telle comparaison en considérant les éléments limitrophes,
appartenant à un même contexte ou respectant une même forme. Nous pouvons distinguer au
moins deux outils qui permettent d'intégrer explicitement la dimension spatiale à la
pondération : la distance et le voisinage.
2.4.2. Spatialisation de la pondération par la distance
La spatialisation des modèles de pondération par la distance peut être accomplie par les outils
de zones tampons qui existent dans la majorité des logiciels de SIG et qui permettent de faire
propager l'effet d'un poids calculé localement (par exemple au niveau d'un élément spatial
ponctuel ou linéaire). Cette méthode est intéressante à utiliser particulièrement dans le cas où
les données ont une structure vectorielle. Certaines études font usage de ce mode de
spatialisation où le modèle de pondération utilisé est basé sur la logique floue; la fonction
d'appartenance est formulée en fonction de la distance (Banaï, 1993; Burrough et al., 1992)
2.4.3. Spatialisation de la pondération par le voisinage
La spatialisation de la pondération par le biais de techniques d'analyse contextuelle consiste à
intégrer explicitement au calcul des poids une information liée au contexte de l'élément spatial
à pondérer. L'analyse contextuelle est un outil largement utilisé en traitement d'images
numériques dans les techniques de segmentation, de texture et de classification. Elle est
également d'usage dans d'autres applications spatiales relativement simples telles que
l'interpolation (De Floriani et al., 1985) ou l'analyse des problèmes de bordure (Stoyan and
Stoyan, 1990). Pour des modélisations complexes faisant intervenir des données multivariées,
le potentiel de l'intégration de l'information contextuelle n'a pas été très exploré. La topologie
est une caractéristique des données spatiales saisies à l'intérieur des SIG qui représente une
structure de voisinage à laquelle il est possible d'adapter certaines fonctions de pondération. A
cet effet, on peut utiliser des interfaces qui relient le modèle topologique vectoriel aux
modèles de pondération. Contrairement à la spatialisation par la distance, la spatialisation par
le voisinage nécessite souvent une expertise en programmation à l'intérieur du SIG si celui-ci
est conçu de manière à ce que cela soit possible.
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2.5. Segmentation et pondération
L'outil de segmentation des images numériques, utilisé classiquement dans la recherche des
entités spatiales distinctes d'une image, peut constituer une technique de base pour effectuer
une pondération contextuelle des données spatiales : les poids calculés initialement à partir des
scores, sans l'exploitation explicite de l'information contextuelle, peuvent être sujets à une
spatialisation moyennant un processus d'agrégation des régions voisines homogènes des cartes
de poids. Il s'agit alors d'une spatialisation de la pondération a posteriori qui pourrait avoir
pour avantage la redistribution des poids par fusion des entités voisines similaires et la
réduction de la quantité d'information à traiter à la seule information utile (par exemple, dans
le mode matriciel, si une zone est caractérisée par l'homogénéité de ses valeurs thématiques,
on réduit le temps de traitement en la considérant comme une zone ayant un seul attribut plutôt
que de traiter chacun de ses pixels).
L'outil de segmentation pourrait être utilisé en vue d'effectuer une spatialisation des poids a
priori : dans ce cas, la segmentation est utilisée afin d'identifier le contexte auquel une
fonction de pondération peut être appliquée au lieu de l'appliquer sur l'ensemble de la carte
des scores. On calcule des poids à partir des scores d'éléments appartenant à un même
contexte et on les spatialise par la suite.
Les modèles de spatialisation de la pondération a priori et a posteriori seront étudiés au
niveau du troisième chapitre décrivant les algorithmes de pondération spatialisés développés
qui se basent principalement sur l'analyse contextuelle. Les outils de voisinage et de
segmentation feront l'objet d'une revue à la prochaine section.
2.6. Outils d'analyse spatiale contextuelle
2.6.1. Revue des approches de voisinage dans le plan
A. Généralités
La façon de définir le voisinage dépend en premier lieu de la structure des données. Si les
données sont du type ponctuel, alors toutes les méthodes de voisinage dans un plan discontinu
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peuvent être utilisées; ces méthodes sont généralement basées sur la localisation des points et
leurs distances relatives. Si les données sont du type linéaire ou polygonal, la détermination du
voisinage doit se faire en tenant compte de la continuité du plan. Les méthodes de voisinage
discontinues s'appliquent à un ensemble de points répartis dans le plan; elles associent à
chaque point les points qui ont un certain voisinage avec lui. La façon de considérer le
voisinage diffère selon le critère utilisé. Ahuja (1982) a fait l'inventaire des principaux critères
de voisinage :
- critère basé sur une distance seuil entre les points (Patrick and Shen, 1971);
- critère basé sur le nombre de points voisins seuils (méthode des k voisins les plus proches,
Koontz and Fukunaga, (1972));
- critère basé sur l'arborescence minimale où les points sont reliés par des arcs, les points
voisins sont ceux qui appartiennent à l'arbre dont la somme des arcs est la plus
petite (Zban, 1971);
- critère basé sur un graphe de voisinage relatif (Toussaint, 1980a) où deux points sont
considérés voisins si leur distance euclidienne est inférieure au maximum de la distance
euclidieime qui les sépare de tout autre point;
- critère basé sur le graphe de Gabriel (Toussaint, 1980b) où deux points sont considérés
voisins s'il n'existe aucun autre point compris dans le cercle de diamètre égal au segment
reliant les deux points.
Les méthodes de voisinage continues, par opposition aux méthodes précédentes, utilisent le
plan euclidien dans sa totalité. La méthode des diagrammes de Voronoï, notés (DV), (Voronoï,
1908), connue aussi sous le nom de triangles de Delaunay, détermine tous les points du plan
qui sont voisins d'un point donné. Dans cette méthode, les points initiaux sont appelés germes
pour les différencier des autres points du plan. Le voisinage défini par le schéma de Voronoï
identifie les voisins des germes entre eux; de plus, il définit le germe voisin le plus proche de
chaque point du plan. Cette caractéristique permet d'utiliser les diagrammes de Voronoï dans
les problèmes de voisinage pour tous les types de données (points, lignes, polygones).
23
B. Définition des diagrammes de Voronoï
Un diagramme de Voronoï DV(G) de premier ordre relatif à un ensemble G formé de p
germes dans une région finie P du plan euclidien est défini comme suit :
G  {Sl'82'""'êv'•••êp } (21)
V(gv) = {p eP; d(p,gv) < d(p,gu), Vv ^  u} (22)
DV(g) = {V(gi), V(g2),..., V(gv),... V(gn) } (23)
La figure 2.3 illustre la partition du plan P en des polygones de Voronoï définissant ainsi le
voisinage de premier ordre relativement à un ensemble de germes G. Il existe d'autres types
de diagrammes de Voronoï tels que les diagrammes pondérés ou les diagrammes d'ordre élevé
que nous avons décrit au niveau de l'annexe 4.
>> germe du
polygone
voisin de v
1 '1 --
□
■
IV- □ □
germe du
polygone v
Figure 2.3 - Diagramme de Voronoï
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2.6.2. Revue des approches de segmentation des images numériques
La segmentation est utilisée sur plusieurs catégories d'images numériques (images médicales,
images de télédétection, cartes thématiques matricielles). Dans tout ce qui suit, le terme image
englobe les différents types de données numériques pouvant être sujets à un processus de
segmentation. Toutefois, nous utiliserons le terme valeur thématique à la place de niveau de
gris pour désigner l'attribut d'un pixel.
La segmentation est un outil qui subdivise l'espace d'une image en régions caractérisées par
une homogénéité interne. La région est définie comme une zone de l'image dont les pixels ont
des propriétés communes. Il existe trois principales approches de segmentation qui sont le
seuillage, la détection de fi-ontières et la détection de régions (Fu and Mui, 1981).
Les méthodes de seuillage sont basées sur les caractéristiques des histogrammes des valeurs
thématiques ou sur certaines propriétés locales telles que le gradient (rapport entre la
différence des valeurs thématiques de deux pixels et la taille du pixel). Les algorithmes de
seuillage sont en général peu robustes au bruit qui accompagnent certaines images. Les
segments résultant du seuillage sont souvent à contours ouverts (Fu and Mui, 1981).
Les méthodes de détection de frontières se basent sur le fait que l'information intéressante
d'une image se situe habituellement sur les frontières entre les régions. Elles utilisent les
techniques basées sur les opérateurs de gradient. Cette technique peut donner des fausses
frontières ou des fi-ontières non fermées (Kettig and Landgrebe, 1976); elle est sensible au
bruit (Pavlidis and Tanimoto, 1975).
Les méthodes de détection d'objets se basent sur l'homogénéité interne propre aux objets qui
constituent l'image. Les algorithmes basés sur cette approche, connue sous le nom de
croissance de régions {région growing), permettent de délimiter clairement les contours des
différentes entités de l'image. Zucker (1976) a fait un survol des concepts de la croissance de
régions où l'on peut distinguer trois sous-approches :
-  l'approche conjonctive dite segmentation par fusions;
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-  l'approche disjonctive dite segmentation par divisions;
-  l'approche mixte dite segmentation par divisions-fusions.
Dans l'approche conjonctive, les premiers segments correspondent aux pixels ou à des petits
groupes de pixels. Les fusions successives s'opèrent sur les éléments adjacents et similaires
qui respectent certains critères d'homogénéité. Des exemples de ce type d'algorithmes sont
donnés par Horowitz et Pavlidis (1976), Cannon et al. (1986) et Kim et Crawford (1991).
Au niveau de l'approche disjonctive, l'initialisation se fait par une partition grossière voire par
toute l'image considérée comme premier segment. Chaque partition est ensuite divisée jusqu'à
ce qu'elle satisfasse des critères d'homogénéité. Le principal avantage de l'approche
disjonctive réside dans son application à des images où les entités sont éparses (e. g. des image
de chromosomes (Zucker, 1976)). Un exemple d'algorithme de segmentation par divisions est
donné par Robertson et al. (1973).
L'approche mixte consiste à subdiviser l'image jusqu'à ce qu'il n'y ait plus de divisions
possibles, ensuite à effectuer des fusions. Les algorithmes de l'approche de segmentation par
divisions-fusions ont comme avantage la réduction du temps de calcul car ils convergent vers
une segmentation acceptable rapidement; toutefois, ils nécessitent une grande quantité de
mémoire qui s'accroît exponentiellement avec la taille de l'image (Yu, 1982).
Les différentes approches de segmentation par détection de régions nécessitent la définition de
critères de décision. Dans sa revue relative à cette technique de segmentation, Zucker (1976)
divise les critères en deux types :
- des critères dits 'syntaxiques' qui sont généralement basés sur les paramètres statistiques
des segments; la majorité des algorithmes de segmentation utilisent de tels critères;
- des critères dits 'sémantiques' qui utilisent une information concernant la classe
d'appartenance du segment examiné. Les premiers travaux qui ont utilisé cette approche
sont ceux de Feldman and Yakimovsky (1974), Yakimovsky and Feldman (1973) et
Yakimovsky (1974).
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L'utilisation de ces deux types de critères dépend du type de l'image et de l'objectif de la
segmentation. Nous y reviendrons au niveau des chapitres 3 et 4.
2.7. Modèles de spatialisation de la pondération par le voisinage et la segmentation
2.7.1. Mise en contexte
Les fonctions de pondération introduites au niveau de la section 2.3. sont basées sur des
combinaisons des scores; l'information spatiale contextuelle n'intervient pas explicitement
dans leur formulation. Nous proposons un moyen d'intégrer la dimension spatiale par des
outils de voisinage et de segmentation à ces fonctions et de les transformer ainsi en des
fonctions de pondération contextuelles ayant la spécificité d'intégrer une information spatiale
soit a posteriori, soit a priori (concepts introduits à la section 2.5). Une représentation
schématique des deux scénarios de spatialisation des poids est dormée par :
Scénario a posteriori : s Pondération
1  ^ —=.
W Segmentation w Combinaisons Wres
Scénario a priori : s Segmentation Sseg Pondération w_ "seg Combinaisons Wres
Figure 2.4 - Schéma des scénarios de pondération
Dans le scénario de pondération a posteriori, les poids résultent de l'application des fonctions
FP aux scores (équation (11)) qui sont par la suite spatialisées par la segmentation. Dans le
scénario de spatialisation a priori, les poids sont calculés à partir des scores par des fonctions
de pondération adaptées au voisinage que l'on note FPV. D'un point de vue pratique, ceci
consiste à calculer, à partir de chaque score d'un élément spatial, le poids correspondant par
une fonction qui prend en considération les scores des éléments présents dans le contexte de
l'élément. L'effet d'une telle spatialisation est le suivant : si un élément spatial caractérisé par
un score élevé est entouré d'éléments à faibles scores, son poids sera différent du cas où il est
entouré d'éléments à scores moyens ou forts.
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2.7.2. Modèle formel de spatiallsation de la pondération a priori par le voisinage
Considérons un ensemble Di qui représente une carte thématique à laquelle nous voulons
appliquer une fonction de pondération selon le voisinage FPV. Soit Rj un ensemble qui définit
des régions ayant un certain voisinage dans le plan de coordonnées de l'ensemble Dj des
données; soit une région du plan des coordonnées de Dj caractérisée par un voisinage
donné, et soit NP le nombre total de régions de Rj (équation (24)). Une fonction de
pondération par le voisinage (FPV) est définie relativement à l'intersection entre chaque
élément de l'ensemble de voisinage Rj et l'ensemble des données Dj : elle est appliquée aux
seuls scores des éléments spatiaux appartenant à ce contexte (figure 2.5)
Rj — (24)
Les régions de l'ensemble Ri respectent les quatre caractéristiques suivantes :
v=nv
1- R| = U(fN.) (25)
V=1
2. ri,v connexe V v ;
3. P(ri,v)Vv;
4. non P(ri,u u q^v) V u v pour ri,u et ri,v adjacents.
La première caractéristique traduit le fait que l'ensemble des régions ri,v constitue la totalité de
l'espace image. La seconde caractéristique veut dire que les régions ri,v ne se chevauchent pas,
mais elles sont connectées les unes aux autres. Les troisième et quatrième points caractérisent
les régions. Dans le contexte d'une structure matricielle des données, la région ri,v est un
ensemble de pixels voisins qui possèdent les mêmes caractéristiques définies par la propriété P
déterminant le critère de voisinage qui doit être vérifié à l'intérieur des limites d'une région rj,v
et non vérifié entre deux régions adjacentes. Nous définirons en détail l'expression P lors du
développement algorithmique dans le chapitre 3.
La fonction de pondération par le voisinage FPV appliquée à l'ensemble Dj dans la région ri,v
est définie en appliquant la fonction FP (équation (11)) à l'ensemble formé des scores des
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éléments spatiaux appartenant simultanément à Dj et à la région rj,v; cet ensemble noté Si,v est
défini par l'équation (26) et la fonction FPV est définie par l'équation (27).
La fonction de pondération par le voisinage FPV appliquée à l'ensemble Di dans la région ri,v
est définie en appliquant la fonction FP (équation (11)) à l'ensemble formé des scores des
éléments spatiaux appartenant simultanément à Di et à la région cet ensemble noté Si,v est
défini par l'équation (26) et la fonction FPV est définie par l'équation (27).
Ensemble Si (m(i) types d'éléments) Ensemble Ri (NP régions)
Élément dij de score Sij Région ri,v
Ensemble Si,v (ni(i,v) types d'éléments)
Figure 2.5 - Schéma des ensembles
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Si.v = {si.j;di,jeDinri , } (26)
FPV: Si,,
Si j -> cOi j = FP(si j,{su};k e {l,2,...,j-l,j + l,...m(i,v)}) (27)
ou
m(i,v) : nombre de types d'éléments spatiaux de Dj dans la région ri,v.
m(i,v) < m(i).
Contrairement à la fonction FP donnée par l'équation (11), la fonction FPV calcule différents
poids pour un même score selon le contexte de l'élément spatial. L'ensemble Wj résultant de
la pondération par le voisinage est exprimé par :
v=NP
w, =■ UW,.) (28)
V = 1
L'ensemble final Wres des poids est trouvé par l'expression de l'équation (12) utilisée dans le
cas des fonctions FP.
2.7.3. Segmentation des données multiples
Nous avons établi antérieurement (section 2.7.1) que l'intégration de la dimension spatiale (a
posteriori et a priori) à un modèle de pondération peut se faire par le biais de la segmentation.
A cet effet, nous avons envisagé deux modes de segmentation :
- une segmentation multiple notée SEG-MUL, où l'ensemble des cartes de contraintes est
segmenté en une seule étape;
- une segmentation individuelle notée SEG-IND, où chacune des cartes de contraintes est
segmentée à part.
Une représentation schématique des deux processus de segmentation des cartes de contraintes
dans le cas d'une spatialisation des poids a priori est donnée par la figure 2.6. Selon le mode
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de segmentation (multiple ou individuelle), les cartes de poids obtenus par la spatialisation
subséquente à la segmentation varient. Nous examinerons ces deux modèles au chapitre 4.
SEG-MUL S Segmentation
j  ,
Sseg Pondération
1  ^
Wseg Combinaisons
1  ,
W,es
SEG-IND {Si} Segmentation {(SOseg} Pondération {(Wi)seg} Combinaisons W,es
'  n
Figure 2.6 - Schéma des processus de segmentation
2.8. Application de la spatialisation des poids au problème du plus court chemin
Les modèles de spatialisation de la pondération peuvent s'appliquer aux différents types de
méthodes d'intégration de données spatiales à des fins d'aménagement ou de prospection.
Dans le cadre de notre recherche, nous avons appliqué ces modèles à la réduction du coût d'un
plus court chemin (PCC) sous des contraintes variées. En pratique, le PCC constitue une
solution à différents types de problèmes d'aménagement (lignes électriques, conduites
hydrauliques, réseau de chemin de fer, etc.) ou à des problèmes plus dynamiques tels que le
choix d'un trajet optimal pour la circulation ou la navigation d'un robot dans un terrain. Le
point commun à tous ces problèmes est que l'on cherche à réduire le coût d'un chemin sous
diverses contraintes qui peuvent être définies en fonction des données spatiales. À cet effet,
deux aspects ont fait l'objet de notre étude : le plus court chemin en général, et ses
particularités dans un contexte spatial.
2.8.1. Recherche d'un plus court chemin dans un graphe
Le problème classique de recherche du PCC utilise le principe de la maximisation d'une
fonction 'profit' ou de minimisation d'une fonction 'coût'. Le moyen développé pour résoudre
cette question se base sur le principe de la programmation dynamique qui, d'après la définition
donnée par Denardo (1982), est un certain nombre d'outils utilisés dans la prise de décision
séquentielle où le critère d'optimisation se retrouve dans toutes les étapes du problème. Les
graphes constituent la structure dans laquelle se fait la recherche d'un PCC. Un graphe est
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défini par un ensemble de nœuds connectés les uns aux autres par des liens qui peuvent être
orientés ou non. Le coût de traverser un lien ou associé à un nœud est appelé impédance. Les
graphes dans lesquels s'applique un algorithme du PCC doivent être du type orientés (i.e. il
existe un sens unique entre les nœuds), positifs (i.e. les impédances sont des valeurs réelles
positives) et connexes (i.e. il est toujours possible de relier entre eux deux nœuds par une série
de liens). Un graphe est caractérisé par sa taille qui correspond au nombre de nœuds et de liens.
La figure 2.7 schématise un graphe avec ses composantes.
L'algorithme de base utilisé pour la résolution du problème du PCC a été proposé pour la
première fois par Dijkstra (1959); il s'applique à une panoplie de problèmes d'optimisation
dont la formulation revient à la recherche d'un PCC. Différentes variantes de l'algorithme de
Dijkstra ont été développées utilisant principalement des heuristiques qui adaptent
l'algorithme de base aux différents domaines d'application (Nilsson, 1980). Au niveau de
l'annexe 5 nous explicitons l'algorithme originel de Dijkstra.
Noeud
► Lien
Figure 2.7 - Schéma d'un graphe
2.8.2. Recherche d'un plus court chemin dans un contexte spatial
Le problème du PCC dans un contexte spatial a fait l'objet de plusieurs recherches qui avaient
comme objectifs principaux, d'une part, de trouver la 'meilleure' façon de modéliser les
données représentant la zone de recherche du PCC et, d'autre part, de proposer des
heuristiques permettant de réduire le temps de calcul qui devient très important quand la taille
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du réseau de recherche augmente. Mitchell (1988) et Mitchell et Papadimitriou (1991) ont fait
une revue des principales approches algorithmiques utilisées pour trouver un FCC dans un
contexte spatial. Les points ressortis de leur revue concernant la structure des dormées se
résument par le fait qu'il existe principalement deux structures de graphe :
- la structure matricielle où l'on assigne à chaque pixel un poids, le centre du pixel est
considéré comme un nœud relié aux nœuds voisins par des liens de même longueur que la
limite de résolution des pixels. Les voisins d'un pixel peuvent être au nombre de quatre
(graphe de type 4) ou de huit (graphe de type 8);
- la structure polygonale ou vectorielle où les différentes régions correspondent à des
polygones; le graphe peut être représenté de deux façons :
- les régions sont les nœuds et les liens sont les limites entre les régions correspondantes
adjacentes;
- les nœuds correspondent aux centres des régions et sont liés entre eux si les régions
auxquelles ils appartiennent sont adjacentes.
La structure matricielle est un cas particulier de la structure polygonale où toutes les régions
ont une taille égale au pixel. Cette structure est la plus simple, mais elle est exigeante en temps
de calcul (Fredman and Taijan, 1984). En outre, la recherche d'un FCC selon la version
matricielle est accompagnée d'un biais de numérisation inhérent au passage de la structure
matricielle à la structure de graphe. En effet, l'approximation de la distance euclidienne
séparant deux nœuds dépend du nombre de voisins d'un pixel. Dans le cas d'un graphe de type
4, le déplacement de la trajectoire d'un pixel à un autre ne se fait que selon des directions de
90°, alors que dans le cas d'un graphe de type 8, on peut faire des déplacements de 45°.
Mitchell et Keirsey (1984) ont expliqué le biais de numérisation par le fait que l'abondance de
changement dans une trajectoire implique une surestimation de la distance euclidienne. Des
solutions empiriques ont été proposées pour pallier à cette erreur (Vossepoel and Smeulders,
1982).
Deux approches de recherche de FCC selon le mode polygonal existent dans la littérature :
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- l'approche consistant à construire «un graphe de visibilité» dont les nœuds correspondent
aux sommets des obstacles (entités spatiales ayant les scores les plus élevés) et les liens
correspondent aux arcs reliant les noeuds les uns aux autres (Ghosh and Mount, 1987);
- l'approche qui consiste à construire «la carte des PCC» et ce, en subdivisant le terrain en
des régions où les points d'une même région ont la même topologie, i.e. passent par la
même séquence de sommets d'obstacles (Lee and Preparata, 1984; Mitcbell, 1986).
Le mode vectoriel offre un temps de calcul plus réduit que le mode matriciel mais il peut
donner des tracés plus coûteux.
Les problèmes des PCC spatiaux auxquels les chercheurs essayent de trouver des solutions
peuvent se résumer en trois points :
- l'amélioration du temps de calcul des algorithmes;
- la recherche d'une «bonne» représentation du terrain éventuellement par une hybridation
des structures de dormées matricielle et vectorielle;
- l'adaptation des algorithmes à la complexité de la réalité traduite entre autres par la
diversité des contraintes spatiales, par leur aspect dynamique, par l'incertitude qui entache
certaines dormées spatiales et par l'aspect subjectif inhérent à l'affectation des impédances
dans certains cas.
Le premier point est d'ordre algorithmique; différents travaux tentent de réduire le temps de
calcul (e. g. Clarkson et al, 1987, Guibas et al, 1987). Les solutions qui peuvent être apportées
aux deuxième et troisième points sont d'ordre spatial. Le deuxième point relève
principalement de la recherche de structures de données adéquates pour bien représenter la
réalité d'un terrain sans qu'elle soit trop coûteuse en temps de calcul. A cet effet, des
structures de dormées autres que la structure matricielle et vectorielle sont utilisées telles que
les structures multi-résolutions (Metea and Tsai, 1987), la représentation hiérarchique ou
tétrarbre (Kambhampati and Davis, 1986) et les polygones de Voronoï (Mitcbell and
Papadimitriou, 1991).
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La problématique soulevée par le troisième point rejoint les préoccupations qui ont motivé
notre travail. Avec la recherche de fonctions de pondération propices et une intégration
explicite de la dimension spatiale à ces fonctions, nous tentons de diversifier les scénarios de
simulation de la complexité de la réalité, en particulier la complexité liée aux interrelations des
diverses entités spatiales au niveau local (par le voisinage) et au niveau global (relation d'une
entité avec tous les autres éléments de la zone d'étude).
2.8.3. Relation entre la segmentation et le plus court chemin
On peut partir du principe que le PCC entre deux points est la ligne droite (en termes de
segmentation, c'est celui obtenu en considérant l'image comme un seul segment); toutefois, ce
PCC est souvent le plus coûteux compte tenu des contraintes qui déterminent le coût. Le calcul
d'un PCC dans un contexte spatial pourrait tirer profit d'une segmentation de l'espace d'étude.
En effet, la recherche de zones homogènes influencerait, d'une part, les impédances des liens
d'un graphe de recherche du PCC et, d'autre part, la sinuosité du tracé. Une pondération
contextuelle combinée à une segmentation des cartes de contraintes peut produire un graphe
de recherche de PCC de taille réduite et dont les impédances reflètent simultanément la
tolérance des éléments spatiaux aux contraintes ainsi que les relations de voisinage des
éléments.
2.9. Conclusion
Dans ce chapitre, il a été question de mettre au point les assises conceptuelles nécessaires au
développement algorithmique du prochain chapitre. Dans un premier temps, nous avons étudié
les fonctions de pondération appliquées à des problèmes d'évaluation du type absolu et relatif.
Nous avons ensuite établi les particularités de l'intégration explicite de la dimension spatiale à
ces fonctions par l'adaptation d'outils d'analyse spatiale contextuelle de segmentation et de
voisinage appliqués aux données ayant une structure matricielle. L'application qui servira à
l'étude des différentes approches de pondération est la recherche d'un plus court chemin. Nous
avons examiné les particularités des méthodes de recherche de PCC dans un contexte spatial.
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3. Développement algorithmique et analyse des données
3.1. Introduction
À travers ce chapitre, nous présentons un premier volet décrivant la méthodologie générale
utilisée ainsi que les algorithmes adaptés et développés sur la base des concepts élaborés au
chapitre précédent. Le deuxième volet concerne la description des données qui ont servi à
l'expérimentation des différents scénarios de pondération appliqués à la recherche du plus
court chemin en général et à l'optimisation d'un tracé de lignes électriques en particulier.
3.2. Méthodologie générale
La méthodologie de la recherche est composée de deux principales approches de spatialisation
de la pondération :
- une approche globale axée sur l'analyse des différentes fonctions de pondération sur
plusieurs types de cartes de scores variant par leurs caractéristiques statistiques;
- une approche contextuelle basée sur les concepts de voisinage et de segmentation.
Deux sous-approches contextuelles ont été étudiées :
- l'approche de pondération contextuelle a posteriori : les poids calculés par les fonctions
de pondération sont spatialisés par la formation de régions homogènes selon un
processus de segmentation;
- l'approche de pondération contextuelle a priori où les fonctions de pondération définies
en fonction du voisinage sont utilisées.
Seuls, les scores des éléments spatiaux appartenant à un voisinage défini ultérieurement
interviennent dans le calcul des poids contextuels. Dans le cas où les fonctions de pondération
sont adaptées à différents niveaux de voisinage, nous appelons cette approche une pondération
contextuelle adaptative.
Deux algorithmes ont permis d'étudier l'approche de pondération contextuelle :
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Étape 1 : Spatialisation globale de la pondération
Application aux cartes de scores
artificielles individuelles
Si w.
CFonctions de pondération\
FP^, FPM,ig,„ et FP^A^
Application aux cartes de scores
réelles individuelles
S, w,.
Étape 2 : Spatialisation contextuelle a posteriori de la pondération
Algorithmes
SHOE et APCA
Application à l'ensemble des
cartes de scores réelles multiples
S -► W -►
Étape 3 : Spatialisation contextuelle a priori et adaptative des poids
Application aux cartes de scores
artificielles individuelles
S. -fc- W.
Algonthme APCA
Application aux cartes de scores
réelles individuelles et multiples
Si Wi
S w Ww w..
Figure 3.1 - Organigramme de la méthodologie générale
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- un algorithme de segmentation par fusions qui a été développé selon une structure
hiérarchique à optimisation par étapes (algorithme SHOE, Beaulieu, 1984) et que nous
avons testé pour examiner l'effet de la spatialisation des poids a posteriori;
- un algorithme de segmentation par divisions-fusions selon la structure des diagrammes de
Voronoï que nous avons développé entièrement dans le cadre de cette recherche
(Chakroun et al., 1997). Il est appelé APCA (Algorithme de Pondération Contextuelle
Adaptative).
Les cartes de poids résultant des différents modèles de spatialisation sont utilisées comme
intrants à l'algorithme du FCC (Dijkstra, 1959) dans un contexte spatial. L'application des
algorithmes s'effectue d'une part, sur des données simulées et d'autre part, sur les doimées
réelles relatives à l'étude de cas de l'optimisation du tracé d'une ligne électrique dans le
secteur de la ville de Sherbrooke. L'organigramme de la figure 3.1 illustre les grandes étapes
méthodologiques.
3.3. Approche de spatialisation globale de la pondération
Les fonctions de pondération FPy et FPMy (équations (13) et (15)) sont appliquées sur des
cartes de scores variant par leur distribution statistique. Dans le cas de fonctions de
pondération algébriques appliquées aux scores issus d'une évaluation absolue, la valeur que
prend le coefficient y conditionne le calcul des poids pour un même ensemble de scores. Dans
le cas d'une évaluation relative, les poids calculés à partir d'un vecteur dérivé de la matrice de
contingence peuvent être spatialisés de la même façon avec le coefficient y. La spatialisation
globale attribue à chaque score une valeur unique de poids; la particularité spatiale inhérente
aux fonctions utilisées provient des multiples façons utilisées afin de discriminer les scores.
3.4. Algorithme SHOE appliqué à la pondération contextuelle a posteriori
L'algorithme SHOE a été choisi afin d'expérimenter la méthode de spatialisation des poids a
posteriori. Nous avons effectué ce choix en fonction des critères suivants :
-  sa simplicité relativement aux autres algorithmes de segmentation (Bénié, 1986);
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-  le fait qu'il contient une panoplie de critères de fusion qui favorisent son adaptation à
différents types d'images qu'elles soient prises par des capteurs (images de télédétection)
ou simplement thématique;
-  la disponibilité du code pour effectuer d'éventuelles modifications : l'adaptation que nous
avons eu à faire est de rendre les modules de lecture d'image du SHOE compatibles avec
l'environnement de programmation en FORTRAN sous le système d'exploitation VMS.
L'outil de segmentation par fusions de SHOE a été utilisé pour identifier des régions
homogènes par leur poids. L'ensemble W des cartes de poids a servi comme intrant à
l'algorithme SHOE; les fusions se sont effectuées relativement à des critères du type
statistique. À chaque niveau de segmentation, on peut créer une carte de poids où chacun des
segments a un poids unique égal à la moyenne des poids initiaux des pixels formant le
segment.
3.4.1. Description de l'algorithme SHOE
L'algorithme SHOE s'applique sur des images multibandes (i.e. image multispectrale dans le
cas d'images de télédétection et cartes thématiques multiples dans le cas de cartes de poids).
L'espace image est initialement divisé en des cellules de forme rectangulaire dont la taille est
fixée par l'utilisateur. Les fusions se font en deux étapes :
- une première étape effectuée à l'intérieur de chaque cellule;
- une seconde étape effectuée sur les segments de toute l'image.
Le critère utilisé dans les deux étapes consiste en la fusion de la paire de segments la plus
homogène de toute l'image à chaque itération. Les fusions s'arrêtent quand le nombre de
segments atteint vaut celui fixé par l'utilisateur. Les étapes du SHOE sont :
Étape 1 : Initialisation
- Définir les paramètres de la segmentation :
-  taille des cellules;
- nombre de segments d'arrêt des fusions dans les cellules;
- nombre de segments d'arrêt des fusions dans toute l'image.
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- Pour chaque segment, calculer ;
-  les paramètres descriptifs;
-  la liste des voisins;
-  les valeurs de mesure d'hétérogénéité de chaque segment avec ses voisins.
Étape 2 : Recherche de la paire de segments à fusionner
Étape 3 : Mise à jour de la liste des voisins et des caractéristiques des segments
Étape 4 : Arrêt
- Si la condition d'arrêt est vérifiée, aller à la fin;
- Sinon, aller à l'étape 2.
3.4.2. Critères de fusion de l'algorithme SHOE
La propriété F énoncée à la section 2.7.2. qui définit le critère de segmentation caractérise
d'une part l'homogénéité interne des régions et, d'autre part, la dissimilitude entre deux
régions voisines distinctes. Dans l'algorithme SHOE, P correspond à un critère de similarité
exprimé par le calcul d'un coût de fusion des segments voisins. L'algorithme SHOE comprend
plusieurs mesures de similarité des segments qui utilisent des statistiques caractérisant les
segments à la fin de chaque itération telles la moyenne, la variance et les valeurs thématiques
extrêmes. La multiplicité de critères dans l'algorithme SHOE permet de prendre en
considération les différents types d'images dont la segmentation constitue un préalable à
d'autres traitements (Bénié, 1986).
Nous avons retenu et testé quatre mesures de similarité dans le cadre de notre application. Les
équations (29) et (30) (Bénié and Thomson, 1992) donnent deux expressions d'hétérogénéité
faisant intervenir les effectifs, les moyennes et les variances des poids de deux segments
voisins v et u. Les deux autres mesures d'hétérogénéité testées correspondent aux mêmes
expressions données par les équations (29) et (30) dépourvues du rapport (NvNu)/(Nv+Nu). Ce
rapport a pour effet de privilégier la fusion des petits segments en premier lieu (e. g. dans le
cas de l'utilisation de la fonction INTERHETEROi (équation (29)), si un segment a deux
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voisins ayant une même valeur de moyenne et différant par leur effectif, le premier à être
fusionné avec le segment initial est celui qui a l'effectif le plus faible). Le critère de fusion
consiste à fusionner la paire de segments qui a la mesure d'hétérogénéité minimale.
INTERHETERO, (v, u) =
i=l
CÔ:
'
N.N
 N„+N
(29)
INTERHETERO, (v,u) = jfi - MP,„ n(l + |V^ - V^|) (30)
ou
MPj,v, MPi,u : moyennes des poids des éléments de Dj appartenant respectivement aux
segments v et u;
VPv, VPu : variances des poids des éléments de tous les Dj appartenant respectivement aux
segments v et u;
Nv, Nu : effectifs des segments v et u;
cOi : poids de la carte Dj;
n : nombre des cartes Dj.
Les expressions explicites de MPi,v, MPi,u,VPv et VPu seront données au niveau de la section
3.5.
3.4.3. Implantation et modification de l'algorithme SHOE
Le langage de programmation du SHOE est le FORTRAN 77 qui utilise des fonctionnalités
spécifiques de l'environnement VMS. Le code était à notre disposition; cependant, nous avons
dû apporter des changements au niveau des fonctions de lecture et d'écriture des images qui
manquaient à notre environnement de programmation.
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3.5. Algorithme de pondération contextuelle adaptative (APCA)
3.5.1. Caractéristiques générales de l'APCA
Nous avons conçu l'APCA dans l'optique de développement d'un outil intégré de pondération
et d'analyse spatiale contextuelle utilisant les techniques de segmentation d'images
numériques. Une panoplie de fonctions de pondération et de modèles de spatialisation a été
intégrée à l'APCA afin de l'adapter aux données multivariées sujettes à un processus de
pondération. L'outil de spatialisation des fonctions de pondération est la structure des
diagrammes de Voronoï (DV). Le choix de cet outil a été basé sur les critères suivants :
-  le fait que les DV soient une méthode intégrée de voisinage et de segmentation;
-  l'adaptation de la structure des DV à différentes approches algorithmiques et l'existence
d'algorithmes caractérisés par un degré de complexité moindre par rapport à ceux des
autres méthodes de voisinage (Okabe et al., 1992);
-  la flexibilité dans la définition du voisinage à différents niveaux (DV de différents ordres,
annexe 4), ce qui en fait un outil de choix dans un processus de simulations;
-  l'adaptation des DV aux structures matricielles et vectorielles des données.
Les deux derniers critères n'ont pas été considérés directement dans notre développement mais
ils ont motivé le diagnostic du potentiel de la structure des DV dans la spatialisation des
fonctions de pondération.
3.5.2. Segmentation d'images par des algorithmes de Voronoï
La segmentation d'images par sa partition en polygones de Voronoï s'inscrit dans l'approche
mixte de segmentation par divisions-fusions (section 2.6.2). Ce type d'algorithmes a été
développé par Pavlidis (1977) et par Gagalowicz et Monga (1985) avec un accent sur
l'incorporation de la croissance hiérarchique des régions.
Il existe principalement deux approches algorithmiques de génération des DV :
-  l'approche récursive connue sous le nom de «Divide and Conquere» proposées par
Shamos et Hoy (1975) : elle est basée sur le paradigme fondamental en algorithmique
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stipulant qu'un problème est divisé d'une manière récursive en des sous-problèmes; la
solution du problème originel consiste à fusionner les solutions des sous-problèmes
(Okabe et al., 1992);
-  l'approche itérative proposée par Green et Sibson (1975) permet de construire un nouveau
diagramme à partir d'un diagramme déjà existant.
L'inconvénient majeur de l'approche récursive réside dans le fait qu'elle ne peut s'adapter au
problème de mise à jour du DV par insertion ou par suppression de nouveaux points. Ainsi, les
algorithmes de segmentation basés sur la structure des DV utilisent l'approche itérative pour
réaliser la croissance de régions. Au niveau de la complexité de calcul, les deux algorithmes
(récursif et itératif) se valent (Chassery et Melkemi, 1989).
L'approche itérative de segmentation a été améliorée par Ohya et al., (1984) par l'adjonction
d'un traitement de représentation des données de type quaternaire (i. e. l'image est divisée en
quatre parties égales, chaque partie est à son tour divisée en quatre sous-parties, etc.) ; une
description de cette technique est donnée dans l'annexe 6. Nous avons implanté cet algorithme
comme outil de segmentation de l'APCA. L'algorithme itératif de Voronoï est décrit en détail
dans l'annexe 6.
3.5.3. Description et implantation de l'APCA
A. Étapes de l'APCA
Les grandes étapes de l'APCA pour l'accomplissement des divers scénarios de pondération
contextuelle a priori et a posteriori sont décrites ci-dessous. Les détails de l'APCA sont
donnés dans les sections 3.5.3.B., C. et D.
Étape 1 : Initialisation
- Ensemencer le plan des cartes de scores avec un nombre de germes initiaux.
- Calculer le DV correspondant.
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Lecture des cartes de scores
1
Partition du plan des cartes de scores
w
en DV et mise à jour du DV
Oui
1 r
^ Division des polygones
Non
Application des fonctions de pondération
FP ou FPV selon le scénario
î
Non
r
Analyse et évaluation des
cartes des poids
Fusion des polygones
similaires ?
Oui
Mise à jour du DV et des
paramètres des polygones
Fin
Figure 3.2 - Pondération contextuelle dans les diagrammes de Voronoï
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Étape 2 : Phase itérative de division
Pour chaque polygone :
- vérifier le critère d'homogénéité interne des polygones;
-  introduire un nouveau germe à proximité du germe du polygone hétérogène;
- mettre à jour le diagramme de Voronoï.
Étape 3 : Calcul des poids contextuels
Pour chaque polygone :
- appliquer les fonctions de pondération (FP ou FPV) selon le scénario de pondération choisi
( a posteriori ou a priori)',
- calculer les paramètres statistiques des scores et des poids;
- vérifier le critère d'hétérogénéité entre les polygones.
Étape 4 : Fusion et mise à jour
-  Identifier et fusionner les polygones voisins similaires.
- Mettre à jour le diagramme de Voronoï.
- Si le diagramme a changé, aller à l'étape 3; sinon, aller à la fin.
Le choix de la position des premiers germes d'initialisation se fait par un processus aléatoire.
Le nombre de ces germes est fixé par l'utilisateur. L'organigramme de la figure 3.2 schématise
les grandes étapes de l'APCA. La prochaine section présente les différentes étapes de l'APC A
décrites en pseudo langage.
B. APCA en pseudo langage
Étape 1 : Initialisation
Construire DV(NP);
Étape 2 : Phase itérative de division
{pour V = 1, NP
(pour i = 1,n
appel STAs (i, v);
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}
{pour u = 1 , N(v)
appel CRI-DIV(v,u);
Si (CRI-DIV(v,u) vérifié), introduire un nouveau germe gn;
}
}
Mettre à jour DV(NP);
Étape 3 : Calcul des poids par spatialisation a posteriori ou a priori
Si spatialisation a posteriori {
{pour i = 1,n
appel FP(i)
{pourv= 1,NP
appel STAs(i,v) et STA(û(i,v);
}
}
}
Si spatialisation a priori {
{pour V = 1, NP
déterminer vois(v);
{pour i =1,n
appel FPV(i,vois(v));
appel STAs(i,v) et STA(o(i,v);
}
}
}
Étape 4 : Phase de fusion
{pour V = 1, NP
{pour u = 1 , N(v)
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appel CRI-FUS(v, u);
si (CRJ-FUS(v,u) vérifié), remplacer gv et gu par gn
}
Mettre à jour NP et DV(NP);
Si DV(NP) a changé aller à l'étape 3;
sinon aller à la fin.
Les paramètres utilisés dans l'APCA ont la signification suivante :
i : indice d'un ensemble Dj;
n : nombre total des ensembles Dj;
V : indice d'un polygone de Voronoï;
NP : nombre total de polygones dans une itération dormée;
vois(v) : une région définie par le voisinage d'un polygone v;
N(v) ; nombre total des voisins d'un polygone v;
u : indice d'un polygone voisin d'un polygone v;
DV(NP) : diagramme de Voronoï formé de NP polygones;
FP; fonction de pondération appliquée à tous les scores des éléments de Dj;
FPV : fonction de pondération appliquée aux scores des éléments
de Dj appartenant à vois(v);
STAs : fonctions statistiques utilisant les scores;
STAo) : fonctions statistiques utilisant les poids;
CRI-DIV : critère utilisé dans la phase de division appliqué à v et à son voisin u;
CRI-FUS : critère utilisé dans la phase de fusion appliqué à v et à son voisin u.
Les fonctions CRI-DIV et CRI-FUS seront explicitées à la section D.
C. Détermination des poids contextuels dans L'APCA
Les fonctions de pondération algébriques et matricielles sont intégrées à l'APCA pour calculer
des poids selon les scénarios de spatialisation a posteriori, a priori et adaptative. Les poids
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calculés par les fonctions FP et FPV à chaque itération correspondent respectivement aux
poids contextuels a posteriori et a priori. Les étapes nécessaires au calcul d'un poids spatialisé
a posteriori d'un polygone v (poids noté cûpos(v)), ou au calcul du poids spatialisé a priori
(poids noté cûpri(v)), font appel à des paramètres statistiques calculés par les fonctions STAs et
STA«.
Nous avons défini les paramètres statistiques des poids dans un polygone v par les équations
(31) à (35) (paramètres calculés par la fonction STA^o) et les paramètres statistiques des scores
dans un polygone v par les équations (36) à (40) (paramètres calculés par la fonction STAs).
j=ni(i,v)
(31)
ENm
j=l
MP,=g((0,MP,.) (32)
i=l
j=m(i,v)
r(N,k,-MPj)
VP = (33)I.v j=m(i,v) ^ '
ZN,
j=l
Z((<o,yVP,J
VP. = (34)
i=l
CVP, = (35)
MP,
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j=ni(i,v)
MS,,=-Ï3-r— (36)
j=l
MS.=g(o),MS,,.) (37)
i=l
j=ni(i.v)nui ; / / \ \
I (Ni,j(su-MS,J^)
VS,v = (38)
Zn,j
j=i
S((«>,)"vs,,.)
VS. = ■i:i— (39)
i=n
i=l
CVS, =3/^ (40)
MS„
ou
Nij : nombre de pixels ayant Sjj comme score;
cojj ; poids de l'élément dij calculé par FP ou par FPV;
MPi,v : moyemie des poids des éléments de Di appartenant au polygone v;
MSi,v : moyenne des scores des éléments de Dj appartenant au polygone v;
VPi,v : variance des poids des éléments de Dj appartenant au polygone v;
VSj.v : variance des scores des éléments de D, appartenant au polygone v;
MPv : moyenne des poids des éléments de tous les Dj appartenant au polygone v;
MSv : moyenne des scores des éléments de tous les Dj appartenant au polygone v;
VPv : variance des poids des éléments de tous les Dj appartenant au polygone v;
VSv : variance des scores des éléments de tous les Dj appartenant au polygone v;
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CVPv : coefficient de variation des poids des éléments de tous les Di appartenant au polygone
v;
CVSv : coefficient de variation des scores des éléments de tous les Dj appartenant au polygone
V.
Le calcul par FP du poids ©jj d'un élément spatial djj faisant partie d'un polygone v et ayant
un score Sjj, se fait selon l'équation (11); quel que soit le polygone auquel appartient l'élément
dij, le résultat de ce calcul est le même. Par contre, le poids ©jj du même élément spatial dij, se
trouvant dans un polygone v, calculé par FPV (équation (27)), diffère selon les éléments du
voisinage. En outre, le calcul de poids contextuels spatialisés a priori par FPV, met en relief
davantage la dissimilitude entre les scores que leurs valeurs absolues. Pour pallier à cet aspect,
il a fallu intégrer à l'expression déterminant le poids d'un polygone ©pri(v) (équation (42)) un
terme qui considère la valeur totale normalisée du score du polygone, soit MSNv, pondérée par
le coefficient ttpon. Ce coefficient permet de calculer un poids qui tient eompte simultanément
de la valeur absolue des scores et du contraste entre les scores dans le contexte du polygone.
Dans un polygone v contenant plus d'un élément spatial, l'équation (43) permet le calcul
d'une moyenne de scores d'un polygone comprise entre 0 et 1 et ce, en divisant la moyenne
totale de scores par le score le plus élevé dans le polygone, soit Si,ni(i,v)- Les poids contextuels
spatialisés a posteriori (©pos(v)) et a priori (©pri(v)) sont donnés respectivement par les
équations (41) et (42).
©
pos
(v)=MP, (41)
ffl,n(v)=a„,MSN.+(l-a^.)MP, (42)
OU
MSNv : moyenne des scores normalisée du polygone v donnée par l'équation (43);
ttpon : coefficient de pondération compris entre 0 et 1.
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MSN, = £
i=l
MSi/
Cûi ^
^i,m(i,v)
m
Dans le cas où un polygone contient un seul élément spatial, son poids copos(v) est toujours
donné par l'équation (41), alors que son poids cûpri(v) sera donné par l'équation (44) (on
normalise sa moyenne en scores, égale à sa valeur en scores, par le score le plus fort (si,ni(i)) de
toute la carte; l'exemple du tableau 3.2 montre l'utilité d'un tel choix).
cDpp(v) = MSN,=|; COi ^
i=l V  y
(44)
La figure 3.3 illustre un cas de superposition d'un DV relatif à cinq germes sur une carte de
scores artificiels ayant quatre éléments spatiaux distincts. Le tableau 3.1 montre la répartition
des différents éléments spatiaux dans les polygones et le tableau 3.2 résume les paramètres
statistiques relatifs aux scores et aux poids calculés par la fonction de pondération FPy=i dans
les polygones de la figure 3.3. Les valeurs soulignées du tableau 3.2 montrent un cas où
l'utilisation d'une valeur faible de apon (ttpon = 0,1) induit des poids qui ne varient pas dans le
même sens que les moyennes en scores (comparaison des polygones 2 et 3). Nous notons que
le polygone 2 a un poids contextuel MPpri élevé a cause de l'effet du contraste entre les scores
des éléments qui le composent.
Tableau 3.1 - Effectif de chaque score dans les polygones
score =1 score = 2 score = 3 score = 4 total
polygone 1 0 579 0 0 579
polygone 2 1728 0 128 0 1856
polygone 3 576 627 24 6 1233
polygone 4 0 1098 0 1305 2403
polygone 5 0 0 2152 993 3145
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Tableau 3.2 - Paramètres des poids et des scores des polygones
MPpos MPpri MS MSN ®pos ®pri(apon = 0,1) ®pri(apon = 0,5) ®pri(apon = 0,9)
polygone 1 0,200 0,500 2,000 0,500 0,200 0,500 0,500 0,500
polygone 2 0,114 0,284 1,138 0.379 0,114 0.294 0,332 0,374
polygone 3 0,156 0,156 1,562 0.390 0,156 0.179 0,273 0,367
polygone 4 0,308 0,514 3,086 0,771 0,308 0,540 0,643 0,745
polygone 5 0,332 0,474 3,316 0,829 0,332 0,510 0,652 0,794
MPpos et MPpri sont les poids des polygones spatialisés a posteriori et a priori.
polygone 2
polygone 5
N- polygone 1
polygone 3
polygone 4
score -1
score = 2
score = 3
score = 4
Carte de scores (taille 96 lignes x 96 colonnes, m(i) = 4)
Figure 3.3 - Exemple numérique de calcul des poids contextuels
D. Critères de segmentation de l'APCA
Les fonctions désignées par CRI-DIV et CRI-FUS, introduites à la section 3.5.3.B.,
correspondent respectivement aux critères de divisions et de fusions. Nous avons élaboré des
heuristiques pour la formulation de ces critères afin que l'APCA soit adapté à différents types
de données spatiales et aux besoins d'une segmentation qui a pour objectif la spatialisation de
la pondération.
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D.l. Critères de division
Deux types de eritères de division ont été spécifiés : l'un statistique et l'autre sémantique
(section 2.6.2).
L'algorithme de définition de la fonction CRI-DIV est :
{pour V = 1, NP
appel INTRAHETERO(v);
si INTRAHETERO(v) > seuil-div;
{
{pouru= l,N(v)
trouver u tel que INTRAHETERO(u) minimale
}
introduire gn entre gv et gu selon un coefficient aaiv;
}
}
où
seuil-div : valeur du seuil de division.
adivs : coefficient réel compris entre 0 et 1 ;
Le nouveau germe est inséré entre le polygone hétérogène v et son voisin u selon une distance
entre gv et gn égale à la distance entre gy et gu multipliée par le coefficient adiv (figure 3.4).
Dans le cas sémantique, la fonction d'hétérogénéité INTRAHETERO est choisie pour traduire
la diversité d'éléments spatiaux de toutes les cartes Dj se trouvant dans le polygone examiné,
d'où l'expression de l'équation (44). Dans le cas d'un critère statistique, la variance permet de
représenter l'hétérogénéité du polygone (équation (45)).
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Figure 3.4 - Disposition d'un nouveau germe dans le plan de l'image
INTRAHETERO,,^(v) = £m(i,v)
i=l
INTRAHETERO^^ (v) = VS,
(44)
(45)
ou
rNTRAHETEROsem : fonction sémantique de mesure d'hétérogénéité interne d'un polygone;
INTRAHETEROsta : fonction statistique de mesure d'hétérogénéité interne d'un polygone;
Le choix de cette heuristique de division a été fait après avoir testé une autre heuristique
impliquant seulement le polygone hétérogène (i. e. on insère le nouveau germe à l'intérieur
des limites du polygone hétérogène). Vu que lors de l'insertion d'un nouveau germe dans un
polygone, la structure des polygones voisins s'en trouve affectée, nous avons choisi de
localiser le nouveau germe en fonction de la position du germe du polygone voisin le plus
homogène (d'où la recherche de INTRAHETERO(u) minimale).
D.2. Critères de fusion
Des critères de fusion de types statistique et sémantique ont été inclus dans l'APCA.
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L'algorithme du critère sémantique de fusion est :
{pour V = 1, NP
appel INTRAHETEROsem(v);
si INTRAHETEROsem (v) < seuil-fusi;
{
{pour u = 1, N(v)
trouver u tel que
INTRAHETEROsem (u) minimale;
}
Si IINTRAHETEROsem(u)- INTRAHETEROsem(v)| < seuil-fus2
remplacer gv et gu par g»;
}
}
L'algorithme du critère statistique de fusion est :
{pourv= 1,NP
appel INTRAHETEROsta(v);
si rNTRAHETEROsta(v) < seuil-fusi;
{
{pouru= l,N(v)
trouver u tel que
(EMTRAHETEROsta (u) minimale et
INTERHETEROsta(v,u) < seuil-fus2;
}
remplacer gv et gu par gn selon un coefficient afus;
}
ou
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seuil- fusi, seuil- fus2: valeurs des seuils des fusions,
ttfus : coefficient réel compris entre 0 et 1 ;
Le processus de localisation du germe gn (schématisé par la figure 3.4) est utilisé afin de
remplacer les germes des deux polygones considérés homogènes par un seul germe (aaiv est
remplacé par afus).
Les fonctions INTRAHETEROsem et INTRAHETEROsta sont données par les mêmes
expressions que celles utilisées pour la fonction CRI-DIV. Les équations (46) et (47)
correspondent à deux types de fonctions statistiques d'hétérogénéité entre polygones.
INTERHETERO3(y,u) = IMS, - MS I (46)
^ N., +N., ' '
INTERHETERO.fv.u)^ -CVSJ (47)
^  ' N.. +N.. I " "1
E. Implantation de l'APCA
Le langage de programmation de l'APCA est le C/XView sous un environnement UNIX. Les
fonctionnalités graphiques d'affichage des images brutes et segmentées y ont été incluses. La
flexibilité du langage G en ce qui a trait à la gestion dynamique de l'espace mémoire, a fait de
lui un outil de choix pour l'implantation de l'APCA.
3.6. Évaluation du coût d'un plus court chemin dans un contexte spatial
Les cartes de poids résultant des différents modèles de pondération sont utilisées comme
intrants à l'algorithme du PCC dans un graphe à structure matricielle. La source de chaque
PCC est le centre des cartes de scores et les destinations sont réparties sur les quatre coins des
cartes. L'annexe 7 décrit le mode de calcul des impédances à partir des poids.
56
L'évaluation du processus de la pondération va porter essentiellement sur l'examen des coûts
de PCC issus des divers scénarios de pondération. Cette évaluation se fera en comparant les
coûts des PCC calculés selon les différents algorithmes de spatialisation des poids aux PCC
calculés par des outils plus conventionnels. À cet effet, nous avons utilisé deux cas limites de
détermination d'un PCC dans un graphe matriciel :
-  le cas où l'on n'utilise aucun processus de pondération contextuelle ni de segmentation
-  le cas où le PCC est la ligne droite, ceci correspond à une méthode qui fait abstraction
Dans le premier cas, la carte de scores est utilisée comme intrant à l'algorithme de Dijkstra.
Ceci permet d'obtenir un PCC ayant le coût en score le plus faible comparé à tous les autres
coûts en scores que l'on pourrait obtenir en utilisant une carte de scores non encore segmentée.
Nous noterons ce coût Sinf vu qu'il représente une limite inférieure et non pas un coût en
scores minimal comparé à un hypothétique coût en scores obtenu suite à une spatialisation des
poids par le biais des pondérations et des segmentations. La longueur du tracé ayant le coût en
scores Sinf, sera une des plus fortes, soit Lsup compte tenu de toutes les sinuosités du tracé. Le
second cas correspond à une méthode qui fait abstraction totale des scores (les valeurs des
impédances des liens du graphe sont toutes égales à une constante). Le PCC résultant de
l'application de l'algorithme de Dijkstra est une ligne droite joignant le point de départ au
point d'arrivée. Son utilité est qu'il donne un PCC qui a la longueur minimale de tous les
chemins devant joindre deux points, soit Ljnf, et un coût en scores qui est forcément des plus
forts vu que la ligne droite ne tient compte d'aucune contrainte spatiale; on notera ce coût en
scores Ssup-
Pour chaque PCC calculé, nous déterminons sa longueur L et son coût en scores S calculé
selon l'équation (48). Vu que ces deux paramètres (S et L) varient d'une carte de scores à une
autre, nous avons utilisé une méthode de standardisation permettant d'obtenir des coûts
exprimés dans un même intervalle (généralement entre 0 et 1), ce qui devra faciliter
d'éventuelles comparaisons entre les scénarios de pondération appliqués à différentes cartes de
scores. Les valeurs standardisées des coûts en scores et des longueurs ainsi que des coûts
totaux sont domiées par les équations (49) à (51).
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Lors de l'expérimentation, on a pu observer que certains scénarios de pondération donnent des
PCC tels que le coût en scores est inférieur à Sinf ou supérieur à Ssup et la longueur est
supérieure à Lsup; dans ces cas, on a des valeurs standardisées inférieures à 0 ou supérieures à
1.
i=n j=m(i)
(48)
i=l j=l
c  _
^std ~
^sup ^inf
(49)
Lstd —
L-L.,
inf
L  -L.,sup inf
(50)
^std "^std^std ^std)Lstd (51)
lij:
S :
L:
Sinf > Ssup •
Linf > Lsup •
Sstd
Lstd
Cstd
Ctstd •
longueur du tronçon du PCC traversant l'élément spatial djj;
coût en scores du PCC
longueur du PCC;
valeurs limites inférieure et supérieure des coûts en scores;
valeurs limites inférieure et supérieure des longueurs;
coût en scores standardisé;
longueur standardisée;
coût total standardisé;
coefficient de standardisation compris entre G et 1.
Le coefficient astd permet à l'utilisateur de donner plus d'importance au coût en scores ou à la
longueur en fonction de la nature des contraintes et des besoins du projet.
58
3.7. Analyse des données
Nous allons analyser les données relatives au secteur d'étude de la région de Sherbrooke qui
serviront pour une étude de cas d'optimisation du tracé d'une ligne électrique. D'autre part,
nous présenterons des données artificielles que nous avons développées dans une optique
d'effectuer des processus de simulation.
3.7.1. Données réelles du site du secteur d'étude
A. Description des données spatiales du secteur d'étude
La zone d'étude retenue pour appliquer la méthodologie développée est relative au projet
d'optimisation de tracés de lignes électriques du secteur sud de Sherbrooke. Le territoire
d'étude couvre une superficie de 375,84 km^; il est de forme rectangulaire mesurant 26,1 ICm
dans le sens Nord-Sud et 14,4 Km dans le sens Est-Ouest; son centre correspond au centre-
ville de Sherbrooke (figure 3.5). Nous avons identifié les besoins en données à partir de
l'examen de l'inventaire d'évaluation fait par Hydro-Québec (1990). Les données relatives au
secteur de Sherbrooke sont toutes sous format matriciel; elles ont été produites par Le Groupe
S.M. (1991). Ces données ont été ramenées au même système de référence spatial UTM. La
classification des données brutes peut être faite selon leur source. Les données thématiques
numérisées sont des cartes thématiques numérisées à partir des cartes de contraintes relatives
au projet. Elles représentent les éléments spatiaux qui ont une résistance par rapport au
passage de lignes électriques. Elles sont sous format matriciel avec 20 m de limite de
résolution spatiale. Les données thématiques satellitales sont issues de la classification
d'images satellitales du site de Sherbrooke; ces images correspondent à la combinaison de
bandes issues des capteurs TM de Landsat et HRV de SPOT. Elles ont été corrigées
géométriquement; leurs limites de résolution spatiale ont été ramenées à celle de la bande
panchromatique de SPOT (10 m). Ces données sont utilisées comme une source additionnelle
d'information vu que la majorité des classes d'utilisation du sol mises en évidence par le
processus de la classification figurent dans les différentes cartes de contraintes thématiques
numérisées (tableau 3.4)
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Figure 3.5 - Localisation du site d'étude (tiré de Carrière (1997))
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Les données relatives à la topographie : certaines contraintes liées à l'implantation de pylônes
des lignes électriques sont d'ordre physiographique, c'est à dire, elles sont liées à la
topographie du terrain. Dans l'analyse des besoins en données à partir des inventaires faits par
Hydro-Québec, nous avons identifié deux types de contraintes qui peuvent provenir
directement d'un modèle numérique d'altitude (MNA) :
-  la pente du terrain : plus la pente est élevée, plus le terrain représente une résistance
technique à l'implantation des pylônes;
-  la visibilité : elle traduit le degré d'altération du paysage par le passage d'xme ligne
électrique.
La visibilité est associée à des sites d'observation ou aux points d'altitude la plus élevée du
terrain. Plus les points à partir desquels une zone est exposée à la visibilité sont nombreux,
plus cette zone représente une résistance forte au passage d'une ligne électrique.
Les données topographiques sont issues du MNA numérisé à partir de cartes topographiques
au 1/50000 avec une limite de résolution spatiale de 50 m.
B. Mode d'évaluation d'impact des lignes électriques
La notion de résistance accordée à chaque élément spatial relativement au passage de lignes
électriques est issue de la combinaison de l'impact appréhendé d'un tel projet et de la valeur
accordée à l'élément spatial. Ces deux notions sont établies selon des normes d'études
environnementales et techniques (Hydro-Québec, 1990). Leur combinaison a permis d'établir
une échelle de cinq niveaux de résistance (très forte, forte, moyenne, faible, très faible). Cette
échelle d'évaluation est du type absolu. Les éléments spatiaux qui ne sont pas seulement
résistants mais qui sont en plus protégés par une loi contre le passage d'une ligne électrique
ont une résistance dite absolue ou contrainte. Toutes ces notions sont explicitées au niveau de
l'annexe 8.
C. Mode d'affectation des scores
La traduction des résistances d'une échelle qualitative en une échelle numérique de scores
peut se faire d'une manière arbitraire tout en respectant le fait qu'une résistance élevée doit
être traduite par un score élevé. L'échelle de conversion que nous avons utilisée est donnée par
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le tableau 3.3. À une même valeur de résistance, nous avons fait correspondre un intervalle de
scores pour que deux éléments spatiaux appartenant à une même carte Dj, et qui ont une même
résistance, aient des scores différents mais de même ordre de grandeur (ceci permet une plus
grande dynamique dans l'échelle des scores). Ainsi, nous accordons la valeur "score moyen"
à un élément spatial s'il est le seul à avoir une valeur de résistance donnée; sinon, le score
attribué à l'élément est donné par une valeur de l'intervalle des scores.
Tableau 3.3 - Correspondance entre les résistances et les scores
Résistance Symbole Intervalle des scores Scores moyens
Très forte TF 17 à 20 18
Forte F 13 à 16 14
Moyenne M 9 à 12 10
Faible FBL 5 à8 6
Très faible TFBL 1 à4 2
D. Pré-traitements des données spatiales relatives an secteur d'étude
D.l. Pré-traitements des données thématiques
Nous avons traité les données thématiques (numérisées et satellitales) afin d'uniformiser leur
taille et leur limite de résolution. La taille et la résolution de ces cartes thématiques ont été
modifiées pour coïncider avec celles des données issues du MNA qui a la limite de résolution
la plus faible de toutes les données (50 m). La figure 3.6 illustre les différentes cartes de
contraintes thématique
D.2. Pré-traitements des données topographiques
Les pré-traitements effectués concernent la conversion des valeurs du MNA de niveaux de gris
en altitude et la dérivation d'une carte de pente et d'une carte de visibilité.
D.2.1. Le modèle numérique d'altitude
62
La conversion du MNA de niveaux de gris entre 0 et 255 en mètres a été faite à partir de
certains points de contrôle prélevés sur la carte topographique de la région au 1/50000.
D.2.2. La pente
La pente du terrain représente le taux de son inclinaison relativement à l'horizontale; elle est
calculée au niveau de chaque pixel en prenant en considération la fenêtre 3x3 centrée sur le
pixel. Le calcul se fait à partir du gradient de l'altitude dans les sens des lignes et des
colonnes; l'algorithme de calcul est donné par Burrough (1986). La pente de la zone d'étude
(figure 3.7) est calculée en pourcentage; elle varie entre 1 et 73% comme le montre
l'histogramme de la figure 3.8. Les valeurs de scores peuvent être égales aux valeurs
effectives de la pente (valeurs entières) car plus la pente est élevée, plus la contrainte
technique d'implantation de la ligne électrique est élevée.
D.2.3. La visibilité
Le principe du calcul de la visibilité est le suivant : l'altitude de chaque cellule du MNA est
comparée à celle de chaque point d'observation; la valeur attribuée à un pixel correspond au
nombre de points d'observation à partir desquels le pixel est visible. Le calcul de la visibilité a
été effectué à partir de l'altitude (MNA) et des points d'observation les plus élevés que nous
avons déterminés à l'aide du seuillage de l'histogramme : l'histogramme permet de délimiter
les plages de valeurs d'altitude les plus élevées sélectionnées et affichées à l'écran, ce qui
facilite la recherche des sommets. En tout, 29 sommets ont été identifiés pour la zone d'étude.
Les scores relatifs à la visibilité sont accordés selon le principe suivant : plus un pixel est
visible à partir d'un sommet, plus il représente une résistance forte au passage d'une ligne
électrique qui altère la qualité visuelle du paysage. Les valeurs de visibilité varient entre 1 et
19 (i.e. les pixels les plus exposés sont "vus" à partir de 19 sommets). Les figures 3.7 et 3.8
montrent respectivement la carte de visibilité et sa distribution statistique.
D.3. Inventaire des cartes des contraintes de la base de données
Le tableau 3.4 résume l'ensemble des cartes de données et des scores qui leur sont attribués
sur la base de leur résistance aux multiples contraintes (annexe 6).
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Figure 3.6(1) - Cartes thématiques des contraintes de la région d'étude
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Figure 3.6(2) - Cartes thématiques des contraintes de la région d'étude
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Figure 3.7 - Cartes de pente et de visibilité du secteur d'étude
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Figure 3.8 - Histogrammes de la pente et de la visibilité du secteur d'étude
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Tableau 3.4 - Données spatiales relatives aux contraintes et scores correspondants
Di dij Résistance Si,j
D] : Affectation du sol Zone urbaine TE 17
Zone industrielle TF 19
Zone agricole M II
Zone rurale de service TF 18
Zone de développement M 12
Espace vert TF 20
Zone de villégiature F 15
Zone d'extraction M 10
Réseau hydrographique FBL 6
Espace actuel M 10
D2 : Agricole Espace classé TF 18
Espace non classé F 14
D3 : Forêt Peuplement semencier M 10
Plantation TF 18
Verger FBL 6
D4 : Particulier Zone inondable TF 18
Zone d'érosion F 14
D5 : Urbain Espace résidentiel TF 19
Espace résidentiel projeté F 16
Espace commercial M 10
Espace industriel TF 17
Espace industriel projeté F 13
Institutions publiques TF 18
Espace récréatif TF 20
Dg : Utilisation du sol Sol nu TFBL I
Zone agricole type I M 5
Zone agricole type II M 7
Zone de friches F 9
Forêt de feuillues F II
Forêt de résineux M 6
Zone de tourbes F 10
Espace urbain et résidentiel TF 14
Routes FBL 3
Gravière F 12
Réseau hydrographique TF 15
D7 ; Pente
Dg ; Visibilité
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E. Analyse de la corrélation entre les cartes de scores
Quand plusieurs cartes sont utilisées à des fins de modélisation d'un phénomène spatial, il est
utile d'examiner le niveau d'association spatiale entre elles. L'analyse de corrélation est un
outil qui permet la quantification de cette association et de montrer, le cas échéant, si elle est
assez importante pour être considérée ou non au niveau de l'analyse ou de la modélisation. Il
est toutefois important de souligner que malgré cet outil de quantification, la signification
d'une valeur particulière de corrélation dans un sens de probabilité (i.e. tester une hypothèse
nulle de corrélation à un certain niveau de probabilité) est plus difficile dans le cas de doimées
spatiales que dans le cas de données non spatiales. Ceci est dû au fait que les données spatiales
ne respectent pas souvent les conditions des modèles statistiques classiques dont la principale
est l'indépendance des échantillons (Bonham-Carter, 1994). Nous utiliserons toutefois l'outil
de corrélation afin d'explorer s'il existe des données qui sont très corrélées, et par conséquent,
d'éliminer la redondance et de gagner sur le temps de calcul.
Il existe différentes méthodes de calcul du degré de corrélation selon le type d'échelle des
données (nominale, ordinale, ratio et intervalle). Pour le type de données que nous avons (les
ensembles de scores associés à chaque ensemble de données), il est possible d'utiliser la même
expression de calcul de corrélation que dans le cas de données continues telles que la
topographie, ou le niveau de gris d'une image satellite. Il s'agit de l'indice de corrélation
croisée (cross corrélation) qui calcule la corrélation entre deux cartes Di et Dj ayant le même
nombre de pixels. L'expression de l'indice CORR(Di, Dj) telle que proposée par Goodchild
(1986) est donnée par l'équation (52).
CORR(D„D,)= (52)
ou
Pi : attribut d'un pixel p de la carte Dg
Pj
Pi
Pj
Npix
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attribut d'un pixel p de la carte Dj;
valeur moyenne des attributs de la carte Dj;
valeur moyenne des attributs de la carte Dj;
nombre de pixels de la carte Dj ou de la carte Dj.
Quand le coefficient CORR est proche de 1, il existe une corrélation positive entre la carte X
et la carte Y (i.e. on trouve le même type de scores aux mêmes endroits dans les cartes X et
Y). Quand le coefficient CORR est proche de -1, alors il y a corrélation négative entre la carte
X et la carte Y (i. e. on trouve des scores différents aux mêmes endroits dans les cartes X et Y;
c'est par exemple le cas de la carte S2 comparée à la carte Si (tableau 3.5)).
A partir de l'examen de l'indice de corrélation entre les différents ensembles de scores
(tableau 3.5), il apparaît que la carte de scores relative à l'ensemble d'occupation des sols 85
issue de la classification d'images satellitales est la plus corrélée avec le reste des cartes de
scores (valeurs de corrélation positives), en particulier avec la carte Si qui représente
l'ensemble d'affectation de sol. Dans l'intégration des cartes de contraintes multiples, nous ne
considérerons pas la carte 85. Toutefois, nous en ferons usage comme carte de contraintes
individuelle.
Tableau 3.5 - Valeurs de corrélation entre les différentes cartes de scores
Si 82 S3 S4 S5 S6 87 Sg
S, 1,000 -0,740 0,142 0,135 -0,090 0,553 -0,051 0,050
82 1,000 -0,140 -0,193 0,072 -0,494 0,105 -0,056
83 1,000 0,066 -0,008 0,227 0,015 -0,071
84 1,000 0,013 0,190 0,012 -0,083
S5 1,000 -0,067 -0,092 -0,177
Sô 1,000 -0,046 0,018
87 1,000 -0,163
Sg 1,000
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3.7.2. Données artificielles
A. Objectifs de l'utilisation des données artificielles
Pour tester les modèles de spatialisation globale et eontextuelle de la pondération, nous avons
utilisé en premier lieu des cartes thématiques artificielles dont les valeurs correspondent aux
scores. Les arguments de l'utilisation des données simulées sont résumés comme suit :
- vérifier, sur des exemples simples, l'effet de la spatialisation globale et contextuelle des
poids sur le résultat de l'optimisation d'un plus court chemin; nous examinerons en
particulier les aspects suivants :
-  l'effet des différentes fonctions de pondération sur certains cas de figure de
distributions statistiques usuelles des scores,
-  l'effet du voisinage sur les cartes de poids et sur le résultat final de l'optimisation d'un
plus court chemin.
- assister le choix de certains paramètres de l'algorithme quand on l'applique à des cartes
réelles;
- produire un nombre suffisant de cartes thématiques pour effectuer d'éventuels tests
nécessitant un nombre minimum d'observations, tels les tests statistiques.
B. Mode de fabrication des cartes artificielles
Nous avons choisi la forme des éléments spatiaux des cartes comme des polygones de
Voronoï. Ce choix n'est pas impératif pour effectuer tous les tests avec les données
artificielles, mais il facilite certains tests. Les étapes globales nécessaires à la confection des
cartes sont :
- fixer la taille des cartes, leur résolution et le nombre de polygones qui représentent les
différentes éléments spatiaux;
- générer des polygones de Voronoï et associer un attribut à chaque polygone par le biais
d'une fonction de génération de nombres aléatoires;
-  transformer la carte de valeurs aléatoires en une carte ayant une certaine distribution
statistique des scores par la redistribution de la fréquence des seores.
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La figure 3.9 illustre des exemples de cartes artificielles qui seront utilisées dans le prochain
chapitre.
«î» Iw'
trijj.
P-
Carte avec 100 polygones Carte avec 300 polygones
Figure 3.9 - Exemples de cartes de scores artificielles
3.8. Discussion et conclusion
Dans ce chapitre, nous avons développé les algorithmes qui permettent d'étudier les différents
modèles relatifs à l'intégration de la dimension spatiale à la pondération des données
multivariées. Les outils intégrés à ces algorithmes relèvent des méthodes d'analyse spatiale
contextuelle et des méthodes de voisinage. L'algorithme SHOE a été adapté pour effectuer une
spatialisation contextuelle a posteriori des poids. L'algorithme APCA a été développé en vue
d'effectuer les différentes approches de spatialisation de la pondération ( a posteriori, a priori
et adaptative). Les cartes de poids résultant des différents modes de spatialisation sont utilisées
comme intrant à l'algorithme de PCC de Dijkstra appliqué à un graphe matriciel. Dans le
second volet de ce chapitre, les données qui vont servir à l'expérimentation ont été analysées.
Nous avons fait une description des pré-traitements effectuées sur les données réelles
correspondant à l'étude de cas de l'optimisation du tracé d'une ligne électrique relative au
secteur de la région de Sherbrooke. En outre, nous avons produit des données simulées
consistant en des cartes de contraintes artificielles qui serviront à l'étude de certains aspects
conceptuels et expérimentaux des approches proposées.
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4. Analyse des résultats
4.1. Introduction
Dans le présent chapitre, nous effectuons l'analyse et l'interprétation des résultats. Chacune
des approches proposées est appliquée sur un certain type de données. Les algorithmes adaptés
et développés sont évalués individuellement; ensuite nous effectuons une comparaison des
résultats obtenus suite à l'utilisation des différents modèles de pondération appliqués à la
recherche d'un PCC. Les résultats des analyses concernent aussi bien les données artificielles
que les données réelles.
4.2. Analyse de la signification des coûts
4.2.1. Objectif
Le calcul des coûts des PCC standardisés proposés dans le chapitre 3 (équations (49) à (51)) se
fait à partir de la comparaison des coûts en scores et des longueurs aux valeurs limites
supérieure et inférieure. Nous avons essayé de relier ces coûts aux valeurs des scores afin de
parvenir à évaluer si un gain de coût (e. g. de 10% ou de 50%) entre deux scénarios de
pondération est significatif ou non en terme de scores; les scores étant des entités que l'on peut
relier à des coûts effectifs exprimés en dollars par exemple. Pour ce faire, nous avons effectué
une série de tests visant à trouver, si elle existe, une relation entre la variation du coût d'un
PCC (ASstd et ALstd) et la variation des scores As.
4.2.2. Principe du test d'évaluation des coûts
Pour effectuer une analyse des coûts standardisés des PCC, il est important de diversifier les
cartes de scores (différentes distributions statistiques des scores et différentes valeurs de m(i)),
afin de chercher l'existence d'une éventuelle relation entre les variations des coûts en scores et
des longueurs standardisés (Sstd et Lstd) et celles des scores et ce, indépendamment des données
*
utilisées. A cet effet, nous avons produit des cartes de scores notées ALEj,m(i) selon des
processus aléatoires indépendants les uns des autres. En tout, sept cartes ont été produites avec
des valeurs de m(i) variant entre 5 et 40, ce qui correspond à la gamme la plus vraisemblable
de variations des éléments spatiaux des cartes thématiques qui représentent les contraintes
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liées à des projets d'aménagement. A partir de chacune des cartes ALEi,ni(i), on a généré de
nouvelles cartes notées ALEj,ni(i)+As où As est une valeur constante ajoutée à tous les scores de
la carte originelle. Cette opération consiste à effectuer, sur une même carte d'éléments, des
évaluations distinctes qui aboutissent à des scores différents mais proportionnels (e. g. des
appréciations d'évaluateurs qui diffèrent par une valeur constante de scores). La fonction de
pondération FPy=i (équation (13)) a été appliquée sur l'ensemble des cartes de scores pour en
dériver des cartes de poids qui ont servi par la suite comme intrant à l'algorithme de Dijkstra
afin de produire des PCC. Pour chacun des PCC calculés relativement à une carte de scores
ALEi,m(i)+As, nous avons déterminé les différences des coûts en scores et des longueurs
standardisés par rapport à ceux d'un PCC calculé de la carte originelle ALEi,ni(i) selon les
équations suivantes :
^^std S5^(ALEj j„(jj) (53)
= Ljij (aLEj )- (ALEj^^i)  (54)
Pour chacune des cartes ALEi,ni(i) et ALEj,m(j)+As, nous avons calculé les valeurs limites des
coûts en scores et des longueurs (i. e. Ssup, Sjnf, Lsup et Ljnf) pour les fins de standardisation.
4.2.3. Analyse et interprétation des résultats du test d'évaluation des coûts
Les résultats sont résumés au niveau de la figure 4.1 qui illustre les variations ASstd et ALsta en
fonction de As (variation des scores) pour les sept valeurs de m(i). Différents modèles de
régression ont été testés pour analyser le type de relation entre ASsta et As d'une part, et ALsta
et As d'autre part. L'approximation de la relation entre la variation des coûts en scores et la
variation des scores par une fonction linéaire a donné les coefficients de détermination les plus
élevés pour des valeurs de m(i) comprises entre 10 et 40. La variation de la longueur ALsta en
fonction de As est plutôt aléatoire, ce qui se traduit par le fait qu'une augmentation des scores
n'entraîne ni une augmentation ni une diminution systématiques de la longueur standardisée
d'un PCC. L'équation (55) traduit la relation linéaire entre ASsta et As.
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Figure 4.1 - Analyse de la signification des coûts des PCC
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AS3^=A(As)+B (55)
A et B sont des coefficients qui dépendent de la carte de scores utilisée.
Nous avons noté qu'au fur et à mesure que la valeur de m(i) augmente, la pente A de la droite
reliant ASstd à As (équation (55)) va en diminuant. Le graphique de la figure 4.2 représente les
valeurs de A en fonction de m(i) et l'équation (56) correspond à la fonction d'approximation
de la relation entre A et m(i) pour des valeurs de m(i) comprises entre 10 et 40.
A(m(i))=v^ (56)
(.
L'allure décroissante de la fonction donnée par l'équation (56) suggère que, plus les cartes de
scores sont caractérisées par la diversité de leurs éléments spatiaux (valeur de m(i) élevée),
plus une faible variation de Sstd se traduit par une forte variation de scores. Autrement dit, un
gain de coût en scores de 10% observé sur une carte ayant un m(i) donné n'a pas la même
importance, comparé à un même gain observé sur une carte ayant un m(i) plus élevé; dans ce
dernier cas, le gain (ASstd) est plus significatif.
Lors de l'utilisation de n cartes de scores caractérisées par la diversité des éléments spatiaux
qui les composent, il convient de prendre en considération le résultat de ce test quand on
compare plusieurs processus de pondération et leur impact sur le coût d'un PCC. À cet effet,
nous devons calculer un coût en scores relatif, soit Sstd-rei, tenant compte de la pente A(m(i))
qui détermine le degré de signification d'une interprétation d'une variation de coûts en scores
par rapport à celle des scores. L'équation (57) permet de calculer un coût en scores
relativement à celui de la carte la moins diversifiée de l'ensemble des cartes examinées (i. e.
carte i ayant le m(i) minimal).
S  - A(Min(m(i))^std-rel ~ A(m(i)) 1 l,n p/j
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Figure 4.2 - Variation de la pente A en fonction du
nombre de types d'éléments
Les sections suivantes porteront sur l'analyse comparative des coûts des PCC issus des
différents scénarios de pondération. Nous utiliserons pour tous ces résultats une seule valeur
de ttstd (otstd = 0,5) afin de calculer un coût total standardisé où la longueur et le coût en scores
ont la même importance. Notre évaluation de l'effet des différentes approches de pondération
se fera relativement à la comparaison conjointe des coûts en scores (Sstd ou Sstd-rei) et des coûts
totaux standardisés Cstd-
4.3. Analyse de la spatialisation globale de la pondération
Les fonctions de pondération algébriques FPy et matricielles FPMy sont appliquées sur des
cartes de scores artificielles et réelles pour produire des cartes de poids; ensuite l'algorithme
de Dijkstra a permis le calcul des PCC à partir des cartes de poids obtenues. Nous n'avons pas
effectué de tests d'analyse de coûts au niveau de ces tests; nous nous sommes plutôt basés sur
une comparaison relative des coûts des PCC obtenus par les différentes fonctions de
pondération. Les cartes de scores artificielles utilisées sont du même type que celles illustrées
par la figure 3.8.
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4.3.1. Effet de la composante spatiale globale sur des cartes de scores artificielles
A. Cas de distributions statistiques diverses
Les fonctions de pondération FPy (équation (13)) ont été appliquées pour trois valeurs de y
(0,5; 1 et 2; fonctions de pondération dont la tendance a été illustrée par la figure 2.1) sur trois
cartes de scores notées DISi, m(i) de même taille et variant par la distribution statistique de leurs
scores (figure 4.3). Le tableau 4.1 résume les résultats des coûts standardisés des PCC obtenus.
Tableau 4.1 Caractéristiques des PCC résultant de la pondération globale
DISi,ni(l): Poisson DIS2,m(2): Uniforme DIS3,m(3): Quelconque
^std Lstd ^std ^std Fgtd Cstd Sstd Fstd Cstd
FPy=l 0,026 0,865 0,445 0,149 0,637 0,393 0,155 0,766 0,461
FPy=0,5 0,042 0,447 0,245 0,079 0,368 0,223 0,572 0,894 0,733
FPy=2 0,601 0,107 0,354 0,175 1,045 0,610 0,572 1,674 1,123
L'examen du tableau 4.1. montre que la fonction FPy qui permet d'obtenir le PCC avec les
plus faibles Sstd, Lstd et Cstd, varie selon la distribution statistique de la carte de scores. Les
variations des coûts observées sont dues aux différents scénarios de pondération produits
chacun par une fonction de pondération qui a un potentiel de discrimination des scores
dépendant de la valeur de y. Par exemple, pour des distributions statistiques de Poisson, la
fonction de pondération FPy=o,5 a produit un PCC avec un Cstd réduit de moitié par rapport au
PCC dérivé par la fonction FPy=i.
La transformation des poids d'une échelle réelle où les valeurs varient entre 0 et 1 à une
échelle entière entre 0 et 255 s'est faite selon une transformation linéaire. Nous avons
maintenu ce processus de ré-échantillonnage pour transformer toutes les valeurs de poids
réelles en valeurs entières. La figure 4.4 illustre les distributions statistiques des cartes de
poids obtenues suite à l'application des trois fonctions FPy sur la carte de scores DISi,m(i) et les
PCC correspondants.
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Figure 4.3 - Histogrammes des cartes de scores artificielles
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Figure 4.4 - Histogrammes des cartes de poids et PCC correspondants
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La fonction FPy=2 produit des poids qui sont concentrés dans un intervalle réduit (figure 4.4.c);
ainsi, la carte de poids est quasiment une carte de valeurs constantes, ce qui explique que la
longueur du PCC est la plus faible et que son coût en scores est le plus élevé. La fonction
FPy=o,5 comparée à FPy=i a permis de réduire la longueur du PCC sans augmenter son coût en
scores.
B. Cas de distributions symétriques
Pour examiner de plus près la relation entre l'effet discriminant d'une fonction FPy et la
distribution statistique des données initiales, nous avons appliqué les fonctions FPy=o,5 et FPy=2
sur une carte de scores notée DIS4,m(4) ayant une distribution de Poisson et sur son symétrique
DIS5,in(5) où chacun des seores est obtenue selon l'équation (58). Le tableau 4.2 résume le
résultat de ce test.
Tableau 4.2 Caractéristiques des PCC dérivés des cartes à distributions symétriques
DIS4^n,(4) DIS5_m(5)
^std Lstd Cstd ^std Cstd C-std
FPy=0,5 0,529 0,228 0,378 0,985 0,100 0,542
FPy=2 0,530 1,070 0,794 0,371 0,341 0,356
Sjj =m(4)-S4j (58)
Le pouvoir de discrimination de la fonction FPy=o_5 dans l'intervalle des faibles scores qui sont
les plus fréquents au niveau de la carte DIS4,m(4), a engendré un PCC avec le plus faible Cstd
comparé à celui du PCC issu de l'application de FPy=2. Le pouvoir de discrimination de la
fonction FPy=2 dans l'intervalle des scores élevés de DIS5,ni(5) a produit un PCC de plus faible
coût. Ainsi, d'après cet exemple et les exemples précédents, il apparaît que le rehaussement
des poids des éléments ayant les scores les plus abondants contribue à réduire le coût total
d'un PCC. Dans les prochaines sections, nous procédons d'une part à vérifier cette observation
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sur un exemple de carte de contraintes réelles (carte de la pente) et, d'autre part, à une
validation statistique de l'effet de la spatialisation globale sur la réduction du coût d'un PCC
4.3.2. Application de la spatialisation globale sur les cartes de scores réelles
La carte de pente de la région d'étude décrite comme la carte D7 dans le tableau 3.3 a été
utilisée pour étudier l'effet des fonctions FPy appliquées à la recherche d'un PCC sous la
contrainte technique relative à la pente du secteur d'étude de Sherbrooke. Les valeurs des
scores de cette carte correspondent aux valeurs de pente entières exprimées en pourcentage. La
pente est une caractéristique physique du terrain de type continu (valeurs exprimées sur
échelle ratio), il sera possible de diviser l'intervalle des scores de différentes manières de
façon à obtenir différentes cartes de pente variant par leur valeur de m(i). La figure 4.5 illustre
trois cartes de pente correspondant à la sous-zone de la région d'étude où m(i) prend trois
valeurs distinctes (41, 16 et 9); le choix de ces trois valeurs a été fait d'une manière arbitraire
de sorte qu'on ait différents degrés de diversité d'éléments spatiaux. Pour ces trois valeurs, la
distribution statistique des scores est bien représentée par une loi de Poisson.
Le tableau 4.6 résume les résultats de l'application des trois FPy où y prend respectivement les
valeurs 0,5, 1 et 2 comme dans la section précédente. On remarque que, comme dans le cas
des cartes artificielles ayant une distribution de Poisson, la fonction FPy=o,5 a généré les PCC
ayant les plus faibles coûts totaux et ce, pour les trois valeurs de m(i).
Tableau 4.3 Caractéristiques des PCC calculés sur les cartes de pente
Pente : m(i) = 41 Pente : m(i) = 16 Pente:m(i) = 9
^std Fstd Cjtd ^std Fstd ^std ^std Fstd Cgtd
FPy=, 0,760 0,256 0,510 0,430 0,860 0,645 0,325 0,751 0,538
FPy=o,5 0,529 0,228 0,378 0,410 0,260 0,330 0,221 0,190 0,206
FPy=2 1,000 0,000 0,500 0,473 0,684 0,578 0,325 0,559 0,442
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Figure 4.5 - Cartes de pente et leur distribution
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4.3.3. Validation statistique de l'algorithme de spatialisation globale
Les tests impliquant différentes fonctions de pondération sur les cartes de scores artificielles et
réelles ayant une distribution statistique de Poisson ont montré que la fonction FPy=o,5
engendre les PCC de moindres coûts totaux Cstd- Nous avons procédé à une validation
statistique de cette observation. Le choix de cartes ayant des distributions statistiques de
Poisson pour faire l'objet d'un test statistique prend en considération que de nombreuses
données spatiales telles que les MNA et les caractéristiques topographiques qui en sont issues
obéissent à une loi de Poisson.
Le test statistique a consisté à faire une comparaison des coûts des PCC obtenus suite à
l'application des deux fonctions (FPy=o,5 et FPy=i) sur différentes cartes de scores, que nous
noterons POIi,m(i), qui ont les mêmes dimensions et la même distribution statistique (Poisson)
et qui diffèrent par le nombre de types d'éléments spatiaux qu'elles contiennent.
Dans la section suivante, nous procédons à un survol de notions statistiques que nous avons
utilisées pour valider l'effet de la spatialisation globale. Ces notions concernent les tests sur la
différence des moyennes d'échantillons indépendants. L'annexe 9 donne les détails des
équations utilisées.
A. Rappels statistiques
Deux types de distributions statistiques peuvent servir afin de vérifier des hypothèses sur la
différence des moyennes d'échantillons indépendants. La distribution de la loi z est utilisée
lorsque les variances des deux populations sont connues, et la distribution de la loi t, coimue
sous le nom de distribution de Student, est utilisée dans le cas où les variances des populations
ne sont pas connues (Gilbert, 1978). L'usage de chacune de ces distributions suppose que les
populations ont une distribution normale. Si on ne connaît pas les distributions des
populations, l'on peut augmenter la taille des échantillons (au moins 30 observations pour
chaque échantillon); dans ce cas, la distribution de la différence des moyennes des deux
échantillons devient approximativement normale.
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Pour trouver un intervalle de confiance ou pour effectuer un test d'hypothèse, il faut comparer
les valeurs de la loi z ou de la loi t données par des tables à celles calculées à partir des
observations d'échantillonnage. Les tests utilisant les variables z ou t permettent de vérifier
une hypothèse nulle notée Ho et une hypothèse alternative dite aussi hypothèse rivale notée Hi.
Le test est effectué avec un niveau de signification noté généralement a qui correspond à la
probabilité de commettre une erreur en rejetant l'hypothèse nulle Ho alors qu'elle est vraie.
L'annexe 9 décrit les différents paramètres statistiques des lois z et t.
B. Application du test de Student à la spatialisation globale de la pondération
Nous tentons de vérifier si la fonction FPy=o.5 permet d'avoir des coûts de PCC réduits d'une
façon significative, comparés à ceux obtenus par la fonction FPy=i quand elles sont appliquées
sur des cartes de scores ayant une distribution de Poisson. Vu que les caractéristiques des
populations dont sont issus les échantillons testés sont inconnues (distribution et variance),
nous avons utilisé le test de Student. L'hypothèse nulle Ho (équation (59)) suppose qu'il n'y a
pas de différence entre les moyennes des coûts calculés par les deux fonctions et l'hypothèse
rivale Hi (équation (60)) stipule que les coûts des PCC issus de l'application de FPy=i sont
supérieurs à ceux issus de l'application de FPy=o,5 sur des cartes de scores à distribution de
Poisson.
Hq : px - Py = 0 (59)
Hi : px > Pv (60)
Nous désignons par px et py les moyennes des populations des coûts des PCC issus de
l'application respective des deux fonctions FPy=i et FPy=o,5 sur les cartes de scores POIi,m(i).
Comme l'hypothèse rivale Hj est une inégalité, le test de Student unilatéral est utilisé (Annexe
9).
Nous avons généré des cartes de scores POh.mO) selon des processus aléatoires indépendants
afin de respecter la condition d'indépendance d'échantillons nécessaire lors de l'utilisation du
test de Student. En tout, une trentaine de cartes ont été générées pour avoir un nombre assez
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important d'observations de sorte que l'hypothèse de normalité de la distribution de la
différence des moyennes de deux échantillons soit vérifiée. Les traitements effectués sur
chacune des cartes POIi,m(i) consistent à appliquer les deux fonctions FPy=i et FPy=o,5, et à
calculer les PCC à partir de chacune des cartes de poids obtenues. Vu que les cartes de scores
varient par les valeurs de m(i), nous avons procédé à l'application du test de Student d'une
part sur la comparaison des coûts totaux issus de Sstd et, d'autre part, sur ceux issus des coûts
relatifs Sstd-rei- Les expressions de Sstd-rei sont calculées selon l'équation (57); nous avons utilisé
les valeurs de pente A(m(i)) données par l'équation (56).
C. Interprétation des résultats du test de Student
Le tableau 4.4 résume les résultats des coûts standardisés obtenus par l'application des deux
fonctions de pondération FPy=i et FPy=o,5 sur les cartes POIi,m(i). Nous avons comparé Cstd(X) à
Cstd(Y) et Cstd-rei(X) à Cstd-rei(Y); les Cstd-rei Ont la même expression doimée par l'équation (51)
où l'on remplace Sstd par Sstd-rei- Le test de Student effectué consiste à comparer les coûts
totaux absolus (tableau 4.5) et relatifs (tableau 4.6).
L'examen du tableau 4.4 montre que la valeur moyenne de Sstd-rei(X) est inférieure à la valeur
moyenne de Sstd-rei(Y) tandis que la valeur moyenne de Lstd(X) est supérieure à la valeur
moyenne de Lstd(Y). Pour effectuer le test de Student sur la différence des moyennes de coûts
totaux des PCC, nous allons considérer trois valeurs du coefficient de standardisation astd pour
voir dans quelle mesure une réduction du coût total d'un PCC par la spatialisation globale
s'applique davantage à une réduction de longueur plutôt qu'à celle du coût en scores. La
comparaison des valeurs de tcai dans les tableaux 4.5 et 4.6 montre que le fait de considérer un
coût en scores standardisé relatif Sstd-rei ou un coût en scores standardisé Sstd, peut changer
significativement l'interprétation du test de Student. Le résultat le plus fiable est celui du cas
relatif où l'on compare les coûts des PCC avec un même niveau de signification. Dans ce cas,
l'hypothèse Ho (il n'y a pas de différence entre les coûts des PCC calculés par FPy=i et FPy=o,5)
est acceptée pour des valeurs de astd supérieure ou égale à 0,7; ce qui veut dire que si l'on
donne plus d'importance aux coûts en scores au détriment de la longueur d'un PCC, la
spatialisation globale des poids par la fonction n'améliore pas significativement le coût total.
Par contre, si on calcule le coût global d'un PCC en donnant la même importance aux coûts en
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scores qu'à la longueur, ou moins d'importance à cette dernière, on peut affirmer, avec un
niveau de confiance de 95%, que la spatialisation globale réduit significativement le coût total
d'un PCC calculé à partir d'une carte de contraintes ayant une distribution de Poisson.
Tableau 4.4 Coûts et longueurs standardisés des PCC du test de Student
i m(i) A(m(i)) Sstd(X) Lstd(X) Sstd(Y) Lstd(Y) Sstd-rel(X) Sstd-relCY)
1 10 0,023 0,000 0,888 0,030 0,342 0,000 0,030
2 15 0,015 -0,048 0,844 -0,054 0,091 -0,072 -0,082
3 20 0,011 0,177 1,229 -0,035 0,312 0,364 -0,073
4 25 0,009 0,147 0,918 0,180 0,442 0,383 0,469
5 30 0,007 0,115 1,037 0,064 0,510 0,363 0,202
6 35 0,006 0,076 0,901 0,193 0,318 0,283 0,720
7 39 0,005 0,038 0,707 0,140 0,275 0,158 0,584
8 44 0,005 0,142 1,222 0,377 0,417 0,676 1,793
9 48 0,004 0,156 0,750 0,242 0,632 0,817 1,262
10 53 0,004 0,122 0,953 0,280 0,263 0,708 1,623
11 10 0,023 -0,280 0,958 -0,328 0,212 -0,275 -0,322
12 15 0,015 -0,141 0,173 -0,146 0,058 -0,213 -0,220
13 20 0,011 0,459 1,434 0,408 0,735 0,943 0,838
14 25 0,009 0,146 1,144 0,406 0,256 0,379 1,057
15 30 0,007 0,096 0,833 0,174 0,495 0,304 0,550
16 35 0,006 0,158 0,861 0,252 0,280 0,588 0,940
17 39 0,005 0,035 1,005 0,137 0,070 0,146 0,572
18 44 0,005 0,214 1,224 0,245 0,335 1,017 1,164
19 48 0,004 0,218 1,691 0,308 0,365 1,135 1,607
20 53 0,004 0,190 0,741 0,469 0,055 1,100 2,720
21 10 0,023 0,164 1,020 0,000 0,142 0,161 0,000
22 15 0,015 0,044 0,710 0,283 0,184 0,067 0,427
23 30 0,007 0,237 1,395 0,302 0,323 0,749 0,956
24 55 0,004 0,027 0,786 0,124 0,233 0,163 0,748
25 10 0,023 -0,049 0,842 -0,129 0,299 -0,048 -0,127
26 15 0,015 0,108 0,984 -0,064 0,109 0,163 -0,096
27 17 0,013 0,048 0,810 0,521 0,363 0,083 0,900
28 20 0,011 0,248 0,756 -0,015 0,066 0,509 -0,031
29 25 0,009 0,161 0,779 0,069 0,156 0,420 0,181
30 30 0,007 0,113 0,817 0,016 0,190 0,356 0,051
Moyenne 0,104 0,947 0,148 0,284 0,381 0,615
Ecart-type 0,132 0,278 0,199 0,168 0,379 0,709
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Tableau 4.5 Paramètres du test de Student dans le cas des coûts absolus
Paramètres '^std O^std b,7 ^■std b,5 astd=0,l
X 0,188 0,357 0,525 0,863
Y 0,162 0,189 0,216 0,271
Sx 0,136 0,155 0,184 0,258
Sy 0,186 0,165 0,153 0,160
"x 30 30 30 30
ny 30 30 30 30
DL 55 60 58 50
Lal 0,618 4,065 7,072 10,681
t,ab(a=5%) 1,650 1,650 1,650 1,650
H acceptée Ho H, H, H,
eau 4.6 Paramètres du test de Student dans le cas des coûts r
Paramètres astd=0,9 ^std 0,7 astd=0,5 ^std 0,1
X 0,438 0,551 0,664 0,890
Y 0,582 0,515 0,450 0,317
Sx 0,357 0,319 0,291 0,274
Sy 0,642 0,510 0,383 0,181
"x 30 30 30 30
ny 30 30 30 30
DL 46 50 56 52
tcal -1,074 0,328 2,437 9,557
ttab(a=5%) 1,650 1,650 1,650 1,650
H acceptée Ho Ho H, H,
Les paramètre utilisés dans les tableaux ont les significations suivantes :
X  : moyenne des observations de la variable X
Y  : moyenne des observations de la variable Y
Sx : écart type des observations de la variable X;
sy : écart-type des observations de la variable Y ;
nx : nombre d'observations de la variable X;
ny : nombre d'observations de la variable Y;
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tcai : valeur de Student calculée;
ttab : valeur de Student tabulaire;
DL : degré de liberté;
ttstd : coefficient de standardisation de l'équation (51);
Les expressions de calcul de tcai et de DL sont données par les équations (2) et (3) de l'annexe
9.
4.3.4. Fonctions de pondération comparatives et pondération globale
Toutes les fonctions de pondération étudiées antérieurement sont basées sur les combinaisons
algébriques des scores selon l'expression générale donnée par l'équation (12). L'utilisation
d'une fonction de pondération matricielle FPM n'a pas encore été examinée en spatialisation
globale. Nous avons analysé en particulier l'effet de la fonction de pondération utilisant le
vecteur propre relatif à la valeur propre maximale comme meilleur estimé du vecteur poids
(Saaty, 1980), soit FPMeigen (équations (16) et (17)), comparée à FPMy (y = 1 et y = 2)
(équation (15)). Les équations (18), (19) et (20) ont servi pour calculer les composantes des
matrices de comparaison à partir des scores absolus des cartes artificielles. Les trois fonctions
FPMeigen, FPMy,=i ct FPMy=2 Ont une tendance telle que les scores les plus forts sont rehaussés;
nous les avons donc appliquées sur des cartes de scores de distribution symétrique à celle de
Poisson. Le choix de cartes ayant une telle distrihution statistique des scores a été fait en
tenant compte de l'effet de spatialisation globale des fonctions examinées sur des distributions
statistiques symétriques à celles de Poisson (section 4.3.1,B). Les résultats présentés au
tableau 4.7 ne laissent pas entrevoir qu'il y a un effet possible de la cohérence apportée par la
fonction FPMeigen sur la réduction du coût d'un PCC, comparés à ceux issus de l'application de
FPMy qui ne prennent pas en considération la cohérence. Le coût total le plus faible est
observé avec la fonction FPMy=i pour les deux cartes de scores utilisées. Les deux fonctions
FPMy=2 et FPMeigen donnent des PCC avec de fortes longueurs (Lstd >1); ceci est dû au fait
qu'elles ont toutes les deux un potentiel de discrimination des scores plus important que celui
de la fonction FPMy=i. Ainsi, un important effet de discrimination d'une fonction de
pondération peut engendrer des PCC plus coûteux.
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Tableau 4.7 Caractéristiques des PCC issues de l'application de FPM
sym-pente :  m(i) = 16 sym-pente : m(i) = 9
^std Lstd ^std ^std ^std ^std
FPM^i 0,460 0,740 0,600 0,890 0,120 0,510
FPM^2 0,380 1,090 0,740 0,510 1,450 0,980
FPMA A iVAçjgej^ 0,530 1,000 0,770 0,430 1,060 0,740
4.3.5. Commentaires et recommandations sur la spatialisation globale des poids
Les résultats des tests présentés aux sections 4.3.1 à 4.3.4 ont révélé que le coût d'un PCC est
conditionné par la fonction de pondération utilisée. Nous avons calculé des poids par des
fonctions qui ont un pouvoir de discrimination tel que les scores des éléments les plus
fréquents dans la carte soient rehaussés. Ainsi, nous avons pris en considération une
information spatiale du type globale relative à l'abondance de l'élément pondéré. Dans le cas
où on a noté une réduction du coût total du PCC par un scénario de pondération global (cas de
la fonction FPy=o,5 appliquée sur des scores distribués selon la loi de Poisson), nous avons
remarqué que cette réduction est accompagnée d'une réduction de la longueur du PCC. Ce
scénario de pondération a donc permis de trouver un compromis - entre une faible longueur et
un coût en scores relativement réduit - que d'autres scénarios de pondération conventionnels
n'ont pas mis en évidence. La constance de l'effet d'une spatialisation globale sur la réduction
du coût d'un PCC a été démontrée par le biais du test statistique de Student dans le cas de
cartes de contraintes dont les scores sont distribués selon la loi de Poisson. Cependant, nous
avons observé des cas où l'effet de discrimination a augmenté le coût des PCC (section 4.3.4),
et ce par une amplification de la longueur du tracé (et donc de sa sinuosité); l'effet de
discrimination de la fonction de pondération est tel qu'il y a eu un rehaussement majoré des
scores abondants au détriment des scores les moins fréquents. Suite à ces observations, il
s'avère nécessaire de définir des limites de l'effet discriminant d'une fonction de calcul de
poids appliquée à une distribution donnée afin de parvenir à un scénario de pondération qui
permet une réduction du coût total d'un PCC. Ceci suppose d'expérimenter une vaste gamme
de coefficients y sur chaque type de carte de contraintes et d'analyser les coûts des PCC
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résultants. La spécification d'un domaine de définition du coefficient y devrait rendre la
solution proposée moins fastidieuse et ce, en limitant la variation du rapport (As/A©y) (figure
4.6) à un intervalle dont les limites correspondent à des tolérances fixées au préalable. Les
valeurs des tolérances peuvent varier d'une carte de contraintes à une autre pour répondre aux
besoins des utilisateurs, comme elles peuvent varier dans la même carte en fonction des
fréquences des scores afin de réaliser l'effet de spatialisation global discuté antérieurement.
CO
FPy=0,5
FPY=1
yr
FFY=2
Aco
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►
As
Figure 4.6 - Variation des poids en fonction de la variation des scores
4.4. Analyse de la spatialisation contextuelle a posteriori de la pondération
Au niveau de cette section, nous analysons l'effet de l'intégration de la dimension contextuelle
d'un élément aux fonctions de pondération. Nous avons utilisé deux schémas de segmentation
produits par l'algorithme SHOE et F APC A.
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4.4.1. Remarques préliminaires
La spatialisation contextuelle a posteriori de la pondération consiste en la recherche de
régions homogènes à partir des cartes de poids où chaque pixel a comme valeur thématique un
poids issu du score de l'élément spatial auquel il appartient. Les régions sont ensuite
caractérisées par un poids unique issu de la combinaison des poids des pixels qui les
constituent.
Les deux algorithmes SHOE et APCA ont été appliqués sur l'ensemble des données réelles
noté S relatif aux cartes de scores décrits dans le tableau 3.3 et qui, par ailleurs, ne sont pas
fortement corrélés (i.e. Si, S2, S3, 84, 85, 87 et Sg). La spatialisation contextuelle s'est opérée
sur les poids calculés par la fonction FPy=i qui n'a pas d'effet de spatialisation globale sur le
calcul des poids. Nous avons utilisé une sous-région de la zone d'étude où il y a le plus de
diversité d'éléments spatiaux de toutes les cartes thématiques. Les dimensions de la carte S
sont de 288 colonnes x 280 lignes et sa limite de résolution est de 50 m.
Les coefficients de pondération coi relatifs à chaque carte de contraintes 8i peuvent être issus
des besoins de l'utilisateur qui juge qu'une carte est plus importante qu'une autre. Dans notre
application, nous avons supposé que toutes les cartes des contraintes ont la même importance.
La standardisation des caractéristiques des PCC obtenus (8, L et C) s'est effectuée
relativement aux valeurs limites supérieure et inférieure de la carte somme des 8i appartenant à
S
4.4.2. Application du test d'évaluation des coûts des PCC aux cartes réelles
L'application de l'approche de pondération contextuelle a posteriori sur l'ensemble S a
comme objectif de trouver une solution de moindre coût pour le problème de recherche de
tracé de lignes électriques dans la région de 8herbrooke. Cette approche de pondération ainsi
que les autres approches conventionnelles et celles nouvellement développées seront
comparées sur une base d'évaluation des coûts des PCC qui, dans ce cas, représente le tracé de
la ligne électrique. Pour ce faire, nous avons appliqué la méthode d'analyse des coûts
développée à la section 4.2 à la carte de scores somme des cartes de scores de S.
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Le résultat est donné par la figure 4.7. Le graphique 4.7 (a) montre que pour des variations As
comprises entre 0 et 15, on observe une augmentation de ASstd, alors que pour des
variations As supérieures à 15, il y a diminution de ASstd- Pour expliquer une telle tendance, on
se ramène au mode de calcul d'un coût en scores standardisé (équation (49)) : pour des scores
élevés, la différence entre le coût en scores S et la limite inférieure Sjnf devient faible
comparativement à la différence entre les limites inférieures et supérieures. Par conséquent,
nous nous sommes limités à l'intervalle des scores [0,20] de variation de scores As pour
attribuer une variation d'un coût en scores à une variation de scores. Dans cet intervalle, nous
avons pu faire l'approximation de la relation entre ASstd et As par une fonction linéaire avec
un coefficient de détermination de 0,7. Ainsi, nous considérons une variation de coûts en
scores significative si elle se trouve entre 5% et 25%.
4.4.3. Pondération contextuelle a posteriori par l'algorithme SHOE
A. Caractéristiques et paramètres de l'algorithme SHOE
L'utilisation de l'algorithme SHOE nécessite la spécification des paramètres suivants :
- dimensions de la carte multi-poids;
-  taille des cellules où se font les premières fusions;
-  fonction d'hétérogénéité entre segments voisins appartenant à une même cellule;
- fonction d'hétérogénéité entre segments de toute l'image;
- nombre de segments où on arrête les fusions dans les cellules;
- nombre de segments où on arrête les fusions dans toute l'image.
À chaque niveau de fusion spécifié par le nombre final de segments, nous obtenons une carte
segmentée unique Wres à partir de la carte multi-poids W résultant de la transformation des
scores de l'ensemble des cartes de S. La caractérisation de chaque segment se fait par la
moyenne des poids des pixels qui le forment (équations de la section 3.5.3, G).
Quelques tests préliminaires consistant à segmenter des cartes artificielles de taille réduite et à
afficher le résultat à l'écran ont montré que le résultat est meilleur quand les cellules sont de
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grande taille et quand le nombre de segments où l'on arrête les fusions dans les cellules est
élevé (la taille maximale de cellules dans une image de 512 lignes par 512 colonnes est de 16
lignes par 16 colonnes et le nombre maximum d'arrêt des fusions de la première étape est de
10000). Nous entendons par meilleur résultat des segments caractérisés par une plus grande
homogénéité interne.
B. Analyse et interprétation des résultats de la pondération par l'algorithme SHOE
B.l. Analyse des fonctions d'hétérogénéité de l'algorithme SHOE
Les fusions par les fonctions d'hétérogénéité INTERHETEROi ou INTERHETERO2
(équations (29) et (30)) mènent à des schémas de segmentation semblables à la fin de l'étape
des fusions dans les cellules à cause d'un nombre de segments encore très élevé. Par contre,
pour l'étape des fusions des segments dans toute l'image, le résultat change selon qu'on utilise
la fonction INTERHETEROi ou rNTERHETER02. Dans les deux étapes, l'utilisation d'une
des fonctions d'hétérogénéité avec et sans le facteur des effectifs (NyNu/Nv+Nu, section 3.4.2)
donne des schémas très différents. La figure 4.8. illustre le résultat correspondant à 400
segments à partir de l'ensemble des cartes de poids par l'utilisation de la fonction
INTERHETERO2 (équation (30)) avec et sans le terme du rapport des effectifs des segments
fusionnés. Suite à ces comparaisons, nous avons maintenu les deux fonctions d'hétérogénéité
avec le facteur relatif aux effectifs.
B,2. Analyse des coûts des FCC de la pondération par l'algorithme SHOE
Chacune des cartes de poids issues de la segmentation par le SHOE, selon les deux critères
d'hétérogénéité retenus, a été utilisée comme intrant à l'algorithme de Dijkstra. La figure 4.9
montre les résultats des différences de Sstd, Lsta et Csta entre les segmentations utilisant les deux
fonctions d'hétérogénéité INTERHETEROi et INTERHETERO2. L'interprétation du
graphique 4.9.(b) montre que pour des partitions ayant un nombre de segments compris entre
40 et 200, la fonction d'hétérogénéité qui permet d'obtenir un FCC de coût en scores et de
longueur faibles est la fonction INTERHETEROi. Pour un nombre de segments inférieur à 40,
on observe une fluctuation dénotant une très grande hétérogénéité intra-polygonale.
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Nous avons établi plus haut (section 4.4.2) qu'une variation significative du coût en scores
(Sstd) d'un PCC recherché à partir de l'ensemble des données réelles se situe dans l'intervalle
[5%,25%]. Nous observons que la segmentation par la fonction INTERHETEROi donne des
coûts en scores significativement réduits (ASstd s 17%) comparés à ceux issus de la
segmentation par la fonction INTERHETERO2 dans l'intervalle de segments [40,70]. Une
variation proportionnelle des coûts totaux des PCC est également observée pour ce même
intervalle de segments à cause du fait que cette fonction d'hétérogénéité a permis le calcul de
PCC dont les coûts en scores et les longueurs ont été réduits simultanément.
Les cartes de poids segmentées selon les deux fonctions d'hétérogénéité sont illustrées par la
figure 4.10 (pour un même nombre de segments valant 50); les PCC correspondants y ont été
superposés. Nous remarquons que la majorité de segments figurent dans les deux images;
cependant, l'examen en détail révèle que certains segments existent dans l'une et pas dans
l'autre (e. g. le segment délimité en rouge sur la carte segmentée selon la fonction
INTERHETEROi). Cette différence, visiblement minime, au niveau du schéma des deux
segmentations, a complètement réorienté le parcours du tracé causant ainsi une différence
significative au niveau de son coût. Ainsi, d'une fusion à une autre, on peut obtenir des PCC
très différents.
4.4.4. Pondération contextuelle a posteriori par i'APCA
L'APCA décrit en pseudo langage à la section 3.5.3, B est l'algorithme général de pondération
contextuelle par les deux approches de spatialisation a posteriori et a priori. Selon le cadre de
son application, nous avons utilisé certaines de ses étapes ou les quatre étapes afin de
diversifier les scénarios de pondération. La pondération contextuelle a posteriori par I'APCA
est appliquée à l'ensemble des cartes de poids W issu de la transformation des cartes de scores
de S. Nous avons utilisé les quatre étapes de l'algorithme afin de produire une pondération à
chaque niveau de segmentation.
A. Caractéristiques et paramètres de i'APCA
L'utilisation de I'APCA en pondération contextuelle a posteriori nécessite la spécification des
paramètres suivants :
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-  taille de l'image;
- nombre de germes nécessaires pour créer une partition initiale en diagrammes de Voronoï;
- fonction aléatoire générant la position des premiers germes;
- coefficient de pondération cOi attribué à chaque carte Wi;
-  critère de division statistique ou sémantique;
- critère de fusion statistique ou sémantique;
- choix des seuils de division et de fusion.
B. Analyse et interprétation des résultats de la pondération par l'APCA
B.l. Analyse des critères de segmentation de l'APCA
L'APCA segmente une carte selon le principe des divisions-fusions. Les critères de
segmentation définissent les caractéristiques finales des partitions et sont, à ce titre, essentiels
pour la suite des traitements. Nous avons examiné les différents types de critères statistiques et
sémantiques définis à la section 3.5.3, D. La combinaison de ces critères a été appliquée sur la
carte d'éléments spatiaux représentant l'ensemble des unités d'affectation du sol de la zone
d'étude (Di, figure 3.5(a)). La segmentation a été initialisée par un nombre de germes égal à
2000. Les résultats sont illustrés par la figure 4.11. La segmentation selon les critères de
division, aussi bien sémantique que statistique, fait ressortir les frontières entre les différentes
entités spatiales. Le critère de division sémantique permet d'obtenir les contours des entités
élémentaires qui constituent l'image. Le critère de fusion produit des polygones fins là où il y
a une grande hétérogénéité et des polygones grossiers ailleurs. Avec les critères statistiques de
divisions-fusions, on doit donner des seuils adaptatifs : la valeur des seuils varie d'une
itération à l'autre selon les statistiques des polygones; autrement, la segmentation s'arrête à un
nombre très élevé de polygones. A titre d'exemple, un seuil adaptatif de fusion peut être égal à
la moyenne entre les valeurs minimales et maximales de la fonction INTERHETERO. Avec
les critères sémantiques de divisions-fusions, nous n'avons pas eu besoin d'adapter les seuils
au fur et à mesure des itérations, mais plutôt au type des données (i. e. on fixe une valeur seuil
initiale utilisée à toutes les itérations).
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Figure 4.11(1) - Segmentation de la carte d'affectation du soi par les différents critères de l'APCA
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Les résultats de ees segmentations ont révélé que les critères utilisés permettent d'obtenir
différents schémas de partition. Selon l'objectif poursuivi, nous pouvons choisir les critères
appropriés. Dans notre cas, l'APCA est un algorithme de pondération des données
thématiques; par conséquent, les entités élémentaires des cartes de scores ou de poids ne
constituent pas l'information recherchée. En outre, un nombre très élevé de segments ne
contenant qu'un seul élément spatial risque de produire un PCC très sinueux. Nous avons donc
maintenu dans la suite des traitements le critère de fusion sémantique qui permet de conserver
l'hétérogénéité sans aller dans les détails des entités élémentaires (figure 4.11 (f)). Dans le cas
où la segmentation par le critère sémantique de fusions s'arrête à un nombre de segments très
élevé (ce qui risque de se produire vu qu'on n'utilise pas de seuils adaptatifs), nous pouvons
envisager deux types de fusion : on commence par un critère de fusion sémantique et on
enchaîne avec un critère de fusion statistique pour accroître la taille des polygones.
B.2. Application des critères de segmentation aux cartes des contraintes réelles
Nous avons commencé par segmenter l'ensemble des cartes S par les critères de fusion
sémantique en partant d'un nombre de germes élevé (2000). Le schéma des opérations
effectuées est donné par la figure 4.12. Cette segmentation s'arrête à un nombre de segments
relativement élevé (1159 germes). La figure 4.13 illustre le résultat de la segmentation. Nous
avons poursuivi par des fusions du type statistique appliquées sur l'ensemble des cartes de
poids Wseg segmenté.
5  Fusions sémantiques Sseg Pondération Fusions statistiques W,
Figure 4.12 - Étapes de la pondération contextuelle des cartes de contraintes
Les seuils adaptatifs utilisés consistent à choisir, à chaque itération, les valeurs minimales de
la fonction d'homogénéité intra-polygonale (INTRAHETERO) et des fonctions
d'hétérogénéité inter-polygonale (INTERHETERO). Les poids contextuels a posteriori des
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polygones sont utilisés dans la caractérisation des fonctions d'hétérogénéité qui déterminent
les critères de fusion statistiques (i. e. on a remplacé dans les expressions des équations (46) et
(47) les paramètres statistiques des scores par ceux des poids contextuels a posteriori).
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Figure 4.13 - Résultats des fusions des cartes de scores du secteur d'étude par l'APCA
B.3. Analyse des coûts des PCC de la pondération par l'APCA
Nous avons testé les deux fonctions d'hétérogénéité données par les équations (46) et (47) lors
de l'utilisation du critère de fusion statistique. Le calcul des PCC s'est fait à partir des cartes
de poids résultant des deux fonctions. Les résultats des variations des coûts en scores et des
longueurs (Sstd et Lstd) à chaque niveau de segmentation, en utilisant les deux fonctions
d'hétérogénéité, sont donnés par la figure 4.14. Une variation significative (i.e. comprise entre
5% et 25%) entre les coûts Sstd des PCC issus des deux fonctions a été observée pour
différents niveaux de segmentation. La fonction INTERHETERO4 donne des valeurs de Sstd et
de Cstd moins élevés que la fonction INTERHETERO3 dans la majorité des niveaux de
segmentation. Toutefois, on observe des fluctuations analogues à celles observées avec les
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fonctions d'hétérogénéité du SHOE. Ceci est inhérent au fait qu'il suffît d'une seule fusion
pour que le PCC change signifîcativement de trajectoire. Par conséquent, on ne peut juger de
l'efficacité d'une fonction d'hétérogénéité, quant à la réduction du coût d'un PCC, d'une
manière absolue. La seule recommandation consiste à essayer une panoplie de fonctions
d'hétérogénéité afin de maximiser les chances de réduction du coût d'un PCC.
4.4.5. Comparaison des résultats des deux algorithmes SHOE et APCA
Les coûts totaux Cstd des PCC issus de l'application des deux algorithmes aux données réelles
font l'objet de la fîgure 4.15(a). Toutes les valeurs standardisées des coûts en scores et des
longueurs sont comprises entre 0 et 1, ce qui s'explique par le fait que la segmentation des
cartes de poids permet de réduire simultanément le coût en scores et la longueur d'un PCC. On
observe que pour la majorité des niveaux de segmentation, l'APCA a donné des coûts totaux
réduits par rapport à ceux du SHOE. La figure 4.15(b) montre les détails de la différence des
coûts en scores et des longueurs; ces résultats correspondent aux fonctions d'hétérogénéité qui
ont donné les PCC les moins coûteux dans le cas des deux algorithmes. Nous remarquons que
le SHOE produit des coûts en scores des PCC signifîcativement plus bas que ceux de l'APCA
et que les longueurs des PCC issus de l'APCA sont plus faibles que celles des PCC du SHOE.
Ces différences peuvent trouver une explication dans le type de segmentation de chacun des
deux algorithmes. En effet, la principale dissimilitude dans les schémas de segmentation des
deux algorithmes réside dans la forme et la taille des segments. Dans le cas de l'APCA, les
segments sont des polygones convexes et semblables du point de vue forme et taille (figure
4.13); par contre, dans le cas du SHOE, la taille et surtout la forme des segments varient
considérablement. La fîgure 4.16 illustre les tracés d'un PCC issus de la segmentation par le
SHOE (400 segments) et d'un PCC issus de l'APCA pour un nombre égal de polygones.
D'après ces résultats, des segments semblables ont tendance à réduire la longueur du PCC.
Suite à cette comparaison, nous pouvons conclure que les schémas de segmentation des deux
algorithmes constituent des outils complémentaires dans la recherche d'un PCC; cette
observation est illustrée au niveau de la figure 4.15(b) où pour tous les niveaux de
segmentation, la différence des coûts en scores des PCC issus des deux algorithmes est
négative, alors que celle des longueurs est positive.
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4.4.6. Conclusion sur la pondération contextuelle a posteriori
L'intégration de la dimension spatiale contextuelle a posteriori aux poids a été possible à
l'aide d'outils de segmentation appliqués aux cartes de poids bruts. La segmentation a permis
de diviser l'espace en régions homogènes. Ceci a eu comme principal effet sur le PCC une
réduction de sa longueur et une augmentation de son coût en scores par rapport à un cas de
calcul d'un PCC sans segmentation; l'effet conjugué de ces variations s'est traduit par la
réduction du coût total d'un PCC par rapport aux scénarios de pondération sans segmentation.
Nous avons appliqué deux schémas de segmentation différents : le premier donne des
segments variant considérablement par leur forme et leur taille et le second fournit des
segments sous forme de polygones de Voronoï convexes et de taille semblable. Dans le cas de
la segmentation par l'APC A, nous avons obtenu des PCC de longueur réduite
comparativement à ceux obtenus par le SHOE; le coût en scores des PCC de l'APCA est plus
élevé que dans le cas du SHOE. Ainsi, il y a complémentarité entre les deux schémas de
segmentation. Dans le cas des deux algorithmes, nous avons observé des fluctuations de la
variation des coûts des PCC d'une partition à une autre due aux éventuels changements
radicaux de la trajectoire d'un PCC entre deux schémas de segmentation semblables mais non
identiques. Par conséquent, il est difficile, voire impossible, de faire converger l'outil de
spatialisation des poids a posteriori vers le coût minimal d'un PCC.
4.5. Analyse de la spatialisation contextuelle a priori de la pondération
4.5.1. Introduction et contexte d'utilisation
Dans cette section, nous examinons l'apport de la dimension spatiale intégrée a priori au
processus de la pondération par le biais du voisinage d'une entité spatiale. Seul, l'APCA est
utilisé dans cette approche vu que nous l'avons développé dans une optique de pondération
des données spatiales. L'algorithme SHOE, dont l'utilisation était possible pour la pondération
contextuelle a posteriori, ne peut être facilement adapté pour une pondération contextuelle a
priori vu la lourdeur de sa structure modulaire et la rigidité du langage dans lequel il est codé
(FORTRAN) qui ne permet pas une manipulation flexible de l'espace mémoire. La gestion
dynamique de la mémoire est importante au niveau du codage de l'algorithme de pondération
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contextuelle a priori et adaptative afin d'optimiser les traitements qui nécessitent la définition
d'une fonction de pondération par segment.
Tous les résultats rapportés dans cette section sont relatifs à l'application de la fonction de
pondération FP^i qui n'a pas l'effet de spatialisation globale discuté à la section 4.3.
L'expérimentation de l'algorithme de spatialisation contextuelle a priori des poids s'est faite
en premier lieu sur des cartes de scores artificielles; ensuite, nous avons procédé à vérifier son
applicabilité sur les cas réels des données relatives au site d'étude.
4.5.2. Application de l'APCA aux cartes de scores artificielles
Le voisinage au sens de Voronoï du premier ordre (équation (23), figure 2.3) a été considéré
pour étudier l'impact d'une pondération contextuelle a priori par le biais des fonctions FPV
définies par l'équation (27). À cet effet, nous avons produit des cartes de scores spécifiques
pour répondre aux besoins de ces simulations et nous avons ajusté l'algorithme APCA en
conséquence.
A. Caractéristiques des cartes de scores
Les cartes des scores artificielles qui ont servi lors de ces simulations sont composées
d'éléments spatiaux qui correspondent à des polygones de Voronoï (figure 3.7). Le voisinage
considéré pour appliquer les fonctions de pondération se limite aux voisins immédiats d'un
polygone. Nous avons produit quatre cartes de scores de même taille (i .e le même nombre de
lignes et de colonnes pour la même limite de résolution) et variant par la taille et le nombre de
leurs éléments spatiaux (100, 150, 200 et 300 polygones). Vu que nous avons utilisé un
voisinage de Voronoï de premier ordre, cette technique de simulation considérant différentes
tailles d'éléments spatiaux dans un même espace image permet de simuler différents niveaux
de voisinage pour une même région d'étude.
B. Paramètres de l'APCA
B.l. Paramètres de la segmentation
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Le choix d'éléments spatiaux ayant la forme de polygones de Voronoï a permis de simplifier
l'application de l'APCA. En effet, on a pu considérer un schéma de segmentation où les
limites coïncident avec les frontières des éléments spatiaux des cartes de scores en choisissant
les germes d'ensemencement qui ont servi à la fabrication de ces cartes pour initialiser la
segmentation. Ainsi, la phase de division de l'APCA devient non nécessaire vu que chaque
polygone correspond à un seul élément spatial. D'autre part, puisque le but de cette simulation
est la comparaison de la pondération à différents niveaux de voisinage qui ont été créés
artificiellement; nous n'avons pas eu besoin d'utiliser la phase de fusion de l'APCA. Par
conséquent, seules, les phases d'initialisation et de calcul des poids contextuels ont été
appliquées. Le voisinage considéré (noté vois(v) introduit à la section 3.5.3, B (algorithme en
pseudo langage)) est défini par les voisins de premier ordre du polygone v.
Pour comparer le cas contextuel au cas non contextuel, nous avons effectué deux types de
simulations sur chacune des cartes de scores : l'une avec la fonction FPVy=i et l'autre avec la
fonction FPy^i. Les cartes de poids issues de chaque scénario de pondération ont été utilisées
comme intrant à l'algorithme de recherche d'un PCC.
B.2. Paramètres de la pondération contextuelle a priori
Le calcul des poids contextuels par la fonction FPVy=i nécessite un ajustement du coefficient
apon introduit dans l'équation (42) qui permet de considérer conjointement la valeur absolue
du score et sa valeur relative par rapport aux scores des éléments avoisinants. La
détermination d'un coefficient unique ou optimisé n'est pas une tâche facile vu qu'il dépend
des données. L'alternative retenue a consisté à tester quelques valeurs de apon et à juger de
l'importance du nombre de cas où les poids contextuels des éléments spatiaux ne reflètent pas
leurs vrais scores. À cet effet, nous avons fait varier les valeurs de apon entre 0 et 1 et, à
chaque fois, on calcule le nombre de paires de polygones où il n'y a pas concordance entre les
poids contextuels et les valeurs des scores (i. e cas semblables aux valeurs soulignées dans le
tableau 3.2).
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C. Analyse et interprétation des résultats
Le tableau 4.8 résume les résultats de cette simulation pour quatre valeurs de apon (0,9; 0,5;
0,1 et 0) sur les quatre cartes de scores variant par la taille de leurs polygones (figure 4.17).
Tableau 4.8 Caractéristiques des PCC issus de l'application de FPy=i et rPVy=i sur des
images différant par la taille de leurs éléments spatiaux
'^pon ~ 0,9 '^pon 0,5 ®pon ~ 0,1 t^pon ~ 0
NP ACjjj) ASjtd ^Lgtj ACstd ALjfj] ACjtd
100 0,230 0,189 0,209 0,230 0,189 0,210 0,251 0,166 0,209 0,145 0,184 0,165
150 0,071 -0,011 0,030 0,057 0,167 0,112 0,057 0,005 0,031 -0,054 0,254 0,100
200 0,050 0,000 0,025 -0,032 -0,206 -0,119 0,040 -0,123 -0,042 -0,083 -0,155 -0,119
300 -0,010 0,017 0,004 -0,002 0,012 0,005 -0,131 -0,396 -0,264 -0,107 -0,507 -0,307
NP : nombre de polygones dans une carte de scores
ASstd, ALstd et ACstd sont dormées par les équations (61) à (63).
A(S3J = S,,(FP^., )-S3m(FPV^=, ) (61)
A(L,J = L,,(FP^., )-L,JFPV_, ) (62)
A(C,J = C,JFP^., )-C,«.(FPV,.. ) (63)
Les valeurs positives de A dans le tableau 4.8 montrent qu'une pondération contextuelle a
priori par la fonction FPVy=i génère des PCC avec des coûts en scores, des longueurs et des
coûts totaux réduits par rapport à ceux obtenus par une pondération par la fonction FPy=i. Nous
avons remarqué que pour les quatre valeurs de apon, les différences des paramètres des PCC
(ASstd, ALstd et ACstd) ont tendance généralement à diminuer au fur et à mesure que le nombre
d'éléments spatiaux NP augmente, c'est à dire que le voisinage considéré devient réduit par
rapport à la taille de la carte de scores. La valeur de apon qui permet d'avoir une pondération
contextuelle, telle que A ait les plus fortes valeurs possibles, varie selon les cartes.
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Figure 4.17 - Tracés des PCC contextuels et non contextuels
sur les cartes de scores artificielles
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La figure 4.17 montre les tracés des PCC issus des scénarios de pondération contextuelle et
non contextuelle superposés aux cartes de scores. Nous remarquons que dans les cas des cartes
ayant respectivement des nombres de polygones égaux à 100 et à 150, le scénario contextuel a
produit des tracés moins sinueux et de moindres coûts en scores, et dans les deux autres cas (i.
e 200 et 300 polygones), les longueurs des tracés et les coûts en scores des PCC issus des deux
scénarios sont comparables. La tendance décroissante de la valeur ACstd laisse envisager que
l'étendue du voisinage considérée dans le calcul des poids a un effet sur le coût du PCC;
toutefois, cette déduction ne peut être confirmée d'une manière absolue; elle doit être étayée
par d'autres simulations qui considèrent des niveaux de voisinage plus importantes. Un
diagramme de Voronoï d'ordre plus élevé que le premier ordre (annexe 4) sera un outil de
choix dans de telles simulations. Dans le cas de données réelles, la pondération contextuelle
adaptative qui fera l'objet de la section 4.6 sera utilisée afin d'étendre le voisinage par des
fusions successives et le calcul des poids contextuels à chaque niveau de voisinage.
4.5.3. Caractéristiques de la pondération contextuelle a priori par le voisinage
Dans cette section, nous procédons à une analyse des caractéristiques de la pondération
contextuelle par le voisinage par rapport à une pondération non contextuelle. L'effet du
voisinage sur le calcul des poids contextuels consiste à attribuer un poids à un élément spatial
en tenant compte de son propre score et des scores de ses voisins. Contrairement aux méthodes
de pondération décrites antérieurement, la spatialisation contextuelle des poids n'est pas une
fonction qui attribue à chaque score un poids unique à cause du fait que le même élément peut
avoir des poids différents selon son voisinage. Cette caractéristique se traduit par une plus
grande dynamique des valeurs des poids. La figure 4.18 montre les histogrammes de la
distribution des poids résultant de l'application sur une même carte de scores des fonctions
FP^i et FPVy=i. La même fonction de ré-échantillonnage a été utilisée pour transformer les
valeurs des poids de l'intervalle de valeurs réelles [0,1] à l'intervalle des valeurs entières
[0,255]. La distribution des poids calculés par la fonction FP (figure 4.18.(b)) a une forme de
Poisson tout comme la carte de scores DIS 1,45 (figure 4.18(a)) du fait que la transformation des
scores en poids ainsi que le ré échantillonnage correspondent tous les deux à un processus
linéaire. Par contre, l'histogramme de la carte de poids issue de la fonction FPV est différent
de celui de la carte des contraintes. Suite à ces observations, nous avons examiné les
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statistiques des cartes de poids obtenues par trois fonctions de pondération (FPVy=o,5, FPVy=i et
FPVy=2) appliquées sur dix cartes de scores artificielles qui diffèrent par la diversité de leurs
éléments spatiaux (i. e. différentes valeurs de m(i)) et par la distribution statistique des scores).
Nous avons cherché à expliquer les variations des coûts de PCC par les variations des
paramètres statistiques usuels des cartes de poids (moyennes, variances, coefficient de
variation). Dans le cas de sept cartes sur dix, le coût standardisé total est réduit quand la valeur
absolue de la différence entre le coefficient de variation de la carte des poids et la valeur 0,5
est faible (tableau 4.9). De plus amples investigations devraient être effectuées pour permettre
de conclure quant à la constance d'une telle relation et aux conditions de sa validité; dans ce
cas, elle pourrait être utile afin de déterminer d'éventuels critères de convergence vers
l'ensemble des solutions où l'on obtiendrait des réductions de coûts des PCC issus du scénario
de pondération par le voisinage.
Tableau 4.9 Variation des coefficients de variation des cartes des poids et des coûts
totaux des PCC
im âge 1 Cstd CV |CV-0,5| image6 Cstd CV |CV-0,5|
FPV,= , 0,362 0,487 0,013 FPV,., 0,746 0,550 0,050
FPV,=o,5 0,515 0,635 0,135 FPV,.o,5 0,836 0,430 0,070
fpv,=2 0,563 1,110 0,610 fpv,=2 1,736 1,020 0,520
image2 f std CV |CV-0,5| image7 C std CV |CV-0,51
FPV,= , 0,374 0,399 0,101 FPV,= , 0,419 0,540 0,040
FPV,=o,5 0,402 0,328 0,172 FPV,=o.5 0,629 0,378 0,122
FPV,=2 0,931 0,822 0,322 fpv,.2 0,801 1,121 0,621
images Cstd CV |CV-0,5| image8 C std CV 1CV-0,5|
FPV,., 0,315 0,500 0,000 FPV,., 0,371 0,521 0,021
FPV,.o,5 0,469 0,568 0,068 FPV,=o,5 0,460 0,830 0,330
fpv,=2 0,875 0,902 0,402 ¥PW,.2 0,597 0,480 0,020
image4 Cstd CV
0
<
1
o
image9 Cstd CV |CV-0,5|
FPV,., 0,415 0,458 0,042 FPV,= , 0,547 0,513 0,013
FPV,=o,5 0,663 0,614 0,114 FPV,.o,5 0,647 0,900 0,400
fpv,=2 1,223 1,083 0,583 FPV,.2 0,676 0,580 0,080
images Cstd CV |CV-0,5i imagel 0 C std CV |CV-0,5|
FPV,,, 0,513 0,529 0,029 FPV,., 0,493 0,571 0,071
FPV,,o,5 0,573 0,463 0,037 FPV^.o.s 0,808 0,910 0,410
fpv,=2 1,022 0,864 0,364 fpv,=2 0,767 1,490 0,990
115
1600
1400
1200
1000
800
Ë  600
400
200
0
Ii1111 IIII■1111■■Il-11 ■ I -■■ ■ - ■■■■I
1  4 7 10 13 16 19 22 25 28 31 34 37 40 43 46
Valeur des scores
(a) Histogramme de la carte DIS 1,45 : distribution de Poisson
4000
3500
3000
2500
îts 2000
500
1000
500
4  5 6 7
Valeur des poids calculés par FPy=i
10 11
(b) Histogramme de la carte de poids calculés par FPy^i
450
400 -
350 -
300
250
200
150
100
50
0 m
1  6 11 16 21 26 3! 36 41 46 51 56 61 66 71 76 81 86 91 96
Valeur des poids calculés par FPV^=,
(c) Histogramme de la carte de poids calculés par FPVy=i
Figure 4.18 - Effets de la spatiallsation contextuelle sur la distribution des poids
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4.6. Analyse de la spatialisation contextuelle adaptative de la pondération
4.6.1. Introduction et contexte d'application
Les résultats des simulations relatives à la spatialisation contextuelle a priori de la pondération
sur les cartes de scores artificielles ont montré que selon le niveau de voisinage, les fonctions
FPV peuvent engendrer des PCC dont le coût est inférieur à ceux des PCC résultants des
fonctions FP. Les cartes de scores artificielles sur lesquelles nous avons appliqué le concept de
pondération contextuelle a priori ont été conçues dans l'optique d'utiliser le voisinage de
Voronoï de premier ordre. L'application de la pondération par le voisinage sur des cas réels
nécessite une nouvelle façon de considérer le voisinage qui contient l'information contextuelle
à inclure dans le calcul des poids. Dans le cas de cartes de scores relatives au secteur d'étude,
nous avons considéré le voisinage entre les éléments spatiaux d'un même polygone (i. e.
vois(v) = v). La spatialisation contextuelle a priori appliquée aux données réelles est une
spatialisation adaptative qui commence par le calcul des poids contextuels relatifs à un
voisinage restreint que l'on étend au fur et à mesure des fusions.
4.6.2. Caractéristiques et paramètres de l'APCA
Tout comme dans le cas de la pondération contextuelle a posteriori par l'APCA, les critères de
segmentation retenus sont ceux qui effectuent des fusions selon un critère sémantique suivies
de fusions selon un critère statistique. La segmentation en polygones de Voronoï selon ces
critères permet d'utiliser le voisinage intra-polygonal comme contexte; les fonctions de
pondération y sont appliquées, vu que le contenu d'un polygone n'est pas restreint à un seul
élément spatial comme ce serait le cas si on utilisait un critère de division sémantique. Notons
toutefois que l'utilisation de critères de divisions-fusions sémantiques pourrait être d'un intérêt
en pondération contextuelle a priori et adaptative si l'on se servait des DV d'ordre plus élevé
qu'un DV simple.
Les paramètres de segmentation de l'APCA en pondération contextuelle adaptative sont les
mêmes que ceux utilisés en pondération contextuelle a posteriori (section 4.4.2). Pour avoir
des schémas de segmentation identiques entre les scénarios de spatialisation adaptative et a
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posteriori, nous avons utilisé les expressions des fonctions d'hétérogénéité utilisant les scores
(équations (46) et (47)). Ce choix permet de comparer les résultats des deux scénarios de
pondération différents et non pas de deux schémas de segmentation différents. Les paramètres
de la pondération contextuelle, en particulier apon, sont testés comme précédemment (section
4.5.2, B.2).
Nous avons analysé la pondération contextuelle (adaptative et a posteriori) en premier lieu sur
des cartes de scores individuelles (i.e. recherche d'une ligne électrique optimale à partir d'une
seule carte de contraintes); ensuite, nous avons intégré l'ensemble des cartes de contraintes
correspondant au passage des lignes électriques dans le secteur d'étude.
4.6.3. Pondération contextuelle adaptative de cartes de scores individuelles
Pour expérimenter l'effet de la dimension de voisinage sur la pondération, nous avons choisi
d'appliquer l'APCA sur chacune de deux cartes de contraintes caractérisées par la même
diversité de scores (i. e. même valeur de m(i)) et variant par la distribution statistique de leurs
éléments spatiaux qui se traduit par le fait que l'une a des éléments spatiaux épars et l'autre a
des éléments spatiaux diversifiés dans un même voisinage. Ces deux cartes sont relatives aux
ensembles Di (ensemble d'affectation de sol issu d'une carte thématique numérisée) et Dô
(ensemble d'utilisation du sol issu d'images satellitales classifiées) (figure 3.5 (a) et 3.5.(d)).
Les figures 4.19 et 4.20 illustrent les résultats de l'application de l'APCA (spatialisation des
poids a posteriori et spatialisation adaptative) sur les deux cartes de scores. Pour la carte Si
caractérisée par des éléments spatiaux épars, quel que soit le niveau de la segmentation, le
coût total du PCC est le plus faible quand la fonction FPy=i est utilisée. Pour la carte Sô, qui a
une plus grande variété d'éléments spatiaux dans un même voisinage, le coût total des PCC est
plus faible dans la plupart des niveaux de segmentation utilisant la fonction de pondération par
le voisinage (FPVy=i). L'examen détaillé des coûts en scores et des longueurs (figures 4.19 (b)
et 4.20(b)) révèle que le scénario de pondération adaptative fournit des PCC moins coûteux en
termes de scores mais plus sinueux que les PCC du scénario de spatialisation des poids a
posteriori. La réduction du coût total des PCC du scénario contextuel appliqué sur la carte Sô
est tributaire d'un compromis issu d'une importante diminution du coût en scores comparée à
l'augmentation de la longueur du tracé.
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4.6.4. Pondération contextuelle adaptative de cartes de scores multiples
A. Application de divers modes de segmentation
Les deux modes de segmentation SEG-MLTL et SEG-IND (section 2.7.3) ont été appliqués à
l'ensemble de cartes de scores réelles S. Le processus SEG-MUL produit une carte de poids
unique correspondant au résultat de la segmentation et de l'application des fonctions de
pondération aux segments résultants. Le processus SEG-IND produit une carte de poids
relative à chacune des cartes de contraintes; la carte de poids finale est la moyenne des cartes
de poids individuelles. Le graphique de la figure 4.21 montre une comparaison des coûts
totaux des FCC obtenus par un scénario de pondération adaptative (i. e. l'application de la
fonction FPVy=i à chaque niveau de segmentation) selon les deux processus de segmentation
(SEG-MUL et SEG-IND). La différence entre les coûts des FCC selon les deux processus
n'est pas stable; cependant, le mode de segmentation individuel a permis d'obtenir les FCC de
moindres coûts à différents niveaux de segmentation. La principale différence entre les deux
modes réside dans le fait que la segmentation avec SEG-IND est effectuée sur chacune des
cartes de contraintes selon ses propres critères de fusion. Nous allons maintenir le mode de
segmentation individuelle dans la suite des comparaisons avec d'autres scénarios de
pondération du moment qu'il a fournit les FCC de moindres coûts dans une majorité de
partitions.
B. Comparaison des scénarios de pondération adaptative et a posteriori
Le mode de segmentation choisi est celui de SEG-IND pour effectuer les deux types de
pondération contextuelle a posteriori et adaptative en appliquant respectivement les fonctions
FFy=i et FFVy=i à l'ensemble des cartes de contraintes dans chacune des partitions. Le
graphique de la figure 4.22(a) illustre une comparaison des coûts totaux des FCC obtenus suite
à l'application des deux fonctions de pondération. D'après ces résultats, pour des voisinages
restreints (i. e. nombre de polygones compris entre 180 et 80), la fonction FFy=i a permis
d'avoir, dans certaines partitions, des coûts en scores significativement réduits comparés à
ceux obtenus par la fonction FFVy=i (i.e. ASstd > 5%); cette tendance s'inverse pour un nombre
de polygones compris entre 70 et 30.
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Les observations précédentes sont analogues à celles des simulations sur des cartes artificielles
(section 4.5.2) où nous avons noté qu'un scénario de pondération contextuelle a priori a
produit des PCC plus ou moins coûteux par rapport au scénario de pondération non
contextuelle et ce, selon le niveau de voisinage considéré. Le graphique 4.22(b) donne la
différence des coûts en scores et des longueurs entre les deux types de pondération à différents
niveau de segmentation; la réduction du coût total d'un PCC issus du scénario de la
pondération contextuelle adaptative (intervalle de polygones compris entre 30 et 70) est
tributaire d'un compromis entre un tracé plus sinueux et moins coûteux en termes de scores.
4.6.5. Mixage de la spatialisation globale et contextuelle des poids
Dans cette section, nous examinons l'effet de l'utilisation conjointe d'une fonction qui a pour
effet une spatialisation globale qu'on se propose d'adapter à un contexte spatial relié au
voisinage. Pour ce faire, nous avons appliqué les fonctions FPy=o,5 et FPVy=o,5 sur la carte de
pente (D?) sachant à partir des analyses précédentes (section 4.3.2) que le coefficient de
discrimination y égal à 0,5 (équation (13)) a un effet de spatialisation globale tel que le coût
d'un PCC résultant de la carte de pente se trouve réduit par rapport au cas où l'on n'utilise pas
de processus de spatialisation globale. Le but de ce test est d'examiner l'effet d'une
spatialisation par le voisinage de la fonction FPy=o,5. La figure 4.23 illustre les comparaisons de
coûts totaux des PCC issus des différents scénarios de pondération. Le premier graphique
(figure 4.23.(a)) montre que pour tous les niveaux de segmentation examinés, il y a une
réduction du coût total des PCC par l'adaptation de la fonction de pondération FPy=o,5 au
voisinage. La figure 4.23 (b) compare les coûts totaux des PCC issus des fonctions FPVy=i et
FPVy=o,5. Nous notons que les coûts totaux des PCC résultants de l'application d'une fonction
ayant un effet de spatialisation globale (i. e. FPy=o,5) sont réduits par rapport à ceux de la
fonction de pondération linéaire. Dans le cas des deux graphiques, la différence entre les coûts
totaux n'est pas constante (fluctuations discutées antérieurement). Malgré ce fait, nous avons
noté à tous les niveaux de segmentation que les coûts des PCC issus d'une carte de contrainte
relative à la pente du terrain sont réduits par l'utilisation conjointe de la spatialisation globale
et de la spatialisation contextuelle adaptative.
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4.7. Commentaires et recommandations sur la spatialisation contextuelle a priori et
adaptative des poids
L'intégration du voisinage d'une entité spatiale au calcul de son poids a été étudiée sur des cas
simulés et sur des cas réels. Dans le cas de contraintes artificielles, pour une même zone
d'étude, nous avons simulé différents niveaux de voisinage auxquels nous avons adapté les
fonctions de calcul des poids. Une réduction du coût de PCC résultant a été observée sur les
cartes où le niveau de voisinage est étendu relativement aux dimensions de la carte; dans le cas
où le voisinage considéré est restreint, nous n'avons pas observé une différence notable entre
les PCC des deux scénarios. Puisque les conditions d'application des fonctions de pondération
(contextuelle et non contextuelle) sont les mêmes, on peut conclure que la différence des coûts
des PCC est due à l'effet de la dimension spatiale intégrée au calcul des poids. Dans le cas des
contraintes réelles, nous avons obtenu des résultats analogues à ceux des cas simulés; en
particulier, une réduction du coût total des PCC observée quand l'information contextuelle
intégrée a priori est relative à des voisinages étendus.
Une explication intuitive de l'effet de l'intégration explicite du voisinage à la pondération peut
être donnée comme suit : dans le cas d'un voisinage étendu, l'intégration du contexte aux
fonctions de pondération confère aux poids une information reflétant les interactions possibles
à l'échelle locale et menant à un scénario de pondération tel que le PCC résultant est meilleur
en termes de coûts comparé à un PCC issu d'une pondération non contextuelle. Par contre,
pour des voisinages restreints, l'information contextuelle devient trop locale, et donc
insuffisante, pour refléter toutes les interactions possibles d'un élément spatial avec son
contexte.
D'un point de vue analytique, l'examen des caractéristiques des cartes de poids obtenues à
partir d'un scénario de pondération contextuelle appliqué aux cartes de contraintes artificielles,
a révélé que la dynamique de variation des poids est large (à un même élément spatial,
différents poids lui sont attribués selon son contexte, (figure 4.17)). Cette caractéristique de la
pondération contextuelle explique le fait que d'une manière générale, on a observé que le
scénario contextuel génère des tracés de PCC plus sinueux, traduisant le fait que le PCC
privilégie, dans ce cas, le passage par des régions ayant des entités spatiales moins contrastées.
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Par contre, un scénario de pondération non contextuelle confère à deux régions ayant les
mêmes scores, les mêmes poids et ce, quelle que soit la diversité de leurs entités spatiales
respectives; ce qui génère des FCC potentiellement moins sinueux.
L'examen des caractéristiques statistiques des cartes de poids contextuels a en outre permis
d'expliquer, dans 70% de cartes de contraintes simulées examinées, la variation du eoût d'un
FCC par la variation du coefficient de variation de la carte de poids. Nous pourrons investir
davantage dans la recherche de telles relations afin de comprendre l'effet de la dimension
spatiale sur la génération de scénarios de recherche de FCC plus avantageux que les schémas
de recherche conventionnels.
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5. Conclusion
5.1. Conclusions générales
La présente recherche visait en premier lieu le développement d'une approche de pondération
des données multisources représentant les contraintes relatives aux projets d'aménagement.
L'étude des multiples aspects de l'intégration explicite de la dimension spatiale aux différentes
étapes du processus de la pondération a constitué la pierre angulaire du travail. A cet effet, un
cadre conceptuel basé sur la théorie des ensembles a été utilisé pour représenter les données
spatiales, leurs caractéristiques et les interrelations qui les régissent. Cette représentation a en
outre servi comme cadre formel de l'intégration de la dimension spatiale aux différentes
fonctions de pondération appliquées sur les cartes de contraintes à partir desquelles on
cherchait à réduire le coût total d'un plus court chemin. Deux concepts de spatialisation des
poids ont été étudiés; l'un est basé sur une intégration de l'information spatiale du type global,
l'autre utilise une information locale liée au voisinage des éléments spatiaux pondérés.
L'utilisation de fonctions de pondération algébriques et matricielles régies par un potentiel de
discrimination entre les scores qui traduisent les contraintes a constitué l'approche de
spatialisation globale. Le poids d'une entité spatiale est déterminé par des fonctions qui ont un
pouvoir de discrimination tel que les scores les plus fréquents sont rehaussés. Dans certains
cas, ce scénario de spatialisation des poids a permis de trouver un compromis - entre une
faible longueur du PCC et son coût en scores - qui a réduit le coût total du PCC comparé aux
coûts obtenus par des scénarios de pondération conventionnels. Outre son application à des
cartes de contraintes réelles, l'approche globale de spatialisation des poids a fait l'objet d'une
validation statistique par le test de Student où les échantillons utilisés correspondent aux PCC
calculés à partir de cartes de contraintes artificielles. Dans d'autres cas de figures, la
discrimination des poids a eu un effet tel que les PCC résultant sont plus coûteux. Suite à ces
observations, nous avons recommandé de définir les limites de discrimination d'une fonction
de pondération de sorte que l'effet de spatialisation globale recherché n'effectue pas un
rehaussement amplifié des scores les plus abondants au détriment des scores les moins
fréquents.
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La pondération contextuelle des poids est effectuée moyennant l'intégration d'une information
spatiale locale aux fonctions de pondération et ce, par des outils de voisinage et de
segmentation. Deux scénarios de pondération sont proposés : la spatialisation des poids a
posteriori et la spatialisation des poids a priori. Deux algorithmes de segmentation ont permis
d'effectuer la spatialisation des poids. L'algorithme SHOE (Segmentation Hiérarchique à
Optimisation par Étapes) est utilisé afin d'effectuer la spatialisation contextuelle a posteriori
des poids par le biais de fusions des segments ayant des poids similaires. L'algorithme APCA
(Algorithme de Pondération Contextuelle Adaptative) est développé eomme outil intégrant les
différentes approches eontextuelles de spatialisation des poids étudiées dans eette reeherche.
La segmentation par l'APCA se fait selon des divisions-fusions dans une structure de
diagrammes de Voronoï.
Les eartes de poids issues des contraintes relatives au passage de lignes électriques dans la
région de Sherbrooke sont utilisées eomme intrants aux deux algorithmes pour tester l'effet de
la spatialisation des poids a posteriori. Dans les deux schémas de segmentation, nous avons
obtenu une diminution du coût total d'un FCC comparé au scénario de pondération où les
poids ne sont pas spatialisés. Nous avons noté cependant d'importantes fluctuations de
variations de coûts entre des segmentations assez semblables. Les approehes de segmentation
des deux algorithmes se sont avérées complémentaires quant à la réduetion du coût total d'un
FCC; cette complémentarité est due principalement aux différents schémas de segmentation
des deux algorithmes. Les polygones convexes de Voronoï génèrent les tracés de FCC les
moins sinueux permettant ainsi d'atteindre un compromis entre une faible longueur et un coût
en termes de contraintes réduit.
La spatialisation eontextuelle a priori des poids est effectuée par les outils de voisinage et de
segmentation de l'AFCA. Nous avons simulé sur des cartes de contraintes artificielles
différents niveaux de voisinage avec l'utilisation de diagrammes de Voronoï de premier ordre;
à chaque niveau de voisinage, nous avons adapté les fonctions de pondération. L'application
de la pondération contextuelle a priori aux cas réels est une pondération eontextuelle
adaptative où les fonctions de pondération sont mises à jour à chaque niveau de voisinage
considéré. L'effet de l'intégration du voisinage au calcul des poids a généré des poids variant
129
sur une large dynamique de valeurs du fait que les régions similaires par leurs scores mais
dissemblables par leur homogénéité sont pondérées différemment. Par conséquent, les tracés
des FCC obtenus par les scénarios contextuels sont généralement plus sinueux que les tracés
issus de scénarios de pondération conventionnelle. Dans le cas où le voisinage intégré dans le
calcul des poids est relativement étendu, les coûts totaux des FCC sont plus faibles et ce,
malgré leur plus fortes longueurs.
À partir de la comparaison des différentes approches de spatialisation des poids (i. e.
l'approche globale, l'approche contextuelle a posteriori et l'approche contextuelle a priori),
on a remarqué que la diminution du coût d'un FCC est réalisée quand il y a compromis entre
sa longueur et son coût en scores. La spatialisation globale s'est avérée profitable quand on
prend en considération les particularités de la distribution des fréquences des scores. Le
potentiel de la pondération contextuelle par le voisinage réside dans le fait qu'il existe plus
d'une façon d'intégrer l'information contextuelle au calcul des poids; dans notre cas, nous
avons utilisé celle qui met l'accent sur le contraste entre les entités spatiales, mais on peut
envisager d'autres fonctions utilisant des paramètres englobant un maximum d'information
locale (e. g. paramètres statistiques, gradients, etc.).
En guise de conclusion générale, l'intégration explicite de la dimension spatiale aux modèles
de pondération a un potentiel dans l'amélioration des outils d'aide à la décision et ce, par le
biais de simulation de diverses scénarios liés directement à la spécificité des données spatiales.
5.2. Implications de la spatialisation de la pondération sur l'analyse multicritère
La reeherche effectuée s'inscrit dans le cadre d'aide à la décision pour solutionner des
problématiques d'ordre spatial. Ce domaine peut être divisé en deux sous-domaines : l'analyse
multivariée, essentiellement quantitative, et l'analyse multicritère qui comporte une part
qualitative. Les approches développées dans ce travail relèvent du sous-domaine de l'analyse
multivariée et visent à déterminer un tracé optimal d'une ligne électrique en prenant en
considération l'ensemble de contraintes préalablement établies par Hydro-Québec. Il est
cependant important de souligner que le problème d'optimisation du tracé d'une ligne
électrique, comme tout autre problème d'aménagement, fait intervenir une panoplie de
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contraintes dictées par un ensemble d'intervenants allant de l'institution chargée d'exécuter le
projet jusqu'aux intervenants les plus farouchement opposés, en passant par les groupes
d'intervenants socio-économique, politique, etc. Dès lors, on ne peut prétendre apporter une
solution unique au problème qui répondra aux besoins de ces différents acteurs. Les outils
développés dans cette recherche utilisant les eontraintes formulées par un seul intervenant ont
permis d'avoir des solutions de tracés de moindre coûts parmi les solutions résultant des
différents scénarios de pondération. Pour tenir compte de l'ensemble des contraintes du projet,
les seuls outils basés sur l'analyse spatio-thématique multivariée deviennent insuffisants pour
parvenir à une solution unique au problème. A cet effet, une analyse multicritère subséquente
doit être menée pour désigner la solution à retenir parmi les différentes choix de solutions
trouvées à partir des contraintes de chacun des intervenants considérées à part. Ainsi, les outils
de spatialisation développés dans ce travail se situent à un niveau d'analyse antérieur par
rapport à une analyse multicritère.
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Annexe 1 - Exemple d'application de la règle de Bayes à la pondération
Le présent exemple se rapporte à une pondération utilisant la règle de Bayes (Wang and
Unwin, 1992).
Soient Cj^ les classes d'occurrence d'un phénomène spatial, F. les facteurs responsables, et CFj^
les catégories du facteur F,. Pour des fins d'illustration, considérons l'exemple de la
cartographie des risques de glissement de terrain. Les facteurs, les catégories des facteurs et
les classes d'occurrence peuvent être par exemple:
F. : type de sol, pente, précipitations;
CFj^: sol argileux, sol rocailleux, sol sablonneux;
C^: risque très élevé, risque moyen, risque faible.
L'application du théorème de Bayes au problème de la pondération consiste à tenir compte de
la distribution spatiale des catégories en calculant la probabilité d'occurrence d'une catégorie
CFj^ se trouvant dans une certaine classe de risque. Ceci se fait en se basant sur une
connaissance a priori à partir du procédé qui utilise la logique booléenne. Dans ce cas, la
probabilité d'occurrence d'une catégorie est :
P(CJCF.j)P(CJ
L'occurrence d'une classe de risque n'est pas utilisée comme événement (comme c'est le cas
dans une classification par maximum de vraisemblance par exemple) mais c'est plutôt le degré
d'association d'une catégorie CF.. à une classe C. qui sera considéré comme l'événement dont
IJ K
on cherche à estimer la probabilité en se basant sur une connaissance préalable. Le calcul des
probabilités de la partie droite de l'expression (1) se fait en se basant sur la cartographie du
risque par la logique booléenne. À l'aide de ces probabilités, il est possible de calculer un
indice de risque de chaque catégorie qui sera considéré comme le poids de la catégorie.
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Annexe 2 - Types des données spatiales
Ces définitions sont recueillies à partir des notes de cours «Méthodes quantitatives en
géographie» (Département de géographie et télédétection, Université de Sherbrooke).
Les données doivent tout d'abord être caractérisées selon qu'elles sont qualitatives ou
quantitatives, selon qu'elles constituent une série numérique continue ou discrète, et selon
l'échelle de variation qui leur est propre. Le niveau de mesure qualitatif correspond à l'échelle
de variation ordinale, tandis que le niveau quantitatif correspond aux échelles de variation
d'intervalle et de rapport. Les définitions suivantes permettent de distinguer entre les
différentes échelles.
- L'échelle de variation nominale : situe chaque observation dans une catégorie qualitative
d'un classement. Cette échelle permet de distinguer chaque observation ou chaque variable
rattachée à une observation ou à une catégorie.
- L'échelle de variation ordinale : place chaque observation en ordre, en rang selon un
critère spécifié. Cette échelle permet de dire ce qui vient avant et après une observation ou
une catégorie selon le critère spécifié. Toutefois, on ne peut définir la distance entre les
observations.
- L'échelle de variation d'intervalle : consiste à spécifier de façon quantitative la distance
qui sépare deux catégories. Cette distance est indiquée par une valeur quantitative basée
sur une origine arbitraire. Une telle échelle permet d'indiquer la distance précise, l'étendue
entre chaque catégorie, mais ne permet pas d'effectuer de calculs sur les valeurs elles
mêmes. Exemple : échelle de température où le degré zéro est arbitraire.
- L'échelle de variation de rapport (ratio) : consiste à spécifier de façon quantitative la
distance qui sépare deux catégories. Cette distance est indiquée par une valeur quantitative
basée sur une origine, sur un zéro qui n'est pas arbitraire, donc qui indique l'absence de
valeur. A cette échelle, il est possible d'appliquer des calculs de rapport entre les quantités
et de leurs appliquer des mesures statistiques.
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Annexe 3 - Calcul des poids par la méthode du vecteur propre
Les définitions suivantes sont données par Saaty (1980) et Saaty (1987).
Soit A une matrice de comparaison de la forme:
e^ e.
j
e
n
^2
^11
^21
^12
^22
a,.
a^j
a.
In
a.
2n
A = e.
i ^il ai2 ... a..ij
a.
m
e
n ^nl ^n2 - anj
a
nn
e. est un élément de l'ensemble des éléments à comparer et a.^ est une valeur qui signifie que e.
est a. fois plus important que e^-Si nous désignons par X un vecteur indicateur des poids
globaux d'importance des éléments, le produit de la matrice A par le vecteur X (A.X)
représente un vecteur dont chaque composante (A.X)^ dorme un indice global de l'importance
de l'élément cj par rapport aux autres éléments. Si les valeurs a., sont issues de mesures
précises des caractéristiques des éléments e. et e^ ( par exemple leurs poids en grammes w. et
w ), alors la matrice A devient:
y
e^ e.
j
e
n
^2
Wj/Wj
w^/w,
W,/W2 ...
W2/W2 ...
w,/w. ...
•  J
wJw. ...
2  J
w,/w
1  n
w./w
2  n
A= Cj w./w,
1  1
w./w. ...
1  2
w./w. ...
'  J
w./w
I  n
®n w /w,n  1 W /w, ...n  2 w /w. ...n  J
w /w
n  n
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Une telle matrice est dite cohérente car la condition doimée par l'équation (1) est vérifiée.
^ Sjj j aik ~ aijajk (1)
Une matrice cohérente de rang n admet comme valeur propre principale n. Le vecteur X des
poids des éléments d'une matrice cohérente est alors égal à son vecteur propre principal w
(équation (2)).
Aw = nw (2)
Si nous n'avons pas d'échelle de mesure telle que les valeurs a^ puissent répondre à la
condition de cohérence (ce qui est souvent le cas dans des problèmes d'évaluation), la solution
à notre problème devient celle de l'équation (4) où est la valeur propre maximale de la
matrice A'=(a'.p (les valeurs a^^ de la matrice d'évaluation A sont transformées en a'., tel que
a'..=l/a'...
j' y
A'w'=A.maxW' (3)
ou encore
(A'-k_l)w'=0 (4)
OÙ
I : la matrice identité.
Le choix du vecteur propre relatif à la valeur propre maximale comme solution dans le cas
d'une matrice incohérente a été justifié par Saaty comme suit : si X est un vecteur estimé des
poids, la multiplication itérative de X par AJX permet d'avoir de nouveaux estimés tels que
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le résultat final converge à un multiple du vecteur propre principal; ce qui peut s'écrire
mathématiquement comme le montre l'équation (5).
lim (—^a''x) = '^w (5)
k->«>
ou
k : nombre d'itérations;
c : constante.
Il existe d'autres moyens pour déterminer un vecteur poids à partir de la matrice de
contingence (Saaty, 1980, p 19), mais la condition de cohérence fait que le meilleur moyen est
celui du vecteur propre de la matrice issu de sa valeur propre maximale. La valeur est
toujours supérieure au rang de la matrice n. Pour une matrice proche de la condition de
cohérence, est proche de n. Ainsi, Saaty a défini un indice de cohérence CI (équation (6))
{Consistency Index) qui mesure le degré de cohérence de la matrice.
CI=**"°"-n) (6)
(n-1)
Si RI (équation (7) {Random Index) est une valeur moyenne de CI calculée pour une matrice
de même taille que A mais qui a été générée d'une manière aléatoire, alors le ratio de
cohérence CR {ratio consistency) est défini par:
CI
CR = — (7)
RI
D'après Saaty (1987, pl72), CR ne doit pas dépasser 10% pour avoir une cohérence
acceptable.
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Annexe 4 - Différents types de diagrammes de Voronoï
1. Diagrammes de Voronoï simples
Un diagramme de Voronoï simple peut être défini dans le plan P relativement à un ensemble
de germes G par :
G= {gi,g2, .. givgn} (1)
V(gi ) = {p e P; d(p,gi) < d(p,gj), V j ^  i, i = 1,2, ...n} (2)
V(G) = { V(g,), V(g,), V(g.),... V(gJ} (3)
2. Diagrammes de Voronoï pondérés
Si à chaque point gj de G on associe un poids (ûj, on définit un diagramme pondéré Vo, de la
même façon qu'un diagramme simple tout en prenant en considération les poids relatifs des
germes. La définition d'un DV pondéré multiplicatif est comme suit;
V^Cgj) = {p € P ; d(p, g.) œj < d(p, g.) roj , V j i, i = 1, 2, ...n} (4)
V,(G)= {V^(g,), VJg,), VJgp,... V^(g„) } (5)
3. Diagrammes de Voronoï d'ordre élevé
Pour toute paire de points g., g. de P, on définit V(g., g.) comme étant la zone d'influence de g.
et g. ou, en d'autres termes, les points dont la distance à g^ et g. sont toutes les deux inférieures
à la distance de tout autre point de P. Ce diagramme est appelé DV d'ordre 2.
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V(gi, gj) = {p e P; d(p, gj) < d(p, g^) et d(p, g.) < d(p, g^), V g^ e G \ {g.,g.}} (6)
On peut étendre la définition à l'ordre 3, 4 voire k. Dans ce cas, on parle de DV d'ordre k. Pour
ce faire, on désigne par Gi(k) le sous-ensemble de G des k points énumérés relativement à g.
(équation (7)).
Gi(k)={gi,,gi2.-gjk} (7)
où g., e G, i = l,netj =l,k.
Le DV d'ordre k, V(Gj(k)) est défini comme suit:
V(G.(k)) = { p e P; d(p,g;,) < d(p,gp;
d(p>gi2) ^ d(p>gj);
d(p,gik) <d(p,gp;
Vp.€G\G.(k)} (8)
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Annexe 5 - Algorithme de Dijkstra
L'algorithme de Dijkstra s'applique à un graphe orienté (i.e. un sens unique entre les nœuds du
réseau), positif (i.e. les poids ou les distances sont des valeurs réelles positives) et connexe
(i.e. il est toujours possible de relier entre eux deux nœuds par une série d'arcs). Nous
présentons l'algorithme de Dijkstra tel qu'il a été donné par Goodman et Hedetniemi (1977).
Soient les paramètres suivants pour caractériser le graphe:
Vo : le nœud de départ du graphe;
W  : le nœud terminal du graphe;
M  : le nombre de nœuds dans le graphe;
N  : le nombre d'arcs dans le graphe;
A(I,J): la distance de l'arc reliant le nœud 1 au nœud J;
A(I,J) = l'infini s'il n'existe pas d'arc reliant I à J;
A(I,I) = 0 pour tout 1=1, ...M.
L'algorithme comprend 5 étapes.
Étape 1
- Donner des étiquettes à tous les nœuds.
- Repérer le nœud de départ Vo : le nœud Vo devient MARQUÉ.
Étape 2
-  Initialiser les variables
DIST(U) =A(Vo,U) pourU= 1,...M.
DIST(Vo)= 0 et PROCHAIN = Vo (Vo devient EXAMINÉ).
Étape 3
-  Itérer
tant que le nœud W n'est pas EXAMINÉ (i.e. PROCHAIN * W) procéder aux étapes 3
et 4.
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Étape 4
- Déterminer la plus petite valeur DIST(U) pour tous les nœuds U non encore EXAMINES.
- DIST(U) = Min [ DIST(U); DIST(NEXT) + A(NEXT, U)].
Étape 5
- Repérer le nœud U qui répond à la condition de l'étape 4, soit U EXAMINE.
- Le nœud U qui est alors EXAMINE va devenir le PROCHAIN (PROCHAIN = U) .
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Annexe 6 - Algorithme itératif de partition en diagrammes de Voronoï
Nous décrivons dans cette annexe l'algorithme itératif de génération de diagrammes de
Voronoï dormé par Ohya et al., (1984). Cet algorithme permet la génération d'un diagramme
de Voronoï DV(n) à partir d'un ensemble de n points se trouvant dans une aire carrée notée S
(S = { (x,y) I 0 < X, y < 1}). La méthode consiste à générer un DV(3) pour les trois points dont
les coordonnées sont données par les équations (1) (2) et (3). L'initialisation avec ces trois
points garantit que le DV obtenu ne sera pas infini. Ensuite, le DV est mis à jour en calculant
DV(4), DV(5),....DV(l),...DV(n). La remise à jour du diagramme par l'insertion d'un nouveau
germe est dite méthode d'incrémentation quaternaire (figure 1). Ainsi, le calcul du DV se fait
selon un processus d'incrémentation. La structure selon l'arbre quaternaire permet d'ordonner
les germes à chaque itération (figure 2).
Pi =
'  V2 ^
0,5; —+ 0,5
V  2 ,
(1)
P2 =
V6
-3 —+ 0,5;-3—+ 0,5
4  4
(2)
P3 =
n Vô V2 '
3—+ 0,5;-3—+ 0,5
4  4
(3)
Algorithme
Étape 1
•  Trouver l'entier positif k tel que 4*^ soit le plus proche de n.
• Diviser S en 4*^ blocks.
•  Construire l'arbre quaternaire.
Étape 2
- Renuméroter les germes par l'ordonnancement quaternaire.
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Étape 3
- Construire DV(3) relatifs aux points pi, p2 et ps.
Étape 4
Pour 1 = 4, 5, ...n :
-  trouver pi (1 < i < 1-1) le plus proche de pi;
-  trouver les points d'intersection wi et wi de la bissectrice des points pi et pi avec les limites
de V(pi) (figure 1);
- construire la séquence (wiW2, W2W3, Wm-iWm, WmWi) correspondant aux segments
formant les limites du présent diagramme;
- mettre à jour l'arbre quaternaire de la nouvelle structure et renommer le diagramme
résultant DVi.
Étape 5
- Retourne DV = DV(n).
3 \
Figure 1 - Mise à jour d'un DV par insertion d'un germe pi(tiré de Okabe et al., 1992)
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Figure 2 - Points distribués aléatoirement et l'arbre quaternaire correspondant (tiré de
Okabe et al., 1992)
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Annexe 7 - Caractéristiques d'un graphe matriciel
L'algorithme du plus court chemin (PCC) de Dijkstra dans le cas d'un graphe matriciel
s'applique à une carte de poids dont les noeuds sont les centres des pixels connectés par des
liens (figure 1). Chaque lien a une impédance qui représente le coût de le traverser. Cette
impédance est dérivée à partir des poids des pixels dont les centres sont reliés par le lien et à
partir du sens du mouvement entre les deux centres. Si le mouvement d'un centre à l'autre se
fait dans le sens des quatre voisins directement connectés au pixel, l'impédance du lien
permettant le déplacement du pixel 1 au pixel 2 est donné par l'équation (1). Si le mouvement
se fait dans le sens de la diagonale, l'impédance du lien entre les pixels 1 et 3 est donnée par
l'équation (2).
■y / ► Pixel 3 (cûpjj
\ \
/S,/
rA (L.
^ Pixel 1 (cOpi^i)
^ Pixel ^ ((ù )
d'impédance a2
Lien entre les pi
d'impédance a,
Figure 1 - Graphe matriciel d'une image de 4x4 pixels utilisé dans le calcul du PCC
a, =
®pixl "''®pix2
(1)
a, = 'Jl ®pixl ®pix2 ^ (2)
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Annexe 8 - Méthode d'évaluation d'impact d'Hydro-Québec
Les résistances établies par Hydro-Québec en matière d'évaluation environnementale et
technique sont issues de la combinaison des trois niveaux majeurs d'impact appréhendés et de
cinq valeurs accordées à l'élément (Hydro-Québec, 1990). La notion d'impact appréhendé
correspond à la propriété d'un élément des milieux naturel, humain ou du paysage, d'être
modifiée à la suite de l'implantation d'une ligne ou d'un poste et d'être à la source de difficultés
techniques pour l'implantation du projet. Les trois niveaux d'impact appréhendés sont définis
comme suit dans les prochains points.
- Un impact appréhendé est fort lorsqu'un élément :
- est détruit ou fortement modifié par l'implantation du projet;
- occasionne des difficultés techniques majeures pour l'implantation du projet qui
augmentent significativement son coût ou diminuent l'efficacité et la fiabilité du
réseau;
- Un impact appréhendé est moyen lorsqu'un élément :
- est altéré par l'implantation du projet; cette altération diminue la qualité de l'élément
sans mettre en cause son existence à l'intérieur du tracé du réseau ou de l'emplacement
du poste;
- occasionne des difficultés techniques notables pour l'implantation du projet sans
remettre, cependant, en cause la faisabilité économique ou technique du projet;
- Un impact appréhendé est faible lorsqu'un élément :
- est quelque peu modifié par l'implantation du projet;
- occasionne des difficultés techniques mineures pour l'implantation du projet ayant peu
ou pas de répercussions sur les coûts de réalisation du projet ou sur la fiabilité du
réseau.
La notion de valeur accordée à l'élément est basée sur un jugement global exprimant sa valeur
intrinsèque, sa rareté, son importance, sa situation dans le milieu ainsi que la législation. Cette
évaluation est basée sur une pondération de la valeur accordée à l'élément par les spécialistes,
par l'équipe d'environnement et par le public. Les cinq niveaux de valeurs sont définis comme
suit dans les prochains points.
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- La valeur de l'élément est légale ou absolue lorsqu'un élément est protégé, ou en voie de
l'être par une loi qui interdit ou contrôle rigoureusement l'implantation du projet, ou qu'il
est très difficile d'obtenir des autorisations gouvemementales pour implanter le projet.
- La valeur de l'élément est forte lorsqu'il présente des caractéristiques exceptionnelles dont
la conservation ou la protection font l'objet d'un consensus.
- La valeur de l'élément est moyenne lorsqu'il présente des caractéristiques dont la
conservation ou la protection représentent un sujet de préoccupation importante sans faire
l'objet d'un consensus général.
- La valeur de l'objet est faible lorsque sa conservation ou sa protection sont l'objet d'une
faible préoccupation.
- La valeur de l'objet est très faible lorsque sa conservation ou sa protection ne sont pas
l'objet de préoccupation de la part du public ou des spécialistes.
La combinaison des trois niveaux d'impact appréhendés et des cinq degrés de valeur permet
d'obtenir six degrés de résistances.
- La contrainte ou résistance absolue réfère à un élément protégé par une loi régissant
l'implantation de l'équipement envisagé, de sorte que cet élément doit absolument être
évité. Elle caractérise également un élément qui crée des difficultés techniques quasi
insurmontables nécessitant, pour les résoudre, des investissements trop importants.
- La résistance très forte réfère à un élément qui ne peut être touché qu'en cas d'extrême
nécessité. Au plan technico-économique, la résistance très forte représente un espace qui
ne doit être occupé qu'en cas d'absolue nécessité, en raison des difficultés techniques et
économiques majeures auxquelles serait exposée l'implantation de l'équipement dans ces
espaces.
- La résistance forte réfère à un élément à éviter dans la mesure du possible en raison de
l'importance que lui confèrent sa valeur et/ou sa fragilité intrinsèque, ou en raison du
risque des difficultés techniques génératrices de coûts supplémentaires importants.
- La résistance moyenne réfère à un élément qui peut, avec certaines réserves au plan
environnemental ou technico-économique, être retenu pour l'implantation du projet.
L'élément de résistance moyenne impose, cependant, l'application de mesures d'atténuation
particulières ou implique des investissements additionnels.
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La résistance faible réfère à un élément auquel il est possible de toucher moyennant des
restrictions environnementales ou technico-économiques minimales.
La résistance très faible réfère à un élément auquel il est possible de toucher sans
restrietions ou qui n'entraînera aucun inconvénient d'ordre technico-économique.
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Annexe 9 - Caractéristiques des lois z et t
La source des notions statistiques suivantes est Gilbert (1978).
Les distributions des lois z et t permettent de vérifier des hypothèses sur les différences des
moyennes d'échantillons indépendants. Dans le cas de la loi z, la valeur tabulaire Ztab est
trouvée à partir de a (à chaque niveau de signification, correspond une valeur z). Dans le cas
de la loi t, il faut tenir compte du degré de liberté en plus du niveau de signification pour
trouver la valeur tabulaire ttab- H convient de noter que lors de l'utilisation de la loi t, les
expressions de tcai et du degré de liberté varient selon que les deux populations ont la même
variance ou non. L'expression générale de tcai (ou de Zcai) est donnée par l'équation (1).
"(x-v)
où
X : moyenne d'un échantillon de la variable X;
Y : moyenne d'un échantillon de la variable Y ;
px : moyeime de la population de la variable X;
Py: moyenne de la population de la variable Y ;
a(x-Y) : éeart-type des différences des moyenne des échantillons X et Y.
L'expression de Zcai est la même que celle de tcai, la différence entre les deux lois réside dans
l'expression de calcul de a(x-Y) • Dans le cas où les deux populations n'ont pas la même
variance, ce qui représente le cas le plus général, les expressions données par les équations (2)
et (3) correspondent respectivement à tcai de Student et au degré de liberté.
_ (X-Y)-(p^-p^)
'•cal ~ f—I Y'
V"x ny
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DL =
\2
+ n
V^X nY y
\2
v^xy nx+1
n +
/  2
Sv
y
(3)
Hy +1
OU
Sx
Sy
nx
ny
tcal
DL
: écart-type de réchantillon de la variable X;
: écart-type de réchantillon de la variable Y;
: effectif de l'échantillon de la variable X;
: effectif de l'échantillon de la variable Y;
: valeur de Student calculée;
: degré de liberté.
La figure 1 montre l'intervalle d'acceptation et de rejet de l'hypothèse nulle Ho dans le cas
d'un test bilatéral (Hi est une égalité) et d'un test unilatéral (Hi est une inégalité).
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M
n
Zone d'acceptation de Ho
Zone de rejet de Ho
aire = a
(a) Test unilatéral de Student
"''ïtab
Zone d'acceptation de Ho
Zone de rejet de Ho
aire = a/2
(b) Test bilatéral de Student
Figure 1 - Intervalles d'acceptation et de rejet des hypothèses par le test de Student
