Mathematical models and experiments on transformation are reported testing the hypothesis that sex and diploidy evolved as a DNA repair system. The models focus on the origin of diploidy and sex by studying selection between asexual haploids, sexual haploids, and diploids. Haploid cells are efficient replicators, while diploid cells are resistance to damage. A sexual haploid may combine the advantages of both: spending much of its life cycle in the haploid state, then temporarily fusing to become diploid, followed by splitting to the haploid state. During the diploid state DNA damage can be repaired, since there are two copies of the gene in the cell and one copy is presumed to be undamaged. Five basic rate parameters are employed: birth and death; genomic damage (for the haploids alone); and, for the sexual cell, fusion and splitting. Parameter space bifurcation diagrams for the equilibria are drawn, and solutions of the equations are described in terms of these diagrams. Each type of cell has a region of the parameter space that it occupies exclusively (given its initial presence in the competition). The haploid wins in environments characterized by low damage. The diploid wins in environments characterized by high damage, low mortality, and abundant resources. In general, only a single type of cell occupies a given portion of the space. We find, however, that competitive coexistence of an asexual diploid and sexual haploid is possible in spite of the fact that they are competing for a single resource (nucleotide building blocks). Sex can increase from rarity if matings occur with asexual cells. Only sex can cope with both high mortality and high damage. We then turn to natural bacterial transformation as a model system for the experimental study of sex. Natural transformation in distributed widely, but apparently sparsely, in all bacterial groups. A very preliminary phylogenetic analysis of the bacilli and related species indicates that transformation is probably not a diversifying force in bacterial evolution. However, it is difficult to be sure because of the ambiguity surrounding negative data. Experiments with the bacterium Bacillus subtilis indicate that transformation frequencies respond adaptively to DNA damage if homologous donor DNA is used. Several specific hypotheses for this response are considered. Recent work in other labs on the evolution of transformation is discussed from the point of view of the hypothesis that transformation functions in DNA repair.
Mathematical models and experiments on transformation are reported testing the hypothesis that sex and diploidy evolved as a DNA repair system. The models focus on the origin of diploidy and sex by studying selection between asexual haploids, sexual haploids, and diploids. Haploid cells are efficient replicators, while diploid cells are resistance to damage. A sexual haploid may combine the advantages of both: spending much of its life cycle in the haploid state, then temporarily fusing to become diploid, followed by splitting to the haploid state. During the diploid state DNA damage can be repaired, since there are two copies of the gene in the cell and one copy is presumed to be undamaged. Five basic rate parameters are employed: birth and death; genomic damage (for the haploids alone); and, for the sexual cell, fusion and splitting. Parameter space bifurcation diagrams for the equilibria are drawn, and solutions of the equations are described in terms of these diagrams. Each type of cell has a region of the parameter space that it occupies exclusively (given its initial presence in the competition). The haploid wins in environments characterized by low damage. The diploid wins in environments characterized by high damage, low mortality, and abundant resources. In general, only a single type of cell occupies a given portion of the space. We find, however, that competitive coexistence of an asexual diploid and sexual haploid is possible in spite of the fact that they are competing for a single resource (nucleotide building blocks). Sex can increase from rarity if matings occur with asexual cells. Only sex can cope with both high mortality and high damage. We then turn to natural bacterial transformation as a model system for the experimental study of sex. Natural transformation in distributed widely, but apparently sparsely, in all bacterial groups. A very preliminary phylogenetic analysis of the bacilli and related species indicates that transformation is probably not a diversifying force in bacterial evolution. However, it is difficult to be sure because of the ambiguity surrounding negative data. Experiments with the bacterium Bacillus subtilis indicate that transformation frequencies respond adaptively to DNA damage if homologous donor DNA is used. Several specific hypotheses for this response are considered. Recent work in other labs on the evolution of transformation is discussed from the point of view of the hypothesis that transformation functions in DNA repair.
By "sex," I mean any process of genetic exchange involving homologous recombination and outcrossing. Defined in this way, sex includes meiosis, as well as the processes of natural transformation, conjugation, and transduction in bacteria, along with multiple infection and recombination between phage particles.
Outcrossing serves to ensure that the DNA molecules involved in recombination come from different individuals in a previous generation. Although outcrossing may involve cell fusion, as in fertilization during meiosis, cell fusion is not a basic property of sex. Consider, for example, naturally transformable bacteria that are able to directly bind and take up exogenous DNA released by other cells. The fundamental effect of outcrossing is to produce diploidy for all (meiosis) or a few (transformation) loci. Diploidy results in genetic redundancy-that is, two copies of the same gene present in the same cell.
The evolution of diploidy has been a topic of considerable interest in the recent literature. For the most part, this research has focused on masking recessive, or nearly recessive, deleterious mutations as a possible function of diploidy (Bernstein et al. 1981 (Bernstein et al. ,1984 Kondrashov and Crow 1991; Michod and Gayley 1992; Perrotetal. 1991; Valero et al. 1991) . Here, we consider an-other possible function of diploidy: repair of genetic damage. In the first part of this article, we ask whether the problem of repair of genetic damage early in the history of life would result in diploidy without sex, or whether it would select for the sexual cycle, with its alternation of haploid and diploid states. I summarize theoretical results of Andrew Long and myself (Long and Michod, in press; Michod and Long, in press ). In the second part of this article, I present experimental results on bacterial transformation that are relevant to the proposed theories. First, I provide some background information.
Mutations and damages are fundamentally different kinds of errors. All informational systems have an alphabet, or a set of valid characters used to encode information as a string of characters. The first kind of error, a mutation, involves the change of one or more characters in a string to other characters taken from the same alphabet. Thus, in the case of DNA, mutations involve the substitution, insertion, deletion, or rearrangement of the four standard nucleotides. In the case of the English language, a mutation corresponds to the substitution of one Roman character for another or the deletion or rearrangement of Roman characters. The second kind or error, a damage, involves the change of one or more characters to something that is not from the alphabet. In the case of the English language, a damage might correspond to some randomly drawn squiggle not belonging to the Roman alphabet. A damaged DNA string contains some elements that are not one of the four nucleotides. Specific examples of DNA damages include crosslinks between the two complementary strands, modified nucleotides, and physical breaks in the strands of the DNA molecule. Such damages interfere with DNA replication and transcription. Because damages are not from the alphabet used to encode the information, they can be directly recognized as errors by enzymes, whereas this is not possible in the case of mutations.
Because there are two strands in each DNA molecule, there are two kinds of damages possible-single-and double-strand damages. In a single-strand damage, only one strand is damaged and the other strand contains good information at the corresponding site. Double-strand damages are more serious and are usually fatal to the cell. For example, sometimes the two DNA strands get linked to one another at the same site, and this situation blocks DNA replication.
It is ironic that the very metabolic processes that sustain life are responsible for most of the damages that occur to the DNA molecule. Cellular metabolism produces highly reactive oxidative compounds, such as superoxide radical (O~) and hydrogen peroxide (H 2 O 2 ), that often cause doublestrand damages. A variety of detoxification systems for these and other oxidative compounds exists in cells, indicating that these compounds are harmful to DNA and decrease fitness if unrepaired. For humans, it can be estimated that without these systems, about one double-strand damage would occur every day for 10 cells in the human body (Bernstein et al. 1987) . Given that the human body has about 10 12 cells, this means that approximately 10 11 double-strand damages occur every day in the average human body. Although we have emphasized endogenous oxidative damages, there are other important natural sources of double-strand damages outside the cell.
Since only a single double-strand damage can kill a cell, every double-strand damage must be repaired for the cell to live. To repair its DNA, the cell needs access to spare DNA-just as an automobile mechanic needs spare parts to make repairs. In cells, there is spare DNA wherever genetic redundancy occurs.
One form of redundancy exists within the complementary strands of a single DNA molecule. If there is damage to only one strand, the damage can be cut out, by enzymes, and the resultant gap filled with a chain of nucleotides put together through use of the complementary strand as a template. This process of excision repair occurs in most cells continuously.
A second form of redundancy-which is far more important in understanding the value of sex-exists within all diploid cells. The two members of each pair of chromosomes, in, for example, a meiotic cell, are redundant and, therefore, can effect repairs on each other. Even doublestranded damage (potentially lethal to the cell) can be fixed by recombination between the two chromosomes. The main steps in recombinational repair are straightforward. First, the damaged portion of the gene is excised, then the corresponding strand is cut from the other DNA molecule and inserted into the gap of the damaged DNA. This leaves two single-strand gaps in each DNA molecule, and these can be filled in as in excision repair. Although only recombination can repair double-strand damages, single-strand damages are also repaired by recombination. The process of recombinational repair can cause crossing over in the classical genetic sense-the movement of large portions of DNA from one chromosome to another-and this profoundly influences how genes are combined on chromosomes. Crossing over is the main focus of the many variation-based theories discussed elsewhere in this symposium. From our point of view, crossing over is a secondary effect of DNA repair.
The fundamental role of recombination and redundancy in repair of damage is based on numerous studies in a variety of organisms-including yeasts, bacteria, viruses, fruit flies, and humans. When these organisms cannot recombine, either because a second chromosome is not present in their cells or because they are deficient in recombination functions, they are extremely sensitive to agents that cause DNA damage, such as X-rays or UV radiation. Furthermore, when these organisms are subjected to damage-causing agents, recombination increases in response. In yeast, mating, or outcrossing, increases in response to DNA damage (Bernstein and Johns 1989) . These observations indicate that DNA repair is intimately associated with recombination and that recombinational repair has direct, and often large beneficial effects on the survival of organisms.
As depicted in Figure 1 , recovery from genetic error probably became critical once individuality evolved. Before the protocell evolved (top portion of Figure 1 ), we imagine that genetic replicators lived a carefree life in which genetic exchange happened without the need for specialized recombination functions and cellular processes such as fusion and splitting. Damaged genes just failed to replicate, while undamaged genes compensated by replacing their damaged partners. With the evolution of the first protocell, however, errors became trapped inside the cell (bottom portion of Figure 1) . Either sex or diploidy had to be invented as a way of making repairs and compensating for errors. A simple conception of how sex results in recovery of genetic error is given in Figure 2 (see Bernstein et al. 1984 for discussion). Here, we imagine protocells similar to the encapsulated hypercycles hypothesized by theories for the origin of life (Bernstein et al. 1984; Eigen and Schuster 1979; Michod 1983; Michod et al. 1990 ). The letters A, B, C, and D refer to genes. Damaged genes are crossed out with an "X. complements in the other cell, allowing for restoration of the functioning genome.
Origin of Sex and Diploidy
Four model life histories most relevant to the origin of sex and diploidy are shown in Figure 3 . Two of these are asexual life histories for haploid and diploid cells, respectively. The other two life histories involve sex, but they differ according to whether replication occurs in the fused state (sexual reproduction) or not (pure sex). In meiosis, sex is associated with DNA replication and cell reproduction. However, when sex first originated it was probably not associated with cell reproduction. I now present results of Long and Michod (in press ) and Michod and Long (in press) on the role of genetic error in the evolution of these different life histories. These papers should be consulted for biological motivation and details of the mathematical analysis.
Model Assumptions
Diploidy is assumed to affect cells in several ways. First, haploid cells require only one resource "packet" of nucleotides to replicate, while diploid cells require two such packets. As a consequence of assuming mass action dynamics, if a cell type requires twice the resources (and, con- sequently, twice the number of resource interactions) as does another cell, then its rate of reproduction must be less than that of the other cell type, all else being equal (for example, no intrinsic differences between cell types). In Long and Michod (in press), we show that the effective diploid birth rate is l/\/2 + 1 («%) the rate of the haploid, in the absence of any size or other intrinsic differences between haploid and diploid cells. This baseline difference in effective birth rates between diploid and haploid cells results directly and necessarily from the assumption of mass action made in our models. We make additional assumptions that ameliorate this baseline disadvantage of diploidy in replication. We assume a size difference (which favors diploid replication), as well as an intrinsic advantage to diploid cells. As a result of these additional assumptions, the ratio of diploid to haploid birth is approximately 3 A in the model we study below.
Second, the genetic redundancy present in diploid cells makes them resistant to gene damage, while haploid cells are sensitive to gene damage (rf 2 <z d { in Figure  3 ). In the models studied by Long and Michod (in press) and Michod and Long (in press) we assume that diploid cells are completely resistant to damage.
Third, as a result of their extra genome copy, diploid cells may be larger than haploid cells. Research on current unicellular organisms, like yeast, supports the view that diploids are usually larger than haploids. For example, Herskowitz (1988, p. 537) states that diploids "have a volume nearly twice that of haploids." Mortimer (1958) found that cell volume scales linearly with ploidy from haploid, diploid up to hexaploid cells. If we assume that diploid cells have twice the volume, they would have about 1.59 times the surface area of a haploid cell. However, environmental conditions can affect the relationship between ploidy and cell volume. Adams and Hansche (1974) and Weiss et al. (1975) found that the size and metabolism of yeast cells are complex function of resource limitations. In the extreme case of carbon starvation, the diploids and haploids differed only in the amount of DNA in their cell bodies: the diploids reacted to this environment by becoming smaller. All other measured cell constituents were equal, including quantities of RNA, cell volume, and surface area.
The size of a cell is assumed to affect its life history in two ways. First, the accrual of nucleotide resources is assumed to be proportional to the cell surface area. Second, the mortality of the cell (as opposed to gene damage) is assumed to result primarily from disruption of the cell membrane and so is assumed to increase with cell size (m 2 > m, in Figure 3 ).
The cell densities are x for sexual haploid cells, y for fused sexual cells, z for gene-damaged sexual cells, x a for asexual haploid cells, z a for gene-damaged asexual cells, and w for asexual diploid cells. The variables x, y, z, x m z a , and w are dimensionless. There are assumed to be no genedamaged diploid cells, since diploid cells are assumed to repair gene damage instantly (d 2 = 0 and d, = din Figure 3 ). The parameters in the model are scaled by the birth rate, b, to result in the following dimensionless parameters: t for time, f for fusion, s for splitting, m for cell mortality, and d for gene death. The only remaining parameter is p, a size-related parameter (> 1) which serves to distinguish the birth and death rates of the diploid from the haploid. We take p = 1.59 in most of our studies, because the spherical diploid is assumed to have twice the volume of the haploid and hence 1.59 times the surface area. For this reason, the diploid's accrual of nucleotides for replication and cell mortality is assumed to be 1.59 times that of the haploid.
Group Selection Models
We consider two kinds of models for the origin of sex. In the first model, sexual and asexual populations are reproductively isolated groups. In the second model, sexual and asexual cells make up a Mendelian-like population in which matings can occur between the two types. In the case of the group selection models considered in this section, sexual fusions only occur between healthy or gene-damaged sexual cells. The sexual population, or group, of cells competes with either the asexual haploid group or the asexual diploid group for available resources. The following system of equations describes this competition using the assumptions given above.
in which the resources are given by
The equation for the fused sexual population of cells, y, assumes that gene-damaged cells initiate the mating process (Equation 1). For sex to be competitive as a reproductively isolated group, fusions (matings) must be initiated by the damaged cells (termed "damage induced"), otherwise the time wasted at unnecessary fusions (fusions between healthy cells) makes sex uncompetitive. In the Mendelian-like individual selection models considered below, the sexual cell may fuse with sexual or asexual cells. In this case, sex can expand even if fusions occur initially at random. Consequently, there would have been opportunity for damage-induced sex to have evolved from randommating sex. For high mortality and high damage (m + d > 1, m > 0.5), the sexual may continue to survive if it can adjust its parameters to be in the region of fand s shown in Figure  6 . Only the sexual can survive in this region of high mortality and high damage. The diploid cannot survive, since mortality is too high (m > 0.5), and the asexual cannot survive, since damage is too high (m+rf> 1).
Fast sex. Suppose that sex conferred the capacity for instant repair of damage after the damaged cells fuse. This is as optimistic a scenario as could be conceived, but it is essentially what we have attributed to the diploid. The diploid is assumed to instantly repair all damages.
In this case, the equations for competition between the sexual and the asexual d=l-m At the point when d= \ -m, the asexual is no longer viable, since it has a negative rate of increase (see equation 1). However, the sexual may still persist in this region, as shown in Figure 6 . From Long A and Michod RE (unpublished manuscript).
diploid cells would have the form (assuming s -oo)
As we see in Figure 7 , fast sex can compete with diploidy in the diploid region, m < 0.5. Neither cell type can invade from rarity and no coexistence is possible. As one can see in Figure 7 , the region which opened up to the sexual haploid is given generically, for a value of m such that 0 < m < 0.5, by a wedge with boundaries d = m and the line f= 2(d -m)/3(l -2m).
Thus, we see that if the fusion rate is greater than the value of /just given, the sexual haploid can survive in what was formerly forbidden territory. The diploid can also survive there, but only one species will do so at any given time. And though that part of parameter space is open to both types of cell, neither can invade an existing population of the other from rarity.
Asexual diploid versus sex. For "real" sex, splitting from the fused diploid state takes time, and this can only decrease the competitive ability of sex. For real sex, the area between the fast sex plane and the asexual plane shown in Figure 7 is divided into three regions that yield different out- so that when the effect of a given parameter is discussed, it is really its effect relative to the birth rate that is being referred to. When mortality gets too high, m > 0.5, the diploid goes extinct. The haploid can survive up to a mortality of m = 1, but then it too goes extinct. When d < m < 0.5, either the sexual or asexual haploid wins. When d > m < .05, the asexual haploid goes extinct. This is the region of diploidy; however, the sexual haploid can survive there too depending on /and s. For high mortality and damage (d + m > 1), the sexual alone can survive.
The effects of the parameters of the sex- One problem with group selection as an explanation for the origin of sex is that it cannot explain the origin of sex from conditions of extreme rarity. Mating of sexual cells is density dependent and so the effects of sex are second-order when sex is rare. This problem may have been overcome by matings between sexual and asexual cells, which we consider after mentioning how sex might become associated with reproduction (as is the case in eukaryotic organisms).
Sex with Reproduction
Reproduction in the fused, diploid state (see Figure 3) can be modeled by the following equations in which k is the relative rate of reproduction in the diploid state compared to the asexual diploid rate. Adding reproduction to the fused state is beneficial to the prospects of sex. It is the same as increase in s, with an additional boost to the sexual haploid growth rate. This becomes more obvious when equations 3 are rewritten as
Whether reproduction occurs in the fused state will primarily depend on the level of resources available.
Individual Selection Models
The main point of the results discussed in this section is that sex can increase as a rare factor in a population dominated by asexual cells, if it can mate with the asexual cells. We now assume that the genetic factor encoding sex bestows on sexual cells the capacity of mating with either sexual or asexual cells. A similar kind of assumption is made in other kinds of models; for example, in models of infectious transfer of selfish elements, it is commonly assumed that the infectious element causes matings between cells, one of which has the element and one of which does not.
We assume that the mating process is either random (all kinds of matings are equally likely, although they must be initiated by sexual cells) or initiated only by damaged sexual cells (as diagrammed in Figure 10 ). There are now two kinds of fusions to consider: sexual with sexual, in density y, and sexual with asexual, in density y a . These different matings may occur with different fusion and splitting rates, although for simplicity this is ignored in the analysis reported below. It is assumed that the factor encoding sex may accrue a direct cost, c, to sexual cells stemming from, perhaps, a permanent commitment of resources to the sexual apparatus (c < 1; c = 1 implies no cost). With these additional assumptions, in the case of random mating, the relevant equations are
In the case of damage-induced mating (diagrammed in Figure 10) Standard stability analysis of these equations at the asexual equilibrium (fixation of asexuality) bears out the following conclusions. Sex, even random-mating sex, can now increase when rare under a wide range of conditions. There is now no cost of rarity for sex as there are always potential mates (the asexual cells are, after all in a majority). cost to these cells of having sex (other than the time it takes), then sex always increases when rare. There are no longer any threshold values of splitting and fusion as there was under group selection. This is because when sex is rare the fusions occur between damaged asexual cells and either healthy or damaged asexual cells. Some matings tie up healthy asexual cells that could otherwise reproduce. The matings between gene-dead sexual and asexual cells produce healthy cells of both types (sexual and asexual), so there is no cost to sex of doing so. Thus, damagedinduced sex can only increase when rare unless there are direct costs of sex.
Sex may involve a permanent commitment of resources away from asexual refa n production, for example, to develop the structures used in the sexual cycle. These direct costs of sex restrict the domain in which sex can invade. In Figure 11 is shown the region of stability for the case of c = 0.75. The region above the surface is unstable to sex-that is, in this region sex increases when rare. As shown in Figure  11 , there is an intermediate value of damage, d , that is most favorable to the increase of sex. The reasons for this are discussed further in Michod and Long (in press ).
Bacterial Transformation
The hypothesis that sex functions in DNA repair is concerned with how living systems maintain the integrity of the information contained in the DNA molecule. Since DNA is nearly universal as the genetic material, we turn to simple systems, such as bacteria and viruses, to test this hypothesis, with the expectation that what we learn may apply to more complicated organisms. Another advantage of studying bacteria is that these organisms are likely to be more similar than eukaryotic cells to the kinds of cells in which sex originated. Sexual processes exist in even the simplest living organisms. Sometimes sex is coincidental to the transfer of infectious elements, such as during conjugation (plasmid transfer) or transduction (phage transfer). However, natural transformation is a developmental process under the control of bacterial genes and functions.
In Figure 12 , we have indicated the major groups for which transformation has been reported using Woese's (1987) 16SrRNA phylogeny (Hudson R and Michod RE, unpublished data). Transformation is widespread and it is present in all important clades. However, its distribution appears to be scattered and not clumped. I say "appears to be" because it is difficult to know what to make of negative results. Perhaps the right conditions have not been tried. Microbiologists tend to be interested in natural transformation as a genetic tool, and if conditions cannot be found quickly under which cells transform, some means of artificial transformation is usually pursued. In addition, economically and medically unimportant species have not been investigated. If we accept at face value the picture given in Figure 12 , there have likely been many independent origins and losses of transformation.
Overview of Transformation
The basic stages of transformation are shown in Figure 13 : development of competence (the state during which cells actively bind and take in exogenous DNA); export of DNA; binding of donor DNA; uptake of donor DNA; protection of the donor DNA from restriction; and recombination of donor DNA. The genes for each stage reside on the bacterial chromosome and have been studied in several species. We have studied this process in the eubacterium B. subtilis. This gram-positive bacterium is rod shaped, is an obligate aerobe, lives in soil, is naturally competent, forms spores, and is well studied, especially from the point of view of its genetics and repair systems. There appear to be several distinct life history phenotypes in B. subtilis. the germinating spore, vegetative growth, competence, and the spore. Competence and sporulation are associated with the stationary phase in which the population is not growing. Preliminary evidence supports the conclusion that sporulation and competence are alternative life history phenotypes (Hudson R, unpublished data). The following phenotypes are also associated with the stationary phase: production of the antibiotics surfactin and degradative enzymes, motility, and chemotaxis. Transformation has been looked for in the bacilli and many of its closely related species. In Figure 14 transformation is mapped onto the 16S rRNA oligonucleotide-based phylogeny of the bacilli and its spore and nonspore forming relatives, all of which are gram-positive bacteria (Wojciechowski MF, Sanderson, Hudson R, and Michod RE, unpublished data). Although this cladogram is extremely preliminary, taken at face value it does not support the idea that transformation has been important in the diversification of the bacilli, because transformation does not appear to be associated with diverse clades (Figure 14) . If this phylogenetic pattern holds up to more careful scrutiny, we need another perspective to understand bacterial transformation. I believe that perspective is provided by the repair hypothesis. I now summarize some of our results on the role of transformation in DNA repair.
Are Competent Cells Haploid?
I first suspected that B. subtilis transformation might function in DNA repair because of suggestions in the literature that competent cells have an average of one chromosome, while exponential phase cells have more than one copy of the chromosome (see, for example, Dubnau 1991). A novel prediction of the repair hypothesis is that sex should be associated with life stages in which genetic redundancy in the cell is low (hence the need for repair template from outside the cell). Thus, the association of competence with haploidy seemed especially significant.
We have used flow cytometry to determine if there are measurable differences in cell size, shape, density, and nucleic acid content between the two subpopulations of cells grown in batch cultures under the controlled conditions normally employed to maximize competence for our transformation studies. To date we have measured the DNA content and cell size in exponentially growing and stationary phase cultures of our standard B. subtilis strain (YB886). In preliminary experiments (Wojciechowski MF and Michod RE, unpublished data) , we have detected a twofold decrease in the amount of DNA in stationary phase cells, based on the averages of fluorescence intensity peak distributions. We intend to perform more direct measurements of the DNA content of separated competent and noncompetent cells. Our preliminary results have also shown there to be a significant decrease in the size distributions of stationary phase (7" 0 = 5 h) cells as compared to log phase cells (Aioo = 0.5), abased on forward scatter versus log fluorescence plots.
DNA Damage and Transformation Frequency
In this section, I summarize our results on the role of transformation in DNA repair in the naturally competent bacterium B. subtilis (Michod and Wojciechowski, in press; Michod et al. 1988; Wojciechowski et al. 1989) .
Protocol. In Figure 15 is diagrammed the basic protocol used in our transformation experiments. Cells are grown to competence (stationary phase) and then treated with varying levels of UV radiation (or other damaging agent) and donor (transforming) DNA. The order of treatment of UV and donor DNA differs in the UV-DNA and DNA-UV treatments. There are two "partners" in transformation experiments-a recipient bacterium and the donor DNA. The recipient is damaged with differing levels of DNA-damaging agents such as UV and H 2 O 2 . The recipient's recombination phenotype may be wild type, or it may be deficient in SOS induction or strand exchange. The recipient's repair phenotype may be wild type, or it may be deficient in excision repair or SOS induction. The donor DNA is either isolated from log phase cells or competent cells. It may itself be damaged or undamaged, homologous or nonhomologous (to the recipient), genomic chromosomal DNA or cloned singlelocus DNA. It is administered at different concentrations ranging from about 0.1 to 10 donor genomes per recipient cell.
We employ a time delay after UV treatment in DNA-UV experiments equivalent in duration to the time spent with donor DNA in UV-DNA experiments (Figure 15 ). The purpose of this delay is for cells to have equal time after UV before plating in both UV-DNA and DNA-UV experiments. If damages are not repaired before DNA replication, a cell will likely die. Competent cells are known to be less active metabolically and to replicate more slowly than noncompetent cells. Since competent cells divide more slowly, they have more time to repair damages before the DNA is replicated. We wish to control for this advantage in repair that competent cells might have by virtue of their slower replication rates. We are interested in testing for a possible benefit that competent cells might have by virtue of their ability to undergo recombinational repair using donor DNA as a template.
There are two basic internal controls, or comparisons, present in our experiments. First, the numbers (or survival) of total cells (primarily noncompetent cells) are compared to the numbers (or survival) of transformed cells. These comparisons are made at the same time, in the same treatment, in the same population. Second, we compare the relative numbers (or survival) of these two classes of cells for two treatments that differ in the order of ad- ministration of UV and DNA: UV-DNA and DNA-UV. By comparing the two treatments, we control for possible effects of the many differences that exist between competent and noncompetent cells, since these differences should be present in both treatments. Background levels of DNA should also be similar in the two treatments. Thus, if different results are obtained in the UV-DNA and DNA-UV treatments (as reported in Figure 16 , below), the difference must be due to the order of administrating UV and donor DNA. Since only about 10% of a B. subtilis population of cells are actually competent, the majority of nontransformed cells are noncompetent, and, therefore, have not bound or taken up exogenous DNA. The numbers (or survival) of these nontransformed, nonsexual, cells serve as an internal control for the effect of experimentally added DNA on the numbers (or survival) of competent cells. Since bacterial cells release DNA, either actively or upon death, there is always homologous DNA present in a bacterial culture, even if no additional DNA is provided in the experiment. Therefore, it is not possible to have a no-DNA control just by not adding additional DNA (for example, Mongold 1992; Redfield 1993b 
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UV DOSE (J/m 2 ) Figure 16 . DNA damage increases natural transformation. Deviation in transformation frequencies for plasmids pTRPH3, pMK4, pJHIOl-trpi, and YB1011 chromosomal DNA as a function of UV dose to recipient cell. Transformation frequency measured for Trp+ at the trpC locus in strain YB886 for pTRPH3 and YB1011 donor DNAs, and for the Cm" marker for pMK4 and pJHlOl-trpl donor DNAs. Data from UV-DNA and DNA-UV treatments pooled for pTRPH3, pJHIOl-trpi and pMK4 experiments, since the order of treatment of UV and DNA had no statistically significant effect for the homologous or nonhomologous plasmids (as discussed in text). For homologous chromosomal donor DNA, very different results were obtained for UV-DNA and DNA-UV experiments, as shown in the figure. DNA concentration for 1.0 and 0.1 ng/ml experiments for pTRPH3 pooled. DNA concentration for pMK4 and pJHIOl-trpi is 1.0 /jg/ml. UV-DNA and DNA-UV results for YB1011 donor DNA shown for comparison (Wojciechowski et al. 1989 ; 0.01 and O.lMg/ml donor DNA experiments pooled). The scale of the Y axis is the same in all regions of the figure. Points plotted are the averages. Error bars give the average ± the standard error. Sample size is given near each average. Regression analyses given in Michod and Wojciechowski (in press ).
theories of sex is precisely that not all cells are competent. Consequently, both sexual and asexual cells are present in the same population at the same time in the same Log transformations were taken of the transformation frequencies, and factor changes in transformation frequency for the purpose of statistical analysis, because this made the variances more homoscedastic. The factor change, or deviation, in transformation frequency at X J/m 2 is defined as the transformation frequency at X J/m 2 divided by the transformation frequency at 0 J/m 2 . In addition to the means and standard errors, regression curves are also plotted in Figure 16 .
The results of many experiments are collected in Figure 16 and summarized in Table 1 for the wild-type recipient strain, YB886. Donor DNA is chromosomal, nonhomologous plasmid DNA (pMK4) or cloned trp locus DNA (pJHIOl-trpi or pTRPH3). We use the term "homologous plasmid DNA" to refer to the nonreplicative (in B. subtilis) plasmids, either pTRPH3 or pJHIOl-trpi, into which B. subtilis trp + chromosomal DNA has been cloned. In contrast, we use the term "nonhomologous plasmid DNA" to refer to the plasmid pMK4, which carries no homology to the B. subtilis chromosome but which encodes a selectable marker (chloramphenicol resistance, Cm R ) and replicates in B. subtilis as an extrachromosomal element. The important distinction between these two kinds of plasmids is that transformation of recipient cells with the homologous plasmid DNA, like chromosomal DNA, requires homologous recombination functions (i.e., is recA + -dependent) for integration into the chromosome, whereas transformation of cells with nonhomologous plasmid DNA (like pMK4) does not. The plasmid pJHIOl-trpi contains both the homologous trpC-trpF locus and the Cm R marker. However, it cannot replicate in B. subtilis. For the pJHIOl-trpi curve in Figure 16 , transformation for the Cm" marker is measured (not the Trp + marker). For pJHIOl-trpi to transform a recipient cell to chloramphenicol resistance, it must recombine into the recipient chromosome as a result of the sequence homology provided by the trpC-trpF region cloned in pJHIOl-trpl. It should be noted that although the end result of the transformation process may differ, plasmids and chromosomal donor DNAs are brought into the cell by a common pathway of binding and uptake (Dubnau 1982 (Dubnau , 1991 .
As shown in Figure 16 and summarized in Table 1 , DNA damage to the recipient cells before transformation (UV-DNA) increases the frequency of transformation for homologous markers whether they are carried on chromosomal fragments (YB1011) or cloned single-locus fragments (pTRPH3, pJHIOl-trpl). However, the DNA-UV results differ according to whether the homologous marker is chro-mosomal or carried on a plasmid. For chromosomal DNA, the frequency of transformation for a marker does not change or even decrease with increasing UVin DNA-UV experiments (YB1011 DNA-UV curve in Figure 16 ). However, the same marker when carried on plasmids (pTRPH3, pJH101-trpl) behaves the same in UV-DNA and DNA-UV experiments (data pooled for UV-DNA and DNA-UV experiments in Figure 16 , separate data not shown here for reasons of space).
For nonhomologous markers, such as the Cm R marker carried on plasmid pMK4, there was no response of the transformation frequency to increasing UV to recipient cells in either UV-DNA and DNA-UV experiments (Figure 16 ), except for the small (but significant) increase at 10 J/m 2 . Results not presented here show that DNA damage to the donor DNA decreases the absolute frequency of transformation, but transformation frequencies still increase with increasing UV dosage in UV-DNA experiments even when the donor DNA is itself damaged (Hoelzer and Michod 1991) . These results are consistent with the interpretation that recombination is targeted to sites of DNA damage. When the donor DNA is plasmid DNA with no homology to the recipient chromosome, the transformation frequencies behave the same in UV-DNA and DNA-UV experiments but do not respond to UV dosage to recipient cells as does chromosomal DNA.
Discussion of results. We have considered three hypotheses for the observed increase in chromosomal DNA-mediated transformation in UV-DNA experiments but not in DNA-UV experiments (Hoelzer and Michod 1991; Michod et al. 1988; Wojciechowski et al. 1989) . First, competent cells may have higher fitness in a damaging environment as a result of a greater capacity for recombinational repair of DNA damage afforded by the homologous transforming DNA. Second, UV-induced damages in DNA may directly stimulate the frequency, efficiency, or localization of homologous recombination (Clark and Low 1988; Devoret 1988) and, hence, transformation. Third, UV treatment may result in increased competence, binding, or uptake of donor DNA. Any direct effect of transforming DNA (Mongold 1992; Redfield 1993b) should be the same in UV-DNA and DNA-UV experiments and so should not be a factor in explaining our results.
The results from experiments using the three donor DNAs help us understand which of the three hypotheses mentioned above is correct, although unresolved issues still remain. Either the fitness benefit hypothesis or the hypothesis that UV radiation directly stimulates transformation could explain the increase in chromosomal transformation frequencies in UV-DNA experiments but not in DNA-UV experiments. There could be a fitness benefit from transforming DNA in UV-DNA experiments. However, there should be no benefit of the transforming DNA in DNA-UV experiments since transformation is complete by the time of UV treatment. Likewise in UV-DNA experiments, UV could stimulate transformation, while this should not occur in DNA-UV experiments, since the UV treatment occurs after transformation is complete. As explained in Michod et al. (1988) there are a priori reasons to prefer the damage stimulation hypothesis, and this hypothesis is my favorite explanation of our results.
Plasmid DNA transformation proceeds by the same competence, binding, and uptake process as does homologous chromosomal DNA transformation. The finding that nonhomologous pMK4 transformation frequencies are unaffected by UV in UV-DNA experiments indicates that competence, binding, and/or uptake of donor DNA is not stimulated by UV damage (Michod et al. 1988) , as shown in Figure  16 . This interpretation has recently been confirmed by Redfield (1993a) using a different approach.
Why should homologous single-locus plasmid transformation frequencies increase in both UV-DNA and DNA-UV experiments, in contrast to homologous chromosomal transformation frequencies which only increase in UV-DNA experiments? We do not expect single-locus plasmids to provide much fitness benefit to recipient cells, since only a small region of homology is provided as a possible template for repair. If UV stimulates homologous recombination of chromosomal markers, we might expect it to stimulate recombination of homologous markers that are carried on plasmids. However, it seems unlikely that stimulation of transformation by UV could explain an increase in transformation in DNA-UV experiments, since the UV comes after transformation is complete. It might be that plasmid transformation takes longer to complete and so is not finished at the time of UV treatment in a DNA-UV experiment (if this is the case, the DNA-UV treatment is no longer the control we believe it to be in the case of homologous chromosomal donor DNA). We are currently pursuing this hypothesis.
Recent Work on Transformation in Other Labs
Recent articles claim to show that transformation did not evolve for the function of DNA repair (Mongold 1992; Redfield 1993a,b) . In the work reported above, a population of cells was first grown to competence-that is the life stage and conditions during which competence is maximal. We then studied the response of the transformation frequency to the amount of DNA damage given to the competent cells. Redfield (1993a) has conducted similar experiments on B. subtilis and H. influenzae, but in her experiments the transformation frequency was studied as a function of time after the administration of DNA damage. This was done for populations that were either first grown to stationary phase (and competence) or were rapidly dividing. In no case did she find an effect of DNA damage on the response of the transformation frequency to time after administration of the damage up to a period of 4 h after the time of damage. She interpreted these results as showing that DNA damage does not induce competence and as evidence against the repair hypothesis.
I do not believe these results argue against the repair hypothesis for the following reasons. First, there are reasons that are specific to the bacterial systems under study. In the case of rapidly growing populations, individual cells have multiple copies of most genes, since DNA replication is not precisely coordinated with cell division in bacteria. A bacterial cell does not need a template from outside to accomplish repair if it is already diploid at many or most loci. In the case of populations already induced for maximal competence, of course competence cannot be increased by exogenous damage. That is what is meant by maximal competence. However, there is a more general point at issue here concerning whether the function of a process can be inferred from its regulation.
As mentioned above, Michod et al. (1988) and Wojciechowski etal. (1989) also concluded that DNA damage did not induce competence (the binding and uptake of DNA) based on their observation that DNA damage does not increase nonhomologous plasmid transformation (results shown in Figure 16 and Table 1 above) . But we did not view this result as counter to the repair hypothesis, whereas Redfield (1993a,b) does. The reasons we do not view this observation as counter to the repair hypothesis are as follows. Competence development is only one step in the transformation pathway (see discussion of Figure 13 above). The overall process of transformation, as measured by transformation frequency in B. subtilis, does respond adaptively to levels of DNA damage to competent cells (as was reviewed above, Figure 16 ). Competence is likely a response to starvation and low genetic redundancy inside the cell. There is no reason ior a cell to bring in a template for repair from outside if the cell is already diploid for most loci-as bacterial cells are during phases of rapid growth. Starvation often stimulates sex in facultatively sexual organisms because low resources probably indicate a high local density of cells. I doubt that starvation stimulates sex because sex provides nutrition as Redfield (1993b) argues. The reason, I think, is far simpler. Why have sex if there are no others about?
My point is that the regulation of any process is usually a complex interaction of different factors. The lac operon in E. colifunctions in metabolism of lactose, yet lactose does not induce /3-galactosidase if glucose is present. Furthermore, in studies of the lac operon, there is no relation between the inducing capacity of a compound and its affinity for /3-galactosidase. Likewise, why should DNA damage induce competence if cells are already diploid for most loci or if there are no other cells about? Quite simply, there is usually not a simple direct relationship between inducing factors of a process and the function of the process. For these reasons, I do not believe that experiments of the kind conducted by Redfield (1993a) are able to refute the repair hypothesis.
Experiments of the kind conducted by Mongold (1992) and Redfield (1993b) should, in principle, be able to test the repair hypothesis. However, more work and more careful controls need to be done for their negative results to be interpreted as a falsifying instance of the repair hypothesis. Mongold (1992) reported that added homologous DNA increases the survivorship of partially, but not fully, competent populations of H. influenzae in the face of UV irradiation. The apparently beneficial effect of added DNA in partially competent populations could not be attributed to DNA repair. 1 agree there is a transient effect of DNA in Mongold's (1992) experiments that has nothing to do with recombinational repair using transforming DNA as a template. Unfortunately, Mongold was not able to clarify the cause of this transient effect. In any event, the relevance of this transient effect to the evolution of transformation is unclear, since the effect disappears when cells are fully competent. For this reason, I believe the main result of Mongold's study to be a negative one-no benefit of added homologous DNA was observed in fully competent populations in the face of UV irradiation. Redfield (1993b) also reports no effect of homologous DNA on survival of fully competent H. influenzae populations in the face of mitomycin C.
There are several reasons why a negative result could be obtained in Mongold's and Redfield's experiments.
1. The repair hypothesis may be incorrect as it applies to the function of transformation in H. influenzae. This is the interpretation Mongold (1992) favors, but Redfield (1993b) is more cautious. I would accept this interpretation, if the following alternative interpretations could be addressed.
2. UV radiation used by Mongold (1992) is not an appropriate damaging agent for H. influenzae. For an organism, like B. subtilis, that lives in the soil, UV radiation is a constant challenge. However, H. influenzae lives in the respiratory system and UV radiation is probably not a naturally occurring problem. Oxidative damage is more relevant for an organism that lives in the respiratory system, and, consequently, an oxidative damaging agent like hydrogen peroxide would be more appropriate. The relevance of the agent mitomycin C used by Redfield (1993b) to the life style of H. influenzae is also unclear.
3. There was homologous DNA available for repair in Mongold's (1992) and Redfield's (1993b) fully competent cultures, even in their "no-DNA" treatments. As I pointed out in the discussion of our protocol above, there is always background DNA available in a culture of bacterial cells because of active export of DNA (as is known to occur in B. subtilis) and/ or cell lysis. Consequently, there is not a "no DNA" control in Mongold's and Redfield's experiments-only a "no added DNA" control. Fully competent cells may be especially good at using their partner's resident DNA. Both Mongold and Redfield used saturating levels of added DNA; however, this means that enough DNA was added to the cultures to outcompete the resident DNA. There could still be plenty of resident DNA in the culture available for repair, when no DNA is added to the culture. This explanation is testable by diluting competent cells into a fresh medium that contains no DNA and measuring survival in the face of a damaging agent, while making sure to control for the absorbing effect that resident DNA may have on the effective dose of the damaging agent. If cells are using resident DNA for repair, cell survival should decrease when the resident DNA is diluted out.
4. Transforming DNA functions in DNA repair; however, the effect on survivorship is too small to be measured in Mongold's (1992) and Redfield's (1993b) experiments. I do not like this interpretation, but it could well be true. During the 30 or so minutes typical of most transformation experiments, only a small fraction of the genome can be brought into the cell. Only rarely would incoming fragments be homologous to any particular damaged site, unless the uptake of DNA fragments is somehow targeted to damaged sites. However, over longer periods of time, the probability of obtaining a needed fragment could be much higher. Michod et al. (1988) and Redfield (1993b) discuss other matters bearing on this interpretation, so I will not discuss it further here.
Conclusions
Diploidy provides a second chromosome for repair of double-strand DNA damage. One criticism of the hypothesis that sex originated for DNA repair is that diploidy is sufficient for repair, and that the process of sex, fusion, and splitting is not needed (Maynard Smith 1988) . However, the models summarized in the first part of this paper show that sex may be the best solution to the conflicting problems of DNA damage, cell mortality, and efficient replication early in the history of life. Although asexual diploids are as resistant to damage as are sexuals, haploids have superior replication rates. As first suggested by Bernstein et al. (1984) , sex may represent a compromise between the conflicting needs of damage repair (favoring diploidy) and efficient resource utilization (favoring haploidy). Furthermore, sex may increase from rarity if sexual cells can use asexual cells as mates, even though by doing so damaged asexual cells also get repaired. The models support the view that outcrossing sex (transient diploidy) originated for damage repair in face of high cell mortality and the need for efficient replication. As diploidy emerged as the dominant phase in the life cycle, masking of recessive or nearly recessive mutations became an important function of diploidy (Bernstein et al. 1981 (Bernstein et al. , 1984 Kondrashov and Crow 1991; Michod and Gayley 1992; Perrot et al. 1991; Valero et al. 1991 Once genes became linked on chromosomes, recombination-breakage and reunion of DNA molecules-became necessary for damage repair. The only alternative would be to replace the whole chromosome for a damage in a single gene. Recombination has maintained this function in modern organisms, as is testified to by the general fact that recombination deficient mutants have low fitness because of their reduced repair capacity.
Natural bacterial transformation serves as a model system for the study of sex and DNA repair. The results presented here show that sex in B. subtilis responds to DNA damage in apparently adaptive ways.
In conclusion, experimental and theoretical evidence supports the view that sex is an adaptation for coping with genetic error. By helping living systems cope with genetic errors, sex may help rejuvenate life itself.
