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This paper presents an efficient approach to image segmentation
that approximates the piecewise-smooth (PS) functional in [12] with
explicit solutions. By rendering some rational constraints on the initial
conditions and the final solutions of the PS functional, we propose
two novel formulations which can be approximated to be the explicit
solutions of the evolution partial differential equations (PDEs) of the
PS model, in which only one PDE needs to be solved efficiently.
Furthermore, an energy term that regularizes the level set function to be a
signed distance function is incorporated into our evolution formulation,
and the time-consuming re-initialization is avoided. Experiments on
synthetic and real images show that our method is more efficient than
both the PS model and the local binary fitting (LBF) model [4], while
having similar segmentation accuracy as the LBF model.
Introduction: Active contours or snakes have been attracted much
attention in image segmentation, and numerous methods from edge-based
models [1, 3, 5, 7, 11] to region-based ones [2, 4, 9, 10, 12] have been
proposed. Therein, the Chan and Vese (CV) model [2] is one of the most
popular region-based models, which aims to look for a particular partition
of the image that represents the object and the background, respectively.
It can be taken as a particular case of minimal partition problem of the
Mumford and Shah model [6] for image segmentation, and the level
set method proposed by Osher and Sethian [7] has been successfully
explored to implement it. In [12], by adopting multiple level set functions
to represent multiple regions, Vese and Chan further extended their CV
model to multiphase segmentation. Since the CV model assumes the
intensities inside and outside the contour to be statistically homogeneous,
it cannot work well for images with intensity inhomogeneity. To address
this issue, in [12], Vese and Chan also proposed the other model that
utilizes the piecewise smooth functions to fit the image intensity, which
achieves better performance for the images with intensity inhomogeneity.
Tsai et al. [10] also proposed a similar method, contemporaneously and
independently. These models are called piecewise smooth (PS) model.
The PS model utilizes smooth functions to accurately approximate image
intensities, thereby being able to segment the images with intensity
inhomogeneity satisfactorily. However, they need to iteratively solve
three coupled PDEs simultaneously with very expensive computational
cost. Besides, to reduce the computational cost, the initial contour should
be set close to the object boundaries. For example, the method in [10]
uses the CV model to achieve a preliminary segmentation. However, for
the image with intensity inhomogeneity, the initial contour obtained from
the above method is still far away from the desired object boundaries,
and the computational cost is still expensive. Furthermore, the extensions
of the piecewise smooth functions of the PS model are difficult to
be performed in practical application. In addition, re-initialization is
necessary in implementing the PS model with the level set method, which
also increases computational burden.
To address these issues, Li et al. [4] proposed an effective model
termed as the local binary fitting (LBF) model, which performs favorably
well on segmenting images with intensity inhomogeneity. LBF achieves
satisfying segmentation results as the PS model, but with much more
efficient performance. However, at least two convolutions with a large
kernel must be computed in each iteration in LBF, thereby increasing its
computational cost.
In this paper, motivated by the Scale-space theory [8], by setting
some rational constraints on the initial conditions and the final solutions
of the PS model, we propose two novel formulations which can be
approximated as their explicit solutions. Only one PDE needs to be solved
in our method, thereby reducing the computational cost significantly.
Moreover, a penalized energy functional for regularizing the level set
function is incorporated into the PS energy functional and re-initialization
can be eliminated. Complexity analysis reveals that our method is much
more efficient than LBF [4].
Principle of Our method: From the theory of Scale-space [8], it is well-
known that the evolution of a function according to its Laplacian is
equivalent to filtering the initial version of the function with a Gaussian
function whose standard deviation is related with the evolution time:
I(x; t) = I0(x)⊗Kt(x), (1)
where I0(x) denotes the original image intensity, and Kt(x) is the
Gaussian kernel with the standard deviation t. I(x; t) is the solution of
the heat conduction or diffusion equation as follows
∂I
∂t
= ∆I, (2)
with the initial condition I(x; t= 0) = I0(x), where ∆ denotes the
Laplacian operator.
In the PS model [12], a smooth function u+(x) is explored to fit the
image intensity inside the contour C = {x : φ(x)> 0}, which is obtained
by solving the following equation
∂u+
∂t
= ∆u+ − 1
µ
(u+ − IH(φ)) in{x : φ(x)> 0}. (3)
As we use the smooth function u+ to approximate IH(φ), it is rational to
set the initial condition of (3) to be u+(x; t= 0) = aIH(φ), where a is a
constant, which results in the final solution u+ ≈ IH(φ). Obviously, the
solution we obtain can be approximated as that of the following equation
∂u+
∂t
= ∆u+ in{x : φ(x; t)> 0} (4)
with the initial condition u+(x; t= 0) = aIH(φ). Note that the extension
formulation of u+ in the PS model [12] is the same as (4). Therefore, we
only need to solve the following equation in the whole image domain Ω
∂u+
∂t
= ∆u+ with u+(x; t= 0) = aIH(φ), (5)
whose explicit solution is as
u+(x; t) =Kt ⊗ (aIH(φ)) = aKt ⊗ (IH(φ)). (6)
Considering the final solution of (5) can be approximated as u+ ≈
IH(φ), we can obtain a≈ IH(φ)
Kt⊗(IH(φ)) . Moreover, it is rational to
assume that the image intensity in the local region is homogeneous [4],
so the term Kt ⊗ (IH(φ))≈ (Kt ⊗H(φ))IH(φ) because we utilize a
truncated Gaussian kernel to approximate Kt as in [4]. Therefore, the
constant a in (6) can be approximated as
a≈ 1
Kt ⊗H(φ)
. (7)
Thus, the solution of (4) in the whole image domain Ω can be
approximated as
u+ ≈ Kt ⊗ (IH(φ))
Kt ⊗H(φ)
. (8)
Similarly, we can obtain the fitting function u− outside the contour C in
the whole image domain as
u− ≈ Kt ⊗ (I(1−H(φ)))
Kt ⊗ (1−H(φ))
. (9)
By putting (8) and (9) into the evolution function of the PS model,
we only need to solve the level set evolution formulation, so our method
is much more efficient than the PS model. Furthermore, we incorporate
a signed distance regularized term [5] into the level set evolution
formulation to reduce the expensive re-initialization procedure, and the
total formulation of our method is as follows
∂φ
∂t
= α
(
∆φ−∇
( ∇φ
|∇φ
))
+ δ(φ)[v∇
( ∇φ
|∇φ|
)
− |u+ − I|2 − µ|∇u+|2
+ |u− − I|2 + µ|∇u−|2],
(10)
where α> 0, v > 0 and µ> 0 are fixed constants. δ(·) is the Dirac
function.
Advantages over PS and LBF: Different from the PS model [12], our
method does not need to solve the coupled PDEs to obtain the fitting
functions u+ and u−, and it is unnecessary for our method to extend
u+ and u− to the whole image domain since they have been defined
on the whole domain. Moreover, the level set function in our method
can be simply initialized to be constants with different signs inside
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Fig. 1Comparisons of our method, the PS model [12], and the LBF model [4].
The left column: results of our method. The middle column: results of the
PS model. The right column: results of the LBF model. The initial contours
are highlighted in green color while the final segmentation contours are
highlighted in red.
and outside the contour, and re-initialization is unnecessary due to the
distance regularization term in our method.
The main computational cost of the LBF model is to compute the term
λ1e1 − λ2e2 in its evolution functions, which can be written as follows
for efficiency
λ1e1 − λ2e2 = (λ1 − λ2)I2(x)(Kσ(x)⊗ 1)
− 2I(x)(Kσ(x)⊗ (λ1u+ − λ2u−))
+Kσ(x)⊗ (λ1u+2 − λ2u−2). (11)
Different from our method that only needs to compute the term Kσ(x)⊗
1 once when computing u−, the LBF model needs to compute the other
two convolutions in (11) in each iteration, which makes it less efficient
than our method.
Results: All the partial derivatives ∂φ
∂x
and ∂φ
∂y
in (10) are approximated
by using the simple finite difference scheme in [5]. We truncate Kt to be
anm×mmask for efficiency, wherem is the smallest odd number more
than 4t, in which t∈ [1, 2]. We apply our method to synthetic and real
images of different modalities with the same parameters α= 0.02,v=
0.001× 2552, µ= 0.02, and the time-step ∆t= 0.025.
Fig. 1 shows the results of our method, the PS model, and the LBF
model. As we can see from the left column and the right column,
respectively, the results of our method and the LBF model are almost
the same, which validates that our method can sufficiently utilize the
local image information, and obtain the accurate segmentation results.
The middle column shows the results of the PS model, as for the objects
with intensity inhomogeneity (see from the second row to the fourth row),
the main objects are extracted satisfactorily, but some unwanted contours
also appear, and the final contours are somewhat noisy. Table. 1 shows the
CPU cost of our method, PS, and LBF for the images in Fig. 1 in the same
order. The validation is implemented in Matlab 2010a on a 2.8-GHz Intel
Pentium IV, 4G RAM personal computer on Windows system. Obviously,
our method is much more efficient than the PS model. Furthermore,
Name Image1 Image2 Image3 Image4
PS [12] 2000.15 850.13 1911.12 2100.12
LBF [4] 30.42 16.36 18.01 18.38
Ours 5.23 1.22 3.77 4.02
Table 1: CPU cost (in seconds) for PS, LBF, and our method.
although the LBF model is much efficient than the PS model, it is less
efficient than our method.
Conclusion: In this paper, we have proposed two novel formulations
which can be approximated as the explicit solutions of the coupled
PDEs in the PS model, so only one PDE needs to be solved, and
its computational cost has been reduced significantly. Comparisons on
synthetic and real images with the PS model and LBF model show the
advantages of our method in terms of efficiency over the PS and LBF
models, while having the similar visual accuracy as the LBF model.
It should be pointed out that the proposed formulations can be easily
extended to the Fourth-phase PS model in [12].
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