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Making use of the effective medium theory, we reduce the two-dimensional photonic crystals to an
effective one-dimensional model. This one-dimensional model not only predicts correctly the
dispersion in the long-wavelength limit where the wavelength is much larger than the period of
material but also gives a good approximation for shorter wavelength. We further use the
perturbation theory to improve the calculation of dispersion up to medium wavelength which is of
the order of space period of the material. Our work gives an insight into the modes of
electromagnetic field propagating in photonic crystals. © 2007 American Institute of Physics.
DOI: 10.1063/1.2435917
I. INTRODUCTION
A photonic crystal PC is an artificial crystal composed
of dielectric materials that vary periodically in space.1–3 Be-
cause of the periodic dielectric pattern, frequency bands and
gaps are formed for electromagnetic em wave propagation,
giving numerous applications in optoelectronic tech-
nology.4–10 Generally, theories of the mode frequencies deal
with PCs without11–20 or with defects.21,22 In the former case,
there are various methods to calculate a PC band structure,
e.g., the plane-wave expansion method PWM,11–16 popular
for its simplicity and accuracy. For a one-dimensional 1D
PC, it is straightforward to use PWM, but for two-
dimensional 2D or three-dimensional 3D crystals, the cal-
culation is more complicated and time consuming, and
simple physics underlying the band structure is sometimes
obscured in the calculation.
For multidimensional PCs, effective medium theory17–20
EMT has been developed to reduce the amount of calcula-
tion. The basic idea is the following. For the em fields with
wavelengths much larger than a unit cell, physics of wave
propagation is not sensitive to the fine structure of a crystal,
and so one is justified in replacing the crystal with an effec-
tive medium. In particular, Lalanne17 has developed a ver-
sion of EMT to model the wave propagation in the long-
wavelength limit and has given an intuitive view of the gap
opening process. Krokhin et al.20 have shown that for E po-
larization in the long-wavelength limit, a periodic medium
behaves like a homogeneous one, with the slope of disper-
sion determined by the mean dielectric constant.
In this work we apply a similar idea to the calculation of
band structures. We average the dielectric constant in the
direction perpendicular to that of wave propagation, and re-
place a 2D PC by a periodic structure of thin homogeneous
layers, a 1D effective PC. As will be shown, this model
predicts low frequency modes accurately and, in the case
where discrepancy is non-negligible, can be greatly im-
proved by a perturbation method. However, a full band struc-
ture calculation such as the PWM is still valuable and cannot
be replaced by our method.
In Sec. II, we develop the 1D effective model and dis-
cuss the condition when the EMT as defined by our 1D
model can be applied. In Sec. III, we improve the calcula-
tion in Sec. II, using a perturbation method to account for the
fluctuation effect, and greatly reduce the discrepancy be-
tween the 2D PC and the effective model. In Sec. IV, we give
conclusions. The method presented may be generalized to
the case of 3D PCs.
II. 1D EFFECTIVE MODEL
We first specify the category of 2D lattices where our
model works. The model requires that for any lattice trans-
lation vector L, there exists a lattice vector T which satisfies
the orthogonality condition, i.e., L ·T=0. Let the primitive
lattice vectors be R1 ,R2. Then, Appendix A shows, for the
orthogonality condition to hold, that it suffices to require
both R1 / R2 and cos , where  is the angle between R1
and R2, to be rational numbers. For example, the square and
aAuthor to whom correspondence should be addressed; FAX: 886-3-575-
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hexagonal lattices, commonly grown in the application of
PCs, belong to the category. From a computational view-
point, the rationality requirement is virtually no constraint,
since any real number in a computer is of finite precision,
being represented in the form of a finite number of digits,
and, hence, our model covers virtually all lattice types.
For such type of lattices, we consider the TM mode
equation
− 2Er =
2
c2
rEr . 1
We take k to be along the direction of a lattice vector, R.
Again, this poses virtually no constraint on the direction of
k. For example, if k is expanded in R1 ,R2 with rational
coeffcients in computation, say, p /s, q /s, with p, q, and s
as integers, then it is along the lattice vector pR1+qR2. Let
the smallest period along R be a. For the direction perpen-
dicular to R, the orthogonality condition says that it is also
along a certain lattice vector, and hence periodic. Let the
smallest corresponding period be a. Now, the cell spanned
by a and a is a rectangular one and replaces the primitive
unit cell in the following derivation. Figure 1 shows an ex-
ample of the new unit cell. Correspondingly, the reciprocal
lattice is expanded by the following primitive translation
vectors G= 2 /anˆ ,G= 2 /anˆ. So the dielectric
constant can be expanded as
r = 	
n,m
Kn,meinG+mG·r = 	
m
KmreimGr, 2
where Kmr=	nKn,meinGr and G= G, G= G, with n
and m both as integers. Next, according to Bloch’s theorem,
the electric field can be written as
Er = Ureik·r = Ur,reikr = 	
m
EmreimGr, 3
where Ur was the period of the material, Emr
=	nCn,meik+nGr, and k= k. For notational convenience,
from now on we shall replace r ,r by x ,y throughout
the presentation.
We combine Eqs. 1–3,
	
m

 2
x2
− m2Gy
2EmxeimGyy
= −
2
c2
	
m,m
KmxEmxe
im+mGyy . 4
Taking the average of Eq. 4 with respect to y, we get
2
x2
E0 = −
2
c2
K0E0 + OE1x . 5
In Sec. 3, a perturbational calculation will be carried out to
solve Eq. 4 up to OE1x. However, if E0xE1x, we
can drop OE1x and then
1
K0
2
x2
E0 = −
2
c2
E0. 6
Equation 6 describes the wave propagation in a 1D PC and
is the EMT equation. The condition for this model to be valid
is that OE1x can be neglected. That is, the variation of E
field in the y direction is small. We note that the above deri-
vation of our EMT equation is independent of details of the
primitive unit cell, that is, regardless of its shape and dielec-
tric distributions inside the cell.
Equation 6 holds well for low frequency modes, as
demonstrated in the following. Firstly, Appendix B provides
an analytic proof that the effective model gives the exact
slope of the dispersion in the long-wavelength limit. Sec-
ondly, we shall see numerically that even at medium wave-
length which is of the order of the period of material, we
still have E0E1, and so this model not only predicts cor-
rectly the first band in the long-wavelength limit, but also
gives a good approximation up to the first band gap.
To demonstrate the application, we present the band cal-
culation for two types of square PCs that have the space
pattern shown in Fig. 2. We compare the band structures of
the 2D PC and the corresponding 1D effective PC. All the
2D band structures are calculated by using 1681 plane waves
4141. For the 1D PC, we use 41 plane waves. For PC 1,
1=1, 2=3, and X1=Y1=0.4a a=X1+X2=Y1+Y2. The
band structures are plotted in Fig. 3. The 1D model is a good
approximation even for frequencies up to the second band at
k0.3G G=2 /a, which clearly lies beyond the long-
wavelength region. The first band exhibits a nearly linear
dispersion, and its slope at k=0 is in agreement with the
exact 2D result.
For PC 2, 1=1, 2=9, and X1=Y1=0.4a. Figure 4
shows cross sections of the band structure along the 1,0 and
2,1 directions. Although the difference between 1 and 2 is
large, the 1D model still agrees reasonably well with the 2D
result, at least for the whole first band, which is beyond the
naive expectation for our model. An analytical explanation
will be provided in Sec. III. However, our effective model
begins to deviate substantially at the second band. According
to Eq. 5, it means that the dropped term OE1x is no
longer negligible. Physically speaking, the variation of field
with y is induced by the field variation with x and, of
course, also the variation of dielectric constant with y. With
rapid field variation with x, modes of the 2nd band cannot be
well approximated by the effective model.
FIG. 1. In the case of a square lattice, the dashed square is taken to be the
new unit cell, when k is along the 2,1 direction.
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Figure 5 compares the first gap of PC 2 and the corre-
sponding effective 1D PC for different ratios of Y1 and Y2
and the improved result from perturbational calculation with
the details to be described in Sec. III. As shown in the fig-
ure, the method of EMT gives correctly a qualitative trend of
behaviors. Note, in particular, that when Y1=Y2, the result of
the effective model gives a zero band gap since the effective
material behaves as a homogeneous medium. This actually
provides a good picture of why the exact first gap is small.
Also note that our perturbation method gives an accurate
estimate of the gap; in particular, it predicts a finite first gap
when Y1=Y2, since the perturbation accounts for the effect of
dielectric variation with y, which results in the gap opening.
III. FLUCTUATION EFFECTS
As previous results show, the EMT is less effective for
PC 2 where the dielectric contrast is large. We now demon-
strate a refined calculation, based on the perturbation theory.
We approximate the E field as
Ex,y  E0x + E±1xe±iGyy , 7
which gives us a description of the y variation of the field.
From Eq. 4, the Fourier coefficients of Ex ,y must
satisfy the following equations:
2
x2
E0 = −
2
c2
K0E0 + K−1E1 + K1E−1 , 8a
2
x2
E1 − 
Gy2 − 2
c2
K0E1 = − 2
c2
K1E0, 8b
FIG. 2. The dielectric patterns of the material in one unit cell. Specifically,
we take X1+X2=Y1+Y2=a, and o is the origin of the coordinate system.
FIG. 3. The band structure of PC 1. The 1D model gives accurate values of
the first band and the first band gap.
FIG. 4. The band structure of PC 2 is compared with that of the correspond-
ing effective 1D PC.
FIG. 5. For PC 2, we vary the value of Y1 and compare the 2D PC and the
1D effective model for the first gap along 1,0. The 1D model gives the
correct trend.
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2
x2
E
−1 − 
Gy2 − 2
c2
K0E−1 = − 2
c2
K1E0. 8c
Our strategy is to solve E±1 in Eqs. 8b and 8c first, where
E0 is approximated by our effective solution from the 1D
model. Then, we go back to Eq. 8a, treating K
−1E1
+K1E−1 as a small perturbation, and use the perturbation
method to correct the band frequency.
Generally speaking, one can use 1D PWM to solve Eqs.
8b and 8c. However, in the special case such as PC 2 in
the 1,0 direction, a more analytical approach is feasible, as
discussed in Appendix C.
As for solving Eq. 8a, we rewrite it as
2
x2
E0 + 0K−1E1 + K1E−1 = − K0E0, 9
where =2 /c2 and 0 is the corresponding unperturbed
eigenvalue. Because K
−1E1+K1E−1 is now known, we take it
as the perturbation, with the corresponding unperturbed
equation being
1
K0
2
x2
Ej
0
= −  j
0Ej
0
. 10
Let
E0 = Ej
0 + 	
ij
CiEi
0 11
 =  j
0 + 	 j . 12
Substituting Eqs. 11 and 12 into Eq. 9 and collecting all
the first order terms in 	, we obtain
2
x2
	
ij
CiEi
0 + 0K
−1E1 + K1E−1
= −  j
0K0	
ij
CiEi
0
− 	 jK0Ej
0
. 13
Using the orthonormality condition
 K0Ei0*Ej0dx = 	ij , 14
we find
	 j = − 
0  Ej0*K−1E1 + K1E−1dx . 15
From Eq. 15, we expect 	 j to be proportional to K−1E1
+K1E−1. Since  j
0 is proportional to K0E0, this means that
the correction 	 j is not of the first order but of the second
order of 	, the dielectric constant difference. So the EMT
works better than a naive expectation. Even when the devia-
tion of EMT from the exact theory is non-negligible, it can
be greatly reduced by the perturbation calculation, as we
shall demonstrate numerically below. Furthermore, we can
prove from Eq. 15 that 	 j is usually negative. The proof is
given in Appendix D. A simple quantum mechanical argu-
ment can also be given to understand the negative correction.
Consider a particle moving in a periodic potential, as shown
in Fig. 2, where the higher dielectric constant corresponds to
a lower potential energy. Our 1D model effectively takes the
potential to be uniform along the y direction, so the probabil-
ity density has the same magnitude in the two materials. But
for low energy states, the particle in the exact 2D calculation
should give more probability in the lower potential region,
and therefore the 1D model overestimates the energy.
The numerical result is presented below. For PC 2 with
X1=Y1=0.4a, we list the correction at various k values in
Table I and plot them in Fig. 4. Our method works well not
only for the whole first band, but also for the second band
from the zone boundary down to k0.32 /a. In contrast,
the effective model can give accurate values only up to k
0.32 /a for the first band. For the k0 mode in the
second band, the field variation in the y direction is so large
that one would need to go beyond the current calculation and
include even a higher Fourier component e.g., E±2x in the
expansion.
In Fig. 6, we compare the results of E0 and E1 calculated
both with the PWM for the 2D PC and with our approxima-
tion method EMT plus perturbation and we find that they
are nearly identical. Furthermore, it also shows that E2
E1,
thereby justifying the inclusion of Fourier components only
up to E±1x in our calculation.
In the case of PC 2 when Y1=Y2, the effective 1D
solutions are twofold degenerate at k=0.5G. Let us denote
TABLE I. List of the corrections for modes at various k in the first and
second bands. These results are plotted in Fig. 4.
Wave vector
ka
2
along 1, 0
Effective 1D
frequency  a2c 
After correction
 a2c 
Frequency of 2D
PC  a2c 
0.5, first band 0.217 0.212 0.211
0.5, second band 0.240 0.225 0.226
0.4, first band 0.181 0.178 0.177
0.4, second band 0.275 0.256 0.258
0.3, first band 0.136 0.135 0.134
0.3, second band 0.320 0.282 0.292
0.2, second band 0.365 0.280 0.321
FIG. 6. We plot E0x, E1x, and E2x in a broken scale over two unit cells
for PC 2 with X1=Y1=0.4a, for the mode at k=  /a ,0 in the second band.
Solid lines, calculated from our effective 1D model; dotted lines, directly
obtained from the PWM for the 2D PC.
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these solutions by E0x and E0x. If we use these two
solutions to calculate the frequency correction, the degen-
eracy would not be lifted. We must choose the correct unper-
turbed solutions instead. We take E0
−
=1/2E0−E0 and
E0
+
=1/2E0+E0 as our unperturbed states of first and
second bands, respectively, and go through the same calcu-
lation, which gives the first band gap correction, as shown in
Fig. 5.
IV. CONCLUSIONS
We present an effective medium type method to calcu-
late low frequency bands. The calculation is basically that of
a 1D PC, which can usually be solved analytically and gives
intuitive physical insight into the eigenmodes. Furthermore,
the calculation can be improved by a simple perturbation
calculation. Good numerical agreement is shown between
our work and that of a more exact calculation i.e., PWM for
2D PC. Our discussion only focuses on the E polarization;
for H polarization, we expect a similar procedure to work as
well, and relevant work is currently underway.
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APPENDIX A
We provide an argument for the sufficient condition to
satisfy the orthogonality requirement. For a general 2D lat-
tice, let the primitive translation vectors be R1 ,R2, and the
angle between R1 and R2 be . Given any lattice translation
vector L=aR1+bR2, where a ,b=integers, the orthogonal-
ity requirement is the existence of a corresponding transla-
tion vector T=cR1+dR2 to satisfy L·T=0, with c ,d
=integers. This means that c ,d must satisfy
acR12 + bdR22 + ad + bcR1R2cos  = 0. A1
Rearranging Eq. A1, it requires that
c
d
= −
R2
R1
bR2/R1 + a cos 
a + bR2/R1cos 
A2
be rational. Equation A2 shows that it suffices to require
that both R2 / R1 and cos  are rational.
APPENDIX B
We provide a proof here based on a perturbation method,
that the effective model gives the exact result in the long
wavelength limit.
At k=0, Eq. 1 reduces to
− 
 2
x2
+
2
y2Un0 = n0x,yUn0, B1
where the superscripts denote the unperturbed state. Note
that the lowest eigenvalue in the above equation is zero and
the corresponding eigenfunction is a constant, both of which
can be easily verified. Now we want to find the eigenvalue of
the first band for arbitrary small k to determine the slope of
the first band at k=0 i.e., the long-wavelength limit. When
k deviates from zero, then Eq. 1 becomes
− 
 2
x2
+
2
y2
+ 2ik

x
− k2U = U . B2
Take 2ik /x−k2 as the perturbation, Eq. B1 being the un-
perturbed equation. Note that the orthonormality condition
for the solutions of Eq. B1 is
Un
0Um
0 = Un0*Um0d2r = 	n,m. B3
So the correction of  for the unperturbed state, U1
0con-
stant, up to k2 is
 U10*k2U10d2r = 11  U10*U10d2r . B4
The right-hand side RHS of Eq. B4 gives the average of 
and the left-hand side LHS gives k2, so the first order cor-
rection to  is
k2

. B5
And the slope of the first band when k goes to zero is
lim
k→0,
→0

kc
=
1

. B6
The above result has also been derived previously with a
different method.18,20 Now it is easy to see that the effective
1D model gives the exact result in the long-wavelength limit,
since the average of the dielectric constant in the effective
model is the same as that of the original 2D system. This
fact can be understood as follows. In Eq. 1, we arrange
the dielectric constant to appear on the RHS in the form of
 rather than leave it on the LHS as 1/, and we then
apply the Fourier expansion. In the EMT equation Eq. 6,
only the lowest Fourier component K0x is kept, which
corresponds to y, the average of the 2D x ,y with re-
spect to y. The average dielectric constant of the 1D model is
then yx, the average of y with respect to x, which
equals , the average dielectric constant of the 2D system.
Therefore, the slope of the first band at k=0 as described by
Eq. 6 is also 1/, the exact value.
APPENDIX C
In the special case such as PC 2 and k in the 1,0 di-
rection, this appendix shows the details of solving Eqs. 8b
and 8c.
With the origin of the coordinate system chosen, as
shown in Fig. 2, we have Kn=K−n because of the reflection
symmetry, and they are all real values. Similarly, the E field
must be even or odd in y, i.e., En= ±E−n. For low band
modes, they are of even parity. Equations 8b and 8c be-
come identical.
Moreover, K0 and K1 are determined constants in regions
I and II. So Eq. 8b breaks into two linear nonhomogeneous
differential equations with constant coefficients, with one
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equation in each region. We solve the equation in each region
and match the solutions at boundaries to get E1x. Briefly,
there are four undetermined parameters two for each region
and four boundary conditions as well: the E field and its first
derivative must be continuous at the boundary between the
two regions, and similarly at the next boundary. These
boundary conditions give a set of linear equations, from
which we can determine E1x. Let us rewrite Eq. 8b in a
more compact form,
2
x2
E1 − 1
2E1 = 1E0 in region I, C1a
2
x2
E1 − 2
2E1 = 2E0 in region II, C1b
where 1=G2− 2 /c2K0I, 1= −2 /c2K1I, 2
=G2− 2 /c2K0II, and 2= −2 /c2K1II; KrI and KrII are
the value of Knx in regions I and II, respectively. We use
the 1D effective solution as our E0 and express it in the form
E0 = 	
m
AmeimG+kx. C2
Then the general solutions of Eqs. C1a and C1b are
EIx = r1e1x + s1e−1x − 1	
m
Am
mG + k2 + 1
2e
imG+kx
C3a
and
EIIx = r2e2x + s2e−2x − 2	
m
Am
mG + k2 + 2
2e
imG+kx
,
C3b
respectively. We match the solutions at x=X1 and x=a and
obtain the following linear equations:
EIX1 = EIIX1 ,
 
x
EIx
x=X1
=  
x
EIIx
x=X1
,
eikaEIx = 0 = EIIx = a ,
eika 
x
EIx
x=0
=  
x
EIIx
x=a
, C4
which can be solved for r1, r2, s1, s2 and thereby E1.
APPENDIX D
We prove that the integral −0 Ej
0*K
−1E1
+K1E−1dx must be negative. We first note from Eqs. 8b
and 8c that
Ej
0*K
−1 = −
1
0
 2
x2
E1
*
− Gy
2
− 0K0E1
* ,
Ej
0*K1 = −
1
0
 2
x2
E
−1
*
− Gy
2
− 0K0E
−1
*  , D1
where we have used the fact that Kn* =K
−n since the dielec-
tric constant is real. So the integral can be written as
− 0  Ej0*K−1E1 + K1E−1dx
=  E1x2E1* + E−1x2E−1* dx − Gy2 − 0K0
E1
*E1 + E
−1
* E
−1dx
= −
1
ay
 E1eiGyy + E−1e−iGyy*− 2 − 0K0
E1eiGyy + E−1e−iGyydr . D2
Since the operator −2−0K0 is positive definite, the in-
tegral is negative. So we have proven that 	0.
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