Recently, cross-modal deep hashing has received broad attention for solving cross-modal retrieval problems efficiently. Most crossmodal hashing methods generate O(n 2 ) data pairs and O(n 3 ) data triplets for training, but the training procedure is less efficient because the complexity is high for large-scale dataset. In this paper, we propose a novel and efficient cross-modal hashing algorithm named Joint Cluster Cross-Modal Hashing (JCCH). First, We introduce the Cross-Modal Unary Loss (CMUL) with O(n) complexity to bridge the traditional triplet loss and classification-based unary loss, and the JCCH algorithm is introduced with CMUL. Second, a more accurate bound of the triplet loss for structured multilabel data is introduced in CMUL. The resultant hashcodes form several clusters in which the hashcodes in the same cluster share similar semantic information, and the heterogeneity gap on different modalities is diminished by sharing the clusters. Experiments on large-scale datasets show that the proposed method is superior over or comparable with state-of-the-art cross-modal hashing methods, and training with the proposed method is more efficient than others.
INTRODUCTION
With the rapid growth of various types of multimedia data, crossmodal retrieval has received broad attention recently. Given the query of a certain modality, we should search for relevant data of another modality. Cross-modal hashing is a good approach for solving the retrieval problems [5, 8, 12, 19] . It encodes the data of different modalities to short binary codes, thus we can perform the cross-modal retrieval efficiently by searching the hashcodes. Recently, deep cross-modal hashing have witnessed great success [2, 3, 7, 10, 13, 14, 20, 22, 23] . The hashcodes of different modalities are Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ICMR '19, June 10-13, 2019, Ottawa, ON, Canada © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6765-3/19/06. . . $15.00 https://doi.org/10.1145/3323873.3325059 encoded with deep neural networks, thus the codes contain better semantic information for better retrieval results.
For (deep) cross-modal hashing methods, the basic problem is to reduce the heterogeneity gap between different modalities. An efficient way is to model the hamming distance between the hashcode of one modality and that of another modality. Pairwise or triplet losses are used in this problem including DCMH [7] , CHN [2] , PRDH [18] , CMHH [1] and ADAH [22] . Some algorithms use the pairwise/triplet losses as well as GAN [6] to align different modalities including TUCH [23] ACMR [16] , CYC-DGH [17] and SSAH [10] . However, these methods involve at least O(n 2 ) data pairs and O(n 3 ) data triplets, making the training procedure less efficient [21, 24] .
To overcome the above issue, for dataset with semantic labels or tags, we may propose O(n) algorithm in which the labels are regarded as the supervision. SCDH [21] proposes the Unary Upper Bound to bridge the triplet loss and the O(n) unary loss. An efficient cross-modal hashing algorithm with just O(n) training complexity is expected to be discovered by adopting the derivation strategy of SCDH. However, SCDH lies in the assumption that the semantic labels are evenly distributed and different labels are uncorrelated. But in real applications, the labels may be highly unbiased and correlated, and we name it as "structured multilabel data". The Unary Upper Bound in SCDH is not accurate for these dataset, and we may discover more accurate bound of triplet loss.
In this paper, we propose a novel and efficient cross-modal hashing algorithm named Joint Cluster Cross-modal Hashing (JCCH) with O(n) training complexity. First, we provide an improved Unary Upper Bound (UUB) for structured multilabel data. Second, we introduce the Cross-Modal Unary Loss (CMUL) based on the improved UUB, establishing the theoretical relationship between the crossmodal triplet loss [22] and the O(n) classification-based unary loss. Third, we propose the JCCH algorithm based on CMUL, which is expected to be efficient. The CMUL conveys that the model of each modality can be trained separately, except that the hashcodes of different modalities are aligned by sharing the auxiliary semantic cluster centers where similar data correspond to the same center. Experiments on large-scale datasets show that the proposed method is superior over or comparable with state-of-the-art cross-modal hashing methods, and the training is more efficient than others.
JOINT CLUSTER CROSS-MODAL HASHING
Suppose we are given n data samples, and each sample corresponds to the two modalities X i : (x i1 , x i2 ), i = 1, 2, ..., n. The goal of hash learning is to learn the hash functions H 1 :
.., C} as the labels of data sample X i , where C is the number of semantic labels. For single-label dataset, |Y i | = 1. The data pairs are similar if they share at least one semantic label.
Cross-modal hashing is a popular tool for solving the crossmodal retrieval problem [7, 8] , which aims at retrieving x 11 , ..., x n1 given the query x i2 , or vice versa. The goal of hash learning is to learn the hash function of each modality. Denote F 1 (·) as the learned function for the first modality and F 2 (·) for the second modality, the generated codes are h i1 = sgn(F 1 (x i1 )), h i2 = sgn(F 2 (x i2 )) respectively. The retrieval process can be performed by computing the hamming distances of the hashcodes from different modalities.
In this section, we revisit the derivations and the shortcomings of the original UUB, and propose the improved UUB in Sec. 2.1. For single modality, we denote x i x i1 and F (·) F 1 (·) for simplicity, thus the generated codes are h i = sgn(F (x i )), i = 1, 2, ..., n. Based on the improved UUB, we propose the UUB for cross-modal hashing named Cross-Modal Unary Loss (CMUL) in Sec. 2.2, and Joint Cluster Cross-modal Hashing (JCCH) based on CMUL in Sec. 2.3.
The Improved Unary Upper Bound for Structured Multilabel Data
Consider hashing on single modal dataset, a widely used loss for hash learning is triplet ranking loss [9, 15] . Denote S as a set such that (i, j) ∈ S implies x i , x j are similar. According to [21] , denote
, the formal formulation of the triplet ranking loss is min
Considering the class labels are balanced and uncorrelated, by introducing C auxilary vectors c 1 , ..., c C ∈ R r corresponding to C semantic labels, [21] arrives at the following Unary Upper Bound (UUB) for triplet ranking loss:
where |Y i | denotes the number of labels x i contains. Under certain conditions, the coefficients M r o , q(|Y i |), u(|Y i |) have specific analytic forms which can be referred to in [21] . In practical applications, the UUB is very loose, thus we can set u(|Y i |) to a relatively small value for training the hashcodes, and we name L uo as Semantic Cluster Unary Loss (SCUL).
However, SCUL in Eq. (2) holds under very harsh conditions, and not accurate for the structured multilabel dataset where the labels are unbalanced and correlated. Thus the should consider the SCUL for the structured multilabel data.
With the property of д(·, ·), it is easy to arrive at the following inequality such that д(
The above inequality implies that by the simple permutation and combination, the UUB in Eq. (1) only involves the term
Thus we can arrive the following form of UUB for structured multilabel data such that
The coefficients q ist , u is can be computed analytically with simple permutation and combination such that
Computing the coefficients involves O(n 2 ) complexity, and the computation time is small if we just sample small amount of data (< 10 5 ) from the training set to determine the coefficients.
If
is defined the same as Eq. (2), we can arrive at the improved UUB such that
where q is = t Y i q ist and λ = 1. As discussed in [21] , we can set a small λ for ease of training the hashcodes. Eq. (3) proposes a new loss for training with structured multilabel data where the labels are unbalanced and correlated. It should be noticed that we can also apply the new loss to multiclass dataset.
Unary Upper Bound for Cross-modal Learning
In the previous subsection, we mainly discuss hashing on singlemodal dataset. Cross-modal hashing is widely applied in which the hashcodes of each modality should be computed for cross-modal retrieval. The typical triplet loss for cross-modal learning [22] is denoted as
where д(·, ·) holds the property introduced in Sec. 2.1, L r 12 is the triplet loss in which the 1st modality is the query and the 2nd modality is the database, and L r 21 is inversed.
By introducing C auxilary vectors c 1 , ..., c C ∈ R r , we can use the traingle inequality to perform the distance estimation such that
With the similar derivations shown in Eq. (3), The UUB for cross-modal triplet loss can be arrived at as
Where λ is relatively small as discussed in Sec. 2.1. Denote L u such that L r ≤ L u = L u12 + L u21 , we name L u as Cross-Modal Unary Loss (CMUL). It is clear that CMUL reduces the complexity of cross-modal triplet loss to O(n) by introducing C semantic cluster centers c 1 , ..., c C . Training with L u is easy as we can train the two modalities separately. For the first modality, we can mimimize |h i1 − c s |, s ∈ Y i with l c (h i1 , s) and |h i1 − c s |, and maximize |h i1 − c t |, t Y i by minimizing l c (h i1 , s). The same procedure holds in the second modality. Meanwhile, the hashcodes of two modalities are expected to be aligned by clustering around the same semantic centers c 1 , ..., c C . Figure 1 : Illustration on the Joint Cluster Cross-modal Hashing (JCCH) algorithm. For each modality, the hash codes can be obtained from the hashing layer (in green rectangle). The parameters of the last fully-connected layer before the CMUL, denote C ∈ R r ×C (in light yellow), are shared in both modalities.
The Joint Cluster Cross-modal Hashing Algorithm
In this subsection, we propose a novel and efficient cross-modal deep hashing algorithm called Joint Cluster Cross-modal Hashing (JCCH), in which the CMUL is applied. As the complexity of CMUL is O(n), the proposed algorithm is expected to be efficient.
Overall Architecture The overall architecture is shown in Figure 1 . For each modality, the architecture is almost the same as that in [21] , except that both modalities share the same C = [c 1 , ..., c C ] ∈ R r ×C to minimize heterogeneity gap.
Denote F 1 (x i1 ), F 2 (x i2 ) ∈ R r , i = 1, 2, ..., n as the activations of the hashing layer in each modality, the hashcodes of both modalities can be obtained with h i1 = sgn(F 1 (x i1 )), h i2 = sgn(F 2 (x i2 )), where sgn is the element-wise sign function.
Loss Function and Relaxation Inspired by SCDH [21] , the overall training loss is shown as follows min (5) . For ease of training, we rescale q is , u is such that the mean of nonzero value of q is is 1.
is the additional classification loss for each modality, where l 1 (·, ·) is the classification (multilabel) softmax loss. As discussed in [21] , L 1 is expected to achieve faster convergence.
It is clear that directly optimizing Eq. (6) is intractable. Followed by the previous works [4, 11] , we remove the sgn function and add the quantization loss. We use the quantization loss proposed in [21] such that l q (f)
where ∥ · ∥ p is the p-norm. The final loss to be optimized is min
is the quantization loss. Training Details From Eq. (7) we can see that the proposed JCCH is easy to implement, which can be trained end-to-end by gradient descent with back-propagation. To prevent the training procedure collapsed in which F 1 (·), F 2 (·) and the semantic cluster centers c i go to zero, we follow [21] such that the centers are initialized so that the norms are relatively large.
EXPERIMENTS
In this section, we conduct extensive large-scale cross-modal retrieval experiments to show the efficiency of the proposed JCCH method. We study the performance and training efficiency of the JCCH compared with recent state-of-the-art cross-modal hashing methods. The ablation study on the efficiency of improved UUB is also conducted in this section.
Datasets and Evaluation Metrics
We run large-scale retrieval experiments on three image-text datasets: MIRFLIKR-25K, NUS-WIDE and IAPR TC-12. The experimental protocols are definately the same as that in [7] . The data pairs are similar if they share one or more semantic labels.
Our JCCH algorithm is implemented with PyTorch 1 framework. For image modality, we use the pre-trained deep networks for initialization, and the images/sketches are resized to 224 × 224 to feed the deep network. For text modality, we follow [7] in which the texts are represented as bag-of-words vector and a two-layer MLP with ReLU activation is applied for training. The dimension of hidden layer is 8192.
We use SGD for training the network. The hyper-parameter λ is selected with the validation set, and µ, α are chosen in the same protocol as [21] . As the training set is not too large, we regard all the training data as the anchor data to compute the coefficients q is , u is in Eq. (3) . The training is down on a server with two Intel(R) Xeon(R) E5-2683 v3@2.0GHz CPUs, 256GB RAM and Geforce GTX TITAN Pascal with 12GB memory.
The evaluation protocols are the same as [7] . We report the compared MAP value. We also perform experiments to show the effectiness of improved UUB on the structured multilabel data.
Comparison to State-of-the-Art
We compare our JCCH algorithm with recent state-of-the-art imagetext retrieval algorithms including DCMH [7] , PRDH [18] , SSAH [10] , ADAH [22] . We do not report other baselines because the settings are different or the results are inferior than the above methods. Results are shown in Table 1 . It can be seen that the proposed JCCH performs better than or comparable with the state-of-the-art baselines on most settings, especially in the image-to-text retrieval (I → T ) tasks.
As discussed before, our JCCH is expected to train must faster than other baselines. Figure 2 shows the MAP value at different training epochs. Note that we re-implement the DCMH [7] algorithm and the performance is slightly different from the original paper. Compared with DCMH in which the pairwise loss is used, ours is able to converge to the desired results in just a few epochs, which conveys that JCCH converges much faster than others.
As our algorithm converges faster, we can adopt JCCH for initialization before training the state-of-the-art cross-modal hashing algorithms to achieve fast training and best performance simultaneously. Figure 2 shows the performance of DCMH after training JCCH for 10 epochs, denote JCCH+DCMH. It can also be seen clearly Table 1 : Compared results of different cross-modal hashing methods on text-image retrieval problems. The results with citations are directly copied from the corresponding papers. The best results are highlighted in boldface. that using JCCH for initialization is able to make the training procedure faster and achieves better performance. We also conduct extensive image-text retrieval experiments with JCCH+DCMH, and the results are shown in Table 1 . The results shows that JCCH+DCMH achieves state-of-the-art cross-modal hashing performance.
The Effectiveness of Improved UUB for Structured Multilabel Data
In this section, we study the effectiveness of the improved UUB in Sec. 2.1. We use the SCUL [21] as the baseline where we simply set q is = 1/|Y i |, u is = 1. We name the variant as JCCH-B. Table 2 shows the cross-modal image-text retrieval results. It can be seen clearly that adopting the improved UUB is able to improve the retrieval performance of structured multilabel dataset significantly, which implies that the improved UUB can better model the triplet ranking loss for the structured multilabel dataset.
Sensitivity to Parameters
In this subsection, the influence on λ of the JCCH algorthm is evaluated. We use AlexNet for pre-training, and the code length is 64. Figure 3 shows the performance of different λ. It shows that a relatively small λ is able to achieve good MAP results.
CONCLUSIONS
In this paper, we propose a novel and efficient cross-modal hashing algorithm named JCCH. First, we propose an improved Unary Upper Bound (UUB) with O(n) complexity for structured multilabel data in which the labels are highly unbalanced and correlated. Second, we propose a novel cross-modal hashing algorithm called Joint Cluster Cross-modal Hashing (JCCH) where the Cross-Modal Unary Loss (CMUL) is introduced. The training procedure is expected to be efficient as the complexity of CMUL is just O(n). Experimental results on large-scale image-text datasets demonstrate that the training is more faster than other baselines, and the proposed method is superior over or comparable with the state-of-the-art cross-modal hashing algorithms.
