JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. Many statistical models, and in particular autoregressive-moving average time series models, can be regarded as means of transforming the data to white noise, that is, to an uncorrelated sequence of errors. If the parameters are known exactly, this random sequence can be computed directly from the observations; when this calculation is made with estimates substituted for the true parameter values, the resulting sequence is referred to as the "residuals," which can be regarded as estimates of the errors.
INTRODUCTION
An approach to the modeling of stationary and non-stationary time series such as commonly occur in economic situations and control problems is discussed by Box and Jenkins [4, 5] , building on the earlier work of several authors beginning with Yule [19] and Wold [17] , and involves iterative use of the threestage process of identification, estimation, and diagnostic checking. Given a discrete time series Zt, Zt-1, Z t-2, * * -and using B for the backward shift operator such that Bzt = Zt1, the general autoregressive-integrated moving average (ARIMA) model of order (p, d, q) discussed in [4, 5] tionary. In some instances the model (1.1) will be appropriate after a suitable transformation is made on z; in others z may represent the noise structure after allowing for some systematic model. This general class of models is too rich to allow immediate fitting to a particular sample series { Zt } = Z21 . . . Zn, and the following strategy is therefore employed:
1. A process of identification is used to find a smaller subclass of models worth considering to represent the stochastic process. 2. A model in this subclass is fitted by efficient statistical methods.
3. An examination of the adequacy of the fit is made.
The object of the third or diagnostic checking stage is not merely to determine whether there is evidence of lack of fit but also to suggest ways in which the model may be modified when this is necessary. Two basic methods for doing this are suggested:
Overfitting. The model may be deliberately overparameterized in a way it is feared nay be needed and in a manner such that the entertained model is obtained by setting certain parameters in the more general model at fixed values, usually zero. One can then check the adequacy of the original model by fitting the more general model and considering whether or not the additional parameters could reasonably take on the specified values appropriate to the simpler model.
Diagnostic checks applied to the residuals. The method of overfitting is most useful where the nature of the alternative feared model is known. Unfortunately, this information may not always be available, and less powerful but more general techniques are needed to indicate the way in which a particular model might be wrong. It is natural to consider the stochastic properties of the residuals a = (di, 42, * , a,)' calculated from the sample series using the model (1.1) with estimates q 1, qP2, cp; 01, 02, 0, substituted for the parameters. In particular their autocorrelation function rk P dgtat-k/ ,2 dt2
(1.2) may be studied. Now if the model were appropriate and the a's for the particular sample series were calculated using the true parameter values, then these a's would be uncorrelated random deviates, and their first m sample autocorrelations r = (r1, r2, , rm)', where m is small relative to n and
3) E a t would for moderate or large n possess a multivariate normal distribution [1].
Also it can readily be shown that the { rA; } are uncorrelated with variances n-k V (rAk) = -1/n, (1.4) n (n + 2)(14 from which it follows in particular that the statistic n(n+2) ,
would for large n be distributed as x2 with m degrees of freedom; or as a further approximation, It is tempting to suppose that these same properties inight to a sufficient approximation be enjoyed by the r's from the fitted model; and diagnostic checks based on this supposition were suggested by Box and Jenkins [4] and Box, Jenkins, and Bacon [6] . If this assumption were warranted, approximate standard errors of I/V/n [or more accurate standard errors of V/n-k/n(n+2)] could be attached to the r's and a quality-control-chart type of approach used, with particular attention being paid to the r's of low order for the indication of possible model inadequacies. Also it might be supposed that Equation (1.5) with r's replacing r's would still be approximately valid, so that large values of this statistic would place the model under suspicion.
It was pointed out by Durbin [10] , however, that this approximation is invalid when applied to the residual autocorrelations from a fitted autoregressive model. For example, he showed that r' calculated from the residuals of a first order autoregressive process could have a much smaller variance than ri for white noise.
The present paper therefore considers in some detail the properties of the r's and in particular their covariance matrix, both for AR processes (Sections 2 and 3) and for MA and ARIMA processes (Section 5). This is done with the intention of obtaining a suitable modification to the above diagnostic checking procedures (Sections 4 and 5.
3)
The problem of testing fit in time series models has been considered previously by several authors. Quenouille [14] 1 developed a large-sample procedure for AR processes based on their sample partial autocorrelations, which possesses the same degree of accuracy as the present one.2 Quenouille's test was subsequently extended [3, 15, 18] to cover MA and mixed models. Whittle [16] proposed tests based on the likelihood ratio and resembling the overfitting method above. The present procedure (a) is a unified method equally applicable to AR, MA, and general ARIMA models, (b) is motivated by the intuitive idea that the residuals from a correct fit should resemble the true errors of the process, and (c) can be used to suggest particular m-odifications in the model when lack of fit is found [5 ] .
DISTRIBUTION OF RESIDUAL AUTOCORRELATIONS FOR THE AUTOREGRESSIVE PROCESS
In this section we obtain the joint large-sample distribution of the residual autocorrelations r= (ri, * * , 9m)' where r4k is given by (1.2), for an autoregressive process. This is done by first setting forth some general properties of AR processes, using these to obtain a set of linear constraints (2.9) satisfied by the irk }, and then approximating rk by a first order Taylor expansion (2.22) about the white noise autocorrelation rk. Finally, these results are combined in matrix form to establish a linear relationship (2.27) between r and r analogous to that between the residuals and true errors in a standard regression model, from which the distribution (2.29) of r readily follows. Subsections 2.5-2.7 then discuss examples and applications of this distribution.
The Autoregressive Process
The general AR process of order p, (B) 2. at(+) -Q are the residuals when (2.1) is fitted and least squares estimated + obtained; and 3. rk(4) and rk(+) are respectively the residual and white noise autocorrelations (1.2) and (1.3).
Linear Constraints on the r's
It is known that the residuals { at } above satisfy the orthogonality conditions where the symbol introduced in (2.9) denotes "order in probability" as defined in [13] . In leading up to (2.9) we have presumably summed an infinite number of autocorrelations from a finite series. However since { y, } is stationary we have 41k-*O as k becomes large; and unless 4) is extremely close to the boundary of the stationarity region, this dying off of {i4 is fast so that the summation can generally be stopped at a value of k much less than n. More precisely, we are assuming that n is larger than a fixed number N and for such n there exists a sequence of numbers mn such that Then in (2.9) and in all following discussion the error in stopping the summations at k =m (we write m for mn in the sequel) can to the present degree of approximation be ignored; and (b) also ensures that "end effects" (such as there being only n-k terms summed in the numerator of rk compared with n terms in the denominator) can also be neglected.
Linear Expansion of r, about rk
The root mean square error of cj, 1<j?p, defined by VE(4j_-j)2, is of order 1/V/f, and we can therefore approximate fk by a first order Taylor expansion about =4) (evaluating the derivatives, however, at 45 rather than 4) in order to obtain the simplification (2.12) below). Thus where
where in (2.14) and below, 4o = ko -1. From (2.13) and (2.14) it follows that Z Yt2 If we now multiply (2.24) on both sides by Note that the matrix I -Q is idempotent of rank m -p, so that the distribution of r has a p-dimensional singularity.
Further Consideration of the Covariance Structure of the r's
It is illuminating to examine in greater detail the covariance matrix of r, or equivalently the matrix Q. The latter matrix is idempotent of rank p, and its non-null latent vectors are the columns of X. Also,
. . . 
From these examples we can see a general pattern emerging. As in (2.33) the first p variances and corresponding covariances will be heavily dependent on the parameters 4)1, --*, 4, and in general can depart sharply from the corresponding values for white noise autocorrelations, whereas for k > p +1 a "1 " is introduced into the expression for variances (as in (2.35) and (2.37)), and the recursion (2.32) ensures that as k increases the { fk} behave increasingly like the corresponding {rk } with respect to both their variances and covariances.
The distribution of n E
We have remarked earlier that if the fitted model is appropriate and the parameters 4+ are exactly known, then the calculated at's would be uncorrelated normal deviates, their serial correlations r would be approximately N(O, (1/n)I), and thus n El rk2 would possess a x2 distribution with m degrees of freedom.
We now see that if m is taken sufficiently large so that the elements after the mth in the latent vectors of Q are essentially zero, then we should expect that to the order of approximation we are here employing, the statistic n Z 2 (2.38) obtained when estimates $ are substituted for the true parameters e? in the model, will still be distributed as X2, only now with m -p rather than m degrees of freedom. This result is of considerable practical interest because it suggests that an overall test of the type discussed in [4] can in fact be justified when suitable modifications coming from a more careful analysis are applied. Later we consider in more detail the use of this test, along with procedures on individual r's, in diagnostic checking.
MONTE CARLO EXPERIMENT
We have made certain approximations in deriving the distribution of the residual autocorrelations, and it is therefore of interest to investigate this distribution empirically through repeated sampling and to compare the results with (2.29). This was done for the first order AR process for 0 =O, ?.1, ?.3, ?A.5, ?.7, ?.9. For given 4, s =50 sets of n -200 random normal deviates were generated on the computer using a method described in [7] , with separate aggregates of deviates obtained for each parameter value. For the jth set a series { yt(i) } was generated using formula (2.34), +() was estimated, { t4i) determined, and the quantities The results of this Monte Carlo sampling are set out in detail in [8] and in general confirm the adequacy of the approximations used. As an example of these calculations, Table I compares the empirical variances (3.2) of Pk and correlations (3.3) of (rj, 9k) with their theoretical counterparts obtained from (2.35). Allowing for the sampling error of the Monte Carlo estimates themselves, there is good agreement between the two sets of quantities, a phenomenon which occurred also for the other values of 0 considered.
Since the large-sample variance 02/n of 9l departs the most from the common variance of 1/n for white noise autocorrelations, an examination of the empirical behavior of this quantity is of particular interest. Thus Figure 1 shows the sample variance of PI for ) = 0, ?.1, + .3 ? .5, +.7, +.9 in relation to the parabola V(f1) = 02/n, with reasonable agreement between the two. (The coefficient of variation of the sample variance of fk for 4) 40 is approximately V2/s -1/5, independent of k and n; at 4 = 0, V(i) =0(1/n2). Some indication of the validity of this approximation is gained by examining the actual values of I from the sampling experiment, which were found to be distributed about zero with a variance of about one-hundredth that which would have been expected from the same linear form in white noise autocorrelations.
Of considerable importance because of its role in diagnostic checking is an examination of the quantity n 1k rk2 200 SZ0k A20 (3.6) which as in (2.38) should possess a XI-distribution with v = m -1 = 19 degrees of freedom. Such a distribution has a mean and variance of 19 and 38, respectively, with which the Monte Carlo values can be compared. When this was done, the overall or pooled empirical mean was fount, w e found significantly different from 19. This difference is plausible, however, when it is realized that the statistic n Elm Wk possesses a x2m-P_ distribution only insofar as the white noise autocorrelations ra= (ri, a n c, r)' have a common variance of 1/n; and from (1.4) it is seen that this approximation overestimates thn ue variance of a given rk by a factor of (n +2)/ (n-k). In particular, for n=200, m= 20, and a typical value of k 10, the actual variance V(rk) is 190/202 y 94 percent of the 1/n approximation. Since the residual autocorrelationS r are by (2.27) a linear transformation of r, it is reasonable to expect that a comparable depression of the variances of { rik } would occur, and this would account for the discrepancy between the theoretical and empirical means of the statistic 200 El rk2 encountered above. (This phenomenon would also explain the tendency for the empirical variances themselves, such as those in Table 1 , to take on values averaging about 5 percent lower than those based on the matrix (I /n) (I -Q) of (2.29).)
USE OF RESIDUAL AUTOCORRELATIONS IN DIAGNOSTIC CHECKING
We have obtained the large sample distribution of the residual autocorrelations r fronm fitting the correct model to a time series, and we have discussed the ways in which this distribution departs significantly from that of the white noise autocorrelations r. It is desirable now to consider the practical implications of these results in examining the adequacy of fit of a model.
First of all it appears that even though the r's have a variance/covariance matrix which can differ very considerably from that of the r's, the statistic ET=1 Pk2 will (since the matrix I-Q is idempotent) still possess a X2-distribution, only now with m-p rather than m degrees of freedom. Thus the overall x2-test discussed in Section 1 may be justified to the same degree of approximation as before when the number of degrees of freedom is appropriately modified.
However, regarding the "quality-control-chart" procedure, that is the comparison of the {rk } with their standard errors, some modification is clearly needed. Figure 2 shows the straight-line standard error bands of width 1/V/n associated with any set of white noise autocorrelations { rk }. These stand in marked contrast to the corresponding bands for the residual autocorrelations {rk}, derived from their covariance matrix (1/n) (I -Q) and shown in Figure 3 for selected first and second order AR processes. Since it is primarily the r's of small lags that are most useful in revealing model inadequacies, we see that the consequence of treating P's as r's in the diagnostic checking procedure can be a serious underestimation of significance, that is, a failure to detect lack of fit in the model when it exists. Of course, if the model would have been judged inadequate anyway, our conviction in this regard is now strengthened. Suppose, for example, that we identify a series of length 200 as first order autoregressive and after fitting =.5. Suppose also that r',= .10. Now the standard error of r1 for white noise is 1//n= .07, so that Pi is well within the limits in Figure 2 . Therefore if we erroneously regarded these as limits on rf we would probably not conclude that this model was inadequate. However, if the true process actually were first order autoregressive (say with 0=.5), the standard error of Pi would be | j /v/n=.035; since the observed ri=.10 is almost three times this value, we should be very suspicious of the adequacy of this fit. The situation is further complicated by the existence of rather high correlations between the r's, especially between those of small lags. For the first order process, the most serious correlation is which, for example, approaches -1 as p0---*+ and is still as large as -.6 for q5 =.7. Correlation among the r's is even more prevalent in second and higherorder processes, where (as for variances) those involving lags up to k = p can be particularly serious. From then on their magnitude is controlled by the recursive relationship (2.32); in particular, the closer + is to the boundary of the stationarity region, the slower will be the dying out of covQrk, r9) or p(rk, r although often in these situations the less serious will the initial correlations pQri, 92), p('2, r3), p(ri, r3), etc., tend to be.
We have thus seen that the departure of the distribution of the residual autocorrelations r from that of white noise autocorrelations r is serious enough to warrant some modifications in their use in diagnostic checking. The residual autocorrelation function, however, remains a powerful device for this purpose.
DISTRIBUTION OF RESIDUAL AUTOCORRELATIONS FOR THE MOVING AVERAGE AND GENERAL ARIMA PROCESSES
In obtaining the distribution of -, , -* rAm)' for the pure autoregressive process in Section 2, considerable use was made of the recursive relation O(B)pk = 0, which is not satisfied by moving average models yt = O(B)at, or more generally by mixed models of the form (1.1) with wt = Vdzt denoting the stationary dth difference.
It is fortunate, therefore, that these models have in common with the pure AR models (2.1) an important property (derived in Section 5.1) because of which the distribution of their residual autocorrelations can be found as an immediate consequence of the autoregressive solution (2.29). This property is that if two time series, (a) the mixed autoregressive-moving average series where ko = =-1. We will expand these quantities about the true parameter values and go through a least squares estimation in each case which is analogous to writing the linear regression model y -X5 +? as e =-y -y X( -+) ? = X& + ?, (5.6) for fixed g, and then performing the regression directly on e rather than on y. The equality of the residuals in the two cases depends heavily on the fact that the derivatives in each expansion involve the same autoregressive variable xt. and approximately at* = at* + J=j and thus (to the same order) fAR = r*, as we set out to show.
Monte Carlo Experiment
The equality (5.18) between the residuals from the autoregressive and mixed models depends on the accuracy of the expansion (5.8), that is, on the extent of linearity in the moving average model, between the true and estimated values 0 and 0. It is therefore worthwhile to confirm this model-duality by generating and fitting pairs of series of the form (1.1) and (5.1) and conmparing their residuals, or more to our purpose, their residual autocorrelations. This was done for p+ q = 1 and p + q = 2 for series of length 200. Some indication of the close- ness of the agreement is obtained from the few results for first order AR and MA processes shown in Table 2 , where it is seen that the residual autocorrelation 1kAR and rkMA are equal or nearly equal to the second decimal place. A sampling experiment of the type described in Section 3 was also performed for the first order MA process. The results were very similar, which is to be expected in view of (5.18).
Conclusions
We have shown above that to a close approximation the residuals from any moving average or mixed autoregressive-moving average process will be the same as those from a suitably chosen autoregressive process. We have further confirmed the adequacy of this approximation by empirical calculation. It follows from this that we need not consider separately these two classes of processes; more precisely, 2. All considerations regarding the use of residual autocorrelations in tests of fit and diagnostic checking discussed in Section 4 for the autoregressive model therefore apply equally to moving average and mixed models. 3. In particular it follows from the above that a "portmanteau" test for the adequacy of any ARIMA process is obtained by referring nE n ik4 to a x2 distribution with v degrees of freedom, where v = m -p -q.
