The high prevalence of depression in society has given rise to a need for new digital tools that can aid its early detection. Among other effects, depression impacts the use of language. Seeking to exploit this, this work focuses on the detection of depressed and non-depressed individuals through the analysis of linguistic information extracted from transcripts of clinical interviews with a virtual agent. Specifically, we investigated the advantages of employing hierarchical attention-based networks for this task. Using Global Vectors (GloVe) pretrained word embedding models to extract low-level representations of the words, we compared hierarchical local-global attention networks and hierarchical contextual attention networks. We performed our experiments on the Distress Analysis Interview Corpus -Wizard of Oz (DAIC-WoZ) dataset, which contains audio, visual, and linguistic information acquired from participants during a clinical session. Our results using the DAIC-WoZ test set indicate that hierarchical contextual attention networks are the most suitable configuration to detect depression from transcripts. The configuration achieves an Unweighted Average Recall (UAR) of .66 using the test set, surpassing our baseline, a Recurrent Neural Network that does not use attention.
Introduction
Mental disorders are present in the society and they represent a major public health concern, as they affect approximately 25 % of the population in the European Region [1] . In this work, we focus on the automatic detection of major depression disorder (MDD) because of its prevalence in society; more than 300 million people globally in 2015 were affected by the disorder [2] . The diagnosis of MDD in primary health care settings is a well-known challenging task [3] , which highlights the need for objective diagnostic aids.
Psychological studies have observed differences in the use of language between depressed and non-depressed individuals [4, 5, 6] . The present work, therefore, aims to automatically identify depressed and non-depressed participants through the analysis of linguistic information extracted from transcribed clinical interviews. To identify the most relevant linguistic information, our approach implements a hierarchical attention-based network that works at both word-and sentence-level. In machine learning, attention is a technique that can be used to weight the importance of certain input information with respect to its context. An advantage of attention, motivating this work, is that it allows the automatic identification of words in a sentence, and sentences in the interviews, relevant for depression detection.
Recently, attention mechanisms have been employed in a broad range of applications, such as acoustic scene classification [7] , speaker diarisation [8] , speech emotion recognition [9] , image classification [10] , video classification [11] , and video description [12] . Attention mechanisms with linguistic information have also been used in document classification [13] and sentiment and self-assessed emotion detection [14] problems. Nevertheless, the use of attention in the depression detection problem has not been studied deeply, although depression detection has been a problem widely investigated among the research community. Previous works investigated the use of different machine learning techniques with audio, video, and linguistic data, employed in isolation [15, 16, 17, 6] or multimodally [18, 19, 20] . The techniques included decision trees [21] , support vector machine [22] , support vector regression [23] , and convolutional neural networks combined with recurrent neural networks [24] .
This work presents a novel approach to tackle the depression detection problem using hierarchical attention-based networks and transcribed clinical interviews. We employed transcriptions in the Distress Analysis Interview Corpus -Wizard of Oz (DAIC-WoZ) database [25, 22] . We processed the transcriptions and used Global Vectors (GloVe) pretrained word embedding models [26] to map words onto real-valued feature vectors. The vectors are then fed into a hierarchical attention-based network to extract high-level representations from the interviews. We compared three different hierarchical networks: (i) a naïve hierarchical network, (ii) a hierarchical local-global attention network [27] , and (iii) a hierarchical contextual attention network [13] . The choice of (ii) and (iii) was motivated by their successful performance in document classification tasks [13, 27] .
In our experiments, we defined the performance of the naïve hierarchical network as a baseline to assess the benefits of using attention mechanisms in hierarchical networks. Finally, we used a fully-connected layer to perform the classification.
The rest of the paper is laid out as follows: Section 2 presents the dataset employed, and Section 3 describes the methodology followed in this work. Section 4 details the experiments performed and analyses the results obtained, while Section 5 concludes the paper and suggests some future work directions. Low-Level Representation
High-Level Representation Classification Figure 1 : Pipeline of the implemented system, which receives transcriptions from interviews and identifies whether they belong to depressed or non-depressed interviewees. Following preprocessing, low-and high-level representations of the interviews are extracted from the transcripts. The learnt high-level representations are then fed into a classifier. by Ellie, an animated virtual interviewer controlled by a human interviewer in another location. Audio and video recordings and questionnaire responses were collected, and transcriptions were made of the interviews. Depression severity was assessed in the interviewed individuals using the eight-item Patient Health Questionnaire (PHQ-8) depression scale, a valid diagnostic technique to measure the severity of depression-related disorders, which can be employed to discriminate depressed (PHQ-8 score ≥ 10) from non-depressed (PHQ-8 score < 10) individuals [30] . Although the studied task was presented in AVEC 2016 [22] , we used the updated version of the dataset, which was released in AVEC 2017 [28] edition. In both cases, train, development, and test data partitions were unchanged.
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Methodology
In this section, we present our system (cf. Figure 1 ), which was designed to predict whether transcriptions from clinical interviews belong to a depressed or non-depressed participant through the analysis of linguistic information. The different stages of the system are described below.
Preprocessing
The objective of this stage is to prepare the transcriptions for further processing. To focus our investigation on the interventions by the study participants, we used the supplied timings to delete all interventions by Ellie, the virtual agent. Analysing the raw transcriptions, we observed that, in some cases, they included additional, non-verbal communication, such as when the participants sighed or breathed deeply. These were also removed from the transcriptions, as these are not easily accessible from automatic systems. The last stage of preprocessing is the tokenisation of the transcriptions by splitting interviewees' interventions, obtained as a string of characters, into meaningful semantic units, i. e., space-separated sequences of characters. Once defined, these tokens are mapped onto numerical identifiers for further processing. To model the flow of linguistic information over the course of the interviews, we converted the data in the train, development and test sets into three-dimensional tensors with dimensions (I, S, W ). The first dimension, (I)ndividual, contains information from each participant, while the second dimension, (S)entence, contains sentence-level information, and the third dimension, (W )ord, contains word-level information. Thus, in each position, the identifier of the corresponding token associated with a particular word in a particular sentence coming from a specific participant's interview is stored. Since the number of sentences per interview and their length is participant-dependent, we identified the longest interview and the longest sentence over the entire set and used it to generate the aforementioned tensors. Shorter interviews and sentences are zero-padded.
Low-Level Representation
Following preprocessing, low-level representations are generated by extracting features from the transcriptions. The process of feature extraction in natural language processing might not be as intuitive as in the fields of speech or image processing, as there is a need to map words onto real-valued vectors. In this regard, we employed pretrained word embedding models, specifically GloVe pretrained models [26] , to extract vector representations of the tokens contained in our data. These pretrained word embedding models were chosen for three reasons. Firstly, they are trained in the interview language. Secondly, much larger corpora (with 6, 27, 42, and 840 billion tokens, respectively) than DAIC-WoZ are used to train the word embedding models, making them more stable. Thirdly, these models output feature vectors with 25, 50, 100, 200, and 300 dimensions, which contributes to the analysis of performance differences. The use of GloVe pretrained word embedding models allows every token in our data to be mapped to a real-valued vector representation. To perform this mapping, a matrix with vector representations corresponding to all tokens in our data is built. We assigned pseudorandom feature vector representations to those tokens that are not present in the pretrained word embedding models. Once built, we z-normalised the embedding matrix. Finally, we represented each token in our three-dimensional tensor with their corresponding feature vector.
High-Level Representation
Once the low-level representations are extracted, we then computed the high-level features using a two-staged hierarchical network which operates at the word-and sentence-level [14] . Herein, we use si ∈ i = 1, . . . , S to represent the i-th sentence in the transcription, wij ∈ j = 1, . . . , W to denote the j-th word in the i-th sentence, and xij to indicate the feature vector representation of the j-th word in the i-th sentence. First, at the word-level, feature vectors xij ∈ j = 1, . . . , W are fed into a bidirectional Gated Recurrent Unit (GRU) with 25 units (50 units in total) to learn a representation of the sequence of words:
This network configuration was chosen, as it gave the strongest results in our initial experiments. The resulting word sequences representations hij are then fused in order to generate a single representation of all words in the sentence i-th, denoted ashi. This fusion is performed using one of three different strategies: a naïve approach described in Equation (3), a local attention approach defined in Equations (5) to (7) , and a contextual attention approach detailed in Equations (12) to (14) . The sentence-level representations,hi ∈ i = 1, . . . , S, are then fed into their own bidirectional GRU, with the same configuration used previously, to extract a representation of the sequence of sentences, i. e.,
Similar to the word-level representations, the sequential sentences representations are fused using either a naïve approach as described in Equation (4), a global attention approach as defined in Equations (8) to (11) , or a contextual attention approach as detailed in Equations (15) to (17) . This generates a single highlevel representationh of all sentences in the whole interview. This high-level representationh is suitable for classification.
Hierarchical Naïve Network
Naïve fusion at word-and sentence-level is performed by averaging the representations hij over all words, and hi over all sentences, respectively:h
As this is our simplest fusion strategy, i. e., no learnable parameters, we employed it as a baseline.
Hierarchical Local-Global Attention Network
Based on the approach presented in [27] , we implemented a word-level information fusion approach based on a local attention mechanism:
and a sentence-level information fusion approach based on a global attention mechanism: pi = softmax (Ws 1 hi + bs 1 ) ,
oi = tanh (Ws 2 pi + bs 2 ) ,
In this approach, Ww, Ws 1 , Ws 2 , bw, bs 1 , bs 2 , and os are the parameters to be learnt by the network.
Hierarchical Contextual Attention Network
Based on the methodology presented in [13] , we implemented a word-and sentence-level fusion approach based on a contextual attention mechanism. At the word-level, the fusion can be defined as follows:
while at the sentence-level, the information fusion can be defined as:
In this approach, Ww, Ws, bw, bs, uw, and us are the parameters to be learnt by the network. Furthermore, uw and us can be interpreted as context vectors, which contribute to the identification of relevant words and sentences.
Classification
The last stage of our pipeline classifies the high-level representations extracted from the interviews. To this end, we employed a fully connected layer with two output neurons, which use a softmax function as activation. The first neuron models the depressed class, while the second neuron models the non-depressed class. The label indicating whether a participant is depressed is determined by the neuron with the highest output.
Experimental Results
The purpose of this work is to analyse the impact of hierarchical attention-based networks on the identification of depressed and non-depressed participants from linguistic information. To study the feasibility of this approach, we considered the task as a classification problem. We compared five hierarchical networks: (i) a Naïve Hierarchical Network (NHN), (ii) a Hierarchical Local-Global Attention Network (HLGAN), (iii) a Hierarchical Contextual Attention Network (HCAN), (iv) a Naïve Hierarchical Network concatenated with a Hierarchical Local-Global Attention Network (NHN+HLGAN), and (v) a Naïve Hierarchical Network concatenated with a Hierarchical Contextual Attention Network (NHN+HCAN). Network configurations (iv) and (v) are built by concatenating the high-level representations learnt from participants' interviews with the merged configurations. We also compared the performance of all the available GloVe word embedding models. The networks, implemented in Keras with TensorFlow at the backend, use Categorical Cross-Entropy as the loss function to minimise, and Adam as the optimiser. We set the parameter corresponding to the batch size for training the networks to 8. As the data is unbalanced (cf. Table 1 ), we assessed the performance of the trained models by computing the Unweighted Average Recall (UAR) between the true and predicted labels associated to each participant. In initial experiments, we observed the behaviour of loss and accuracy from both train and development sets over 75 epochs computed from all hierarchical networks and word embedding models. Analysis of the generated curves, which are not reported here, revealed that the number of epochs used to train the networks is an important parameter to prevent trained models to suffer from either underfitting or overfitting. Despite behaviour differences among the evaluated scenarios, we fixed the maximum number of epochs for training to 30 to provide a fair comparison between network configurations and word embedding models.
Analysing the results computed using the development set (cf. Table 2), we observe that 23 out of 50 models achieve an UAR of .50. This result likely indicates that, in these cases, the models are underfitted, as they predict the same label to all samples. Thus, to exclude underfitted models, we focus on model performances with an UAR greater than .50. No clear patterns in model performance are observed when different word embeddings are employed. However, in the case of GloVe '840B.300d' word embedding, all network configurations surpass the UAR of .50, with the exception of the NHN configuration (cf. Table 2 ). Hence, the GloVe '840B.300d' word embedding model was selected to assess the performance of the implemented hierarchical networks using the test set. At this point, the development phase is over and we move to the testing phase, in which models are trained with data from both train and development sets, and tested with data reserved exclusively for testing. Additionally, the performances of the trained models in the testing phase are assessed by computing the F1 score between the true and predicted labels, enabling comparison with other works in the literature.
The results obtained using the test set (cf. using the test set. Thus, we conclude that HCAN is the most suitable configuration to perform depression detection using linguistic data, and that its combination with NHN provides low benefits in terms of system performance.
Conclusions
In this work, we developed and analysed the performance of hierarchical attention-based networks to identify depressed and non-depressed participants from linguistic information, which was acquired from interviews with a virtual agent. Our results on the DAIC-WoZ test set with the GloVe '840B.300d' pretrained word embedding model indicate that a hierarchical contextual attention network is the most suitable configuration for the task, achieving an UAR of .66. Furthermore, the performance of this configuration surpasses the baseline of a hierarchical network without attention. Thus, this result supports the benefits of employing attention mechanisms in the problem of depression detection. Nonetheless, our analyses might be biased, as the baseline models are underfitted, which does not permit a proper evaluation of the baseline architecture. As future work, we aim to continue this investigation using regression techniques. In addition, we plan to explore the benefits of using attention mechanisms in both audio and video modalities, so we can investigate the use of multimodal attention-based approaches on depression detection and recognition systems.
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