1. INVARIANT TESTS FOR THE MANOVA where A: p x p is nonsingular and I',: T x T and I',,: n x n are orthogonal.
We assume thatp < n + Y (ifp > n + r, there are no nontrivial invariant testg).
A maximal invariant statistic is (fr ,...,fJ, where t = min{ p, r} and 1 > fr 3 0.. >, ft 2 0 are the ordered t largest characteristic roots of the multivariate beta matrix Uu'(UU' + VP")-1. A maximal invariant parameter is (yr ,..., rJ, where K 3 ... > yt > 0 are the ordered t largest characteristic roots of @@'Z-l.
For any region Q C Rp(*+n) invariant under all transformations (1.2) define so po is the power function of the test with acceptance region Q. For each i = l,..., I we denote the qsection of Q for fixed Uj , j # i, and fixed v by Qli'(ci 9 V) = {Ui 1 (u, V) $ Q} C R", where P,:p x (I -1) = (uI ,..., q-I , uifl ,..., q). Das Gupta, Anderson, and Mudholkar [3] have proved the following theorem. They assume that p < n, but their proof is valid if p < n + Y. THEOREM 1.1. Let Q C Rp(r+n) be invariant under all transformations (1.2). Suppose that for each i = l,..., r, Qfi)(zZi , v) is convex, except possibly for (12~ , v) in a set of p(n + r -I)-dime12sional Lebesgue measure 0. Then q&y1 ,..., yJ increases monotonically in each yj .
Consider the following four well-known acceptance regions. The first three are defined only for p < n, while the last is defined for p < n + r. For 0 < 01 < 1 and p < rz + r, define k,(ar, p, r, n) to be the size 01 cutoff point for Vo), i.e.,
The following is our main theorem; its proof is given in Section 3. In this case the power function of the k' ct) trace test for the MANOVA problem is monotonically increasing in each noncentrality parameter 'yi .
it is easy to see that K,(oc, p, r, n) is decreasing in (Y and n, while increasing in r. Furthermore it will be shown in Section 2 that W, P, r, 4 = hb, r, P, n + r -P), F-4) so that &(01, p, r, n) is increasing inp as well. From this we see that for n > p the monotonicity property of the power function of the Vu) test for the MANOVA problem can be deduced from Theorem 1.1 provided 01 and n are not too small and p, r are not too large. Tables I and II values of n*(cu, p, r) for OL = 0.05 and LY = 0.01, where n*(or, p, r) is the smallest value of n > p such that k4(or, p, T, n) < 1. By Theorem 1.2, the Vt) test has the monotonicity property if (but not necessarily only if) tl > n*(o1, p, I). Combining Theorems 1.1 and 2.1, therefore, it was concluded in [l] and [7] that the power functions of Roy's test based on g, , the Lawley-Hotelling test baaed on xl gi( 1 -g&r, and the likelihood ratio test based on ni (1 -gi) all have the monotonicity property (these tests are defined only if m > p, + pa). Since kp(q p, , p, , m -pa) decreases with (Y and m and increases with pi and p, , the Vtt) test for independence has the monotonicity property provided 01 and m are not too small nor p, and p, too large. If we define m*(oL, p1 , p2) to be the smallest value of m > p, + p, such that k4(or, p, , p, , m -p2) < 1, then m*hA, P2) = ~*hP17P2> +P2 9 so Tables I and II can be used in this case also.
Remark. Since S,,S;,'S,,S;l = S2,S;.S,,(S2,., + S2,S;~S,2)-1 and since the t largest characteristic roots of Sa,S;~Si2S,i' and of S;,'S,,S;~S2, are the same, it follows from (2.3) that k&or, p, , p, , m -p2) = k,(a, p2 , p, , m -p,), which is equivalent to (1.4). Now assume that K, < max{l,p -n}. In view of (3.2) and the linearity of the operator wr'"#, to verify that Q4 satisfies the conditions of Theorem 1 .l it suffices to show that H(z& , V) is convex for all (tz, , v) . Since A and I, -A are positive semidefinite and rank(A) = rank(v) < min{ p, n} = S, say, we have that 1 >, Al > ..' 3 As > 0 = Aa+l = -.. = A,. Therefore from (3.1), H(zZr , V) is an ellipsoid (possibly degenerate or empty) for all (z2, , V) and hence is convex, so Q4 satisfies the conditions of Theorem 1.1. Conversely, suppose that k4 > max{l, p -n}. Since k, < t = min{ p, r}, this requires that r > 1. Let p = ~(12, , V) = CL=, A, -p + k, and /3j = &Bj(% > U) = Aj -p, so that
We shall show later that there exists (Er , V) such that A& 7 v) > 0 > &@I 3 4.
(3.4)
Since &(S, , V) is a continuous function of (lir , V) there must exist an open set A C Rp(nAr-l) such that (3.4) holds for all (12, , w) E A. Thus H(zZ, , V) fails to be -a convex set whenever (zZi , w) E A, which is a non-null set, so Q4 cannot satisfy the conditions of Theorem 1.1.
We turn to the existence of (Zz, , V) satisfying (3.4), which can be rewritten as f Aj < p -k, < '2' Xj . Then it is easily verified that for all 0 < v < p -2, (3.7) is satisfied.
Three more cases remain: (ii) p < 11, p 3 r; (iii) p > n, p < r; (iv) p > n, p 2 T. These cases are treated in a similar, but not identical, manner as case (i).
Full details appear in [9] .
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