The cerebral vascular system services the constant demand for energy during neuronal activity in the brain. Attempts to delineate the logic of neurovascular coupling have been greatly aided by the advent of two-photon laser scanning microscopy to concurrently image blood flow and the activity of individual neurons and astrocytes involved in the control of the flow. Here we review the procedures to generate optical access to the cortex for both rats and mice, determine the receptive fields of the exposed areas, and use two-photon microscopy to accurately measure blood flow in individual cortical vessels concurrent with local cellular activity. We illustrate the techniques with acute recordings from rats and chronic recordings from mice.
Introduction
Blood is a vital and limited resource in the brain. All aspects of neuronal and non-neuronal activity require a supply of oxygen and glucose -a need that constantly evolves with changes in brain activity (1, 2) . How is the distribution of blood controlled relative to these changing needs?
Delimiting this phenomenon, commonly termed functional hyperemia or neurovascular coupling, remains an active area of research (3) . However, recent studies have highlighted important conditions under which neural activity and blood flow become decoupled (4) (5) (6) , and thus raise basic questions about neurovascular coupling (7) . One set of questions concerns the patterns of neuronal signals that lead to vasoactivity. A second set concerns the astrocytes that ensheath the vasculature and their role as intermediary cells that deliver signals from neurons to blood vessels.
The answer to the above questions depends on the ability to image blood flow and cells throughout the depth of cortex, 1.2 to 1.5 mm in rat and 1.0 to 1.2 mm in mouse. Imaging at this depth with subcellular resolution is facilitated by two-photon laser scanning microscopy (8) , an optical sectioning technique in which absorption of light to excite fluorescent molecules occurs only at the laser focus. Past studies have made use of two-photon microscopy to examine vascular dynamics and blood flow in multiple brain regions, including somatosensory cortex (4, (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) ) and the olfactory bulb (6, (28) (29) (30) (31) , down to depths of 600 µm, which is sufficient to resolve vessels and neurons in layer 4. Recent advancements show that two-photon microscopy can achieve imaging depths that allow single microvessels to be studied throughout the full depth of cortex (32), and neuronal dynamics down to layer 5b (33), which is an important issue since vascular regulation in cortex appears to initiate in middle and deeper layers of cortex (9) . A further advantage is the concomitant use of exogenous and endogenous fluorescence-based functional reporters to observe cellular activity, such as changes in intracellular Ca 2+ concentration (22, 28, 31) , and the ratio of NADP to NAD + (34, 35) concurrent with blood flow and vessel diameter changes.
Here we discuss basic procedures of single and multi-vessel two-photon imaging of blood flow dynamics, concurrent with cellular activity, in the somatosensory cortex of anesthetized and awake rodents. We further provide case studies. The equipment and algorithms used in these studies have been summarized elsewhere, including comprehensive reviews of basic methodology of vascular imaging (36), hardware (37, 38) and software (39, 40) for two-photon microscopy, and algorithms for data analysis (41-44). Additional work has addressed the use of two-photon microscopy to image histological tissue with labeled vasculature (7, (45) (46) (47) (48) ).
Brain window preparation
Both rats and mice have their place in cerebral blood flow imaging studies. The relatively large size of rats allows them to tolerate anesthesia better than mice and makes them the animal of choice for complex surgical procedures. Extended cranial windows can be fabricated to permit access to multiple regions of cortex, blood samples may be obtained at multiple time points in a procedure, and physiological parameters can be readily controlled. However, a current disadvantage of cranial windows, and thus rats, is that the imaging quality degrades within days.
The use of mice has two advantages. First, they allow researchers to exploit the wide range of vascular related transgenic animals. Second, transcranial windows with a thinned skull may be fabricated. The use of transcranial windows obviates potential problems with inflammation and changes in cranial volume and is excellent for repeated imaging studies over many months. On the down side, blood sampling and physiological control is limited with mice compared with rats.
Cranial windows. The generation of a cranial window for optical access in rats and mice differs on a number of levels. In rats, the overlying bone must be completely removed. Further, the dura mater must be carefully resected to the edge of the imaging window for optical access (49) (50) (51) .
The window must then be resealed to restore intracranial pressure and to minimize motion artifacts caused by heart beat and breathing. Very large windows can be generated, i.e., 4 x 6 mm, to facilitate easy positioning of electrodes and cannulas. The clarity through such a cranial window is initially optimal as the materials overlying the pial surface cause minimal scattering.
However, dural regrowth degrades the imaging quality such that repeated imaging is limited, in our hands, to about four days. As a result, chronically implanted windows for repeated imaging in rats are rarely reported and the use of pharmacological agents to suppress inflammation may also affect the phenomenon under study, such as the magnitude of injury in experimental stroke models (52) . Longer lasting windows may, in principle, be achieved by using inert substances such as Kwiksil silicone for movement suppression (53) .
Cranial windows in mice are surgically less demanding, as the dura is thin and does not need to be removed for optical access. Detailed methods have been described for cranial windows (54, 55) and transcranial, thinned skull windows (56) .
Transcranial windows.
An alternate method that is suitable for mice is to generate a stable transcranial window, where the skull is thinned, polished and reinforced with a thin layer of glue and cover slip (57, 58) . These windows, which may be as large as 2 x 2 mm, greatly minimize disruption of the intracranial milieu, reduce inflammation, and prevent bone regrowth. While the imaging depth and clarity are somewhat reduced compared to windows with complete bone removal, polished and reinforced cranial windows in mice have been proven to give excellent clarity for two-photon imaging months after the initial surgery. This procedure has so far failed 6 with rats because of the lower clarity of the dura and skull.
Localization of active areas
Standard brain atlases provide approximate coordinates for different brain regions as a means to locate the vasculature in relation to loci of neuronal activity. Yet somatotopically refined maps are often of considerable value. The lissencephalic structure of the rodent brain permits different regions in cortex to be further mapped to determine receptive fields using a variety of classical tools. For sensory areas, these include surface electrodes and intrinsic optical signal (IOS)
imaging. The latter technique avoids any contact with the brain and uses changes in the intensity of reflected light to report a change in the ratio of oxy-to deoxyhemoglobin that occurs secondary to changes in neuronal activity (59, 60) . Motor areas may also be mapped in one of three ways: (i) measuring limb or vibrissa movement in response to intracortical microstimulation with bipolar microelectrodes; (ii) measuring electromyogenic activity in response to intracortical microstimulation; or (iii) through the use of focal illumination in conjunction with mice that express channelrhodopsin in projection neurons (61) .
We illustrate the mapping process with IOS imaging for the case of vibrissa primary sensory cortex (Fig. 1) . A craniotomy was prepared, as described previously (49), and individual vibrissae on the face of the animals were mechanically stimulated. Stimulation of a single vibrissa leads to a net decrease in reflectance at 633 nm within a localized region of vibrissa primary sensory cortex (Fig. 1A) . This corresponds to a local decrease in blood oxygenation. The reflectance, denoted R i (x, y, t) where i labels the trial, was quantified as a function of time and trial. We computed the smoothed, trial-averaged value as R(x, y, t) ≡ Gaussian[<R i (x, y, t) -
where the Gaussian filter had a width of σ = 4 pixels. For the data of figure 1 , the duty cycle for each trial was 18 s, and we obtained 30 trials. The initial 4 s of the average signal constitutes baseline, i.e., R base (x, y) ≡ <R(x, y, t)> 0s≤t≤4s , the second 4 s were used to deflect individual vibrissae, and a period after the onset of stimulation was used to form R response (x, y) ≡ <R(x, y, t)> 4.5s≤t≤9s . Finally, the IOS is expressed as ΔR/R ≡ [R response (x, y) -R base (x, y)] / R base (x, y). The centroid of this signal and the overall shape of the active region remain roughly constant between blocks of trials (Fig. 1B) , although the amplitude varies greatly between blocks. Nonetheless, IOS imaging serves as a useful tool for mapping the center of activation in cortex for the different vibrissa (Fig. 1C) . The branching arrangement of pial arterioles and venules, which is unique to each animal, serves as fiducials to relocate the active region between intrinsic imaging and two-photon measurements. imaged at low resolution with a 5-times magnification objective (Fig. 2A) ; this image can be directly compared with that made with IOS imaging (Fig. 1C) . High resolution imaging of surface pial vessels, penetrating vessels, and subsurface capillaries can then be performed in smaller regions with a high numerical aperture water dipping objective, such as a 20-times or 40-times magnification objective with numerical apertures ranging from 0.7 to 1.0 (Fig. 2B ).
When the serum is labeled, RBCs exclude the dextran dye and appear as dark objects moving against a bright fluorescent background. We used custom software to direct the imaging laser beam in a user-defined path within the imaging plane (Box 1) (42, 44). Linear segments of constant scan speed traverse along the length of the center of the vessel and across the width of the vessel to measure RBC speed and lumen diameter, respectively. These linear scan segments are connected by polynomial splines, where connecting portions of the scan are accelerated to allow for rapid data collection across multiple vessels (44) (Fig. 2C) .
The resulting line scan data forms a space-time image, typically displayed with the individual scan lines stacked on each other (Fig. 2D ). In principle, many vessels that lie in the same plane can be measured simultaneously. Portions of the scan path along the centerline of the vessel lumen reveal angled streaks within the cascade image. Moving RBCs in flowing vessels sampled at a sufficient rate will appear as diagonal streaks. The centerline velocity is proportional to the slope of the RBC streaks, measured from vertical ( Fig. 2E ). Determining this slope is most efficiently and robustly performed with a Radon transform of the data (41).
A velocity time series is calculated by transforming successive time-windowed portions of the line scans (right panel in Fig. 2F ). The temporal spacing of successive windows must be close enough to resolve the highest velocity modulation frequency, the heart rate, which is ~6 Hz for rats and ~10 Hz for mice. In addition, the window size must be large enough to capture enough streak lines so that the Radon transform has sufficient data to calculate an accurate velocity value. We find that a window size of 40 ms with a spacing of 10 ms is a good compromise. In addition to heart rate, other physiological signals detected in the RBC velocity time series include breathing, at ~1 Hz for rats and ~2 Hz for mice, and vasomotion at ~0.1 Hz for rat and 0.1 to 1 Hz for mice (16, 43, 62) .
As with the velocity calculation, the diameter calculation is taken from a time-windowed portion of the data (Fig. 2D ). The same window size and spacing used for velocity is also used for diameter so that both parameters are concurrently calculated. Vessel diameter is defined as full width at half maximum of the vessel profile for each window (left panel in Fig. 2E ); the intensity profile tends to increase near the edges due to the exclusion of RBCs from the glycocalyx and endothelial surface layer. The two outermost half maximal points of these peaks are used to calculate the vessel boundary. Linear interpolation is used to add subpixel accuracy to the diameter measurement.
When the diameter of the vessel is much greater than that of the RBC, the flow is laminar and nearly parabolic (14, 63) . The two vascular parameters, RBC velocity and lumen diameter, are combined to calculate the volume flux, RBCs and plasma, for each vessel. The volume flux through the vessel is given by As an example, we measure the change in flux at the level of single penetrating vessels in response to somatosensory stimulation. These vessels deliver blood from the communicating vessels on the surface of cortex to the subsurface microvessls (15) . Both diameter and RBC velocity in the arteriole respond to stimulation (left column in Fig. 2F ). The flux through the arteriole increases to a peak of 86 % over baseline, compared with a much smaller peak increase of 29 % and 24 % for diameter and velocity measurements alone, respectively. The increase in RBC velocity is partially masked by a peak in the underlying vasomotor fluctuation, but remains a significant increase over an average one minute period of basal activity. In contrast to the arteriole, a neighboring venule exhibits no change in lumen diameter, but a 23 % change in RBC velocity. As a result, the flux increases in the venule by 23 % as well (right column in Fig. 2F ).
This increase in venous flux would not be detected with methods that measure diameter only.
Simultaneous imaging of blood flow and local cellular activity
An important goal is to identify the cell types and signaling pathways that regulate neurovascular coupling. The activity of various neuronal cell types and astrocytes can be monitored in superficial cortex by bulk loading the tissue with functional dyes, in this case Oregon Green Bapta-1 AM (OGB-1 AM), to detect changes in intracellular Ca 2+ concentration (64, 65) ( We consider a particular field of view that contains 20 identified cells, i.e., 19 neurons and one astrocyte, along with three blood vessels. Even at this level it is tedious to localize each labeled cell and guide the laser scan path manually. We thus used a machine learning algorithm to locate each soma (42) (Box 1) in conjunction with full-field images from the OGB-1 emission channel. Cells that were colabeled with SR101 were automatically labeled as astrocytes; the coordinates of selected blood vessels were also marked. We then calculated the fastest scan path through each soma along with selected microvessels (Fig. 3A) (Box 1). The typical signal-to-RMS-noise ratio, which we define as the ratio of the peak of the response to the RMS noise during the baseline, for a change in intracellular Ca 2+ induced by a single sensory stimulus is ~ 10 (Fig. 3B) . Further, the resulting line scan image contains stereotypical angled streaks for calculation of RBC speed, as well as intensity traces from selected neurons and astrocytes, similar to that seen in Figure 2C . The composite data permits comparison of changes in astrocytic Ca 2+ levels, together with changes in the speed of RBCs in a nearby microvessel, with the composite neuronal activity (Fig. 3C ).
Stimulated and basal hemodynamics in awake mice
We consider the quantification of blood flow both at and below the cortical surface in awake mice. Mice were habituated to head fixation and blood flow was measured in single vessels through a chronically implanted transcranial window (Fig. 4A ). Robust arteriole dilations could be evoked by prolonged contralateral whisker stimulation (Figs. 4B and 4C, red). Small arterioles dilated proportionally more than larger arterioles and the rapid dilation that followed vibrissa simulation and vibrissae evoked dilation (Figs. 4Aand 4B) . In contrast, the delayed, second peak in the dilation does not show a significant dependence on vessel size (Fig. 4B) , nor does the response to control stimuli (Fig. 4C ). Pial venules, typically thought to be static in terms of diameter, show a delayed and weak dilation in the awake state that had no dependence on initial diameter (Fig. 4C ). These data suggest that functional hyperemia changes detected by BOLD fMRI contain a significant and possibly dominant contribution from large changes in arteriole volume, in concurrence with recent studies (67), rather than in venules (68) .
Individual traces of the arteriole diameter show a high degree of variation and spontaneous dilation (Fig. 4B) . Similar to the case of stimulus-induced changes, small arterioles dilated proportionally more than larger arterioles for both spontaneous events (Fig. 4D) . The critical point raised by this data is that the magnitude of both prompt and delayed arterial responses induced by stimulation are similar in magnitude to spontaneous arterial dilations, with typical dilations of 30 % and maximum dilations near 50 % for both cases (Figs. 4B to 4D ).
Thus, from the point of control, stimulus-induced changes in blood flow are small, i.e., on the order of the noise level. The corollary is that individual stimulus events cannot be distinguished from spontaneous dilations based on magnitude alone (20, 69).
Imaging of blood flow in deep cortical layers
An important development in two-photon microscopy is the ability to image deep cortical layers that are responsible for the output of neuronal processing (70) . Further, different cell types predominate in different layers, so that deep imaging permits neurovascular coupling to be studied in changing environments. Longer wavelengths of light penetrate deeper into tissue as a result of reduced scattering, absorption, and optical aberration by the tissue. In the example of Figure 5 , a cranial window was prepared in a mouse and the dye Alexa 680-conjugated dextran was used to label the blood serum. The dye was excited with 1280 nm wavelength light from a Ti:sapphire pumped optical parametric oscillator and was found to enable imaging through the entire depth of cortex, i.e., 1 mm deep (Figs. 5A and 5B) (32). Red blood cell velocities in capillaries could be resolved as deep as 900 µm into cortex (Figs. 5C and 5D ).
Summary
Two-photon microscopy provides a number of advantages that will aid the study of the mechanisms underlying neurovascular coupling and cerebrovascular disease in animal models, with unnatural affinities for exogenous chemicals (75) may help to unravel issues with cellular specificity (7). However, caveats should also be considered, as activation of one cell type does not preclude activation of non-targeted cells linked within the same circuitry. The manipulation of cell-specific vasoactive signaling cascades will be an important step in dissecting the chemical basis of neurovascular coupling, but will also be challenging as new tools to knockdown gene expression will need to be developed (7).
Box 1 Arbitrary scan patterns through automatically selected targets
In order to generate a standard two-dimensional two-photon microscopy image, the laser focal point is scanned systematically across the entire field of view in a raster pattern. Repeating the scan pattern generates a time series of frames and results in an easy to interpret movie of the entire field of view or a zoom of a smaller region. However, in many cases the relevant optical signal is spread through small portions of the field of view, such as when a sparse network of labeled neurons fire in response to stimuli.
In such cases, it is advantageous to scan primarily across the active regions of interest, to maximize the number of signal photons acquired per unit of time. This not only maximizes the signal to noise ratio, but allows imaging on much faster timescales than the typical raster scan frame rates.
Frequently, the field of view contains only a few obvious neurons, or regions of interest (ROIs), which can be selected by the user during the experiment. In cases where a large number of ROIs are present, such as a sparse network of labeled neurons which are responsive to stimuli, machine learning can be used to automatically detect the regions and create an optimized scan path which passes through all of them in a minimum amount of time (Fig. 6 ). Typically, a computer algorithm is trained on experimental data which has been annotated by a human to mark relevant areas that the algorithm learns to recognize.
During an experiment, the algorithm can then be used to quickly and automatically identify the ROIs. A typical workflow is (42):
• A region of cortex is labeled with a Ca 2+ indicator. An initial, full frame movie is collected while the animal is stimulated so that a subset of the cells responds with increased fluorescence.
Multiple training and validation datasets can be created by taking multiple movies over the same or similar regions.
• After the experiment, the movies are marked by a human expert. Regions are labeled as a "cell" or "possibly a cell". Unmarked regions are considered to be "not a cell." This training data set is used to create a pixel classifier, which is used to determine if a given pixel is or is not a cell, and a "blob" classifier, which uses the shapes of pixels to determine actual cell regions. The data is used to generate a set of mathematical rules, which can be implemented by the computer, to form a basis for the classifiers (76) . The classifiers operate on eight features in the dataset: the mean, variance, covariance, and correlation contained in the images, as well as the mean, variance, covariance, and correlation normalized by the standard deviation. After identifying pixels which are likely to belong to a cell, a morphological classifier using features such as size and eccentricity are used to delineate intact cells.
• During subsequent experiments, a movie is taken of a region similar to that used in the original experiment. This movie, along with the classifiers created previously, is fed into the software, which automatically generates a set of ROIs along, with an initial laser scan path across them. The
ROIs can then be modified by the user, typically by adding or removing ROIs.
• The time it takes to scan across all the ROIs will depend on the order in which they are scanned.
Optimizing the order is the classic "traveling salesman" problem, which has been extensively studied in computer science and mathematics. In general, it is not possible to search through all possible paths, and some computational shortcuts are taken. We use the ANT optimization algorithm to search rapidly through a subset of all possible paths as a means to find the shortest path that travels through all regions (77) . 
