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Cap´ıtulo 1
Introduccio´n
En este trabajo se desarrollan algunos de los muchos to´picos relacionados con la mayorizacio´n.
Para poder poner en contexto al material contenido en este trabajo hacemos una breve descripcio´n
del desarrollo histo´rico de esta nocio´n, as´ı como de algunos otros conceptos relacionados.
Una breve introduccio´n histo´rica de la mayorizacio´n
Un primer desarrollo sistema´tico de la mayorizacio´n puede hallarse en el libro Inequalities(1934)
por Hardy, Littlewood y Polya. En este trabajo se define la mayorizacio´n entre funciones esencial-
mente acotadas definidas en un espacio de medida (I, µ) donde I ⊆ R es un intervalo acotado
y µ es una medida finita en I. Se establece aqu´ı la relacio´n entre la mayorizacio´n y una familia
de desigualdades integrales con respecto a una clase amplia de funciones convexas. Estos resulta-
dos fueron mejorados en trabajos de Ky Fan y G.G. Lorentz (1954), D. Brunk (1956), L. Mirsky
(1966), W.A. Luxemburg (1967). En 1974, K.M. Chong introduce una interesante generalizacio´n de
la mayorizacio´n, independiente de la nocio´n de reordenada de una funcio´n con la que se definio´ la
mayorizacio´n originalmente.
Paralelamente al desarrollo de la mayorizacio´n en espacios de medida abstractos, la sencilla
nocio´n de mayorizacio´n entre vectores adquiere ma´s intere´s en tanto era un recurso importante al
momento de probar desigualdades generales. De hecho, las investigaciones de von Neumann (1933)
sobre las normas unitariamente invariantes muestran la utilidad de este concepto, que adema´s
sucede con relativa frecuencia dentro del ana´lisis matricial. Por otro lado las “matrices doble es-
toca´sticas”, que es una clase de matrices relacionadas con la mayorizacio´n, atraen la atencio´n de
varios investigadores como I. Schur (1923), G. Birkhoff (1946), J.V. Ryff, Y. Sakai y T. Shimogaki
(1972). En este clima, A. Horn desarrolla en 1954 un resultado que sera´ clave para nuestro estudio
posterior relacionando la mayorizacio´n con la comparacio´n del espectro de una matriz autoadjunta
con su diagonal principal.
En la de´cada del 50, S. Sherman estudia feno´menos relacionados con extensiones naturales
de la mayorizacio´n de vectores al caso de mayorizacio´n entre n-uplas de vectores en espacios de
dimensio´n finita. En particular, considera problemas relacionados con las hoy llamadas mayorizacio´n
multivariada y direccional, y problemas relacionados con la teor´ıa de comparacio´n de medidas
de Choquet. Lamentablemente, algunos de sus trabajos contienen errores de impresio´n, lo que
crea algu´n recelo entre los matema´ticos de esa e´poca. En particular, en 1954 Sherman publica un
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contraejemplo de A. Horn que invalida un resultado suyo obtenido dos an˜os antes, que establec´ıa la
equivalencia de la mayorizacio´n multivariada con la mayorizacio´n direccional. Posiblemente la buena
labor de investigacio´n de Sherman en otras a´reas del ana´lisis funcional hayan disuadido a otros
investigadores de continuar con estos temas. Son relativamente pocos los trabajos de investigacio´n
relacionados con estos temas hasta la actualidad.
En 1982 T. Ando, un destacado investigador del ana´lisis funcional y matricial, publica un trabajo
en el que se desarrolla una extensio´n “no conmutativa”de la nocio´n de mayorizacio´n entre vectores
al caso de mayorizacio´n entre matrices autoadjuntas. Esta monograf´ıa ha sido el punto de partida de
una gran cantidad de trabajos hasta el d´ıa de hoy, fundamentalmente relacionados con desigualdades
traciales que son de importancia para las aplicaciones. Actualmente, esta nocio´n esta´ ganando
espacio dentro de la investigacio´n del feno´meno de “entrelace”de la computacio´n cua´ntica. Cabe
destacar que ya en 1955 A. Grothendieck hab´ıa estudiado las reordenadas de funciones en relacio´n
con desigualdades traciales en las a´lgebras de von Neumann y esta te´cnica tambie´n hab´ıa sido
considerada por B. Simon (1979).
En 1982, poco tiempo despue´s de que Ando formalizara la mayorizacio´n de matrices autoad-
juntas, E. Kamei generaliza esta nocio´n a las a´lgebras de von Neumann denominadas “factores
finitos”, dentro de los cuales se encuentran las a´lgebras de matrices. En este trabajo inicial Kamei
prueba, en el contexto de los factores finitos, varios de los resultados obtenidos por T. Ando en las
a´lgebras de matrices. Pero el desarrollo sistema´tico de la mayorizacio´n en el contexto ma´s general
de los factores semifinitos es realizada en una serie de trabajos por F. Hiai (1986, 1988, 1990).
Es pertinente remarcar que el estudio de la mayorizacio´n, tanto en espacios de medida abstractos
como el los factores semifinitos no so´lo produjo una serie de resultados importantes, sino que adema´s
motivo´ a considerar una serie de conceptos u´tiles dentro de estas a´reas de la matema´tica como lo
son las reordenadas de funciones en espacios de medida abstracta, los nu´cleos estoca´sticos entre
espacios funcionales como en las a´lgebras de operadores, los valores singulares de operadores en
a´lgebras de von Neumann semifinitas y algunas te´cnicas de aproximacio´n de operadores en factores
semifinitos. Adema´s las aplicaciones de este concepto var´ıan desde la comparacio´n de medidas (en
te´rminos de medidas de dispersio´n), desigualdades traciales de operadores (de importancia para
las aplicaciones de la teor´ıa de a´lgebras de operadores a la f´ısica), as´ı como aplicaciones a la teor´ıa
de potenciales de marcos en espacios de Hilbert y a problemas de entrelaces relacionados con la
computacio´n cua´ntica.
Actualmente, la mayorizacio´n en espacios de dimensio´n infinita se ha considerado desde dos per-
spectivas distintas. Por un lado, A. Neumann (1999) desarrolla una nocio´n general de mayorizacio´n
para sucesiones en `∞(R) y extiende esta nocio´n a operadores autoadjuntos en un espacio de Hilbert
separable. De esta forma, obtiene un teorema de tipo Schur-Horn general, en espacios de dimensio´n
infinita. Vale remarcar que la motivacio´n de Neumann proviene de la geometr´ıa, ma´s precisamente
del problema de extender la validez del teorema de Konstant. Por otro lado, W. Arveson y R. Kadi-
son (2005), dos investigadores reconocidos dentro del ana´lisis funcional y las a´lgebras de operadores,
han considerado problemas de mayorizacio´n en las a´lgebras de operadores, desigualdades de tipo
Jensen y teoremas de tipo Schur-Horn. Ma´s au´n, plantearon posibles reformulaciones del teorema
de Schur-Horn dentro de los llamados factores finitos de tipo II1, o factores finitos continuos. Este
trabajo es una continuacio´n de trabajos de Kadison (2002).
Nuestro estudio de la mayorizacio´n nos llevo´ a considerar los marcos en espacios de Hilbert. Esta
nocio´n surge en un trabajo de Duffin y Schaeffer (1952) con el estudio de desarrollos de tipo L2 con
3respecto a sistemas exponenciales, denominados desarrollos no armo´nicos, similares a los desarrollos
de Fourier. Sin embargo los marcos no fueron reconsiderados hasta el trabajo fundamental de
Daubechies, Grossmann y Meyer (1986) sobre onditas, que son marcos en espacios de Hilbert
con una estructura determinada. Junto con los desarrollos de marcos de Gabor, las onditas y sus
generalizaciones son una fuente de investigacio´n importante del ana´lisis funcional. Actualmente,
la estructura adicional de varias clases de marcos se ha dejado a un lado, y se consideran marcos
generales (abstractos) en espacios de Hilbert. Algunos de los investigadores ma´s importantes de
esta reciente nocio´n son P. Casazza, E. Christensen, H. Han, D. Larson. Recientemente se ha
considerado el problema de hallar marcos con cierta estructura, ma´s precisamente con operador
de marco y normas de los elementos del marco pre-establecidas. Como veremos, este problema
esta´ ı´ntimamente relacionado con el teorema de Schur-Horn de la teor´ıa de mayorizacio´n y en
particular con extensiones del teorema de A. Neumann.
Contexto general del trabajo
En esta seccio´n hacemos una descripcio´n sinte´tica del contenido del trabajo por cap´ıtulos y
los situamos en contexto con respecto a resultados relacionados desarrollados en distintos trabajos
de investigacio´n. Aclaramos que la organizacio´n del contenido de los cap´ıtulos no respeta el orden
cronolo´gico en que se obtuvieron los resultados all´ı descritos, sino ma´s bien que esta´ basada en una
presentacio´n conceptual de dichos resultados. Es por eso que en la descripcio´n de las motivaciones
de los distintos desarrollos tengamos que saltar de cap´ıtulos segu´n el orden propuesto.
En el Cap´ıtulo 3 introducimos y desarrollamos los aspectos ba´sicos de los refinamientos de
resoluciones espectrales a derecha y acotadas. Brevemente, una resolucio´n espectral refina a otra
resolucio´n si e´sta induce una particio´n ma´s fina de la identidad que aquella. En el caso en que
ambas resoluciones se encuentren en un factor II1 (M, τ) establecemos algunas comparaciones en
te´rminos de ciertas funciones de acumulacio´n asociadas a estas resoluciones, que esta´n inducidas
por la traza del factor. Obtenemos adema´s refinamientos continuos (maximales) de resoluciones
arbitrarias en factores de tipo II1.
Las resoluciones continuas son el punto de partida para la te´cnica que denominamos modelado de
operadores. Este me´todo consiste en lo siguiente: dado un factor II1 (M, τ) y un operador positivo
a ∈ M+ cuya resolucio´n espectral (a derecha y acotada) es continua entonces, dado cualquier
otro operador positivo b ∈ M+ construimos el operador c = hb(a) como ca´lculo funcional de a de
forma que c (el modelo de b) y b comparten los valores singulares o equivalentemente, c y b son
aproximadamente unitariamente equivalentes (ver la Observacio´n 2.1.19) en M.
Si bien en los trabajos [41, 42] Hiai y Nakamura consideran algunas resoluciones espectrales
continuas y modelos espec´ıficos de operadores en el sentido antes descrito, no se realiza un desarrollo
sistema´tico de estas nociones. Ma´s au´n, la nocio´n natural de refinamiento no parece haber sido
considerada previamente. Adema´s de hacer un desarrollo sistema´tico de algunos aspectos de estas
nociones aplicamos los resultados de refinamientos y modelado obteniendo nuevas caracterizaciones
del preorden espectral y la submayorizacio´n en factores de tipo II1, de caracter´ısticas distintas a
las obtenidas por Hiai en los trabajos [39, 40]; tanto el preorden espectral introducido por Fujii y
Kasahara en [34]. Tanto como la submayorizacio´n introducida por Kamei en [49] son preo´rdenes que
se definen entre los operadores positivos de un factor semifinito (M, τ) y ocurren con frecuencia en
este contexto; ejemplos recientes son los trabajos de Antenzana, Massey y Stojanoff [7], Kadison y
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Arveson [11], Aujla y Silva [12], Farenick y Manjegani [33] (ver tambie´n los trabajos [19, 32, 42]). En
particular, nuestras caracterizaciones del preorden espectral dan una respuesta parcial afirmativa
a una pregunta realizada por D. Farenick y M. Manjegani en [33] al respecto. Ma´s au´n, estas
caracterizaciones permiten hallar nuevas reformulaciones de desigualdades del tipo Young [33] y
Jensen [7, 11] obtenidas recientemente (ver el Cap´ıtulo 4).
Estos resultados fueron motivados por una pregunta de D. Farenick con respecto a una instan-
cia particular del preorden espectral (en su estudio de las desigualdades de tipo Young en factores
semifinitos). Al momento de considerar ese problema, resulto´ claro que hab´ıa que desarrollar un
me´todo para eliminar los a´tomos de una medida espectral. Motivados por algunas ideas desar-
rolladas en el estudio de refinamientos de medidas espectrales conjuntas (ver Cap´ıtulo 8) es que
desarrollamos los refinamientos de resoluciones espectrales. El contenido de este cap´ıtulo forma
parte del trabajo “Refinements of spectral resolutions and modelling of operators in II1 factors”que
se encuentra en referato para su publicacio´n.
En el Cap´ıtulo 4 obtenemos desigualdades de tipo Jensen para funciones convexas con respecto
al preorden espectral y la submayorizacio´n, en el contexto de las a´lgebras de operadores. De esta
forma, no solo mostramos dos instancias naturales en las que estos preo´rdenes ocurren, sino que
adema´s obtenemos un a´mbito donde aplicar los resultados del Cap´ıtulo 3.
Esta clase de desigualdades ha generado intere´s por parte de varios investigadores. Ejemplos
recientes del estudio de desigualdades de tipo Jensen son los trabajos Arveson y Kadison [11], Aujla
y Silva [12], los trabajos de Hansen y Pedersen [36, 37] y el trabajo de Pedersen [59] (ver tambie´n
los trabajos [16, 19]). En particular, los trabajos recientes [36, 37, 59] motivaron nuestro estudio
de este feno´meno de convexidad. Recordemos que la desigualdad de Jensen es de tipo integral y
se da en un espacio de probabilidad (espacio de medida de masa igual a 1). En el a´mbito de las
a´lgebras de operadores, la medida se reemplaza por una integral abstracta (transformacio´n positiva
y unital).
En la primera parte de este cap´ıtulo se desarrollan desigualdades del tipo Jensen para fun-
ciones convexas mono´tonas, y en este caso se obtiene una comparacio´n entre los te´rminos de esta
desigualdad con respecto al preorden espectral. Estos resultados generalizan los obtenidos en [19].
Utilizando las caracterizaciones desarrolladas en el Cap´ıtulo 3, obtenemos reformulaciones de estas
desigualdades con respecto al orden usual de operadores en ciertos casos.
En la segunda parte obtenemos una desigualdad de tipo Jensen para funciones convexas de varias
variables, de caracter´ısticas ma´s bien te´cnicas. Este resultado generaliza algunas desigualdades
obtenidas en los trabajos [11, 12, 16, 36, 37]. En el caso particular que el a´lgebra de operadores
considerada sea un factor finito, entonces esta desigualdad implica una desigualdad de tipo Jensen
con respecto a la submayorizacio´n. Este resultado generaliza resultados de los trabajos de Arveson y
Kadison [11] y Aujla y Silva [12]. Algunos corolarios de este caso particular de desigualdad de Jensen
sera´n importantes en nuestro desarrollo posterior de un teorema de tipo Schur-Horn en factores
II1. El contenido de este cap´ıtulo forma parte del trabajo “Jesen inequality and majorization”que
se encuentra actualmente en realizacio´n en co-autor´ıa con J. Antezana y D. Stojanoff.
En el Cap´ıtulo 5 desarrollamos dos versiones diferentes de extensiones del teorema de Schur-
Horn al caso de espacios de dimensio´n infinita. Comenzamos con el estudio del conjunto de posibles
diagonales de operadores autoadjuntos en un espacio de Hilbert separable H de dimensio´n infinita.
Los resultados de esta parte del cap´ıtulo esta´n basados en los obtenidos por A. Neumann en [56] en
relacio´n a la mayorizacio´n de vectores en `∞R (N), que generaliza la nocio´n usual de mayorizacio´n en
5Rn, y sus extensiones del teorema de Schur-Horn a operadores autoadjuntos en L(H)h. En este caso,
obtenemos caracterizaciones del conjunto de posibles diagonales de un operador autoadjunto aco-
tado arbitrario, con respecto a sus representaciones matriciales inducidas por bases ortonormales;
estas descripciones esta´n especialmente desarrolladas para ser aplicadas al problema de admisibili-
dad de marcos que estudiamos en el Cap´ıtulo 6, que es la motivacio´n de nuestro estudio del teorema
de Schur-Horn en este contexto. Algunos de nuestros resultados esta´n tambie´n relacionados con los
trabajos de Kadison [46, 47] y el trabajo reciente de Arveson y Kadison [11].
En la segunda parte de este cap´ıtulo obtenemos una versio´n del teorema de Schur-Horn en
factores de II1, que da una respuesta parcial afirmativa a una conjetura propuesta por Arveson y
Kadison en [11]. En realidad obtenemos una versio´n un poco ma´s de´bil de la conjetura all´ı propuesta
(para ma´s detalles ver la discusio´n del comienzo de la seccio´n 5.2) pero representa una primera de-
scripcio´n del conjunto de operadores de una suba´lgebra abeliana maximal (masa) mayorizados por
un operador positivo fijo en los te´rminos deseados. A tal fin, estudiamos algunas propiedades sencil-
las de las reordenadas de una funcio´n mono´tona y desarrollamos algunos resultados de aproximacio´n
de funciones integrables en espacios de medida (I, ν) donde I ⊆ R es un intervalo compacto y ν es
una medida difusa (es decir, los puntos tienen masa cero). Nuestro enfoque esta´ fuertemente influ-
enciado por el desarrollo de las te´cnicas de refinamientos y modelado de operadores desarrolladas
en el Cap´ıtulo 3 y depende de algunas de las versiones de la desigualdad de Jensen desarrolladas en
el Cap´ıtulo 4. El contenido de la primera parte de este cap´ıtulo forma parte del trabajo “The Schur-
Horn theorem for operators and frames with prescribed norms and frame operator.en co-autor´ıa con
J. Antezana, M. Ruiz y D. Stojanoff, que esta´ aceptado para su publicacio´n en la revista Illinois
Journal of Mathematics. La segunda parte del cap´ıtulo esta´ basada en el art´ıculo “A Schur-Horn
theorem in II1 factors.en co-autor´ıa con M. Argerami, que se encuentra en realizacio´n.
En el Cap´ıtulo 6 utilizamos las versiones extendidas del teorema de Schur-Horn en L(H)h
para hallar condiciones necesarias para la existencia de marcos con ciertas condiciones prefijadas.
Adelantamos brevemente que los marcos son ciertas sucesiones de vectores en un espacio de Hilbert
H que permiten la descomposicio´n y reconstruccio´n de vectores de H (de forma similar a las bases
ortonormales). Actualmente, estos objetos son estudiados por varios grupos de investigadores a
nivel internacional debido a sus aplicaciones en problemas de transferencia de datos.
En trabajos recientes de investigacio´n de Casazza y Leon [21, 22], Dykema, Freeman, Korleson,
Larson, Ordower y Weber [30], Larson y Korleson [50] y Topp, Dhillon, Health y Strohmer [67] se
considera el problema de la existencia y construccio´n (algor´ıtmica) de marcos con ciertas condi-
ciones adicionales, ma´s expl´ıcitamente con operador de marco y normas de sus elementos prefijadas.
Este problema es el denominado “problema de la admisibilidad”. Es conocido el hecho que (ver
[21], [67]) , en el caso de espacios de Hilbert H de dimensio´n finita y marcos de una cantidad finita
de elementos, hay una conexio´n entre el problema de la admisibilidad y la teor´ıa de mayorizacio´n,
en particular con el teorema de Schur-Horn. En este cap´ıtulo hacemos expl´ıcita esta conexio´n tanto
en el caso de dimensio´n finita como en el contexto de dimensio´n infinita. Esta presentacio´n del
problema nos permite obtener condiciones necesarias para la admisibilidad. Ma´s au´n, fortaleciendo
estas condiciones necesarias obtenemos condiciones suficientes para la admisibilidad que son menos
restrictivas que las halladas en los trabajos [30, 50]. Hacia el final del cap´ıtulo, desarrollamos una
serie de ejemplos que muestran que las condiciones suficientes halladas anteriormente no pueden
relajarse ma´s en general. Tambie´n mostramos, haciendo un ana´lisis del exceso de los marcos, la
variedad de posibles soluciones cualitativamente distintas al problema de la admisibilidad. El con-
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tenido de este cap´ıtulo forma parte del trabajo antes mencionado “The Schur-Horn theorem for
operators and frames with prescribed norms and frame operator.en co-autor´ıa con J. Antezana, M.
Ruiz y D. Stojanoff.
Los Cap´ıtulos 7 y 8 corresponden al desarrollo de lo que llamamos mayorizaciones conjuntas,
que constituyen una extensio´n de la mayorizacio´n entre operadores al caso de mayorizacio´n entre
n-uplas de operadores que conmutan entre s´ı.
La mayorizacio´n de vectores en Rn admite dos extensiones naturales al caso de m-uplas de
vectores en Rn denominadas mayorizacio´n fuerte y direccional que ya han sido consideradas en
trabajos de Sherman [62] y Shreiber [63] y en los libros de Alberti y Uhlman [2] y Marshall y Olkin
[54]. Ma´s recientemente, se han estudiado en los trabajos de Beasley y Lee [14], Cheon y Lee [23],
Dahl [26], Hwang y Pyo [45], Li y Poon [52] y Mart´ınez, Massey y Silvestre [55]. En el Cap´ıtulo 7
desarrollamos una nocio´n original, que llamamos mayorizacio´n de´bil, relacionada con las extensiones
anteriores. Si bien la mayorizacio´n de´bil tiene interpretaciones geome´tricas sencillas resulta ser un
concepto auxiliar u´til en la comparacio´n de la mayorizacio´n fuerte y direccional. Utilizando te´cnicas
elementales de convexidad, establecemos algunas propiedades y relaciones que existen entre estas
tres mayorizaciones. En particular, consideramos el problema de hallar condiciones bajo las cuales la
mayorizacio´n de´bil (o direccional) implica la mayorizacio´n fuerte (este problema ha generado alguna
controversia en los comienzos de esta teor´ıa, ver la seccio´n 1). Nuestros resultados generalizan los
trabajos [45, 62, 63].
En la segunda parte de este cap´ıtulo consideramos posibles extensiones de la mayorizacio´n
de matrices autoadjuntas al caso de m-uplas de matrices autoadjuntas que conmutan entre s´ı.
Luego de desarrollar las definiciones, establecemos algunas propiedades ba´sicas as´ı como algunas
relaciones entre e´stas. Obtenemos tambie´n caracterizaciones de estas nociones en te´rminos del
ca´lculo funcional multivariado, que en este contexto tiene una descripcio´n particularmente sencilla;
estos resultados esta´n relacionados parcialmente con el trabajo de Dahl [26]. Estos desarrollos
pueden considerarse una preparacio´n ma´s bien elemental para abordar la mayorizacio´n conjunta de
operadores en factores II1 que se realiza en el cap´ıtulo siguiente, y que es la motivacio´n por la cual
estudiamos estos conceptos. El contenido de este cap´ıtulo forma parte del trabajo “Weak matrix
majorization.en co-autor´ıa con F.D. Mart´ınez Per´ıa y L.E. Silvestre, que ha sido publicado en la
revista Linear Algebra and its Applications (2005).
Recientemente, la mayorizacio´n ha vuelto a conquistar el intere´s debido a sus relaciones con
las clausuras en norma de las o´rbitas unitarias de operadores autoadjuntos y las esperanzas condi-
cionales sobre suba´lgebra abelianas. Algunos ejemplos recientes de trabajos relacionados con esta
nocio´n son Antezana, Massey y Stojanoff [7], Antezana, Massey, Ruiz y Stojanoff [8], Arveson y
Kadison [11], Farenick y Manjegani [33], los trabajos de Kadison [46, 47] y el trabajo de Neumann
[56]. Uno de los objetivos del Cap´ıtulo 8 es obtener una extensio´n de la nocio´n de mayorizacio´n
entre operadores autoadjuntos al caso de una comparacio´n entre n-uplas de operadores autoadjun-
tos que conmutan entre s´ı en un factor II1, que denominamos mayorizacio´n conjunta de familias
abelianas (en el caso finito dimensional, esta nocio´n coincide con la mayorizacio´n conjunta fuerte
considerada en el Cap´ıtulo 7).
Para obtener caracterizaciones de esta nocio´n extendida describimos la forma local de una
transformacio´n doble estoca´stica (DS), i.e. obtenemos una familia de transformaciones DS particu-
larmente sencillas que aproximan la restriccio´n de cualquier transformacio´n DS a una C∗-suba´lgebra
7abeliana y separable de un factor II1. Como herramienta para obtener esta forma local, constru-
imos refinamientos abelianos, separables y difusos de una C∗-suba´lgebra abeliana y separable de
un factor II1 M. Algunas de las te´cnicas desarrolladas en este caso son nuevas, incluso cuando son
restringidas a la mayorizacio´n de operadores autoadjuntos en factores II1. Nuestros resultados gen-
eralizan, en el caso de factores II1, algunos de los obtenidos en los trabajos [2, 7, 11, 39, 40, 49, 61].
Nos hemos restringido al caso de factores II1 porque, por un lado, aspectos te´cnicos del tra-
bajo se hacen ma´s simples y por otro, pues e´ste es el contexto donde la mayorizacio´n tiene su
significado pleno: este feno´meno se aprecia incluso en la mayorizacio´n entre operadores autoad-
juntos, donde la (doble) mayorizacio´n en factores II1 caracteriza la equivalencia aproximadamente
unitaria. Sen˜alamos tambie´n que, como cada a´lgebra de von Neumann actuando en un espacio de
Hilbert separable tiene una descomposicio´n en integral directa de factores finitos, el estudio de fac-
tores finitos provee de informacio´n u´til para el caso de a´lgebras ma´s generales. El contenido de este
cap´ıtulo forma parte del trabajo “The local form of doubly stochastic maps and joint majorization
in II1 factors.en co-autor´ıa con M. Argerami, que se encuentra en referato para su publicacio´n.
Resumen de los resultados originales
En esta seccio´n resumimos los resultados originales que aparecen en este trabajo respetando los
contenidos por cap´ıtulo. Vamos a introducir informalmente las definiciones y conceptos necesarios
para la exposicio´n de los siguientes resultados y referimos al lector a los Preliminares del Cap´ıtulo 2,
para ma´s detalles. En algunos casos, para clarificar la exposicio´n, presentamos versiones restringidas
de los resultados obtenidos y dejamos algunos detalles te´cnicos adicionales para ser desarrollados
en los cap´ıtulos correspondientes. A fin de enfatizar el enunciado de los resultados, e´stos aparecen
en renglo´n aparte con el signo “•”.
Cap´ıtulo 3: Refinamientos de resoluciones espectrales
En este contexto, una resolucio´n espectral a derecha y acotada de p en un a´lgebra de von
Neumann M (que abreviamos REDA de p en M) es una funcio´n decreciente E(·) : I → P(M)
de un intervalo compacto I = [α, β] ⊆ R a valores en el reticulado de proyecciones de un a´lgebra
de von Neumann, que es continua a derecha cuando dotamos a P(M) de la topolog´ıa fuerte de
operadores y es tal que Eα = p y Eβ = 0 (ver el comienzo de la seccio´n 3.1.1). Si E(·) : I → P(M)
es una REDA entonces por simplicidad la describimos como {Eλ}λ∈I ; y si el intervalo I esta´ claro
del contexto escribimos simplemente {Eλ}.
El ejemplo de REDA en el que estamos interesados (que de hecho es un modelo general para
las REDAs) es el siguiente: dado un operador positivo a ∈M+ en un a´lgebra de von NeumannM
entonces si definimos Eλ = P a(λ,∞), donde P a(∆) denota la proyeccio´n espectral del operador a
correspondiente al conjunto (medible Borel) ∆ ⊆ R, entonces {Eλ}λ∈[0,‖a‖] es una REDA de PR(a),
el proyector al rango de a.
En el cap´ıtulo 1 introducimos la siguiente nocio´n de refinamiento entre REDAs
• Sean {Eλ}λ∈I y {E′λ}λ∈I′ REDAs con I = [α, β], I ′ = [α′, β′]. Dada una funcio´n f : I → I ′,
decimos que el par ({E′λ}, f) es un refinamiento de {Eλ} si
- f es creciente, continua a derecha y f(β) = β′;
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- Eλ = E′f(λ) para cada λ ∈ I.
En lo que sigue (M, τ) denota un factor de tipo II1 es decir un a´lgebra de von Neumann de
centro trivial y dotada de una traza fiel, normal y finita tal que para todo α ∈ [0, 1] existe una
proyeccio´n p ∈ P(M) tal que τ(p) = α. Consideramos a continuacio´n los valores singulares de
operadores postivos en (M, τ) junto con los preo´rdenes espectral y la submayorizacio´n. Si a ∈M+
un operador positivo entonces definimos los τ -valores singulares de a por
µa(t) = mı´n{s ∈ R+0 : τ(pa(s,∞)) ≤ t}, t ≥ 0.
Si a, b ∈M+ son operadores positivos entonces decimos que
- b domina espectralmente a a si µa(t) ≤ µb(t) para t ≥ 0 y notamos a - b.
- b submayoriza a a si
∫ s
0 µa(t) dt ≤
∫ s
0 µb(t) dt para s ≥ 0 y notamos a ≺w b.
- Si a ≺w b y adema´s τ(a) = τ(b) entonces decimos que b mayoriza a a y notamos a ≺ b.
Hemos mencionado que dado a ∈ M+, e´ste induce una REDA {P a(λ,∞)}λ∈[0,‖a‖]. En este caso,
decimos que a tiene distribucio´n continua si la REDA inducida por e´l resulta continua, o equiva-
lentemente, si la funcio´n de τ(P a(λ,∞)) es una funcio´n continua.
El siguiente resultado es el denominado modelado de operadores en factores de tipo II1. En
su enunciado la expresio´n a´lgebra abeliana maximal es abreviada por masa. Las masas del factor
juegan un papel importante en relacio´n al teorema de Schur-Horn en factores de tipo II1, que
consideramos en el Cap´ıtulo 5.
• Sea (M, τ) un factor II1 y sea a ∈M+. Entonces, existe un operador a′ ∈M+ con distribucio´n
continua tal que
* La resolucio´n espectral de a′ refina la resolucio´n espectral de a.
* Si b ∈M+ entonces, existe una funcio´n hb creciente y continua a izquierda tal que, si b˜ = hb(a′)
entonces µb = µb˜. Ma´s au´n, la resolucio´n espectral de a
′ refina la resolucio´n espectral de b si
y solo si hb(a′) = b.
* Si c+ ∈M entonces c - b (resp c ≺w b, c ≺ b) si y solo si c˜ ≤ b˜ (resp c˜ ≺w b˜, c˜ ≺ b˜).
Ma´s au´n, si A ⊆M es una masa y a ∈ A+ entonces podemos elegir a a′ ∈ A+.
Como consecuencia del modelado de operadores antes expuesto obtenemos las siguientes carac-
terizaciones del preorden espectral y la submayorizacio´n. En lo que sigue, UM(b) denota la clausura
en norma de la o´rbita unitaria de b i.e.
UM(b) = {u∗bu : u ∈M unitario}‖·‖
• Sea (M, τ) un factor II1 y sean a, b ∈M+. Entonces
9* b domina espectralmente a a (a- b) si y solo si existe
c ∈ UM(b) tal que a ≤ c
o, equivalentemente, si existe
UM(a) 3 d tal que d ≤ b .
Ma´s au´n , podemos asumir que a y c conmutan y, b y d conmutan.
* b submayoriza a a (a ≺w b) si y solo si existe c ∈M+ tal que
a ≤ c ≺ b.
Ma´s au´n , podemos asumir que a y c conmutan.
De esta forma se tiene la siguiente caracterizacio´n de la dominacio´n espectral que complementa
las anteriores
• Sea (M, τ) un factor II1 y sean a, b ∈ M+. Entonces b domina espectralmente a a (a- b)
si y solo si existe una REDA {Eλ}λ∈I , donde I = [0, ‖a‖] tal que τ(Eλ) = τ(P a(λ,∞)) para cada
λ ∈ I y
λEλ ≤ Eλ bEλ, ∀λ ≥ 0.
Si bien en el caso de un factor semifinito puede mostrarse que las condiciones anteriores no
caracterizan la dominacio´n espectral, se tiene el siguiente resultado en el caso especial del factor
semifinito L(H).
• Sea H un espacio de Hilbert. Dados a, b operadores positivos de L(H) tales que a es compacto,
b es diagonalizable y a- b entonces, existe una isometr´ıa parcial u ∈ L(H) con espacio inicial R(a)
tal que
uau∗ ≤ b y (uau∗)b = b(uau∗).
Ma´s au´n, si H tiene dimensio´n finita, la misma desigualdad vale para operadores autoadjuntos
a, b ∈ Lsa(H) y la isometr´ıa puede cambiarse por un unitario.
El modelado de operadores esta´ basado en ciertas construcciones en te´rminos de refinamientos
de resoluciones espectrales a derecha y acotadas (REDAs) en (M, τ). En lo que sigue describimos
los resultados correspondientes a estos desarrollos mas bien te´cnicos.
Sea I = [α, β] y sea {Eλ}λ∈I una REDA de una proyeccio´n p ∈ P(M). Decimos que λ0 ∈ (α, β]
es un a´tomo de {Eλ}, si la resolucio´n no es continua a la izquierda en λ0 i.e, si
l´ım
λ→λ−0
Eλ = Eλ0 + p(λ0), p(λ0) 6= 0.
En este caso p(λ0) es la proyeccio´n salto de {Eλ} en λ0. Si p 6= 1 entonces α es considerado un
a´tomo. El conjunto de a´tomos de {Eλ}λ∈I es denotado por At({Eλ}); este conjunto es vac´ıo si y
solo si la resolucio´n es continua.
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Al nu´mero real
J ({Eλ}) :=
∑
λ∈At({Eλ})
τ(p(λ)) = τ
 ∑
λ∈At({Eλ})
p(λ)
 ≤ 1
lo llamamos el salto total de la resolucio´n; este nu´mero da una idea de las discontinuidades de la
resolucio´n. Hemos probado
• Sean {Eλ}λ∈I , {E′λ}λ∈I′ ⊆ M REDAs, donde (M, τ) es un factor II1. Si existe una funcio´n
f tal que ({E′λ}, f) refina a {Eλ} entonces J ({Eλ}) ≥ J ({E′λ}).
• Decimos que un refinamiento ({E′λ}, f) de {Eλ} es un refinamiento fuerte si f satisface
- f(λ) ≥ λ para cada λ ∈ I, y
- f(λ)− f(µ) ≥ λ− µ, para cada λ > µ ∈ I.
Si {αk}k∈N ∈ l1(R+), decimos que la sucesio´n ({Ekλ}λ∈Ik)k∈N ⊆ M de REDAs es {αk}k∈N-
compatible si valen las siguientes condiciones:
- ∃ 0 ≤ α < β ∈ R tal que Ik = [α, β +
∑k
i=1 αi] para cada k ∈ N.
- ({Ek+1λ }, fk) es un refinamiento fuerte de {Ekλ} para cada k ∈ N.
- fk(λ)− λ ≤ αk, para cada λ ∈ Ik y cada k ∈ N.
El siguiente resultado expresa que una sucesio´n compatible de resoluciones se amalgama en una
resolucio´n que refina simulta´neamente a cada miembro de la sucesio´n. En lo que sigue consideramos
adema´s el caso especial en que las resoluciones esta´n dentro de una masa (suba´lgebra abeliana
maximal) A ⊆M.
• Sea (M, τ) un factor II1 y sea {αk}k∈N ∈ l1(R+). Si ({Ekλ}λ∈Ik)k∈N ⊆ M es {αk}k∈N-
compatible entonces existe una REDA {Eλ}λ∈I de p en M tal que ({Eλ}, hk) es un refinamiento
fuerte de {Ekλ}, para cada k ∈ N. Ma´s au´n, si A ⊆M es una masa y cada miembro de la sucesio´n
es una REDA en A entonces podemos elegir {Eλ} en A.
El siguiente resultado muestra que, dado un salto de una resolucio´n espectral, e´ste puede ser
eliminado considerando un refinamiento conveniente.
• Sea {Eλ}λ∈[α,β] ⊆ M una REDA de p ∈ P(M), donde (M, τ) es un factor II1, y sea λ0 ∈
At({Eλ}). Entonces, existe un refinamiento fuerte ({E′}λ∈I′ , f) de {Eλ}, donde I ′ = [α, β+τ(p(λ0))]
tal que
J ({E′λ}) = J ({E′λ})− τ(p(λ0))
y para cada λ ∈ I tenemos f(λ) − λ ≤ τ(p(λ0)). Ma´s au´n, si A ⊆ M es una masa y {Eλ} es una
REDA en A entonces podemos elegir {E′λ} en A.
Iterando el procedimiento anterior se puede construir una sucesio´n compatible de resoluciones.
Considerando la resolucio´n que surge de amalgamar esta sucesio´n compatible se prueba que pueden
eliminarse todos los saltos de una resolucio´n espectral mediante un refinamiento adecuado.
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• Sea (M, τ) un factor II1. Dada una REDA {Eλ}λ∈I de p en M, existe una REDA continua
{E′}λ∈I′ en M y una funcio´n f : I → I ′ tal que ({E′λ}, f) es un refinamiento fuerte de {Eλ}. Ma´s
au´n, si A ⊆M es una masa y {Eλ} es una REDA en A entonces podemos elegir a {E′λ} tambie´n
en A.
El resultado anterior es la base para poder desarrollar el resultado sobre modelado de operadores.
Cap´ıtulo 4: Desigualdades de tipo Jensen
En este cap´ıtulo estudiamos desigualdades de tipo Jensen en el a´mbito de las a´lgebras de oper-
adores. En este contexto, consideramos integrales “no conmutativas”de probabilidad representadas
por transformaciones lineales φ : A → B positivas (φ(a) ≥ 0 siempre que a ≥ 0) y unitales
(φ(1) = 1) entre C∗-a´lgebras unitales A, B. En lo que sigue consideramos el preorden espectral
que ha sido definido en la descripcio´n del cap´ıtulo anterior (ver tambie´n la Definicio´n 2.4.15 en los
Preliminares).
• Sea A una C∗-a´lgebra unital, B un a´lgebra de von Neumann y φ : A → B una transformacio´n
positiva y unital. Entonces, para cada funcio´n convexa y mono´tona f , definida en algu´n intervalo
I, y para cada operador autoadjunto a ∈ A cuyo espectro esta´ contenido en I, se tiene que φ(f(a))
domina espectralmente a f(φ(a)) y en s´ımbolos
f(φ(a))-φ(f(a)).
Como consecuencia de la desigualdad de arriba y de las caracterizaciones de la dominacio´n
espectral en el caso de L(H) y los factores de tipo II1 del cap´ıtulo anterior obtenemos
• Sea A una C∗-a´lgebra unital y φ : A →M una transformacio´n positiva y unital en un factor
semifinito (M, τ). Entonces, para cada funcio´n convexa y mono´tona f definida en [0,+∞) se tiene:
* SiM = L(H) conH un espacio de Hilbert separable, f tal que f(0) = 0, y para cada operador
positivo a de A tal que φ(a) y φ(f(a)) son compactos, entonces existe una isometr´ıa parcial
u ∈ L(H) con espacio inicial R(f(φ(a))) tal que:
uf(φ(a))u∗ ≤ φ(f(a)) y
(
uf(φ(a))u∗
)
φ(f(a)) = φ(f(a))
(
uf(φ(a))u∗
)
.
* Si (M, τ) es un factor II1 entones existen sucesiones (un)n∈N, (vn)n∈N ∈ M de operadores
unitarios tales que
f(Φ(a)) ≤ l´ım
n→∞u
∗
nΦ(f(a))un
y
l´ım
n→∞ v
∗
nf(Φ(a))vn ≤ Φ(f(a)).
En el caso de funciones convexas arbitrarias de una variable los resultados anteriores no valen;
sin embargo obtenemos desigualdades de tipo Jensen para las funciones convexas continuas de
varias variables con respecto a la submayorizacio´n, que es un preorden ma´s de´bil que el espectral.
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Para establecer los siguientes enunciados referimos al lector a la Definicio´n 2.3.27 de esperanza
condicional y la seccio´n 2.4.3 en donde se describe el espectro conjunto de una familia abeliana y el
ca´lculo funcional en varias variables. Adelantamos aqu´ı que una esperanza es una proyeccio´n de una
a´lgebra sobre una suba´lgebra y constituye un caso particular de transformacio´n positiva y unital.
Por otro lado, el espectro conjunto de una familia de operadores autoadjuntos que conmutan entre
s´ı (familia abeliana) es una generalizacio´n de la nocio´n de espectro de un operador y en este contexto
el ca´lculo funcional (continuo) usual de un operador se extiende al caso de funciones (continuas)
de varias variables aplicadas a una familia abeliana.
• Sean A y B C∗-a´lgebras unitales, φ : A → B una transformacio´n positiva y unital, U ⊆ Rn
un conjunto convexo y abierto y f : U → R una funcio´n convexa. Sea (a1, . . . , an) ⊆ Asa una
familia abeliana tal que
∏n
i=1 σ(ai) ⊆ U y tal que (φ(a1), . . . , φ(an), φ(f(a1, . . . , an))) ⊆ Bsa resulta
tambie´n una familia abeliana. Entonces tenemos
f(φ(a1), . . . , φ(an)) ≤ φ(f(a1, . . . , an)).
Ma´s au´n, si 0˜ = (0, . . . , 0) ∈ U y f(0˜) ≤ 0 entonces la ecuacio´n anterior vale si φ es positiva y
contractiva.
Dada una esperanza condicional E : B → C, el centralizador de E es la C∗-suba´lgebra de B
definida por:
BE = {b ∈ B : E(ba) = E(ab), ∀a ∈ B}
Notemos que, para cada b ∈ BE , E(b) ∈ Z(C); donde Z(C) = {c ∈ C : cb = bc, ∀b ∈ C} es el centro
de C. El siguiente resultado, de caracter´ısticas te´cnicas tiene consecuencias interesantes
• SeanA, B C∗-a´lgebras unitales y φ : A → B una transformacio´n positiva y unital. Supongamos
que existe una esperanza condicional E : B → C, de B sobre la C∗-suba´lgebra C. Entonces para cada
funcio´n convexa f : U → R definida en algu´n conjunto abierto y convexo U ⊆ Rn se verifica que
E(g[f(φ(a1), . . . , φ(an))]) ≤ E(g[φ(f(a1, . . . , an))]).
donde (a1, . . . , an) ⊆ Asa es una familia abeliana tal que
∏n
i=1 σ(ai) ⊆ U , φ(a1), . . . , φ(an) ∈ BE
tambie´n forman una familia abeliana, y g : I → R es una funcio´n convexa y creciente definida en
algu´n intervalo abierto, con Im(f) ⊆ I.
El siguiente resultado, que es una consecuencia del anterior, nos sera´ indispensable en el estudio
de teoremas de tipo Schur-Horn en factores II1. En lo que sigue consideramos el preorden de la
submayorizacio´n que ha sido definido en la descripcio´n de los contenidos del cap´ıtulo anterior (ver
tambie´n la Definicio´n 2.4.17 en los Preliminares).
• Sea A una C∗-a´lgebra unital, (M, τ) un factor finito y φ : A → M una transformacio´n
positiva y unital. Entonces para cada funcio´n convexa f : U → R definida en algu´n conjunto
abierto y convexo U ⊆ Rn se verifica que
f(φ(a1), . . . , φ(an)) ≺w φ(f(a1, . . . , an)).
donde (a1, . . . , an) ⊆ Asa es una familia abeliana tal que
∏n
i=1 σ(ai) ⊆ U y φ(a1), . . . , φ(an) ∈ M
tambie´n forman una familia abeliana.
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De esta forma obtenemos el siguiente corolario. En este caso, la norma ‖ · ‖1 esta´ definida por
‖a‖1 = τ(|a|) que es la extensio´n natural de la norma ‖ · ‖1 en el caso de L(H).
• Sea A ⊆ M una masa del factor II1 (M, τ) y sea EA la esperanza condicional que preserva
la traza sobre A. Sea b ∈M un operador autoadjunto entonces
* EA(b) ≺ b.
* ‖EA(b)‖1 ≤ ‖b‖1.
Algunos casos particulares de las desigualdades de Jensen anteriores, obtenidas fijando trans-
formaciones positivas y unitales son de intere´s e incluso generalizan algunos resultados de trabajos
recientes.
Cap´ıtulo 5: Teoremas de tipo Schur-Horn
En la primera parte de este cap´ıtulo caracterizamos (la clausura en norma ‖ ·‖∞ de) el conjunto
de posibles diagonales de un operador autoadjunto en L(H); naturalmente, el caso de intere´s es
cuando H es de dimensio´n infinita. Este problema esta´ resuelto por el teorema de Schur-Horn en
el caso de matrices. Es por esto que nuestro objetivo es hallar generalizaciones de este u´ltimo. A
tal fin introducimos las siguientes nociones.
• Dado S ∈ L(H) un operador autoadjunto, definimos para cualquier k ∈ N,
Uk(S) = sup
P∈Pk
tr(SP ) y Lk(S) = ı´nf
P∈Pk
tr(SP ) = −Uk(−S) ,
donde Pk es el conjunto de proyecciones ortogonales de L(H) tales que tr(p) = k
Para enunciar los siguientes resultados introducimos la siguiente notacio´n (que tambie´n sera´ us-
ada en la descripcio´n de los contenidos del siguiente cap´ıtulo): sea M un conjunto, sea K un espacio
de Hilbert con dimK = |M| y sea B = {en}n∈M una base ortonormal de K
- Para cualquier a = (an)n∈M ∈ `∞(M), denotemos por MB,a ∈ L(K) el operador diagonal
dado por MB,aen = anen, n ∈ M. Cuando sea claro del contexto que´ base se esta´ usando
abreviaremos MB,a = Ma.
- La compresio´n diagonal CB : L(K) → L(K) asociada a la base B, esta´ definida por CB(T ) =
MB,a, donde a = (〈Ten, en〉)n∈M.
• Sea B = {en}n∈N una base ortonormal de un espacio de Hilbert H. Si a ∈ `∞R (N) entonces,
para cada k ∈ N
Uk(MB,a) = Uk(a).
donde Uk(a) = supF∈Φk
∑
i∈F ai y Φk es el conjunto formado por todos los subconjuntos de N de
cardinal k.
14 CAPI´TULO 1. INTRODUCCIO´N
Este u´ltimo resultado indica que las definiciones de Uk(S), Lk(S) generalizan las sumas que
aparecen en las ecuaciones (2.1) y (2.9) (ver la Observacio´n 2.1.2 que establece la relacio´n entre
las nociones determinadas en las dos ecuaciones anteriores). Como veremos resultan ser conceptos
adecuados para caracterizar el conjunto de posibles diagonales de un operador autoadjunto en el
sentido de Neumann. Por otro lado, las siguientes propiedades esta´n relacionadas con condiciones
necesarias para el problema de la admisibilidad de marcos que estudiamos en el Cap´ıtulo 6.
Denotamos por L0(H) el ∗-ideal cerrado de los operadores compactos y consideremos el cociente
A(H) = L(H)/L0(H), que es una C∗-a´lgebra unital, conocida como el a´lgebra de Calkin. Dado
T ∈ L(H), el espectro esencial de T , notado σe(T ), es el espectro de la clase T + L0(H) en el
a´lgebra A(H). La norma esencial ‖T‖e = ı´nf{‖T + K‖ : K ∈ L0(H)} de T es la norma (cociente)
de T + L0(H) en A(H). Notemos que σe(T ) es un subconjunto compacto de σ(T ). Si S ∈ L(H)h
definimos
α+(S) = ma´xσe(S) = ‖S‖e y α−(S) = mı´nσe(S) ,
• Sea S ∈ L(H) un operador autoadjunto. Entonces, para cada k ∈ N,
* Uk(S) = Uk(S+) + k α+(S)
* Lk(S) = Lk(S−) + k α−(S)
En particular,
l´ım
k→∞
Uk(S)
k
= α+(S) = ‖S‖e y l´ım
k→∞
Lk(S)
k
= α−(S) .
A partir de los resultados anteriores obtenemos el siguiente teorema de tipo Schur-Horn en
L(H) para operadores S ∈ L(H) autoadjuntos arbitrarios. Para enunciarlo definimos los siguientes
conjuntos: sea H un espacio de Hilbert, S ∈ L(H) y B una base ortonormal de H. Entonces,
- UH(S) = {U∗SU : U ∈ U(H)}.
- C[UH(S)] =
{
c ∈ `∞(N) : MB, c ∈ CB(UH(S))
}
.
En este contexto, el conjunto C[UH(S)] se interpreta como el conjunto de las posibles diagonales
de las representaciones matriciales de un operador con respecto a todas las bases ortonormales de
H. El siguiente resultado caracteriza la clausura en norma infinito de este conjunto. Un problema
interesante es hallar condiciones suficientes para que un vector en `∞(N) sea una posible diagonal.
• Sea S ∈ L(H) un operador autoadjunto y c ∈ `∞R (N). Luego, las siguientes condiciones son
equivalentes:
* c ∈ C[UH(S)] ‖·‖∞ .
* Uk(S) ≥ Uk(c) y Lk(S) ≤ Lk(c) para cada k ∈ N.
En este caso,
ma´xσe(S) ≥ l´ım sup c y mı´nσe(S) ≤ l´ım inf c.
15
En el caso particular en que S ∈ L(H) sea un operador autoadjunto de tipo traza (es decir
tr(|S|) < ∞) entonces se tiene una caracterizacio´n de la clausura en norma ‖ · ‖1 del conjunto de
posibles diagonales de S.
• Sea S ∈ L1(H) un operador autoadjunto, y b ∈ `1R(N). Entonces, los siguiente son equivalentes
* b ∈ C[UH(S)] ‖·‖1 .
* Uk(S) ≥ Uk(b), Lk(S) ≤ Lk(b) para cada k ∈ N, y
∞∑
k=1
bk = trS.
En la segunda parte de este cap´ıtulo consideramos una versio´n del teorema de Schur-Horn en
el contexto de los factores II1. El desarrollo de este problema estuvo motivado por una conjetura
de Kadison y Arveson al respecto. Nuestra versio´n difiere en algu´n sentido de la conjetura original.
Adelantamos una posible interpretacio´n de nuestros resultados. En el caso del teorema de Schur-
Horn anterior tenemos la siguiente situacio´n: fijamos una base ortonormal B = {ek}k∈N de H, y
consideramos la compresio´n a la diagonal CB determinada por B, que es la esperanza condicional que
conmuta con la traza usual de L(H) (es decir tr(A) = tr(CB(A))) y que proyecta sobre el “a´lgebra
diagonal determinada por B”. Esta a´lgebra diagonal tiene la siguiente propiedad: si A ∈ L(H)
es tal que AD = DA para todo D en el a´lgebra diagonal determinada por B entonces A es un
operador diagonal con respecto a la base B. Esto implica que no hay a´lgebras abelianas en L(H)
que contengan estrictamente al a´lgebra diagonal determinada por B. De aqu´ı que esta a´lgebra
diagonal es una suba´lgebra abeliana maximal de L(H) o ma´s brevemente una masa de L(H).
En el caso de factores de tipo II1 se conoce la existencia de masas en ellos con distintas
propiedades: en particular, dada una masa A ⊆ M de un factor II1 (M, τ) entonces existe una
u´nica esperanza condicional EA que conmuta con la traza en el sentido anterior (que es un ejemplo
especial de transformacio´n doble estoca´stica en (M, τ)). Una cuestio´n natural es la de caracterizar
el conjunto de posibles diagonales con respecto a esta a´lgebra de un operador autoadjunto a es
decir el conjunto
EA(UM(a)).
Este planteo del teorema de Schur-Horn es desarrollado en el trabajo de Arveson y Kadison [11]
donde se propone estudiar (la clausura en norma de) el conjunto de posibles diagonales con respecto
a la masa A en te´rminos de mayorizacio´n (para una discusio´n ma´s detallada ver el comienzo de la
seccio´n 5.2). Nuestro resultado al respecto de este problema es el siguiente
• Sea (M, τ) un factor II1 y sea A ⊆M una masa. Si b ∈M+ y a ∈ A entonces a ≺ b si y solo
si a ∈ EA(UM(b)) ‖·‖1 , con lo cual tenemos
EA(UM(b)) ‖·‖1 = {a ∈ A : a ≺ b}.
A partir de este resultado desarrollamos algunos corolarios relacionados con este problema.
Para obtener este teorema de tipo Schur-Horn utilizamos el me´todo de modelado de operadores en
factores II1 descrito previamente (en el resumen correspondiente al Cap´ıtulo 3). Adema´s necesita-
mos algunos resultados de aproximacio´n de funciones integrables por funciones simples en ciertos
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espacios de medida. En lo que sigue describimos los resultados obtenidos con respecto a estos
problemas.
Consideramos espacios de medida difusa (es decir, sin a´tomos) del tipo ([α, β], ν) donde I =
[α, β] ⊆ R es un intervalo compacto y ν es una medida de probabilidad. Adema´s consideramos una
funcio´n h : I → R≥0 creciente y continua a izquierda. En lo que sigue consideramos valores singu-
lares µf de funciones a valores reales (positivos) f ∈ L∞(I, ν) en tanto operadores autoadjuntos del
a´lgebra de von Neumann L∞(I, ν). En realidad esta nocio´n coincide con el concepto de reordenada
de una funcio´n en un espacio de medida abstracto.
• Sea P = {x1 < . . . < x2n+1} ⊆ [α, β] y sea {Ii}2ni=1 una particio´n de [α, β] inducida por P , con
ν(Ii) = 12n para 1 ≤ i ≤ 2n. Entonces∫
Ii
h(t) dν(t) =
∫ 2n−i+1
2n
2n−i
2n
µh(t) dt para 1 ≤ i ≤ 2n.
Sea g : [α, β]→ R≥0 otra funcio´n creciente y continua a izquierda tal que h ≺ g. Sea h = h(n) ∈ R2n
(resp. g = g(n) ∈ R2n) dado por
hi = 2n
∫
Ii
h(t) dν(t), 1 ≤ i ≤ 2n
entonces h = h↑ (resp. g = g↑) y h ≺ g.
En este caso de una medida de probabilidad regular ν con sop (ν) ⊆ [α, β] y difusa definimos
inductivamente una sucesio´n de particiones de [α, β] como sigue: para n = 0 consideramos P0 =
{α, β} y para n ∈ N sea Pn ⊆ Pn+1 = {xi}2n+1i=0 tal que, si {I(n+1)i }2
n+1
i=1 es la particio´n de [α, β] en
subintervalos inducida por Pn+1 entonces
ν(I(n+1)i ) = 1/2
n+1 para 1 ≤ i ≤ 2n+1.
Notemos que siempre podemos encontrar una tal particio´n, pues la funcio´n de acumulacio´n g(t) =
ν([α, t)) es continua; pero no es necesariamente u´nica (esto se debe al hecho de que la funcio´n de
acumulacio´n puede no ser estrictamente creciente) Decimos que {I(n)i }2
n
i=1, n ∈ N es una particio´n
ν-dia´dica de [α, β].
Sea {I(n)i }2
n
i=1, n ∈ N una particio´n ν-dia´dica de [α, β]. Para cada n ∈ N y cada f ∈ L1(ν)
definimos la familia de aproximaciones discretas
En(f)(x) =
2n∑
i=1
(
2n
∫
I
(n)
i
f dν
)
χ
I
(n)
i
(x).
Un problema natural que surge en este contexto es el de aproximacio´n de funciones por fun-
ciones simples (escalonadas), con respecto a alguna topolog´ıa. Sucede que si queremos utilizar
como base para las funciones simples, las funciones caracter´ısticas de particiones ν dia´dicas en-
tonces, lamentablemente, no podemos hallar en general aproximaciones uniformes ni siquiera de
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funciones continuas en I. En lo que sigue consideramos el operador maximal asociado a la sucesio´n
de aproximaciones discretas
E∗(f)(x) = sup
n∈N
|En(f)(x)|.
• Sea {I(n)i }2
n
i=1, n ∈ N una particio´n ν-dia´dica de [α, β] y sea En, n ∈ N la familia asociada de
aproximaciones discretas. Entonces
* El operador maximal E∗ es de´bil (1, 1).
* Si f ∈ L1(ν) entonces, l´ımn→∞En(f)(x) = f(x) ν−a.e.
En particular, podemos obtener una descomposicio´n de tipo Caldero´n-Zygmund: sea f ∈ L1(ν) una
funcio´n no negativa y λ > 0. Entonces existe una sucesio´n ν-dia´dica de conjuntos {Ij}j∈J tal que
* f(x) ≤ λ, ν-a.e. para x /∈ ⋃j∈J Ij .
* ν(
⋃
j∈J Ij) ≤ ‖f‖1λ .
* λ < 1ν(Ij)
∫
Ij
f dν ≤ 2λ.
Estamos interesados en la siguiente consecuencia de los resultados anteriores
• Sea {I(n)i }2
n
i=1, n ∈ N una particio´n ν-dia´dica de [α, β] y sea En, n ∈ N la sucesio´n de aproxi-
maciones discretas asociada a esta particio´n ν-dia´dica. Entonces, para cada funcio´n ν-esencialmente
acotada f en [α, β] tenemos
l´ım
n→∞ ‖f − En(f)‖1 = 0
Los resultados anteriores, junto con algunas construcciones dentro de los factores de tipo II1
nos permiten probar nuestra versio´n del teorema de Schur-Horn antes descrita.
Cap´ıtulo 6: Marcos con operador de marco y normas prefijadas
Sea M = N o´ M = {1, 2, . . . ,m} := Im, para algu´n m ∈ N. Una sucesio´n {fk}k∈M es un marco
para H (ver la seccio´n 2.2.1 para ma´s detalles) si existen constantes positivas A, B > 0 tales que
A‖x‖2 ≤
∑
k∈M
|〈x, fk〉|2 ≤ B‖x‖2 , para cada x ∈ H .
Sea F = {fk}k∈M un marco para H. El operador
S : H → H , dado por S(x) =
∑
k∈M
〈x, fk〉fk , x ∈ H .
es llamado el operador de marco de F . E´ste es acotado, positivo e inversible (usamos la notacio´n
S ∈ Gl (H)+).
Un par ordenado (S, c) formado por un operador positivo en inversible S ∈ Gl (H)+ ⊆ L(H) y
una sucesio´n uniformemente acotada de nu´meros positivos c ∈ `∞(M)+, se dice admisible si existe
un marco F = {fk}k∈M para H tal que
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- F tiene operador de marco S,
- ‖fk‖2 = ck para cada k ∈M.
En este caso, decimos que F es un (S, c)−marco. Denotamos por F (S, c) el conjunto de todos los
(S, c)−marcos para H. Luego, el par (S, c) es admisible si F (S, c) 6= ∅ .
El problema de hallar condiciones bajo las cuales un par (S, c) es admisible ha sido considerado
por numerosos investigadores de la teor´ıa de marcos en espacios de Hilbert por sus implicancias para
las aplicaciones de esta teor´ıa. En primer lugar, obtenemos una caracterizacio´n de la admisibilidad
• Sea c ∈ `∞(M)+ y sea S ∈ Gl (H)+. Entonces las siguientes condiciones son equivalentes:
* El par (S, c) es admisible.
* Existe una sucesio´n de vectores unitarios {yk}k∈M en H tales que
S =
∑
k∈M
ck yk ⊗ yk ,
donde, si M = N, la suma converge en la topolog´ıa fuerte de operadores.
* Existe una extensio´n K = H⊕Hd de H tal que, si denotamos
S1 =
(
S 0
0 0
) H
Hd ∈ L(K)
+ , entonces c ∈ C [UK(S1)] .
En este caso, existe un marco F ∈ F (S, c).
Notemos que la equivalencia de los ı´tems 1 y 3 del resultado anterior muestran que teoremas de
tipo Schur-Horn en L(H) son relevantes en el estudio del problema de admisibilidad. El siguiente
resultado da una caracterizacio´n exacta de la admisibilidad para marcos en espacios de Hilbert
finito dimensionales. En lo que sigue vamos a utilizar la notacio´n introducida en la descripcio´n de
la primera parte del cap´ıtulo anterior.
• Sea c ∈ `∞(N)+ y S ∈ Gl n(C)+ una matriz positiva inversible, con autovalores b1 ≥ b2 ≥
. . . ≥ bn > 0. Las siguientes condiciones son equivalentes:
* el par (S, c) es admisible.
*
∑k
i=1 bi ≥ Uk(c), para cada 1 ≤ k ≤ n− 1, y
∑n
i=1 bi =
∑
i∈N ci .
En el caso de dimensio´n infinita, parece no haber un conjunto de condiciones escritas en te´rminos
de la mayorizacio´n que caractericen de forma exacta la admisibilidad. Sin embargo obtenemos las
siguientes condiciones necesarias. En adelante, los espacios de Hilbert considerados son de dimensio´n
infinita.
• Sea S ∈ Gl (H)+ un operador positivo e inversible y c ∈ `∞(N)+. Si el par (S, c) es admisible
entonces, ∑
i∈N
ci =∞ y Uk(S) ≥ Uk(c), para cada k ∈ N.
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En particular, se tiene la condicio´n necesaria
l´ım sup c ≤ ‖S‖e.
El siguiente resultado provee de condiciones suficientes para la admisibilidad. Estas condiciones
se obtienen de reforzar las anteriores condiciones necesarias. En su enunciado usamos la notacio´n
P2(S) = E[ ‖S‖e, ‖S‖ ], donde E es la medida espectral de S ∈ L(H)+ y ‖S‖e denota la norma
esencial (es decir la norma cociente de L(H) por el ideal cerrado de los compactos) del operador
autoadjunto S.
• Sea S ∈ Gl (H)+ un operador positivo e inversible y c ∈ l∞(N)+, tal que ∑i∈N ci = ∞.
Supongamos que se satisface alguna de las siguientes condiciones:
* a) trP2(S) =∞,
b) Uk(S) ≥ Uk(c) para cada k ∈ N , y
c) ‖S‖e > l´ım sup(c).
* a) trP2(S) = r ∈ N ,
b) Uk(S) ≥ Uk(c) para 1 ≤ k ≤ r,
c) Uk(S) > Uk(c), para k > r, y
d) ‖S‖e > l´ım sup(c).
Entonces, el par (S, c) es admisible.
Este cap´ıtulo termina con una serie de ejemplos que muestran que las condiciones anteriores
(segu´n sus respectivos casos) no pueden relajarse ma´s en general, y son de alguna manera condi-
ciones o´ptimas para asegurar la admisibilidad en el caso general de marcos en espacios de Hilbert
infinito dimensionales.
Cap´ıtulo 7: Mayorizacio´n de matrices
Decimos que una matriz de entradas positivas A ∈ Mn(R) es estoca´stica por filas, notado
A ∈ RS(n), si las sumas de las entradas de cada una de sus filas es 1. Un matriz de entradas
positivas tal que A ∈ RS(n) y At ∈ RS(n) es llamada doble estoca´stica y lo notamos A ∈ DS(n).
Para las definiciones ba´sicas referimos al lector a las secciones 2.1.1 y 2.1.2 sobre mayorizacio´n de
vectores y matrices no negativas.
Dadas X,Y ∈ Mn,m := Mn,m(R) matrices rectangulares n ×m a coeficientes reales, consider-
amos las siguientes nociones de mayorizacio´n de matrices:
- Y esta´ mayorizada fuertemente por X, notado X f Y , si existe D ∈ DS(n) tal que DX = Y .
- Y esta´ mayorizada direccionalmente por X, notado X  Y , si para todo v ∈ Rm, Xv mayoriza
como vector a Y v.
20 CAPI´TULO 1. INTRODUCCIO´N
Hemos considerado el siguiente concepto
• Dadas X,Y ∈ Mn,m decimos que Y esta´ mayorizada de´bilmente por X, notado X d Y , si
existe A ∈ RS(n) tal que AX = Y .
Las siguientes propiedades con consecuencia de las definiciones. En lo que sigue R(X) ⊆ Rm
denota el conjunto formado por los vectores fila de X ∈Mn,m.
• Sean X,Y ∈Mn,m entonces,
* X d Y si y solo si R(Y ) ⊆ conv(R(X));
* Si X  Y entonces X d Y .
Como consecuencia de estas propiedades deducimos
• Sean X,Y ∈Mn,m. X d Y si y solo si
ma´x
1≤i≤n
f(Xi) ≥ ma´x
1≤i≤n
f(Yi)
para cada funcio´n convexa f : V → R donde V ⊆ Rm es un conjunto convexo que contiene
R(X) ∪R(Y ). Ma´s au´n, si consideramos las funciones lineales φz : Rm → R, z ∈ Rm definidas por
φz(x) = 〈x, z〉, X d Y si y solo si
ma´x
1≤i≤n
φz(Xi) ≥ ma´x
1≤i≤n
φz(Yi)
para cada z ∈ Rm.
El siguiente resultado caracteriza la mayorizacio´n direccional entre matrices en Mn,m, en te´rmi-
nos de [n2 ] + 1 politopos, donde [r] es la parte entera de r ∈ R.
• Sean X,Y ∈Mn,m. X  Y si y solo si, para k = 1, . . . , [n2 ] y k = n, el conjunto de promedios
de k filas diferentes de Y esta´ incluido en la ca´psula convexa del conjunto de promedios de k filas
diferentes de X.
Este me´todo alternativo de verificacio´n de la mayorizacio´n direccional es muy u´til desde el punto
de vista computacional (la verificacio´n por definicio´n puede ser un problema de ca´lculo complejo).
Con respecto al problema de hallar condiciones bajo las cuales las mayorizaciones direccional o
de´bil impliquen la mayorizacio´n fuerte obtenemos los siguientes resultados
• Sean X,Y ∈Mn,m tales que X  Y .
* Si conv(R(X)) tiene solo dos puntos extremales entonces X f Y .
* Si 1 ≤ n ≤ 3 entonces, X  Y implica que X f Y .
Con respecto a este mismo problema obtenemos las siguientes condiciones generales. En lo que
sigue, dada X ∈Mn,m denotamos por [X, e] ∈Mn,(m+1) la matriz cuyas primeras m columnas son
21
iguales a las columnas de X y su u´ltima columna es el vector e = (1, . . . , 1) ∈ Rn. En lo que sigue,
A† denota la pseudo-inversa de Moore-Penrose de una matriz A.
• Sean X,Y ∈ Mn,m y supongamos que [Y, e][X, e]† tiene entradas no negativas. Si X d Y y
etX = etY entonces X f Y .
Este resultado tiene como consecuencias
• Sean X,Y ∈Mn,m
* Supongamos que ran([X, e]) = Rn. Si X d Y y etX = etY entonces X f Y .
* Supongamos que las filas de X son los ve´rtices de un s´ımplex, es decir af´ınmente linealmente
independientes. Si X d Y y etX = etY entonces X f Y .
Adema´s hacemos un breve estudio de las relaciones de equivalencia asociadas a estos preo´rdenes.
En una segunda parte del cap´ıtulo, desarrollamos una serie de conceptos nuevos, las llamadas
mayorizaciones conjuntas de familias abelianas. Estos desarrollos son mas bien elementales, pero
sirven como preparacio´n para el estudio de la mayorizacio´n conjunta (fuerte) entre familias abelianas
de operadores autoadjuntos en factores de tipo II1 que consideramos posteriormente.
Una familia abeliana es una familia ordenada (ai)i=1,...,m de matrices autoadjuntas en Mn(C)
tales que ai aj = aj ai, i, j = 1, . . . ,m.. Para introducir las mayorizaciones conjuntas entre tales
familias consideramos los siguientes hechos elementales: si (ai)i=1,...,m y (bi)i=1,...,m son dos familias
abelianas en Mn(C) entonces existen matrices unitarias U, V ∈Mn(C) tales que
U∗aiU = Dλ(ai), V
∗biV = Dλ(bi), i = 1, . . . ,m,
donde Dx denota la matriz diagonal con diagonal principal x ∈ Rn. En este caso λ(ai) es el vector
de autovalores correspondientes a ai, contados con multiplicidad, en algu´n orden dependiendo de
U . Consideremos las matrices A, B ∈Mn,m cuyas columnas Ci(A), Ci(B) ∈ Rn esta´n dadas por
Ci(A) = λ(ai), Ci(B) = λ(bi), i = 1, . . . ,m.
• Sean (ai)i=1,...,m, (bi)i=1,...,m ⊆ Mn(C) dos familias abelianas y sean A, B ∈ Mn,m definidas
como antes. Decimos que la familia (ai)i=1,...,m mayoriza conjuntamente de forma de´bil (respecti-
vamente mayoriza conjuntamente de forma fuerte, mayoriza conjuntamente de forma direccional)
a la familia (bi)i=1,...,m y notamos
(ai)i=1,...,m d (bi)i=1,...,m
(respectivamente (ai)i=1,...,m f (bi)i=1,...,m, (ai)i=1,...,m  (bi)i=1,...,m) si A d B (respectivamente
A f B, A  B).
Obtenemos la siguiente caracterizacio´n de las mayorizaciones conjuntas de familias abelianas.
En lo que sigue, dada una familia abeliana (ai)ni=1 entonces C
∗(a1, . . . , an) denota la C∗-a´lgebra
(abeliana) generada por esta familia.
• Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas en Mn(C). Entonces
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* (ai) d (bi) si y solo si existe una transformacio´n positiva y unital
T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm)
tal que T (ai) = bi para cada i = 1, . . . ,m.
* (ai)  (bi) si y solo si, para cada k = 1, . . . , [n2 ] y k = n tenemos que
(log[
k∧
exp(ai)])i=1,...,m d (log[
k∧
exp(bi)])i=1,...,m.
* (ai) f (bi) si y solo si existe una transformacio´n positiva, unital y que preserva la traza
T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm)
tal que T (ai) = bi para cada i = 1, . . . ,m.
Los siguientes resultados son traducciones de las correspondientes propiedades de las mayoriza-
ciones de matrices en este nuevo contexto.
• Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas. Entonces
* (ai) d (bi) si y solo si para cada funcio´n convexa f : V → R se tiene
‖f(a1, . . . , am)‖ ≥ ‖f(b1, . . . , bm)‖.
* (ai)  (bi) si y solo si para k = 1, . . . , [n2 ] y k = n tenemos que∥∥∥∥∥f
(
log[
k∧
exp(a1)], . . . , log[
k∧
exp(am)]
)∥∥∥∥∥ ≥
∥∥∥∥∥f
(
log[
k∧
exp(b1)], . . . , log[
k∧
exp(bm)]
)∥∥∥∥∥
para cada funcio´n convexa f : V → R.
* (ai) f (bi) si y solo si, para cada funcio´n convexa f : V → R se verifica que
tr f(a1, . . . , am) ≥ tr f(b1, . . . , bm),
donde V ⊆ Rm es un conjunto convexo que contiene σ(a1, . . . , am) ∪ σ(b1, . . . , bm).
Este cap´ıtulo termina con el estudio de las relaciones de equivalencias asociadas a las mayoriza-
ciones conjuntas entre familias abelianas.
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Cap´ıtulo 8: Mayorizacio´n conjunta en factores factores II1
Los resultados descritos en este cap´ıtulo se desarrollan dentro de los denominados factores de
tipo II1, es decir a´lgebras de von Neumann de centro trivial y dotadas de un estado fiel normal
finito y tracial de forma que si α ∈ [0, 1] existe una proyeccio´n p ∈M tal que τ(p) = α. Los factores
de tipo II1 son tambie´n llamados factores finitos continuos. Una transformacio´n doble estoca´stica
(ver la seccio´n 2.4.4 y el Teorema 2.4.20) en un factor finito (M, τ) es una transformacio´n lineal
T : M → M positiva (T (a) ≥ 0 siempre que a ≥ 0) y unital (T (1) = 1). Al conjunto de tales
transformaciones lo denotamos por DS(M, τ).
Es conocido el hecho de que estas transformaciones (que son las generalizaciones de las matri-
ces doble estoca´sticas en este contexto) esta´n ı´ntimamente relacionadas con la mayorizacio´n (ver el
Teorema 2.4.20). Para poder estudiar la mayorizacio´n conjunta de familias abelianas de operadores
autoadjuntos en factores de tipo II1 obtenemos el siguiente teorema de representacio´n de ciertas
restricciones de tales transformaciones. De aqu´ı que esta representacio´n describe a las transforma-
ciones doble estoca´sticas localmente. En su enunciado notamos por D(M) el semigrupo convexo
dado por
D(M) = conv{Adu : u ∈ U(M)}
donde Adu(a) = u∗au.
• Sean A, B ⊆M C∗-suba´lgebras abelianas y separables y sea T ∈ DS(M). Si S = T−1(A)∩B
entonces, existe una sucesio´n (ρr)r∈N ⊆ D(M) tal que para cada b ∈ S se tiene
l´ım
r→∞ ‖T (b)− ρr(b)‖ = 0.
Estamos interesados en la siguiente consecuencia del resultado anterior. En lo que sigue, una
familia abeliana en Msa es una n-upla de operadores autoadjuntos de M tales que conmutan dos
a dos.
• Sea T ∈ DS(M) y sean (ai)ni=1, (bi)ni=1 ⊆ Msa familias abelianas tales que T (bi) = ai para
1 ≤ i ≤ n. Entonces existe una sucesio´n (ρr)r∈N ⊆ D(M) tal que para 1 ≤ i ≤ n
l´ım
r→∞ ‖ai − ρr(bi)‖ = 0.
Es un hecho conocido (ver Teorema 2.4.5) que toda C∗-suba´lgebra de A ⊆ M induce una
medida espectral E sobre el espectro Γ(A) a valores proyecciones de M que permite describir los
elementos de A. As´ı, decimos que el a´lgebra es difusa si E({x}) = 0 para todo x ∈ Γ(A).
Para obtener el teorema de representacio´n local anterior, consideramos una reduccio´n al caso en
que la C∗-suba´lgebras abelianas y separables A, B ⊆M son adema´s difusas. El siguiente resultado
muestra que tal reduccio´n es siempre posible.
• Sea A ⊆ M una C∗-suba´lgebra abeliana y separable. Entonces existe a ∈ Msa tal que
C∗(A, a) es abeliana y difusa.
El resultado anterior esta´ relacionado con los resultados de refinamiento para resoluciones es-
pectrales desarrollados en el Cap´ıtulo 3, sin embargo son resultados diferentes.
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La ventaja de poder reducir el estudio de la forma local de las transformaciones doble es-
toca´sticas al caso de a´lgebras abelianas, separables y difusas radica en el siguiente resultado de
aproximacio´n. En lo que sigue una particio´n de la unidad es una familia finita de proyecciones
ortogonales dos a dos {pi}ni=1 y tales que
∑n
i=1 pi = 1.
• Sea B ⊂ M una C∗-suba´lgebra abeliana, separable y difusa. Entonces existe un conjunto no
acotado M ⊆ N tal que para cada m ∈ M existen k = k(m) particiones de la unidad {qt,mi }mi=1 ⊆
B′ ∩M, 1 ≤ t ≤ k, con τ(qt,mi ) = 1/m (1 ≤ i ≤ m, 1 ≤ t ≤ k), y tales que para cada b ∈ B, si
notamos βt,mi = mτ(b q
t,m
i ), entonces
l´ım
m→∞
∥∥∥∥∥ b− 1k
k∑
t=1
(
m∑
i=1
βt,mi q
t,m
i
)∥∥∥∥∥ = 0.
Adema´s necesitamos extender un resultado conocido de Dixmier con respecto a la esperanza
condicional al centro de un a´lgebra finita de von Neumann al siguientes caso
• Sea B ⊂ M una C∗-suba´lgebra separable y sea {pi}mi=1 ⊆ B ′ ∩ M una particio´n de la
unidad. Entonces existe una sucesio´n {ρi}i∈N ⊂ D(M) tal que para cada b ∈ B, si notamos
βi(b) = τ(b pi)/τ(pi), entonces
l´ım
j→∞
∥∥∥∥∥ρj(b)−
m∑
i=1
βi(b)pi
∥∥∥∥∥ = 0.
Las restricciones anteriores con respecto a las trazas de las proyecciones de las particiones de la
unidad son una condicio´n necesaria para poder utilizar el siguiente teorema de tipo Birkhoff
• Sean {pi}mi=1, {qi}mi=1 ⊆ M particiones de la unidad tales que τ(pi) = τ(qi) = 1m , y sea
T ∈ DS(M). Entonces existe ρ ∈ D(M) tal que si β1, . . . , βm ∈ R y αi = m
∑m
j=1 βjτ(T (qj) pi)
para 1 ≤ i ≤ m, tenemos que
m∑
i=1
αipi = ρ
(
m∑
i=1
βi qi
)
.
Una vez obtenidos estos resultados, los aplicamos en la segunda parte del trabajo al desarrollo
de la mayorizacio´n conjunta de familias abelianas es decir. A tal fin consideramos las siguientes
nociones
• Sea (X,µX), (Y, µY ) dos espacios de probabilidad. Una transformacio´n lineal positiva y unital
ν : L∞(Y, µY ) → L∞(X,µX) es un nu´cleo doble estoca´stico si
∫
X ν(1∆) dµX = µY (∆), para cada
conjunto µY -medible ∆ ⊆ Y .
Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 dos familias abelianas en Msa. Decimos que a¯ esta´ conjunta-
mente mayorizado por b¯, notado a¯ ≺ b¯, si existe un nu´cleo doble estoca´stico ν : L∞(σ(b¯), µb¯) →
L∞(σ(a¯), µa¯) tal que ν(pii) = pii, para cada 1 ≤ i ≤ n.
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Si (x1, . . . , xn) es una familia finita enM, sea UM(x1, . . . , xn) la o´rbita unitaria conjunta de la
familia con respecto al grupo de operadores unitarios UM de M, i.e.
UM(x1, . . . , xn) = {(u∗x1u, . . . , u∗xnu) : u ∈ UM} ⊆ Mn.
Consideramos tambie´n la ca´psula convexa de la o´rbita unitaria de la familia (xi)ni=1,
conv(UM(xi)ni=1) = {(ρ(xi))ni=1, ρ ∈ D} ⊆Mn.
Denotamos por conv(UM(xi)ni=1), convw(UM(xi)ni=1) y conv1(UM(xi)ni=1) las respectivas clausuras
entrada a entrada en la topolog´ıa de la norma, en la topolog´ıa de´bil de operadores, y en la topolog´ıa
L1 inducida por τ .
El siguiente resultado describe varias caracterizaciones de la mayorizacio´n conjunta, y generaliza
en el caso de factores II1 el Teorema 2.4.20.
• Sean a¯ = (ai)ni=1, b¯ = (bi)ni=1 dos familias abelianas en Msa. Entonces los siguientes son
equivalentes:
* a¯ esta´ conjuntamente mayorizado por b¯.
* a¯ ∈ conv(UM(b¯)).
* a¯ ∈ conv 1(UM(b¯)).
* a¯ ∈ convw(UM(b¯)).
* µa¯ ≺ µb¯.
* Existe una transformacio´n completamente positiva T ∈ DS(M) tal que ai = T (bi), 1 ≤ i ≤ n.
* Existe T ∈ DS(M) tal que ai = T (bi), 1 ≤ i ≤ n.
* τ(f(a1, . . . , an)) ≤ τ(f(b1, . . . , bn)) para cada funcio´n continua y convexa f : Rn → R.
Dadas familias a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊆M, decimos que a¯ y b¯ son conjuntamente aproximada-
mente unitariamente equivalentes enM si a¯ ∈ UM(b¯) es decir, si existe una sucesio´n de operadores
unitarios (un)n∈N ⊆M tal que l´ımn→∞ ‖unbiu∗n − ai‖ = 0 para cada 1 ≤ i ≤ n. El siguiente resul-
tado caracteriza la relacio´n de equivalencia inducida por el preorden de la mayorizacio´n conjunta
entre familias abelianas
• Sean a¯ = (ai)ni=1 y b¯ = (bi)ni=1 ⊂ Msa familias abelianas. Entonces los siguientes son equiva-
lentes:
* a¯ y b¯ son conjuntamente aproximadamente unitariamente equivalentes en M.
* a¯ ≺ b¯ y b¯ ≺ a¯
* µa¯ = µb¯
* τ(f(a1, . . . , an)) = τ(f(b1, . . . , bn)) para cada funcio´n continua y convexa f : Rn → R.
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* τ(f(a1, . . . , an)) = τ(f(b1, . . . , bn)) para cada funcio´n continua f : Rn → R.
Finalizamos nuestro estudio de la mayorizacio´n conjunta estableciendo una comparacio´n entre
e´sta y un concepto que puede considerarse impl´ıcito en el desarrollo de una nocio´n relacionada,
desarrollado por P. Alberti y A. Uhlman.
Sea A una C∗-a´lgebra abeliana y sea A∗ su espacio dual. En este contexto, una funcio´n lineal
V : A∗ → A∗ es una funcio´n estoca´stica si es positiva y V (ψ)(1) = ψ(1) para cada ψ ∈ A∗.
El conjunto de funciones estoca´sticas de A es denotado por ST (A). Notemos que una funcio´n
estoca´stica V ∈ ST (A) mapea el espacio de estados de A sobre s´ı mismo. Dado un estado ϕ ∈ A∗,
el conjunto de funciones estoca´sticas tales que V (ϕ) = ϕ es denotado por STϕ(A).
En [2] se considera la siguiente nocio´n de mayorizacio´n: sea w¯, u¯ dos n-uplas ordenadas de
estados de una C∗-a´lgebra abeliana A. Entonces u¯ esta´ mayorizada por w¯, y notamos u¯  w¯, si
existe una funcio´n estoca´stica V ∈ ST (A) tal que V w¯ = u¯, 1 ≤ i ≤ n.
Sea a ∈M+ con τ(a) = 1. Entonces a induce estado normal τa ∈M∗ dado por τa(x) = τ(ax).
De esta forma, podemos considerar la siguiente definicio´n:
• Sean a¯, b¯ ⊂ M+ dos n-uplas ordenadas tales que τ(ai) = τ(bi) = 1, 1 ≤ i ≤ n, y sea A una
suba´lgebra abeliana de von Neumann de M. Entonces decimos que a¯ esta´ A-mayorizada por b¯, y
notamos a¯A b¯, si (τai)τ (τbi) como estados sobre A.
A partir de las definiciones anteriores establecemos la siguiente comparacio´n entre la nocio´n de
mayorizacio´n conjunta anterior y nuestra nocio´n de mayorizacio´n conjunta.
• Sea a¯, b¯ ⊂ Msa familias abelianas tales que a¯ ≺ b¯. Si B denota el a´lgebra de von Neumann
abeliana generada por la familia b¯, entonces a¯B b¯.
Sin embargo la mayorizacio´n de Alberti y Uhlman no implica la mayorizacio´n conjunta en el
sentido desarrollado en este trabajo.
Cap´ıtulo 2
Preliminares
2.1. Mayorizacio´n y submayorizacio´n
2.1.1. Mayorizacio´n de vectores en Rn
En esta seccio´n presentamos algunos aspectos ba´sicos de la teor´ıa de mayorizacio´n. En el libro
[44] se puede hallar una exposicio´n detallada sobre esta nocio´n. Dado b = (b1, . . . , bn) ∈ Rn,
denotemos por b↓ ∈ Rn el vector de coordenadas ordenadas de forma decreciente, obtenido por
permutacio´n de las coordenadas de b. Si b, c ∈ Rn entonces decimos que c esta´ submayorizado por
b, y notamos c ≺w b, si
k∑
i=1
b↓i ≥
k∑
i=1
c↓i k = 1, . . . , n. (2.1)
Si c ≺w b y adema´s se verifica que
n∑
i=1
bi =
n∑
i=1
ci (2.2)
decimos que c esta´ mayorizado por b y lo notamos c ≺ b. Como una consecuencia inmediata de la
definicio´n, notemos que tanto la nocio´n de submayorizacio´n como la de mayorizacio´n son invariantes
bajo permutaciones de las coordenadas de los vectores. Por otro lado, si c ≺ b, es decir que valen
las ecuaciones (2.1) y (2.2) entonces tambie´n vale
k∑
i=1
b↑i ≤
k∑
i=1
c↑i k = 1, . . . , n, (2.3)
donde b↑ denota el vector de coordenadas ordenadas en forma creciente obtenido de b por per-
mutacio´n de sus coordenadas. De hecho, basta que dos cualesquiera de las tres condiciones dadas
por estas fo´rmulas valgan, para que valga la tercera.
Ejemplo 2.1.1. Consideremos el conjunto Ω ⊆ Rn dado por
Ω = {b ∈ Rn : bi ≥ 0, 1 ≤ i ≤ n,
n∑
i=1
bi = 1}.
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Entonces Ω es un n − 1 s´ımplex cuyos ve´rtices son los vectores de la base cano´nica. Es sencillo
verificar que si b ∈ Ω entonces
(
1
n
, . . . ,
1
n
) ≺ b ≺ (1, 0, . . . , 0).
As´ı el conjunto Ω posee un mı´nimo con respecto a la mayorizacio´n. Sin embargo posee varios
ma´ximos (esto se debe a que la mayorizacio´n no es un orden); en efecto, cada vector de la base
cano´nica {ei}ni=1 es un ma´ximo para Ω (notemos que ei ≺ ej y ej ≺ ei ). Sin embargo la mayorizacio´n
es un preorden.
Observacio´n 2.1.2. Sea b ∈ Rn y denotemos por Φk el conjunto formado por todos los subcon-
juntos de k elementos de {1, . . . , n} para 1 ≤ k ≤ n. Entonces es evidente que
k∑
i=1
b↓i = ma´x
F∈Φk
∑
i∈F
bi, para 1 ≤ k ≤ n. (2.4)
Esta sencilla igualdad es de gran utilidad al momento de extender la nocio´n de mayorizacio´n al
contexto de sucesiones acotadas de nu´meros reales, donde el reordenamiento de forma decreciente
de una sucesio´n puede no tener sentido.
A continuacio´n, describimos algunas caracterizaciones de la mayorizacio´n. Ma´s adelante con-
sideraremos otras caracterizaciones en te´rminos de las llamadas matrices doble-estoca´sticas y orto-
estoca´sticas. Comenzamos con algunas nociones ba´sicas: una transformacio´n lineal T en Rn es una
T-transformacio´n si existe 0 ≤ t ≤ 1 e ı´ndices j ≤ k tales que
Ty = (y1, . . . , yj−1, tyj + (1− t)yk, . . . , (1− t)yj + tyk, yk+1, . . . , yn).
Por otro lado, dada una funcio´n convexa Φ : Rn → Rm decimos que es compatible por permutaciones
si para cada permutacio´n σ ∈ Sn existe una permutacio´n σ′ ∈ Sm tal que
Φ(bσ) = Φ(b)σ′ , ∀b ∈ Rn
donde bσ ∈ Rn es el vector de coordenadas (bσ)i = bσ(i).
Teorema 2.1.3. Sean b, c ∈ Rn. Los siguientes son equivalentes:
1. c ≺ b.
2. c es obtenido a partir de b por un nu´mero finito de T-transformaciones.
3. c pertenece a la ca´psula convexa de los vectores de Rn obtenidos al permutar las coordenadas
de b.
4. Para cada funcio´n Φ : Rn → Rm convexa y compatible por permutaciones se tiene Φ(c) ≺w
Φ(b).
Los ı´tems 2 y 3 muestran una primera interpretacio´n intuitiva de la mayorizacio´n: si c ≺ b entonces
el vector c esta´ relativamente “ma´s mezclado” que el vector b (ver Ejemplo 2.1.1).
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Observacio´n 2.1.4. El ı´tem 4 pone de manifiesto una utilidad interesante de la mayorizacio´n (y
tal vez poco evidente a partir de la definicio´n original) en relacio´n con funcionales convexos en Rn.
Si tr(c) denota la suma de las coordenadas del vector c ∈ Rn entonces, dada una funcio´n Φ convexa
compatible por permutaciones, entonces el funcional
φ(c) := tr(Φ(c)) =
m∑
i=1
Φ(c)i
satisface, por el ı´tem 4,
c ≺ b ⇒ φ(c) ≤ φ(b). (2.5)
Es decir, el hecho de que c esta´ mayorizado por b (que corresponde a verificar n condiciones sobre los
vectores reordenados) implica una familia de desigualdades con respecto a esta clase de funcionales
convexos. Dos familias significativas de funciones convexas y compatibles por permutaciones y sus
correspondientes funcionales son las siguientes:
a) Sea f : I → R una funcio´n convexa de una variable y consideramos Φ(n)f : Rn → Rn dada
por Φ(n)f (c) = (f(c1), . . . , f(cn)) y entonces φ
(n)
f (c) =
∑n
i=1 f(ci). Ma´s au´n, cuando se desea
utilizar el ı´tem 4 para verificar la mayorizacio´n de vectores, se puede reemplazar esta condicio´n
por la condicio´n ma´s de´bil: si b, c ∈ Rn entonces c ≺ b si y solo si
φ
(n)
f (c) ≤ φ(n)f (b) para toda funcio´n convexa f : I → R.
b) Una norma Φ : Rn → R≥0 se dice gauge sime´trica si es invariante por permutaciones i.e
Φ(cσ) = Φ(c) para toda permutacio´n σ ∈ Sn y satisface Φ(c) = Φ(|c1|, . . . , |cn|). De hecho,
para esta clase de funciones se tiene un resultado ma´s fuerte que el dado por la fo´rmula 2.5:
ma´s precisamente
c ≺w b ⇒ Φ(c) ≤ Φ(b) para Φ gauge sime´trica. (2.6)
Es un resultado conocido de von Neumann que estas funciones esta´n relacionadas con las
normas unitariamente invariantes en Mn(C).
Ejemplo 2.1.5. Como ejemplos de funciones correspondientes a los ı´tems a) y b) de la observacio´n
anterior consideremos los siguientes. Sea f(t) = −t log(t) que es una funcio´n convexa en (0,∞),
con lo cual el funcional −H inducido por Φ(n)f en Rn≥0 es
−H(b) =
n∑
i=1
bi log(bi).
En f´ısica, el funcional H es denominado entrop´ıa. Como consecuencia de la desigualdad (2.5) y el
Ejemplo 2.1.1 concluimos
H(1, 0, . . . , 0) ≤ H(b) ≤ H( 1
n
, . . . ,
1
n
), b ∈ Ω
con la notacio´n del Ejemplo 2.1.1; esta es una de las propiedades ba´sicas de la entrop´ıa.
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Por otro lado, consideremos las funciones gauge sime´tricas
Φ(k)(b) =
k∑
i=1
|b↓i |
denominadas normas de Ky-Fan. Estas normas juegan un papel especial con respecto a la teor´ıa
de mayorizacio´n de matrices autoadjuntas que veremos ma´s adelante.
2.1.2. Matrices no negativas. Teorema de Schur-Horn
En lo que sigue, Mn,m := Mn,m(R) denota el espacio vectorial real de las matrices n × m a
coeficientes reales; en particular notamos Mn := Mn,n. Sea A = (aij) ∈ Mn,m. Decimos que A
es no negativa (resp. positiva) si aij ≥ 0 (resp. aij > 0) y notamos A ≥(ij) 0 (resp. A >(ij) 0).
Notemos que la condicio´n “A es no negativa” (A ≥(ij) 0) es diferente de la condicio´n “A es positiva
semidefinida” (A ≥ 0).
Una matriz no negativa A ∈Mn es estoca´stica por filas si es tal que para toda fila, la suma de
las entradas de la fila es igual a 1. Si denotamos por e ∈ Rn el vector con todas sus entradas iguales
a 1, el conjunto de matrices estoca´sticas por fila en Mn es el politopo caracterizado por
RS(n) = {A ∈Mn : A ≥(ij) 0, Ae = e}.
Una matriz estoca´stica por filas A ∈ Mn con la propiedad de que su traspuesta At es tambie´n
estoca´stica por filas es doble estoca´stica. El conjunto de matrices doble estoca´sticas tambie´n es un
politopo en Mn, caracterizado por
DS(n) = {D ∈Mn : D ≥(ij) 0, De = e,Dte = e}.
Ejemplos de matriz doble estoca´stica esta´n dados por las matrices de permutacio´n: si σ ∈ Sn es
una permutacio´n de n elementos entonces Pσ es la matriz determinada por Pσb = bσ. Adema´s vale
que Pσ Pτ = Pσ◦τ con lo cual el conjunto de matrices de permutacio´n es un grupo. El siguiente
teorema de Birkhoff asegura que la ca´psula convexa de las matrices de permutacio´n son todas las
matrices doble estoca´sticas.
Teorema 2.1.6 (Birkhoff). D ∈ Mn es matriz doble estoca´stica si y solo si, para algu´n k ∈ N,
existen matrices de permutacio´n P1, . . . , Pk ∈Mn y escalares no negativos α1, . . . , αk ∈ R tales que
α1 + . . .+ αk = 1 y
D =
k∑
j=1
αjPj .
Como consecuencia del teorema de Birkhoff 2.1.6 y el Teorema 2.1.3 deducimos el siguiente
Teorema 2.1.7. Sean b, c ∈ Rn. Los siguientes son equivalentes:
1. c ≺ b.
2. Existe D ∈ DS(n) tal que Db = c.
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Dentro del semigrupo compacto de las matrices doble estoca´sticas se encuentra un subconjunto
importante para nosotros, que es el formado por las denominadas matrices orto-estoca´sticas. Un
matriz O ∈ Mn es orto-estoca´stica si existe una matriz unitaria U ∈ Mn(C) tal que Oij = |Uij |2
para 1 ≤ i, j ≤ n. Es inmediato verificar que toda matriz orto-estoca´stica es doble-estoca´stica.
Ejemplo 2.1.8 (Schur). Sea b ∈ Rn y denotemos por Mb ∈ Mn(C) a la matriz diagonal con
respecto a la base cano´nica {ei}ni=1 de Cn que tiene a b en su diagonal principal. Por otro lado, sea
C : Mn(C)→ Cn la compresio´n a la diagonal segu´n la base cano´nica, i.e.
C(A) = (〈Aei, ei〉)ni=1.
Sea U ∈ Mn(C) una matriz unitaria y notemos que en este caso se tiene que C(U∗Mb U) ∈ Rn
pues Mb es autoadjunta. Ma´s au´n
C(U∗Mb U) = Ob, donde Oij = |Uij |2, 1 ≤ i, j ≤ n. (2.7)
Luego, del hecho de que las matrices orto-estoca´sticas son doble-estoca´sticas y del Teorema 2.1.7
deducimos que C(U∗Mb U) ≺ b, para toda matriz unitaria U ∈Mn(C).
El siguiente teorema establece la rec´ıproca del ejemplo anterior. En su enunciado utilizamos la
notacio´n del Ejemplo 2.1.8.
Teorema 2.1.9 (Schur-Horn). Sean b, c ∈ Rn. Entonces, c ≺ b si y solo si existe una matriz
unitaria U ∈Mn(R) tal que
C(U∗MbU) = c.
Como un corolario sencillo del teorema de Schur-Horn, la fo´rmula (2.7) y el Teorema 2.1.7
deducimos que c ≺ b si y solo si existe una matriz doble-estoca´stica D y una matriz orto-estoca´stica
O tales que Db = Ob = c. Sin embargo no debe confundirse este hecho con la afirmacio´n de que
toda matriz doble-estoca´stica sea orto-estoca´stica, que en realidad es falsa. Por ejemplo, la matriz
A =
1
2
1 1 01 0 1
0 1 1

es claramente doble-estoca´stica. Sin embargo es un ejercicio sencillo probar que no es orto-estoca´sti-
ca.
2.1.3. Mayorizacio´n de matrices autoadjuntas
Sea A ∈ Mn(C) una matriz y consideremos |A| = (A∗A)1/2 su mo´dulo (el ca´lculo funcional en
a´lgebras ma´s generales sera´ descrito ma´s adelante). El vector de valores singulares de A, notado
µA ∈ Rn, es el vector de autovalores de |A| contados con multiplicidad y ordenado de forma
decreciente. En particular, si A es una matriz autoadjunta, µA es el vector de mo´dulos de los
autovalores de A (contados con multiplicidad) ordenados de forma decreciente. En la de´cada del
30, J. von Neumann establecio´ una dualidad interesante entre las funciones gauge sime´tricas (ver
ı´tem b) de la Observacio´n 2.1.4) y las llamadas normas unitariamente invariantes, es decir las
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normas ||| · ||| en Mn(C) tales que |‖UAV |‖ = |‖A|‖ siempre que U, V sean matrices unitarias. Ma´s
concretamente, von Neumann noto´ que si Φ es una funcio´n gauge sime´trica, entonces la funcio´n
|‖A|‖ = Φ(µA), A ∈Mn(C)
determina una norma unitariamente invariante y rec´ıprocamente, dada una norma unitariamente
invariante |‖ · |‖ entonces se obtiene una funcio´n gauge sime´trica
Φ˜(b) = |‖Mb|‖, de forma que |‖A|‖ = Φ˜(µA).
De esta forma, si |‖A|‖(k) = Φ(k)(µA) denotan las normas inducidas por los funcionales de Ky-Fan
definidos en el Ejemplo 2.1.5 entonces se tiene
|‖A|‖(k) ≤ |‖B|‖(k) ⇒ |‖A|‖ ≤ |‖B|‖, para toda norma unitariamente invariante,
que no es ma´s que otra forma de expresar la implicacio´n µA ≺w µB ⇒ Φ(µA) ≤ Φ(µB) para toda
funcio´n gauge sime´trica (ver ecuacio´n (2.6)). Debido a que la mayorizacio´n provee de un me´todo
para probar desigualdades generales con respecto a normas de operadores, esta nocio´n es de gran
utilidad.
En el art´ıculo [5] Ando extiende la mayorizacio´n de vectores al caso de la mayorizacio´n entre
matrices autoadjuntas, probablemente debido a la importancia de la mayorizacio´n en el ana´lisis
matricial descrita en el pa´rrafo anterior. Si A, B ∈ Mn(C)sa son matrices autoadjuntas entonces
se dice que A submayoriza a B y se nota B ≺w A si λ(B) ≺w λ(A), donde λ(A) denota el
vector de autovalores de A, contados con multiplicidad. Esta nocio´n puede considerarse como una
extensio´n “no conmutativa”de la mayorizacio´n de vectores reales al caso del espacio vectorial real
de las matrices autoadjuntas. Notemos por otro lado que, en tanto la mayorizacio´n se define en
te´rminos del espectro de las matrices, esta nocio´n corresponde ma´s bien a una comparacio´n entre
los operadores lineales determinados por estas matrices con respecto a alguna (cualquier) base
ortonormal.
A continuacio´n describimos algunas caracterizaciones de la mayorizacio´n entre matrices autoad-
juntas, algunas de las cuales son traducciones de las obtenidas en el Teorema 2.1.3 para el caso
de la mayorizacio´n de vectores. A tal fin consideramos las siguientes nociones. Sea A ∈ Mn(C)
y denotemos por U(n) el grupo compacto de matrices unitarias de Mn(C). Entonces, la o´rbita
unitaria de A, notada U(n)(A) esta´ definida por
U(n)(A) = {U∗AU : U ∈ U(n)}. (2.8)
Por otro lado, dado un conjunto X en un espacio vectorial real entonces conv(X) denota su ca´psula
convexa. Decimos que una transformacio´n lineal T en Mn(C) es doble estoca´stica si es unital
(T (1) = 1), positiva (T (A) ≥ 0 siempre que A ≥ 0) y preserva la traza tr(·) deMn(C) (tr(T (A)) =
tr(A)). Las transformaciones doble estoca´sticas son los ana´logos de las matrices doble estoca´sticas.
Teorema 2.1.10. Sean A, B ∈Mn(C)sa matrices autoadjuntas. Los siguientes son equivalentes:
1. A ≺ B.
2. A ∈ conv(U(n)(B)).
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3. tr(f(A)) ≤ tr(f(B)) para toda funcio´n convexa f : I → R tal que σ(A) ∪ σ(B) ⊆ I.
4. Existe una transformacio´n doble estoca´stica T en Mn(C) tal que T (B) = A.
En este contexto, el ı´tem 3. tal vez sea el ma´s significativo para las aplicaciones, pues provee de
una familia de desigualdades para funcionales convexos definidos sobre el espacio vectorial real de
las matrices autoadjuntas.
2.1.4. Mayorizacio´n en `∞R (N) y el teorema de Schur-Horn
En esta seccio´n describiremos una extensio´n de la mayorizacio´n de vectores en Rn al caso
de vectores en `∞R (N), el espacio vectorial real de las sucesiones reales uniformemente acotadas,
desarrollada por Neumann en [56]. Esta generalizacio´n esta´ en el esp´ıritu de la nocio´n original
de la mayorizacio´n (ma´s adelante veremos extensiones “no conmutativas.en dimensio´n infinita).
Curiosamente, la motivacio´n de Neumann provino de la geometr´ıa (simple´ctica), ma´s precisamente
del estudio de generalizaciones del teorema de Konstant. Si bien Neumann desarrollo´ versiones del
teorema de Schur-Horn en el contexto de operadores autoadjuntos acotados en un espacio de Hilbert
separable, la formulacio´n general que obtuvo no es la adecuada para el estudio de la admisibilidad
de marcos en espacios de Hilbert que realizaremos en el Cap´ıtulo 3. Es por eso que desarrollamos
algunos aspectos de la teor´ıa de mayorizacio´n de Neumann que utilizaremos para deducir una
versio´n del teorema de Schur-Horn para operadores autoadjuntos ma´s adecuada a nuestros fines.
Mayorizacio´n en `∞R (N). Si a ∈ `∞R (N) entonces puede no tener sentido considerar el reorde-
namiento de a de forma decreciente, que es el punto de partida de la nocio´n de mayorizacio´n en
Rn. En efecto, consideremos el vector
v = (1, 0, 1, 0, 1, . . .) ∈ `∞R (N)
que tiene una infinidad de coordenadas iguales a 0 y 1 respectivamente. En este caso, si queremos
considerar un reordenamiento en forma decreciente de este vector, es decir el vector v↓ obtenido por
una permutacio´n de las coordenadas de v de forma que las coordenadas de v↓ este´n ordenadas de
forma decreciente, nos encontrar´ıamos con el problema de ubicar los infinito ceros “al final de una
infinidad de unos”. Sin embargo Neumann encontro´ una forma de resolver este problema. En efecto,
consideremos Φk el conjunto formado por todos los subconjuntos de N de k elementos; entonces
dada a ∈ `∞R (N) definimos
Uk(a) = sup
F∈Φk
∑
i∈F
ai y Lk(a) = ı´nf
F∈Φk
∑
i∈F
ai = −Uk(−a) (2.9)
De la Observacio´n 2.1.2 vemos que si consideramos la inmersio´n natural de Rn en `∞R (N) entonces
las funciones definidas arriba reemplazan las sumas que aparecen en las ecuaciones (2.1) y (2.3).
En este contexto, general ana´logos de la ecuacio´n (2.2) tienen poco intere´s debido al hecho de que
las series determinadas por a ∈ `∞R (N) son en general divergentes. A continuacio´n damos una breve
descripcio´n de algunos de los resultados de [56] relacionados con mayorizacio´n en `∞R (N), pero antes
consideramos las siguientes nociones.
Definicio´n 2.1.11. Sea Π el conjunto de todas las funciones biyectivas en N y, para cada k ∈ N,
denotemos por Πk ⊆ Π el conjunto de permutaciones σ tales que σ(n) = n para cada n > k. Dado
a ∈ `∞(N) y σ ∈ Π, notamos:
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1. aσ = (aσ(1), aσ(2), ....).
2. Π · a = {a σ, σ ∈ Π}, la o´rbita de a bajo la accio´n de Π.
3. conv(Π · a), la ca´psula convexa de la o´rbita de a. 
En lo que sigue cl‖·‖∞ (X) = X
‖·‖∞ denota la clausura en norma ‖ · ‖∞ de X ⊆ `∞R (N).
Teorema 2.1.12. Sean a,b ∈ `∞R (N). Los siguientes son equivalentes:
1. a ∈ cl‖·‖∞ (conv(Π · b)).
2. Uk(b) ≥ Uk(a), Lk(b) ≤ Lk(a) para k ≥ 1.
Si adema´s b ∈ `1R(N) entonces los siguientes son equivalentes:
3. a ∈ cl‖·‖1 (conv(Π · b)).
4. Uk(b) ≥ Uk(a), Lk(b) ≤ Lk(a) para k ≥ 1 y
∑∞
i=1 bi =
∑∞
i=1 ai.
Es interesante notar que, si a ∈ `∞R (N) y definimos
a+i = ma´x{ai − l´ım sup a , 0} y a−i = mı´n{ai − l´ım inf a , 0} , i ∈ N , (2.10)
entonces, l´ımi→∞ a+i = 0, l´ımi→∞ a
−
i = 0 y para cada k ∈ N vale que
Uk(a) = Uk(a+) + k l´ım sup a y Lk(a) = Lk(a−) + k l´ım inf a . (2.11)
En particular deducimos que
a ∈ cl‖·‖∞ (conv(Π · b)) ⇒ l´ım sup b ≥ l´ım sup a y l´ım inf b ≤ l´ım inf a.
Definicio´n 2.1.13. Si a, b ∈ `∞R (N) entonces decimos que b mayoriza a a y notamos a ≺ b si se
verifica alguna de las condiciones 1. o´ 2. del Teorema 2.1.12; si adema´s b ∈ `1R(N) entones decimos
que b mayoriza a a (en el sentido `1) si se verifica alguna de las condiciones 3. o´ 4. del Teorema
2.1.12.
El teorema de Schur-Horn en L(H). En lo que sigue introducimos las notaciones necesarias
para enunciar el teorema de Schur-Horn en la versio´n infinito dimensional de Neumann.
Sea M un conjunto, sea K un espacio de Hilbert con dimK = |M| y sea B = {en}n∈M una base
ortonormal de K
1. Para cualquier a = (an)n∈M ∈ `∞(M), denotemos por MB,a ∈ L(K) el operador diagonal
dado por MB,aen = anen, n ∈ M. Cuando sea claro del contexto que´ base se esta´ usando
abreviaremos MB,a = Ma.
2. Si a ∈ Cn, haciendo abuso de notacio´n, denotamos por Ma ∈Mn(C) la matriz diagonal (con
respecto a la base cano´nica de Cn) que tiene las entradas de a en su diagonal.
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3. La compresio´n diagonal CB : L(K) → L(K) asociada a la base B, esta´ definida por CB(T ) =
MB,a, donde a = (〈Ten, en〉)n∈M. 
Definicio´n 2.1.14. Sea H un espacio de Hilbert, S ∈ L(H) y B una base ortonormal de H.
Entonces,
1. UH(S) = {U∗SU : U ∈ U(H)}.
2. C[UH(S)] =
{
c ∈ `∞(N) : MB, c ∈ CB(UH(S))
}
. 
Observacio´n 2.1.15. Dado S ∈ L(H), la definicio´n de C[UH(S)] no depende de la base ortonormal
B. De hecho, si B′ es otra base ortonormal de H, U ∈ U(H) manda B sobre B′, y c ∈ `∞(N)+
satisface MB, c = CB(T ) para algu´n T ∈ UH(S), entonces
MB′, c = UMB, cU∗ = UCB(T )U∗ = CB′(UTU∗) ∈ CB′(UH(S)) .
Con lo cual
{
c ∈ `∞(N) : MB′, c ∈ CB′(UH(S))
}
= C[UH(S)]. Notemos que C[UH(S)] es el conjunto
de todas las posibles diagonales de S en sus representaciones matriciales con respecto a las bases
ortonormales de H. 
Teorema 2.1.16 (Schur-Horn para operadores diagonales [56]). Sea S ∈ L(H) un operador au-
toadjunto tal que S = MB,a para algu´n a ∈ `∞R (N) y alguna base ortonormal B, entonces
cl‖·‖∞ (conv(Π · a)) = cl‖·‖∞ (C[UH(S)]) . (2.12)
De esta forma, dado b ∈ `∞R (N) entonces a esta´ mayorizado (segu´n la Definicio´n 2.1.13) por b
si y so´lo si para cada base ortonormal existe una sucesio´n de operadores unitarios (Un)n≥1 ⊆ UH
tal que
l´ım
n→∞ ‖MB,a − CB(U
∗
nMB,bUn)‖∞ = 0,
que resulta la generalizacio´n del Teorema 2.1.9.
Para describir la versio´n de [56] para operadores autoadjuntos no diagonalizables, introducimos
las siguientes nociones. Denotamos por L0(H) el ∗-ideal cerrado de los operadores compactos y
consideremos el cociente A(H) = L(H)/L0(H), que es una C∗-a´lgebra unital, conocida como el
a´lgebra de Calkin. Dado T ∈ L(H), el espectro esencial de T , notado σe(T ), es el espectro de la
clase T + L0(H) en el a´lgebra A(H). La norma esencial ‖T‖e = ı´nf{‖T + K‖ : K ∈ L0(H)} de T
es la norma (cociente) de T +L0(H) en A(H). Notemos que σe(T ) es un subconjunto compacto de
σ(T ). Si S ∈ L(H)h definimos
α+(S) = ma´xσe(S) = ‖S‖e y α−(S) = mı´nσe(S) , (2.13)
y si S =
∫
σ(S) t dE(t) es la representacio´n espectral de S con respecto a la medida espectral E,
consideramos los siguientes operadores compactos:
S+ =
∫
[α+(S), ‖S‖]
(t− α+(S))dE(t) , y
S− =
∫
[−‖S‖,α−(S)]
(t− α−(S))dE(t) . (2.14)
Notemos que S− ≤ 0 ≤ S+ y que si S es no diagonalizable entonces α+(S) > α−(S). De esta forma
se tiene
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Teorema 2.1.17 (Scur-Horn para operadores no diagonales). Sea S ∈ L(H) un operador autoad-
junto no diagonalizable. Entonces
C[UH(S)] ‖·‖∞ = cl‖·‖∞
(C[UH(S+)])+ [α−(S), α+(S)]N + cl‖·‖∞ (C[UH(S−)]) ,
donde α+(S), α−(S), S+, S− son definidos por las ecuaciones (2.13) y (2.14).
Como ya hemos comentado, esta versio´n del teorema de Schur-Horn no es la conveniente para
nuestro estudio del problema de admisibilidad de marcos en espacios de Hilbert. Sin embargo, una
formulacio´n del teorema de Schur-Horn basada en los teoremas 2.1.12 y 2.1.16 resulta ser adecuada.
El hecho que el teorema 2.1.16 sea va´lido solo para operadores diagonales no representa en realidad
una limitacio´n, en virtud del siguiente
Teorema 2.1.18 (Weyl-Berg-von Neumann). Sea S ∈ L(H)h un operador autoadjunto. Entonces
existe un operador diagonal D ∈ UH(S) ‖·‖∞ con respecto a alguna (toda) base ortonormal B de H.
En realidad el teorema anterior es la versio´n moderna del teorema de Weyl-von Neumann, y es
un resultado conocido en la teor´ıa de a´lgebras de operadores.
Observacio´n 2.1.19. Dos operadores S, T ∈ L(H) se dicen aproximadamente unitariamente equiv-
alentes si existe una sucesio´n (Un)n≥1 ∈ UH tal que
l´ım
n→∞ ‖T − U
∗
nSUn‖ = 0. (2.15)
Esta es una relacio´n de equivalencia, que es estudiada en la teor´ıa de a´lgebras de operadores. Por
ejemplo, se prueba en el libro de Davidson[28] (II.4.4) que S, T ∈ L(H)h son aproximadamente
unitariamente equivalentes si y solo si σe(S) = σe(T ) y dim ker(S − λI) = dim ker(T − λI) para
cada λ /∈ σe(S). 
2.2. Marcos en espacios de Hilbert
Introducimos algunos hechos ba´sicos acerca de los marcos en espacios de Hilbert. Para una
descripcio´n completa de la teor´ıa de marcos y sus aplicaciones se recomiendan los trabajos de
Daubechies, Grossmann y Meyer [27], Aldroubi [3], la monograf´ıa de Heil y Walnut [38] o los libros
de Young [70] y Christensen [25].
2.2.1. Definiciones ba´sicas
Antes de definir los marcos consideramos los siguientes conceptos ba´sicos relacionados con ellos.
Sea H un espacio de Hilbert separable y consideremos M = N o´ M = {1, . . . ,m} := Im para algu´n
m ∈ N. Una sucesio´n {fn}n∈M ⊆ H es una sucesio´n Bessel si existe una constante β > 0 tal que∑
n∈M
| 〈f, fn〉 |2 ≤ β‖f‖2 , para cada f ∈ H . (2.16)
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Observacio´n 2.2.1. De esta forma, si {fn}n∈M es una sucesio´n Bessel entonces la ecuacio´n (2.16)
muestra que el operador dado por H 3 f 7→ (〈f, fn〉)n∈M esta´ bien definido y resulta acotado entre
los espacios H y `2(M). Es sencillo verificar que el adjunto del operador antes descrito esta´ dado
por `2(M) 3 (ai)n∈M 7→
∑
n∈M an fn; notemos que este operador es acotado por ser el adjunto de
un operador acotado.
El siguiente resultado es un ejercicio interesante de ana´lisis funcional.
Teorema 2.2.2. Sea H un espacio de Hilbert separable y sea {fn}n∈M ⊆ H una sucesio´n Bessel.
Los siguientes son equivalentes:
1. El operador T : `2(M) → H determinado por T (en) = fn para todo n ∈ M es epimorfismo
acotado.
2. El operador T ∗ : H → `2(M) dado por T ∗(f) = (〈f, fn〉)n∈M es monomorfismo acotado y de
rango cerrado.
3. Existen constantes α, β > 0 tales que
α‖f‖2 ≤
∑
n∈M
| 〈f, fn〉 |2 ≤ β‖f‖2 , para cada f ∈ H. (2.17)
4. Existen constantes α, β > 0 tales que
α I ≤ TT ∗ ≤ β I. (2.18)
En este caso, α > 0 (resp β > 0) verifica la fo´rmula (2.17) si y solo si verifica (2.18).
Definicio´n 2.2.3. Sea H un espacio de Hilbert separable, y F = {fn}n∈M una sucesio´n Bessel en
H. F es un marco para H si satisface alguna de las condiciones del Teorema 2.2.2.
En el caso en que {fn}n∈M resulta un marco para H entonces se debe tener dimH ≤ |M|, donde
|M| denota el cardinal del conjunto M. En la siguiente observacio´n describimos una serie de objetos
asociados a un marco para H:
Observacio´n 2.2.4. Sea F = {fn}n∈M un marco para H.
1. El epimorfismo T ∈ L(`2(M),H) determinado por T (en) = fn para n ∈ M (ver Teorema
2.2.2) es llamado el operador de s´ıntesis (o de premarco) para F .
2. El adjunto T ∗ ∈ L(H, `2(M)) de T , esta´ dado por
T ∗(f) =
∑
n∈M
〈f, fn〉en, f ∈ H,
donde {en}n∈M denota la base cano´nica de `2(M). T ∗ es el llamado operador de ana´lisis para
F . El rango de este operador, que es un subespacio de `2(M), es el espacio de coeficientes
admisibles.
38 CAPI´TULO 2. PRELIMINARES
3. Las constantes o´ptimas α, β en la ecuacio´n (2.17) se llaman las cotas de marco para F . El
marco F se dice ajustado si α = β, y Parseval si α = β = 1. Los marcos Parseval tambie´n
son llamados marcos normalizados y ajustados .
4. El operador S = TT ∗ ∈ L(H)+, llamado el operador de marco de F , satisface
Sf =
∑
n∈M
〈f, fn〉 fn = (
∑
n∈M
fn ⊗ fn)f , para cada f ∈ H . (2.19)
Se sigue del Teorema 2.2.2 que αI ≤ S ≤ βI y en particular, S ∈ Gl (H)+. 
2.2.2. El exceso de un marco
Sea {fn}n∈M un marco para H. Entonces, el operador de s´ıntesis T es un epimorfismo es decir,
para cada f ∈ H existe una sucesio´n de coeficientes (an)n∈M ∈ `2(M) de forma que
f = T ((an)n∈M) =
∑
n∈M
anfn.
Esto muestra que {fn}n∈M es un sistema de generadores; ma´s au´n, los coeficientes de generacio´n
pueden ser elegidos dentro del espacio de Hilbert `2(M). Sin embargo esta es una propiedad com-
partida con las bases ortonormales, que poseen como rango de coeficientes admisibles todo `2(M).
Entonces ¿que intere´s tienen los marcos? En realidad, a diferencia de las bases ortonormales, los
coeficientes de reconstruccio´n no son u´nicos, lo que resulta de intere´s en las aplicaciones. En efecto,
esta redundancia producto de la sobre-determinacio´n propia de los marcos se traduce en una cierta
propiedad de robustez.
Ejemplo 2.2.5. Imaginemos el siguiente procedimiento simplificado de transmisio´n de datos: en
este caso, los datos son vectores de un espacio de Hilbert H; e´stos son representados con respecto a
una base ortonormal y se transmiten sus coeficientes de Fourier. Si alguno de estos coeficientes “se
altera”durante la transmisio´n (digamos que por ruido en el canal de transmisio´n) entonces no hay
forma, ni siquiera, de detectar esta alteracio´n. Sin embargo, si consideramos la descomposicio´n de los
datos con respecto a marco, podemos utilizar las relaciones lineales que hay entre los coeficientes
de reconstruccio´n (conocidas a priori) para detectar una alteracio´n de los datos, y tal vez para
realizar una correccio´n de tal alteracio´n. En efecto, en el caso de los marcos, el rango del operador
de ana´lisis puede ser un subespacio propio de `2(M) de forma que si los coeficientes “recibidos.en el
modelo de transmisio´n, no corresponden a este espacio debe haber una alteracio´n de los datos. Ma´s
au´n, podemos pensar en proyectar estos datos alterados sobre el espacio de coeficientes admisibles
con estos datos “corregidos”. Como veremos ma´s adelante, todo vector se puede reconstruir a partir
de sus coeficientes con respecto a un marco.
La siguiente nocio´n da cuenta del nivel de redundancia de la informacio´n en un marco.
Definicio´n 2.2.6. Sea F = {fn}n∈M un marco en H. El nu´mero cardinal
e(F) = dim
{
(cn)n∈M ∈ `2(M) :
∑
n∈M
cnfn = 0
}
,
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es llamado el exceso del marco. Holub [43] y Balan, Casazza, Heil y Landau [13] probaron que
e(F) = sup{ |I| : I ⊆M y {fn}n/∈I es un marco en H}.
Esta caracterizacio´n justifica el nombre “exceso de F”. El marco F es llamado base de Riesz si
e(F) = 0, i.e., si el operador de s´ıntesis de F es inversible. 
Si {fn}n∈M es un marco para H notemos que el exceso de {fn}n∈M coincide con la dimensio´n
del nu´cleo del operador de s´ıntesis T asociado a este marco. Por otro lado, ker(T ) = R(T ∗)⊥ de
forma que el exceso de {fn}n∈M esta´ dando una medida del taman˜o del complemento ortogonal
del espacio de coeficientes admisibles. En la medida que el exceso sea mayor, entonces el espacio
de coeficientes es “ma´s pequen˜o”, es decir, los vectores en e´l esta´n sujetos a una cantidad mayor
de restricciones. Esto se traduce en una mayor capacidad de detectar “errores de transmisio´n.en
nuestro modelo simplificado de transmisio´n del Ejemplo 2.2.5.
2.2.3. El problema de la reconstruccio´n de marcos
Como hemos mencionado, los marcos son sistemas de generadores (a coeficientes en `2(M))
posiblemente linealmente dependientes. Un problema natural dentro de la teor´ıa de marcos es el
siguiente: dado un marco {fn}n∈M para H, y dado f ∈ H hallar coeficientes (an)n∈M ∈ `2(M) de
forma que
f =
∑
n∈M
an fn.
Este procedimiento se denomina “reconstruccio´n”de f ∈ H a partir del marco {fn}n∈M. De la
posible sobredeterminacio´n de {fn}n∈M notamos que la eleccio´n anterior puede no ser u´nica; se busca
entonces un me´todo sistema´tico que permita, dado f ∈ H hallar coeficientes para la reconstruccio´n
de f que tengan alguna propiedad de optimalidad.
Las siguientes observaciones elementales proveen de un tal me´todo. Si {fn}n∈M es un marco
para H entonces S = TT ∗ ∈ Gl (H)+ es un operador positivo e inversible. Sea S−1 ∈ L(H) el
inverso de S y notemos que las identidades SS−1 = S−1S = I se traducen (ver la fo´rmula (2.19))
en
f =
∑
n∈M
〈f, S−1fn〉 fn =
∑
n∈M
〈f, fn〉S−1fn. (2.20)
Notemos que la sucesio´n {S−1fn}n∈M es un marco para H: en efecto, basta notar que su operador
de s´ıntesis determinado por T˜ (en) = S−1fn = S−1Ten se extiende a un epimorfismo de H, donde
T denota el operador de s´ıntesis de {fn}n∈M. El marco {S−1fn}n∈M se llama marco dual cano´nico
del marco {fn}n∈M.
De la primera igualdad vemos que la sucesio´n (〈f, S−1fn〉)n∈M proporciona coeficientes para la
reconstruccio´n de f a partir de {fn}n∈M. Por otro lado, el hecho de que {S−1fn}n∈M es un marco
para H implica que la dependencia de los coeficientes de reconstruccio´n f 7→ (〈f, S−1fn〉)n∈M es
lineal y continua. Adema´s posee la siguiente propiedad
Proposicio´n 2.2.7. Sea {fn}n∈M un marco para H. Entonces la sucesio´n de coeficientes
(〈f, S−1fn〉)n∈M ∈ `2(M)
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tiene norma mı´nima entre todas las sucesiones (an)n∈M ∈ `2(M) que satisfacen
f =
∑
n∈M
an fn.
Hasta aqu´ı, el problema de reconstruccio´n de marcos tiene una solucio´n cano´nica. Sin embargo,
esta solucio´n de cara´cter teo´rico resulta en algunos casos concretos impracticable: en efecto, involu-
cra el invertir un operador en un espacio de dimensio´n (posiblemente) infinita. Es por eso que el
problema de la reconstruccio´n (pra´ctica) sigue siendo material de investigacio´n en la actualidad.
Sin embargo, hay una clase de marcos para los cuales el problema de la inversio´n de su operador
de marco puede llevarse a cabo, de forma elemental. En efecto, recordemos que un marco {fn}n∈M
se dice ajustado si sus cotas o´ptimas de marco son iguales. Esto se traduce en el hecho (ver ı´tem
4 de la Observacio´n 2.2.4) de que su operador de marco S = α · I es un mu´ltiplo (no nulo) de la
identidad. En este caso el marco dual resulta {fnα }n∈M; ma´s au´n, si α = 1 (cuando el marco es
Parseval) entonces el marco coincide con su dual y la fo´rmula de reconstruccio´n (2.20) se convierte
en
f =
∑
n∈M
〈f, fn〉 fn
que es formalmente igual a la fo´rmula de reconstruccio´n para una base ortonormal. Es por esta
razo´n que los marcos Parseval son particularmente importantes para las aplicaciones: su proceso
de reconstruccio´n es formalmente el de una base ortonormal, pero tienen la ventaja de brindar una
reconstruccio´n ma´s estable (en el sentido del Ejemplo 2.2.5). En ciertos casos es incluso deseable
considerar un marco Parseval con propiedades adicionales; por ejemplo, de forma que las normas
de los elementos del marco tengan una cierta distribucio´n a priori (cn)n∈M, es decir ‖fn‖ = cn
para todo n ∈ M. Ma´s adelante vamos a considerar este problema, denominado problema de la
admisibilidad de marcos.
2.3. A´lgebras de von Neumann
En esta seccio´n describimos algunos aspectos ba´sicos de la teor´ıa de a´lgebras de von Neumann.
Nuestra introduccio´n de esta vasta a´rea de la matema´tica se circunscribira´ estrictamente a aquellos
resultados necesarios para desarrollos ulteriores. Ma´s aun, algunos teoremas son enunciados de
forma simplificada para no entorpecer la intencio´n dida´ctica de la exposicio´n.
2.3.1. Una introduccio´n abstracta a las a´lgebras de von Neumann
Comenzamos con una descripcio´n abstracta de esta clase de a´lgebras. Ma´s adelante, indicaremos
las relaciones entre esta presentacio´n y las correspondientes a´lgebras de operadores (a´lgebras de
von Neumann concretas) en espacios de Hilbert.
Un a´lgebra C∗M sobre el cuerpo de nu´meros complejos C (o ma´s brevemente una C∗-a´lgebra)
es un a´lgebra de Banach compleja con unidad y dotada de una involucio´n isome´trica a 7→ a∗ es
decir, para α, β ∈ C y a, b ∈M vale
i) (αa+ β b)∗ = α¯ a∗ + β¯ b∗
ii) (ab)∗ = b∗a∗
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iii) (a∗)∗ = a
iv) ‖a∗‖ = ‖a‖
que satisface la condicio´n adicional
‖a∗a‖ = ‖a‖2.
Naturalmente, en tanto a´lgebras de Banach complejas, en las C∗-a´lgebras se pueden desarrollar las
nociones de espectro y radio espectral; ma´s au´n, se pueden definir elementos normales y autoad-
juntos con respecto a su involucio´n. Un primer ejemplo de C∗-a´lgebra es L(H), es decir la *-a´lgebra
de todos los operadores lineales y acotados en H para un espacio de Hilbert complejo, con su
estructura de a´lgebra usual y con la involucio´n dada por la adjuncio´n usual de operadores. Eviden-
temente, cualquier suba´lgebra de L(H) cerrada en norma y bajo la adjuncio´n tambie´n cumplira´ con
las condiciones de las C∗-a´lgebras. El siguiente teorema, famoso en este contexto, afirma que las
suba´lgebras de L(H) cerradas en norma y bajo la adjuncio´n son el modelo de toda C∗-a´lgebra.
Antes necesitamos la siguiente
Definicio´n 2.3.1. Dadas dos C∗-a´lgebras M,N un ∗-morfismo pi : M → N es un morfismo de
a´lgebras que preserva la involucio´n. En el caso en que N = L(H) decimos que pi es una repre-
sentacio´n de M.
Teorema 2.3.2 (Gelfand-Naimark-Segal). SeaM una C∗-a´lgebra. Entonces existe una espacio de
Hilbert H y una representacio´n isome´trica pi :M→ L(H).
El Teorema 2.3.2 permite pensar toda C∗-a´lgebra como una C∗-suba´lgebra de L(H), para algu´n
espacio de Hilbert H. En este sentido, las C∗-a´lgebras son a´lgebras de operadores. Estamos en
condiciones de definir las a´lgebras de von Neumann
Definicio´n 2.3.3. Un a´lgebra de von Neumann (a.v. Neumann)M es una C∗-a´lgebra para la cual
existe un espacio de Banach E de forma que M es, en tanto espacio de Banach, el espacio dual de
E.
De esta forma, las a´lgebras de von Neumann son “a´lgebras de operadores”dotadas de cierta
estructura adicional: la topolog´ıa de´bil*, que admiten como espacios duales a espacios de Banach.
Ejemplo 2.3.4. Un ejemplo importante de a´lgebra de von Neumann es el mismo L(H). En efecto,
es bien sabido que si L1(H) denota el espacio de Banach de los operadores traza dotados de la
norma ‖ · ‖1 dada por ‖A‖1 = tr(|A|) entonces (L1(H))∗ = L(H) como espacio de Banach.
El siguiente resultado, que es una mejora del Teorema 2.3.2 en el caso de las a´lgebras de von
Neumann .
Teorema 2.3.5. Sea M un a´lgebra de von Neumann . Entonces existe un espacio de Hilbert H,
una suba´lgebra de von Neumann M˜ ⊆ L(H) y una representacio´n pi : M → L(H) isome´trica tal
que pi(M) = M˜ y tal que pi es continua con respecto a las topolog´ıas de´biles* de M y M˜.
Recordemos que la relativizacio´n de la topolog´ıa de´bil* a la bola cerrada deM resulta compacta.
Si bien la introduccio´n anterior de las a.v. Neumann es ma´s te´cnica que la usual, pone de manifiesto
los elementos ma´s importantes de esta clase de a´lgebras. En lo que sigue recordamos algunas
topolog´ıas conocidas de L(H) y damos descripciones alternativas de las a´lgebras de von Neumann.
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2.3.2. Topolog´ıas en L(H). A´lgebras de von Neumann concretas
Dado un espacio de Hilbert complejo H, describimos las siguientes tres topolog´ıas en L(H). Sea
a ∈ L(H) y consideremos en primer lugar, la topolog´ıa de la norma, dada por:
‖a‖ = sup
ξ∈H
‖aξ‖
‖ξ‖ .
Si consideramos el caso H = L2([0, 1]) con la medida de Lebesgue, el a´lgebra L∞([0, 1]) actu´a en
H por multiplicacio´n punto a punto y la norma de f ∈ L∞([0, 1]) es el supremo esencial de |f |.
Entonces las funciones continuas C([0, 1]) forman una suba´lgebra cerrada en norma de L∞([0, 1])
en H y bajo la adjuncio´n (esto vale en general para cualquier espacio compacto y cualquier medida
finita).
La topolog´ıa fuerte en L(H) es aquella definida por las seminormas a 7→ ‖aξ‖ cuando ξ recorre
H. Entonces una sucesio´n (o una red) an converge a a si y so´lo si anξ converge a aξ en H para
todo ξ ∈ H. La topolog´ıa fuerte es mucho ma´s de´bil que la de la norma. De hecho se puede ver, en
el ejemplo de L∞([0, 1]) y C([0, 1]) actuando en L2([0, 1]), que C([0, 1]) es densa en L∞([0, 1]) en
la topolog´ıa fuerte. Para ver una sucesio´n que converge en la topolog´ıa fuerte pero no en norma,
tomemos xn la funcio´n caracter´ıstica de [0, 1/n] vista como elemento de L∞([0, 1]). Entonces an
tiende a cero en la topolog´ıa fuerte, pero ‖an − am‖ = 1 para n 6= m.
La topolog´ıa de´bil en L(H) es aquella definida por las seminormas a 7→ |〈aξ, η〉| cuando ξ y η
recorren H. La desigualdad de Cauchy-Schwartz muestra que la topolog´ıa fuerte es ma´s fuerte que
la de´bil (y de ah´ı los nombres). De hecho la topolog´ıa de´bil lo es tanto que la bola unitaria de L(H)
es de´bilmente compacta, lo que con frecuencia es muy u´til. Para ver un ejemplo de sucesio´n que
converge en la topolog´ıa de´bil pero no en la fuerte, consideremos en `2(N) el operador “shift”
S((x0, x1, x2, . . .)) = (0, x0, x1, x2, . . .).
Se puede comprobar mediante ca´lculos directos que la sucesio´n {Sn}n∈N converge en la topolog´ıa
de´bil pero no en la fuerte, porque ‖Snξ‖ = ‖ξ‖ y adema´s 〈Snξ, η〉 → 0 para todo ξ, η ∈ H.
En lo que sigue introducimos algunas notaciones que necesitamos para enunciar un resultado
que resume algunas caracterizaciones de las a´lgebras de von Neumann . Si S ⊆ L(H)
S′ = {x ∈ L(H) : xs = sx para todo s ∈ S}
es el conmutante de S, y S′′ = (S′)′.
Teorema 2.3.6 (del doble conmutante). Sea S una suba´lgebra de L(H) que contiene la identidad
y que es cerrada bajo la involucio´n de L(H). Entonces
1. S es un a´lgebra de von Neumann si so´lo si S = S′′.
2. S′′ es un a´lgebra de von Neumann y coincide con las clausuras de S en las topolog´ıas fuerte
y de´bil de operadores.
Este teorema muestra que dos nociones, una anal´ıtica (clausura en la topolog´ıa fuerte) y otra
algebraica (ser igual al doble conmutante de un conjunto), coinciden para *-suba´lgebras de L(H)
que contienen al 1. Del teorema anterior vemos que una C∗-suba´lgebra de L(H) es un a´lgebra de
von Neumann si so´lo si es fuertemente cerrada o, equivalentemente, si es de´bilmente cerrada.
2.3. A´LGEBRAS DE VON NEUMANN 43
Ejemplos 2.3.7. De a´lgebras de von Neumann
i) El a´lgebra L∞([0, 1]) actuando en L2([0, 1]) es su propio conmutante, por lo que claramente
es un a´lgebra de von Neumann . Es un ejemplo adema´s de a´lgebra de von Neumann abeliana
maximal.
ii) Si G es un grupo y g 7→ ug es una representacio´n unitaria de G, entonces el conmutante {ug}′
es un a´lgebra de von Neumann .
iii) Si H es de dimensio´n finita, se verifica que un a´lgebra de von NeumannM es simplemente una
suma directa de a´lgebras de matrices correspondientes a una cierta descomposicio´n ortogonal
H = H1 ⊕ . . .⊕Hk.
El centro Z(M) de un a´lgebra de von Neumann es abeliano. En dimensio´n finita sera´ una
suma directa de copias de C, una por cada sumando de la descomposicio´n. En general, usando
el teorema espectral, von Neumann definio´ ([69]), en el caso separable, una nocio´n de “integral
directa” de espacios de Hilbert
∫ ⊕
X H(λ)dµ(λ) de manera que, por ejemplo, para L∞([0, 1]) en
L2([0, 1]) la correspondiente descomposicio´n de L2([0, 1]) ser´ıa
∫ ⊕
[0,1]H(λ)dx(λ) donde H(λ) ≡ C. El
a´lgebra M respeta esta descomposicio´n, y se llega a una nocio´n de integral directa de a´lgebras de
von Neumann: M = ∫ ⊕X M(λ)dλ en ∫ ⊕X H(λ)dλ, siendo la descomposicio´n completa esencialmente
u´nica. Los individuos M(λ) tienen centro trivial (esto se puede intuir estudiando el caso finito
dimensional). Entonces toda a´lgebra de von Neumann es una integral directa de a´lgebras de von
Neumann de centro trivial, lo que hace que las a´lgebras de von Neumann de centro trivial sean
especialmente interesantes.
Definicio´n 2.3.8. Un a´lgebra de von Neumann M cuyo centro consiste de mu´ltiplos escalares de
la identidad es llamada un factor.
Como ejemplos de factores, citemos el ma´s elemental, que es el mismo L(H). Veamos brevemente
un ejemplo no trivial de factor construido por Murray y von Neumann que no es L(H). Sea Γ
un grupo discreto tal que todas sus clases de conjugacio´n salvo la de la identidad son infinitas
(por ejemplo, el grupo libre en dos generadores). A estos grupos se los llama i.c.c., por “infinite
conjugacy classes”. Consideremos `2(Γ) el espacio de Hilbert cuya base esta´ indexada por Γ, sea
γ 7→ uγ la representacio´n regular a izquierda de Γ, es decir, consideremos al grupo Γ representado
en L(`2(Γ)) como operadores uγ , donde actuar con uγ es multiplicar los ı´ndices por γ (o sea,
uγ({λg}g∈Γ) = {λγg}g∈Γ).
Vistos como matrices en `2(Γ), con respecto a la base cano´nica indexada por γ ∈ Γ, los uγ , y
por ende todas las combinaciones lineales de los {uγ}, son de la forma xγ,ν = f(γ−1ν) para alguna
funcio´n de soporte finito en Γ, es decir que son matrices con todas las diagonales constantes.
Lo mismo vale para l´ımites de´biles de tales operadores salvo que f ya no sera´ de soporte finito.
Aplicando uno de tales operadores al elemento de la base correspondiente a la identidad vemos que
f ∈ `2. En efecto, imaginemos por comodidad que el vector correspondiente a la identidad es el
vector v1 = (1, 0, 0, 0, . . .); entonces
(xγ,ν) · v1 = (f(γ1), f(γ2), . . .),
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y como este vector tiene que estar en `2(Γ), debe ser∑
γ∈Γ
f(γ)2 = ‖(xγ,ν) · v1‖ <∞.
Es por tanto conveniente y preciso escribir a los elementos de M = {uγ}′′ como sumas∑
γ∈Γ
f(γ)uγ ,
donde f ∈ `2 (aunque no todas las funciones de `2 definen elementos de M). No prestaremos
atencio´n al sentido de convergencia de la suma para simplificar ideas. En cualquier caso, para que∑
γ∈Γ f(γ)uγ este´ en el centro de M, debe conmutar con uν para todo ν ∈ Γ, lo que implica que
f(νγν−1) = f(γ), es decir que f es constante en las clases de conjugacio´n. Pero f esta´ en `2 y
todas las clases de conjugacio´n no triviales son infinitas, de manera que si f fuera no nula en un
elemento no trivial, no podr´ıa estar en `2. Entonces el soporte de f es la identidad, lo que implica
que el centro de M es trivial, o sea que M es un factor. Lo llamaremos vN(Γ).
Se puede ver que este factor no es isomorfo a ningu´n L(H) observando que la funcio´n lineal
tr(
∑
f(γ)uγ) = f(1) tiene la propiedad tr(ab) = tr(ba) y no es ide´nticamente cero. Es un hecho
standard que no existe funcio´n con esa propiedad en L(H) a menos que dimH <∞. Como veremos
ma´s adelante, este es un ejemplo de factor de tipo II1.
2.3.3. Comparacio´n de proyecciones y Clasificacio´n de factores
La herramienta que utilizaron Murray y von Neumann para clasificar los factores fue la teor´ıa
de comparacio´n de proyecciones que desarrollaron ellos mismos. Si bien estamos interesados en los
factores de tipo II1, describimos algunos aspectos generales de esta teor´ıa para poner en contexto
tales factores.
Dada un a´lgebra de von Neumann M, llamaremos P(M) al conjunto
P(M) = {p ∈M : p2 = p y p∗ = p} (2.21)
de proyecciones ortogonales de M.
Definicio´n 2.3.9 ([68]). Sean p, q ∈ P(M).
a) Decimos que p y q son equivalentes, y lo notamos p ∼ q, si existe una isometr´ıa parcial u ∈M
tal que u∗u = p y uu∗ = q.
b) Decimos que q es mayor que p, y lo notamos p - q, si existe p1 ∈ P(M) tal que p ∼ p1 ≤ q.
Se verifica que ∼ es una relacio´n de equivalencia en P(M) y que la validez de p - q se mantiene
si se reemplaza p y q por proyecciones equivalentes.
Notemos que la isometr´ıa parcial u debe estar en M, de manera que la nocio´n de comparacio´n
depende deM. SiM = L(H), entonces dos proyecciones son equivalentes si y so´lo si sus ima´genes
tienen la misma dimensio´n. A ra´ız de esto surgio´ la idea de que las clases de equivalencia de
proyecciones constituyen una nocio´n abstracta de dimensio´n para un factor arbitrario. El siguiente
resultado sobre comparacio´n de proyecciones confirma esto:
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Teorema 2.3.10. Si M es un factor y p, q son proyecciones en M entonces p - q o´ q - p.
Definicio´n 2.3.11. Una proyeccio´n p ∈ P(M) se dice finita si para todo p0 ∈ P(M) que cumpla
p ∼ p0 ≤ p resulta p0 = p. En caso contrario, p se dice infinita. Si p es infinita y no tiene
subproyecciones finitas, entonces decimos que p es propiamente infinita.
En el caso particular en que M = L(H), la nocio´n de proyeccio´n finita o infinita coincide con
que su rango sea respectivamente un subespacio de dimensio´n finita o infinita.
El orden de las proyecciones respeta el comportamiento que uno esperar´ıa intuitivamente (en
el sentido de la teor´ıa de conjuntos) respecto de la finitud o infinitud:
Proposicio´n 2.3.12. Sean p, q ∈ P(M). Si p - q y q es finito, entonces p es finito.
En particular si existe p infinito, resulta 1 (= IdH) infinito.
Notemos que la forma en que hemos definido el concepto de proyeccio´n infinita es en realidad
ana´loga a lo que se hace en teor´ıa de conjuntos, es decir que una proyeccio´n es infinita si es
equivalente a una subproyeccio´n propia.
Definicio´n 2.3.13. Un a´lgebra de von Neumann M se dice finita, infinita, propiamente infinita
si 1 ∈M es una proyeccio´n respectivamente finita, infinita o propiamente infinita.
Definicio´n 2.3.14. Se dice que p ∈ P(M) es minimal si p 6= 0 y si q ∈ P (M), q ≤ p implica q = 0,
o q = p.
Finalmente estamos en condiciones de enunciar la clasificacio´n de los factores de Murray y von
Neumann:
Definicio´n 2.3.15. Un factorM se dice de tipo I, II o III si satisface las respectivas propiedades:
1. Tipo I: hay proyecciones minimales.
a) Tipo In, n <∞: hay n proyecciones minimales equivalentes que suman 1.
b) Tipo I∞: hay infinitas proyecciones minimales equivalentes que suman 1.
2. Tipo II1: no hay proyecciones minimales y toda proyeccio´n es finita.
3. Tipo II∞: no hay proyecciones minimales y hay tanto proyecciones finitas como infinitas.
4. Tipo III: no hay proyecciones finitas no nulas.
La clasificacio´n puede extenderse a a´lgebras de von Neumann arbitrarias. Omitiremos el enun-
ciado de esta clasificacio´n: en realidad la propiedad que utilizaremos con referencia al tipo de un
a´lgebra es la existencia o no de estados y pesos traciales, de acuerdo con lo expresado en 2.3.25.
Un teorema importante de Murray y von Neumann dice que toda a´lgebra de von Neumann
admite proyecciones PIn (n ∈ N), PI∞ , PII1 , PII∞ , PIII centrales, ortogonales dos a dos, que suman
1 y tales que PkM es de tipo k para cada uno de los proyectores mencionados.
Observacio´n 2.3.16. Se verifica que si un factor M tiene una traza tr (ver Definicio´n 2.3.19)
con tr(x∗x) > 0 para x 6= 0, entonces M es finito dimensional o de tipo II1. Tambie´n son hechos
conocidos que si el factor M es de tipo I entonces es de la forma L(H)⊗ id en H⊗K, y que todo
factor II∞ es un producto tensorial de un factor II1 y un factor infinito de tipo I.
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2.3.4. Funcionales y pesos
En esta seccio´n, como antes,M denotara´ un a´lgebra de von Neumann. LlamaremosM+ al con-
junto de elementos positivos deM. Los funcionales de un a´lgebra de von Neumann se comenzaron
a estudiar originalmente porque se los puede ver como la generalizacio´n de la nocio´n de integral.
Los pesos ser´ıan desde este punto de vista las integrales “impropias”, es decir el caso en que la
masa total del espacio es infinita.
Definicio´n 2.3.17. Dada un funcional lineal φ sobre M, diremos que es
i) positiva, si φ(x∗x) ≥ 0 para todo x ∈M.
ii) un estado, si es positiva y adema´s φ(1) = 1.
Definicio´n 2.3.18. Un peso en un a´lgebra de von NeumannM es una funcio´n φ :M+ −→ [0,∞],
tal que φ(λx + y) = λφ(x) + φ(y) si x, y ∈ M+ y λ ∈ [0,∞) con la convencio´n que λ +∞ = ∞ y
λ.∞ =∞ si λ > 0, mientras que 0.∞ = 0.
Definicio´n 2.3.19. Un funcional lineal (o un peso) φ se dice
i) fiel, si 0 6= x ∈M+ =⇒ φ(x) > 0.
ii) normal, si cada vez que xi ↗ x ∈ M en la topolog´ıa fuerte para xi ∈ M+, resulta φ(x) =
supi φ(xi).
iii) tracial o traza, si φ(x∗x) = φ(xx∗),∀x ∈ M (equivalente a que φ(xy) = φ(yx), ∀x, y ∈ M en
el caso en que φ es un funcional).
iv) Un peso se dice finito si φ(x) <∞ para todo x ∈M+.
Observacio´n 2.3.20. Los funcionales normales de un a´lgebra de von NeumannM, que notaremos
con M∗, forman un espacio de Banach con la norma usual. Se puede probar que (M∗)∗ = M
(como dual de espacio de Banach). Esto justifica el nombre de predual de M para el espacio M∗.
Esta propiedad de tener un predual u´nico permite caracterizar a las a´lgebras de von Neumann en
abstracto, es decir sin tener que recurrir a una representacio´n.
Proposicio´n 2.3.21. Para un peso φ en M es equivalente:
i) ser finito,
ii) φ(1) <∞,
iii) que exista un funcional positivo ϕ en M tal que ϕ∣∣M+ = φ.
Para un peso φ en M, como no esta´ definido en toda el a´lgebra, es u´til definir los siguientes
espacios asociados:
Dφ = {x ∈M+ : φ(x) <∞}; (2.22)
Nφ = {x ∈M : φ(x∗x) <∞}; (2.23)
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Mφ = N ∗φNφ =
{
n∑
i=1
x∗i yi : xi, yi ∈ Nφ, n = 1, 2, ...
}
. (2.24)
Donde no haya confusio´n posible, el sub´ındice φ sera´ omitido. Notamos queMφ resulta una suba´lge-
bra autoadjunta de M (aunque no necesariamente 1 ∈ M, ni es cerrada para alguna topolog´ıa
particular)
Definicio´n 2.3.22. Un peso φ en M se dice semifinito si Mφ es de´bilmente denso en M.
Semifinitud para un peso significa que hay “suficientes” elementos donde es finito. Puede pro-
barse que para toda a´lgebra de von Neumann existe un peso normal, fiel y semifinito.
Proposicio´n 2.3.23. Las siguientes condiciones son equivalentes para un peso φ:
i) φ es semifinito
ii) 1 = sup{e ∈ P(M) : φ(e) <∞}
iii) existe una red creciente {xi} en D tal que ||xi|| < 1 para todo i y xi ↗ 1.
El siguiente resultado de Haagerup [35] que caracteriza la “normalidad” de un peso.
Proposicio´n 2.3.24. Para un peso φ en M, las siguientes condiciones son equivalentes:
i) φ es normal;
ii) existe una red mono´tona creciente {ψi : i ∈ I} de funcionales normales positivas tales que
ψi(x)↗ φ(x) para todo x ∈M+;
iii) existe una familia {ψi : i ∈ J} de funcionales positivas normales tales que φ(x) =
∑
i∈J ψi(x)
para todo x ∈M+ (donde la suma se interpreta como el l´ımite de la red de sumas finitas);
La existencia de un peso semifinito tracial esta´ relacionada con la clasificacio´n de las a´lgebras
de von Neumann.
Definicio´n 2.3.25. Un a´lgebra de von Neumann se dice
1. semifinita, si existe un peso fiel, normal, semifinito y tracial;
2. finita, si existe un estado fiel, normal y tracial.
3. infinita, si no hay ningu´n peso fiel, normal, semifinito y tracial.
Las a´lgebras de von Neumann semifinitas son todas las de tipo I y II. Las finitas son las de
tipo In, n < ∞, y II1. En este u´ltimo caso el hecho no trivial, pero ya probado por Murray y von
Neumann, es la existencia de un estado tracial en toda a´lgebra finita (tomando como definicio´n de
finita el hecho de que no hay proyecciones infinitas, como en la Definicio´n 2.3.11).
Observacio´n 2.3.26. Estamos particularmente interesados en los factores de tipo II1 es decir,
a´lgebras de von Neumann de centro trivial, dotadas de un estado fiel y tracial τ tal que para todo
α ∈ [0, 1] existe una proyeccio´n p ∈ P(M) de forma que τ(p) = α (en este caso pensamos a α
como la dimensio´n del rango de p con respecto a M). Ma´s au´n, dos proyecciones p, q ∈ P(M)
son equivalentes en el sentido de Murray-von Neumann en M si y solo si τ(p) = τ(q). Este u´ltimo
hecho resultara´ ser de importancia para nuestros desarrollos.
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2.3.5. Esperanzas Condicionales
El nombre de “esperanza condicional” proviene de la Teor´ıa de Probabilidades. La nocio´n de
esperanza condicional en a´lgebras de von Neumann extiende esta construccio´n al caso no abeliano.
Las esperanzas condicionales han jugado un papel central en la teor´ıa de las a´lgebras de von
Neumann desde la de´cada de 1950, y su importancia y utilidad se acrecento´ con los trabajos de
Takesaki y Connes a principios de la de´cada de 1970, para luego en la de´cada de 1980 convertirse
en uno de los conceptos centrales de la teor´ıa del ı´ndice.
Definicio´n 2.3.27. Sean N ⊆ M a´lgebras de von Neumann . Una proyeccio´n E : M → N que
cumple:
1. E ≥ 0; es decir, x ∈M+ =⇒ E(x) ∈ N+;
2. E(nxm) = nE(x)m, si x ∈M, n,m ∈ N ;
3. (Ex)∗(Ex) ≤ E(x∗x), para todo x ∈M.
es una esperanza condicional de M en N . Adema´s,
a) Una esperanza condicional E se dice normal si E(supixi) = supiE(xi), para toda red creciente
{xi}i∈I ⊂M.
b) Una esperanza condicional E se dice fiel si E(x∗x) = 0 =⇒ x = 0 para todo x ∈M.
c) Dado un peso fiel, normal y semifinito φ en M, una esperanza condicional E se dice φ–
compatible si φ ◦ E = φ (es decir, φ(E(x)) = φ(x), ∀x ∈M+).
Ejemplos 2.3.28. Mostraremos aqu´ı algunos ejemplos elementales de esperanzas condicionales:
1. Cualquier estado ϕ de un a´lgebra de von NeumannM es una esperanza condicional ϕ :M→
C;
2. Si M = Mn(C), N = Cn visto como las matrices diagonales, y p1, . . . , pn son los proyec-
tores minimales de N , entonces E : M → N dada por E(x) =
n∑
i=1
pixpi, es una esperanza
condicional;
3. Si G es un grupo compacto de automorfismos de un a´lgebra de von Neumann M,
E(x) =
∫
G
αg(x) dg,
donde dg es la medida de Haar, es una esperanza condicional.
Teorema 2.3.29 (Takesaki). Sean N ⊆M a´lgebras de von Neumann , y sea φ un peso fiel normal
y tracial en M. Entonces existe una esperanza condicional E :M→N , que es φ-compatible.
El resultado anterior garantiza, en el caso de factores semifinitos, suficientes esperanzas condi-
cionales que conmutan con la traza del factor.
2.4. HECHOS BA´SICOS SOBRE C∗-A´LGEBRAS ABELIANAS 49
2.4. Hechos ba´sicos sobre C∗-a´lgebras abelianas
En esta seccio´n describimos algunos resultados ba´sicos acerca de C∗- a´lgebras abelianas.
2.4.1. Presentaciones de las a´lgebras abelianas
En esta seccio´n veremos una forma conveniente de presentar las C∗-a´lgebras abelianas unitales,
i.e. como a´lgebras de funciones continuas sobre un espacio topolo´gico compacto Hausdorff.
Sea A una C∗-a´lgebra abeliana y unital. Consideramos el conjunto Γ(A) formado por todos los
∗-homomorfismos no nulos de A en C (como a´lgebras unitales). Notemos que si γ ∈ Γ(A) entonces
ker(γ) es un ideal maximal de A (puesto que A/ ker(γ) ≈ C, i.e. el cociente es un cuerpo) y en
consecuencia ker(γ) es cerrado. En este caso es bien sabido que γ es acotado. Rec´ıprocamente, todo
ideal maximal I es necesariamente cerrado e induce un cara´cter, que es la proyeccio´n al cociente
ρ : A → (A/I) ≈ C. Ma´s au´n, a partir de lo anterior es claro que para todo γ ∈ Γ(A) se tiene
‖γ‖ = 1. Notemos que entonces Γ(A) ⊆ (A)∗1, donde (A)∗1 denota la bola unitaria cerrada del
dual, y es sencillo verificar que este conjunto es cerrado bajo la topolog´ıa de´bil* con lo que resulta
compacto Hausdorff con la topolog´ıa relativa.
A partir de estas observaciones se prueba el siguiente resultado sobre la transformada de
Gelfand.
Teorema 2.4.1. Sea A una C∗-a´lgebra abeliana y unital y sea Γ(A) su espacio de caracteres.
Entonces
1. Si a ∈ A entonces σ(a) = {γ(a) : γ ∈ Γ(A)}.
2. La transformacio´n Γ : A → C(Γ(A)) de forma que Γ(a)(γ) = γ(a) es un ∗-isomorfismo de
C∗-a´lgebras.
La transformacio´n Γ del a´lgebra en el a´lgebra de funciones continuas sobre el espacio compacto
Hausdorff Γ(A) es llamada la transformada de Gelfand.
Ejemplos 2.4.2. Consideremos los siguientes ejemplos:
a) En el caso particular en que A = C(X) donde X es un espacio topolo´gico compacto Hausdorff
se puede ver que el espacio de caracteres deA es homeomorfo aX v´ıa la asociacio´nX 3 x 7→ ex
donde ex denota el morfismo “evaluacio´n en x”.
b) Si a ∈ L(H)h es un operador autoadjunto entonces la C∗-a´lgebra generada por a, notada
C∗(a) es abeliana y el espacio de caracteres de C∗(a) es homeomorfo a σ(a). De hecho, si
γ ∈ Γ(A) entonces γ(γ(a)I − a) = γ(a) − γ(a) = 0 lo que implica que γ(a)I − a no es un
elemento inversible del a´lgebra C∗(a). Rec´ıprocamente, si λ ∈ σ(a) entonces λI − a no es
inversible con lo cual existe algu´n ideal maximal I (Zorn) que lo contiene. En este caso, si
γ denota el cara´cter inducido por morfismo al cociente ρ : C∗(a) → C∗(a)/I ≈ C entonces
γ(λI − a) = 0, pero entonces γ(a) = λ. De esta forma, la funcio´n continua γ 7→ γ(a) es
el homeomorfismo buscado. As´ı que obtenemos una versio´n del ca´lculo funcional continuo
C∗(a) ≈ C(σ(a)) de forma que el operador a se corresponde con la funcio´n identidad sobre
σ(a).
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La descripcio´n anterior muestra que los resultados sobre las a´lgebras de funciones continuas se
traducen a resultados sobre C∗-a´lgebras abelianas. En particular, si X, Y son espacio topolo´gicos
compactos, es conocido en hecho de que todo a ∗-homomorfismo Φ : C(X)→ C(Y ) le corresponde
una funcio´n continua φ : Y → X de forma Φ(f) = f ◦ φ. Ma´s au´n, Φ es monomorfismo (resp.
epimorfismo) si y solo si φ es suryectiva (resp. inyectiva). De esta forma deducimos
Corolario 2.4.3. Sea Φ : A → B un ∗-morfismo entre a´lgebras abelianas y unitales. Entonces Φ
induce una funcio´n continua φ : Γ(B)→ Γ(A) de forma que γ(Φ(a)) = φ(γ)(a) para cada a ∈ A y
γ ∈ Γ(B). Ma´s au´n, Φ es monomorfismo (epimorfismo) si y solo si φ es suryectiva (resp. inyectiva).
2.4.2. Medidas espectrales y representaciones
Sea (X,ℵ) un conjunto dotado de una σ-a´lgebra de subconjuntos, y L(H) el espacio de los
operadores lineales acotados sobre el espacio de Hilbert H. Una medida espectral E en (X,ℵ) a
valores en L(H) es una funcio´n E : ℵ → P(L(H)) de conjuntos medibles a valores proyectores en
L(H) de forma que satisface
1. E(∅) = 0, E(X) = 1
2. E(
⋃∞
i=1 ∆i) =
∑∞
i=1E(∆i) (convergencia en la topolog´ıa fuerte de operadores) para toda
sucesio´n (∆i)∞i=1 ⊆ ℵ dos a dos disjuntos.
Notemos que de la condicio´n 2 deducimos que E(∆1)E(∆2) = 0 si ∆1 ∩∆2 = ∅.
Observacio´n 2.4.4. Supongamos que f : X → C es una funcio´n simple f = ∑ni=1 αi χ∆i en X
(donde estamos suponiendo que {∆i}ni=1 forma una particio´n de X). Entonces podemos considerar
la integral de f con respecto a la medida espectral E de forma que∫
X
f dE =
n∑
i=1
αi E(∆i) ∈ L(H), ‖
∫
X
f dE‖ = ma´x
1≤i≤n
|αi|. (2.25)
En el caso en que X sea un espacio topolo´gico compacto entonces vemos que podemos definir la
integral de una funcio´n continua f ∈ C(X) como l´ımite de integrales de funciones simples (en
el sentido de Lebesgue, partiendo la imagen acotada de f de forma dia´dica y considerando las
funciones simples aproximantes).
El siguiente teorema es “el teorema espectral”para a´lgebras abelianas. Contiene, como caso
particular, el teorema espectral para operadores normales y sera´ utilizado en varias partes de
nuestro trabajo.
Teorema 2.4.5. Sea A una C∗-a´lgebra abeliana y sea Γ(A) su espacio de caracteres. Si pi : A →
L(H) es una representacio´n de A entonces existe una medida espectral E definida sobre la σ-a´lgebra
de conjuntos Borelianos en Γ(A) de forma que
1. E(∆) ∈ pi(A)′′ (el a´lgebra de von Neumann generada por pi(A)).
2. E(∆) =
∧{E(O) : ∆ ⊆ O, O es abierto }.
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3. Sea a ∈ A y sea f ∈ C(Γ(A)) la funcio´n asociada a a por el isomorfismo (Teorema 2.4.1)
A ≈ C(Γ(A)). Entonces
pi(a) =
∫
Γ(A)
f dE.
4. Para cada ξ ∈ H, ∆ 7→ 〈E(∆)ξ, ξ〉 := µξ(∆) es una medida de forma que, si a y f son como
en el ı´tem anterior entonces
〈pi(a)ξ, ξ〉 =
∫
Γ(A)
f dµx.
Observacio´n 2.4.6. Con las notaciones del teorema anterior, sea f : Γ(A) → C una funcio´n
medible (Borel) y uniformemente acotada. Entonces tiene sentido (ver la Observacio´n 2.4.4) la
integral ∫
Γ(A)
f dE ∈ pi(A)′′.
Adema´s, este proceso de integracio´n tiene la siguiente propiedad (de continuidad) denominada σ-
normalidad: si (fn)n∈N es una sucesio´n de funciones medibles, que esta´ uniformemente acotada y
tal que las funciones fn convergen de forma creciente a una funcio´n medible (y uniformemente
acotada) f entonces ∫
Γ(A)
fn dE −−−→
SOT
∫
Γ(A)
f dE
y de forma creciente, con respecto al orden usual de operadores.
Ejemplo 2.4.7. Sea M⊆ L(H) un a´lgebra de von Neumann y sea a ∈ Mh un operador autoad-
junto. Si consideramos C∗(a) la C∗-a´lgebra unital generada por a entonces se tiene la inclusio´n
C∗(a) ⊆ M ⊆ L(H). Por el Teorema 2.4.5, el morfismo “inclusio´n”(C∗(a) ⊆ L(H)) induce una
medida espectral E sobre (los conjuntos medibles Borel de) σ(a) (por el Ejemplo 2.4.2 ı´tem b),
en este caso se tiene Γ(C∗(a)) = σ(a)) a valores en P(M), pues C∗(a)′′ ⊆ M. De esta forma, la
medida espectral satisface
a =
∫
σ(a)
x dE.
En el caso especial de operadores autoadjuntos a ∈Mh ⊆ L(H) en un a´lgebra de von Neumann,
existe una presentacio´n espectral de a distinta a la del ejemplo anterior, basada en su resolucio´n
espectral.
Definicio´n 2.4.8. Sea M un a´lgebra de von Neumann. Una familia de proyecciones {Pλ}λ∈R ⊆
P(M) es una resolucio´n espectral a derecha si satisface
1. Pλ ≤ Pµ siempre que λ ≥ µ.
2. Pλ = l´ımλ′→λ+ Pλ′ en la topolog´ıa fuerte de operadores.
3. l´ımλ→−∞ Pλ = 0 y l´ımλ→∞ Pλ = I.
Si existe a > 0 tal que P−α = 0 y Pα = 1 entonces decimos que la resolucio´n es acotada.
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Es evidente que en el caso en que la resolucio´n espectral {Pλ}λ∈R resulte acotada, entonces
basta considerar un truncamiento compacto {Pλ}λ∈I para un cierto intervalo compacto I ⊆ R. En
adelante consideraremos so´lo este truncamiento.
Ejemplo 2.4.9. Siguiendo con la notacio´n del Ejemplo 2.4.7, si a ∈Mh es un operador autoadjunto
no nulo y E denota la medida espectral sobre σ(a) ⊆ R entonces si definimos
Pλ = E(λ,∞), λ ∈ R
entonces resulta que {Pλ}λ∈R es una resolucio´n acotada (aqu´ı podemos poner como cota ‖a‖ > 0)
a derecha.
Observacio´n 2.4.10. De forma dual, una familia {Pλ}λ∈R ⊆ P(M) es una resolucio´n a izquierda
(acotada) si la familia {I − Pλ}λ∈R es una resolucio´n a derecha (acotada).
Dada una resolucio´n espectral a izquierda y acotada {Pλ}λ∈[α,β] ⊆ M en un a´lgebra de von
Neumann M⊆ L(H) entonces, las sumas de Riemann
n∑
i=0
xi (Pxi+1 − Pxi)
para α = x0 < . . . < xn = β, convergen en norma de operadores a un operador autoadjunto
a ∈Mh, cuando ma´xi |xi+1 − xi| → 0. Ma´s au´n, se puede verificar que en este caso, si E denota la
medida espectral inducida sobre σ(a) por la representacio´n “inclusio´n”(ver Ejemplo 2.4.7) entonces
Pλ = E(λ,∞).
El siguiente resultado resume la relacio´n que hay entre resoluciones espectrales a izquierda de
un a´lgebra de von Neumann M y sus elementos autoadjuntos.
Teorema 2.4.11. Sea M un a´lgebra de von Neumann. Entonces las resoluciones espectrales a
izquierda (a derecha) y acotadas en M esta´n en correspondencia biun´ıvoca con el conjunto de
operadores autoadjuntos de M. (Esta correspondencia esta´ descrita en el Ejemplo 2.4.9 y la Ob-
servacio´n 2.4.10).
2.4.3. Ca´lculo funcional en varias variables
En el desarrollo de algunos de los to´picos del trabajo vamos a utilizar el ca´lculo funcional en
una o varias variables. En lo que sigue hacemos una primera descripcio´n de este ca´lculo, en el caso
ba´sico de las C∗-a´lgebras abstractas finitamente generadas.
Sea A una C∗-a´lgebra unital y sean a1, . . . , an elementos de la parte autoadjunta de A, notada
Asa que conmutan entre s´ı. Si B = C∗(a1, . . . , an) denota la C∗-suba´lgebra unital de A generada
por estos elementos entonces B es una C∗-a´lgebra abeliana finitamente generada. Entonces existe
un espacio compacto Hausdorff X tal que B es ∗-isomorfa a C(X). Es sabido que X es (salvo
homeomorfismos) el espacio de caracteres de B, i.e. el conjunto de homomorfismos γ : B → C,
dotados de las topolog´ıa de´bil*.
En el caso de un operador a ∈ Asa, X es homeomorfo a σ(a). En general, los caracteres γ
del a´lgebra B esta´n asociados de forma continua e inyectiva a n-uplas γ 7→ (γ(a1), . . . , γ(an)) ∈∏n
i=1 σ(ai) por restriccio´n a las C
∗-suba´lgebras abelianas de B generadas por los a′i s. As´ı, X es
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homeomorfo a su imagen bajo esta funcio´n continua, que es denominada el espectro conjunto de la
familia (a, . . . , an) y lo denotamos σ(a1, . . . , an). A partir de lo anterior se tiene un *-isomorfismo
natural B ≈ C(σ(a1, . . . , an))
Ejemplo 2.4.12. Sea A una C∗-a´lgebra unital y a, b ∈ Asa tales que ab = ba. Aunque el es-
pectro conjunto σ(a, b) es un subconjunto cerrado de σ(a) × σ(b) puede ser, en general, bastante
ma´s pequen˜o que el producto de los espectros. Por ejemplo σ(a, b)0 = ∅. De hecho se b = f(a)
para una funcio´n continua f : σ(a) → R entonces es sencillo ver que σ(a, b) = {(x, f(x)), x ∈
σ(a)} =Graph(f). Notemos que en este caso C∗(a) = C∗(a, b) y σ(a) es homeomorfo a σ(a, b) de
forma obvia. 
Podemos describir ahora el ca´lculo funcional en varias variables. Sea f : σ(a1, . . . , an) → R
una funcio´n continua definida en el espectro conjunto de los ai’s. Entonces existe un elemento,
denotado por f(a1, . . . , an), que corresponde a la funcio´n continua f bajo el ∗-isomorfismo B ≈
C(σ(a1, . . . , an)) Notemos que por el teorema de extensio´n de Tietze podemos considerar funciones
definidas en
∏n
i=1 σ(ai) ⊆ Rn sin pe´rdida de la generalidad (sin embargo en este caso el a´lgebra
C(
∏n
i=1 σ(ai)) puede ser ma´s grande que B.) De esta forma la asociacio´n f 7→ f(a1, . . . , an) es un∗-epimorfismo de C(∏ni=1 σ(ai)) sobre B. En el caso de familias compuestas por un operador, la
construccio´n anterior es el llamado ca´lculo funcional continuo (en su versio´n abstracta).
Ejemplo 2.4.13. Si (ai)i=1,...,m es una familia abeliana de matrices autoadjuntas en Mn(C) en-
tonces existe una matriz unitaria (posiblemente no u´nica) U ∈Mn(C) tal que
U∗aiU = Dλ(ai), i = 1, . . . ,m,
donde Dx denota la matriz diagonal con diagonal principal x ∈ Rn. En este caso λ(ai) es el vector
de autovalores correspondientes a ai, contados con multiplicidad, en algu´n orden dependiendo de
U . Consideremos la matriz A ∈Mn,m dada por
Ci(A) = λ(ai), Ci(B) = λ(bi), i = 1, . . . ,m.
Notemos que si U, W son dos matrices unitarias que diagonalizan la familia (ai)i=1,...,m si-
multa´neamente, entonces existe una matriz de permutacio´n Q tal que
U∗aiU = Q∗W ∗aiWQ, i = 1, . . . ,m.
As´ı, si A′ ∈ Mn,m denota la matriz cuyas columnas Ci(A′) son las diagonales principales de las
matrices W ∗aiW , entonces A = QA′. Esto muestra que el conjunto de filas R(A) no depende de la
matriz unitaria U . Este conjunto es justamente el espectro conjunto de la familia σ(a1, . . . , am) en
este caso. Ma´s au´n, si f : V → C es tal que σ(a1, . . . , am) ⊆ V entonces
f(a1, . . . , am) = UDxU∗
donde Dx es la matriz diagonal con diagonal principal x = (f(R1(A)), . . . , f(Rn(A))) ∈ Cn. Note-
mos que f(a1, . . . , am) ∈Mn(C) no depende de la matriz unitaria U .
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2.4.4. Valores singulares, preorden espectral y (sub)mayorizacio´n
Sea (M, τ) un a´lgebra de von Neumann semifinita. Los τ -valores singulares (nuestra referencia
para esta nocio´n es el trabajo de Fack [32]) µx(t) de x ∈ M esta´n definidos para cada t ∈ R+0 ,
donde R+0 son los nu´meros reales no negativos, por la ecuacio´n
µx(t) = ı´nf{‖xe‖ : e ∈ P(M), τ(1− e) ≤ t}.
Para cada x ∈ M, la funcio´n µx : R+0 → R+0 es decreciente y continua a derecha. Si x, y ∈ M
entonces
|µx(t)− µy(t)| ≤ ‖x− y‖
lo que muestra una dependencia continua de los valores singulares con respecto a la norma de
operadores. Adema´s se tiene la siguiente dependencia continua con respecto a las normas ‖ · ‖1
respectivas
‖µa − µb‖1 ≤ ‖a− b‖1. (2.26)
Si a ∈M+ es un operador positivo entonces tenemos
µa(t) = mı´n{s ∈ R+0 : τ(pa(s,∞)) ≤ t}, (2.27)
donde pa(s,∞) denota la proyeccio´n espectral de a correspondiente al intervalo (s,∞). Esta u´lti-
ma caracterizacio´n de los valores singulares de los operadores positivos muestra una propiedad
interesante: si a, b ∈M+ son tales que τ(pa(s,∞)) = τ(pb(s,∞)) entonces, µa = µb. En particular,
vemos que µa = µuau∗ para cada operador unitario u ∈M. Ma´s au´n, de este hecho y la dependencia
continua de los valores singulares en la norma vemos que µa = µb, siempre que exista una sucesio´n
{un}n∈N de operadores unitarios en M tal que ‖b − unau∗n‖ → 0. Es decir, los valores singulares
son invariantes bajo equivalencia aproximadamente unitaria. Si asumimos adema´s que M es un
factor finito y que τ es la traza normalizada, fiel y normal en M entonces, Kamei probo´ en [49]
que existe un rec´ıproco de este hecho. Recogemos estas observaciones en la siguiente proposicio´n,
pero primero fijamos alguna notacio´n:
1. Dado a ∈M, denotamos por UM(a) = {uau∗ : u ∈ UM} la o´rbita unitaria de a en M.
2. Denotamos por UM(a) = UM(a) ‖·‖∞ la clausura en norma de UM(a). Luego, b ∈M es aprox-
imadamente unitariamente equivalente a a si b ∈ UM(a) o, equivalentemente, si UM(A) =
UM(b).
Proposicio´n 2.4.14. Sea a, b ∈M+. Entonces
1. Si b ∈ UM(a), entonces µa = µb.
2. Si (M, τ) es un factor finito entonces, si µa = µb se tiene que b ∈ UM(a).
Notemos que el ı´tem 2 de la proposicio´n anterior no es cierto en general en un factor semifinito,
pero no finito (ver Ejemplo 3.1.14). Finalizamos esta seccio´n con las definiciones de tres preo´rdenes
diferentes que vamos a considerar ma´s adelante.
Definicio´n 2.4.15. Sean a, b ∈M+. Decimos que b domina espectralmente a a, si se verifica que
µa(t) ≤ µb(t), para todo t ≥ 0. En este caso escribimos a - b.
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Por ejemplo, es bien sabido que si a ≤ b entonces a - b. El siguiente resultado que aparece en
[19] describe algunas caracterizaciones del preorden espectral en el caso en que M es un factor.
Teorema 2.4.16. Sea (M, τ) un factor semifinito y sean a, b ∈M+ operadores positivos. Entonces
los siguientes son equivalentes:
1. b domina espectralmente a a.
2. P a(s,∞) - P b(s,∞) para s ∈ R+0 .
3. τ(P a(s,∞)) ≤ τ(P b(s,∞)) para s ∈ R+0 .
4. τ(g(a)) ≤ τ(g(b) para toda funcio´n continua y creciente g : R→ R.
Definicio´n 2.4.17. Sean a, b ∈M+. Decimos que a esta´ submayorizado por b, y notamos a ≺w b,
si ∫ s
0
µa(t) dt ≤
∫ s
0
µb(t) dt, para cada s ≥ 0.
El siguiente resultado que aparece en [49] establece una caracterizacio´n de la submayorizacio´n
en factores semifinitos que vamos a utilizar ma´s adelante (desigualdades de tipo Jensen)
Teorema 2.4.18. Sea (M, τ) un factor semifinito y sean a, b ∈M+ operadores positivos. Entonces
a ≺w b si y solo si
τ(f(a)) ≤ τ(f(b))
para toda funcio´n convexa creciente f : R→ R.
Si a ≺w b y adema´s vale que τ(a) = τ(b) entonces decimos que a esta´ mayorizado por b y lo
notamos a ≺ b. As´ı, si a, b ∈M+ tenemos que a ≤ b⇒ a - b⇒ a ≺w b. El siguiente resultado que
aparece en [41] tiene relacio´n con el contenido del cap´ıtulo 8. Pero primero consideramos la siguiente
nocio´n: sea (M, τ) un a´lgebra de von Neumann semifinita y T : M → M una transformacio´n
lineal. Decimos que T es una transformacio´n doble estoca´stica (resp subestoca´stica) si es positiva
i.e. T (a) ≥ 0 siempre que a ≥ 0, unital i.e. T (1) = 1, y preserva trazas i.e. τ(T (a)) = τ(a), a ∈M
(resp reduce trazas i.e. τ(T (a)) ≤ τ(a) para todo a ∈ M+). Ya hemos considerado la nocio´n de
transformacio´n doble estoca´stica para un factor finito de tipo In (ver antes del teorema 2.1.10).
Teorema 2.4.19. Sea (M, τ) un factor semifinito y sean a, b ∈ M+ operadores positivos. Los
siguientes son equivalentes:
1. a ≺w b.
2. Existe T doble subestoca´stica en (M, τ) tal que T (b) = a.
3. τ(f(a)) ≤ τ(f(b)) para toda funcio´n convexa continua y creciente f : R→ R.
Ana´logamente, se tiene el siguiente teorema que caracteriza a la mayorizacio´n
Teorema 2.4.20. Sea (M, τ) un factor semifinito y sean a, b ∈ M+ operadores positivos. Los
siguientes son equivalentes:
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1. a ≺ b.
2. a ∈ conv(UM(b)).
3. Existe T ∈ DS(M, τ) tal que T (b) = a.
4. τ(f(a)) ≤ τ(f(b)) para toda funcio´n convexa continua f : R→ R.
Tanto el preorden espectral, as´ı como la submayorizacio´n y la mayorizacio´n surgen naturalmente
en varios contextos de la teor´ıa de operadores (ver[7, 11, 12, 19, 33, 32],HiaiN); por otra parte
implican una familia de desigualdades traciales, que son de intere´s para las aplicaciones. Algunos
ejemplos recientes son el estudio de desigualdades de tipo Young [33] y de tipo Jensen [7, 12].
Vamos a necesitar el siguiente resultado de Hiai y Nakamura [42], relativo a funciones en espacios
de medida finita (X, ν). En este caso, las funciones uniformemente acotadas son consideradas como
operadores actuando por multiplicacio´n en el espacio de Hilbert L2(X, ν) y los valores singulares
de las funciones esta´n definidos con respecto a la traza fiel y normal inducida por ν en el a´lgebra
de von Neumann finita L∞(X, ν).
Proposicio´n 2.4.21. Sea (X, ν) un espacio de probabilidad y sean f, g ∈ L∞(X, ν) funciones
positivas. Entonces f ≺w g si y solo si existe h ∈ L∞(X, ν) tal que f ≤ h ≺ g.
2.4.5. Hechos ba´sicos de la teor´ıa de Choquet
En esta seccio´n describimos algunos hechos ba´sicos relacionados con le teor´ıa de integrales de
borde de Choquet para el caso particular de Rn. Nuestra referencia es el libro de Takesaki [66].
En lo que sigue, K ⊆ Rn denotara´ un conjunto convexo compacto. Recordemos que una funcio´n
f : K → R es convexa si se verifica
f(λx+ (1− λ)y) ≤ λ f(x) + (1− λ) f(y), para x, y ∈ K. (2.28)
Denotamos por B(K) el conjunto de las funciones continuas.
Proposicio´n 2.4.22. El conjunto {f − g : f, g ∈ B(K)} es un espacio vectorial uniformemente
denso en CR(K), el a´lgebra de las funciones continuas sobre K a valores reales.
Notamos por M∼+ (Rn) el espacio de medidas de Borel regulares, finitas y positivas µ de soporte
compacto. Si µ ∈ M∼+ (Rn) es una medida y f : Rn → C es una funcio´n µ-integrable entonces
notamos
µ(f) =
∫
Rn
f(η) dµ(η).
Si µ, ν ∈ M∼+ (Rn) son tales que ν(pii) = µ(pii) para 1 ≤ i ≤ n y ν(Rn) = µ(Rn) entonces notamos
ν ∼ µ.
La siguiente es una nocio´n que sera´ de importancia en nuestro desarrollo de la mayorizacio´n
conjunta en factores II1.
Definicio´n 2.4.23. Decimos que ν mayoriza a µ, y notamos µ ≺ ν, si para cada ν1, . . . , νm ∈
M∼+ (Rn) con
∑m
i=1 νi = ν existen µ1, . . . , µm ∈ M∼+ (Rn) tales que
∑m
i=1 µi = µ, νi(1) = µi(1) y
νi(pij) = µi(pij) para 1 ≤ i ≤ m, 1 ≤ j ≤ n.
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Sean µ, ν ∈M∼+ (Rn) y tales que esta´n soportadas en K. En la teor´ıa de integrales de borde, el
resultado anterior se interpreta como la afirmacio´n de si µ ≺ ν entonces ν esta´ concentrada ma´s
cerca del borde (extremal) del convexo compacto K.
La relacio´n ≺ de la definicio´n 2.4.23 no es usualmente llamada“mayorizacio´n” en la literatura,
pero parece ser una terminolog´ıa adecuada en este contexto debido al Teorema 8.2.5.
La siguiente caracterizacio´n de la mayorizacio´n de medidas sera´ de utilidad para nuestros estudio
de la mayorizacio´n conjunta en factores de tipo II1.
Teorema 2.4.24. Sea µ, ν ∈M∼+ (Rn). Entonces µ ≺ ν si y solo si µ(f) ≤ ν(f) para cada funcio´n
continua convexa f : Rn → R.
Observacio´n 2.4.25. Notemos que como consecuencia de la Proposicio´n 2.4.22 y el Teorema
2.4.24 decimos que, si µ, ν ∈M∼+ (Rn) son tales que µ ≺ ν y ν ≺ µ entonces µ(f) = ν(f) para toda
f ∈ C(K), es decir que µ = ν. As´ı la mayorizacio´n entre medidas es un orden.
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Cap´ıtulo 3
Refinamientos de resoluciones
espectrales
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo En la seccio´n 3.1.1 introducimos la nocio´n de refinamiento entre
resoluciones espectrales a derecha y acotadas en factores II1 arbitrarios. Enunciamos uno de los
resultados principales al respecto, que sera´ utilizado en la seccio´n siguiente; su demostracio´n, ma´s
bien te´cnica, se desarrolla en la seccio´n 3.2.
En la seccio´n 3.1.2 usamos el resultado anterior sobre refinamientos para desarrollar el modelado
de operadores y para el estudio de la dominacio´n espectral y de la submayorizacio´n en factores II1.
En la seccio´n 3.1.3 hacemos algunas consideraciones sobre el caso semifinito.
En la seccio´n 3.2 probamos el teorema de refinamientos adelantado en la seccio´n 3.1.1.
Notaciones Sea H un espacio de Hilbert y sea L(H) el a´lgebra de todos los operadores acotado
en H. En esta seccio´n, el par (M, τ) denota un a´lgebra de von Neumann semifinita con traza τ
fiel normal y semifinita (f.n.s.). En particular, si M es un factor finito, entonces τ denota la u´nica
traza f.n.s. tal que τ(I) = 1. El espacio real de operadores autoadjuntos en M es denotado por
Msa y el cono de operadores positivos es denotado porM+. P(M) ⊆Msa denota el reticulado de
proyecciones ortogonales en M dotado de la topolog´ıa fuerte de operadores. Si a ∈ Msa entonces
P a(∆) denota la proyeccio´n espectral correspondiente al conjunto medible ∆ ⊆ R; sin embargo,
para simplificar la notacio´n, escribimos P a(α, β) en lugar de P a((α, β)). Si a ∈ M entonces R(a)
denota su rango y P
R(a)
∈ P(M) denota la proyeccio´n ortogonal sobre la clausura de su rango.
Denotamos por UM el grupo de operadores unitarios deM. Finalmente, R+0 denota el conjunto de
nu´meros reales no negativos.
3.1. Refinamientos y modelado de operadores
3.1.1. Refinamientos de resoluciones espectral
Sea I = [α, β] ⊆ R un intervalo cerrado, y recordemos que P(L(H)) denota el reticulado de
proyecciones ortogonales en L(H) dotado de la topolog´ıa fuerte de operadores. Si p ∈ P(L(H)),
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decimos que una funcio´n E : I → P(L(H)) es una resolucio´n espectral a derecha y acotada de p (y
abreviamos REDA de p) si E es decreciente y continua a derecha, E(β) = 0 y E(α) = p. Si p = 1
entonces esta nocio´n concuerda con la definicio´n usual de REDA en L(H) (ver Definicio´n 2.4.8).
Por ejemplo, si a ∈ M+ es un operador positivo entonces induce una REDA de p = P
R(a)
, dada
por
Eλ = P a(λ, ∞), λ ∈ [0, ‖a‖] (3.1)
Si E es una REDA (de E(α)) entonces, identificamos E con la familia {Eλ}λ∈I , donde Eλ = E(λ)
para cada λ ∈ I. Si el conjunto I esta´ claro del contexto, la REDA es denotada por {Eλ}. Si
N ⊆ L(H) es un a´lgebra de von Neumann, decimos que {Eλ}λ∈I es una REDA de p en N , si es
una REDA de p tal que Eλ ∈ P(N ) para λ ∈ I. Por ejemplo, si a ∈ N+ es un operador positivo,
entonces la REDA inducida por a esta´ en N .
En adelante vamos a considerar la siguiente nocio´n de refinamiento entre resoluciones espec-
trales.
Definicio´n 3.1.1. Sean {Eλ}λ∈I y {E′λ}λ∈I′ REDAs con I = [α, β], I ′ = [α′, β′].
1. Dada una funcio´n f : I → I ′, decimos que el par ({E′λ}, f) es un refinamiento de {Eλ} si
a) f es creciente, continua a derecha y f(β) = β′;
b) Eλ = E′f(λ) para cada λ ∈ I.
decimos que ({E′λ}, f) es un refinamiento fuerte de {Eλ} si f tambie´n satisface
(c) f(λ) ≥ λ para cada λ ∈ I, y
(d) f(λ)− f(µ) ≥ λ− µ, para cada λ > µ ∈ I. 
Es evidente que el refinamiento entre REDAs definido arriba es un preorden. Sea I = [α, β] y
sea {Eλ}λ∈I una REDA de p ∈ P(L(H)). Decimos que λ0 ∈ (α, β] es un a´tomo para {Eλ}, si
la resolucio´n no es continua a la derecha en λ0. Si p 6= 1 entonces α es considerado un a´tomo.
El conjunto de a´tomos de {Eλ}λ∈I es denotado por At({Eλ}); es claro que este conjunto es vac´ıo
si y solo la resolucio´n es continua. Decimos que un operador positivo a ∈ M+ tiene distribucio´n
continua si la resolucio´n inducida por a ∈M+ (ver fo´rmula (3.1)) es continua.
El siguiente resultado es una herramienta fundamental para el desarrollo de este trabajo. Su
prueba sera´ desarrollada en la Seccio´n 4. En lo que sigue abreviamos suba´lgebras abelianas maxi-
males por “masa”.
Teorema 3.1.2. Sea (M, τ) un factor II1. Dada una REDA {Eλ}λ∈I de p enM, existe una REDA
continua {E′}λ∈I′ en M y una funcio´n f : I → I ′ tal que ({E′λ}, f) es un refinamiento fuerte de
{Eλ}. Ma´s au´n, si A ⊆M es una masa y {Eλ} es una REDA en A entonces podemos elegir a {E′λ}
tambie´n en A.
3.1.2. Modelado de operadores
Comenzamos con los siguientes lemas sobre funciones. Las pruebas son elementales y las omiti-
mos.
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Lema 3.1.3. Sean I = [α, β], J = [α′, β′] ⊆ R intervalos compactos, g : J → [0, 1] una funcio´n
decreciente y continua a derecha, y h : I → [0, 1] una funcio´n decreciente y continua tal que
h(α) ≥ h(α′) y h(β) ≤ g(β′). Si definimos g˜ : J → I dada por
g˜(x) = ma´x{t ∈ I : g(x) = h(t)}
entonces, g˜ es una funcio´n creciente continua a derecha tal que g = h ◦ g˜.
Lema 3.1.4. Sean I = [α, β], J = [α′, β′] ⊆ R intervalos compactos y sea f : I → I ′ una funcio´n
creciente continua a derecha tal que f(β′) = β. Si f † : I → J es la funcio´n dada por
f †(λ) = mı´n{t ∈ I : λ ≤ f(t)}
entonces es creciente y continua a izquierda y tal que, para cada t ∈ I
{λ ∈ I ′ : f †(λ) > t} = {λ ∈ I ′ : λ > f(t)}. (3.2)
Ma´s au´n, si J˜ ⊆ J y g : J˜ → I ′ es tal que f(t) ≥ g(t) para cada t ∈ J˜ entonces g† ≥ f †.
Lema 3.1.5. Sean I = [α, β], J = [α′, β′] ⊆ R y sea f : I → J una funcio´n creciente y continua a
izquierda tal que f(α) = α′. Si f† : J → I es la funcio´n definida por
f†(λ) = ma´x{t ∈ I : λ ≥ f(t)}
entonces es creciente y continua a derecha y tal que, para cada t ∈ I vale
{λ ∈ J : λ < f(t)} = {λ ∈ J : f†(λ) < t}. (3.3)
En lo que sigue consideramos los valores singulares de los operadores positivos de un factor II1,
as´ı como las relaciones de preorden espectral y (sub)mayorizacio´n entre e´stos. Estas nociones se
describen en la seccio´n 2.4.4 de los Preliminares (ver las definiciones 2.4.15 y 2.4.17).
Teorema 3.1.6. Sea (M, τ) un factor II1 y sea a ∈ M+. Entonces, existe un operador a′ ∈ M+
con distribucio´n continua tal que
1. La resolucio´n espectral de a′ refina la resolucio´n espectral de a.
2. Si b ∈M+ entonces, existe una funcio´n hb creciente y continua a izquierda tal que, si b˜ = hb(a′)
entonces µb = µb˜. Ma´s au´n, la resolucio´n espectral de a
′ refina la resolucio´n espectral de b si
y solo si hb(a′) = b.
3. Si c+ ∈M entonces c - b (resp c ≺w b, c ≺ b) si y solo si c˜ ≤ b˜ (resp c˜ ≺w b˜, c˜ ≺ b˜).
Ma´s au´n, si A ⊆M es una masa y a ∈ A+ entonces podemos elegir a a′ ∈ A+.
Demostracio´n. Sea a ∈ M+ y consideremos la resolucio´n espectral de p = P
R(a)
inducida por
a, {Eλ}λ∈I donde I = [0, ‖a‖], definida como en la ecuacio´n (3.1). Entonces, por el Teorema 3.1.2
existe un refinamiento fuerte y continuo ({E′λ}λ∈I′ , f), donde I ′ = [0, α] ⊆ R+ es un intervalo
cerrado. Sea
a′ =
∫
I′
λ dE′λ
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y notemos que P a
′
(0,∞) = E′0 = 1, pues {E′λ} es continua. Luego a′ ∈ M+ es un operador con
distribucio´n continua y tal que P a(s,∞) = P a′(f(s),∞) para cada s ∈ I. Sea h : [0, ‖a′‖](= I ′)→
[0, 1] la funcio´n definida por h(s) = τ(P a
′
(s,∞)) y notemos que h es continua, decreciente y tal
que h(0) = 1 y h(‖a′‖) = 0.
Sea b ∈M+ y sea g : [0, ‖b‖](= J)→ [0, 1] la funcio´n decreciente y continua a derecha definida
por g(s) = τ(P b(s,∞)). Por el Lema 3.1.3, existe una funcio´n creciente y continua a derecha
g˜ : J → I ′, tal que g = h ◦ g˜ es decir,
τ(P b(s,∞)) = τ(P a′(g˜(s),∞)), s ∈ J. (3.4)
Por el Lema 3.1.4 existe g˜† := hb : I ′ → J creciente (y luego uniformemente acotada y medible)
continua a derecha tal que
{λ ∈ I ′ : hb(λ) > s} = {λ ∈ I ′ : λ > g˜(s)}, s ∈ J. (3.5)
Sea b˜ =
∫
I′ hb(λ) dE
′
λ y notemos que P
b˜(s,∞) = P a′(g˜(s),∞), que se deduce de la ecuacio´n (3.5).
Entonces, por la ecuacio´n (3.4) tenemos que
τ(P b˜(s,∞)) = τ(P a′(g˜(s),∞)) = τ(P b(s,∞)), s ∈ J. (3.6)
Luego, b y b˜ tienen los mismos valores singulares.
Supongamos que la resolucio´n espectral de b ∈ M+ esta´ refinada por la resolucio´n espectral
de a′. Sea b˜ = hb(a′) y notemos que P b˜(s,∞) = P a′(g˜(s),∞) y P b(s,∞) = P a′(f ′(s),∞) para
alguna funcio´n creciente y continua a derecha f ′ : [0, ‖b‖] → I ′. Entonces P b˜(s,∞) ≤ P b(s,∞)
o´ P b(s,∞) ≤ P b˜(s,∞) y
τ(P b(s,∞)) = τ(P b˜(s,∞))⇒ P b(s,∞) = P b˜(s,∞), s ∈ J.
Por otra parte, si b = h(a′) para alguna funcio´n creciente y continua a izquierda h : I ′ → [0, ‖b‖]
entonces es sencillo verificar que a′ refina a b.
Finalmente, supongamos que c ∈M+ es tal que µc ≤ µb o, equivalentemente, que τ(P c(s,∞)) ≤
τ(P b(s,∞)) para todo s ≥ 0. Sea k(s) = τ(P c(s,∞)), k˜ obtenida de k como en el Lema 3.1.3, y k˜† =
hc obtenida de k˜ como en el Lema 3.1.4. Entonces, hc ≤ hb; de hecho, τ(P c(s,∞)) ≤ τ(P b(s,∞))
implica que g˜ ≤ k˜ y, por el Lema 3.1.4, concluimos que k˜† ≤ g˜†. El resto del teorema es consecuencia
de las igualdades µc = µc˜ y µb = µb˜.
Observacio´n 3.1.7. Con las notaciones de la prueba del teorema anterior, decimos que b˜ ∈ M+
es un modelo de b ∈ M+. Como una consecuencia inmediata del ı´tem 2. en la Proposicio´n 2.4.14,
concluimos que el modelo b˜ es aproximadamente unitariamente equivalente a b en M.
La siguiente aplicacio´n del Teorema 3.1.6 provee nuevas caracterizaciones del preorden espec-
tral y la submayorizacio´n entre operadores positivos en factores II1. Estas caracterizaciones dan
una respuesta parcial afirmativa a un problema propuesto en [33] (ver la seccio´n 3.1.3 para una
discusio´n detallada de este problema). Notemos que estas reformulaciones involucran desigualdades
con respecto al orden usual de operadores.
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Teorema 3.1.8. Sea (M, τ) un factor II1 y sean a, b ∈M+. Entonces
1. b domina espectralmente a a si y solo si existe
c ∈ UM(b) tal que a ≤ c (3.7)
o, equivalentemente, si existe
UM(a) 3 d tal que d ≤ b . (3.8)
Ma´s au´n , podemos asumir que a y c conmutan y, b y d conmutan.
2. b submayoriza a a si y solo si existe c ∈M+ tal que
a ≤ c ≺ b. (3.9)
Ma´s au´n , podemos asumir que a y c conmutan.
Observacio´n 3.1.9. Recordemos que para operadores positivos a, b ∈ M+, a ≤ b implica que
a - b. Entonces, en el caso general de un factor semifinito, la existencia de operadores c, d que
verifiquen las fo´rmulas (3.7) o´ (3.8), implican la dominacio´n espectral. Ana´logamente, la existencia
de un operador c tal que la fo´rmula (3.9) se verifique, implica la submayorizacio´n. As´ı, el objetivo
del Teorema 3.1.8 es mostrar que las implicaciones rec´ıprocas son ciertas en el caso de un factor
finito.
Demostracio´n. Probamos la primera parte del ı´tem 1. Sea a ∈M+ y notemos que, por el Teorema
3.1.6, existe a′ ∈ M+ con las propiedades de los ı´tems 1., 2., y 3. en ese teorema. Sea b ∈ M+
tal que a - b es decir, µa ≤ µb. Entonces, nuevamente por el Teorema 3.1.6, existe una funcio´n
creciente y continua a izquierda hb tal que b˜ = hb(a′) tiene los mismos valores singulares que b i.e,
µb = µb˜. Por el ı´tem 2. en la Proposicio´n 2.4.14, esto implica que b˜ ∈ UM(b). Como por hipo´tesis
µa ≤ µb entonces, por los ı´tems 2. y 3. en el Teorema 3.1.6, tenemos b˜ = hb(a′) ≥ ha(a′) = a. As´ı,
obtenemos la fo´rmula (3.7) con c = b˜. La prueba de la segunda parte sigue un argumento similar,
considerando el modelo de a con respecto a un refinamiento de b.
Para probar el segundo ı´tem, sean a y a′ como en la primera parte de la prueba. Sea b ∈M+ tal
que a ≺ b y sea ν = νa′ la medida inducida por la traza y la medida espectral de a′ en I ′ = [0, ‖a′‖]
es decir, ν(∆) = τ(χ∆(a′)). Entonces, si ha, hb son como en el Teorema 3.1.6 se tiene ha ≺ hb en
el espacio de medida (I ′, ν). Luego, por el ı´tem 2. en la Proposicio´n 2.4.21 existe h ∈ L∞(I ′, ν)
tal que ha ≤ h ≺ hb. Sea c = h(a′) y notemos que, por construccio´n c ≺ b. El resultado es una
consecuencia de este u´ltimo hecho y de que a = ha(a′).
El siguiente corolario es una consecuencia inmediata del Teorema 3.1.8 y del hecho de que, para
operadores positivos a, b ∈M+, a - b implica a ≺w b.
Corolario 3.1.10. Con las notaciones del teorema, si b domina espectralmente a a entonces existe
c ∈M+ tal que a ≤ c ≺ b. Ma´s au´n, podemos suponer que a y c conmutan.
En el siguiente corolario agregamos un ı´tem a la caracterizacio´n de la dominacio´n espectral
dada en el Teorema 3.1.8.
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Corolario 3.1.11. Sean a, b ∈M+ entonces, los siguientes son equivalentes:
1. b domina espectralmente a a
2. Existe c ∈ UM(b) tal que a ≤ c.
3. Existe d ∈ UM(a) tal que d ≤ b.
4. Existe una REDA {Eλ}λ∈I , donde I = [0, ‖a‖] tal que τ(Eλ) = τ(P a(λ,∞)) para cada λ ∈ I
y
λEλ ≤ Eλ bEλ, ∀λ ≥ 0. (3.10)
Demostracio´n. La equivalencia de los ı´tems 1, 2 y 3 se probo´ en el Teorema 3.1.8. Supongamos que
existe una sucesio´n (v∗navn)n ⊆ UM(a) tal que l´ımn→∞ ‖d−v∗navn‖ = 0 y d ≤ b para algu´n d ∈M+.
Notemos que, para cada λ ≥ 0 tenemos τ(P a(λ,∞)) = τ(P d(λ,∞)), pues l´ımn→∞ P v∗navn(λ,∞) =
P d(λ,∞) σ-WOT. Ma´s au´n ,
λP d(λ,∞) ≤ P d(λ,∞) d ≤ P d(λ,∞) b P d(λ,∞).
Entonces, si definimos Eλ = P d(λ,∞), {Eλ}λ∈[0, ‖a‖] es una REDA con las propiedades requeridas.
Finalmente, asumamos que existe una REDA {Eλ}λ∈[0,‖a‖] como en el ı´tem 4. Dado  > 0, sea
b = b+ I y notemos que
λEλ < EλbEλ
y luego, PEλ b Eλ(λ,∞) = Eλ. En [32] Fack probo´ la siguiente desigualdad de tipo entrelace: para
cada proyeccio´n ortogonal p ∈M, p b p - b. Entonces
τ(P a(λ,∞)) = τ(Eλ) = τ(PEλ b Eλ(λ,∞)) ≤ τ(P b(λ,∞)).
La desigualdad anterior muestra que µa ≤ µb para cada  > 0. Entonces el resultado es una
consecuencia del hecho de que l´ım→0+ µb(t) = µb(t) para cada t ≥ 0.
Observacio´n 3.1.12. En la u´ltima parte de la prueba del Corolario 3.1.11 no hemos usado el
hecho de que estamos considerando un factor (M, τ) sino mas bien un a´lgebra de von Neumann
semifinita . Luego, la existencia de una resolucio´n espectral {Eλ}λ∈I que satisface las hipo´tesis del
ı´tem 4. implica la dominacio´n espectral en un a´lgebra de von Neumann semifinita arbitraria. Este
u´ltimo hecho ha sido probado en [33].
Seguidamente, aplicamos los resultados obtenidos a las siguientes desigualdades de tipo Young
obtenidas por Farenick y Manjegani en [33].
Corolario 3.1.13. Sea (M, τ) un factor II1, sean x, y ∈M y p, q > 1 ı´ndices conjugados. Entonces,
existen sucesiones (un)n∈N, (vn)n∈N ⊆M de operadores unitarios tales que
|xy∗| ≤ l´ım
n→∞u
∗
n(p
−1|x|p + q−1|y|q)un
y
l´ım
n→∞ v
∗
n|xy∗|vn ≤ p−1|x|p + q−1|y|q
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Demostracio´n. En [33] probaron que si p, q, x, y son como en el enunciado, entonces |xy∗| -
p−1|x|p + q−1|y|q. El resultado es una consecuencia de este hecho y del Teorema 3.1.8.
Esta reformulacio´n de las desigualdades de tipo Young, que son en realidad equivalentes al
resultado obtenido en [33] son formalmente similares a las obtenidas por T. Ando en el contexto
de las a´lgebras de matrices.
3.1.3. Algunas observaciones sobre el caso semifinito no finito
En el caso de un factor semifinito arbitrarioM actuando en un espacio de Hilbert separable H,
Farenick y Manjegani [33] preguntaron si (una instancia particular de) la desigualdad a - b implica
la existencia de un automorfismo Θ de M, o al menos una isometr´ıa v ∈ M tal que Θ(b) ≥ a o
v∗bv ≥ a. El teorema 3.1.8 da una respuesta parcial afirmativa a este problema en el caso particular
de un factor de tipo II1, mostrando la existencia no de un unitario sino de una sucesio´n de unitarios
que cumplen aproximadamente esta condicio´n.
En esta seccio´n mostramos que si consideramos M = L(H) lo anterior no es cierto, para
operadores arbitrarios a, b ∈ L(H)+ tales que a - b.
Recordemos que todo automorfismo de L(H) es interior i.e, para cada automorfismo Θ existe
un operador unitario u ∈ L(H) tal que Θ(x) = u∗xu para todo x ∈ L(H). En el siguiente ejemplo
exhibimos dos operadores a, b ∈ L(H)+ tales que a - b y tal que no existe una isometr´ıa v ∈ L(H)
tal que v∗bv = a. En particular no existe ningu´n automorfismo Θ de L(H) tal que Θ(b) = a.
Ejemplo 3.1.14. Sea {en}n∈N una base ortonormal del espacio de Hilbert (separable) H y sean
a, b ∈ L(H)+ dados por
a(en) =
{
0 si n = 1
1
2n−1 en si n ≥ 2
y b(en) =
1
2n
en, ∀n ≥ 1. (3.11)
Notemos que entonces a - b, pues tr(P a(λ,∞)) = tr(P b(λ,∞)) para cada λ ≥ 0. Si suponemos
que existe una isometr´ıa v ∈ L(H) tal que v∗bv ≥ a, entonces
a(e2) =
1
2
e2 ⇒ 〈bv(e2), v(e2)〉 ≥ 12 ,
y entonces v(e2) = e1. Ana´logamente, como v es una isometr´ıa entonces v(e3) ⊥ v(e2) y como
〈bv(e3), v(e3)〉 ≥ 14 concluimos que v(e3) = e2. Finalmente, siguiendo un argumento inductivo,
vemos que v(en) = en−1 para cada n ≥ 2. Luego, v(e1) ⊥ ei para cada i ≥ 1, con lo cual v(e1) = 0,
lo que contradice el hecho de que v es una isometr´ıa de H.
Sin embargo siguiente teorema da una respuesta parcial afirmativa al problema anterior.
Teorema 3.1.15. Sea H un espacio de Hilbert. Dados a, b operadores positivos de L(H) tales que
a es compacto, b es diagonalizable y a- b entonces, existe una isometr´ıa parcial u ∈ L(H) con
espacio inicial R(a) tal que
uau∗ ≤ b y (uau∗)b = b(uau∗).
Ma´s au´n, si H tiene dimensio´n finita, la misma desigualdad vale para a, b ∈ Lsa(H) y la isometr´ıa
puede cambiarse por un unitario.
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Demostracio´n. Sea {ξn}n∈N una base ortonormal de R(a) que consiste de autovectores asociados
a una sucesio´n decreciente de autovalores positivos {λn}n∈N de a, contados con multiplicidad.
Por otro lado, sea {ηm}m∈M una base ortonormal de R(b) que consiste de autovectores asociados
a una sucesio´n de autovalores positivos {µm}m∈M de b, contados con multiplicidad.
Dado α ≥ 0 sean λ1, . . . , λnα los autovalores de a estrictamente mayores que α. De forma
similar, sea M(α) = {m ∈ M, µm > α}. Si mα denota el cardinal de M(α) entonces notemos que
0 ≤ mα ≤ ∞ y si α ≥ β ≥ 0 entonces M(α) ⊆M(β).
Por hipo´tesis, P a(α,+∞) es equivalente a una subproyeccio´n de P b(α,+∞). Como P a(α,+∞)
es la proyeccio´n (ortogonal) sobre la clausura lineal de {ξn}nαn=1 y P b(α,+∞) es la proyeccio´n sobre
la clausura lineal de {ηm}m∈M(α), entonces vemos que nα ≤ mα.
Entonces, podemos definir una inyeccio´n ψ : N → M tal que para todo α ≥ 0 se verifica que
ψ(k) ∈M(α), k = 1, . . . , nα. Pero entonces, definiendo u : R(a)→ R(b) por
u(ξn) = ηψ(n)
y extendiendo esta definicio´n a H como cero en ker(a), obtenemos que uau∗ ≤ b y (uau∗)b =
b(uau∗), ya que el conjunto (ηm)m∈M es un sistema de autovectores para uau∗ y b, que es completo
para R(uau∗) = R(u), y ker(uau∗) = R(u)⊥ es un subespacio invariante para b.
Finalmente, si dimH = n < ∞ y a, b ∈ Lsa(H), sea ξ1, . . . , ξn una base de H que consiste
de autovectores de a asociados a una sucesio´n (finita) decreciente de autovalores λ1, . . . , λn y sea
η1, . . . , ηn una base de H que consiste de autovectores de b asociados a una sucesio´n (finita) decre-
ciente de autovalores µ1, . . . µn. Entonces, si definimos u : H → H dado por u(ξm) = ηm, 1 ≤ m ≤ n,
el mismo argumento que antes muestra que uau∗ ≤ b y (uau∗)b = b(uau∗). Por construccio´n, u es
un operador unitario.

Observamos que, en general, si c, d ∈ L(H) son tales que c - d entonces puede no existir una
sucesio´n de operadores unitarios (un)n∈N ⊆ L(H) tales que l´ımn→∞ u∗ndun → e ≥ c. De hecho,
consideremos los operadores c, d ∈ L(H⊕H) dados por
c = a+ I ⊕ I y d = a+ I ⊕ 0,
donde a ∈ L(H) es el operador definido por la fo´rmula (3.11). Entonces, es inmediato verificar que
τ(P c(λ,∞)) = τ(P d(λ,∞)) para cada λ ≥ 0. Pero, por otra parte, si existe e ≥ c tal que e y d
son aproximadamente unitariamente equivalentes entonces (ver II.4.4 en [28]) σe(e) = σe(d), donde
σe(d) denota el espectro esencial de d. Pero 0 ∈ σe(d) = σe(e) y e ≥ c, lo que contradice el hecho
de que c ≥ I ⊕ I es un operador inversible.
3.2. Refinamientos de resoluciones espectrales en factores II1
En esta seccio´n, el par (M, τ) denota a un factor II1 y las REDAs esta´n M. Dada una REDA
{Eλ}λ∈[α,β] de p ∈ P(M), con 0 ≤ α < β, decimos que esta´ uniformemente distribuida si
τ(Eλ) =
τ(p)(β − λ)
β − α , λ ∈ [α, β]. (3.12)
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Lema 3.2.1. Sea p ∈ P(M) una proyeccio´n en M y sea 0 ≤ α < β ∈ R. Entonces, existe una
REDA de p enM {Eλ}λ∈[α,β] uniformemente distribuida. Ma´s au´n, si A ⊆M es una masa y p ∈ A
entonces podemos elegir {Eλ} en A.
Demostracio´n. Sea p ∈ P(M). Notemos que si construimos una REDA {Eλ}λ∈[0,s] para algu´n
s > 0 y tal que
τ(Eλ) =
τ(p)(s− λ)
s
, λ ∈ [0, s] (3.13)
luego podemos reparametrizar esta resolucio´n y obtener una REDA con las propiedades deseadas.
Fijemos s = τ(p) y consideremos una descomposicio´n p = p11 + p
1
2 con τ(p
1
i ) = s/2 para i = 1, 2.
Definimos inductivamente una sucesio´n {pki }2
k
i=1, k ∈ N de la siguiente forma :
pk+12i−1 + p
k+1
2i = p
k
i y τ(p
k+1
2i−1) = τ(p
k+1
2i ) = s/2
k+1, 1 ≤ i ≤ k + 1.
Para cada k ∈ N y 1 ≤ i ≤ 2k sea βki = si/2k y consideremos la medida espectral Fk en [0, s] dada
por
Fk(∆) =
2k∑
i=1
χ∆(βki ) p
k
i + χ∆(0)(1− p)
para conjuntos de Borel ∆ ⊂ [0, s]. Notemos que Fk(∆) ≥ Fk+1(∆) de forma que existe
F (∆) = l´ım
k→∞
Fk(∆) =
∧
k∈N
Fk(∆), (3.14)
donde la convergencia es en la topolog´ıa fuerte de operadores. Afirmamos que F : B([0, s])→ P(M)
es una medida espectral con soporte [0, s]. Basta mostrar la σ-aditividad de F pues el resto de las
propiedades de F son evidentes; de hecho, si {∆i}i∈N ⊆ [0, s] es una sucesio´n de conjuntos de Borel
dos a dos disjuntos entonces, como F (∆i) ≤ Fk(∆i) para cada k, i ∈ N,
∑∞
i=1 F (∆i) ≤
∑∞
i=1 Fk(∆i)
para cada k ∈ N y F (∆i)F (∆j) = 0 para i 6= j. Entonces, tenemos
∞∑
i=1
F (∆i) ≤ l´ım
k→∞
∞∑
i=1
Fk(∆i) = l´ım
k→∞
Fk(
∞⋃
i=1
∆i) = F (
∞⋃
i=1
∆i).
Por otra parte,
τ(
∞∑
i=1
F (∆i)) =
∞∑
i=1
τ(F (∆i)) =
∞∑
i=1
l´ım
k→∞
τ(Fk(∆i))
= l´ım
k→∞
∞∑
i=1
τ(Fk(∆i)) = τ(F (
∞⋃
i=1
∆i)),
donde el cambio del orden de los s´ımbolos de l´ımite y sumacio´n es va´lido por el teorema de la
convergencia dominada de Lebesgue en l1(N). Entonces F (
⋃∞
i=1 ∆i) =
∑∞
i=1 F (∆i); ma´s au´n, de la
fo´rmula (3.14) vemos que
τ(F ((λ, s]) = l´ım
k→∞
Fk((λ, s]) =
τ(p)(s− λ)
s
, λ ∈ [0, s].
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Si {Eλ}λ∈[0,s] esta´ dada por Eλ = F ((λ, s]) entonces es una REDA que satisface la ecuacio´n (3.13).
Supongamos que A ⊆ M es una masa y p ∈ A. Entonces A es un a´lgebra abeliana de von
Neumann sin a´tomos. As´ı, para cada 0 ≤ α < τ(p) hay una proyeccio´n p ≥ q ∈ A tal que τ(q) = α,
pues de otra forma p tendr´ıa una sub-proyeccio´n que es minimal en A, contradiciendo nuestra
hipo´tesis sobre A. Luego, en este caso es posible construir la REDA uniformemente distribuida en
A.
Aunque te´cnico, el Lema 3.2.1 tiene algunas consecuencias interesantes. El siguiente corolario
generaliza la proposicio´n 5.2 en [11]. Nuestra prueba, basada en el Lema 3.2.1, es ma´s sencilla.
Corolario 3.2.2. Sea A ⊆ M una suba´lgebra de von Neumann abeliana sin proyecciones mini-
males. Si µ es una medida de probabilidad de soporte compacto en la recta real, entonces existe
b ∈ A tal que τ(P b(s,∞)) = µ((s,∞)) para cada s ∈ R.
Demostracio´n. Como 1 ∈ A entonces por el Lema 3.2.1 existe una REDA en A uniformemente
distribuida de 1 ∈ A, {Eλ}λ∈[0,1], tal que
τ(Eλ) = 1− λ, para cada λ ∈ [0, 1]. (3.15)
Sea a =
∫
[0,1] λ dEλ ∈ A+. Si F (s) = µ((s,∞)) entonces, F : R → [0, 1] es una funcio´n continua
a derecha y decreciente. Para x ∈ [0, 1], sea F†(x) = mı´n{s : F (s) ≤ x} que esta´ bien definida.
Entonces F† : [0, 1]→ R es una funcio´n decreciente (y luego uniformemente acotada y medible) tal
que, para cada s ∈ sop (µ) tenemos
{x : s < F†(x)} = {x : F (s) > x}. (3.16)
Sea b = F†(a) ∈ A y notemos que si s ∈ sop (µ) entonces
P b(s,∞) = P a({x : s < F†(x)}) = (3.17)
= P a({x : F (s) > x}) = P a({x : F (s) ≥ x}),
que se deduce de las ecuaciones (3.15) y (3.16). El hecho de que τ(P b(s,∞)) = µ((s,∞)) para cada
s ∈ sop (µ) (y entonces para cada s ∈ R) ahora se deduce de las ecuaciones (3.15) y (3.17) y del
hecho de que P a((λ,∞)) = Eλ para cada λ ∈ [0, 1].
Sea I = [α, β] y sea {Eλ}λ∈I una REDA de una proyeccio´n p ∈ P(M). Recordemos que
λ0 ∈ (α, β] es un a´tomo de {Eλ}, si la resolucio´n no es continua a la izquierda en λ0 i.e, si
l´ım
λ→λ−0
Eλ = Eλ0 + p(λ0), p(λ0) 6= 0. (3.18)
En este caso p(λ0) es la proyeccio´n salto de {Eλ} en λ0. Si p 6= 1 entonces α es considerado un a´tomo
y definimos la proyeccio´n salto en este caso como p(α) = 1−Eα . El conjunto de a´tomos de {Eλ}λ∈I
es denotado por At({Eλ}); este conjunto es vac´ıo si y solo si la resolucio´n es continua. Notemos que
el conjunto de a´tomos At({Eλ}) es numerable. De hecho, si λ0, λ1 ∈ At({Eλ}) entonces es sencillo
ver que p(λ0) p(λ1) = 0 i.e, p(λ0) y p(λ1) son proyecciones ortogonales. Luego
J ({Eλ}) :=
∑
λ∈At({Eλ})
τ(p(λ)) = τ
 ∑
λ∈At({Eλ})
p(λ)
 ≤ 1 (3.19)
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y esto implica que At({Eλ}) es numerable. Al nu´mero real J ({Eλ}) lo llamamos el salto total de
la resolucio´n.
Lema 3.2.3. Sean {Eλ}λ∈I , {E′λ}λ∈I′ ⊆ M REDAs, donde (M, τ) is un factor II1. Si existe una
funcio´n continua a derecha f tal que ({E′λ}, f) refina a {Eλ} entonces J ({Eλ}) ≥ J ({E′λ}).
Demostracio´n. Sea λ0 ∈ At({E′λ}) y consideremos µ0 = mı´n{µ ∈ I : f(µ) ≥ λ0} que esta´ bien
definido pues f es creciente y continua a derecha. Entonces, por definicio´n de µ0 f(µ0) ≥ λ0 y
f(µ) < λ0 si µ < µ0. As´ı tenemos
l´ım
µ→µ−0
Eµ − Eµ0 = l´ım
µ→µ−0
E′f(µ) − E′f(µ0) ≥ l´ım
λ→λ−0
E′λ − E′λ0 6= 0,
ya que λ0 es un a´tomo de {E′λ}. Luego µ0 ∈ I es un a´tomo de la resolucio´n {Eλ} y tenemos
l´ım
µ→µ−0
τ(Eµ) = l´ım
µ→µ−0
τ(E′f(µ)) > τ(E
′
λ0) ≥ τ(E′f(µ0)) = τ(Eµ0) (3.20)
pues f(µ) → λ1 ≤ λ0 cuando µ → µ−0 y µ0 ∈At({Eλ}). Consideramos la siguiente relacio´n en
At({E′λ}): si λ1, λ2 ∈ At({E′λ}) entonces λ1 ≈ λ2 si y solo si existe µ0 ∈ At({Eλ}) tal que
τ(E′λ1), τ(E
′
λ2) ∈
[
τ(Eµ0), l´ım
µ→µ−0
τ(Eµ)
)
.
La primera parte de la prueba muestra que esta relacio´n es reflexiva. Por otra parte, es claramente
sime´trica. Si µ1 < µ2 entonces l´ımµ→µ−2 τ(Eµ) ≤ τ(Eµ1) y
[τ(Eµ2), l´ımµ→µ2
τ(Eµ)) ∩ [τ(Eµ1), l´ımµ→µ1 τ(Eµ)) = ∅.
As´ı, si λ1 ≈ λ2 entonces existe un u´nico µ0 ∈ At({Eλ}) tal que vale la ecuacio´n anterior, y
en particular ≈ es una relacio´n de equivalencia. Entonces, para cada clase de equivalencia Q,
existe un u´nico a´tomo µQ ∈At({Eλ}) tal que λ ∈ (l´ımµ→µ−Q f(µ), f(µQ)] para todo λ ∈ Q. Sea
Q ∈ Π = At({E′λ})/ ≈ una clase de equivalencia y notemos que, si λ1 <, . . . , λn ∈ Q entonces
n∑
i=1
τ(p′(λi)) =
n∑
i=1
( l´ım
λ→λ−i
τ(E′λ)− τ(E′λi)) ≤ l´ım
λ→λ−1
τ(E′λ)− τ(E′λn)
≤ l´ım
µ→µ−Q
τ(E′f(µ))− τ(E′f(µQ)) = τ(p(µQ))
donde p′(λ) es la proyeccio´n salto de la resolucio´n {E′λ} en λ y p(µQ) es la proyeccio´n salto
de la resolucio´n {Eλ} en µQ. Tomando l´ımite sobre n si fuera necesario, entonces tenemos que∑
λ∈Q τ(p
′(λ)) ≤ τ(p(µQ)). Concluimos que
J ({E′λ}) =
∑
Q∈Π
∑
λ∈Q
τ(p′(λ)) ≤
∑
Q∈Π
τ(p(µQ)) ≤ J ({Eλ})
ya que se trata de series de te´rminos positivos.
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Lema 3.2.4. Sea {Eλ}λ∈[α,β] ⊆M una REDA de p ∈ P(M), donde (M, τ) es un factor II1, y sea
λ0 ∈ At({Eλ}). Entonces, existe un refinamiento fuerte ({E′}λ∈I′ , f) de {Eλ}, donde I ′ = [α, β +
τ(p(λ0))] tal que J ({E′λ}) = J ({E′λ})− τ(p(λ0)) y para cada λ ∈ I tenemos f(λ)− λ ≤ τ(p(λ0)).
Ma´s au´n, si A ⊆M es una masa y {Eλ} es una REDA en A entonces podemos elegir {E′λ} en A.
Demostracio´n. Por simplicidad, asumimos que I = [0, β] (α = 0). El caso general se deduce de este
por reparametrizacio´n. Sea λ0 ∈ At({Eλ}), p0 = p(λ0) la proyeccio´n de salto en λ0 y α0 = τ(p0).
Usando el Lema 3.2.1 existe una REDA uniformemente distribuida de p0, {Uλ}λ∈[0, α0]. Sea
E′λ =

Eλ si 0 ≤ λ < λ0
Eλ0 + Uλ−λ0 si λ0 ≤ λ ≤ λ0 + α0
Eλ−α0 si λ0 + α0 < λ ≤ α0 + β.
Es inmediato verificar que {E′λ}λ∈I′ es una REDA de p, donde I ′ = [0, β + α0]. En el caso en que
{Eλ} ⊆ A para una masa A ⊆M entonces p(λ0) ∈ A y podemos elegir la resolucio´n {Uλ} tambie´n
en A. La funcio´n creciente y continua a derecha f : I → I ′ dada por
f(λ) =
{
λ si 0 ≤ λ < λ0
λ+ α0 si λ0 ≤ λ ≤ β + α0 (3.21)
es tal que Eλ = E′f(λ), para λ ∈ [0, β]. Ma´s au´n
At({E′λ}) = f(At({Eλ}) \ {λ0})
y p(λ) = p ′(f(λ)) para cada λ ∈ At({Eλ}) \ {λ0}, donde p ′(λ) es proyeccio´n de salto de {E′λ} en
λ ∈ At({E′λ}). Luego
J ({E′λ}) =
∑
λ∈At({Eλ})\{λ0}
τ(p(f(λ))) = J ({Eλ})− τ(p0).
El resto de las propiedades de f se deducen de la ecuacio´n (3.21).
Introducimos la siguiente notacio´n para enunciar el Teorema 3.2.6. Si {αk}k∈N ∈ l1(R+) es una
sucesio´n de nu´meros positivos, decimos que la sucesio´n ({Ekλ}λ∈Ik)k∈N ⊆ M de REDAs de p es
{αk}k∈N-compatible si valen las siguientes condiciones:
1. ∃ 0 ≤ α < β ∈ R tal que Ik = [α, β +
∑k
i=1 αi] para cada k ∈ N.
2. ({Ek+1λ }, fk) es un refinamiento fuerte de {Ekλ} para cada k ∈ N.
3. fk(λ)− λ ≤ αk, para cada λ ∈ Ik y cada k ∈ N.
El siguiente lema elemental sera´ utilizado en la prueba del Teorema 3.2.6.
Lema 3.2.5. Sea (an,k)n,k ⊆ R tal que 0 ≤ an,k ≤ 1 y an,k ≤ an′,k′ , siempre que n ≤ n′ y k ≤ k′.
Entonces
l´ım
n→∞ l´ımk→∞
an,k = l´ım
k→∞
l´ım
n→∞ an,k(= l´ımn→∞ an,n).
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Teorema 3.2.6. Sea (M, τ) un factor II1 y sea {αk}k∈N ∈ l1(R+). Si ({Ekλ}λ∈Ik)k∈N ⊆ M es
{αk}k∈N-compatible entonces existe una REDA {Eλ}λ∈I de p en M tal que ({Eλ}, hk) es un
refinamiento fuerte de {Ekλ}, para cada k ∈ N. Ma´s au´n, si A ⊆ M es una masa y cada miembro
de la sucesio´n es una REDA en A entonces podemos elegir {Eλ} en A.
Demostracio´n. Por simplicidad asumimos que α = 0. El caso general se deduce de este por
reparametrizacio´n. Sea I = [0, β +
∑∞
i=1 αi] y notemos que, ya que fk(λ) ≥ λ para λ ∈ Ik
Ekλ = E
k+1
fk(λ)
≤ Ek+1λ .
Luego, para cada λ ∈ I la sucesio´n {Ekλ}k∈N es creciente, donde fijamos Ekλ = 0 si λ /∈ Ik. Definimos
Eλ =
∨
k∈N
Ekλ = l´ım
k→∞
Ekλ ∈ P(M), λ ∈ I (3.22)
donde el l´ımite es en la topolog´ıa fuerte de operadores. Notemos que en el caso en que Ekλ ∈ A para
una masa A ⊆ M entonces Eλ ∈ A pues A es cerrada en la topolog´ıa fuerte de operadores. Para
ver que {Eλ}λ∈I es una REDA de p notemos que Eλ0 ≥ Eλ si λ0 ≤ λ. As´ı, ∃ l´ımλ→λ+0 Eλ ≤ Eλ0 en
la topolog´ıa fuerte de operadores. Si {λn} ⊆ I es una sucesio´n decreciente tal que l´ımn→∞ λn = λ0
entonces
τ( l´ım
n→∞Eλn) = l´ımn→∞ τ(Eλn) = l´ımn→∞ l´ımk→∞
τ(Ekλn)
= l´ım
k→∞
l´ım
n→∞ τ(E
k
λn) = τ(
∨
k∈N
Ekλ0) = τ(Eλ0)
donde el cambio del orden de los l´ımites iterados es va´lido por el Lema 3.2.5. Luego {Eλ}λ∈I es
una REDA de p.
Fijamos k ∈ N y consideramos la sucesio´n {un : Ik → Ik+n}n∈N de funciones crecientes y
continuas a derecha, dadas inductivamente por u1 = fk y un = fk+n−1 ◦un−1 para n ≥ 2. Entonces,
por induccio´n, es inmediato verificar que, para cada n ≥ 1 se tiene
1. Ekλ = E
k+n
un(λ)
,
2. un+1 ≥ un, ‖un+1 − un‖∞ ≤ αn+1,
3. un(λ)− un(µ) ≥ λ− µ si λ, µ ∈ Ik y λ ≥ µ.
Sea hk : Ik → I el l´ımite uniforme de la sucesio´n creciente {un}. Entonces hk es creciente, continua
a derecha, hk(λ) ≥ λ (u1 = fk) y hk(λ)− hk(µ) ≥ λ− µ si λ, µ ∈ Ik.
Sea λ0 ∈ Ik y notemos que Ekλ0 = Ek+nun(λ0) ≥ E
k+n
hk(λ0)
, pues un(λ) ≤ hk(λ). Luego
Ekλ0 ≥ l´ımn→∞E
k+n
hk(λ0)
= Ehk(λ0). (3.23)
Para ver que vale la igualdad en la fo´rmula (3.23) consideramos
λn := mı´n{λ ∈ Ik : un(λ) ≥ hk(λ0)}.
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Entonces λn ≥ λn+1 ≥ λ0, pues {un} es una sucesio´n creciente y λn → λ+0 . De hecho, si λ > λ0 y
λ − λ0 =  entonces hk(λ) ≥ hk(λ0) +  y existe n ∈ N tal que un(λ) > hk(λ0), que implica que
λ0 ≤ λn ≤ λ. Finalmente, tenemos
Ehk(λ0) ≥ Eun(λn) ≥ Ek+nun(λn) = E
k
λn , ∀n ∈ N
que implica que Ehk(λ0) ≥ l´ımn→∞Ekλn = Ekλ0 .
Demostracio´n del Teorema 3.1.2. Por simplicidad, asumimos que I = [0, β]. El caso general se
deduce de este por reparametrizacio´n. Sea {λn}n∈N una enumeracio´n del conjunto At({Eλ}), donde
N ⊆ N es un segmento inicial y sea αn = τ(p(λn)) > 0. Entonces, por la ecuacio´n (3.19), tenemos
que
∑
n∈N αn ≤ 1. Sea I = I1, {Eλ} = {E1λ} y sea ({E2λ}λ∈I2 , f1) un refinamiento fuerte obtenido
como en el Lema 3.2.4, a partir de {E1λ}λ∈I1 y del a´tomo λ1. Recordemos que en este caso I2 =
[0, β + τ(p1)] y definamos f1 = g2 : I1 → I2.
Procedemos de forma inductiva, como sigue: supongamos que para 1 ≤ t ≤ k − 1 tenemos
una REDA {Etλ}λ∈It de p, donde It = [0, β +
∑t−1
j=1 αj ] y para 1 ≤ i ≤ k − 2 funciones crecientes
y continua a derecha fi : Ii → Ii+1 tales que ({Ei+1λ }, fi) refina fuertemente a {Eiλ} y tales que
fi(λ)−λ ≤ αi para λ ∈ Ii. Supongamos adema´s que para 2 ≤ l ≤ k−1 existen funciones crecientes
y continuas a derecha gl : I → Il tales que Eλ = E lgl(λ) para λ ∈ I y tales que
At({E lλ}) = gl(At({Eλ}) \ {λ1, . . . , λl−1})
y
J ({Elλ}) = J ({Eλ})−
l−1∑
j=1
αj .
Consideramos la construccio´n del Lema 3.2.4 aplicada a la REDA {Ek−1λ }λ∈Ik−1 y el a´tomo gk−1(λk−1).
Luego, obtenemos {Ekλ}λ∈Ik una REDA de p, donde Ik = [0, β +
∑k−1
j=1 αj ], y una funcio´n creciente
y continua a derecha fk−1 : Ik−1 → Ik tal que ({Ekλ}, fk−1) es un refinamiento fuerte de {Ek−1λ };
en este caso tenemos fk−1(λ)− λ ≤ αk−1. Luego,
Ek−1λ = E
k
fk−1(λ) ⇒ Eλ = Ek−1gk−1(λ) = E
k
fk−1(gk−1(λ)) (3.24)
para λ ∈ I. Si definimos gk = fk−1 ◦ gk−1 : I → Ik entonces gk es una funcio´n creciente y continua
a derecha tal que Eλ = Ekgk(λ) por la ecuacio´n (3.24). Entonces tenemos
At({Ekλ}) = fk−1(At({Ek−1λ }) \ {gk−1(λk)}) = gk(At({Eλ}) \ {λ1, . . . , λk}).
Ma´s au´n, J ({Ekλ}) = J ({Ek−1λ })− αk−1 = J ({Eλ})−
∑k−1
i=1 αi.
De esta forma obtenemos una sucesio´n de resoluciones {Ekλ}λ∈Ik donde Ik = [0, β+
∑k−1
j=1 αj ], y
funciones crecientes y continuas a derecha {fk : Ik → Ik+1} para k ∈ N en las hipo´tesis del Teorema
3.2.6. As´ı, existen una REDA de p {E′λ}λ∈I′ y una sucesio´n de funciones crecientes y continuas a
derecha hk : Ik → I ′ tales que, para cada k ∈ N tenemos Ekλ = E′hk(λ), para cada λ ∈ Ik. Por
el Lema 3.2.3 entonces J ({E′λ}) ≤ J ({Ekλ}) para cada k ∈ N y luego J ({E′λ}) = 0 i.e, {E′λ} es
continua. Por otra parte, si tomamos f = h1 : I1(= I) → I ′ entonces Eλ = E1λ = E′h1(λ) = E′f(λ)
para cada λ ∈ I. Entonces, ({E′λ}, f) es un refinamiento fuerte y continuo de {Eλ}.
Cap´ıtulo 4
Desigualdades de tipo Jensen
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo En la seccio´n 4.1 probamos desigualdades de tipo Jensen con
respecto al preorden espectral, para la clase de funciones convexas mono´tonas. En el caso espe-
cial de los factores de tipo II1, obtenemos reformulaciones de estas desigualdades a partir de las
caracterizaciones del preorden espectral obtenidas en el cap´ıtulo anterior.
En la seccio´n 4.2 obtenemos desigualdades de tipo Jensen con respecto a esperanzas condi-
cionales para funciones convexas arbitrarias en varias variables. En el caso particular de los factores
II1 obtenemos desigualdades de con respecto a la submayorizacio´n para funciones convexas arbi-
trarias en varias variables. Al final de esta seccio´n obtenemos algunos resultados necesarios para el
estudio de teoremas de tipo Schur-Horn que realizamos en el cap´ıtulo siguiente.
En la seccio´n 4.3 traducimos los resultados obtenidos en el caso del a´lgebra de matrices Mn(C).
Notaciones Sea H un espacio de Hilbert y sea L(H) el a´lgebra de todos los operadores acotado
en H. En esta seccio´n, el par (M, τ) denota un factor finito con traza f.n.s. tal que τ(I) = 1. Las
letras A, B denotan C∗-a´lgebras unitales. Asa denota el espacio real de los operadores autoadjuntos
y A+ el cono de operadores positivos de A. P(M) ⊆ Msa denota el reticulado de proyecciones
ortogonales en M dotado de la topolog´ıa fuerte de operadores. Adema´s, si p, q ∈ P(M) entonces
p ∧ q y p ∨ q denotan las proyecciones sobre la interseccio´n y la clausura del subespacio generado
por los rangos de estas proyecciones respectivamente. Si a ∈ M entonces R(a) denota su rango y
P
R(a)
∈ P(M) denota la proyeccio´n ortogonal sobre la clausura de su rango y ker(a) denota su
nu´cleo. Denotamos por UM el grupo de operadores unitarios de M.
4.1. Funciones mono´tonas convexas-preorden espectral
Recordemos que una funcio´n real f definida en un segmento (a, b), donde −∞ ≤ a < b ≤ ∞, es
convexa si la desigualdad
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) , (4.1)
vale siempre que a < x < b, a < y < b y 0 ≤ λ ≤ 1. Una funcio´n g es co´ncava si −g es convexa.
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Es inmediato verificar que la ecuacio´n (4.1) es equivalente a la condicio´n
f(t)− f(s)
t− s ≤
f(u)− f(t)
u− t , (4.2)
siempre que a < s < t < u < b.
Teorema 4.1.1. Sea A una C∗-a´lgebra , ϕ : A → C un estado y f una funcio´n convexa definida
en algu´n intervalo (α, β) (−∞ ≤ α < β ≤ ∞). Entonces tenemos
f(ϕ(a)) ≤ ϕ(f(a))) ,
para cada a ∈ Asa cuyo espectro esta´ contenido en (α, β).
Demostracio´n. Sea t = ϕ(a) y notemos que entonces α < t < β. Si γ es el supremo de los cocientes
de la izquierda de la desigualdad (4.2), donde α < s < t, entonces γ no es mayor que ninguno de
los cocientes de la derecha de la misma desigualdad, para µ ∈ (t, β). Entonces
f(σ) ≥ f(t) + γ(σ − t) (α < σ < β).
Luego
f(a)− f(t) + γ(a− t) ≥ 0.
Si aplicamos ϕ a ambos miembros de esta desigualdad, y considerando que ϕ es un estado,
obtenemos la desigualdad requerida. 
En esta seccio´n consideramos funciones mono´tonas convexas y co´ncavas. El siguiente resultado
de Brown y Kosaki ([19]) indica que el orden apropiado para establecer una desigualdad del tipo
Jensen para esta clase de funciones es el preorden espectral. Para la definicio´n y propiedades
elementales de este orden ver la seccio´n 2.4.4, Definicio´n 2.4.15 y Teorema 2.4.16).
Sea A una a´lgebra de von Neumann semifinita y sea v ∈ A una contraccio´n; entonces, para
cada operador positivo a ∈ A y cada funcio´n convexa, continua y mono´tona f definida en [0,+∞)
y tal que f(0) = 0, Brown y Kosaki probaron que
v∗f(a)v- f(v∗av).
El siguiente teorema es una generalizacio´n del resultado anterior, en te´rminos de transformaciones
positivas y unitales, y funciones convexas mono´tonas.
Teorema 4.1.2. Sea A una C∗-a´lgebra unital, B un a´lgebra de von Neumann y φ : A → B una
transformacio´n positiva y unital. Entonces, para cada funcio´n convexa y mono´tona f , definida en
algu´n intervalo I, y para cada operador autoadjunto a ∈ A cuyo espectro esta´ contenido en I se
tiene
f(φ(a))-φ(f(a)) (4.3)
Demostracio´n. De acuerdo con la definicio´n, dado α ∈ R debemos probar que existe una proyec-
cio´n q ∈ A tal que
P f(φ(a))(α,+∞) = P φ(a){f > α} ∼ q ≤ P φ(f(a))(α,+∞).
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Afirmamos que P φ(a){f > α} ∧ P φ(f(a))(−∞, α] = 0. De hecho, tomamos
η ∈ R
(
P φ(a){f > α}
)
, ‖η‖ = 1.
Como f es mono´tona tenemos que α < f(〈φ(a)η, η〉) , y usando el Teorema 4.1.1 obtenemos
α < 〈φ(f(a))η, η〉 .
Por otro lado, para cada ξ ∈ R
(
P φ(f(a))(−∞, α]
)
, ‖ξ‖ = 1
α ≥ 〈φ(f(a))ξ, ξ〉 .
Teniendo esto en consideracio´n y usando la fo´rmula de Kaplansky deducimos que
P f(φ(a))(α,+∞) = P f(φ(a))(α,+∞)−
(
P f(φ(a))(α,+∞) ∧ P φ(f(a))(−∞, α]
)
∼
(
P f(φ(a))(α,+∞) ∨ P φ(f(a))(−∞, α]
)
− P φ(f(a))(−∞, α]
≤ I − P φ(f(a))(−∞, α] = P φ(f(a))(α,+∞.

Observaciones 4.1.3.
1. Notemos que del teorema anterior no podemos inferir un resultado similar para funciones
co´ncavas y mono´tonas pues no es cierto que a- b⇒ −b-−a. Sin embargo, usando un argu-
mento similar se puede deducir la correspondiente desigualdad de Jensen para tales funciones.
2. Si 0 ∈ I y f(0) ≤ 0 el mismo resultado vale para transformaciones positivas y contractivas.
La prueba sigue las mismas l´ıneas, pero debemos usar el Corolario 4.2.5, que probamos en la
seccio´n que sigue, en lugar del Teorema 4.1.1. 
El siguiente resultado es una reformulacio´n del Teorema 4.1.2 utilizando los Teoremas 3.1.15 y
3.1.8 en cada caso correspondiente.
Corolario 4.1.4. Sea A una C∗-a´lgebra unital y φ : A →M una transformacio´n positiva y unital
en un factor semifinito (M, τ). Entonces, para cada funcio´n convexa y mono´tona f definida en
[0,+∞) se tiene:
1. SiM = L(H) conH un espacio de Hilbert separable, f tal que f(0) = 0, y para cada operador
positivo a de A tal que φ(a) y φ(f(a)) son compactos, entonces existe una isometr´ıa parcial
u ∈ L(H) con espacio inicial R(f(φ(a))) tal que:
uf(φ(a))u∗ ≤ φ(f(a)) y
(
uf(φ(a))u∗
)
φ(f(a)) = φ(f(a))
(
uf(φ(a))u∗
)
.
2. Si (M, τ) es un factor II1 entones existen sucesiones (un)n∈N, (vn)n∈N ∈ M de operadores
unitarios tales que
f(φ(a)) ≤ l´ım
n→∞u
∗
nφ(f(a))un
y
l´ım
n→∞ v
∗
nf(φ(a))vn ≤ φ(f(a)).
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4.2. Funciones convexas arbitrarias-submayorizacio´n
En esta seccio´n obtenemos desigualdades de tipo Jensen para funciones convexas de varias
variables. Resultados relacionados con los que aparecen en esta seccio´n pueden hallarse en [37] y
[59].
El siguiente ejemplo de J. S. Aujla y F. C. Silva muestra que la conclusio´n del Teorema 4.1.2
puede no valer si la funcio´n f no es mono´tona.
Ejemplo 4.2.1. Consideramos la transformacio´n positiva φ :M4 →M2 dada por
φ
((
A11 A12
A21 A22
))
=
A11 +A22
2
Tomamos f(t) = |t| y sea A la matriz
A =

−2 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1

entonces
φ(f(A)) =
(
3/2 1/2
1/2 1/2
)
y f(φ(A)) =
(
1/
√
2 0
0 1/
√
2
)
.
Ca´lculos sencillos muestran que
rank(P φ(f(A))(0,5,+∞)) = 1 < 2 = rank(P f(φ(A))(0,5,+∞)).

Sin embargo, se tiene una desigualdad de tipo Jensen con respecto al orden usual para cada fun-
cio´n convexa, si la transformacio´n φ toma valores en un a´lgebra conmutativa B. Ma´s generalmente,
basta asumir que los operadores φ(f(a)) y f(φ(a)) de B conmutan. Ma´s au´n, nuestros me´todos
permiten deducir los siguientes resultados para funciones de varias variables.
Definicio´n 4.2.2. Sea U un subconjunto convexo de Rn. Una funcio´n f : U → R es convexa si
para todo x, y ∈ U y para todo 0 ≤ λ ≤ 1 se verifica que
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
La siguiente proposicio´n enuncia un hecho elemental bien conocido acerca de las funciones
convexas. Omitiremos su demostracio´n.
Proposicio´n 4.2.3. Sea f una funcio´n convexa definida en un conjunto abierto y convexo U ⊆ Rn
y sea K ⊆ U compacto. Entonces, existe una familia numerable de funciones lineales {fi}i≥1 tal
que para cada x ∈ K se verifica
f(x) = sup
i≥1
fi(x).
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Teorema 4.2.4. Sean A y B C∗-a´lgebras unitales, φ : A → B una transformacio´n positiva y unital,
y f : U → R una funcio´n convexa. Sea (a1, . . . , an) ⊆ Asa una familia abeliana
∏n
i=1 σ(ai) ⊆ U y
tal que (φ(a1), . . . , φ(an), φ(f(a1, . . . , an))) ⊆ Bsa resulta tambie´n una familia abeliana. Entonces
tenemos
f(φ(a1), . . . , φ(an)) ≤ φ(f(a1, . . . , an)). (4.4)
Ma´s au´n, si 0˜ = (0, . . . , 0) ∈ U y f(0˜) ≤ 0 entonces la ecuacio´n (4.4) vale si φ es positiva y
contractiva.
Demostracio´n. Sea B̂ la C∗-suba´lgebra abeliana de B generada por φ(a1), . . . , φ(an) y φ(f(a1, . . . , an))).
Por otra parte, sea {fi}i≥1 la sucesio´n de funciones lineales dadas por la Proposicio´n 4.2.3, tal que
para cada (x1, . . . , xn) ∈
∏n
i=1 σ(ai)
f(x1, . . . , xn) = sup
i≥1
fi(x1, . . . , xn).
Como f ≥ fi (i ≥ 1) tenemos que f(a1, . . . , an) ≥ fi(a1, . . . , an) y entonces obtenemos
φ(f(a1, . . . , an)) ≥ φ(fi(a1, . . . , an)) = fi(φ(a1), . . . , φ(an)) , (4.5)
donde la u´ltima igualdad vale pues fi es lineal. Como fi(φ(a1), . . . , φ(an)) pertenecen a la C∗-
a´lgebra abeliana B̂ para cada i ≥ 1, y φ(f(a1, . . . , an)) tambie´n pertenece a la C∗-a´lgebra abeliana
B̂ tenemos que
φ(f(a1, . . . , an)) ≥ ma´x
1≤i≤n
[fi(φ(a1), . . . , φ(an))] = ma´x
1≤i≤n
[fi] (φ(a1), . . . , φ(an)).
Pero como ma´x
1≤i≤n
[fi]→ f uniformemente en conjuntos compactos por el teorema de Dini, entonces
φ(f(a1, . . . , an)) ≥ f(φ(a1), . . . , φ(an)).
Si φ es contractiva y f(0, . . . , 0) ≤ 0, las funciones fi satisfacen fi(0) ≤ 0 y podemos reemplazar
(4.5) por:
φ(f(a)) ≥ φ(fi(a)) ≥ fi(φ(a)).
Repitiendo el mismo argumento llegamos a la desigualdad requerida.

Corolario 4.2.5. Sean A, B C∗-a´lgebras y supongamos que B es conmutativa. Sea f : U → R
una funcio´n convexa definida en algu´n conjunto abierto convexo U y φ : A → B positiva y unital.
Entonces
f(φ(a1), . . . , φ(an)) ≤ φ(f(a1, . . . , an)) , (4.6)
para cada familia abeliana (a1, . . . , an) ⊆ Asa tal que
∏n
i=1 σ(ai) ⊆ U . Ma´s au´n, si (0, . . . , 0) ∈ U
y f(0, . . . , 0) ≤ 0 entonces la ecuacio´n (4.6) vale para φ contractiva.
Sean C ⊆ B C∗-a´lgebras. Recordemos que una esperanza condicional (ver seccio´n 2.3.5 de los
Preliminares, Definicio´n 2.3.27) E : B → C es una proyeccio´n C-lineal positiva de B sobre C de norma
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1. Por ejemplo, los estados son esperanzas condicionales. El centralizador de E es la C∗-suba´lgebra
de B definida por:
BE = {b ∈ B : E(ba) = E(ab), ∀a ∈ B}
Notemos que, para cada b ∈ BE , E(b) ∈ Z(C); donde Z(C) = {c ∈ C : cb = bc, ∀b ∈ C} es el centro
de C.
En [36] Hansen y Pedersen consideraron el espacio vectorial Cb(X,A) de todas las funciones
continuas y uniformemente acotadas de un espacio localmente compacto y Hausdorff X, dotado de
una medida de Borel µ, a valores en un C∗-a´lgebra unital A. Es bien conocido el hecho de que
este espacio es una C∗-a´lgebra con la suma puntual, multiplicacio´n puntual, involucio´n puntual y
la norma
‖g‖∞ = sup
X
‖g(x)‖.
Si la funcio´n x → ‖g(x)‖ es integrable, la funcio´n g se dice µ-integrable y podemos considerar
la integral de Bochner ∫
X
g(x)dµ(x).
Una funcio´n d ∈ Cb(X,A) es llamada densidad siempre que d∗d sea integrable y que se verifique∫
X
d∗(x) d(x) dµ(x) = I.
A cada densidad d le esta´ asociada una transformacio´n positiva y unital, φ : Cb(X,A) → A,
definida por
φ(g) =
∫
X
d∗(x) g(x) d(x) dµ(x).
En este contexto, dado un estado ϕ de A y una funcio´n convexa f definida en un intervalo
abierto I, Hansen y Pedersen probaron ([36]) la siguiente desigualdad de tipo Jensen
ϕ
(
f
(∫
X
d∗(X) g(x) d(x) dµ(x)
))
≤ ϕ
(∫
X
d∗(x) f(g(x)) d(x) dµ(x)
)
(4.7)
para cada g ∈ Cb(X,A)sa tal que h =
∫
X d
∗(x) g(x) d(x) dµ(x) ∈ Aϕ y el espectro de g(x) esta´ con-
tenido en I para cada x ∈ X.
El Teorema 4.2.7 es una mejora del resultado anterior (4.7), que nos permite conectar los
resultados de Hansen y Pedersen con la mayorizacio´n en factores finitos. Pero primero desarrollamos
el siguiente
Lema 4.2.6. Sea B una C∗-a´lgebra, ϕ un estado definido en B, y (b1, . . . , bn) ⊆ Bϕ una familia
abeliana. Entonces, existe una medida de Borel µ definida en K := σ(b1, . . . , bn) y una transforma-
cio´n positiva y unital Ψ : B → L∞(K,µ) tal que:
i. Ψ(f(b1, . . . , bn)) = f para cada f ∈ C(K).
ii. ϕ(x) =
∫
K
Ψ(x)(t) dµ(t) para cada x ∈ B.
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Demostracio´n. Notemos que para cada funcio´n continua g definida en σ(b1, . . . , bn) la asociacio´n
g 7→ ϕ(g(b1, . . . , bn)) ,
determina un funcional lineal acotado en C(σ(b1, . . . , bn)). Entonces, por el teorema de repre-
sentacio´n de Riesz, existe una medida de Borel µ definida en los subconjuntos de Borel de σ(b1, . . . , bn),
tal que para cada funcio´n continua g en σ(b1, . . . , bn),
ϕ(g(b1, . . . , bn)) =
∫
σ(b1,...,bn)
g(t) dµ(t).
Dado x ∈ B+, definimos el siguiente funcional en C(σ(b1, . . . , bn))
ϕx(g) = ϕ(xg(b1, . . . , bn)).
Sea C∗(b1, . . . , bn) ⊆ Bϕ la C∗-a´lgebra abeliana generada por b1, . . . , bn. Como para cada operador
positivo y ∈ C∗(b1, . . . , bn) se tiene ϕ(xy) = ϕ(y1/2xy1/2) ≤ ‖x‖ϕ(y) , ϕx no solo es positivo y
acotado sino que esta´ dominado por ϕ. Entonces existe un funcio´n hx de L∞(σ(b1, . . . , bn), µ) tal
que, para cada g ∈ C(σ(b1, . . . , bn)),
ϕ(xg(b1, . . . , bn)) =
∫
σ(b1,...,bn)
g(t) hx(t) dµ(t).
La asociacio´n x 7→ hx extendida por linearizacio´n, define una transformacio´n lineal, positiva y
unital Ψ : B → L∞(σ(b1, . . . , bn), µ) que satisface la condicio´n (i), pues
ϕ(f(b1, . . . , bn)g(b1, . . . , bn)) = ϕ(fg(b1, . . . , bn)) =
∫
σ(b1,...,bn)
g(t)f(t) dµ(t).
Para probar (ii), notemos que
ϕ(x) = ϕ(x 1(b1, . . . , bn)) =
∫
σ(b1,...,bn)
1 Ψ(x)(t) dµ(t) =
∫
σ(b1,...,bn)
Ψ(x)(t) dµ(t).
Teorema 4.2.7. Sean A, B C∗-a´lgebras unitales y φ : A → B una transformacio´n positiva y
unital. Supongamos que existe una esperanza condicional E : B → C, de B sobre la C∗-suba´lgebra
C. Entonces para cada funcio´n convexa f : U → R definida en algu´n conjunto abierto y convexo
U ⊆ Rn se verifica que
E(g[f(φ(a1), . . . , φ(an))]) ≤ E(g[φ(f(a1, . . . , an))]). (4.8)
donde (a1, . . . , an) ⊆ Asa es una familia abeliana tal que
∏n
i=1 σ(ai) ⊆ U , φ(a1), . . . , φ(an) ∈ BE
tambie´n forman una familia abeliana, y g : I → R es una funcio´n convexa y creciente definida en
algu´n intervalo abierto, con Im(f) ⊆ I.
Demostracio´n. Supongamos que E es un estado. Definimos bi = φ(ai) para 1 ≤ i ≤ n y como
bi ∈ Bϕ, por el lema anterior existe una medida de Borel µ definida en los subconjuntos borelianos
de σ(b1, . . . , bn) y una transformacio´n positiva y unital Ψ : B → L∞(σ(b1, . . . , bn), µ) tal que:
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i. Ψ(f(b1, . . . , bn)) = f para cada f ∈ C(σ(b1, . . . , bn)).
ii. ϕ(x) =
∫
σ(b1,...,bn)
Ψ(x)(t) dµ(t) para cada x ∈ B.
Consideramos la transformacio´n Φ : C(σ(a1, . . . , an)) → L∞(σ(b1, . . . , bn), µ) definida por Φ(h) =
Ψ(φ(h(a1, . . . , an))). Entonces, Φ es positiva y unital. Ma´s au´n,
ϕ(φ(h(a1, . . . , an))) =
∫
σ(b1,...,bn)
Ψ(φ(h(a1, . . . , an)))(t) dµ(t) =
∫
σ(b1,...,bn)
Φ(h)(t) dµ(t).
Sea g una funcio´n convexa creciente. Entonces, usando el Teorema 4.2.4,
ϕ(g[f(φ(a1, . . . , an))]) = ϕ(g ◦ f(b1, . . . , bn)) =
∫
σ(b1,...,bn)
g ◦ f(t) dµ(t)
=
∫
σ(b1,...,bn)
g[f(Φ(pi1), . . . ,Φ(pin))] dµ(t)
≤
∫
σ(b1,...,bn)
g[Φ(f(a1, . . . , an))(t)] dµ(t)
=
∫
σ(b1,...,bn)
g[Ψ(φ(f(a1, . . . , an)))(t)] dµ(t)
≤
∫
σ(b1,...,bn)
Ψ(g[φ(f(a1, . . . , an))])(t) dµ(t) = ϕ(g[φ(f(a1, . . . , an))]).
El caso general se deduce del anterior, componiendo la esperanza condicional con los estados de la
C∗-a´lgebra C.
A trave´s del Teorema 4.2.7, podemos obtener una desigualdad de tipo Jensen para funciones con-
vexas arbitrarias con respecto a la submayorizacio´n en factores finitos. La submayorizacio´n ha sido
descrita en la seccio´n 2.4.4 de los Preliminares; vamos a considerar el Teorema 2.4.19 que caracteriza
esta nocio´n.
Teorema 4.2.8. Sea A una C∗-a´lgebra unital, (M, τ) un factor finito y φ : A → M una trans-
formacio´n positiva y unital. Entonces para cada funcio´n convexa f : U → R definida en algu´n
conjunto abierto y convexo U ⊆ Rn se verifica que
f(φ(a1), . . . , φ(an)) ≺w φ(f(a1, . . . , an)). (4.9)
donde (a1, . . . , an) ⊆ Asa es una familia abeliana tal que
∏n
i=1 σ(ai) ⊆ U y φ(a1), . . . , φ(an) ∈ M
tambie´n forman una familia abeliana.
Demostracio´n. Por el Teorema 4.2.7, considerando como esperanza (al centro del factor) el estado
tracial del factor finito M se tiene que
τ [g(f(φ(a1), . . . , φ(an)))] ≤ τ [g(φ(f(a1, . . . , an)))]
para cada funcio´n convexa y creciente g. Pero entonces el teorema es una consecuencia del Teorema
2.4.19 y la desigualdad anterior.
El siguiente corolario, que es una consecuencia inmediata de los Teoremas 3.1.8 y 4.2.8 es en
realidad equivalente al Teorema 4.2.8.
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Corolario 4.2.9. Con las notaciones del teorema anterior, existe un operador c ∈Mh tal que
f(φ(a1), . . . , φ(an)) ≤ c ≺ φ(f(a1, . . . , an)). (4.10)
Ma´s au´n, podemos asumir que f(φ(a1), . . . , φ(an))) y c conmutan.
Los siguientes resultados correspondientes al caso de una variable sera´n necesarios para nuestro
estudio de un teorema de tipo Schur-Horn en factores II1.
Corolario 4.2.10. Sea A ⊆M una masa del factor II1 (M, τ) y sea EA la esperanza condicional
que preserva la traza sobre A. Entonces, si b ∈M es un operador autoadjunto tenemos que
EA(b) ≺ b.
Demostracio´n. Por el Teorema 4.2.8 se tiene que para cualquier funcio´n convexa f : I → R tal que
σ(b) ⊆ I vale que
f(EA(b)) ≺w EA(f(b)) ⇒ τ(f(EA(b))) ≤ τ(EA(f(b))) = τ(f(b)),
donde hemos usado el hecho de que EA preserva trazas. Entonces el corolario es una consecuencia
de este hecho y del Teorema 2.4.20.
En [11] se puede hallar otra prueba del Corolario 4.2.10.
Corolario 4.2.11. Sea A ⊆M una masa del factor II1 (M, τ) y sea EA la esperanza condicional
que preserva la traza sobre A. Entonces, si b ∈M es un operador autoadjunto tenemos
‖EA(b)‖1 ≤ ‖b‖1.
Demostracio´n. Notemos que por el Corolario 4.2.10 tenemos que EA(b) ≺ b. Si consideramos la
funcio´n convexa f(x) = |x|, entonces por el Teorema 2.4.20 deducimos que
‖EA(b)‖1 = τ(f(EA(b))) ≤ τ(EA(f(b))) = ‖b‖1.
Notemos que hemos probado que la esperanza condicional reduce la norma ‖ · ‖1 solo en el caso
de operadores autoadjuntos.
4.3. El caso finito dimensional
Tanto el preorden espectral como la mayorizacio´n tienen caracterizaciones bien conocidas en
el caso de dimensio´n finita. El objetivo de esta seccio´n es re-escribir las desigualdades de Jensen
previamente obtenidas en te´rminos de estas caracterizaciones de los preo´rdenes anteriores. A lo
largo de esta seccio´n identificamos el espacio L(Cn) con el espacio de matrices complejas Mn(C),
el espacio vectorial real Lsa(H) con el espacio vectorial realMn(C)h de matrices autoadjuntas y el
cono positivo L(H)+ con el cono positivo de matrices Mn(C)+. Dada una matriz autoadjunta A,
(λ1(A), . . . , λn(A)) denota los autovalores de A contados con multiplicidad y ordenados de forma
decreciente
Comencemos recordando las descripciones del preorden espectral y la (sub)mayorizacio´n en
Mn(C)h.
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Observacio´n 4.3.1. Sean A,B ∈Mn(C)h.
1. Usando el Teorema 3.1.15 es sencillo ver que las siguientes condiciones son equivalentes
a) A-B.
b) Existe una matriz unitaria U tal que (UAU∗)B = B(UAU∗) y UAU∗ ≤ B.
c) λi (A) ≤ λi (B) (1 ≤ i ≤ n).
2. Ca´lculos simples muestran que dada una matriz autoadjunta C, las funciones µC(t) consid-
eradas en la definicio´n de la submayorizacio´n tienen la siguiente forma
µC(t) =

λ1 (C) si 0 ≤ t < 1n
...
λn (C) si n−1n ≤ t < 1
Luego, se tiene que∫ α
0
µA(t) dt ≤
∫ α
0
µB(t) dt (∀α ∈ R+) ⇐⇒
k∑
i=1
λi (A) ≤
k∑
i=1
λi (B) (k = 1, . . . , n).
El la siguiente proposicio´n, hacemos un breve resumen de las diferentes versiones de la desigual-
dad de Jensen obtenidas en las secciones anteriores usando las descripciones de la Observacio´n
4.3.1
Proposicio´n 4.3.2. Sea A una C∗-a´lgebra unital y φ : A →Mn(C) una transformacio´n positiva
y unital. Supongamos que a ∈ Asa y que f : I → R es una funcio´n cuyo dominio es un intervalo
que contiene el espectro de a. Entonces
1. Si f es una funcio´n mono´tona convexa entonces, para cada i ∈ {1, . . . , n}
λi (f(φ(a))) ≤ λi (φ(f(a))) .
2. Si f es una funcio´n convexa
k∑
i=1
λi (f(φ(a))) ≤
k∑
i=1
λi (φ(f(a))) .
Ma´s au´n, si 0 ∈ I y f(0) ≤ 0 entonces las desigualdades de arriba siguen valiendo para transforma-
ciones contractivas (φ(I) ≤ I).
Ejemplo 4.3.3. Dadas dos matrices n× n, A = (aij) y B = (bij), denotamos por A ◦B = (aijbij)
su producto de Schur. Es un hecho conocido que la transformacio´n A 7→ A ◦ B es positiva para
cada matriz positiva B, y que si adema´s I ◦ B = I entonces esta transformacio´n tambie´n es
unital. Entonces, las desigualdades de arriba se aplican al caso de φ :Mn(C)→Mn(C) dada por
φ(A) = A ◦B donde B tiene las propiedades mencionadas antes. 
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Ejemplo 4.3.4. Consideremos la transformacio´n φ :Mm →Mn(C) dada por
φ(A) =
r∑
i=1
W ∗i AWi
donde W1, . . . ,Wr son matrices m× n tales que
r∑
i=1
W ∗i Wi = I.
Estas transformaciones son positivas y unitales como resultado de la condicio´n anterior. Como
antes, las conclusiones de la Proposicio´n 4.3.2 se aplican tambie´n a estas transformaciones. 
Ejemplo 4.3.5. Como una aplicacio´n final consideremos para cada α ∈ (0, 1) la transformacio´n
positiva y unital φα :M2n →Mn(C) dada por
φ
((
A B
C D
))
= αA+ (1− α)D.
Aplicando la Proposicio´n 4.3.2 a estas transformaciones y tomando matrices diagonales por bloques
obtenemos que para cada funcio´n mono´tona y convexa f
λi (f(αA+ (1− α)D)) ≤ λi (αf(A) + (1− α)f(D)) (i = 1, . . . , n)
y para funciones convexas arbitrarias f
r∑
i=1
λi (f(αA+ (1− α)D)) ≤
r∑
i=1
λi (αf(A) + (1− α)f(D)) (r = 1, . . . , n)
donde A y D son matrices autoadjuntas cuyo espectro esta´ contendido en el dominio de f . Estas
desigualdades han sido probadas por J. S. Aujla y F. C. Silva en [12]. 
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Cap´ıtulo 5
Teoremas de tipo Schur-Horn
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo En la seccio´n 5.1 desarrollamos una versio´n del teorema de Schur-
Horn para operadores autoadjuntos en L(H). Nuestra versio´n esta´ basada en una reduccio´n al caso
obtenido por A. Neumann mediante el uso del teorema de Weyl-von Neumann. Adema´s obtenemos
una versio´n especial del teorema de Schur-Horn para el caso de los operadores de tipo traza.
En la seccio´n 5.2 obtenemos una versio´n del teorema de Schur-Horn dentro del contexto de los
factores de tipo II1, similar a la conjeturada por Arveson y Kadison en [11]. A tal fin, en la seccio´n
5.2.1 consideramos algunas propiedades de las reordenadas de funciones en espacios de medida
incluidos en la recta real y algunos argumentos de aproximacio´n, para el caso de medidas difusas
de soporte compacto en la recta real. En la seccio´n 5.2.2 usamos los resultados anteriores y algunas
construcciones de los factores de tipo II1 para probar un teorema de tipo Schur-Horn.
Notaciones. Sea H un espacio de Hilbert separable, L(H) el a´lgebra de operadores lineales
acotados en H, L0(H) el ideal de operadores compactos, Gl (H) el grupo de operadores inversibles,
L(H)h el espacio real de operadores hermitianos, L(H)+ el cono de operadores semidefinidos pos-
itivos, U(H) el grupo de operadores unitarios, y Gl (H)+ el conjunto de operadores (definidos)
positivos inversibles. Denotamos por L1(H) el ideal de operadores traza en en L(H). Adema´s no-
tamos L1(H)h = L1(H) ∩ L(H)h y L1(H)+ = L1(H) ∩ L(H)+.
El espacio de Banach de las sucesiones complejas absolutamente sumables es `1(N) y `1R(N) (resp.
`1(N)+) es el subconjunto de sucesiones reales (resp. no negativas). Ana´logamente usamos las
notaciones `∞(N), `∞R (N) y `
∞(N)+ para sucesiones acotadas.
Dado un operador A ∈ L(H), R(A) denota al rango de A, kerA el nu´cleo de A, σ(A) el espectro
de A, A∗ el adjunto de A, ρ(A) el radio espectral de A, y ‖A‖ la norma espectral de A. Decimos
que A es una isometr´ıa (resp. co-isometr´ıa) si A∗A = I (resp. AA∗ = I).
Consideramos tambie´n el cociente A(H) = L(H)/L0(H), que es una C∗-a´lgebra unital, conocida
como el a´lgebra de Calkin. Dado T ∈ L(H), el espectro esencial de T , notado σe(T ), es el espectro
de la clase T +L0(H) en el a´lgebra A(H). La norma esencial ‖T‖e = ı´nf{‖T +K‖ : K ∈ L0(H)} de
T es la norma (cociente) de T + L0(H) en A(H). Notemos que σe(T ) es un subconjunto compacto
de σ(T ). Si S ∈ L(H)h definimos
α+(S) = ma´xσe(S) = ‖S‖e y α−(S) = mı´nσe(S) , (5.1)
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y si S =
∫
σ(S) t dE(t) es la representacio´n espectral de S con respecto a la medida espectral E,
consideramos los siguientes operadores compactos:
S+ =
∫
[α+(S), ‖S‖]
(t− α+(S))dE(t) , y
S− =
∫
[−‖S‖,α−(S)]
(t− α−(S))dE(t) . (5.2)
Notemos que S− ≤ 0 ≤ S+.
Dado un subconjunto M de un espacio de Banach (X , ‖ · ‖), su clausura es denotada por M
or cl‖·‖ (M), y su ca´psula convexa conv(M). Por otro lado, dado un subespacio cerrado S de
H, denotamos por PS la proyeccio´n ortogonal (i.e. autoadjunta) sobre S. Si B ∈ L(H) satisface
PSBPS = B, en algunos casos usaremos la compresio´n de B a S, (i.e. la restriccio´n de B a S como
un operador de S en S), y decimos que consideramos a B actuando en S.
Finalmente, cuando dimH = n < ∞, identificamos H con Cn, L(H) con Mn(C), y usamos las
siguientes notaciones:Mn(C)h para L(H)h,Mn(C)+ para L(H)+, U(n) para U(H), y Gl n(C) para
Gl (H).
5.1. Teoremas de tipo Schur-Horn en L(H)
En esta seccio´n presentamos una versio´n diferente del “teorema de Schur-Horn en dimensio´n
infinita” obtenido por A. Neumann en [56]. Nuestra formulacio´n evita algunas distinciones te´cnicas
entre el caso diagonalizable y no diagonalizable. Por otra parte, esta versio´n se aplica directamente
al problema de la admisibilidad para marcos en el caso de dimensio´n infinita.
Dada una sucesio´n a ∈ `∞R (N), Neumann [56] definio´:
Uk(a) = sup
|F |=k
∑
i∈F
ai y Lk(a) = sup
|F |=k
∑
i∈F
ai.
Estas nociones generalizan las sumas parciales que aparecen en la definicio´n de mayorizacio´n. En
la primera parte de esta seccio´n extendemos estas funciones al caso de operadores autoadjuntos
arbitrarios en un espacio de Hilbert H. Denotemos por Pk el conjunto de proyecciones ortogonales
sobre subespacios k-dimensionales de H.
Definicio´n 5.1.1. Dado S ∈ L(H)h, definimos para cualquier k ∈ N,
Uk(S) = sup
P∈Pk
tr(SP ) y Lk(S) = ı´nf
P∈Pk
tr(SP ) = −Uk(−S) .

Observacio´n 5.1.2. Es sencillo ver que Uk y Lk satisfacen las siguientes propiedades:
1. Para cada k ∈ N, la funcio´n Uk es convexa.
2. Para cada k ∈ N, las funciones Uk y Lk son unitariamente invariantes, i.e. Uk(S) = Uk(U∗SU),
para cada U ∈ U(H) y S ∈ L(H)h . 
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Sea M un conjunto, sea K un espacio de Hilbert con dimK = |M| y sea B = {en}n∈M una base
ortonormal de K. Consideramos las siguientes notaciones:
a) Para cualquier a = (an)n∈M ∈ `∞(M), denotemos por MB,a ∈ L(K) el operador diagonal
dado por MB,aen = anen, n ∈ M. Cuando sea claro del contexto que´ base se esta´ usando
abreviaremos MB,a = Ma.
b) Si a ∈ Cn, haciendo abuso de notacio´n, denotamos por Ma ∈Mn(C) la matriz diagonal (con
respecto a la base cano´nica de Cn) que tiene las entradas de a en su diagonal.
c) La compresio´n diagonal CB : L(K) → L(K) asociada a la base B, esta´ definida por CB(T ) =
MB,a, donde a = (〈Ten, en〉)n∈M. 
El siguiente resultado afirma que la Definicio´n 5.1.1 extiende las funciones definidas por Neumann
para operadores diagonalizables. En este caso identificamos (como espacios reales normados) el
a´lgebra diagonal con respecto a una base fija con `∞R (N).
Proposicio´n 5.1.3. Sea B = {en}n∈N una base ortonormal de un espacio de Hilbert H. Si a ∈
`∞R (N) entonces, para cada k ∈ N
Uk(MB,a) = Uk(a).
Para probar esta Proposicio´n necesitamos los siguientes resultados te´cnicos.
Lema 5.1.4. Sea S ∈ L0(H)+, y denotemos por λ1 ≥ λ2 ≥ · · · ≥ λn ≥ . . . los autovalores positivos
de S, con multiplicidad (si dimR(S) < ∞, completamos esta sucesio´n con ceros). Entonces, para
cada k ∈ N,
Uk(S) =
k∑
i=1
λi .
Ma´s au´n, si P ∈ Pk es la proyeccio´n sobre el subespacio generado por un conjunto ortonormal de
autovectores de λ1, . . . , λk , entonces Uk(S) = tr(SP ).
Demostracio´n. Fijemos k ∈ N. Basta mostrar que tr(SQ) ≤ tr(SP ) = ∑ki=1 λi para cada Q ∈ Pk.
Esto es una consecuencia del teorema de Schur (la diagonal esta´ mayorizada por los autovalores,
ver ejemplo 2.1.8), que tambie´n vale en contexto.
En [56], Neumann probo´ el siguiente resultado (Lema 2.17): si a ∈ `∞R (N),
a+i = ma´x{ai − l´ım sup a , 0} y a−i = mı´n{ai − l´ım inf a , 0} , i ∈ N , (5.3)
entonces, para cada k ∈ N,
Uk(a) = Uk(a+) + k l´ım sup a y Lk(a) = Lk(a−) + k l´ım inf a . (5.4)
El pro´ximo resultado extiende la ecuacio´n (5.4) al caso de un operador autoadjunto. Este hecho es
necesario para probar la Proposicio´n 5.1.3, pero tambie´n es una herramienta u´til para manejar a
las funciones Uk y Lk .
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Proposicio´n 5.1.5. Sea S ∈ L(H)h. Entonces, para cada k ∈ N,
1. Uk(S) = Uk(S+) + k α+(S)
2. Lk(S) = Lk(S−) + k α−(S)
donde α+(S), α−(S), S+, S− esta´n definidos en las ecuaciones (5.1) y (5.2). En particular,
l´ım
k→∞
Uk(S)
k
= α+(S) = ‖S‖e y l´ım
k→∞
Lk(S)
k
= α−(S) . (5.5)
Demostracio´n. Notemos α+ = α+(S)(= ‖S‖e), y definamos
P2 = P2(S) = E[ ‖S‖e, ‖S‖ ] = E[α+, ‖S‖ ] , (5.6)
donde E es la medida espectral de S. Recordemos que
S+ =
∫
[α+, ‖S‖]
(t− α+) dE(t) = (S − α+)P2 .
Entonces S − S+ = S(I − P2) + α+P2 ≤ α+I. As´ı, para cada k ∈ N y Q ∈ Pk,
tr(SQ) = tr(S+Q) + tr((S − S+)Q) ≤ Uk(S+) + kα+ , (5.7)
que implica que Uk(S) ≤ Uk(S+) + kα+ para cada k ∈ N.
Para probar la otra desigualdad, supongamos primero que trP2 = +∞. Sean λ1 ≥ λ2 ≥ · · · ≥
λn ≥ . . . los autovalores de S+, elegidos como en el Lema 5.1.4. Sea Qk ∈ Pk la proyeccio´n sobre
el subespacio generado por un conjunto ortonormal de autovectores de λ1, . . . , λk . Luego Qk ≤ P2
y, por el Lema 5.1.4,
tr(SQk) = tr(S+Qk) + tr((S − S+)Qk) =
k∑
i=1
λi + kα+ = Uk(S+) + kα+ .
Concluimos que Uk(S) = Uk(S+) + kα+. Si asumimos que trP2 = r < ∞ entonces, si k ≤ r,
el argumento anterior muestra que Uk(S) = Uk(S+) + kα+. Sea k > r y tomemos ε > 0; como
Pε = E[α+ − ε , α+ ) tiene rango infinito (de otra forma ‖S‖e ≤ α+ − ε), podemos tomar Q ≤ Pε
una proyeccio´n de rango k − r. Si Qk = Q+ P2, entonces
Uk(S) ≥ tr(SQk) = tr(SP2) + tr(SQ)
= tr(S+) + rα+ + tr(SPεQ)
≥ tr(S+) + rα+ + (k − r)(α+ − ε)
= Uk(S+) + kα+ − ε(k − r) .
Como ε es arbitrario, Uk(S) = Uk(S+) + kα+. La fo´rmula para Lk(S) se deduce de aplicar el ı´tem
1 a −S. Como S+ ∈ L0(H)+, entonces sus autovalores convergen a cero. Luego, por el Lema 5.1.4,
obtenemos que l´ım
k→∞
Uk(S+)
k
= 0 y de forma ana´loga para Lk(S−). De esta manera, la ecuacio´n
(5.5) resulta evidente.
Demostracio´n de la Proposicio´n 5.1.3. Se deduce usando en Lema 5.1.4, Proposicio´n 5.1.5, ecuacio´n
(5.4) y de las siguiente identidades: si S = MB,a, entonces
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1. α+(S) = l´ım sup a, y α−(S) = l´ım inf a .
2. S+ = MB,a+ y S− = MB,a− ,
donde a+ y a− esta´n definidas por la ecuacio´n (5.3). 
Para enunciar la versio´n infinito dimensional del teorema de Schur-Horn, introducimos las siguientes
nociones:
Definicio´n 5.1.6. Sea H un espacio de Hilbert, S ∈ L(H) y B una base ortonormal de H.
Entonces,
1. UH(S) = {U∗SU : U ∈ U(H)}.
2. C[UH(S)] =
{
c ∈ `∞(N) : MB, c ∈ CB(UH(S))
}
. 
Observacio´n 5.1.7. Dado S ∈ L(H), la definicio´n de C[UH(S)] no depende de la base ortonormal
B. De hecho, si B′ es otra base ortonormal de H, U ∈ U(H) manda B sobre B′, y c ∈ `∞(N)+
satisface MB, c = CB(T ) para algu´n T ∈ UH(S), entonces
MB′, c = UMB, cU∗ = UCB(T )U∗ = CB′(UTU∗) ∈ CB′(UH(S)) .
De esta forma
{
c ∈ `∞(N) : MB′, c ∈ CB′(UH(S))
}
= C[UH(S)]. 
Dado un operador diagonal Ma, Neumann mostro´ que, si a, c ∈ `∞R (N), los siguiente enunciados
son equivalentes (ver el Corolario 2.18 y el Teorema 3.13 de [56]):
1. c ∈ cl‖·‖∞ (C[UH(Ma)]).
2. Uk(a) ≥ Uk(c) y Lk(a) ≤ Lk(c), k ∈ N.
Nuestro objetivo es probar la generalizacio´n de esta equivalencia para operadores S ∈ L(H)h
(mediante una reduccio´n al caso diagonalizable).
Lema 5.1.8. Sea S, T ∈ L(H)h, entonces S ∈ cl‖·‖ (UH(T )) si y solo si
cl‖·‖ (UH(S)) = cl‖·‖ (UH(T )) .
En este caso Uk(S) = Uk(T ) y Lk(S) = Lk(T ) para cada k ∈ N.
Demostracio´n. Si {Vn}n∈N es una sucesio´n en U(H) tal que ‖VnTV ∗n − S‖ −−−→n→∞ 0, entonces
‖V ∗n SVn − T‖ = ‖Vn(S − VnTV ∗n )V ∗n ‖ = ‖VnTV ∗n − S‖ −−−→n→∞ 0 .
As´ı cl‖·‖ (UH(S)) = cl‖·‖ (UH(T )). Por la Observacio´n 5.1.2 tenemos que
Uk(VnTV ∗n ) = Uk(T ) y Lk(VnTV
∗
n ) = Lk(T ), k ∈ N.
Supongamos que S ∈ cl‖·‖ (UH(T )), con lo cual existe una sucesio´n (Vn)n∈N ⊆ UH tal que VnTV ∗n −−−→n→∞
S, fijemos k ∈ N y tomemos P ∈ Pk. Entonces
trSP = l´ım
n→∞ trVnTV
∗
nP ≤ l´ımn→∞Uk(VnTV
∗
n ) = Uk(T ).
De esta forma Uk(S) ≤ Uk(T ). Ana´logamente Lk(S) ≥ Lk(T ). Las desigualdades reversas se de-
ducen del hecho de que V ∗n SVn −−−→n→∞ T .
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Teorema 5.1.9. Sea S ∈ L(H)h y c ∈ `∞R (N). Luego, las siguientes condiciones son equivalentes:
1. c ∈ cl‖·‖∞ (C[UH(S)]).
2. Uk(S) ≥ Uk(c) y Lk(S) ≤ Lk(c) para cada k ∈ N.
En este caso,
ma´xσe(S) ≥ l´ım sup c y mı´nσe(S) ≤ l´ım inf c. (5.8)
Demostracio´n. Como hemos mencionado, el caso diagonalizable fue probado por Neumann. Si S
no es diagonalizable, por el Teorema 2.1.18, existe un operador diagonalizable D ∈ cl‖·‖ (UH(S)).
Por el Lema 5.1.8,
Uk(D) = Uk(S), Lk(D) = Lk(S) para cada k ∈ N,
y cl‖·‖ (UH(D)) = cl‖·‖ (UH(S)). Esto implica que
cl‖·‖∞ (C[UH(D)]) = cl‖·‖∞ (C[UH(S)]) ,
pues la funcio´n T 7→ CB(T ) es continua, para cada base ortonormal B. As´ı, el caso general se reduce
al caso diagonalizable. La ecuacio´n (5.8) se sigue del hecho de que
l´ım sup c = l´ım
k→∞
Uk(c)
k
y l´ım inf c = l´ım
k→∞
Lk(c)
k
, (5.9)
y la ecuacio´n (5.5).
Un resultado similar vale para operadores autoadjuntos en L1(H). Para enunciarlo consideramos
las siguientes nociones: sea Π el conjunto de todas las funciones biyectivas en N y, para cada k ∈ N,
denotemos por Πk ⊆ Π el conjunto de permutaciones σ tales que σ(n) = n para cada n > k. Dado
a ∈ `∞(N) y σ ∈ Π, notamos:
1. aσ = (aσ(1), aσ(2), ....).
2. Π · a = {a σ, σ ∈ Π}, la o´rbita de a, bajo la accio´n de Π.
3. conv(Π · a), la ca´psula convexa de la o´rbita de a. 
5.1.10. Si b,a son sucesiones en `1R(N), Neumann [56] (ver tambie´n la seccio´n 2.1.12 de los Pre-
liminares) probo´ que los siguientes enunciados son equivalentes:
1. b ∈ cl‖·‖1 (conv(Π · a))
2. a) Uk(a) ≥ Uk(b) y Lk(a) ≤ Lk(b) para todo k ∈ N.
b)
∑∞
k=1 bk =
∑∞
k=1 ak . 
Vamos a extender este resultado en el siguiente teorema de tipo Schur-Horn de mayorizacio´n
en el sentido `1.
Teorema 5.1.11. Sea S ∈ L1(H)h, y b ∈ `1R(N). Entonces, los siguiente son equivalentes
1. b ∈ cl‖·‖1 (C[UH(S)]).
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2. Uk(S) ≥ Uk(b), Lk(S) ≤ Lk(b) para cada k ∈ N, y
∞∑
k=1
bk = trS.
Demostracio´n. 1→ 2. Evidentemente cl‖·‖1 (C[UH(S)]) ⊆ cl‖·‖∞ (C[UH(S)]). Luego, por la Proposi-
cio´n 5.1.9,
Uk(S) ≥ Uk(b) y Lk(S) ≤ Lk(b) para cada k ∈ N.
La igualdad
∑∞
k=1 bk = trS vale siempre que b ∈ C[UH(S)]. El caso general se sigue de la `1(N) -
continuidad de la funcio´n b 7→∑∞k=1 bk .
2→ 1. Sea a ∈ `1R(N) y B = {ek}k∈N una base ortonormal de H tal que S = MB,a. Por 5.1.10 y la
Proposicio´n 5.1.3, basta mostrar que
cl‖·‖1 (conv(Π · a)) ⊆ cl‖·‖1 (C[UH(S)]) .
Notemos que cl‖·‖1 (conv(Π · a)) = cl‖·‖1 (conv(Π0 · a)), donde Π0 =
⋃
k∈N Πk. De hecho, basta ver
que Π · a ⊆ cl‖·‖1 (conv(Π0 · a)). Dado σ ∈ Π, aσ ∈ Π · a, y ε > 0, consideremos N ∈ N tal que∑
k>N |ak| < ε2 y N0 ∈ N tal que σ−1(IN ) ⊆ IN0 . Definimos σ0 ∈ ΠN0 de forma que σ(k) = σ0(k)
para cada k ∈ IN0 tal que σ(k) ∈ IN . Entonces tenemos
‖aσ − aσ0‖1 =
∑
σ(k)/∈ IN
|aσ(k) − aσ0(k)|
≤
∑
σ(k)/∈ IN
|aσ(k)|+
∑
σ0(k)/∈ IN
|aσ0(k)| < ε .
Si consideramos b ∈ conv(Π0 · a) entonces, existe n ∈ N tal que b ∈ conv(Πn · a). Esto significa
que las primeras n entradas de b son una combinacio´n convexa de permutaciones de las primeras
n entradas de a, y bk = ak para todo k > n . De aqu´ı que (b1, . . . , bn) ≺ (a1, . . . , an). Denotamos
por Bn = {ek : k ≤ n} y Hn = span {Bn}. Entonces, por el teorema de Schur-Horn 2.1.9 para
mayorizacio´n de vectores, existe un unitario U0 ∈ L(Hn) tal que
MB,b|Hn = CBn(U∗0MB,a|HnU0) .
Si tomamos
U =
(
U0 0
0 I
) Hn
H⊥n ∈ U(H),
obtenemos que MB,b = CB(U∗MB,aU), y b ∈ C[UH(S)]. As´ı,
cl‖·‖1 (conv(Π · a)) = cl‖·‖1 (conv(Π0 · a)) ⊆ cl‖·‖1 (C[UH(S)]) ,
que completa la prueba.
Observacio´n 5.1.12. Comparando 5.1.10 con el Teorema 5.1.11 vemos que, si S = MB,a para
alguna a ∈ `1R(N) y alguna base ortonormal B de H, entonces
cl‖·‖1 (conv(Π · a)) = cl‖·‖1 (C[UH(S)]) .
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En particular, cl‖·‖1 (C[UH(S)]) es un conjunto convexo.
Por otro lado, como las funciones Uk son convexas y las funciones Lk son co´ncavas, k ∈ N, del
Teorema 5.1.9 podemos concluir que el conjunto cl‖·‖∞ (C[UH(S)]) es convexo, para cada S ∈ L(H)h.
En realidad, este hecho es conocido y puede ser deducido de los resultados de Neumann (ver los
Teoremas 2.1.16 y 2.1.17 de los Preliminares).
5.2. Un teorema de tipo Schur-Horn para factores II1
Vamos a reescribir el teorema de Schur-Horn para mayorizacio´n de vectores en te´rminos rela-
cionados con el factor finito de tipo In Mn(C). Sea B = {ei}ni=1 una base ortonormal de Cn y
denotemos por DB el a´lgebra diagonal con respecto a esta base, es decir las matrices D ∈ Mn(C)
tales que Dei = λi ei para ciertos λi ∈ C con 1 ≤ i ≤ n. Esta a´lgebra tiene la siguiente propiedad:
si A ∈ Mn(C) es tal que conmuta con el a´lgebra D es decir AD = DA para toda D ∈ D entonces
A ∈ D. Esta propiedad implica que no existe un a´lgebra abeliana D′ que contiene de forma estricta
a D. De esta forma, D es un suba´lgebra abeliana maximal (que abreviamos masa) del factor Mn(C).
Rec´ıprocamente, si D ⊆Mn(C) es una masa entonces existe una base ortonormal {ei}ni=1 de forma
que D es el a´lgebra diagonal con respecto a esta base. Dada una masa D que es el a´lgebra diagonal
con respecto a la base ortonormal {ei}ni=1 recordemos (ver notaciones antes de la Proposicio´n 5.1.3)
que la compresio´n a D, CB : Mn(C)→ D esta´ dada por
CB(A) = MB,a
donde a = (〈Aei, ei〉)ni=1. Esta transformacio´n resulta una proyeccio´n positiva, unital y preserva
la traza de Mn(C) en el sentido tr(A) = tr(CB(A)) y es la u´nica transformacio´n lineal con estas
propiedades.
Si x, y ∈ Rn son tales que x ≺ y entonces el teorema de Schur-Horn (ver 2.1.9) es equivalente
a la existencia de una matriz unitaria U ∈Mn(C) tal que
CB(U∗MyU) = MB,x.
Esta u´ltima versio´n puede leerse de la siguiente manera: si D ∈ D es una matriz autoadjunta (y
diagonal con respecto a la base cB) y A ∈ Mn(C) es una matriz autoadjunta tal que D ≺ A
entonces existe una matriz unitaria tal que
CB(U∗AU) = D
con lo cual se tiene
CB(U(n)(A)) = {D ∈ D : D ≺ A}
donde U(n)(A) = {U∗AU, U ∈ U(n)} es la o´rbita unitaria de A, siendo U(n) el grupo compacto de
unitarios de Mn(C). Ma´s au´n, siguiendo ideas similares, el Teorema de tipo schur-Horn 5.1.9 puede
re-escribirse como la igualdad
cl‖·‖∞
(CB(UL(H)(S))) = {D ∈ DB : D ≺ S}
donde DB denota el a´lgebra diagonal con respecto a la base ortonormal {ei}i∈N es decir
DB = {MB,a : a ∈ `∞(N)}
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y CB denota la (u´nica) proyeccio´n positiva, unital y que preserva la traza sobre DB. Ma´s au´n, el
Teorema 5.1.11 (Schur-Horn de tipo `1) puede re-escribirse como la igualdad
cl‖·‖1
(CB(UL(H)(S))) = {D ∈ L1(DB) : D ≺ S}
donde
L1(DB) = {MB,a : a ∈ `1(N)}.
En el caso del teorema de Schur-Horn en su versio´n para operadorse en L(H), fijando una
base ortonormal B = {ek}k∈N de H entonces la compresio´n a la diagonal determinada por B,
es decir CB(A) = MB,a donde MB,a es el operador diagonal con respecto a la base B dado por
MB,aen = 〈Aen, en〉, es una esperanza condicional sobre el “a´lgebra diagonal determinada por
B”que conmuta con la traza usual de L(H) es decir tr(A) = tr(CB(A)). Esta a´lgebra diagonal tiene
la siguiente propiedad: si A ∈ L(H) es tal que AD = DA para todo D en el a´lgebra diagonal
determinada por B entonces A es un operador diagonal con respecto a la base B. Esto implica que
no hay a´lgebras abelianas en L(H) que contengan estrictamente al a´lgebra diagonal determinada
por B. De aqu´ı que esta a´lgebra diagonal es una suba´lgebra abeliana maximal de L(H) o ma´s
brevemente una masa de L(H).
En el caso de factores de tipo II1 se conoce la existencia de masas en ellos con distintas
propiedades: en particular, dada una masa A ⊆ M de un factor II1 (M, τ) entonces existe una
u´nica esperanza condicional EA que conmuta con la traza en el sentido anterior (que es un ejemplo
especial de transformacio´n doble estoca´stica en (M, τ)). Una cuestio´n natural es la de caracterizar
el conjunto de posibles diagonales con respecto a esta a´lgebra de un operador autoadjunto b es
decir el conjunto
EA(UM(b)).
En el trabajo [11] Arveson y Kadison han conjeturado que vale la igualdad
EA(cl‖·‖∞ (UM(b))) = {a ∈ A : a ≺ b}.
En lo que sigue desarrollamos las herramientas necesarias para probar la caracterizacio´n
cl‖·‖1 (EA(UM(b))) = {a ∈ A : a ≺ b}.
En tanto caracterizacio´n del conjunto {a ∈ A : a ≺ b} es ma´s de´bil que la conjeturada por Arveson
y Kadison en el sentido de que a priori
EA(cl‖·‖∞ (UM(b))) ⊆ cl‖·‖1 (EA(UM(b))) .
Sin embargo notemos que en el contexto de los factores de tipo II1 todos los operadores son de
tipo traza (pues aqu´ı la traza es finita en todo operador acotado). De esta forma, nuestro resultado
esta´ ma´s en el esp´ıritu del teorema de Schur-Horn de tipo `1 descrito anteriormente.
5.2.1. Reordenamientos y aproximaciones de funciones
En lo que sigue ν denotara´ una medida de probabilidad regular, difusa y de Borel soportada en
el conjunto compacto sop (ν) ⊆ [α, β] y h : [α, β]→ R≥0 denotara´ una funcio´n creciente y continua
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a izquierda. Ma´s au´n, µh(·) son los valores singulares de h con respecto a la medida ν (i.e. como
elemento del a´lgebra de von Neumann L∞(ν)).
Reordenamientos
Dada una funcio´n f : X → C definida en un espacio de medida (X, ν) definimos su funcio´n de
distribucio´n df : (0,∞)→ [0,∞] por
df (t) = ν({x ∈ X : |f(x)| > t}.
A partir de la funcio´n de distribucio´n de f definimos las reordenada de f (ver [31]), denotada
f∗ : [0, ν(X)]→ [0,∞) dada por
f∗(s) = ı´nf{t : df (t) ≤ t}.
La reordenada de una funcio´n es una funcio´n decreciente y continua a derecha que tiene la misma
distribucio´n que la funcio´n original. Esta nocio´n juega un papel importante en el estudio de aquellas
nociones que solo dependen de la funcio´n de distribucio´n; por ejemplo, si φ : [0,∞) → [0,∞) es
una funcio´n creciente y diferenciable y tal que φ(0) = 0 entonces∫
X
φ(|f(x)|) dν(x) =
∫ ∞
0
φ′(t) df (t) dt
lo cual muestra que la integral de la izquierda solo depende de la funcio´n de distribucio´n de f . En
particular, si consideramos φ(t) = tp (p ≥ 1) entonces vemos que la norma ‖ · ‖p de una funcio´n
so´lo depende de la funcio´n de distribucio´n.
Consideremos un operador positivo a ∈ M+ donde (M, τ) es un factor de tipo II1. En este
caso, definimos νa como la medida escalar asociada al operador positivo a y la traza de forma
que νa(∆) = τ(P a(∆)) para ∆ ⊆ R un conjunto medible Borel. En este caso νa esta´ soportada
en el compacto σ(a). Ma´s au´n se tiene el *-isomorfismo (ver seccio´n 2.4.1, Ejemplo 2.4.2 ı´tem b))
C∗(a) ≈ C(σ(a))b de forma que a se identifica con la funcio´n identidad f(x) = x en σ(a). Bajo
esta representacio´n espectral de a (bajo la identificacio´n anterior), si consideramos la medida νa
en σ(a) entonces la reordenada de la funcio´n identidad f coincide con la funcio´n que determina los
valores singulares de a. En efecto, basta notar que
df (t) = νa({x ∈ σ(a) : x > t}) = τ(P a(t,∞))
de forma que
f∗(s) = ı´nf{t ≥ 0 : τ(P a(t,∞)) ≤ t} = µa(s)
por la caracterizacio´n (2.27). Ma´s au´n, siguiendo un argumento similar al anterior se prueba que,
si g es una funcio´n positiva definida en σ(a) entonces la reordenada de la funcio´n g en el espacio
de medida (σ(a), νa) coincide con los valores singulares del operador g(a). De esta forma, en lo que
sigue denotamos a la reordenada de una funcio´n g (en las condiciones anteriores) en un espacio de
medida (I, ν) por µg, pues e´sta coincide con los valores singulares del operador g ∈ L∞(I, ν).
Lema 5.2.1. Sean h : [α, β]→ R≥0 y ν como antes y sea [γ, δ] ⊆ [α, β], h˜ = h · 1[γ,δ]. Entonces, si
definimos r = ν([δ, β]) tenemos que
µh˜(t) =

µh(t+ r) si t ∈ [0, ν([γ, δ]))
0 si t ∈ [ν([γ, δ]), 1].
(5.10)
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Demostracio´n. Para t ∈ [0, 1], definimos
k(t) = ı´nf{s ∈ [α, β] : ν([α, s]) ≥ 1− t}.
Es evidente que k es decreciente y continua. Afirmamos que µh(t) = h(k(t)). En efecto, por con-
tinuidad tenemos que ν([α, k(t)]) ≥ 1 − t con lo cual µh(t) ≤ h(k(t)). Si µh(t) < h(k(t)) entonces
existe X ∈ [α, β] con ν(X) ≥ 1− t y supX h < h(k(t)). Entonces, del hecho de que h es creciente,
existe δ tal que X ⊂ [α, k(t) − δ]. Pero entonces k(t) − δ ser´ıa una cota inferior para el conjunto
ı´nf{s ∈ [α, β] : ν([α, s]) ≥ 1− t}, que es una contradiccio´n.
Denotemos por Y = [γ, δ] y consideremos
µh˜(t) = ı´nf{ ‖h˜ 1X‖ : ν(X) ≥ 1− t}.
Si t ≥ ν(Y ), entonces ν([α, β] \ Y ) ≥ 1 − t. Si definimos X = [α, β] \ Y , entonces ν(X) ≥ 1 − t y
h˜ 1X = 0. As´ı, en este caso, µh˜(t) = 0.
Asumamos entonces que t < ν(Y ), con lo que 1− t > ν([α, β] \ Y ). Sea
X = ([α, β] \ Y ) ∪ [γ, k′(t)],
donde elegimos
k′(t) = ı´nf{s ∈ [γ, δ] : ν([γ, s]) ≥ ν(Y )− t}.
Con este conjunto X, ‖h˜ 1X‖ = h(k′(t)). Para cualquier otra eleccio´n X ′ (salvo diferencia de
medida 0) con ν(X ′) ≥ 1 − t habra´ una interseccio´n de medida positiva con (k′(t), β], y entonces
‖h˜ 1X′‖ > k′(t). Luego µh˜(t) = h(k′(t)).
Si sumamos ν([α, γ)) a ambos lados de la desigualdad que define k′(t), vemos que la desigualdad
se transforma en ν([α, k′(t)]) ≥ ν([α, δ]) − t = 1 − (t + ν([δ, β])). Esto muestra que k′(t) = k(t +
ν([δ, β]).
Observacio´n 5.2.2. En lo anterior el hecho de que la medida ν sea difusa as´ı como la continuidad
a izquierda de h no son esenciales. En el caso de que ν tenga a´tomos entonces k(t) resulta continua
a derecha y los ca´lculos se realizan de la misma forma.
Recordemos que para dada operador positivo a ∈ M+ de un a´lgebra de von Neumann finita
(M, τ) (con τ(1) = 1) entonces
τ(a) =
∫ 1
0
µa(t) dt.
En particular, usando el Lema 5.2.1 tenemos∫ δ
γ
h(t) dν(t) =
∫ 1
0
h(t) · χ[γ,δ](t) dν(t) =
∫ 1
0
µh˜(t) dt
=
∫ ν([γ,δ])
0
µh(t+ r) dt
Si hacemos el cambio de variable u = t+ r (du = dt) entonces tenemos∫ δ
γ
h(t) dν(t) =
∫ r+ν([γ,δ])
r
µh(t) dt
donde r = ν([δ, β]) con lo que r + ν([γ, δ]) = ν([γ, β]). De esta forma hemos probado la siguiente
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Lema 5.2.3. Sea P = {x1 < . . . < x2n+1} ⊆ [α, β] y sea {Ii}2ni=1 la particio´n de [α, β] inducida por
P , con ν(Ii) = 12n para 1 ≤ i ≤ 2n. Entonces∫
Ii
h(t) dν(t) =
∫ 2n−i+1
2n
2n−i
2n
µh(t) dt para 1 ≤ i ≤ 2n. (5.11)
Teorema 5.2.4. Sea ν una medida de probabilidad de soporte compacto I = [α, β] y difusa,
P = {x1 < . . . < x2n+1} ⊆ [α, β] y sea {Ii}2ni=1 la particio´n de [α, β] inducida por P , con ν(Ii) = 12n
para 1 ≤ i ≤ 2n. Sean g, h : [α, β] → R≥0 funciones crecientes y continuas a izquierda tales que
h ≺ g. Sea h = h(n) ∈ R2n (resp. g = g(n) ∈ R2n) dado por
hi = 2n
∫
Ii
h(t) dν(t), 1 ≤ i ≤ 2n
entonces h = h↑ (resp. g = g↑) y h ≺ g.
Demostracio´n. Notemos que si 1 ≤ i < j ≤ 2n entonces, por la ecuacio´n (5.11), tenemos
hi
2n
=
∫ 2n−i+1
2n
2n−i
2n
µh(t) dt ≤
∫ 2n−i+1
2n
2n−i
2n
µh(t+
(i− j)
2n
) dt =
∫ 2n−j+1
2n
2n−j
2n
µh(u) du =
hj
2n
donde hemos usado que µh(t) ≤ µh(t+ (i−j)2n ), el cambio de variable u = t+ (i−j)2n y el hecho de que
la medida de Lebesgue es invariante por traslaciones. Entonces h = h↑.
Nuevamente, por la ecuacio´n (5.11) entonces vemos que∑k
i=1 hi
2n
=
∫ 1
n−k
n
µh(t) dt ≥
∫ 1
n−k
n
µg(t) dt =
∑k
i=1 gi
2n
, 1 ≤ i ≤ 2n − 1
por hipo´tesis, pues h ≺ g (la desigualdad se invierte pues estamos considerando las sumas corre-
spondientes a los valores singulares ma´s pequen˜os). Finalmente∑2n
i=1 hi
2n
=
∫ β
α
h(t) dν(t) =
∫ β
α
g(t) dν(t) =
∑2n
i=1 gi
2n
Aproximaciones por funciones simples
Vamos a considerar algunos resultados de aproximacio´n de funciones por funciones escalonadas o
simples. Incidentalmente, obtenemos una descomposicio´n de tipo Caldero´n-Zygmund para funciones
positivas e integrables en un espacio de medida ([α, β], ν), donde ν es de probabilidad, regular,
difusa y de soporte incluido en [α, β]. Comenzamos recordando algunos resultados de aproximacio´n
es espacios de medida abstractos.
Sean (X,µ) y (Y, ν) espacios de medida y sea T un operador de Lp(X,µ) en el espacio de
funciones medibles de Y en C. Decimos que T es de´bil (p, q) (q < ∞) si existe una constante
C <∞ tal que, para λ > 0 entonces
ν({y ∈ Y : |T (f)(y)| > λ}) ≤
(
C‖f‖p
λ
)q
.
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Si {Tt}t∈R es una familia de operadores lineales en Lp(X,µ) entonces el operador maximal asociado
a esta familia esta´ definido por
T ∗(f)(x) = sup
t∈R
|Tt(f)(x)|.
Una prueba del siguiente teorema puede hallarse en [31].
Teorema 5.2.5. Sea {Tt}t ∈ R una familia de operadores lineales en Lp(X,µ) tales que el operador
maximal es de´bil (p, q) entonces el conjunto
{f ∈ Lp(X,µ) : l´ım
t→t0
Tt(f)(x) = f(x), ν − a.e.}
es cerrado en Lp(X,µ).
En el caso de una medida de probabilidad regular ν con sop (ν) ⊆ [α, β] y tal que no tiene
a´tomos, definimos inductivamente una sucesio´n de particiones de [α, β] como sigue: para n = 0
consideramos P0 = {α, β} y para n ∈ N sea Pn ⊆ Pn+1 = {xi}2n+1i=0 tal que, si {I(n+1)i }2
n+1
i=1 es la
particio´n de [α, β] en subintervalos inducida por Pn+1 entonces
ν(I(n+1)i ) = 1/2
n+1 para 1 ≤ i ≤ 2n+1.
Notemos que siempre podemos encontrar una tal particio´n, pues la funcio´n de acumulacio´n g(t) =
ν([α, t)) es continua; pero no es necesariamente u´nica (esto se debe al hecho de que la funcio´n de
acumulacio´n puede no ser estrictamente creciente) Decimos que {I(n)i }2
n
i=1, n ∈ N es una particio´n
ν-dia´dica de [α, β].
Observacio´n 5.2.6. Sea ν una medida difusa de soporte compacto en Rn. Entonces, puede no
haber una particio´n del soporte en cubos como en el caso de una medida soportada en la recta:
esto se debe al hecho de que la funcio´n de acumulacio´n
g(x1, . . . , xn) = ν({(a1, . . . , an) ∈ Rn : ai ≤ xi, 1 ≤ i ≤ n})
puede no ser ni siquiera separadamente continua en general.
Definicio´n 5.2.7. Sea {I(n)i }2
n
i=1, n ∈ N una particio´n ν-dia´dica de [α, β]. Para cada n ∈ N y cada
f ∈ L1(ν) definimos la familia de aproximaciones discretas
En(f)(x) =
2n∑
i=1
(
2n
∫
I
(n)
i
f dν
)
χ
I
(n)
i
(x). (5.12)
Observacio´n 5.2.8. Sean En las aproximaciones discretas inducidas por particio´n ν-dia´dica {I(n)i }2
n
i=1,
n ∈ N de [α, β]. Entonces, para cada n ∈ N, En es un operador lineal que reduce las normas ‖ · ‖1
y ‖ · ‖∞.
Teorema 5.2.9. Sea {I(n)i }2
n
i=1, n ∈ N una particio´n ν-dia´dica de [α, β] y sea En, n ∈ N la familia
asociada de aproximaciones discretas. Entonces
i) El operador maximal E∗ es de´bil (1, 1).
ii) Si f ∈ L1(ν) entonces, l´ımn→∞En(f)(x) = f(x) ν−a.e.
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iii) Si g ∈ L∞(ν) entonces l´ımn→∞ ‖g − En(g)‖1 = 0.
Demostracio´n. i) Consideramos una funcio´n no negativa f ; el caso general se deduce de este. Sea
n ∈ N, λ > 0, y sea
Ωn = {x ∈ [α, β] : En(f)(x) > λ y Ek(f)(x) ≤ λ si k < n}.
Entonces es claro que Ωn es una unio´n de intervalos de {I(n)i }2
n
i=1, Ωn ∩ Ωm = ∅ si n 6= m y
{x ∈ [α, β] : E∗(f)(x) > λ} = ∪n∈NΩn.
Entonces tenemos
ν({x ∈ [α, β] : E∗(f)(x) > λ}) =
∑
n∈N
ν(Ωn)
≤
∑
n∈N
1
λ
∫
Ωn
En(f) dν
≤ 1
λ
‖f‖1.
ii) Observemos que de la regularidad de la medida ν se deduce que la clase de funciones continuas
en [α, β] es densa en L1([α, β], ν). Entonces, por la primera parte del teorema y por el Teorema 5.2.5
vemos que para probar l´ımn→∞En(g)(x) = g(x) ν−a.e. para toda g ∈ L1([α, β], ν) basta probarlo
para g continua.
Para cada x ∈ [α, β] y n ∈ N sea In(x) el u´nico subintervalo en {I(n)i }2
n
i=1 tal que x ∈ In(x) y sea
an(x) la longitud de In(x). Entonces, an(x) ≥ an+1(x) de forma que existe l(x) := l´ımn→∞ an(x).
Si g es una funcio´n continua en [α, β], afirmamos que
l´ım
n→∞En(g)(x) = g(x) siempre que l(x) = 0.
De hecho, sea x ∈ [α, β] tal que l(x) = 0 y sea ε > 0. Entonces, por continuidad uniforme existe
δ > 0 tal que |g(x)− g(y)| ≤ ε siempre que |x− y| ≤ δ. Sea n ∈ N tal que an(x) ≤ δ y notemos que
|En(g)(x)− g(x)| = |2n
∫
In(x)
g(t) dν(t)− g(x)|
≤ 2n
∫
In(x)
|g(t)− g(x)| dν(t) ≤ ε
pues |t − x| ≤ δ para cada t ∈ In(x), que demuestra nuestra afirmacio´n. De lo anterior, basta
mostrar que
ν({x : l(x) > 0}) = 0. (5.13)
A tal fin, sea ε > 0 y sea n ∈ N tal que (β − α)/2n ≤ ε. Entonces,
{x : l(x) > ε} ⊆ {x : a2n(x) > (β − α)2n } =
⋃
i∈K
I
(2n)
i ⊆ [α, β] (5.14)
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pues a2n(x) ≥ l(x), donde K ⊆ {1, . . . , 22n}. Sea xi ∈ I(2n)i para cada i ∈ K y notemos que
(β − α) ≥
∑
i∈K
a2n(xi) ≥
∑
i∈K
(β − α)
2n
= |K| (β − α)
2n
donde |K| denota el cardinal del conjunto K. Este u´ltimo hecho implica que |K| ≤ 2n y en este
caso tenemos que
ν({x : a2n(x) > (β − α)2n }) =
∑
i∈K
ν(I(2n)i ) =
|K|
22n
≤ 1
2n
(5.15)
De las fo´rmulas (5.14) y (5.15) vemos que ν({x : l(x) > ε}) = 0 y como ε > 0 es arbitrario,
deducimos que se verifica la ecuacio´n (5.13).
iii). Notemos que por la Observacio´n 5.2.8 se tiene que ‖En(g)‖∞ ≤ ‖g‖∞ y por el ı´tem
anterior l´ımn→∞En(g)(x) = g(x) ν-a.e. Como ν es una medida finita, entonces el corolario es una
consecuencia del teorema de la convergencia dominada de Lebesgue.
La siguiente consecuencia del Teorema 5.2.9 es una descomposicio´n de tipo Caldero´n-Zygmund
para una funcio´n no negativa e integrable f .
Corolario 5.2.10. Sea f ∈ L1(ν) una funcio´n no negativa. Entonces, para cada λ > 0 existe una
sucesio´n ν-dia´dica de conjuntos {Ij}j∈J tal que
1. f(x) ≤ λν-a.e. para x /∈ ⋃j∈J Ij .
2. ν(
⋃
j∈J Ij) ≤ ‖f‖1λ .
3. λ < 1ν(Ij)
∫
Ij
f dν ≤ 2λ.
5.2.2. Un teorema de tipo Schur-Horn en factores II1
Corolario 5.2.11. Sea b ∈M+ y sea c ∈ UM(b). Entonces Ea(c) ≺ b, con lo que tenemos
EA(UM(b)) ‖·‖1 ⊆ {a ∈ A : a ≺ b} := ΩA(b).
Demostracio´n. Por el Corolario 4.2.10 tenemos EA(b) ≺ b. Si c ∈ UM(b) entonces µc = µb con lo
que deducimos que EA(c) ≺ b. Finalmente, el corolario se deduce de la dependencia continua de
los valores singulares con respecto a la norma ‖ · ‖1 (ver la desigualdad (2.26)).
Teorema 5.2.12. Sea b ∈ M+ y a ∈ A tal que a ≺ b. Entonces a ∈ EA(UM(b)) ‖·‖1 , con lo cual
tenemos
EA(UM(b)) ‖·‖1 = ΩA(b).
Demostracio´n. Sea a′ ∈ A como en el Teorema 3.1.6, sea σ(a′) ⊆ [α, β] y sea ν(∆) = τ(P a′(∆))
la medida escalar asociada a a′ i.e, ν(∆) = τ(P a′(∆)) para ∆ ⊆ R medible Borel. Sea g := hb la
funcio´n creciente continua a izquierda como en el ı´tem 2 en el Teorema 3.1.6, b˜ = g(a′) y notemos
que
b ∈ UM(b˜)
‖·‖
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pues µb = µb˜. Como EA es continua en norma y la convergencia en norma implica ‖·‖1-convergencia
entonces
EA(UM(b)) ‖·‖1 = EA(UM(b˜))
‖·‖1
De esta forma podemos asumir que b = g(a′) ∈ A. Sea {Ii}ni=1 una particio´n de [α, β] dada por
intervalos tales que ν(Ii) = 1n (esto se puede hacer en este caso, pues ν es una medida difusa de
forma que la funcio´n m(t) = ν([α, t]) es continua). Sea h := ha tal que h(a′) = a y notemos que
h ≺ g en L∞(ν).
Sea  > 0 y notemos que, por el Teorema 5.2.9 existe n ∈ N tal que
‖b−
n∑
i=1
gi pi‖1 ≤ , ‖a−
n∑
i=1
hi pi‖1 ≤  (5.16)
donde los vectores h, g ∈ Rn esta´n dados por
hi = n
∫
Ii
h(t) dν(t), gi = n
∫
Ii
g(t) dν(t), para 1 ≤ i ≤ n.
Entonces, como en el Teorema 5.2.4 h = h↑, g = g↑ y h ≺ g. Por el teorema de Schur-Horn para
vectores, existe una matriz unitaria U ∈ Rn×n tal que C(UMgU∗) = h donde C es la compresio´n a
la diagonal y Mg es la matriz diagonal, ambas con respecto a la base cano´nica de Rn. Del hecho de
que τ(pi) = 1n se sigue que, para 1 ≤ j < i ≤ n existe una isometr´ıa parcial vij tal que
vijv
∗
ij = pi y v
∗
ijvij = pj .
Entonces, si 1 ≤ j < i ≤ n sea vji = v∗ij ; de esta forma tenemos un sistema de matrices reales es
decir, una base del espacio vectorial Rn×n visto dentro del factor (M, τ). Sea
u =
n∑
i,j=1
Uij vij .
Es inmediato verificar que u ∈ UM es un operador unitario del factor M. Ma´s au´n
pi(u(
n∑
j=1
gj pj)u∗)pi = (pi
n∑
l,k=1
Ulk vlk)((
n∑
j=1
gj pj)u∗)pi =
(
n∑
k=1
Uik vik)(
n∑
j=1
gj pj)(
n∑
l=1
Uil vli) =
n∑
j=1
gj
n∑
k,l
UikUil vik pj vli
= (
n∑
j=1
|Uij |2 gj) pi = hi pi
De lo anterior se deduce que
EA(u(
n∑
j=1
gj pj)u∗) = EA(u(
n∑
j=1
gj pj)u∗)(
n∑
i=1
pi)
=
n∑
i=1
pi EA(u(
n∑
j=1
gj pj)u∗) pi = EA(pi (u(
n∑
j=1
gj pj)u∗) pi)
= EA(
n∑
i=1
hi pi) =
n∑
i=1
hi pi.
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Por la fo´rmula (5.16) vemos que
‖u(b−
n∑
i=1
gi pi)u∗‖1 ≤  .
Por el Corolario 4.2.11 los ca´lculos previos concluimos
‖EA(ubu∗)− a‖1 ≤ ‖EA(u(b−
n∑
i=1
gi pi)u∗)‖+ ‖a−
n∑
i=1
hi pi‖1 ≤ 2
Corolario 5.2.13. EA(UM(b)) ‖·‖1 = EA(conv(UM(b))‖·‖1) es un conjunto convexo.
Demostracio´n. Como caso particular de la teor´ıa de mayorizacio´n conjunta en factores finitos ten-
emos que
conv(UM(b)) ‖·‖ = conv(UM(b)) ‖·‖1 = conv(UM(b))σ-WOT = ΩM(b) (5.17)
donde ΩM(b) denota los operadores positivos a ∈M tales que a ≺ b. Por el Corolario 4.2.10 y por
transitividad de la mayorizacio´n vemos que en general
EA(conv(UM(b))‖·‖1) = ΩA(b). (5.18)
Pero entonces, el corolario es una consecuencia del Teorema 5.2.12.
Corolario 5.2.14. ΩA(b) es σ-WOT compacto.
Demostracio´n. Por las ecuaciones (5.17) y (5.18) tenemos que, en general,
EA(conv(UM(b))σ-WOT) = ΩA(b) (5.19)
Pero el lado izquierdo de la ecuacio´n (5.19) es un conjunto compacto pues EA es σ-WOT continua
(normal) y conv(UM(b))σ-WOT es σ-WOT compacto.
Observacio´n 5.2.15. En realidad, el hecho de que EA(UM(b)) ‖·‖1 sea convexo es equivalente al
Teorema 5.2.12; en efecto, asumamos la convexidad de dicho conjunto; entonces, por el Corolario
4.2.11 y por la ecuacio´n (5.18) tenemos
ΩA(b) = EA(conv(UM(b)) ‖·‖1) ⊆ EA(UM(b)) ‖·‖1 (5.20)
mientras que la otra inclusio´n esta´ dada en Corolario 5.2.11. Siguiendo un argumento similar al
anterior, para probar la afirmacio´n (ma´s fuerte)
ΩA(b) = EA(UM(b)) ‖·‖
basta con probar que EA(UM(b)) ‖·‖ es un conjunto convexo.
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Cap´ıtulo 6
Marcos con operador de marco y
normas prefijadas
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo. En la seccio´n 2 probamos algunas extensiones del teorema de
Schur-Horn para un operador autoadjunto en un espacio de HilbertH. En la seccio´n 3 reformulamos
el problema de la admisibilidad de marcos para poder aplicar la teor´ıa de mayorizacio´n a este
problema. Obtenemos as´ı condiciones equivalentes para la admisibilidad, en el caso de dimensio´n
finita (tanto para sucesiones c finitas como infinitas). En la seccio´n 4 estudiamos el caso general,
mostrando condiciones necesarias y suficientes de forma separada. En la seccio´n 5 se presentan varios
ejemplos para los casos l´ımites en te´rminos de las condiciones halladas previamente y mostramos
que, en general, e´stas no pueden debilitarse ma´s. Tambie´n estudiamos diferentes tipos de marcos
en F (S, c), en te´rminos de sus excesos.
Notaciones. Adoptamos las notaciones del cap´ıtulo anterior.
6.1. Reformulacio´n de la admisibilidad de marcos
Sea M = N o´ M = {1, 2, . . . ,m} := Im, para algu´n m ∈ N. Recordemos que una sucesio´n
{fk}k∈M es un marco para H (ver la seccio´n 2.2.1 para ma´s detalles) si existen constantes positivas
A, B > 0 tales que
A‖x‖2 ≤
∑
k∈M
|〈x, fk〉|2 ≤ B‖x‖2 , para cada x ∈ H .
Sea F = {fk}k∈M un marco para H. El operador
S : H → H , dado por S(x) =
∑
k∈M
〈x, fk〉fk , x ∈ H .
es llamado el operador de marco de F . E´ste es acotado, positivo e inversible (usamos la notacio´n
S ∈ Gl (H)+).
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Un par ordenado (S, c) formado por un operador positivo en inversible S ∈ Gl (H)+ ⊆ L(H) y
una sucesio´n uniformemente acotada de nu´meros positivos c ∈ `∞(M)+, se dice admisible si existe
un marco F = {fk}k∈M para H tal que
- F tiene operador de marco S,
- ‖fk‖2 = ck para cada k ∈M.
En este caso, decimos que F es un (S, c)−marco. Denotamos por F (S, c) el conjunto de todos los
(S, c)−marcos para H. Luego, el par (S, c) es admisible si F (S, c) 6= ∅ .
Consideramos las siguiente formulaciones equivalentes de la admisibilidad, que ponen de mani-
fiesto su relacio´n con el teorema de Schur-Horn de la teor´ıa de mayorizacio´n.
Proposicio´n 6.1.1. Sea c ∈ `∞(M)+ y sea S ∈ Gl (H)+. Entonces las siguientes condiciones son
equivalentes:
1. El par (S, c) es admisible.
2. Existe una sucesio´n de vectores unitarios {yk}k∈M en H tales que
S =
∑
k∈M
ck yk ⊗ yk ,
donde, si M = N, la suma converge en la topolog´ıa fuerte de operadores.
3. Existe una extensio´n K = H⊕Hd de H tal que, si denotamos
S1 =
(
S 0
0 0
) H
Hd ∈ L(K)
+ , entonces c ∈ C [UK(S1)] . (6.1)
En este caso, existe un marco F ∈ F (S, c) con e(F) = dimHd .
Demostracio´n. 1↔ 2. Sea F = {fn}n∈M un marco para H. Entonces notemos que el operador de
marco S se puede escribir como
S(x) =
∑
n∈M
〈x, fn〉 fn =
∑
n∈M
(fn ⊗ fn)x =
∑
n∈M
‖fn‖2( fn‖fn‖ ⊗
fn
‖fn‖)x
donde la convergencia es en la norma de H. De esta forma, si F es un (S, c)-marco se tiene una
descomposicio´n como en 2. Por otra parte, si S admite una descomposicio´n como en 2. entonces
es claro que el marco {√cn yn}n∈M es un marco para H con operador de marco S y tal que
‖√cn yn‖2 = cn para n ∈M.
1 ↔ 3. Supongamos que F = {fk}k∈M ∈ F (S, c) . Sea (T0,K0,B0) un operador de s´ıntesis
para F . Consideramos la descomposicio´n polar T0 = U |T0|, donde U : K0 → H es una coisometr´ıa
con espacio inicial (kerT0)⊥ y rango H. Notemos que U∗ mapea isome´tricamente H sobre kerT⊥0 .
Denotemos Hd = kerT0, y K = H⊕Hd . Sea V : K → K0 el operador unitario dado por
V (ξ1, ξ2) = U∗ξ1 + ξ2 , para (ξ1, ξ2) ∈ H ⊕Hd = K .
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Sea B = V ∗(B0) una base ortonormal de K, y T = T0V ∈ L(K,H). Entonces (T,K,B) es otro
operador de s´ıntesis para F , con kerT = Hd. Sea T1 ∈ L(K) dado por T1ξ = Tξ ⊕ 0Hd , ξ ∈ K.
Luego T ∗1 T1 = T ∗T , |T1| = |T |, y
T1T
∗
1 =
(
TT ∗ 0
0 0
) H
Hd =
(
S 0
0 0
)
= S1 .
If T1 = U1|T1| = U1|T | es la descomposicio´n polar de T1, entonces U1 actu´a sobre H = (kerT1)⊥
como un operador unitario y vale V = U1 + PHd ∈ U(K). Como T1 = V |T |,
S1 = T1T ∗1 = V |T |2V ∗ = V (T ∗T )V ∗ =⇒ V ∗S1V = T ∗T .
Por otro lado, si B = {ek}k∈N entonces 〈T ∗Tek, ek〉 = 〈Tek, T ek〉 = ‖fk‖2 = ck, para cada k ∈ M.
De esta forma
CB (V ∗S1V ) = CB(T ∗T ) = MB,c =⇒ c ∈ C [UK(S1)] .
Rec´ıprocamente, supongamos que existe una extensio´n K = H ⊕ Hd de H y V ∈ U(K) tal que
MB,c = CB(V ∗S1V ), para alguna base ortonormal B = {ek}k∈N de K. Sea T = S1/21 V . Como S
es inversible, entonces R(T ) = H y dim kerT = dimHd. Con lo cual F = {Tek}k∈M es un marco
para H, con operador de marco TT ∗∣∣
H
= S1
∣∣
H
= S. Ya que T ∗T = V ∗S1V y CB(V ∗S1V ) = MB,c ,
entonces ‖Tek‖2 = 〈T ∗Tek, ek〉 = ck, para cada k ∈M y F ∈ F (S, c) con e(F) = dimHd .
6.2. El caso finito dimensional
En esta seccio´n supondremos que H es de dimensio´n finita. Consideramos separadamente los
casos de marcos de una cantidad finita e infinita de elementos.
Supongamos que S ∈ Mn(C)+ y |M| = m < ∞. En este caso, el teorema de Schur-Horn 2.1.9
brinda una caracterizacio´n completa de la admisibilidad para el par (S, c).
Teorema 6.2.1. Sea c ∈ Rm>0 y sea S ∈ Gl n(C)+, con autovalores b1 ≥ b2 ≥ . . . ≥ bn > 0.
Entonces, el par (S, c) es admisible si y solo si
k∑
i=1
bi ≥
k∑
i=1
ci para 1 ≤ k ≤ n− 1 , y
n∑
i=1
bi =
m∑
i=1
ci .
Es decir, si c ≺ (b1, . . . , bn, 0, . . . , 0) ∈ Rm. 
Este resultado fue obtenido en [21] y [50], desde el ana´lisis matricial y la teor´ıa de operadores.
Incluso, las pruebas que se desarrollan en estos trabajos pueden ser adaptadas para probar el
teorema de Schur-Horn de formas ma´s simples que las de la literatura.
En lo que sigue, consideramos la admisibilidad para sucesiones infinitas en espacios de Hilbert
finito dimensionales.
Teorema 6.2.2. Sea c ∈ `∞(N)+ y S ∈ Gl n(C)+, con autovalores b1 ≥ b2 ≥ . . . ≥ bn > 0. Las
siguientes condiciones son equivalentes:
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1. el par (S, c) es admisible.
2.
∑k
i=1 bi ≥ Uk(c), para cada 1 ≤ k ≤ n− 1, y
∑n
i=1 bi =
∑
i∈N ci .
Demostracio´n. Sea b = (b1, . . . , bn, 0, . . . , 0, . . .) ∈ `∞(N)+.
2→ 1: Sea H espacio de Hilbert separable infinito dimensional, y consideremos
S1 =
(
S 0
0 0
)
∈ L(Cn ⊕H) .
Luego, existe una base ortonormal B = {ek}k∈N de K = Cn ⊕ H tal que S1 = MB,b . Por la
Proposicio´n 5.1.3,
Uk(S1) =
k∑
i=1
bi ≥ Uk(c), para cada k ∈ N.
Notemos adema´s que Lk(S1) = 0 ≤ Lk(c) para cada k ∈ N y
∑n
i=1 bi =
∑
i∈N ci. Entonces, por el
Teorema 5.1.11, existe una sucesio´n {Vm}m∈N en U(K) tal que
CB (V ∗mS1Vm)
‖ ‖1−−−−→
m→∞ Mc ,
donde ‖A‖1 = tr |A|. Por la Proposition 6.1.1, existe una sucesio´n acotada de epimorfismos Tm :
K → Cn tal que TmT ∗m = S para todo m ∈ N, y (‖Tm(ei)‖2)i∈N
`1(N)−−−−→
m→∞ c. Entonces, por un argu-
mento diagonal sta´ndar , podemos asegurar la existencia de una subsucesio´n, que por simplicidad
notamos {Tm}m∈N, tal que
Tm(ei) −−−−→
m→∞ xi ∈ C
n, con ‖xi‖ = √ci para cada i ∈ N.
Sea T0 : span {B} → Cn el u´nico operador (densamente definido) tal que T0(ei) = xi para cada
i ∈ N. Notemos que T0 es acotado pues, si x =
∑r
i=1 αi ei y C =
∑
i∈N ci = trS, entonces
‖T0(x)‖ = ‖
r∑
i=1
αi xi‖ ≤
r∑
i=1
|αi|‖xi‖
≤
(
r∑
i=1
ci
)1/2( r∑
i=1
|αi|2
)1/2
≤ C1/2‖x‖ .
Denotamos por T ∈ L(K,Cn) la extensio´n acotada de T0 a K.
Notemos que ‖Tm − T‖ −−−−→
m→∞ 0. En efecto, sea ε > 0 y i0 ∈ N tal que
∑∞
i=i0
ci < ε. Entonces,
existe m1 ∈ N tal que ∞∑
i=i0
‖Tm(ei)‖2 ≤ ε, para cada m ≥ m1 . (6.2)
Esto es una consecuencia del hecho de que (‖Tm(ei)‖2)∞i=i0
`1(N)−−−−→
m→∞ (ci)
∞
i=i0
. Por otro lado, existe
m2 ≥ m1 tal que
i0−1∑
i=1
‖Tm(ei)− T (ei)‖ ≤ ε, para cada m ≥ m2 . (6.3)
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Sea m ≥ m2 y x =
∑r
i=1 αiei. De las ecuaciones (6.2) y (6.3) se deduce que
‖(Tm − T )(x)‖2 ≤
(
r∑
i=1
|αi|2
)(
r∑
i=1
‖(Tm − T )(ei)‖2
)
≤ ‖x‖2
(
i0−1∑
i=1
‖(Tm − T )(ei)‖2 + 2
∞∑
i=i0
(‖Tm(ei)‖2 + ‖T (ei)‖2)
)
≤ 5 ε ‖x‖2 ,
Entonces TT ∗ = l´ım
m→∞TmT
∗
m = S. As´ı hemos probado que el marco F = {xi}i∈N ∈ F (S, c).
1→ 2: Se sigue del Teorema 5.1.9, aplicado a S1 y c, y de la Proposicio´n 6.1.1.
Observacio´n 6.2.3. El Teorema 6.2.2 puede ser reformulado en te´rminos de operadores de rango
finito y sucesiones en `1(N) de la siguiente forma: sea K un espacio de Hilbert separable e infini-
to dimensional. Sea S1 ∈ L(K)+ tal que dimR(S1) < ∞. Entonces C[UK(S1)] es cerrado, como
subconjunto de `1(N).
De hecho, supongamos que S1 6= 0 (el caso S1 = 0 es trivial). Entonces, existe
b = (b1, . . . , bm, 0, . . . , 0, . . .) ∈ `1(N)+
con bm > 0, y una base ortonormal B = {en}n∈N de K tal que S1 = MB,b . Sea c ∈ `1(N)+. Por el
Teorema 5.1.11, la condicio´n 2 del Teorema 6.2.2 significa que c ∈ cl‖·‖1 (C[UK(S1)]) . Pero, por la
Proposicio´n 6.1.1, la condicio´n 1 del Teorema 6.2.2 significa que c ∈ C[UK(S1)] .
Observemos que, aunque
cl‖·‖1 (conv(Π · b)) = cl‖·‖1 (C[UK(S1)]) = C[UK(S1)],
como se muestra en la Observacio´n 5.1.12, no vale que conv(Π · b) sea cerrado como subconjunto
de `1(N)+. Por ejemplo, si b = (1, 0, 0, . . .) entonces, por el Teorema 5.1.11,
c =
( 1
2n
)
n∈N ∈ cl‖·‖1 (C[UK(e1 ⊗ e1)]) = cl‖·‖1 (conv(Π · b)) .
Pero c /∈ conv(Π · b), pues cada sucesio´n en conv(Π · b) tiene una cantidad finita de entradas no
nulas. En este caso, c = CB(x⊗ x) ∈ C[UK(e1 ⊗ e1)], donde x =
∑
n∈N 2
−n
2 en.

6.3. La admisibilidad en el caso de dimensio´n infinita
A lo largo de esta seccio´nH denota un espacio de Hilbert separable infinito dimensional. Nuestro
primer resultado brinda condiciones necesarias para la admisibilidad:
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Teorema 6.3.1. Sea S ∈ Gl (H)+ y c ∈ `∞(N)+. Si el par (S, c) es admisible entonces,∑
i∈N
ci =∞ y Uk(S) ≥ Uk(c), para cada k ∈ N.
En particular, se tiene la condicio´n necesaria
l´ım sup c ≤ ‖S‖e.
Demostracio´n. Supongamos que existe un marco F ∈ F (S, c). Entonces, por la Proposicio´n 6.1.1,
existe una extensio´n K = H⊕Hd de H tal que, si denotamos
S1 =
(
S 0
0 0
) H
Hd ∈ L(K)
+ , entonces c ∈ C [UK(S1)] .
Luego,
∑
i∈N ci = trMc = trS1 =∞ . Por la Proposicio´n 5.1.5, Uk(S) = Uk(S1) para cada k ∈ N .
Entonces, podemos aplicar el Teorema 5.1.9, a partir del cual se deduce el teorema.
Observacio´n 6.3.2. Sea S ∈ Gl (H)+ y c ∈ `∞(N)+. Entonces, por el Teorema 5.1.9 y la Proposi-
cio´n 6.1.1, las siguientes condiciones son equivalentes :
1. Uk(S) ≥ Uk(c) para cada k ∈ N .
2. Existe una sucesio´n Fk = {fik}i∈N, k ∈ N de marcos para H, tal que S es el operador de
marco de cada Fk y ‖fik‖ −−−→
k→∞
√
ci uniformemente para i ∈ N .
Notemos que las desigualdades que involucran las funciones Lk, k ∈ N , siempre se cumplen si
consideramos una extensio´n suficientemente grande H⊕Hd de H. En este caso, l´ım sup c ≤ ‖S‖e.

Notemos que las condiciones del Teorema 6.3.1 no son suficientes para asegurar que el par (S, c)
es admisible, como muestra el Ejemplo 6.4.1. Es decir, en general no podemos remover las barra
de clausura en las fo´rmulas del Teorema 5.1.9, como ya ha sido mencionado en [56], para el caso
diagonalizable.
En [50] se probo´ el siguiente resultado que da condiciones suficientes que aseguran que el par (S, c)
es admisible:
Teorema 6.3.3 (Larson-Korleson). Sea S ∈ Gl (H)+ y c ∈ l∞(N)+. Supongamos que ∑i∈N ci =∞
y ‖c‖∞ < ‖S‖e. Entonces el par (S, c) es admisible. 
El siguiente resultado, que generaliza el Teorema 6.3.3, refuerza las condiciones necesarias para
la admisibilidad dadas por el Teorema 6.3.1 para obtener condiciones suficientes. Recordemos la
notacio´n P2(S) = E[ ‖S‖e, ‖S‖ ], donde E es la medida espectral de S ∈ L(H)+.
Teorema 6.3.4. Sea S ∈ Gl (H)+ y c ∈ l∞(N)+, tal que∑i∈N ci =∞. Supongamos que se satisface
alguna de las siguientes condiciones:
1. a) trP2(S) =∞,
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b) Uk(S) ≥ Uk(c) para cada k ∈ N , y
c) ‖S‖e > l´ım sup(c).
2. a) trP2(S) = r ∈ N ,
b) Uk(S) ≥ Uk(c) para 1 ≤ k ≤ r,
c) Uk(S) > Uk(c), para k > r, y
d) ‖S‖e > l´ım sup(c).
Entonces, el par (S, c) es admisible.
Demostracio´n. Por la Proposicio´n 6.1.1, para probar que existe un marco F ∈ F (S, c), basta
mostrar que existe una sucesio´n de vectores unitarios {xk}k∈N tal que
S =
∑
k∈N
ck xk ⊗ xk .
Supongamos que vale la primera condicio´n. De las ecuaciones (5.5) y (5.9), la condicio´n ‖S‖e >
l´ım sup(c) implica que Um(S)− Um(c) −−−−→
m→∞ ∞. Entonces, existe m0 ∈ N y ε > 0 tal que
cm ≤ ‖S‖e − ε para m ≥ m0 , y ‖S‖e ≤ Um0(S)− Um0(c) .
Sea µ1 ≥ µ2 . . . ≥ µn ≥ . . . la sucesio´n de autovalores de S+, elegidos como en el Lema 5.1.4.
Sea {yn}n∈N un sistema ortonormal tal que S+yn = µnyn. Si λn = µn + ‖S‖e, n ∈ N entonces
‖S‖ ≥ λn ≥ ‖S‖e, y Syn = λnyn, n ∈ N . Por la Proposicio´n 5.1.5, para cada k ∈ N ,
k∑
i=1
λi yi ⊗ yi ≤ S , y Uk(S) =
k∑
i=1
λi .
sea n0 el primer nu´mero entero tal que
n0∑
i=1
ci >
m0∑
i=1
λi . Luego n0 ≥ m0 + 1, and
h =
n0∑
i=1
ci −
m0∑
i=1
λi ≤ cn0 < ‖S‖e ≤ λm0+1 .
Sea c0 = (c1, . . . , cn0). Como
k∑
i=1
λi = Uk(S) ≥ Uk(c) ≥ Uk(c0) , 1 ≤ k ≤ m0 ,
entonces c0 ≺ (λ1, . . . , λm0 , h, 0, . . . , 0) ∈ Rn0 . Denotemos por
S1 = h ym0+1 ⊗ ym0+1 +
m0∑
i=1
λi yi ⊗ yi ≤ S ,
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y S2 = S−S1. Entonces, el par (S1, c0 ), actuando en span {y1, . . . , ym0+1}, satisface las condiciones
del Teorema 6.2.1. De esta forma, existe un conjunto de vectores unitarios {x1, . . . , xn0} tales que
n0∑
i=1
ci xi ⊗ xi = S1.
Observemos que S2 ≥ 0, R(S2) es cerrado (por teor´ıa de Fredholm), y ‖S2‖e = ‖S‖e. Podemos
aplicar entonces el Teorema 6.3.3 al par (S2, {ci}i>n0), actuando en R(S2) y deducir la existencia
de vectores unitarios xk, para k > n0, tales que
S2 =
∞∑
i=n0+1
ci xi ⊗ xi .
Con lo cual obtenemos una descomposicio´n de S =
∑
i∈N ci xi ⊗ xi en te´rminos de operadores de
rango uno.
Supongamos la condicio´n 2. Entonces, existe δ > 0 tal que
1. Ur+k(S)− δ > Ur+k(c), para cada k ∈ N .
2. Existe m0 ≥ 1 tal que cm ≤ ‖S‖e − δ para m ≥ m0 .
Sea m1 = ma´x{m0, r + 1}, µ1 ≥ · · · ≥ µr los autovalores ma´s grandes de S+, y sea {y1, . . . , yr} un
conjunto ortonormal de autovectores asociados a los autovalores anteriores. Denotemos por
λi = µi + ‖S‖e , 1 ≤ i ≤ r , y λi = ‖S‖e − δ2m1 , r + 1 ≤ i ≤ m1 + 1 .
Entonces, por la Proposicio´n 5.1.5,
1. Uk(S) =
k∑
i=1
λi , para 1 ≤ k ≤ r .
2. Uk(c) ≤ Uk(S)− δ ≤
k∑
i=1
λi , para r + 1 ≤ k ≤ m1 + 1 .
ComoQ = E([‖S‖e−δ/2m1, ‖S‖e) ) tiene rango infinito, existe un conjunto ortonormal {yr+1, . . . , ym1+1} ⊆
R(Q). En consecuencia
m1+1∑
i=1
λi yi ⊗ yi ≤ S .
Seguimos un argumento similar al anterior. Sea n0 el primer nu´mero entero tal que
∑n0
i=1 ci >∑m1
i=1 λi. Luego n0 ≥ m1 + 1 y
h =
n0∑
i=1
ci −
m1∑
i=1
λi ≤ cn0 ≤ ‖S‖e − δ ≤ λm1+1 .
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Sea c0 = (c1, . . . , cn0). Del hecho de que
k∑
i=1
λi = Uk(S) ≥ Uk(c) ≥ Uk(c0) , 1 ≤ k ≤ r , y
k∑
i=1
λi ≥ Uk(S)− δ ≥ Uk(c) ≥ Uk(c0) , r + 1 ≤ k ≤ m1 ,
deducimos que c0 ≺ (λ1, . . . , λm1 , h, 0, . . . , 0) ∈ Rn0 . Entonces, por el Corolario 6.2.1, existe un
conjunto de vectores unitarios {x1, . . . , xn0} tal que
S1 =
m1∑
i=1
λi yi ⊗ yi + h ym0+1 ⊗ ym0+1 =
n0∑
i=1
ci xi ⊗ xi.
Adema´s S1 ≤
∑m1+1
i=1 λi yi⊗yi , con lo cual S2 = S−S1 ≥ 0 y ‖S2‖e = ‖S‖e. Como antes, aplicamos
el Teorema 6.3.3 al par (S2, {ci}i>n0), actuando en R(S2), y obtenemos una descomposicio´n
S2 =
∞∑
i=n0+1
ci xi ⊗ xi.
De esta forma obtenemos una descomposicio´n S =
∑
i∈N ci xi ⊗ xi en te´rminos de operadores de
rango 1.
El Ejemplo 6.4.2 muestra que la condicio´n 2 (c) del Teorema 6.3.4 no puede despreciarse en general.
Corolario 6.3.5. Sea 0 < A ∈ R y c ∈ `∞(N)+ tal que 0 < ci ≤ A, i ∈ N . Denotemos por
J = {i ∈ N : ci = A}. Supongamos que∑
i/∈J
ci =∞ y l´ım sup
i/∈J
ci < A (o equivalentemente sup
i/∈J
ci < A) .
Entonces el par (AI, c) es admisible.
6.4. Algunos ejemplos
En el siguiente ejemplo veremos que
Uk(S) > Uk(c), k ∈ N y ‖S‖e = l´ım sup(c) 6⇒ F (S, c) 6= ∅ .
Ejemplo 6.4.1. Sea S = I ∈ L(H) y a ∈ (0, 1). Sea c ∈ `∞(N)+ dado por c1 = p ∈ (0, 1) y
ck =
{
ak si k 6= 1 es impar,
1− ak si k es par.
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Entonces, 0 < ck < 1 para k ∈ N ,
∑
k ck =∞ =
∑
k(1−ck) , y l´ım sup c = 1 = ‖S‖e . Supongamos
que existe un marco F = {fk}k∈N ∈ F (S, c). Entonces
‖x‖2 =
∑
k∈N
|〈x, fk〉|2 , para cada x ∈ H .
En particular tenemos que, para cada j ∈ N ,
‖fj‖2 =
∑
k∈N
|〈fj , fk〉|2 = ‖fj‖4 +
∑
k 6=j
|〈fj , fk〉|2.
As´ı, si j 6= 1 vale la desigualdad
|〈f1, fj〉|2 = |〈fj , f1〉|2 ≤
∑
k 6=j
|〈fj , fk〉|2 = ‖fj‖2 − ‖fj‖4 = cj(1− cj).
De esta forma se tiene
p = ‖f1‖2 ≤ ‖f1‖4 +
∑
j 6=1
cj(1− cj)
= p2 +
∑
j 6=1
aj(1− aj) = p4 +
∑
j 6=1
aj −
∑
j 6=1
a2
j
(6.4)
= p2 +
1
1− a −
1
1− a2 = p
2 +
a
1− a2
Si tomamos p =
1
2
y a ∈ (0, 1) tal que a
1− a2 <
1
4
vemos que p > p2 +
a
1− a2 , que contradice
la ecuacio´n (6.4). En este caso, F (S, c) = ∅. Pero notemos que el par (S, c) satisface todas las
condiciones necesarias del Teorema 6.3.1, pues el hecho de que cj < 1, j ∈ N implica Uk(S) = k >
Uk(c) para cada k ∈ N . 
En el segundo ejemplo veremos que en general,
Uk(S) ≥ Uk(c), k ∈ N y ‖S‖e > l´ım sup(c) 6⇒ F (S, c) 6= ∅ .
Ejemplo 6.4.2. Sea S = Ms el operador diagonal con respecto a una base ortonormal de H dado
por s = {1− (i+ 1)−1}i∈N y sea (ci)i∈N dado por c1 = 1 y ci = 1/2 para cada i ≥ 2. Notemos que
1. 1 = ‖S‖e > 1/2 = l´ım sup(c),
2. U1(S) = U1(c),
3. Uk(S) = k > 1 + (k − 1)/2 = Uk(c) para cada k ≥ 2.
Sin embargo, F (S, c) = ∅. En efecto, supongamos por el contrario que existe F ∈ F (S, c). Entonces,
por la Proposicio´n 6.1.1 existe una extensio´n K = H⊕Hd de H tal que, si
S1 =
(
S 0
0 0
) H
Hd ∈ L(K)
+ , entonces c ∈ C [UK(S1)] .
Sea V ∈ U(K) tal que, en la base ortonormal B = {ek}k∈N, Mc = CB(V ∗S1V ). sea x = PHV e1.
Entonces se tiene ‖x‖ ≤ 1 y 〈Sx, x〉 = 〈Mce1, e1〉 = c1 = 1, mientras que ‖S‖ = 1. Luego Sx = x,
y 1 es un autovector de S, pero esto es absurdo. Notemos que en este caso la condicio´n 2 (c) del
Teorema 6.3.4 no vale, pues ‖S‖ = ‖S‖e, con lo cual r = trP2(S) = 0; pero U1(S) = 1 = U1(c).
Adema´s,
∑
k ck =∞ =
∑
k(1− ck) . 
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6.4.1. El exceso de marcos en F (S, c)
Sea S ∈ Gl (H)+ y c = (ci)i∈M ∈ `∞(M)+ tal que el par (S, c) es admisible. Entonces, podemos
encontrar diversos tipos de marcos F ∈ F (S, c). Consideremos en conjunto
Nul(S, c) = { e(F) : F ∈ F(S, c) } .
En el siguiente ejemplo, mostramos que este conjunto puede abarcar todos los nu´meros naturales.
Por otro lado, este ejemplo tambie´n muestra que pueden existir pares admisibles (S,a), que sat-
isfacen tan solo las condiciones necesarias del Teorema 6.3.1, es decir Uk(S) = Uk(a), k ∈ N , y
l´ım sup a = ‖S‖e .
Ejemplo 6.4.3. Sea H un espacio de Hilbert con base ortonormal B = {xn}n∈N. Sea
a =
(1
2
, 1,
1
2
, 1,
1
2
, . . .
)
∈ `∞(N)+ , y S = MB,a ∈ Gl (H)+ .
Entonces, el marco (base de Riesz) F0 = {a1/2n xn}n∈N tiene operador de marco S, de forma que
F0 ∈ F (S,a). Por otro lado, sea
F1 =
{ 1√
2
x2, x4,
1√
2
x2 , x6,
1√
2
x1, x8,
1√
2
x3, x10, . . .
}
.
Se puede ver que tambie´n vale F1 ∈ F (S,a), pero e(F1) = 1. Ana´logamente,
F2 =
{ 1√
2
x2, x4,
1√
2
x2 , x6,
1√
2
x8, x10,
1√
2
x8, x12,
1√
2
x1, . . .
}
∈ F (S,a) ,
con e(F2) = 2. De forma similar, podemos definir marcos Fk ∈ F (S,a) con e(Fk) = k, para cada
k ∈ N ∪ {∞}. Notemos que
F∞ =
{ 1√
2
x1, x4,
1√
2
x2, x8,
1√
2
x2, x12,
1√
2
x3, x16,
1√
2
x6, x20,
1√
2
x6, . . .
}
.
es decir, F∞ es el marco inducido por el operador T : `2(N)→ H dado por
T (en) =

x4k si n = 2k
1√
2
x2k−1 si n = 6k − 5
1√
2
x4k−2 si n = 6k − 3
1√
2
x4k−2 si n = 6k − 1 .
As´ı se tiene Nul(S,a) = N ∪ {0,∞} . 
Proposicio´n 6.4.4. Sea S ∈ Gl (H)+ y c ∈ `∞(N)+. Supongamos que el par (S, c) es admisible y
l´ım inf c < mı´n σe(S). Entonces Nul(S, c) = {∞}.
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Demostracio´n. Sea F = {fn}n∈N ∈ F (S, c), con e(F) = d. Por la Proposicio´n 6.1.1 existe una
extensio´n K = H⊕Hd de H tal que, si denotamos
S1 =
(
S 0
0 0
) H
Hd ∈ L(K)
+ , entonces c ∈ C [UK(S1)] .
Por el Teorema 5.1.9, mı´n σe(S1) ≤ l´ım inf c . Pero, si dimHd = e(F) < ∞, entonces σe(S1) =
σe(S) .
Observacio´n 6.4.5. La Proposicio´n 6.4.4 tiene la siguiente aplicacio´n para los marcos Parseval: Sea
F = {fn}n∈N marco Parseval paraH (i.e. que tiene operador de marco S = IH). Si l´ım infn∈N ‖fn‖ <
1 , entonces e(F) =∞ . 
Ejemplo 6.4.6. Sea H un espacio de Hilbert con base ortonormal B = {xi}i∈N. Sea
a = (1, 2, 1, 2, . . . ) , S = MB,a ∈ Gl (H)+ y c =
(3
2
,
3
2
,
3
2
, . . .
)
.
Mostraremos que Nul(S, c) = N ∪ {0,∞} . En este caso,
α−(S) = 1 < l´ım inf c =
3
2
= l´ım sup c < 2 = ‖S‖e .
En efecto, tomemos la base de Riesz F0 = {fn}n∈N dada por
fn =

xn√
2
+ xn+1 si n es par
−xn−1√
2
+ xn si n es impar
.
Es sencillo ver que F0 ∈ F (S, c). Usando que( 3
2
,
3
2
,
3
2
,
3
2
) ≺ (2, 2, 2, 0) ,
entonces se puede intercalar un nu´mero arbitrario de paquetes de cuatro vectores con normas
√
3
2
asociados a los paquetes de tres entradas pares de la diagonal de S en la construccio´n anterior.
Cada uno de estos paquetes le agrega exceso 1 al sistema completo. De esta forma pueden
encontrarse marcos Fk ∈ F (S, c) con e(Fk) = k para cada k ∈ N ∪ {∞}. 
Observacio´n 6.4.7. Sea S ∈ Gl n(C)+ y c ∈ `∞(M)+. Si el par (S, c) es admisible, entonces
Nul(S, c) = {|M| − n}. Sin embargo, si k > n, c = (1, . . . , 1) ∈ Ck y S = knI ∈ Mn(C), entonces
F (S, c) es el conjunto de marcos ajustados esfe´ricos de k elementos en Cn. Dykema, Freeman,
Korleson, Larson, Ordower y Weber [30] mostraron que, en este caso, F (S, c) tiene un estructura
geome´trica importante, que contiene o´rbitas de elementos cualitativamente distintos. 
Cap´ıtulo 7
Mayorizacio´n de matrices
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo. A continuacio´n damos una descripcio´n de nuestro estudio ac-
erca de las distintas mayorizaciones de matrices. La mayorizacio´n de´bil de matrices tiene una
interpretacio´n geome´trica simple. Esto nos permite obtener un procedimiento efectivo para veri-
ficar esta propiedad. Es bien conocido el hecho de que la mayorizacio´n fuerte de matrices implica
la mayorizacio´n direccional; probaremos que la mayorizacio´n direccional de matrices implica la
mayorizacio´n de´bil de matrices y daremos ejemplos mostrando que, en general, las implicaciones
rec´ıprocas no son ciertas. Sin embargo, estudiamos condiciones adicionales bajo las cuales estas
implicaciones son ciertas; este problema ha sido considerado en varios art´ıculos, por ejemplo [62],
[63], [45].
Usamos algunos hechos elementales de la teor´ıa de convexidad para obtener nuevas caracterizaciones
de las distintas mayorizaciones de matrices. En particular, obtenemos un criterio simple y efectivo
par determinar si X  Y . Adema´s, damos otras descripciones de las distintas mayorizaciones de
matrices, que involucran la comparacio´n de trazas de diferentes familias de matrices. Tambie´n
consideramos las relaciones de equivalencias inducidas por estos preo´rdenes y hallamos las matrices
minimales.
Sea Mn(C) el a´lgebra de matrices n × n con entradas complejas. Una familia abeliana es una
familia ordenada de matrices autoadjuntas en Mn(C) que conmutan entre s´ı. Introducimos tres
mayorizaciones diferentes entre familias abelianas que llamamos mayorizaciones conjuntas. Varios
de los resultados obtenidos para las mayorizaciones matriciales se traducen en este contexto de
mayorizaciones entre familias abelianas, los cuales nos permiten deducir caracterizaciones de estas
u´ltimas.
Notaciones Denotamos por Mn,m = Mn,m(R) (resp. Mn = Mn(R)) el espacio vectorial real
de matrices n×m con entradas reales (resp. n× n) y Mn,m(C) (resp. Mn(C)) el espacio vectorial
complejo n×m de matrices (resp. n×n) con entradas complejas. GL(n) denota el grupo de matrices
n× n inversibles (con entradas reales) y Sn el grupo de permutaciones de orden n.
Los vectores en Rn (o Cn) son considerados como vectores columna. Sin embargo, algunas veces
los describimos como v = (v1, . . . , vn) ∈ Cn. Los elementos de la base cano´nica son denotados por
e1, . . . , en ∈ Rn. Dado x ∈ Rn, Rx denota el subespacio real generado por x y Cx es el subespacio
complejo generado por x. Adema´s consideramos el vector e = (1, . . . , 1) ∈ Rn.
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Si x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Cn entonces 〈x, y〉 denota su producto interno i.e,
〈x, y〉 = ∑ni=1 xi yi. Dada A ∈ Mn(C), decimos que A is positiva semidefinida si 〈Ax, x〉 ≥ 0 para
cada x ∈ Cn. La traza cano´nica en Mn(C) es denotada por tr.
Si v1, . . . , vk ∈ Cn entonces denotamos por
v1 ∧ . . . ∧ vk ∈
k∧
Cn
su producto antisime´trico. Dado A ∈ Mn(C),
∧ k A ∈ Mt(C) denota la k-e´sima potencia anti-
sime´trica de A. Es sabido que
1. (
∧ k A)(∧ k B) = ∧ k(AB)
2. (
∧ k A)∗ = ∧ k(A∗)
para A, B ∈Mn(C) (ver por ejemplo [16]).
Para X ∈ Mn,m, Ri(X) (o ma´s brevemente Xi) denota la i-e´sima fila de X y Ci(X) denota la
i-e´sima columna de X. Consideramos tambie´n los conjuntos de filas y columnas de X
R(X) = {Ri(X) : i = 1, . . . , n} y C(X) = {Ci(X) : i = 1, . . . ,m}.
Dada X ∈ Mn,m(C), Xt ∈ Mm,n(C) denota su transpuesta, X∗ ∈ Mm,n(C) denota su adjunta y
X† ∈Mm,n(C) es la pseudoinversa de Moore-Penrose de X. La dimensio´n del rango columna de X
es notada rank(X).
Dado S ⊆ Rn, conv(S) denota la ca´psula convexa de S, i.e. el conjunto de combinaciones con-
vexas de elementos de S. Vamos a usar la siguiente terminolog´ıa: llamamos politopo a la ca´psula
convexa de un nu´mero finito de puntos en Rn. Un politopo generado por puntos afinmente inde-
pendientes es llamado s´ımplex.
7.1. Mayorizacio´n de matrices
En lo que sigue vamos a utilizar las propiedades de la mayorizacio´n de vectores desarrolladas
en los preliminares, as´ı como algunos hechos de las matrices positivas all´ı descritos. Adoptamos
tambie´n las notaciones introducidas en los preliminares.
Dadas X,Y ∈Mn,m consideramos las siguientes nociones de mayorizacio´n de matrices:
• Y esta´ mayorizada fuertemente por X, notado X f Y , si existe D ∈ DS(n) tal que DX = Y .
• Y esta´ mayorizada direccionalmente por X, notado X  Y , si para todo v ∈ Rm, Xv  Y v.
Observacio´n 7.1.1. En [54] A. W. Marshall y I. Olkin definen, dadas matrices X, Y ∈ Mn,m, Y
esta´ majorizada por X si existe D ∈ DS(m) tal que XD = Y . Esta nocio´n fue llamada en [26] y [14]
mayorizacio´n multivariada. La nocio´n de mayorizacio´n fuerte introducida arriba corresponde a la
mayorizacio´n multivariada de las matrices transpuestas. Por otro lado, la mayorizacio´n direccional
ha sido considerada en [45], [52] y [63], por ejemplo.

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Cuando X,Y ∈Mn,1, i.e. X e Y son vectores en Rn, las mayorizaciones fuerte y direccional de
matrices coinciden con la mayorizacio´n de vectores. En este caso, el teorema de Schur-Horn (ver
la seccio´n de Preliminares o´ [44]) establece que la mayorizacio´n fuerte de matrices (mayorizacio´n
direccional) es equivalente a la existencia de una matriz unitaria U ∈Mn(C) tal que (U ◦U)tX = Y ,
donde “◦” denota el producto de Schur de matrices. Pero en general, dado X, Y ∈Mn,m, es sabido
que la existencia de una matriz doble estoca´stica D ∈ DS(n) tal que DX = Y no implica que
(U ◦ U)tX = Y para alguna matriz unitaria U ∈Mn(C) (ver la pa´gina 431 de [54]).
7.1.1. Mayorizacio´n de´bil de matrices
Introducimos la siguiente definicio´n de mayorizacio´n de matrices.
Definicio´n 7.1.2. Dadas X,Y ∈Mn,m decimos que Y esta´ mayorizada de´bilmente por X, notado
X d Y , si existe A ∈ RS(n) tal que AX = Y .
Hemos considerado matrices estoca´sticas por filas, pero tambie´n tiene sentido considerar ma-
trices estoca´sticas por filas no cuadradas. Digamos que A ∈Mn,m es estoca´stica por filas si A es no
negativa y todas las sumas de las entradas de cada una de sus filas es 1. De esta forma, la nocio´n de
mayorizacio´n de´bil puede extenderse a pares de matrices con el mismo nu´mero de columnas pero
diferente nu´mero de filas como sigue: sea X ∈Mn,m y Y ∈Mp,m entonces X d Y si existe una de
matriz estoca´stica por filas A ∈Mp,n tal que AX = Y . Sin embargo no desarrollaremos esta nocio´n
ma´s general.
Observacio´n 7.1.3. Dadas X,Y ∈ Mn,m consideremos las dos m-uplas de vectores (xi)i=1...m y
(yi)i=1...m en Rn definidos por
xi = Ci(X), yi = Ci(Y ), i = 1, . . . ,m.
Entonces, es sencillo verificar las siguientes equivalencias:
1. X d Y si y solo si existe A ∈ RS(n) tal que Axi = yi para cada i = 1, . . . ,m.
2. X  Y si y solo si ∑mj=1 αjxj ∑mj=1 αjyj para cualquier m-upla de escalares (α1, . . . , αm) ∈
Rm.
3. X f Y si y solo si existe D ∈ DS(n) tal que Dxi = yi para cada i = 1, . . . ,m.
Luego, cada mayorizacio´n de matrices puede considerarse como una relacio´n entre la m-upla (or-
denada) de vectores columnas (xi)i=1...m y (yi)i=1...m.

Es inmediato de las definiciones y el Teorema 2.1.7 que la mayorizacio´n fuerte implica la may-
orizacio´n direccional. Ahora damos una caracterizacio´n de la mayorizacio´n de´bil que nos permite
verificar que es ma´s de´bil que la mayorizacio´n direccional.
Proposicio´n 7.1.4. Sean X,Y ∈Mn,m entonces,
(i) X d Y si y solo si R(Y ) ⊆ conv(R(X));
(ii) Si X  Y entonces X d Y .
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Demostracio´n. (i) Sean X,Y ∈Mn,m y A = (aij) ∈Mn. Entonces AX = Y si y solo si
Ri(Y ) =
n∑
k=1
aikRk(X) i = 1, . . . , n.
Luego, si existe A ∈ RS(n) tal que AX = Y verificamos que R(Y ) ⊆ conv(R(X)). Por otro lado, si
R(Y ) ⊆ conv(R(X)) entonces, por la ecuacio´n anterior, podemos construir las filas de una matriz
A ∈ RS(n) tal que AX = Y .
(ii) Sean X,Y ∈ Mn,m tal que X  Y y supongamos que existe 1 ≤ i ≤ n tal que Ri(Y ) 6∈
conv(R(X)). En este caso, existe un hiperplano que separa Ri(Y ) de conv(R(X)) i.e., existen
v ∈ Rm y t > 0 tales que
〈Ri(Y ), v〉 ≥ t y 〈Rj(X), v〉 < t para todo j = 1, . . . , n.
Pero esto contradice la mayorizacio´n de los vectores Xv  Y v pues
((Y v)↓)1 ≥ (Y v)i = 〈Ri(Y ), v〉 ≥ t > ((Xv)↓)1.
Luego, X d Y .
Observacio´n 7.1.5. Como consecuencia de la Proposicio´n 7.1.4 obtenemos un me´todo eficiente
para verificar si es va´lida la relacio´n X d Y . De hecho, por el ı´tem i), solo tenemos que verificar
si cada fila en Y puede ser escrita como una combinacio´n convexa de las filas de X. Para esto
se puede resolver un problema de programacio´n lineal, cuyas variables son los coeficientes para
las combinaciones convexas a encontrar. Ma´s au´n, para matrices de dimensiones pequen˜as esto se
puede estudiar de forma gra´fica (ver Observacio´n 7.1.16).
Notemos que, aunque la mayorizacio´n de´bil de las matrices X d Y , para X, Y ∈Mn,m, puede
considerarse como una relacio´n algebraica entre las columnas de X y de Y (ver Observacio´n 7.1.3),
en la Proposicio´n 7.1.4 obtenemos una caracterizacio´n geome´trica de esta relacio´n en te´rminos de
las filas de X e Y .

Los siguientes ejemplos muestran que, en general, las diferentes mayorizaciones de matrices no
son equivalentes.
Ejemplo 7.1.6. X d Y no implica X  Y .
Sean
X =
(
1 0
0 1
)
y Y =
(
1 0
1/2 1/2
)
.
Entonces, si tomamos A = Y ∈ RS(n), es claro que AX = Y con lo cual X d Y . Sin embargo, si
consideramos v = (2, 1) entonces Xv 6 Y v. As´ı se tiene que X 6 Y .

Ejemplo 7.1.7. X  Y no implica X f Y .
Este es un hecho conocido. En [62] se puede encontrar un ejemplo de A. Horn. Nuestro ejemplo
usa matrices ma´s pequen˜as. En realidad, veremos en el Corolario 7.1.23 que las matrices de este
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ejemplo tienen el mı´nimo nu´mero de filas y columnas que hacen falta para que la implicacio´n sea
falsa. Sean
X =
(
0 3 −3 0
0 −2 −2 4
)t
y Y =
(
2 −2 0 0
0 0 −2 2
)t
.
Entonces X  Y pero X 6f Y . Una prueba de este hecho aparece en la Observacio´n 7.1.16.

Proposicio´n 7.1.8. Sean X,Y ∈ Mn,m y supongamos que rank(X) = n. Los siguientes son
equivalentes:
(i) X d Y .
(ii) Y X† ∈ RS(n) y ker(X) ⊆ ker(Y ).
Demostracio´n. Supongamos que X d Y , i.e. existe A ∈ RS(n) tal que AX = Y . Del hecho de
que rank(X) = n, vemos que XX† = In y A = AXX† = Y X†. La ecuacio´n Y = AX implica que
ker(X) ⊆ ker(Y ) de forma evidente.
Rec´ıprocamente, si Y X† ∈ RS(n) y ker(X) ⊆ ker(Y ), luego X†X es la proyeccio´n ortogonal
sobre kerX⊥ ⊇ kerY ⊥ y Y X†X = Y , es decir X d Y .
En lo que sigue, consideramos la mayorizacio´n de´bil de matrices cuando X,Y ∈Mn, en particular
cuando X ∈ GL(n). El siguiente corolario es una consecuencia de la Proposicio´n 7.1.8.
Corolario 7.1.9. Supongamos que X,Y ∈ Mn y X ∈ GL(n). Entonces, X d Y si y solo si
Y X−1 ∈ RS(n).
Proposicio´n 7.1.10. Sean X,Y ∈ Mn. Si X d Y entonces | det(X)| ≥ | det(Y )|. Ma´s au´n, si
X d Y y |det(X)| = | det(Y )| 6= 0 entonces existe una matriz de permutacio´n P ∈ Mn tal que
Y = PX.
Demostracio´n. Sea SX = conv(R(X)∪ {0}) (resp. SY = conv(R(Y )∪ {0})) el politopo generado
por R(X) ∪ {0} (resp. R(Y ) ∪ {0}). Luego, |det(X)| y | det(Y )| son los volu´menes de SX y SY
respectivamente. Si X d Y tenemos, por la Proposicio´n 7.1.4, que SY ⊆ SX . Luego | det(X)| ≥
| det(Y )|.
Si suponemos adema´s que X d Y y |det(X)| = | det(Y )| 6= 0 entonces, usando la terminolog´ıa
descrita en los Preliminares, SX y SY son simplejos con ve´rtices R(X) ∪ {0} y R(Y ) ∪ {0} respec-
tivamente. Como SY ⊆ SX y | det(X)| = | det(Y )| 6= 0, entonces deben coincidir. En particular,
estos conjuntos tienen los mismos ve´rtices, es decir que X e Y tienen las mismas filas salvo orden.
7.1.2. Convexidad y mayorizacio´n de matrices
Comenzamos esta seccio´n recordando algunas caracterizaciones conocidas de la mayorizacio´n
fuerte en te´rminos de funciones convexas. Una prueba de este resultado puede hallarse en [26].
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Teorema 7.1.11. Sean X,Y ∈ Mn,m. Entonces X f Y si y solo si, para cada funcio´n convexa
f : V → R vale que
n∑
j=1
f(Xj) ≥
n∑
j=1
f(Yj)
donde V ⊆ Rm es un conjunto convexo tal que R(X) ∪R(Y ) ⊆ V .
Observacio´n 7.1.12. En lo que sigue, utilizamos los siguientes hechos elementales acerca de
conjuntos y funciones convexas:
(i) Dados z, wi ∈ Rm , i = 1, . . . , n,
z ∈ conv({wi : i = 1, . . . , n}) si y solo si ma´x
1≤i≤n
〈wi, v〉 ≥ 〈z, v〉 para todo v ∈ Rm.
(ii) Dados dos conjuntos convexos V1 y V2, V1 ⊂ V2 si y solo si
ma´x
x∈V1
f(x) ≤ ma´x
x∈V2
f(x)
para cada funcio´n convexa f definida sobre V1 ∪ V2.

Como consecuencia de la Proposicio´n 7.1.4 y la Observacio´n 7.1.12 concluimos el siguiente:
Corolario 7.1.13. Sean X,Y ∈Mn,m. X d Y si y solo si
ma´x
1≤i≤n
f(Xi) ≥ ma´x
1≤i≤n
f(Yi)
para cada funcio´n convexa f : V → R donde V ⊆ Rm es un conjunto convexo que contiene
R(X) ∪R(Y ). Ma´s au´n, si consideramos las funciones lineales φz : Rm → R, z ∈ Rm definidas por
φz(x) = 〈x, z〉, X d Y si y solo si
ma´x
1≤i≤n
φz(Xi) ≥ ma´x
1≤i≤n
φz(Yi)
para cada z ∈ Rm.
El siguiente teorema caracteriza la mayorizacio´n direccional entre matrices en Mn,m, en te´rminos
de [n2 ] + 1 politopos, donde [r] es la parte entera de r ∈ R.
Teorema 7.1.14. Sean X,Y ∈Mn,m. X  Y si y solo si, para k = 1, . . . , [n2 ] y k = n, el conjunto de
promedios de k filas diferentes de Y esta´ incluido en la ca´psula convexa del conjunto de promedios
de k filas diferentes de X.
Demostracio´n. Sean X,Y ∈ Mn,m, y supongamos que el conjunto de promedios de k filas
diferentes de Y esta´ incluido en la ca´psula convexa del conjunto de promedios de k filas difer-
entes de X. Sea v ∈ Rm y 1 ≤ k ≤ [n2 ]. Entonces, existe una permutacio´n σ ∈ Sn tal que
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(Y v)σ(1) ≥ . . . ≥ (Y v)σ(n), donde (Y v)i es la i-e´sima coordenada de Y v ∈ Rn. Por hipo´tesis, existe
una familia (cµ)µ∈Sn ⊆ R+0 tal que
∑
µ∈Sn cµ = 1 y
1
k
k∑
j=1
Yσ(j) =
∑
µ∈Sn
cµ
1
k
k∑
j=1
Xµ(j)
 .
Luego vemos que
k∑
j=1
(Y v)↓j = k
〈
1
k
k∑
j=1
Yσ(j), v
〉
= k
〈∑
µ∈Sn
cµ
1
k
k∑
j=1
Xµ(j)
 , v〉 =
= k
∑
µ∈Sn
cµ
〈
1
k
k∑
j=1
Xµ(j), v
〉
≤ kma´x
µ∈Sn
〈
1
k
k∑
j=1
Xµ(j), v
〉
=
=
k∑
j=1
(Xv)↓j .
Notemos que la hipo´tesis para k = n implica que
n∑
j=1
Yj =
n∑
j=1
Xj .
Sea [n2 ] < k < n, y τ ∈ Sn una permutacio´n tal que (Y v)τ(1) ≤ . . . ≤ (Y v)τ(n). Nuevamente, por
hipo´tesis, existe (dµ)µ∈Sn ⊆ R+0 ,
∑
µ∈Sn dµ = 1, tal que
1
n− k
n−k∑
j=1
Yτ(j) =
∑
µ∈Sn
dµ
 1
n− k
n−k∑
j=1
Xµ(j)
 ,
ya que 1 ≤ n− k ≤ [n2 ]. De aqu´ı que
k∑
j=1
(Y v)↓j =
〈
n∑
j=1
Yj , v
〉
−
n−k∑
j=1
〈
Yτ(j), v
〉
=
=
〈
n∑
j=1
Xj , v
〉
− (n− k)
〈∑
µ∈Sn
dµ
 1
n− k
n−k∑
j=1
Xµ(j)
 , v〉 ≤
≤
〈
n∑
j=1
Xj , v
〉
− (n− k) mı´n
µ∈Sn
〈
1
n− k
n−k∑
j=1
Xµ(j), v
〉
=
=
k∑
j=1
(Xv)↓j ,
Luego, Xv  Y v. Como v ∈ Rm era arbitrario entonces X  Y . Por otro lado, si supongamos que
X  Y entonces, dada µ ∈ Sn,
ma´x
σ∈Sn
〈
k∑
i=1
Xσ(i), v
〉
=
k∑
i=1
(Xv)↓i ≥
k∑
i=1
(Y v)↓i ≥
〈
k∑
i=1
Yµ(i), v
〉
para todo v ∈ Rn.
122 CAPI´TULO 7. MAYORIZACIO´N DE MATRICES
y por la Observacio´n 7.1.12, tenemos que 1k
∑k
i=1 Yµ(i) pertenece a la ca´psula convexa de{
1
k
k∑
i=1
Xσ(i) : σ ∈ Sn
}
.
El Corolario 7.1.13 y el Teorema 7.1.14 implican la siguiente descripcio´n de la mayorizacio´n
direccional en te´rminos de la mayorizacio´n de´bil.
Corolario 7.1.15. Sean X,Y ∈ Mn,m. X  Y si y solo si X(k) d Y (k) para k = 1, . . . , [n2 ] y
k = n, donde X(k) (respectivamente Y (k)) es la matriz de n!k!(n−k)! filas, que son todos los posibles
promedios de k filas diferentes de X (respectivamente de Y ).
Como consecuencia del Corolario 7.1.15 y la Observacio´n 7.1.5 obtenemos un criterio efectivo
para verificar la relacio´n X  Y . En efecto, con la notacio´n de arriba, solo tenemos que verificar si
X(k) d Y (k) para k = 1, . . . , [n2 ] y k = n (i.e., [n2 ]+1 instancias de mayorizacio´n de´bil de matrices).
Para un tal k, podemos recurrir a la programacio´n lineal (como se comento´ en la Observacio´n 7.1.5)
para verificar si se tiene X(k) d Y (k).
Observacio´n 7.1.16. Sean X, Y las matrices del Ejemplo 7.1.7. Para determinar que X  Y , solo
tenemos que verificar que X(k) d Y (k) para k = 1, 2, 4, por el Corolario 7.1.15.
Figura 7.1: Pol´ıgonos correspondientes a k = 1 y k = 2
En primer lugar, X(4) = (0, 0) = Y (4) ∈M1,2, de forma que X(4) d Y (4). Ma´s au´n,
X(2) =
(
3/2 −3/2 0 0 3/2 −3/2
−1 −1 2 −2 1 1
)t
y Y (2) =
(
0 1 1 −1 −1 0
0 −1 1 −1 1 0
)t
.
Los gra´ficos en la Figura 1 muestran la inclusio´n de los pol´ıgonos que prueban X(k) d Y (k)
para k = 1, 2. De lo anterior deducimos que X  Y . Por otra parte, la funcio´n convexa f(x, y) =
ma´x{−y, y2 + x, y2 − x} y el Teorema 7.1.11 muestran que X 6f Y en el Ejemplo 7.1.7.

7.1.3. Cuando la mayorizacio´n de´bil implica la mayorizacio´n fuerte
En esta seccio´n estudiamos condiciones bajo las cuales la mayorizacio´n de´bil o direccional de ma-
trices implica la mayorizacio´n fuerte de matrices. Este problema es de intere´s y ha sido considerado
en los trabajos de investigacio´n [45], [62], [63].
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Proposicio´n 7.1.17. Sean X,Y ∈ Mn,m tales que X  Y . Supongamos que conv(R(X)) tiene
solo dos puntos extremales. Entonces X f Y .
Demostracio´n. Notemos que, como conv(R(X)) tiene solo dos puntos extremales, los puntos en
R(X) esta´n contenidos en una recta de Rm. Luego, por hipo´tesis, los puntos de R(Y ) tambie´n
deben pertenecer a esta recta. Sea Z ∈ Mn,m la matriz cuyas filas son todas iguales a R1(X). Es
sencillo verificar que X  Y (resp. X f Y ) si y solo si X − Z  Y − Z (resp. X − Z f Y − Z).
Luego, podemos suponer que rankX ≤ 1 y rankY ≤ 1. Si X = 0 el resultado es inmediato.
Si Y = 0 y rankX = 1 supongamos que Xe1 6= 0 y consideremos la matriz D ∈ DS(n) tal que
D(Xe1) = Y e1 = 0. Entonces DX = 0 = Y , pues cada columna de X es un mu´ltiplo real de
C1(X) = Xe1. Si rankY = rankX = 1, sean x1, y1 ∈ Rn y x2, y2 ∈ Rm tales que X = x1xt2 y
Y = y1yt2. Ma´s au´n, como Ry2 = ran(Y t) = ran(Xt) = Rx2, podemos asumir que y2 = x2. Notemos
que Xx2 = 〈x2, x2〉x1 y Y x2 = 〈x2, x2〉 y1.
Como X  Y , entonces x1  y1 y existe D ∈ DS(n) tal que Dx1 = y1. Luego
DX = Dx1xt2 = y1x
t
2 = Y
y vemos entonces que X f Y .
Dada X ∈ Mn,m denotamos por [X, e] ∈ Mn,(m+1) la matriz cuyas primeras m columnas son
iguales a las columnas de X y su u´ltima columna es el vector e = (1, . . . , 1) ∈ Rn. En [45], S.-G.
Hwang y S.-S. Pyo probaron el siguiente teorema.
Teorema. Sean X, Y ∈Mn,m tales que [Y, e][X, e]† tiene entradas no negativas. Entonces X  Y
si y solo si X f Y .
Extendemos este resultado reemplazando X  Y por X d Y mas la condicio´n etX = etY .
Notemos que si X  Y entonces X d Y y etX = etY (ver Corolario 7.1.15), pero la otra
implicacio´n no vale (ver Observacio´n 7.1.20). Ma´s au´n, usando la nocio´n de mayorizacio´n de´bil de
matrices nuestra prueba es ma´s sencilla.
Teorema 7.1.18. Sean X,Y ∈ Mn,m y supongamos que [Y, e][X, e]† tiene entradas no negativas.
Si X d Y y etX = etY entonces X f Y .
Para probar este teorema vamos a utilizar el siguiente lema cuya demostracio´n es elemental y
omitimos.
Lema 7.1.19. Sean X,Y ∈Mn,m entonces
X d Y si y solo si [X, e] d [Y, e]
X  Y si y solo si [X, e]  [Y, e]
X f Y si y solo si [X, e] f [Y, e]
etX = etY si y solo si et[X, e] = et[Y, e]
Demostracio´n del Teorema 7.1.18. Sean Z = [X, e] y W = [Y, e]. Aplicando en Lema 7.1.19 solo
tenemos que probar que, si WZ† tiene entradas no negativas, entonces Z d W y etZ = etW
implica Z f W .
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Supongamos que Z d W , entonces existe una matriz estoca´stica por filas A tal que W = AZ.
Multiplicando ambos lados de la ecuacio´n por Z† obtenemos:
WZ† = AZZ† = AP
donde P es la proyeccio´n ortogonal sobre el rango de Z. Como APZ = AZ = W , entonces
tendremos que Z f W en tanto verifiquemos que AP es doble estoca´stica. Por hipo´tesis sabemos
que AP = WZ† tiene entradas no negativas con lo cual basta mostrar que APe = e y etAP = et.
Dado que Z = [X, e], entonces e esta´ en la imagen de Z y Pe = e. As´ı tenemos que
APe = Ae = e
pues A es estoca´stica por filas. Por hipo´tesis, etZ = etW , con lo cual
etAP = etWZ† = etZZ† = etP = et
lo que muestra que AP es doble estoca´stica, (AP )Z = W , y por el Lema 7.1.19 tambie´n vale que
(AP )X = Y .
Observacio´n 7.1.20. La condicio´n X w Y y etX = etY del Teorema 7.1.18 es ma´s de´bil que las
hipo´tesis X  Y del Teorema de Hwang y Pyo. De hecho, sean X,Y ∈M6,2 las siguientes matrices
X =
(
0 1 1 −1 −1 0
1 1 −1 −1 1 1
)t
y Y =
(
2/3 2/3 1 −1 −2/3 −2/3
1 1 −1 −1 1 1
)t
.
Es sencillo ver que X d Y y etX = (0, 2) = etY . Sin embargo, la Figura 2 muestra que X(2) 6d
Y (2) (donde  representan las filas de X(2) y N representan las filas de Y (2)). Entonces, por el
Corolario 7.1.15, X  Y .
Figura 7.2: conv(Y (2)) 6⊆ conv(X(2))

Los siguientes resultados son consecuencias del Teorema 7.1.18.
Corolario 7.1.21. Sean X,Y ∈Mn,m y supongamos que ran([X, e]) = Rn. Si X d Y y etX = etY
entonces X f Y .
Demostracio´n. Se deduce de la Proposicio´n 7.1.8 y el Teorema 7.1.18.
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Corolario 7.1.22. Sean X,Y ∈ Mn,m tales que las filas de X son los ve´rtices de un s´ımplex. Si
X d Y y etX = etY entonces X f Y .
Demostracio´n. El hecho de que las filas de X generen un s´ımplex es equivalente a que el conjunto
{R2(X)−R1(X), . . . , Rn(X)−R1(X)} sea linealmente independiente. Entonces, la dimensio´n del
rango de la matriz
Z =

0
R2(X)−R1(X)
...
Rn(X)−R1(X)

es n − 1. Luego, el subespacio S generado por las columnas de Z tambie´n tiene dimensio´n n − 1
y e /∈ S. Usando el hecho de que Ci(Z) = Ci(X) − x1ie, 1 ≤ i ≤ m, concluimos que el conjunto
{C1(X), . . . , Cm(X), e} genera Rn. Por el Corolario 7.1.21, obtenemos que X f Y .
Corolario 7.1.23. Sean X,Y ∈Mn,m con 1 ≤ n ≤ 3. Entonces, X  Y implica que X f Y .
Demostracio´n. Sean X,Y ∈ Mn,m, con 1 ≤ n ≤ 3, tales que X  Y . Si conv(R(X)) es un
segmento, el resultado se sigue de la Proposicio´n 7.1.17. En otro caso, n = 3 y tenemos que
conv(R(X)) es un tria´ngulo contenido en Rm con ve´rtices Xi = Ri(X), i = 1, 2, 3. Aplicando el
Corolario 7.1.22 en este caso, vemos que X f Y .
Observacio´n 7.1.24. Sean X, Y ∈Mn,m. Notemos que X  Y es equivalente a las desigualdades
f(Xv) ≥ f(Y v) para cada v ∈ Rm y cada funcio´n convexa sime´trica f : Rn → R (ver Teo-
rema 2.1.3). Por otra parte, si consideramos las funciones convexas y sime´tricas f∞(z1, . . . , zn) =
ma´x(z1, . . . , zn) y f1(z1, . . . , zn) = z1+. . .+zn, entonces X d Y es equivalente a f∞(Xv) ≥ f∞(Y v)
para cada v ∈ Rm, mientras que etX = etY es equivalente a f1(Xv) ≥ f1(Y v) para cada v ∈ Rm.
Supongamos que ran([X, e]) = Rn. El Corolario 7.1.21 establece que si X d Y y etX =
etY entonces X f Y . Podemos re-escribir este resultado como sigue: si f∞(Xv) ≥ f∞(Y v) y
f1(Xv) ≥ f1(Y v) para cada v ∈ Rm entonces, f(Xv) ≥ f(Y v) para cada v ∈ Rm y cada funcio´n
convexa sime´trica f : Rn → R. Esta reformulacio´n del resultado es similar al siguiente teorema de
interpolacio´n : si A ∈Mn,m es tal que ‖Av‖∞ ≤ ‖v‖∞ y ‖Av‖1 ≤ ‖v‖1 para cada v ∈ Rm entonces
‖Av‖ ≤ ‖v‖ para cada v ∈ Rm y cada norma gauge sime´trica.

7.1.4. Relaciones de equivalencias asociadas a las mayorizaciones de matrices
Como ya hemos mencionado, las mayorizaciones de matrices previamente consideradas son
relaciones de preorden. Como X d Y si y solo si R(Y ) ⊆ conv(R(X)), es claro que X d Y y
Y d X es equivalente a la igualdad de conjuntos conv(R(X)) = conv(R(Y )). El siguiente teorema
describe la relacio´n de equivalencia asociada a las mayorizaciones direccional y fuerte de matrices.
Teorema 7.1.25. Sean X, Y ∈Mn,m. Entonces los siguientes son equivalentes
i) Existe una matriz de permutacio´n Q ∈Mn tal que QX = Y .
ii) X f Y y Y f X.
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iii) X  Y y Y  X.
Antes de probar este resultado, consideramos la siguiente propiedad de la mayorizacio´n direc-
cional de matrices.
Lema 7.1.26. Sean X,Y ∈ Mn,m tales que X  Y y Ri0(X) = Rj0(Y ). Si X˜ ∈ M(n−1),m (resp.
Y˜ ∈ M(n−1),m) denota la matriz que se obtiene de borrar la i0-e´sima fila de X (resp. la j0-e´sima
fila de Y ), entonces X˜  Y˜ .
Demostracio´n. Es consecuencia del siguiente hecho (ver los Preliminares): si x, y ∈ Rr entonces,
para cada λ ∈ R,
x  y ⇐⇒ (x1, . . . , xr, λ)  (y1, . . . , yr, λ).
Demostracio´n del Teorema 7.1.25 Las implicaciones i) ⇒ ii) ⇒ iii) son evidentes. Solo tenemos
que probar la implicacio´n iii)⇒ i). Usamos induccio´n en el nu´mero de filas de X e Y . Si n = 1 es
inmediato: notemos que si X,Y ∈M1,m entonces X  Y implica X = Y .
En el caso en que n > 1, si X  Y y Y  X entonces, X d Y y Y d X. Luego la ca´psula
convexa de R(X) coincide con la de R(Y ) y en particular tienen los mismos puntos extremales.
Si z es un punto extremal de conv(R(X)) = conv(R(Y )) entonces, z = Ri0(X) = Rj0(Y ) con
1 ≤ i0, j0 ≤ n.
Si X˜, Y˜ ∈M(n−1),m son como en el lema anterior, entonces tenemos que X˜  Y˜ y Y˜  X˜. Por
la hipo´tesis inductiva, las filas de X˜ son un reordenamiento de las filas de Y˜ . Luego las filas de X
son un reordenamiento de las filas de Y , lo que implica i).
El siguiente corolario, que es una consecuencia de la Proposicio´n 7.1.10, es un ana´logo del
Teorema 7.1.25 para la mayorizacio´n de´bil de matrices, en el caso particular en que X,Y ∈ GL(n).
Corolario 7.1.27. Sean X, Y ∈Mn con Y ∈ GL(n). Entonces los siguientes son equivalentes
i) Existe una matriz de permutacio´n Q ∈Mn tal que QX = Y .
ii) X d Y y Y d X.
Seguidamente, determinamos el conjunto de matrices minimales con respecto a los preo´rdenes
que hemos considerado hasta ahora. En este contexto, un elemento minimal con respecto a un
preorden  en un conjunto P es un elemento m ∈ P tal que, dado n ∈ P , si n  m entonces
m n.
Proposicio´n 7.1.28. X ∈ Mn,m es minimal con respecto a cualquiera de los preo´rdenes d, 
o´ f si y solo si X1 = . . . = Xn, es decir, todas las filas de X son iguales.
Demostracio´n. Si R(X) = {v}, para algu´n v ∈ Rm, entonces conv(R(X)) = {v}. Entonces, si
X d Y es claro que X = Y . Por otro lado, sea X ∈ Mn,m una matriz con al menos dos filas
diferentes. Entonces R(X) contiene dos puntos diferentes (en Rm). Si D ∈ DS(n) es la matriz con
todas sus entradas iguales a 1/n tenemos que Y = DX ≺f X. Ma´s au´n, como R1(Y ) = R2(Y ) =
. . . = Rn(Y ), entonces conv(R(Y )) contiene solo un punto, con lo cual R(X) 6⊂ conv(R(Y )). Luego
Y 6d X y X no es minimal con respecto a ninguna de las mayorizaciones de matrices.
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7.2. Mayorizaciones conjuntas
En [5] T. Ando introdujo la relacio´n de mayorizacio´n entre matrices autoadjuntas de la siguiente
forma: si a, b ∈ H(n), el espacio real de matrices autoadjuntas en Mn(C) y λ(a), λ(b) ∈ Rn denotan
los vectores de autovalores de a y b respectivamente, contados con multiplicidad, a mayoriza a b
(en el sentido de Ando) si λ(a)  λ(b); en este caso escribimos a  b (ver la seccio´n 2.1.3 de los
Preliminares).
El objeto de esta seccio´n es introducir y caracterizar algunas posibles extensiones de la may-
orizacio´n en H(n), que llamamos mayorizaciones conjuntas. Algunos de los resultados de esta
seccio´n esta´n basados en el material previamente obtenido acerca de la mayorizacio´n de matrices.
7.2.1. Mayorizacio´n conjunta entre familias abelianas en H(n)
Una familia abeliana es una familia ordenada (ai)i=1,...,m de matrices autoadjuntas en Mn(C)
tales que
ai aj = aj ai, i, j = 1, . . . ,m.
Para introducir las mayorizaciones conjuntas consideramos los siguientes hechos elementales: si
(ai)i=1,...,m y (bi)i=1,...,m son dos familias abelianas en Mn(C) entonces existen matrices unitarias
U, V ∈Mn(C) tales que
U∗aiU = Dλ(ai), V
∗biV = Dλ(bi), i = 1, . . . ,m,
donde Dx denota la matriz diagonal con diagonal principal x ∈ Rn. En este caso λ(ai) es el vector
de autovalores correspondientes a ai, contados con multiplicidad, en algu´n orden dependiendo de
U . Consideremos las matrices A, B ∈Mn,m dadas por
Ci(A) = λ(ai), Ci(B) = λ(bi), i = 1, . . . ,m.
Definicio´n 7.2.1. Sean (ai)i=1,...,m, (bi)i=1,...,m ⊆ Mn(C) dos familias abelianas y sean A, B ∈
Mn,m definidas como antes. Decimos que la familia (ai)i=1,...,m mayoriza conjuntamente de forma
de´bil (respectivamente mayoriza conjuntamente de forma fuerte, mayoriza conjuntamente de forma
direccional) a la familia (bi)i=1,...,m y notamos
(ai)i=1,...,m d (bi)i=1,...,m
(respectivamente (ai)i=1,...,m f (bi)i=1,...,m, (ai)i=1,...,m  (bi)i=1,...,m) si A d B (respectivamente
A f B, A  B).
Notemos que si U, W son dos matrices unitarias que diagonalizan la familia (ai)i=1,...,m si-
multa´neamente, entonces existe una matriz de permutacio´n Q tal que
U∗aiU = Q∗W ∗aiWQ, i = 1, . . . ,m.
As´ı, si A′ ∈ Mn,m denota la matriz cuyas columnas Ci(A′) son las diagonales principales de las
matrices W ∗aiW , entonces A = QA′. Es decir, la definicio´n anterior no depende de la matriz
unitaria U . Esto tambie´n muestra que el conjunto de de filas R(A) no depende de la matriz unitaria
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U . Este conjunto es llamado el espectro conjunto de la familia y lo denotamos por σ(a1, . . . , am).
Ma´s au´n, si f : V → C es tal que σ(a1, . . . , am) ⊆ V entonces consideramos
f(a1, . . . , am) = UDxU∗
donde Dx es la matriz diagonal con diagonal principal x = (f(R1(A)), . . . , f(Rn(A))) ∈ Cn. Note-
mos que f(a1, . . . , am) ∈ Mn(C) no depende de la matriz unitaria U . Decimos que la matriz
f(a1, . . . , am) se obtiene de la familia (ai)i=1,...,m por ca´lculo funcional.
De aqu´ı en adelante, siempre que el contexto lo permita, evitaremos escribir los sub´ındices
correspondientes a las familias de matrices y notamos (ai) d (bi) (resp. (ai) f (bi), (ai)  (bi)).
Proposicio´n 7.2.2. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas en Mn(C). Entonces
1. (ai) d (bi) si y solo si conv(σ(b1, . . . , bm)) ⊆ conv(σ(a1, . . . , am)).
2. (ai)  (bi) si y solo si, para cada γ1, . . . , γm ∈ R vale que
γ1a1 + . . .+ γmam  γ1b1 + . . .+ γmbm (en el sentido de Ando).
3. (ai) f (bi) si y solo si existen k ∈ N, matrices unitarias W1, . . . ,Wk ∈ Mn(C) nu´meros no
negativos µ1, . . . , µk,
∑k
j=1 µj = 1, tales que
bi =
k∑
j=1
µjW
∗
j aiWj , para 1 ≤ i ≤ m. (7.1)
Demostracio´n. Los ı´tems 1. y 2. son consecuencias de las definiciones, por lo cual omitimos la
prueba. La prueba del ı´tem 3. es postpuesta hasta la prueba del Teorema 7.2.5.
7.2.2. Caracterizaciones de las mayorizaciones conjuntas
En esta subseccio´n consideramos algunas caracterizaciones de las diferentes nociones de may-
orizacio´n conjunta previamente introducidas.
Recordemos que una transformacio´n lineal T : S → Mn(C) de un subespacio unital y autoad-
junto S∗ = S ⊆Mn(C), I ∈ S, es llamada unital si T (I) = I, donde I denota la matriz identidad;
positiva si T (a) es positiva semidefinida siempre que a sea positiva semidefinida, y que preserva la
traza si tr(T (a)) = tr(a) para cada a ∈ S.
Lema 7.2.3. Sea D el a´lgebra diagonal en Mn(C) y sea T : D → D positiva y unital. Entonces
existe E ∈ RS(n) tal que
T (Dx) = DEx. (7.2)
Si adema´s, T preserva la traza entonces E ∈ DS(n). Por otra parte, si T es como en (7.2) para
alguna matriz E ∈ RS(n) (respectivamente E ∈ DS(n)), entonces T positiva y unital (resp. es
positiva, unital y preserva la traza).
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Demostracio´n. Fijamos la base cano´nica {ei}i=1,...,n de Cn e identificamos D con Cn como espacios
vectoriales por la funcio´n Dx 7→ x, donde Dx es la matriz diagonal con diagonal principal x ∈
Cn. Luego, bajo esta identificacio´n, T induce una transformacio´n lineal T˜ en Cn dada por T˜ x =∑n
i=1 T (Dx)ii ei. Sea E la matriz de T˜ con respecto a la base cano´nica. Entonces E satisface
Ee = e y Ex ≥ 0 siempre que x ≥ 0, donde y ≥ 0 significa que todas las coordenadas de y ∈ Rn
son no negativas. Luego E ∈ RS(n) y T (Dx) = DEx. Ma´s au´n, si T preserva la traza entonces
tr(Ex) = tr(x), donde tr(y) = y1 + . . .+ yn. Esto implica que E ∈ DS(n). La rec´ıproca es evidente
de lo anterior.
En lo que sigue haremos uso de los siguientes resultados.
Lema 7.2.4. Sea A ⊆Mn(C) una ∗-suba´lgebra unital de Mn(C). Entonces existe una transforma-
cio´n lineal positiva, unital y que preserva la traza, Ψ : Mn(C) → A, tal que Ψ(a) = a para todo
a ∈ A.
Dada (ai)i=1,...,m ⊆Mn(C), C∗(a1, . . . , am) denota la ∗-suba´lgebra unital generada por los ai’s,
es decir, la ∗-suba´lgebra A ma´s pequen˜a de Mn(C) con la propiedad de que ai ∈ A, i = 1, . . . ,m.
Notemos que si (ai)i=1,...,m es una familia abeliana en Mn(C) y U es una matriz unitaria que
diagonaliza simulta´neamente esta familia entonces U diagonaliza cualquier a ∈ C∗(a1, . . . , am) i.e,
U∗aU = Dx para algu´n x ∈ Cn. Luego, C∗(a1, . . . , am) ⊆ UDU∗ = {UDxU∗ : x ∈ Cn}.
Teorema 7.2.5. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas en Mn(C). Entonces
1. (ai) d (bi) si y solo si existe una transformacio´n positiva y unital
T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm)
tal que T (ai) = bi para cada i = 1, . . . ,m.
2. (ai)  (bi) si y solo si, para cada k = 1, . . . , [n2 ] y k = n tenemos que
(log[
k∧
exp(ai)])i=1,...,m d (log[
k∧
exp(bi)])i=1,...,m.
3. (ai) f (bi) si y solo si existe una transformacio´n positiva, unital y que preserva la traza
T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm)
tal que T (ai) = bi para cada i = 1, . . . ,m.
Demostracio´n. Sean U, V ∈Mn(C) matrices unitarias tales que
U∗aiU = Dλ(ai), V
∗biV = Dλ(bi), i = 1, . . . ,m
donde λ(ai), λ(bi) ∈ Rn. Como antes, si a ∈ C∗(a1, . . . , am) entonces U∗aU ∈ D.
1. Supongamos que existe una transformacio´n positiva y unital T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm)
tal que T (ai) = bi para cada i = 1, . . . ,m. Sea T˜ : D → D definida por
T˜ (Dx) = V ∗T (Ψ(UDxU∗))V,
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donde Ψ : Mn(C) → C∗(a1, . . . , am) es la transformacio´n obtenida en el Lema 7.2.4. Notemos que
T˜ es positiva, unital y tal que T˜ (Dλ(ai)) = Dλ(bi), i = 1, . . . ,m. Por el Lema 7.2.3 existe E ∈ RS(n)
tal que Eλ(ai) = λ(bi), i = 1, . . . ,m. De aqu´ı que (ai) d (bi) (ver Observacio´n 7.1.3).
Por otro lado, si (ai) d (bi), sea E ∈ RS(n) tal que Eλ(ai) = λ(bi), i = 1, . . . ,m. Sea
T : UDU∗ → C∗(b1, . . . , bm) definida por
T (UDxU∗) = Φ(V DExV ∗),
donde Φ : Mn(C) → C∗(b1, . . . , bm) es la transformacio´n obtenida como en el Lema 7.2.4. Basta
considerar entonces la restriccio´n de T a C∗(a1, . . . , am).
2. Notemos que
∧ k U es una matriz unitaria que diagonaliza la familia (∧ k ai). Sea A ∈Mn,m tal
que para 1 ≤ i ≤ m, Ci(A) = λ(ai). Para 1 ≤ k ≤ n, sea A(k) la matriz n!k!(n−k)! ×m cuyas columnas
son Ci(A(k)) = λ(i, k), donde
k∧
U∗
(
log[
k∧
exp(ai)]
)
k∧
U = Dλ(i,k), 1 ≤ i ≤ m.
Vamos a mostrar que, para 1 ≤ k ≤ n, A(k) = k ·A(k) (salvo una permutacio´n de filas) donde A(k)
es como en el Corolario 7.1.15. Sea 1 ≤ j ≤ n y denotemos por uj = Cj(U) las columnas de U .
Entonces, para calcular las filas de A(k) basta notar que, para cada 1 ≤ i ≤ m y cualquier eleccio´n
de 1 ≤ l1 < . . . < lk ≤ n, ul1 ∧ . . . ∧ ulk es un autovector de log[
∧ k exp(ai)] correspondiente al
autovalor
log[
k∏
j=1
exp(λ(ai)lj )] = λ(ai)l1 + . . .+ λ(ai)lk ,
donde λ(ai)lj es la lj-e´sima entrada del vector λ(ai). La igualdad A(k) = k ·A(k) es una consecuencia
inmediata de estas observaciones. Pero notemos que entonces, el resultado es consecuencia de las
hipo´tesis (A(k) d B(k) para k = 1, . . . , [n2 ] y k = n) y el Corolario 7.1.15.
3. La prueba dada para la primera parte del teorema puede extenderse de forma evidente para
probar este ı´tem.
Ejemplo 7.2.6. Un sistema de proyecciones (o particio´n de la unidad) en Mn(C) es una familia
{Pi}i=1,...,k de proyecciones ortogonales tales que
∑k
i=1 Pi = I. Dada una tal familia, la compresio´n
asociada, C : Mn(C)→Mn(C) esta´ dada por
C(A) =
k∑
i=1
PiAPi.
C es un ejemplo de transformacio´n positiva unital que preserva la traza. En particular, si Pi es la
proyeccio´n ortogonal sobre Cei, i = 1, . . . , n, entonces la compresio´n asociada a este sistema de
proyecciones es llamada la compresio´n diagonal y notada C0.
En las pa´ginas 331-332 de [54], A. W. Marshall y I. Olkin dan un ejemplo de mayorizacio´n
multivariada que reformulamos en te´rminos de mayorizacio´n conjunta fuerte (en este contexto, es
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una consecuencia del ı´tem 3. del Teorema 7.2.5): Sea (ai)i=1,...,m una familia abeliana en Mn(C) y
sea C0 la compresio´n diagonal. Entonces,
(ai) f (C0(ai)). (7.3)
Es conveniente notar aqu´ı que, dada una familia abeliana (ai)i=1,...,m, el resultado anterior no es
va´lido para una compresio´n arbitraria C puesto que la familia (C(ai))i=1,...,m puede no ser abeliana.

Prueba de la Proposicio´n 7.2.2. Supongamos que existen k ∈ N, matrices unitaria W1, . . . ,Wk ∈
Mn(C) y nu´meros no negativos µ1, . . . , µk,
∑k
j=1 µj = 1, tales que vale la ecuacio´n (7.1). Definamos
T : C∗(a1, . . . , am)→ C∗(b1, . . . , bm) por
T (a) = Φ
 k∑
j=1
µjW
∗
j aWj
 ,
donde Φ : Mn(C) → C∗(b1, . . . , bm) es la transformacio´n obtenida como en el Lema 7.2.4. Es
evidente que T preserva la traza, es positiva y unital. Luego, por el Teorema 7.2.5 concluimos que
(ai) f (bi).
Por otra parte, si (ai) f (bi) sean U, V, λ(ai), λ(bi) (1 ≤ i ≤ m) como en la prueba del Teorema
7.2.5. Entonces, existe E ∈ DS(n) tal que Eλ(ai) = λ(bi) para 1 ≤ i ≤ m (ver Observacio´n 7.1.3).
Por el teorema Birkhoff existen k ∈ N, matrices de permutacio´n P1, . . . , Pk ∈ DS(n) y nu´meros
no negativos µ1, . . . , µk ∈ R,
∑k
j=1 µj = 1 tales que E =
∑k
j=1 µj Pj . Entonces, para 1 ≤ i ≤ m
tenemos
bi = V ∗Dλ(bi)V = V
∗DEλ(ai)V = V
∗
 k∑
j=1
µj P
t
j Dλ(ai)Pj
 V
=
k∑
j=1
µj (UPjV )∗ ai (UPjV )
7.2.3. Mayorizaciones conjuntas y funciones convexas
En esta seccio´n consideramos caracterizaciones de las mayorizaciones conjuntas en te´rminos del
ca´lculo funcional descrito antes de la Proposicio´n 7.2.2. Dada una familia arbitraria de matrices
cuadradas (ai)i=1,...,m ⊆Mn(C), el (primer) rango nume´rico conjunto (ver [51]) esta´ definido por
W (a1, . . . , am) = {(v∗a1v, . . . , v∗amv) : v ∈ Cn, v∗v = 1}.
Vamos a relacionar el rango nume´rico conjuntoW (a1, . . . , am) con el espectro conjunto σ(a1, . . . , am)
de una familia abeliana.
Lema 7.2.7. Sea (ai)i=1,...,m una familia abeliana. Entonces,
W (a1, . . . , am) = conv(σ(a1, . . . , am)).
132 CAPI´TULO 7. MAYORIZACIO´N DE MATRICES
Demostracio´n. W (a1, . . . , am) es invariante bajo conjugaciones unitarias de los ai’s por una matriz
unitaria U ∈ Mn fija. Por lo tanto, podemos suponer que ai = Dλ(ai), i = 1, . . . ,m. Si v∗v = 1
tenemos
(v∗a1v, . . . , v∗amv) =
 n∑
j=1
|vj |2λj(a1) , . . . ,
n∑
j=1
|vj |2λj(am)

=
n∑
j=1
|vj |2 (λj(a1), . . . , λj(am))
donde
∑n
j=1 |vj |2 = 1. El lema es una consecuencia inmediata de estos hechos.
Proposicio´n 7.2.8. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas. Entonces, los siguientes
son equivalentes:
1. (ai) d (bi).
2. W (b1, . . . , bm) ⊆W (a1, . . . , am).
3. Para cada funcio´n convexa f : V → R se tiene
‖f(a1, . . . , am)‖ ≥ ‖f(b1, . . . , bm)‖.
donde V ⊆ Rm es un conjunto convexo que contiene σ(a1, . . . , am) ∪ σ(b1, . . . , bm).
Demostracio´n. 1. ⇔ 2. se sigue del Lema 7.2.7 y del ı´tem 1. de la Proposicio´n 7.2.2. Por otra
parte, 1.⇔ 3. es una consecuencia del Corolario 7.1.13.
La siguiente Proposicio´n es una consecuencia del ı´tem 2. del Teorema 7.2.5 y la Proposicio´n
7.2.8.
Proposicio´n 7.2.9. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas. Entonces, (ai)  (bi) si
y solo si, para k = 1, . . . , [n2 ] y k = n tenemos que∥∥∥∥∥f
(
log[
k∧
exp(a1)], . . . , log[
k∧
exp(am)]
)∥∥∥∥∥ ≥
∥∥∥∥∥f
(
log[
k∧
exp(b1)], . . . , log[
k∧
exp(bm)]
)∥∥∥∥∥
para cada funcio´n convexa f : V → R, donde V ⊆ Rm es un conjunto convexo que contiene a
σ(a1, . . . , am) ∪ σ(b1, . . . , bm).
La siguiente Proposicio´n es una reformulacio´n del Teorema 7.1.11 en este contexto.
Proposicio´n 7.2.10. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas. Entonces, (ai) f (bi)
si y solo si, para cada funcio´n convexa f : V → R se verifica que
tr f(a1, . . . , am) ≥ tr f(b1, . . . , bm),
donde V ⊆ Rm es un conjunto convexo que contiene σ(a1, . . . , am) ∪ σ(b1, . . . , bm).
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7.2.4. Relaciones de equivalencias asociadas a las mayorizaciones conjuntas
Las mayorizaciones conjuntas hasta aqu´ı consideradas son preo´rdenes en el conjunto de familias
abelianas en Mn(C) de una cierta cantidad de miembros fija. El siguiente teorema describe las
relaciones de equivalencias asociadas a estos preo´rdenes.
Teorema 7.2.11. Sean (ai)i=1,...,m y (bi)i=1,...,m dos familias abelianas en Mn(C).
a) Los siguientes son equivalentes:
i) (ai) d (bi) y (bi) d (ai).
ii) W (a1, . . . , am) = W (b1, . . . , bm).
b) Los siguientes son equivalentes:
i) Existe una matriz unitaria W ∈Mn tal que W ∗aiW = bi para cada i = 1, . . . ,m.
ii) (ai) f (bi) y (bi) f (ai).
iii) (ai)  (bi) y (bi)  (ai).
Demostracio´n. a). Es una consecuencia inmediata de la Proposicio´n 7.2.8.
b). Notemos que el automorfismo interior α : C∗(a1, . . . , am) → C∗(b1, . . . , bm) inducido por W
preserva la traza, es positivo y unital. Luego i) implica ii). Evidentemente ii)⇒ iii). Por otro lado,
si (ai)  (bi) y (bi)  (ai), por el Teorema 7.1.25 existe una matriz de permutacio´n Q ∈Mn tal que
V (Qt(U∗aiU)Q)V ∗ = bi, i = 1, . . . ,m
donde U, V ∈Mn son como en la prueba del Teorema 7.2.5. Basta tomar entonces W = UQV ∗.
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Cap´ıtulo 8
Mayorizacio´n conjunta en factores
factores II1
Para una descripcio´n conceptual de los resultados incluidos dentro de este cap´ıtulo, as´ı como la
relacio´n entre e´stos y otros resultados ver la seccio´n “Contexto general del trabajo”del Cap´ıtulo 1.
Organizacio´n del cap´ıtulo. El cap´ıtulo esta´ organizado de la siguiente manera. En la sec-
cio´n 8.0.5 recordamos algunos hechos acerca de C∗-suba´lgebras abelianas de un factor II1. En la
seccio´n 8.1, despue´s de describir algunos resultados te´cnicos, enunciamos y probamos nuestro re-
sultado principal sobre la estructura local de las transformaciones doble estoca´sticas. En la seccio´n
8.2 introducimos y desarrollamos la nocio´n de mayorizacio´n conjunta entre familias abelianas de
operadores autoadjuntos en un factor II1 y obtenemos varias caracterizaciones de esta relacio´n.
Finalmente, en la seccio´n 8.3 probamos los resultado adelantados en la seccio´n 8.1.
Notaciones A lo largo de este cap´ıtulo,M denotara´ un factor II1 con traza fiel normal y normal-
izada τ . Las C∗-suba´lgebras deM consideradas siempre sera´n unitales. El subespacio de operadores
autoadjuntos deM es denotado porMsa, y consideramos familias abelianas (a1, . . . , an) = (ai)ni=1
enMsa, es decir familias finitas de operadores autoadjuntos que conmutan entre s´ı. Si (ai)ni=1 ⊆Msa
es una familia abeliana entonces C∗(a1, . . . , an) denota la C∗-suba´lgebra (unital) abeliana y sepa-
rable de M generada por los elementos de la familia. Si A es C∗-suba´lgebra abeliana arbitraria de
M entonces Γ(A) denota su espacio de caracteres, i.e. el conjunto de *-homomorfismos γ : A → C,
dotados de la topolog´ıa de´bil-*. Γ(A) es un conjunto compacto y A ' C(Γ(A)), donde C(Γ(A))
denota la C∗-a´lgebra de funciones continuas en Γ(A) (ver seccio´n 2.4.1 de los Preliminares).
8.0.5. Medidas espectrales conjuntas y distribuciones conjuntas
En lo que sigue haremos uso de los resultados descritos en las secciones 2.4.1, 2.4.2 y 2.4.3. Si
A ⊆M es una C∗-suba´lgebra separable entonces Γ(A) es metrizable y la representacio´n C(Γ(A)) '
A ⊆M induce una medida espectral EA que toma valores en el reticulado P(M) de proyecciones
de M. Sea µA la medida regular de Borel en Γ(A) definida por
µA(∆) = τ(EA(∆)).
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La regularidad de µA se sigue del hecho de que cada conjunto abierto es σ-compacto [60, 2.18]. La
funcio´n Λ : L∞(Γ(A), µA)→M dada por
Λ(h) =
∫
Γ(A)
h dEA
es un ∗-monomorfismo normal (notemos que en este caso la topolog´ıa de´bil-* de L∞(Γ(A), µA)
restringida a la bola unitaria es metrizable) y tenemos que
τ (Λ(h)) =
∫
Γ(A)
h dµA, ∀h ∈ L∞(Γ(A), µA). (8.1)
Consideramos entonces el a´lgebra de von Neumann L∞(A) := Λ(L∞(Γ(A), µA)) ⊆M.
Cuando A = C∗(a1, . . . , an), Ea¯ := EA y µa¯ := µA son la medida espectral conjunta y la
distribucio´n conjunta de la familia abeliana a¯ y el isomorfismo normal definido arriba es notado
Λa¯ : L∞(Γ(a¯), µa¯) → L∞(A) . Es inmediato verificar que Λa¯(pii) = ai, 1 ≤ i ≤ n, y escribimos
h(a1, . . . , an) := Λa¯(h).
En el caso particular en que x ∈ M es un operador normal, las partes real e imaginaria de x
son operadores autoadjuntos que conmutan entre s´ı. Identificando el plano complejo con R2 en la
forma usual, es sencillo ver que el espectro de x como operador normal coincide con el espectro
conjunto del par abeliano (Re(x), Im(x)), y que la medida espectral de x coincide con la medida
espectral conjunta del par (Re(x), Im(x)).
8.1. Forma local de las transformaciones doble estoca´sticas
Recordemos que una transformacio´n lineal Φ : M → M es doble estoca´stica [39] si es unital,
positiva, y preserva la traza. En [39] se probo´ que en un factor finito cada transformacio´n doble
estoca´stica es normal. Denotamos al conjunto de todas las transformaciones doble estoca´sticas en
M por DS(M). Estas transformaciones juegan un papel importante en la teor´ıa de mayorizacio´n
entre operadores autoadjuntos (ver la seccio´n de Preliminares o [1, 2, 39, 40]); de esta forma, el
estudio de su estructura es un desarrollo natural dentro de esta teor´ıa.
En esta seccio´n obtenemos una descripcio´n conveniente de lo que denominamos la forma local
de las transformaciones doble estoca´sticas que operan en un factor II1. Utilizamos esta estructura
local para el estudio de la mayorizacio´n conjunta de familias abelianas en la seccio´n 8.2.
Comenzamos con la presentacio´n de cierta terminolog´ıa y los enunciados del Teorema 8.1.1, la
Proposicio´n 8.1.2, y el Lema 8.1.4. Las demostraciones de estos resultados sera´ desarrollada hacia
el final del cap´ıtulo en la seccio´n 8.3. Si bien son resultados te´cnicos son herramientas u´tiles para
considerar problemas de aproximacio´n.
Sea A ⊆ M una C∗-suba´lgebra abeliana, y sean EA y µA la medida espectral y la medida
de distribucio´n de A definidas como en la seccio´n 8.0.5. Si x ∈ Γ(A) es tal que EA({x}) 6= 0,
decimos que x es un a´tomo para EA. El conjunto de a´tomos de EA es denotado por At(EA). Como
µA = τ ◦ EA, la fidelidad de la traza implica que At(µA) =At(EA). Decimos que A es difusa si
At(EA) = ∅. El siguiente teorema establece que la medida espectral de una C∗-suba´lgebra separable
A de un factor II1 puede ser refinada de forma coherente.
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Teorema 8.1.1. Sea A ⊆ M una C∗-suba´lgebra abeliana y separable. Entonces existe a ∈ Msa
tal que C∗(A, a) es abeliana y difusa.
Como los a´tomos de EA esta´n en correspondencia con el conjunto de proyecciones minimales
de L∞(A), el teorema 8.1.1 provee una forma de sumergir A en una C∗-suba´lgebra separable
A˜ = C∗(A, a) tal que L∞(A˜) no tiene proyecciones minimales (ver la Observacio´n 8.3.4 para ma´s
detalles).
Proposicio´n 8.1.2. Sea B ⊂ M una C∗-suba´lgebra abeliana, separable y difusa. Entonces existe
un conjunto no acotado M ⊆ N tal que para cada m ∈M existen k = k(m) particiones de la unidad
{qt,mi }mi=1 ⊆ B′ ∩M, 1 ≤ t ≤ k, con τ(qt,mi ) = 1/m (1 ≤ i ≤ m, 1 ≤ t ≤ k), y tales que para cada
b ∈ B, si notamos βt,mi = mτ(b qt,mi ), entonces
l´ım
m→∞
∥∥∥∥∥ b− 1k
k∑
t=1
(
m∑
i=1
βt,mi q
t,m
i
)∥∥∥∥∥ = 0.
Observacio´n 8.1.3. Para m fijo y {qti}mi=1, 1 ≤ t ≤ k, particiones de la unidad, es inmediato
verificar que la transformacio´n lineal
b 7→ 1
k
k∑
t=1
(
m∑
i=1
mτ(b qti) q
t
i
)
es una contraccio´n con respecto a la norma de operadores.
El siguiente lema esta´ relacionado con el teorema de Dixmier sobre esperanzas condicionales a
valores centrales en un a´lgebra de von Neumann finita. Notamos por D(M) el semigrupo convexo
dado por
D(M) = conv{Adu : u ∈ U(M)}
donde Adu(a) = u∗au.
Lema 8.1.4. Sea B ⊂ M una C∗-suba´lgebra separable y sea {pi}mi=1 ⊆ B ′ ∩ M una particio´n
de la unidad. Entonces existe una sucesio´n {ρi}i∈N ⊂ D(M) tal que para cada b ∈ B, si notamos
βi(b) = τ(b pi)/τ(pi), entonces
l´ım
j→∞
∥∥∥∥∥ρj(b)−
m∑
i=1
βi(b)pi
∥∥∥∥∥ = 0.
En el siguiente lema establecemos un ana´logo del teorema de Birkhoff para operadores de
espectro discreto en factores II1.
Lema 8.1.5. Sean {pi}mi=1, {qi}mi=1 ⊆ M particiones de la unidad tales que τ(pi) = τ(qi) = 1m , y
sea T ∈ DS(M). Entonces existe ρ ∈ D(M) tal que si β1, . . . , βm ∈ R y αi = m
∑m
j=1 βjτ(T (qj) pi)
para 1 ≤ i ≤ m, tenemos que
m∑
i=1
αipi = ρ
(
m∑
i=1
βi qi
)
. (8.2)
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Demostracio´n. Sea γi,j = mτ(T (qj) pi) ≥ 0; entonces es inmediato verificar que (γi,j) ∈ Rm×m
es una matriz doble estoca´stica y, ma´s aun, que αi =
∑m
j=1 γi,j βj para cada i = 1, . . . ,m. Por el
teorema de Birkhoff 2.1.6, la matriz doble estoca´stica (γi,j) puede escribirse como una combinacio´n
convexa de matrices de permutacio´n, i.e. (γi,j) =
∑
σ∈Sm ησPσ, donde ησ ≥ 0,
∑
σ∈Sm ησ = 1 y Pσ
es la matriz de permutacio´n m×m inducida por σ ∈ Sm. Entonces tenemos
αi =
m∑
j=1
γi,j βj =
∑
σ∈Sm
ησ βσ(i) 1 ≤ i ≤ m. (8.3)
El hecho de que M es un factor II1 y que los elementos de las particiones {pi}i, {qi}i tienen
las mismas trazas implica la existencia de operadores unitarios uσ tales que uσ qσ(i) (uσ)∗ = pi,
1 ≤ i ≤ m, para cada σ ∈ Sm. De hecho, si σ ∈ Sm, de la igualdad τ(qσ(i)) = τ(pi) deducimos que
existen isometr´ıas parciales vi,σ ∈ M tales que vi,σv∗i,σ = pi y v∗i,σvi,σ = qσ(i) para i = 1, . . . ,m.
Entonces uσ =
∑m
i=1 vi,σ ∈ M son los unitarios requeridos. De la ecuacio´n (8.3), y definiendo
ρ(· ) = ∑σ∈Sm ησ uσ (· )u∗σ, tenemos
m∑
i=1
αi pi =
m∑
i=1
(∑
σ∈Sm
ησ βσ(i)
)
pi =
∑
σ∈Sm
ησ
(
m∑
i=1
βσ(i) uσ qσ(i) (uσ)
∗
)
=
∑
σ∈Sm
ησ uσ
(
m∑
i=1
βi qi
)
(uσ)∗ = ρ
(
m∑
i=1
βi
)
.
Seguidamente, establecemos y probamos el resultado sobre la forma local de las transformaciones
doble estoca´sticas. De forma resumida, e´ste describe la relacio´n entre operadores normales y sus
ima´genes bajo la accio´n de T ∈ DS(M), cuando estos operadores pertenecen a cierto sistema de
operadores determinado por dos C∗-suba´lgebras (separables) abelianas de M. Observamos que,
si consideramos diferentes a´lgebras abelianas podemos obtener diferentes descripciones de T . Ma´s
aun,tambie´n es posible que ninguna de estas descripciones sea va´lida globalmente, i.e. para todos
los operadores en M (ver Observaciones 8.2.7).
Teorema 8.1.6 (Forma local). Sean A, B ⊆ M C∗-suba´lgebras abelianas y separables y sea
T ∈ DS(M). Si S es el subsistema de operadores de B dado por S = T−1(A) ∩ B entonces, existe
una sucesio´n (ρr)r∈N ⊆ D(M) tal que l´ımr→∞ ‖T (b)− ρr(b)‖ = 0 para cada b ∈ S.
Demostracio´n. Notemos que basta probar el teorema para suba´lgebras abelianas, separables y
difusas de M; de hecho, supongamos que este resultado vale para tales a´lgebras y sean A, B ⊆M
C∗-suba´lgebras separables y abelianas arbitrarias. Entonces, por el Teorema 8.1.1 existen suba´lge-
bras abelianas, separables y difusas A˜ y B˜ deM tales que A ⊆ A˜ y B ⊆ B˜. De esta forma obtenemos
una sucesio´n (ρr)r∈N tal que l´ımr→∞ ‖T (b)− ρr(b)‖ = 0 para cada b ∈ T−1(A) ∩ B ⊆ T−1(A˜) ∩ B˜.
As´ı que suponemos adema´s que A y B son difusas.
Por la Proposicio´n 8.1.2 existe un conjunto no acotado M y, para cada m ∈ M, k = k(m)
particiones de la unidad {qj,mi }mi=1 ⊆ B ′ ∩M y {pj,mi }mi=1 ⊆ A ′ ∩M, 1 ≤ j ≤ k (para simplificar la
notacio´n no escribimos el super-´ındice m en las proyecciones) tales que, para cada b ∈ T−1(A) ∩ B
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y cada r ∈ N existe m0 = m0(r, b) tal que si m ≥ m0 entonces∥∥∥∥∥∥b− 1k
k∑
j=1
(
m∑
i=1
βji q
j
i
)∥∥∥∥∥∥ < 1r (8.4)
y ∥∥∥∥∥∥T (b)− 1k
k∑
j=1
(
m∑
i=1
αjip
j
i
)∥∥∥∥∥∥ < 1r (8.5)
donde βji = mτ(b q
j
i ), α
j
i = mτ(T (b) p
j
i ), τ(p
j
i ) = τ(q
j
i ) = 1/m, ( de la construccio´n de tales
particiones es evidente que podemos suponer que ambas tienen el mismo conjunto M y para cada
m ∈M tienen el mismo k(m)). Como ‖T‖ = 1, entonces por la ecuacio´n (8.4) tenemos que∥∥∥∥∥∥T (b)− 1k
k∑
j=1
(
m∑
i=1
βji T (q
j
i )
)∥∥∥∥∥∥ ≤ 1r . (8.6)
Aplicando la ecuacio´n (8.6) y el hecho de que la transformacio´n lineal en la Observacio´n 8.1.3 es
contractiva (con {pji} como las particiones de la unidad), obtenemos∥∥∥∥∥∥1k
k∑
j=1
m∑
i=1
αji p
j
i −
1
k2
k∑
j=1
(
k∑
t=1
m∑
i=1
αj, ti p
t
i
)∥∥∥∥∥∥ ≤ 1r , (8.7)
donde αj, ti = m
∑m
l=1 β
j
l τ(T (q
j
l )p
t
i ). Por el Lema 8.1.5 existen ρ
m
j, t ∈ D(M) tales que
m∑
i=1
αj, ti p
t
i = ρ
m
j, t
(
m∑
l=1
βjl q
j
l
)
, 1 ≤ j, t ≤ k. (8.8)
De (8.5), (8.7), y (8.8) deducimos que∥∥∥∥∥∥T (b)− 1k2
k∑
j=1
k∑
t=1
ρmj, t
(
m∑
l=1
βjl q
j
l
)∥∥∥∥∥∥ ≤ 2r , (8.9)
Por el Lema 8.1.4 existen sucesiones (ρ˜jn)n∈N ⊆ D(M), 1 ≤ j ≤ k, (independientes de b) tales que
para cada r ∈ N existe n0 = n0(r, b) tal que, si n ≥ n0 entonces∥∥∥∥∥
m∑
l=1
βjl q
j
l − ρ˜jn(b)
∥∥∥∥∥ ≤ 1r , 1 ≤ j ≤ k. (8.10)
De (8.9) y (8.10), junto con el hecho de que cada ρ ∈ D(M) es contractiva obtenemos, para cada
n ≥ n0(r, b) ∥∥∥∥∥∥T (b)− 1k2
k∑
j=1
k∑
t=1
ρmj, t(ρ˜
j
n(b))
∥∥∥∥∥∥ ≤ 3r , (8.11)
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Consideremos un subconjunto denso numerable {b1, b2, . . .} de B. Notemos que de las estimaciones
anteriores, la desigualdad (8.11) sigue valiendo para bj siempre que n ≥ n0(r, bj), m ≥ m0(r, bj).
Definamos
n(r) = ma´x{n0(r, b1), . . . , n0(r, br)}, m(r) = ma´x{m0(r, b1), . . . ,m0(r, br)}
y luego consideremos
ρr(·) := 1
k2
k∑
j=1
k∑
t=1
ρ
m(r)
j, t ◦ ρ˜jn(r)(·) ∈ D(M),
donde k = k(m(r)). Por las estimaciones anteriores tenemos que ‖T (bj) − ρr(bj)‖ ≤ 3r siempre
que 1 ≤ j ≤ r. Sea b ∈ B,  > 0 y l ∈ N tal que ‖b − bl‖ < /3. Si r > ma´x{l, 9/}, entonces
‖T (bl)− ρr,nr(bl)‖ < /3, y
‖T (b)− ρr(b)‖ ≤ ‖T (b− bl)‖+ ‖T (bl)− ρr(bl)‖+ ‖ρr(bl − b)‖ < .
Corolario 8.1.7. Sea T ∈ DS(M) y sean (ai)ni=1, (bi)ni=1 ⊆ Msa familias abelianas tales que
T (bi) = ai para 1 ≤ i ≤ n. Entonces existe una sucesio´n (ρr)r∈N ⊆ D tal que para 1 ≤ i ≤ n
l´ımr→∞ ‖ai − ρr(bi)‖ = 0.
Demostracio´n. Consideremos A = C∗(a1, . . . , an) y B = C∗(b1, . . . , bn), que son C∗-suba´lgebras
abelianas y separables de M. Aplicando el Teorema 8.1.6 con respecto a estas a´lgebras obtenemos
una sucesio´n (ρr)r∈N ⊆ D tal que l´ımr→∞ ‖T (b) − ρr(b)‖ = 0 para cada b ∈ T−1(A) ∩ B. Pero
notemos que, por nuestra eleccio´n, bi ∈ T−1(A) ∩ B y entonces,
‖T (bi)− ρr(bi)‖ = ‖ai − ρr(bi)‖ r−→ 0.
8.2. Nu´cleos doble estoca´sticos
La nocio´n de nu´cleo doble estoca´stico que desarrollamos en esta seccio´n surgio´ de forma natural,
a partir de una familia de ejemplos (ver Ejemplo 8.2.2) que asemeja a las matrices doble estoca´sticas
en este contexto.
Definicio´n 8.2.1. Sea (X,µX), (Y, µY ) dos espacios de probabilidad. Una transformacio´n lineal
positiva y unital ν : L∞(Y, µY ) → L∞(X,µX) es un nu´cleo doble estoca´stico si
∫
X ν(1∆) dµX =
µY (∆), para cada conjunto µY -medible ∆ ⊆ Y .
Ejemplo 8.2.2. Sean X y Y espacios topolo´gicos compactos y sean µX y µY medidas de prob-
abilidad, regulares y de Borel en X e Y respectivamente. Consideremos D ∈ L1(µX × µY ) y sea
ν(f)(x) =
∫
Y D(x, y) f(y) dµY (y). Entonces ν : L
∞(X,µX) → L∞(Y, µY ) es un nu´cleo doble es-
toca´stico si y solo si
1. D(x, y) ≥ 0 (µX × µY )-a.e.
2.
∫
X D(x, y) dµX(x) = 1 µY -c.t.p.
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3.
∫
Y D(x, y) dµY (y) = 1 µX -c.t.p.
En particular, si µX = µY es una medida con soporte finito {xi}mi=1 y tal que µX({xi}) = 1m para
1 ≤ i ≤ m entonces D es nu´cleo doble estoca´stico si y solo si la matriz m × m (D(xi, xj))i, j es
doble estoca´stica.
La siguiente proposicio´n establece la relacio´n entre (la localizacio´n de) una transformacio´n doble
estoca´stica y los nu´cleos doble estoca´sticos.
Proposicio´n 8.2.3. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊆Msa familias abelianas. Los siguiente enunci-
ados son equivalentes:
1. Existe T ∈ DS(M) tal que T (bi) = ai, 1 ≤ i ≤ n.
2. Existe ν : L∞(σ(b¯), µb¯)→ L∞(σ(a¯), µa¯) nu´cleo doble estoca´stico tal que ν(pii) = pii, 1 ≤ i ≤ n.
Demostracio´n. Supongamos que T (bi) = ai, 1 ≤ i ≤ n, con T ∈ DS(M). SeanA = C∗(a1, . . . , an),
B = C∗(b1, . . . , bn). Como M es un a´lgebra de von Neumann finita, existe una esperanza condi-
cional EA : M → L∞(A) que conmuta con τ . Entonces ν = Λ−1a¯ ◦ EA ◦ T ◦ Λb¯ es el nu´cleo doble
estoca´stico que buscamos, pues
ν(pii) = Λ−1a¯ (EA(T (Λb¯(pii)))) = Λ−1a¯ (EA(T (bi))) = Λ−1a¯ (EA(ai)) = Λ−1a¯ (ai) = pii,
y para cualquier subconjunto Boreliano ∆ ⊆ σ(b¯)∫
σ(a¯)
ν(1∆) dµa¯ = τ(Λa¯(ν(1∆))) = τ(EA ◦ T ◦ Λb¯(1∆)) = τ(Λb¯(1∆)) = µb¯(∆).
Rec´ıprocamente, supongamos que existe ν como en 2. Sea EB : M → L∞(B) la esperanza condi-
cional sobre L∞(B) que conmuta con τ . Entonces definamos T = Λa¯ ◦ ν ◦Λ−1b¯ ◦ EB. Evidentemente
T es positiva, unital y conmuta con τ . Adema´s,
T (bi) = Λa¯ ◦ ν ◦ Λ−1b¯ ◦ EB(bi) = Λa¯ ◦ ν ◦ Λ−1b¯ (bi) = Λa¯(ν(pii)) = Λa¯(pii) = ai, 1 ≤ i ≤ n.
En lo que sigue, introducimos y desarrollamos la nocio´n de mayorizacio´n conjunta entre familias
abelianas en un factor II1.
Definicio´n 8.2.4. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 dos familias abelianas en Msa. Decimos que
a¯ esta´ conjuntamente mayorizado por b¯, notado a¯ ≺ b¯, si existe un nu´cleo doble estoca´stico ν :
L∞(σ(b¯), µb¯)→ L∞(σ(a¯), µa¯) tal que ν(pii) = pii, para cada 1 ≤ i ≤ n.
La siguiente terminolog´ıa sera´ utilizada en el enunciado del teorema de caracterizacio´n de la
mayorizacio´n conjunta 8.2.5: si (x1, . . . , xn) es una familia finita enM, sea UM(x1, . . . , xn) la o´rbita
unitaria conjunta de la familia con respecto al grupo de operadores unitarios UM de M, i.e.
UM(x1, . . . , xn) = {(u∗x1u, . . . , u∗xnu) : u ∈ UM}.
Vamos a considerar tambie´n la ca´psula convexa de la o´rbita unitaria de la familia (xi)ni=1,
conv(UM(xi)ni=1) = {(ρ(xi))ni=1, ρ ∈ D}.
142 CAPI´TULO 8. MAYORIZACIO´N CONJUNTA EN FACTORES FACTORES II1
Denotamos por conv(UM(xi)ni=1), convw(UM(xi)ni=1) y conv1(UM(xi)ni=1) las respectivas clausuras
entrada a entrada en la topolog´ıa de la norma, en la topolog´ıa de´bil de operadores, y en la topolog´ıa
L1 inducida por τ .
Teorema 8.2.5. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 dos familias abelianas en Msa. Entonces los sigu-
ientes son equivalentes:
1. a¯ esta´ conjuntamente mayorizado por b¯.
2. a¯ ∈ conv(UM(b¯)).
3. a¯ ∈ conv 1(UM(b¯)).
4. a¯ ∈ convw(UM(b¯)).
5. µa¯ ≺ µb¯.
6. Existe una transformacio´n completamente positiva T ∈ DS(M) tal que ai = T (bi), 1 ≤ i ≤ n.
7. Existe T ∈ DS(M) tal que ai = T (bi), 1 ≤ i ≤ n.
8. τ(f(a1, . . . , an)) ≤ τ(f(b1, . . . , bn)) para cada funcio´n continua y convexa f : Rn → R.
Dada una suba´lgebra von Neumann abeliana N ⊆M sea EN la (u´nica) esperanza condicional
sobre N que preserva la traza. Entonces, EN es una transformacio´n doble estoca´stica (completa-
mente positiva) de M.
Corolario 8.2.6. Sea N ⊆ M una suba´lgebra abeliana von Neumann y sea (bi)ni=1 ⊆ Msa una
familia abeliana. Entonces (EN (bi))ni=1 ≺ (bi)ni=1.
Observaciones 8.2.7.
1. Sea x ∈ M un operador normal. Recordemos que hay una forma natural para identificar la
medida espectral usual de x con la medida espectral conjunta del par abeliano (Re(x), Im(x))
(ver el u´ltimo pa´rrafo de la seccio´n 8.0.5). Si T ∈ DS(M) entonces T (x) = y si y solo si
T (Re(x)) = Re(y) y T (Im(x)) = Im(y), ya que T es positivo.
De estos hechos y del Teorema 8.2.5, vemos que si x, y ∈M son operadores normales entonces
y ≺ y en el sentido de [40] si y solo si (Re(y), Im(y)) ≺ (Re(x), Im(x)) en el sentido de
la definicio´n 8.2.4. Es decir, la mayorizacio´n conjunta (bajo esta identificacio´n) extiende la
mayorizacio´n entre operadores normales en el caso de factores II1.
2. Si p ∈ M es una proyeccio´n con traza 1/2, existe una isometr´ıa parcial v ∈ M con v∗v = p,
vv∗ = 1− p. Sea a1 = 1, a2 = v∗ − v, b1 = 1, b2 = v − v∗. Definamos la transformacio´n lineal
T : C∗(p, v) → C∗(p, v) por T (p) = p, T (1) = 1, y T (v) = v∗, T (v∗) = v (el a´lgebra C∗(p, v)
puede pensarse como M2(C) y T como la transposicio´n). Entonces T no es una transformacio´n
completamente positiva, pero puede ser extendida a T ∈ DS(M). La equivalencia entre
6 y 7 en el Teorema 8.1.6 muestra que existe una transformacio´n completamente positiva
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T ′ ∈ DS(M) con T ′(b1) = a1, T ′(b2) = a2. De hecho se puede describir una transformacio´n
T ′ con estas caracter´ısticas , por ejemplo T ′ = u ·u∗, con u = 2p−1. De esta forma vemos que
la forma “local” de la transformacio´n puede diferir substancialmente de la forma “global”.
En el resto de la seccio´n probamos las implicaciones necesarias para demostrar el Teorema 8.2.5.
El siguiente lema generaliza un resultado de [40].
Lema 8.2.8. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊆ Msa familias abelianas. Si a¯ ∈ convw(UM(b¯))
entonces existe una transformacio´n completamente positiva T ∈ DS(M) tal que ai = T (bi), 1 ≤
i ≤ n.
Demostracio´n. Sea
{(bj1, . . . , bjn)}j∈J ⊆ conv(UM(b1, . . . , bn)), bji WOT−−−→j ai,
para 1 ≤ i ≤ n. Entonces existe una sucesio´n (ρj)j∈J ⊆ D tal que
(bj1, . . . , b
j
n) = (ρj(b1), . . . , ρj(bn)),
para cada j ∈ J . Notemos que ρj es una transformacio´n completamente positiva y doble estoca´stica
y la red {ρj}j∈J esta´ acotada en norma. Entonces existe una subred (que, haciendo abuso de
notacio´n, denotamos {ρj}j∈J) que converge en la topolog´ıa BW de Arveson [10], i.e. existe una
transformacio´n completamente positiva T : M → M tal que ρj(x) WOT−−−→
j
T (x) si x ∈ M. Por
normalidad de la traza, T preserva la traza, es positiva y unital. Como
ρj(bi) = b
j
i
WOT−−−→
j
ai ⇒ T (bi) = ai, 1 ≤ i ≤ n.
Lema 8.2.9. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊆Msa familias abelianas. Si a¯ ≺ b¯, entonces µa¯ ≺ µb¯.
Demostracio´n. Por hipo´tesis a¯ ≺ b¯ es decir, existe un nu´cleo doble estoca´stico
ν : L∞(σ(b¯), µb¯)→ L∞(σ(a¯), µa¯)
tal que ν(pii) = pii, 1 ≤ i ≤ n. Sea ν1, . . . , νm ∈M∼+ (Rn) tales que
∑m
j=1 νj = µa¯. Definamos medidas
ν ′j por ν
′
j(∆) = νj(ν(1∆)). Por continuidad de ν, ν
′
j(f) = νj(ν(f)) para cada f ∈ L∞(σ(b¯), µb¯). De
esta forma,
ν ′j(pii) = νj(ν(pii)) = νj(pii), 1 ≤ i ≤ n, 1 ≤ j ≤ m
y ana´logamente νj(1) = ν ′j(1), con lo que νj ∼ ν ′j , para 1 ≤ j ≤ m. Finalmente,
m∑
j=1
ν ′j(∆) =
m∑
j=1
νj(ν(1∆)) = µa¯(ν(1∆)) = µb¯(∆).
Entonces
∑m
j=1 ν
′
j = µb¯, lo que muestra que µa¯ ≺ µb¯.
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Lema 8.2.10. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊂Msa familias abelianas. Si µa¯ ≺ µb¯, entonces existe
T ∈ DS(M) tal que T (bi) = ai para 1 ≤ i ≤ n.
Demostracio´n. Por compacidad, podemos considerar particiones {∆rj}m(r)j=1 de σ(a¯) con diam(∆rj) <
1/r para cada 1 ≤ j ≤ m. Fijamos puntos xr1, . . . , xrm(r) con xrj ∈ ∆rj y definimos medidas µrj por
µrj(· ) = µa¯(· ∩ ∆rj). Entonces evidentemente
∑
j µ
r
j = µa¯. Como µa¯ ≺ µb¯ por hipo´tesis, existen
medidas νrj con ν
r
j ∼ µrj y
∑
j ν
r
j = µb¯. Sean g
r
j las derivadas de Radon-Nikodym g
r
j = dν
r
j /dµb¯.
Notemos que
∑
j g
r
j = 1 (µb¯ − a.e.). Definimos funciones Dr : σ(a¯)× σ(b¯)→ R dadas por
Dr(s, t) =
m(r)∑
j=1
grj (t)
µa(∆rj)
1∆rj (s).
Definamos νr : L∞(σ(b¯), µb¯)→ L∞(σ(a¯), µa¯) por
νr(b)(s) =
∫
σ(b¯)
b(t)Dr(s, t) dµb¯(t).
Las transformaciones νr son nu´cleos doble estoca´sticos, lo cual puede verse de las equivalencias µrj ∼
νrj . Por la Proposicio´n 8.2.3 tenemos la sucesio´n de transformaciones doble estoca´sticas asociadas
estos nu´cleos {Tr}r ⊂ DS(M) tal que
Tr(bi) =
∫
σ(a¯)
νr(pii) dEa¯ ∈ L∞(A), 1 ≤ i ≤ n.
La red acotada {Tr}r∈N tiene una subred {Tk}k∈K que converge hacia un punto de acumulacio´n
T ∈ DS(M) en la topolog´ıa BW. Como esta red esta´ acotada, T (bi) = l´ımk∈K Tk(bi) ∈ L∞(A) en
la topolog´ıa de´bil de operadores. Afirmamos que T (bi) = ai, 1 ≤ i ≤ n. Para ver esto, como la red
{Tk(bi)}k∈K esta´ acotada, basta probar que
l´ım
k
τ(xTk(bi)) = τ(x ai), 1 ≤ i ≤ n, ∀x ∈ A.
Equivalentemente, basta mostrar que para cada funcio´n continua f ∈ C(σ(a¯)) y cada i = 1, . . . , n,
l´ım
k
∫
σ(a¯)
f(s)
(∫
σ(b¯)
Dk(s, t)pii(t) dµb¯(t)
)
dµa¯(s) =
∫
σ(a¯)
f(s)pii(s) dµa¯(s).
Esto puede verse por argumento de aproximacio´n esta´ndard, usando la continuidad uniforme de f ,
el hecho de que los dia´metros de ∆rj tienden a 0 cuando r crece, y la equivalencia µ
r
j ∼ νrj .
El siguiente lema es una consecuencia directa del Teorema 2.4.24 y la identidad en la ecuacio´n
(8.1).
Lema 8.2.11. Sean a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊂Msa dos familias abelianas. Entonces µa¯ ≺ µb¯ si y
solo si τ(f(a1, . . . , an)) ≤ τ(f(b1, . . . , bn)) para cada funcio´n continua convexa f : Rn → R.
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Demostracio´n del Teorema 8.2.5. La Proposicio´n 8.2.3 muestra la equivalencia (7)⇔(1) y el Coro-
lario 8.1.7 es (7)⇒(2). La implicacio´n (2)⇒ (3)⇒(4) es trivial. El Lema 8.2.8 muestra que (4)⇒(6),
y es evidente que (6)⇒(7). Los Lemas 8.2.9 y 8.2.10 prueban la equivalencia (5)⇔(1). De esta forma
tenemos que (1)-(7) son equivalentes. Finalmente, el Lema 8.2.11 establece que (5)⇔(8).
Dadas familias a¯ = (ai)ni=1, b¯ = (bi)
n
i=1 ⊆M, decimos que a¯ y b¯ son conjuntamente aproximada-
mente unitariamente equivalentes enM si a¯ ∈ UM(b¯) es decir, si existe una sucesio´n de operadores
unitarios (un)n∈N ⊆M tal que
l´ım
n→∞ ‖unbiu
∗
n − ai‖ = 0, 1 ≤ i ≤ n.
Es evidente que esta es una relacio´n de equivalencia. Ma´s au´n, si a¯ y b¯ son conjuntamente aproxi-
madamente unitariamente equivalentes enM entonces a¯ es una familia abeliana si y solo si b¯ lo es.
En [11] se dio una caracterizacio´n de esta relacio´n de equivalencia entre operadores autoadjuntos
en te´rminos de las distribuciones espectrales de los operadores. El siguiente resultado muestra una
lista de caracterizaciones de esta relacio´n para el caso de familias abelianas en factores II1.
Teorema 8.2.12. Sean a¯ = (ai)ni=1 y b¯ = (bi)
n
i=1 ⊂Msa familias abelianas. Entonces los siguientes
son equivalentes:
1. a¯ y b¯ son conjuntamente aproximadamente unitariamente equivalentes en M.
2. a¯ ≺ b¯ y b¯ ≺ a¯
3. µa¯ = µb¯
4. τ(f(a1, . . . , an)) = τ(f(b1, . . . , bn)) para cada funcio´n continua y convexa f : Rn → R.
5. τ(f(a1, . . . , an)) = τ(f(b1, . . . , bn)) para cada funcio´n continua f : Rn → R.
Demostracio´n. Por el Teorema 8.2.5 tenemos (1)⇒(2) y (2)⇔(4). Ma´s aun, (4) es equivalente a
µa¯(f) = µb¯(f) para cada funcio´n continua y convexa f . Entonces µa¯(f) = µb¯(f) para cada funcio´n
continua f [4, Proposicio´n I.1.1], y esto implica que µa¯ = µb¯. De esta forma, (4)⇒(5)⇒(3). Nue-
vamente, por el Teorema 8.2.5 (3)⇒(2) y entonces (2)-(5) son equivalentes. Finalmente, probamos
que (3)⇒(1). Supongamos que µa¯ = µb¯ y notemos que entonces, σ(a¯) = sop µa¯ = sop µb¯ = σ(b¯) y
para cada conjunto de Borel ∆ en σ(a¯) tenemos
τ(Ea¯(∆)) = µa¯(1∆) = µb¯(1∆) = τ(Eb¯(∆)). (8.12)
sea  > 0. Por compacidad, elegimos B1, . . . , Bm un cubrimiento finito disjunto de σ(a¯) = σ(b¯),
y puntos xj ∈ Bj con la propiedad de que |pii(λ) − pii(xj)| < /2 para cada λ ∈ Bj , 1 ≤ i ≤ n,
1 ≤ j ≤ m. Entonces obtenemos, usando el teorema espectral,∥∥∥∥∥∥ ai −
m∑
j=1
pii(xj)Ea¯(Bj)
∥∥∥∥∥∥ < 2,
∥∥∥∥∥∥ bi −
m∑
j=1
pii(xj)Eb¯(Bj)
∥∥∥∥∥∥ < 2 .
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para 1 ≤ i ≤ n. De la ecuacio´n (8.12) vemos que τ(Ea¯(Bj)) = τ(Eb¯(Bj)) para cada 1 ≤ j ≤
m. Como en la prueba del Lema 8.1.5, obtenemos operadores unitarios w ∈ U(M) tales que
w∗Eb¯(Bj)w = Ea¯(Bj) para cada j. Entonces
w∗
 m∑
j=1
pii(xj)Eb¯(Bj)
w = m∑
j=1
pii(xj)Ea¯(Bj).
Luego, para cada 1 ≤ i ≤ n tenemos
‖w∗ biw − ai‖ ≤
∥∥∥∥∥∥w∗
bi − m∑
j=1
pii(xj)Eb¯(Bj)
w
∥∥∥∥∥∥+ 2 < .
Como una consecuencia inmediata del Teorema 8.2.12 vemos que la clausura en norma de la
o´rbita unitaria conjunta de una familia abeliana es cerrada en la topolog´ıa fuerte en factores II1.
Esto generaliza resultados de [61, teorema 5.4 (4)]. Dada x¯ = (xi)ni=1 ⊆M entonces UM(x¯)
s
denota
la clausura entrada a entrada en la topolog´ıa fuerte de operadores.
Corolario 8.2.13. Sea a¯ = (ai)ni=1 ⊆Msa una familia abeliana. Entonces se tiene la igualdad
UM(a¯)‖ ‖ = UM(a¯)s.
Demostracio´n. Sea b¯ = (bi)ni=1 ∈ UM(a¯)
s
. Entonces existe una red (aj1, . . . , a
j
n)j∈J ⊆ UM(a¯) tal
que aji converge fuertemente hacia bi para cada i = 1, . . . , n. Sea f : Rn → R una funcio´n continua.
Entonces τ(f(aj1, . . . , a
j
n)) = τ(f(a1, . . . , an)) para cada j. As´ı, por [66, Lema II.4.3] concluimos que
τ(f(b1, . . . , bn)) = τ(f(a1, . . . , an)). Notemos que (5) del Teorema 8.2.12 implica que b¯ ∈ UM(a¯).
Por otra parte, la otra inclusio´n es trivial.
La unicidad de la traza y resultados similares de doble mayorizacio´n de operadores autoadjuntos
[49] permiten verificar que cualquier automorfismo de un factor II1 es puntualmente aproximada-
mente (en norma) interior. El siguiente corolario es una mejora de este resultado.
Corolario 8.2.14. Sea Θ un automorfismo deM. Entonces Θ|A es aproximadamente interior para
cada C∗ suba´lgebra abeliana y separable A ⊂M.
Demostracio´n. La unicidad de la traza asegura que Θ preserva la traza. Por ser multiplicativo, el
rango de una suba´lgebra abeliana es una suba´lgebra abeliana. Es decir, Θ es una transformacio´n
DS que mapea toda familia abeliana de M en otra familia abeliana de M. Consideremos un
subconjunto denso y numerable {ai} de A, y usemos el Teorema 8.2.12 para obtener operadores
unitarios un para cada subconjunto finito {a1, . . . , an}. Un argumento de tipo /3 muestra entonces
que la sucesio´n {Adun} aproxima Θ en toda A.
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8.2.1. Comparacio´n con la mayorizacio´n conjunta de Alberti y Uhlmann
En [2] Alberti y Uhlmann consideraron una nocio´n general de mayorizacio´n conjunta entre n-
uplas de estados de una C∗-a´lgebra abeliana fija. En esta seccio´n mostramos como aplicar esta
nocio´n general en nuestro caso particular de una C∗-suba´lgebra abeliana de un factor II1 y la
comparamos con la mayorizacio´n conjunta que hemos desarrollado hasta aqu´ı.
Sea A una C∗-a´lgebra abeliana y sea A∗ su espacio dual. En este contexto, una funcio´n lineal
V : A∗ → A∗ es una funcio´n estoca´stica si es positiva y V (ψ)(1) = ψ(1) para cada ψ ∈ A∗.
El conjunto de funciones estoca´sticas de A es denotado por ST (A). Notemos que una funcio´n
estoca´stica V ∈ ST (A) mapea el espacio de estados de A sobre s´ı mismo. Dado un estado ϕ ∈ A∗,
el conjunto de funciones estoca´sticas tales que V (ϕ) = ϕ es denotado por STϕ(A).
Definicio´n 8.2.15 ([2]). Sea w¯, u¯ dos n-uplas ordenadas de estados de una C∗-a´lgebra abeliana A.
Entonces u¯ esta´ mayorizada por w¯, y notamos u¯ w¯, si existe una funcio´n estoca´stica V ∈ ST (A)
tal que V w¯ = u¯, 1 ≤ i ≤ n.
En realidad, la definicio´n 8.2.15 es una formulacio´n equivalente de la definicio´n de mayorizacio´n
dada en [2] ( que esta´ dada en te´rminos de funcionales generalizados de Ky-Fan, ver Teorema 3.2.3
en [2]). Si en la definicio´n de arriba pedimos que V ∈ STϕ(A) para un estado fijo ϕ ∈ A∗, decimos
que u¯ esta´ ϕ-mayorizada por w¯, y notamos u¯ϕ w¯, y esta nocio´n puede ser considerada como una
mayorizacio´n ponderada (de forma que ϕ es el peso).
Sea a ∈M+ con τ(a) = 1. Entonces a induce estado normal τa ∈M∗ dado por τa(x) = τ(ax).
De esta forma, podemos considerar la siguiente definicio´n:
Definicio´n 8.2.16. Sean a¯, b¯ ⊂M+ dos n-uplas ordenadas tales que τ(ai) = τ(bi) = 1, 1 ≤ i ≤ n,
y seaA una suba´lgebra abeliana de von Neumann deM. Entonces decimos que a¯ esta´A-mayorizada
por b¯, y notamos a¯A b¯, si (τai)τ (τbi) como estados sobre A.
Aclaramos que la definicio´n dada arriba no esta´ contenida dentro del desarrollo en [2], aunque
bien puede considerarse impl´ıcita en este trabajo.
Observacio´n 8.2.17. Notemos que las familias no son necesariamente abelianas. Pero si EA denota
la esperanza condicional sobre A que conmuta con τ , entonces para cada a, x ∈M tenemos τ(ax) =
τ(EA(a)x). Es decir, estamos comparando en realidad las familias abelianas (EA(bi)), (EA(ai)) de
operadores en el a´lgebra abeliana A. Por otro lado, esta nocio´n depende fuertemente del a´lgebra
abeliana A, y en este sentido esta nocio´n de mayorizacio´n puede considerase como local.
La siguiente Proposicio´n establece una dualidad que nos permite comparar nuestra nocio´n de
mayorizacio´n conjunta con la de Alberti y Uhlman.
Lema 8.2.18. Si T ∈ DS(M) entonces existe una u´nica T ′ ∈ DS(M) tal que τ(T (a)b) = τ(aT ′(b))
para todos a, b ∈M.
Demostracio´n. Sea b ∈ M+. Consideramos el funcional positivo φb ∈ M+∗ dado por φb(x) =
τ(bT (x)). Como para cada x ∈ M+, 0 ≤ φb(x) ≤ ‖b‖τ(x), podemos aplicar el [48, teorema
7.3.13] para encontrar c ∈ M+, ‖c‖ ≤ ‖b‖, tal que φb(x) = τ(cx). Del hecho de que la traza
es fiel concluimos que este c es u´nico, y lo denotamos por c = T ′(b). Como cada a ∈ M es una
combinacio´n lineal de (cuatro) operadores positivos, entonces T ′ se extiende por linealidad a todo
M en tal forma que τ(T (a)b) = τ(aT ′(b)), para todos a, b ∈ M. Usando nuevamente el hecho de
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que la traza es fiel, deducimos que T ′ es una transformacio´n lineal positiva y unital. Finalmente,
τ(T ′(b)) = τ(1T ′(b)) = τ(bT (1)) = τ(b), con lo que T ′ ∈ DS(M).
La siguiente proposicio´n muestra una comparacio´n entre la nocio´n de mayorizacio´n conjunta
desarrollada en este cap´ıtulo y la definicio´n 8.2.15.
Proposicio´n 8.2.19. Sea a¯, b¯ ⊂Msa familias abelianas tales que a¯ ≺ b¯. Si B denota el a´lgebra de
von Neumann abeliana generada por la familia b¯, entonces a¯B b¯.
Demostracio´n. Sea EB la esperanza condicional sobre B que conmuta con la traza y sea T ∈
DS(M) tal que T (bi) = ai, para 1 ≤ i ≤ n (que existe por el Teorema 8.2.5). Por el Lema 8.2.18
existe T ′ ∈ DS(M) tal que τ(T (a)b) = τ(aT ′(b)) para todos a, b ∈ M. Entonces EB ◦ T ′|B es una
transformacio´n positiva y unital que preserva la traza de B en s´ı mismo. Consideremos V : B∗ → B∗
dado por V (ψ)(b) = ψ ◦ EB ◦T ′(b); y de aqu´ı es inmediato que V es una funcio´n estoca´stica tal que
V (τ) = τ . Por otro lado, notemos que
V (τbi)(x) = τ(biEB(T ′(x))) = τ(biT ′(x)) = τ(T (bi)x) = τ(aix) = τai(x).
De esto concluimos que a¯B b¯.
El hecho de que a¯D b¯ con respecto a alguna suba´lgebra de von Neumann abeliana D ∈M no
implica que a¯ ≺ b¯, au´n si D = B y las familias tienen un solo elemento. En efecto, consideremos el
siguiente ejemplo (que puede realizarse dentro de cualquier factor II1):
Ejemplo 8.2.20. Sean a, b ∈M2(C)sa dadas por
a =
(
1/2 1/2
1/2 1/2
)
, b =
(
1/4 0
0 3/4
)
.
La ∗-a´lgebra B generada por b es el a´lgebra diagonal con respecto a la base cano´nica de C2. De
esta forma EB(a) = 12 I2. Entonces vemos que EB(a)B b, que a su vez muestra que aB b. Por otro
lado a 6≺ b, pues si suponemos a ≺ b entonces se tendr´ıa (1, 0) ≺ (3/4, 1/4) como vectores en R2,
que es falso.
8.3. Algunas herramientas te´cnicas
En esta seccio´n probamos los resultados presentados al comienzo de la de seccio´n 8.1. Comen-
zamos con la prueba de que cualquier C∗-suba´lgebra abeliana y separable deM puede ser sumergida
en una C∗-suba´lgebra abeliana, separable y difusa. Luego de esto, probamos algunos resultados de
aproximacio´n que valen para C∗ suba´lgebras abelianas, separables y difusas de M.
8.3.1. Refinamientos de medidas espectrales
Un problema te´cnico que surge cuando consideramos medidas espectrales esta´ relacionado con
los a´tomos de las medidas. En general, los problemas relativos a medidas totalmente ato´micas o
totalmente difusas se estudian mediante me´todos definidos segu´n el caso. Sin embargo estos me´todos
no son u´tiles en el caso de medidas que tienen parte difusa y ato´mica no trivial. En esta seccio´n
mostramos que en nuestro contexto es posible eliminar la parte ato´mica de las medidas espectrales
sumergiendo el a´lgebra en un ambiente ma´s grande (pero no mucho ma´s grande). Si bien nuestro
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intere´s es aplicar estos resultados para el estudio de las transformaciones doble estoca´sticas y la
mayorizacio´n conjunta, estas te´cnicas y posteriores refinamientos nos permitira´n el estudio de otros
problemas naturales dentro de los factores II1.
Comenzamos observando algunos hechos elementales acerca de las inclusiones de C∗-suba´lgebras
abelianas en factores II1 que necesitamos para nuestro estudio. Si A ⊆ B son C∗-a´lgebras unitales,
entonces la funcio´n Φ : Γ(B)→ Γ(A) dada por Φ(γ) = γ|A es una suryeccio´n continua sobre Γ(A).
Supongamos adema´s que A ⊆ B ⊆ M son separables y sean EA, EB sus medidas espectrales,
entonces EA = EB ◦ Φ−1 y µA = µB ◦ Φ−1. Por otro lado si A ⊆ B ⊆ C y Φ : Γ(B) → Γ(A),
Ψ : Γ(C) → Γ(B) son las suryecciones continuas asociadas a las inclusiones anteriores entonces
Φ ◦Ψ : Γ(C)→ Γ(A) es la suryecciones asociada a la inclusio´n A ⊆ C. La propiedad anterior pone
de manifiesto el hecho de que la asociacio´n (A ⊆ B) 7→ (Φ : Γ(B) → Γ(A)) es funtorial entre las
categor´ıas correspondientes.
Por otro lado, como µA = τ ◦ EA entonces, por fidelidad de la traza, At(µA) =At(EA). Sea∑
x∈At(EA) µA({x}) la masa ato´mica total de EA. Como µA es finita, el conjunto de a´tomos es
numerable. Notemos que A es difusa justamente cuando su masa ato´mica total es cero. Finalmente,
remarcamos el hecho de que los elementos de At(EA) esta´n en correspondencia biun´ıvoca con el
conjunto de proyecciones minimales de L∞(A).
Lema 8.3.1. Con la notacio´n de arriba, si x ∈ At(EB) entonces Φ(x) ∈ At(EA), y la masa ato´mica
total de EB es menor que la masa ato´mica total de EA.
Demostracio´n. Sea x ∈ At(EB) y notemos que 0 6= µB({x}) ≤ µB(Φ−1(Φ({x}))) = µA(Φ({x})),
con lo que Φ(x) ∈ At(EA) = At(µA). Consideramos la relacio´n de equivalencia en At(EB) inducida
por Φ, i.e. x ∼ y si Φ(x) = Φ(y). Si Q ∈ Q := At(EB)/ ∼ es tal que Φ(x) = xQ para cada x ∈ Q,
entonces usando que Q es numerable obtenemos que∑
x∈Q
µB({x}) = µB(Q) ≤ µB(Φ−1({xQ})) = µA({xQ}).
Entonces concluimos que∑
x∈At(EB)
µB({x}) =
∑
Q∈Q
∑
x∈Q
µB({x}) ≤
∑
Q∈Q
µA(xQ) ≤
∑
x∈At(EA)
µA({x}),
pues se trata de series de te´rminos positivos.
El Lema 8.3.1 muestra que es posible reducir la masa ato´mica total agrandando el a´lgebra A.
En la Proposicio´n 8.3.3 damos una formulacio´n ma´s espec´ıfica de este u´ltimo hecho. El siguiente
lema es una consecuencia inmediata del Lema 3.2.1
Lema 8.3.2. Sea p ∈ P(M) y sean α, β ∈ R con 0 < α < β. Entonces existe a ∈ Msa tal que
[α, β] ⊆ σ(a) ⊆ [α, β] ∪ {0}, P
R(a)
= p, y
µa((x, β]) =
τ(p)(β − x)
β − α , α ≤ x ≤ β.
En particular, At(Ea) ⊆ {0}.
150 CAPI´TULO 8. MAYORIZACIO´N CONJUNTA EN FACTORES FACTORES II1
En el siguiente resultado mostramos que podemos “borrar” un a´tomo de un a´lgebra abeliana,
sumergie´ndola en el a´lgebra obtenida de agregar un generador a la original.
Proposicio´n 8.3.3. Con las notaciones de arriba, sea x0 ∈ Γ(A) un a´tomo de EA y sean α, β ∈ R
con 0 < α < β. Entonces existe a ∈ A′ ∩Msa con [α, β] ⊆ σ(a) ⊆ [α, β] ∪ {0}, PR(a) = EA({x0}),
y tal que EB no tiene a´tomos en la fibra Φ−1(x0), donde B = C∗(A, a).
Demostracio´n. Sea p = EA({x0}) y sea a ∈Msa como en el Lema 8.3.2, de forma que a satisface
las condiciones sobre el σ(a¯) y P
R(a)
. Como p es una proyeccio´n minimal en L∞(A), tenemos
pb = pbp = λbp para cada b ∈ A y entonces ab = apb = λba = bpa = ba. De esto se sigue que
a ∈ A′ ∩M.
Sea B = C∗(A, a) y sea Φ : Γ(B) → Γ(A), Ψ : Γ(B) → Γ(C∗(a)) la suryecciones continuas
inducidas por las inclusiones A ⊆ B y C∗(a) ⊆ B.
Notemos que la restriccio´n Ψ|Φ−1(x0) es inyectiva. De hecho, sean x, y ∈ Φ−1(x0) tal que Ψ(x) =
Ψ(y), i.e. las restricciones de los caracteres a C∗(a) coinciden. Pero como Φ(x) = Φ(y) (= x0) los
caracteres tambie´n coinciden en A y luego son iguales como caracteres en B, ya que B esta´ generada
por A y C∗(a).
Por otra parte, si x ∈ Γ(B) es tal que x(a) 6= 0, entonces Φ(x) = x0. En efecto, supongamos
que Φ(x) 6= x0 y sea f ∈ C(Γ(A)) con f(Φ(x)) = 0 y f(x0) = 1. Entonces f ◦ Φ ≥ 1Φ−1(x0), pero∫
Γ(B)
f ◦ Φ dEB ≥
∫
Γ(B)
1Φ−1(x0) dEB = EB(Φ
−1(x0) = EA({x0}) = p.
Notemos que si 0 ∈ σ(a) entonces es un punto aislado, y en cualquier caso tenemos p ∈ C∗(a) ⊆ B.
Entonces 0 = f ◦ Φ(x) ≥ x(p) ≥ 0, y as´ı x(p) = 0. Como 0 ≤ a ≤ β p, x(a) = 0.
Sea z ∈ Φ−1(x0). Entonces o bien z(a) = 0 o bien z(a) 6= 0. Veamos que en cualquier caso
obtenemos EB({z}) = 0. Si z(a) 6= 0, de los pa´rrafos anteriores deducimos que Ψ−1(Ψ(z)) = {z}
y consecuentemente EB({z}) = Ea({Ψ(z})) = 0 ya que Ψ(z)(a) 6= 0 y At(Ea) ⊆ {0}. Si z(a) = 0
(hay a lo sumo un tal cara´cter) entonces, de los pa´rrafos anteriores tenemos
{z} = Φ−1(x0) \ {x ∈ Φ−1(x0) : x(a) 6= 0}
= Φ−1(x0) \Ψ−1({x ∈ Γ(C∗(a)) : x(a) 6= 0})
y
EB(Ψ−1({x ∈ Γ(C∗(a)) : x(a) 6= 0})) = Ea({x ∈ Γ(C∗(a)) : x(a) 6= 0})
= EA({x0}) = EB(Φ−1(x0)).
De esto concluimos que EB({z}) = 0.
Prueba del Teorema 8.1.1. Recordemos que el conjunto At(EA) de a´tomos de EA es numerable.
Si At(EA) = ∅ entonces EA ya es difusa. En otro caso, enumeramos At(EA) = {xi : 1 ≤ i ≤ r},
donde r ∈ N ∪ {∞}. Para 1 ≤ i ≤ r, sea Ii = [αi, βi] con αi = 1 + 12n < βi = 1 + 12n−1 . Entonces
Ii ∩
⋃
1≤i 6=j≤r Ij = ∅ y
⋃r
i=1 Ii ⊆ [1, 2]. Para cada i = 1, . . . , r existe, por la Proposicio´n 8.3.3,
ai ∈ A′ ∩Msa tal que PR(ai) = EA({xi}), Ii ⊆ σ(ai) ⊆ Ii ∪ {0}, y tal que EAi no tiene a´tomos
en la fibra Φ−1i (xi), donde Φi : Γ(Ai)→ A denota la suryeccio´n continua inducida por la inclusio´n
A ⊆ Ai := C∗(A, ai). Sea a =
∑r
i=1 ai ∈ A′ ∩Msa (esta suma converge en la topolog´ıa fuerte de
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operadores pues los rangos de los operadores ai son ortogonales y ‖ai‖ ≤ 2 para cada i). Entonces
B := C∗(A, a) es una suba´lgebra abeliana de M.
Sea B = C∗(A, a). Afirmamos que la medida espectral EB de B no tiene a´tomos. De hecho,
notemos que 1Ii ∈ C(∪1≤j≤rIj) es una funcio´n continua (pues la distancia entre los conjuntos Ii
y ∪i 6=jIj es positiva); entonces, como 1Ii(a) = ai, se sigue que Ai ⊂ B para cada 1 ≤ i ≤ r.
Supongamos que x ∈ At(Γ(B)) y sea Φ : Γ(B) → Γ(A) como antes. Entonces por el Lema 8.3.1
existe i ∈ {1, . . . , r} tal que Φ(x) = xi ∈ At(EA). Como Φ = Φi ◦Ψi, donde Ψi : Γ(B)→ Γ(Ai) es
la suryeccio´n inducida por la inclusio´n Ai ⊆ B, concluimos que Ψi(x) ∈ Φ−1i (xi) es un a´tomo de la
medida EAi , nuevamente por el Lema 8.3.1. Pero esto es una contradiccio´n ya que por construccio´n
no hay a´tomos en la fibra Φ−1i (xi).
Observacio´n 8.3.4. Dada una C∗ suba´lgebra abeliana A ⊂ M, una forma directa para hallar
una C∗-suba´lgebra abeliana A ⊆ A˜ ⊂M con medida espectral difusa es considerar una MASA en
M que contenga a A. La informacio´n adicional que obtenemos del Teorema 8.1.1 es que A˜ puede
elegirse separable (como C∗-a´lgebra) siempre que A sea separable. En este u´ltimo caso, el espacio
de caracteres de A˜ es metrizable, un hecho que es importante para nuestros ca´lculos.
8.3.2. Aproximaciones discretas en a´lgebras abelianas, separables y difusas
Dado un espacio me´trico compacto siempre es posible hallar, usando la continuidad uniforme,
aproximaciones discretas de funciones continuas por combinaciones lineales de funciones carac-
ter´ısticas de ciertos conjuntos {Qi}mi=1. Pero si consideramos una medida en este espacio y reque-
rimos medidas iguales para estos conjuntos, puede que no haya tal aproximacio´n uniforme basada
en funciones caracter´ısticas. La Proposicio´n 8.1.2 establece, en en lenguaje de las a´lgebras de von
Neumann, que hay una solucio´n intermedia de este problema, que se obtiene promediando sobre un
conjunto adecuado de particiones del espacio me´trico. Esta solucio´n esta´ inspirada en la prueba del
Lema 4.1 de [40] y es una herramienta fundamental para nuestros desarrollos. Antes consideramos
una propiedad elemental de las medidas de probabilidad difusas (es decir sin a´tomos) de soporte
compacto.
Lema 8.3.5. Sea K ⊂ Rn un compacto con la topolog´ıa usual de Rn y sea µ una medida de
probabilidad, regular, de Borel y difusa en K. Entonces, para cada α ∈ (0, 1) existe un conjunto
medible S ⊂ K tal que µ(S) = α.
Prueba de de Proposicio´n 8.1.2. Γ(B) es un espacio me´trico compacto, con me´trica d (que induce la
topolog´ıa w∗). Sea r ∈ N; por compacidad existe una particio´n {Q˜i}k0i=1 de Γ(B) con diamd(Q˜i) < 1r .
Entonces
∑k0
i=1 µB(Q˜i) = 1. Sea m = m(r) tal que
1/m ≤ mı´n{µB(Q˜j)2 : 1 ≤ j ≤ k0}
y notemos que l´ımr→∞m(r) = ∞, pues la medida µB es difusa (esta condicio´n lo suficientemente
de´bil de forma que nos permite ajustar el m a condiciones adicionales, por ejemplo en el caso de dos
particiones involucradas). Entonces para cada 1 ≤ j ≤ k0 existe kj ∈ N tal que µB(Q˜j) = kj/m+δj
con 0 ≤ δj < 1/m. Si definimos k˜ = k˜(r) = mı´nj{kj} entonces
k˜ ≥ ma´x{µB(Q˜j)−1 − 1, 1 ≤ j ≤ k0}
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con lo que l´ımr→∞ k˜(r) =∞.
Para 1 ≤ j ≤ k0, elijamos k˜ particiones {Q˜tj,s}kjs=0 de cada Q˜j (1 ≤ t ≤ k˜), con µB(Q˜tj,s) = 1/m
si 1 ≤ s ≤ kj y µB(Q˜tj,0) = δj , de forma tal que Q˜tj,0 ⊂ Q˜1j, t, 2 ≤ t ≤ k˜. Siempre podemos hacer
tal eleccio´n: usando el Lema 8.3.5 elegimos Q˜tj,0 ⊆ Q˜1j, t con µB(Q˜tj,0) = δj < 1/m, y entonces
tomamos una particio´n {Q˜tj,s}kjs=1 de Q˜j \ Q˜tj,0 lo que puede hacerse por el Lema 8.3.5 (notemos
que µB(Q˜j \ Q˜tj,0) = kj/m). De nuestra eleccio´n, Q˜tj,0 ∩ Q˜t
′
j,0 = ∅ si t 6= t ′. Este u´ltimo hecho es
importante para nuestros ca´lculos.
Para cada 1 ≤ t ≤ k˜, sea Q˜t0,0 = ∪k0j=1 Q˜tj,0. Entonces µB(Q˜t0,0) = 1 −
∑
j kj/m = (m −∑k0
j=1 kj)/m. Finalmente, tomamos particiones de cada conjunto Q˜
t
0,0 de n1 = m−
∑
j kj subcon-
juntos {Q˜ti}n1i=1 de medida 1/m. Renombrando las k˜ particiones {Q˜tj,s}j, s ∪ {Q˜ti}i, terminamos con
k˜ particiones {Qt,mi }mi=1, para 1 ≤ t ≤ k˜, tales que:
1. µB(Q
t,m
i ) = 1/m, para cada i ∈ {1, . . . ,m}, t ∈ {1, . . . , k˜},
2. dia´md(Q
t,m
i ) ≤ 1/r, si i > n1,
3. Si 1 ≤ i, i ′ ≤ n1 entonces Qt,mi ∩Qt
′,m
i ′ = ∅ si i 6= i ′ o´ t 6= t ′.
La construccio´n de las k particiones {Qt,mi }mi=1 fue hecha de tal forma que los subconjuntos que
no tienen dia´metros pequen˜os son disjuntos, au´n para particiones diferentes.
Sea M = {m(r), r ≥ 1} y para cada m = m(r) ∈M sea k(m) = k˜(r) como antes y para i, t,m,
sea qt,mi = EB(Q
t,m
i ). El conjunto M es no acotado y, para cada t = 1, . . . , k, {qt,mi }mi=1 ⊂ B′ ∩M
es una particio´n de la unidad.
Sea b ∈ B,  > 0, y sea f ∈ C(Γ(B)) tal que b = ∫Γ(B) f dEB. Luego, por compacidad, existe
δ > 0 tal que si Q ⊆ Γ(B) con diamd(Q) < δ entonces diam(f(Q)) < . Sea r ∈ N tal que 1/r < δ
y 2‖b‖/k(r) ≤  y sea m = m(r) ∈M. Si
βt,mi = mτ(b q
t,m
i ) = m
∫
Qt,mi
f dµB
entonces, las propiedades 1-3 implican las siguientes
1’. τ(qt,mi ) = 1/m, para cada i ∈ {1, . . . ,m}, t ∈ {1, . . . , k},
2’. si i > n1, entonces |f(x)− βt,mi | ≤ , ∀x ∈ Qt,mi .
3’. si 1 ≤ i, i ′ ≤ n1 entonces qt,mi ⊥ qt
′,m
i ′ si i 6= i ′ o´ t 6= t ′.
Pero entonces tenemos∥∥∥∥∥ b− 1k
k∑
t=1
m∑
i=1
βt,mi q
t,m
i
∥∥∥∥∥ =
∥∥∥∥∥ 1k
k∑
t=1
(
b−
m∑
i=1
βt,mi q
t,m
i
)∥∥∥∥∥
≤
∥∥∥∥∥ 1k
k∑
t=1
n1∑
i=1
∫
Qt,mi
(f − βt,mi ) dEB
∥∥∥∥∥+ 
≤
∥∥∥∥∥ 2 ‖b‖k
k∑
t=1
n1∑
i=1
qt,mi
∥∥∥∥∥+  = 2‖b‖k +  ≤ 2
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donde la primer desigualdad es una consecuencia de 2’ y la u´ltima igualdad se sigue de 3’.
Prueba del Lema 8.1.4. Fijamos un conjunto numerable B = (bj)j∈N ⊆ B que es denso en norma.
En las construcciones previas al teorema de Dixmier [48, 8.3.4], se muestra que para cada j, existe
una sucesio´n {ρnj }n∈N ⊆ D(M) tal que para cada 1 ≤ h ≤ j,
‖ρnj (bh)− τ(bh) I‖ n−→ 0.
Para cada j ∈ N, sea n0 = n0(j) ∈ N tal que si n ≥ n0 entonces
‖ρnj (bh)− τ(bh) I‖ ≤ 1/j, 1 ≤ h ≤ j.
Si definimos ρj = ρ
n0(j)
j para j ∈ N entonces obtenemos que ‖ρj(bh) − τ(bh) I‖
j−→ 0 para cada
h ∈ N. Sea b ∈ B y ε > 0; por hipo´tesis existe bh ∈ B tal que ‖b − bh‖ < ε/3, y j0 ∈ N tal que, si
j ≥ j0, entonces ‖ρj(bh)− τ(bh) I‖ < ε/3. Luego tenemos que
‖ρj(b)− τ(b) I‖ ≤ ‖ρj(b− bh)‖+ ‖ρj(bh)− τ(bh) I‖+ |τ(bh − b)| < ε
de lo que vemos que l´ımj ‖ρj(b)− τ(b)‖ = 0 para cada b ∈ B.
Para cada i = 1, . . . ,m, consideramos el factor II1 piMpi con traza normalizada dada por
τi(pix) = τ(xpi)/τ(pi) . Por la propiedad de aproximacio´n de Dixmier mencionada en el primer
pa´rrafo, aplicada a la C∗-suba´lgebra separable piB en el factor finito piMpi, existe una sucesio´n
{ρij}j∈N ∈ D(piMpi) tal que
l´ım
j→∞
‖ρij(pib)− τi(pib)pi‖ = 0, ∀b ∈ B.
Para cada ρ ∈ D(piMpi), podemos considerar una extensio´n ρ˜ ∈ D(M) como sigue: si ρ(pib) =∑k
h=1 λh uh b u
∗
h, con uh ∈ U(piMpi), definimos ρ˜ ∈ D(M) por ρ˜(b) =
∑k
h=1 λh u˜h b u˜
∗
h, donde
u˜h = uh+(1−pi) ∈ U(M). Consideremos estas extensiones {ρ˜ ij}j∈N ∈ D(M), 1 ≤ i ≤ m y definamos
ρj =
∏m
i=1 ρ˜
i
j para j ≥ 1. Es inmediato verificar que si 1 ≤ i ≤ m entonces ρj(b pi) = ρ˜ ij (b pi) para
cada b ∈ B. Luego, si b ∈ B,∥∥∥∥∥ρj(b)−
m∑
i=1
βi(b)pi
∥∥∥∥∥ =
∥∥∥∥∥
m∑
i=1
ρj(b pi)− τi(b pi)pi
∥∥∥∥∥
=
∥∥∥∥∥
m∑
i=1
ρ˜ ij (b pi)− τi(b pi)pi
∥∥∥∥∥ −−−→j→∞ 0.
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