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Summary
This thesis reports on research performed on high harmonic generation and ion
acceleration, processes that are based on the interaction of gaseous and solid
media with high-intensity laser pulses. High harmonic generation leads to the
production of beams of ultrashort, laser-like radiation in the wavelength range
reaching from the extreme ultraviolet (XUV) to soft X-rays. Ion acceleration
generates highly energetic protons and ions in the form of highly directional
and pulsed beams with an ultrashort duration.
The generation of such beams of accelerated particles and X-ray radiation so
far requires large facilities such as synchrotrons, linear particle accelerators and
free electron lasers for research and applications in materials science, condensed
matter physics, biology and medicine among others. The main problem with
these facilities is that their size makes them rather exclusive and access to
them is limited. This impedes progress in the associated fields of research and
applications. The high potential of high-intensity lasers is that they can deliver
accelerated particles and X-ray radiation as well and provide improved output
parameters but via a much more compact approach. This would significantly
advance research and open the way to widespread applications.
However, to fully enable applications of ion acceleration and high harmonic
generation, both these laser-driven processes require an enhancement of the
flux and maximum energy of the accelerated ions and the harmonic radiation.
The scope of this thesis is to present novel investigations and methods towards
achieving this goal via an improved understanding of the underlying physics
and, to provide a more complete identification of the actual requirements of
the laser and the target for optimum output.
The first part of this work concerns high harmonic generation in gaseous
atomic media, using laser intensities that are sufficiently high to induce tunnel-
ionization of electrons. The ionized electrons make an excursion and are accel-
erated under the influence of the strong electric field of the laser. Some electrons
return to their parent ion and, upon recombination, emit high-frequency radi-
ation. The radiation spectrum contains high harmonics and shows a maximum
frequency in the form of a cut-off.
We constructed and tested a setup to generate high harmonics for use with
the terawatt laser at the Laser Physics and Nonlinear Optics group to provide
the preconditions for future exploration of several novel methods to enhance
the efficiency and cut-off of high harmonic generation. The setup employs a
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capillary waveguide because such a configuration results in a higher output
and a higher degree of temporal and spatial coherence compared to gas jets.
Furthermore, with a capillary waveguide additional enhancement methods can
be implemented or investigated in novel parameter regimes, for example, quasi-
phase-matching of high harmonic generation in partially ionized gases prepared
in a discharge. We implemented a novel manner of differential pumping by
introducing additional outlet slits in the capillary to reduce re-absorption of
the high harmonics behind the interaction region. With an XUV-CCD camera
and a movable transmission grating we were able to conveniently record both
the harmonic spectrum and the beam profile.
As a first experimental test, harmonic spectra from xenon and argon were
recorded which were found to be fully consistent with previously reported re-
sults. In the next step we performed a novel demonstration experiment to
extend a previously shown enhancement technique called Harmonic Excita-
tion. The basic working of this technique is that atoms are first excited with
XUV radiation before the infrared drive laser radiation is applied. The XUV
radiation facilitates tunnel-ionization by the drive laser so that the efficiency
of high harmonic generation is increased. We demonstrated such an enhance-
ment by harmonic excitation for the first time in a guided-wave geometry. This
prepares the extension of this approach towards the generation of significantly
shorter wavelengths in future work based on mixtures of ions from a capillary
discharge.
The second part of the research described in this thesis concerns ion accelera-
tion and high-order harmonic generation from solid-state targets. Each process
has its own requirements for various properties of the target and the used laser
pulses, e.g., the pulse intensity, the duration and the temporal contrast. With
high-intensity laser pulses with an ultra-high contrast both processes may si-
multaneously appear because the two seemingly different processes are based
on the same type of initial electron dynamics. When the high-intensity laser
pulse arrives at the target the solid becomes almost instantaneously and fully
ionized, this results in a dense and reflective plasma. The interaction of this
plasma with the laser pulse leads to the heating of some part of the free plasma
electrons to relativistic energies. In the following steps of the dynamics these
electrons are responsible for the generation of high-order harmonics or fast ions,
depending on the laser and target parameters.
Two mechanisms for harmonic generation had previously been identified
and have been under investigation in this thesis for an improved understand-
ing and optimization. The first mechanism is described by the Relativistic
Oscillating Mirror model. High-order harmonics are generated via extremely
strong Doppler shifts occurring upon reflection of the incident laser light off
relativistic electrons moving out of the plasma into the vacuum towards the
laser pulse. The second mechanism is based on the laser-driven return of the
relativistic electrons into the remaining dense plasma. There, the returning
electrons excite collective and coherent wake oscillations of the plasma. These
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plasma oscillations emit radiation in the form of high-order harmonics. This
process is called Coherent Wake Emission.
The electron dynamics leading to ion acceleration is similar but can be
optimized using a thin foil as the target. If the foil possesses a sufficiently
small thickness, part of the highly energetic electrons move through the target,
leave the target through its rear surface and form a dense sheath behind the
rear surface. The sheath generates a large field that accelerates ions from the
rear surface of the foil to MeV energies. This process is called Target Normal
Sheath Acceleration.
For novel experimental investigations on ion acceleration and high-order
harmonic generation using solid targets, a laser with state-of-the-art qualifi-
cations, i.e. with relativistically high intensity and record-breaking ultra-high
pulse contrast, at the Physique a` Haute Intensite´ group has been made avail-
able in a close collaboration. Special attention was given to the preparation
and investigation of extremely thin foils, i.e. freestanding nanofoils, to enter
a very promising, but largely unexplored, regime. This regime of laser-matter
interaction, called the transparent regime where the plasma thickness is com-
parable to the penetration depth of the laser light (a few nanometers), had only
been theoretically investigated to this point. An attractive prediction is that
moving into this regime would result in an enhanced maximum energy and an
enhanced number of accelerated ions. However, these predictions were obtained
by neglecting a most important physical effect, namely the early expansion of
the plasma before the drive pulse reaches its peak intensity.
In order to test the validity of these predictions, we experimentally inves-
tigated ion acceleration in this transparent regime for the first time using the
extremely thin targets (nanofoils) and the high-intensity laser pulses of ultra-
high contrast and, compared these results with data from improved numerical
modeling. We also investigated for the first time high-order harmonic gener-
ation in the transparent regime experimentally and via numerical modeling.
From our experiments and numerical modeling can be concluded that it is im-
portant to take into account the limited expansion of the target caused by
the pedestal of the ultra-high contrast laser pulse. Furthermore, in order to
reach the theoretically interesting regimes of ion acceleration and harmonic
generation, in experiments a further improved pulse contrast is required at the
picosecond time scale. Further improvements can be expected if freestanding
nanofoil targets with a higher damage threshold can be realized in order to
reduce the pre-expansion of the target.
In the course of these experiments we also performed novel investigations
with thick, bulk targets. We verified that the high-order harmonic radiation
generated via coherent wake emission is spatially coherent and, that the optical
phase of the XUV emission can be controlled via the drive laser intensity. In
these experiments we generated three closely spaced foci of the drive laser with
adjustable intensities. In this way we realized three mutually synchronized
XUV sources on the target surface, so that an interference pattern could be
observed in the XUV far-field. These interference patterns also allowed the
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study of the dynamics of the plasma electrons during the interaction with
the laser. This is of great importance for understanding more of the physical
details of high-intensity laser-matter interactions, such as the absorption of
light in overdense plasmas at relativistic intensities and the efficient generation
of beams of highly energetic particles and coherent X-rays.
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Samenvatting
Dit proefschrift beschrijft het onderzoek naar hoge harmonische generatie en
ionenversnelling, processen die gebaseerd zijn op de interactie van gassen en
vaste stoffen met laserpulsen met een hoge intensiteit. Hoge harmonische ge-
neratie leidt tot de productie van een stralenbundel van extreem ultraviolet
(XUV) tot zachte ro¨ntgenstraling met laser-achtige eigenschappen en van ul-
trakorte tijdsduur. Ionenversnelling genereert uiterst energetische protonen en
ionen in een scherp gerichte bundel van ultrakorte tijdsduur.
Tot dusver zijn voor de generatie van dergelijke bundels van versnelde deel-
tjes en ro¨ntgenstraling grootschalige faciliteiten vereist, zoals synchrotronen,
lineaire deeltjesversnellers en vrije-elektronenlasers die gebruikt worden voor
onderzoek en toepassingen in bijvoorbeeld materiaalkunde, vaste stof fysica,
biologie en geneeskunde. Het belangrijkste probleem met deze faciliteiten is
dat er wereldwijd maar een beperkt aantal van bestaan en dat de mogelijkheid
voor experimenten beperkt is. Dit verhindert de voortgang van onderzoek en de
verspreiding van toepassingen. Echter, lasers met hoge intensiteit zijn een veel-
belovend alternatief omdat hiermee ook versnelde deeltjes en ro¨ntgenstraling
geproduceerd kunnen worden met betere eigenschappen en via een compactere
methode. Dit zou een opmars van het onderzoek naar en toepassingen van dit
soort bundels mogelijk maken.
Echter, voor de toepassing van de laser-gedreven ionenversnelling en hoge
harmonische generatie is een verhoging van de maximum energie en het aantal
versnelde ionen en harmonische fotonen vereist. In dit proefschrift wordt on-
derzoek gepresenteerd naar nieuwe methodes om dit doel te bereiken via een
verbeterd begrip van de achterliggende fysica, en wordt een vollediger beeld
verschaft van de daadwerkelijke eisen die aan de laser en de materie worden
gesteld voor de optimalisatie van de opbrengst.
Het eerste deel van dit proefschrift behandelt hoge harmonische generatie in
gasvormige atomaire media met gebruikmaking van laserintensiteiten die vol-
doende hoog zijn om tunnel-ionisatie van elektronen te veroorzaken. De ge¨ıoni-
seerde elektronen worden versneld door het sterke veld van de laser. Som-
mige elektronen keren terug naar hun oorspronkelijke ion en zenden vervolgens
kortgolfige straling uit tijdens de recombinatie. Het stralingsspectrum bevat
hoge harmonischen en heeft een duidelijk maximum in de frequentie (minimum
golflengte).
We hebben een opstelling opgebouwd en getest om hoge harmonischen te
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genereren en om nieuwe methodes te kunnen onderzoeken die de efficie¨ntie
en de maximumfrequentie van de geproduceerde straling verhogen. Hierbij
maken we gebruik van de terawatt laser van de vakgroep Laserfysica en Niet-
lineaire Optica. De opstelling bevat een capillaire golfgeleider waarmee een
verhoogde opbrengst en coherentie kan worden bereikt. Het gebruik van een
capillair maakt het bovendien mogelijk om extra technieken te implementeren
en nieuwe parameter regimes te onderzoeken, zoals “quasi-phase-matching” in
gedeeltelijk ge¨ıoniseerde gassen die aangemaakt zijn met een capillaire ontlad-
ing. We hebben een nieuwe manier van differentie¨el pompen ingevoerd om ab-
sorptie van de harmonische straling achter het capillair te verminderen. Met een
XUV-CCD camera en een verplaatsbaar transmissietralie kunnen we gemakke-
lijk zowel het harmonische spectrum als het bundelprofiel meten.
Als eerste experimentele test zijn harmonische spectra van xenon en argon
gemeten die in overeenstemming zijn met eerder gepubliceerde resultaten. In de
volgende stap hebben we een nieuw demonstratie experiment uitgevoerd om een
bekende verbeteringstechniek, Harmonische Excitatie, uit te breiden. De funda-
mentele werking van deze techniek berust daarop dat elektronen eerst worden
aangeslagen met XUV straling voordat de infrarode aandrijvingslaser wordt
aangeboden. De XUV straling vergemakkelijkt de ionisatie met de laser zodat
de efficie¨ntie van hoge harmonische generatie verhoogd wordt. We hebben een
dergelijke verhoging met harmonische excitatie voor het eerst gedemonstreerd
in een golfgeleider. Hiermee is het mogelijk geworden om deze methode in de
toekomst uit te breiden en zo beduidend kortere golflengten te genereren met
mengels van ionen in een capillaire ontlading.
Het tweede deel van het onderzoek dat in dit proefschrift wordt beschreven, be-
treft ionenversnelling en hoge harmonische generatie met vaste stoffen. Beide
processen stellen hun eigen eisen aan de eigenschappen van de vaste stof en de
laserpuls, bijv. de pulsintensiteit, de duur en het contrast. Bij het gebruik van
laserpulsen met een hoge intensiteit en ultrahoog contrast kunnen beide pro-
cessen gelijktijdig optreden omdat de twee schijnbaar verschillende processen
gebaseerd zijn op dezelfde elektronendynamica. Wanneer de laserpuls het doel-
wit treft, wordt de vaste stof bijna onmiddellijk en volledig ge¨ıoniseerd wat
resulteert in een compact en reflecterend plasma. De interactie van dit plasma
met de laser leidt tot het verwarmen van een deel van de vrije plasma elektro-
nen tot relativistische energiee¨n. In de volgende stappen van de dynamica zijn
deze elektronen verantwoordelijk voor de generatie van hoge harmonischen of
versnelde ionen, wat afhangt van de eigenschappen van de laserpuls en de vaste
stof.
Twee mechanismen voor harmonische generatie zijn onderdeel van het on-
derzoek geweest dat in dit proefschrift is beschreven om tot een verbeterd begrip
en optimalisatie te komen. Het eerste mechanisme wordt beschreven met het
model van de Relativistisch Oscillerende Spiegel. De hoge harmonischen wor-
den via uiterst sterke Dopplerverschuivingen geproduceerd tijdens de reflectie
van het laserlicht op de relativistische elektronen die zich uit het plasma in
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het vacuu¨m naar de laserpuls toe bewegen. Het tweede mechanisme, genaamd
Coherente Kielzog Emissie, is gebaseerd op de laser-gedreven terugkeer van de
relativistische elektronen in het plasma, waar ze collectieve en coherente oscil-
laties opwekken in hun kielzog. Deze plasma-oscillaties zenden straling uit in
de vorm van hoge harmonischen.
De elektronendynamica die tot ionenversnelling leidt, is soortgelijk maar kan
geoptimaliseerd worden door gebruik te maken van een dun folie als doelwit.
Als de folie voldoende dun is, beweegt een deel van de zeer energetische elek-
tronen zich door de folie heen en verlaat deze via het achteroppervlak waar het
een compacte elektronenwolk vormt. Deze wolk produceert een groot ruimtela-
dingsveld dat ionen vanaf het achteroppervlak van het folie tot MeV energiee¨n
versnelt. Dit proces wordt “Target Normal Sheath Acceleration” genoemd.
Voor nieuw experimenteel onderzoek naar ionenversnelling en hoge har-
monische generatie met gebruikmaking van vaste stoffen, is een laser met hoge
kwalificaties ter beschikking gesteld in een nauw samenwerkingsverband met
de groep Physique a` Haute Intensite´. Hun laser levert pulsen met een rela-
tivistische intensiteit en een record-brekend ultrahoog pulscontrast. Speciale
aandacht kregen de vervaardiging van en het onderzoek met uiterst dunne folies,
dat wil zeggen vrijstaande nanofolies, om een veelbelovend maar grotendeels
onverkend regime te onderzoeken. Dit regime van laser-materie interacties,
genaamd het transparante regime waar de plasmadikte vergelijkbaar is met
de penetratiediepte van het laserlicht (een paar nanometers), was tot dusver
alleen theoretisch onderzocht. Een aantrekkelijke voorspelling is dat dit regime
zou resulteren in een groter aantal versnelde ionen met een verhoogde maxi-
mumenergie. Echter, in deze voorspellingen werd een belangrijk fysisch effect
verwaarloosd, namelijk de voortijdige expansie van het plasma voordat de aan-
drijfpuls zijn piekintensiteit bereikt.
Om de geldigheid van deze voorspellingen te testen, onderzochten we voor
het eerst experimenteel de ionenversnelling in dit transparante regime met be-
hulp van de uiterst dunne folies en de laserpulsen met hoge intensiteit en ul-
trahoog contrast, en we vergeleken de resultaten met data van verbeterde nu-
merieke modellering. We onderzochten ook hoge harmonische generatie voor
het eerst in het transparante regime via experimenten en numerieke modelle-
ring. Op basis van onze resultaten kan worden geconcludeerd dat het belangrijk
is om rekening te houden met de kleinschalige pre-expansie van het plasma,
dat veroorzaakt wordt door de ondergrond van de laserpuls met ultrahoog con-
trast. Bovendien, om de theoretisch interessante regimes van ionenversnelling
en harmonische generatie in experimenten te bereiken is een verder verhoogd
pulscontrast vereist op de tijdschaal van picoseconden. Verdere verbeteringen
worden verwacht als vrijstaande nanofolies met een hogere beschadigingsdrem-
pel kunnen worden gerealiseerd zodat de pre-expansie van de folie verminderd
wordt.
We hebben ook nieuwe experimenten uitgevoerd met bulk vaste stoffen.
Hiermee hebben we kunnen vaststellen dat de hoge harmonische straling die via
coherente kielzog emissie geproduceerd wordt, ruimtelijk coherent is en dat de
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optische fase van de XUV emissie via de intensiteit van de aandrijvingslaser kan
worden geregeld. In deze experimenten genereerden we drie foci met regelbare
intensiteit op korte afstand van elkaar op het oppervlak van de vaste stof. Op
deze manier realiseerden we drie XUV bronnen die onderling gesynchroniseerd
zijn, zodat in het verre veld interferentiepatronen waargenomen konden worden.
Met deze interferentiepatronen was het ook mogelijk om de dynamica van de
plasmaelektronen tijdens de interactie met de laser te bestuderen. Dit is van
groot belang om meer van de fysische details van laser-materie interacties bij
hoge intensiteit te begrijpen, zoals de absorptie van licht bij relativistische
intensiteit in plasma met hoge dichtheid, en de efficie¨nte generatie van bundels
van uiterst energetische deeltjes en coherente ro¨ntgenstraling.
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Engineering is the professional art of
applying science to the optimum con-
version of natural resources to the ben-
efit of man.
Ralph Smith (1858 - 1917)
1
Introduction
Past exotic laser research and development has led to a general attention for
high-intensity lasers and to a growing interest in their possible applications.
High-intensity (& 1011 W/cm2)1 lasers have now found applications in im-
portant fields such as medicine, energy and environment. Examples of such
applications are eye surgery via photodisruption (cutting with laser-induced
plasmas) [1], laser fusion [2] and remote detection of biological aerosols in the
higher atmosphere2 [3]. High-intensity lasers have also found applications in
fundamental research including, but not limited to, materials science, con-
densed matter physics, chemistry, biology and astronomy [4–12]. The main
source of such developments is the wide range of nonlinear interactions be-
tween high-intensity lasers and matter. This offers novel possibilities and may
lead to new applications.
Shortly after the invention of the laser by Theodore Maiman in 1960 [13] the
first nonlinear optical effects were demonstrated, starting with second harmonic
generation [14]. The continuous research to discover new nonlinear light-matter
interactions drove the laser community to the development of lasers with ever
increasing powers. Two key developments that enabled the ultra-high light
intensities that are available today, were the invention of the Kerr-lens induced
self-mode-locked Ti:sapphire (Ti:Al2O3) laser [15] and the Chirped Pulse Am-
plification (CPA) technique [16].
The very broad gain bandwidth (650 to 1100 nm) and the high thermal
conductivity of the titanium doped sapphire crystal make this material ideally
suited to the generation and amplification of ultrashort pulses [17]. Commer-
1Approximate damage threshold of materials.
2TeraMobile. http://www.americanscientist.org/issues/id.990,y.2006,no.2,content.true,
page.1,css.print/issue.aspx
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cially available Ti:sapphire laser oscillators routinely generate ultrashort pulses
with a duration of 20 femtoseconds (fs) and low pulse energies of a few nano-
joule3. Attempting to amplify pulses of such an ultrashort duration to energies
of several milli-joules or Joules would induce nonlinear distortion to the beam
profile and damage the optics [17]. CPA avoids this problem. Before the ampli-
fication process, the ultrashort laser pulse is first stretched in time to typically
several hundreds of picoseconds by introducing a, so-called, chirp by realizing
a frequency-dependent optical delay with a pair of gratings or prisms. After
several stages of optical amplification with a total factor of 107 to 109, the
pulse is then recompressed to femtosecond duration. Utilizing this technique,
lasers with peak powers of terawatt (1 TW = 1012 W/cm2) to even petawatt
(1 PW = 1015 W/cm2) are currently operational4.
The use of these ultrashort, high-intensity laser pulses has opened up a
number of novel research avenues in nonlinear optics, so-called extreme nonlin-
ear optics or relativistic optics [18]. These include the generation of coherent
X-rays and attosecond pulses by high-harmonic generation in gases [19] and
from solid-state targets [20], laser fusion [2], the acceleration of electrons to
relativistic energies [21,22], and the acceleration of protons and ions from solid
targets [23].
Accordingly, many new possibilities and applications have been found as a
result of these ultrashort high-intensity laser-matter interactions. This offers
alternative or complementary approaches to existing applications which require
large facilities such as: synchrotrons, linear particle accelerators and free elec-
tron lasers. These large facilities produce accelerated particles and (X-ray)
radiation for applications in materials science, condensed matter physics, biol-
ogy and medicine among others. However, due to the typical size and related
costs, these facilities are rather exclusive and access to them is limited. This
impedes progress in the fields of research associated with these facilities. The
high potential of a high-intensity laser which can also deliver accelerated par-
ticles and X-ray radiation, is that the relatively compact laser systems would
enable the research in a larger number of research groups.
For example, experimental and clinical progress has been made in ion beam
cancer therapy via synchrotrons in the past ten years5. However, a comprehen-
sive theoretical description of the physical process and the experimental clinical
studies are missing [24,25]. This is often used as an argument against this alter-
native cancer treatment. Here, laser-accelerated ion beams have been identified
to permit broad and systematical clinical studies with relatively compact TW
lasers6. In addition, fast ion generation via high-intensity lasers has been sug-
gested as an alternative source for ion beam therapy [10, 26]. The reason for
3http://www.kmlabs.com/oscillator.htm
4http://laserstars.org/biglasers/pulsed/short/index.html
5Currently, there is a discussion in the Netherlands regarding the possible building
of three expensive facilities for proton beam therapy based on standard accelerators.
http://www.protonconferentie.nl/
6An example is the cancer research at the Forschungszentrum Dresden Rossendorf:
http://www.fzd.de/db/Cms?pNid=265
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Introduction 3
this is that the laser-driven ion beams offer a combination of attractive physical
properties, including, high brightness, low transverse divergence, a high lami-
narity, multi-MeV energies and an ultrashort duration. These properties make
these ion beams also very promising for other applications in engineering and
medicine with examples including: high-brightness injectors for accelerators,
radiography and isotope production for PET scanners [6, 27]. The application
of such ion beams in border security in helping the detection of explosives,
narcotics and other dangerous substances has also been suggested [12]. Fur-
thermore, via proton imaging the laser-accelerated proton beams can provide
increased contrast and spatio-temporal resolution as a plasma inspection tool,
as shown via probing ultrafast laser-driven plasma dynamics [28].
However, before laser accelerated ions can be applied as described, signifi-
cant advances have to be made with respect to the maximum ion energy, the
energy spread, the ion current and the stability. This requires further develop-
ment in high-intensity laser technology and fundamental research in the field
of laser-based ion acceleration [29].
A second example of the high potential of high-intensity lasers is high har-
monic generation, which is currently the only way to generate extreme UV
(XUV) and X-ray radiation in the form of pulses with a duration in the at-
tosecond regime [30,31]. High harmonic generation means that a large number
of frequencies which are multiples of the original frequency of the incident drive
laser, are generated. By proper filtering of the spectrum, attosecond pulses can
then be obtained [32]. In addition to this unique property, the harmonic source
enables complementary research to the applications of large facilities such as
the XFEL (X-ray Free Electron Laser) in Hamburg, Germany.
The generation of ultrashort highly-directional coherent X-rays by high har-
monic generation can become a key approach to enabling imaging on the atomic
scale and to probe ultrashort molecular dynamics on the femtosecond time scale
and, electron dynamics on the attosecond time scale [33–36], for example, via
soft X-ray microscopy or lensless diffractive imaging [37, 38]. Harmonic XUV
and X-rays can also be used to probe hot dense plasmas that are formed,
for example, during the process of laser-driven ion acceleration [39]. Another
application would be X-ray interference lithography that requires coherent ra-
diation. With X-ray interference lithography, still based on synchrotrons, nano-
structured patterns were obtained with a resolution as small as 11 nm [40,41]7.
An additional advantage of X-rays generated via high harmonic generation is
that this radiation possesses a higher degree of spatial coherence and spectral
coherence than X-rays generated from synchrotrons and undulators [42]. If a
higher coherence is required from X-FEL facilities, injection seeding is a good
possibility where high harmonic generation is a very promising approach [43].
It can also be expected that the harmonic radiation will lead to novel research
and applications in the field of nonlinear optics in the regime of XUV and
X-rays, due to the high peak intensity that would be achievable because of
7http://lmn.web.psi.ch/xil/index.html
ii
i
i
i
i
i
i
4
the ultrashort duration and the possibility of focusing such short wavelength
radiation, in principle, to an ultra-small (sub-nanometer) spot [44].
A disadvantage is that the process of high harmonic generation currently
offers a relatively low conversion efficiency. Improving the output, with re-
spect to the efficiency and shortest attainable wavelengths, will unmistakably
simplify present measurement techniques, broaden current research and signif-
icantly expand the scope of applications in the future [32].
A third example of the high potential of high-intensity lasers, is the laser-based
acceleration of electrons, such as via the laser wakefield in a plasma [21]. This
mechanism can accelerate electron bunches to GeV energies of femtosecond du-
ration in plasmas of only a few centimeters long. Such electron bunches would
enable the generation of femtosecond X-ray pulses in small-sized undulators
or, it could be used as an injector for existing free electron lasers [45]. In re-
cent years, a demonstration experiment for a laser wakefield accelerator has
been assembled and is currently being tested in our group [46, 47] (the Laser
Physics and Nonlinear Optics (LPNO) group at the University of Twente)8.
The investigated scheme of laser wakefield acceleration is unique in that it may
allow the first acceleration of an externally injected electron bunch, and the
first acceleration after injection in front of the laser pulse. The advantage to
be gained is that a more stable and more controlled acceleration of the electron
bunch might be obtained compared to other schemes of laser wakefield acceler-
ation [22]. The experiment makes use of a home-built CPA terawatt laser. The
output power is at the moment 12 TW (UTTW12), but will be upgraded to
30 TW in the future. With such peak powers, the laser can also be considered
for high harmonic generation and ion acceleration.
In this thesis, results will be presented from research that has been performed
in two of the previously named fields of high-intensity laser-matter interac-
tions, ion acceleration and high harmonic generation. It shows that these two
processes are closely related to each other and, in fact, the generation of fast
ions and high harmonics can occur simultaneously when irradiating a solid tar-
get with high-intensity laser pulses. In addition, high harmonics can also be
generated by focusing high-intensity laser pulses into gaseous media, however,
the much lower density of a gas necessitates a completely different physical
mechanism. An essential property of harmonic generation in gases is that the
radiative electrons are bound which limits the highest harmonic frequency to
a maximum value (the shortest wavelength), the so-called cut-off frequency.
Harmonic generation with solids is based on free electrons and has no princi-
ple limitation on the maximum frequency besides limits in the applied laser
intensity. In this thesis, both types of media, gases and solids, have been em-
ployed to generate high harmonics. In order to distinguish between the two
harmonic processes throughout this thesis (and that is often found in litera-
8LPNO is a member of the MESA+ Institute for Nanotechnology
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Introduction 5
ture), generation in gaseous media will be termed high harmonic generation
(HHG), and generation from solids will be termed high-order harmonic gen-
eration (HOHG).
To fully enable the described applications of high-intensity lasers, the pro-
cesses of ion acceleration and harmonic generation require an enhancement of
the conversion efficiency of the flux and maximum energy of the accelerated
ions and the harmonic radiation with respect to the incident laser energy. The
scope of this thesis is to investigate methods towards this goal, via an improved
understanding of the underlying physics.
In view of this, part of the work described here comprises the design, construc-
tion and test of a standard setup and suitable diagnostics for HHG (in gaseous
media) using the TW laser at LPNO. This prepares for future exploration of
several methods to enhance the efficiency of HHG. It also prepares for nonlin-
ear optical experiments where XUV radiation is employed as the fundamental
input radiation. Custom made XUV mirrors required for such experiments
are readily available due to a collaboration with FOM Rijnhuizen [48]. The
current HHG setup in LPNO uses a capillary waveguide for the generation of
high harmonics in gases, plasmas or in gas mixtures because such a config-
uration promises a relatively high output and highly coherent (spatially and
temporally) harmonic beams [19,42,49,50]. The capillary waveguide also may
offer the opportunity to implement additional enhancement methods, for ex-
ample, quasi-phase-matching via multi-mode beating [51]. Our experiments
on an enhancement technique called Harmonic Excitation as presented in this
thesis show promising results for future experiments in enhancing the output,
for example with ions from a capillary discharge.
The other part of the research described in this thesis concerns HOHG and
ion acceleration from solid targets. Special attention was given to the prepara-
tion of freestanding nanofoils and the interaction of such extremely thin foils
with high-intensity laser pulses. This regime of laser-matter interaction had
only been theoretically investigated to this point [52]. An attractive prediction
is that the interaction of high-intensity lasers with extremely thin foils in the
so-called transparent regime, i.e. with thicknesses in the order of the penetra-
tion depth of the laser light through dense plasma (a few nanometers), would
result in an enhanced maximum energy and number of accelerated ions. This
prediction is, however, based on numerical calculations that neglected to take
into account the important physical effects of the early expansion of the plasma
before the drive pulse reaches its peak intensity.
For HOHG in the transparent regime, the situation is quite comparable
because the underlying interaction process during the laser pulse which is re-
sponsible for the absorption of laser energy and the subsequent heating of the
plasma, is the same as with ion acceleration. As a consequence, it could be
that, in analogy with predictions for ion acceleration, extremely thin foils also
enhance the HOHG output. Based on these considerations and in order to
gain more insight in the physical details of both HOHG and ion acceleration,
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it is important to provide experimental data from this regime. For this, it is
important to identify the actual requirements on the laser and the target for
optimum output.
The goal of this part of our research is to experimentally study this trans-
parent regime for the first time. It turns out that such experiments demand
extra advanced specifications for the drive laser radiation. This includes, in
particular, what is called a low pedestal or a high pulse contrast (strongly
reduced background radiation before the main pulse arrives). The TW laser
at LPNO is optimized for a different goal (laser wakefield acceleration) where
background radiation is much less relevant. To enable experiments in the trans-
parent regime, a collaboration has been established with the group Physique
a` Haute Intensite´ (PHI) at CEA Saclay in France, where their low-pedestal
TW laser was employed to irradiate nanofoils for the generation of high-order
harmonics and fast ions. That laser system reaches the requirement for a low
background with additional components in the laser system, such as, so-called,
plasma mirrors. PHI has at her disposal a 10 TW laser (UHI 10), which has
recently been upgraded to 100 TW (UHI 100). Both configurations of this
laser at PHI were used for our experiments. Additional insight was acquired
by comparing the experimental data with numerical calculations. In order to
interpret our experimental data, we tested and used an available numerical
model, based on the, so-called, particle-in-cell (PIC) code.
There are several other open questions concerning HOHG. For example,
although HOHG from solid targets (overdense plasmas) results in collimated
X-rays beams, this property alone does not guarantee spatial coherence of the
radiation [53] and an experimental verification of the coherence had not yet
been executed. Another question is whether the theoretical description for
a particular scheme of HOHG, called coherent wake emission, which is de-
rived using certain assumptions in numerical modeling, is in all respects cor-
rect. For example, it predicts that the high-order harmonics have a certain
intensity-dependent relationship with the spectral phase that affects the spa-
tial coherence of the harmonic beam. We performed experiments that clarify
these questions for the first time by irradiating a bulk solid target with three
high-intensity spots and record the interference pattern in the far-field that is
the result of the mutual coherence of the three sources.
Both laser systems at LPNO and PHI are based on CPA. Although this tech-
nique is currently the most suitable method to amplify ultrashort laser pulses,
there are some limitations in the final pulse duration. These include the un-
avoidable presence of background radiation from amplified spontaneous emis-
sion (ASE) on the nanosecond time scale or, pedestals (wings) on the picosecond
time scale or, that weak pulses (pre-pulses) are emitted before the main pulse.
As a consequence, the specific limitations in the parameters of the laser, i.e.,
to what degree such background is reduced, determines which types of experi-
ments the laser is suitable for. To illustrate where these limitations come from,
we will briefly describe the basic components and properties of CPA lasers in
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more detail in the next section. We will also describe the extra measures that
have been taken at PHI to improve the temporal contrast of the laser pulse
(defined as the ratio between the main pulse intensity and the intensity of the
pedestal, pre-pulses and ASE) in order to expand the experimental possibili-
ties of such CPA lasers. At the end of the section, a table is given with an
overview of the output parameters of the mentioned laser systems used in our
experiments.
1.1 Terawatt CPA laser systems
The basic principle of chirped pulse amplification, which is schematically shown
in figure 1.1, is to increase the energy of an ultrashort pulse generated by an
oscillator, while avoiding very high peak powers in the amplification process
itself [17]. This is achieved by, first imposing a chirp on the ultrashort pulse
with a dispersive element so that the pulse duration becomes stretched before
amplification. Then the pulses pass one or more optical amplifiers and, finally,
a second dispersive element which compresses the pulse in time so that it is
close to its original duration.
Stretcher
Stretched pulse Amplified
stretched pulse
Amplifiers Compressor
Seed pulse Amplified
compressed pulse
Figure 1.1: Chirped pulse amplification: an ultrashort laser pulse of low en-
ergy is stretched in time, after which it is amplified and subse-
quently compressed again, in order to obtain an ultrashort pulse
of high energy while preventing damage during amplification. The
colors in the pulse symbolize the relative timing of the spectral
components contained in the pulse.
In both laser systems employed at LPNO and PHI, the oscillators are broad-
bandwidth Kerr lens mode-locked Ti:sapphire lasers, operated at a central
wavelength of about 800 nm, with a spectral bandwidth of the order of 50 nm,
enabling pulse durations of typically several tens of fs with pulse energies of a
few nJ.
The stretcher and compressor make use of a pair of gratings that tempo-
rally disperse the broadband pulse. The stretchers in both laser systems are
aberration-free O¨ffner stretchers [17]. In principle, a compressor with its disper-
sion perfectly matched to that of the stretcher can recompress the pulse to its
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8 1.1. Terawatt CPA laser systems
original ultrashort duration. However, the pulse acquires additional material-
dependent dispersion by passing through a number of optical elements in the
amplification stages. By adjusting the grating angles and the separation dis-
tance, second- and third-order dispersion can be compensated for, but resid-
ual higher-order dispersion remains. Therefore, the corresponding pulses are
not precisely Fourier-limited and will show unwanted pedestals (wings) on the
pulse. This is the first limitation of CPA with respect to the final pulse du-
ration. This problem can be compensated for to some extent with advanced
techniques such as an acousto-optic programmable dispersive filter (Dazzler)9.
Other limiting effects on the pulse duration come from the amplification
process. The amplification involves a high-gain preamplifier and one or more
power-amplifiers. The pre-amplifier is responsible for most of the gain with
a factor of 106 to 107, while a power amplifier provides a much smaller gain
factor, in the order of 10 to 1000.
There are two basic types of preamplifiers: regenerative and multi-pass.
Power-amplifiers are in general multi-pass systems. A regenerative ampli-
fier (Regen) is basically an optically stable resonator containing a high-gain
laser amplifier. The pulse is electro-optically switched into the resonator and
switched out again after amplification during, typically, 10 to 20 roundtrips.
The advantage of a regenerative amplifier is its high amplification factor and
that it provides a stable output beam profile (approximately a Gaussian beam
with a high pointing stability), because the resonator (and possibly filters that
remove light in higher order modes) essentially filters the transverse beam pro-
file with every roundtrip through the gain medium. A disadvantage of a Regen
is the formation of pre- and post-pulses, caused by a small and undesired reflec-
tion of the amplified pulse at each roundtrip into the outcoupling beam path,
due to a finite extinction ratio of the polarizer that is part of the switching op-
tics. A second disadvantage of a Regen is the build up of amplified spontaneous
emission (ASE), which can deplete some of the gain in the following amplifiers
before it can be extracted by the short pulse. This can result in a significant
noise level, appearing as a broadband background pulse with nanosecond dura-
tion. In addition, when amplifying chirped pulses, where usually the red part
of the spectrum precedes the blue part, the spectrum of the pulse becomes
red-shifted. This occurs because the leading (red) edge of the pulse partially
depletes the inversion for the trailing (blue) edge. Another undesired effect
during amplification is spectral narrowing of the light, which is caused by the
curvature of the gain spectrum that provides less amplification to the spectral
wings of the pulse, and thereby leads to an increased pulse duration.
The temporal contrast of the laser pulse is to some extent improved by intro-
ducing an additional optical switch (a so-called pulse slicer) into the amplifier
chain after the output switch of the Regen. The contrast achieved thereby is
high, in the order of 106, which is sufficient for laser wakefield acceleration and
HHG (in gases). However, the same contrast can be detrimental when focusing
the amplified ultrashort pulses to extremely high intensities on solid state tar-
9
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gets, such as required for HOHG and ion acceleration. Then, even a seemingly
weak background can dramatically influence the experimental results through
strong ionization of the target and an undesired expansion of the generated
plasma before the main pulse arrives. It can be expected that such effects,
related to an insufficiently high contrast, would play a major role, especially
with extremely thin targets such as foils with thicknesses in the range of a few
nanometers.
1.1.1 Temporal contrast enhancement
To prevent such effects, extra measures have to be taken in order to improve
the temporal contrast of the laser pulses. At the 100 TW laser at PHI (UHI
100), an additional pre-amplifier is installed with a nonlinear filter (a so-called
saturable absorber) to suppress ASE. In this way, the intrinsic ASE contrast
is improved by more than 3 orders of magnitude. Also two acousto-optic,
programmable dispersive filters (Dazzlers) are employed to reduce the power
in undesired pedestals of the pulse by compensating higher-order dispersion.
Additionally, for HOHG and ion acceleration from solids, it is essential to
further increase the contrast, especially with respect to the pre-pulses. At PHI
this is done with a so-called double plasma mirror (DPM) [54–57], in both the
UHI 10 and UHI 100 configurations. This DPM consists of two subsequent
dielectric plates with an anti-reflection coating for 800 nm. The beam cross
section of the laser output on the plates is adjusted such that the fluence of
the ASE and pre-pulses remains just below the damage threshold, such that
both the ASE and pre-pulses are transmitted and do not reach the target.
However, in the rising edge of the main pulse, where the fluence grows to much
higher values, the surface of the plates is ionized and forms a plasma that
reflects most of the main pulse fluence towards the target. In this manner, the
temporal contrast is enhanced by 4 orders of magnitude, while preserving the
laser beam profile [57, 58]. The efficiency of the DPM is about 50% and the
resulting temporal pulse profile of the UHI 10 laser has a contrast of about
1010 [57]. The final temporal pulse profile of the UHI 100 is shown in appendix
A, and here the efficiency of the DPM is about 70%.
For an overview and later reference, the parameters of the lasers that have
been used in our experiments, are summarized in table 1.1. For the HHG
experiments in waveguiding capillaries at LPNO, only a small fraction of the
TW laser output was required. This was tapped-off with an adjustable pulse
energy and sent through a separate compressor (UTTW1).
1.2 Thesis outline
This thesis mainly reports about the experimental issues and results. A com-
parison with theory is provided, however, this requires numerical modeling, due
to the high nonlinearity and resulting complexity of the investigated processes.
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10 1.2. Thesis outline
UTTW1 UTTW12 UHI 10 UHI 100
Energy (J) < 0.025 0.48 0.60 2.5
Duration (fs) 45 40 60 25
ASE contrast ≈ 104 ≈ 104 106 5 · 109
Pre-pulse contrast ≈ 104 ≈ 104 105 5 · 106
Energy after DPM (J) - - 0.30 1.7
Contrast after DPM - - 1010 1013
Table 1.1: Output parameters of the CPA lasers at LPNO and PHI. The TW
laser at LPNO has a split off with adjustable energy and uses a
separate compressor in air (UTTW1).
In order to enable a basic discussion of the involved physical processes, the
first chapters give a basic introduction into the theory of the essential physical
mechanisms that are involved. Because the interaction of high-intensity lasers
with gases or solids generally leads to the formation of plasmas, chapter 2 be-
gins with a basic description of some of the important properties of plasma and
the interaction of light with plasma. The remainder of that chapter is devoted
to a theoretical description of high harmonic generation (HHG) in gaseous me-
dia and possible methods to improve the efficiency and increase the maximum
harmonic frequency.
In chapter 3, theoretical approaches to describe high-order harmonic gen-
eration (HOHG) and ion acceleration from solid targets will be presented. The
description includes the basic interactions responsible for the absorption of the
laser energy by the plasma. This depends critically on the plasma density,
the profile of the plasma and on the laser pulse parameters. For this reason,
the chapter starts with short descriptions of several absorption mechanisms
which are relevant to the conversion of laser energy into highly energetic elec-
trons that, in the subsequent dynamics, are responsible for the generation of
high-order harmonics or the acceleration of ions.
In the intensity regime attainable with the lasers at PHI, the mechanism for
ion acceleration is the so-called Target Normal Sheath Acceleration (TNSA).
The basic physical description of this process will be recalled in the second
section of chapter 3. Then a description of the acceleration process will be given,
including a description for the process when using extremely thin foils. When
the foil thickness is in the order of the penetration depth of the laser, the plasma
becomes partly transparent. The prediction is that in this transparent regime,
the number and maximum energy of the accelerated ions will be increased.
The third section of chapter 3 presents a theoretical description of two
distinct processes of high-order harmonic generation from solids that have cur-
rently been distinguished from each other based on their different signatures,
namely, HOHG via the mechanism of the so-called Relativistic Oscillating Mir-
ror (ROM) and HOHG via Coherent Wake Emission (CWE).
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Chapter 4 describes our experimental setup constructed for HHG at LPNO
in detail, some advantages of the setup and problems that had to be solved.
We present first test measurements and corresponding results which includes an
enhancement technique, which we will refer to as Harmonic Excitation (HEx).
This technique had previously been demonstrated by Takahashi et al. with
freely propagating beams [59]. We demonstrate for the first time the working
of HEx in a guided-wave geometry, using a capillary filled with a gas mixture.
In the first section of chapter 5, a detailed description of the technique that
we developed to prepare samples of freestanding, extremely thin foils, with
thicknesses of only a few nanometers will be given. This technique enabled
the experimental investigations of ion acceleration and HOHG into parameter
regimes that have been unexplored in the past. The interaction chamber and
setup at PHI used for these experiments will be described in the second section
of chapter 5. The results that were obtained with this setup are described
in the third section, followed by a section on numerical modeling in order to
interpret our experimental results. The chapter ends with a discussion of the
results.
In the last chapter 6 of this thesis, our results are summarized and discussed.
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It is only the first step that is difficult.
Marie Anne de Vichy-Chamrond,
marquise du Deffand (1697 - 1780)
2
Theory of high harmonic
generation with gaseous media
Part of this thesis reports on the experimental implementation of a high har-
monic generation (HHG) setup at LPNO with the goal of producing intense
coherent XUV pulses to perform nonlinear optics in the XUV and soft X-ray
regime. One motivation for this is that, through a collaboration with FOM
Rijnhuizen, we have access to XUV optics required for such experiments, in
particular, focusing and filtering optics made from multi-layered MoSi mirrors.
In addition, our HHG project supports a second program that aims to develop
other XUV optical elements, e.g. Fresnel-Bragg optics, for which a compact,
high-brightness coherent XUV source is highly desirable to characterize their
functionality.
The objectives of the first part of the research described in this thesis are:
the realization of the setup, the performance of test measurements and the
investigation of methods to enhance the harmonic yield and increase the max-
imum harmonic order. For these goals, we eventually aim to utilize capillary
discharges to generate high harmonics from ions in plasmas. In our group,
knowledge about capillary discharges is readily available thanks to previous
research projects.
In order to provide a better comprehension of the experimental consid-
erations and results on the HHG setup, discussed in chapter 4, this chapter
describes the basic theory of HHG in gaseous media. This thesis also reports
on experimental results from high-order harmonic generation (HOHG) and ion
acceleration from plasmas formed from solid targets. Because in all these cases
the properties of plasmas play a central role, we first recall in section 2.1 the
essential theory of plasmas and its interaction with laser light. We also provide
13
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14 2.1. Basic laser-plasma physics
definitions of several physical variables that will be used throughout this thesis.
2.1 Basic laser-plasma physics
Plasma, or the “fourth state of matter” as it is sometimes referred to, is a
gas-like but ionized state of matter with approximately equal numbers of pos-
itively charged ions and negatively charged electrons (and sometimes neutral
particles) which exhibits collective behavior [60]. Collective behavior means
that the motion of charged particles does not depend only on local conditions
but also on the state of the plasma in remote regions. This is because the
motion of charged particles induces strong electric and magnetic fields that
affect the motion of other charged particles far away in the plasma. These
long-range electromagnetic forces are much larger than the forces due to ordi-
nary short-range interactions like collisions, such that the latter can often be
neglected. This approximation is also known as “collisionless” plasma (see also
section 3.1.3).
Two important properties of plasmas that are due to the collective behavior
are Debye screening and plasma oscillations. Debye screening means that the
electric potential of an individual, charged particle or of externally applied field,
e.g. an incident laser field, is screened by nearby and mobile charges within a
distance λD called the Debye length [61]. In other words, the plasma tends to
neutralize any disturbance of the potential. The Debye length is described by
λD =
√
ǫ0kBTe
nee2
. (2.1)
Here ne is the electron density and kBTe is the electron temperature, which is
related to the thermal velocity ve by
ve =
√
kBTe/m, (2.2)
assuming a Maxwellian velocity distribution [61]. m is the electron mass. This
Debye screening is only effective if there are enough particles (≫ 1) within the
so-called Debye sphere, the number of which is given by
ND =
4π
3
λ3Dne. (2.3)
In our experiments on HHG, using for example singly-ionized xenon gas
at a Xe density in the range of 2.5 · 1017 cm−3 (10 mbar) and an electron
temperature of 10 eV, the plasma has a Debye length of almost a micrometer,
containing more than a thousand electrons in the Debye sphere. In comparison,
for solid-density plasmas (1023 cm−3) with a temperature of 1 keV, as described
in chapter 3, the Debye length is less than 1 nanometer, and contains only
approximately a hundred particles.
The second property of a plasma, to show plasma oscillations, can be seen as
ii
i
i
i
i
i
i
Theory of high harmonic generation with gaseous media 15
follows. If electrons are displaced from a uniform background of ions, electric
fields will build up in a direction that restores the neutrality of the plasma
again by pulling electrons back to their original positions [60]. Due to this
restoring force and the inertia of the electrons, the plasma electrons start to
oscillate at a characteristic frequency, known as the plasma frequency. The
plasma frequency is given by [60,61]
ωp =
√
nee2
ǫ0m
. (2.4)
Because of the relatively low mass of the electrons compared to the ions, these
plasma oscillations are so fast that the ions may be considered immobile. In
the ideal situation of an infinite plasma with small disturbances, the electrons
behave like mutually independent oscillators. However, this last approximation
no longer holds when a sudden charge imbalance in a finite system causes the
motion of charged particles to screen and neutralize the disturbance. The
plasma oscillations then propagate and a longitudinal plasma wave, which can
propagate far beyond the region of the initial disturbance, is initiated.
To summarize, the Debye length indicates the separation between short and
long range interactions in a plasma [61]. Collisions between charged particles
mainly occur within the Debye length and collective motions, such as plasma
oscillations, occur beyond this distance.
2.1.1 Electromagnetic waves in a plasma
The property of plasmas to react collectively to a perturbation with a restoring
oscillation at the plasma frequency has an important implication for electro-
magnetic waves interacting with plasmas: radiation with a frequency larger
than the plasma frequency can propagate in a plasma. This situation is called
that of an underdense plasma. Qualitatively, this can be seen from the wave
equation in plasmas [61]:
∂2
∂t2
E (r, t) =
(
ω2p + c
2∇2)E (r, t) , (2.5)
which results in the dispersion relation for plane waves
ω20 = ω
2
p + k
2c2, (2.6)
where ω0 is the light frequency and k is the wave number. This implies that
the phase velocity of light in plasma is greater than the phase velocity of light
in vacuum, c, [60]
vφ =
ω0
k
=
√
ω2p
k2
+ c2 =
c
n˜
, (2.7)
or, alternatively, that the index of refraction, n˜, is smaller than 1:
n˜ =
√
1− ω
2
p
ω20
. (2.8)
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The group velocity ∂ω/∂k, derived from equation 2.6 as
vg = c
√
1− ω
2
p
ω20
, (2.9)
remains below c.
As becomes apparent from equation 2.8, the index of refraction becomes
imaginary for ωp > ω0, for example, when increasing the plasma frequency
above the light frequency via an increase in the electron density (according to
equation 2.4). This situation is referred to as an overdense plasma. In this
situation, the wave is reflected by the plasma while, in the forward direction,
the amplitude decays exponentially over a distance ls, known as the collisionless
skin depth or penetration depth [62]:
ls =
c
ωp
(
1− ω
2
0
ω2p
cos2 θ
)−1/2
, (2.10)
with θ being the angle of incidence. In highly overdense plasma the penetration
depth becomes ls ≈ c/ωp. The transition between reflection and transmission
is determined by the, so-called, critical density nc, where ω0 equals ωp. This
resonance condition leads to an efficient coupling between the electromagnetic
wave and the plasma as will be shown in section 3.1. For a laser wavelength of
800 nm, which is typical for experiments with intense ultrashort light pulses,
the critical density
nc =
ǫ0mω
2
0
e2
(2.11)
is 1.7 ·1021 cm−3. In comparison with the typical densities obtained by ionizing
solid-state materials, fully ionizing carbon (with a density of 2 g/cm3) yields
an electron density of about 340 times the critical density. Thus, for this wave-
length, fully ionized carbon is a highly overdense plasma and from equation 2.10
one can derive that the infrared light penetrates only about 7 nm. Note, that
this is twenty times less than for non-ionized carbon [63].
The above-mentioned equations require a modification for sufficiently high
laser intensities, namely, when the electrons oscillate with velocities near the
speed of light. Due to the relativistic mass of the electrons, the plasma fre-
quency (equation 2.4) changes to ωp/
√
γ, where γ is the relativistic factor or
Lorentz factor as given below.
The oscillatory motion of electrons in an electromagnetic field becomes rel-
ativistic for a laser intensity that corresponds to the condition when the nor-
malized amplitude parameter, a0, equals 1 [64]:
a0 =
pos
mc
=
γvos
c
=
eE0
mcω0
=
√
I0λ20µ
1.37 · 1018 . (2.12)
Here, pos (vos) is the transverse quiver momentum (velocity) of an electron in
a laser field with an electric field amplitude E0. I0 is the laser intensity in units
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of W/cm2 and λ0µ is the laser wavelength in microns. γ is the Lorentz factor,
γ =
√
1 + p2/m2c2 [62].
Now that the basic theory on plasmas and its interaction with light has been
described, a theoretical description of HHG in gases and underdense plasmas
will be presented in the next section.
2.2 High harmonic generation
High harmonic generation (HHG) is an extreme nonlinear optical process of
frequency up-conversion. In the past extensive theoretical and experimental
research has been performed on the generation of high harmonics in gas-like
media (atoms, molecules or ions) and its characterization. In this chapter, some
aspects of HHG from atoms and ions related to our experiments (described in
chapter 4) will be discussed. For more details, the reader is referred to reviews
as in [19,50,65–70].
Firstly, the basic properties of HHG are summarized. Understanding these
properties involves a description of the process on the microscopic and also the
macroscopic level. Most of the microscopic properties can be explained by the
semi-classical three-step model, also referred to as the recollision model or sim-
ple man’s theory [71,72], as will be recalled here. A more accurate description of
the response of a single atom requires a quantum mechanical approach [73,74],
from which we will only recall its predictions regarding the phase of the gener-
ated harmonics, because this is of importance for understanding the coherence
properties of HHG at the macroscopic level, such as observed in interference
experiments. The macroscopic effects of phase-matching and absorption are
briefly described in subsection 2.2.2, with an emphasis on propagation in a
gas-filled hollow waveguide as this is the configuration we use in our experi-
ments. As a method of increasing the efficiency of HHG for a potential use in
applications, the final subsection is devoted to the enhancement of HHG with
respect to both the harmonic yield and the extension of the cut-off frequency.
High harmonics are generated by focusing a high-intensity linearly polarized
laser pulse into a gaseous media. The strongly nonlinear interaction between
the laser electric field and the atom results in ultrashort and highly-directional
coherent radiation. This radiation contains a large number of harmonics of the
drive laser frequency and can extend into the regime of the extreme ultraviolet
(XUV) and soft X-rays. To date, the highest photon energy produced with
HHG in gases is 3.5 keV (0.35 nm wavelength), however, only at the level of a
few photons per pulse [75].
A typical property of HHG is that the radiation is emitted in a train
of chirped attosecond pulses in the direction of the drive laser propagation.
Another feature is the characteristic shape of the output spectrum, which is
schematically shown in figure 2.1. The spectrum contains only odd harmon-
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Figure 2.1: Characteristic spectrum of HHG. Only the output from the first
few harmonics can be understood in terms of the perturbative
theory of nonlinear optics. Extreme nonlinear optics results in
high-order harmonics in the plateau region up to the cut-off re-
gion.
ics and shows, what is called, a plateau, where the harmonic output remains
almost constant with increasing harmonic order. Beyond the plateau one ob-
serves the so-called cut-off, where the output drops drastically. The conversion
efficiency of HHG depends on: the type of medium used, the harmonic order,
the intensity and pulse duration of the driving laser, and the geometry used
for the generation (for example, a gas jet or a gas-filled hollow waveguide).
Typically the efficiency is rather low. The best efficiencies of up to 10−5 are
obtained at relatively low orders (q ≈ 20). The efficiency drops to less than
10−7 for high orders (q > 50) down to 10−11 for cut-off harmonics beyond
the 300th order [76]. The highest efficiencies are generally obtained with short
pulse durations to suppress ionization and in hollow waveguides to extend the
interaction length as compared with gas jets [19].
In order to give insight into these properties, a description of the process
on the microscopic level will be described next.
2.2.1 Microscopic description
The semi-classical three-step model, summarized in figure 2.2a provides a phys-
ical picture on how a single atom generates high harmonic radiation [71,72].
1) In the first step, the applied laser field distorts the atomic Coulomb
potential (dashed curve) with a superimposed potential slope (solid curve). As
a result, through tunnel-ionization a part of the electron wave packet is ionized
into the continuum with a low kinetic energy.
2) Subsequently, the ionized part of the electron wave packet propagates
freely in the continuum under the influence of the laser field. Here, the electron
motion can be understood easiest when describing it classically as a particle
that is accelerated and decelerated by the electric field of the laser. The electron
trajectory is very sensitive to when ionization occurs with respect to the phase
of the laser field, as indicated in figure 2.2b. If ionized at the proper instant
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(phase), the electron is accelerated back towards its parent ion, acquiring a
certain amount of kinetic energy.
3) The last step involves possible recombination of the electron. When the
accelerated wave packet returns to the parent ion and interferes with the part
of the wave packet that was left behind in the original orbital, the resulting
rapidly-oscillating dipole emits high-frequency radiation with an energy that
equals the ionization potential plus the kinetic energy that the electron has
acquired. In a classical description one can consider this last step as a strong
deceleration, in the vicinity of the atomic core, of the charged electron particle
that consequently emits radiation.
The energy that the electron acquires during the second step can be estimated
from the electron’s excursion trajectory as follows. Each trajectory is defined
by the instant of ionization and yields a certain instant of recombination, illus-
trated in figure 2.2b. As shown in the graph, only electrons being ionized with a
phase between 0o and 90o have a chance to recombine and emit high harmonic
radiation. Furthermore, a distinction can be made between long and short
trajectories and the cut-off trajectory. A harmonic frequency in the plateau
of the spectrum can result from both short and long trajectories (indicated in
figure 2.2b) that yield an equal electron kinetic energy. The light waves gener-
ated by these two dominant trajectories generally interfere non-constructively
with each other [50]. In between these long and short trajectories there is a sin-
gle trajectory that corresponds to the cut-off. The integration of motion along
the electron trajectories can be used to determine the electron’s kinetic energy
as a function of the instant of ionization. The calculation shows that when
the electron is ionized at a phase of 18o after the peak of the electric field of
the laser, the electron acquires maximum kinetic energy before it recombines.
Accordingly, electrons being ionized between 0o and 18o (or 180o and 198o)
correspond to the long trajectories. Ionization occuring between 18o and 90o
(or 198o and 270o) lead to short propagation times. Conversely, electrons that
are ionized before the peaks of the electric field never return.
When performing the integration of motion, one finds the maximum kinetic
energy that the electron acquires. Upon recombination a further atomic ioni-
zation energy, Ip, is released. These combined energies give the maximum total
photon energy available for HHG
~ωmax = Ip +Wkin,max = Ip + 3.17Up. (2.13)
This expression is also known as the cut-off rule for HHG. Here, Up is named
the ponderomotive potential, which is the time-averaged kinetic quiver energy
associated with the oscillatory motion of the electron in a laser field [77]:
Up =
e2E20
4mω20
∝ I0λ20. (2.14)
In summary, from equations 2.13 and 2.14 it follows that the maximum
achievable high harmonic frequency can be increased by increasing the ioni-
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Figure 2.2: (a) The semi-classical three-step model explains the single atom
response of HHG: 1) The electron is ionized through tunnel-
ing. 2) The electron propagates in the continuum and is accel-
erated. 3) The electron recombines and emits radiation with a
frequency that equals the ionization potential plus the kinetic en-
ergy. (b) Different instants of ionization with respect to the laser
field (red line) result in different electron excursion trajectories
(other lines).
zation potential of the gas, Ip, the fundamental wavelength of the drive laser
pulse, λ0 and its intensity, I0.
The described process of harmonic generation occurs twice during each op-
tical laser cycle, and thus possesses inversion symmetry. From Fourier theory
it can be understood that, in such a situation, the radiation consists of only
odd harmonics of the fundamental laser frequency. Furthermore, every half of
an optical cycle, the radiation is emitted during ultrashort intervals, shorter
than half of the drive laser period, and hence in the form of an attosecond pulse
train (APT).
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As mentioned above, harmonic frequencies in the plateau region result from a
short and a long electron trajectory, leading to the emission of radiation at dif-
ferent instants in time with respect to the drive laser phase. In addition to this
phase term associated with the different recombination times, tr, there is also a
phase term related to the motion of the electron wave packet in the continuum.
The calculation of this phase requires a quantum mechanical description [73].
As with transitions between bound atomic states, the time-dependent wave
function is determined and evaluated to obtain the time-dependent atomic
dipole moment. The power and phase spectrum of the emitted electromagnetic
wave is then obtained by taking the Fourier transform of this dipole.
The phase acquired by the electron wave function is transfered to the photon
pulse through the oscillating dipole [72]. The phase of the generated light at
a particular frequency is called the intrinsic phase, φintr. It is related to the
propagation time, τ , of the electron in the continuum and its kinetic energy,
and thus to the drive laser intensity [78]. This intrinsic phase is approximately
linearly dependent on the drive intensity [79]. Thus, the phase of harmonic
order q due to the short or long quantum path trajectories (i = 1, 2) becomes
φq,i = qωtr,i − φintr,i ≈ qωtr,i − τiUp = qωtr,i − αiI (r, z, t) . (2.15)
Here, αi is the slope of the phase as a function of the intensity for either one
of the two quantum path components, and is larger for the long trajectories. It
can be seen from equation 2.15 that light waves of equal frequency generated
by the long and short trajectories have different phases and consequently in-
terfere non-constructively. The absolute values of both phases are quite large,
especially for the long trajectories; in the order of dozens to hundreds of radi-
ans. When taking into account that the laser intensity varies during the pulse
and that (following the q-dependence in equation 2.15) different frequencies are
generated at different moments in time, this results in a chirp in the harmonic
pulses [80].
In addition, the relation 2.15 implies that long trajectories have a stronger
intensity-dependence of the phase. The phase of harmonics due to the short
trajectories does not vary much with laser intensity. Consequently, short tra-
jectories result in a longer coherence time of the harmonics and less divergent
beams when compared to long trajectories. Therefore, it would be beneficial
to select only radiation generated via the short trajectories. This can be achie-
ved by placing an appropriate aperture in the harmonic beam or by using a
hollow-waveguide for HHG, both of which act as a spatial filter and suppresses
the radiation from the long trajectory harmonics [50,81,82].
So far we have only considered the physical properties of HHG on the micro-
scopic level, and this already explains some of the most basic features of the
process. In experiments, however, harmonics are generated on a more macro-
scopic scale, in media that consist of many atoms and also impose a depen-
dence of HHG on macroscopic parameters, such as the length of the generating
medium.
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2.2.2 Macroscopic description
In order to efficiently generate harmonics from the entire propagation length
through the nonlinear medium, it is essential to provide a constructive su-
perposition of the harmonic fields emitted by all single atoms. This requires
phase-matching, meaning that the phase velocity of the driving field has to
match the phase velocity of the generated harmonic wave [49]:
∆kq = qk0 − kq = 0. (2.16)
Here, k denotes the wave vector. Unfortunately, due to optical dispersion,
phase-matching is not easily obtained. In more detail, when considering HHG
in a gas-filled (hollow waveguide) capillary, and, when the high drive laser
intensity also leads to some ionization (plasma), there are three contributions
that need to be balanced for phase-matching. These are the positive dispersion
by the neutral gas and the negative dispersion by the plasma and the hollow
waveguide. Equation 2.16 then becomes [50,83]
∆kq =
2πq
λ0
(1− ηi)P∆n− PηiNatmreλ0
[
q2 − 1
q
]
− u
2
nmλ0
4πa2
[
q2 − 1
q
]
, (2.17)
where the three terms on the right-hand side correspond to the named
contributions. Here, P is the pressure (in atm), ηi is the ionization fraction,
Natm is the electron number density at atmospheric pressure and re is the
classical electron radius. ∆n is the difference between the refractive indices
of the neutral gas at atmospheric pressure for the fundamental IR wave and
the harmonic light. a is the capillary inner radius and unm is a dimensionless
number which is specific for the particular waveguide mode of propagation. As
an example, the value is 2.405 for the lowest order mode u11.
The main conclusion from equation 2.17 is that phase-matching can be ob-
tained when the ionization is held sufficiently low (< 10% for Xe and < 0.5%
for He), by tuning the pressure such that the neutral gas dispersion compen-
sates for the plasma dispersion and the dispersion due to the hollow waveguide.
In a theoretical analysis performed by Naumov et al., the optimum pressure
for phase matching was determined for the 27th harmonic from Xe, Kr, Ar, Ne
and He in a hollow-fiber and they found that the optimum pressure increases
with the named sequence of gases [84]. Slightly increasing the ionization re-
sulted in broader phase-matching pressure peaks at a higher pressure, as was
observed in experiments by Durfee et al. [83]. In addition to a high yield un-
der phase-matched conditions, the XUV beam profile showed improved spatial
coherence [49,83,85]. However, higher levels of ionization give rise to a strong
(dominant) plasma dispersion that makes pressure-tuned phase-matching im-
possible. When the phase-matching condition is not fulfilled, the phase slip
between the fundamental and harmonic waves will result in destructive inter-
ference after the so-called coherence length, which is given by Lcoh = π/∆k [86].
For ionization fractions of more than 10%, the coherence length is typically less
than 1 mm and decreases with the order of the harmonics, q. As a consequence,
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in order to maintain phase-matching for efficient conversion, the light intensity
of the drive laser is to be restricted to a range where ionization is low. Hence
the maximum harmonic frequency that can be generated is limited to much
below what seems possible according to the cut-off rule. Possible methods to
overcome this problem are discussed in the following subsection.
Another macroscopic effect that has to be taken into account is the ab-
sorption of the harmonic radiation by the generating medium itself [87]. This
limits the useful length of the medium to approximately 10 times the absorp-
tion length, depending on the type of medium and the harmonic frequency. For
example, the absorption length is 1 mm for the 45th harmonic order in 60 mbar
of neon. Maximum output would thus be obtained with a medium length of
1 cm, which is easily achieved with a gas-filled hollow waveguide (capillary).
2.2.3 Enhancement of HHG
From experiments performed in the past it is clear that a gas-filled hollow
waveguide is one of the most suitable geometrical configurations for HHG re-
garding conversion efficiency and output beam quality [19]. This is due to
an enlargement of the interaction length [49]. In addition, the spatial filter-
ing, associated with the long propagation in the capillary, selects light emission
originating from a single recollision trajectory, leading to an increased temporal
coherence [49,50]. Furthermore, the drive laser field forms a stable eigenmode
(quasi-plane wave) along propagation, which results in a smaller divergence
of the harmonic beam in comparison with free focusing in a gas jet [42, 49].
For these reasons we decided to generate high harmonics by using gas-filled
capillaries in our experiments.
There are several methods to further increase the output efficiency and
the cut-off frequency using a capillary. In this section, quasi-phase-matching
(QPM) techniques and an approach on the microscopic level, which we will refer
to as Harmonic Excitation (HEx), will be discussed. The reason for this dis-
cussion is that our experiments aim to investigate two novel approaches to en-
hance the HHG output, namely via the extension of HEx to other systems and
combine this technique with QPM. In this thesis we present the concepts and
describe the experimental preparations, however, the actual demonstration will
be performed after completion of this thesis. Other enhancement techniques
which have been demonstrated already, for example, adaptive control and po-
larization gating [50], may then be added for further improvement. At that
time, the recently discovered technique of plasmonically enhanced HHG [88],
will be added as well. For this we have prepared several samples of metallic
nano-structures in collaboration with other research groups associated with the
MESA+ Institute for Nanotechnology at the University of Twente (dr. ir. H.
L. Offerhaus and prof. dr. J. L. Herek from the Optical Sciences group and
prof. dr. ir. J. Huskens from the Molecular Nanofabrication group) and with
the Institut de Cie`ncies Foto`niques (prof. dr. J. Biegert from the Attoscience
and Ultrafast Optics group).
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Optimization of the cut-off rule
Equation 2.13 for the cut-off rule appears to suggest that one could extend
the cut-off by increasing the ponderomotive potential simply by increasing the
drive laser intensity. However, the applicable intensity is limited because of
the laser-induced ionization and, as a result, poor phase-matching conditions,
as discussed in the previous section. Also, high drive intensities beyond a few
times 1015 W/cm2 would lead to an almost complete ionization of the atoms,
thereby extinguishing the nonlinear atomic response. The cut-off rule, via
equation 2.13, also suggests that simply increasing the drive laser wavelength
would increase the cut-off [89]. However, long drive wavelengths also reduce the
harmonic yield drastically because the yield scales with the driver wavelength
as λ−5.50 [90, 91].
The cut-off rule also predicts higher-energy photons for higher ionization
potentials. Indeed, this was experimentally observed. For example, when using
helium compared to xenon, the cut-off increases [19]. Another possibility is to
use ions as the medium for HHG instead of atoms. An additional advantage of
using ions is that they can withstand higher intensities, which further increases
the cut-off frequency. A central problem, however, is that poor phase-matching
due to the strong plasma dispersion has not been solved yet and requires novel
approaches to QPM, which will be discussed below. A less fundamental prob-
lem with HHG in ions appears when utilizing the drive laser pulse itself to
generate the ionic medium, because this leads to a significant loss of the pulse
energy and to ionization-induced defocusing and thus to a reduced drive inten-
sity.
Ionization-induced losses and defocusing can be overcome by using a sep-
arate ionization mechanism, such as pre-ionization with a discharge ignited in
the hollow waveguide capillary before the drive laser arrives. In this way, the
harmonic cut-off has been experimentally increased to much higher harmonic
orders than possible from atomic argon, krypton and xenon [92, 93]. This
discharge technique also yielded an increase of the harmonic flux also of the
plateau harmonics by several orders of magnitude when compared with har-
monic generation from laser-produced ions in a gas-filled hollow waveguide [94].
Harmonic Excitation
An optimization via the cut-off rule as described above is based on arguments
regarding the microscopic response. Another promising method to enhance
the output on the microscopic level is to increase the probability of the tunnel-
ionization, the first step of the recollision model, via simultaneous irradiation
of the atom with an additional light wave, in particular, an XUV harmonic
field, with a frequency that is resonant with an excited state of the atom [59].
We will refer to this method as “Harmonic Excitation” (HEx), instead of the
suggested name “Dramatic Enhancement” by the authors of [59].
The principle of HHG by HEx is schematically shown in figure 2.3. Once
the electron makes the transition to a real (resonant) or virtual (near-resonant)
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state by absorbing a photon from the additional light field (1a in the figure), the
tunneling barrier significantly reduces compared to the standard situation of the
electron being in the ground state. Thus the probability of ionization increases
[95, 96]. The additional excitation can occur by single-photon excitation using
a sufficiently short wavelength (e.g. a high harmonic XUV photon), or by step-
wise and multi-photon excitation involving longer wavelengths (e.g. an XUV
photon plus an IR photon). The remaining steps of HEx (2 and 3 in the figure)
are analogous to the standard three-step model.
I
P
+W
kin
2
3
I
P
1b
1a
Figure 2.3: In the semi-classical three-step model for Harmonic Excitation
(HEx) the first step is divided in two. In this case the drive laser
is too weak to substantially modify the Coulomb potential to
facilitate tunneling ionization of the electron in the ground state.
By exciting the electron to a (near-) resonant state with an XUV
harmonic (1a), the rate of tunnel ionization (1b) is enhanced. The
second and third step in the model are the same as before.
Theoretically [95, 96], this method predicts an enhancement for HHG of
more than 10 orders of magnitude when irradiating a single He+ ion with a
fundamental wavelength of 800 nm and the 13th or 27th harmonic. However,
this prediction does not take into account any macroscopic effects, such as
absorption. When considering such effects, it was theoretically shown that
the enhancement remains intact for short propagation lengths with factors up
to 106 [97]. These qualitative predictions of harmonic excitation were made
assuming that the excited states have relatively long lifetimes compared to the
period of a laser cycle. Therefore, the relative phase between the fundamental
wave and the harmonic pulse has no effect on the efficiency.
Experimentally, an increase in efficiency of more than 3 orders of magni-
tude was obtained, by Takahashi et al., for the 27th harmonic order with a
gas mixture of helium and xenon, as compared to helium only [59]. In this
experiment, a gas cell and a loose-focusing configuration was used at relatively
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low gas pressures (few Torr). The working principle of this approach, with a
gas mixture, is that the harmonics from Xe, up to order 15, provide the ad-
ditional light wave and excite electrons in He to assist tunnel-ionization from
a virtual state of He. The used intensity of the harmonic pulse was estimated
to be much lower than the fundamental laser pulse (1011 W/cm2 as compared
to 1014 W/cm2, with a typical intensity of 8 · 109 W/cm2 for the 15th order).
Note that harmonic orders higher than the 15th order were generated as well
but these photons do not contribute to HEx since these photons can induce
XUV ionization of He directly. In this experiment, an optimum mixing ratio
of Xe to He of about 0.08 was found.
HHG via HEx is especially useful in increasing the harmonic cut-off when
the drive laser intensity is limited, e.g. due to technical limitations, meaning
that the atom has an ionization potential that is too large to directly facilitate
tunnel-ionization with the given drive laser field. Also, this method makes it
possible to enhance the harmonic yield in the spatial wings of the drive laser
pulse, thereby increasing the total output.
HEx has only been experimentally verified with neutral atoms so far. How-
ever, the cut-off frequency can be further increased using ions instead of neutral
atoms, as mentioned before. HEx from ions seems, as the theoretical predictions
of Ishikawa [95,96] and Schiessl [97] suggest, a promising method to further en-
hance the harmonic efficiency of the cut-off harmonics, but such experiments
have not yet been performed. As mentioned in the introduction of this chapter,
one of our goals is to demonstrate HEx in ions. To prepare the experimental
conditions for such a demonstration, we decided to attempt HEx in a capil-
lary without a discharge and thus with atoms, before applying a discharge to
provide ions for HEx in ions. However, a central problem is that using ions
leads to poor phase-matching due to the strong plasma dispersion. In order to
overcome this problem and be able to further enhance the efficiency of HEx in
ions on a macroscopic level, we will implement quasi-phase-matching (QPM)
techniques in our experiments. Before a description of QPM techniques is pre-
sented in this section, another processes on the microscopic level should also
be considered as a further preparation step. This is related to HEx and may
occur simultaneously to or even compete with HEx.
The method to be considered is the, so-called, attosecond pulse train (APT)
controlled HHG [98]. This is also a method of HHG enhancement which
increases the ionization probability with XUV harmonics. In this case, the
gaseous medium is simultaneously irradiated by an IR pulse and a copropagat-
ing attosecond pulse comprised of XUV harmonics which have photon energies
that are, in contrast to HEx, higher than the ionization potential of the atom.
Therefore, single-XUV-photon ionization can occur, and will be the dominant
process over tunnel-ionization when the intensity of the attosecond pulse is
sufficiently high. Adjusting the timing of the attosecond pulse with respect to
the phase of the IR drive laser, controls the moment of ionization and therefore
permits the selection of the harmonic output by either the short or long quan-
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tum trajectories. The advantage of this control is that the non-constructive
interference of high harmonic radiation generated via both trajectories, due
to their different harmonic phases, is reduced and, as a result, the output is
increased (see subsection 2.2.1). In addition, the coherence properties of the
harmonic beam will be improved when radiation due to the short trajectories
is selected (see subsection 2.2.1).
A disadvantage is that APT controlled HHG requires an intense attosecond
pulse to make single-photon ionization dominant over tunnel-ionization. Un-
fortunately, obtaining an intense APT with an adjustable phase with respect to
the fundamental wave is experimentally quite complicated. In an experiment
performed by Biegert et al. [82], harmonics from a Xe-filled capillary were fo-
cused together with the fundamental pulse into a He gas jet. They attained
an enhancement of the harmonic yield of a modest factor of 5, which is much
lower than the three orders of magnitude that was achieved with HEx, as was
mentioned above.
As mentioned above, APT controlled HHG will be dominant over HEx
when the intensity of the attosecond pulses is sufficiently high, which means
that the enhancement due to HEx will be reduced. So, in order to facilitate
HEx, one should avoid single-XUV-ionization. This can be done by regulating
the intensity of the attosecond pulse, or, in the example of an He-Xe mixture,
by adjusting the drive intensity such that from Xe only high harmonics are
generated with photon energies below the ionization potential of He.
Quasi-Phase-Matching
Without phase-matching between the fields of the drive laser and the generated
harmonics, as mentioned in subsection 2.2.2, there is no constructive build-up
of the harmonic signal in the HHG medium over propagation distances longer
than the coherence length, Lc. This is schematically depicted in figure 2.4, as
the solid black curve.
To prevent destructive interference after one coherence length, the well-
known technique of quasi-phase-matching (QPM) [99] can be attempted. In
QPM, the phase-mismatch is adjusted in the regions of out-of-phase generation
or the harmonic generation is locally suppressed. This is done via a spatially
periodic modulation of the nonlinear coefficient, either in phase or in amplitude.
It can be shown that the modulation introduces an additional wave vector, K,
to the total wave vector balance (equation 2.16) [99]1:
∆kq = qk0 − kq ±K. (2.18)
Here, K may be adjusted to a desired value by choosing a proper modulation
period. Specifically, to achieve QPM with ∆kq = 0, the modulation is to
be chosen to match with the coherence length according to K = 2π/Λ, with
Λ = 2Lc as indicated in figure 2.4.
1Here, first-order QPM is presumed
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Figure 2.4: Harmonic intensity as a function of the propagation distance in
three situations. Without phase-matching (black solid curve),
harmonic build-up in regions of proper phasing of the generated
radiation with the drive laser (+) is canceled after one coherence
length, Lc, by out-of-phase generation (-). When phase matching
(dashed black curve) cannot be realized, so-called quasi-phase-
matching (QPM, grey curve) can be attempted. It can be seen
that QPM leads to the desired growth of output with increas-
ing propagation distance, just as PM besides a certain constant
factor.
QPM was first implemented in non-linear crystals [99], because, there, a
permanent modulation of the nonlinear coefficient is possible. An example of
this is a technique called periodic poling. However, such techniques cannot
be applied to gases or a plasma, because, here, the atoms or ions are in a
rapid thermal motion leading to a homogeneous (non-modulated) state of the
medium. Instead, a modulation of the density of the medium or the electric
field of the drive laser is conceivable. Also, a modulation of the intrinsic phase
of the harmonic field may be used via a spatially modulated drive intensity (see
equation 2.15). Note, that even small modulations of the driving electric field
can induce large phase shifts.
Unfortunately, such methods of QPM for HHG are not easy to implement
and they also have their limitations with respect to the harmonic orders that
can be phase-matched. In particular, harmonic orders with photon energies
above a keV are associated with very short coherence lengths, in the order of
micrometers or less (see section 2.2.2, using equation 2.17). In order to deduce
possible techniques that can be relatively easily applied in our experimental
setup using gas-filled capillaries and, eventually, discharge capillaries, a few
techniques of QPM that have previously been suggested for HHG in such ge-
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ometries will be discussed.
The first example of QPM that proved to be effective in enhancing the conver-
sion efficiency of HHG, was based on a gas-filled hollow waveguide, but where
the inner diameter was modulated along the propagation distance [76,100]. The
modulation leads to a periodic change of the drive laser intensity. Using such
a modulated capillary, at a relatively low intensity, the intensity is modulated
such that the intensity is only high enough to generate high harmonics in the
narrow sections of the capillary. This method is especially effective for harmon-
ics in the cut-off region [76]. Also, a modulated waveguide was used effectively
at high laser intensities where the medium was (almost) fully ionized [100]. In
that experiment, the periodic change in intensity was sufficient to adjust the
intrinsic phase of the generated harmonic fields in order to achieve QPM. In
this way an enhanced output in Ne was achieved of an order of magnitude for
a photon energy of 225 eV and an extension of the cut-off to 284 eV.
However, as mentioned before, high drive intensities lead to ionization-
induced losses and defocusing, which can be overcome by using a pre-ionized
medium created in, e.g., a discharge capillary [92]. Such a discharge capillary
has been considered with a periodic modulation of the inner wall to attempt
QPM [101]. However, numerical calculations showed that the spatial modula-
tion of the plasma channel that is formed (and guides the laser beam) is too
weak to be used for QPM. An additional limit to QPM is that to phase match
harmonic radiation with progressively shorter wavelengths requires that suc-
cessively smaller modulation periods are to be realized. This is increasingly
difficult to achieve, which limits the maximum harmonic frequency that can
be phase matched. Nonetheless, it is predicted that the efficiency of harmonic
radiation with photon energies up to a keV may be enhanced by QPM with gas-
filled modulated hollow waveguides even with laser-induced ionization [100].
A second approach to QPM is to modulate the drive laser intensity by
utilizing mode beating between multiple propagation modes in a hollow wave-
guide [102]. In this method of multi-mode QPM (MMQPM), part of the pulse
energy is converted into higher-order modes [103]. This can be achieved when
a pulse with non-Gaussian spatial profile (e.g. a flat-top beam), or a Gaus-
sian beam with a focal waist w0 that deviates sufficiently from 0.64 times the
capillary inner radius a (the optimal ratio to couple the pulse only into the
fundamental mode of the capillary), is coupled into the waveguide [103]. Beat-
ing between the modes leads to a significant intensity modulation with a short
periodicity. This periodicity becomes smaller when the number of modes in-
creases, which is necessary to achieve QPM for an increasing order of the high
harmonics. With MMQPM and utilizing an argon-filled capillary with a length
of 1 cm, Zepf et al. [102] showed experimentally an efficiency enhancement of
more than 3 orders of magnitude for harmonics in the water window (≈ 4 nm).
Actually, in that experiment the highest order harmonics resulted from laser-
produced ions. It appears that MMQPM may be used in capillary discharges,
because higher-order modes can also be excited in a plasma channel formed
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by such a discharge. The advantage of this approach is that it is easier and
more flexible than the method using a modulated waveguide. It is important
to consider, however, that higher order modes have higher propagation losses.
In order to fully exploit the medium, longer capillaries with lengths of up to
10 times the absorption length have to be used to further increase the harmonic
output, as described above. Further investigation is necessary to decide if this
method can be extended to capillaries longer than 1 cm.
A third method to be considered for QPM in waveguides, is suppression of
harmonic build up in out-of-phase regions using a counter-propagating pulse
train with pulses of appropriate width and separation [90,104]. In regions where
the drive laser intersects with a relatively long and weak counter-propagating
pulse, there is a small modulation of the laser intensity with a periodicity of
half the laser wavelength. As a consequence, the rapid harmonic phase modu-
lation, which is faster than the coherence length, prevents local phase matching
and harmonic build up. If the width of the counter-propagating pulses matches
the coherence length, harmonic generation in the out-of-phase regions can be
suppressed and QPM is achieved. In addition, this technique has the potential
to be adjustable during harmonic generation. One may vary the pulse dura-
tion and separation in the pulse train, e.g., to compensate for the dynamically
changing phase-mismatch due to the time-varying laser intensity during propa-
gation or to tune the phase matching toward desired wavelength ranges. When
considering typical experimental parameters, this method requires a counter-
propagating pulse train of at least several pulses of picosecond duration and
spacing. However, experimentally such a pulse train is difficult to produce.
Nonetheless, by applying a counter-propagating pulse train of 4 pulses, an en-
hancement by a factor of 600 was achieved in argon for the 41th harmonic
order [90]. The advantage of this all-optical technique of QPM is that it is also
suitable for HHG in ions.
All these techniques of QPM are applicable for XUV harmonic orders of
energies below a keV, from which MMQPM seems to be the easiest and most
effective method realizable for HHG in gas-filled capillaries and capillary dis-
charges. To realize QPM also for harmonics with photon energies above a keV,
there are only theoretical suggestions so far, such as grating-assisted phase-
matching (GAPM) [105]. This method relies on compensating for the intrinsic
phase of harmonics generated in the destructive regions instead of suppressing
the harmonic generation. This could be achieved by injecting a relatively weak
and long counter-propagating laser pulse (quasi-continuous wave) in addition
to the short drive laser pulse. The field of this second beam induces a sinusoidal
modulation on the drive laser intensity with a periodicity of half of the second
laser wavelength. Because the large intrinsic phase of the high harmonics is
strongly dependent (proportional) on the total intensity of the superimposed
lasers, a small intensity modulation is sufficient to adjust the phase by π radians
as required for QPM. Hence, by properly adjusting the intensity modulation,
harmonics that would be generated in the out-of-phase regions are shifted into
phase and interfere constructively. In this way, numerical calculations by Cohen
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et al. [105] predict an enhancement by a factor of 4 · 104 of the 647th harmonic
in a pre-formed plasma waveguide that contains doubly ionized neon ions at a
pressure of 70 Torr, using a 20 fs, 800 nm drive laser pulse with peak intensity
of 5.5 · 1013 W/cm2 and a weak counter-propagating beam of 3.5 · 108 W/cm2
with a wavelength of 1600 nm. In order to generate harmonics with energies
above a keV via this method, an additional laser beam at around 1.6 µm is to
be made available, coupled into the capillary from the rear side, such that the
high harmonic beam can still be coupled out of the capillary.
2.3 Discussion
HHG from atoms has proven itself to be a highly important technique to gen-
erate coherent ultrashort pulses of XUV and soft X-ray. Meanwhile, this tech-
nique has found several applications, such as X-ray microscopy and interference
lithography, and it has opened the door to attosecond science. To further widen
the scope of such applications and to enter novel, unexplored regimes, it is of
central interest to identify approaches that can increase both the harmonic
yield and the generated frequencies.
We intend to experimentally investigate enhancement techniques for HHG.
In particular, three enhancement techniques which have been described in this
chapter will be implemented in our experiments. First, we will use ions to
exploit their higher ionization potential than neutral atoms. This should allow
us to apply higher laser intensities and extend the harmonic cut-off via both Up
and Ip in equation 2.13. Secondly, harmonic excitation (HEx) will be applied
in a novel setting, as described below. Combining these two methods would
enable the performance of harmonic excitation of ions. In addition, QPM by
multi-mode beating seems to be the most promising method to further enhance
the harmonic output from ions in the future.
Based on these considerations, we will investigate HHG from ions via har-
monic excitation by utilizing a capillary discharge. Two sections could be used:
a first section with neutral gas from which the high harmonics excite the ions
in a second section obtained by a discharge. In the next step we will implement
QPM to compensate the phase-mismatch induced by the plasma dispersion. We
have chosen to implement such QPM via the multi-mode beating (MMQPM)
because this seems to be relatively straightforward in terms of technical imple-
mentation in our capillary discharges (e.g. available from experiments on laser
wakefield acceleration in our group [47]).
To implement the demonstration experiment outlined above, a correspond-
ing experimental setup, that employs a suitable fraction of the output from
the multi-TW laser system at LPNO, had to be devised. Using this plan as a
guide, the first step of the research and one of the main goals of the thesis, is
to devise, construct and bring into operation a complete setup for HHG and
related diagnostics. The construction and testing of harmonic generation with
gas-filled capillaries, which will be described in chapter 4. The advantages and
potential improvements of our apparatus will be discussed. For example, in
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order to prevent re-absorption of the harmonic radiation behind the capillary,
a special design of the capillary was made to allow for differential pumping.
Also, our setup enables us to characterize the harmonic spectrum as well as
the harmonic beam profile. It should be noted that the advantage of mak-
ing use of the multi-TW laser at LPNO, which is optimized for experiments
on Laser Wakefield Acceleration, means that there are some additional chal-
lenges regarding the construction of the experiment and the measurements of
HHG. For example, the detection of high harmonic radiation and recording har-
monic spectra had to be successful in spite of the relatively low repetition rates
(0.1 to 10 Hz), which is typical for the amplifier chain of such laser systems.
To demonstrate the working of our apparatus, well-known experimental
results have been repeated, and also the experimental implementation of har-
monic excitation (HEx) in gas mixtures in a guided-wave geometry will be
presented in chapter 4.
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The aim of science is always to reduce
complexity to simplicity.
William James (1842 - 1910)
3
Theory of high-order harmonic
generation and ion acceleration
from solids
High harmonic generation from gaseous media (HHG), as described in the
previous chapter, is one example of the many high-intensity laser-matter inter-
actions that can be observed at low densities of the generating medium. The
development of multi-terawatt lasers also opened up a range of other exciting
phenomena with targets of much higher density, such as high-order harmonic
generation (HOHG) and ion acceleration from solids. We performed experi-
ments to investigate such processes with the laser at PHI, as will be discussed
in chapter 5. In particular, we investigated the interaction with foils as thin as
a few nanometers to enter the so-called transparent regime for the first time.
To provide a better understanding of the experimental results, a theoretical de-
scription of HOHG and ion acceleration is presented in this chapter. However,
both processes involve rather complex interactions between the laser and the
plasma. Therefore it is instructive to start with some basic considerations of
high-intensity laser-solid interactions.
Any solid target (whether opaque or transparent) when illuminated with a
high-intensity laser pulse will be rapidly ionized and within a few laser cycles
a reflective (so-called overdense) plasma wall is created at the surface of the
target [62]. Various types of physical processes, such as emission of radiation
or the acceleration of particles, can take place during the interaction of the
remaining part of the incident laser pulse with this overdense plasma. However,
a common issue in these processes, including HOHG and ion acceleration, is
the absorption of radiation and the subsequent energy transfer to the plasma.
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This absorption and energy transfer are quite different from the corresponding
standard processes at low intensities. This is because, at high intensities, one
needs to consider that absorption depends strongly on the temperature of the
plasma, the density of the plasma and the density gradient. In addition there is
a strong dependence on all of the laser pulse parameters, such as the duration,
the energy, the peak intensity, the contrast, the light frequency, the polarization
and the angle of incidence.
Due to its ultrafast and strongly nonlinear dynamics, the absorption of high-
intensity light in an overdense plasma and the result of the absorption is much
different from what is seen at lower densities or lower intensities. Absorption
will lead to an ultrafast local heating of the plasma and the increased tem-
perature results in a spatially dependent change of the absorption efficiency.
Additionally, the high temperatures and high pressures that are generated re-
sult in a rapid expansion with fast changes of the density distribution. These
modifications of the plasma in space and time introduce a considerable level
of complexity to the processes [61], and so the interaction between electromag-
netic radiation and overdense plasmas is still not well understood [106]. What
is available so far are partly valid theoretical descriptions that include selected
types of mechanisms responsible for absorption which are applicable for certain
regimes of laser intensity and plasma density gradients.
In high-intensity laser-solid interactions two different phases of absorption
occur [107]. During the first phase, at relatively low laser intensities in the rising
edge, or the pedestal of the incident light pulse (≈ 1011−1015 W/cm2), plasma
formation starts by optical field ionization and subsequent, so-called, collisional
absorption results in progressing ionization and heating of the plasma. Here
electrons driven by the electric field of the light collide with atoms or ions and
thereby transfer energy to the plasma. In the second phase, at high intensities
(> 1015 W/cm2), the thermal velocity of the electrons becomes too large to
provide an effective collisional energy transfer, instead, so-called, collisionless
absorption dominates. This will be described in subsection 3.1.3. A very special
situation can be generated by applying ultrashort laser pulses that are opti-
mized for a high contrast, as there is almost no collisional absorption due to the
rapid temperature rise [62, 108]. This thesis concentrates on such experiments
and a theoretical description of this situation, of which only little is known.
In particular, it turns out that even nanometer-scale plasma expansion has to
be taken into account when irradiating extremely thin foils, even when using
pulses optimized for ultra-high contrast, as will be discussed in chapter 5. For
the interpretation of such experiments it is important to understand the effect
of the contrast of a pulse and the resulting density gradient that is caused by
plasma expansion, as described in the first section of this chapter.
In addition, the first section of this chapter describes in more detail several
mechanisms involved in absorption in order to give insight into the physics
behind high-order harmonic generation and ion acceleration. Because of the
complex interplay between absorption and plasma expansion, the first section
starts with a short description of plasma expansion and its description via the
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so-called density scale length, L, which is an important parameter for both
HOHG and ion acceleration. The remainder of the first section is divided into
subsections on collisional and collisionless absorption mechanisms for plasmas
with a short scale length (L/λ . 0.1) and a long scale length (L/λ > 0.1), with
respect to the laser wavelength, λ. An important conclusion is that the laser
pulse contrast, via the scale length, is a very critical parameter, as it sets the
initial conditions for the interaction of the drive laser pulse with the plasma.
The physics of ion acceleration is described in the second section, with an
emphasis on target normal sheath acceleration (TNSA), which is the domi-
nant acceleration mechanism in our experiments. In particular, the theoretical
prediction of ion acceleration in the transparent regime is discussed. This is
relevant for our experiments with extremely thin foils (in the range of a few
nanometers). The subsequent section is devoted to a theoretical description
of HOHG in two different parameter regimes, called the relativistic oscillating
mirror (ROM) model and the coherent wake emission (CWE) model.
3.1 Absorption of laser energy by plasmas
3.1.1 Plasma expansion
An important dynamic property of hot and dense plasma is its expansion into
the vacuum, as this critically influences the interaction processes of the plasma
with EM waves. The velocity of the expansion is driven by the electron pressure
but limited by the inertia of the ions and thus determined by the electron
temperature kBTe and the ion mass mi as [60,61]:
cs =
√
ZkBTe
mi
. (3.1)
Here, Z is the number of free electrons per atom, and cs is referred to as the
ion-acoustic velocity, also named the speed of sound in plasma.
For most experimental situations, where quasi-neutrality, n = ne = Zni, is
present [109], the expansion is well described by a time-dependent exponential
profile of the plasma density n, where ne and ni are the electron and ion density,
respectively;
n = n0 exp
(
−1− x
cst
)
. (3.2)
In this expression, the characteristic density scale length L is defined as
L ≡ − n
∂n/∂x
= cst. (3.3)
For electron temperatures in the order of a few hundred keV, which is typical
for experiments with intense ultrashort laser pulses, the expansion velocity is
about 0.1 µm/ps (100 km/s).
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If a high-intensity laser pulse with a low contrast is used, this means that
the pedestal (typically tens of ps long) of the pulse will already ionize the tar-
get well before the main pulse arrives. This also means that the generated
plasma will already have expanded over several micrometers from the formerly
sharp surface of the target before the main pulse arrives. The term pulse con-
trast refers, not only to a pedestal before the main pulse, but also to all other
types of light arriving before the main pulse, such as ASE or pre-pulses (see
section 1.1). Consequently, the main pulse may propagate through a larger
region of underdense plasma before it reflects at a surface beyond which the
density is above the critical density. This surface is not flat and well-defined
because of a variety of factors, for example, so-called Rayleigh-Taylor instabil-
ities that cause rippling of the plasma [110]. As a consequence the efficiency
of, e.g., high-order harmonic generation will be low, because high efficiencies
require a flat, mirror-like surface, as will be described in section 3.3. In order to
avoid too wide a plasma expansion and the related instabilities, high-contrast
laser pulses are required for this process. Such laser pulses are also favored for
ion acceleration, though, by utilizing relatively thick foils (> µm), it is possible
to generate fast ions from the rear surface of such foils also with low-contrast
pulses [111].
3.1.2 Collisional absorption
In view of the pre-expanded state of the plasma, two mechanisms of collisional
absorption of the main drive pulse will be discussed. The first is called clas-
sical collisional absorption, which occurs at long scale lengths (L/λ > 0.1).
The second is called the normal skin effect that takes place at sharper plasma
interfaces (L/λ . 0.1). Both absorption mechanisms are most efficient below
a laser intensity of the order of 1016 W/cm2.
Classical collisional absorption (also referred to as Inverse Bremsstrahlung)
starts as the incident electromagnetic wave propagates through the underdense
plasma and causes the electrons to quiver with the optical field. The quiver
energy of the electrons is transferred to the plasma through random collisions
with atoms and ions, thereby increasing the thermal energy of the plasma and
decreasing the intensity of the EM wave. During the collisions, atoms and ions
are further ionized and the electrons colliding with ions are decelerated or de-
flected by Coulomb forces. This generates Bremsstrahlung which, in its turn,
can ionize atoms [61]1.
The efficiency of the overall energy transfer from the drive laser to the
plasma increases with the frequency of collisions between the electrons and
ions. The collision frequency grows with the electron density ne (in cm
−3), the
inverse of the electron temperature kBTe (in eV) and, with the charge of the ion
1The light frequency of Bremsstrahlung depends on the velocity of the electron and the
distance between the electron and the ion. A small interaction distance and a low thermal
velocity lead to a large deflection angle and thus to the emission of high-energy photons.
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(number of free electrons per atom) Z, according to the following relation [62]
νei = 2.91 · 10−6Zne (kBTe)−3/2 ln Λ s−1. (3.4)
Here, Λ is the ratio of the maximum and minimum distance between the elec-
tron and ion (so-called impact parameter b). The maximum distance (bmax)
corresponds to the Debye length beyond which the individual ion is effectively
screened. The minimum distance (bmin) is the classical distance of closest ap-
proach without capture (recombination) of the electron by the ion [61]. Λ can
be rewritten as 9ND/Z, where ND is the number of electrons in the Debye
sphere, given by equation 2.3.
From equation 3.4 it can be seen that the collision frequency and hence
the absorption efficiency increases with decreasing electron temperature. The
efficiency also increases as the light wave propagates to higher densities, ne,
until it reaches the critical density, from where the wave is reflected back [61].
Furthermore, the absorption increases with increasing scale length, and de-
pends on the polarization of the light. For example, for s-polarized light the
maximum absorption occurs under normal incidence, while there is an opti-
mum absorption for p-polarized light at an angle of incidence which increases
as the scale length decreases [62]. A more detailed analysis of the dependency
of the parameters on the absorption fraction is given in appendix B.1, where
graphs of the absorption fraction at normal incidence at different scale lengths
and laser intensities are shown. As can be seen from the graph in figure B.1,
the absorption rapidly decreases with increasing intensity, due to a decreasing
collision frequency, and with a decreasing scale length.
For the more step-like plasma density profiles (L/λ . 0.1), which may be gener-
ated by high-contrast laser pulses at relatively low peak intensities of the main
pulse (< 1016 W/cm2), another mechanism of collisional absorption, called
Normal Skin Effect (NSE) can be expected to take place. At these intensities,
the electron mean-free-path, which is defined as the thermal velocity divided by
the collision frequency (ve/νei), is smaller than the skin depth (around 10 nm
for fully ionized solid targets, see equation 2.10). Therefore, the electrons os-
cillate in the laser field and collide with ions within the skin depth layer, and
the oscillation energy is locally thermalized [62]. The absorption via the NSE
depends on the collision frequency but is in general less efficient than classical
collisional absorption and is typically less than 10% of the incident laser energy.
A more detailed description is given in appendix B.2 where the absorption frac-
tion via the NSE is given and graphs of the absorption fraction are shown for
two different laser intensities.
As mentioned before, during the interaction of a solid and a high-intensity
laser, a plasma is formed with a density that is too high for the laser light to
propagate (overdense plasma). The drive laser light penetrates the plasma to a
short penetration depth exponentially decreasing in intensity and being totally
excluded from the overdense region [61]. One might expect that plasma forma-
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tion is limited to the small region where the laser penetrates, however, plasma
also can be formed at deeper regions. High-frequency radiation, e.g. X-rays via
Bremsstrahlung and K-shell ionization [112], penetrate deeper (in the order of
micrometers) into the target creating a plasma with low thermal energy (cold
plasma). Furthermore, at intensities above approximately 1015 W/cm2, a large
number of high energy electrons (hot electrons) are produced via collisionless
absorption mechanisms (see next section). These hot electrons can penetrate
deep into the target and can instantaneously field-ionize neutral atoms [113].
3.1.3 Collisionless absorption
Collisionless absorption processes heat the faster electrons more effectively
[114], and thereby lead to the heating of a fraction of the electrons to energies
much higher than the initial plasma temperature kBTe [62]. This results in
a typical bi-Maxwellian electron temperature distribution, with a hot electron
temperature kBTh that depends on the mechanism of collisionless absorption.
The generation of these hot electrons is important for processes such as HOHG
and ion acceleration, and the efficiency of these processes increases with the
number of hot electrons and their temperature, as will be described in sections
3.2 and 3.3. The number of hot electrons can be estimated by
Nh =
ηE˜
kBTh
, (3.5)
where E˜ is the laser pulse energy and η is the absorption fraction [115]. Consis-
tent with equation 3.5, in experiments with current laser systems, the number
of hot electrons generated per laser pulse is typically in the order of 1011 to 1013,
which results in hot electron densities of about 1019 to 1022 cm−3, depending
on the target and laser pulse parameters [116].
In the following paragraphs, several collisionless absorption mechanisms,
which are expected to dominate during the generation of high-order harmonics
and fast ions, will be described, for both short and long scale-length plasma
gradients. Here we consider only cases of normal incidence and p-polarized
light, as in experiments, because s-polarized light is of less interest due to its
less efficient heating.
The first mechanism, called Resonance Absorption (RA) is a very efficient
absorption mechanism for intermediate intensity levels (1015 to 1017 W/cm2)
and long plasma density gradients (L/λ > 0.1), when a p-polarized wave is
obliquely incident.
Due to the non-zero angle of incidence, the traveling part of the light wave is
reflected out of the plasma at a certain depth called the turning point where the
density equals nc cos
2 θ, which is less than the critical density [62]. The evanes-
cent field, also called the tunneling field, penetrates deeper into the plasma and
can reach the critical density. Due to the p-polarization of the wave, the electric
field of the tunneling wave possesses a component along the density gradient
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that can directly excite electron oscillations at the critical density where the
plasma response is in resonance (ω0 = ωp) [61,114] and initiate a plasma wave.
The magnitude of this plasma wave grows linearly over a number of laser cycles
and is eventually damped by collisions (at low intensities) or particle trapping
and wave breaking (at high intensities) [62]. This resonance absorption, un-
like the case with collisional absorption, couples laser energy to the collective
motion of the plasma wave rather than to single electrons independently.
Resonance absorption depends on the scale length of the plasma gradient
and the angle of incidence as can be seen in appendix B.3. It can also be seen
that there is an optimum angle for resonance absorption that depends on the
scale length. This is because on one hand, for a large angle of incidence, θ,
the turning point is far in front of the critical density which renders a weak
tunneling field at the critical density. On the other hand, the longitudinal
(normal) component of the electric field of the laser which drives the plasma
wave decreases for smaller angles of incidence. The maximum coupling between
the laser and plasma wave has been calculated to be approximately 60% in the
limit of long scale lengths [62].
In the following paragraphs, a description is given on heating mechanisms at
short scale lengths. Two mechanisms that occur at steep plasma gradients
at intermediate intensities (1015 to 1017 W/cm2) are Anomalous Skin Effect
(AnSE) and Sheath Inverse-Bremsstrahlung (SIB). In both of these processes,
the absorption is confined to the skin depth, similar to NSE discussed above.
However, in the case of AnSE and SIB, the electrons gain higher energies and
the mean-free-path is larger than the skin depth. This means that electrons
that enter the skin depth and oscillate in the evanescent field of the laser, are
reflected back into the plasma [64,117]. In particular, AnSE absorption is due
to those electrons that have an insufficient initial velocity to reach the vacuum
boundary. Electrons responsible for SIB absorption have higher energies but an
unfavorable time of injection with respect to the laser phase and are reflected
from the small Debye sheath near the plasma interface [108,117].
The absorption for AnSE and SIB is not large; approximately 5% of the
incident laser energy for normal incidence [62]. For obliquely incident, p-po-
larized light the absorption is slightly increased. The absorption process for
p-polarization is also referred to as Sheath-Transit Absorption [64,118].
These two absorption mechanisms arise mainly during laser-plasma inter-
actions with ultrashort laser pulses of intermediate intensities, where the light
pressure is smaller than the plasma pressure (2I0/c < nekBTe) [62]. However,
both processes can still occur at higher intensities of the pulse, most likely
during the last half of the interaction, after the peak of the pulse has heated
up the plasma [64].
However, in high intensity (> 1016 W/cm2) situations, the most efficient ab-
sorption related to HOHG and ion acceleration comes from two other ef-
fects [108]. The first is called the Brunel effect (also vacuum heating or “not
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so resonant” resonant absorption) [119]. The second effect is called Relativistic
v×B heating.
The Brunel effect denotes electrons that oscillate along the field component
of p-polarized laser light parallel to the plasma density gradient (target normal);
similar to resonance absorption described above. However, for the Brunel effect,
the light pressure is larger than the plasma pressure2 (2I0/c > nekBTe) in a
situation where the density gradient is almost step-like (a short scale length
L/λ . 0.1). This means that electrons near the surface are pulled out by the
strong laser field into the vacuum, well beyond the thermal Debye sheath, and
hence no plasma wave can be resonantly excited by the laser field directly [62].
In the vacuum the electrons are directly exposed to the field and these electrons
gain a large velocity (vos = eEL/meω) and hence energy (hot electrons). As the
field decreases and reverses its direction in the other half of the optical cycle,
the hot electrons are pushed back into the plasma3. Because of the small skin
depth of the laser field, the electrons travel unhindered into the target (where
they are called Brunel electrons) until their energy is eventually transfered
to the plasma through collisions [62]. These hot electrons removed from the
surface are replaced by new cold electrons from the bulk plasma. This electron
current is called cold return current and is pointed in the opposite direction of
the Brunel electrons [106].
The amount of energy that the hot electrons gain depends on their velocity
and phase of excursion with respect to phase within the optical cycles of the
laser light. For instance, electrons that move further into the vacuum return
to the plasma with larger velocities, and eventually overtake electrons that had
smaller excursions and were pushed back slightly earlier with smaller velocities.
Via this mechanism, as will be described in section 3.3.2, a fraction of the Brunel
electrons form an attosecond electron bunch, which proves to be important for
high-order harmonic generation via coherent wake emission [20].
When quantitatively modeling the motion of electrons, the described effect
of Brunel absorption can be clearly recognized in a phase-space density graph.
An example is shown in figure 3.1, taken from Thaury [20]. The figure shows,
in two plots, the velocity (momentum) distribution of electrons in space (one-
dimensional) at different steps in time (step 1 to 6 occurs during one optical
laser cycle). The false-color code indicates the electron density (red and blue
correspond to a high and low density, respectively). The laser is incident from
the left side. When stepwise following the electron dynamics, it can be seen
that at step 4, electrons with different velocities become concentrated at the
same position in space and form an attosecond bunch [120].
For the absorption fraction of the Brunel effect which determines the num-
ber of hot electrons generated, an analytical expression was proposed by Brunel
2For an electron density of 1023 cm−3 and a temperature of 150 eV, the threshold intensity
is 3 · 1016 W/cm2.
3More correctly: some electrons are pushed back as the field decreases through strong
space-charge electrostatic fields that shield the plasma from the laser field (Brunel absorp-
tion), and some electrons are pushed back by the electric field directly (vacuum heating) [108].
In general these two terms are mixed up and refer to both situations.
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Figure 3.1: Plasma electron phase-space density for Brunel absorption,
adapted from Thaury [20]. The two plots show two moments
in time, where Brunel electrons were generated in different opti-
cal laser cycles. Numbers 1 to 6 indicate the different steps that
the Brunel electrons follow. Step 4 corresponds to the optimum
bunching in time and space.
for an ideal step-like density profile (L/λ = 0). He considered the plasma as
a capacitor, where an electron sheet is driven back and forth across the target
surface by the normal component of the laser electric field4. The absorption
fraction derived from this approximation is given in appendix B.4 for the non-
relativistic and relativistic limit and plotted for three different laser intensities.
It can be seen that in the relativistic limit there is an optimum angle predicted
for the Brunel effect which occurs at approximately 70o.
The situation becomes more complicated for more realistic density profiles,
i.e. L/λ 6= 0 [62], and the calculation of the absorption due to the Brunel effect
then requires numerical modeling. The result of such calculations is illustrated
in figure 3.2. The graph shows the absorption fraction originating from the
Brunel effect as a function of the irradiance calculated using the equations de-
scribed in appendix B.4 and as numerically calculated for finite scale lengths.
It can be seen that the Brunel absorption for finite scale lengths is quite differ-
ent from what Brunel derived analytically for a sharp, step-like interface. This
difference is due to a highly complex transition between resonance absorption
and vacuum heating that depends upon the irradiance and the scale length.
For example, it can be seen that for high intensities and short scale lengths,
the absorption saturates at about 10 to 15 %. The situation becomes even
more complicated if one considers different plasma densities.
Relativistic v ×B heating is the second absorption process that can occur at
short plasma scale lengths and at relativistic laser intensities. Here, electrons
4Comparable to an oscillating mirror (see also section 3.3.1 on HOHG)
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Figure 3.2: Absorption fraction versus irradiance for three different scale
lengths at a 45 degree angle of incidence, adapted from Gib-
bon [62]. The solid line is the theoretical curve for a step-like
profile according to Brunel. The dashed and dotted lines are
results from numerical calculations by Gibbon and Bell for two
small gradient profiles with a plasma density of ne = 2nc.
are directly accelerated by the laser field incident on a short scale-length den-
sity gradient, similar to Brunel heating. Except, with v × B heating, there
is an additional driving term, the magnetic v × B component of the Lorentz
force, which becomes significant at relativistic quiver velocities, and which os-
cillates at twice the laser frequency [62]. Due to the longitudinal direction of
the Lorentz force, electrons are pushed away in the direction of the laser prop-
agation. The number of hot electrons that are pushed away depends on the
strength of the force. This absorption mechanism is most efficient at normal
incidence and at low plasma densities [64]. Note, that v×B heating can also
take place in plasma profiles with a large scale length gradient, in contrast to
vacuum heating [62].
When comparing all of the named absorption and plasma processes, one finds
that it is mainly the generation of hot electrons which is important for HOHG
and ion acceleration [115, 120]. This expectation is supported by the general
experimental observation that the efficiency of these processes increases with
the number of hot electrons and their temperature. However, different scaling
laws for the temperature of hot electrons as a function of the laser irradiance
have been found experimentally, ranging from (I0λ
2
0)
1/3 to (I0λ
2
0)
3/4. This has
been attributed to the presence of different absorption mechanisms and possible
transitions between them [62,115].
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3.2 Ion acceleration
The hot electrons transfer their energy to the plasma, which can result in
the generation of pulsed proton and ion beams. These beams were found to
exhibit the following interesting properties: a high brightness, a low transverse
divergence, a high kinetic energy and a short pulse duration. This is very
promising for applications in, e.g., engineering and medicine, as mentioned in
chapter 1.
Different regimes of laser-driven ion acceleration, dependent on the laser
intensity, have been identified so far. For example, by numerical modeling,
rather exotic regimes are predicted at intensities above 1020 W/cm2, such as
ion shock acceleration [121, 122], the so-called Laser Break-out Afterburner
acceleration [123] and radiation pressure dominated acceleration [124]. How-
ever, these regimes require laser intensities higher than available with the UHI
laser at PHI. These acceleration mechanisms will therefore not be discussed in
further detail.
Typically, at intensities below 1021 W/cm2 ions were found to be acceler-
ated by electric fields that are induced by charge-separation resulting from the
generation of hot electrons by the laser pulse. This is the regime that is exper-
imentally accessible to us with the TW laser at PHI, and will be discussed in
the following subsection on Target Normal Sheath Acceleration (TNSA). The
advent of short-pulsed multi-terawatt lasers enabled the generation of multi-
MeV proton and ions [125] with a maximum proton energy of 58 MeV and a
maximum energy of heavy ions of 430 MeV (Pb ions) to date [126,127]. How-
ever, these energies were obtained with rather exclusive Petawatt lasers which
is a fundamental problem for the general applicability of the generated beams.
With TW and multi-TW lasers, i.e. with laser systems that may be developed
to a much smaller size and to higher repetition rates, the maximum proton
energy and the number of accelerated protons are in the order of 10 MeV, with
up to 109 particles distributed over a broad energy spectrum [115]. The highest
energy protons posses the lowest divergence. A disadvantage of acceleration via
the TNSA mechanism is that, without further precautions, in this very broad
energy spectrum the number of protons decreases with increasing energy [128].
In order to increase the maximum energy and the number of protons with
such TW lasers, we investigated the, as yet, unexplored regime of ion acceler-
ation from special targets, namely from extremely thin foils with thicknesses
as small as one nanometer. It should be noted that for many applications it
is desirable to have a much narrower energy spectrum. This goal is pursued
in other laboratories by, for example, using microstructured targets [23] or
double-layered targets [129].
Our interest lies in investigating experimentally the applicability of ultra-
thin foils for ion acceleration with laser pulses with ultra-high contrast, as this
has the prospect of increasing the number and maximum energy of the accel-
erated ions. This trend was suggested by recent experiments of others. In
those experiments, foils which still had a relatively large thickness in the mi-
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cron and sub-micron range, already showed an increase of the maximum proton
energy [130–133]. Also theoretically, it has been predicted that the maximum
ion energy obtained with TNSA may be further enhanced if it becomes possible
to work in the so-called transparent regime [52, 122]. However, this requires
foils having thicknesses in the order of the penetration depth of the laser light,
i.e. in the range of a few nanometers where the preparation of suitable targets
is difficult. This has previously prevented corresponding experiments. In this
thesis we present the first experiments on ion acceleration in the transparent
regime.
3.2.1 Target normal sheath acceleration
For ion acceleration, the first step is to convert a substantial part of the laser
pulse energy into hot electrons. Several absorption mechanisms can play a
role here (as was described in section 3.1) depending on the pulse duration
and intensity and the plasma scale length. A large number of the heated
electrons then move through the target and, if the target is sufficiently thin
(less than typically a few micrometers), they pass through the rear surface, as is
schematically depicted in figure 3.3. In part (a) of the figure it has been assumed
that the pedestal of a low-contrast pulse has formed a pre-plasma with a large
scale length and that, subsequently, the main pulse heats the electrons via
resonance absorption or v×B heating. (The case of an ultra-high contrast pulse
in part (b) of the figure will be considered in the following subsection.) The hot
electrons that have passed through the rear surface form a sheath behind the
rear-side of the target [128], which is also shown in part (a). The sheath results
in a charge separation with electrostatic fields directed along the target surface
normal, with a huge field strength in the order of TV/m. For comparison, the
accelerating fields in conventional accelerator structures such as employed at
DESY are less than 100 MV/m. In the second step, this large electrostatic field
accelerates protons or ions from the rear-surface into the vacuum. For instance,
a contamination of the rear surface containing hydrogen, such as hydrocarbons
or water, contributes to protons being accelerated. The described acceleration
mechanism is called Target Normal Sheath Acceleration [128,134].
The electron sheath formed at the surface is preserved during and also
well after the laser interaction, for several picoseconds, as a consequence of
the plasma’s tendency to maintain quasi-neutrality. When the hot electrons
reach the rear surface, it is only a small fraction that escapes into the vacuum
creating the electrostatic field. Electrons with energies lower than the self-
induced potential energy of the sheath, will be reflected back to the front
surface. The process repeats itself at the front surface so the electrons move
repeatedly back and forth through the target while they also drift transversely.
An equilibrium situation sets in where the electrons that exit the foil into the
sheath are compensated by electrons that re-enter the foil being reflected at
the sheath [116].
The ion acceleration due to the resulting electrostatic field continues until
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the hot electrons have lost sufficient energy by adiabatic cooling or, by the
retracting force of the accelerating ions, so that the strong charge separation
no longer exists [135]. This happens after a few picoseconds, which is enough
to accelerate the ions (mainly protons) to energies of several MeVs.
The maximum ion energy is related to the maximum electrostatic field
that is formed by the electron sheath. Although the electron temperature and
the plasma scale length rapidly change with time, the maximum accelerating
electrostatic field can be approximately estimated by assuming that the plasma
surface is initially infinitely steep, yielding [135]
E =
kBTh
eλDh
=
√
kBThnh
ǫ0
. (3.6)
The extension of the sheath is then determined by the Debye length of the hot
electrons λDh (see equation 2.1), which is typically in the order of microme-
ters. In the formula, nh and kBTh are the density and temperature of the hot
electrons. However, if there is initially a finite plasma scale length, L, at the
surface, the density of the hot electron decreases and, if L is larger than λDh,
the scale length determines the distance over which the electric field acts. The
accelerating electrostatic field can then be approximated by [62,128,134,136]
E =
kBTh
emax (L, λDh)
. (3.7)
By using equation 3.6, an estimation for the maximum energy of the ions
accelerated by TNSA can be found [109,115]:
Emax = 2ZkBTh
[
ln
(
τ +
√
τ2 + 1
)]2
, (3.8)
where
τ =
ωpitacc√
2e1
. (3.9)
Here, kBTh is temperature of the hot electrons and tacc is the effective accelera-
tion time, which scales with the pulse duration. ωpi =
√
Znhe2/ǫ0mi is the ion
plasma frequency that depends on the hot electron density nh, which decreases
with increasing scale length. Thus the maximum ion energy increases with the
temperature and density of the hot electrons. Furthermore, a longer pulse re-
sults in a longer heating of the target and thus a higher number of hot electrons.
This results in a higher maximum ion energy, under the condition that the rear
surface of the foil remains intact during the interaction with the laser pulse.
In addition, what can be seen from equations 3.6 to 3.8, is that the maximum
energy of the ions decreases when the scale length increases and when the hot
electron density decreases. This can have important consequences if no care is
taken to irradiate the target with pulses of sufficiently high contrast. This will
be explained in the following subsection.
Equations 3.6 to 3.8 also apply to ion acceleration from the front surface.
This means that when using a laser with a low pulse contrast, as shown in
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figure 3.3a, a large scale length in front of the target is formed. Consequently,
the maximum energy of the ions from the front surface is small, only a few
hundred keV.
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(a) Driven by low-contrast pulse (b) By ultra-high contrast pulse
Figure 3.3: (a) Ion acceleration driven by a low-contrast (infrared) laser pulse.
Ions are accelerated by a large electrostatic field generated by a
sheath of laser-heated electrons at the rear surface of a foil (Target
Normal Sheath Acceleration). (b) Ion acceleration driven by an
ultra-high contrast pulse. In this case, the pre-plasma formed at
the front surface is only small which allows ions to be accelerated
in the backward direction as well. Thinner foils can be exploited
to enhance the maximum ion energy. In addition, the ultra-high
contrast pulse enables the generation of high harmonics (HH) in
the reflected pulse.
3.2.2 Influence of pulse contrast and foil thickness
Figure 3.3a shows the ion acceleration process when a low-contrast pulse inter-
acts with a thin foil. In this case, it is the ASE of the pulse or a pre-pulse which
ionizes the foil and causes a premature plasma expansion at the front surface.
In addition, a shock wave is launched by the ablation pressure into the target.
If the foil is too thin, this shock wave also causes the rear surface to expand
before the main pulse arrives resulting in a reduced accelerating field and lower
ion energies [111]. Hence, reducing the intensity of the ASE and pre-pulses, i.e.
applying methods that impose a higher contrast, will prevent this effect and
should allow the exploitation of the expected advantages of using thinner foils.
To increase the pulse contrast by several orders of magnitude in comparison
to what is available with standard CPA laser systems, so-called plasma mirrors
have recently been employed by several groups [54,57]. Using such pulses with
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ultra-high contrast and ultrathin foils as targets, increased the energy of the
accelerated protons and ions emitted and, acceleration was observed on both
sides of the foil [111, 130–133]. This situation is depicted in figure 3.3b. In
this condition of ultra-high contrast and high laser intensities, as described in
section 3.1.3, v × B heating or Brunel heating are the dominant absorption
processes [133,137].
The previously mentioned experiments with ultra-high contrast pulses also
showed a strong dependence of the maximum proton and ion energy on the
thickness of the used foils. This observation gives a promising route for improv-
ing ion acceleration, however, a clear physical picture is not available. Instead,
there are several alternative suggestions, thereby leaving open the best way to
more systematically exploit the potential of ultrathin foils.
A first explanation of why particles are accelerated to higher energies when
using thinner foils may be that the electron density at the rear surface, and
consequently the accelerating electrostatic field, is increased with thinner tar-
gets because the transverse spreading of the hot electrons inside the target is
reduced [130]. As a second explanation, the electron density and temperature
at the rear surface may be enhanced due to hot-electron recirculation within
the target during the laser pulse [138, 139]. Namely, for ultrathin foils, the
transit time of the electrons moving back and forth is less than the laser pulse
duration and the hot electrons are reflected multiple times from which they
gain additional energy from the laser. Their increased thermal energy then
enhances the accelerating electrostatic field, as predicted by equation 3.6. An-
other explanation is that the number of hot electrons and their temperature is
increased by an enhanced absorption within a larger plasma scale-length due to
rapid expansion [132] in combination with stronger electron confinement [133].
What has been found in experiments, when decreasing the foil thickness, is
that there is a certain optimum thickness below which the maximum particle
energy decreases again, and that this optimum thickness shifts towards lower
values when the pulse contrast is increased. A possible explanation for this
is that at the optimum thickness for a high-contrast pulse, a lower-contrast
pulse causes a perturbation at the rear surface of the foil which, consequently,
decreases the accelerating field [130,131].
Yet two other differences between low-contrast and high-contrast became
noticeable in particle acceleration from thin foils. Firstly, with a low-contrast
pulse, the kinetic energy of ions found in the backward direction (i.e., from
the front surface of the foil in the opposite direction of the laser beam), yields
a lower maximum energy compared to the energy in the forward direction
(from the rear surface of the foil). This was attributed to the expansion of
the plasma towards a larger scale length at the front surface [140]. For high-
contrast pulses, on the other hand, the acceleration seems to be comparable in
both directions [133,141]. Secondly, with high-contrast pulses, the acceleration
is clearly related to the strength of only the p-component of the laser’s electric
field and is not effective for s-polarized light, which points to Brunel heating as
the underlying mechanism [133]. In the low-contrast regime, it was observed
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that both polarizations contribute to ion acceleration, which would point to
heating via the v×B mechanism [142].
3.2.3 Ion acceleration in the transparent regime
Numerical calculations predict the existence of an especially promising regime
for ion acceleration, however, this is difficult to reach. In this so-called trans-
parent regime of ion acceleration [52, 122], the basic mechanism is similar to
TNSA but the number of hot electrons and their energy are increased. Accord-
ingly the accelerating field, described by equation 3.6, increases and so does
the maximum kinetic energy of the ions. When going toward thinner foils, the
optimum foil thickness for the maximum ion energy is found at a thickness just
below the onset of the opaque regime. The maximum energy shows a strong
decay beyond the optimum thickness and a weaker decay in the opaque regime.
At the optimum thickness, in the transparent regime, the maximum energy of
the accelerated ions is twice as high as the maximum energy at the transition
to the opaque regime. An example of such a prediction is given in figure 5.19
which shows the results of our numerical calculations described in section 5.4,
and is in agreement with the previous calculations of others [52,122].
The numerical calculations [52, 122] show that in this transparent regime,
the optimum foil thickness depends linearly on the laser intensity and the pulse
duration and is inversely proportional to the plasma density. The electrons stay
well-confined at the beginning of the interaction. However, they obtain a small
additional transverse momentum from the laser pulse as it passes through the
plasma slab to the rear surface. As a consequence, the protons also obtain a
larger divergence compared to ion accelerated in the opaque regime [52,122].
So far, the theoretical predictions on ion acceleration in the transparent
regime have not been verified experimentally for two reasons. First, the high
plasma density of solid foils requires the use of extremely thin foils with thick-
nesses of less than 10 nm, the preparation and use of which is experimentally
difficult. So far, the thinnest foil investigated for ion acceleration is 20 nm
thick [131]. A second limiting factor is the ultra-high contrast of the pulses
needed. With an insufficient pulse contrast it was found that the maximum
proton energy decreases significantly for foil thicknesses below approximately
100 nm. In chapter 5, we will present the first experimental results on TNSA
in the transparent regime, and discuss the requirements for the experimental
conditions, such as the laser pulse contrast and the foil properties.
3.3 High-order harmonic generation
In addition to ion acceleration, the generation of hot electrons via the Brunel
effect or relativistic v × B heating (during high-intensity laser-solid interac-
tions) is also the underlying physics for the generation of high-order harmonics
from solids (HOHG). Therefore, when utilizing laser pulses with an ultra-high
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contrast, ion acceleration and HOHG may simultaneously appear during in-
teraction with a solid target. This is illustrated in figure 3.3b. High-order
harmonic generation from solids is of significant interest and has huge future
potential because it has no limitation in the intensity. Compared to high har-
monic generation in bound electron systems (HHG), such as neutral gases or
partially ionized gases (ions) where the shortest generated wavelength is lim-
ited by the requirement of binding to a nucleus, HOHG from solids is free of
such limits because it makes use of a fully-ionized plasma, which means that in
principle HOHG has no cut-off. The strong interest in HOHG was initiated by
theoretical analysis, such as its description via a relativistic oscillating plasma
mirror [143–146]. To provide a better understanding of the HOHG process and
the properties of the high-order harmonics generated via this process, a more
detailed description of the Relativistic Oscillating Mirror (ROM) model will be
presented below. Early experiments performed in the relativistic regime showed
high harmonics up to the 75th order [147–154]. Recently, harmonic radiation
up to the 3200th order (3.8 keV) has been generated using laser intensities of
more than 1020 W/cm2 [155,156], proving the high potential of HOHG.
Complementary to the ROM model, high-order harmonics can be gener-
ated at non-relativistic intensities via another mechanism, which explains the
results of early experiments where only a few harmonic orders were obtained
with frequencies below the plasma frequency [157–161]. The model that de-
scribes this mechanism is called Coherent Wake Emission (CWE) [120] and
will be presented in more detail in subsection 3.3.2. High-order harmonics that
are generated via this mechanism possess different properties than high-order
harmonics from ROM. There exists a transition regime where both mechanisms
can contribute to the generation of high-order harmonics with comparable
strength [20,162], which will be described at the end of this chapter. This tran-
sition regime is reached in our experiments at intensities around 1019 W/cm2,
which will be discussed in chapter 5. The different properties of the high-order
harmonics generated via both processes allow to experimentally distinguish
between harmonics generated by each of the two mechanisms.
3.3.1 Relativistic Oscillating Mirror
High-order harmonics generation (HOHG) by the ROM mechanism has the
highest prospects for future bright, coherent X-ray sources. The advantage of
HOHG via ROM is that the harmonic spectra can be extended far into the
regime of hard X-rays because there is no principle limit on the intensity. Also,
the radiation is highly coherent in time and space, in particular, the radiation
is Fourier-limited and diffraction-limited with respect to the divergence of the
drive laser5 [156,163].
High-order harmonics generated via ROM is, as the name indicates, caused
5Under perfect conditions (spatially constant intensity of the drive laser and a flat and
smooth surface) the diffraction-limited divergence of the nth harmonic should equal θn =
θ0/n, where θ0 is the divergence of the drive laser beam [163].
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by reflection of a laser pulse from an oscillating, mirror-like plasma surface
[143–145]. This situation is depicted in figure 3.4. It is considered that this
oscillation of the effectively reflective plasma surface, xosc(t), is driven by the
incident high-intensity IR laser field. Then, the reflection of the IR pulse (by
the self-driven mirror) modifies the laser waveform and hence produces high-
order harmonics (see the deformations in the reflected pulse in figure 3.4a),
while the coherence of the wave is preserved. Qualitatively, the generation of
harmonics can be understood as caused by the Doppler effect when light reflects
on a moving mirror [164], schematically shown in figure 3.4b. As an example, if
the mirror would move with a constant, but high, velocity, v, close to the speed
of light (constant Lorentz factor γ), the entire spectrum of the incident pulse
would become frequency up-shifted by a significant constant factor (by 4γ2)
and thus compressed in time by the same factor6, where γ =
(
1− v2/c2)−1/2.
Thus the more the mirror velocity approaches the speed of light, the higher
the frequency up-shift becomes and the stronger the incident IR pulse becomes
compressed.
ω
0
τ
0
ω=4γ2ω
0
τ=τ
0
/4γ2
v
x
osc
(t)
IR
IR+HH
(b) Relativistic Doppler upshift(a) Relativistic oscillating mirror
Figure 3.4: Frequency up-shift by reflection off (a) a relativistic oscillating
mirror (ROM) and, (b) a relativistic mirror moving with a con-
stant velocity. With ROM, frequency up-shift only occurs when
the mirror, formed by plasma electrons (gray), moves towards
the laser pulse. The pulse is strongly and periodically modified
which leads to the generation of high-order harmonics (HH). With
a mirror moving with a constant velocity, the complete pulse is
up-shifted and compressed in time.
In an experiment of HOHG with a periodically oscillating mirror, as illus-
trated in figure 3.4a, the Lorentz factor associated with the mirror velocity is
not constant [156]. Instead the Lorentz factor oscillates periodically with the
6More exactly: ωDoppler = ω0 · (1 + v/c)/(1− v/c) [164]
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electric field of the laser that drives the mirror motion by pulling out electrons
into the vacuum and pushing them back into the plasma, via the Brunel effect
or v×B heating. As a result, the reflected light wave is periodically compressed
and its phase is modulated non-sinusoidally. A Fourier analysis of the modu-
lated light then shows harmonics of the incident laser frequency. Particularly,
in the ultra-relativistic limit (a0 ≫ 1, where a0 is defined by equation 2.12), the
Lorentz factor of the oscillating surface shows sharp spikes in time (so-called
γ-spikes), which are much shorter than the optical cycle of the laser [165]. (The
number of γ-spikes per optical cycle depends on the incident laser polarization
and the corresponding absorption mechanism, which will be discussed below.)
Then, not only the height of the γ-spikes, γmax, increases with a0, but also the
temporal duration of the spikes reduces, inversely with increasing γmax.
7 Then
the emission of high-order harmonics becomes limited to an extremely short
time duration, thereby generating extremely short pulses of harmonic radiation.
Taking into account the Doppler effect upon reflection, the high-order harmonic
radiation becomes compressed by a factor 4γ2max and is therefore emitted in
short temporal bursts with a duration of Tburst ∝ Tγ−spike/γ2max ∝ T0/γ3max,
with T0 being the optical cycle of the incident laser pulse [166]. These relation-
ships show that when realizing a sufficiently high γmax, the process can easily
result in the generation of a train of attosecond pulses, the optical spectrum
of which contains a large number of harmonic orders. In principle it should
even be possible to obtain a train of zeptosecond pulses. These may best be-
come visible if the lower spectral components are filtered out of the reflected
pulse [167].
The short duration of the harmonic bursts also becomes apparent from a
Fourier analysis of the spectrum of the harmonic radiation, where the maximum
frequency scales with γ3max. It was shown theoretically that the conversion
efficiency of the qth harmonic order scales as
η (q) ∝ q−8/3, (3.10)
up to a roll-over order of
qRO ∝
√
8γ3max (3.11)
beyond which the conversion efficiency decreases more rapidly [165]. Because
γmax increases with increasing laser intensity, the advantage of HOHG by ROM
is that the harmonic spectra can be extended far into the regime of hard X-rays
since there is no principle limit on the intensity. Recently, the power scaling
and harmonic roll-over of the γ-spike theory were experimentally confirmed
by the generation of X-ray harmonic radiation extending to the 3200th order
(3.8 keV) with a fundamental laser wavelength of 1053 nm [155,156,166]. The
experiments also yielded diffraction-limited radiation, based on the divergence
of the incident laser beam and the curvature of the plasma surface. This is
a strong indication of the coherent nature of the harmonic generation process
[156,163].
7γmax corresponds to the maximum surface velocity and is calculated by
(
1 + a20/2
)1/2
.
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In experiments, different configurations can be used with respect to the
angle of incidence and the polarization of the drive laser, namely normal in-
cidence and oblique p- or s-polarized light. The harmonic spectrum and the
polarization properties of the harmonic beam depends on these parameters,
which are summarized in table 3.1 [144]. This is related to the underlying ab-
sorption mechanism, as follows. The oscillating surface required for HOHG is
to be realized as a collective oscillation of a dense bunch of plasma electrons.
Physically, such a bunch of electrons can be brought into oscillation via two
mechanisms. Depending on the laser polarization and angle of incidence, the
electrons are repeatedly pulled into the vacuum and pushed back by Brunel ab-
sorption or v×B heating (see section 3.1.3). For example, a linearly polarized
pulse at normal incidence to the plasma surface results in only odd harmonics.
This is because the electrons are dragged out of the plasma twice per optical
cycle by the ponderomotive part of the Lorentz force (v × B heating mecha-
nism). Therefore, only odd harmonics are generated. To compare this with
p-polarized light, Brunel electrons are pulled out by the laser field once each
optical cycle such that also even harmonics are produced. It turned out that
obliquely s-polarized light results in less efficient harmonic generation due to
the less efficient heating of the plasma electrons.
Incident pulse Odd harmonics Even harmonics
Oblique s s p
Oblique p p p
Oblique circular s, p s, p
Normal linear linear -
Normal circular - -
Table 3.1: Harmonic selection rules
The process of HOHG is, as a physical model, rather straight forward to
understand, however, its realization in an experiment puts strict conditions on
the laser and the target due to the following reasons. A high efficiency and
fidelity of the reflection off a plasma mirror requires a high-quality (ideally
flat and sharp) plasma-vacuum transition in order to have a well-defined reflec-
tion point and prevent destructive interference from waves reflected at different
positions [156]. This also ensures Fourier-limited [168] and diffraction-limited
harmonic pulses [163]. Accordingly, for a modeling of ROM a step-like profile
is often used [144, 165, 169]. In an experiment, however, a flat and step-like
plasma-vacuum interface, driven to relativistic oscillation by the laser field, is
difficult to realize. For example, the local oscillation amplitude of the plasma
electrons grows with the local strength of the laser field and decreases with the
plasma restoring force, and the latter grows linearly with the plasma density.
This means that increasing the density of the plasma, in order to increase the
amount of reflected harmonic power, simultaneously reduces the electron excur-
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sion thereby rendering less power at the higher orders of the spectrum. Indeed,
numerical calculations where a step-like profile is assumed, show that low den-
sities (several times the critical density), result in a higher harmonic output.
However, such low density plasma profiles are experimentally not achievable
because the density of solid targets is very high (several hundreds times the
critical density nc). Numerical calculations of ROM with a high plasma density,
show that HOHG still can be efficiently driven when a short scale length gra-
dient is assumed. The laser then interacts with the low-density region around
the critical surface with weaker restoring forces [162]. It was found, both in
numerical modeling and in experiments, that there exists an optimum value
for the scale length of around L/λ ≈ 0.2 [149, 156, 162]. A plasma profile
with a larger scale length deviates from a mirror-like surface and suppresses
the harmonic output [156]. Furthermore, a large pre-plasma is associated with
plasma deformations and an increase of the divergence of the harmonics [110].
It should be noted that to obtain such a short plasma gradient in experiments,
laser pulses with an ultra-high contrast have to be used since a short plasma
scale length is increasingly difficult to achieve with increasing intensities.
3.3.2 Coherent Wake Emission
Experiments have shown that even when the applied laser intensities are too
low to induce the previously described high-order harmonic generation via an
oscillating mirror, in the range of 1016 to 1017 W/cm2, high harmonics were
still generated. A mechanism that explains this observation is generation via
coherent wake emission (CWE) [20, 120], which is schematically depicted in
figure 3.5. In general, CWE relies on the generation of short, energetic electron
bunches that are driven into a small plasma gradient (L/λ < 0.1) where they
excite high-frequency plasma oscillations in their wake. These plasma oscilla-
tions subsequently radiate light that emerges in the direction of the reflected
laser beam [120, 162]. This process occurs every optical cycle and thus the
radiation consists of harmonics of the drive laser frequency, with a maximum
frequency that is equal to the maximum plasma frequency of the target.
In more detail, the first step of the process (see figure 3.5a, taken from
Thaury et al. [20]) is that the component of the laser field normal to the target
pulls out electrons, as described in section 3.1.3 on Brunel absorption. As the
field decreases and changes sign, electrons are pushed back into the plasma
which is also supported by space-charge electrostatic fields (figure 3.5b,c). An
attosecond electron bunch is formed because the returning Brunel electrons
overtake each other in a synchronized manner: electrons that had moved fur-
ther into the vacuum come back into the plasma with larger velocities than
electrons that had smaller excursions (as was also shown in figure 3.1). An
oblique density front of electron bunches (yellow thick line in figure 3.5c) prop-
agates through the plasma because of the obliquely incident laser pulse. As
this wavefront propagates through the plasma gradient, a plasma wave is in-
duced in its wake due to the collective behavior of the plasma (figure 3.5c), as
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Incident light wave
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Figure 3.5: Different stages of CWE, as adapted from Thaury et al. [20].
The figure shows a plasma with a density gradient where a light
wave (red front) is incident under an angle. (a) The electric field
pulls electrons out of the plasma around the critical density and
then (b) pushes them back into the plasma with high energy (the
Brunel effect). (c) The electrons propagate into the overdense
plasma unhindered by the screened laser field where they form
an attosecond bunch. The oblique density front (thick yellow
line) excites plasma oscillations in its wake (yellow sinusoids) of
which the wavelength becomes shorter with increasing density.
(d) shows the wavefronts (red and blue) of the plasma oscillations,
obtained by Que´re´ et al. [120] from numerical calculations with
a particle-in-cell code. These wavefronts are curved in space, or
alternatively, make a curvature in time (via the transformation
ξ = y−ct). The plasma oscillations emit an attosecond light burst
(green lines) when the k-vector of their wavefronts is parallel to
the surface of the plasma.
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described in section 2.1. Figure 3.5d shows the wavefronts (red and blue) of the
plasma oscillations, obtained from numerical calculations with a particle-in-cell
code by Que´re´ et al. [120]. These wavefronts are curved in space, which can
be seen as a gradual rotation in time, when looking at a fixed position, via the
transformation ξ = y − ct.
The second step in the process is the emission of radiation, which is schemat-
ically illustrated in figure 3.5d. In a similar way that an obliquely incident
electromagnetic wave can be resonantly absorbed and transfer its electromag-
netic energy to plasma waves in an inhomogeneous plasma (see section 3.1.3 on
resonance absorption), here the inverse process occurs in which the kinetic en-
ergy and potential energy contained in the plasma oscillations is radiated into
transverse electromagnetic waves, such that the generated electromagnetic fre-
quencies are equal to the plasma frequencies. This process is also referred to as
linear mode conversion [170]. Light can be emitted when the wave vector of the
plasma wave has a transverse component (parallel to the surface). However,
plasma oscillations and electromagnetic waves possess a different dispersion re-
lation. Therefore, phase-matching between both waves is required for efficient
mode conversion. According to calculations by Sheng et al. [171], this only oc-
curs when the wave vector of the plasma wave is parallel to the plasma-vacuum
interface.
Phase-matching is intrinsically fulfilled in CWE, which can qualitatively be
understood as follows. Due to the density gradient, the plasma oscillations
have a space-dependent frequency. Furthermore, the plasma oscillations with
shorter wavelengths (higher frequencies) are excited at later times. As a result,
the plasma wave front gradually rotates, as is visible in the PIC calculations
shown in figure 3.5d [120]. This means that during only a fraction of an optical
cycle (a few hundred attosecond), the wave vector of the plasma oscillations
is parallel to the plasma surface which is the necessary condition for phase-
matching. Consequently, a train of attosecond pulses is emitted. The pulses
are positively chirped because higher frequency radiation is generated in deeper
regions of the plasma at later times and propagates longer through the plasma.
The emitted radiation propagates and refracts through the plasma and subse-
quently emerges under an angle that equals the angle of reflection of the laser
pulse [20]. Because of the repetition with every optical cycle the spectrum
of the radiation consists of high harmonics of the incident laser pulse with a
maximum frequency that equals the maximum plasma density. The efficiency
for the 10th harmonic order (as an example) was derived from numerical cal-
culations to be 103 to 104, but has not yet been quantitatively determined in
experiments.
In order to compare the properties of the high-order harmonics due to CWE
with the properties of the harmonics due to HOHG via ROM, to discrimi-
nate experimentally the harmonics generated by both processes, the coherence
properties of CWE are discussed in more detail in the following paragraphs.
The individual attosecond pulses (that consist of many harmonic orders) are
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positively chirp, as mentioned above. This means that lower order harmonics
(lower frequencies) are emitted before the higher orders (higher frequencies).
To the contrary, the individual harmonic orders possess a negative chirp (blue
precedes red), which qualitatively means that the emission time between suc-
cessive attosecond pulses in the train increases, due to the changing intensity
envelope of the incident laser pulse and an evolving plasma gradient. This can
be understood as follows. An illustrative example is given in appendix C. The
peak velocity of the Brunel electrons scales with the intensity. As a conse-
quence, the moment when the plasma oscillations are induced is also intensity
dependent and hence the time of emission of the attosecond pulses (and thus
the phase of the high-order harmonics) varies with the intensity. In addition,
the time of emission is at a later moment for an increasing plasma density scale
length. The combination of the changing intensity envelope of the incident laser
pulse and the increasing plasma gradient leads to an increasing time spacing
in between successive attosecond pulses, which via Fourier analysis results in
a negative chirp and broadening of the individual harmonic orders [120, 168],
similar to the harmonic chirp found in HHG from gases (see also appendix C).
The intensity-dependent phase variation of the harmonics also has conse-
quences for the spatial properties of the high-order harmonics. Because of the
intensity variation in the spatial envelope of the incident laser pulse, the har-
monic beam is emitted with a curved spatial wave front, which shows, in the
far-field, as an increased divergence. To compare this with ROM, the relativis-
tic Doppler reflection of the IR laser into harmonics occurs always at the same
moment during an optical cycle, independent of the laser intensity, which leads
to a harmonic beam that is diffraction-limited with respect to the divergence
of the incident drive laser.
It is important to note that high harmonics due to CWE have been gen-
erated from the front and rear surfaces of ultra-thin foils with thicknesses of
50 to 400 nm [160, 161]. This is important as it applies to our experiments
with nanofoils. The harmonics from the rear surface are due to electrons that
penetrate through the foil and return (re-circulate), and induce plasma oscilla-
tions in the rear side density gradient that subsequently emit CWE harmonic
radiation.
To summarize, current understanding of harmonic generation from solids is
based on two different mechanisms, ROM and CWE, each with a distinct set
of properties of the high-order harmonics. An essential difference between the
two is that harmonics via ROM are generated on the surface of the overdense
plasma, whereas harmonics via CWE are generated in deeper regions of the
plasma a fraction of an optical cycle later by plasma oscillations induced by
Brunel electrons. Furthermore, CWE can occur at non-relativistic laser inten-
sities, while ROM requires relativistic intensities. There also exists a transition
regime where both mechanisms of HOHG can simultaneously occur. This is
illustrated in figure 3.6, which shows the result of numerical calculations made
by the PHI group at Saclay [120]. The figure shows a plot of the electron den-
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sity of a plasma foil (nmax = 80nc) with initially a small gradient (L/λ = 1/15)
along the target normal (directed along x) as a function of time. Also plotted
is the envelope of the magnetic field Bz of the harmonics 5 to 9 (purple). A
laser pulse with a constant intensity (6.3 · 1017 W/cm2) is incident from the
top at an angle of incident of 45o (propagates from negative to positive x).
The white arrows indicate the time when a dense bunch of Brunel electrons
has penetrated the plasma and exit at the rear side. Two types of separated
attosecond pulses can be seen every optical cycle. One of these pulses comes
from the density surface and can be attributed to the ROM mechanism. The
second pulse is generated a fraction of an optical cycle later, in deeper regions
of the plasma, and can be attributed to the CWE mechanism.
x
 (
λ
)
Time (in laser period)
Figure 3.6: Results from PIC calculations made by Que´re´ et al. [120]. Cal-
culated electron density of a plasma slab in log scale and the
intensity of the generated harmonic pulses (purple color scale)
are shown in time and space during the interaction with a high-
intensity laser pulse incident from the top (not visible). Each
optical cycle there are two harmonic pulses generated: at the sur-
face by ROM and inside the plasma by CWE. The upper panel
shows the temporal profile of the attosecond pulses at x = −0.4λ.
The white arrows indicate the time when a dense bunch of Brunel
electrons penetrates the plasma and exit at the rear side.
In order to experimentally distinguish harmonics generated by both mech-
anisms in such a transition regime, one can exploit the different properties of
the high-order harmonics. These properties are briefly summarized in table 3.2.
The maximum harmonic frequency by CWE depends on the plasma density,
whereas the laser intensity is the limiting parameter with ROM. An essential
difference between the two processes is that the phase of harmonic emission
is intensity-dependent with CWE. On the contrary, with ROM all harmonic
frequencies are generated at the same moment in time, independent of the in-
cident laser intensity. This means that the harmonic pulses generated by ROM
are Fourier-limited and diffraction limited with respect to the divergence of the
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Figure 3.7: Raw images of HOHG spectra on the detector, adapted from
Thaury [20], obtained from (a) a silica target at 3 · 1018 W/cm2
and (b) a plastic target at 8 · 1018 W/cm2. Compared to silica,
the plastic target has a lower maximum plasma density, which
corresponds to a maximum harmonic order due to CWE of 15.
The difference in spectral width between harmonics due to CWE
and ROM beyond the 15th order is striking.
drive laser, as opposed to the chirped harmonic pulses from CWE which posses
a slightly larger divergence. The chirp can be distinguished between a chirp of
the individual attosecond pulses and a chirp of the individual harmonic orders.
These differences become visible in the spectrum, as is illustrated in figure
3.7 [20]. Figure 3.7a shows a recorded spectrum from silica at an intensity
of 3 · 1018 W/cm2 where only harmonics due to CWE have been generated.
Figure 3.7b shows a spectrum from plastic at an intensity of 8 · 1018 W/cm2.
Here, harmonics via CWE are generated only up to the 15th order, which is due
to the lower density of plastic. Harmonics above this order are generated via
ROM. These harmonics due to ROM are much narrower compared to harmonics
via CWE, which is the result of the differences in the chirp.
ROM CWE
ωRO =
√
8γ3maxω0 ωmax = ωp,max
η ∝ q−8/3 η ≈ 10−3 − 10−4
Fourier-limited attosecond pulses Positively chirped attosecond pulses
Narrow spectral harmonic orders Negatively chirped and broadened
harmonic orders
Diffraction-limited emission Low divergent beam
Table 3.2: Properties of high-order harmonics due to ROM and CWE. Note
that the efficiency for CWE is derived from numerical calculations
and has not yet been quantitatively confirmed in experiments.
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3.4 Discussion
The interaction of high-intensity lasers with overdense plasmas is highly com-
plex due to light-induced, ultrafast and local changes of the plasma density
and, the strong back-action of these onto the light field distribution. Different
types of absorption mechanisms can be responsible for energy transfer from
the laser to the plasma, depending on the laser intensities and plasma gradi-
ents. These mechanisms, and associated heating of the plasma, can result in
the generation of hot electrons which can lead to the generation of high-order
harmonics and the acceleration of ions. Due to the basic interconnection of
their dynamics, both these physical processes are very dependent on the con-
trast of the drive laser pulse. In particular, a laser with an ultra-high contrast
and that is simultaneously capable of generating the highest intensities towards
the relativistic regime is required for optimum output in both processes. Such
lasers are at the forefront of current laser technology, and a laser with record
breaking specifications is available at the PHI group at CEA Saclay in France.
Increasing the laser pulse contrast lowers the minimum foil thickness that
can be used for ion acceleration. This is important because the number and
maximum energy of ions increases with a decreasing foil thickness, down to an
optimum thickness. Theoretically, with an infinite pulse contrast, the optimum
foil thickness is what brings the plasma into the transparent regime. This
requires the use of foils with a thickness in the order of the penetration depth
of light in overdense plasma, which is only a few nanometers for solid density
targets. We prepared such extremely thin foils on special target holders in
order to enable the first experimental investigation of ion acceleration in this
transparent regime. These investigations and the corresponding results are
described in chapter 5.
Similarly, one could expect an enhancement in HOHG output when utilizing
extremely thin foils, which can be seen as follows. Both coherent wake emission
(CWE) and the relativistic oscillating mirror (ROM) require a short plasma
scale length for an optimum output which means that laser pulses with an
ultra-high contrast have to be used. For high-order harmonic generation by
CWE, a small density gradient is needed to sustain plasma oscillations driven
by Brunel electrons, but that allows the transmission of the generated light by
these plasma oscillations. Tarasevitch found in numerical calculations that the
harmonic output is suppressed for a scale length larger than L/λ ≈ 0.1 [162].
For HOHG via ROM, it is desired to have a mirror-like low-density overdense
plasma (slightly above the critical density) to induce large electron excursions
for efficient harmonic conversion. However, due to the large density of solid
targets, and as a result the strong plasma restoring force, the excursion of
electrons into the vacuum is limited for step-like density profiles. Therefore,
with such high plasma densities there exists an optimum scale length for the
plasma density gradient, which is in the order of L/λ < 0.2. For an optimization
of HOHG one could try to reduce the undesired plasma restoring force by
reducing the thickness of the involved plasma slab into the ultra-thin range by
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decreasing the thickness of the foils into the nanometer range as well.
Based on these considerations, we decided to simultaneously perform mea-
surements of HOHG and ion acceleration from nanofoils which will be discussed
in chapter 5. In the past, foils with thicknesses larger than 40 nm have been
used for HOHG, however, the harmonic signal was then found to be due to
CWE and not to ROM. In our experiments we use thinner foils and higher
laser intensities. Nevertheless, although we successfully generated high har-
monics in this unexplored regime (from foils as thin as 7 nm) the experimental
results did not allow the confirmation of such an enhancement of HOHG. In or-
der to investigate a possible enhancement of HOHG from extremely thin foils,
we performed numerical calculations, which also will be discussed in chapter 5.
In addition to the experiments on HOHG and ion acceleration from ex-
tremely thin foils, we also performed an experiment on HOHG from bulk solid
targets in the regime of CWE. Although the harmonic radiation is expected to
be coherent, this had not yet been proven experimentally. We performed such
experiments by recording the interference pattern of mutually coherent sources
of CWE. In addition, because the emission of harmonic radiation in the case
of CWE depends on the intensity of the drive laser, these interference patterns
contain information about the dynamics of plasma electrons. This is further
exploited in experiments described in chapter 5.
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Before anything else, preparation is the
key to success.
Alexander Graham Bell (1847 - 1922)
4
Generating high harmonics in
gas-filled capillaries
The front-end of the laser system in assembly at LPNO started to deliver, less
than two years ago, ultrashort pulses with energies that should allow the ex-
perimental investigation of high harmonic generation in gaseous media (HHG).
We decided to devise and construct a setup to perform such experiments. As
the goal of this activity, we decided to make use of the existing expertise on
plasma, discharge techniques and laser-based UV generation to explore novel
approaches that enhance the harmonic efficiency and the cut-off frequency. As a
particularly interesting route and for its great potential, we identified harmonic
excitation (HEx) in mixtures of gases or partially ionized gases (ions), espe-
cially, in combination with QPM techniques, as discussed in section 2.3. The
eventual goal is to open up research in a novel field, namely nonlinear optics
in the XUV regime, where the coherent XUV radiation obtained with HHG is
focused with special XUV optics. This should enable ultra-small spot sizes, in
the nanometer or sub-nanometer range, associated with enormous intensities,
beyond that of the drive laser.
Due to the high level of technology involved in such a framework, starting
research in this direction requires progress to be taken over several steps. The
first step was to realize and test an adequate functioning experimental appa-
ratus. Our goal, over a two year period, was to design and construct the setup
and perform the first test measurements of HHG. In the process we would also
gain the expertise in the field of HHG necessary for a proper approach in sub-
sequent steps. Indeed, the construction of the experimental setup for HHG
resulted in a working apparatus which could be operated in time-sharing with
the further progressing upgrading of the laser system for experiments on laser
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wakefield acceleration.
This chapter describes the experimental considerations for the setup and the
diagnostics in section 4.1, in which we start with a description of the parameters
of the laser pulses that have been used for generating high harmonics. In order
to optimize the performance of HHG, during the construction phase and test
measurements, the laser, particularly, the stretcher and compressor had to be
optimized. Modifications to the laser were realized in steps to avoid delay
of the LWFA experiments, for example, full optimization of the stretcher was
performed only very recently. As a result, most of the test measurements
presented here are based on pulses with a somewhat extended duration and an
elliptical beam cross section.
In this section, the advantages and potential improvements of the setup
will be discussed. The current setup makes use of a capillary waveguide. A
capillary waveguide was chosen as previous research had reported a higher
harmonic output and a higher spatial coherence when compared to a gas jet,
as was discussed in chapter 2. A second advantage of using a capillary is that
this, subsequently, enables a relatively straightforward extension towards HHG
in ions, in a plasma waveguide (capillary discharge).
The capillary design was a main point of concern in the setup design. Ide-
ally, the pressure of the gas in the capillary should remain constant over the
interaction length with the laser. However, this is difficult to achieve exper-
imentally due to the necessary transition to the vacuum at the end of the
capillary. In order to approximate the desired situation as close as possible,
we implemented the well-known technique of differential pumping, in analogy
to Froud et al. [67], but with an additional modification to the capillary to
further reduce the unwanted section of decaying pressure behind the effective
interaction region. The design of the capillary will be described in detail also
in section 4.1. Also, we will discuss the diagnostics we developed to measure
the harmonic beam profile and the spectrum.
With this setup we successfully generated high harmonics and recorded
spectra. In section 4.2 examples of the measurements will be described. Fur-
thermore, with this setup we performed a first experiment that demonstrates
the working of HEx in a guided-wave geometry for which we employed a mix-
ture of He and Xe gas. The basic tests of HHG and HHG with HEx will be
presented in section 4.2.
4.1 Experimental setup
For the experiments on HHG we made use of part of the output of the 12 TW
laser at LPNO (see chapter 1.1). At a later stage, the full pulse energy (≈ 0.5 J)
may be employed as well, e.g., to generate XUV pulses with record intensities
after focusing. It should be noted that the maximum pulse repetition rate of
this laser is 10 Hz, this is much less than that usually employed for HHG with
repetition rates in the range of kHz, however, where the pulse energy is limited
to a few mJ.
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For our HHG experiments we have introduced a separate beam line into
the laser system. There we couple out the stretched laser pulses after the first
multi-pass amplifier and behind a spatial filter made of a tapered glass capillary.
The filter is used to improve the spatial beam profile after the amplification
process1. The output is sent to a compressor designed for a maximum energy
of about 50 mJ. The measured fluctuations in the pulse energy are 10% and
are mainly caused by operating the multi-pass amplifier below saturation [47].
An advantage of this mode of operation is that the laser output pulses posses
a transverse beam profile which is close to a Gaussian behind the spatial fil-
ter. Saturated amplification would generate a beam profile closer to a flat top.
These differences in beam profiles can be of importance for HHG. A Gaussian
profile is close to that required for an optimal coupling into the fundamental
mode of a capillary waveguide, as described in section 2.2.3. A flat-top beam
profile, instead, is expected to excite also higher-order transverse mode. The re-
sulting mode beating would cause a longitudinally modulated intensity pattern
in the waveguide which is of interest for QPM (see section 2.2.3 and [102]).
Behind the compressor (efficiency of about 60%), a beam-splitter reflects
90% of the pulse to a separate optical table that contains the experimental
apparatus for HHG. The remaining 10% is sent to a, so-called, GRENOUILLE
(an acronym for GRating-Eliminated No-nonsense Observation of Ultrafast In-
cident Laser Light E-fields)2, which measures the duration of the compressed
pulses and which is used to align the compressor. To vary the energy of the
pulses, we inserted neutral density (ND) filters (in front of the compressor)
or adjusted the time delay between the stretched pulse and the pulses of two
Nd:YAG lasers that pump the multi-pass amplifier crystal. The maximum
available energy of the compressed pulses is approximately 25 mJ. Pulses with
an energy of only about 1 to 3 mJ were focused into the gas-filled capillary for
the generation of high harmonics when using pressure-tuned phase matching,
for which it is required to avoid too strong ionization (see section 2.2.2). At
a later stage, higher energies will be employed when using capillaries with a
larger inner diameter or when HHG from ions will be investigated.
Initially, the pulse duration was estimated to be about 90 fs full-width-at-
half-maximum (FWHM) and the focal spot had an elliptical transverse profile
(close to a Gaussian) with a waist of 52 x 60 µm when using a plano-convex
lens with a focal distance of 100 cm. The pointing stability of the focal spot
position was measured to be within 5 µm. These were the parameters used
during most of the test experiments. At a later stage (after removal of the
wavefront tilt [172] and improved calibration of the GRENOUILLE), the pulse
duration was 49 fs FWHM and the focal spot profile was round, with a waist
of about 50 µm.
1For LWFA experiments, the laser pulses are further amplified and finally compressed in
a vacuum compressor designed for a pulse energy of 1 Joule.
2This is basically a Frequency-Resolved Optical Gating device (FROG) which can charac-
terize each individual pulse with regard to its temporal pulse shape and any time-dependent
phase variation.
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In the following paragraphs a detailed description of the apparatus constructed
for HHG will be given. An overview is shown in figure 4.1, where the main
components have been indicated.
Laser
in
Capillary
Aluminium
filter
To vacuum pumps
To vacuum pump
XUV camera
-Mirror
-Hole
-Scintillator
Gas
inlet
Valve
Transmission
grating
Figure 4.1: Top view of the HHG setup at LPNO. The IR drive laser enters
the system from the left side, passing through the gas-filled cap-
illary where it generates high harmonics which copropagate with
the drive pulse. The IR beam is blocked by the aluminium filter.
Part of the harmonic radiation is transmitted (passed through a
transmission grating or opening) and is subsequently detected by
the XUV camera to measure the spectrum or the spatial profile.
Also, in order to characterize the IR beam or the harmonic beam,
respectively, a mirror or a scintillator plate can be placed in the
beam path via a feed-through axle. The whole setup is maintained
at vacuum with a background pressure of about 10−5 mbar.
To avoid absorption of the generated XUV radiation, most of the beam line
is maintained at vacuum via vacuum tubes and connections arranged around
the laser beam propagation axis. This configuration has several advantages.
First, it is flexible and allows modifications to be made relatively easily and
fast during testing of the setup. Second, it allows the aligning of the capillary
onto the laser beam, thus simplifying the alignment procedure and the measure-
ments. Also for the purpose of easy alignment, we decided to use a transmission
grating3 (location indicated in the photo) to measure the harmonic spectrum.
3This grating was put at our disposal by prof. dr. F. Bijkerk from FOM Rijnhuizen.
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A reflecting grating would alter the path of the harmonic beam and would
complicate the alignment of the system significantly, especially when focusing
optics (such as a toroidal mirror) would be used. Furthermore, a transmission
grating allows a twofold mode of operation, allowing the measurement of the
harmonic spectrum and the harmonic beam profile with the same XUV camera.
The third advantage of our configuration is that, in order to reduce re-
absorption of the harmonic radiation by the gas flowing out of the capillary,
differential pumping could be implemented in the capillary section in a simple
manner via slits cut in the capillary wall. This part of the setup, the differential
pumping and the coupling of the laser into the capillary, will be described in
more detail in subsection 4.1.1. An additional feature, shown in the figure, is
the valve in the center of the setup to disconnect the capillary system from
the vacuum chamber, so that one part can be maintained at vacuum, while
modifications (in air) were made on the other part.
It can be seen in figure 4.1 that the diagnostic equipment consisting of an
XUV CCD camera (ANDOR D0420-BN) and a small cylindrical vacuum cham-
ber is located on the right side of the central valve. The vacuum chamber holds
the axis of a feed-through axle with an aluminium plate that carries a mirror
and a scintillator plate. The mirror is used to reflect the IR laser upwards to
a standard CCD camera (not shown in the photo) to inspect the laser trans-
mission through the capillary, and is used for fine tuning the alignment of the
capillary. The scintillator plate is used to detect whether XUV radiation is gen-
erated and for a fast characterization of the harmonic beam profile. The plate
is covered with a sodium salicylate layer that emits visible blue light when it is
illuminated with XUV radiation. Between the mirror and the scintillator plate,
a hole allows the beam to pass to a spectral filter that blocks the IR drive laser
and transmits part of the harmonic radiation to the XUV camera. For more
details on these diagnostic tools, the reader is referred to subsection 4.1.2.
To provide the nonlinear medium for HHG, gas flows into the capillary via
a small tube connected to a large supply bottle. Different gas bottles and
a vacuum pump are connected to this supply bottle to enable gas selection
and pressure adjustment. In our experiments we used Xe, Ar, He and also
a mixture of He and Xe. A Barocell meter measures the pressure inside the
supply bottle. This pressure is used as a reference for the pressure inside the
capillary. However, the exact pressure inside the capillary is not known and,
according to our estimates and calculations by Froud [67], the absolute value
may be lower by a fixed factor of about 0.7 than that indicated by the Barocell.
4.1.1 Capillary and laser coupling
The capillary we used had an inner radius, a, of 75 µm. The capillary radius
and the focal length of the lens were chosen such that the smallest waist of
the, initially, somewhat elliptical focal spot was close to the optimum coupling
parameter of the fundamental mode (w0 = 0.64a). Any light coupled into high-
order transverse modes then rapidly diminishes in the capillary. The excitation
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of transverse modes and corresponding mode beating could easily be detected
as a spatially modulated, visible fluorescence along the capillary. Later, the
mode beating was further minimized by removing a residual wavefront tilt via
improved alignment of the stretcher and the compressor because this yields an
almost circular profile of the focal spot.
Gas in Gas out
Gas in Gas out
(a)
(b)
Figure 4.2: Photo (a) and schematic picture (b) of the gas-filled capillary.
A homogeneous gas pressure is established in between the two
gas inlet slits, indicated by the red arrows. Differential pumping
via four outlet slits enables to reduce the pressure behind the
capillary to a low value in the order of 10−5 mbar.
Figure 4.2 shows a photo and a schematic drawing of the capillary and its
mounting. The capillary is made of borosilicate, is 52 mm long and has an
outer diameter of 4.3 mm. The capillary is fitted inside a custom-made glass
tube to allow gas to flow into and out of the capillary. The glass tube is con-
nected to the vacuum system via two flexible bellows, to enable the alignment
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of the capillary onto the propagation axis of the laser beam. Initially, for this
alignment, the capillary system was connected onto a set of translation and
rotation stages for horizontal, vertical, planar, azimuthal and longitudinal mo-
tion (along the beam axis). This configuration was used during most of the
test measurements. However, to obtain the highest transmission of the drive
laser, it turned out that the alignment of the capillary was very critical with
respect to the angle of incidence. This was concluded from measurements of the
transmission of the drive laser through capillaries with several different lengths
between 1 and 11 cm. The transmission was found to be between 80 to 95%,
almost independent of the length of the capillaries. It should be noted that
it was difficult to align the shorter capillaries with high accuracy due to their
larger acceptance angle for coupling and propagation through the capillary,
this may not necessarily result in the highest transmission. The accuracy of
the alignment was thereafter improved by positioning two x-y-z translation
stages at the planes of entrance and exit of the capillary.
As is illustrated in figure 4.2b, gas flows into the capillary via two slits
(0.4 mm wide and indicated with red arrows in the figure). The slits were cut
in the capillary wall with a low-speed diamond saw. The two inlet slits are
separated by a distance of 20 mm and a homogeneous pressure distribution is
expected to be achieved in the region between the two slits [67]. According to
calculations by Froud [67], who also used a capillary for HHG, there is a linear
pressure drop on the left and right side of the homogeneous pressure region
and a vacuum at the interfaces. This section of unwanted decaying pressure
could result in detrimental re-absorption of the harmonic radiation. In order
to reduce the length of this section and yet minimize the gas leakage into the
vacuum system behind the capillary, we implemented differential pumping in
a novel manner, using 4 outlet slits with a 2 mm spacing cut in the capillary
itself. Three compressed viton O-rings hold the capillary in place in the glass
tube and provide gas sealing between the sections with different pressures. In
this way, the backing pressure in the vacuum section behind the capillary and
inside the small vacuum chamber was brought to low values in the order of
10−5 mbar. This pressure remained the same when the gas supply into the
capillary was opened. This observation indicates that the differential pumping
via the four slits works very effectively compared to the widely used standard
arrangement that contains only two internal capillary inlets and no outlets.
Another indication that the differential pumping is functioning properly can
be seen from the visible light inside the capillary. If the gas inside the capillary
is illuminated with laser pulses of more than 3 mJ energy, the gas is strongly
ionized and the plasma emits bright light (visible with the eye) due to recom-
bination of present laser-induced ionized gas. This emission only occurs up to
the first slit of the 4 outlet slits, this indicates that there is hardly any gas
beyond this point.
In order to generate high harmonics in the gas-filled capillary, the drive laser
pulses have to be coupled into the capillary. This is done using a lens with a
focal distance of 100 cm (positioned in front of the visible part of the setup in
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the photo in figure 4.1). This focal length was selected to match the size of
the focal spot with the capillary radius mentioned above. The lens is placed on
an x-y-z translation stage and can be tilted in the azimuthal direction for fine
alignment. In order to have a well-defined axis for the laser propagation onto
which the whole setup has been aligned, and to obtain reproducible results each
measurement, sets of diaphragms are used to accurately mark the laser beam
propagation. The focused laser pulses then enter the vacuum system via an
anti-reflection coated entrance window before being coupled into the gas-filled
capillary. After the capillary is aligned with regard to the laser beam, gas can
be flowed into the capillary to generate high harmonics which are then detected
and the beam profile and the spectrum are characterized.
4.1.2 Diagnostics
In order to give insight in the results of the test measurement on HHG, a more
detailed description of the diagnostic part of the setup will be given next.
The first indication that harmonic radiation in the XUV regime is gener-
ated is acquired by looking at the scintillator plate, which emits blue light when
irradiated with XUV light. Then, either the characterization of the harmonic
beam profile or the spectrum is achieved by a combination of a spectral filter,
removable transmission grating and an XUV camera. An aluminium filter is
used to block the IR beam and transmits part of the harmonic spectrum be-
tween wavelengths of 20 and 80 nm.4 During the first tests, the filter was a
150 nm thick aluminium foil on a support mesh. This mesh, which absorbs
XUV radiation, was distinctly visible in the detected harmonic beam profile.
The very short scales of the observed diffraction pattern due to the wires of
the support mesh, confirmed via numerical calculations, indicated that the
radiation was indeed in the range of the XUV. In order to record the unper-
turbed harmonic beam profile and determine the divergence of the beam, we
used a slightly thicker (200 nm) but freestanding aluminium filter. This filter
transmits the XUV radiation with a transmission efficiency of about 60%. To
prevent scattered light, mainly IR light from the drive laser beam, from falling
onto the XUV camera, the filter is integrated into a light baffle, made of two
coaxial, internally-threaded tubes. The baffle is constructed such that gases
can be effectively pumped through to achieve vacuum on the side of the XUV
CCD camera.
The harmonic radiation is detected with a 16-bit XUV CCD camera (AN-
DOR D0420-BN). The camera has a quantum efficiency in the order of 20 to
30% for wavelengths between 20 and 80 nm that pass the aluminium filter. The
effective detection area of the camera is 26.7 x 6.7 mm with 1024 x 256 pixels
of 26 x 26 µm. Data is recorded by intergrating over a larger number of shots,
typically 100 to 1000 shots (i.e. within 10 to 100 seconds at 10 Hz). In order
to reduce the thermal noise level, the camera is cooled to typically -20 oC.
To measure the harmonic spectrum, we used a transmission grating on a
4http://henke.lbl.gov/optical constants/
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custom-made mount in the vacuum flange in front of the camera. In order to
detect the full spectral range between 20 and 80 nm, the transmission grating
is positioned 20.2 mm in front of the camera. The mount also has a 5 mm
opening hole next to the grating to record the beam profile with the camera.
In order to switch between a measurement of the spectrum or of the beam
profile, the XUV camera and mount are positioned onto a translation stage.
The harmonic output is sufficiently high enough to record single-shot spectra
(without the weakest cut-off harmonic orders), which is helpful for aligning the
grating on the propagation axis of the XUV beam.
The transmission grating, fabricated at DIMES [173], is made of 300 nm
thick silicon nitride with a high grating constant of 10.000 lines per mm (a slit
periodicity of 100 nm) for a strong diffraction in spite of the short wavelength
of the XUV radiation. Rigidity and strength to this delicate fine structure is
provided by a coarse support structure with a periodicity of 1 µm orthogonal
to the fine structure. This support structure also acts as a grating with smaller
diffraction angles. The efficiency of the grating in the first order diffraction an-
gle that is recorded with the camera is 6.5%. The grating area is 5.1 x 1.2 mm.
The harmonic spot size falling onto the grating is typically slightly less than
1 mm. This means that the harmonic orders, as recorded with the camera,
possess approximately the same size as the incoming beam. The spectra pre-
sented in section 4.2 were recorded using this configuration. To avoid the large
size of the harmonic orders limiting the spectral resolution of the spectrometer
at higher orders (which are closely spaced from each other and eventually over-
lap), an additional slit of 200 µm wide was placed in front of the grating at a
later point. Using the slit, which effectively increases the spectral resolution,
longer integration times were used to compensate for the reduced throughput.
4.2 Results
In the following paragraphs, examples of the experimental results will be pre-
sented. We irradiated Xe, Ar, He and gas mixtures of He and Xe, with low-
energy laser pulses of 0.7 to 1.5 mJ, which corresponds to estimated intensities
of about 1014 W/cm2. Figure 4.3 shows examples of recorded spectra using Xe,
Ar and a He-Xe mixture, where the highest harmonic intensity is normalized to
unity. The recorded spectra are integrated over 100 shots. Other experimental
parameters are given in the figure caption. The scale for the wavelength is ob-
tained from the well-known grating equation and the geometry of the setup. In
these examples, the width of the harmonic peaks are correlated to the width of
the incoming spot onto the large area of the transmission grating, as mentioned
above.
As can be seen from figure 4.3, we generated high harmonics in Xe and Ar
with a minimum wavelength of approximately 36 nm and 24 nm respectively.
These correspond to maximum harmonic orders of 21 and 33. With Xe and
Ar we observed that there is an optimum gas pressure for maximizing the har-
monic output, as expected based on the phase-matching condition described
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Figure 4.3: Harmonic spectra for pure Xe (27 mbar), pure Ar (64 mbar) and
a mixture of He plus 8% Xe (110 mbar). With pure He no har-
monic signal could be observed at all. Xe and the mixture were
irradiated with drive laser pulses of 0.7 mJ and Ar with 1.4 mJ.
The intensity of the curve of the He-Xe mixture is enlarged by a
factor of 8 with respect to the curve of Xe, to show the higher
orders. The spectra show no apparent plateau region due to re-
absorption of the generating medium and phase-matching of only
a few harmonic orders. The maximum generated harmonic order
with Ar is 33 and with Xe is 21 (enlarging the scale shows no
higher orders). The maximum order with the He-Xe mixture is
27. The generation of the harmonic orders above the 21st order
in the gas mixture would be due to the harmonic excitation of He
atoms by XUV photons generated from Xe. The horizontal axes
contains estimated values for the wavelength.
by equation 2.17. The optimum pressure found with Xe was approximately
25 mbar and with Ar approximately 65 mbar, which is in reasonable agree-
ment with the theoretical prediction (within the experimental error). Up to
the optimum pressure, we observed that the spot size of the harmonic beam
becomes smaller with increasing pressures, which is consistent with previous
observations of an improved spatial coherence of the harmonic beam when the
HHG process is phase-matched [49, 83, 85]. From the measured spot profile
and the distance between the capillary and the XUV camera, we deduced the
divergence of the beam to be approximately 1 mrad with a pointing stability of
0.15 mrad. Higher drive pulse energies resulted in less stable harmonic beams,
most likely due to instabilities induced by ionization [50,174].
The maximum harmonic orders we recorded are in agreement with the ex-
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pected value for the cut-off frequency (equation 2.13). Using this equation,
the intensity that would correspond with the maximum harmonic order of 33
for Ar is about 1.9 · 1014 W/cm2. The maximum order of 21 for Xe would
suggest a peak intensity of about 1.1 · 1014 W/cm2. These values are in the
range of what we estimated. The maximum observed orders are also consistent
with previous experiments performed by, for example, Durfee et al. who used
comparable intensities with a gas-filled hollow-fiber with a radius of 75 µm as
well [83]. Compared to the experiments of Durfee, our measured values for the
pressures are somewhat higher and the phase-matching pressure peak is some-
what broader. Also, our measured optimum pressure is about a factor of 2
higher than that obtained by Naumov et al. in calculations on a gas-filled
hollow-fiber with a radius of 75 µm (where no ionization was assumed) [84].
The reason for our higher value can be twofold. First, the pressure we measure
with the Barocell may be higher than the pressure inside the capillary, as was
discussed above. Second, we use laser pulses of a longer duration. As discussed
in chapter 2.2.2, for the same peak intensity, longer laser pulses result in a
higher degree of ionization. This can make the harmonic generation efficiency
less sensitive to the pressure (broadens the peak) and causes the optimum
pressure to shift towards higher values [84].
What is also consistent with previously reported data [83,175], is the shape
of the spectra of Xe and Ar that show no apparent plateau region. This can
be ascribed to the re-absorption of these harmonics in the generating medium
and, also, that the spectral acceptance bandwidth of phase-matching comprises
only a few harmonic orders. This results in spectra that, in our experiments,
show a maximum output at the 17th harmonic order for Xe and the 27th or-
der for Ar. We obtained an estimated value for the efficiency by taking into
account the grating efficiency, the quantum efficiency of the CCD, the number
of electrons per incident photon, and the transmission of the filter. Currently,
the highest efficiency we obtained for the above-mentioned harmonic orders is
estimated to be around 10−7. This value is comparable to what was obtained
by others [19,76]. However we expect a further increase in the near future using
shorter drive pulses [87].
The experiments described so far were performed to test the basic performance
of the apparatus. These experiments verified that the experimental parameters
for HHG were suitably chosen and that the output is quantitatively consistent
with the state of the art. The experiments described next, however, form a first
step into unexplored ranges. Specifically, the experiments aimed at the first
demonstration of harmonic excitation (HEx) in a guided-wave geometry. Such
demonstration in a guided-wave geometry is of interest to explore whether a
further increased output is possible, in addition to the formerly proven improve-
ment of such a geometry over configurations using freely propagating beams
(see section 2.2.3). Additionally, our future experiments with HEx in ions will
be based on a waveguiding geometry as well, which requires a prior test of the
working of HEx in a waveguide as a preparation.
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The demonstration was done in two steps. As the first step we provided
a situation where a gas with a high ionization potential (here helium) did
not generate high harmonics in the inspected range (20 to 80 nm), although
waveguiding increased the interaction length. We created this situation by
irradiating helium in the capillary with sufficiently low pulse energies, between
0.7 and 1.5 mJ. No harmonics were observed from helium, not even when the
integration time was increased. Then, as the second step, we added 8% Xe to
the He gas. This percentage of Xe was chosen because this was the optimum
ratio found by Takahashi et al. [59] (see section 2.2.3). However, we note
that for our experiment the optimum ratio can be different and has yet to be
determined. With this setting we observed HEx in a guided geometry, which
can be seen as follows.
The harmonic spectrum we acquired by using the He-Xe gas mixture is
shown in figure 4.3. It should be noted that in this experiment the pressure
(110 mbar) was too low to reach the optimum pressure. This resulted in a
broader harmonic spot profile and a lower harmonic yield as compared to Xe,
however, we expect a higher yield when optimizing the pressure and gas mix-
ing ratio. The maximum harmonic order of 21 we observe with pure Xe is in
accordance with the result of Takahashi. If we assume that the intensity was
1.1 · 1014 W/cm2, as was estimated above, from He one could expect, theoreti-
cally, to generate high harmonics of up to the 29th order, which is close to the
maximum order of 27 that we observe with the He-Xe mixture (see figure 4.3).
At this drive intensity, the harmonic orders above the 21st order cannot be
attributed to Xe atoms. Instead, they have to be emitted from the He atoms.
This result clearly demonstrates the working of HEx under waveguiding.
4.3 Discussion
Using a capillary waveguide for HHG has two main advantages. First, such
a guided geometry results in a higher harmonic output and a higher spatial
coherence compared to a gas jet. A second advantage is that this geometry
subsequently enables a relatively straightforward extension towards HHG in
ions in a plasma waveguide (capillary discharge). This is the next step to
increase the maximum harmonic order. Also, investigations will be made to
increase the efficiency of the cut-off harmonics using harmonic excitation (HEx)
in ions. In particular, we will use a specially designed capillary waveguide that
consists of two sections, both of which can be separately filled with gas and hold
a discharge to provide ions. With such a capillary, several combinations are
feasible to perform HHG via HEx. Four examples are illustrated in figure 4.4.
As a first preparation to HHG experiments via HEx in ions, we will inves-
tigate whether HEx also works using separate gas-filled sections in a capillary
(e.g. Xe in the first section and He in the second), as illustrated in figure 4.4a.
Then, high harmonics generated in the first section would copropagate with
the drive laser and excite atoms in the second section so that harmonics of
a higher frequency can be generated. This approach is to be compared with
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Figure 4.4: Schematic drawings of possible implementations of HEx in a
guided-wave geometry. A high-voltage (HV) discharge is used
to produce ions. In the drawings only the inlets are shown while
outlet slits for differential pumping have been omitted for better
readability. An explanation of the four cases (a to d) is given in
the main text.
HEx in a gas mixture (single section filled with He and Xe). The next step
(figure 4.4b) is to fill the capillary with a gas, for example Xe, where the first
section contains neutral gas and the second section contains ions obtained via
the discharge.
Another approach to perform HEx in ions will be to fill the discharge section
with a gas mixture (as in figure 4.4c), for example He plus Xe, and produce
He+ and Xe2+ ions. Then, harmonics generated from Xe2+ have to excite the
He+ ions. This situation can be compared to a case where the ions of the two
different types of gases are contained in separate sections, as in figure 4.4d.
Additionally to the enhancement via HEx, to ensure efficient harmonic
generation from the ions, a technique of quasi-phase-matching has to be em-
ployed. For this, the most promising method seems to be multi-mode QPM.
This method has to be optimized for our configuration.
Finally, when these methods result in a stable, highly efficient, output of
high harmonics, nonlinear optics in the XUV regime could be performed and
the functionality of XUV optics, which are being developed in our group, could
be characterized.
Several steps had to be made in preparation to the above-mentioned plans.
This chapter described the most basic step, which was to realize and test an
experimental apparatus for HHG using the TW laser at LPNO.
We successfully constructed and tested an experimental setup to generate
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and characterize high harmonics from gas-filled capillaries. A configuration
of the capillary section was made where we implemented a novel approach of
differential pumping using outlet slits in the capillary in order to minimize
re-absorption of the high harmonics behind the interaction region. For the
XUV diagnostics we implemented a shiftable section comprising a transmission
grating and an XUV camera. This enabled the measurement of the harmonic
spectrum and also the harmonic beam profile. We recorded spectra from HHG
in Xe and Ar. These spectra are consistent with previously reported results,
which illustrates the proper functioning of our apparatus. Furthermore, we
can record single-shot spectra, which illustrates the relative high efficiency of
HHG in our setup. We expect that the efficiency can be further improved using
optimized laser pulses. As a step towards a novel direction, we demonstrated
harmonic excitation for the first time in a guided geometry using a gas mixture
of He and Xe in a capillary waveguide. This is different from the work by
Takahashi et al. who used a gas cell and loose-focusing [59].
Recently, further improvements were made to our system. In Xe we recorded
a first spectrum with an enhanced resolution using a slit of 200 µm wide in
front of the grating. The spatial quality of the drive laser radiation has been
further improved. Wavefront tilt and the associated ellipticity of the focal
spot profile was eliminated after a modification to the stretcher, the amplifier
systems and, the compressor. Mode beating inside the capillary is now absent,
which illustrates a proper coupling of the laser pulse into the capillary. The
pulse duration is now shortened, about 50 fs FWHM, which is due to the
removal of wavefront tilt as well. With the shorter pulses we observe now that
that less pulse energy is required (approximately a factor of 2) to generate high
harmonics. To avoid damage to the aluminium filter with the shorter pulses, we
inserted an additional vacuum section between the valve and the small vacuum
chamber. When using higher pulse energies to generate harmonics from, e.g.,
ions, two anti-reflection coated dielectric plates will be inserted in the beam
path under grazing incidence that will transmit the IR laser pulse and reflect
the harmonic radiation.
With the current improved configuration, experiments are being executed to
measure systematically the harmonic beam profile and the harmonic spectrum
from Xe, Kr, Ar, Ne and He, which includes a more detailed and quantitative
characterization of HEx in a guided geometry, before investigating guided HHG
in ions via HEx.
ii
i
i
i
i
i
i
It doesn’t matter how beautiful your
theory is, it doesn’t matter how smart
you are. If it doesn’t agree with exper-
iment, it’s wrong.
Richard Feynman (1918 - 1988)
5
Generating high-order harmonics
and fast ions from solids
In this chapter, our experimental results with the TW laser at PHI on ion ac-
celeration and high-order harmonic generation from solid targets are described.
Compared to the generation of high harmonics in gases, as was described in the
previous chapter, high-order harmonic generation from solids (HOHG) bear a
higher potential, such as the absence of a cut-off. In addition, the laser inter-
action with solid targets has great potential for the acceleration of ultrashort
highly energetic ion beams. However, these processes require more involved
laser systems, in particular the ultra-high pulse contrast described in chapter 3.
Actually, the requirements lie at the front of current laser technology, but a laser
optimized to such specifications is operating at PHI in CEA Saclay, France, and
access was made available to us in collaboration.
The idea of exploiting the so-called transparent regime for ion accelera-
tion, via extremely thin foils with thicknesses in the order of the skin depth of
the laser light, appears promising because the theory predicts that the trans-
parent regime would provide an enhanced flux and energy of the accelerated
ions. However, this prediction is based on numerical calculations that may
not have included all of the relevant physical effects present and still requires
an experimental demonstration. In order to test the validity of this model,
we experimentally investigated ion acceleration in this transparent regime for
the first time using extremely thin targets (nanofoils) and ultra-high contrast,
high-intensity laser pulses.
The predicted enhancement of ion acceleration in this transparent regime is
based on the expectation that a higher temperature and density of hot electrons
will be obtained during the interaction of the thin target with the laser pulse.
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Hot electrons can also be responsible for the generation of high-order harmonics
since the initial absorption mechanism of the laser pulse energy is the same for
ion acceleration and HOHG because, with ultra-high contrast pulses, these
processes appear simultaneously. Considering the possible enhancement of ion
acceleration, the question arises whether, and to what extent, HOHG can also
be improved by utilizing extremely thin foils. A possible answer is that HOHG
might be improved because the excursion amplitude and the velocity of the
plasma electrons may be increased due to a smaller plasma restoring force
associated with thinner foils.
Based on these considerations and in order to gain more insight into the
process of both HOHG and ion acceleration, we performed simultaneous exper-
iments on the two processes using extremely thin foils. This also helped us to
identify the actual requirements on the laser and the target for optimum out-
put. However, extremely thin foils are very fragile unlike thick (& 10 µm) foils
which can easily be supported over large areas in a freestanding manner and
can sustain many shots with a high-intensity laser without causing damage to
the remainder of the foil. It seems that this expected problem had prevented
the investigation of thin foils as desired, down to a few nanometer, by irra-
diation with high-intensity lasers. To overcome this, a special way to mount
such nanofoils is required. We investigated a method to prepare freestanding
nanofoils. We fabricated special support frames and optimized the preparation
procedure as it turned out that it is not trivial to prepare nanofoils that are
physically flat, a requirement which must be met in order to have a well-defined
angle of incidence for the laser pulse and of the proton emission and harmonic
radiation in the experiments. We begin this chapter with a detailed descrip-
tion of the preparation of such nanofoils in section 5.1, which is also useful as
a guide for repetition of the preparation. A description of the experimental
setup at PHI and the diagnostics used to measure the data will be given in the
second section.
Section 5.3 presents the experimental results. We start in section 5.3.1
with a description of the experimental study of the coherence of HOHG. Al-
though HOHG from solid targets (overdense plasmas) results in collimated
X-rays beams, this property alone does not guarantee spatial coherence of the
radiation [53]. We performed an experiment with bulk solid targets that veri-
fies that HOHG by coherent wake emission (CWE, see section 3.3.2) leads to
coherent radiation [176]. In addition, this experiment allowed the study of the
dynamics of the plasma electrons during the interaction with the laser. This is
of great importance in understanding more of the physical details of the inter-
action process with the laser, for example the absorption, in order to explain
the properties of the subsequent phenomena, including ion acceleration and
HOHG.
The experimental results on ion acceleration and HOHG obtained with the
nanofoils will be described in sections 5.3.2 and 5.3.3. We performed two such
experiments, one experiment with the 10 TW laser (UHI 10) at PHI and a
second experiment after the laser was upgraded to 100 TW (UHI 100). We will
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show that the experimentally observed dependence of the maximum proton
energy on the foil thickness differs from the theoretically predicted trend of
the models that have been employed so far. We also generated high-order
harmonics from extremely thin foils, however, no enhancement of the efficiency
was found under present experimental conditions. The results suggest that, for
improving HOHG, it is important to take into account the damage threshold of
the target material and the contrast of the pulse because these determine the
initial scale length of the plasma gradient with which the main pulse interacts.
Additional insight into the generation of fast ions and high-order harmon-
ics can be acquired from a comparison with numerical calculations. In order
to interpret our experimental data, we performed numerical modeling with a
particle-in-cell (PIC) code. These results are discussed in section 5.4. We will
show that our experimental data on ion acceleration agrees with our improved
model which takes into account the limited expansion of the foils due to the high
pulse contrast. In addition, we will show that the prediction of an enhancement
in the transparent regime for ion acceleration also holds for HOHG.
5.1 Foil preparation
In order to study the interaction of high-intensity lasers with foils which have
thicknesses in the order of the penetration depth of light, for example, approx-
imately 140 nm for neutral carbon and only 7 nm when carbon is fully ionized,
we developed targets that contain freestanding nanofoil and allow multiple
shots of high-intensity laser pulses.
We used carbon nanofoils, because foils thinner than 10 nm were only com-
mercially available when made of carbon. Samples of freestanding carbon nano-
foils are prepared with thicknesses varying between 1 and 120 nm and mounted
on a support frame (sample holder). For this, arc-evaporated carbon films from
ACF Metals are floated off from glass microscope slides in deionized water at
room temperature [177], and then picked up onto a frame, in which arrays of
micro-holes have been fabricated. We performed a series of experiments with
two different types of frames. The design and fabrication of these home-made
frames is described first, followed by a more detailed description of the prepa-
ration procedure used to obtain flat freestanding nanofoils.
The frame was designed such that an extremely thin carbon foil is supported
and that many laser shots can be fired onto the target. The frame design was
determined by the strength of the carbon nanofoils. The carbon foils we used
have two parameters to the manufacturers specifications, the areal density in
µg/cm2 and the mass density in g/cm3. The mass density of arc-evaporated
carbon foils with an areal density larger than 0.5 µg/cm2 is 2.01± 0.02 g/cm3,
and the density is 1.8 g/cm3 for foils of 0.5 µg/cm2 and lower [178, 179]. The
mass density can be used to convert the areal density to the thickness (multiply
with a factor 5 to convert the areal density in µg/cm2 to the thickness in
nm). For the experiments discussed in this chapter, foils have been prepared
that have an areal density between 0.2 and 24.0 µg/cm2, corresponding to
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78 5.1. Foil preparation
thicknesses between approximately 1 and 120 nm. A rough limit for the largest
aperture that can be covered with a freestanding carbon foil is 1 mm diameter
for each 1 µg/cm2 [178]. This means that a foil of 1 nm (0.2 µg/cm2) requires
a frame with micro-holes with a maximum diameter of 200 µm. Hence, we
constructed frames containing such micro-holes. However, such small holes
require a relatively thin (and strong) support frame that will not be illuminated
by the high-intensity laser pulses (incident at 45 degrees), as plasma from the
frame may influence the interaction of the laser with the nanofoil itself.
The two different types of frames we fabricated are shown in figure 5.1.
Figure 5.2 shows a schematic drawing of the cross-section of the two types of
frames. To be able to support the thinnest carbon nanofoil of only 1 nm thick-
ness, both frames comprise of a 25 µm thick aluminium foil (from Goodfellows)
in which we fabricated holes of approximately 200 or 300 µm diameter1. These
micro-holes were obtained with laser machining using a XeCl excimer laser
from NCLR2, a company that closely collaborates with LPNO. This laser pro-
vides a near diffraction limited beam and is used for material processing [180].
Each micro-hole was drilled by using 8 consecutive pulses of 9 mJ and about
200 ns duration. In this way, the crater wall and debris that forms around
the hole after ablation was minimized and could be removed by wet etching.
The distance between the micro-holes in the first frame was 1.5 mm, and in
the second frame they were separated by 6 mm. Such micro-holes with high
geometrical quality would be difficult to obtain via, e.g., mechanical drilling.
In order to get flat support frames made of the thin aluminium foils, special
tighten-rings were made to stretch the foil. To give strength to the stretched
aluminium foil, it was glued onto a thicker frame of 3 mm stainless steel or
1 mm hard aluminium, used in the first and second experimental run respec-
tively (see figures 5.1 and 5.2). In the latter case (second frame), an extra top
plate is placed on the frame to diminish laser-induced shocks and vibrations
through the aluminium foil that would cause damage to the carbon foil. This
effect was observed during the first experimental run, where the distance be-
tween the holes was only 1.5 mm and no top plate was used. The advantage
of this second frame is that, because this new frame is thin, it allows us to
measure the transmitted or re-emitted light behind the foil3. Unfortunately,
this design required more effort in obtaining flat nanofoils as compared with
the first design. The reason and solution for this will be described below. Nev-
ertheless, flat foils as in figure 5.3 (on the right) were obtained with both types
of frames.
Inaccurate preparation of the carbon foils on top of the frames leads to broken
or wrinkled nanofoils. In order to assure a well-known angle of incidence for
1The size of the holes are much larger than the focal spot waist of the laser which is less
than 10 µm FWHM
2www.nclr.nl, [180]
3With the first frame, this was not possible because the frame holder blocked the trans-
mitted beam and the ions coming off the rear surface of the foil that travel in the forward
direction.
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Figure 5.1: Two different fabricated frames. (a) and (b) show the small 3 mm
thick frames of 2.5 x 4 cm, supporting the 25 µm thick aluminium
foil with 200 µm holes, which were used for experiments with the
UHI 10 laser. The second design of the frame (4.5 x 7.6 cm), used
for experiments with the UHI 100 laser, is shown in photos (c),
(d) and (e). In this case, holes of approximately 300 nm were
drilled with an Excimer laser [180]. On top of the aluminium foil
one sees in (a) an unused 10 nm thick carbon foil and in (b) a
25 nm carbon foil, which had been irradiated with the UHI 10
laser. It can be seen that the damaged area generated by the
laser shots is larger than the micro-hole. Often, the carbon foil
that initially covered a neighboring micro-hole was found to be
damaged as well. This problem was solved with the second set of
frames where the spacing between the micro-holes was enlarged
and a top plate was mounted to diminish vibrations. (c) The laser
irradiated side of the 1 mm thick frame supports on the back side
the carbon foils (d), in this example 11 and 19 nm thick. (e) An
example of the frame with a top plate. This example holds laser
irradiated carbon foils of 71.5 and 35 nm.
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Figure 5.2: Schematic cross-sectional view (not to scale) of the two types of
frames. (a) The frame used during the first experimental run that
corresponds to the frames in figure 5.1(a,b). Behind this frame,
the frame holder blocks any transmitted light. (b) The frame used
during the second set of experiments, which corresponds with the
frames in figure 5.1(c to e).
the laser pulse and of the proton emission and harmonic radiation in the ex-
periments, the described steps of target preparation (floating off and picking
up) were optimized to acquire flat carbon foils as confirmed with inspection
through a microscope. Examples of a wrinkled foil and a flat foil are shown in
figure 5.3 on the left and right, respectively.
The preparation of such flat nanofoils requires a great deal of practice and
patience. A photo of the preparation setup is shown in figure 5.4, this is help-
ful to understand the following description of the preparation procedure. Most
steps are carried out according to the technical information provided by ACF-
Metals [178]. First, in order to match the frame size, the carbon foil is cut
to size on the glass substrate before floating off. With a mechanical arm con-
nected to a translation stage, the glass substrate with the carbon film is slowly
(≈ 0.5 mm/s) lowered into deionized water under an angle of approximately
45 degrees. The carbon foil then smoothly comes off of the glass and floats
freely on the water. With the larger frames used during the second run of ex-
periments at PHI, two foils with different thicknesses were subsequently floated
off before they simultaneously were picked up.
After floating off the foils, the holder with the substrate is replaced by the
holder supporting the aluminium frame, in order to slowly (≈ 0.1 mm/s) lift
the frame up with the mechanical arm while picking up the foil. The frame has
to have a fresh hydrophilic surface [178] and is for this reason acid-etched for
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Figure 5.3: Microscope images of carbon nanofoils supported on a first-design
frame that contains micro-holes of approximately 200 µm. The
photo on the left shows an example of a wrinkled foil. The photo
on the right shows an example of a flat foil for which the prepa-
ration procedure has been optimized.
about two hours with, for example, a 2% acid of HNO3 before picking up the
carbon foil.
The free-floating foils are positioned above the frame via slow water currents
formed by gently blowing along the water surface with air or nitrogen before
being picked up. For the picking up procedure, we found that, to obtain flat
foils, there is an optimum angle of the frame surface that depends on the foil
thickness; the frame should be held nearly horizontally for foils thinner than
approximately 20 nm, while foils thicker than approximately 80 nm require an
almost vertical position of the frame.
After the foils are placed onto the frame they are dried. A problem that
arises during the drying process is that water inside the micro-holes does not
evaporate gradually but in sudden steps which breaks or wrinkles the nano-
foil. With the small frames that contain the closely spaced micro-holes, it was
sufficient to break the surface tension of the water by touching the bottom of
the wet Al foil before picking up the nanofoils. During picking up, the water
flows smoothly out of the micro-holes. The foils can then be let to dry at room
temperature for about 30 minutes. However, in case of the larger frames, the
larger spacing between the micro-holes and the circular pattern in the frame
causes the water to adhere on the frame, filling the micro-holes and proving
difficult to remove. Several methods were examined to solve this problem. We
found that heating the prepared samples to 50 to 60 oC resulted in the flattest
carbon foils.
The preparation is done at the location of the laser experiment since the
freestanding foils are very fragile and easily broken by shock, vibration, and
air currents [178]. The foils can be stored horizontally in a safe environment
(dry and free from shocks, vibrations and air currents) for a few days; vertical
storage was found to result in wrinkling of the foils. A point of concern is
that the interaction chamber where the foils are mounted, needs to be pumped
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Figure 5.4: The simple but practical setup for preparing the nanofoils onto a
frame. The procedure is described in the text. It requires a great
deal of practice and patience to obtain very flat foils as shown on
the right photo in figure 5.3.
down to vacuum which induces air currents. This process has to be performed
slowly (typically a vacuum of 10−5 mbar was reached in about 30 minutes).
An additional advantage of the custom-made frames is that the small micron-
sized openings covered with the nanofoil makes it slightly less sensitive to air
currents, as compared to larger openings. This additional strength to the thin
foils makes them easier to handle and helps prevent the foils breaking in the
preparation chamber when the vacuum is created.
It should be noted that, due to surface adsorption of carbon hydrogen and
water vapor, and the extremely low thickness of the prepared foils, the amount
of hydrogen atoms in the prepared foil samples can become substantial, up to
30 at.% (atomic percent) for the thinnest foils [181]. The consequence of this
uncertainty is, e.g., that the effective density of the foil could change. This may
also change the amount of laser energy that is converted into the hot electrons
responsible for HOHG and ion acceleration. This can be adequately addressed
in theoretical modelling.
As well as the carbon nanofoils, we also used other targets in the experiments,
namely ultrathin foils of plastic polystyrene (100 to 800 nm) and polyethylene
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terephthalate (PET) (1 to 50 µm). We also used bulk targets of plastic, silicon,
silica and nano-structured multi-layered MoSi. The nano-layered MoSi consists
of 50 bi-layers of molybdenum and silicon with a periodicity of 7 nm.
5.2 Experimental setup
In order to provide an impression of the experimental conditions during the
measurements with both laser configurations, this section describes the exper-
imental setup of the interaction chamber.
The experiments described in this chapter were performed with the UHI 10
and UHI 100 laser at PHI (see section 1.1). The UHI 10 laser was used for the
experiments on the coherent dynamics of plasma targets, which is discussed
in section 5.3.1, as well as a first experimental run on ion acceleration from
extremely thin foils, discussed in section 5.3.2. The UHI 100 laser was used
during the second experimental run on ion acceleration while simultaneously
the harmonic signal was investigated.
Figure 5.5 shows a schematic drawing of the interaction chamber. The laser
pulse (which possesses approximately a flat-top transverse profile of 60 mm
diameter), coming from the compressor, was cleaned from ASE and a pedestal
to achieve an ultra-high pulse contrast with the double-plasma mirror (DPM)
before entering the main interaction chamber. The pulse contrast after the
double plasma mirror on nanosecond time scale was measured to be 1010 for
the UHI 10 laser, and estimated to be 1013 for the UHI 100 laser (see section 1.1
and appendix A). With an off-axis parabolic mirror (OAP) the pulse is focused
on the target in the middle of the chamber in p-polarization under an angle of
45 degrees. The focal spot size is determined by the focal length of the OAP.
During the first experimental run with the UHI 10, we used an OAP with a
focal length of 500 mm. The estimated peak intensity could be set to two
values via circular diaphragms (30 or 40 mm diameter): 5 · 1017 W/cm2 and
2 · 1018 W/cm2. In addition to the shorter pulses and higher pulse energy of the
UHI 100, during the second series a focal length of the OAP of 300 mm was used
to further increase the intensity. Focused intensities of up to 3 · 1019 W/cm2
were estimated. During the second series of experiments, the intensity could
be regulated via computer-controlled filters. To obtain multiple focal spots on
the target, a piece of frosted glass that contained multiple slits could be placed
into the beam path in front of the focusing mirror. The multiple focal spots
were used during the experiment described in section 5.3.1.
Two methods of diagnostics were used to investigate the harmonics in the
reflected beam. Harmonic spectra were recorded by using a toroidal mirror and
an XUV diffraction grating both used at near-grazing incidence [182]. The XUV
grating was rotated to select various spectral ranges that contained different
harmonic orders. A full spectral measurement requires several shots on target
and rotation of the grating in between the shots. To measure the far-field
profile of the harmonic beam a second diagnostic instrument is used. It is a
removable construction and is shown schematically in the insert of figure 5.5.
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Harmonic Spectrometer
Multiple slits
and/or
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Figure 5.5: Experimental interaction chamber. After the double plasma mir-
ror, the laser pulse from the UHI 10 or UHI 100 laser is focused on
the target in the middle of the chamber with an off-axis parabola.
The removable diaphragm and multiple slits stand in the beam
path in front of the focusing mirror. Harmonic spectra of the
reflected pulse are measured with a spectrometer. Alternatively,
the spatial profile is measured with an MCP detector after fil-
tering, shown in the insert, which is a removable configuration.
Ion spectra are measured normal to the target surfaces with a
Thomson parabola ion spectrometer.
It comprises a filter (two IR anti-reflection coated plates and a 200 nm thick
tin or indium foil) that removes the fundamental laser frequency and transmits
a few harmonic orders. Double-stage microchannel plates (MCP) coupled to
a phosphor screen where fluorescence is imaged on a CCD (charge-coupled
device), is used to record the far-field profile. Further details are described
in [176].
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Spectra of the kinetic energy of protons and ions were recorded using Thom-
son parabola spectrometers [183]4 placed normally to both target surfaces.
These spectrometers comprise a combination of two permanent magnets and
two steel electrode plates driven at a high-voltage of 4 kV. The resulting mag-
netic and electric fields are oriented parallel to each other, such that ions with
a different charge-to-mass ratio and different velocities can be recorded, using
a double MCP system coupled to a phosphor screen and a CCD camera. On
the camera, each charge-to-mass ratio (type of ion) shows as a separate trace
with a parabolic shape, with the curvature inversely proportional to the ra-
tio. The coordinate along each trace can be evaluated to obtain the kinetic
energy of the corresponding type of ion. During the first run with the UHI 10
laser, only the Thomson parabola spectrometer that measured ions coming
from the front surface of the irradiated foils, was installed. During the second
run with the UHI 100 a second Thomson parabola spectrometer was installed
to also measure the ion energy spectra from the rear surface, however, due to
a malfunction, the recorded data could not be used for an evaluation.
During the second experimental run, extra control and reference during the
shots was achieved by using two CCD cameras that record the scattering of IR
drive laser beam profiles on frosted glass plates in reflection and, if present, in
transmission.
5.3 Experimental results
In the following, the experimental results as obtained from measurements of
HOHG by CWE are described. The results prove, for the first time, the spa-
tial coherence of such harmonics. Harmonic spectra were also recorded from
nano-structured MoSi targets and ultrathin foils. Additionally, results of mea-
surements on proton acceleration from ultrathin foils will be described.
5.3.1 Coherent dynamics of overdense plasmas
The generation of a highly directional light beam provides a strong indication
but not a guarantee that the source is spatially coherent. For example, certain
types of partially coherent sources5 will generate an optical field in the far-field
that has the same intensity distribution as a Gaussian laser beam [53]. Also,
incoherent radiation from relativistic electrons can result in collimated beams
from synchrotrons for example [61] or an electron bunch accelerated via laser
wakefield acceleration guided in a plasma channel [184]. These examples of
directional, incoherent radiation indicate that the directional harmonic radia-
tion from the highly complex medium (that is a solid target irradiated with
a high-intensity laser pulse) is not necessarily coherent but may be incoherent
radiation. The most direct way to determine whether radiation is coherent is
4http://iramis.cea.fr/spam/MEC/ast visu.php?lang=ang&num=210&keyw=
http://iramis.cea.fr/spam/MEC/doc/Presentation pageweb.pdf
5The source is spatially incoherent in a global sense, as named by the authors of [53].
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to examine the presence of interference fringes. To experimentally prove that
the process of HOHG via CWE results in spatially coherent harmonic radia-
tion we generated high-order harmonics with three phase-related sources and
verified the existence of interference fringes in the far-field spatial profile. Here
we give a description of the main results, and full details can be found in our
publication [176].
The interference fringes also provide more detailed information on the spec-
tral phase of the harmonics and give insight into the dynamics of the plasma
electrons responsible for HOHG on the attosecond time scale. Theoretically this
should imply variations in the dynamics of the system and hence in the tempo-
ral properties of the radiated harmonic field. In particular, there should be an
intensity-dependence of the phase of individual harmonics (see section 3.3.2).
Accordingly, the interference pattern should change when the intensity ratio
between the sources is altered.
To obtain three temporally synchronized sources of HOHG, we placed a
transmission grating (a piece of frosted glass that contains multiple slits) into
the laser beam in front of the focusing mirror, as is indicated in figure 5.6a, in
such a way that a central spot surrounded by two slightly weaker satellite spots
is produced at the focus by diffraction. The intensity ratio between the central
spot and satellite spots depends on the grating periodicity and the width of the
slits. The grating periodicity also influences the distance between the spots.
Primarily we used a grating with a periodicity of 1 cm and slits of 4 mm wide.
This led to a distance of 40 µm between the spots and an intensity ratio of 0.57.
In this experiment with the UHI 10 laser, we focused 60 fs laser pulses with an
ultra-high temporal contrast (1010) on bulk silica to intensities of the central
spot from a few times 1016 W/cm2 to a few times 1017 W/cm2. With such
intensities it can be expected that the high-order harmonics are generated via
the process of CWE, rather than ROM.
Figures 5.6b and c (blue curve) show, respectively, a single-shot spatial pro-
file and its lineout in the far-field that contains fringes with a high contrast of
about 80% in the center of the pattern. These fringes result from the inter-
ferences of the three spatially separated XUV sources. The total signal is the
superposition (sum of intensities) of the interferograms corresponding to each
harmonic frequency. The presence of these interference fringes demonstrates
the mutual coherence between the three harmonic sources.
Assuming that, at the applied laser intensities, CWE is responsible for
the generation of high-order harmonics, does the emitted light indeed follow
the theoretically predicted dependence on intensity, i.e., is the current phys-
ical model of CWE complete? As mentioned before, interferograms such as
in figure 5.6b, provide more detailed information on the phase of the harmon-
ics and give insight into the dynamics of the plasma electrons responsible for
HOHG. We have extracted such information from the spatial Fourier trans-
form of the interferogram, an example of which is shown in figure 5.7, where
a tin filter was placed in the beam that transmits the 10th to 15th harmonic
orders. In the next paragraphs we describe the interpretation of this data in
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Figure 5.6: Coherent harmonic beams from plasma mirrors by CWE. (a) Ex-
perimental setup and intensity distribution in the focal plane for
an intensity ratio between the central spot and outer spots of 0.57.
(b) Single-shot interference pattern of harmonics 8 to 10 (selected
using a 200 nm thick indium filter) in the far-field. (c) Lineout of
the fringes (blue curve) and a theoretical fit (red curve).
more detail, for a full quantitative analysis the reader is referred to our article
in [176].
With CWE it is predicted that a different drive laser intensity would induce
a change in the phase of the emitted harmonics (see section 3.3.2). This means
that there should be a phase shift between the harmonics generated from the
central source and the harmonics generated from one of the outer sources.
For each harmonic frequency in the spectrum, the spatial Fourier transform
contains information about the interference of the central source with one of
the satellite sources, corresponding to a spot indicated with S1(q) in figure 5.7,
and about the interference between the two outer sources, corresponding to
S2(q). The ratio of these two terms (S1(q)/S2(q)) thereby encodes the phase
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(a)
(b)
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S2(q) S1(q) S0(q) S1(q) S2(q)
Figure 5.7: Spectra S(q) in log scale of a single-shot interferogram where
the harmonics 10 to 15 were selected using a 200 nm thick tin
filter. (a) shows a lineout of the spatial Fourier transform (b).
The spot at S1(q) corresponds to interference between the central
spot and the satellite sources. The spot at S2(q) corresponds to
interference between the two satellite sources. The transmission
curve of the used filter is shown as a red line around the S2(q)
term.
shift between the central harmonic source and the two lateral ones. An altered
phase shift affects this ratio and also the contrast of the fringes in the spatial
profile.
Because in CWE the phase of the harmonics is correlated to the time
of emission, the phase shift of the harmonics between the central and outer
sources should be linearly related to a delay in the emission time. This is in
accordance with numerical calculations with PIC codes [168] and is due to the
different return time of the Brunel electrons as the laser intensity is altered
(see section 3.1.3). Complete analysis of the spectrum and its Fourier trans-
form, as described in detail in [176], enables us to extract the values of these
delays, which are smaller than 100 attosecond. The analysis also allows us to
theoretically reconstruct the fringe pattern created by the interference of the
harmonic emission of the central source with the delayed emission of the two
outer sources. As an example, the result of such a theoretical fringe pattern is
displayed in figure 5.6c, for comparison with the experimental data. It can be
seen that the model perfectly fits the experimental data.
From this one can conclude that the observed harmonics are generated by
CWE. A second conclusion is that the phase of the generated harmonics can
be controlled via the drive intensity as theoretically predicted and, that this
phase control can reach extremely high precision, corresponding to a temporal
control of the plasma electrons on attosecond time scales.
Another experiment on HOHG was performed with nano-structured multi-
layered targets. Multi-layer mirrors that consist of alternating layers of high
and low refractive index material with a certain periodicity enhance the reflec-
tivity of light with a wavelength of twice the periodicity of the layers. This
occurs via the constructive interference from light reflected at the different
ii
i
i
i
i
i
i
Generating high-order harmonics and fast ions from solids 89
layers. An example of such a mirror applicable in the XUV range is nano-
structured multi-layered MoSi [185]. We considered if a similar effect could
be employed in a periodically nano-patterned plasma with alternating layers of
high and low electron density such that constructive interference of HOHG from
these layers would result in an enhanced generation efficiency. To obtain such a
nano-structured plasma, a neutral multi-layer stack of high and low Z-number
materials, such as Mo and Si, with layers of a few nanometers should be instan-
taneously ionized to some depth with ultra-high contrast, high-intensity laser
pulses.
Initial results of harmonic spectra obtained from such a nano-structured
multi-layered target are shown in figure 5.8, with the spectrum from MoSi
on the left and for comparison a spectrum from a non-structured (only Si)
target on the right. The spectra are assembled from subspectra of a narrow
range in order to provide a wider spectral overview. Also, the spectra are
compensated for the gain of the camera and matched to the zero-order angle
of the spectrometer in order to enable the matching of the subspectra and a
better quantitative comparison.
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Figure 5.8: CWE spectra of nano-structured multi-layered MoSi (left) and
silicon (right). Up to the 17th order the spectra exactly overlap.
Both spectra consist of multiple subspectra that correspond to
several laser shots on target, as explained in section 5.2.
As can be seen from the graphs in figure 5.8, the spectra from both MoSi
and Si are identical up to the 17th harmonic order, while at higher orders
there is a clear difference. Here the MoSi sample exhibits harmonics towards
higher orders (25th) than the Si sample (20th). A possible explanation for this
observation follows. Assuming that the harmonics are generated via CWE (jus-
tified by the used laser intensity of about 1018 W/cm2 and the observations
reported in the previous section) then, due to the basic working of CWE (see
section 3.3.2), the highest expected harmonic order would be given by the max-
imum plasma frequency, scaled with the Z-number of the used materials and
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their degree of ionization. Indeed, we found that the maximum harmonic order
of 20 for Si corresponds to the maximum electron density of fully ionized Si.
(For an overview of achievable electron densities with different materials, see
appendix D.) Fully ionized pure Mo would enable a maximum harmonic order
of 39, however the observed maximum harmonic order of 25 is somewhat lower.
This is consistent with our expectation that Mo would not be fully ionized at
the used laser intensity. Looking at these consistencies, there is no apparent
effect of the nano-structure on the electron dynamics. Instead, what has been
observed seems simply to be the result of an average increase of the electron
density in the MoSi sample in comparison with the Si sample. Such averag-
ing, presumably, is caused by the ionized nano-layers being so thin that they
distribute homogeneously in the plasma during the expansion. The maximum
harmonic order of 25 would correspond to the maximum homogenized plasma
density of fully ionized Si and partly ionized Mo.
To preserve a nano-patterned plasma, it might be worth trying other sam-
ples, for example, with thicker layers, possibly with different materials (lower
Z-number to increase the penetration depth) and use pulses with a higher con-
trast to reduce the pre-expansion-induced homogenization.
5.3.2 Proton acceleration from nanofoils
Numerical calculations predict an enhancement of the flux and maximum en-
ergy of accelerated ions when irradiating high-intensity laser pulses onto ultra-
thin foils in the so-called transparent regime. In order to test the validity of this
prediction, we experimentally investigated ion acceleration in this transparent
regime for the first time using extremely thin targets (nanofoils) and ultra-high
contrast, high-intensity laser pulses. We performed two sets of experiments on
nanofoils, the preparation of which was described in section 5.1. Besides the de-
scribed nanofoils from carbon, we also used much thicker foils, between 100 nm
and 50 µm, of PET (polyethylene terephthalate) and a polystyrene mono-
polymer plastic. The results from proton acceleration of the first experimental
run with the UHI 10 laser are described next. Further detail can be found in
our article [186]. A description of the results of the second experimental run,
with the UHI 100 laser, is given here as well [187].
During the first experiments, the sample construction allowed us to mea-
sure ions only in the backward direction. Also the small frames and closely
spaced micro-holes allowed us to record results of only a few representative laser
shots per sample, due to problems with shocks and vibrations (see section 5.1).
Nevertheless, for each foil thickness and two intensities (5 · 1017 W/cm2 and
2 · 1018 W/cm2), a set of spectra was recorded with several laser shots. Each
set of spectra was analyzed for the maximum proton energy, using the com-
mercial code SIMION [133]. In figure 5.9, the maximum proton energy in each
set of spectra is shown as a function of the foil thickness and for the two ap-
plied laser intensities (square and triangular symbols for the lower and higher
intensity, respectively).
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Figure 5.9: Maximum proton energy observed in the backward direction
(BWD) normal to the target, using two different light intensities
for the ultra-high contrast (1010), ultrashort (65 fs) laser pulses
of UHI 10. The square symbols (connected by a solid line) cor-
respond to a laser intensity of 5 · 1017 W/cm2 and the triangles
(dashed line) correspond to 2 · 1018 W/cm2. The lines are guides
for the eye.
Surprisingly, in contrast to what was predicted, one can identify an en-
hanced kinetic energy of protons accelerated in the backward direction achieved
with the extremely thin carbon foils, i.e. in the range of 5 to 20 nm thickness.
For comparison, these foils are not much thicker than the penetration depth of
the laser light, considering that the used pulses with their ultra-high contrast
limit the pre-expansion of the plasma and, thus preserve a high plasma density
(see section 3.2.2). Note that this regime has never been investigated before
because in previously performed experiments with ultra-high contrast pulses,
the foil thicknesses were restricted to values above 20 nm, as described in sec-
tion 3.2.2. In those experiments, an optimum foil thickness had been found in
the range of 50 to 100 nm. It was expected that below these values, the max-
imum proton energy would simply decrease towards zero with the decreasing
thickness due to a stronger expansion and a larger density scale length.
When comparing those findings in the range of larger foil thicknesses (20 to
100 nm) with our own experimental data, it can be seen that our maximum
proton energy also decreases with the foil thickness when restricted solely to the
20 to 100 nm range. This follows the trend suggested by previous experiments
with thicker foils that showed an optimum for the maximum proton energy
ii
i
i
i
i
i
i
92 5.3. Experimental results
around 100 nm [131, 133] and is consistent with the expectation that, due
to the ultra-high pulse contrast, the plasma expansion from the front surface
extends only over a small range as limited by the pulse duration. From this it
would be expected that the expansion would become increasingly detrimental
for further decreasing foils thickness.
However, further decreasing the foil thickness towards the penetration depth
of the laser light (below 20 nm), increases the maximum proton and ion energy.
Only towards much lower thicknesses than expected from previous experiments
and models (in the range of 1 nm) does our data show that the energy decreases.
The similarity of proton energies for the two different intensities in the range of
20 to 100 nm could be the result of an increased electron heating with increasing
intensity that is compensated by an increased scale length. What can further
be seen in figure 5.9 is that, with decreasing thickness, the observed onset
of re-increased energy occurs at a larger thickness when the laser intensity is
higher. The latter observation could be the result of a deeper penetration of
the laser pulse, for example, due to a lowering of the effective plasma frequency
at higher intensities (relativistic transparency, see section 2.1) or to a faster
plasma expansion and subsequently lower maximum plasma density.
A similar re-increase of maximum proton energy towards lower thickness
was observed, with an optimum thickness at about 50 nm, in the forward
direction by Fuchs et al. [188]. In those experiments, however, thicker foils,
longer pulses and a lower pulse contrast were used. The explanation for this
observation was that the laser interacted with partially blown-out plasma of
which the density was still high enough to accelerate a substantial number of
hot electrons.
In a joint paper [189] with experimental researchers from PHI and LPNO,
Andreev (from the STC Vavilov State Optical Institute in Russia) presented
an analytical model that is able to correctly predict the standard maximum
of the proton energy observed in the experiments at PHI by others [133] and
us [186], provided that the foil thickness is restricted to values well above
25 nm. However, the additional maximum at extremely thin foils could not
be explained by this model because such low thicknesses, in the order of a few
nanometers, fall out of the applicable range of that model.
Therefore, we aimed to interpret of our experimental results with our own
extension of a numerical modeling, which will be discussed in section 5.4. The
discussion will point out that the effect is largely dependent on the laser pulse
parameters and the plasma density gradient.
In the second experimental run with the UHI 100 laser, a new set of experiments
was performed on the nanofoils as an extension and confirmation of the results
of the first run. The pulses available in the second run were shorter (25 fs),
had a higher peak intensity (3 · 1019 W/cm2) and, a higher temporal temporal
contrast (1013). Also, when compared to the first run, more shots on foil
targets could be executed and thus more data on the accelerated ions could
be recorded in both the backward and forward direction. This was due to the
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improved second sample mounting as was described in section 5.1. However, at
the end of the run, it appeared that ion spectra recorded in the forward direction
seemed partly inconsistent upon further analysis (with the SIMION code). A
possible explanation could be that the Thomson parabola spectrometer used in
the forward direction was malfunctioning due to electromagnetic pulses (EMP)
that are induced when the ultrashort laser pulse interacts with the target.
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Figure 5.10: Maximum proton energy observed in the backward direc-
tion (BWD) normal to the target, using a light intensity of
3 · 1019 W/cm2 for the ultra-high contrast (1013), ultrashort
(25 fs) laser pulses of UHI 100. The open symbols are measured
data points, with an experimental error of less than 0.5 MeV
(not shown in the graph for better readability). At each foil
thickness, the filled dot is the average value over all shots.
Nevertheless, the ion spectra from the Thomson parabola recorded with the
other drive electronics in the backward direction appeared reliable and consis-
tent, this is probably due to better shielding from EMPs. In figure 5.10, the
measured maximum proton energy for polystyrene mono-polymer plastic and
carbon foils is plotted as a function of the foil areal density for each shot (open
circle and triangle symbols). The average of all shots for each foil thickness
(filled dotted symbol) is connected with a line for better visibility. Certain data
points overlap and are slightly shifted in areal density for a better display of
separate data points. All shots are performed with a laser energy of 2.5 J, ex-
cept for two foil thicknesses (11 and 19 nm) where the laser energy is 2.0 J due
to a malfunctioning pump laser. To attempt to account for the reduced pulse
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energy, we plotted (only for 11 and 19 nm) data gained from an extrapolation
(see appendix E).
To compare the data between the carbon and polystyrene foils, the max-
imum proton energy is plotted versus the areal density. The areal density
contains information about the foil thickness and the electron density. Carbon
nanofoils with an areal density of 0.4 to 14.3 µg/cm2 have been used, corre-
sponding to thicknesses of, successively, 2, 7, 11, 19, 27.5, 35, 50 and 71.5 nm.
Plastic polystyrene foils of 100, 200, 400 and 800 nm thick have been irradiated
with the laser pulses as well. The mass density of these foils is 1.05 g/cm3 (see
also appendix D). As can be seen in figure 5.10, the average values of the
maximum proton energy at 10 µg/cm2 for carbon and polystyrene are very
similar.
When inspecting the general trend of the data in figure 5.10, it can be seen
that there is a shot-to-shot fluctuation of more than 10% in the data on the
maximum proton energy. This suggests that the value for the maximum pro-
ton energy, as a function of the foil thickness is more or less constant, with a
value of approximately 5.8± 0.8 MeV. When inspecting the trend of the data
in more detail, it can be seen that towards thinner foils there is an increase
in the maximum proton energy with decreasing foil thickness down to the first
peak at around 20 µg/cm2. This can be explained by the enhancement of
the electron temperature due to recirculation of the electrons, as described in
section 3.2.2. Below 20 µg/cm2 the maximum energy drops. We interpret this
as the result of a shock wave, induced by the pedestal of the laser pulse, that
causes the expansion of the complete foil before the main pulse arrives, as de-
scribed in section 3.2.2. This trend appears to persist down to an areal density
of 7 µg/cm2, corresponding to about 35 nm thick carbon. This decreasing
trend for the maximum proton energy versus the foil thickness is comparable
to the results obtained with the UHI 10 laser shown in figure 5.9 for the range
of 20 to 100 nm (4 to 20 µg/cm2).
Identical to the previous results with UHI 10, one can, again, observe a
second peak in the maximum proton energy at extremely thin carbon foils of
a few nanometers which is the range around a surface density of 1 µg/cm2.
However, in this experiment, with the higher laser intensity of UHI 100, the
second peak at a small foil thickness has a higher value for the maximum
proton energy than the first peak at thicker foils. In addition, compared with
the UHI 10 results, the onset of the re-increase (minimum in between the two
peaks) starts at a thicker foil thickness (35 nm thick carbon foil). This is in
agreement with the observed difference with the UHI 10 that the onset starts
at a higher foil thickness when a higher laser intensity is used.
When comparing the experimental results with the theoretically predicted
curve for ion acceleration in the transparent regime with step-like plasma den-
sity profiles (see section 3.2.3), both depictions of the experimental trend (dou-
ble peak or constant value) of the dependency of the maximum proton energy
on the foil thickness are not predicted by the theoretical model. In other words,
the novel experimental data that we obtained in the transparent regime points
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out that a better physical picture and, subsequently, an improved theoreti-
cal description, is required. In order to interpret our experimental results, we
performed numerical calculations which will be discussed in section 5.4.
5.3.3 Harmonic generation from nanofoils
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Figure 5.11: Recorded harmonic spectra (a) to (c) in false-color and
the respective power spectra (d) to (f) from bulk silica
(SiO2), under seemingly identical experimental conditions
(I0 = 3 · 1019 W/cm2). In (a) plus (d) only harmonics due to
CWE are observable up to the 18th order. In (b) plus (e) and
(c) plus (f) harmonics generated via ROM can also be identified
(see main text). The red number indicates the harmonic order
at the center of the spectrum (see main text). Compared to (a)
and the central harmonic order (red number), the spectrum in
figure (b) is somewhat shifted in frequency.
During the experimental runs with the UHI 10 laser and the UHI 100 laser,
HOHG spectra were recorded simultaneously with the ion spectra. Addition-
ally, in order to obtain an indication of the presence of any transmitted or
re-emitted portion of the infrared beam from the rear surface of the foil, dur-
ing the measurements with the UHI 100 laser and the carbon nanofoils, a CCD
camera recorded the scattering of the laser beam off a frosted glass plate be-
hind the foil in the propagation direction of the laser. No strong harmonic
signals were detected from the carbon nanofoils using the UHI 10 laser (up to
2 · 1018 W/cm2), however, with the higher intensities (up to 3 · 1019 W/cm2)
from the UHI 100 laser, harmonics were observed with carbon nanofoils as thin
as 7 nm. Harmonics also from various other bulk and foil targets were also
recorded for comparison.
In figures 5.11 to 5.16, examples of the recorded spectra are shown for the six
different targets investigated. These are, respectively, bulk silica (SiO2), bulk
plastic, 1.5 µm thick PET (polyethylene terephthalate) and carbon nanofoils
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Figure 5.12: Recorded harmonic spectra (a) to (c) in false-color and the re-
spective power spectra (d) to (f) from bulk plastic, under seem-
ingly identical experimental conditions (I0 = 3 · 1019 W/cm2).
In (a) plus (d) only harmonics due to CWE are observable up
to the 14th order. In (b) plus (e) and (c) plus (f) harmonics
generated via ROM can also be identified (see main text). The
red number indicates the harmonic order at the center of the
spectrum (see main text).
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Figure 5.13: Recorded harmonic spectra (a) to (c) in false-color and the
respective power spectra (d) to (f) from a 1.5 µm thick
PET foil, under seemingly identical experimental conditions
(I0 = 3 · 1019 W/cm2). Spectra show strong harmonics due to
CWE up to the 15th. Some spectra show strong harmonics due
to ROM (up to the 27th order). The red number indicates the
harmonic order at the center of the spectrum (see main text).
of 100, 19 and 7 nm thickness. Harmonic spectra are shown in false-color in
the top three images (a) to (c) in each figure. An outline profile of these three
images are shown in the lower three plots (d) to (f), respectively. In these
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Figure 5.14: Recorded harmonic spectra (a) to (c) in false-color and the re-
spective power spectra (d) to (f) from a 100 nm thick carbon
foil. Figures (a) plus (d) and (b) plus (e) are spectra when the
target was placed in the focus of the laser beam. The harmonic
signal is stronger when the target is placed out of focus (c) plus
(f), in this case 0.2 mm. The spectrum in figure (a) is enhanced
in contrast to make the harmonic signal visible. The red number
indicates the harmonic order at the center of the spectrum (see
main text).
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Figure 5.15: Recorded harmonic spectra (a) to (c) in false-color and the re-
spective power spectra (d) to (f) from a 19 nm thick carbon foil.
Figures (a) plus (d) and (b) plus (e) are spectra when the target
was placed in the focus of the laser beam. The harmonic signal
is stronger when the target is placed out of focus (c) plus (f),
in this case 0.45 mm. The red number indicates the harmonic
order at the center of the spectrum (see main text).
profiles, the red number corresponds to the harmonic order that is adjusted
with the rotation angle of the spectrometer to the central part of the shown
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Figure 5.16: Recorded harmonic spectra (a) to (c) in false-color and the re-
spective power spectra (d) to (f) from a 7 nm thick carbon foil.
Figures (a) plus (d) and (b) plus (e) are spectra when the target
was placed in the focus of the laser beam. The harmonic signal
is stronger when the target is placed out of focus (c) plus (f),
in this case 0.45 mm. The spectra in figures (a) and (b) are
enhanced in contrast to make the harmonic signal visible. The
red number indicates the harmonic order at the center of the
spectrum (see main text).
spectral range, this can be used to identify the other integer harmonic orders,
particularly the maximum observable harmonic order in the spectral range of
the recorded spectrum. In some spectra, the harmonic orders are shifted with
respect to the red number, this indicates a small shift in the frequency of these
harmonics. The false-color spectra are recorded with different gain factors of
the camera. In order to compare the power spectra of figures 5.11 to 5.16 with
each other, the vertical scale of the power spectra (figures d to f) has been
divided by these gain factors.
In the recorded spectra, high-order harmonics can be attributed to both
coherent wake emission (CWE) and the relativistic oscillating mirror (ROM).
Indeed, HOHG via ROM is expected to show up since the used intensity of
3 · 1019 W/cm2 should be sufficiently high, based on theoretical predictions
and reported experimental results (see section 3.3.1). However, most6 of the
recorded spectra contained only broad harmonic peaks with an observed maxi-
mum order as limited by the plasma frequency of a fully ionized target. These
broad harmonics can be ascribed to CWE (see section 3.3.2 and figure 3.7).
To give an indication of the maximum generated harmonic order that can be
expected due to CWE, the density of the used materials and the corresponding
plasma frequency is given in appendix D. An example of a spectrum that con-
tains only CWE is shown in figure 5.11(a) plus (d) from SiO2. On the contrary,
only a few recorded spectra contain the typical narrow harmonic orders that
6Roughly estimated to be more than 90% by comparing all recorded shots.
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can be ascribed to the relativistic oscillating mirror (ROM, see section 3.3.1
and figure 3.7). Examples of such spectra are shown in figures 5.11(b) and (c),
5.12(b) and (c) and 5.13(a) to (c). Despite the higher intensity achieved with
the upgraded UHI 100 laser, the maximum observed harmonic order with the
bulk targets was similar to the previously obtained spectra by the PHI group
with the UHI 10 laser. A possible explanation for this will be given below.
What can further be seen, by comparing the figures 5.11 to 5.16 and our
other obtained data, is that the strongest harmonic signal due to CWE was
obtained with the silica targets. The strongest and highest order harmonics
due to ROM were recorded using 1.5 µm PET foils. In the few cases that
high-order harmonics were generated due to ROM with the silica and PET
targets there is a small harmonic peak from ROM visible on top of the broader
harmonic peak due to CWE, up to the 18th and 15th order, respectively, which
corresponds to the maximum plasma density of silica and PET. Examples can
be seen in figures 5.11(c) plus (f) and 5.13(a) plus (d). Above these maximum
harmonic orders for CWE, harmonics are only due to ROM up to a maximum
observed order of 22 and 27, for silica and PET respectively. With bulk plastic,
which shows a maximum harmonic order due to CWE of 14, ROM harmonics
up to the 22nd order were generated. These observations are consistent with
the theoretical descriptions of the two processes (see chapter 3.3).
In contrast to the plastic and silica targets, only harmonics via CWE could
be generated with the carbon foils. Thanks to the ultra-high contrast of the
laser pulses, we generated high-order harmonics from foils as thin as 7 nm. We
observed that the maximum harmonic order decreases slowly with decreasing
foil thickness, with foils thicker than 35 nm having a maximum harmonic order
of 18, which is in agreement with the expected maximum plasma density of
carbon. This is an indication that the initial plasma expansion is indeed small,
as could be expected for laser pulses with an ultra-high contrast. However,
at the highest-intensity focus (which we assume is the focus for optimum ion
acceleration) the harmonic signal was found to be very weak. Among all in-
vestigated thicknesses of the carbon nanofoils, the strongest harmonic spectra
were recorded (see figures 5.14f to 5.16f) when the target was placed out of
focus by several hundreds of microns to a millimeter (either in front or behind
the focus), where the intensity can be more than an order of magnitude lower.
It appeared that thinner foils require a lower intensity (larger defocusing), how-
ever, no optimum focal position could be determined with the foils, because
the number of shots per foil target were limited and the main attention was
put on recording a sufficient number of ion spectra.
Before a further interpretation of the recorded data is presented, it should
be noted that there was, unfortunately, a strong fluctuation in the strength of
the harmonic signal of more than a factor of 2 (stronger than the fluctuation in
the ionic spectra) with all targets. Harmonic spectra recorded from the carbon
nanofoils possessed the strongest fluctuations as in many shots there were no
harmonics observed at all. In addition, there was a fluctuation in the frequency
of the harmonic peaks which shifted between consecutive shots. An example of
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this effect can be seen when comparing the spectra in figure 5.11(a) and (b), or
in figure 5.14(a) to (c). It is uncertain what the cause of the fluctuations is and
why in most cases no harmonic spectra due to ROM were recorded despite the
expectation that the estimated drive laser intensity should be sufficiently high
for HOHG by ROM. A possible explanation is that the focused intensity on tar-
get was lower than the estimated intensity (3 · 1019 W/cm2). However, based
on the laser parameters and the profile of the focal spot as inspected with a mi-
croscope objective, this explanation seems unlikely. Another explanation that
could account for the fluctuation in the data could be a shot-to-shot fluctuation
in the laser pulse energy, or that the double plasma mirror was not functioning
in a reproducible manner shot-to-shot, which could result in a strong fluctua-
tion in the final pulse energy or the pulse contrast. Consequently, it could be
that the conditions of the intensity or pulse contrast were optimum for HOHG
via ROM in only a few shots.
Another explanation for the less frequently recorded ROM spectra can be
found in the properties of the target material. In particular, the damage thresh-
old of the target determines the moment of plasma formation and subsequent
plasma expansion before the main pulse arrives, this is related to the peak
intensity and the temporal profile of the pulse. For example, if the double
plasma mirror did function properly and the contrast is assumed to be as high
as the estimated value (1013 on the nanosecond time scale, see appendix A), it
could be that, with the silica and plastic targets, the formed plasma gradient
scale length is in fact too small for efficient HOHG via ROM. This is because
silica and plastic are insulators that are transparent at the drive laser wave-
lengths up to a certain damage threshold intensity which is about 1012 W/cm2
for sub-ps pulses [190]. This intensity level is reached when the contrast level
is about 10−7, which occurs at about 200 fs before the peak of the pulse (see
figure A.1 in appendix A). Taking a typical expansion velocity for the plasma
(a few 107 cm/s [191], see also equation 3.3), in this case a typical plasma scale
length would be formed that is smaller than 0.04 microns (L/λ < 0.05). This
value is below the optimum scale length for HOHG via ROM (L/λ ≈ 0.2, see
section 3.3.1). However, this interpretation does not account for the observed
fluctuations. In order to ascertain the cause of both problems (fluctuations and
the low number of cases where recorded harmonic spectra are due to ROM), a
measurement of the temporal pulse profile and its shot-to-shot stability has to
be performed. However, the most common method to measure the temporal
pulse profile is to use a scanning third-order autocorrelator (such as the com-
mercially available Sequoia third-order autocorrelator (from Amplitude Tech-
nology, see appendix A) which is also employed at PHI), which averages over
several shots and is not able to determine shot-to-shot fluctuations. Such a
measurement would require the installation of a different, single-shot third-
order autocorrelator [192].
For the carbon foils, the situation is somewhat more complex. The har-
monic spectra that were obtained with the carbon nanofoils posses somewhat
more fluctuation in the intensity of the signal and the frequency of the har-
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monic orders (slightly shifted on the camera) as compared to the other target
materials. In addition, the profile of the reflected IR beam coming from the
carbon targets was not always centered. A possible explanation for this could
be that the surface of the nanofoils was not perfectly flat in all cases, or was
non-parallel with respect to the supporting frame due to left-overs of the ab-
lation crater walls, although this was minimized. This could account for the
somewhat stronger fluctuation in the signal strength.
A possible explanation why no harmonics due to ROM were recorded with
the carbon foils is related to the transparency properties of carbon: compared
to silica and plastic, which are insulators that are transparent at the drive laser
wavelengths (up to a certain intensity), bulk carbon is absorptive in this range
(already at low intensities) and thus has a damage threshold that is more than
3 orders of magnitude lower, as measured with nanosecond pulses [193]. For
femtosecond pulses, the damage threshold of amorphous carbon is unknown,
but could be expected to be lower than that of crystalline graphite which has
a damage threshold that is more than 1 order of magnitude lower than that of
silica [190,194]. In addition, since we use extremely thin foils, heat conduction
is confined to two dimensions (instead of three in bulk targets) which further
lowers the damage threshold of the carbon nanofoils for irradiation on the
picosecond and nanosecond time scale. Based on these assumptions, it could
be expected that, with carbon nanofoils, the formation of the preplasma starts
at earlier times compared to plastic bulk targets. With the estimated pulse
contrast of the UHI 100 laser of about 1013 on the nanosecond time scale, but
with, e.g., 1010 at about 0.5 ps before the peak of the pulse (see figure A.1 in
appendix A), one could expect plasma formation and expansion to start rather
early, approximately 0.5 to 1 ps before the main pulse arrives [58]. Assuming
again a typical expansion velocity for the plasma of a few 107 cm/s [191], in
this case a larger plasma scale length of 0.1 to 0.2 microns (corresponding to
L/λ between 0.13 and 0.25) would be formed, i.e. the lower damage threshold
reduces the steepness of the plasma gradient. When considering bulk targets,
such a plasma density gradient is still sufficiently steep for efficient HOHG.
However, as we will show in the next section via numerical modeling, this
value might be beyond the optimum scale length for HOHG from extremely
thin foils.
Furthermore, this interplay of the damage threshold with a time-dependent
pulse contrast may have also been responsible for the observed changes in the
harmonic spectra when the focal position was moved with respect to the target.
When the foil targets were placed in the waist of the focus, the harmonics due
to ROM would be too weak due to a too large plasma scale length, and, for
harmonics due to CWE, the scale length could also then have been too large
(beyond the optimum scale length) to facilitate transmission of the harmonic
radiation through the plasma (see section 3.3.2). On the contrary, when the
targets were placed out of focus, the intensity could have been too low to effi-
ciently generate high-order harmonics via ROM, and only harmonics via CWE
were observed because of the sufficiently short density gradient scale length.
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A verification of this interpretation would require a systematic investigation
of the damage threshold for the carbon foils on the femtosecond time scale
as a function of the foil thickness and a detailed characterization of the pulse
contrast versus time.
In addition to the observation that the recorded spectra were stronger when
the foils were positioned out of the laser focus, an intense spot profile was ob-
served on the frosted glass behind the target in the propagation direction of
the laser beam. The strength of this beam profile is strongly related to the
strength of the harmonic signal from the front surface. For example, if the
target was placed in the focus, this signal was hardly detectable. In order to
obtain an indication of the wavelength of the radiation, a filter that blocks IR
light was placed in part of the beam. From this, the signal strongly decreased
in intensity, but some radiation still passed through the filter. It would be
unlikely that this radiation is IR light that is transmitted through the foil af-
ter the foil has been expanded substantially because then this signal would be
stronger when the target is placed in the focus position and the signal would
decrease with increasing foil thickness. A possible interpretation is that this
light consists of emitted harmonic radiation from the rear side of the foil. Such
an effect was previously observed by other research laboratories where foils
thicker than 50 nm were irradiated [120, 160, 161]. Also here, further investi-
gation is required, e.g. with a spectrometer, to determine if this radiation is
indeed harmonic radiation.
To summarize this subsection on HOHG, in spectra from plastic and silica
targets high-order harmonics due to relativistic effects (ROM) were found, al-
though this observation was not shot-to-shot reproducible so far. High-order
harmonics have been generated also from extremely thin foils, as thin as 7 nm,
but the spectra have to be attributed to CWE. No relativistic harmonics due to
ROM were observed with the nanofoils. Under the present experimental condi-
tions, no enhancement of the harmonic efficiency was found, unlike that which
was expected simply based on the higher intensity available from the drive laser
(UHI 100 versus UHI 10). Also with the nanofoils, no enhancement was found
with respect to bulk targets, as was suggested based on the similarity between
ion acceleration and HOHG with respect to the absorption mechanisms and
generation of hot electrons. When comparing the findings and assuming that
the pulse has an ultra-high contrast, it seems that it is important to take into
account the material properties, in particular the damage threshold, and the
temporal pulse contrast of the pedestal in the picosecond time scale.
In order to investigate whether, under ideal conditions, the harmonic effi-
ciency can be enhanced using foils with thicknesses in the transparent regime,
we performed numerical calculations, which will be described at the end of the
next section.
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5.4 Numerical modeling
In the field of laser-plasma interactions, numerical calculations prove to be
crucial in understanding the processes that occur. Numerical modeling is used
to interpret experimental results or predict new physical processes still to be
verified experimentally. Here, we decided to perform particle-in-cell (PIC) cal-
culations on the interaction with thin foil plasma slabs. We used the code
from Paul Gibbon called Boosted Oblique-incidence Particle-in-cell Simulation
(BOPS)7 [62, 195]. It is a 1D3V (1 dimension, 3 velocities) PIC code that en-
ables the numerical calculation of obliquely incident laser pulses onto a plasma
profile.
PIC calculations are a valuable tool to investigate the collective behavior
of the plasma. In PIC calculations, the motion of a large collection of charges
(macro-particles) is numerically computed in their self-consistent electric and
magnetic field in a continuous loop [114]. From the positions and velocities at
a given time, the charge and current densities on a spatial grid is computed.
From these charges and current densities, the electric and magnetic field is
calculated via Maxwell’s equations. Electromagnetic fields from the laser are
also included. These fields are used to determine, via the Lorentz force, the
new positions and velocities of the charges, from which the cycle continues.
Numerical modeling has been demonstrated to be highly useful for the in-
terpretation of experimental results [109,122,134,139]. However several major
difficulties remain. The first is a significant lack of knowledge concerning the
initial conditions. This refers particularly to the width and shape of the plasma
distribution in space and the average plasma density. Another difficulty is that
the computation time increases when using higher densities and smaller spatial
and temporal steps. To reduce such problems, many calculations so far have
used only low to moderate densities (i.e., 10 to 100 times the critical density
nc [52, 122, 138]) which are much lower than what is expected from the full
ionization of a solid. However, the plasma density is an important parame-
ter to take into consideration as shown by d’Humieres et al. [122]. There it
was observed in numerical modeling (using plasma densities less than 100nc)
that the laser absorption and maximum proton energy depend critically on the
target density. In their calculations they assumed plasmas with initially a step-
like profile which may deviate from experimental conditions. This assumption
is generally made in numerical modeling because the initial plasma distribu-
tion is not known. However, this would correspond in experiments to a laser
pulse without any pedestal or prepulse present, this is not a trivial assump-
tion. An attempt to model the effect of a laser prepulse was done by Andreev et
al. [196]. Their numerical calculations, based on assuming a low plasma density
(few times nc) of micron size with a linear gradient, show altered maximum
proton energies when the initial gradient was varied and indicate that there
exists an optimal gradient for proton acceleration. However, since the target
density influences the maximum proton energy, as observed by d’Humieres, it
7This code is available on the Internet
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remains unknown what the effect of a plasma gradient would be on the proton
acceleration when using higher plasma densities.
Taking into account these two predictions on the plasma density and gra-
dient, we decided to follow a different approach and model proton acceleration
via a number of differently shaped density distributions, assuming high plasma
densities. Two sets of numerical calculations were performed corresponding to
the two sets of experiments we carried out with the UHI 10 and UHI 100 laser
at PHI. The results of the first set of numerical calculations which correspond
to the first experimental run with the UHI 10 laser on proton acceleration will
be described in subsection 5.4.1, and can be found in our article [186]. We
will explain the results of these numerical calculations which involve asymmet-
ric linear plasma density gradients based on assumptions of an optimum foil
thickness obtained in the performed experiments at PHI. Based on these nu-
merically calculated results which are in qualitative agreement with the exper-
imental results, we performed a second set of numerical calculations to study
the influence of the pre-plasma gradient scale length on the maximum pro-
ton energy for different foil thicknesses. This will be discussed in subsection
5.4.2 [197]. In the calculations we used laser parameters that were similar to
the experimental parameters of the second experimental run. From the second
set of numerical calculations the harmonic signal was also analyzed. These
results will be described in section 5.4.3.
5.4.1 PIC calculations based on experiments with UHI10
In experiments and numerical modeling, the energy of accelerated protons de-
pends on the plasma density, the scale length and the laser parameters. In
order to compare the numerical modeling with the experiments and interpret
the experimental data, we used input parameters that corresponded closely to
the experimental conditions. The calculations are based on an incident laser
pulse which is p-polarized, having a sine-squared temporal shape with a du-
ration of 60 fs (FWHM), an intensity of 5 · 1017 W/cm2 and a wavelength of
800 nm. The angle of incidence on the target was set to 45 degrees. As a test
and as was expected [133], choosing s-polarization or normal incidence showed
no acceleration.
Special emphasis was put on using a realistically high plasma density, i.e.,
which is equal to the rather high electron density obtained when fully ionizing
solid-state carbon (344 times the critical density nc). In the model this is ad-
dressed by scaling the number of particles with the thickness of the foil. The
thickness of the foils varies from 5 to 200 nm. Comparable with other reported
numerical calculations (e.g. [52]), we used more than 200 electrons and ions
per cell. The total number of cells was 150,000 with a cell size of 0.1 nm. The
calculations spanned a time of about 380 fs, which is sufficient for an efficient
energy exchange between heated electrons and ions. The initial temperature
of the electrons and ions was set to zero, following Dong et al. [52]. We ver-
ified that the accumulation of numerical errors (numerical heating) could be
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neglected during the considered time intervals, by running comparative numer-
ical calculations, e.g. with zero laser intensity but otherwise equal parameters.
An essential point in our calculations is the implementation of a small ini-
tial gradient on the plasma density profile in order to try to include some
plasma dynamics before the main pulse. This was done because numerical cal-
culations, assuming initially step-like plasma profiles, could not reproduce the
experimental results, as we will show below. Furthermore, the experiment with
the UHI 10 laser (see section 5.3.2) indicated the existence of an optimum foil
thickness, as described in section 3.2.2. For foils thinner than this optimum
thickness, the formation of a shock wave induced by a pedestal or prepulse
prior to the main pulse would cause the complete foil to expand. However,
although it is believed that the expansion leads to an exponential gradient (see
section 3.1.1) and approximate values for the expansion velocity are known
(typically a few 107 cm/s [191]), the exact plasma profile and the scale lengths
on the front and rear surface of the foil are not known. Hence, in the numerical
calculations, we had to make certain assumptions and estimations.
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Figure 5.17: Three examples of initial plasma density distributions for foil
thicknesses of 10 nm (left), 50 nm (middle) and 100 nm (right).
In this frame, the laser pulse is incident from the left. The
dashed traces correspond to profiles with an infinitely steep gra-
dient. The solid traces correspond to the distributions obtained
from our model, resulting after plasma heating and expansion
from the front surface and, subsequently, from the rear surface.
Figure 5.17 shows three examples of plasma density distributions we used in
the numerical calculations, based on the several assumptions and estimations
in our model discussed below. The figure shows the initial density profiles for
three different foil thicknesses; 10 nm (on the left), 50 nm (on the middle) and
100 nm (on the right). In this frame, the light is incident from the left. The
dashed line, indicates the distribution of a step-like profile. The solid lines
correspond to foils with a small initial scale length gradient.
In order to obtain an appropriate scale length that matches the experimental
conditions we proceeded as follows. First, we assumed that the finite (and still
substantial) intensity of the pedestal in front of the laser pulse fully ionizes the
foil, heats electrons and induces a shock wave [198] with an average velocity,
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ve, and that part of the electrons and the induced shock wave move through
the foil with this velocity. Also, the heated electrons lead to an expansion of
the plasma, at the front and rear surfaces of the foil, with the ionic sound
speed cs. Both velocities are actually unknown, however, we assumed that
these values are the same for all of the considered foil thicknesses and the same
on both sides of the foil. We believe this is to some extent justified because
of the small thickness of the modeled foils and the associated low energy loss.
We further supposed that the optimum foil thickness, dopt, is provided by the
thinnest foil for which the rear surface remains unperturbed when the main
laser pulse arrives, as was described in section 3.2.2. This expresses the physical
expectation that the shock wave will reach the rear surface of this optimum foil
after a characteristic time delay tp, such that vetp equals the optimum thickness
dopt. During the same time interval a gradient at the front has formed with
a scale length of Lf = cstp, as described by equation 3.3 in section 3.1. This
situation is illustrated in figure 5.17, with the solid black line in the figure on
the right, for the case of a 100 nm thick foil. The gradient at the rear surface
for foils thicker than dopt is infinitely steep.
Accordingly, for foils with a thickness, d, smaller than the optimum thick-
ness (corresponding to the solid traces in the left and middle graphs of fig-
ure 5.17), the time for the electrons to reach the rear surface is t′ = d/ve,
which is less than the characteristic time delay. This means that during the
time interval tp − t′ the rear side of the foil can also expand with the assumed
expansion velocity cs. We can estimate the gradient at the rear surface with
the following equation, in which expressions for the ion and electron velocity
have been substituted:
Lr = cs (tp − t′) = Lf dopt − d
dopt
. (5.1)
As can be seen from this equation, the scale length at the rear surface depends
on: the thickness of the foil, the optimum foil thickness and the scale length
at the front surface which are unknown values. Thus in order to estimate
the complete plasma density distribution to be used in numerical calculations,
assuming values for the scale length at the front surface and the optimum
thickness that match the experimental value, the associated scale length at the
rear surface of any foil thickness d can be calculated with this expression. In
order to conserve the total charge for foils thinner than the optimum thickness,
the maximum plasma density has to be scaled with the foil thickness.
Ideally, the plasma gradients at the front and rear surface have an expo-
nential shape. In the PIC code we used, it was not possible to take different
exponential gradients at the front and rear surface of the foil8. Instead, we
took linear gradients, as used in calculations by Andreev [196], where the scale
length (usually defined for exponential gradients) is equal to the width at half
8A new adjustment for the code has been written that allows calculations with density
profiles having a different exponential gradient at the front surface and the rear surface.
However, due to limited time, such numerical calculations have not yet been performed
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maximum to ensure that the number of particles in the expanded region is
the same as with an exponential gradient. Three examples of the plasma den-
sity distribution obtained with the model are shown in figure 5.17. As can
be seen from these figures, for initially very thin foils (figure on the left), the
model yields a symmetric profile with a low peak value. And it yields various
asymmetric profiles and a higher maximum density with thicker foils.
Only recently (after we performed our calculations), a similar approach
was followed by Andreev et al. [199], who additionally used an estimation for
the shock wave velocity. However, they again used a very low initial plasma
density (n0 ≈ 6nc), this means that the laser interacts with a larger region
of underdense plasma as compared to high density plasmas, for which the
absorption and transparency can substantially differ, and consequently alter
the maximum energy of accelerated ions.
In order to investigate the specific influence on proton acceleration of our
choice of the initial plasma density profiles, in comparison to the rather unphys-
ical and standard assumption of a rectangular profile, we performed comparing
calculations using both types of initial plasma profiles. These calculations
yielded spectra of the kinetic energy distribution of protons from which we ex-
tracted the maximum proton energy. This maximum proton energy is plotted
in figure 5.18, on the left, as a function of the foil thickness. The right graph
of the figure shows the calculated absorbed laser energy.
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Figure 5.18: Calculated maximum proton energy in the backward direction
(BWD, left) and absorbed laser energy (right) as a function of
foil thickness. The filled circular symbols correspond to calcula-
tions with an infinitely steep initial profile and the open squared
symbols are calculated with a 50 nm scale length at an optimum
foil thickness of 100 nm. The lines are guides for the eye.
It can be seen that, in the case of an infinitely steep initial plasma profile
(zero scale length), the maximum proton energy shows a minimum for a 100 nm
thick foil, and a maximum for a 20 nm thick foil. This trend is not the same as
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our experimentally observed trend in figure 5.9. To see how these predictions
would alter when having a finite scale length, we performed numerical modeling
with a finite plasma gradient. As can be seen in figure 5.18, where an optimum
thickness of 100 nm (as was experimentally found by Ceccotti et al. [133]) and
a scale length of 50 nm were chosen as input for equation 5.1, we obtained from
the numerical calculations a maximum proton energy at the expected 100 nm
thickness. It can also be seen that we obtained the expected decrease in proton
energy with decreasing foil thickness. However, there were also deviations from
that which is commonly expected (as based on rectangular profiles). Namely,
with a finite scale length, i.e. when taking a pre-expansion of the plasma into
account, as can be seen in figure 5.18, the proton energy decreases only to a
minimum at around 20 nm. Beyond this, i.e. with further reduced thickness
we find a re-increase of the proton energy in the form of a maximum. When
comparing this to our experimental data in figure 5.9, we find a good qualitative
agreement.
What can also be seen when comparing the two graphs in figure 5.18, is
that the maximum proton energy shows a similar trend to the laser absorption
curve as a function of foil thickness; the minima and maxima are positioned at
the same thicknesses.
A possible interpretation of the shown results can be as follows. For the
thin foils (below 20 nm in the numerical modeling), the pre-expansion lowers
the maximum plasma density substantially resulting in the main pulse inter-
acting with a low density plasma. This means that a competition between two
processes can occur. First, increasing the scale length decreases the acceler-
ating electrostatic field formed by charge separation and therefore reduces the
maximum attainable proton energies [134]. Second, increasing the scale length
can increase the absorption of the main laser pulse [132], which results in a
higher number of hot electrons and an increase in their temperature, thereby
leading to a larger accelerating field. Apparently, with extremely thin foils, the
increase in absorption is the dominant process and therefore results in a second
optimum foil thickness in consequence of accompanying expansion.
To conclude, our experimental data agrees with our improved model that
takes into account the limited expansion of the foils due to the finite pedestal
of the ultra-high contrast drive pulse. It can also be seen in figure 5.9 that the
numerical calculations predict that maximum proton energy peaks at extremely
thin foils when the initial plasma density profile has an infinitely steep gradient.
To investigate this prediction and obtain such a density profile, would require
a higher pulse contrast in experiments.
5.4.2 PIC calculations based on experiments with UHI100
The data from the second experimental run, described in section 5.3.2, when
supported with numerical modeling, should provide more information about
the ion acceleration at extremely thin foils. In particular, our previously pre-
sented PIC calculations that correspond to the UHI 10 experiments suggest
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that, even with ultra-high contrast laser pulses, a plasma is formed with a den-
sity gradient which needs to be taken into account. To check this suggestion,
also in the second set of numerical calculations, we studied the influence of
the plasma density gradient on the maximum proton energy, and compared
these results with the prediction of an enhanced proton acceleration in the
transparent regime from calculations of others, as described in section 3.2.3.
At this point one has to recall that experiments with such thin foils and
such high intensities had never been carried out before and, as we described
above, there is currently no experimental means to determine the plasma den-
sity distribution at the time when the main pulse arrives. This means that
the modeling of the results gained with the UHI 100 laser are rather explo-
rative and only qualitative on the one hand. But on the other hand, they also
present the first investigation of this kind in the transparent regime and thus
provide original information from unexplored terrain. In the scope of this, it
is worth mentioning an important difference from the calculations described
before. These numerical calculations demanded long calculation times (up to
8 days for a single calculation), which limited the number of calculations that
could be performed. Also, the calculations were already started before, and
finished only after, the experiments with the UHI 100 laser. Hence, as opposed
to the previous calculations, the optimum foil thickness for proton acceleration
as obtained in the experiments was unknown at the time the numerical mod-
eling was performed. This means that an approach similar to that used in the
first set to estimate the density distribution (by calculating the scale length
at the rear surface for certain assumed values for the scale length at the front
surface) could not be followed.
Instead, in the calculations below with an initial scale length, we assumed
a symmetrical exponential gradient on both sides of the foil because the foils
of interest are very thin. The reason for this assumption is based on the results
from the previous numerical calculations with regard to the UHI 10 experi-
ments. From these calculations it could be seen that the maximum proton
energy followed a trend similar to the trend for the laser absorption. Because
the laser interacts at the front surface, the absorption is mainly determined
by the gradient of the plasma at the front surface and, to a lesser extent, by
the gradient at the rear surface. Furthermore, the density distribution of the
extremely thin and expanded foils was found to be almost symmetric. In the
same manner as in the above-mentioned numerical calculations, to conserve
the total charge, we scaled the maximum plasma density.
In our numerical modeling, we used laser parameters that were predicted
before the actual experiments at PHI were performed and which correspond
closely to the experimental conditions; a p-polarized incident laser pulse, having
a sine-squared temporal shape with a duration of 20 fs (FWHM), an intensity
of 5.4 · 1019 W/cm2 (a0 = 5) and a wavelength of 800 nm. The angle of in-
cidence on the target was set to 45 degrees. The total number of cells was
250,000 with a cell size of 0.05 nm. A larger cell size of 0.2 nm was used for
foils thicker than 200 nm. An initial maximum plasma density of 110 times
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the critical density nc was taken, instead of 344nc that corresponds to fully
ionized carbon, to reduce calculation time. In order to compare the numerical
results with the experimental data, the foil thickness should be divided by the
density ratio (344/110) to obtain the maximum proton energy as a function of
the areal density, as in figure 5.10. In the numerical modeling, we restricted the
calculation interval to 90 fs, which is sufficient for an efficient energy exchange
between the heated electrons and ions and to determine the trend of the maxi-
mum proton energy. It should be noted that the final values for the maximum
energies are somewhat higher when the calculation time is increased.
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Figure 5.19: Calculated dependency of the maximum proton energy in the
backward and forward direction on the foil thicknesses. The
initial plasma density is assumed to have a standard, step-like
profile (L/λ = 0), which neglects the pre-expansion of foils.
Clearly visible is the enhanced peak for the thinnest foils (around
10 to 20 nm), which corresponds to the transparent regime of
TNSA. The opaque regime for foils thicker than 30 nm shows a
slower decay of maximum proton energy. The low proton energy
calculated for a bulk target is shown at the right of the graph.
In order to investigate the effect of a plasma scale length on the interac-
tion of the laser pulse and the maximum proton energy and, because the exact
scale length in experiments is unknown, we performed calculations with dif-
ferently expanded plasmas and compared this with the predicted trend of the
transparent regime. First, to confirm that an enhanced peak in the maximum
proton energy is observed with our used laser parameters and, also to check
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if our calculations are consistent with the calculations by others [52, 122], cal-
culations were performed on several foil thicknesses using plasma profiles with
an infinitely steep gradient. The motivation for such calculations is to allow
a comparison with previous calculations of others, although this standard ap-
proach of an infinitely steep gradient, which is generally assumed in numerical
calculations for ultra-high contrast laser pulses, could be somewhat unphysi-
cal. Secondly, different scale lengths (up to L/λ = 0.1) were used in numerical
modeling with foils having an initial symmetrically exponential density profile,
as previously described. However, because of the time-consuming nature of
the calculations, a fewer number of foil thicknesses and a limited number of
scale lengths could be considered. The maximum energy in both the forward
and backward direction was extracted from the kinetic energy distribution of
the protons for several foil thicknesses. The standard results based on the as-
sumption of an initially infinitely steep plasma gradient, thus neglecting the
pre-expansion of the ionized foils, are shown in figure 5.19. As a comparison,
the maximum value calculated for a bulk target is shown on the right side in
the graph.
As can be seen from figure 5.19, the trend of the maximum proton energy
is indeed very similar to the numerical predictions on ion acceleration in the
transparent regime obtained by Dong [52] and d’Humieres [122], described in
section 3.2.3. Our data also clearly shows the enhanced peak in the transparent
regime, in this case for foils thinner than approximately 30 nm. In accordance
to the descriptions of Dong and d’Humieres, the maximum energy shows a
strong decay below and beyond the optimum thickness and a weaker decay to-
wards thicker foils in the opaque regime. As can further be seen in figure 5.19,
in the forward direction, the peak value of the maximum energy of the ac-
celerated protons in the transparent regime is approximately twice as high as
the maximum energy at the transition to the opaque regime. In the backward
direction the enhancement is somewhat lower. Actually, for all foil thicknesses,
the maximum proton energy in the backward direction is somewhat smaller
than in the forward direction. We attribute this to the small additional ex-
pansion during the laser pulse interaction at the front surface, consistent with
the previously reported numerical calculations and experimental observations
described in section 3.2.
However, when comparing the curve in figure 5.19 with the experimental
data in figure 5.10, we observe a dissimilar trend. As suggested by our previous
experiments with the UHI 10 laser and the corresponding numerical modeling,
we interpret the difference as a result of a pre-expansion of the plasma in the
experimental conditions which is neglected in the standard numerical calcula-
tions assuming step-like density profiles. On the contrary, in the following set
of calculations we took into account the pre-expansion of the plasma and inves-
tigated the influence of the plasma scale length on the maximum proton energy
in the forward and backward direction, illustrated in figure 5.20 on the left and
right, respectively, for the various foil thicknesses of interest. In this range of
short scale lengths (up to L/λ = 0.1), Brunel absorption and v × B heating
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Figure 5.20: Calculated dependency of the maximum proton energy on the
plasma density scale length for different foil thicknesses, in the
forward direction (FWD) and in the backward direction (BWD).
The lines are guides for the eye.
can be expected to be the dominating heating mechanisms, as described in
section 3.1.
What can be seen in figure 5.20 is that, in the case of the thinnest foils
which correspond to the transparent regime, the proton energy is clearly the
highest. However, there is a strong dependence on the scale length. Already
beyond an optimum scale length of a very low value, there is a strong decrease
in the maximum proton energy with increasing scale length. This means that
extremely thin foils, in the transparent regime, are indeed the preferred choice
for generating the highest proton energies, but this advantage can only be
gained with a sufficiently high contrast of the laser. On the contrary, foils in
the opaque regime are hardly sensitive to the short scale lengths considered in
these numerical calculations. This robustness seems like a practical advantage
in terms of more convenient laser specifications, however, it also means that
the proton energy could have been much higher with the same drive laser pulse.
Actually, the enhancement that can be achieved by moving into the transparent
regime diminishes with increasing scale length, and the trend of the maximum
proton energy versus the foil thickness flattens.
This flattening of the trend is illustrated in figure 5.21. For a better
overview, in this figure we have replotted the data of figure 5.20, but now
as a function of the foil thickness for the various scale lengths used in the cal-
culations. It can be seen that the enhancement of using extremely thin foils
is perished beyond an initial scale length of L/λ ≈ 0.05. The flattened curve
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Figure 5.21: Calculated dependency of the maximum proton energy on foil
thickness for different plasma scale lengths L/λ. Open squared
symbols correspond to backward protons and filled triangular
symbols correspond to forward directed protons.
for the maximum proton energy obtained with the relatively large scale length
gradient (L/λ = 0.1) is qualitatively in agreement with our experimental data.
This implies that our model, with the assumptions made on the density dis-
tribution, appears to be valid in the range of parameters used. This proves
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the correctness of the basic physical picture that in our experiments the main
laser pulse interacts, not with an step-like plasma density profile, but with an
expanded foil, the gradient of which is formed by the pedestal of the ultra-high
contrast laser pulse. This conclusion means that even for such laser pulses with
ultra-high contrast, it is important to take into account the intensity level of
the pedestal on the picosecond time scale.
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Figure 5.22: Calculated maximum proton energy as a function of the areal
density (in the range of the experimental data in figure 5.10.
In these numerical calculations, the initial plasma profile has a
scale length of L/λ = 0.1. Open squared symbols correspond to
backward protons and filled triangular symbols correspond to
forward directed protons.
Furthermore, when comparing the numerical results with the experimental
data in more detail, we observe a strong similarity between both trends if an
initial gradient scale length of approximately L/λ = 0.1 is assumed in the
numerical modeling. This similarity becomes more apparent if the maximum
proton energy in figure 5.21f is plotted as a function of the areal density of
the foils, as shown in figure 5.22, in the range of the experimental data (see
figure 5.10). Note that the calculated data point in figure 5.21f corresponding
to the 5 nm thick foil falls outside the experimental range and is not plotted
in figure 5.22. In accordance with the experiment, in the backward direction
two peaks are visible in the results from the numerical calculations as well;
one peak in the opaque regime at thicker foils and one peak at foil thicknesses
corresponding to the transparent regime. This implies that a scale length
of L/λ = 0.1 is approximately the gradient that appears to be present in our
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experiments. A somewhat improved similarity would probably be achieved with
a slightly different initial scale length and with asymmetric density profiles as
obtained using equation 5.1.
To conclude, our improved model that takes into account the limited ex-
pansion of the foils caused by a finite pulse contrast agrees well with our ex-
perimental data obtained with ultra-high contrast, high-intensity laser pulses.
We can conclude that extremely thin foils, in the transparent regime, lead to
the highest maximum proton energies. To reach this regime, it seems qual-
itatively known that a high pulse contrast is of importance when specifying
the properties of a laser system. However, our comparative analysis between
experimental data and numerical modeling, is the first quantification of such
kind. It has been shown that the enhancement of the maximum proton energy
with foils in the transparent regime requires a rather small scale length, i.e. an
almost step-like plasma profile in numerical calculations, and consequently an
extremely-high pulse contrast in experiments. With an increasing plasma den-
sity scale length, the advantage of ion acceleration in the transparent regime
over the opaque regime decreases, resulting in a flattening of the trend for mod-
erate plasma scale lengths (L/λ ≈ 0.1). To make use of the important potential
of the transparent regime, our investigations prove clearly that to reduce the
pre-expansion, further progress has to be made with respect to the laser pulse
parameters, or to the target, by developing, e.g., freestanding nanofoils with a
higher damage threshold than carbon.
5.4.3 PIC calculations on high-order harmonic generation
We suggested in chapter 3.4 that also HOHG may be enhanced in efficiency
when utilizing extremely thin foils, in a similar manner as the predicted en-
hancement for ion acceleration because much of the underlying physics for both
processes are the same, in particular the heating of electron by the Brunel ef-
fect. However, to qualify this statement, since the experimental results on
HOHG showed no significant harmonics due to ROM, we further investigated
this suggestion via numerical modeling.
Interestingly, the numerical calculations on the ion acceleration in the trans-
parent regime using infinitely steep plasma density profiles and short laser
pulses (a0 = 5 and τFWHM = 20 fs) show a similar trend for HOHG via ROM
as well. This is illustrated in figure 5.23, which shows, as the black squared
symbols (black lines), the calculated dependence of the harmonic efficiency on
the foil thickness for the 20th, 40th and 60th high-order harmonics. This figure
also shows the efficiency when assuming an exponential gradient profile with a
scale length of L/λ = 0.1 (grey triangular symbols, grey lines). As can be seen
in the graphs, when the laser pulse interacts with targets which have a perfect
step-like plasma density profile (L/λ = 0), the efficiency is the same for the bulk
target (plotted on the right in the graphs) and the foils in the opaque regime
(thicker than 30 nm), while in the transparent regime the harmonic efficiency
shows a peak. It can be seen that the maximum efficiency in the transparent
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regime is approximately a factor of 5 higher than the efficiency obtained with
a bulk target. It is worth mentioning that in this transparent regime, the light
wave in the forward direction (behind the plasma foil) also contains high-order
harmonics with an efficiency that is comparable to the efficiency of the reflected
harmonic spectra of the thicker foils.
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Figure 5.23: Calculated efficiency of the, respectively, 20th, 40th and 60th
harmonic order, for the interaction of a high-intensity laser
pulse with a step-like plasma density profile (black squared sym-
bols) and an expanded plasma with a gradient scale length of
L/λ = 0.1 (grey triangular symbols). The calculated efficiency
for a bulk target is shown at the right of the graphs.
On the contrary, our calculations show that if the laser pulse interacts with
targets that have a small initial gradient with a scale length of L/λ = 0.1 (trian-
gular symbols, grey lines), the efficiency is enhanced for all target thicknesses,
expect for the foils that constitute the peak in efficiency with a step-like plasma
profile. However, if there is a small initial gradient, the highest harmonic effi-
ciency is predicted with the bulk target. Note that this value for the efficiency is
even higher than the maximum value obtained with extremely thin foils having
step-like profiles which would make it ineffective to use thin foils for backward
HOHG via ROM. In an additional calculation, assuming a bulk target with an
initial gradient with a scale length of L/λ = 0.2, the harmonic efficiency is even
higher as compared to a bulk target with a scale length of L/λ = 0.1. This
enhancement of the harmonic efficiency for bulk targets with a small gradient
compared to a step-like profile, is consistent with the previously observed re-
sults in calculations and experiments that there is an optimum scale length for
HOHG, as was discussed in chapter 3.
When comparing the findings from the numerical calculations with our
experimental data, described in section 5.3.3, the interpretation of the laser
damage threshold of the nanofoils and the related pulse contrast seems to be
consistent. From the calculations, a small gradient of L/λ = 0.1 results in
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an increased efficiency with the bulk target of an order of magnitude higher
than without a gradient, and the optimum scale length is expected at some-
what larger values. However, as discussed in section 5.3.3, when the plasma
mirrors did function properly and the contrast is assumed to be as high as the
estimated value of 1013 on the nanosecond scale, we deduced that the gradi-
ent scale length could be smaller than 0.05, which is much smaller than the
optimum scale length. The harmonic output corresponding to such a gradient
(L/λ < 0.05) could then be too weak to be detected. In contrary to the bulk
target, a scale length L/λ present at the nanofoils, which was estimated to be
between 0.13 and 0.25 in our experiments (see section 5.3.3), is not necessar-
ily beneficial for HOHG. Furthermore, the enhancement factor for foils in the
opaque regime, which is the range of most of the foil targets used for HOHG
in our experiment, is much smaller than for the bulk target. This would also
explain why, in our experiments, no harmonics due to ROM were detected from
the nanofoils.
In summary, in the theoretically ideal situation that the laser pulse interacts
with, initially, step-like plasma density profiles which, experimentally, would
require either laser pulses with an extremely-high contrast or targets with a
very high damage threshold or both, calculations show an enhancement of the
efficiency for higher order harmonics with foil thicknesses in the transparent
regime. Such a peak is also present in the calculated trend of the maximum
proton energy versus the foil thickness. However, when the laser pulse interacts
with an pre-expanded foil plasma, the enhancement in the maximum proton
energy and the harmonic efficiency with foils in the transparent regime dimin-
ishes. Actually, the highest efficiency of HOHG can be achieved when utilizing
a bulk target with a small (optimum) gradient scale length.
A possible explanation as to why a small density gradient is detrimental
for ion acceleration and HOHG in the transparent regime, but beneficial for
HOHG with bulk targets, can be found by examining the coefficients for the
absorption, reflection and, transmission of the laser pulse and the evolution
of the plasma electron density during the laser pulse. This will be explained
in the following paragraphs. Figure 5.24 shows the coefficients, which are ex-
tracted from the numerical calculations described above, as a function of the
foil thickness, when assuming an initially, step-like plasma density profile (a),
and assuming a small initial gradient with a scale length of L/λ = 0.1 (b). Ex-
amples of the evolution of the electron density in time during the interaction of
an ultrashort high-intensity laser pulse are visualized in appendix F. In these
calculations, a shorter pulse of 10 fs FWHM had to be assumed to reduce the
calculation time. The laser pulse is incident from the left. The cases compared
in appendix F are a bulk target and a foil in the transparent regime, both with
and without a density gradient. These figures illustrate the high complexity
found in the interaction of ultra-intense lasers with the plasma, and that the
initial conditions, due to the high nonlinearity of the interaction are of major
importance. The figures F.1 to F.4 in appendix F are also shown in reduced
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Figure 5.24: Calculated fractions of laser pulse absorption, reflection and
transmission with assuming a step-like initial plasma density
profile (a), and a small initial gradient with a scale length of
L/λ = 0.1 (b). The calculated values for a bulk target are
shown at the right of the graphs.
size in figure 5.25. Note that the horizontal axes of the two plots illustrating the
interaction with a bulk target have a different scale than the plots illustrating
the evolution of the nanofoils.
What can be seen by comparing the evolution of the electron density of a
foil in the transparent regime (figure F.3 and figure 5.25c) with that of a bulk
target (figure F.1 and figure 5.25a) when both initially have a step-like density
profile, is that the electron excursion is, indeed, larger with the foil target. The
stronger excursion can account for the higher harmonic efficiency obtained with
the foil. However, when comparing these density evolutions with that of the
foil and the bulk target when both initially have a small gradient of L/λ = 0.1
(figures F.4 plus 5.25d and figures F.2 plus 5.25b), the electron excursion is
the strongest and most regular and periodic with the bulk target having the
small gradient. This target results in the strongest harmonic output. With
the bulk target the Brunel electrons that are pushed back from the vacuum
on the left side into the target are lost in the bulk plasma and induce plasma
oscillations when the target has a small initial gradient. Note that these plasma
oscillations are a signature for the emission of high-order harmonics via CWE
(see section 3.3.2). In contrast, with the foil targets, many of these Brunel
electrons that are pushed back from the vacuum pass through the foil and
return and intermix in a complex and irregular fashion with the remainder of
the electrons in the foil, this could affect the process of HOHG and could be a
reason why the efficiency of HOHG in this case is less than predicted from the
interaction with an expanded bulk plasma.
The stronger electron excursion observed in the figures that visualize the
evolution of the electron density can be related, qualitatively via energy con-
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Figure 5.25: The evolution of the electron density in a logarithmic color scale
in space and time for four different foil targets. The sub figures
(a) to (d) are the images of appendix F reduced in size. The
targets are (a) a bulk with a step-like initial density profile, (b)
a bulk with initially a gradient profile with a scale length of
L/λ = 0.1, (c) a nanofoil (thickness of 0.1λ/2π) with a step-like
initial profile, and (d) a nanofoil (thickness of 0.1λ/2π) with
initially a gradient profile with a scale length of L/λ = 0.1.
servation, to the absorption fraction. It can be seen from figure 5.24, that
when the laser interacts with a step-like density profile (figure 5.24a), there is a
peak in the absorption at foil thicknesses in the transparent regime, this is very
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similar to the peak observed for the maximum proton energy and the harmonic
efficiency. The maximum absorption in the transparent regime is a factor of 2
higher than the absorption in the opaque regime. Compared to this trend, the
absorption curve obtained with expanded foil plasmas (figure 5.24b) lies higher
for all foils but is almost flat as a function of the foil thickness. This flattening
of the curve is similar to the observed trend for the maximum proton energy.
The observation that the absorption follows a similar trend as the maxi-
mum proton energy is consistent with the same observation in the numerical
calculations with regard to the experiments performed with the UHI 10 laser
(see section 5.4.1). The numerical modeling with parameters that correspond
with the experiments with the UHI 100 laser, further supports our interpreta-
tion (discussed in section 5.4.1) that the maximum proton energy depends on
the competition between the absorption and the scale length. First, increasing
the scale length lowers the plasma density which can increase the absorption of
the main laser pulse. Consequently, this results in a higher number and tem-
perature of hot electrons which results in an enlargement of the accelerating
field responsible for proton and ion acceleration and an enhanced efficiency of
HOHG from most targets. Second, increasing the scale length decreases the
accelerating electrostatic field formed by charge separation (see equation 3.7)
and accordingly reduces the maximum attainable proton energies.
5.5 Discussion
In this chapter, we presented the results of experiments on ion acceleration and
high-order harmonic generation (HOHG) from solid targets with the UHI 10
and UHI 100 laser at PHI. We showed that high-order harmonic generation via
CWE leads to the emission of coherent harmonic radiation. We also confirmed
in more detail the intensity-dependent phase, as predicted by the current model
of CWE and showed that, with this model, the dynamics of the plasma electrons
can be derived on the attosecond time scale from the measured intensity profile
due to the interference of multiple phase-synchronized sources of HOHG.
We also performed experiments on ion acceleration by target normal sheath
acceleration with extremely thin foils (down to 1 nm thickness), i.e. in the
range of the transparent regime, in order to test the validity of the theoretical
predicted enhancement in this regime and, to identify the actual requirements
on the laser and the target for optimum output. However, the use of such
extremely thin foils in a freestanding manner is not trivial. The procedure to
prepare flat carbon nanofoils has been described in detail in this chapter.
The main conclusion that can be drawn from our experiments with the
UHI 10 and UHI 100 laser is that the theoretical predicted trend of an en-
hanced maximum proton energy in the transparent regime requires further
development of the laser pulse contrast and the target. Although we irradiated
these nanofoils with ultra-high contrast laser pulses, the experimental results
do not agree with the predicted trend based on the assumption of initially
infinitely steep plasma profiles. From our improved modeling in numerical
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calculations that qualitatively agree well with our experimental data, we can
conclude that the limited expansion due to the finite pedestal of the ultra-high
contrast drive laser pulse has to be taken into account. Furthermore, we found
that the influence of an increasing plasma density scale length on the maximum
proton energy is more detrimental for foil thicknesses in the transparent regime
than for foils in the opaque regime. The maximum proton energy we obtained
in both the transparent regime and the opaque regime was around 3 MeV with
the UHI 10 laser and around 6 MeV with the UHI 100 laser. By comparing the
experimental results with the numerical calculations, we estimated that under
the present conditions, a scale length, L/λ, in the range of about 0.1 to 0.2
would be formed, which is supported by the experimental results on HOHG
from the extremely thin carbon foils.
We generated high-order harmonics from foils as thin as 7 nm. However,
the pre-plasma formation due to the finite contrast appeared to be too large
for efficient harmonic generation. Indeed, when the targets were placed out of
focus, the harmonic signal became stronger due to the smaller expansion at
a lower intensity. However, due to the lower intensity, only harmonics due to
CWE and no relativistic ROM harmonics could be generated in that condition.
The estimated scale length L/λ of about 0.1 to 0.2 formed at these foils is
around the optimum value for efficient HOHG with bulk targets, however, from
numerical calculations it was found that such a gradient does not result in a
much larger efficiency with foil targets, in contrast with bulk targets. However,
not much harmonics due to ROM were recorded with bulk targets as well. This
was due to the higher damage threshold of these targets, possibly the formed
plasma gradient had a scale length that is too small for efficient HOHG by
ROM.
The numerical calculations on HOHG in the relativistic regime show that
in the transparent regime with step-like plasma profiles, the efficiency of har-
monic production is predicted to increase in comparison to bulk targets with a
step-like initial density profile. This is due to a stronger and denser electron ex-
cursion into the vacuum. However, it can be seen from the calculations that the
highest efficiency is obtained, not with such foil targets, but with bulk targets
having initially a small plasma density gradient. The trend for HOHG with
step-like plasma profiles is similar to the trend for the maximum proton energy
as a function of the foil thickness. The calculations show that the trends for the
maximum proton energy and the harmonic efficiency versus the foil thickness
exhibit a strong correlation with the absorption coefficient of the laser pulse.
Achieving ideal conditions in experiments (step-like plasma density profile) is
expected to result in an enhanced maximum ion energy. The main conclusion
with regard to the experimental requirements is that, in the transparent regime
with extremely thin foils, it seems to be important to consider the pulse contrast
in the picosecond time scale and the damage threshold of the material. The re-
sults of our experiments with ultra-high contrast laser pulses and the numerical
calculations also suggest that both HOHG and ion acceleration in the trans-
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parent regime, as predicted for step-like plasma profiles, is experimentally very
difficult to achieve. This is because, for demonstrating the theoretical predic-
tions and to making use of the important potential in the transparent regime,
an even higher pulse contrast would be required than currently is available
with state-of-the-art technology. Instead, it seems more promising to realize
improved targets that are as thin as our present targets (nanometer scale) but
which posses a much higher damage threshold (preferably a dielectric with a
low density, or, e.g., diamond-like carbon (DLC) nanofoils). A central issue
would then be to fabricate such nanofoils and provide them as freestanding.
Another point of improvement, as concluded from our experimental work,
is the shot-to-shot stability of the output of HOHG and proton acceleration.
In order to quantify the cause of the fluctuations in the harmonic and ionic
spectra it would be necessary to perform single-shot third-order autocorrelation
measurements to determine exactly the peak power and the temporal pulse
profile including the pedestal, prepulses and ASE, and to determine the shot-
to-shot reproducibility of both.
The limitations shown in the experimental conditions can have further im-
plications for other experiments on high-intensity laser-matter interactions.
The difficulty of improving the laser pulse’s temporal profile to an even higher
contrast with respect to the pedestal makes it questionable if it will ever be
possible to ensure that the laser pulse interacts with a plasma profile having an
infinitely steep gradient, as is presumed in many of the previous numerical cal-
culations. For example, other regimes, such as the so-called radiation pressure
acceleration (RPA) [124, 200] assume in their numerical modeling, a step-like
plasma profile and then predict that nanometer-sized foils would result in an
enhanced energy of the ions when compared to TNSA. Our experimental and
numerical investigation show, for the first time in the TNSA regime, that even
the development of smallest (finite) scale lengths can be detrimental for ion
acceleration. It would thus be worthwhile to investigate the influence of finite
scale lengths in other regimes as well.
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A scientist’s aim in a discussion with
his colleagues is not to persuade, but
to clarify.
Leo´ Szila´rd (1898 - 1964)
6
Conclusions and discussion
In this thesis we presented information about the research on high harmonic
generation and ion acceleration with high-intensity lasers to produce beams of
coherent XUV and energetic ions of ultrashort duration, low-divergence and
high-brightness. Possible applications for such beams can be found, for exam-
ple, in medicine and fundamental research, such as isotope production for PET
scanners, radiography, or probing electron dynamics on the attosecond time
scale.
Ion acceleration can occur when a solid target is irradiated with a high-
intensity laser pulse. High harmonics can be generated from the interaction
with such a pulse with either a gaseous medium or a solid-state medium. Each
process has its own requirements for particular properties of the target and
the used laser pulses; for example, the pulse intensity, the duration and the
temporal contrast. For this reason, the experimental research described in this
thesis has been performed with two different laser systems: the 12 TW laser
at the Laser Physics and Nonlinear Optics group (LPNO) and the 10 TW and
100 TW laser at the Physique a` Haute Intensite´ group (PHI).
To take full advantage of the current and future applications of ion acceler-
ation and harmonic generation, both these processes require an enhancement
of the conversion efficiency of the flux and maximum energy of the accelerated
ions and the harmonic radiation with respect to the incident laser energy. This
thesis aimed to investigate methods towards achieving this goal via an improved
understanding of the underlying physics to identify the actual requirements of
the laser and the target for optimum output.
In view of this, part of the work described in this thesis concerned the design,
construction and testing of a setup and the required diagnostics for high har-
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monic generation in gaseous media (HHG). This was done with a view to make
use of the TW laser at LPNO for a future exploration of several novel methods
to enhance the efficiency of HHG. We constructed a setup that used a capillary
waveguide for the generation of high harmonics in gases because such a con-
figuration gives several advantages. The first is a higher output compared to
that of gas jets because of an extended interaction length. The second is that
the temporal and spatial coherence of the harmonic beam is improved by the
selective build-up of high harmonics due to the short electron trajectories only.
Furthermore, a capillary waveguide offers additional enhancement methods, for
example, quasi-phase-matching via multi-mode beating.
Within the capillary section itself we implemented a novel approach of
differential pumping. Outlet slits in the capillary were used to minimize re-
absorption of the high harmonics behind the interaction region. With an XUV-
CCD camera and a movable transmission grating we were able to record both
the harmonic spectrum and the beam profile. We obtained single-shot spec-
tra, illustrating a relative high efficiency of HHG and detection in our setup.
Firstly, harmonic spectra from Xe and Ar were recorded and the results were
consistent with previously reported data, indicating that the apparatus was
working properly. Secondly, we demonstrated an enhancement of HHG via
harmonic excitation (HEx) in a guided-wave geometry for the first time. This
was a step into a novel direction where a further enhancement of the harmonic
output via HEx in ions from a capillary discharge in combination with quasi-
phase-matching, is aimed for.
As the alternative to high harmonic generation in gaseous media, this the-
sis also described the investigations of the generation of high-order harmonics
from solid targets with the laser at PHI. This laser delivers laser pulses with an
ultra-high contrast, which is required to minimize the plasma expansion caused
by the ASE, pre-pulses and the pedestal of the pulse.
By recording interference patterns from three phase-synchronized sources
of high-order harmonic generation (HOHG), we have shown, for the first time,
that HOHG via coherent wake emission (CWE) leads to the emission of co-
herent harmonic radiation. Using these interference patterns, we have also
shown that the dynamics of the plasma electrons during the interaction with
the high-intensity laser pulse can be derived on the attosecond time scale.
The special properties of the laser at PHI also make this laser particularly
suitable for the acceleration of ions from solid state targets. This was also
investigated in this thesis. Special attention was given to the preparation of
freestanding nanofoils and the interaction of such extremely thin foils with high-
intensity laser pulses. This experimentally unexplored regime of laser-matter
interaction had only been theoretically investigated by other groups previously
and promising predictions had been made. In particular, it had been predicted
that the maximum ion energy would increase in the transparent regime due to
increase in the temperature and density of hot electrons. However, this pre-
diction was based on the standard assumption of a plasma density distribution
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starting with an infinitely steep gradient. Using nanofoils with thicknesses as
thin as 1 nm, i.e. in the order of the skin depth of the laser light, allowed us to
experimentally investigate this regime for the first time. Thus, we could better
evaluate the limits of the standard model and identify the actual requirements
for the laser and the target for optimum output.
The main conclusion that can be drawn from our experiments with ex-
tremely thin foils is that, even when utilizing ultra-high contrast laser pulses,
the target develops a significant pre-expansion which changes the shape of the
plasma density distribution and thereby largely determines the interaction with
the main pulse. This affects the maximum proton energy in ion acceleration
and, in HOHG, it influences the maximum harmonic frequency that can be
achieved.
Another conclusion of our work is that for the case of ion acceleration, the
experimental trend we observed (with the 10 TW as well as with the 100 TW
laser) with regard to the maximum proton energy versus the foil thickness,
is clearly dissimilar from what had been theoretically predicted previously.
Instead of a single, high peak of the maximum proton energy in the range of
nanometer thick foils, we observed a certain variation of the maximum energy
as a function of the foil thickness. This was around a maximum proton energy
of 3 MeV with the 10 TW laser and around 6 MeV with the 100 TW laser. This
variation comprises a peak in the proton energy at around hundred nanometer
foil thickness as was expected, which is far beyond the transparent regime.
Further reducing the foil thickness resulted in the expected decrease of the
maximum proton energy and can be ascribed to the expansion of the entire
foil, as was previously explained by others. However, for extremely thin foils,
in the transparent regime, we observed an unexpected second increase of the
maximum proton energy, with the peak energy being about the same as with
much thicker foils.
To better understand the physical reasons behind these findings, we car-
ried out some numerical modeling with a particle-in-cell code. We found good
agreement between the model and the described trend of the measured maxi-
mum proton energy. However, the agreement was achieved when a significant
pre-expansion of the foil plasma towards a finite scale length was taking into ac-
count. This was associated with a reduced gradient of the plasma density. We
found that the experimentally observed trends could not be explained with the
standard presumption of the sharp, step-like plasma profile (zero scale length
with infinite gradient) which had so far formed the basis of previous theoret-
ical descriptions in the transparent regime. The finite initial gradient would
be caused by the remainder of the pedestal of the laser pulses used, although
these pulses were optimized to a record value of ultra-high pulse contrast. We
showed that the effect of an increasing scale length is of increasing importance
when reducing the foil thickness to reach the transparent regime. This means
that reaching the benefits of an enhanced maximum proton energy with foils
in the transparent regime requires a rather small scale length, i.e., an almost
step-like plasma profile is to be provided. Improving laser-based ion accelera-
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tion thus requires, not only increased peak powers of the drive laser, but also
that the pulse contrast of the drive laser and its specific effect on the selected
foil is considered to be an absolutely central point. Otherwise, with an in-
creasing plasma density scale length, the advantage of ion acceleration in the
transparent regime over the opaque regime decreases, and one merely obtains
a flattening of the trend for moderate plasma scale lengths (L/λ ≈ 0.1).
To make use of the important potential of ion acceleration in the transparent
regime, our investigations clearly prove that further efforts have to be made to
reduce the pre-expansion of the foils, even when the pulse contrast of the drive
laser cannot be easily increased anymore. As an approach to this situation we
suggest that novel types of freestanding nanofoils should be fabricated from
other materials, in order to significantly increase the damage threshold. In
other words, such materials would have to be highly transparent in the infrared
range of the drive laser wavelength to increase the ionization threshold. As an
example, oxide materials can be grown layer-by-layer at atomic precision with
pulsed laser deposition [201]. Compared to carbon, such oxides might yield
increased damage thresholds by some orders of magnitude due to their large
band gap energies and transmittivity to infrared light.
With such an approach it can be expected that HOHG would also improve
via the use of extremely thin foils in the transparent regime. We can conclude
this from our numerical modeling of HOHG via the process of the relativistic
oscillating mirror, which we have performed for the first time in the transparent
regime. The results show that, when a step-like plasma profile can be realized,
the harmonic efficiency should increase to values beyond that obtainable from
bulk targets. The calculations also predict that a small initial gradient is not
favorable for the extremely thin foils and that, instead, the highest efficiency
will be obtained by using bulk targets with a small (optimum) initial gradi-
ent. In our experiments, with the current conditions of the ultra-high contrast
pulses, the pre-expansion of the carbon nanofoils appeared to be too large for
efficient HOHG. Further research is required to verify these predictions in the
transparent regime.
In our experiments on HOHG we generated high-order harmonics from
nanofoils as thin as 7 nm. These observed harmonics can be ascribed to co-
herent wake emission. High-order harmonics due to the relativistic oscillating
mirror effect (which requires principally higher intensities but where the har-
monic order is not principally limited by the plasma density) have been ob-
served using plastic and silica targets, but only for a low number of shots. Due
to the higher damage threshold of these reasonably IR-transparent targets, the
formed plasma gradient may have been too steep for efficient HOHG by ROM.
When comparing the findings from the experiments and the numerical mod-
eling on both proton acceleration and HOHG, we can conclude that, for entering
the so far unexplored transparent regime with its promising advantages, it is
of paramount importance to consider both the damage threshold of the target
material and the pulse contrast even at the picosecond time scale.
ii
i
i
i
i
i
i
Conclusions and discussion 127
At the time of writing, our nanofoils and support frames are being used for
novel experiments at PHI on the generation of fast ions in the regime of ra-
diation pressure acceleration [124, 200]. In this regime, numerical calculations
and analytical models predicted that mono-energetic ions of huge energy (in
the GeV-range) can be generated via this acceleration mechanism. Providing
ion beams with such properties via laser-based acceleration, using the findings
and approaches described in this thesis, has huge potential and is well worth
further study.
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CPA pulse contrast
A.1 Temporal contrast of UHI100
At PHI, the temporal profile of the laser pulses is measured with a Sequoia
third-order autocorrelator (from Amplitude Technology). The autocorrelation
traces show that the ASE temporal contrast at the compressor output is typ-
ically 106 for UHI 10 [57] and more than 109 for UHI 100 [58]. The pulse
contrast is lower on the sub-ps time scale. The initial contrast of the laser
pulses can be improved by reflection on a double plasma mirror (DPM). From
the previous work of Le´vy [57], performed with the former UHI 10 laser sys-
tem in Saclay, it is possible to infer the temporal response of the DPM and
estimate the contrast of the UHI 100 system. The temporal response of the
DPM is given by the simple ratio of the measured initial autocorrelation trace
to the autocorrelation trace after improvement by reflection on the two plates.
Due to the losses necessary to induce the reflection of the main pulse, the pulse
energy is divided by a factor of 2.
Assuming that the DPM behaves in the same way with both the UHI 10 and
UHI 100 system (by applying the same fluences on both plasma mirrors and
the same position of the focal spot between the two plates), we can estimate
the contrast of UHI 100 plus the DPM as the simple product of the initial trace
DPM response. The ASE contrast is now more than 1013. In figure A.1 the
autocorrelation traces are zoomed in on a time scale of a few picoseconds. This
temporal region is known as the so-called “coherent contrast” region. As can
be seen from the figure, the level of the pedestals, both before and after the
main pulse, is slightly higher than the ASE level. This is in general due to
some misalignment of the compressor gratings. Nonetheless, it is clearly visible
that with the DPM (the gray curve) the temporal profile of the laser pulse
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130 A.1. Temporal contrast of UHI100
exhibits a very fast rising edge of about twelve orders of magnitude in less than
1 picosecond. Without DPM (the black curve), the rising edge is much less
sharp and can be estimated to 9 orders of magnitude in 3 ps.
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Figure A.1: Measured and estimated temporal coherent contrast for the ini-
tial pulses of the UHI 100 (black curve) and the ultra-high con-
trast pulses (UHI 100 plus double plasma mirror, grey curve)
respectively.
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Absorption coefficients
B.1 Classical collisional absorption
The classical collisional absorption fraction for s-polarized laser light can be
calculated using the formula [114]
ηCA = 1− e−
8νeiL
3c
cos
3 θ. (B.1)
Here νei can be approximated by its value at the critical density, since most
of the collisional absorption will take place at this density where the collision
frequency is the highest. For increasing intensities, the electron quiver energy
becomes comparable to the thermal velocity and an effective collision frequency
[62] is used in calculations:
νeff = νei
v3e
(v2os + v
2
e)
3/2
. (B.2)
Using these equations, in the graphs in figure B.1 the classical collisional
absorption fraction for laser light under normal incidence is plotted as a func-
tion of the electron thermal energy for three different scale lengths. In these
examples, the target is assumed to be three-fold ionized (Z = 3).
For p-polarized light the analysis is more involved and the reader is referred
to [62]. In the graph in figure B.2, adapted from Gibbon [62], the dependence of
the absorption fraction on the angle of incidence is shown for p- and s-polarized
light.
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Figure B.1: Calculated classical collisional absorption fraction for four differ-
ent laser intensities. (a) I0 = 10
12 W/cm2, (b) I0 = 10
14 W/cm2,
(c) I0 = 10
15 W/cm2 and (d) I0 = 10
16 W/cm2.
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Figure B.2: Angular absorption dependence for two different density scale
lengths, adapted from Gibbon [62]. The optimum absorption for
p-polarized light occurs at an angle of incidence which increases
as the density gradient becomes steeper.
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B.2 Normal Skin Effect
In the limit of L → 0, at normal incidence, the absorption fraction for NSE
becomes [62]:
ηNSE =

2νei
ωp
νei ≪ ω0,
2ω0
ωp
(
νei
ω0
)1/2
νei > ω0.
(B.3)
In the graph in figure B.3, the absorption fraction is calculated for different
densities, where nc is the critical density for radiation with a wavelength of
800 nm.
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Figure B.3: Theoretical absorption fraction as due to the Normal Skin
Effect for a laser intensity of (a) I0 = 10
12 W/cm2 and
(b) I0 = 10
15 W/cm2.
ii
i
i
i
i
i
i
134 B.3. Resonance absorption
B.3 Resonance absorption
Theoretically, the trend of absorption fraction due to resonance absorption can
be estimated by [114]
ηRA =
φ2 (τ)
2
, (B.4)
where
φ(τ) = 2.3τe−2τ
3/3 (B.5)
is the characteristic resonance function that describes the strength of the ex-
citation as a function of the angle of incidence and the plasma density scale
length, via τ = (kL)1/3 sin θ. The peak absorption calculated by equation B.4,
and shown in figure B.4, is somewhat overestimated with regard to numerical
calculations and experimental measurements [114]. The maximum absorption
is approximately 60%, which is obtained in the limit of a long scale length [62].
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Figure B.4: Absorption fraction provided by resonance absorption for (a)
three different scale lengths as a function of angle of incidence,
and (b) as a function of scale length for an angle of incidence of
45 degrees. The theoretical curves are slightly overestimated.
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B.4 Brunel absorption
The absorption fraction of Brunel absorption (vacuum heating) for intensities
in the non-relativistic limit (a0 =
√
I0λ20µ/1.37 · 1018 ≪ 1, see equation 2.12)
can be written as [62]
ηlowvh =
a0
2π
f3α(θ), (B.6)
where α(θ) = sin3 θ/ cos θ and f =
[
(1 + 8β)1/2 − 1] /2β with β = a0α/2π.
The absorption fraction for this mechanism in the relativistic (a0 ≫ 1)
limit, for which the absorption fraction is independent of the intensity (a0), is
given by:
ηrelvh =
4πα(θ)/ sin θ
(π + α(θ)/ sin θ)2
. (B.7)
It can be seen that in the relativistic limit there is an optimum angle for
Brunel absorption at around 70o.
The absorption fraction is shown in figure B.5 for three different laser inten-
sities as a function of the angle of incidence, where the curve of I0 = 10
19 W/cm2
corresponds to the relativistic limit.
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Figure B.5: Theoretical absorption fraction due to the Brunel effect for three
different intensities. In the relativistic limit (grey curve) the
absorption saturates.
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Harmonic chirp
C.1 Harmonic chirp due to the laser pulse en-
velope
The varying envelope of the laser pulse results in a chirp of the individual har-
monic orders. This chirp is not to be mistaken with a chirp in an individual
attosecond pulse because an individual attosecond pulse consists of many har-
monic orders. Instead, the harmonic chirp causes a variation of the temporal
spacing of the attosecond pulses along the attosecond pulse train. This can
be seen from the effect of the envelope on the time of emission of the high
harmonics, which is illustrated in figure C.1. This example is valid for HOHG
via CWE (section 3.3.2) and also for harmonics generated via HHG in gases
that are due to the long trajectories (see chapter 2.2.1). The figure shows three
different conditions of the electric field of the drive laser (grey curve) and the
resulting emission of an attosecond pulse (black thick lines), where for illus-
trative purposes only a single harmonic frequency will be considered. When
the laser field has a low and constant value (figure C.1a), the emission of this
harmonic order occurs at a certain moment in time and the spacing in between
consecutive harmonic bursts is constant. If the value of the constant laser field
is higher (figure C.1b), the emission of the same harmonic frequency is slightly
shifted in time with respect to the previous case, but the spacing in between
the harmonic emission remains the same. Figure C.1c, shows an example of a
laser pulse with a varying electric field, where the field at the beginning and
end of the pulse is comparable to the situation indicated in figure C.1a), and
where the peak field corresponds to the value of figure C.1b). As can be seen in
the figure C.1c, the spacing in between the harmonic emission slowly increases.
In the beginning of the drive pulse, the periodicity of the emission of the high
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harmonic order is somewhat shorter (blue shifted), and after the peak of the
drive pulse the emission time between consecutive harmonic bursts is some-
what longer (red shifted). From Fourier analysis this means that the harmonic
frequency is negatively chirped and broadened, with respect to the cases (a)
and (b).
(a)
(b)
(c)
T
0
Time
Figure C.1: Intensity dependent time of harmonic emission. The electric field
of the drive laser (grey curves) influences the time of emission of
the harmonic pulse (black thick lines). (a) and (b) A constant
drive laser field results in a constant time spacing in between
consecutive harmonic pulses. A different peak value of the field
results in a different time of harmonic emission. (c) A varying
envelope of the drive laser results in a slowly increasing time in-
terval in between consecutive harmonic pulses, which means that
the harmonic order is broadened and negatively chirped (blue
precedes red).
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Target properties
D.1 Maximum electron density and plasma fre-
quency
ρ (g/cm3) ne (cm
−3) wp (w0)
Plastic foils (polystyrene) 1.05 3.4 · 1023 14.0
Bulk plastic ≈ 1.2 ≈ 3 · 1023 − 4 · 1023 14-15
PET foils 1.37 4.3 · 1023 15.7
Carbon foils 2.01 6.0 · 1023 18.6
Bulk SiO2 2.26 6.8 · 1023 19.7
Bulk Si 2.33 7.0 · 1023 20.0
Bulk Mo 10.2 2.7 · 1024 39.3
Table D.1: Mass density, maximum electron density and maximum plasma
frequency of different target materials. The exact composition of
bulk plastic is unknown.
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Data of proton acceleration
E.1 Data extrapolation for 11 and 19 nm thick
carbon foils
During the experiments with the UHI 100 laser at PHI to investigate proton
acceleration with the carbon nanofoils of 11 and 19 nm thickness, one of the
pump lasers was not operational and the laser pulse energy dropped to 2.0 J
instead of 2.5 J. This means that the maximum ion energy can expected to be
lower, based on theoretical calculated and experimentally observed scaling laws
for target normal sheath acceleration (TNSA) [115]. To attempt to account for
the reduced pulse energy, i.e. for an extrapolation of the proton energy expected
at 2.5 J drive energy, we performed measurements on the dependence of the
maximum proton energy on the pulse energy, the data of which is shown in
figure E.1. The data at 100% corresponds to the pulse energy of 2.0 J. The
maximum proton energy at the pulse energy of 25% might have been slightly
higher, due to a smaller signal-to-noise ratio from the Thomson parabola at
lower drive laser energy.
Based on the generally observed scaling law of the maximum proton energy
with the intensity following a square-root increase (
√
I0) [115], which falls in
the range of the scaling laws for the hot electron temperature ((I0λ
2
0)
1/3 to
(I0λ
2
0)
3/4, as discussed at the end of section 3.1.3), a fit was made to the ex-
perimental data with y = a ·x0.5 using a least squares curve fitting (Levenberg-
Marquardt algorithm in the software program Origin). The experimental values
of the maximum proton energy can be fitted well with a square-root increase
with the energy and thus of the intensity. In the graph, the curve (solid line) is
plotted with a square-root fitting. To rule out any effect of a possible system-
atical error in the recorded data, a second fit was made with a shifted origin
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(y = a ·x0.5+b, dashed curve), this resulted in an almost identical extrapolated
value at 125%. Using the square-root fitting, in figure 5.10, the maximum pro-
ton energy was extrapolated for the case when a pulse energy of 2.5 J was used
with the 11 and 19 nm thick foils.
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Figure E.1: Maximum proton energy as a function of the laser pulse energy
(2.0 J corresponds to 100%) for a carbon foil of 11 nm thick.
The solid curve is a fit with a
√
I0-function. The dashed curve is
similar fit but a shifted in origin.
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Evolution of electron density
From numerical calculations one can obtain the electron density and its evolu-
tion. Calculations were made on the highly complex interaction of four different
plasma profiles with a sin2-shaped laser pulse (not visible) of 10 fs (FWHM)
and a0 = 5 (I0 = 5.4 · 1019 W/cm2), which is incident from the left under
an angle of 45o. The laser pulse interacts with the plasma during the time
from 3 to 12 (in units of 2π/ω). The plasma profiles are a bulk target with a
step-like profile, a bulk target with an exponential gradient of L/λ = 0.1, a foil
target with a step-like profile and a foil target with an exponential gradient of
L/λ = 0.1 on both sides. The initial maximum electron density is 110nc and
scaled for the expanded foil in order to conserve the number of electrons in the
foil. In the following four figures F.1 to F.4, the electron density from the re-
spectively mentioned plasma profiles is plotted in a logarithmic color scale as a
function of space (position x) and time. Note the different scale of the horizon-
tal axes for the bulk and foil targets. From the figures it can be seen that some
electrons are pulled into the vacuum (on the left side) and are pushed back
into the bulk plasma or through the foil plasma. The density of these electrons
and the excursion amplitude depends on the target profile. A description and
comparison of the figures is presented in the main text in chapter 5.
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Figure F.1: The evolution of the electron density in a logarithmic color scale
in space and time for a bulk target initially with a step-like profile.
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Figure F.2: The evolution of the electron density in a logarithmic color scale
in space and time for a bulk target initially with a gradient profile
with a scale length of L/λ = 0.1.
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Figure F.3: The evolution of the electron density in a logarithmic color scale
in space and time for a foil target (thickness of 0.1λ/2π) initially
with a step-like profile.
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Figure F.4: The evolution of the electron density in a logarithmic color scale
in space and time for a foil target (thickness of 0.1λ/2π) initially
with a gradient profile with a scale length of L/λ = 0.1.
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If you don’t know where you’re go-
ing, any road will take you there.
George Harrison (1943 - 2001)
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