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1EINLEITUNG UND MOTIVATION
”
This looks like a fundamental limit.“
P. Gargini
Director of Technology Strategy, Intel
IEEE 2003
Mit diesen Worten kommentierte P. Gargini das im Rahmen der IEEE 2003 von
Intel vero¨ffentlichte Dokument, das anhand von realistischen Modellen die Grenzen
der fortschreitenden Miniaturisierung von Halbleiterbauelementen bei gleichzeitig
zunehmender Leistungsfa¨higkeit aufzeigt [136].
Die beiden gro¨ßten Probleme der verwendeten CMOS Technologie sind die Leckstro¨-
me und die extreme Wa¨rmeentwicklung der Bauteile. Die Leckstro¨me haben ihren
Ursprung in der Verringerung der Gateschichtendicke in den Transistoren, was Tun-
nelprozesse ermo¨glicht. Da die Funktion der Bauelemente auf einem vorhandenen
oder nicht vorhandenen Stromfluss basiert, der die logischen Zusta¨nde
”
1“ und
”
0“
darstellt, fu¨hren die Tunnelprozesse von Ladungstra¨gern durch die Gateschicht zu
einem Informationsverlust. Das zweite Problem ist die Erzeugung von Ohmscher
Wa¨rme in den Bauelementen, die durch die hohen Schaltfrequenzen hervorgerufen
wird. Extrapoliert man die momentane Entwicklung entsprechend des Moorschen
Gesetzes fu¨r Leistungsaufnahme (
”
Moorsches Korollar“), so ergibt sich in den kom-
menden Generationen von integrierten Bauelementen eine Leistungsdichte, die der
eines nuklearen Reaktors entspricht. Beide Punkte werden in Ref. [136] mit der
Schlussfolgerung diskutiert, dass die Probleme von Halbleiterbauelementen von fun-
damentaler Natur sind und auch durch den Einsatz anderer Materialien, wie z. B.
Karbon-Nanoro¨hrchen, nicht u¨berwunden werden ko¨nnen.
Ein mo¨glicher Ausweg aus dieser Sackgasse stellt das Gebiet der Spintronik dar
[126]. In diesem seit einigen Jahren aktiven Forschungsgebiet wird im Unterschied
zur herko¨mmlichen CMOS Technologie nicht nur die Ladung der Teilchen als Infor-
mationstra¨ger verwendet, sondern explizit vom Spin der Ladungstra¨ger Gebrauch
gemacht.
Historisch gesehen hat das Feld der Spintronik seinen Ursprung in der Entdeckung
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des Riesenmagnetowiderstands (GMR, giant magneto resistance) [11, 92]. Dieser Ef-
fekt beschreibt die starke Abha¨ngigkeit des elektrischen Widerstands einer aus ferro-
und nichtferromagnetischen Lagen bestehenden Schichtstruktur von der Magnetisie-
rung benachbarter Schichten. Der GMR wird inzwischen industriell in Leseko¨pfen
von Computer-Festplatten eingesetzt und ermo¨glicht eine sehr hohe Speicherdichte.
Die eigentliche Geburtsstunde der Spintronik wurde mit der viel zitierten Vero¨ffent-
lichung von Datta und Das ausgelo¨st [25]. In dieser Arbeit fu¨hren die Autoren das
Paradigma der Spintronik, den Spintransistor, ein.
Der Vorschlag beruht auf einem Feldeffekttransistor mit ferromagnetischen source-
und drain-Kontakten. U¨ber den source-Kontakt wird ein spinpolarisierter Strom in
den Halbleiter injiziert. Die gate-Elektrode wird zur Manipulation der Pra¨zessions-
frequenz der Spins mittels eines elektrischen Feldes u¨ber die Spin-Bahn-Kopplung
verwendet. In Analogie zur Optik wird der drain-Kontakt als Analysator benutzt,
da er nur Spins einer bestimmten Richtung passieren la¨sst. Die Gro¨ße des Stroms ist
folglich u¨ber die angelegte Spannung an der gate-Elektrode und die Spinrichtung im
drain-Kontakt regelbar. Der Vorschlag entha¨lt das Charakteristikum von spintroni-
schen Bauelementen, na¨mlich die Nutzung des Spinfreiheitsgrads der Ladungstra¨ger
zusa¨tzlich zur oder anstelle der Ladung. Die Manipulation des Spins wird durch
die Kopplung des orbitalen Freiheitsgrads der Ladungstra¨ger an den Spin mittels
der Spin-Bahn-Wechselwirkung ermo¨glicht. Ein enormer Vorteil dieses Konzepts ist,
dass die hochentwickelten Techniken der Halbleiterfertigung weiter verwendet wer-
den ko¨nnen.
Das Gebiet der Spintronik kann in zwei wesentliche Bereiche aufgeteilt werden. Der
erste Bereich orientiert sich an der urspru¨nglichen Idee, Halbleiterbauelemente unter
Nutzung des Spinfreiheitsgrads zu erweitern bzw. zu verbessern. Dieses Gebiet wird
gewo¨hnlich als Spintronik bezeichnet und umfasst verschiedene Ideen fu¨r neue Bau-
elemente wie die Spin-LED (LED = light emitting diode) oder die Spin-RTD (RTD
= resonant tunneling diode). Ein U¨berblick u¨ber die einzelnen Vorschla¨ge und Kon-
zepte gibt z. B. Ref. [24]. Ein erster Erfolg in der experimentellen Umsetzung eines
spintronischen Bauelements stellt der Spin-VCSEL (VCSEL = vertical cavity surface
emitting laser) dar [100]. Im Spin-VCSEL wurde die Herabsetzung der Laserschwelle
in einem industriellen VCSEL unter Verwendung des Spins der Elektronen realisiert.
Das zweite Gebiet ist das sogenannte Quanten-Computing. Hier wird die Idee der
Miniaturisierung der Bauelemente maximiert, indem quantenmechanische Objekte
in Form von Zwei-Niveau-Systemen als bina¨re Basiseinheit des Computers dienen.
Zusa¨tzlich erzielt man durch die Verwendung der Quantenmechanik in den Algo-
rithmen einen exponentiellen Gewinn in der Rechengeschwindigkeit. Folglich wa¨ren
exakt die Ziele erfu¨llt, die die Chipindustrie zu erreichen sucht. Auch in diesem
Bereich werden Elektronen im Festko¨rper als potentielle Kandidaten einer Realisie-
rung gehandelt [106], da sich u¨ber deren Spinfreiheitsgrad ein Zwei-Niveau-System
realisieren la¨sst.
Das grundlegende Prinzip der Spintronik macht deutlich, dass die Machbarkeit der
vorgestellten Ideen eine exakte Kenntnis der Spindynamik in den Bauelementen,
sprich in Halbleiter-Quantenstrukturen, voraussetzt. Ein wichtiger Punkt ist da-
bei neben der Injektion von spinpolarisierten Ladungstra¨gern, die noch ein großes
3Problem darstellt [105], deren Erhaltung bzw. die Kenntnis der mo¨glichen Zerfalls-
mechanismen und deren Zeitskalen. Fu¨r die bauelementorientierte Seite der Spin-
tronik spielt daher die Spinrelaxation, d. h. der Abbau der Spinpolarisation, die
entscheidende Rolle, wa¨hrend im Bereich des Quanten-Computings die Spindepha-
sierung, d. h. der Abbau der Spinkoha¨renz, von zentraler Bedeutung ist. Bisher
wurde die Spinrelaxation und die Spindephasierung im Halbleiter hauptsa¨chlich mit
Hilfe von pha¨nomenologischen Modellen [3, 52] untersucht. Dies ist im Vergleich
zur exakten mikroskopischen Kenntnis der Ladungstra¨gerdynamik in Halbleiter-
Quantenstrukturen [94] nicht befriedigend.
Das Ziel dieser Arbeit ist es daher, die Beschreibung der Spindynamik bzw. der
Spinrelaxation und der Spindephasierung auf der Basis einer mikroskopischen Theo-
rie fu¨r Halbleiter-Quantenstrukturen zu formulieren. Wir orientieren uns dabei an
dem in der Ladungstra¨gerdynamik verwendeten Konzept der Bloch-Gleichungen und
formulieren eine konsistente Darstellung der Spindynamik im Dichtematrixformalis-
mus.
Dieses Ziel kann in zwei Bereiche unterteilt werden. Einer der beiden wird auf mikro-
skopischer Ebene die Spindynamik fu¨r einzelne Spins durch die Bloch-Gleichungen
beschreiben und die Ergebnisse mit den Observablen des Experiments vergleichen.
Hierfu¨r existieren pha¨nomenologische Vorhersagen [35], jedoch keine exakte Theo-
rie. Der zweite Bereich widmet sich der numerische Simulation der Spindynamik in
einfachen Modellsystemen, um die Unterschiede und Vorteile in Bezug auf die bisher
verwendeten pha¨nomenologischen Modelle aufzuzeigen.
Gliederung der Arbeit
• In Kapitel 1 werden die Grundlagen der Arbeit erla¨utert. Wir beginnen
mit einer Einfu¨hrung in die Physik der zweidimensionalen Halbleiter-Quanten-
strukturen. Der Schwerpunkt liegt dabei auf der Berechnung der Bandstruk-
tur unter Beru¨cksichtigung des Spinfreiheitsgrads der Ladungstra¨ger sowie der
Manifestation der Spin-Bahn-Wechselwirkung in derselben. Darauf aufbauend
erla¨utern wir die experimentellen Methoden zur Erzeugung und Untersuchung
der Spindynamik in Halbleitern. Da diese stets auf optischen Messungen be-
ruhen, beschreibt der na¨chste Abschnitt die Ladungstra¨gerdynamik in optisch
getriebenen Halbleitern auf der Basis der Bloch-Gleichungen, die das zentrale
Konzept unserer Arbeit darstellen. Hier geben wir einen U¨berblick u¨ber die
urspru¨ngliche Verwendung der Bloch-Gleichungen, um die Nomenklatur ein-
zufu¨hren. Darauf aufbauend werden die Bloch-Gleichungen in optisch getrie-
benen Halbleitern erla¨utert. Das Kapitel schließt mit einem U¨berblick u¨ber die
relevanten Modelle fu¨r die Spinrelaxation und Spindephasierung in Halbleiter-
Quantenstrukturen.
• Thema von Kapitel 2 ist die Formulierung einer mikroskopischen Theo-
rie der Spindynamik in Halbleiter-Quantenstrukturen mit Hilfe der Bloch-
Gleichungen. Nach der Wahl der fu¨r die Anwendung der Bloch-Gleichungen
geeigneten Basis wird die koha¨rente Dynamik unter Einbeziehung der spin-
selektiven optischen Anregung diskutiert. Im Anschluss daran leiten wir die
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inkoha¨rente Spindynamik im Rahmen des Dichtematrixformalismus ab. Wir
behandeln die in Halbleiter-Quantenstrukturen dominierenden Streumechanis-
men separat und interpretieren die sich ergebenden Streuraten. Das Kapitel
schließt mit dem Vergleich der mikroskopischen Observablen der Theorie mit
den makroskopischen Observablen des Experiments und den pha¨nomenologi-
schen Vorhersagen.
• Die numerische Simulation der Spindynamik wird in Kapitel 3 pra¨sentiert.
Wir erla¨utern die der Simulation zugrundeliegenden Modellsysteme und fu¨hren
das System der Bewegungsgleichungen, das die Grundlage der Simulation bil-
det, ein. Nach einer Beschreibung der numerischen Methode werden die Er-
gebnisse der Simulation vorgestellt und im Vergleich mit denen der pha¨nome-
nologischen Theorie diskutiert.
• Den Abschluss bildet die Zusammenfassung, in der die zentralen Ergebnisse
der Arbeit im Form eines kurzen U¨berblicks dargestellt werden. Zusa¨tzlich
wird ein Ausblick auf mo¨gliche zuku¨nftige Projekte gegeben, die auf den
Resultaten dieser Arbeit aufbauen ko¨nnten.
5KAPITEL 1
Physikalische Grundlagen
Dieses Kapitel dient der Einfu¨hrung in die Physik der Spindynamik in Halbleiter-
Quantenstrukturen. Dafu¨r werden zuerst die Eigenschaften der Halbleiter-Quanten-
strukturen vorgestellt. Ein besonderes Augenmerk liegt dabei auf der Spin-Bahn-
Wechselwirkung in diesen Systemen. Im Anschluss werden die experimentellen Me-
thoden zur Betrachtung der Spindynamik in Halbleiter-Quantenstrukturen pra¨sen-
tiert. Der na¨chste Abschnitt erla¨utert das Konzept der Bloch-Gleichungen, das in
dieser Arbeit zur Beschreibung der Spindynamik im Allgemeinen und der Spinrelaxa-
tion und -dephasierung im Speziellen verwendet wird. Das Kapitel schließt mit der
Darstellung der drei wesentlichen Spinrelaxations- und Spindephasierungsmechanis-
men, die in den betrachteten Halbleiter-Quantenstrukturen auftreten ko¨nnen.
1.1 Halbleiter-Quantenstrukturen
Das Thema dieser Arbeit ist die Spindynamik in Halbleiter-Quantenstrukturen. Als
Systeme fu¨r die theoretischen Untersuchungen dienen dabei zweidimensionale (2D)
Halbleiterstrukturen. Sie stellen die Grundlage vieler Experimente im Bereich der
Spindynamik dar. Experimentell werden Halbleiter-Quantenstrukturen mit Hilfe der
Molekular Strahl Epitaxie (MBE1) hergestellt. Sie erlaubt das nahezu perfekte Wach-
sen der Halbleiterstrukturen mit einer Pra¨zision von wenigen Atomlagen. Im Rah-
men dieser Arbeit konzentrieren wir uns auf zwei Arten von 2D-Halbleitersystemen,
die Heterostruktur und den Quantenfilm. Ersteres besteht aus zwei aufeinander ge-
wachsenen Halbleitermaterialien A und B, wobei Material B eine gro¨ßere Bandlu¨cke
aufweist als Material A. Aufgrund der unterschiedlichen Bandlu¨cken kommt es an der
Grenzfla¨che der beiden Materialien zu einem Sprung der Bandkanten entsprechend
einer Potenzialstufe. Im Falle einer Dotierung eines oder beider Halbleitermaterialien
sind zusa¨tzlich freie Ladungstra¨ger vorhanden und eine Fla¨chenladungszone bildet
sich an der Grenzfla¨che. Diese bestimmt den Verlauf des elektrischen Potenzials Φ
1MBE = molecular beam epitaxy
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Abbildung 1.1: Schematische Darstellung einer Heterostruktur aus n-dotierten AlAs
und GaAs, das von Natur aus eine schwache p-Dotierung aufweist. Durch die unter-
schiedlichen Bandlu¨cken entsteht eine Potenzialstufe am Interface. Die Kru¨mmung
der Bandkanten ergibt sich durch das elektrostatische Potenzial, das von den Elek-
tronen und ionisierten Dotieratomen in der Struktur erzeugt wird. Durch die n-
Dotierung sind mehr Donatoren als Akzeptoren ionisiert und die Fermienergie EF
kann teilweise im Leitungsband liegen.
im Interfacebereich der Heterostruktur, wie Abbildung (Abb.) 1.1 zeigt. Er wird mit
Hilfe der Poissongleichung
∂2Φ(z)
∂z2
= − 1
0
%(z) (1.1)
berechnet, die selbstkonsistent mit der eindimensionalen Schro¨dingergleichung
(
~
2
2m∗
∂2
∂z2
+ V (z)
)
ψ(z) =  ψ(z) (1.2)
gelo¨st werden muss. Die Wachstumsrichtung wurde in z-Richtung gelegt. Die La-
dungstra¨gerkonzentration ist gegeben durch %(z) und m∗ ist die effektive Masse
der Ladungstra¨ger im Halbleitermaterial. Das Potenzial V (z) ist gegeben durch das
Hartree-Potenzial der Ladungstra¨ger und durch den Bandkantensprung am Inter-
face. Im Fall einer einseitig n-dotierten Heterostruktur ergibt sich in Wachstums-
richtung ein triangularer Potenzialverlauf, wie in Abb. 1.1 fu¨r n-dotiertes AlAs und
GaAs2 dargestellt ist. Das Hartree-Potenzial zusammen mit dem Bandkantensprung
(Offset) schra¨nkt die Bewegung der Ladungstra¨ger in Wachstumsrichtung ein und
lokalisiert deren Wellenfunktion. Diese Einschra¨nkung der Bewegung der Ladungs-
tra¨ger wird als Confinement bezeichnet. In der Ebene senkrecht zur Wachstums-
richtung bleibt die Bewegung davon unbeeinflusst und ist weiterhin quasi-frei. Die
erlaubten Energiezusta¨nde En(k||) in der Heterostruktur bilden Subba¨nder gema¨ß
En(k||) = n +
~
2 k2||
2m∗
. (1.3)
2GaAs ist von Natur aus schwach p-dotiert.
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n bezeichnet die Energie des n-ten Subbandminimums und k|| = (kx, ky, 0) den
Wellenvektor in der Ebene der Struktur (in-plane Wellenvektor). Aus Gleichung
(Glg.) (1.3) folgt, dass jeder Zustand durch die Subbandquantenzahl n und den
in-plane Wellenvektor k|| bestimmt ist. Die Wachstumsrichtung wird im weiteren
Verlauf dieser Arbeit mit der z-Richtung gleichgesetzt und folglich entspricht die
Ebene des zweidimensionalen Elektronensystems der x-y-Ebene. Unter der Annahme
eines unendlich hohen Sprungs der Bandkante am Interface kann fu¨r die energetisch
niedrigsten Subbandzusta¨nde das Potenzial fu¨r den triangularen Trog durch
Φ(z) = e F⊥ z (1.4)
approximiert werden [112]. Das elektrische Feld an der Grenzfla¨che ist gegeben durch
F⊥ . Die Wellenfunktion des n-ten Subbandzustandes ψn(z) kann durch die Airy
Funktion Ai(x) formuliert werden als [112]
ψn(z) = Nn Ai
(
z
l⊥
− n
E⊥
)
, (1.5)
mit der Normierungskonstante Nn , der charakteristischen Confinement Energie E⊥
und der Confinementla¨nge l⊥ . Die quantisierten Subbandenergien werden durch die
Randbedingung Ai(n/E⊥) = 0 festgelegt. Eine genauere Berechnung der Wellen-
funktion ergibt sich durch einen Variationsansatz fu¨r die Wellenfunktion unter der
Bedingung, die Energie des Zustandes fu¨r einen vorgegebenen Potenzialverlauf zu
minimieren [33, 107].
Eine komplexere Quantenstruktur stellt der Quantenfilm (QW3) dar. Bei diesem
wird ein du¨nner Film eines Materials A mit kleiner Bandlu¨cke von zwei Seiten durch
ein Material B mit gro¨ßerer Bandlu¨cke begrenzt. Wie im Fall der Heterostruktur
bewirkt dies ein Confinement der Ladungstra¨ger in Wachstumsrichtung. Die Form
des Potenzials kann durch Dotierung der einzelnen Materialien vera¨ndert werden.
Der Potenzialverlauf wird wie oben aus einer selbstkonsistenten Lo¨sung der Poisson-
und der Schro¨dingergleichung gewonnen. In Abb. 1.2 ist der Potenzialverlauf in
einem symmetrischen und einem asymmetrischen QW skizziert.
Im Fall eines undotierten QW ergibt sich ein Rechtecks-Potenzial. Dieses wird oft-
mals durch das quantenmechanische Modell eines endlich oder unendlich tiefen Po-
tenzialtopfes beschrieben. Fu¨r den unendlich tiefen symmetrischen QW der Breite
L lassen sich die Eigenenergien n in z-Richtung analytisch schreiben als
n =
~
2
2m∗
n2 pi2
L2
, n = 1, 2, . . . . (1.6)
Man erkennt, dass kz, also der Impuls in Wachstumsrichtung, quantisiert ist und die
Werte
kz =
n pi
L
(1.7)
annehmen kann. Die Wellenfunktion hat die Form
ψn(z) =
√
2
L
sin
(
kz z +
n pi
2
)
. (1.8)
3QW = quantum well
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(a) QW - symmetrisch
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(b) QW - asymmetrisch
Abbildung 1.2: Schematische Darstellung von QW Strukturen aus AlAs und GaAs.
Wie im Fall der Heterostruktur ergibt sich die Kru¨mmung der Bandkanten durch
das elektrostatische Potenzial, das von den Elektronen und ionisierten Dotieratomen
erzeugt wird. Bei undotierten Systemen ergibt sich eine
”
Rechteck“-Struktur, wie
in Abb. 1.2(a) dargestellt. Ist die Dotierung asymmetrisch, wie in Abb. 1.2(b), so
kommt es zu einer Verzerrung der Bandstruktur entsprechend der Art und Sta¨rke
der Dotierung.
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Modelliert man den QW durch einen endlich tiefen Potenzialtopf, so wird das Ein-
dringen der Wellenfunktionen in die Barrieren des Potenzialtopfes beru¨cksichtigt.
In diesem Fall existieren keine analytischen Lo¨sungen fu¨r die Eigenenergien und
Wellenfunktionen. Sie mu¨ssen numerisch berechnet werden (siehe z. B. Referenz
(Ref.) [112]). Asymmetrische QWs ko¨nnen prinzipiell nicht durch analytische Mo-
delle beschrieben werden. Die Bandstruktur muss dann numerisch bestimmt werden
[120]. Die vorgestellten Modelle fu¨r 2D-Halbleiterstrukturen stellen eine ausreichen-
de Grundlage fu¨r numerische Rechnungen dar und werden in Kapitel 3 verwendet
werden.
Eine im Vergleich zu den obigen Modellen exaktere Beschreibung der Eigenenergien
und der Wellenfunktionen in 2D-Halbleiterstrukturen liefert die Enveloppen Funkti-
ons Na¨herung (EFA4). Die Anwendbarkeit der EFA ist praktisch unbeschra¨nkt, da
sie Quantenstrukturen beliebiger Geometrie erfassen kann, auch unter dem Einfluss
von a¨ußeren Sto¨rungen wie z. B. Druck, elektrischen und magnetischen Feldern.
Die EFA in Form der k · p-Methode [75, 54, 55, 56] wurde urspru¨nglich auf Volu-
menhalbleiter angewendet. Sie beruht auf der Berechnung der Bandstruktur in der
Umgebung eines Punktes im k-Raum (fu¨r GaAs z. B. des Γ-Punktes). Dabei wird
die Schro¨dingergleichung des Volumenmaterials mit dem gitterperiodischen Poten-
zial V (r) [
pˆ2
2m0
+ V (r)
]
Ψ(r) = EΨ(r) (1.9)
mit Hilfe von Blochfunktionen
Ψ(r) = eik·r unk(r) (1.10)
gelo¨st. Der gitterperiodische Anteil unk(r) wird nach dem vollsta¨ndigen Orthonor-
malsystem der Bandkantenblochfunktionen
unk(r) =
∑
n′
cn n′(k) un′ 0(r) (1.11)
mit den Koeffizienten cn n′(k) entwickelt. Dies fu¨hrt zu einem Gleichungssystem fu¨r
die Entwicklungskoeffizienten
∑
n′
{[
E0n +
~
2 k2
2m0
]
δn n′ +
~
m0
k ·Pnn′
}
cn n′(k) = E
k
n cn n′(k) , (1.12)
mit der Bandkantenenergie E0n, der Bandstruktur E
k
n und dem Matrixelement
Pnn′ =
∫
dr u∗n0(r) pˆun′ 0(r) . (1.13)
Die Integration wird u¨ber die Einheitszelle ausgefu¨hrt. Der Term proportional zu
k ·Pnn′ in Glg. (1.12) begru¨ndet den Namen der k · p-Methode.
4EFA = envelope function approximation
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Beru¨cksichtigt man zusa¨tzlich den Spin der Ladungstra¨ger, so wird durch Hinzu-
nahme der Spin-Bahn-Wechselwirkung aus der Schro¨dingergleichung des spinlosen
Problems die Pauli-Gleichung
{[
pˆ2
2m0
+ V (r)
]
 
+
~
4m20 c
2
[σ ×∇V (r)] · pˆ
}
Ψ(r) = EΨ(r) , (1.14)
mit dem Eins-Operator
 
im Spin-Raum und den Paulischen Spinmatrizen σ [121].
Als Konsequenz muss der gitterperiodische Anteil der Blochfunktionen modifiziert
werden. Er geht u¨ber in einen zweikomponentigen Spinor
|n σ k〉 =
∑
n′
σ′=↑ ↓
cn n′
σ σ′
(k)|n′ σ′〉 , (1.15)
mit |n′ σ′〉 := |n′ 0〉⊗ |σ′〉 . Anstelle von Glg. (1.12) ergibt sich nun die Energieeigen-
wertgleichung
∑
n′ σ′
{[
E0n +
~
2 k2
2m0
]
δn n′ δσ σ′ +
~
m0
k ·Pnn′
σ σ′
+ ∆n n′
σ σ′
}
cn n′
σ σ′
(k) = Ekn σ cnn′
σ σ′
(k) . (1.16)
Sie beinhaltet die modifizierten Matrixelemente
Pnn′
σ σ′
= 〈n σ|pˆ + ~
4m0 c2
[σ ×∇V (r)] |n′ σ′〉 (1.17)
sowie
∆n n′
σ σ′
= 〈n σ|[σ ×∇V (r)] · pˆ|n′ σ′〉 . (1.18)
Die Diagonalisierung von Glg. (1.16) ergibt sowohl die Dispersionsrelation Ekn σ als
auch die Entwicklungskoeffizienten cnn′
σ σ′
(k) und damit die Wellenfunktionen der La-
dungstra¨ger. Bedingung dafu¨r ist die Kenntnis der Bandkantenenergien E0n σ und der
Matrixelemente Pnn′
σ σ′
und ∆n n′
σ σ′
. Sie werden u¨blicherweise aus gemessenen Gro¨ßen
bestimmt. Da Glg. (1.16) ein unendlich-dimensionales Gleichungssystem darstellt,
wa¨ren unendlich viele Parameter zu bestimmen. Bei der praktischen Umsetzung der
k ·p-Methode betrachtet man daher nur einige benachbarte Ba¨nder zwischen denen
die k · p-Kopplung und die Spin-Bahn-Wechselwirkung exakt beru¨cksichtigt wird.
Der Einfluss der u¨brigen Ba¨nder wird in Form einer sto¨rungstheoretischen Rech-
nung, dem sogenannten Lo¨wdin-Partioning [70, 71], beru¨cksichtigt. Durch die Ein-
schra¨nkung auf eine endliche Anzahl von Ba¨ndern wird das unendlich-dimensionale
Gleichungssystem aus Glg. (1.16) auf ein endlich-dimensionales System reduziert.
Man unterscheidet je nach Anzahl der exakt behandelten Ba¨nder verschiedene Mo-
delle der k · p-Methode. Da in dieser Arbeit kein expliziter Gebrauch von dieser
Methode gemacht wird, verweisen wir fu¨r die Erla¨uterung der Modelle auf die ent-
sprechende Literatur5.
5Literatur zu den verschiedenen k · p-Modellen:
• Kane-Modell (p-bindende Valenzba¨nder Γv7 , Γv8 und s-antibindendes Leitungsband Γc6) siehe
1.1 Halbleiter-Quantenstrukturen 11
Die Anwendung der EFA bzw. der k ·p-Methode auf 2D-Halbleiterstrukturen erfolgt
wie im Fall des Volumenmaterials durch eine Entwicklung nach Bandkantenbloch-
funktionen, wobei im zweidimensionalen Fall die Wellenfunktionen aus einer Summe
von Produkten zwischen den schnell oszillierenden Bandkantenblochfunktionen und
den langsam oszillierenden Enveloppenfunktionen besteht. Dies fu¨hrt zu einer modifi-
zierten Eigenwertgleichung fu¨r die Banddispersion. Daru¨ber hinaus werden aufgrund
der Strukturierung des Systems in Wachstumsrichtung die Bandkantenenergien E0n σ
und die Matrixelemente Pnn′
σ σ′
und ∆n n′
σ σ′
ortsabha¨ngig. Fu¨r eine detaillierte Herlei-
tung und Erla¨uterung der EFA fu¨r zweidimensionale Halbleiter-Quantenstrukturen
sei auf Ref. [121] verwiesen.
Wie aus der kurzen Einfu¨hrung der k · p-Methode ersichtlich ist, fu¨hrt die explizite
Betrachtung des Spins der Ladungstra¨ger zu zusa¨tzlichen Effekten in der Band-
struktur und den Ladungstra¨gerzusta¨nden. Dies manifestiert sich im Matrixelement
∆n n′
σ σ′
wie auch in der im Vergleich zum spinlosen Fall modifizierten Form von Pnn′
σ σ′
.
Da diese Effekte wichtig fu¨r die Diskussion der Spinrelaxation in Halbleitern und
2D-Halbleitersystemen sind, werden sie im Folgenden genauer betrachtet.
Allgemein gilt, dass die Ladungstra¨gerzusta¨nde in Halbleitern ohne a¨ußeres Magnet-
feld aufgrund der ra¨umlichen und zeitlichen Inversionssymmetrie spinentartet sind.
Die ra¨umliche Inversionssymmetrie la¨sst sich durch die Energien von Spin-up und
Spin-down Zusta¨nden ausdru¨cken durch
Eσ(k) = Eσ(−k) , σ =↑, ↓ . (1.19)
Zusa¨tzlich gilt wegen der zeitlichen Inversionssymmetrie die sogenannte Kramers-
Entartung
E↑(k) = E↓(−k) . (1.20)
Aus der Kombination von Glg. (1.19) und (1.20) la¨sst sich die Spinentartung in
Halbleitern ohne a¨ußeres Magnetfeld ableiten
E↑(k) = E↓(k) . (1.21)
Die Spinentartung wird aufgehoben, wenn die ra¨umliche oder/und die zeitliche In-
versionssymmetrie entfa¨llt, z. B. durch ein externes Magnetfeld B. Eine Aufhebung
der Spinentartung ist aber auch ohne ein externes Feld mo¨glich. Dies ist der Fall,
wenn das Potenzial, in dem sich die Ladungstra¨ger befinden, keine Inversionssym-
metrie aufweist. Dann ist Glg. (1.19) nicht mehr gu¨ltig und die Spinentartung wird
fu¨r B = 0 aufgehoben. Es ist zu beachten, dass die zeitliche Inversionssymmetrie
weiterhin besteht, d. h. die Zusta¨nde bleiben nach Glg. (1.20) Kramers-entartet.
Wir beschra¨nken uns im Folgenden auf die Situation in 2D-Halbleiter-Quanten-
strukturen. In diesen gibt es fu¨r die Aufhebung der Inversionssymmetrie zwei Mo¨g-
Ref. [55] und [12].
• Erweitertes Kane-Modell (p-antibindende Leitungsba¨nder Γc7 und Γc8 zusa¨tzlich zu den
Ba¨ndern des Kane-Modells) siehe Ref. [19], [20], [95] und [81].
• Luttinger-Modell (nur oberstes Valenzband Γv8) siehe Ref. [75], [74] und [76].
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lichkeiten6. Die erste baut darauf auf, dass die Kristallstruktur des Halbleiters kein
Inversionszentrum besitzt. Dies ist bei allen III-V und II-VI Halbleitern wegen ihrer
Zinkblendestruktur der Fall (z. B. GaAs). Da diese Art der Inversionsasymmetrie
bereits im Volumenmaterial auftritt, wird der entsprechende Mechanismus als BIA
(bulk inversion asymmetry) Spinaufspaltung bezeichnet. Sie ha¨ngt nur von der mi-
kroskopischen Spin-Bahn-Wechselwirkung und damit vom Matrixelement ∆nn′
σ σ′
ab.
Die zweite Mo¨glichkeit, die Inversionssymmetrie aufzuheben, ist auf Quantenstruk-
turen beschra¨nkt. Wie bereits angesprochen, ist es mo¨glich die Form des elektrischen
Potenzials der 2D-Halbleiterstruktur durch Dotierung zu manipulieren. Dadurch
la¨sst sich ein in Wachstumsrichtung asymmetrisches Potenzial einstellen, das eine
Inversionsasymmetrie aufweist. Dieser Beitrag fu¨hrt zur SIA (structure inversion
asymmetry) Spinaufspaltung. Im Unterschied zum BIA-Beitrag la¨sst sich der SIA-
Beitrag als ein Produkt eines von ∆n n′
σ σ′
abha¨ngigen Faktors mit dem makroskopi-
schen elektrischen Feld, das durch das elektrische Potenzial der Halbleiterstruktur
gegeben ist, schreiben.
Die qualitative Form der einzelnen Beitra¨ge zum Hamiltonian des Halbleitersystems
kann aus der k ·p-Theorie gewonnen werden [121, 135], z. B. u¨ber eine Invarianten-
entwicklung des k ·p-Hamiltonians. Der Spin-Bahn-Term im Hamiltonian la¨sst sich
dann schreiben als
HSB = ~σ ·Ω(k) . (1.22)
Die Struktur der Spin-Bahn-Wechselwirkung wird durch Ω(k) bestimmt. An der
Form des Hamiltonians erkennt man, dass Ω(k) als ein k-abha¨ngiges effektives Ma-
gnetfeld interpretiert werden kann. Es fu¨hrt bei endlichem Wellenvektor k zu einer
Spinaufspaltung von 2 ~ |Ω(k)| zwischen den Zusta¨nden eines Bandes deren Spin
parallel bzw. antiparallel zu k ist. Fu¨r k = 0 verschwindet die Aufspaltung wegen
der Kramers-Entartung.
Zur Bestimmung der Struktur von Ω(k) fu¨r ein System mit BIA-Term muss man
unterscheiden, ob es sich um Volumenmaterial oder eine 2D-Halbleiterstruktur han-
delt. Im Falle des Volumenmaterials ist Ω(k) bestimmt durch
Ω(k)|BIA, bulk = γ
~

 kx (k
2
y − k2z)
ky (k
2
z − k2x)
kz (k
2
x − k2y)

 . (1.23)
Da es sich hier um Volumenmaterial handelt, ist k = (kx, ky, kz) ein dreidimensiona-
ler Wellenvektor. Der Vorfaktor γ ist eine materialabha¨ngige Konstante. Ihre Gro¨ße
ist bestimmt durch die Parameter des k ·p-Modells. Diesen Beitrag zur Spinaufspal-
tung nennt man auch Dresselhaus- oder k3-Term [27]. Fu¨r 2D-Halbleiterstrukturen
muss der BIA-Beitrag modifiziert werden. In erster Ordnung Sto¨rungstheorie ergibt
dies eine Ersetzung der Terme kz und k
2
z durch deren Erwartungswerte bzgl. der
6In der Literatur wird eine dritte Mo¨glichkeit diskutiert, deren Effekt fu¨r die Spinaufspaltung
aber sehr klein ist. Daher wird die so genannte Grenzfla¨cheninversionsasymmetrie (IIA = interface
inversion asymmetry) [50, 98, 52] hier vernachla¨ssigt.
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Subbandwellenfunktionen [28]. Damit hat Ω(k) die Form
Ω(k)|BIA, 2D = γ
~

 kx (k
2
y − 〈k2z〉)
ky (〈k2z〉 − k2x)
0

 . (1.24)
Im Unterschied zum Volumenmaterial ha¨ngt das effektive Magnetfeld im 2D-Halblei-
tersystem nur vom in-plane Wellenvektor k|| = (kx, ky, 0) ab. Zusa¨tzlich ergibt sich
durch die Ersetzung von kz und dessen Potenzen durch den Erwartungswert, dass
die Spinaufspaltung proportional zu linearen und kubischen Termen in k|| ist, wobei
fu¨r k2i  〈k2z〉 der lineare Anteil dominiert. In Glg. (1.24) wurde wie in Ref. [28]
benutzt, dass 〈kz〉 verschwindet, was sich z. B. fu¨r den Fall einer ortsunabha¨ngigen
effektiven Masse zeigen la¨sst [52]. In symmetrischen 2D-Halbleiterstrukturen ist der
BIA-Term der einzige Beitrag zur Spinaufspaltung.
In asymmetrischen 2D-Halbleiterstrukturen kann noch ein zusa¨tzlicher Beitrag auf-
treten, der SIA-Term. Er ist gegeben durch
Ω(k)|SIA = α
~

 ky−kx
0

 . (1.25)
Dieser Beitrag ist linear in k|| und wird auch als Rashba-Term bezeichnet [18]. Wie
bereits angedeutet, ist der Vorfaktor α im Unterschied zum BIA-Vorfaktor γ nicht
ausschließlich von der mikroskopischen Spin-Bahn-Wechselwirkung abha¨ngig, son-
dern ist proportional zum Erwartungswert des elektrischen Feldes in Wachstums-
richtung. Dieses Feld kann aus zwei Anteilen bestehen: Ein Anteil ist gegeben durch
das Feld, das sich intrinsisch durch die Dotierung im Material aufbaut7, der zweite
Anteil kann ein von außen angelegtes elektrisches Feld sein, das es erlaubt die Sta¨rke
des Rashba-Terms extern u¨ber gate-Elektroden zu steuern [83, 88].
Fu¨r asymmetrische 2D-Halbleiterstrukturen in III-V und II-VI Materialien setzt sich
die Spinaufspaltung folglich aus dem BIA- und dem SIA-Term zusammen. Die Be-
stimmung der BIA- und SIA-Parameter α und γ wurde bereits in einer Vielzahl von
Vero¨ffentlichungen diskutiert (siehe Ref. [135] und darin enthaltene Referenzen). Das
große Interesse an der Spinaufspaltung und der Spin-Bahn-Wechselwirkung beruht
auf der Tatsache, dass sie eine Mo¨glichkeit darstellt die Spinrelaxations- und Spinde-
phasierungszeiten in Halbleitern und 2D-Halbleiterstrukturen sowohl qualitativ zu
erkla¨ren als auch quantitativ zu bestimmen. Die Definition dieser Zeiten und die
experimentellen Methoden zur Messung derselben werden im na¨chsten Abschnitt
erla¨utert.
7Dabei handelt es sich eigentlich um den Erwartungswert des elektrischen Feldes im Valenzband
[65, 122], da der Erwartungswert des Feldes im Leitungsband verschwindet [23].
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1.2 Experimentelle Methoden zur Untersuchung
der Spindynamik
Grundlage fu¨r das Auftreten von Spindynamik ist eine Nichtgleichgewichtsvertei-
lung von Spinzusta¨nden. Bei der Interpretation von Experimenten werden die Spin-
zusta¨nde bezu¨glich einer festen Quantisierungsachse klassifiziert. In 2D-Halbleiter-
Quantenstrukturen ist diese gegeben durch die Wachstumsrichtung. Prinzipiell kann
die Nichtgleichgewichtsverteilung fu¨r die in dieser Arbeit betrachteten System auf
zwei Arten erzeugt werden:
• Elektrische Injektion von spinpolarisierten Ladungstra¨gern in den Halbleiter
• Optische Anregung unter Ausnutzung von spin-selektiven optischen Auswahl-
regeln
Die Methode der spinpolarisierten Injektion beruht auf dem Transfer von spinpola-
risierten Ladungstra¨gern, z. B. aus einem Ferromagneten (FM) oder einem verdu¨nn-
ten magnetischen Halbleiter (DMS8), in einen Halbleiter u¨ber einen Tunnelprozess
und basiert auf dem paradigmatischen Vorschlag von Das und Datta zur Realisie-
rung eines spinaktiven Transistorbauelements [25]. Eine praktische Umsetzung der
Methode stieß auf große Probleme, die in der mangelnden Effizienz des Injektions-
mechanismus beruhen. Die prinzipielle Natur dieses Problems wurde in Ref. [105]
mit Hilfe eines Widerstandsmodells pha¨nomenologisch erkla¨rt. Daher basieren fak-
tisch alle Methoden zur Erzeugung spinpolarisierter Ladungstra¨ger auf dem Prinzip
einer spin-selektiven optischen Anregung, der sogenannten optischen Orientierung
[82].
Diese Methode wird seit langem sehr gut beherrscht, da sie auf bekannten optischen
Auswahlregeln in den untersuchten Halbleiterstrukturen aufbaut. Die Auswahlregeln
ko¨nnen exemplarisch fu¨r den Fall einer GaAs/AlGaAs QW Struktur unter Interband-
anregung erkla¨rt werden. Ausgangspunkt ist ein idealisiertes 6-Niveau-Schema be-
stehend aus den spinaufgespaltenen Zusta¨nden des untersten Leitungsbandes (CB)
mit Spin ±1/2 und des Leichtloch- (LH) und Schwerlochbandes (HH) mit Spin
±1/2 bzw. ±3/2 . Die Anregung erfolgt mit zirkular polarisiertem Licht, das sich in
Wachstumsrichtung ausbreitet. Betrachtet man fu¨r die Anregung die U¨bergangsma-
trixelemente der beteiligten Zusta¨nde, ergeben sich folgende Auswahlregeln:
• Rechtszirkular polarisiertes Licht (σ+) erzeugt U¨berga¨nge von Spin −3/2
Zusta¨nden im HH-Band in Spin −1/2 Zusta¨nde im CB-Band. Zusa¨tzlich wer-
den Spin −1/2 Zusta¨nde aus dem LH Band in Spin +1/2 Zusta¨nde aus dem
CB-Band angeregt Die relative Wahrscheinlichkeit fu¨r die U¨berga¨nge ist 3 : 1
bzgl. HH- und LH-Band.
• Linkszirkular polarisiertes Licht (σ−) erzeugt U¨berga¨nge von Spin +3/2
Zusta¨nden im HH-Band in Spin +1/2 Zusta¨nde im CB-Band. Zusa¨tzlich wer-
den Spin +1/2 Zusta¨nde aus dem LH-Band in Spin −1/2 Zusta¨nde aus dem
8DMS = dilute magnetic semiconductor
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Abbildung 1.3: Skizze der erlaubten U¨berga¨nge in einem GaAs/AlGaAs QW System
unter Anregung mit zirkular polarisiertem Licht. Neben den Pfeilen ist die relative
Sta¨rke der U¨berga¨nge angegeben.
CB-Band angeregt Auch hier ist das Verha¨ltnis der U¨bergangswahrscheinlich-
keiten mit 3 : 1 bzgl. HH- und LH-Band gegeben.
Diese Auswahlregeln sind in Abb. 1.3 graphisch dargestellt. Streng genommen gelten
sie nur fu¨r idealisierte QW Strukturen bei k = 0 . In realen Strukturen zeigen sich
allerdings nur kleine Abweichungen von den genannten Auswahlregeln, die daher
zumindest als Faustregel benutzt werden ko¨nnen [85].
Ist durch optische Orientierung eine Nichtgleichgewichtsverteilung von Spins erzeugt
worden, so wird diese in eine Gleichgewichtsverteilung relaxieren und gleichzeitig
dephasieren. Die Relaxation, d. h. der Abbau des Ungleichgewichts zwischen Spin-
up und Spin-down Zusta¨nden durch Spinrelaxationsprozesse geschieht auf der Zeit-
skala der Spinrelaxationszeit τSR. Die Spindephasierung beschreibt den Abbau der
Koha¨renz des Spinensembles und ist durch die Spindephasierungszeit τSD bestimmt.
Die Theorie der Mechanismen, die zu diesen Abbauprozessen fu¨hren, werden im letz-
ten Abschnitt vorgestellt. Fu¨r die experimentelle Bestimmung der beiden Zeitskalen,
die gleichbedeutend mit einer Untersuchung der Spindynamik ist, werden im Prinzip
zwei Messtechniken verwendet, na¨mlich die zeitaufgelo¨ste Photolumineszenz (TR-
PL) [47, 110, 85] und die zeitaufgelo¨ste Faraday Rotation (TR-FR) [5, 58, 134, 85].
Bei der TR-PL wird das 2D-Halbleitersystem mit zirkular polarisierten Picosekun-
den-Laserpulsen angeregt. Die so erzeugte Photolumineszenzstrahlung wird polari-
sationsaufgelo¨st, mit einem Monochromator spektral zerlegt und schließlich durch
eine Streak-Kamera aufgenommen, die eine zeitliche Auflo¨sung im Bereich weniger
Picosekunden erlaubt. Die TR-PL Messung ermo¨glicht eine direkte Darstellung der
Spindynamik und Spinrelaxation der Ladungstra¨ger im System. Sie wird bei der
Untersuchung von Elektron-Loch Systemen verwendet, da die Rekombination von
Elektronen und Lo¨chern Voraussetzung fu¨r die Entstehung von Photolumineszenz-
strahlung ist. Der gleiche Aufbau kann durch ein externes homogenes Magnetfeld
erweitert werden, das senkrecht zur Richtung der Anregung ausgerichtet ist und zu
einer Pra¨zession der Spins fu¨hrt.
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Fu¨r die Untersuchung der Spindynamik in reinen Elektronensystemen ist die TR-FR
die geeignetere Methode. Bei ihr wird die Probe, die sich in einem Magnetfeld be-
findet, durch Femtosekunden-Laserpulse angeregt. Das Magnetfeld steht senkrecht
zur Ausbreitungsrichtung der Anregung. Die Pulse werden in einen pump-Puls und
einen zeitlich verzo¨gerten probe-Puls geteilt. Letzterer hat dabei eine wesentlich ge-
ringere Intensita¨t als der pump-Puls. Dieser wird zirkular polarisiert und erzeugt
somit eine spinsensitive Anregung, wa¨hrend der probe-Pulse linear polarisiert ist.
Nachdem sowohl pump- als auch probe-Puls die Probe durchlaufen haben, wird der
probe-Puls in zwei Strahlen aufgeteilt und auf zwei separate Photodioden fokussiert.
Das Differenz- und Summensignal der beiden Photodioden wird in Abha¨ngigkeit des
Zeitabstandes zwischen dem pump- und dem probe-Puls gemessen. Das Differenzsi-
gnal dividiert durch das Summensignal ergibt ein Maß fu¨r die durch den pump-Puls
erzeugte Spinpolarisation. Die sich ergebende Spindynamik wird durch die Variation
der zeitlichen Verzo¨gerung des probe-Pulses untersucht.
Beide Methoden stellen die Standards fu¨r die rein optische Untersuchung von Spin-
dynamik in Halbleitern dar9. Zur Vollsta¨ndigkeit sei erwa¨hnt, dass noch weitere
Messmethoden zur Bestimmung der Spinrelaxationszeit existieren, die nur zur Er-
zeugung der Spinpolarisation optische Methoden benutzen, die Spinrelaxationszei-
ten aber u¨ber elektrische Stro¨me (die photogalvanischen Stro¨me [49]) in gyrotropen
2D-Halbleitersystemen bestimmen [37, 38].
Die Messungen liefern je nach Materialsystem, Dotierung und Wachstumsrichtung
der Halbleiter-Quantenstruktur Spinrelaxations- und Spindephasierungszeiten im
Bereich von pico- (siehe z. B. Ref. [110]: 33 ps) bis hin zu nano-Sekunden (siehe
z. B. Ref. [58]: 100 ns). Eine konsistente Unterscheidung der gemessenen Gro¨ßen in
Spinrelaxations- und Spindephasierungszeiten kann in den Arbeiten nicht gefunden
werden, da die verwendete Nomenklatur inkonsistent aus der der Bloch-Gleichungen
u¨bernommen wurde. Dieses Problem wurde in einem Artikel von M. Flatte´ aufgegrif-
fen [35], in dem diskutiert wird, dass der Zusammenhang zwischen den Zerfallszeiten,
die durch die Bloch-Gleichungen definiert sind, und den experimentell bestimm-
ten Spinrelaxations- und Spindephasierungszeiten nicht trivial ist. Unser Ziel ist es
eine mikroskopische Theorie basierend auf den Bloch-Gleichungen zu formulieren,
die einen eindeutigen Zusammenhang zwischen den Spinrelaxations- und Spinde-
phasierungszeiten des Experiments und den Zerfallszeiten der Bloch-Gleichungen
herstellt. Der na¨chste Abschnitt dient daher der Einfu¨hrung in das Konzept der
Bloch-Gleichungen.
1.3 Das Konzept der Bloch-Gleichungen
Urspru¨nglich wurde das Konzept der Bloch-Gleichungen dazu verwendet die Magne-
tisierungsdynamik in Atomen und Atomkernen zu beschreiben [16]. Von besonderem
Interesse ist dabei das Resonanzverhalten unter Anregung mit einem magnetischen
Feld. Der Ausgangspunkt der Beschreibung ist gegeben durch ein Teilchen mit einem
9Eine detaillierte Beschreibung in Bezug auf aktuelle Experimente findet man in Ref. [85] und
[134].
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Drehimpuls L in einem externen Magnetfeld B . Der Drehimpuls L fu¨hrt entspre-
chend der Relation
M = γm L (1.26)
zu einer Magnetisierung M, wobei γm das gyromagnetische Verha¨ltnis ist. Das exter-
ne Magnetfeld besteht aus einem statischen Anteil B0 und einem zeitlich vera¨nder-
lichen Anteil B1 . Der statische Anteil ist parallel zur z-Richtung. Er fu¨hrt zu einer
Pra¨zession des magnetischen Moments M um B0 mit konstanter Winkelgeschwin-
digkeit ω0 = −γm |B0| . Diese Pra¨zessionsbewegung wird als Larmor Pra¨zession be-
zeichnet. Um Resonanz zu erzeugen wird zusa¨tzlich zu B0 das zeitlich vera¨nderliche
Magnetfeld B1(t) eingefu¨hrt. Es ist senkrecht zu B0 und rotiert mit der Winkelge-
schwindigkeit ω um B0. Der Betrag von B1(t) bleibt konstant. Durch das zweite
Magnetfeld ergibt sich fu¨r die Magnetisierung eine weitere Pra¨zessionsfrequenz, die
analog zur ersten definiert ist als ω1 = −γm |B1| . Die Dynamik der Magnetisierung
ist schließlich gegeben durch die Bloch-Gleichung
∂t M = γM× [B0 + B1(t)] . (1.27)
M wird in diesem Kontext auch als Bloch-Vektor bezeichnet. Da keine dissipativen
Mechanismen beru¨cksichtigt werden, bleibt die La¨nge des Vektors konstant. Aus
Glg. (1.27) ergibt sich, dass die Pra¨zession des Bloch-Vektors im Allgemeinen um
ein effektives Magnetfeld Beff erfolgt, das sich aus einer Koordinatentransformati-
on zwischen den Bezugssystemen ergibt, die von B0 und B1 aufgespannt werden.
Eine detaillierte Herleitung findet man in Ref. [22]. Die mo¨glichen Grenzfa¨lle der
Pra¨zessionsbewegungen ko¨nnen bzgl. der Frequenz ∆ω = ω − ω0 eingeteilt werden
in:
• ∆ω  ω1 :
M pra¨zediert mit kleiner Amplitude um Beff .
• ∆ω  ω1 :
M pra¨zediert mit großer Amplitude um Beff . Die Amplitude kann dabei so
groß werden, dass sich die Richtung der Magnetisierung um 180◦ dreht.
Beide Grenzfa¨lle werden in Experimenten zur magnetischen Kernspinresonanz ge-
nutzt. Zusa¨tzlich treten im Experiment Relaxations- und Dephasierungsprozesse auf.
Diese werden in der urspru¨nglichen Form der Bloch-Gleichungen durch pha¨nomeno-
logische Relaxationszeiten beru¨cksichtigt
∂t Mx/y = γm {M× [B0 + B1(t)]}x/y −
1
T2
Mx/y (1.28)
∂t Mz = γm {M× [B0 + B1(t)]}z −
1
T1
(Mz −M0z ) . (1.29)
T2 wird als Dephasierungszeit oder als transversale Zerfallszeit bezeichnet, da sie den
Zerfall der transversalen Komponenten der Magnetisierung bestimmt. Die Relaxa-
tionszeit oder longitudinale Zerfallszeit ist durch T1 gegeben. Sie entspricht der Zeit,
die das System beno¨tigt, bis die longitudinale Komponente der Magnetisierung in
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ihren Ausgangswert M 0z relaxiert ist. Mit Hilfe der so erweiterten Bloch-Gleichungen
lassen sich die Pha¨nomene der Magnetisierungsdynamik auf anschauliche Weise be-
schreiben und verstehen10 .
Das bisher vorgestellte Konzept der Bloch-Gleichungen ist auf die Beschreibung der
Magnetisierungsdynamik von Atomen und Atomkernen beschra¨nkt. Es wurde auf ein
getriebenes Zwei-Niveau-System u¨bertragen [22]. Die Beschreibung des Zwei-Niveau-
Systems erfolgt im Unterschied zur klassischen Beschreibung der Magnetisierungs-
dynamik quantenmechanisch. Eine detaillierte Herleitung der Bloch-Gleichungen fu¨r
ein getriebenes Zwei-Niveau-System findet man z. B. in Ref. [22].
Der na¨chste Schritt in der
”
Evolution“ der Bloch-Gleichungen war der hin zur La-
dungstra¨gerdynamik in optisch getriebenen Halbleitern [102, 94, 39]. Im einfachs-
ten Fall besteht das Zwei-Niveau-System dann aus einem Leitungs- (c) und einem
Valenzband- (v) Zustand beim Wellenvektor k, zwischen denen U¨berga¨nge durch
optische Anregung erzeugt werden. Zur theoretischen Formulierung der Ladungs-
tra¨gerdynamik wird der Dichtematrixformalismus benutzt. Die Dynamik der Ein-
tra¨ge der Dichtematrix entspricht dabei der Dynamik der experimentellen Obser-
vablen. Fu¨r das Zwei-Niveau-System ist die Dichtematrix eine 2 × 2 Matrix der
Struktur
% =
(
%c(k) Pcv(k)
P ∗cv(k) %v(k)
)
. (1.30)
Die Diagonaleintra¨ge der Dichtematrix %c(k) und %v(k) beschreiben die Besetzungs-
wahrscheinlichkeiten im Leitungs- bzw. Valenzband beim Wellenvektor k . In zweiter
Quantisierung sind sie definiert als Erwartungswerte von Erzeugungs- bzw. Vernich-
tungsoperatoren entsprechend
%c(k) := 〈c†(k) c(k)〉 (1.31)
%v(k) := 〈v(k) v†(k)〉 . (1.32)
Wir haben hier die Elektron-Loch Schreibweise11 eingefu¨hrt, d. h. der Fermioperator
c†(k)/c(k) [v†(k)/v(k)] erzeugt/vernichtet ein Elektron (Loch) beim Wellenvektor
k . Die Nebendiagonaleintra¨ge beschreiben den U¨bergang zwischen Valenz- und Lei-
tungsband und haben die Form
Pcv(k) := 〈c†(k) v†(k)〉 . (1.33)
Pcv(k) wird als Interbandpolarisation bezeichnet [46].
Fu¨r das optisch angeregte Zwei-Niveau-System ohne Vielteilchen-Effekte und Streu-
mechanismen ist der Hamiltonian gegeben durch drei Bestandteile
H = Hkin, c +Hkin, v +HLicht . (1.34)
10Eine Lo¨sung der Bloch-Gleichungen mit pha¨nomenologischen Zerfallszeiten ist analytisch
mo¨glich [111]. Dazu verwendet man die Laplace Transformation. Sie u¨berfu¨hrt das im Allge-
meinen nicht analytisch lo¨sbare System von gekoppelten Differentialgleichungen in ein System
gekoppelter algebraischer Gleichungen. Dieses kann in der Regel analytisch exakt gelo¨st wer-
den. Die inverse Laplace-Transformation liefert dann die Lo¨sungen des Differentialgleichungssys-
tems. Die Transformationsvorschrift der Laplace-Transformation ist durch die Integralgleichung
L[f(t)] = ∫∞0 dt f(t)e−s t mit der Laplace-transformierten L[f(t)] der Funktion f(t) gegeben. Der
Parameter s ist komplexwertig.
11Lo¨cher werden als zeitlich invertierte Elektronen interpretiert.
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Die ersten beiden Terme enthalten den kinetischen Beitrag fu¨r das Elektronensystem
Hkin, c =
∑
k
c(k) c
†(k) c(k) (1.35)
bzw. das Lochsystem
Hkin, v =
∑
k
v(k) v(k) v
†(k) , (1.36)
mit den Elektron- bzw. Loch-Einteilchen-Energien c(k) und v(k) . Die Wechselwir-
kung mit dem Lichtfeld ist gegeben durch
HLicht =
∑
k
[
dcv(k) ·E(t) c†(k) v†(k) + d∗cv(k) ·E(t) v(k) c(k)
]
. (1.37)
E(t) ist der Vektor des anregenden elektrischen Feldes und dcv(k) ist das Dipolma-
trixelement
dcv(k) = 〈c|e r|v〉 , (1.38)
mit den Wellenfunktionen |c〉 (|v〉) der Elektronen (Lo¨cher). In der urspru¨nglichen
Fassung der Bloch-Gleichungen mit optischem Antrieb ist das Lichtfeld ein Skalar.
Die Erweiterung auf ein vektorielles Feld wurde erst spa¨ter eingefu¨hrt [96]. Dies
spielt fu¨r die folgende Betrachtung keine Rolle, die Bedeutung des Vektorcharakters
wird in Kapitel 2 erla¨utert. Die Wechselwirkung mit dem Lichtfeld wird in der ro-
tating wave approximation (RWA) betrachtet, d. h. nicht-resonante Beitra¨ge werden
vernachla¨ssigt.
Die Dynamik der Dichtematrix ist durch die Liouville-Gleichung bestimmt, die die
zeitliche Ableitung der Dichtematrix mit dem Kommutator des Hamiltonians mit
der Dichtematrix verknu¨pft
i~ ∂t% = [H, %]− . (1.39)
Damit ergeben sich die Bewegungsgleichungen fu¨r die Eintra¨ge der Dichtematrix zu
∂t%c(k) = −1
~
={dcv(k) ·E(t)P ∗cv(k)} (1.40)
∂t%v(k) = +
1
~
={dcv(k) ·E(t)P ∗cv(k)} (1.41)
∂tP
∗
cv(k) = −
1
i~
[c(k)− v(k)− ~ω]P ∗cv(k)
+
i
2
dcv(k) ·E(t) [%c(k)− %v(k)] . (1.42)
ω ist die Frequenz des treibenden Lichtfelds. Die Gleichungen lassen sich in Analogie
zur Magnetisierungsdynamik in Form eines Bloch-Vektors mit den Komponenten [1]
u(k) := 2<{Pcv(k)} (1.43)
v(k) := 2={Pcv(k)} (1.44)
w(k) := [%c(k)− %v(k)] (1.45)
schreiben. Die Dynamik der Komponenten ist bestimmt durch die zeitliche Ableitung
der Eintra¨ge der Dichtematrix entsprechend Glg. (1.40) - (1.42). Die transversalen
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Komponenten u(k) und v(k) enthalten die Information u¨ber den U¨bergang zwischen
Valenz- und Leitungsband, die longitudinale Komponente w(k) ist ein Maß fu¨r die
Besetzungsinversion. Wie im Fall der Magnetisierungsdynamik bleibt im dissipati-
onslosen Regime die La¨nge des Bloch-Vektors erhalten
∂t
√
u(k)2 + v(k)2 + w(k)2 = 0 . (1.46)
Die Frequenzen, gegeben durch die Energiedifferenz [c(k)− v(k)] /~, die des anre-
genden Feldes ω und die Rabifrequenz ΩR = [dcv(k) ·E(t)] /~ , bestimmen in Analo-
gie zur Magnetisierungsdynamik die unterschiedlichen Regime der Propagation des
Bloch-Vektors. Es ergeben sich die Grenzfa¨lle:
• ~ ΩR  c(k)− v(k)− ~ω :
Der Bloch-Vektor wird in der v-w-Ebene gedreht. Dies entspricht dem Fall der
Pra¨zession der Magnetisierung mit großer Amplitude, da sich die Richtung des
Bloch-Vektors a¨ndert.
• ~ ΩR  c(k)− v(k)− ~ω :
Die Drehung des Bloch-Vektors erfolgt in der u-v-Ebene. Dies entspricht einer
freien Propagation des Bloch-Vektors ohne Anregung bzw. dem nichtresonan-
ten Fall der Magnetisierungsdynamik, da sich die Richtung der transversalen
Komponente w(k) nicht a¨ndert.
Mit Hilfe der Darstellung als Bloch-Vektor lassen sich optische Experimente wie das
Photon Echo einfach visualisieren und verstehen (siehe dazu Ref. [102]). Die Glei-
chungen (1.40), (1.41) und (1.42) stellen den Ausgangspunkt fu¨r die mikroskopische
Beschreibung der Ladungstra¨gerdynamik in Halbleitern dar [46]. Die Gleichungen
der Ladungstra¨gerdynamik werden aber in einer verallgemeinerten Form ohne RWA
formuliert und beinhalten damit auch nichtresonante Prozesse [46].
Auf Grundlage der obigen Gleichungen unterscheidet man in der Theorie der La-
dungstra¨gerdynamik zwei Typen von Bloch-Gleichungen. Die sogenannten optischen
Bloch-Gleichungen enthalten nur Einteilchen-Beitra¨ge, wie z. B. die Wechselwirkung
mit dem Lichtfeld oder die Wechselwirkung mit Phononen [102]. Werden im Hamilto-
nian Vielteilchen-Effekte beru¨cksichtigt, d. h. die Coulomb-Wechselwirkung zwischen
den Ladungstra¨gern, so fu¨hrt das auf die Halbleiter-Bloch-Gleichungen [69, 46].
Die Hinzunahme der Ladungstra¨ger-Phonon- oder Coulomb-Wechselwirkung ermo¨g-
licht die mikroskopische Beschreibung von Streuprozessen, die in den klassischen
Bloch-Gleichungen der Magnetisierungsdynamik nur mit Hilfe von pha¨nomenologi-
schen Zerfallszeiten beru¨cksichtigt wurden. Fu¨r die konkrete Einbeziehung der Streu-
ung in die Bewegungsgleichungen der Dichtematrixeintra¨ge stehen im Allgemeinen
zwei Methoden zur Verfu¨gung, das korrelationsbasierte Na¨herungsschema [94] und
der Keldysh Formalismus [44].
In dieser Arbeit werden wir ausschließlich das korrelationsbasierte Na¨herungsschema
verwenden, das in Kapitel 2 ausfu¨hrlich erla¨utert wird. Die so zu berechnenden
Streuterme ko¨nnen den pha¨nomenologisch eingefu¨hrten Zerfallszeiten der Magneti-
sierungsdynamik zugeordnet werden. Wa¨hrend die Zerfallszeiten in der Magnetisie-
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rungsdynamik den Abbau einzelner Komponenten des Magnetisierungsvektors be-
schreiben, sind die entsprechenden Observablen im Dichtematrixformalismus durch
Kombinationen der Eintra¨ge in der Dichtematrix definiert. Fu¨r das Zwei-Niveau-
System existieren zwei Observablen, deren Zerfall die T1- und T2-Zeiten bestimmt.
Die erste Observable ist bestimmt durch die Besetzungszahldifferenz D zwischen
den beiden Niveaus, d. h. durch die Differenz der Diagonalelemente [46]. Fu¨r das
Zwei-Niveau-System bestehend aus Valenz- und Leitungsband hat D die Form
D :=
∑
k
[%c(k)− %v(k)] . (1.47)
Der Zerfall von D ist bestimmt durch die T1- oder Relaxations-Zeit. Da die Dichte-
matrixeintra¨ge die Dynamik nur fu¨r einzelne k beschreiben, muss zur Bestimmung
der T1-Zeit des Ensembles eine Summation u¨ber den k-Raum durchgefu¨hrt werden.
Die zweite Observable ist im Dichtematrixformalismus gegeben durch die inkoha¨ren-
te Summe der Nebendiagonalelemente C [62]. Sie ist ein Maß fu¨r die irreversiblen
Dephasierungsprozesse im System, wie in Anhang A gezeigt wird. Im Fall des oben
besprochenen Halbleitersystems kann C dargestellt werden als
C :=
∑
k
|Pcv(k)| . (1.48)
Die T2- oder Dephasierungszeit-Zeit
12 beschreibt den Abbau von C . Um den Zerfall
der Koha¨renz des Ensembles zu bestimmen, muss auch hier die Summation u¨ber k
durchgefu¨hrt werden.
Der bisher vorgestellte Dichtematrixformalismus stellt eine etablierte Theorie zur
Beschreibung der Ladungstra¨gerdynamik, insbesondere der Ultrakurzzeitdynamik,
sowohl in Zwei- als auch in Viel-Niveau-Systemen dar [94]. Der Spinfreiheitsgrad
wurde dabei aber nie beru¨cksichtigt. Diese Lu¨cke soll in den folgenden Kapiteln ge-
schlossen werden, indem das Konzept der Bloch-Gleichungen auf die Spindynamik
in Halbleiter-Quantenstrukturen u¨bertragen wird. Die so bestimmten Gleichungen
ermo¨glichen eine mikroskopische Formulierung der Spindynamik, insbesondere der
Spinrelaxation und der Spindephasierung und deren Zusammenhang mit den Zer-
fallszeiten der Bloch-Gleichungen. Außerdem wird auf der Basis des Dichtematrix-
formalismus die Spindynamik in Halbleiter-Quantenstrukturen numerisch simuliert
werden.
Bevor wir in Kapitel 2 die mikroskopische Theorie der Spinrelaxation und Spin-
dephasierung in Halbleiter-Quantenstrukturen pra¨sentieren, werden im folgenden
Abschnitt die wesentlichen Mechanismen, die zu einer Relaxation und Dephasierung
von Spins in Halbleitern fu¨hren ko¨nnen, erla¨utert.
12Im Folgenden werden Dephasierungs- und Dekoha¨renzzeit synonym verwendet.
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1.4 Spinrelaxationsmechanismen in
Halbleiter-Quantenstrukturen
In Halbleiterstrukturen existieren verschiedene Mechanismen, die eine Ungleichge-
wichtsverteilung von Spinzusta¨nden in eine Gleichgewichtsverteilung relaxieren und
zusa¨tzlich zu einer Dephasierung der Spins fu¨hren13. Das Konzept der drei wichtigs-
ten und meist diskutierten Mechanismen der Spinrelaxation, die nach Elliott und
Yafet, D’yakonov und Perel’ und nach Bir, Aronov und Pikus benannt sind, wird
im Folgenden erla¨utert. Die Spinrelaxation aufgrund von Hyperfein-Wechselwirkung
[31] bleibt unbehandelt, da dieser Mechanismus fu¨r die in dieser Arbeit betrachteten
Systeme nicht von Bedeutung ist. Er wird erst wichtig, wenn man die Dimension der
Quantenstruktur weiter reduziert, z. B. in Quantenpunkten (zur Erla¨uterung siehe
Ref. [139]). Auch die sogenannte magnetische Streuung, d. h. Streuung von Elektro-
nen im Leitungsband an magnetischen Sto¨rstellen durch Austausch-Wechselwirkung
[34], wird nicht diskutiert.
1.4.1 Der Elliott-Yafet-Mechanismus
Die Spinrelaxation durch den Elliott-Yafet-(EY) Mechanismus [32, 133] beruht auf
einem Zusammenspiel der Spin-Bahn-Wechselwirkung mit einem beliebigen Streu-
mechanismus, z. B. der Streuung an Sto¨rstellen oder Phononen. Durch die Spin-
Bahn-Wechselwirkung kommt es bei endlichem k zu einer Mischung von Spin-up
| ↑ 〉 und Spin-down | ↓ 〉 Zusta¨nden, d. h. die Elektronenzusta¨nde im Leitungsband
sind keine Eigenzusta¨nde zum Spinoperator σˆ mehr. In einer 2D-Halbleiterstruktur
haben die Wellenfunktionen von Spin-up und Spin-down Elektronen beim Wellen-
vektor k daher die Form [49]
ψ+,k(r) = ck e
ik·r [u↑k(z) s + v↓k(z)p] (1.49)
und
ψ−,k(r) = ck eik·r [u↓k(z) s + v↑k(z)p] , (1.50)
wobei r der Ortsvektor in der Ebene der 2D-Halbleiterstruktur und ck ein Normie-
rungsfaktor ist. Die Symbole s und p beschreiben s- bzw. p-artige Blochfunktio-
nen. Die Ausdru¨cke u↑/↓k(z) und v↑/↓ k(z) sind die Enveloppen Funktionen aus dem
Leitungs- bzw. Valenzband. Anschaulich gesprochen fu¨hrt die Spin-Bahn-Wechsel-
wirkung in einer 2D-Halbleiterstruktur zu einer Mischung von s-artigen Elektro-
nenzusta¨nden aus dem Leitungsband mit p-artigen Zusta¨nden aus dem Valenzband
mit entgegengesetzten Spin [2]. Wir haben diese gemischten Spinzusta¨nde mit +
(−) indiziert, wenn der s-artige Elektronenzustand einem Spin-up (-down) Zustand
entspricht. Es ist trotzdem gerechtfertigt von Spin-up und Spin-down Zusta¨nden zu
sprechen, da die Beimischung der p-artigen Valenzbandzusta¨nde sehr klein ist [139].
13In der Literatur werden die vorgestellten Mechanismen nur unter dem Begriff der
”
Spinrela-
xation“ verwendet. Sie fu¨hren aber auch zu einer Spindephasierung. Wir schließen uns hier der
u¨blichen Sprechweise an, wollen aber betonen, dass wir im Begriff der Spinrelaxation implizit auch
die Spindephasierung verstehen.
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Berechnet man mit den Zusta¨nden aus Glg. (1.49) und (1.50) Streumatrixelemen-
te fu¨r spinerhaltende14 Streumechanismen, z. B. die Streuung an Sto¨rstellen oder
Phononen, so ergibt sich fu¨r k 6= 0 eine endliche U¨bergangswahrscheinlichkeit von
einem (quantenmechanisch nicht reinen) Spin-up Zustand ψ+,k(r) in einen (quan-
tenmechanisch nicht reinen) Spin-down Zustand ψ−,k(r), was als Spinflip-Streuung
interpretiert werden kann. Unter Verwendung verschiedener Na¨herungen la¨sst sich
aus dem Streumatrixelement ein Zusammenhang zwischen der Spinrelaxationszeit
τSR und der Impulsrelaxationszeit τp angeben [3]
τSR|EY ∼ τp , (1.51)
der charakteristisch fu¨r den EY-Mechanismus ist. Die Impulsrelaxationszeit τp wird
gewo¨hnlich durch pha¨nomenologische oder semiklassische Modelle oder experimen-
tell [73] fu¨r die zu untersuchenden Streumechanismen bestimmt. Wie man an Glg.
(1.51) erkennt, steigt die Effektivita¨t des EY-Mechanismus mit der Ha¨ufigkeit der
Streuung an. Daru¨ber hinaus ist die Rate der Spinrelaxation invers proportional
zum Quadrat der Bandlu¨cke zwischen Valenz- und Leitungsband [2], d. h. die Effek-
tivita¨t des Mechanismus nimmt weiter zu, wenn die Bandlu¨cke kleiner und damit die
Zumischung der Valenzbandzusta¨nde sta¨rker wird. Dies bedeutet, dass die Spinrela-
xation nach Elliott-Yafet in 2D-Halbleitersystemen mit kleiner Bandlu¨cke zwischen
Leitungs- und Valenzband und kurzer Impulsrelaxationszeit wichtig ist.
Vor kurzem wurde experimentell eine Variation des hier erla¨uterten EY-Mechanis-
mus entdeckt und pha¨nomenologisch erkla¨rt [26]. In dieser Variante stellen die Spin-
zusta¨nde eine Mischung aus den Zusta¨nden des untersten und na¨chstho¨heren Lei-
tungsbandes dar. Als alternative Erkla¨rung dieser Ergebnisse wa¨re es auch denkbar,
dass die Mischung der Spinzusta¨nde nur aus Spinzusta¨nden des untersten Leitungs-
bandes besteht [124].
1.4.2 Der D’yakonov-Perel’-Mechanismus
Ein weiterer Spinrelaxationsmechanismus, der durch die Spin-Bahn-Wechselwirkung
hervorgerufen wird, ist der sogenannte D’yakonov-Perel’-(DP) Mechanismus [29, 30].
Im Unterschied zum EY-Mechanismus beruht er nicht auf dem Effekt der Mischung
der Zusta¨nde, sondern tritt nur in Systemen ohne Inversionssymmetrie auf, d. h. er
ist eng verknu¨pft mit den BIA- und SIA-Spin-Bahn-Termen.
Wie bereits beschrieben, la¨sst sich der Spin-Bahn-Term in Systemen ohne Inver-
sionssymmetrie in Form von Glg. (1.22) darstellen. Der Spin-Bahn-Term entha¨lt
ein k-abha¨ngiges Magnetfeld, das zu einer Pra¨zession des Spins der Ladungstra¨ger
mit der Frequenz |Ω(k)| fu¨hrt. Darauf aufbauend kann der DP-Mechanismus qua-
litativ verstanden werden15. Die Dynamik der einzelnen Spins im System ist zum
einen durch die Pra¨zession des Spins um das effektive Magnetfeld als auch durch
14Spinerhaltend bezieht sich dabei auf die Situation ohne Spin-Bahn-Wechselwirkung.
15Es ist zu beachten, dass die Spinpra¨zession im DP-Mechanismus oftmals in Analogie zur
Larmor-Pra¨zession interpretiert wird. Dies ist nicht gerechtfertigt, da ein externes homogenes Ma-
gnetfeld per se zu einer makroskopischen Spinpolarisation fu¨hrt, wa¨hrend der Hamiltonian aus Glg.
(1.22) die Spinpolarisation nicht a¨ndert.
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Abbildung 1.4: Schematische Darstellung der Spindynamik in einem Halbleitersys-
tem ohne Inversionssymmetrie. Der Spin des Elektrons S pra¨zediert um das effektive
Magnetfeld Ω(k) . Gleichzeitig bewegt sich das Elektron mit dem Impuls k . Nach
dem Zeitintervall ∆t, das der Impulsstreuzeit τp entspricht, wird das Elektron ge-
streut. Aufgrund der Streuung a¨ndert sich der Impuls des Elektrons und das effektive
Magnetfeld Ω(k) . Dies fu¨hrt zu einer A¨nderung sowohl der Pra¨zessionsrichtung als
auch der Pra¨zessionsgeschwindigkeit.
die in Halbleitern vorhandene Impulsstreuung gegeben, wie in Abb. 1.4 schema-
tisch dargestellt ist. Da das effektive Magnetfeld vom Wellenvektor k abha¨ngig ist,
a¨ndert sich bei der Streuung neben dem Impuls des Elektrons auch die Richtung
und Sta¨rke des effektiven Magnetfelds, um das der Spin des Elektrons pra¨zediert.
Die relevante Zeitskala ist daher bestimmt durch die Impulsstreuzeit τp und durch
die Pra¨zessionsgeschwindigkeit, die von Ω(k) abha¨ngt. Man unterscheidet bezu¨glich
dieser Zeitskalen zwei Fa¨lle. Der erste Fall entspricht der Bedingung
τp Ω ≥ 1 , (1.52)
wobei Ω die u¨ber k gemittelte Pra¨zessionsfrequenz darstellt. In diesem Fall ko¨nnen
die Elektronenspins einen vollen Pra¨zessionszyklus durchlaufen, bevor sie gestreut
werden. Der Gesamtspin des Elektronenensembles dephasiert dann aufgrund der In-
homogenita¨t von Ω(k). Dieser Prozess ist reversibel und die Spinrelaxationszeit τSR
ist proportional zur Breite der Verteilung von Ω(k) [48]. Der Spinrelaxationsmecha-
nismus nach D’yakonov-Perel’ wird durch den zweiten Fall
τp Ω ≤ 1 (1.53)
beschrieben, der als motional narrowing bezeichnet wird. Im Unterschied zum ers-
ten Fall kann der Spin der Elektronen zwischen zwei Streuprozessen keinen vollen
Pra¨zessionszyklus durchlaufen, vielmehr entspricht dieser Fall der Spinpra¨zession in
einem fluktuierenden Magnetfeld. Im Regime des motional narrowing la¨sst sich die
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Spinrelaxationszeit mit dem Modell eines random walk des Spins16 abscha¨tzen [29].
Zwischen zwei Streuereignissen kann sich der Spin um den Winkel ϕ = Ω τp drehen.
Nach der Zeit t ist der Erwartungswert des Quadrats des Drehwinkels 〈(∆ϕ)2〉 di-
rekt proportional zur Anzahl der random walk Schritte t/τp multipliziert mit dem
Quadrat der Schrittweite (Ω τp)
2
〈(∆ϕ)2〉 ∼ Ω2 τp t . (1.54)
Die Spinrelaxationszeit τSR ist durch die Bedingung 〈(∆ϕ)2〉 ∼ 1 fu¨r t = τSR defi-
niert. Dies ergibt den fu¨r DP-Spinrelaxation charakteristischen Zusammenhang zwi-
schen Spin- und Impulsrelaxationszeit
1
τSR
∼ Ω2 τp . (1.55)
Fu¨r die Spinrelaxation nach D’yakonov und Perel’ gilt damit, dass die Spinrelaxati-
onszeit steigt, je ha¨ufiger die Spins gestreut werden. Anschaulich bedeutet dies, dass
der Spin dem ha¨ufigen und schnellen Wechsel des Magnetfelds nicht mehr
”
folgen“
kann und somit in seiner urspru¨nglichen Orientierung
”
verharrt“.
Eine formale Herleitung der DP-Spinrelaxation beruht auf dem Spindichtematrixfor-
malismus fu¨r das 2×2 System der Elektronen im Leitungsband eines Halbleiters oder
einer 2D-Halbleiterstruktur. Ausgangspunkt der Herleitung ist ein mikroskopisches
Modell, das durch den Hamiltonian
H = H0 +HSB +HStreu
beschrieben wird, der den Effektivmassen-Hamiltonian H0, die Spin-Bahn-Wechsel-
wirkung HSB und spinerhaltende Streumechanismen HStreu entha¨lt. Dieses Modell
wird durch pha¨nomenologische Annahmen bzgl. der Streuung vereinfacht und die
Spinrelaxationsraten werden fu¨r einen quasi-stationa¨ren Zustand berechnet. Eine
detaillierte Herleitung findet man z. B. in Ref. [89] oder [3].
Im Rahmen der Herleitung werden die Spinrelaxationszeiten bzw. deren Abha¨ngig-
keit von den Spin-Bahn-Parametern nur fu¨r die Grenzfa¨lle tiefer und hoher Tempera-
turen angegeben [52]. Dieser Mangel wurde vor kurzem behoben, indem die pha¨no-
menologische Beschreibung der Streuung die Temperaturabha¨ngigkeit verschiede-
ner Streumechanismen beru¨cksichtigt und in die urspru¨ngliche Herleitung der DP-
Spinrelaxation eingesetzt wurde [53]. Als mo¨gliche spinerhaltende Streumechanismen
wurden diejenigen beru¨cksichtigt, deren Impulsstreuzeit aus Transportmessungen
bestimmt werden kann, d. h. Streuung an ungeladenen oder ionisierten Sto¨rstel-
len (schwach oder stark abgeschirmt) und an akustischen oder optischen Phononen
(polar oder durch ein Deformationspotenzial verursacht). Zusa¨tzlich zu diesen Streu-
mechanismen kann DP-Spinrelaxation bei tiefen Temperaturen auch durch direkte
Coulomb-Streuung zwischen Elektronen verursacht werden [40, 41, 42].
Generell ist der DP-Mechanismus in Halbleitern oder 2D-Halbleiterstrukturen ohne
Inversionssymmetrie u¨ber einen weiten Temperaturbereich der wichtigste Mechanis-
mus fu¨r die Spinrelaxation. Er dominiert in undotierten und n-dotierten Systemen,
wenn die Bedingung des motional narrowing erfu¨llt ist [139].
16In diesem Zusammenhang wird oftmals auch das Modell der Spindiffusion benutzt.
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Abbildung 1.5: Schematische Darstellung eines Spinflip-Prozesses aufgrund des
BAP-Mechanismus. Der Ausgangszustand ist gegeben durch einen Spin-up Zustand
im Leitungsband und einen Spin-down Zustand im Valenzband. Im Stoßprozess
kommt es durch die Austausch-Wechselwirkung AX zu einem simultanen Spinflip
im Leitungs- und im Valenzband.
1.4.3 Der Bir-Aronov-Pikus-Mechanismus
Der Spinrelaxationsmechanismus nach Bir, Aronov und Pikus (BAP) setzt die Exis-
tenz von freien Lo¨chern voraus und tritt daher nur in p-dotierten Halbleitern und
2D-Halbleiterstrukturen auf [15]. Er ha¨ngt im Unterschied zum EY- und DP-Mecha-
nismus nicht von der Spin-Bahn-Wechselwirkung ab, sondern ist durch die Coulomb-
Austausch-Wechselwirkung zwischen Elektronen und Lo¨chern mit entgegengesetz-
tem Spin bestimmt. Der Hamiltonian fu¨r diese Wechselwirkung la¨sst sich schreiben
als
H = AX S · J δ(r) ,
mit dem Elektronenspinoperator S, dem Lochspinoperator J und dem Vorfaktor
AX , der proportional zum Matrixelement der Coulomb-Austausch-Wechselwirkung
zwischen Zusta¨nden im Leitungs- und Valenzband ist. Der Vektor r beschreibt die
relative Lage der Stoßpartner Elektron und Loch. Bei einer solchen Streuung kommt
es zu einem gleichzeitigen Spinflip von einem Elektron im Leitungsband und einem
Loch im Valenzband, wie in Abb. 1.5 schematisch dargestellt. Beschra¨nkt man die
Betrachtung auf das Leitungsband und mittelt u¨ber das Ensemble der Spins, so
erha¨lt man effektiv eine Spinrelaxation. Die Wahrscheinlichkeit fu¨r einen Spinflip
bei der Streuung ha¨ngt dabei vom Zustand des beteiligten Lochs ab, d. h. die Spin-
relaxationszeit ist unterschiedlich in einem System mit freien Lo¨chern und einem
System mit Lo¨chern, die an Akzeptoren gebunden sind. Daru¨ber hinaus a¨ndert sich
die Effektivita¨t des Streumechanismus in Abha¨ngigkeit vom Verha¨ltnis der Elek-
tronengeschwindigkeit zur Lochgeschwindigkeit und dem Grad der Entartung des
Lochzustandes. Je nach System ergeben sich unterschiedliche Ausdru¨cke fu¨r die
Spinrelaxationszeiten aufgrund des BAP-Mechanismus. Fu¨r einige Grenzfa¨lle sind
die Gleichungen fu¨r die BAP-Spinrelaxationszeiten in Abha¨ngigkeit der Systempa-
rameter in [2] oder [139] angegeben.
Zusammenfassend ist festzuhalten, dass im Allgemeinen drei Spinrelaxationsmecha-
nismen (DP, EY und BAP) in Halbleitern und 2D-Halbleiterstrukturen auftreten
ko¨nnen. Durch ihre unterschiedliche Abha¨ngigkeit von den Systemparametern ist
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eine Unterscheidung mo¨glich.
Diese drei Mechanismen und die entsprechenden Zerfallszeiten werden im folgen-
den Kapitel in Form einer mikroskopischen Theorie der Spindynamik in Halbleiter-
Quantenstrukturen basierend auf dem Dichtematrixformalismus beschrieben. Dies
macht dann eine Interpretation der Zerfallszeiten im Kontext der Bloch-Gleichungen
mo¨glich.
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KAPITEL 2
Spindynamik in
Halbleiter-Quantenstrukturen
In diesem Kapitel pra¨sentieren wir die Erweiterung der Bloch-Gleichungen zur mi-
kroskopischen Beschreibung von Spindynamik in 2D-Halbleiterstrukturen. Als erster
Schritt wird eine dafu¨r geeignete Basis bestimmt und die koha¨rente Dynamik unter-
sucht. Im Rahmen des Dichtematrixformalismus diskutieren wir dann die Ladungs-
tra¨ger-Phonon-Streuung, die Coulomb-Streuung und die Streuung an nichtmagne-
tischen Sto¨rstellen. Zum Abschluss werden die Ergebnisse der erweiterten Bloch-
Gleichungen durch eine Basistransformation mit den experimentellen Observablen
verglichen.
2.1 Die koha¨rente Spindynamik im Dichtematrix-
formalismus
In diesem Abschnitt wollen wir uns auf die koha¨rente Einteilchen-Dynamik be-
schra¨nken, d. h. wir untersuchen nur die Dynamik aufgrund der kinetischen Bei-
tra¨ge im Hamiltonian. Es existieren verschiedene Mo¨glichkeiten fu¨r die Wahl der
Basis der Spinzusta¨nde. Die Unterschiede zwischen der Basis der Zusta¨nde, wie sie
bei der Interpretation von Experimenten benutzt wird, der Spin-up/down Basis, und
der Basis unserer theoretischen Betrachtung, der Eigenbasis, und die sich ergebenden
Konsequenzen werden diskutiert.
2.1.1 Darstellung in der Spin-up/down Basis
Fu¨r die Wahl einer Basis fu¨r Spinzusta¨nde in 2D-Halbleiterstrukturen bietet sich die
Wachstumsrichtung (bzw. die z-Richtung) als Quantisierungsachse an. Wir bezeich-
nen diese Basis als Spin-up/down Basis, da der Spinzustand durch die Orientierung
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parallel oder antiparallel zur z-Richtung bestimmt ist. Die z-Richtung entspricht
in der Regel auch der Ausbreitungsrichtung des anregenden Lichtes. Die beiden
mo¨glichen Spinzusta¨nde werden mit den Symbolen | ↑ 〉 und | ↓ 〉 dargestellt. Zur
Beschreibung der Spindynamik mit dem Dichtematrixformalismus in dieser Basis
beschra¨nken wir uns auf das Subsystem der Elektronen im Leitungsband und erhal-
ten ein Zwei-Niveau-System mit einer 2× 2 Spindichtematrix der Form
%ud(k) =
(
%↑ ↑(k) %↑ ↓(k)
%↓ ↑(k) %↓ ↓(k)
)
. (2.1)
Die Eintra¨ge sind definiert als Erwartungswert eines fermionischen Erzeugungs- und
Vernichtungsoperators entsprechend
%↑ ↓(k) := 〈c†↑(k) c↓(k)〉 , (2.2)
wobei c†↑/↓(k) einen Zustand mit Spin-up/down beim Wellenvektor k = (kx, ky, 0)
1
erzeugt. Analoges gilt fu¨r den Vernichter c↑/↓(k) . Die Zeitabha¨ngigkeit der Opera-
toren wird impliziert. Die Besetzungswahrscheinlichkeit eines Spin-up oder -down
Zustands beim Wellenvektor k ist durch die Diagonaleintra¨ge in Glg. (2.1) gegeben,
wa¨hrend die Nebendiagonaleintra¨ge gema¨ß Anhang A ein Maß fu¨r die Spinkoha¨renz
darstellen. Der Anteil des Hamiltonians, der die koha¨rente Spindynamik beschreibt,
ist aus dem kinetischen Einteilchen-Term und dem Spin-Bahn-Term zusammenge-
setzt und hat die Form
Hud|koh =
∑
σ σ′=↑, ↓
k′
[
(k′) + ~ Ω(k′) · σσ σ′
]
c†σ(k
′) cσ′(k′) , (2.3)
mit den Einteilchen-Energien (k) , den Paulischen Spinmatrizen σσ σ′
2 und dem
effektiven Magnetfeld Ω(k′) . Wie im vorherigen Kapitel erla¨utert, ist Ω(k′) ein
dreikomponentiger Vektor, dessen z-Komponente fu¨r 2D-Halbleiterstrukturen gleich
null ist. Man erkennt an Glg. (2.3), dass die Einteilchen-Energien im ersten Term
spinentartet sind und die Spin-Bahn-Wechselwirkung, die zu einer Aufhebung der
Entartung fu¨hrt, im zweiten Term enthalten ist. Durch diesen bzw. durch die darin
enthaltenen Paulischen Spinmatrizen bekommt der Hamiltonian Eintra¨ge auf der
Nebendiagonalen. Bei Betrachtung des Spin-Bahn-Terms erkennt man, dass nur die
DP-Spinrelaxation beschrieben werden kann, da keine Zumischung von p-artigen
Zusta¨nden aus dem Leitungsband beru¨cksichtigt wird, die Voraussetzung fu¨r den
EY-Mechanismus ist. Der BAP-Mechanismus ko¨nnte durch Hinzunahme des Loch-
systems in die Betrachtung integriert werden.
1Wir werden im Folgenden die Indizierung des in-plane Wellenvektors mit dem Symbol || un-
terlassen, da wir uns auf 2D-Halbleiterstrukturen beschra¨nken.
2Die Paulischen Spinmatrizen sind definiert als [101]:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
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Die koha¨rente Dynamik im System ist entsprechend der Liouville-Gleichung gegeben
durch die Bewegungsgleichungen (EOM3)
∂t%↑ ↑(k) = −1
~
[
Ωx(k)={%↑ ↓(k)} − Ωy(k)<{%↑ ↓(k)}
]
(2.4)
∂t%↓ ↓(k) = +
1
~
[
Ωx(k)={%↑ ↓(k)} − Ωy(k)<{%↑ ↓(k)}
]
(2.5)
∂t%↑ ↓(k) =
1
2 ~
[
i Ωx(k)− Ωy(k)
] [
%↑ ↑(k)− %↓ ↓(k)
]
. (2.6)
Fu¨r die i-te Komponente des effektiven Magnetfeldes wurde die Abku¨rzung Ωi(k)
eingefu¨hrt. Der Realteil (Imagina¨rteil) einer Variable x wird im Folgenden durch
<{x} (={x}) symbolisiert. Wie man an Glg. (2.4) - (2.6) erkennt, fu¨hrt die Spin-
Bahn-Wechselwirkung zu einer Kopplung der Diagonal- an die Nebendiagonalein-
tra¨ge der Dichtematrix und umgekehrt. Diese Kopplung entspricht der Pra¨zession
der Spins um das effektive Magnetfeld der Spin-Bahn-Wechselwirkung und stellt die
Ausgangssituation fu¨r den DP-Mechanismus dar. Ohne die Spin-Bahn-Wechselwir-
kung ist wegen der entarteten Eigenenergien keine Dynamik im System vorhanden,
was zu zeitlich konstanten Eintra¨gen in der Dichtematrix fu¨hrt.
Vergleicht man die EOM (2.4) - (2.6) mit den Bloch-Gleichungen fu¨r das Elektron-
Loch-System (1.40) - (1.42), so stellt man Unterschiede fest. Da in den Glgn. (2.4)
- (2.6) keine optische Anregung enthalten ist, mu¨ssen zum Vergleich in den Glgn.
(1.40) - (1.42) die Terme proportional zu Pcv(k) gleich null gesetzt werden. Fu¨r die
Bloch-Gleichungen des Zwei-Niveau-Systems gilt dann, dass die Diagonaleintra¨ge
der Dichtematrix konstant sind und nur das Nebendiagonalelement zeitlich vari-
iert. Es ist daher nicht gerechtfertigt, den wohldefinierten Formalismus der Bloch-
Gleichungen auf die EOM in der Spin-up/down Basis anzuwenden. Da es unser Ziel
ist, eine mikroskopische Theorie der Spindynamik, basierend auf dem Konzept der
Bloch-Gleichungen, herzuleiten, ist die Basis so zu wa¨hlen, dass die Struktur der
Bloch-Gleichungen, wie sie in den Glgn. (1.40) - (1.42) gegeben sind, formal repro-
duziert wird. Die dafu¨r geeignete Darstellung liefert die Eigenbasis.
2.1.2 Darstellung in der Eigenbasis
Es kennzeichnet die Eigenbasis in Systemen mit Spin-Bahn-Wechselwirkung, dass
der kinetische Anteil des Hamiltonians im Gegensatz zur Spin-up/down Basis dia-
gonal ist. Da wir in der mikroskopischen Theorie der Spindynamik auch die spin-
selektive optische Anregung vom Valenz- ins Leitungsband beru¨cksichtigen wollen,
betrachten wir ein System, das aus dem obersten Leitungsband mit Spinquanten-
zahl mc = ±1/2 und den beiden obersten Valenzba¨ndern mit Spinquantenzahl
mv = ±3/2 und mv = ±1/2 besteht4 (siehe Abb. 1.3). Es ist folglich notwendig,
3EOM = equations of motion
4Konsequenterweise mu¨sste man hier von Pseudospinzusta¨nden [35] sprechen, da eine Trennung
des Spins und der orbitalen Bewegung nicht mehr mo¨glich ist. In den folgenden Abschnitten, die
die Dynamik in der Eigenbasis beschreiben, werden die Begriffe
”
Spin“ und
”
Pseudospin“ aber
synonym verwendet.
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den 2 × 2 (4× 4) Hamiltonian des Leitungsbandes (Valenzbandes) zu diagonalisie-
ren. Nach der Diagonalisierung la¨sst sich der kinetische Anteil des Hamiltonians in
zweiter Quantisierung schreiben als
H0 =
∑
k′
m′c=± 12
m′c(k) c
†
m′c
(k) cm′c(k) +
∑
k′
m′v=± 12 ,± 32
m′v(k) vm′c(k) v
†
m′c
(k) .
(2.7)
Wie im vorangehenden Kapitel haben wir die Operatoren in Elektron- und Lochope-
ratoren aufgeteilt, die mit den entsprechenden Spinindizes (bzw. Pseudospinindizes)
versehen sind. Die Aufhebung der Spinentartung fu¨hrt zu spinabha¨ngigen Eigen-
energien mc(k) und mv(k), d. h. die Spin-Bahn-Wechselwirkung ist implizit in den
Eigenenergien enthalten. Dies u¨bertra¨gt sich auch auf die Teilchenzusta¨nde, die nicht
mehr als Produkt aus einem Orts- und einem Spinanteil geschrieben werden ko¨nnen,
sondern in Form der EFA dargestellt werden als
Ψmc,k(x) = e
ik·r ∑
m′c
ζ
(mc)
m′c
(k, z) um′c(x) (2.8)
Ψmv ,k(x) = e
ik·r ∑
m′v
ζ
(mv)
m′v
(k, z) um′v(x) , (2.9)
wobei x sowohl die ra¨umlichen als auch die Spinkoordinaten des Zustandes entha¨lt.
Im Unterschied zur Darstellung der Wellenfunktionen in 2D-Halbleiterstrukturen in
Kapitel 1 sind die Bandkantenblochfunktionen um′i(x) und die Subbandfunktionen
ζ
(mi)
m′i
(k, z) explizit vom Spin abha¨ngig. Ein weiteres wichtiges Resultat der Diago-
nalisierung ist, dass der Spin nicht mehr bezu¨glich einer festen Quantisierungsachse
klassifiziert werden kann, sondern vom Wellenvektor k abha¨ngt. Dies ist in Abb. 2.1
fu¨r ein System mit Rashba-Spin-Bahn-Kopplung dargestellt. Die Spindichtematrix
hat in dieser Basis fu¨r das Sechs-Niveau-System folgende Struktur:
%dia(k) =
(
%mc m¯c(k) %mc m¯v(k)
%∗mc mv(k) %mv m¯v(k)
)
, (2.10)
gegeben durch die 2× 2 Spindichtematrix %mc m¯c(k) fu¨r das Leitungsband, die 4× 4
Spindichtematrix fu¨r das Schwer- und Leichtlochband und die 2 × 4 (4 × 2) Dich-
tematrix %mc mv(k) [%
∗
mc mv(k)], die mo¨gliche Kopplungen zwischen Valenz- und Lei-
tungsbandzusta¨nden beschreibt. Um zu zeigen, dass die EOM der Spindichtematrix
in der Eigenbasis die Struktur der Bloch-Gleichungen aus Kapitel 1 reproduzie-
ren, beschra¨nken wir uns auf die Zusta¨nde im Leitungsband. Deshalb betrachten
wir nur die Dynamik der Eintra¨ge der 2× 2 Spindichtematrix %mc m¯c(k) detailliert,
der Transfer auf das Lochsystem kann in Analogie durchgefu¨hrt werden. Die 2 × 2
Spindichtematrix hat in der Eigenbasis die Struktur
%mc m¯c(k) =
(
%mc mc(k) %mc −mc(k)
%−mc mc(k) %−mc −mc(k)
)
. (2.11)
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Abbildung 2.1: Schematische Darstellung der Spinaufspaltung des Leitungsbandes
und der Spinorientierung in einer 2D-Halbleiterstruktur unter Einfluss der Rashba-
Spin-Bahn-Wechselwirkung. Gezeigt ist ein Isoenergieschnitt durch die Energiedis-
persion. Es bilden sich zwei geschlossene Energiekreise E+ und E−. An diesen Kreisen
ist fu¨r einzelne Werte in der k-Ebene die Spinorientierung eingezeichnet. Man er-
kennt, dass die Richtung des Spins von der Position in der k-Ebene abha¨ngt und
nicht mehr bezu¨glich einer festen Quantisierungsachse definiert ist.
Die Diagonaleintra¨ge beschreiben die Besetzungszahlen eines Zustandes mit Spin mc
beim Wellenvektor k, wa¨hrend die Nebendiagonaleintra¨ge die Koha¨renz zwischen
den beiden mo¨glichen Spinzusta¨nden mit Spin mc und −mc beim Wellenvektor k
bestimmen. Es sei nochmals betont, dass in der Eigenbasis im Unterschied zur Spin-
up/down Basis der Spin eines Zustandes vom Wellenvektor k abha¨ngt und somit
die Dichtematrix aus Glg. (2.11) physikalisch andere Zusta¨nde beschreibt als die aus
Glg. (2.1). Die koha¨rente Dynamik des Systems ist gegeben durch
∂t%mc mc(k) = 0 (2.12)
∂t%−mc −mc(k) = 0 (2.13)
∂t%mc −mc(k) =
1
i~
[
mc(k)− −mc(k)
]
%mc −mc(k) . (2.14)
Die Glgn. (2.12) - (2.14) weisen exakt die gesuchte Struktur der Bloch-Gleichungen
entsprechend den Glgn. (1.40) - (1.42) auf, wenn in diesen die optische Anregung
gleich null gesetzt wird. Die Diagonaleintra¨ge sind im koha¨renten Regime konstant,
der Nebendiagonaleintrag weist dagegen eine Dynamik auf, die durch die Energie-
differenz zwischen den beteiligten Niveaus bestimmt ist.
Die Pra¨zession des Spins durch die Spin-Bahn-Wechselwirkung, die in der Spin-
up/down Basis die Kopplung zwischen Diagonal- und Nebendiagonaleintra¨gen der
Dichtematrix bewirkt, ist verschwunden. Sie ist aufgrund der Diagonalisierung voll-
sta¨ndig in den spinabha¨ngigen Eigenenergien mi(k) enthalten. Daru¨ber hinaus wird
bei der Betrachtung der Wellenfunktionen der Zusta¨nde in Glgn. (2.8) und (2.9)
klar, dass sie durch die Diagonalisierung der k · p-Kopplung auch die Beimischung
von Zusta¨nden aus anderen Subba¨ndern enthalten. Dies bedeutet, dass die Darstel-
lung in der Eigenbasis alle notwendigen Informationen entha¨lt, um gleichzeitig DP-
und EY-Spinrelaxation zu beschreiben. Die Hinzunahme der Coulomb-Austausch-
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Wechselwirkung mit Lochzusta¨nden komplettiert die Beschreibung der Spinrelaxa-
tion durch den BAP-Mechanismus.
Zusammenfassend ist zu sagen, dass die Anwendung des Konzepts der Bloch-Glei-
chungen auf die Spindynamik in 2D-Halbleiterstrukturen die Verwendung der Ei-
genbasis bedingt. Dies hat den Vorteil, dass die (Spin-) Relaxations- und Dephasie-
rungszeiten wohl definiert sind und formal angegeben werden ko¨nnen, wie in Kapi-
tel 1 fu¨r die Glgn. (1.47) und (1.48) erla¨utert wurde. Daru¨ber hinaus hat man im
Unterschied zur Spin-up/down Basis die Mo¨glichkeit, alle drei wesentlichen Spinrela-
xationsmechanismen gleichzeitig mit einer mikroskopischen Theorie zu beschreiben.
Diese Theorie soll in den na¨chsten Abschnitten fu¨r verschiedene Streumechanismen
hergeleitet werden.
2.2 Spinrelaxation und -dephasierung im Dichte-
matrixformalismus
2.2.1 Die optische Orientierung
In Kapitel 1 wurde bei der Erla¨uterung der experimentellen Methoden zur Bestim-
mung von Spinrelaxations- und Spindephasierungszeiten bereits angesprochen, dass
eine Nichtgleichgewichtsverteilung der Spins durch optische Orientierung erzeugt
werden kann. Dafu¨r ist eine Anregung mit zirkular polarisiertem Licht notwendig.
Die optischen [102] und die Halbleiter-Bloch-Gleichungen [69] sind in ihrer urspru¨ng-
lichen Form a priori nicht in der Lage, den Polarisationsfreiheitsgrad des anregenden
Lichtfeldes in den Bewegungsgleichungen der Dichtematrix zu beru¨cksichtigen. Dies
wurde erst mo¨glich durch eine Erweiterung der Halbleiter-Bloch-Gleichungen in der
Eigenbasis der Spinzusta¨nde [96]. Die Wechselwirkung der Ladungstra¨ger mit dem
Lichtfeld ist gegeben durch den Hamiltonian
HLicht = −
∑
m′c m
′
v
k
[
E(t) · dm′c m′v(k) c†m′c(k) v
†
m′v
(k) + H. c.
]
. (2.15)
Die Abku¨rzung
”
H. c.“ steht fu¨r das hermitesch konjugierte des vorangehenden Aus-
drucks in der Summe. Der erste Term in Glg. (2.15) entspricht einem senkrechten
U¨bergang vom Valenz- ins Leitungsband. Der zweite Term beschreibt den umge-
kehrten Prozess. Das Dipolmatrixelement dmc mv(k) ist in der Eigenbasis definiert
als
dmc mv(k) = e
∑
m′c m
′
v
∫
dz ζ
(mc)∗
m′c
(k, z)Rm′c m′v ζ
(mv)
m′v
(k, z) , (2.16)
mit dem Matrixelement des in-plane Ortsvektors Rm′c m′v
Rm′c m′v =
∫
dx u∗m′c(x) r um′v(x) . (2.17)
Die Zeitabha¨ngigkeit des anregenden elektrischen Feldes E(t) ist gegeben durch
E(t) = E(ω)eiωt + E∗(ω)e−iωt , (2.18)
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mv = +
3
2
+1
2
−1
2
−3
2
mc = +
1
2
−A (1 + ie±iϕ) 0 A√
3
(1− ie±iϕ) 0
mc = −12 0 − A√3 (1 + ie±iϕ) 0 A (1− ie±iϕ)
Tabelle 2.1: Tabelle der Matrixelemente fu¨r U¨berga¨nge zwischen Valenz- und Lei-
tungsband bei Anregung mit beliebig polarisiertem Licht. Das Symbol A ist definiert
als [E0(ω)R]/2 mit R = 〈S|x|X〉/
√
2 .
mit E∗(ω) = E(−ω) . Der Hamiltonian in Glg. (2.15) entha¨lt sowohl den Spinfrei-
heitsgrad der Ladungstra¨ger als auch den Polarisationsfreiheitsgrad des anregenden
elektrischen Feldes. Die optischen Auswahlregeln der U¨berga¨nge zwischen Valenz-
und Leitungsband lassen sich fu¨r eine beliebige Polarisation der optischen Anregung
berechnen. Betrachtet man in z-Richtung eingestrahltes Licht, so ist der komplexe
Feldvektor gegeben durch
E±(ω) =
E0(ω)
2
(ex + ey e
±iϕ) . (2.19)
ex und ey sind die Einheitsvektoren in der in-plane Ebene und der Index ± gibt die
Helizita¨t des Lichtfeldes an. U¨ber den Winkel ϕ wird der Polarisationsgrad des Feldes
eingestellt, d. h. zirkular polarisiertes Licht ergibt sich fu¨r den Fall ϕ = pi/2 . Die
optischen Auswahlregeln werden durch das Matrixelement E±(ω) ·Rmc mv bestimmt
und sind in Tabelle 2.1 angegeben.
Die Einteilchen-Dynamik (ETD) in der 2D-Halbleiterstruktur ohne Streuung ist
durch den Hamiltonian
HETD = H0 +HLicht (2.20)
beschrieben, mit H0 aus Glg. (2.7) und HLicht aus Glg. (2.15). Wir beschra¨nken
uns fu¨r die folgenden Betrachtungen der Spindynamik auf das Leitungsband der
Halbleiter-Quantenstruktur, d. h. wir berechnen nur die EOM fu¨r die Eintra¨ge der
elektronischen 2 × 2 Spindichtematrix aus Glg. (2.11). Die EOM der Eintra¨ge der
elektronischen Spindichtematrix haben wegen HETD die Form
∂t%mc mc(k) =
1
i~
∑
mv
[E(t) · dmc mv(k)Pmc −mv(k)− H. c.] (2.21)
∂t%−mc −mc(k) =
1
i~
∑
mv
[E(t) · d−mc mv(k)P−mc −mv(k)− H. c.] (2.22)
∂t%mc −mc(k) =
1
i~
[mc(k)− −mc(k)] %mc −mc(k)
1
i~
∑
mv
[
E(t) · d−mc mv(k)Pmc mv(k)
− E∗(t) · d∗mc mv(k)P †−mc mv(k)
]
. (2.23)
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Durch die Anregung mit dem Lichtfeld kommt es zu einer Kopplung zwischen
dem Valenz- und dem Leitungsband durch die Interbandpolarisation Pmc mv(k) =
〈c†mc(k) v†mv(k)〉 . Um die koha¨rente Einteilchen-Dynamik konsistent zu lo¨sen, ist es
daher notwendig, auch die Dynamik des Lochsystems, gegeben durch die Eintra¨ge
in %mv m¯v aus Glg. (2.10), und die der Kopplung, bestimmt durch die Eintra¨ge von
%mc mv aus Glg. (2.10), zu betrachten. Es ergibt sich ein System von 20 gekoppelten
Differentialgleichungen, die eine geschlossene Struktur besitzen und damit prinzipi-
ell analytisch gelo¨st werden ko¨nnen. Da es aber nicht unser Ziel ist, die optische
Dynamik der 2D-Halbleiterstruktur zu untersuchen, verweisen wir fu¨r die Bewe-
gungsgleichung der Dichtematrizen des Lochsystems und der Interbandpolarisation
auf Ref. [96].
Als Zwischenergebnis ist festzuhalten, dass die Erzeugung einer spinabha¨ngigen
Nichtgleichgewichtsverteilung von Ladungstra¨gern in einer 2D-Halbleiterstruktur
mikroskopisch im Rahmen des Dichtematrixformalismus bzw. basierend auf den
Bloch-Gleichungen beschrieben werden kann. Grund dafu¨r ist die explizite Beru¨ck-
sichtigung des Spinfreiheitsgrades der Ladungstra¨ger und der Polarisation des trei-
benden Lichtfeldes in den Bloch-Gleichungen.
Damit sind alle Anforderungen an den Formalismus zur Beschreibung des koha¨renten
Regimes erfu¨llt, na¨mlich eine Darstellung der Spin-Bahn-Wechselwirkung in einer zu
den urspru¨nglichen Bloch-Gleichungen analogen Form und die mikroskopische Be-
schreibung der spinsensitiven optischen Anregung. Im na¨chsten Schritt mu¨ssen nun
als Ursache der Spinrelaxation und -dephasierung die Streuprozesse in mikroskopi-
scher Weise beschrieben werden. Dazu wird der Hamiltonian um einen Streuterm
erweitert
H = H0 +HLicht +HStreu . (2.24)
Die Struktur von HStreu und die sich ergebenden Modifikationen in den EOM der
Dichtematrixeintra¨ge ha¨ngen vom Streumechanismus ab und werden in den na¨chsten
Abschnitten fu¨r die drei wichtigsten Streumechanismen in 2D-Halbleiterstrukturen
untersucht.
2.2.2 Die Erweiterung der optischen Bloch-Gleichungen:
Ladungstra¨ger-Phonon-Streuung
Als ersten mo¨glichen Streuprozess betrachten wir die Streuung der Ladungstra¨ger
an Phononen. Da wir dabei explizit den Spin der Ladungstra¨ger beru¨cksichtigen,
aber Vielteilchen-Effekte vernachla¨ssigen, entspricht dies der Erweiterung der opti-
schen Bloch-Gleichungen [67]. Der Hamiltonian HStreu fu¨r die Ladungstra¨ger-Pho-
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Abbildung 2.2: Skizze der Streuprozesse in der Eigenbasis fu¨r eine 2D-
Halbleiterstruktur unter Einfluss der Rashba-Spin-Bahn-Wechselwirkung. Die Dar-
stellung entspricht der in Abb. 2.1 . Die gestrichelten Pfeile symbolisieren U¨berga¨nge
aufgrund von Streuung. Man erkennt, dass in der Eigenbasis die Streuung nicht nur
den k-Vektor des Elektrons a¨ndert, sondern auch seinen Spin.
non-Wechselwirkung hat in der Eigenbasis die Form
Hphonon =
∑
q
~ω(q) b†(q) b(q)
+
∑
k′ q


∑
m′c m
′′
c
[
gem′c m′′c (q) c
†
m′′c
(k′ + q) b(q) cm′c(k
′) + H. c.
]
+
∑
m′v m
′′
v
[
ghm′v m′′v (q) v
†
m′′v
(k′ + q) b(q) vm′v(k
′) + H. c.
]
 .
(2.25)
Der Operator b(q) [b†(q)] ist ein bosonischer Vernichter (Erzeuger), d.h. er vernich-
tet (erzeugt) ein Phonon mit dem Wellenvektor q . Die erste Zeile von Glg. (2.25)
beschreibt den kinetischen Anteil der Phononen mit der Phononendispersion ω(q),
durch die die Art der Phononen (z. B. akustische oder optische) spezifiziert wird. Die
Wechselwirkung der Phononen mit den Elektronen ist in der zweiten Zeile von Glg.
(2.25) formuliert. Der erste Term entspricht einem Prozess, bei dem ein Phonon ab-
sorbiert und somit ein Elektron vom Wellenvektor k zum Wellenvektor k+q gestreut
wird. Aufgrund der Formulierung in der Eigenbasis fu¨hrt dies durch die Verknu¨pfung
von Spin und Wellenvektor gleichzeitig zu einer A¨nderung des Spinzustands, d. h.
der Spinindex wechselt ebenfalls von m′c zu m
′′
c . Die Wahl der Eigenbasis fu¨hrt au-
ßerdem dazu, dass das Wechselwirkungsmatrixelement gem′c m′′c (q) spinabha¨ngig wird
und entspricht ebenfalls der Tatsache, dass jede A¨nderung des Wellenvektors ei-
nes Teilchens a¨quivalent zu einer A¨nderung des Spinzustands ist. Dies ist in Abb.
2.2 schematisch dargestellt Die quantitative Struktur des Wechselwirkungsmatrix-
elements ist bestimmt durch die Art des Phonons. Der mit H. c. abgeku¨rzte Term
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beschreibt den Streuprozess unter Emission eines Phonons mit der entsprechenden
Struktur. Die dritte Zeile beschreibt die phononische Wechselwirkung fu¨r das Loch-
system mit den analogen Ausdru¨cken fu¨r die Streuprozesse unter Absorption bzw.
Emission eines Phonons.
Fu¨r die sich durch Hphonon ergebende Dynamik beschra¨nken wir uns wieder auf das
elektronische Subsystem. Die EOM fu¨r das Lochsystem haben eine analoge Form.
Die Streubeitra¨ge in den EOM der Dichtematrixeintra¨ge lassen sich schreiben als
i~∂t %mc m¯c(k)|phonon =
∑
qm′c
[
gem′c mc(q)〈c
†
m′c
(k + q) b(q) cm¯c(k)〉
− gem¯c m′c(q)〈c†mc(k) b(q) cm′c(k− q)〉
+ ge ∗mc m′c(q)〈c
†
m′c
(k− q) b†(q) cm¯c(k)〉
− ge ∗m′c m¯c(q)〈c†mc(k) b†(q) cm′c(k + q)〉
]
. (2.26)
Die EOM der Diagonaleintra¨ge der Spindichtematrix erha¨lt man durch die Erset-
zung von m¯c durch mc , die der Nebendiagonaleintra¨ge durch die Ersetzung mit
−mc . Die Hinzunahme der Elektron-Phonon-Streuung fu¨hrt neben den Zwei-Punkt-
Dichtematrizen %mc mc(k) und %mc −mc(k) zu zusa¨tzlichen Beitra¨gen in den EOM in
Form von Drei-Punkt-Dichtematrizen. Diese sind Erwartungswerte von zwei fermio-
nischen und einem bosonischen Operator und werden im Fall der Wechselwirkung
mit Phononen als phonongestu¨tzte Dichtematrizen bezeichnet [63].
Fu¨r eine exakte Lo¨sung des gekoppelten Gleichungssystems ist es notwendig, die
EOM der phonongestu¨tzten Dichtematrizen zu berechnen. Diese enthalten aber ne-
ben den schon bekannten Zwei- und Drei-Punkt-Dichtematrizen auch Vier-Punkt-
Dichtematrizen, d. h. Erwartungswerte von zwei Fermi- und zwei Boseoperatoren.
Das Gleichungssystem, das sich auf diese Weise ergibt, ist im Gegensatz zum koha¨-
renten Regime nicht geschlossen. Man erha¨lt eine unendliche Hierarchie von gekop-
pelten EOM, die nicht analytisch exakt gelo¨st werden kann.
Es existieren verschiedene Konzepte, dieses Problem na¨herungsweise zu lo¨sen5. Wir
benutzen das Konzept des korrelations-basierten Abbruchs [103]. Die Grundidee
hinter dem Konzept ist, dass die Beitra¨ge mit hohem Korrelationsgrad einen ge-
ringeren Einfluss auf die inkoha¨rente Dynamik haben als solche mit einem kleine-
ren Korrelationsgrad. Dies bedeutet, dass die Beitra¨ge aufgrund der Drei-Punkt-
Dichtematrizen einen gro¨ßeren Einfluss auf die Dynamik haben als die der Vier-
Punkt-Dichtematrizen. Um eine geschlossene Form der EOM zu erhalten, die die
dominierenden Streubeitra¨ge erfasst, ist es ausreichend die Beitra¨ge der Drei-Punkt-
Dichtematrizen zu beru¨cksichtigen und die Hierarchie von EOM danach abzubre-
chen. Technisch bedeutet dies, dass die EOM der Drei-Punkt-Dichtematrizen be-
5Das Konzept des dynamisch kontrollierten Abbruchs [8, 9, 10, 7, 6] ist fu¨r unsere Zwecke nicht
brauchbar. Ziel dieses Konzepts ist die exakte Berechnung der Dynamik bis zu einer festgelegten
Ordnung der Suszeptibilita¨t. Es la¨sst sich mathematisch zeigen, dass die Ordnung der zu beru¨ck-
sichtigenden Korrelationen durch die Ordnung der Suszeptibilita¨t bestimmt ist. Die Anwendbarkeit
des Konzepts ist aber auf das rein koha¨rente Regime beschra¨nkt. Es wird daher zur Berechnung
von koha¨renter Ladungstra¨gerdynamik im Ultrakurzzeitbereich verwendet [7].
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Abbildung 2.3: Schematische Darstellung des korrelations-basierten Abbruchsche-
mas, in der die mit f (b) indizierten Symbole fermionische (bosonische) Operatoren
darstellen. Die Berechnung der EOM fu¨hrt von den Zwei-Punkt-Dichtematrizen zu
immer ho¨heren Korrelationen. Um die dominierenden Beitra¨ge der Streuung in zwei-
ter Bornscher Na¨herung zu betrachten, ist es ausreichend, die EOM der Drei-Punkt-
Dichtematrizen zu beru¨cksichtigen und danach die Hierarchie abzubrechen. Die in
den EOM der Drei-Punkt-Dichtematrizen enthaltenen Vier-Punkt-Dichtematrizen
werden nach makroskopischen Bestandteilen faktorisiert.
rechnet werden mu¨ssen und die darin enthaltenen Vier-Punkt-Dichtematrizen nach
ihren makroskopischen Erwartungswerten faktorisiert werden [103], d. h. die Vier-
Punkt-Dichtematrizen werden so in Zwei-Punkt-Dichtematrizen aufgespalten, dass
diese entweder elektronischen Spindichten, Spinkoha¨renzen oder bosonischen Beset-
zungszahlen entsprechen. Man erha¨lt damit alle Streubeitra¨ge in zweiter Bornscher
Na¨herung6. Das Schema des Abbruchs ist in Abb. 2.3 visualisiert. Die Anwendung
des Schemas wird im Folgenden detailliert am Beispiel einer phonongestu¨tzten Dich-
tematrix erla¨utert werden. Die quantitative Form der restlichen Betra¨ge ist in An-
hang B gegeben.
Wir konzentrieren uns auf den Beitrag 〈c†m′c(k + q) b(q) cm¯c(k)〉 und fu¨hren fu¨r die
phonongestu¨tzten Dichtematrizen die Notation
sm′c m¯c(k + q, q) := 〈c†m′c(k + q) b(q) cm¯c(k)〉
ein. Die EOM von sm′c m¯c(k+q, q) wird bestimmt durch H0 und Hphonon . Die Wech-
selwirkung der Phononen mit der optischen Anregung (d. h. Beitra¨ge proportional
zu Drei-Punkt-Dichtematrizen, die aus einem Elektron-, einem Loch- und einem Bo-
seoperator bestehen) kann vernachla¨ssigt werden, da der Energieabstand zwischen
Leitungs- und Valenzband viel gro¨ßer ist als die typischen Phononen-Energien. Die
6Vor kurzem wurde die Streuung im Bereich der Ladungstra¨gerdynamik auch in der sogenannten
vierten Bornschen Na¨herung theoretisch [138] und experimentell [13] untersucht. Es zeigt sich aber,
dass die dabei beru¨cksichtigten ho¨heren Korrelationen nur im Bereich der Ultrakurzzeitdynamik
zu beobachtbaren Effekten fu¨hren. Fu¨r die Untersuchung der Spinrelaxation und -dephasierung
spielen die Effekte dieser Zeitdoma¨ne aber keine Rolle.
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EOM von sm′c m¯c(k + q, q) ergibt sich zu
i~∂t sm′c m¯c(k + q, q) =
[
m′c(k + q)− m¯c(k)− ~ω(q)
]
sm′c m¯c(k + q, q)
+
∑
k′ q′
∑
m˜c m˜′c
m˜v m˜′v
[
gem˜′c m′c(q
′)〈c†m˜′c(k + q + q
′) b(q′) b(q) cm¯c(k)〉
− gem¯c m˜c(q′)〈c†m′c(k + q) b(q
′) b(q) cm˜c(k− q′)〉
+ ge ∗m′c m˜c(q
′)〈c†m˜c(k + q− q′) b†(q′) b(q) cm¯c(k)〉
− ge ∗m˜′c m¯c(q′)〈c
†
m′c
(k + q) b(q) b†(q′) cm˜′c(k + q
′)〉
+ ge ∗m˜′c m˜c(q)〈c
†
m˜c
(k′) c†m′c(k + q) cm˜′c(k
′ + q) cm¯c(k)〉
−ghm˜′v m˜v(q)〈v
†
m˜v
(k′) c†m′c(k + q) vv˜′(k
′ + q′) cm¯c(k)〉
]
.
(2.27)
An Glg. (2.27) wird nochmals das Hierarchieproblem aufgrund der Wechselwirkung
deutlich. Die nicht-koha¨rente Dynamik von sm′c m¯c(k + q, q) ist durch Vier-Punkt-
Dichtematrizen bestimmt.
Es ist das Ziel des Abbruchschemas, alle Streubeitra¨ge zu erfassen, die bezu¨glich der
Ordnung des Wechselwirkungsmatrixelements relevant fu¨r die zweite Bornsche Na¨he-
rung sind. Die Streubeitra¨ge in zweiter Bornscher Na¨herung sind immer proportional
zu einem Produkt von zwei Wechselwirkungsmatrixelementen. In der Eigenbasis ist
es mo¨glich, eine weitere Unterteilung der Beitra¨ge vorzunehmen, na¨mlich in diejeni-
gen, die dem klassischen Boltzmann-Grenzfall entsprechen, und in solche, die u¨ber
diesen Grenzfall hinausgehen. Wir leiten zuerst die Beitra¨ge im Boltzmann-Grenzfall
her. Dafu¨r ko¨nnen die Abbruchregeln eingeschra¨nkt werden:
1. Es werden nur Beitra¨ge der Faktorisierung beru¨cksichtigt, die makroskopischen
Erwartungswerten entsprechen.
2. Nur die Terme, die zu Betragsquadraten der Wechselwirkungsmatrixelemente
in Glg. (2.26) fu¨hren, werden beru¨cksichtigt.
Regel (1) fu¨hrt dazu, dass die Zeilen zwei und drei in Glg. (2.27) verschwinden, da
sie in den Vier-Punkt-Dichtematrizen ein Produkt aus zwei bosonischen Vernichtern
enthalten, was keinen makroskopischen Beitrag liefert. Die zweite Regel hat zur Fol-
ge, dass der Beitrag der letzten Zeile in Glg. (2.27) verschwindet, da er zu einem
Beitrag fu¨hren wu¨rde, der proportional zum Produkt von Wechselwirkungsmatrix-
elementen aus dem Elektronen- und Lochsystem ist. Dies entspricht einer Kopplung
von Leitungs- und Valenzband durch Phononen, die aufgrund des Energieabstandes
zwischen den beiden Ba¨ndern nicht mo¨glich ist. Die restlichen Terme lassen sich
durch die Anwendung der Regeln in Form der EOM
i~∂t sm′c mc(k + q, q)|phonon1 ≈
[
m′c(k + q)− mc(k)− ~ω(q)
]
sm′c mc(k + q, q)
+gem′c mc(q)
[
%mc mc(k) β(q)
+ %mc mc(k) %m′c m′c(k + q)
]
(2.28)
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darstellen. Hier wurde die fu¨r die EOM von %mc mc(k) relevante Ersetzung m¯c = mc
gemacht.
Die Glg. (2.28) hat die charakteristische Struktur
∂tx(t) = −iω x(t) + y(t) , (2.29)
mit der Inhomogenita¨t y(t) . Um die gesuchten Streubeitra¨ge im Boltzmann-Grenz-
fall zu erhalten, muß die Gleichung integriert werden.
x(t) = x(t0)e
−iω(t−t0) +
∫ t−t0
0
e−iω t
′
y(t− t′) dt′ . (2.30)
Die Integration ist rein formal, da das Ergebnis immer noch die Inhomogenita¨t
y(t) entha¨lt. Das Einsetzen von Glg. (2.30) in die urspru¨nglichen EOM wa¨re zwar
formal richtig, man erha¨lt damit aber anstelle des eigentlichen gekoppelten Systems
von Differentialgleichungen ein System gekoppelter Integrodifferentialgleichungen.
Um dies zu vermeiden, wendet man zwei weitere Na¨herungen, die Markov und die
adiabatische Na¨herung, an. Die Markov Na¨herung entspricht der Annahme, dass y(t)
auf der Zeitskala der Oszillationen der Exponentialfunktion langsam variiert und
damit vor das Integral gezogen werden kann. Dies bedeutet, dass im Bereich kleiner
Zeiten phononassistierte U¨berga¨nge, die die Energie nicht erhalten, vernachla¨ssigt
werden [137, 64, 17]. Mit dieser Na¨herung la¨sst sich Glg. (2.30) u¨berfu¨hren in [59]
x(t) ≈ x(t0)e−iω(t−t0) + y˜(t)
∫ t−t0
0
e−iω t
′
dt′ , (2.31)
mit dem langsam oszillierenden Anteil der Inhomogenita¨ten y˜(t) . Die adiabatische
Na¨herung bedeutet, dass die Wechselwirkung, in diesem Fall die Elektron-Phonon-
Streuung, adiabatisch angeschaltet wird, d. h. in Glg. (2.31) geht ω u¨ber in ω−iη mit
der Bedingung η → 0 . Damit verschwindet fu¨r t0 → −∞ der Einfluss anfa¨nglicher
Korrelation. Es ergibt sich als Endergebnis
x(t) =
(
−iP
ω
+ piδ(ω)
)
y(t) . (2.32)
P ist der Hauptwert. Die Gleichung fu¨r sm′c mc(k + q, q) lautet damit
sm′c mc(k + q, q)|phonon1 =
[
− P
m′c(k + q)− mc(k)− ~ω(q)
−ipi δ (m′c(k + q)− mc(k)− ~ω(q))
]
×
gem′c mc(q)
[
%mc mc(k) β(q) + %mc mc(k) %m′c m′c(k + q)
]
.
(2.33)
Das Einsetzen von Glg. (2.33) in die EOM des Diagonaleintrags liefert nach kurzer
Umformung den Beitrag im Boltzmann Grenzfall
∂t %mc mc(k)|phonon1 = −
2pi
~
∑
q,m′c
|gem′c mc(q)|2 δ
[
m′c(k + q)− mc(k)− ~ω(q)
]
× { [1− %m′c m′c(k + q)] β(q) %mc mc(k)
− %m′c m′c(k + q) [1 + β(q)] [1− %mc mc(k)]
}
,
(2.34)
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mit der phononischen Besetzungsdichte β(q) = 〈b†(q) b(q)〉 . Wie aus der Struktur
der Vier-Punkt-Dichtematrix zu erwarten, entspricht Glg. (2.34) einem Streuprozess
aus einem Anfangszustand beim Wellenvektor k mit Spin mc unter Absorption eines
Phonons und einem Streuprozess in diesen Zustand unter Emission eines Phonons.
Die Beitra¨ge aufgrund der u¨brigen Vier-Punkt-Dichtematrizen sind in Anhang B
aufgefu¨hrt.
Die Gesamtheit der Streubeitra¨ge la¨sst sich abschließend schreiben als
∂t %mc mc(k)|phonon1 = −Γ(e-p) outmc mc (k) %mc mc(k) + Γ(e-p) inmc mc (k) [1− %mc mc(k)] . (2.35)
Die Terme, die einen Streuprozess aus dem bzw. in den betrachteten Zustand mit
Wellenvektor k und Spin mc bewirken, wurden in den Symbolen Γ
(e-p) out
mc mc (k) bzw.
Γ
(e-p) in
mc mc (k) zusammengefasst. Die Form von Glg. (2.35) entspricht der von Fermis
Goldener Regel bzw. stellt die mikroskopische Formulierung dieser quantenmecha-
nischen Regel dar. Die Struktur der Streuterme ist gegeben durch
Γ(e-p) outmc mc (k) =
2 pi
~
∑
q,m′c
|gem′c mc(q)|2
{
δ
[
m′c(k + q)− mc(k)− ~ω(q)
]×
[
1− %m′c m′c(k + q)
]
β(q)
+ δ
[
m′c(k− q)− mc(k) + ~ω(q)
]×[
1− %m′c m′c(k− q)
]
[1 + β(q)]
}
(2.36)
und
Γ(e-p) inmc mc (k) =
2 pi
~
∑
q,m′c
|gem′c mc(q)|2
{
δ
[
m′c(k + q)− mc(k)− ~ω(q)
]×
%m′c m′c(k + q) [1 + β(q)]
+ δ
[
m′c(k− q)− mc(k) + ~ω(q)
]×
%m′c m′c(k− q) β(q)
}
. (2.37)
Auch diese Terme sind in U¨bereinstimmung mit Fermis Goldener Regel. In Glg.
(2.37) und (2.36) sind alle mo¨glichen Streuprozesse in und aus einem Zustand beim
Wellenvektor k mit dem Spin mc in zweiter Bornscher Na¨herung enthalten. Sie
lassen sich aufspalten in ein Produkt aus dem Betragsquadrat des Wechselwirkungs-
matrixelements der Elektron-Phonon-Streuung, einer δ-Funktion, die die Energie-
erhaltung des U¨bergangs garantiert, und den entsprechenden Wahrscheinlichkeiten
fu¨r die Streuung unter Absorption oder Emission eines Phonons aus oder in den
betrachteten Spinzustand. Die gesamte Elektron-Phonon-Streuung in zweiter Born-
scher Na¨herung ist fu¨r den Diagonaleintrag der elektronischen Spindichtematrix
bestimmt durch Glg. (2.35) mit den Glgn. (2.36) und (2.37), d. h. fu¨r die Beset-
zungszahlen der Elektronen ist der Boltzmann-Grenzfall der Streuung a¨quivalent
zur zweiten Bornschen Na¨herung. Dies ist beim Nebendiagonalelement %mc −mc(k)
nicht der Fall.
In Analogie zum Diagonalelement geben wir zuerst die EOM beschra¨nkt auf die
Streuung im Boltzmann-Grenzfall fu¨r den Beitrag aufgrund von sm′c −mc(k + q, q)
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an
∂t %mc −mc(k) =
1
i~
∑
qm′c
|gem′c mc(q)|2
{ P
−mc(k)− m′c(k + q) + ~ω(q)
− ipi δ [m′c(k + q)− −mc(k)− ~ω(q)]
}
×
{ [
1− %m′c m′c(k + q)
]
β(q)
+ %m′c m′c(k + q) [1 + β(q)]
}
%mc −mc(k) .
(2.38)
Die Form von Glg. (2.38) entspricht genau der nach Glg. (2.32) zu erwartenden. Der
vollsta¨ndige Ausdruck fu¨r die Streubeitra¨ge zur EOM des Nebendiagonalelements
im Boltzmann-Grenzfall la¨sst sich kurz schreiben als
∂t%mc −mc(k)|phonon1 =
1
i ~
Σ
(e-p)
mc −mc(k) %mc −mc(k) . (2.39)
Es wurde die phononische Selbstenergie Σ
(e-p)
mc −mc(k) eingefu¨hrt. Sie kann in Real-
und Imagina¨rteil aufgespalten werden entsprechend
Σ
(e-p)
mc −mc(k) = ~
[
Ω
(e-p)
mc −mc(k)− iΓ(e-p)mc −mc(k)
]
. (2.40)
Der Realteil Ω
(e-p)
mc −mc(k) und der Imagina¨rteil Γ
(e-p)
mc −mc(k) sind verknu¨pft u¨ber die
Kramers-Kronig Relation. Die Streuung bzw. die Dephasierung des Nebendiago-
nalelements ist bestimmt durch den Imagina¨rteil der Selbstenergie. Dieser hat im
Boltzmann-Grenzfall die Form
Γ
(e-p)
mc −mc(k) =
pi
~
∑
qm′c
(
|gem′c mc(q)|2 δ
[
m′c(k + q)− −mc(k)− ~ω(q)
] ×
{[
1− %m′c m′c(k + q)
]
β(q) + %m′c m′c(k + q) [1 + β(q)]
}
+|gem′c mc(q)|2 δ
[
m′c(k− q)− −mc(k) + ~ω(q)
] ×{[
1− %m′c m′c(k− q)
]
[1 + β(q)] + %m′c m′c(k− q) β(q)
}
+|gem′c −mc(q)|2 δ
[
m′c(k + q)− mc(k)− ~ω(q)
] ×{[
1− %m′c m′c(k + q)
]
β(q) + %m′c m′c(k + q) [1 + β(q)]
}
+|gem′c −mc(q)|2 δ
[
m′c(k− q)− mc(k) + ~ω(q)
] ×{[
1− %m′c m′c(k− q)
]
[1 + β(q)] + %m′c m′c(k− q) β(q)
})
.
(2.41)
Die Struktur von Glg. (2.41) ist charakteristisch fu¨r Streuprozesse in der EOM des
Nebendiagonalelements. Im Gegensatz zum Diagonalelement ergeben sich vier Bei-
tra¨ge zur Streuung entsprechend den vier phonongestu¨tzten Dichtematrizen aus Glg.
(2.26), jeweils bestehend aus dem Betragsquadrat des Wechselwirkungsmatrixele-
ments, der energieerhaltenden δ-Funktion und einer Kombination der fermionischen
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und bosonischen Besetzungwahrscheinlichkeiten fu¨r U¨berga¨nge unter Emission oder
Absorption eines Phonons.
Fu¨r das Nebendiagonalelement ist die Streuung in zweiter Bornscher Na¨herung
noch nicht komplett im Boltzmann-Grenzfall enthalten. Um die zusa¨tzlichen Streu-
beitra¨ge, die u¨ber den Boltzmann-Grenzfall hinausgehen, zu erfassen, mu¨ssen die
Abbruchregeln leicht modifiziert werden: Nach der Faktorisierung der Vier-Punkt-
Dichtematrizen werden in diesem Fall alle Beitra¨ge beru¨cksichtigt, die nicht zum Be-
tragsquadrat des Wechselwirkungsmatrixelements in der urspru¨nglichen EOM von
%mc −mc(k) fu¨hren. Dies bedeutet fu¨r unser Beispiel sm′c −mc(k + q, q) zusa¨tzliche
Beitra¨ge in der EOM
i~∂t sm′c −mc(k + q, q)|phonon2 ≈
[
m′c(k + q)− −mc(k)− ~ω(q)
]
sm′c −mc(k + q, q)
−ge ∗−m′c mc(q)
{
%−mc −mc(k) β(q)
+ [1− %−mc −mc(k)] [1 + β(q)]
}
.(2.42)
Die Anwendung der Markov und adiabatischen Na¨herung fu¨hrt wie im Boltzmann-
Grenzfall zu der finalen Gleichung fu¨r die phonongestu¨tzte Dichtematrix, die in die
EOM des Nebendiagonalelements eingesetzt wird
∂t %mc −mc(k) =
1
i~
∑
qm′c
gem′c mc(q) g
e ∗
−m′c −mc(q)
{ P
m′c(k + q)− −mc(k)− ~ω(q)
+ ipi δ
[
m′c(k + q)− −mc(k)− ~ω(q)
]}×
{
[1− %−mc −mc(k)] [1 + β(q)]
+ %−mc −mc(k) β(q)
}
%mc −mc(k + q) .
(2.43)
Die Gesamtheit der Streubeitra¨ge jenseits des Boltzmann-Grenzfalls la¨sst sich wieder
in Form einer Selbstenergie schreiben als
∂t %mc −mc(k)|phonon2 = −
1
i~
∑
qm′c
Σ¯
(e-p)
m′c −m′c(q) %m′c −m′c(k + q) . (2.44)
Der erste Unterschied im Vergleich zum Boltzmann-Grenzfall ist offensichtlich. In
Glg. (2.44) wird die Summation nicht mehr innerhalb der Selbstenergie durchgefu¨hrt,
sondern umfasst sowohl die Selbstenergie als auch den Nebendiagonaleintrag der
Dichtematrix. Aufgrund der Dichtematrix %m′c −m′c(k + q) kommt es zu einer Kopp-
lung von Nebendiagonaleintra¨gen bei unterschiedlichen k Werten, wie sie fu¨r das
Diagonalelement bereits im Boltzmann-Grenzfall vorhanden war. Die Selbstenergie
Σ¯
(e-p)
m′c −m′c(q) kann formal in zwei Bestandteile aufgespalten werden
Σ¯
(e-p)
m′c −m′c(q) = ~
[
Ω¯
(e-p)
m′c −m′c(q)− i Γ¯
(e-p)
m′c −m′c(q)
]
, (2.45)
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wobei Γ¯
(e-p)
m′c −m′c(q) alle Beitra¨ge entha¨lt, die proportional zu einer δ-Funktion sind,
wa¨hrend Ω¯
(e-p)
m′c −m′c(q) die analogen Ausdru¨cke zusammenfasst, die proportional zu
einem Hauptwert sind.
Jenseits des Boltzmann-Grenzfalls sind die Bestandteile der Selbstenergie nicht mehr
durch das Kramers-Kronig Theorem verknu¨pft. Beide Teile sind im Allgemeinen
komplexwertig, da sie Produkte von Wechselwirkungsmatrixelementen enthalten, die
gerade nicht zu dem reellwertigen Betragsquadrat fu¨hren. Dies bedeutet, dass die
Streuung jenseits des Boltzmann-Grenzfalls nicht mehr durch Γ¯
(e-p)
m′c −m′c(q) gegeben ist,
sondern durch ={∑qm′c Σ¯(e-p)m′c −m′c(q) %m′c −m′c(k + q)} , der auch Hauptwerte entha¨lt.
Zur Darstellung der Struktur ist es aber hinreichend Γ¯
(e-p)
m′c −m′c(q) anzugeben
Γ¯
(e-p)
m′c −m′c(q) =
pi
~
(
ge−mc −m′c(q) g
e ∗
mc m′c
(q) δ
[
−m′c(k + q)− mc(k) + ~ω(q)
] ×
{[1− %mc mc(k)] β(q) + %mc mc(k) [1 + β(q)]}
+ ge−mc −m′c(q) g
e ∗
mc m′c
(q) δ
[
m′c(k + q)− −mc(k) + ~ω(q)
] ×
{[1− %−mc −mc(k)] β(q) + %−mc −mc(k) [1 + β(q)]}
+ gem′c mc(q) g
e ∗
−m′c −mc(q) δ
[
m′c(k + q)− −mc(k)− ~ω(q)
] ×
{[1− %−mc −mc(k)] [1 + β(q)] + %−mc −mc(k) β(q)}
+ gem′c mc(q) g
e ∗
−m′c −mc(q) δ
[
−m′c(k + q)− mc(k)− ~ω(q)
] ×
{[1− %mc mc(k)] [1 + β(q)] + %mc mc(k) β(q)}
)
. (2.46)
Der Bestandteil Ω¯
(e-p)
m′c −m′c(q) ergibt sich formal durch die Ersetzung
δ(x) −→ P
x
aus Glg. (2.46). Wie man an Glg. (2.46) erkennt, ist die prinzipielle Struktur des
Boltzmann-Grenzfalls erhalten geblieben. Die Streubeitra¨ge entsprechen wiederum
einem Produkt aus Wechselwirkungsmatrixelementen, energieerhaltender δ-Funk-
tion (bzw. den energierenormierenden Hauptwerten) und den entsprechenden Beset-
zungswahrscheinlichkeiten. Der Unterschied zum Boltzmann-Grenzfall ergibt sich
erst im Detail: Das Produkt der Wechselwirkungsmatrixelemente ist hier komplex-
wertig und die Diagonaleintra¨ge der Spindichtematrix sind nun ausschließlich von
k abha¨ngig. Diese Streubeitra¨ge haben keine Entsprechung in den EOM der Dia-
gonaleintra¨ge der Spindichtematrix. Sie sind aber aus dem Bereich der Ladungs-
tra¨gerdynamik bekannt und werden dort aufgrund der Verknu¨pfung von Neben-
diagonaleintra¨gen mit verschiedenen k als Polarisationsstreuung [64, 63] bezeichnet.
Bisher wurden sie in der Beschreibung der Spindynamik bzw. der Spinrelaxation und
-dephasierung nicht betrachtet, obwohl sie einen nicht vernachla¨ssigbaren Streubei-
trag in der EOM des Nebendiagonalelements der Dichtematrix darstellen [61].
Mit den Glgn. (2.35), (2.39) und (2.44) ist die Elektron-Phonon-Streuung in zwei-
ter Bornscher Na¨herung vollsta¨ndig beschrieben. Es ist im Rahmen der Bloch-
Gleichungen mo¨glich, formal die T1- und T2-Zeiten aus den mikroskopischen EOM
zu bestimmen. Dafu¨r orientieren wir uns an dem Konzept aus Ref. [45], in dem diese
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Zeiten fu¨r ein optisch getriebenes Zwei-Niveau-System abgeleitet wurden. Dement-
sprechend ist die der T1-Zeit zugeordnete Zerfallsrate gegeben durch die Summe aller
Streuraten des Diagonaleintrags der Dichtematrix. Die mit der T2-Zeit verbundene
Zerfallsrate ist bestimmt durch den Imagina¨rteil der Selbstenergien des Nebendia-
gonalelements der Spindichtematrix. Dies fu¨hrt zu den Ausdru¨cken
1
T1,k
∣∣∣
e-p
=
[
Γ(e-p) inmc mc (k) + Γ
(e-p) out
mc mc (k)
]
(2.47)
1
T2,k
∣∣∣
e-p
= =
{
Σ
(e-p)
mc −mc(k) +
∑
qm′c
Σ¯
(e-p)
m′c −m′c(q)%m′c −m′c(k + q)
}
. (2.48)
Im Unterschied zum spinlosen Zwei-Niveau-System ist der Spin in unserer Rechnung
explizit enthalten und fu¨hrt zu einer zusa¨tzlichen Summation u¨ber die Spinquanten-
zahl7. Daru¨ber hinaus sind durch die Verbindung von Spin und Wellenvektor die
Zerfallsraten von k abha¨ngig, was durch den Index k bei den Zeiten symbolisiert
wird. Fu¨r eine detailliertere Diskussion ist es notwendig, die Streuprozesse in den
EOM des Nebendiagonalelements auf den Boltzmann-Grenzfall zu beschra¨nken, da
dann die T2,k-Zeit analytisch in Form von
1
T2,k
= Γ
(e-p)
mc −mc(k) (2.49)
gegeben ist.
Trotz der formalen A¨hnlichkeiten der mikroskopischen Ausdru¨cke zwischen der La-
dungstra¨gerdynamik in einem optisch getriebenen Zwei-Niveau-System und dem hier
betrachteten Spinsystem ergeben sich bei den Streuraten deutliche Unterschiede. Fu¨r
das Spinsystem ist insbesondere die Relation 2T1,k = T2,k [45] nicht gu¨ltig. Die ver-
schiedenen Streuraten des Diagonal- und Nebendiagonaleintrags der Dichtematrix
weisen bis auf einen Vorzeichenwechsel in den Spinindizes eine eins-zu-eins Relation
zwischen den einzelnen Beitra¨gen auf. Dies fu¨hrt unter der Annahme einer kleinen
Spinaufspaltung zu der Relation
T1,k ' T2,k . (2.50)
Geht man insbesondere zu einem System ohne Spinaufspaltung u¨ber, d. h. mc(k) =
−mc(k)
8, so wird die Relation (2.50) zu
T1,k = T2,k . (2.51)
Diese Relationen fu¨r das Spinsystem stimmen mit der Argumentation von Ref. [35]
fu¨r ein Zwei-Niveau-System u¨berein, die besagt, dass sich T1- und T2-Zeiten im
Allgemeinen erst signifikant unterscheiden (T1  T2), wenn die Aufspaltung zwi-
schen den Niveaus so groß ist, dass ein Abbau der Ungleichbesetzung nur durch
Energiedissipation erreicht werden kann. Im Fall eines Zwei-Niveau-Systems, das
7In den Streutermen Γ
(e-p) in
mc mc (k) , Γ
(e-p) out
mc mc (k) und der phononischen Selbstenergie Σ
(e-p)
mc−mc
(k)
ist die Summation entsprechend den Gleichungen (2.37), (2.36) und (2.41) implizit enthalten.
8Dies entspricht einem Halbleitersystem mit Inversionssymmetrie.
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den elektronischen Spinzusta¨nden entspricht, ist somit obiger Zusammenhang zu
erwarten. Betrachtet man die Situation, wenn die Spin-Bahn-Wechselwirkung
”
ab-
geschaltet“ ist und folglich Spin und orbitaler Freiheitsgrad entkoppelt werden, so
ha¨tte das zur Folge, dass die Abha¨ngigkeit der Streuprozesse vom Spinfreiheitsgrad
der Ladungstra¨ger redundant wird und somit nur noch spinerhaltende Streuprozesse
mo¨glich sind. Als Konsequenz ergibt sich, dass die Nichtgleichgewichtsverteilung der
Spins nicht mehr abgebaut werden kann, sondern nur noch eine Equilibrierung der
Zusta¨nde im k-Raum innerhalb der einzelnen Spinreservoirs erfolgt.
Zusammenfassend ist festzustellen, dass die Formulierung der Elektron-Phonon-
Streuung in der Eigenbasis aufbauend auf dem Konzept der Bloch-Gleichungen
eine streng mikroskopische Herleitung der T1- und T2-Zeiten erlaubt. Da in 2D-
Halbleiterstrukturen die Elektronensysteme stets auch von Vielteilchen-Effekten be-
einflusst werden, ist es wichtig, deren Effekte auf die koha¨rente und inkoha¨rente
Dynamik zu untersuchen.
2.2.3 Die Erweiterung der Halbleiter-Bloch-Gleichungen:
Coulomb-Streuung
Die Untersuchung von optisch angeregten Halbleitersystemen unter Verwendung des
Konzepts der Bloch-Gleichungen wurde zum ersten Mal fu¨r ein Zwei-Niveau-System,
bestehend aus Valenz- und Leitungsband, durchgefu¨hrt [69]. In dieser Beschreibung
wurden Vielteilchen-Effekte in Form der Coulomb-Wechselwirkung zwischen den La-
dungstra¨gern beru¨cksichtigt. Im Gegensatz zur Elektron-Phonon-Streuung fu¨hrt die
Coulomb-Wechselwirkung sowohl im koha¨renten als auch im inkoha¨renten Regime
zu Beitra¨gen in den EOM. Die so gewonnenen Gleichungen werden als Halbleiter-
Bloch-Gleichungen (SBE9) bezeichnet [69]. Sie wurden ausgehend von Zwei-Niveau
bzw. Zwei-Band-Systemen auf Multi-Band-Systeme fu¨r Halbleiterstrukturen unter-
schiedlicher Dimensionalita¨t verallgemeinert (siehe Ref. [94] und die darin enthal-
tenen Referenzen). Die Anwendung der SBE blieb aber stets auf die Untersuchung
der spinlosen Ladungstra¨gerdynamik beschra¨nkt. Ein besonderes Augenmerk wurde
dabei auf Ultrakurzzeitpha¨nomene gelegt.
Im folgenden Abschnitt werden die SBE unter expliziter Beru¨cksichtigung des Spin-
freiheitsgrades der Ladungstra¨ger erweitert. Die Erweiterung kann, wie oben ange-
deutet, in zwei Teile aufgespalten werden: Wir untersuchen zuerst den Einfluss der
Vielteilchen-Effekte auf die koha¨rente Dynamik [96] und pra¨sentieren darauf aufbau-
end die fu¨r die Spinrelaxation und -dephasierung relevanten Streubeitra¨ge aufgrund
der Coulomb-Wechselwirkung [66, 68].
Ausgangspunkt ist, wie im Fall der Elektron-Phonon-Wechselwirkung, das Sechs-
Niveau-System. Der Hamiltonian der Coulomb-Wechselwirkung hat die Form [96]
Hcoul = Hee +Hhh +HCeh +HXeh . (2.52)
Der Hamiltonian kann in vier Terme unterteilt werden, na¨mlich in die Coulomb-
Wechselwirkung innerhalb des Subsystems der Elektronen bzw. der Lo¨cher Hee
9SBE = semiconductor Bloch equations
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und Hhh, die Elektron-Loch-Coulomb-Wechselwirkung HCeh und die Elektron-Loch
Austausch-Wechselwirkung HXeh. Die Struktur der einzelnen Beitra¨ge ist gegeben
durch
Hee = 1
2
∑
mc1 mc2
mc3 mc4
Veemc1 mc2 mc3 mc4(k, k′, q)c†mc1(k + q) c†mc2(k− q) cmc3(k′) cmc4(k)
(2.53)
Hhh = 1
2
∑
mv1 mv2
mv3 mv4
Vhhmv1 mv2 mv3 mv4(k, k′, q)v†mv1(k + q) v†mv2(k− q) vmv3(k′) vmv4(k)
(2.54)
HCeh =
∑
mc m′c
mv m′v
VCmc mv m′v m′c(k, k′, q)c†mc(k + q) cm′c(k) v
†
m′v
(k′) vmv(k
′ + q)
(2.55)
HXeh =
∑
mc m′c
mv m′v
VXmc mv m′c m′v(k, k′, q)c†mc(−k + q) cm′c(−k′ + q) v
†
m′v
(k) vmv(k
′) .
(2.56)
Wie im Fall der Elektron-Phonon-Wechselwirkung sind die Wechselwirkungsmatrix-
elemente V in der Eigenbasis aufgrund der Kopplung von Spin und Wellenvektor,
die sich in den Subbandfunktionen manifestiert, spinabha¨ngig. Sie haben die Form
Veemc1 mc2 mc3 mc4(k, k′, q) = v(q)
∑
mc m′c
∫
dz
∫
dz′e−q|z−z
′|
×ζ (mc1) ∗mc (k + q, z) ζ (mc2) ∗m′c (k
′ − q, z)
×ζ (mc3)m′c (k
′, z) ζ (mc4)mc (k, z) (2.57)
Vhhmv1 mv2 mv3 mv4(k, k′, q) = v(q)
∑
mv m′v
∫
dz
∫
dz′e−q|z−z
′|
×ζ (mv1) ∗mv (k + q, z) ζ (mv2) ∗m′v (k
′ − q, z)
×ζ (mv3)m′v (k
′, z) ζ (mv4)mv (k, z) (2.58)
VCmc mv m′v m′c(k, k′, q) = v(q)
∑
m˜c m˜v
∫
dz
∫
dz′e−q|z−z
′|
×ζ (mc) ∗m˜c (k + q, z) ζ (m
′
c)
m˜c
(k, z)
×ζ (mv) ∗m˜v (k′ + q, z) ζ (m
′
v)
m˜v
(k′, z) (2.59)
VXmc mv m′c m′v(k, k′, q) = v(q)
∑
m˜c m˜v
m˜′c m˜
′
v
∫
dz
∫
dz′e−q|z−z
′|Mm˜c m˜′vm˜v m˜′c
×ζ (mc) ∗m˜c (−k + q, z) ζ (m
′
c)
m˜′c
(−k′ + q, z)
×ζ (mv) ∗m˜v (k′, z) ζ (m
′
v)
m˜′v
(k, z) ,
(2.60)
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mit dem Fourier-transformierten zweidimensionalen Coulomb-Potenzial v(q) [57].
Die Matrix Mm˜c m˜′vm˜v m˜′c im Austausch-Term hat ihren Ursprung in der Kopplung von
Elektron- und Lochdrehimpulszusta¨nden und ist definiert als
Mm˜c m˜′vm˜v m˜′c =
∫
dz
∫
dz′u∗m˜v(x
′) um˜′c(x
′) u∗m˜c(x) um˜′v(x) . (2.61)
Das Matrixelement Mm˜c m˜′vm˜v m˜′c ist aus dem Bereich der BAP-Spinrelaxation, die die
Austausch-Wechselwirkung voraussetzt, bekannt [79, 78].
In Analogie zur Elektron-Phonon-Wechselwirkung beschra¨nken wir unsere Betrach-
tung wieder auf das elektronische Subsystem. Aus der Coulomb-Wechselwirkung
ergeben sich fu¨r die Eintra¨ge der elektronischen Spindichtematrix die Gleichungen
i~∂t%mc m¯c(k)|Coul =
−
∑
k¯ qm′c
{ ∑
m˜c m˜′c
[Veem˜c m¯c m′c m˜′c(k¯, k + q, q) 〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k)〉
− Veem˜c m′c mc m˜′c(k¯, k, q) 〈c
†
m˜c
(k¯ + q) c†m′c(k− q) cm¯c(k) cm˜′c(k¯)〉
]
−
∑
m˜v m˜′v
[VCm¯c m˜v m˜′v m′c(k− q, k¯, q) 〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
− VCm′c m˜v m˜′v mc(k, k¯, q) 〈c
†
m′c
(k¯ + q) cm¯c(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
]
+
∑
m˜v m˜′v
[VXm¯c m˜v m′c m˜′v(−k + q, k¯, q) 〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
− VXm′c m˜v mc m˜′v(k¯, −k + q, q) 〈c
†
m′c
(−k¯ + q) cm¯c(k) v†m˜′v(k¯) vm˜v(−k + q)〉
]}
.
(2.62)
Die EOM fu¨r die Spindichtematrix der Valenzbandzusta¨nde und der Interbandpola-
risation sind in Ref. [96] angegeben und haben fu¨r unsere Betrachtungen keine Re-
levanz. Man erkennt in Glg. (2.62), dass die EOM der Zwei-Punkt-Dichtematrizen
von Vier-Punkt-Dichtematrizen bestimmt sind. Dies fu¨hrt, wie im vorherigen Ab-
schnitt, zu einer unendlichen Hierarchie von EOM. Der einzige Unterschied ist,
dass die Coulomb-Wechselwirkung bereits in der ersten Stufe der Hierarchie durch
Vier-Punkt-Dichtematrizen beschrieben wird, wa¨hrend die Dynamik der Elektron-
Phonon-Wechselwirkung durch Drei-Punkt-Dichtematrizen dominiert wurde. Es ist
folglich notwendig, die Hierarchie der EOM auf geeignete Weise abzubrechen, wofu¨r
verschiedene Methoden existieren, die denen der Elektron-Phonon-Wechselwirkung
entsprechen. Wir orientieren uns an dem in Ref. [45] fu¨r die Ladungstra¨gerdynamik
vorgestellten Schema.
Der Abbruch der Hierarchie fu¨hrt zu zwei Arten von Beitra¨gen. Er ist bestimmt
durch das Hartree-Fock-Abbruchschema [69, 45, 46] und liefert in einem ersten
Schritt zusa¨tzliche Beitra¨ge im koha¨renten Regime (siehe Abb. 2.4). Man beschra¨nkt
sich beim Hartree-Fock-Abbruchschema auf eine Faktorisierung der Vier-Punkt-
Dichtematrizen in deren makroskopischen Bestandteile10. Die EOM der elektro-
10Dies entspricht im Falle der Elektron-Phonon-Wechselwirkung der Beru¨cksichtigung von
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nischen Spindichtematrix haben nach der Anwendung des Hartree-Fock-Abbruch-
schemas die Form
i~∂t %mc m¯c(k) = [mc(k)− m¯c(k)] %mc m¯c(k)
+
∑
mv
[
Ω∗m¯c mv(k)Pmc mv(k)− Ωmc mv(k)P †m¯c mv(k)
]
+
∑
m′c
[
Σmc m′c(k) %m′c m¯c(k)− Σm′c m¯c(k) %mc m′c(k)
]
. (2.63)
Um die Resultate des Abbruchschemas zu verdeutlichen, wurden bei der Herleitung
der EOM die Terme H0 und HLicht des Hamiltonians beru¨cksichtigt. In Glg. (2.63)
wird deutlich, dass das Abbruchschema im koha¨renten Regime zu einer Renormie-
rung der Einteilchen-Effekte, na¨mlich der Energien der Zusta¨nde und des anregenden
Lichtfeldes, fu¨hrt. Die entsprechenden Beitra¨ge sind gegeben durch die Selbstenergie
Σmc m′c(k) = −
∑
q
{ ∑
m˜c m˜′c
Veem′c m˜c mc m˜′c(k− q,k,q) %m˜c m˜′c(k− q)
−
∑
m˜v m˜′v
VXm′c −m˜v mc −m˜′v(−k + q,−k + q,q) %m˜v m˜′v(k− q)
}
(2.64)
und das renormierte Dipolmatrixelement
Ω∗mc mv(k) = E(t) · dmc mv(k) +
∑
m˜c m˜v
q
VCmc −m˜v −mv m˜c(k− q, −k, q)P †m˜c m˜v(k− q) .
(2.65)
Die Diagonaleintra¨ge der Selbstenergie (mc = m
′
c) fu¨hren zu renormierten Einteil-
chen-Energien, wa¨hrend die Nebendiagonaleintra¨ge (mc 6= m′c) eine Kopplung der
Diagonal- und der Nebendiagonaleintra¨ge der Spindichtematrix bewirken. Wie man
an den Renormierungseffekten erkennt, ist das Ergebnis des Abbruchschemas auf
das koha¨rente Regime der Dynamik beschra¨nkt. Es ist daher nicht geeignet, die fu¨r
die Spinrelaxation- und dephasierung notwendigen Streuprozesse zu erfassen. Dafu¨r
mu¨ssen alle Beitra¨ge aufgrund der Vier-Punkt-Dichtematrizen hinzugenommen wer-
den, die das Hartree-Fock-Abbruchschema vernachla¨ssigt.
Die Hinzunahme inkoha¨renter Prozesse wird durch die Beru¨cksichtigung der redu-
zierten Vier-Punkt-Dichtematrizen bewerkstelligt [45]. Sie sind allgemein definiert
als die Differenz zwischen den vollen Vier-Punkt-Dichtematrizen, die aus der noch
nicht abgebrochenen EOM der Zwei-Punkt-Dichtematrizen stammen, und den nach
dem Hartree-Fock-Abbruchschema faktorisierten Produkten von zwei Zwei-Punkt-
Dichtematrizen, wie in Abb. 2.4 schematisch dargestellt ist. Dieses Verfahren liefert
koha¨renten Phononen, d. h. einer direkten Faktorisierung der Drei-Punkt-Dichtematrizen [60].
Diese Beitra¨ge ha¨tten a¨hnliche Effekte in den EOM der Spindichtematrix, wie die Beitra¨ge des
Hartree-Fock-Abbruchschemas fu¨r die Coulomb-Wechselwirkung. Im Unterschied zu den koha¨ren-
ten Effekten der Coulomb-Wechselwirkung sind diese aber nur im Ultrakurzzeitbereich von Bedeu-
tung.
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Abbildung 2.4: Schematische Darstellung des Hartree-Fock-Abbruchschemas (HFT
= Hartree-Fock truncation) mit Beru¨cksichtigung der inkoha¨renten Prozesse. Die
mit f indizierten Symbole beschreiben fermionische Operatoren. Die Berechnung
der EOM fu¨hrt von den Zwei-Punkt-Dichtematrizen in fu¨hrender Ordnung zu Vier-
Punkt-Dichtematrizen. Der Abbruch nach Hartree-Fock schließt die unendliche Hier-
archie ab und ergibt Produkte von Zwei-Punkt-Dichtematrizen, die auf das koha¨ren-
te Regime beschra¨nkt sind. Der inkoha¨rente Anteil der Dynamik erschließt sich
aus den EOM der reduzierten Dichtematrizen, die als Differenz der Vier-Punkt-
Dichtematrizen vor dem Abbruch und dem faktorisierten Produkt von Zwei-Punkt-
Dichtematrizen definiert sind.
auf anschauliche Weise alle im Hartree-Fock-Abbruchschema vernachla¨ssigten Bei-
tra¨ge zur Dynamik. Wir beschra¨nken uns bei der Betrachtung der Coulomb-Streuung
wieder auf die zweite Bornsche Na¨herung11. Die Vorgehensweise wird im Folgenden
fu¨r den Beitrag 〈c†m′c(−k¯ + q) cm¯c(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉 des Austausch-Terms aus
Glg. (2.62) detailliert vorgefu¨hrt. Fu¨r die restlichen Streuterme wird ausschließlich
das Endergebnis angegeben. Die relevanten Schritte der Herleitung dieser Terme
sind im Anhang C aufgefu¨hrt.
Die reduzierte Vier-Punkt-Dichtematrix fu¨r 〈c†m′c(−k¯+q) cm¯c(k) v
†
m˜′v
(k¯) vm˜v(−k+q)〉
ist definiert als
δ 〈c†m′c(−k¯ + q) cm¯c(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
= 〈c†m′c(−k¯ + q) cm¯c(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
− 〈c†m′c(k) cm¯c(k)〉〈v
†
m˜′v
(−k + q) vm˜v(−k + q)〉 δk,−k¯+q . (2.66)
Wir teilen das Vorgehen in Analogie zur Elektron-Phonon-Streuung in die EOM
fu¨r den Diagonaleintrag (m¯c = mc) und den Nebendiagonaleintrag (m¯c = −mc)
der Spindichtematrix auf. Zur Herleitung der Streubeitra¨ge ist es no¨tig, die EOM
der reduzierten Vier-Punkt-Dichtematrix mit H0 und den relevanten Termen von
Hcoul aufzustellen. Aus diesen werden, entsprechend der im vorherigen Abschnitt
eingefu¨hrten Abbruchregeln, die auftretenden Sechs-Punkt-Dichtematrizen und die
Produkte aus Vier-Punkt- und Zwei-Punkt-Dichtematrizen in ihre makroskopischen
11Wir vernachla¨ssigen folglich die im Fall der Coulomb-Streuung wichtigen Abschirmeffekte. Eine
mikroskopische Beschreibung dieser Effekte im Rahmen des Dichtematrixformalismus ist prinzipiell
durch die Beru¨cksichtigung ho¨herer Korrelationen mo¨glich [127].
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Erwartungswerte faktorisiert und nur die Beitra¨ge beru¨cksichtigt, die in der ur-
spru¨nglichen EOM der Zwei-Punkt-Dichtematrizen zu einem Produkt aus zwei Wech-
selwirkungsmatrixelementen fu¨hren.
So erhalten wir die fu¨r den Diagonaleintrag %mc mc(k) relevante EOM
i~∂t δ〈c†m′c(−k¯ + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
=
[
m′c(−k¯ + q) + m˜v(−k + q)− mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(−k¯ + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
+ VXmc m˜′v m′c m˜v(−k + q, k¯, q)
{
%mc mc(k) %m˜v m˜v(−k + q)
[
1− %m˜′v m˜′v(k¯)
]
− %m′c m′c(−k¯ + q) %m˜v m˜v(−k + q)
[
1− %m˜′v m˜′v(k¯)
]
+ %m′c m′c(−k¯ + q) [1− %mc mc(k)] %m˜v m˜v(−k + q)
− %m′c m′c(−k¯ + q) [1− %mc mc(k)] %m˜v m˜v(k¯)
}
.
(2.67)
Nach einer geeigneten Erweiterung der Terme proportional zum Wechselwirkungs-
matrixelement la¨sst sich die EOM schreiben als
i~∂t δ〈c†m′c(−k¯ + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
=
[
m′c(−k¯ + q) + m˜v(−k + q)− mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(−k¯ + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
+ VXmc m˜′v m′c m˜v(−k + q, k¯, q)
×
{
%mc mc(k) %m˜v m˜v(−k + q)
[
1− %m˜′v m˜′v(k¯)
] [
1− %m′c m′c(−k¯ + q)
]
− [1− %mc mc(k)] [1− %m˜v m˜v(−k + q)] %m˜′v m˜′v(k¯) %m′c m′c(−k¯ + q)
}
.
(2.68)
In Analogie zu den EOM der phonongestu¨tzten Dichtematrizen hat auch die EOM
der reduzierten Vier-Punkt-Dichtematrix die charakteristische Form
∂tx(t) = −iω x(t) + y(t) .
Um sie zu lo¨sen, wenden wir daher wieder die Markov und die adiabatische Na¨he-
rung an und erhalten so eine Gleichung fu¨r die reduzierte Dichtematrix. Sie wird
in die urspru¨ngliche EOM der Zwei-Punkt-Dichtematrix eingesetzt und liefert die
gesuchten Streubeitra¨ge.
Die EOM von %mc mc(k) hat durch die Streuung aufgrund des Austausch-Terms die
Form
∂t%mc mc(k)|X = −Γ(X) outmc mc (k) %mc mc(k) + Γ(X) inmc mc(k) [1− %mc mc(k)] , (2.69)
die bestimmt ist durch die Streuraten aus bzw. in den betrachteten Zustand. Ihre
Form entspricht, wie bei der Elektron-Phonon-Streuung, der von Fermis Goldener
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Regel. Die Streuraten sind gegeben durch
Γ(X) outmc mc (k)
=
2pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
|VXmc m˜′v m′c m˜v(−k + q, k¯, q)|2
× δ [m′c(−k¯ + q) + m˜v(−k + q)− mc(k)− m˜′v(−k¯)]
×
{ [
1− %m˜′v m˜′v(k¯)
] [
1− %m′c m′c(−k¯ + q)
]
%m˜v m˜v(−k + q)
}
(2.70)
und
Γ(X) inmc mc(k)
=
2pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
|VXmc m˜′v m′c m˜v(−k + q, k¯, q)|2
× δ [m′c(−k¯ + q) + m˜v(−k + q)− mc(k)− m˜′v(−k¯)]
×
{
%m˜′v m˜′v(k¯) %m′c m′c(−k¯ + q) [1− %m˜v m˜v(−k + q)]
}
. (2.71)
Die einzelnen Terme der Streuraten sind, wie fu¨r die zweite Bornsche Na¨herung
typisch, proportional zum Betragsquadrat des Wechselwirkungsmatrixelements zur
energieerhaltenden δ-Funktion und zu den fu¨r den jeweiligen Streuprozess entspre-
chenden Produkten von Besetzungswahrscheinlichkeiten fu¨r die Anfangs- und End-
zusta¨nde. Wie im Fall der Elektron-Phonon-Streuung sind die zweite Bornsche Na¨he-
rung und der Boltzmann-Grenzfall fu¨r den Diagonaleintrag der Spindichtematrix
a¨quivalent.
Die Streuung aufgrund der Elektron-Loch-Coulomb-Wechselwirkung und der direk-
ten Elektron-Elektron-Wechselwirkung kann in Analogie bestimmt werden. Das Er-
gebnis fu¨r sie lautet
∂t%mc mc(k)|ee + ∂t%mc mc(k)|C = −
[
Γ(ee) outmc mc (k) + Γ
(C) out
mc mc (k)
]
%mc mc(k)
+
[
Γ(ee) inmc mc(k) + Γ
(C) in
mc mc(k)
]
[1− %mc mc(k)] .
(2.72)
Die Streuraten der Elektron-Elektron-Wechselwirkung sind gegeben durch
Γ(ee) outmc mc (k)
=
pi
~
∑
k¯ q
∑
m˜c m˜′c
m′c
{
|Veem˜c m′c mc m˜′c(k¯, k, q)|2
× δ [m˜c(k¯ + q) + m′c(k− q)− mc(k)− m˜′c(k¯)]
× [1− %m′c m′c(k− q)] [1− %m˜c m˜c(k¯ + q)] %m˜′c m˜′c(k¯)
+ |Veem˜c mc m′c m˜′c(k¯, k + q, q)|2
× δ [m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)]
× [1− %m˜′c m˜′c(k¯)] [1− %m′c m′c(k + q)] %m˜c m˜c(k¯ + q)
}
(2.73)
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und
Γ(ee) inmc mc(k)
=
pi
~
∑
k¯ q
∑
m˜c m˜′c
m′c
{
|Veem˜c m′c mc m˜′c(k¯, k, q)|2
× δ [m˜c(k¯ + q) + m′c(k− q)− mc(k)− m˜′c(k¯)]
× %m′c m′c(k− q) %m˜c m˜c(k¯ + q)
[
1− %m˜′c m˜′c(k¯)
]
+ |Veem˜c mc m′c m˜′c(k¯, k + q, q)|2
× δ [m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)]
× %m˜′c m˜′c(k¯) %m′c m′c(k + q)
[
1− %m˜c m˜c(k¯ + q)
]}
. (2.74)
Entsprechend fu¨hrt die Elektron-Loch-Coulomb-Wechselwirkung zu Streuraten der
Form
Γ(C) outmc mc (k)
=
pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
{
|VCmc m˜′v m˜′v m′c(k− q, k¯, q)|2
× δ [mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)]
× [1− %m′c m′c(k− q)] [1− %m˜v m˜v(k¯ + q)] %m˜′v m˜′v(k¯)
+ |VCm′c m˜v m˜′v m′c(k, k¯, q)|2
× δ [m′c(k + q) + m˜v(k¯ + q)− mc(k)− m˜′v (k¯)]
× [1− %m′c m′c(k + q)] [1− %m˜′v m˜′v(k¯)] %m˜v m˜v(k¯ + q)
}
(2.75)
und
Γ(C) inmc mc(k)
=
pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
{
|VCmc m˜′v m˜′v m′c(k− q, k¯, q)|2
× δ [mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)]
× %m′c m′c(k− q) %m˜v m˜v(k¯ + q)
[
1− %m˜′v m˜′v(k¯)
]
+ |VCm′c m˜v m˜′v m′c(k, k¯, q)|2
× δ [m′c(k + q) + m˜v(k¯ + q)− mc(k)− m˜′v(k¯)]
× %m′c m′c(k + q) %m˜′v m˜′v(k¯)
[
1− %m˜v m˜v(k¯ + q)
] }
. (2.76)
Die Streuraten aus (2.73) - (2.76) unterscheiden sich von denen der Austausch-
Wechselwirkung um einen Faktor 2 bzw. bestehen aus zwei separaten Summanden.
Dies hat seinen Ursprung in der Einfu¨hrung der Eigenbasis und der daraus resultie-
renden Aufspaltung der Coulomb-Wechselwirkung. Die sich ergebenden EOM fu¨r das
Diagonalelement der Spindichtematrix lassen sich nur fu¨r die Austauchwechselwir-
kung als Imagina¨rteil einer einzigen reduzierten Vier-Punkt-Dichtematrix schreiben,
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wie in Anhang C dargestellt. Die u¨brigen Beitra¨ge erlauben diese Vereinfachung
nicht und enthalten daher zwei separate Summanden in den Streuraten.
Die A¨quivalenz von Boltzmann-Grenzfall und zweiter Bornscher Na¨herung ist fu¨r
das Nebendiagonalelement nicht gegeben. Wir unterscheiden daher, wie bei der
Elektron-Phonon-Streuung, die Streubeitra¨ge im Boltzmann-Grenzfall und jenseits
des Boltzmann-Grenzfalls. Die Herleitung wird am Beispiel des Terms
δ 〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉 (2.77)
der Austausch-Wechselwirkung demonstriert. Die Beitra¨ge der u¨brigen reduzierten
Dichtematrizen sind in Anhang C aufgefu¨hrt. Die EOM der reduzierten Dichtema-
trix ergibt sich zu
i~∂t δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉 =
=
[
m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
+ VXmc m˜′v m′c m˜v(−k + q, k¯, q)
{
%mc −mc(k) %m˜v m˜v(−k + q)
[
1− %m˜′v m˜′v(k¯)
]
+ %m′c m′c(−k¯ + q) %m˜′v m˜′v(k¯) %mc −mc(k)
− %m′c m′c(−k¯ + q) %m˜v m˜v(−k + q) %mc −mc(k)
}
.
(2.78)
Die Gleichung la¨sst sich nach geeigneter Erga¨nzung der Inhomogenita¨t in die Form
i~∂t δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
=
[
m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
+ VXmc m˜′v m′c m˜v(−k + q, k¯, q)
×
{ [
1− %m˜′v m˜′v(k¯)
] [
1− %m′c m′c(−k¯ + q)
]
%m˜v m˜v(−k + q)
+ %m˜′v m˜′v(k¯) %m′c m′c(−k¯ + q) [1− %m˜v m˜v(−k + q)]
}
%mc −mc(k)
(2.79)
bringen. Die Lo¨sung der EOM erfolgt durch Integration und Anwendung von Markov
und adiabatischer Na¨herung. Das Resultat fu¨r die EOM des Nebendiagonalelements
der Spindichtematrix im Boltzmann-Grenzfall kann wieder in Form einer Selbstener-
gie geschrieben werden als
∂t%mc −mc(k)|X =
1
i~
ΣXmc −mc(k) %mc −mc(k) . (2.80)
Der Selbstenergiebeitrag kann wie bei der Elektron-Phonon-Wechselwirkung in Re-
al- und Imagina¨rteil aufgespalten werden und ergibt
ΣXmc −mc(k) = ~
[
ΩXmc −mc(k)− iΓXmc −mc(k)
]
. (2.81)
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Real- und Imagina¨rteil sind durch die Kramers-Kronig Relation verbunden. Die fu¨r
die Streuung relevanten Terme sind im Imagina¨rteil der Selbstenergie enthalten. Der
Imagina¨rteil ist gegeben durch
ΓXmc −mc(k)
=
pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
|VXm′c m˜′v −mc m˜v(k¯, −k + q, q)|2
× δ [mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)]
×
{ [
1− %m˜′v m˜′v(−k + q)
]
%m˜v m˜v(k¯) %m′c m′c(−k¯ + q)
+ %m˜′v m˜′v(−k + q)
[
1− %m˜v m˜v(k¯)
] [
1− %m′c m′c(−k¯ + q)
]}
+ |VXmc m˜′v m′c m˜v(−k + q, k¯, q)|2
× δ [m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)]
×
{
[1− %m˜v m˜v(−k + q)] %m˜′v m˜′v(k¯) %m′c m′c(−k¯ + q)
+ %m˜v m˜v(−k + q)
[
1− %m˜′v m˜′v(k¯)
] [
1− %m′c m′c(−k¯ + q)
]}
.
(2.82)
Auch Glg. (2.82) liefert die bereits fu¨r die Elektron-Phonon-Streuung beschriebene
Struktur des Imagina¨rteils im Boltzmann-Grenzfall. Im Unterschied zur Elektron-
Phonon-Streuung ist sie hier ausschließlich durch fermionische Besetzungsoperatoren
bestimmt.
Die EOM von %mc −mc(k), beschra¨nkt auf die Elektron-Loch-Coulomb-Wechselwir-
kung, la¨sst sich darstellen als
∂t%mc −mc(k)|C =
1
i~
ΣCmc −mc(k) %mc −mc(k) . (2.83)
Die Selbstenergie kann wie im Fall der Austausch-Wechselwirkung in Real- und
Imagina¨rteil aufspalten werden, wobei fu¨r die Streuung nur der Imagina¨rteil der
Selbstenergie relevant ist. Er hat die typische Form
ΓCmc −mc(k)
=
pi
~
∑
k¯ q
∑
m˜v m˜′v
m′c
|VC−mc m˜v m˜′v m′c(k− q, k¯, q)|2
× δ [mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)]
×
{ [
1− %m′c m′c(k− q)
] [
1− %m˜v m˜v(k¯ + q)
]
%m˜′v m˜′v(k¯)
+ %m′c m′c(k− q) %m˜v m˜v(−k¯ + q)
[
1− %m˜′v m˜′v(k¯)
]}
+ |VCm′c m˜v m˜′v mc(−k + q, k¯, q)|2
× δ [m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)]
×
{ [
1− %m′c m′c(k + q)
] [
1− %m˜′v m˜′v(k¯)
]
%m˜v m˜v(k¯ + q)
+ %m′c m′c(k + q) %m˜′v m˜′v(k¯)
[
1− %m˜v m˜v(k¯ + q)
] }
. (2.84)
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Der letzte fu¨r das elektronische Subsystem relevante Streubeitrag wird bestimmt
durch die Elektron-Elektron-Streuung und fu¨hrt im Boltzmann-Grenzfall zur EOM
∂t%mc −mc(k)|ee =
1
i~
Σeemc −mc(k) %mc −mc(k) . (2.85)
Der Imagina¨rteil der Selbstenergie hat auch hier die zu erwartende Form, gegeben
durch
Γeemc −mc(k)
=
pi
~
∑
k¯ q
∑
m˜c m˜′c
m′c
|Veem˜c −mc m′c m˜′c(k¯, k + q, q)|2
× δ [m˜c(k¯) + mc(k)− m′c(k + q)− m˜′v(k¯)]
×
{ [
1− %m˜′c m˜′c(k¯)
] [
1− %m′c m′c(k + q)
]
%m˜c m˜c(k¯ + q)
+ %m˜′c m˜′c(k¯) %m′c m′c(k + q)
[
1− %m˜c m˜c(k¯ + q)
]}
+ |Veem˜c m′c mc m˜′c(k¯, k, q)|2
× δ [m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′v(k¯)]
×
{ [
1− %m˜c m˜c(k¯ + q)
] [
1− %m′c m′c(k− q)
]
%m˜′c m˜′c(k¯)
+ %m˜c m˜c(k¯ + q) %m′c m′c(k− q)
[
1− %m˜′c m˜′c(k¯)
]}
. (2.86)
Die Glgn. (2.80), (2.83) und (2.85) beschreiben vollsta¨ndig die fu¨r das Nebendiago-
nalelement der Spindichtematrix relevanten Streuprozesse im Boltzmann-Grenzfall.
Bei der genaueren Betrachtung der Herleitung wird deutlich, dass auch fu¨r die
Coulomb-Streuung zusa¨tzliche Streubeitra¨ge in zweiter Bornscher Na¨herung fu¨r das
Nebendiagonalelement existieren. Die Herleitung erfolgt in Analogie zu den entspre-
chenden Termen der Elektron-Phonon-Wechselwirkung. Wir beschra¨nken uns da-
bei wieder auf die vollsta¨ndige Beschreibung der Beitra¨ge des Coulomb-Austausch-
Terms, fu¨r die restlichen Beitra¨ge werden die Endergebnisse angegeben, die Herlei-
tung findet sich in Anhang C.
Die EOM der ersten reduzierten Dichtematrix aus Glg. (2.77) jenseits des Boltzmann-
Grenzfalls la¨sst sich nach dem bekannten Vorgehen schreiben als
i~∂t δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
=
[
m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
+ VX−mc m˜′v −m′c m˜v(−k + q, k¯, q)
×
{
[1− %m˜v m˜v(−k + q)] [1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(−k + q) %−mc −mc(k)
[
1− %m˜′v m˜v ′(k¯)
]}
%m′c −m′c(−k¯ + q) .
(2.87)
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Nach Anwendung der Markov und der adiabatischen Na¨herung ergibt sich die inte-
grierte Gleichung der reduzierten Vier-Punkt-Dichtematrix zu
δ〈c†m′c(−k¯ + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
= − 1
i~
VX−mc m˜′v −m′c m˜v(−k + q, k¯, q)
×
{
− i~ P
m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v (k¯)
+ pi~δ
[
m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)
]}
×
{
[1− %m˜v m˜v(−k + q)] [1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(−k + q) %−mc −mc(k)
[
1− %m˜′v m˜v ′(k¯)
]}
%m′c −m′c(−k¯ + q) .
(2.88)
In Analogie la¨sst sich die EOM der zweiten reduzierten Dichtematrix des Austausch-
Terms aus Glg. (2.62) jenseits des Boltzmann-Grenzfalls formulieren als
i~∂t δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
=
[
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)
]
× δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
− VXm′c m˜′v mc m˜v(k¯, −k + q, q)
×
{ [
1− %m˜′v m˜′v(−k + q)
]
[1− %mc mc(k)] %m˜v m˜v(k¯)
+ %m˜′v m˜′v(−k + q) %mc mc(k)
[
1− %m˜v m˜v(k¯)
]}
%−m′c m′c(−k¯− q) .
(2.89)
Die Aufintegration der Gleichung mithilfe der Markov und der adiabatischen Na¨he-
rung fu¨hrt zu
δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
= − 1
i~
VXm′c m˜′v mc m˜v(k¯, −k + q, q)
×
{
− i~ P
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)
+ pi~δ
[
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)
] }
×
{ [
1− %m˜′v m˜′v(−k + q)
]
[1− %mc mc(k)] %m˜v m˜v(k¯)
+ %m˜′v m˜′v(−k + q) %mc mc(k)
[
1− %m˜v m˜v(k¯)
]}
%−m′c m′c(−k¯− q) .
(2.90)
Die Glgn. (2.88) und (2.90) ergeben, eingesetzt in die urspru¨ngliche EOM von
%mc −mc(k), die Streubeitra¨ge jenseits des Boltzmann-Grenzfalls aufgrund der Aus-
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tausch-Wechselwirkung. Das Endergebnis fu¨r die EOM hat die von der Elektron-
Phonon-Wechselwirkung bekannte Form
∂t%mc −mc(k)|X, 2 = −
1
i~
∑
k¯ q
∑
m˜v m˜′v
m′c
Σ¯Xm′c −m′c(−k¯ + q) %m′c −m′c(−k¯ + q) . (2.91)
Im Unterschied zum Boltzmann-Grenzfall kann keine geschlossene analytische Glei-
chung fu¨r den Real- und den Imagina¨rteil der Selbstenergie angegeben werden, da die
Beitra¨ge stets proportional zu einem Produkt aus zwei im Allgemeinen komplexwer-
tigen Coulomb-Matrixelementen sind. Formal kann man die Selbstenergie trotzdem
in zwei Bestandteile aufspalten gema¨ß
Σ¯Xm′c −m′c(−k¯ + q) = ~
[
Ω¯Xm′c −m′c(−k¯ + q)− i Γ¯Xm′c −m′c(−k¯ + q)
]
. (2.92)
Hier wurden alle Terme proportional zu einem Hauptwert P in Ω¯Xm′c −m′c(−k¯ + q)
zusammengefasst, wa¨hrend Γ¯Xm′c −m′c(−k¯ + q) die Terme proportional zu einer δ-
Funktion entha¨lt. Um mit der Darstellung im Fall der Elektron-Phonon-Streuung
konsistent zu bleiben, geben wir Γ¯Xm′c −m′c(−k¯+q) explizit an. Der Term Ω¯Xm′c −m′c(−k¯+
q) kann wieder durch die im Abschnitt u¨ber die Elektron-Phonon-Streuung ange-
sprochene Ersetzung der δ-Funktion dargestellt werden. Γ¯Xm′c −m′c(−k¯ + q) hat die
Form
Γ¯Xm′c −m′c(−k¯ + q)
=
pi
~
VXm′c m˜v mc m˜v(k¯, −k + q, q)VX−mc m˜′v −m′c m˜v(−k + q, k¯, q)
× δ [m′c(−k¯ + q) + m˜v(−k + q)− −mc(k)− m˜′v(k¯)]
×
{
[1− %m˜v m˜v(−k + q)] [1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(−k + q) %−mc −mc(k)
[
1− %m˜′v m˜v ′(k¯)
]}
− pi
~
VX−mc m˜v m′c m˜′v(−k + q, k¯, q)VX−m′c m˜′v mc m˜v(k¯, −k + q, q)
× δ [mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)]
×
{ [
1− %m˜′v m˜′v(−k + q)
]
[1− %mc mc(k)] %m˜v m˜v(k¯)
+ %m˜′v m˜′v(−k + q) %mc mc(k)
[
1− %m˜v m˜v(k¯)
]}
. (2.93)
Auch in diesem Grenzfall wird die charakteristische Struktur der Streubeitra¨ge re-
produziert. Im Vergleich mit der Elektron-Phonon-Streuung ergeben sich aber fu¨r
die Coulomb-Wechselwirkung Unterschiede im Detail der Gleichungen. Generell gilt,
dass im Fall der Elektron-Phonon-Wechselwirkung die Bestandteile der Selbstenergie
stets aus Summen der einzelnen Beitra¨ge aus den phonongestu¨tzten Dichtematrizen
zusammengesetzt sind. Dies ist fu¨r die Coulomb-Wechselwirkung nicht mehr der
Fall. Hier ist der entsprechende Term durch eine Differenz der Beitra¨ge der redu-
zierten Vier-Punkt-Dichtematrizen gegeben. Dies kann z. B. am Vergleich von Glg.
(2.46) und Glg. (2.93) deutlich gemacht werden. Der Unterschied wird sich bei ei-
ner numerischen Auswertung auswirken, eine physikalische Bedeutung insbesondere
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in Hinblick auf die Spinrelaxation und -dephasierung ist nicht erkennbar. Ein wei-
terer Unterschied tritt in der Ordnung der Korrelation der Beitra¨ge jenseits des
Boltzmann-Grenzfalls auf. Wa¨hrend fu¨r die Elektron-Phonon-Wechselwirkung alle
Streubeitra¨ge proportional zum Nebendiagonaleintrag bei k + q sind, gilt dies im
Fall der Coulomb-Streuung nur fu¨r die Beitra¨ge aufgrund von Hee und HCeh , wie
in Anhang C gezeigt. Die Beitra¨ge des Austausch-Terms dagegen sind korreliert
mit dem Nebendiagonaleintrag bei −k¯ + q . Da in beiden Fa¨llen aufgrund der k-
Raum-Summation alle mo¨glichen k-Werte beru¨cksichtigt werden, ist dies fu¨r eine
numerische Auswertung nicht von Bedeutung, zeigt aber eine formale Besonderheit
der Darstellung der Coulomb-Wechselwirkung in der Eigenbasis.
Um die Interpretation der Ergebnisse der Coulomb-Streuung abzuschließen, geben
wir die durch die Bloch-Gleichungen definierten Zerfallsraten fu¨r das Diagonal- und
das Nebendiagonalelement der Spindichtematrix an
1
T1,k
∣∣∣
coul
=
[
Γ(ee) inmc mc(k) + Γ
(ee) out
mc mc (k)
+Γ(C) inmc mc(k) + Γ
(C) out
mc mc (k)
+Γ(X) inmc mc(k) + Γ
(X) out
mc mc (k)
]
(2.94)
1
T2,k
∣∣∣
coul
= =
{
Σeemc −mc(k) +
∑
k¯ qm′c
Σ¯eem′c −m′c(k¯ + q)%m′c −m′c(k + q)
}
+=
{
ΣCmc −mc(k) +
∑
k¯ qm′c
Σ¯Cm′c −m′c(k¯ + q)%m′c −m′c(k + q)
}
+=
{
ΣXmc −mc(k) +
∑
k¯ qm′c
Σ¯Xm′c −m′c(−k¯ + q)%m′c −m′c(−k¯ + q)
}
.
(2.95)
Wie man sieht, entspricht die Struktur der Zerfallsraten derjenigen der Elektron-
Phonon-Streuung. Sie erlaubt eine analoge Interpretation zu denjenigen, die bereits
im vorherigen Abschnitt diskutiert wurden.
Im Unterschied zur Elektron-Phonon-Streuung sind in den Glgn. (2.94) und (2.95)
neben den fu¨r die DP- und EY-Spinrelaxation relevanten Streuprozessen auch die fu¨r
den BAP-Mechanismus enthalten. Die ersten beiden Zeilen in den Glgn. (2.94) und
(2.95) beschreiben die Elektron-Elektron- und die Elektron-Loch-Coulomb-Streuung
und beinhalten damit Streuprozesse, die zur DP- oder EY-Spinrelaxation fu¨hren. Die
Streuung durch die Austausch-Wechselwirkung ist in den Ausdru¨cken der letzten Zei-
le von Glg. (2.94) bzw. (2.95) enthalten. Diese Terme stellen den Streumechanismus
dar, der die BAP-Spinrelaxation verursacht.
2.2.4 Ladungstra¨ger-Sto¨rstellen-Streuung
Als letzten mo¨glichen Streumechanismus fu¨r die Spinrelaxation und -dephasierung
stellen wir in diesem Abschnitt die Streuung von Elektronen an Sto¨rstellen dar [97].
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Der Hamiltonian fu¨r diese Streuung hat die Form
Himp =
∑
m′c m
′′
c
q
[
Um′′c m′c(q)c
†
m′′c
(k + q) cm′c(k) + H. c.
]
, (2.96)
mit dem Sto¨rstellenpotenzial Um′′c m′c(q) , das durch die Art der Sto¨rstelle (geladen,
neutral, etc.) bestimmt ist. Seine explizite Form ist aber fu¨r die weiteren Betrachtun-
gen nicht von Bedeutung. Wir betonen jedoch, dass die Streuung an magnetischen
Sto¨rstellen im Folgenden nicht beru¨cksichtigt wird [34]. Wie im Fall der Elektron-
Phonon-Streuung ist auch hier das Wechselwirkungsmatrixelement spinabha¨ngig, da
Spin und Wellenvektor der Elektronen in der Eigenbasis verknu¨pft sind. Dies wird
durch die Indizierung des Wechselwirkungsmatrixelements mit Spinindizes verdeut-
licht.
Der Hamiltonian (2.96) fu¨hrt fu¨r die Eintra¨ge der elektronischen Spindichtematrix
zur EOM
i~ ∂t%mc m¯c(k) =
∑
qm′c
[
Um′c mc(q) 〈c†m′c(k + q) cm¯c(k)〉
− Um¯c m′c(q) 〈c†mc(k) cm′c(k− q)〉
+ U∗mc m′c(q) 〈c
†
m′c
(k− q) cm¯c(k)〉
− U∗m′c m¯c(q) 〈c†mc(k) cm′c(k + q)〉
]
. (2.97)
Man erkennt die fu¨r eine Wechselwirkung typische Struktur der EOM. Sie kommt in
diesem Fall durch die Erwartungswerte von zwei fermionischen Operatoren zum Aus-
druck, die die Erzeugung und Vernichtung eines Elektrons bei verschiedenen Wellen-
vektoren beschreiben. Die Struktur unterscheidet sich formal von den bisher behan-
delten Fa¨llen, da keine ho¨here Korrelation als die von Zwei-Punkt-Dichtematrizen zu
betrachten ist. Wir bezeichnen die Zwei-Punkt-Dichtematrizen, die einen U¨bergang
zwischen zwei Wellenvektoren und damit zwei Spinzusta¨nden beschreiben, wie z. B.
%m′c mc(k + q, k) := 〈c†m′c(k + q) cmc(k)〉, als nichtlokale Dichtematrizen12. Wie bei
den bereits besprochenen Streumechanismen spalten wir die weitere Diskussion in
die fu¨r den Diagonaleintrag und die fu¨r den Nebendiagonaleintrag der Dichtematrix
auf.
Fu¨r den Diagonaleintrag beschra¨nken wir uns auf die Streubeitra¨ge aufgrund des
Terms %m′c mc(k + q, k) := 〈c†m′c(k + q) cmc(k)〉. Die Herleitung der u¨brigen Beitra¨ge
ist in Anhang D aufgefu¨hrt. Die EOM von %m′c mc(k + q, k) hat die Form
i~ ∂t%m′c mc(k + q, k) =
[
m′c(k + q)− mc(k)
]
%m′c mc(k + q, k)
+
∑
q′ m˜c
[
U∗m′c m˜c(q
′)〈c†m˜c(k + q− q′) cmc(k)〉
− U∗m˜c mc(q′)〈c†m′c(k + q) cm˜c(k + q
′)〉] . (2.98)
Es wurden bereits alle Terme vernachla¨ssigt, die zu keinem makroskopischen Bei-
trag fu¨hren ko¨nnen. Das Vorgehen, um die Gleichung zu lo¨sen, entspricht dem der
12Die Streuung an Sto¨rstellen wird in der Beschreibung der Ladungstra¨gerdynamik im Dichte-
matrixformalismus nach unseren Kenntnissen nicht behandelt.
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Elektron-Phonon- bzw. der Coulomb-Streuung. Die in der EOM enthaltenen Bei-
tra¨ge werden nach einer Umformung, die die in zweiter Bornscher Na¨herung rele-
vanten Streuterme bestimmt, mit Hilfe der Markov und der adiabatischen Na¨herung
integriert. Dies fu¨hrt fu¨r die nichtlokale Dichtematrix zu einem geschlossenen Aus-
druck der Form
%m′c mc(k + q, k) ≈ −i pi U∗m′c mc(q) δ
[
m′c(k + q)− mc(k)
]
×{%mc mc(k) [1− %m′c m′c(k + q)]
− [1− %mc mc(k)] %m′c m′c(k + q)
}
. (2.99)
Mit den in Anhang D angegebenen nichtlokalen Dichtematrizen ergibt sich fu¨r die
EOM von %mc mc(k) das Endergebnis
∂t%mc mc(k)|imp = −Γ(imp) outmc mc (k) %mc mc(k) + Γ(imp) inmc mc (k) [1− %mc mc(k)] , (2.100)
das die charakteristische Struktur von Fermis Goldener Regel aufweist. Die Streura-
ten, die U¨berga¨nge in oder aus dem betrachteten Zustand beschreiben, sind gegeben
durch die Gleichungen
Γ(imp) outmc mc (k) =
2pi
~
∑
qm′c
{
|Um′c mc(q)|2 δ
[
m′c(k + q)− mc(k)
] [
1− %m′c m′c(k + q)
]
+ |Umc m′c(q)|2 δ
[
m′c(k− q)− mc(k)
] [
1− %m′c m′c(k− q)
] }
(2.101)
und
Γ(imp) inmc mc (k) =
2pi
~
∑
qm′c
{
|Um′c mc(q)|2 δ
[
m′c(k + q)− mc(k)
]
%m′c m′c(k + q)
+ |Umc m′c(q)|2 δ
[
m′c(k− q)− mc(k)
]
%m′c m′c(k− q)
}
.
(2.102)
Man erkennt die fu¨r die zweite Bornsche Na¨herung typischen Faktoren, na¨mlich das
Betragsquadrat der Wechselwirkung, die energieerhaltende δ-Funktion und die dem
Streuprozess entsprechenden Besetzungwahrscheinlichkeiten.
Wie in den bisherigen Fa¨llen auch wird die Untersuchung der Streubeitra¨ge des Ne-
bendiagonalelements der Spindichtematrix in die Beitra¨ge des Boltzmann-Grenzfalls
und in die jenseits des Boltzmann-Grenzfalls aufgespalten. Da das Vorgehen im All-
gemeinen in den vorherigen beiden Abschnitten und im Speziellen an einem Beispiel
in diesem Abschnitt vorgestellt wurde, verweisen wir fu¨r die EOM der einzelnen
nichtlokalen Dichtematrizen auf den Anhang D und geben hier nur die Ender-
gebnisse der EOM an. Im Boltzmann-Grenzfall weist die EOM von %mc −mc(k) die
bekannte Form auf gegeben durch
∂t%mc −mc(k)|imp =
1
i~
Σimpmc −mc(k) %mc −mc(k) . (2.103)
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Der Einfluss der Streuung auf die Dynamik des Dichtematrixeintrags ist in der
Selbstenergie Σimpmc −mc(k) enthalten, die definiert ist als
Σimpmc −mc(k) = ~
[
Ωimpmc −mc(k)− iΓimpmc −mc(k)
]
. (2.104)
Die Streuung selbst ist bestimmt durch den Imagina¨rteil der Selbstenergie. Er hat
die Form
Γimpmc −mc(k) =
pi
~
∑
qm′c
{|Um′c mc(q)|2 δ [m′c(k + q)− −mc(k)]
+ |U−mc m′c(q)|2 δ
[
m′c(k− q)− mc(k)
]
+ |Umc m′c(q)|2 δ
[
m′c(k− q)− −mc(k)
]
+ |Um′c −mc(q)|2 δ
[
m′c(k + q)− mc(k)
]}
.
(2.105)
Im Unterschied zu den bisher besprochenen Streumechanismen weist die Streuung
an Sto¨rstellen eine Besonderheit auf, denn die Selbstenergie ist unabha¨ngig von
den Diagonaleintra¨gen der Dichtematrix, d. h. die Sto¨rstellen-Streuung koppelt den
Diagonal- und den Nebendiagonaleintrag der Spindichtematrix nicht. Dies ist auf
die nichtlokalen Dichtematrizen zuru¨ckzufu¨hren und entspricht dem Fall, dass die
Dynamik durch reine Einteilchen-Effekte bestimmt ist, wie z. B. die EOM aufgrund
von H0 .
In Analogie zu den bereits diskutierten Streumechanismen existieren fu¨r den Ne-
bendiagonaleintrag der Spindichtematrix auch hier Streubeitra¨ge jenseits des Boltz-
mann-Grenzfalls. Sie lassen sich in Form der EOM
∂t%mc −mc(k)|imp, 2 =
1
i~
∑
qm′c
Σ¯impm′c −m′c(k + q) %m′c −m′c(k + q) (2.106)
darstellen. Wie bei der Elektron-Phonon- oder der Coulomb-Streuung kann die
Selbstenergie Σ¯impm′c −m′c(k + q) nicht mit Hilfe der Kramers-Kronig Relation in Real-
und Imagina¨rteil aufgespalten werden. Es ist nur eine rein formale Zweiteilung ent-
sprechend der Gleichung
Σ¯impm′c −m′c(k) = ~
[
Ω¯impm′c −m′c(k + q)− iΓ¯
imp
m′c −m′c(k + q)
]
(2.107)
mo¨glich. Um mit den vorherigen Abschnitten konsistent zu bleiben, sind hier die
Beitra¨ge Γ¯impm′c −m′c(k +q) aufgefu¨hrt, die proportional zur δ-Funktion sind. Sie lassen
sich schreiben als
Γ¯impm′c −m′c(k + q) =
pi
~
{
Um′c mc(q)U
∗
−m′c −mc(q) δ
[
m′c(k + q)− −mc(k)
]
+ U−mc −m′c(−q)U∗mc m′c(−q) δ
[
−m′c(k + q)− mc(k)
]
+ U∗mc m′c(−q)U−mc −m′c(−q) δ
[
m′c(k + q)− −mc(k)
]
+ U∗−m′c −mc(q)Um′c mc(q) δ
[
−m′c(k + q)− mc(k)
]}
.
(2.108)
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Wie im Boltzmann-Grenzfall kommt auch hier der Effekt der nichtlokalen Dichte-
matrizen zu tragen, denn die Streuung koppelt nur das Nebendiagonalelement bei
verschiedenen Wellenvektoren, aber nicht das Nebendiagonal- mit dem Diagonalele-
ment.
Mit den Beitra¨gen aus den Glg. (2.100), (2.103) und (2.106) ko¨nnen wir formal die
Zerfallsraten der Bloch-Gleichungen angeben. Sie sind bestimmt durch die Gleichun-
gen
1
T1,k
∣∣∣
imp
=
[
Γ(imp) inmc mc (k) + Γ
(imp) out
mc mc (k)
]
(2.109)
1
T2,k
∣∣∣
imp
= =
{
Σ
(imp)
mc −mc(k) +
∑
qm′c
Σ¯
(imp)
m′c −m′c(k + q)%m′c −m′c(k + q)
}
. (2.110)
Fu¨r die Interpretation der beiden Zeiten sei auf den Abschnitt u¨ber die Elektron-
Phonon-Streuung verwiesen, da es fu¨r die Zerfallsraten formal nicht von Bedeutung
ist, welcher Streumechanismus betrachtet wird. In Hinblick auf die Beschreibung
von Spinrelaxation und -dephasierung ist dies nicht mehr richtig. Die spinerhaltende
Sto¨rstellen-Streuung kann nur Auslo¨ser von Spinrelaxation und Spindephasierung
nach dem DP- oder dem EY-Mechanismus sein.
Zusammenfassend ist festzustellen, dass in den vorangehenden Abschnitten die drei
wesentlichen Streumechanismen, die Streuung an Phononen, die Coulomb-Streuung
und die Streuung an nichtmagnetischen Sto¨rstellen im Rahmen des Dichtematrixfor-
malismus mikroskopisch berechnet wurden. Die zugeho¨rigen Streubeitra¨ge sind ent-
sprechend des Formalismus der Bloch-Gleichungen in die T1- und T2-Zeiten u¨berfu¨hrt
worden, die den Zerfall des Diagonaleintrags der Spindichtematrix, also die Relaxa-
tion, bzw. den des Nebendiagonaleintrags, sprich die Dephasierung, beschreiben.
Aufgrund der Wahl der Eigenbasis ist diese Zuordnung gerechtfertigt. Die Frage, die
nun beantwortet werden muss, ist die, ob es sich bei den Zeiten um die experimen-
tell gemessenen Spinrelaxationszeiten τSR bzw. Spindephasierungszeiten τSD, die in
Kapitel 1 definiert wurden, handelt bzw. wie die T1- und T2-Zeiten der erweiterten
Bloch-Gleichungen mit diesen Zeiten zusammenha¨ngen. Eine Antwort darauf liefert
der na¨chste Abschnitt.
2.3 Vergleich mit den Observablen des Experi-
ments
Um die Ergebnisse unserer mikroskopischen Theorie mit den Experimenten zur Be-
stimmung von Spinrelaxations- und Spindephasierungszeiten vergleichen zu ko¨nnen,
ist es no¨tig, die Observablen des Experiments durch Dichtematrixeintra¨ge auszu-
dru¨cken. Dabei ist zu beachten, dass das Experiment die Dynamik der Zusta¨nde
| ↑ 〉 und | ↓ 〉 untersucht, also die Spin-up/down Basis zugrunde legt [35, 139]. Die
Observablen des Experiments sind die Spinpolarisation S und die Spinkoha¨renz C .
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Im Dichtematrixformalismus ist S definiert als
S :=
∑
k
[%↑↑(k)− %↓↓(k)] . (2.111)
Diese Observable beschreibt den makroskopischen Unterschied zwischen den besetz-
ten Spin-up und Spin-down Zusta¨nden, die durch die Diagonaleintra¨ge der Dichte-
matrix gegeben sind13. Ist das System im Gleichgewicht, so verschwindet S . Erst die
Schaffung einer Nichtgleichgewichtsverteilung, z. B. durch Anregung mit zirkular po-
larisierten Licht, fu¨hrt zu einem endlichen Wert fu¨r S . Der Abbau von S entspricht
dem einer Populationsinversion eines Zwei-Niveau-Systems und ist bestimmt durch
die Spinrelaxationszeit τSR .
In Analogie zur Koha¨renz in der Ladungstra¨gerdynamik [62] ist die makroskopische
Spinkoha¨renz C im Dichtematrixformalismus definiert als
C :=
∑
k
|%↑↓(k)| . (2.112)
Um die fu¨r spintronische Anwendungen relevante irreversible Dephasierung [139] zu
bestimmen, haben wir die in Anhang A erla¨uterte inkoha¨rente Summe der Neben-
diagonalelemente verwendet. Der Zerfall von C ist bestimmt durch die Spindephasie-
rungzeit τSD . Da die makroskopischen Observablen und die entsprechenden Gro¨ßen
der mikroskopischen Theorie in zwei unterschiedlichen Basissystemen definiert sind,
ist eine Basistransformation erforderlich. Es ist dann mo¨glich, einen Zusammenhang
zwischen den makroskopischen Zeiten τSR und τSD und den mikroskopischen Zeiten
T1,k und T2,k anzugeben.
Mathematisch bedeutet dies, dass eine unita¨re Transformation gebildet werden muss.
Sie ist definiert durch die Eigenvektoren des nichtdiagonalen Hamiltonians bestehend
aus dem kinetischen Anteil mit entarteten Einteilchen-Energien, dem Dresselhaus-
und dem Rashba-Term. Fu¨r das elektronische Subsystem, das im Zentrum unserer
Untersuchungen steht, ergibt sich eine zu diagonalisierende 2 × 2 Matrix. Sie ist
entsprechend Kapitel 1 gegeben durch
H0 +HD +HR .
Der kinetische Anteil H0 der Elektronen mit der effektiven Masse m∗ ist gegeben
durch
H0 = ~
2
2m∗
k2 ·   2×2 .
Der linearisierte Dresselhaus-Term hat die Form
HD = γ (kx σx − kyσy) ,
mit dem Parameter γ .
Der letzte Term HR beschreibt die Rashba-Spin-Bahn-Kopplung mit dem Parameter
α und hat die Darstellung
HR = α (kx σy − ky σx) .
13Im Experiment, siehe z. B. Ref. [85], wird u¨blicherweise die normierte Spinpolarisation ver-
wendet, die bestimmt ist durch
∑
k
{[%↑↑(k)− %↓↓(k)] / [%↑↑(k) + %↓↓(k)]} . Dies ist fu¨r unsere Be-
trachtungen nicht von Bedeutung und wir verwenden daher die nicht-normierte Form.
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Die Eigenvektoren wurden unter Verwendung von Maple [80] bestimmt und ko¨nnen
geschrieben werden als
|±〉k = 1√
2
( ±Ak
1
)
, (2.113)
mit
Ak =
γ k+ − iαk−√
(α2 + γ2)(k2x + k
2
y)− 4αγ kx ky
. (2.114)
Wir haben die Abku¨rzung k± = kx± iky eingefu¨hrt. Die einzelnen Grenzfa¨lle fu¨r do-
minierende Dresselhaus- oder Rashba-Spin-Bahn-Wechselwirkung ergeben sich aus
α bzw. γ = 0 . Auch der in der Literatur diskutierte Fall von sich kompensierenden
Spin-Bahn-Wechselwirkungen [104, 21] ist mit α = ±γ enthalten. Die unita¨re Trans-
formationsmatrix, aufgebaut aus den Eigenvektoren von Glg. (2.113), ermo¨glicht eine
Darstellung der Komponenten der Dichtematrix der Spin-up/down Basis %ud(k) aus
Glg. (2.1) durch die Eintra¨ge der Dichtematrix %mc m¯c(k) aus Glg. (2.11). Die resul-
tierende Matrix hat die Form
%ud(k) =


d+(k)
2
+ <{A∗k %mc −mc(k)} −
d−(k)
2
+ i={A∗k %mc −mc(k)}
−d−(k)
2
− i={A∗k %mc −mc(k)}
d+(k)
2
− <{A∗k %mc −mc(k)}

 ,
(2.115)
mit der Abku¨rzung d±(k) = %mc mc(k) ± %−mc −mc(k) . Man erkennt an dieser Glei-
chung, dass die einzelnen Eintra¨ge der Dichtematrix in der Spin-up/down Basis von
allen Eintra¨gen der Dichtematrix in der Eigenbasis abha¨ngen. Dies u¨bertra¨gt sich auf
die Observablen, die, gebildet aus den Eintra¨gen der Dichtematrix aus Glg. (2.115),
zu den Ergebnissen
S =
∑
k
4<{A∗k %mc −mc(k)} (2.116)
und
C =
∑
k
√
d2− + 4={A∗k %mc −mc(k)} (2.117)
fu¨hren.
Die zeitliche Entwicklung von S aus Glg. (2.116) und C aus Glg. (2.117) bzw. der
Zerfall dieser Observablen liefert den gesuchten Zusammenhang zwischen den ma-
kroskopischen und den mikroskopischen Relaxationszeiten. Man erkennt, dass eine
Zuordnung der makroskopischen Spinrelaxationszeit τSR, gegeben durch den Zerfall
von S, zur mikroskopischen Zerfallszeit T1,k nicht richtig ist. Gleiches gilt fu¨r die
makroskopische Spindephasierungszeit τSD, bestimmt durch den Zerfall von C, und
die mikroskopische Zerfallszeit T2,k . Die unita¨re Transformation beschreibt viel-
mehr, dass τSR von T2,k abha¨ngt, wa¨hrend τSD sowohl durch T1,k als auch durch
T2,k bestimmt ist. Dabei ist zu beachten, dass die Zerfallszeiten τSR und τSD als
makroskopische Gro¨ßen bereits die Mittelung u¨ber den k-Raum enthalten, wa¨hrend
die Zeiten T1,k und T2,k nur bei einem k-Wert definiert sind. Dies bedeutet, dass
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T1,k und T2,k fu¨r den Vergleich mit den makroskopischen Zerfallszeiten noch u¨ber k
summiert werden mu¨ssen.
Die ausschließliche Abha¨ngigkeit von τSR von T2,k kann anschaulich anhand des
DP-Mechanismus verstanden werden. Fu¨r die Spinrelaxation durch den DP-Mecha-
nismus ist die Pra¨zession des Spins um das effektive Magnetfeld charakteristisch.
Diese entspricht in der Eigenbasis der Differenz der Einteilchen-Energien, die die
Spin-Bahn-Wechselwirkung implizit enthalten. Die Energiedifferenz tritt aber nur
in der EOM von %mc −mc(k) auf und somit ist es konsistent, wenn die Spinrelaxation
von diesem Dichtematrixeintrag abha¨ngt.
Um Missversta¨ndnisse zu vermeiden, ist nochmals zu betonen, dass die T1,k und
T2,k Zeiten per se nicht die Spinrelaxations- und Spindephasierungszeiten darstellen.
Erst die Untersuchung des Zerfalls von S und C fu¨hrt auf die gesuchten makrosko-
pischen Zeiten. Damit wird auch versta¨ndlich, warum die DP-Spinrelaxation in der
Beschreibung enthalten ist, obwohl Glg. (2.116) den EY-Mechanismus nahe legt.
Sowohl die Pra¨zession des Spins, gegeben durch die Energiedifferenz in der EOM
von %mc −mc(k) , als auch die Streuung bestimmt durch T2,k , ist enthalten. Liegt die
Streuzeit im motional narrowing Regime, so fu¨hrt dies zum DP-Mechanismus.
Die Tatsache, dass der Zusammenhang zwischen makroskopischen und mikroskopi-
schen Zerfallszeiten, insbesondere der Spindephasierungszeit, nicht trivial ist, wurde
bereits in Ref. [35] diskutiert. Dort wurde auf pha¨nomenologische Weise erla¨utert,
dass im Allgemeinen sowohl T1,k als auch T2,k zur Spindephasierung beitragen, je-
doch ohne einen klaren Zusammenhang aufzuzeigen. Dieser ist in Form der Glgn.
(2.116) und (2.117) mit Hilfe einer mikroskopischen Theorie gegeben. Die pha¨nome-
nologische Argumentation von Ref. [35] ist somit mikroskopisch bewiesen und um die
quantitative Darstellung des Zusammenhangs erweitert. Zusa¨tzlich ist zu erwa¨hnen,
dass die in T1,k und T2,k einbezogenen Streumechanismen neben dem DP- und dem
EY-Mechanismus auch noch den BAP-Mechanismus erfassen, der in Ref. [35] nicht
beru¨cksichtigt wurde.
Eine quantitative Bestimmung von Spinrelaxations- und Spindephasierungszeiten ist
durch eine Simulation der Dynamik mo¨glich. Im na¨chsten Kapitel wird daher die
numerische Simulation der Spindynamik in verschiedenen Halbleiterstrukturen ba-
sierend auf dem mikroskopischen Modell des Dichtematrixformalismus pra¨sentiert.
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KAPITEL 3
Simulation der Spindynamik
Die numerische Simulation der Spindynamik in verschiedenen Halbleitersystemen
unter Verwendung des Dichtematrixformalismus bildet den Mittelpunkt der folgenden
Abschnitte. Zuerst werden Motivation und Ziele der Simulation formuliert. Darauf
aufbauend werden einfache Modelle fu¨r verschiedene 2D-Halbleiterstrukturen ein-
gefu¨hrt. Im Anschluss stellen wir die EOM der Elektronen auf. Im Unterschied zur
Ladungstra¨gerdynamik beru¨cksichtigen wir den Spin der Elektronen in den EOM ex-
plizit. Es folgt eine Beschreibung der numerischen Simulation der EOM. Im letzten
Abschnitt werden die Ergebnisse der Simulation pra¨sentiert und interpretiert. Der
Vergleich mit experimentellen und theoretischen Arbeiten bildet den Abschluss.
3.1 Motivation
Im vorangegangenen Kapitel wurde der Zusammenhang zwischen den mikroskopi-
schen T1- und T2-Zeiten der erweiterten Bloch-Gleichungen mit den Spinrelaxations-
und Spindephasierungszeiten des Experiments diskutiert. Dabei wurde zur Beschrei-
bung der experimentellen Observablen der Dichtematrixformalismus verwendet. Un-
ser Ziel ist es, die Dynamik dieser Observablen zu simulieren. Der Dichtematrixfor-
malismus hat im Gegensatz zu den bisherigen pha¨nomenologischen Ansa¨tzen, wie
z. B. in Ref. [3], den Vorteil, dass die Gleichungen die Spindynamik beschreiben
ohne Annahmen bzgl. der Streuzeit oder des Temperaturbereichs vorauszusetzen.
Wir wollen folglich die Spindynamik im Rahmen einer vollsta¨ndig mikroskopischen
Beschreibung erfassen.
Aus den bisherigen Betrachtungen wird klar, dass die makroskopischen Spinre-
laxations- und Spindephasierungszeiten in der Spin-up/down Basis definiert ist. Da-
her verwenden wir in der numerischen Simulation diese Basis. Wir konzentrieren
uns auf den Temperaturbereich gro¨ßer 150 K, da dieser fu¨r zuku¨nftige spintroni-
sche Bauelemente, die bei Raumtemperatur betrieben werden sollen, interessant ist.
Dies bedeutet, dass die Streuung durch die Ladungstra¨ger-Phonon-Wechselwirkung
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dominiert wird. Wir vernachla¨ssigen Vielteilchen-Effekte, wie die Coulomb-Wechsel-
wirkung, und betrachten ausschließlich den DP-Mechanismus, wie im Kapitel 2
erla¨utert. Wir beschra¨nken unsere Untersuchungen auf das elektronische Subsystem
in der 2D-Halbleiterstruktur, das auch von experimenteller Seite im Zentrum des In-
teresses steht. Die EOM sind bestimmt durch die der Eintra¨ge der Spindichtematrix
aus Glg. (2.1).
3.2 Die Modellsysteme
Fu¨r die Numerik beschra¨nken wir uns auf zwei exemplarische 2D-Halbleitersysteme,
na¨mlich auf den symmetrischen QW (siehe Abb. 1.2(a)) und auf die trigonale He-
terostruktur (siehe Abb. 1.1).
Als Material fu¨r den symmetrischen QW wa¨hlen wir das in den Experimenten zur
Spinrelaxation gebra¨uchliche, na¨mlich AlGaAs und GaAs, das in (100) Richtung
gewachsen ist. Das Potenzial in Wachstumsrichtung wird dann durch das quanten-
mechanische Modell eines Potenzialtopfs approximiert. Wir gehen davon aus, dass
der QW ideal symmetrisch ist und beschra¨nken uns auf Ladungstra¨gerdichten, die
nur zu einer Besetzung des untersten Subbands fu¨hren. Als Modell verwenden wir
den unendlich tiefen Potenzialtopf. Die Enveloppenfunktion des untersten Subband-
zustandes hat die Form
ζ(z) =
√
2
L
sin
(
kz z +
pi
2
)
, (3.1)
wobei L die Breite des QW ist. Durch die Wahl der Wellenfunktion vernachla¨ssigen
wir das endliche Eindringen des Zustands in die Barrieren des QW. Daher ist fu¨r
unsere Betrachtungen nur das Trogmaterial (GaAs) von Bedeutung. Die quantisierte
Eigenenergie des Zustands ist gegeben durch
(z) =
~
2
2m∗
pi2
L2
, (3.2)
was einer Quantisierung des Wellenvektors in z-Richtung entspricht. Er hat den
Wert kz = pi/L . Da der symmetrische QW aufgrund des gewa¨hlten Materials nur
durch den BIA-Term zur Spinrelaxation beitragen kann, ist das Modell geeignet die
Spindynamik unter Einfluss des Dresselhaus-Terms zu untersuchen. Mit der vorge-
gebenen Wachstumsrichtung schreibt sich die Spin-Bahn-Wechselwirkung als
Ω(k)|BIA, 2D = γ
~

 kx (k
2
y − 〈k2z〉)
ky (〈k2z〉 − k2x)
0

 . (3.3)
In unserem Modell ist 〈k2z〉 gleich (pi/L)2 . Der Parameter γ kann durch die Materi-
alparameter von GaAs ausgedru¨ckt werden [2] und hat die Form
γ =
4∆√
(Eg + ∆) (3Eg + 2∆)
m∗
mcv
1√
2m∗ 3Eg
. (3.4)
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m∗ 0, 067m0 ∆ 0, 341 eV
Eg 1, 50 eV ωLO 35, 4 meV
s 12, 9 ∞ 10, 8
m0 9, 109× 10−31 kg
Tabelle 3.1: Werte der Materialparameter der numerischen Simulation.
Die Bandlu¨cke zwischen Valenz- und Leitungsband ist gegeben durch Eg , die Spin-
aufspaltung des Valenzbandes entspricht ∆ undmcv ist eine Konstante von der Gro¨ße
der freien Elektronenmasse [2]. In der numerischen Simulation wurde mcv gleich der
freien Elektronenmasse m0 gesetzt. Die verwendeten Werte der Materialparameter
sind in Tabelle 3.1 aufgefu¨hrt.
Das zweite Modell der numerischen Untersuchung ist die trigonale Heterostruktur
bestehend aus n-dotiertem AlGaAs und undotiertem GaAs. Der Potenzialverlauf in
Wachstumsrichtung entspricht einem dreiecksfo¨rmigen Trog, wie in Abb. 1.1 darge-
stellt. Die Dreiecksform la¨sst sich durch die Sta¨rke der n-Dotierung und zusa¨tzlich
durch ein externes elektrisches Feld steuern. Wie im Fall des QW vereinfachen wir
die Betrachtung durch die Annahme, dass der Potenzialsprung an der Grenzfla¨che
zwischen den Materialien unendlich hoch ist und die Wellenfunktion nicht in das
AlGaAs eindringen kann. Dies hat, wie im QW-Modell, zur Folge, dass nur die Ma-
terialparameter von GaAs in der Simulation verwendet werden. Des Weiteren gehen
wir auch hier von Ladungstra¨gerdichten aus, die nur zu einer Besetzung des unter-
sten Subbands im trigonalen Trog fu¨hren. Wir verwenden fu¨r die Zusta¨nde im Trog
die im Kapitel 1 eingefu¨hrte Wellenfunktion, die Airy Funktion.
Wie der Potenzialverlauf des trigonalen Troges deutlich macht, handelt es sich um
eine asymmetrische Heterostruktur, d. h. es existieren neben den BIA- auch SIA-
Beitra¨ge zur Spin-Bahn-Wechselwirkung. Um den numerischen Aufwand in behan-
delbaren Grenzen zu halten, beschra¨nken wir uns ausschließlich auf den Rashba-
Term. Eine Beru¨cksichtigung des Rashba- und des Dresselhaus-Beitrags wu¨rde die
Verwendung eines analytischen Modells zur Beschreibung der Heterostruktur un-
mo¨glich machen1. In unserem Modell wird der Rashba-Term geschrieben als
Ω(k)|SIA = α
~

 ky−kx
0

 , (3.5)
mit α = α0Ez und α0 = 5, 33×10−20 eV . Das elektrische Feld in Wachstumsrichtung,
bestimmt durch die Dotierung und ein zusa¨tzliches externes Feld, ist gegeben durch
Ez .
2
Die beiden vorgestellten Systeme machen es mo¨glich, die Spinrelaxation und -de-
phasierung anhand von analytischen Modellen separat fu¨r BIA- und SIA-Terme
1In diesem Fall wa¨re eine mikroskopische Beschreibung im Rahmen eines k·p-Modells notwendig,
um 〈k2z〉 zu bestimmen.
2Im Folgenden wird das elektrische Feld in Wachstumsrichtung mit E bezeichnet.
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zu untersuchen. Eine mikroskopische Beschreibung der Spindynamik, basierend auf
diesen Modellen, setzt die Lo¨sung der EOM der Dichtematrixeintra¨ge voraus.
3.3 Die Bewegungsgleichungen der Spindichtema-
trix
Fu¨r die mikroskopische Beschreibung der Spindynamik in der numerischen Simula-
tion verwenden wir den Dichtematrixformalismus in der Spin-up/down Basis. Unser
Ziel ist die Berechnung der Dynamik der makroskopischen Observablen S und C .
Die Beitra¨ge des Hamiltonians zur Dynamik ko¨nnen in zwei Anteile untergliedert
werden.
Der koha¨rente Anteil ist gegeben durch Glg. (2.3). Da wir die Spindynamik bei ho-
hen Temperaturen untersuchen, ist der zweite Anteil, die Streuung, bestimmt durch
optische Phononen der Frequenz ωLO [52]. In der Spin-up/down Basis ist der Streu-
anteil des Hamiltonians formal der gleiche wie im spinlosen Fall. Der Grund dafu¨r
ist, dass der Spin- und der orbitale Freiheitsgrad der Ladungstra¨ger in dieser Basis
entkoppelt sind. Dies hat zur Folge, dass die Streuung ausschließlich spinerhaltend
ist. Der Hamiltonian und die zugeho¨rigen EOM ko¨nnen damit aus dem spinlosen
Multisubbandfall, wie z. B. in Ref. [94] dargestellt, u¨bernommen werden. Wir be-
schra¨nken uns dabei auf die Streubeitra¨ge in zweiter Bornscher Na¨herung.
Die EOM des Diagonaleintrags %↑ ↑(k) ergibt sich zu
∂t%↑ ↑(k) = −1
~
[
Ωx(k)={%↑ ↓(k)} − Ωy(k)<{%↑ ↓(k)}
]
−[Γout↑ ↑ (k + q) + Γout↑ ↑ (k− q)] %↑ ↑(k)
+
[
Γin↑ ↑(k + q) + Γ
in
↑ ↑(k− q)
] [
1− %↑ ↑(k)
]
, (3.6)
mit den Streuraten
Γout↑ ↑ (k± q) =
2pi
~
∑
q
|ge(q)|2 δ [(k± q)− (k)∓ ~ω(T )]
× [1− %↑ ↑(k± q)]
[
β(T ) +
1
2
∓ 1
2
]
(3.7)
und
Γin↑ ↑(k± q) =
2pi
~
∑
q
|ge(q)|2 δ [(k± q)− (k)∓ ~ω(T )]
× %↑ ↑(k± q)
[
β(T ) +
1
2
± 1
2
]
, (3.8)
die die Streuung aus bzw. in den untersuchten Zustand beschreiben. Beim Vergleich
der Streuraten mit denen der Eigenbasis wird deutlich, dass hier nur innerhalb eines
Spinzustandes gestreut wird, da die Wechselwirkungsmatrixelemente nicht explizit
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vom Spin abha¨ngen und die Besetzungswahrscheinlichkeiten sich nur auf einen Spin-
zustands beziehen.
Die analoge EOM la¨sst sich fu¨r den Diagonaleintrag %↓ ↓(k) in Form von
∂t%↓ ↓(k) = +
1
~
[
Ωx(k)={%↑ ↓(k)} − Ωy(k)<{%↑ ↓(k)}
]
−[Γout↓ ↓ (k + q) + Γout↓ ↓ (k− q)] %↓ ↓(k)
+
[
Γin↓ ↓(k + q) + Γ
in
↓ ↓(k− q)
] [
1− %↓ ↓(k)
]
(3.9)
bestimmen. Sie unterscheidet sich im koha¨renten Regime nur um ein Vorzeichen. Die
Streuraten sind durch Ersetzung von ↑ durch ↓ in den Glgn. (3.7) und (3.8) gegeben.
Die Dynamik des Nebendiagonaleintrags %↑ ↓(k) unterliegt der EOM
∂t%↑ ↓(k) =
1
2 ~
[
i Ωx(k)− Ωy(k)
] [
%↑ ↑(k)− %↓ ↓(k)
]
−1
2
∑
m=↑, ↓
[
Γoutm m(k + q) + Γ
out
m m(k− q)
+ Γinm m(k + q) + Γ
in
m m(k− q)
]
%↑ ↓(k)
+
1
2
∑
qm=↑, ↓
[
Γ¯outm m(k) + Γ¯
in
m m(k)
]
%↑ ↓(k + q) . (3.10)
Wie im Fall der Eigenbasis ist der inkoha¨rente Anteil des Nebendiagonaleintrags
durch zwei Beitra¨ge bestimmt. Der erste, proportional zu %↑ ↓(k) , entspricht dem
Boltzmann-Grenzfall und entha¨lt die Summe aller Streuterme der Diagonaleintra¨ge.
Dies ist ein Charakteristikum, das aus der Ladungstra¨gerdynamik bekannt ist. Zu-
sa¨tzlich ergeben sich Beitra¨ge jenseits des Boltzmann-Grenzfalls, die proportional
zu %↑ ↓(k + q) sind. Die entsprechenden Streuraten sind gegeben durch
Γ¯outm m(k) =
2pi
~
|ge(q)|2 δ [(k± q)− (k)∓ ~ω(T )]
× [1− %m m(k)]
[
β(T ) +
1
2
± 1
2
]
(3.11)
und
Γ¯inm m(k) =
2pi
~
|ge(q)|2 δ [(k± q)− (k)∓ ~ω(T )]
×%m m(k)
[
β(T ) +
1
2
∓ 1
2
]
. (3.12)
Auch sie weisen die Struktur auf, die aus der spinlosen Ladungstra¨gerdynamik zu
erwarten ist. Aufgabe der numerischen Simulation ist es, das gekoppelte Gleichungs-
system, gegeben durch die Glgn. (3.6), (3.9) und (3.10), zu lo¨sen.
Um die makroskopische Spinpolarisation S und die makroskopische Spinkoha¨renz
C , wie in den Glgn. (2.111) und (2.112) definiert, zu erhalten, mu¨ssen die Lo¨sun-
gen der EOM u¨ber k aufsummiert werden. Die numerische Lo¨sung des gekoppel-
ten Gleichungssystems kann nur fu¨r diskrete k-Werte durchgefu¨hrt werden. Folglich
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muss der zweidimensionale kontinuierliche k-Raum auf einem quadratischen Git-
ter a¨quidistant diskretisiert werden. Bezu¨glich dieser k-Werte wird das gekoppelte
Gleichungssystem unter Verwendung des Runge-Kutta Verfahrens [119, 84] iterativ
durch direkte Integration gelo¨st. Zur Optimierung der Effizienz und der Genauigkeit
der Methode wurde die Runge-Kutta-Fehlberg-(4, 5) Methode mit adaptiver Schritt-
weitensteuerung aus der GSL-Bibliothek [43] benutzt. Die Grenzen des Gitters wur-
den fu¨r alle untersuchten Parameterwerte bei der gleichen Energie gewa¨hlt, um die
Vergleichbarkeit der Ergebnisse zu gewa¨hrleisten. Aus Symmetriegru¨nden kann die
Integration der EOM auf den ersten Quadranten des k-Raums beschra¨nkt werden.
Die Numerik wird ab einer bestimmten Systemgro¨ße bzw. ab einer Maximalzahl
von Punkten im k-Raum instabil. Dieser Wertebereich unterscheidet sich bei ver-
schiedenen Parameterwerten um maximal 4 Punkte im ersten Quadranten. Um die
Vergleichbarkeit der Ergebnisse sicherzustellen, wurde die Anzahl der Gitterpunkte
fu¨r alle Parameter auf den maximal mo¨glichen Wert gesetzt, bei dem alle Rechnun-
gen konvergieren.
Ein weiteres zu lo¨sendes Problem stellt die Endlichkeit des k-Raums in Zusammen-
hang mit der Streuung zwischen den einzelnen k-Zusta¨nden dar, da prinzipiell eine
Streuung aus dem endlichen Bereich mo¨glich ist. Um die Teilchenzahlerhaltung zu
wahren, wird die Streuung aus dem gerasterten k-Bereich unterdru¨ckt. Der Bereich
wird hinreichend groß gewa¨hlt, um eine Equilibrierung der Zusta¨nde zu ermo¨glichen,
ohne dass das ra¨umliche Raster zu ungenau wird. Eine Angabe von mathematischen
Ausdru¨cken fu¨r die Erfu¨llung aller Bedingungen ist nicht mo¨glich. Der ideale Para-
meterbereich kann nur anhand der Konvergenz der Numerik zuverla¨ssig bestimmt
werden.
Die Auswertung der Streuterme in den Glgn. (3.7), (3.8), (3.11) und (3.12), die
aufgrund der Summation u¨ber die Endzusta¨nde, d. h. u¨ber die Wellenvektoren der
mo¨glichen Endzusta¨nde, ebenfalls nur numerisch mo¨glich ist, wird in Anhang E
beschrieben. Die Darstellung der Ergebnisse der Numerik findet sich im na¨chsten
Abschnitt.
3.4 Die Ergebnisse der Simulation
Prinzipiell ist fu¨r die Spindynamik der Elektronen eine Nichtgleichgewichtsverteilung
der Spins notwendig. Diese wird experimentell durch die Anregung mit zirkular po-
larisiertem Licht erzeugt. Da wir uns bei der Simulation auf die Spindichtematrix
des elektronischen Subsystems beschra¨nken, mu¨ssen wir die Anfangsbedingungen in
U¨bereinstimmung mit dieser Situation wa¨hlen, da der direkte Einfluss eines Licht-
feldes nicht beru¨cksichtigt wird.
Wir gehen davon aus, dass eine spin-selektive Anregung vom Valenz- in das Leitungs-
band stattgefunden hat und die Elektronen in den beiden Spinzusta¨nden thermisch
equilibriert sind, d. h. die Besetzungsfunktionen der beiden Spinzusta¨nde entspre-
chen Fermiverteilungen mit unterschiedlichen chemischen Potenzialen. Diese An-
nahme ist gerechtfertigt, da nach einer optischen Anregung die Thermalisierung der
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Ladungstra¨ger in den jeweiligen Spinreservoirs auf einer im Vergleich zur Spinrelaxa-
tionszeit sehr kurzen Zeitskala stattfindet und keine Langzeiteffekte auf die Spindy-
namik hat [115]. Die Ausgangssituation entspricht außerdem einer verschwindenden
Spinkoha¨renz C zum Zeitpunkt t = 0 . In der Simulation bedeutet dies, dass die
Anfangswerte fu¨r die Dichtematrixeintra¨ge gegeben sind durch
%m m(k)|t=0 = 1
e
E(k)−µm
kB T + 1
(3.13)
%↑ ↓(k)|t=0 = 0 , (3.14)
mit m gleich ↑ oder ↓ . Im Gleichgewicht sind die beiden chemischen Potenziale gleich
und durch die Fermienergie EF gegeben, die sich mit Hilfe der Ladungstra¨gerdichte
schreiben la¨sst als
EF =
pi ~2
m∗
ns . (3.15)
U¨ber die Differenz der chemischen Potenziale µ↑ − µ↓ wird die Spinpolarisation S
zum Zeitpunkt t = 0 variiert.
Die Pra¨sentation und Diskussion der numerischen Ergebnisse wird entsprechend der
unterschiedlichen Spin-Bahn-Wechselwirkungsmechanismen in die Fa¨lle der Rashba-
und der Dresselhaus-Spin-Bahn-Wechselwirkung aufgespalten.
3.4.1 Spindynamik durch Rashba-Spin-Bahn-Wechselwirkung
Im Fall der Rashba-Spin-Bahn-Wechselwirkung gehen wir von der trigonalen Hete-
rostruktur aus, deren Form durch das elektrisches Feld E gesteuert wird. Wie im
Anhang E erla¨utert, wird die Streuung in diesem Fall exakt beru¨cksichtigt. Um den
Effekt der Streuung auf die Spindynamik zu untersuchen, wird zuerst die Dynamik
der Spinpolarisation S und der Spinkoha¨renz C mit und ohne Streuung betrach-
tet. Abb. 3.1 zeigt den wechselseitigen Einfluss von S auf C durch die Kopplung
der EOM. Die urspru¨nglich nicht vorhandene Spinkoha¨renz wird durch die endli-
che Spinpolarisation aufgebaut. Im koha¨renten Fall wird S auf einer sehr kurzen
Zeitskala geda¨mpft, da die einzelnen Spins um lokal unterschiedlich starke Magnet-
felder pra¨zedieren. Dies entspricht den bekannten Beobachtungen von NMR- und
ESR-Experimenten und stellt einen reversiblen Prozess dar. Die Spinkoha¨renz bleibt
dagegen aufgrund der inkoha¨renten Summation im koha¨renten Regime auf einem
konstanten Niveau. Das Rauschen in C bei großen Zeiten beruht auf der Instabilita¨t
der direkten Integration.
Unter Beru¨cksichtigung der Streuung a¨ndert sich das Bild grundlegend. Die Zer-
fallszeit der Spinpolarisation wa¨chst auf ein Vielfaches des koha¨renten Regimes an
und weist keine Oszillationen mehr auf. Dies ist ein Effekt des motional narrowing
Regimes, da die Spins zwischen zwei Streuereignissen keine volle Pra¨zession mehr
ausfu¨hren ko¨nnen. Auch das Anwachsen der Spinrelaxationszeit ist diesem Regime
bzw. dem damit verknu¨pften DP-Mechanismus zuzuschreiben, da die Streuung die
Spinrelaxation wegen τSR ∼ τ−1p unterdru¨ckt. Die maximale Spinkoha¨renz wird bei
Beru¨cksichtigung der Streuung im Vergleich zum koha¨renten Regime stark unter-
dru¨ckt. Die Spindephasierungszeit ist gegeben durch das Abklingen der Enveloppen
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von C . Im Unterschied zum koha¨renten Fall wird sie aufgrund der inkoha¨renten
Summation vollsta¨ndig abgebaut. Zusammenfassend ist festzustellen, dass durch die
Streuung an LO-Phononen das motional narrowing Regime erreicht und somit der
DP-Mechanismus in der Simulation beschrieben wird.
Da wir nur Einteilchen-Effekte in der Simulation beru¨cksichtigen, sollten die Spinre-
laxations- und die Spindephasierungszeiten keine Abha¨ngigkeit von der anfa¨nglichen
Spinpolarisation S oder der Ladungstra¨gerdichte ns aufweisen. Die Resultate der Si-
mulation sind unter Variation dieser Parameter in Abb. 3.2 und 3.3 gezeigt. Die
Werte der Simulation sind durch Kreise (τSR) bzw. Quadrate (τSD) gekennzeichnet.
Als Richtlinie dient die mittlere Zerfallszeit, die als durchgehende Linie eingezeichnet
ist. Fu¨r die numerischen Werte wurden Fehlergrenzen von 10 % angenommen, die bei
der direkten Integration gerechtfertigt sind. Man erkennt, dass die Ergebnisse wie
erwartet praktisch keine Abha¨ngigkeit bzgl. der Parameter S und ns aufweisen. Al-
lerdings ist bei der Variation von S eine leicht steigende Tendenz bei der Spindepha-
sierungszeit festzustellen. Diese ist ein rein numerisches Artefakt. Es beruht darauf,
dass mit steigender Spinpolarisation bei konstanter Ladungstra¨gerdichte in einem
Spinreservoir effektiv mehr
”
Streukana¨le“ zur Verfu¨gung stehen als bei niedrigeren
Spinpolarisationen. Dies fu¨hrt zu einer ku¨rzeren Streuzeit und damit entsprechend
des DP-Mechanismus zu einer la¨ngeren Spindephasierungszeit. Die Abha¨ngigkeit von
der Ladungstra¨gerdichte zeigt in beiden Fa¨llen [Abb. 3.3(a) und 3.3(b)] eine leicht
sinkende Tendenz, deren Ursprung ebenfalls in der Numerik zu suchen ist. Bei Zu-
nahme des Parameterwerts ns steigt entsprechend Glg. (3.15) die Fermienergie. Da
die cut-off Energie in der Simulation in allen Fa¨llen gleich gewa¨hlt wurde, bedeutet
dies, dass fu¨r die Randomisierung im diskretisierten k-Raum weniger Zusta¨nde zur
Verfu¨gung stehen und folglich die Streuung weniger effektiv ist, was sich in einer
la¨ngeren Streuzeit τp manifestiert. In U¨bereinstimmung mit dem DP-Mechanismus
werden dann die Zeiten τSR und τSD ku¨rzer.
Interessante Effekte treten bei der Variation des elektrischen Feldes E auf, das die
Sta¨rke der Rashba-Spin-Bahn-Wechselwirkung bestimmt. Die numerischen Resulta-
te sind in Abb. 3.4(a) dargestellt. Die Variation von E a¨ndert die mittlere Pra¨zes-
sionsfrequenz der Elektronenspins, d. h. je gro¨ßer das Feld, desto
”
schneller“ die
Pra¨zessionsbewegung. Da die Temperatur in allen Rechnungen konstant gehalten
wird, bleibt die Streurate aufgrund der Streuung an optischen Phononen konstant.
Je nach Feldsta¨rke ko¨nnen die Spins ihre Pra¨zessionsbewegung um das effektive
Magnetfeld unterschiedlich weit ausfu¨hren, bevor sie gestreut werden. Damit ist es
mo¨glich, die Dynamik in verschiedene Regime zu fu¨hren. Fu¨r kleine Feldsta¨rken bzw.
langsame Pra¨zessionsgeschwindigkeiten befindet man sich im motional narrowing
Regime, in dem die Relaxationszeiten durch einen exponentiellen Abfall der Spin-
polarisation bestimmt sind. Dies ist bis zu einer Feldsta¨rke von ca. 1, 0× 105 V/cm
der Fall. Die Spinrelaxationszeiten nehmen mit steigender Feldsta¨rke bzw. Pra¨zessi-
onsfrequenz ab. Fu¨r ho¨here Feldsta¨rken kommt man in einen U¨bergangsbereich, in
dem die Spinpolarisation nicht mehr dem exponentiellen Zerfall unterliegt. Erho¨ht
man die Feldsta¨rke weiter, so verla¨sst man das motional narrowing Regime und die
Spins ko¨nnen wieder volle Pra¨zessionszyklen durchlaufen. Dies manifestiert sich in
den Oszillationen von S bei E = 7, 5 × 105 V/cm und E = 1, 0 × 106 V/cm . Der
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Abbildung 3.1: Vergleich der Dynamik der Spinpolarisation S und der Spinkoha¨renz
C mit und ohne Streuung unter Einfluss der Rashba-Spin-Bahn-Wechselwirkung.
Die Parameter der Simulation sind T = 200 K , ns = 4, 0 × 1011 cm−2 , E = 1, 0 ×
105 V/cm und S = 10 % .
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(b) Spindephasierungszeit - SIA
Abbildung 3.2: Abha¨ngigkeit der Spinrelaxations- und Spindephasierungszeit von
der Spinpolarisation S . Die Parameter der Simulation sind T = 200 K , ns =
4, 0 × 1011 cm−2 und E = 1, 0 × 105 V/cm . Die mittleren Spinrelaxations- bzw.
Spindephasierungszeiten sind als rote Linie dargestellt. Die schwarzen Punkte bzw.
Quadrate kennzeichnen die Werte der Simulation.
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(b) Spindephasierungszeit - SIA
Abbildung 3.3: Abha¨ngigkeit der Spinrelaxations- und Spindephasierungszeit von
der Ladungstra¨gerkonzentration ns . Die Parameter der Simulation sind T = 200 K ,
E = 1, 0×105 V/cm und S = 10 % . Die mittleren Spinrelaxations- bzw. Spindepha-
sierungszeiten sind als rote Linie dargestellt. Die schwarzen Punkte bzw. Quadrate
kennzeichnen die Werte der Simulation.
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beschriebene Verlauf der Dynamik kann mit der pha¨nomenologischen Theorie des
DP-Mechanismus nicht dargestellt werden, da sie ausschließlich auf das motional
narrowing Regime beschra¨nkt ist.
Betrachtet man die Resultate der Simulation in Abha¨ngigkeit von E, so ergibt sich
eine charakteristische Abha¨ngigkeit der mit E verknu¨pften Quantisierungsenergie 
der Zusta¨nde im dreiecksfo¨rmigen Potenzialtopf. Nach der Theorie von D’yakonov
und Perel’ gehorcht die Spinrelaxationszeit der Relation [28]
τSR ∼ 1
2
, (3.16)
mit der Eigenenergie  des quantisierten Zustandes. Fu¨r die trigonale Heterostruktur
la¨sst sich diese Relation mit dem Feld E umformen zu [4]
τSR ∼ 1
E4/3
. (3.17)
Diese Abha¨ngigkeit ist in Abb. 3.4(b) gezeigt. Die schwarze Linie ergibt sich aus
der Simulation, wobei die Punkte die einzelnen Rechnungen symbolisieren, wa¨hrend
die analytische Abha¨ngigkeit durch die rote Linie dargestellt ist. Man erha¨lt eine
gute U¨bereinstimmung zwischen den beiden Kurven. Die numerische Rechnung un-
terscha¨tzt die Spinrelaxationszeiten u¨ber den gesamten Bereich, was eine Folge der
Rasterung des k-Raums mit endlich vielen Stu¨tzstellen ist. Analoge Ergebnisse er-
geben sich fu¨r die Spinkoha¨renz C und die Abha¨ngigkeit der Spindephasierungszeit
τSD vom Feld E .
Der letzte zu variierende Parameter der Rechnung ist die Temperatur T . Die Er-
gebnisse der Simulation fu¨r τSR und τSD bei verschiedenen Temperaturen sind in
Abb. 3.5 abgebildet. Die Theorie nach D’yakonov Perel’ [28] prognostiziert fu¨r die
Abha¨ngigkeit von der Temperatur ein Verhalten der Spinrelaxationszeit wie 1/T .
Dieses Verhalten, in der Abbildung durch die gestrichelte Kurve angedeutet, kann
nicht reproduziert werden. Es ist aber zu beachten, dass die DP-Theorie in ihrer
pha¨nomenologischen Herleitung fu¨r alle Temperaturen von einer festen Streuzeit
τp ausgeht. Dies ist in unserer mikroskopischen Theorie nicht der Fall, da hier die
Streurate und damit die Streuzeit u¨ber die phononische Besetzungsdichte explizit
von der Temperatur abha¨ngt (siehe Anhang E). Im Fall des DP-Mechanismus gilt,
dass Streuzeit und Spinrelaxationszeit invers proportional zueinander sind. Will man
die komplette Temperaturabha¨ngigkeit der Spinrelaxationszeit erfassen, so ist daher
folgende Beziehung zu betrachten
τSR/SD ∼ [T τp(T )]−1
∼
[
T
(
e
~ωLO
kB T − 1
)]−1
. (3.18)
Vergleicht man das Verhalten der numerischen Ergebnisse mit der Relation (3.18), so
stellt man eine gute U¨bereinstimmung fest. Das dargestellte Verhalten ist der pha¨no-
menologischen Theorie a priori nicht zuga¨nglich, da sie die Temperaturabha¨ngigkeit
der Streuzeit nicht erfassen kann, sondern nur die zwei Grenzfa¨lle von hoher und
tiefer Temperatur bei fester Streuzeit betrachtet.
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Abbildung 3.4: Abha¨ngigkeit der Spinrelaxationszeit vom elektrischen Feld E . In
Abb. 3.4(a) wird das angelegte elektrische Feld variiert. Die Einheiten der angegeben
Felder sind V/cm . Die Parameter der Simulation sind T = 200 K , ns = 4, 0 ×
1011 cm−2 und S = 10 % . Abb. 3.4(b) zeigt die Spinrelaxationszeit in Abha¨ngigkeit
des Feldes E (schwarze Linie), wobei die Punkte den simulierten Werten entsprechen.
Die rote Linie zeigt den Fit mit der Funktion E−4/3 . Die Parameter der Simulation
sind T = 200 K, ns = 4, 0× 1011 cm−2 und S = 10 % .
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Abbildung 3.5: Abha¨ngigkeit der Spinrelaxations- und der Spindephasierungszeit
von der Temperatur T . In den Abbildungen 3.5(a) und 3.5(b) sind die numerischen
Ergebnisse durch die schwarze bzw. rote Linie dargestellt. Die Symbole entsprechen
den einzelnen Simulationspunkten. Die blaue gestrichelte Linie ist der Verlauf der
1/T -Abha¨ngigkeit. Die gru¨ne Linie zeigt den Fit mit der Funktion 1/[T τp(T )] . Die
Parameter der Simulation sind ns = 4, 0 × 1011 cm−2 , E = 1, 0 × 105 V/cm und
S = 10 % .
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Zusammenfassend ist festzuhalten, dass die Simulation die qualitativen Eigenschaf-
ten der DP-Spinrelaxation sehr gut beschreibt und gegenu¨ber der pha¨nomenolo-
gischen Theorie den Vorteil besitzt, ohne Annahmen bzgl. der Streuung bzw. der
Streuzeit auszukommen. Betrachtet man die sich ergebenden Spinrelaxations- und
Spindephasierungszeiten quantitativ, so muss man feststellen, dass die Resultate
nicht den Erwartungen entsprechen, d. h. die Spinrelaxationszeiten prinzipiell stark
unterscha¨tzt werden.
Dies hat drei wesentliche Gru¨nde. Der erste beruht auf dem sehr einfachen Mo-
dell der Quantenstruktur, das wir verwenden. Das Modell entspricht nicht den rea-
len Strukturen, insbesondere vernachla¨ssigen wir den BIA-Beitrag der Spin-Bahn-
Wechselwirkung und damit die wechselseitige Beeinflussung des SIA- und des BIA-
Terms, was im Experiment nicht mo¨glich ist. Der zweite Grund ist, dass wir die
Simulation im Einteilchen-Bild durchfu¨hren und Vielteilchen-Effekte vernachla¨ssi-
gen. Letztere werden in der pha¨nomenologischen Berechnung der Spinrelaxation mit
einbezogen, da dort die elektronischen Mobilita¨ten des Experiments zur Bestimmung
der Streuzeiten benutzt werden. Der dritte und wichtigste Punkt fu¨r die Diskrepanz
zwischen numerischer Simulation und experimentellen Daten ist aber die Restriktion
auf eine endliche Anzahl von Punkten im k-Raum, die zur Berechnung der Streuung
verwendet werden. Hier setzt die Methode der direkten Integration Grenzen, die
noch zu u¨berwinden sind. Der letzte Punkt ist unserer Ansicht nach der Grund fu¨r
die prinzipielle Unterscha¨tzung der Streuzeiten in der Simulation. Trotzdem geben
die qualitativen Ergebnisse einen ersten Einblick in das Potenzial der mikroskopi-
schen Theorie im Vergleich zur pha¨nomenologischen Behandlung. Diese ist auch fu¨r
die im na¨chsten Abschnitt behandelte Dresselhaus-Spin-Bahn-Wechselwirkung zu
erkennen.
3.4.2 Spindynamik durch Dresselhaus-Spin-Bahn-Wechsel-
wirkung
Betrachtet man einen symmetrischen QW, so ist der einzige Beitrag der Spin-Bahn-
Wechselwirkung gegeben durch den BIA-Term. Er fu¨hrt, im Unterschied zum SIA-
Term, zu einem effektiven Magnetfeld, das nicht nur vom Betrag von k abha¨ngt, son-
dern auch von dessen Richtung. Diese Abha¨ngigkeit geht in die zeitliche Evolution
der elektronischen Verteilungsfunktionen ein. Die Relevanz der Richtungsabha¨ngig-
keit nimmt fu¨r große Zeiten zu. Wie im Anhang E angesprochen, vernachla¨ssigen
wir die Richtungsabha¨ngigkeit des effektiven Magnetfeldes in der Berechnung der
Streuintegrale und nehmen dafu¨r eine unterscha¨tzte Streurate in Kauf.
Wie im Fall der Rashba-Spin-Bahn-Wechselwirkung betrachten wir zuerst den Un-
terschied zwischen der koha¨renten und der inkoha¨renten Dynamik. Man erkennt in
Abb. 3.6 im koha¨renten Regime die Oszillationen aufgrund der Pra¨zession der Spins
um das effektive Magnetfeld. Charakteristisch ist das Abklingen der Oszillationen
auch ohne Streuung aufgrund der ra¨umlichen Inhomogenita¨t des Magnetfeldes. Fu¨r
große Zeiten ist ein leichtes Rauschen auf der Oszillation zu erkennen, das die Instabi-
lita¨t der Numerik zeigt. Beru¨cksichtigt man die Streuung, so ergibt sich im motional
narrowing Regime eine Unterdru¨ckung der Oszillationen, da die Spins ihre Pra¨zes-
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Abbildung 3.6: Vergleich der Dynamik der Spinpolarisation S mit und ohne Streu-
ung unter Einfluss der Dresselhaus-Spin-Bahn-Wechselwirkung. Die Parameter der
Simulation sind T = 200 K , ns = 4, 0× 1011 cm−2 , L = 15 nm und S = 10 % .
sionsbewegung nicht vollenden ko¨nnen. Daru¨ber hinaus wird die Spinrelaxationszeit
im Vergleich zum koha¨renten Regime verla¨ngert, was ein Charakteristikum des DP-
Mechanismus darstellt. Die zeitliche Entwicklung der Spinkoha¨renz wurde hier nicht
dargestellt, da sie derjenigen der SIA-Spin-Bahn-Wechselwirkung entspricht und so-
mit keine neuen Informationen liefert.
Als na¨chstes untersuchen wir die Abha¨ngigkeit der Spinrelaxations- und Spindepha-
sierungszeiten von der Spinpolarisation (Abb. 3.7) und von der Ladungstra¨gerdichte
(Abb. 3.8). In beiden Fa¨llen erwarten wir eine Unabha¨ngigkeit der Zeiten vom vari-
ierten Parameter. Diese ist im Rahmen der numerischen Mo¨glichkeiten erfu¨llt, d. h.
die Simulationswerte weichen um nicht mehr als 10 % von den mittleren Werten
ab. Wie im Fall der SIA-Spin-Bahn-Wechselwirkung weist die Abha¨ngigkeit von der
Spinpolarisation ein leicht steigendes Verhalten mit wachsender Polarisation auf,
wa¨hrend die Ladungstra¨gerdichteabha¨ngigkeit tendenziell sinkt. Die Abweichungen
der Simulation vom erwarteten Verhalten beruhen auf numerischen Effekten und
sind bereits im Fall des SIA-Spin-Bahn-Terms diskutiert und gerechtfertigt worden.
Im Unterschied zum vorherigen Fall sind hier die Werte fu¨r die Spinrelaxations-
und die Spindephasierungszeit unterschiedlich groß. Der Unterschied beruht auf der
Richtungsabha¨ngigkeit der Sta¨rke des effektiven Magnetfelds [139]. Die Richtungsa-
nisotropie, die im Fall der Rashba-Spin-Bahn-Wechselwirkung nicht vorhanden ist,
fu¨hrt zu dem Unterschied zwischen τSR und τSD . Wie nach Ref. [139] zu erwarten,
bleibt die Relation τSD ≤ 2τSR gu¨ltig.
Die Untersuchung der Abha¨ngigkeit der Spinrelaxations- und Spindephasierungszeit
von der Trogbreite L des QW wird im Folgenden dargestellt. Die Trogbreite geht so-
wohl in den Dresselhaus-Parameter und damit in die Pra¨zessionsfrequenz, als auch in
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Abbildung 3.7: Abha¨ngigkeit der Spinrelaxations- und Spindephasierungszeit von
der Spinpolarisation S . Die Parameter der Simulation sind T = 200 K , ns =
4, 0 × 1011 cm−2 und L = 15 nm . Die mittleren Spinrelaxations- bzw. Spindepha-
sierungszeiten sind als rote Linie dargestellt. Die schwarzen Punkte bzw. Quadrate
kennzeichnen die Werte der Simulation.
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(b) Spindephasierungszeit - BIA
Abbildung 3.8: Abha¨ngigkeit der Spinrelaxations- und Spindephasierungszeit von der
Ladungstra¨gerkonzentration ns . Die Parameter der Simulation sind T = 200 K , L =
15 nm und S = 10 % . Die mittleren Spinrelaxations- bzw. Spindephasierungszeiten
sind als rote Linie dargestellt. Die schwarzen Punkte bzw. Quadrate kennzeichnen
die Werte der Simulation.
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die Quantisierungsenergien der Zusta¨nde im Trog ein. Die Ergebnisse der Simulation
sind in Abb. 3.9 pra¨sentiert. Wegen der L-Abha¨ngigkeit des Dresselhaus-Parameters
fu¨hrt eine Variation des Parameters zu unterschiedlichen Pra¨zessionsregimen. Dies
zeigt Abb. 3.9(a). Man erkennt, dass die Verringerung der Trogbreite zu einer Ab-
nahme der Spinrelaxationszeit fu¨hrt. Außerdem weist die Dynamik einen U¨bergang
vom motional narrowing Regime (bis zu L = 12, 5 nm), das durch einen exponenti-
ellen Zerfall der Spinpolarisation gekennzeichnet ist, u¨ber einen Zwischenbereich hin
zum entgegengesetzten Regime (L = 5, 0 nm) auf. In letzterem ko¨nnen die Spins eine
volle Pra¨zession durchfu¨hren und in der Observablen zeigen sich schwache Oszilla-
tionen. Das Durchlaufen der unterschiedlichen Verha¨ltnisse von Pra¨zessionsdauer zu
Streuzeit zeigt den Vorteil der mikroskopischen Rechnung, da dies der pha¨nomeno-
logischen Theorie nicht zuga¨nglich ist.
Die Zunahme der Spinrelaxationszeit mit der Breite des QW entspricht den theoreti-
schen Erwartungen. Sie manifestiert sich in der Abha¨ngigkeit der Spinrelaxationszeit
von der Quantisierungsenergie, wie Abb. 3.9(b) zeigt. Entsprechend den analytischen
Ergebnissen aus Ref. [28] ist die Spinrelaxationszeit wegen Glg. (3.16) proportional
zum Inversen des Quadrats der Quantisierungsenergie. Die Quantisierungsenergie
selbst ist entsprechend Glg. (3.2) proportional zum Inversen des Quadrats der Trog-
breite. Man erwartet damit eine Proportionalita¨t von τSR zu L
4 . Der Vergleich des
analytischen Ergebnisses mit der numerischen Simulation in Abb. 3.9(b) weist genau
diese Abha¨ngigkeit auf. Somit erhalten wir fu¨r die BIA-Spin-Bahn-Wechselwirkung
eine qualitative U¨bereinstimmung mit den Erwartungen der analytischen Theorie.
Die gleichen Aussagen gelten auch fu¨r die Spindephasierungszeit.
Der letzte Punkt der Untersuchungen bezieht sich auf die Variation der Temperatur
T . Die Resultate der Simulation sind in Abb. 3.10 fu¨r die Spinrelaxations- und die
Spindephasierungszeit dargestellt. Wie im Fall der SIA-Spin-Bahn-Wechselwirkung
weisen die Ergebnisse der Simulation nicht das 1/T Verhalten auf. Durch die explizite
Temperaturabha¨ngigkeit der Streurate u¨ber die phononische Besetzungszahl zeigt
sich auch hier das Verhalten entsprechend Glg. (3.18).
Wie fu¨r die trigonale Heterostruktur ergeben sich fu¨r den QW beim quantitativen
Vergleich mit Ergebnissen aus Experimenten deutliche Diskrepanzen. Zusa¨tzlich zu
den im Abschnitt u¨ber die SIA-Spin-Bahn-Wechselwirkung erla¨uterten Problemen
der Simulation kommt die eingangs erwa¨hnte generelle Unterscha¨tzung der Streuung
zum Tragen, was zu einer weiteren Verschlechterung der quantitativen Auswertung
fu¨hrt. Trotzdem zeigen die qualitativen U¨bereinstimmungen mit der analytischen
Theorie und die zusa¨tzlichen Mo¨glichkeiten im Vergleich zur pha¨nomenologischen
Theorie auch hier das Potenzial des mikroskopischen Ansatzes auf, die a priori An-
nahmen bzgl. des Streu- und Temperaturregimes u¨berflu¨ssig machen.
Bei der Betrachtung der Ergebnisse der Simulation fa¨llt besonders das Verhalten
der Spinrelaxations- und Spindephasierungszeiten in Abha¨ngigkeit der Temperatur
auf. Aus den bereits erwa¨hnten Gru¨nden entspricht diese nicht dem der pha¨nome-
nologischen Theorie. Von theoretischer Seite wurde die pha¨nomenologische Theorie
vor kurzem fu¨r beliebige Temperaturen verallgemeinert [53]. In dieser Herleitung
wurde aber nur die Streuzeit fu¨r verschiedene Temperaturen verallgemeinert, die
wesentlichen Punkte der Herleitung an sich wurden in Analogie zur urspru¨nglichen
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Abbildung 3.9: Abha¨ngigkeit der Spinrelaxationszeit von der Trogbreite L . In Abb.
3.9(a) wird die Trogbreite variiert. Die Einheiten der angegeben Breiten sind nm .
Die Parameter der Simulation sind T = 200 K , ns = 4, 0×1011 cm−2 und S = 10 % .
Abb. 3.9(b) zeigt die Spinrelaxationszeit in Abha¨ngigkeit der Breite L (schwarze
Linie), wobei die Punkte den simulierten Werten entsprechen. Die rote Linie zeigt
den Fit mit der Funktion L4 . Die Parameter der Simulation sind T = 200 K,
ns = 4, 0× 1011 cm−2 und S = 10 % .
3.4 Die Ergebnisse der Simulation 89
0
60
70
P
S
frag
rep
lacem
en
ts
τ S
R
[p
s]
τ
S
D
[p
s]
T [K]
Numerik
F
it
m
it
T
−
1
Fit mit T−1
F
it
m
it
T
−
1
Fit mit [T τp(T )]
−1
20
20
30
40
50
150 200 250 300
(a) Spinrelaxationszeit - BIA
P
S
frag
rep
lacem
en
ts
τ
S
R
[p
s]
τ S
D
[p
s]
T [K]
Numerik
F
it
m
it
T
−
1
F
it
m
it
T
−
1
Fit mit T−1
Fit mit [T τp(T )]
−1
20
20
30
40
50
150 200 250 300
(b) Spindephasierungszeit - BIA
Abbildung 3.10: Abha¨ngigkeit der Spinrelaxations- und der Spindephasierungszeit
von der Temperatur T . In den Abbildungen 3.10(a) und 3.10(b) sind die numerischen
Ergebnisse durch die schwarze bzw. rote Linie dargestellt. Die Symbole entsprechen
den einzelnen Simulationspunkten. Die blaue gestrichelte Linie ist der Verlauf der
1/T -Abha¨ngigkeit. Die gru¨ne Linie zeigt den Fit mit der Funktion 1/[T τp(T )] . Die
Parameter der Simulation sind ns = 4, 0× 1011 cm−2 , L = 15 nm und S = 10 % .
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Pha¨nomenologie durchgefu¨hrt. Leider wurden die darauf aufbauenden Rechnungen
nur fu¨r Temperaturen bis zu 120 K durchgefu¨hrt. Man erkennt aber auch dort im
Bereich jenseits von 100 K eine ansteigende Tendenz der Spinrelaxationszeiten fu¨r
die Streuung an optischen Phononen, die dort als Streuung vom Typ II bezeichnet
wird. Auf experimenteller Seite ergeben sich a¨hnliche Erkenntnisse in den Arbeiten
[110], [86] und [87]. Auch dort ist in den experimentellen Daten eine Sa¨ttigung oder
ein Anstieg der Spinrelaxationszeit fu¨r Temperaturen gro¨ßer als 150 K zu erkennen.
Der Grund dafu¨r wird in den Arbeiten nicht gekla¨rt. Unsere Simulation la¨sst darauf
schließen, dass der dominierende Streumechanismus, na¨mlich die Streuung an opti-
schen Phononen, zu dieser Abweichung von der pha¨nomenologischen Theorie fu¨hrt.
Die Streuung wird eventuell durch Vielteilchen-Effekte zusa¨tzlich beeinflusst, was in
einer Abschwa¨chung des Effekts resultieren ko¨nnte.
3.4.3 Vergleich mit anderen mikroskopischen Theorien
Der mikroskopische Ansatz zur Beschreibung der Spindynamik in Halbleitern und
niedrigdimensionalen Halbleiterstrukturen mit Hilfe des Dichtematrixformalismus
wird auch in anderen Arbeiten verwendet3. Zur Herleitung der EOM fu¨r die Spin-
dichtematrixeintra¨ge wird in diesen Arbeiten der Keldysh Formalismus verwendet,
um die Streuung zu erfassen. Dieser unterscheidet sich von unserem korrelationsba-
sierten Schema. Außerdem wird in den Arbeiten zusa¨tzlich zum intrinsischen effek-
tiven Magnetfeld ein externes Magnetfeld in einer Richtung senkrecht zur Wachs-
tumsrichtung angelegt, was zu einer zusa¨tzlichen Erniedrigung der Symmetrie fu¨hrt.
Dies erschwert die numerische Umsetzung, da folglich der komplette k-Raum in der
Numerik beru¨cksichtigt werden muss. Eine Einbeziehung eines derartigen Magnet-
feldes wurde versuchsweise auch in unserer Simulation implementiert. Sie fu¨hrt auf
eine quantitative Verschlechterung der Ergebnisse, da die Rasterung des k-Raums
ungenauer gewa¨hlt werden muss. Die Simulation zeigt zwar qualitativ das richti-
ge Verhalten, na¨mlich eine Unterdru¨ckung der Spinrelaxation durch das zusa¨tzli-
che Magnetfeld, die quantitative Gro¨ße der Unterdru¨ckung wird allerdings extrem
u¨berscha¨tzt. Die Ergebnisse dieser Rechnungen wurden daher verworfen.
Zusa¨tzlich zu diesem Unterschied treten bereits in den EOM der koha¨renten Dyna-
mik Diskrepanzen zwischen unseren Ergebnissen und denen in den zitierten Arbeiten
auf (unsere Simulation ist sehr nahe an der in Ref. [115] vorgestellten Situation4).
Der Ursprung dieses Unterschieds, der nicht mit der vera¨nderten Ausgangssituation
zusammenha¨ngt, konnte nicht gekla¨rt werden. Eine Rechnung mit den in Ref. [115]
verwendeten EOM ergab eine Vergro¨ßerung der Oszillationsdauer der Observablen
im koha¨renten Regime im Vergleich zu unseren Ergebnissen.
Ein Vergleich der Streuterme ist aufgrund der unterschiedlichen verwendeten For-
malismen schwierig. Es konnte jedoch auch hier keine eindeutig Zuordnung unserer
3Siehe dazu die Arbeiten von Wu et al.: [130], [132], [131], [128], [129], [115], [113] ,[114], [116],
[118] und [117].
4In dieser Arbeit wird als Materialsystem GaAs verwendet. Die Temperatur liegt im Bereich
von T = 120 K bis T = 300 K und als Modell fu¨r den QW wird ein unendlich tiefer Potenzialtopf
verwendet.
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Streuterme, deren Form der des spinlosen Falls, d. h. der Ladungstra¨gerdynamik,
entspricht, mit denen in den Arbeiten von Wu et al. gefunden werden. Grund dafu¨r
sind Streuterme in den zitierten Arbeiten, die keiner Korrelation (auch ho¨herer Ord-
nung) zugeordnet werden ko¨nnen.
Zusa¨tzlich zu diesen Punkten, die wir bezu¨glich des Vergleichs der koha¨renten Bei-
tra¨ge in den EOM und der Elektron-Phonon-Streuung haben, findet man in der
Literatur Kritik an der Beschreibung der Vielteilchen-Effekte, die in den zitierten
Arbeiten das Hauptargument bei der Interpretation der numerischen Ergebnisse
darstellen. Exemplarisch wird hier in Ref. [42] die Arbeit [114] herausgegriffen.
Der letzte Kritikpunkt an den Arbeiten von Wu et al. sind die benutzten Materi-
alparameter. Die Autoren verwenden eine zu große Energielu¨cke zwischen Valenz-
und Leitungsband (z. B. Ref. [115]: Eg = 1, 55 eV fu¨r T > 120 K; Literaturwert Ref.
[77]: Eg = 1, 519 eV fu¨r T = 0 K). Auch der g-Faktor entspricht mit g = 0, 44 nicht
dem Literaturwert [77] von g = −0, 44 . Wir nehmen daher Abstand vom Vergleich
mit diesen Arbeiten, da dies erst sinnvoll wa¨re, wenn die Unklarheiten definitiv
ausgera¨umt werden ko¨nnen.
Bei der Betrachtung unserer numerischen Ergebnisse ist festzuhalten, dass wir eine
mikroskopische Beschreibung der Spinrelaxation und -dephasierung nach D’yakonov
und Perel’ hergeleitet haben, die die erwarteten qualitativen Aspekte der Spinre-
laxation und Spindephasierung richtig darstellt. Daru¨ber hinaus ist sie in einigen
Bereichen der pha¨nomenologischen Beschreibung u¨berlegen, insbesondere im Hin-
blick auf die Variation des Regimes der Dynamik und auf die Temperaturabha¨ngig-
keit der Spinrelaxations- und Spindephasierungszeiten. Es ist zu betonen, dass die
Temperaturabha¨ngigkeit experimentell beobachtet wird. Der Vergleich mit der mi-
kroskopischen Theorie von Wu et al. (siehe z. B. Ref. [115]) konnte aufgrund einer
Vielzahl von Unklarheiten nicht vorgenommen werden.
Der quantitative Mangel der Ergebnisse, die generelle Unterscha¨tzung der Spin-
relaxations- und Spindephasierungszeiten, stellt kein prinzipielles Problem unserer
mikroskopischen Beschreibung dar, sondern hat seinen Ursprung in der numerischen
Methode und kann durch andere numerische Konzepte, z. B. Monte-Carlo-Verfahren
[51], u¨berwunden werden. Eine Orientierung an der Simulation der spinlosen La-
dungstra¨gerdynamik in optisch angeregten Systemen im Ultrakurzzeitregime gibt
Ausblick auf das prinzipielle Potenzial der Methode [94].
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ZUSAMMENFASSUNG UND
AUSBLICK
Das Ziel dieser Arbeit war es, eine mikroskopische Theorie der Spinrelaxation und
Spindephasierung in Halbleiter-Quantenstrukturen zu formulieren. Fu¨r das Auftre-
ten von Spinrelaxation und Spindephasierung in Halbleiter-Quantenstrukturen ist
eine Nichtgleichgewichtsverteilung der Spinzusta¨nde notwendig. Sie wird am effek-
tivsten durch die optische Anregung mit zirkular polarisiertem Licht erzeugt, die
spin-selektive U¨berga¨nge von den Valenzband- in die Leitungsbandzusta¨nde bewirkt.
Dieses Konzept wird als optische Orientierung bezeichnet.
Zusa¨tzlich zur Nichtgleichgewichtsverteilung ist das Wechselspiel der Spin-Bahn-
Wechselwirkung und der Streuung in Halbleiter-Quantenstrukturen grundlegender
Bestandteil der Spinrelaxation und Spindephasierung. Die Spin-Bahn-Wechselwir-
kung ist ein relativistischer Effekt, der den Spinfreiheitsgrad der Ladungstra¨ger an
deren orbitalen Freiheitsgrad koppelt. Die Art und Sta¨rke der Kopplung wird durch
die Untersuchung der Bandstruktur mit Hilfe der Enveloppenfunktionsna¨herung be-
stimmt. Die Beitra¨ge zur Spin-Bahn-Wechselwirkung ko¨nnen fu¨r die betrachteten
zweidimensionalen Strukturen in zwei Teile aufgespalten werden.
Der erste ist bestimmt durch die fehlende Inversionssymmetrie im Volumenmaterial
der Halbleiterstruktur, dem BIA- oder Dresselhaus-Term. Der Ursprung des zweiten
Terms liegt in der Aufhebung der Inversionssymmetrie durch einen asymmetrischen
Verlauf des elektrischen Potenzials in der Halbleiter-Quantenstruktur, dem SIA-
oder Rashba-Term. Die Spin-Bahn-Wechselwirkung fu¨hrt im Wesentlichen zu zwei
Effekten. Sie erzeugt ein effektives, vom Wellenvektor der Ladungstra¨ger abha¨ngiges
Magnetfeld, das eine Pra¨zession der einzelnen Spins hervorruft. Zusa¨tzlich kommt
es zu einer Mischung der Wellenfunktion der Leitungsbandzusta¨nde mit Valenz-
bandzusta¨nden mit entgegengesetztem Spin. Diese Effekte sind Bedingungen fu¨r
das Auftreten von Spinrelaxation und Spindephasierung.
Des Weiteren ist die Streuung der Ladungstra¨ger von Bedeutung. Hier sind beson-
ders die Ladungstra¨ger-Phonon-Streuung, die Coulomb-Streuung und die Ladungs-
tra¨ger-Sto¨rstellen-Streuung zu nennen, deren Effektivita¨t je nach Temperaturbereich
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und Art des Relaxationsmechanismus variiert. Das Zusammenspiel von Spin-Bahn-
Wechselwirkung und Streuung fu¨hrt zu zwei der drei fundamentalen Spinrelaxati-
onsmechanismen, dem D’yakonov-Perel’- und dem Elliott-Yafet-Mechanismus. Der
dritte Mechanismus, die Spinrelaxation nach Bir, Aronov und Pikus, beruht auf der
Coulomb-Austausch-Streuung und ist unabha¨ngig von der Spin-Bahn-Wechselwir-
kung.
Das komplexe Zusammenwirken von spin-selektiver optischer Anregung, Spin-Bahn-
Wechselwirkung und Streuung legt das theoretische Konzept der Beschreibung, na¨m-
lich das der Bloch-Gleichungen, fest. Die Bloch-Gleichungen bestimmen die Bewe-
gungsgleichungen der Dichtematrix des untersuchten Systems. Durch unsere Erwei-
terung dieses aus der Ladungstra¨gerdynamik stammenden Konzepts konnten zwei
wichtige Aspekte der Theorie der Spinrelaxation und Spindephasierung mikrosko-
pisch beschrieben werden.
Im ersten Teil der Arbeit wurde ein Zusammenhang zwischen den mikroskopischen
Zerfallszeiten T1 und T2, die im Rahmen der Bloch-Gleichungen definiert sind, und
den makroskopischen Spinrelaxations- und Spindephasierungszeiten τSR und τSD
angegeben. Um die Beschreibung im Rahmen der Bloch-Gleichungen zu formu-
lieren, wurden die Bewegungsgleichungen in der Eigenbasis der Zusta¨nde aufge-
stellt. In dieser Basis leiteten wir die Streuraten in der zweiten Bornschen Na¨he-
rung fu¨r die drei bereits erwa¨hnten Streumechanismen ab. Da die Bewegungsglei-
chungen unter Hinzunahme der Streuung keine geschlossene Hierarchie mehr dar-
stellen, wurde zur Berechnung der T1- und T2-Zeiten das korrelationsbasierte Ab-
bruchschema verwendet. Es beruht in Abha¨ngigkeit vom Streumechanismus auf ver-
schiedenen Konzepten, na¨mlich auf dem der phonongestu¨tzten Dichtematrizen fu¨r
die Ladungstra¨ger-Phonon-Streuung, dem der reduzierten Dichtematrizen fu¨r die
Coulomb-Streuung und dem der nichtlokalen Dichtematrizen fu¨r die Ladungstra¨ger-
Sto¨rstellen-Streuung.
Fu¨r den Vergleich der mikroskopischen Zerfallszeiten mit denen des Experiments
musste eine unita¨re Transformation angewendet werden, die die Observablen des
Experiments mit den Eintra¨gen der Dichtematrix in der Eigenbasis verknu¨pft. Der
Zusammenhang zwischen den einzelnen Zeiten konnte bisher nur pha¨nomenologisch
beschrieben werden. Unsere Ergebnisse, basierend auf einer mikroskopischen Theo-
rie, besta¨tigen die pha¨nomenologischen Vorhersagen bezu¨glich der Systemparameter.
Des Weiteren konnte ein quantitativer Zusammenhang zwischen den Observablen
des Experiments bzw. deren Zerfall und den mikroskopischen T1- und T2-Zeiten
angegeben werden. Da die Resultate im Rahmen dieser Arbeit nur Leitungsband-
zusta¨nde erfassen, wa¨re es fu¨r zuku¨nftige Projekte von Interesse, auch die Loch-
zusta¨nde des Valenzbandes systematisch mit dem vorgestellten Formalismus zu un-
tersuchen. Dies gewinnt vor dem Hintergrund der aktuellen spintronischen Konzep-
te, die auf verdu¨nnten magnetischen Halbleitern basieren, zusa¨tzlich an Bedeutung
[123, 125].
Der zweite Teil der Arbeit widmete sich der numerischen Simulation der Spindyna-
mik in Halbleiter-Quantensystemen. Wir verwendeten im Gegensatz zu den u¨blichen
Ansa¨tzen wiederum eine mikroskopische Theorie basierend auf dem Dichtematrixfor-
malismus. In Anlehnung an die Ladungstra¨gerdynamik in optisch getriebenen Halb-
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leitern wurden die Bewegungsgleichungen der Dichtematrix unter Beru¨cksichtigung
der Streuung in zweiter Bornscher Na¨herung ohne Vielteilchen-Effekte aufgestellt.
Um den numerischen Aufwand in zu bewa¨ltigenden Grenzen zu halten, wurden die
Gleichungen nur fu¨r den D’yakonov Perel’ Mechanismus formuliert. Dies ist in Hin-
blick auf den Vergleich mit Experimenten kein Nachteil, da dieser Mechanismus in
einem Großteil der Experimente dominiert. Um den Streumechanismus optimal zu
erfassen, beschra¨nkten wir uns auf den Temperaturbereich gro¨ßer als 120 K , da dort
die Streuung vor allem durch optische Phononen bestimmt ist. Die Wahl des Tem-
peraturbereichs ist auch in Hinblick auf spintronische Anwendungen sinnvoll. Bei
der Beschreibung der Halbleiter-Quantenstrukturen wurde eine Idealisierung vorge-
nommen. Wir betrachteten das Modell des unendlich tiefen Quantentrogs und das
einer Heterostruktur mit trigonalem Potenzialverlauf. Obwohl die Vereinfachung in
Hinblick auf den Vergleich mit Experimenten von Nachteil ist, erlaubte sie uns eine
separate Untersuchung der Spinrelaxation aufgrund von SIA- und BIA-Termen.
Die numerische Simulation lieferte qualitativ sehr gute Ergebnisse. Die pha¨nome-
nologisch vorhergesagte Abha¨ngigkeit der Spinrelaxations- und Spindephasierungs-
zeit von der Quantisierungsenergie in den 2D-Halbleiterstrukturen wurden besta¨tigt.
Ebenso zeigte sich die erwartete Unabha¨ngigkeit der Spinrelaxations- und Spin-
dephasierungszeit sowohl von der initialen Spinpolarisation als auch von der La-
dungstra¨gerdichte. Der Vorteil der mikroskopischen Beschreibung ergab sich bei der
Betrachtung des Zusammenhangs von Pra¨zessionsfrequenz der Spins und Streuzeit
der Ladungstra¨ger. Hier ist der pha¨nomenologische Ansatz auf das motional narro-
wing Regime festgelegt, wa¨hrend unsere Simulation neben diesem fu¨r den D’yakonov
Perel’ Spinrelaxationsmechanismus relevanten Regime auch das entgegengesetzte
Regime und den U¨bergangsbereich zwischen den beiden darstellen konnte. Ein wei-
terer Vorteil der mikroskopischen Methode wurde bei Betrachtung der Temperatur-
abha¨ngigkeit der Zerfallszeiten festgestellt. Hier geht der pha¨nomenologische An-
satz stets von einer temperaturunabha¨ngigen Streuzeit aus bzw. betrachtet nur die
Grenzfa¨lle hoher oder tiefer Temperaturen. Diese Einschra¨nkung ist fu¨r die Streuung
an Phononen nicht sinnvoll, da die Streurate u¨ber die phononische Besetzungsfunk-
tion explizit von der Temperatur abha¨ngt. Beru¨cksichtigt man dies, so ergibt sich
das in unserer Arbeit pra¨sentierte Verhalten, das sowohl in experimentellen als auch
in anderen theoretischen Arbeiten, die die Temperaturabha¨ngigkeit des Streume-
chanismus beru¨cksichtigen, beobachtet wird. Einziger Mangel unserer Simulation ist
die schlechte quantitative U¨bereinstimmung mit experimentellen Daten. Die Ursa-
che dafu¨r ist jedoch nicht im verwendeten Formalismus, sondern in der numerischen
Umsetzung zu suchen, die noch nicht optimal ist. Das Potenzial der numerischen
Simulation der Spindynamik auf der Basis des Dichtematrixformalismus ist aber
prinzipiell beliebig groß.
Ausgehend von den Ergebnissen dieser Arbeit ko¨nnen die na¨chsten Schritte zur
Verbesserung der Numerik klar formuliert werden. Zuerst muss das technische Fun-
dament der Umsetzung verbessert werden. Dies bedeutet, dass die direkte Inte-
gration durch die in der Theorie der Ladungstra¨gerdynamik erfolgreich verwendete
Monte-Carlo-Methode ersetzt werden muss [51, 94]. Im Rahmen der verbesserten
numerischen Methode ist die Beru¨cksichtigung von Vielteilchen-Effekten sowohl im
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koha¨renten Bereich, in Form von renormierten Energien, als auch im inkoha¨renten
Bereich, als Streumechanismus und als Quelle der Abschirmung der Ladungstra¨ger,
das na¨chste Ziel. Gleichzeitig wa¨re fu¨r einen quantitativen Vergleich mit experi-
mentellen Daten eine realistischere Modellierung der Halbleiter-Quantenstrukturen
von Vorteil. Nach erfolgreicher Implementation dieser Punkte ist in einem na¨chs-
ten Schritt die Wechselwirkung mit dem anregenden Lichtfeld in der numerischen
Simulation mit zu beschreiben, die in unserer Rechnung durch eine passende An-
fangsbedingung ersetzt wurde. Dies bedeutet, dass sowohl die Valenzbandzusta¨nde
in der Theorie betrachtet werden mu¨ssen, als auch die Nebendiagonaleintra¨ge der
Dichtematrix, die die Dynamik der Interbandpolarisation enthalten. Dies wa¨re insbe-
sondere in Hinblick auf die Ultrakurzzeitdynamik von großer Bedeutung. Als letzter
Punkt ist der Transfer auf Systeme mit weiter reduzierten Dimension, z. B. Quan-
tenpunkte zu nennen, die von großem theoretischen und experimentellen Interesse
sind, da sie als Kandidaten fu¨r die Realisierung des festko¨rperbasierten Quanten-
Computers gelten [106].
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ANHANG A
Irreversible Dephasierung im
Dichtematrixformalismus
Im Dichtematrixformalismus ist die Koha¨renz in einem System bestimmt durch die
Nebendiagonaleintra¨ge in der Dichtematrix [45]. Sie wird in einen reversiblen und
einen irreversiblen Anteil aufgespalten [62]. Der reversible Anteil kann in Resonanz-
experimenten durch eine definierte Abfolge von pi- und pi/2-Pulsen ru¨ckga¨ngig ge-
macht werden [102]. Dies entspricht dem Prinzip von Kernspin- oder Elektronen-
spinecho Experimenten. Der irreversible Anteil der Dephasierung fu¨hrt dagegen zu
einem unumkehrbaren Koha¨renzverlust. Beide Anteile ko¨nnen im Rahmen des Dich-
tematrixformalismus unterschieden werden. Dies wird hier allgemein fu¨r ein optisch
angeregtes Zwei-Niveau-System verdeutlicht. Das Zwei-Niveau-System besteht aus
n einzelnen Subsystemen, die separat optisch gekoppelt werden. Die Struktur der
Dichtematrix ist gegeben durch
%(n) =
(
%11(n) %12(n)
%21(n) %22(n)
)
. (A-1)
Die Eintra¨ge sind definiert als
%i j(n) := 〈a†i(n) aj(n)〉 , (A-2)
mit dem Erzeugungsoperator (Vernichtungsoperator) a†i (n) [ai(n)] eines Zustandes
im Niveau imit der Quantenzahl n . Als Maß fu¨r die reversible Koha¨renz im gesamten
System definiert man die koha¨rente Summe der Nebendiagonalelemente
C :=
∣∣∣∣∣
∑
n
%12(n)
∣∣∣∣∣ . (A-3)
Die inkoha¨rente Summe der Nebendiagonaleintra¨ge
C :=
∑
n
|%12(n)| (A-4)
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repra¨sentiert den irreversiblen Anteil. Um die Bedeutung dieser Gro¨ßen zu vertiefen,
betrachtet man ein Ensemble von Zwei-Niveau-Systemen mit einer Zustandsdichte
der Form
D(ω) =
1
(ω − ω0)2 + Γ2 . (A-5)
Dies entspricht einer koha¨renten optischen Anregung der Zwei-Niveau-Systeme des
Ensembles, deren U¨bergangsenergie im Bereich der Anregungsenergie ~ω0 liegt.
Nach der Anregung ergibt sich aus den Bloch-Gleichungen fu¨r den Zerfall des Ne-
bendiagonalelements
%12(t) = %12|t=0 e−
“
i ω+ 1
T2
”
t
, (A-6)
wobei %12|t=0 der Wert des Nebendiagonalelements zum Zeitpunkt t = 0 ist. Die Pha-
senverlustzeit T2 wurde pha¨nomenologisch eingefu¨hrt. Die Summation der Koha¨ren-
zen kann analytisch durchgefu¨hrt werden. Das Ergebnis der koha¨renten Summe der
Nebendiagonalelemente lautet
C =
∣∣∣∣
∫ ∞
−∞
d ω
1
(ω − ω0)2 + Γ2 e
−
“
iω+ 1
T2
”
t
∣∣∣∣
=
pi
Γ
e
−
“
Γ+ 1
T2
”
t
. (A-7)
In Analogie erha¨lt man das Resultat fu¨r die inkoha¨rente Summe der Nebendiago-
nalelemente
C =
∫ ∞
−∞
d ω
1
(ω − ω0)2 + Γ2
∣∣∣∣e−
“
iω+ 1
T2
”
t
∣∣∣∣
=
∫ ∞
−∞
d ω
1
(ω − ω0)2 + Γ2
∣∣∣e− tT2 ∣∣∣
=
pi
Γ
e
− t
T2 . (A-8)
Anhand dieser Ergebnisse erkennt man, dass die inkoha¨rente Summe der Nebendia-
gonaleintra¨ge allein mit der Phasenverlustzeit T2 zerfa¨llt. Dies bezeichnet man auch
als homogene Verbreiterung [109]. Im Unterschied dazu wird die koha¨rente Summe
der Nebendiagonaleintra¨ge sowohl durch die Phasenverlustzeit T2 als auch durch das
Wegmitteln der verschiedenen u¨berlagerten Frequenzen geda¨mpft. Man bezeichnet
dies als inhomogene Verbreiterung [109]. Die Mittelungsprozesse ko¨nnen durch die
oben angesprochenen pi- und pi/2-Pulse ru¨ckga¨ngig gemacht werden. Zur Unterschei-
dung von der irreversiblen Zerfallszeit wird fu¨r die reversible Zerfallszeit oftmals das
Symbol T ∗2 eingefu¨hrt.
Obige Rechnung zeigt, dass die inkoha¨rente Summation das Maß fu¨r die irreversi-
ble Koha¨renz im System und damit fu¨r die Dephasierungszeit ist. Dieses Beispiel
la¨sst sich direkt auf die Spinkoha¨renz u¨bertragen. Daher wird in dieser Arbeit die
Spinkoha¨renz eines Ensembles stets mit der inkoha¨rent Summe der Nebendiagonal-
eintra¨ge in der Spindichtematrix gleichgesetzt.
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ANHANG B
Elektron-Phonon-Streuung
In diesem Anhang werden die EOM der phonongestu¨tzten Dichtematrizen in zweiter
Bornscher Na¨herung berechnet, die im Hauptteil der Arbeit nicht explizit dargestellt
wurden. Dies betrifft die phonongestu¨tzten Dichtematrizen aus den Zeilen zwei bis
vier von Glg. (2.26). Wir unterscheiden, ob es sich um die EOM des Diagonal- oder
des Nebendiagonaleintrags der Dichtematrix handelt. Im ersten Fall la¨sst sich Glg.
(2.26) durch die Ersetzung von m¯c durch mc umschreiben in
i~∂t %mc mc(k)|phonon =
∑
qm′c
[
2i={gem′c mc(q)〈c†m′c(k + q) b(q) cm¯c(k)〉
}
− 2i={gem′c mc(q)〈c†mc(k) b(q) cm′c(k− q)〉
}]
. (B-1)
Folglich mu¨ssen wir fu¨r den Diagonaleintrag nur noch die phonongestu¨tzte Dichte-
matrix 〈c†mc(k) b(q) cm′c(k − q)〉 betrachten. Deren EOM hat entsprechend dem im
Kapitel 2 aufgestellten Abbruchschema die Form
i~∂t smc m′c(k− q, q) =
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
+
∑
k′ q′
∑
m˜c m˜′c
[
ge ∗mc m˜c(q
′)〈c†m˜c(k− q′) b†(q′) b(q) cm′c(k− q)〉
+ ge ∗m˜′c m˜c(q)〈c†mc(k) b(q) b†(q′) cm˜′c(k− q + q′)〉
− ge ∗m˜′c m˜c(q)〈c
†
m˜c
(k′) c†mc(k) cm˜′c(k
′ + q) cm′c(k− q)〉
]
.
(B-2)
Beitra¨ge, die entweder keinen makroskopischen Erwartungswert haben oder zu einer
Interbandpolarisation fu¨hren, wurden vernachla¨ssigt. Nach der Faktorisierung erha¨lt
man
i~∂t smc m′c(k− q, q) ≈
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
+ge ∗mc mc(q)
[
%m′c m′c(k− q) β(q) + (1 + β(q)) %mc mc(k)
+ %mc mc(k) %m′c m′c(k− q)
]
. (B-3)
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Die Anwendung der Markov und der adiabatischen Na¨herung liefert schließlich die
gesuchten Streuterme aufgrund von smc m′c(k − q, q) in der EOM des Diagonalein-
trags
∂t %mc mc(k)|phonon1 = −
2pi
~
∑
q,m′c
|gem′c mc(q)|2 δ
[
m′c(k− q)− mc(k) + ~ω(q)
]
× { [1− %m′c m′c(k + q)] [1 + β(q)] %mc mc(k)
− %m′c m′c(k− q) β(q) [1− %mc mc(k)]
}
.
(B-4)
Damit sind alle Streubeitra¨ge fu¨r %mc mc(k) in zweiter Bornscher Na¨herung erfasst.
Fu¨r das Nebendiagonalelement betrachten wir zuerst die Beitra¨ge im Boltzmann-
Grenzfall. Die EOM sind gegeben durch
i~∂t smc m′c(k− q, q) =
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
−
∑
k′ q′
∑
m˜c m˜′c
[
ge ∗m˜′c m′c(q
′)〈c†mc(k) b(q) b†(q′) cm˜′c(k− q + q′)〉
− ge ∗m˜′c m˜c(q)〈c
†
m˜c
(k′) c†mc(k) cm˜′c(k
′ + q) cm′c(k− q)〉
]
,
(B-5)
i~∂t s¯m′c −mc(k− q, q) =
[
m′c(k− q)− −mc(k) + ~ω(q)
]
s¯m′c −mc(k− q, q)∑
k′ q′
∑
m˜c m˜′c
[
gem˜c m′c(q
′)〈c†m˜c(k− q + q′) b(q′) b†(q) c−mc(k)〉
− gem˜′c m˜c(q)〈c
†
m˜′c
(k′ + q) c†m′c(k− q) cm˜′c(k
′) c−mc(k)〉
]
(B-6)
und
i~∂t s¯mc m′c(k + q, q) =
[
mc(k)− m′c(k + q) + ~ω(q)
]
s¯mc m′c(k + q, q)
−
∑
k′ q′
∑
m˜c m˜′c
[
gem′c m˜c(q
′)〈c†mc(k) b†(q) b(q′) cm˜c(k + q− q′)〉
+ gem˜′c m˜c(q)〈c
†
m˜′c
(k′ + q) c†mc(k) cm˜c(k
′) cm′c(k + q)〉
]
.
(B-7)
Es wurde die Abku¨rzung s¯mc1 mc2(k + q, k) := 〈c†mc1(k + q) b†(q) cmc2(k)〉 fu¨r pho-
nongestu¨tzte Dichtematrizen mit einem bosonischen Erzeuger eingefu¨hrt. Die Fak-
torisierung nach makroskopischen Erwartungswerten liefert als Zwischenergebnis
i~∂t smc m′c(k− q, q) ≈
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
−ge ∗−mc m′c(q)
[
%mc −mc(k) [1 + β(q)]
− %mc −mc(k) %m′c m′c(k− q)
]
, (B-8)
i~∂t s¯m′c −mc(k− q, q) ≈
[
m′c(k− q)− −mc(k) + ~ω(q)
]
s¯m′c −mc(k− q, q)
+gemc m′c(q)
[
%mc −mc(k) [1 + β(q)]
− %mc −mc(k) %m′c m′c(k− q)
]
(B-9)
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und
i~∂t s¯mc m′c(k + q, q) ≈
[
mc(k)− m′c(k + q) + ~ω(q)
]
s¯mc m′c(k + q, q)
−ge−mc m′c(q)
[
%mc −mc(k) β(q)
+ %mc −mc(k) %m′c m′c(k + q)
]
. (B-10)
Nach dem u¨blichen Vorgehen erha¨lt man damit die restlichen Beitra¨ge zur Selbst-
energie im Boltzmann-Grenzfall. Die EOM lassen sich darstellen als
∂t %mc −mc(k)|phonon1 =
1
i~
∑
qm′c
|ge−mc m′c(q)|2
{ P
m′c(k− q)− mc(k) + ~ω(q)
− ipi δ [m′c(k− q)− mc(k) + ~ω(q)]
}
×
{[
1− %m′c m′c(k− q)
]
[1 + β(q)]
+ %m′c m′c(k− q) β(q)
}
%mc −mc(k) ,
(B-11)
∂t %mc −mc(k)|phonon1 =
1
i~
∑
qm′c
|gemc m′c(q)|2
{ P
−mc(k)− m′c(k− q)− ~ω(q)
− ipi δ [m′c(k− q)− −mc(k) + ~ω(q)]
}
×
{[
1− %m′c m′c(k− q)
]
[1 + β(q)]
+ %m′c m′c(k− q) β(q)
}
%mc −mc(k)
(B-12)
und
∂t %mc −mc(k)|phonon1 =
1
i~
∑
qm′c
|gem′c −mc(q)|2
{ P
m′c(k + q)− mc(k)− ~ω(q)
− ipi δ [m′c(k + q)− mc(k)− ~ω(q)]
}
×
{[
1− %m′c m′c(k + q)
]
β(q)
+ %m′c m′c(k + q) [1 + β(q)]
}
%mc −mc(k) .
(B-13)
Die Streuprozesse im Boltzmann-Grenzfall enthalten aber nur einen Teil der fu¨r
das Nebendiagonalelement in zweiter Bornscher Na¨herung relevanten Streuprozesse.
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Die EOM der phonongestu¨tzten Dichtematrizen, die die Streuprozesse jenseits des
Boltzmann-Grenzfalls enthalten, haben die Form
i~∂t smc m′c(k− q, q) =
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
+
∑
k′ q′
∑
m˜c m˜′c
[
ge ∗mc m˜c(q
′)〈c†m˜c(k− q′) b†(q′) b(q) cm′c(k− q)〉
+ ge ∗m˜′c m˜c(q)〈c
†
m˜c
(k′) c†mc(k) cm˜′c(k
′ + q) cm′c(k− q)〉
]
,
(B-14)
i~∂t s¯m′c −mc(k− q, q) =
[
m′c(k− q)− −mc(k) + ~ω(q)
]
s¯m′c −mc(k− q, q)
−
∑
k′ q′
∑
m˜c m˜′c
[
ge−mc m˜c(q
′)〈c†m′c(k− q) b
†(q) b(q′) cm˜c(k− q′)〉
+ gem˜′c m˜c(q)〈c
†
m˜′c
(k′ + q) c†m′c(k− q) cm˜c(k
′) c−mc(k)〉
]
(B-15)
und
i~∂t s¯mc m′c(k + q, q) =
[
mc(k)− m′c(k + q) + ~ω(q)
]
s¯mc m′c(k + q, q)
−
∑
k′ q′
∑
m˜c m˜′c
[
gem˜c mc(q
′)〈c†m˜c(k + q′) b(q′) b†(q) cm′c(k + q)〉
− gem˜′c m˜c(q)〈c
†
m˜′c
(k′ + q) c†mc(k) cm˜c(k
′) cm′c(k + q)〉
]
.
(B-16)
Nach der Faktorisierung der Vier-Punkt-Dichtematrizen in ihre makroskopischen
Bestandteile ergeben sich die EOM zu
i~∂t smc m′c(k− q, q) ≈
[
mc(k)− m′c(k− q)− ~ω(q)
]
smc m′c(k− q, q)
+ge ∗mc −m′c(q)
[
%−m′c mc(k− q) β(q)
+ %−m′c mc(k− q) %mc mc(k)
]
, (B-17)
i~∂t s¯m′c −mc(k− q, q) ≈
[
m′c(k− q)− −mc(k) + ~ω(q)
]
s¯m′c −mc(k− q, q)
−ge−mc −m′c(q)
[
%m′c −m′c(k− q) β(q)
+ %m′c −m′c(k− q) %−mc −mc(k)
]
(B-18)
und
i~∂t s¯mc m′c(k + q, q) ≈
[
mc(k)− m′c(k + q) + ~ω(q)
]
s¯mc m′c(k + q, q)
+ge−m′c mc(q)
[
%−m′c m′c(k + q) [1 + β(q)]
− %−m′c m′c(k + q) %mc mc(k)
]
. (B-19)
Wendet man auf diese Gleichungen die Markov und adiabatische Na¨herung an, so
erha¨lt man die Streubeitra¨ge jenseits des Boltzmann-Grenzfalls fu¨r das Nebendia-
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gonalelement der Spindichtematrix. Die einzelnen Terme sind gegeben durch
∂t %mc −mc(k)|phonon2 =
1
i~
∑
qm′c
ge−mc −m′c(q) g
e ∗
mc m′c
(q) %m′c −m′c(k + q)
×
{ P
mc(k)− −m′c(k− q)− ~ω(q)
+ ipi δ
[
−m′c(k− q)− mc(k) + ~ω(q)
]}
×
{
%mc mc(k) [1 + β(q)] + [1− %mc mc(k)] β(q)
}
,
(B-20)
∂t %mc −mc(k)|phonon2 =
1
i~
∑
qm′c
ge−mc −m′c(q) g
e ∗
mc m′c
(q) %m′c −m′c(k + q)
×
{ P
m′c(k− q)− −mc(k) + ~ω(q)
+ ipi δ
[
m′c(k− q)− −mc(k) + ~ω(q)
]}
×
{
[1− %−mc −mc(k)] β(q) + %−mc −mc(k) [1 + β(q)]
}
(B-21)
und
∂t %mc −mc(k)|phonon2 =
1
i~
∑
qm′c
gem′c mc(q) g
e ∗
−m′c −mc(q) %m′c −m′c(k + q)
×
{ P
mc(k)− −m′c(k + q) + ~ω(q)
+ ipi δ
[
−m′c(k + q)− mc(k)− ~ω(q)
]}
×
{
[1− %mc mc(k) ] β(q) + %mc mc(k) β(q)
}
.
(B-22)
Damit sind alle Streuterme fu¨r die Elektron-Phonon-Streuung in zweiter Born-
scher Na¨herung sowohl im Boltzmann-Grenzfall als auch jenseits des Boltzmann-
Grenzfalls fu¨r das Nebendiagonalelement erfasst.
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ANHANG C
Coulomb-Streuung
In diesem Abschnitt werden die wesentlichen Schritte zur Herleitung der Coulomb-
Streuterme pra¨sentiert, die auf den Vier-Punkt-Dichtematrizen von Glg. (2.62) bzw.
auf den zugeordneten reduzierten Vier-Punkt-Dichtematrizen beruhen. Wir behan-
deln dafu¨r die einzelnen Terme der Coulomb-Wechselwirkung separat. Fu¨r jeden
einzelnen Term wird die Herleitung wie im Kapitel 2 aufgeteilt in die Beitra¨ge fu¨r
den Diagonaleintrag und den Nebendiagonaleintrag der Spindichtematrix. Bei letzte-
rem wird außerdem zwischen Streuprozessen des Boltzmann-Grenzfalls und jenseits
des Boltzmann-Grenzfalls unterschieden.
Bewegungsgleichungen in 2. Bornscher Na¨herung
fu¨r die Elektron-Elektron-Streuung
Wie aus Glg. (2.62) ersichtlich, existieren fu¨r die Elektron-Elektron-Wechselwirkung
zwei Vier-Punkt- und damit auch zwei reduzierte Vier-Punkt-Dichtematrizen.
Die EOM des ersten Beitrags, der fu¨r %mc mc(k) relevant ist, hat die Form
i~∂t δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
+ Veem˜′c m′c mc m˜c(k¯ + q, k, −q)
×
{
%m˜′c m˜′c(k¯) %m′c m′c(k + q) [1− %mc mc(k)]
[
1− %m˜c m˜c(k¯ + q)
]
− [1− %m˜′c m˜′c(k¯)] [1− %m′c m′c(k + q)] %mc mc(k) %m˜c m˜c(k¯ + q)
}
.
(C-1)
Die Integration der Gleichung erfolgt unter Anwendung der Markov und der adia-
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batischen Na¨herung. Das Ergebnis lautet
δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
≈ pi
i
Veem˜′c m′c mc m˜c(k¯ + q, k, −q) δ
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]
×
{
%m˜′c m˜′c(k¯) %m′c m′c(k + q) [1− %mc mc(k)]
[
1− %m˜c m˜c(k¯ + q)
]
− [1− %m˜′c m˜′c(k¯)] [1− %m′c m′c(k + q)] %mc mc(k) %m˜c m˜c(k¯ + q)
}
. (C-2)
In gleicher Weise la¨sst sich die EOM des zweiten Beitrags aufstellen
i~∂t δ〈c†m˜c(k¯ + q) c†m′c(k− q) cmc(k) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + m′c(k− q)− mc(k)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†m′c(k− q) cmc(k) cm˜′c(k¯)〉
+ Veem˜′c mc m′c m˜c(k¯ + q, k− q, −q)
×
{
%m˜′c m˜′c(k¯) %mc mc(k)
[
1− %m′c m′c(k− q)
] [
1− %m˜c m˜c(k¯ + q)
]
− [1− %m˜′c m˜′c(k¯)] [1− %mc mc(k)] %m′c m′c(k− q) %m˜c m˜c(k¯ + q)
}
.
(C-3)
Dieser Beitrag la¨sst sich nach Anwendung der eingefu¨hrten Na¨herungen schreiben
als
δ〈c†m˜c(k¯ + q) c†m′c(k− q) cmc(k) cm˜′c(k¯)〉
≈ pi
i
Veem˜′c mc m′c m˜c(k¯ + q, k− q, −q)
× δ [m˜c(k¯ + q) + m′c(k− q)− mc(k)− m˜′c(k¯)]
×
{
%m˜′c m˜′c(k¯) %mc mc(k)
[
1− %m′c m′c(k− q)
] [
1− %m˜c m˜c(k¯ + q)
]
− [1− %m˜′c m˜′c(k¯)] [1− %mc mc(k)] %m′c m′c(k− q) %m˜c m˜c(k¯ + q)
}
.
(C-4)
Das Einsetzen von Glg (C-2) und (C-4) in die urspru¨ngliche EOM des Diagonalein-
trags fu¨hrt zu den Streubeitra¨gen aufgrund der Elektron-Elektron-Wechselwirkung,
die in Glg. (2.73) und (2.74) angegeben sind. Wie im Kapitel 2 diskutiert, ist dies
bereits der vollsta¨ndige Beitrag in zweiter Bornscher Na¨herung.
Fu¨r das Nebendiagonalelement ist eine Unterscheidung der Streuterme in die des
Boltzmann-Grenzfalls und die jenseits des Boltzmann-Grenzfalls sinnvoll.
Im Boltzmann-Grenzfall sind die Streuterme wie im Fall des Diagonaleintrags aus
zwei Beitra¨gen aufgebaut. Die EOM des ersten Beitrags ist bestimmt durch die
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Gleichung
i~∂t δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
+ Veem˜′c m′c −mc m˜c(k¯ + q, k, −q)
×
{
%m˜c m˜c(k¯ + q)
[
1− %m′c m′c(k + q)
] [
1− %m˜′c m˜′c(k¯)
]
+
[
1− %m˜c m˜c(k¯ + q)
]
%m′c m′c(k + q) %m˜′c m˜′c(k¯)
}
%mc −mc(k) , (C-5)
die, nach einer Integration mit der Markov und der adiabatischen Na¨herung, ge-
schrieben werden kann als
δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
≈ − 1
i~
Veem˜′c m′c −mc m˜c(k¯ + q, k, −q)
×
{
− i~ P
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
+ pi~δ
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]}
×
{
%m˜c m˜c(k¯ + q)
[
1− %m′c m′c(k + q)
] [
1− %m˜′c m˜′c(k¯)
]
+
[
1− %m˜c m˜c(k¯ + q)
]
%m′c m′c(k + q) %m˜′c m˜′c(k¯)
}
%mc −mc(k) . (C-6)
In Analogie la¨sst sich der zweite Beitrag zur Streuung formulieren als
i~∂t δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k¯) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k¯) cm˜′c(k¯)〉
+ Veem˜′c mc m′c m˜c(k¯ + q, k− q, −q)
×
{
%m˜′c m˜′c(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜c m˜c(k¯ + q)
]
+
[
1− %m˜′c m˜′c(k¯)
]
%m′c m′c(k− q) %m˜c m˜c(k¯ + q)
}
%mc −mc(k) , (C-7)
der nach der Integration dargestellt werden kann als
δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k¯) cm˜′c(k¯)〉
≈ 1
i~
Veem˜′c mc m′c m˜c(k¯ + q, k− q, −q)
×
{
− i~ P
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
+ pi~ δ
[
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
]}
×
{
%m˜′c m˜′c(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜c m˜c(k¯ + q)
]
+
[
1− %m˜′c m˜′c(k¯)
]
%m′c m′c(k− q) %m˜c m˜c(k¯ + q)
}
%mc −mc(k) . (C-8)
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Damit sind die Streubeitra¨ge im Boltzmann-Grenzfall durch die Glgn. (C-6) und
(C-8) vollsta¨ndig bestimmt.
Die zusa¨tzlichen Beitra¨ge zur Streuung in den EOM des Nebendiagonalelements
sind erst im Bereich jenseits des Boltzmann-Grenzfalls erfasst. Auch hier ergeben
sich zwei Beitra¨ge, wobei der erste gegeben ist durch
i~∂t δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
+ Veem′c m˜′c m˜′c mc(k, k¯ + q, q)
×
{
[1− %mc mc(k)]
[
1− %m˜c m˜c(k¯ + q)
]
%m˜′c m˜′c(k¯)
+ %mc mc(k) %m˜c m˜c(k¯ + q)
[
1− %m˜′c m˜′c(k¯)
]}
%m′c −m′c(k + q) . (C-9)
Die Lo¨sung der EOM nach dem bekannten Vorgehen fu¨hrt auf die Gleichung
δ〈c†m˜c(k¯ + q) c†mc(k) cm′c(k + q) cm˜′c(k¯)〉
≈ 1
i~
Veem′c m˜′c m˜′c mc(k, k¯ + q, q)
×
{
− i~ P
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
+ pi~δ
[
m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)
]}
×
{
[1− %mc mc(k)]
[
1− %m˜c m˜c(k¯ + q)
]
%m˜′c m˜′c(k¯)
+ %mc mc(k) %m˜c m˜c(k¯ + q)
[
1− %m˜′c m˜′c(k¯)
]}
%m′c −m′c(k + q) . (C-10)
In Analogie zum ersten Beitrag ist die EOM des zweiten gegeben durch
i~∂t δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k) cm˜′c(k¯)〉
=
[
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
]
× δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k) cm˜′c(k¯)〉
+ Vee−mc m˜′c m˜c −m′c(k− q, k¯ + q, q)
×
{
[1− %−mc −mc(k)]
[
1− %m˜′c m˜′c(k¯)
]
%m˜c m˜c(k¯ + q)
+ %−mc −mc(k) %m˜′c m˜′c(k¯)
[
1− %m˜c m˜c(k¯ + q)
]}
%m′c −m′c(k− q) ,
(C-11)
die nach der Integration einschließlich der Markov und der adiabatischen Na¨herung
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δ〈c†m˜c(k¯ + q) c†m′c(k− q) c−mc(k) cm˜′c(k¯)〉
≈ 1
i~
Vee−mc m˜′c m˜c −m′c(k− q, k¯ + q, q)
×
{
− i~ P
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
+ pi~δ
[
m˜c(k¯ + q) + m′c(k− q)− −mc(k)− m˜′c(k¯)
]
×
{
[1− %−mc −mc(k)]
[
1− %m˜′c m˜′c(k¯)
]
%m˜c m˜c(k¯ + q)
+ %−mc −mc(k) %m˜′c m˜′c(k¯)
[
1− %m˜c m˜c(k¯ + q)
]}
%m′c −m′c(k− q)
(C-12)
hat. Die Glgn. (C-10) und (C-12) fu¨hren nach dem Einsetzen in die urspru¨ngliche
EOM fu¨r das Nebendiagonalelement zu
∂t%mc −mc(k)|ee, 2 = −
1
i~
∑
k¯ q
∑
m˜c m˜′c
m′c
Σ¯eem′c −m′c(k¯ + q) %m′c −m′c(k + q) . (C-13)
Die Selbstenergie la¨sst sich in zwei Teile separieren gema¨ß
Σ¯eem′c −m′c(k¯ + q) = ~
[
Ω¯eem′c −m′c(k¯ + q)− i Γ¯eem′c −m′c(k¯ + q)
]
. (C-14)
Wie im Kapitel 2 angesprochen, koppelt hier, im Unterschied zum Beitrag auf-
grund des Austausch-Terms, der Beitrag jenseits des Boltzmann-Grenzfalls das Ne-
bendiagonalelement bei k mit dem bei k+q . Wir geben den Bestandteil Γ¯eem′c −m′c(k¯+
q), der proportional zu den δ-Funktionen ist, explizit an. Er hat die Form
Γ¯eem′c −m′c(k¯ + q)
=
pi
~
Veem˜c −mc m′c m˜′c(k¯, k + q, q)Veem′c m˜′c m˜′c mc(k, k¯ + q, q)
× δ [m˜c(k¯ + q) + mc(k)− m′c(k + q)− m˜′c(k¯)]
}
×
{
[1− %mc mc(k)]
[
1− %m˜c m˜c(k¯ + q)
]
%m˜′c m˜′c(k¯)
+ %mc mc(k) %m˜c m˜c(k¯ + q)
[
1− %m˜′c m˜′c(k¯)
] }
− pi
~
Veem˜c m′c mc m˜′c(k¯, k, −q)Vee−mc m˜′c m˜c −m′c(k + q, k¯− q, −q)
× δ [m˜c(k¯− q) + m′c(k + q)− −mc(k)− m˜′c(k¯)]
×
{
[1− %−mc −mc(k)]
[
1− %m˜′c m˜′c(k¯)
]
%m˜c m˜c(k¯− q)
+ %−mc −mc(k) %m˜′c m˜′c(k¯)
[
1− %m˜c m˜c(k¯− q)
]}
. (C-15)
Wie im Kapitel 2 erwa¨hnt, ist Γ¯eem′c −m′c(k¯+q) eine Differenz der einzelnen Beitra¨ge.
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Bewegungsgleichungen in 2. Bornscher Na¨herung
fu¨r die Elektron-Loch-Coulomb-Streuung
Im Folgenden wird die Herleitung der Streubeitra¨ge aufgrund der Elektron-Loch
Coulomb-Streuung pra¨sentiert. Die Vorgehensweise ist dabei die gleiche wie im Fall
der Elektron-Elektron-Wechselwirkung.
Zuerst betrachten wir die beiden Beitra¨ge zum Diagonalelement der Spindichtema-
trix. Der erste ist gegeben durch die EOM
i~∂t δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
=
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
× δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
+ VCm′c m˜′v m˜v mc(k, k¯ + q, −q)
×
{
%mc mc(k) %m˜′v m˜′v(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜v m˜v(k¯ + q)
]
− [1− %mc mc(k)]
[
1− %m˜′v m˜′v(k¯)
]
%m′c m′c(k− q) %m˜v m˜v(k¯ + q)
}
,
(C-16)
die sich nach der Integration mit Hilfe der Markov und der adiabatischen Na¨herung
schreiben la¨sst als
δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
≈ VCm′c m˜′v m˜v mc(k, k¯ + q, −q) δ
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
×
{
%mc mc(k) %m˜′v m˜′v(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜v m˜v(k¯ + q)
]
− [1− %mc mc(k)]
[
1− %m˜′v m˜′v(k¯)
]
%m′c m′c(k− q) %m˜v m˜v(k¯ + q)
}
. (C-17)
Genauso kann die EOM des zweiten Beitrags bestimmt werden zu
i~∂t δ〈c†m′c(k + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
=
[
m′c(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
× δ〈c†m′c(k + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
+ VCmc m˜′v m˜v m′c(k + q, k¯ + q, −q)
×
{
%m′c m′c(k + q) %m˜′v m˜′v(k¯) [1− %mc mc(k)]
[
1− %m˜v m˜v(k¯ + q)
]
− [1− %m′c m′c(k + q)] [1− %m˜′v m˜′v(k¯)] %mc mc(k) %m˜v m˜v(k¯ + q)
}
.
(C-18)
Nach der Anwendung der Markov und der adiabatischen Na¨herung ergibt sich die
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Lo¨sung der Gleichung zu
δ〈c†m′c(k + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
≈ pi
i
VCmc m˜′v m˜v m′c(k + q, k¯ + q, −q) δ
[
m′c(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
×
{
%m′c m′c(k + q) %m˜′v m˜′v(k¯) [1− %mc mc(k)]
[
1− %m˜v m˜v(k¯ + q)
]
− [1− %m′c m′c(k + q)] [1− %m˜′v m˜′v(k¯)] %mc mc(k) %m˜v m˜v(k¯ + q)
}
. (C-19)
Damit ist die Elektron-Loch Coulomb-Streuung fu¨r das Diagonalelement mit den
Glgn. (C-17) und (C-19) vollsta¨ndig beschrieben.
Die Streubeitra¨ge fu¨r das Nebendiagonalelement werden in den Boltzmann-Grenzfall
und in den Beitrag jenseits des Boltzmann-Grenzfalls unterteilt. Der erste Beitrag
im Boltzmann-Grenzfall ist bestimmt durch die EOM
i~∂t δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
=
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
× 〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
+ VCm′c m˜′v m˜v −mc(k, k¯ + q, −q)
×
{
%m˜′v m˜′v(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜v m˜v(k¯ + q)
]
+
[
1− %m˜′v m˜′v(k¯)
]
%m′c m′c(k− q) %m˜v m˜v(k¯ + q)
}
%mc −mc(k) ,
(C-20)
die sich nach der Integration und der Anwendung von Markov und adiabatischer
Na¨herung schreiben la¨sst als
δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
≈ 1
i~
VCm′c m˜′v m˜v −mc(k, k¯ + q, −q)
×
{
− i~ P
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
+ pi~δ
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]}
×
{
%m˜′v m˜′v(k¯)
[
1− %m′c m′c(k− q)
] [
1− %m˜v m˜v(k¯ + q)
]
+
[
1− %m˜′v m˜′v(k¯)
]
%m′c m′c(k− q) %m˜v m˜v(k¯ + q)
}
%mc −mc(k) . (C-21)
Ein analoges Vorgehen fu¨r den zweiten Beitrag fu¨hrt von der urspru¨nglichen EOM
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der Form
i~∂t δ〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
=
[
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
]
× 〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
+ VCmc m˜′v m˜v m′c(k + q, k¯ + q, −q)
×
{
%m˜v m˜v(k¯ + q)
[
1− %m′c m′c(k + q)
] [
1− %m˜′v m˜′v(k¯)
]
+
[
1− %m˜v m˜v(k¯ + q)
]
%m′c m′c(k + q) %m˜′v m˜′v(k¯)
}
%mc −mc(k)
(C-22)
zum Endergebnis
δ〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
≈ 1
i~
VCmc m˜′v m˜v m′c(k + q, k¯ + q, −q)
×
{
− i~ P
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
+ pi~δ
[
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
]}
×
{
%m˜v m˜v(k¯ + q)
[
1− %m′c m′c(k + q)
] [
1− %m˜′v m˜′v(k¯)
]
+
[
1− %m˜v m˜v(k¯ + q)
]
%m′c m′c(k + q) %m˜′v m˜′v(k¯)
}
%mc −mc(k) .
(C-23)
Zusa¨tzlich zu den Beitra¨gen aus Glg. (C-21) und (C-23) existieren noch die Beitra¨ge
jenseits des Boltzmann-Grenzfalls. Der erste Beitrag in diesem Grenzfall hat fu¨r die
Elektron-Loch-Coulomb-Wechselwirkung die Form
i~∂t δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
=
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]
× δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
+ VCm′c m˜′v m˜v mc(k, k¯ + q, q)
×
{ [
1− %m˜′v m˜′v(k¯)
]
[1− %mc mc(k)] %m˜v m˜v(k¯ + q)
+ %m˜′v m˜′v(k¯) %mc mc(k)
[
1− %m˜v m˜v(k¯ + q)
]}
%−m′c m′c(k− q) ,
(C-24)
die sich entsprechend dem u¨blichen Vorgehen nach der Integration darstellen la¨sst
113
als
δ〈c†mc(k) cm′c(k− q) v†m˜′v(k¯) vm˜v(k¯ + q)〉
≈ 1
i~
VCm′c m˜′v m˜v mc(k, k¯ + q, q)
×
{
− i~ P
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
+ pi~δ
[
mc(k) + m˜v(k¯ + q)− m′c(k− q)− m˜′v(k¯)
]}
×
{ [
1− %m˜′v m˜′v(k¯)
]
[1− %mc mc(k)] %m˜v m˜v(k¯ + q)
+ %m˜′v m˜′v(k¯) %mc mc(k)
[
1− %m˜v m˜v(k¯ + q)
]}
%−m′c m′c(k− q) .
(C-25)
Gleiches Vorgehen liefert beim zweiten Beitrag, ausgehend von der EOM
i~∂t δ〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
=
[
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
]
× δ〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
+ VC−mc m˜′v m˜v −m′c(k + q, k¯ + q, −q)
×
{ [
1− %m˜v m˜v(k¯ + q)
]
[1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(k¯ + q) %−mc −mc(k)
[
1− %m˜′v m˜′v(k¯)
]}
%m′c −m′c(k + q)
(C-26)
das Ergebnis
δ〈c†m′c(k + q) c−mc(k) v
†
m˜′v
(k¯) vm˜v(k¯ + q)〉
≈ 1
i~
VC−mc m˜′v m˜v −m′c(k + q, k¯ + q, −q)
×
{
− i~ P
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
+ pi~δ
[
m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)
]}
×
{ [
1− %m˜v m˜v(k¯ + q)
]
[1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(k¯ + q) %−mc −mc(k)
[
1− %m˜′v m˜′v(k¯)
]}
%m′c −m′c(k + q) .
(C-27)
Die Resultate von Glg. (C-25) und (C-27) ko¨nnen in Form eines Selbstenergiebeitrags
dargestellt werden. Dieser ergibt fu¨r %mc −mc(k) die EOM
∂t%mc −mc(k)|C, 2 = −
1
i~
∑
k¯ q
∑
m˜v m˜′v
m′c
Σ¯Cm′c −m′c(k¯ + q) %m′c −m′c(k + q) , (C-28)
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mit der Selbstenergie
Σ¯Cm′c −m′c(k¯ + q) = ~
[
Ω¯Cm′c −m′c(k¯ + q)− i Γ¯Cm′c −m′c(k¯ + q)
]
. (C-29)
Wie in den bereits diskutierten Fa¨llen ist die Struktur von Γ¯Cm′c −m′c(k¯ + q) gegeben
durch
Γ¯Cm′c −m′c(k¯ + q)
=
pi
~
VCm′c m˜v m˜′v mc(k, k¯, q)VC−mc m˜′v m˜v −m′c(k + q, k¯ + q, −q)
× δ [m′c(k + q) + m˜v(k¯ + q)− −mc(k)− m˜′v(k¯)]
×
{ [
1− %m˜v m˜v(k¯ + q)
]
[1− %−mc −mc(k)] %m˜′v m˜′v(k¯)
+ %m˜v m˜v(k¯ + q) %−mc −mc(k)
[
1− %m˜′v m˜′v(k¯)
]}
− pi
~
VC−mc m˜v m˜′v −m′c(k + q, k¯, −q)VC−m′c m˜′v m˜v mc(k, k¯− q, −q)
× δ [mc(k) + m˜v(k¯− q)− −m′c(k + q)− m˜′v (k¯)]
×
{ [
1− %m˜′v m˜′v(k¯)
]
[1− %mc mc(k)] %m˜v m˜v(k¯− q)
+ %m˜′v m˜′v(k¯) %mc mc(k)
[
1− %m˜v m˜v(k¯− q)
]}
. (C-30)
Die Interpretation dieser Gleichung im Unterschied zum Beitrag durch Elektron-
Phonon-Streuung und zur Austausch-Wechselwirkung ist bereits fu¨r die Elektron-
Elektron-Wechselwirkung besprochen worden.
Bewegungsgleichungen in 2. Bornscher Na¨herung
fu¨r die Elektron-Loch Austausch-Streuung
Die Streubeitra¨ge zur EOM des Diagonalelements sind vollsta¨ndig im Kapitel 2
diskutiert worden, da sich die zugeho¨rige EOM in der Form
i~∂t %mc mc(k)|X =
∑
k¯ q
∑
m˜v m˜′v
m′c
2i=
{
VXm′c m˜v mcm˜′v(k¯, −k + q, q)
× 〈c†m′c(−k¯ + q) cmc(k) v
†
m˜′v
(k¯) vm˜v(−k + q)〉
}
(C-31)
darstellen la¨sst. Fu¨r das Nebendiagonalelement ist der erste Beitrag im Boltzmann-
Grenzfall ebenfalls im Kapitel 2 besprochen worden. Wir beschra¨nken uns daher
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auf den zweiten Beitrag, dessen EOM gegeben ist durch
i~∂t δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
=
[
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v (−k + q)
]
× δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
− VXm′c m˜′v −mc m˜v(k¯, −k + q, q)
×
{
%m˜′v m˜′v(−k + q)
[
1− %m′c m′c(−k¯ + q)
] [
1− %m˜v m˜v(k¯)
]
[
1− %m˜′v m˜′v(−k + q)
]
%m′c m′c(−k¯ + q) %m˜v m˜v(k¯)
}
%mc −mc(k) .
(C-32)
Die Gleichung fu¨r die reduzierte Vier-Punkt-Dichtematrix ist nach einer Integration
einschließlich der Markov und adiabatischen Na¨herung darzustellen als
δ〈c†mc(k) cm′c(−k¯ + q) v†m˜′v(−k + q) vm˜v(k¯)〉
≈ − 1
i~
VXm′c m˜′v −mc m˜v(k¯, −k + q, q)
×
{
− i~ P
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)
+ pi~δ
[
mc(k) + m˜v(k¯)− m′c(−k¯ + q)− m˜′v(−k + q)
]}
×
{
%m˜′v m˜′v(−k + q)
[
1− %m′c m′c(−k¯ + q)
] [
1− %m˜v m˜v(k¯)
]
+
[
1− %m˜′v m˜′v(−k + q)
]
%m′c m′c(−k¯ + q) %m˜v m˜v(k¯)
}
%mc −mc(k) .
(C-33)
Die Beitra¨ge jenseits des Boltzmann-Grenzfalls wurden bereits in Kapitel 2 pra¨sen-
tiert.
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ANHANG D
Elektron-Sto¨rstellen-Streuung
Dieser Abschnitt zeigt die Herleitung der Streuterme aufgrund der nichtlokalen Dich-
tematrizen, die bei der Elektron-Sto¨rstellen-Streuung auftreten. Ein Teil davon wur-
de bereits im Kapitel 2 behandelt. Es werden hier nur die noch fehlenden Terme
erla¨utert.
Wir folgen der im Kapitel 2 eingefu¨hrten Aufteilung in EOM der Diagonal- und
Nebendiagonaleintra¨ge der elektronischen Spindichtematrix.
Die EOM des Diagonaleintrags kann aus Glg. (2.97) bestimmt werden zu
i~ ∂t%mc m¯c(k) =
∑
qm′c
[
2i={Um′c mc(q) 〈c†m′c(k + q) cm¯c(k)〉
}
− 2i={Umc m′c(q) 〈c†mc(k) cm′c(k− q)〉}
]
. (D-1)
Der Streubeitrag aufgrund von %mc m′c(k, k− q) ist noch zu untersuchen. Die EOM
dieses Eintrags la¨sst sich schreiben als
i~ ∂t%mc m′c(k, k− q) =
[
mc(k)− m′c(k− q)
]
%mc m′c(k, k− q)
+
∑
q′ m˜c
[
U∗mc m˜c(q
′)〈c†m˜c(k− q′) cm′c(k− q)〉
− U∗m˜c m′c(q′)〈c†mc(k) cm˜c(k− q + q′)〉
]
. (D-2)
Wie im Hauptteil kann die EOM integriert werden und liefert nach Anwendung der
Markov und der adiabatischen Na¨herung die Gleichung
%mc m′c(k, k− q) ≈ −i pi U∗m′c mc(q) δ
[
m′c(k− q)− mc(k)
]
×{%m′c m′c(k− q) [1− %mc mc(k)]
− [1− %m′c m′c(k− q)] %mc mc(k)} . (D-3)
Einsetzen dieses Ausdrucks in Glg. (D-1) fu¨hrt zu den in Kapitel 2 nicht be-
sprochenen Beitra¨gen in Glg. (2.100). Damit sind alle Streubeitra¨ge im Boltzmann-
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Grenzfall und in zweiter Bornscher Na¨herung zum Diagonaleintrag der Dichtematrix
bestimmt.
Die Streubeitra¨ge zum Nebendiagonalelement werden im Folgenden pra¨sentiert. Als
Ausgangspunkt dient Glg. (2.97). In ihr findet man vier nichtlokale Dichtematrizen,
die zu vier EOM fu¨hren. Da es sich um Zwei-Punkt-Dichtematrizen handelt, ist
die Darstellung der Beitra¨ge im Boltzmann-Grenzfall und jenseits des Boltzmann--
Grenzfalls fu¨r die nichtlokalen Dichtematrizen sehr u¨bersichtlich. Wir weichen daher
von der bisherigen separaten Herleitung der beiden Grenzfa¨lle ab und pra¨sentieren
beide Beitra¨ge in einer EOM. Die EOM der nichtlokalen Dichtematrizen, beschra¨nkt
auf die makroskopischen Terme, haben die Form
i~ ∂t%m′c −mc(k + q, k) =
[
m′c(k + q)− −mc(k)
]
%m′c −mc(k + q, k)
+
∑
q′ m˜c
[
U∗m′c m˜c(q
′)〈c†m˜c(k + q− q′) c−mc(k)〉
− U∗m˜c −mc(q′)〈c†m′c(k + q) cm˜c(k + q
′)〉] ,
(D-4)
i~ ∂t%mc m′c(k, k− q) =
[
mc(k)− m′c(k− q)
]
%mc m′c(k, k− q)
+
∑
q′ m˜c
[
U∗mc m˜c(q
′)〈c†m˜c(k− q′) cm′c(k− q)〉
− U∗m˜c m′c(q′)〈c†mc(k) cm˜c(k− q + q′)〉
]
,
(D-5)
i~ ∂t%m′c −mc(k− q, k) =
[
m′c(k− q)− −mc(k)
]
%m′c −m′c(k− q, k)
+
∑
q′ m˜c
[
Um˜c m′c(q
′)〈c†m˜c(k− q + q′) c−mc(k)〉
− U−mc m˜′c(q′)〈c†m′c(k− q) cm˜c(k− q
′)〉]
(D-6)
und
i~ ∂t%mc m′c(k, k + q) =
[
mc(k)− m′c(k + q)
]
%mc m′c(k, k + q)
+
∑
q′ m˜c
[
Um˜c mc(q
′)〈c†m˜c(k + q′) cm′c(k + q)〉
− Um′c m˜c(q′)〈c†mc(k) cm˜c(k + q− q′)〉
]
.
(D-7)
Sie ko¨nnen nach einer Einschra¨nkung bezu¨glich des Wechselwirkungsmatrixelements
entsprechend dem Boltzmann-Grenzfall und dem Fall jenseits des Boltzmann-Grenz-
falls vereinfacht werden. Nach einer Integration und der Anwendung von Markov und
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adiabatischer Na¨herung erha¨lt man fu¨r die gesuchten Ausdru¨cke die Gleichungen
%m′c −mc(k + q, k) ≈
1
i~
{
− i~ P
m′c(k + q)− −mc(k)
+ pi~δ
[
m′c(k + q)− −mc(k)
]}
×[U∗m′c mc(q) %mc −mc(k)− U∗−m′c −mc(q)%m′c −m′c(k + q)
]
,
(D-8)
%mc m′c(k, k− q) ≈
1
i~
{
i~
P
m′c(k− q)− mc(k)
+ pi~ δ
[
m′c(k− q)− mc(k)
] }
×[U∗mc −m′c(q) %−m′c −mc(k− q)− U∗−mc m′c(q)%mc −mc(k)
]
,
(D-9)
%m′c −mc(k− q, k) ≈
1
i~
{
− i~ P
m′c(k− q)− −mc(k)
+ pi~ δ
[
m′c(k− q)− −mc(k)
]}
×[Umc m′c(q) %mc −mc(k)− U−mc −m′c(q) %m′c −m′c(k− q)]
(D-10)
und
%mc m′c(k, k + q) ≈
1
i~
{
i~
P
m′c(k + q)− mc(k)
+ pi~δ
[
m′c(k + q)− mc(k)
]
×[U−m′c mc(q)%−m′c m′c(k + q)− Um′c −mc(q)%mc −mc(k)] .
(D-11)
Eingesetzt in die urspru¨ngliche EOM des Nebendiagonalelements der Dichtematrix
fu¨hren diese auf die im Hauptteil dargestellten Selbstenergiebeitra¨ge in den Glgn.
(2.103) und (2.106). Es ist zu beachten, dass in den vier Gleichungen die Terme
proportional zu %mc −mc(k) dem Boltzmann-Grenzfall entsprechen. Die verbleibenden
Terme ergeben die Selbstenergiebeitra¨ge jenseits des Boltzmann-Grenzfalls.
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ANHANG E
Berechnung der Streuintegrale fu¨r die
numerische Simulation
Die numerische Untersuchung der Spindynamik in 2D-Halbleitersystemen erfolgt im
Temperaturbereich von T = 150 K bis T = 300 K . In diesem Bereich ist die Streu-
ung bestimmt durch die Wechselwirkung der Elektronen mit longitudinal optischen
(LO) Phononen, die so genannte Fro¨hlich Wechselwirkung [36]. Eine detaillierte
Einfu¨hrung in diese Art der Streuung in 2D-Systemen findet man in Ref. [90] und
[93]. Wir demonstrieren im Folgenden die numerische Auswertung der Streubeitra¨ge
an einem Beispiel.
Das Wechselwirkungsmatrixelement fu¨r die LO-Phonon-Streuung ist gegeben durch
[97]
ge(q, qz) = i
[
e2 ~ωLO
2V 0
(
1
∞
− 1
s
)] 1
2 1√
q2 + q2z
∫ ∞
−∞
dz ζ∗(z) ζ(z) ei qzz . (E-1)
Wir benutzen das Modell von volumenartigen Phononen und vernachla¨ssigen Quan-
tisierungs- oder Confinementeffekte. Die Relevanz der Modelle quantisierter Phono-
nen ist umstritten [99] und der Einfluss auf die Dynamik sehr gering [72].
Fu¨r das Wechselwirkungsmatrixelement wird der dreidimensionale Wellenvektor der
Phononen q3D in den in-plane Anteil q und den Anteil in Wachstumsrichtung qz auf-
gespalten. Eine Eigenschaft der LO Phononen ist die Unabha¨ngigkeit ihrer Energie
vom Wellenvektor, d. h.
ωLO(q) = ωLO . (E-2)
Diese Eigenschaft u¨bertra¨gt sich auf die phononische Verteilungsfunktion, die nur
von der Temperatur T abha¨ngt und die Form
β(q) → β(T ) = 1
e
~ωLO
kB T − 1
(E-3)
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hat. kB ist die Boltzmann Konstante. Fu¨r die Auswertung der Streubeitra¨ge aus
Kapitel 3 ist ein U¨bergang von der Summation u¨ber q zur Integration u¨ber den q-
Raum no¨tig. Die Auswertung wird im Folgenden fu¨r die Streurate Γout(k′) diskutiert.
Entsprechend Ref. [73] la¨sst sich Γout(k′) schreiben als
Γout(k′) =
∫
d2 k′
∫
dqz
V
~pi2
δ
[
(k′)− (k)− ~ωLO
] |ge(q, qz)|2β(T ) [1− %m m(k′)] .
(E-4)
Wie man sieht, ha¨ngt nur ge(q, qz) explizit von qz ab und die Integration u¨ber qz
kann entsprechend der Gleichung
∫ ∞
−∞
d qz|ge(q, qz)|2 = e
2
~ωLO
2pi2 V 0
(
1
∞
− 1
s
) ∫ ∞
−∞
d qz
1
q2 + q2z
(E-5)
×
∫ ∞
−∞
dz dz′|ζ(z)|2 |ζ(z′)|2eiqz(z−z′) (E-6)
separat berechnet werden. Sie liefert∫ ∞
−∞
d qz
1
q2 + q2z
eiqz(z−z
′) =
pi
q
e−q|z−z
′| . (E-7)
Fu¨r das U¨berlappintegral der Enveloppenfunktionen fu¨hren wir die Abku¨rzung
F(q) =
∫ ∞
−∞
dz dz′|ζ(z)|2 |ζ(z′)|2e−q|z−z′| (E-8)
ein. Mit Glg. (E-7) und (E-8) kann das Streuintegral geschrieben werden als
Γout(k′) =
e2 ωLO
2pi0
(
1
∞
− 1
s
) ∫
d2k′δ [(k′)− (k)− ~ωLO)] F(q)
q
× β(T ) [1− %m m(k′)] . (E-9)
Die Integration u¨ber k′ erfolgt in der Polarnotation, d. h.
d2k′ → dk′dϑ k′ .
Das Integral kann unter Verwendung der δ-Funktion berechnet werden, wobei zu
beachten ist, dass
δ [f(x)] =
n∑
i=1
∣∣∣∣∂f(xi)∂x
∣∣∣∣
−1
δ(x− xi) ,
mit f(xi) = 0 . Dies ergibt einen zusa¨tzlichen Faktor m
∗/(~2 k′) . Außerdem la¨sst sich
aus der δ-Funktion Information u¨ber den Wellenvektor des Endzustands gewinnen,
der der Gleichung
k′ =
√
k2 +
2m∗ωLO
~
(E-10)
unterliegt. Man erha¨lt als Ergebnis der Integration u¨ber k
Γout(k′) =
e2m∗ ωLO
2pi0 ~2
(
1
∞
− 1
s
)
β(T )
∫ 2pi
0
dϑ
F(q)
q
[1− %m m(k′)] .
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Die verbleibende Winkelabha¨ngigkeit ist gegeben durch
q(ϑ) = |k′ − k|
=
√
k2 + k′2 − 2kk′ cos ϑ . (E-11)
Das Integral u¨ber ϑ muss numerisch ausgefu¨hrt werden [14]. In der Simulation wird
dies unter Verwendung einer adaptiven Quadraturmethode der GSL-Bibliothek [43]
durchgefu¨hrt. Die u¨brigen Streubeitra¨ge ergeben sich auf analoge Weise. Glg. (E-11)
beinhaltet die fu¨r die LO-Phonon-Streuung charakteristische elektronische Zustands-
dichte in zwei Dimensionen m∗pi/~2 [73].
Das Resultat kann weiter vereinfacht werden, wenn die fermionische Verteilungs-
funktion %m m(k) nur vom Betrag von k abha¨ngt, da sie dann nicht in der Integrati-
on beru¨cksichtigt werden muss. Dies ist fu¨r die Rashba-Spin-Bahn-Wechselwirkung
gerechtfertigt. Im Fall der Dresselhaus-Spin-Bahn-Wechselwirkung ist dies nur fu¨r
t = 0 korrekt. In der numerischen Simulation setzen wir trotzdem in beiden Fa¨llen
%m m(k) = %m m(k) und nehmen eine Unterscha¨tzung der Streuung im Falle der
Dresselhaus-Spin-Bahn-Wechselwirkung in Kauf.
Das U¨berlappintegral F(q) kann fu¨r die behandelten Modellsysteme analytisch be-
rechnet werden. Im Fall des unendlich tiefen Quantentrogs der Breite L ergibt sich
das U¨berlappintegral zu [91]
F(q) = 3
u2 + 4pi2
(
1− e−u) + u
u2 + 4pi2
−
[
u2 − 4pi2
u2 + 4pi2
1
u2 + 4pi2
(
1− e−u)
]
+
2
u
[
1− 1
u
(
1− e−u)
]
, (E-12)
mit u = L q .
Fu¨r die trigonale Heterostruktur kann das U¨berlappintegral unter Verwendung der
Fang-Howard-Stern Wellenfunktion [108] geschrieben werden als
F(q) = β
8
8β2 + 9β q + 3q2
(β + q)3
, (E-13)
mit dem materialspezifischen Parameter β, der fu¨r GaAs typischerweise im Bereich
von 2 − 3 × 106 cm−1 liegt. Fu¨r die Simulation wurde der Parameterwert β = 3 ×
106 cm−1 verwendet.
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