Abstract In this paper, two sample Bayesian prediction intervals for order statistics (OS) are obtained. This prediction is based on a certain class of the inverse exponential-type distributions using a right censored sample. A general class of prior density functions is used and the predictive cumulative function is obtained in the two samples case. The class of the inverse exponential-type distributions includes several important distributions such the inverse Weibull distribution, the inverse Burr distribution, the loglogistic distribution, the inverse Pareto distribution and the inverse paralogistic distribution. Special cases of the inverse Weibull model such as the inverse exponential model and the inverse Rayleigh model are considered.
Introduction
In many practical problems, one wishes to use the results of previous data to predict a future observation from the same population. One way to do this is to construct an interval which will contain the future observation with a specified probability. This interval is called a prediction interval. Prediction has been applied in medicine, engineering, business, and other areas. Bayesian prediction bounds for future observations based on certain distributions have been discussed by several authors. Bayesian prediction bounds for future observations from the exponential distribution are considered by Dunsmore [1] , Lingappaiah [2] , Evans and Nigm [3] , Al-Hussaini and Jaheen [4] , and Abdel-Aty et al. [5] . Bayesian prediction bounds for future lifetimes under the Weibull model have been derived by Evans and Nigm [6] . Bayesian prediction bounds for observables having the Burr type XII distribution were obtained by Nigm [7] , Al-Hussaini and Jaheen [8] , and Ali Mousa and Jaheen [9, 10] .
Order statistics arise naturally in many real-life applications involving data relating to life testing studies. Many authors have studied order statistics and associated inferences, see for example, David [11] , Arnold et al. [12] , and Balakrishnan and Cohen [13] .
In this paper, we study two sample Bayesian prediction intervals for order statistics (OS) based on the class of the inverse exponential-type distributions using a right censored sample. A general class of prior density functions which were suggested by Al-Hussaini [14] is applied.
Throughout this paper we use the following definitions and notation.
Let X be a random variable with absolutely continuous distribution function F(x) " F(xOEh) and density function f(x) " f(xOEh), where the parameter h 2 H may be a real vector. Corresponding to X we consider n OS X 1:n 6 X 2:n 6 . . . 6 X n:n .
The joint density function of the right type-II censored sample X 1:n 6 X 2:n 6 . . . 6 X r:n is given by 
Two sample Bayesian predication intervals
The random variable X is said to be inverse exponential-type distributed if the distribution function F(x) is given in the following form
Fðx j hÞ ¼ exp½ÀkðxÞ; ðx > 0; h 2 HÞ: ð2:1Þ where k(x) " k(x;h) should be a continuous, monotone increasing, differentiable function of x such that k(x) fi 1 as x fi 0 + and k (x) fi 0 as x fi 1. Then the probability density function is given by fðx j hÞ ¼ Àk 0 ðxÞ exp½ÀkðxÞ: ð2:2Þ
Specific distributions considered as particular cases of this class of distributions are inverse exponential, inverse Rayleigh, inverse Weibull, inverse Pareto, negative exponential, negative Weibull, negative Pareto, negative power, Gumbel, exponentiated-Weibull, loglogistic, Burr X, inverse Burr XII and inverse paralogistic distributions.
To obtain a Bayesian prediction interval we need a suitable prior parameter distribution. The class of prior density functions suggested by Al-Hussaini [14] given by pðh; dÞ / Cðh; dÞ exp½ÀDðh; dÞ; h 2 H; ð2:3Þ
is used, where d is vector of prior parameters.
Theorem 2.1. Let X 1:n 6 X 2:n 6 Á Á Á6 X r:n be a right type-II censored sample that follows the distribution (2.1). Let 
Proof
Substituting from (2.1) and (2.2) in (1.1), we obtain 
g j ðh; xÞ exp½Àf i ðh; xÞ 
Example
In this section we study two sample Bayesian prediction intervals for order statistics (OS) based on the inverse Weibull model which is one of the most important models in the inverse exponential-type class of distributions. 
where
ð3:6Þ
Special cases
The inverse Weibull model contains many important special cases such as the inverse exponential model and the inverse Rayleigh model. In the following the inverse exponential model and the inverse Rayleigh model are considered.
(1) The inverse exponential model.
We can obtain the inverse exponential model as special case of the inverse Weibull model by setting b = 1. Hence the distribution function of the inverse exponential model is given by where
