INTRODUCTION
Economists have used diverse valuation techniques to estimate the economic values of nonmarket water resources, including revealed preference (aka recreation travel demand models and hedonic property models) and stated preference techniques (aka contingent valuation (CV) methods and choice experiments).
In practice, resource economists seek to know marginal effects of changes in different attributes of water resources (rivers or lakes) that water resource specialists are capable of managing. In principle, marginal values of changes in river recreation attributes can be obtained using choice experiments or pooling dichotomous choice CV responses derived from either hypothetical scenarios of river quality or from a natural experiment of pooling data obtained at river sites that have varying site quality attributes. When the goal is to estimate marginal values of these management relevant attributes using dichotomous choice CV responses, strong functional form assumptions of the conditional expectation (i.e., fully parametric functional specifications) are frequently imposed for this purpose. Without invoking such restrictions or when using appropriate non-parametric econometric approaches (e.g., the Kristrom (1990) fully non-parametric estimator) identification of the marginal effects of changes in management relevant explanatory variables will not usually be possible. Thus, most CV studies found in the water resource valuation literature rely on fully parametric discrete choice models (e.g., binary response models [BRMs] ).These BRMs allow managers to determine how the value of a waterbased recreation area varies with possible changes in water management (e.g., flow regime, reservoir levels). 3 The large majority of empirical analysts who have utilized discrete choice models have chosen parametric statistical procedures on the basis of precedent and readily available software. These methods require a full parametric functional specification of the relationship between regressors and the response variable, and more importantly, a full specification of a parametric distribution of the disturbances (e.g., the probit (normal) or Logit cumulative distribution functions [CDFs] ).
Although some distributional assumptions can be benign, especially if the parameterization is flexible enough to describe behavior adequately (McFadden, 1994, McFadden and Train, 2000) , the implementation of an incorrect parametric functional form can lead to spurious statistical inferences due to biased and inconsistent estimates. Moreover, underlying economic theory provides little guidance for using these functional specifications, so there is insufficient information regarding the appropriate distribution to adopt in practice (Mittelhammer et al., 2000, Crooker and Herriges, 2004) . Thus, any parametric functional specification for either the stochastic error or the utility differences used in these methods is in general uncertain and questionable (Creel and Loomis, 1997) .
This study applies a new BRM to dichotomous CV data, which is semi-parametric by nature and, unlike many non-parametric approaches, provides both density structure and flexibility, allowing identification of marginal effects of changes in the explanatory variables on WTP. Its density structure is supported by a large and varied new family of CDFs, which has the flexibility to fit a very wide variety of distributional shapes to the choices made by survey respondents. It also nests the behavior of some prominent Binary Response estimators (e.g., the Logit model), and can approximate a vast array of left-and right-skewed probability density functions due to its highly flexible class of density shapes (Mittelhammer and Judge, 2011). 4 This new approach, known as the maximum likelihood-minimum power divergence (ML-MPD) binary response estimator, avoids using a priori model specification information about the functional form of the conditional expectation of the response variable. This feature of the ML-MPD estimator reduces the potential for model specification errors that arise when relying on tenuous parametric distributional assumptions underlying binary responses. Moreover, the ML-MPD maintains the full set of familiar ML sampling properties (consistency, asymptotic normality, and asymptotic efficiency) and, unlike most non-parametric methods, does not employ the usual kernel density estimation methodology with the attendant required implementation choices relating to bandwidth, kernel functions, and other tuning parameter issues. That is, the ML-MPD estimator is free of user-specified tuning parameters.
The ML-MPD estimator begins in a non-parametric information theoretic context regarding model specification. Then, semi-parametric orthogonality relationships, in the form of empirical sample moments, are introduced that, within the non-parametric information theoretic framework, ultimately lead to a (new) parametric family of probability distributions (CDFs) for BRMs (see Judge and Mittelhammer [2012] ; Ch. 9), as well as a conditional expectation function for BRMs and estimators for the unknowns in the model. Thus, the ML-MPD approach combines attractive features of parametric, semi-parametric, and non-parametric estimation methodologies.
Several distribution-free estimators for estimating BRMs have already been proposed in the literature to overcome model misspecification issues (e.g., Manski, 1975 , Turnbull, 1976 , Cosslett, 1983 , Kristrom , 1990 , Horowitz, 1992 , Matzkin, 1992 , Klein and Spady, 1993 , Li, 1996 , Chen and Randall, 1997 , Creel and Loomis, 1997 , Araña and León, 2005 , Huang et al., 2008 However, the majority of these estimators have not found widespread application in the empirical discrete choice literature for a number of reasons that may include: 1) users' lack of understanding regarding the estimation and inference properties of the approaches in empirical applications; 2) difficulties in providing economic interpretations of the results of the analysis; 3) nonidentification of model parameters (e.g., Kristrom , 1990 , and the Klein and Spady (1993) estimator 1 [KS] ) and marginal effects; and 4) ambiguity and/or uncertainty regarding the appropriate choices for tuning parameters and other estimator implementation-computational issues. Creel and Loomis (1997) underscore that the required scale and local normalizations for the identification of KS parameter estimates are questionable because they go beyond restrictions implied by demand theory. Moreover, it has been found that other suggested semi-parametric methods do not achieve root-n consistency (e.g., the Manski [1975] and Horowitz [1992] estimators), and their finite sample behavior is in question (e.g., the Cosslett [1983] , KS and Ichimura [1993] estimators). 2 While fully non-parametric estimation techniques tend to be more robust to incorrect functional specifications of conditional expectation functions as well as probability distributions, most of them involve various choices of tuning parameters, kernels, and other implementation choices. Sampling behavior in smaller-sized samples is also problematic. Crooker and Herriges (2004) state that the gains and losses from using non-parametric and semiparametric estimators to recover WTP measures relative to the standard parametric approaches 1 Despite the infrequency of empirical applications, the KS estimator is considered in the econometrics literature to be one of the statistically "best" semi-parametric estimators in the sense that its asymptotic covariance matrix achieves the semi-parametric efficiency bound for the single index BRM. In the next section, we discuss the ML-MPD estimator and its implementation. Section 3 describes the dataset utilized in this study and the nature of the decision making context. In section 4, we present the results from our analyses. We conclude in section 5 with a summary of our findings and its corresponding implications.
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BRM Model and ML-MPD Estimation Framework
We present an overview of the ML-MPD estimation procedure in this section. The Logit model is well documented in the literature and is not reviewed here. The statistical approaches used in this study allow one to model the underlying consumers' binary choices as the outcomes of a latent utility-maximizing process, where respondents are assumed to choose the alternative that result in the greatest indirect utility.
Minimum Power Divergence Distributions for the BRM
To motivate the ML-MPD estimator, note that the n -dimensional vector of unknown
Bernoulli probabilities corresponding to a BRM,
is associated with an unknown link or transformation function   
Without knowledge of the particular parametric distributional specification of the link function, the traditional ML approach is not available. One might then consider a Quasi-ML approach, but this method does not assure the full set of attractive ML sampling properties (Mittelhammer et al., 2000) , and moreover, it can be challenging to characterize its sampling properties in any given application. Alternatively, one might consider the two-stage Generalized Method of Moment estimator; however, the approach is not appealing for the current application due to the illposed, underdetermined nature of the estimating equations (see equation (2) ahead).
In this study, we adopt an information theoretic estimator for β . Unlike classical estimation procedures, these estimators rely on Kullback's (1959) information theoretic minimum discrimination information principle 5 and on data-moment constraints (sample moments), as defined in Mittelhammer and Judge (2011) and Judge and Mittelhammer (2012) . The information-theoretic estimation principle allows joint estimation of the unknown parameters of the model along with the empirical sampling distributions that exhibit minimum discrepancy relative to a reference distribution. The MPD approach is robust in terms of the uncountably infinite number of highly varied candidate distributions that are members of the distribution class, and it maintains the full set of usual ML estimation and inference sampling behavior properties under familiar regularity conditions. As noted by Judge and Mittelhammer (2012) , the MPD has been shown through Monte Carlo simulations to exhibit mean square error (MSE) superiority relative to probit and Logit estimators. Moreover, the ML-MPD approach has been shown to be MSE superior to the best semi-parametric estimator (i.e., the KS estimator) under certain sampling conditions and has the flexibility to fit a wide variety of distributional shapes to the latent variables underlying the Bernoulli process.
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The application of the MPD procedure can be conceptualized in two stages, although implementation of the estimation methodology can actually be performed in one computational step. One begins with an ill-posed inverse problem consisting of the non-parametric linear model
Y p i noted above, along with generally applicable semi-parametric orthogonality conditions between explanatory variables and model noise of the general form
E g x Y p 0 . Then, an MPD solution for the probabilities is found that identifies a complete set of (new) parametric probability distributions for the BRM. In a second stage, based on the MPD solution of probability distributions, ML estimation is used to estimate the unknowns that occur in the class of probability distributions. The results produce estimates of the effects of explanatory variables on the conditional Bernoulli probabilities, and also concurrently identify a link function for those probabilities. In effect, the method estimates the functional form of the probability model along with estimates of the unknown probabilities in the model.
Regarding the first stage of the method, the information theoretic Cressie-Read (CR) 6 powerdivergence family of statistics (see Read and Cressie, 1988, Imbens et al., 1998) measures the discrepancy between the probabilities to be estimated and a reference distribution for those probabilities. Including sample moment constraints based on zero-mean population conditions, the minimum power divergence extremum problem is specified as:
6 This goodness-of-fit measure encompasses the empirical likelihood objective as a special case when 1   and the maximum entropy or Kullback-Leibler objective when 0   , among others. As  ranges from  to  , the CR divergence measure leads to different information theoretic estimators (see Mittelhammer et al., 2000 (Chapter 13.4) , Lee et al., 2010, and Mittelhammer, 2012) . 
1 1 arg when 0 and 1 , 1 1 0 
The ML-MPD estimator
The family of parametric probability distributions in (4) is used as a basis for specifying the likelihood function associated with the data outcomes, leading to a log-likelihood function of the general form. In the implementation of the MPD distribution family, we specify  ii , which is tantamount to assuming that the same basic functional form for the probability distribution,
pq , is used across the observations for representing the conditional Bernoulli probabilities. In this context, it is the . ' i s x , and thus the arguments of the distributions, that cause the probabilities to vary across survey respondents.
The negative of the log-likelihood function is maximized using the non-gradient based NelderMead simplex minimization algorithm proposed by Nelder and Mead (1965) . 7 This optimization method belongs to the general class of "direct search methods" and has become one of the most widely used techniques for non-linear unconstrained optimization. The Nelder-Mead algorithm does not rely on gradients or Hessians, so that it typically generates iterations more quickly than search methods that depend on derivatives of the objective function (e.g., Newton-Raphson).
The Nelder-Mead approach also mitigates numerical problems caused by highly nonlinear 7 A detailed explanation of this algorithm and its implementation can be found in Nelder and Mead (1965) and Jacoby et al. (1972) .
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problems, extreme flatness of log-likelihood functions, and associated unstable gradient and/or Hessian calculations from iteration to iteration.
Preliminary graphical investigations with our data regarding the behavior of the log-likelihood function suggested that the log-likelihood was notably flat in the  direction over a range of values in which the maximum of the likelihood function was likely to reside. In order to facilitate stability and accuracy in the search for the ML optimum over a concave but relatively flat likelihood function, while mitigating the possibility of convergence to local optima, we implement a grid search in the  direction. Specifically, we begin the search using the standard logistic
as the starting probability distribution, and solve (2) for   For comparison purposes, we also calculate and report the conditional-on-  , q covariance matrix of β based on the OPG method. Note that this comparison is informative in the sense that conditioning on a particular q and  (e.g., standard symmetric logistic distribution if 0 and 0.5 q   ) is analogous to the common empirical practice of choosing a specific functional form for the distribution underlying binary responses, like specifying the probit or Logit model in the parametric ML estimation method. Since the covariance matrix is generally understated when conditioning on unknown parameters that were estimated, the empirical comparison of the ML-MPD and the Logit Model suggests the potential for overstating the precision of estimates and associated inferences when lack of information regarding the appropriate functional form of the probability distribution is not explicitly accounted for in the model.
Computational implementation of all of the preceding procedures relating to the ML-MPD estimator and Logit MLE is based on Aptech Systems' GAUSS TM .
Data and Problem Setting
The of this collection of sites is the many "recreation pools" of water that are available to visitors for swimming, wading, and sitting , where some of the pools have the attraction of providing a "hydromassage" experience similar to that of a Jacuzzi.
The data was collected through dichotomous-response CV surveys administered at the recreation pool sites, employing the single-bounded 9 dichotomous choice approach as the elicitation protocol, which is also referred to in the literature as the "closed-ended" CV approach or the "take-it-or-leave-it" approach. Additional details of the survey and its design are given in Gonzalez-Sepulveda (2008 This approach has the potential to be less efficient than the double-bounded protocol. However, McFadden (1994) and Cooper et al. (2001) have documented that the single-bounded CV question eliminates the response inconsistency and its associated bias. 10 The chosen bid vector of 18 prices was   1,5,10,15,20,30,40,50,60,80,100,120,130,140,150,160,180,200 . 16 well. Additional information used in the models include on site attributes (road quality, volume and speed of water in the pools, and size of rocks or sand surrounding the pools), a threshold indicator of the level of a recreation user's income, and travel time information as Cameron and James (1987) propose. Tables 1 and 2 summarize the variables included in the estimated models, along with descriptive statistics. 
RESULTS
Results presented in this section are based on the explanatory variables defined in Table 1 .
The WTP measures are interpreted on an aggregate per group basis
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, and are calculated for the Logit ML and ML-MPD models using Hanemann's (1984 Hanemann's ( , 1989 approach. Following Hanemann, the difference in utilities of visitors from accepting or rejecting the hypothetical additional cost (i.e., the bid A) of the visit to the recreational pools of water at the CNF is denoted by 
Parametric Model Results
To solve for the MLE of the Logit model (see Table 3 ) we utilized the Berndt-Hall-HallHausman optimization approach (Berndt et al., 1974) . The Logit model results indicate that the bid variable is highly significant and its sign is consistent with economic theory, indicating that the higher the price of a visit to the "recreation pools" of water, the less willing users of the pools are to pay for a visit. A continuous measure of the dollar amount of respondent's income has 11 The average group in the ten different river recreation sites under study at the CNF consisted of 3.5 visitors.
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often been dropped in dichotomous choice CV studies. Sometimes it is dropped based on theoretical grounds (see e.g. Hanemann, 1984, Haab and McConnell, 2002) , but it can also dropped due mainly to lack of statistical significance . However, when expressed as a dichotomous income threshold indicator its coefficient in this application was found to be significantly different from zero and positively related to the probability of paying the bid amount. The variables bid, size (size of the rocks or sand surrounding the water pools) and road (non-paved roads) contribute to the explanation of the dependent variable at the 0.01 level of type I error. Volume of water in the pools of the two rivers is also positively related to the probability of paying the bid amount, whereas the variables bid, discharge, road, size and travel time are negatively associated with the probability of paying the bid amount. Notes: ML-MPD(c) and ML-MPD(u) are the ML-MPD models based on conditional and unconditional variancecovariance matrices of β , respectively. Asymptotic standard errors are shown in parentheses. AIC and BIC are the Akaike information criterion and Schwarz's information criterion, respectively. Z-Lower and Z-Upper Confidence Interval Levels for the mean WTP, shown by Lower CI and Upper CI for 95% confidence levels, are calculated using the delta method. For the computational implementation of the Logit model, an iterative algorithm with analytical gradients and analytical Hessian was implemented in GAUSS TM 12. ***, **, and * denote statistical significance at the 99%, 95%, and 90% confidence levels, respectively, using one-sided critical values 2.33, 1.65, and 1.28 z  , except a two-sided test that is used for the intercept. The initial grid search process described in section 2.2 identified that the optimal solution for  resided in the interval   parametric Logit model appears to be relatively high given the typical levels of income of visitors surveyed at the CNF (60% of visitors' annual income is less than $15,000) and the values in the literature for swimming and other non-boating, non-fishing water based recreation (Loomis, 2005) , as well as the type of recreation experience obtained by visiting the recreation pools.
ML-MPD Model Results
Parameter estimates ,
, of the β vector corresponding to Based on the goodness-of-fit measures, the ML-MPD model performs better than the Logit model. Regarding parameter estimates, the coefficients for the ML-MPD and Logit models have identical signs, except for the income variable. As mentioned previously, the dichotomous income indicator is positively related to the probability of paying the bid amount in the Logit model, but when using the ML-MPD approach, a negative effect of income arises, suggesting that * 0.8853 q  22 a visit to the river pools is an inferior good, although the income effect is not statistically significant at any conventional level as in other studies of this type.
The ML-MPD approach does not result in uniformly smaller estimated standard errors relative to Logit, especially in reference to the standard errors derived from the full unconditional covariance matrix (see Table 3 ). As indicated in section 4.1, the variables that are statistically significant at the 0.01 level of type 1 error using the Logit model are bid, size, and road. The ML-MPD results, based on the conditional covariance matrix, for the bid and size regressors are also significant at the 0.01 level, with the road regressor being significant at the 0.05 level. However, these same three variables achieve significance at only the 0.10 level when the unconditional covariance matrix is used for the ML-MPD results, which recognizes the uncertainty involved in choosing the appropriate functional form of the probability distribution underlying binary responses. The discharge variable is significant at the 0.05 and 0.10 levels for the Logit and conditional MPD-ML cases, respectively and statistically insignificant at conventional levels in the unconditional ML-MPD case. However, its probability value of 0.12 suggests that its effect should not necessarily be ignored. The travel time indicator variable is significant at the 0.05 level under the Logit estimator, but insignificant under the ML-MPD estimator, regardless of whether conditional or unconditional covariance matrices are utilized. Poe et al. (2005) . The resulting two-tailed p-value of zero (to five decimal places) rejected the null hypothesis very convincingly, indicating that the two empirical WTP distributions are statistically significantly different. 
Comparisons of Marginal Values of River Recreation Attributes

CONCLUSIONS AND IMPLICATIONS
In this paper, we present an information theoretic econometric approach to analyzing the willingness to pay for river recreation site attributes, using a new ML-MPD binary response estimator for dichotomous CV data. In contrast to many alternative estimators, the ML-MPD estimator mitigates the need for subjective choices of distributional functional form and tuning parameters. The ML-MPD has the flexibility to fit a wide range of varied distributional shapes to conform to the choice process observed while utilizing only very general (non-parametric) moment assumptions relating to the data. Moreover, the ML-MPD method allows for statistical testing of the symmetry-of-distribution assumption, q = 0.5, as well as a test of the validity of the logistic family of distributions, 0   (either symmetric with q = 0.5, or non-symmetric for general q). As such, the ML-MPD approach to estimation appears to represent a useful innovative estimation framework for providing general and testable representations of data-generating processes underlying economic decision-making behavior in binary choice situations. another empirical finding of this study is that the ML-MPD approach yields a substantially lower estimate of the mean WTP ($27.46) for a visit to the "river recreation pools" of water (recreation sites) at the CNF compared to the mean WTP obtained from the fully parametric Logit ($114.74) approach. Based on the nature of the recreational experience and the demographics of typical visitors to the water pools, the lower mean WTP value generated by the ML-MPD method appears to be a more reasonable and defensible estimate of the mean WTP for visiting the "water pool" recreation sites. If policymakers were to contemplate entry fees to these recreation sites in the Caribbean National Forest, the lower mean WTP estimate of the ML-MPD approach would suggest a substantially more narrow range of fee possibilities than those implied by the Logit model. Except for income, the effects of all other decision maker or site attributes on WTP were the same in sign using either the Logit or ML-MPD approach. While the two methods were in agreement that the size of the bid, size of rocks or sand, and road quality all significantly impacted the acceptance of the bid, they differed in the magnitude of the impacts. Moreover, the methods differed on the significance of other attributes. The results beg the question of whether the parametric Logit approach is understating uncertainty about model components and overstating significance of estimation results by assuming that the functional form of the probability distribution underlying decision outcomes is fully known and certain. The ML-MPD method has an inherent feature of mitigating unwarranted indications of over-precision by explicitly introducing uncertainty with respect to the functional form of the distribution underlying the binary choice process. 
