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Tato diplomová práce se zabývá využitím technologie sledování pohledu neboli také sle-
dování pohybu očí (Eye-Tracking) pro interakci člověk–počítač (Human–Computer Inter-
action (HCI)). Navržený a realizovaný systém mapuje pozici bodu pohledu/zájmu (the
point of gaze), která odpovídá souřadnicím v souřadnicovém systému kamery scény do
souřadnicového systému displeje. Zároveň tento systém kompenzuje pohyby uživatele a tím
odstraňuje jeden z hlavních problémů využití sledování pohledu v HCI. Toho je dosaženo
díky stanovení transformace mezi projektivním prostorem scény a projektivním prostorem
displeje. Za použití význačných bodů (interesting points), které jsou nalezeny a popsány
pomocí metody SURF, vyhledání a spárování korespondujících bodů a vypočítání homo-
grafie. Systém byl testován s využitím testovacích bodů, které byly rozložené po celé ploše
displeje.
Abstract
This thesis presents the utilization of Eye-Tracking technology in Human–Computer Inter-
action (HCI). The proposed and implemented system is able to map co-ordinates in the
plane of a scene camera, which correspond with co-ordinates of the point of gaze, into
co-ordinates in the plane of a display device. In addition, the system compensates user’s
motions and thus removes one of main problems of use of Eye-Tracking in HCI. This is
achieved by determination of a transformation between the projective space of scene and
the projective space of display. Method is based on detection and description of interesting
points by using SURF, matching of corresponding points and calculating of homography.
The system has been tested by using testing points, which are spread over the display area.
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Computers are used in many human activities and fields. The communication between a
computer and a user takes place in a sort of open-ended dialogue. A typical way to inter-
act with computers involves a keyboard and a mouse. There are, however, active research
efforts to develop new alternative ways of Human–Computer Interaction (HCI), such as
controlling interfaces with voice. In this thesis, I will deal with another possibility, namely
with eye-tracking as a direct interaction method.
Perhaps you may ask: why do we search for new ways of computers controlling, when
the keyboard and the mouse work well. There exist multiple motives for that. Many people
spend plenty of time in interaction with a computer but long-term usage of the keyboard
and the mouse has a harmful effect on human locomotor system so that a carpal tunnel
syndrome can occur. One of other good reasons is that some people are not able to use
these equipments for health reasons (paralysis).
The goal of my master thesis is to develop a computer system which would enable
control of a simple user interface when using an existing eye-tracking system. This enable
the user to control the computer by using his eyes without to use the keyboard or the mouse.
What does eye-tracking mean? It is a process of measuring either the point of gaze
(
”
where we are looking now“) or the motion of the eye relative to the head. The device
which measures the point of gaze is called eye-tracker. This topic will be explained in detail
in Chapter 3.
Nowdays we have various types of eye-trackers. One of them is eye-tracking headgear.
This device looks like common glasses and the user put it on just like glasses. The eye-
tracker captures motion of the eye by using a small videocamera and provides a point of
gaze. Furthermore, the eye-tracker captures the scene that is seen by user using a second
video camera.
Current eye-tracking systems are able to determine the point of gaze relatively accu-
rately, however the user cannot make any motions. The position of user’s head must be
immobile. This is one of the main reason it is so difficult to use them in HCI.
The most advanced systems are already capable to compensate user’s motions to some
degree. But these technologies are considered as a trade secret. These systems are mostly
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based on additional marks in scene.
There exist various approaches how to eliminate the effect of user’s motions. My thesis
is based on determination of this impact by using observation changes of the image of scene
which is seen by the user. If the user makes a motion, the space of scene will be different.
The following chapter deals with Human-Computer Interaction. The next chapter in-
troduces the reader into the technology of eye-tracking. interesting points in a image and
other means of image processing in order to determine the degree of the impact of user’s
motion (changes in the image of scene) are used in my thesis. This topic is discussed in
chapter four. The chapter five introduces the readers to the reasons of my thesis, to the
selection of eye-tracking system and to the proposal to achieve this. The next chapter de-
scribes in detail the implementation solutions of main issues and the last chapter contains





This chapter explains the term of Human-Computer Interaction and its inclusion in the field
of science. It describes how this interaction takes place and various types of user interface.
In conclusion, this chapter introduces the reader into various input devices that are used
in user interface.
Human-Computer Interaction is a interdisciplinary branch that evolved at the turn of
70’s and 80’s the 20th century in relation to the development of the computers and computer
networks. The HCI researches issues in interaction and communication between computers
(computer systems) and people (users), both the individual and the group. The HCI in-
volves many different fields of study, which do not have much in common, but all of these
fields are considered as key disciplines: Computer science, Design, Ergonomics, Psychology,
Cognitive sciences, Artificial intelligence and several others.
The interaction takes place in a sort of open-ended dialogue between a user and a com-
puter. The space in which this dialogue occurs and enables the interaction, is called the
user interface (or simply interface). It includes both hardware and software. In most cases
the interface, is not composed of just one part (hardware, software) but is comprised of
many components that form a complete system. For example: the user write a simple
text by using a personal computer, a keyboard, an application and a monitor are needed.
Human–Computer Interaction is defined by The Association for Computing Machinery as
”
a discipline concerned with the design, evaluation and implementation of interactive com-
puting systems for human use and with the study of major phenomena surrounding them“
[9].
Human–Computer Interaction relates both man and computer. This combination re-
quires to draw from knowledge on both the machine and the human side. For that reason,
when developing HCI, following skills and knowledge are significant: techniques in com-
puter graphics, operation systems, programming languages and in some cases, knowledge
of peripheral devices and systems, on the machine side. On the human side, communica-
tion theory, graphic design, linguistics, cognitive psychology and many others to a smaller
extend, are important to mention.
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HCI between users and key systems like medical machines, or like control of aircraft,
requires that the emphasis must be placed on design, on a development and especially on
testing and the evaluation of these systems. Otherwise it may lead to unexpected problems,
especially in cases of the individuality of each user, who perceives various stimuli differently.
A classic example of this is the Three Mile Island accident where investigations concluded
that the design of the human-machine interface was at least partially responsible for the
disaster [5].
2.1 User Interface
The user interface, in the field of human–machine (human–computer) interaction, is the
space where interaction between humans and machines occurs. It is a complex system
by which people (users) interact with a machine (mostly a computer), and which includes
hardware (physical) and software (logical) components.
The user interfaces exist for various devices and systems. They can be found in form of
watches, mobiles, computers to complex control systems. In order to exetution of interac-
tion, interface system provides a means of:
• Input, allowing the users to control a system.
• Output, allowing the system to indicate the effects of the user’s manipulation.
The connection of the input and the output means enables users to control and assess
the state of system.
Figure 2.1: All devices which can be controlled by the user, have their own user interface.
Be it the watch or the control room of the power station.
With the development of computers and industrial automation, and with expansion of
personal computer to most of human activities, computer interface is commonly considered
as user interface. And user interface between human and other devices (machines) falls
under Human–Machine Interface.
In a field of computers and mobile technologies, various demands are placed on user
interface. In this time, these requirements depend mainly on it, what common people
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(users) want, what they are accustomed to use and what abilities they have. There is also
a big difference between young people and older ones.
Generally, young people like new, amusing and cool things. They are not afraid to learn
the usage of some new technologies and they tend to experiment.
On the other hand, older people do not want to change their customs and therefore they
prefer older versions of user interface. It does not matter if the newer one is better, faster
or even simpler.
Additional claims follow requirements of safety and users’ abilities. Today, there are
quite common systems that also contain simple artificial intelligence, which helps and gives
advises to users automatically. If the user interface is being designed, it is important to
know the purpose and the target recipient.
2.2 User interface in computing
The development of user interface in computing goes hand in hand with the development
and the expansion of computers, especially personal computers, and their human interface
devices. In computer science and Human–Computer Interaction, the user interface means
the user interface of an application (computer program), which according to some user com-
mands presents its own state (the response to user activities) by using textual, graphical
and auditory information. And the user employs control events (keystrokes to the computer
keyboard, movements of the computer mouse or some selection using the touch-screen) to
control this application.
Text–based user interface
At the beginning of the development of computers and their first usage, if we leave out
big mainframe computers and computers controlled by a punched card, the text-based user
interface (TUI) has been for a long time the most common and often the only user interface
between a man and a computer for long time.
The concept of Text–based user interface refers primarily to the way of the display of
the output application. It has nothing in common with the term command–line interface
(CLI) even though the user often communicates with TUI application by this interface.
Sometimes the input is performed by using only the “push button”, for example: the con-
trol of the monitor.
The TUI uses only the possibilities of a text, some symbol and some colour to show
the required information. They can be provided the simple line-by-line output or by the
advanced presentation, which uses the entire screen area.
This kind of interface was replaced by its successor, which became a major interface on
the present, see below. Nevertheless, TUI still has its unique place in many applications. It




Figure 2.2: a) Text–based user interface at embedded system. b) GNU Midnight Com-
mander (orthodox file manager) which is typical example of the advanced interface.
Graphical user interface
In computing, a graphical user interface GUI is a type of human-user interface that allows
users to interact with electronic devices by using graphical elements (icons, menu, pictures)
rather than text commands. GUIs can be used in computers and many other devices, from
a mobile device, through a mp3 player, up to some household appliances.
GUI represents the information and actions which are available to a user, through graph-
ical icons and various visual indicators. These graphical means allow display varied range
of information which are difficult showing by using text–based user interface.
A window is usually a rectangular portion of the monitor screen that can display its
contents seemingly independently of the rest of the display screen. A major feature is the
ability for multiple windows to be open simultaneously. Each window can display a differ-
ent application, or each one can display different files (e.g., a text, an image or spreadsheet
files) that have been opened or created with a single application[12].
In the GUI, commands can be issued by using a mouse, a trackball or a touch-pad just
as a keyboard. The most common device used to control the graphical user interface, is a
mouse that largely increases the potential and the speed of controlling.
Special user interface
From the perspective of how the user interface represents its status (the output channel),
the most common interfaces are TUI and mainly GUI. Both of these interfaces employ the
graphical presentation for the output, whether it is a simple text or a graph.
Other techniques that are marginally used for the output, employ the voice presentation
of information or the sense of touch (refreshable Braille display). These interfaces are
specially designed for blind people.
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2.3 Input devices in user interface in computing
In term of input devices there are many different ways and technologies concerning the way
how people can provide data and control signals to an application (a device). These input
devices have been developing together with the development of computers and advanced
technologies, and with demands on input data. It can be especially in present when the
multimedia applications and devices are widespread in everyday life.
Input devices can be classified according to various aspects:
• Method of input (type of data): mechanical motion, visual, audio, etc.
• The number of degrees of freedom: the traditional mice are two-dimensional, Razer
Hydra enables to utilize six degrees of freedom[2].
• Whether the input data are continuous or discrete from perspective of user interfaces.
a) b)
Figure 2.3: a) A projection keyboard. b) Razer Hydra1
Keyboard
The keyboard is basically a board of arranged buttons or keys that represents letters,
numbers and special actions. The keyboard’s design comes from the original typewriter
keyboard. This keyboard layout (an arrangement of keys) is known as the QWERTY de-
sign, which gets its name from the first six letters across in the upper-left-hand corner of
the keyboard.
In this time in addition to standard mechanical keyboards which everyone knows, there
are some other types of kyeboards such as: a photo-optical keyboard or a projection key-
board.
Along with a mouse, the keyboard is one of the primary input devices of a computer.
1Autor: Razer, source: Razerzone.com
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Pointing device
A pointing device is an input interface that allows a user to input spatial (continuous and
multi-dimensional) data to a computer. Graphical user interface (GUI) and CAD systems
allow the user to control and provide data to the computer using physical gestures (point,
click, and drag). Movements of the pointing device are echoed on the screen by movements
of the pointer or other visual changes.
Common pointing devices are either based on motion of an object including:
• A mouse is a small handheld device that functions by detecting two-dimensional
motion relative to its supporting surface.
• A trackball is a pointing device consisting of a ball housed in a socket which contains
sensors to detect a rotation of the ball about two axes. Trackballs are commonly used
in CAD workstations for satisfactory precision.
• A joystick is an input device which consists of a stick that pivots on a base and
reports its angle or direction.
a) b)
Figure 2.4: a) Apple iPad with virtual keyboard2 b) Wii Remote
or based on touching a surface including:
• A graphic tablet, also known as digitizing tablet, is a special tablet that enables a
user to hand-draw images and graphics, similar to the way of ordinary pencil drawing
on a sheet of paper.
• A touchpad or trackpad is a tactile sensor whose specialized surface is able to trans-
late the motion and the position of user’s fingers to a relative position on screen.
• A touchscreen is an electronic visual display which is able to detect the presence
and location of a touch (user’s fingers or some helping tool) within the display area.
All these pointing devices have their own important place in Computer–User Inter-
face, where they utilize their strengths. Touchscreens are becoming very popular in mobile
smart-phones and tablet computers.
2Autor: Mattt Buchanan, source: http://www.flickr.com/photos/40134069@N07/4309967555
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Eye-Tracking
In addition to these common pointing devices there exist other devices. Some of them
include the technology Eye-Tracking which will be present below.
Others input devices
In computing, input devices offer other possibilities for input. Some of them utilize motion





The aim of this chapter is to familiarize the reader with eye-tracking technology and to
present various techniques that are used to measure the motion of the eye relative to the
head.
It is process of measuring either the point of gaze (
”
where we are looking now“) or
the motion of an eye relative to the head. The device which measures the eye positions
and eye movement is called eye-tracker. Eye-trackers are used in research on the visual
system, in psychology, in cognitive linguistics and in product design. Several methods for
measuring eye movement have been proposed. The most popular variant uses video images
from which the eye position is extracted. Other methods use search coils or are based on
the electro-oculogram.
3.1 Eye-Tracking Techniques
The measurement device most often used for measuring eye movement is commonly known
as an eye-tracker. In general, there are two types of eye movement monitoring techniques.
First of them measure the position of the eye relative to the head. Second technique mea-
sure the orientation of the eye in space or the point of gaze or also the ‘point of regard’.
There are four broad categories of eye movement measurement methodologies:
• Electro-OculoGraphy (EOG)
• Scleral contact lens/search coil
• Photo-OculoGraphy (POG) or Video-OculoGraphy (VOG)
• Video-based combined pupil and corneal reflection.
Today, possibly the most widely applied apparatus for measurement of the point of
regard is the video-based corneal reflection eye-tracker [7].
Measurement devices either rely on physical contact with the eyeball or rely on the mea-
surement of visible features of the eye. The first group provide very sensitive measurement
and the second group (called non-invasive) is more pleasant for people. The visible features
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of the eye are: the pupil, iris-sclera boundary or a corneal reflection of closely positioned,
directed light source.
The video recordings of the movement of the eyes have to be often analysed. The
analysis is performed either manual or automatic using computer programmes and either
off-line or in real-time. The real-time systems require performance hardware to processing
image.
Electro-OculoGraphy (EOG)
Electro-oculography was the most widely applied eye movement recordings method about
40 years ago and at present is still used. This method relies on measurement of the skin’s
electric potential differences which is measured electrodes placed around the eye, Figure 3.1.
The eyes produces steady electric potential field which can be measured if the eyes are closed
and independently on surrounding illumination (in total dark). The recorded potentials are
in the range 15–200 µV with nominal sensitive of order of 20 µV/deg of eye movement [7].
Figure 3.1: Electro-oculography sensors which are attached at the skin around the eyes.
The eye movements are measured relative to head position. Primarily, this technique is
not meant for measure of point of gaze.
Scleral contact lens/search coil
One of the most precise eye movement measurement method involves attaching a mechanical
or optical reference object mounted on a contact lens which is then worm directly on the
eye. The contact lens is necessarily large, extending over the cornea and sclera. [7] One of
most popular implements uses wire coil which is integrated in the contact lens, Figure 3.2
This coil allows detecting the coil’s orientation in a magnetic field of eye [6]. The coil is
connected to the measuring device but it is not much comfortable for the user. On the
other hand this method is very accurate and also fast (a high resolution in time).
Figure 3.2: Corneal reflection of a infra-red light source.
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This method also measures eye position relative to the head and is not generally suitable
for point of gaze measurement.
Photo-OculoGraphy (POG) or Video-OculoGraphy (VOG)
This category groups together a wide variety of eye movement recording techniques in-
volving the measurement of distinguishable features of the eyes under rotation/translation,
e.g., the apparent shape of the pupil, the position of the limbus (the iris-sclera boundary)
and corneal reflection of a closely situated directed light source (often infra-red). Although
different in approach, these techniques are grouped here because they often do not provide
point of regard measurement [7].
Video-based combined pupil and corneal reflection
The previous techniques are mainly designed for eye movement measurement but sometimes
they can be used to measurement of the point of gaze. In order to measure the point of
regard, the head have to be fixed so that distance and angle in relation to scene are known.
The next way is measurement of multiple ocular features. Two such features are the corneal
reflection (of a light source, usually infra-red) and the pupil center, Figure 3.3.
Figure 3.3: Corneal reflection of a infra-red lihgt source.
Video-based trackers can be constructed of relative cheap video cameras and utilize im-
age processing hardware to compute the point of gaze in real-time. These eye-trackers are
designed in two types. The first type is placed on the table (table-mounted) e.g. a video
camera in notebook, the next type is worn on the user’s head (head-mounted), Figure 3.4.
Both systems are essential identical. The develop in this field allows using of these devices
in interactive systems.
The corneal reflection of the light source (typically infra-red) is measured relative to
the location of the pupul center. Corneal reflections are known as Purkinje reflections or
Purkinje images (Crame, 1994). Due to construction of the eye, four Purkinje reflections
are formed. Video-based eye-trackers typically locate the first Purkinje image [7].
In order to separate eye movements from head movements is needed obtain two points
of reference. When the corneal reflection of the light source is fixed in one position which is
not changed, rotation of eye creates positional difference between this corneal reflection and
the pupil center. Head movements have an insignificant impact on the positional difference.
Figure 3.5 is shown relative positions of pupil and first Purkinje reflection where a small
white circle is the Purkinje reflection and a black circle represents the pupil.
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Figure 3.4: Eye-tracking headgear, the device based on video-based combined pupil and
corneal reflection.
Figure 3.5: Relative positions of pupil and first Purkinje reflection.
3.2 Summary
Eye-tracking allows to measure the motion of an eye relative to the head or also the point
of gaze (
”
where we are looking now“). In history a few techniques have been proposed
and many measurement devices (eye tracker) have been developed. Each system has its
strengths and is suitable for different tasks.
In this time the most popular variant uses video images for the extraction of the position
of the eye. The systems which are able to measure the point of gaze, can be used to human–




The foundations of image
processing for eye-tracking
This chapter introduces the reader into the term of image processing which represents the
foundations of my thesis. First the procedure of image processing is described. Subse-
quently the chapter describes in detail detection and description of interesting points, and
homography. These means of image processing are utilized in my thesis.
In computer science, image processing is any form of signal processing that processes an
image. The input image can be a photograph, a video frame or data from some scanning
device. The output of image processing can be either an image or a set of characteristics or
parameters related to the image. In most cases, processing system involves treating images
as two dimensional signals and applying standard signal-processing techniques to it.
Digital image
In real world “an image” is described by function of two variables f(x, y), where:
• (x, y) are the coordinates in the image
• Fuctional value f(x, y) represents for example: brightness, radiation spectrum.
• This function is continuous in time, in space and in value.
In image processing (computer science) “an image” is described by discrete function of
two variables f(i, j), where:
• (i, j) are the discrete coordinates in the image
• Fuctional value f(i, j) represents for example: the value of brightness, the vector of
intensities of certain radiation spectrum.
• Fuctional value is called a pixel.
• This function is discontinuous in time, in space and in value.
Values for each pixel of image can be represented by only binary value, by integer value,
or by a vector. According to the data type of the pixel, the images are divided into:
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• Binary image which is also called bi-level or two-level image.
• Gray-level image which is also called grayscale image.
• Colour image.
• Spectral image.
Process of image processing
The processing of images and recognition images of the real world can be divided into sev-
eral basic steps. But this dividing is not fixed.
• Scanning and digitizing of images.
• Preprocessing.
• Analyzing and segmentation of the image or adjustment of the image.
• Description of objects.
• Classification.
The steps that are be executed depend on the purpose of given application.
Scanning and digitizing of images
Scanning of image is a conversion of optical quantity into electrical signal which is continu-
ous in time and in level. This process represents radiometric measurement. This conversion
is performed various devices which are sensitive to a certain spectrum of radiation. The
most common representatives of these devices are CCD and CMOS sensors which are used
in cameras and video cameras.
Current computers works with digital data and therefore the electronic analog signal
from image sensors must be digitized. First the analog signal is retrieved from sensor at
given time. All obtained values represent a sample of signal, in case of image it is two
dimensional sample. This procces is known as discretization. The values of the sample are
rounded to a fixed set of levels. This process is known as quantization.
Preprocessing
After a successful image acquisition and digitizing, the digital image is obtained. In some
cases this digital image requires to preprocessing, because the captured image can be dis-
torted due to improper ambient illumination or optical characteristics of a lens or a sensor.
Mostly preprocessing is used to adjust image in order this image is suitable for subse-
quent processing. The methods that are used for preprocessing can be divided into:
• Transformation of luminance.
• Transformation of geometry.
• Filtration.
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Analyzing and segmentation of the image or adjustment of the image
Image processing is constantly evolving. This leads to proposing new methods and aproaches.
In image processing there exist various methods, algorithms and aproaches to obtain the
desired output. The output of these operations is either the image or the set of character-
istics or parameters related to the image.
In many cases features of image are extracted. These features are used in many fields.
They can be used for object recognition, reading of text, retrieving similar images or de-
termination of the relation between the two images.
One of these features of image is interesting point. The interesting points can be de-
tected in image by using different algorithms, namely SIFT, SURF etc.
Description of objects
In order to use obtained features of image, these features must be described. For this pur-
pose, the descriptors are used. They can be represented by a simple value or by a vector of
values. The descriptor includes various parameters as a size, a mean value of luminance,
histogram (colour, luminance) and many other statistical parameters.
Classification
The content of image can be classified according to the retrieved features of image. The
obtained features are compared with the model which represents the certain object, for
example an apple, a hand granade. If the features of image are similar to the certain model
(the object in image is red, its shape is circle) the object in image is classified as an apple.
4.1 Detection and description of interesting points
The task of finding point correspondences between two images of the same scene can be
divided into three main steps [4].
• Detection of ‘interesting points’ in the image using some detector.
• Representation of the neighbourhood of every interesting point by a descriptor (fea-
ture) vector.
• Matching of the descriptor vectors between different images.
Interest points are selected at distinctive locations in the image, such as corners, blobs
and T-junctions. The detector should reliably finding the same physical interesting points
under different viewing conditions. Repeatability is the most valuable property of an inter-
esting points detector [4].
The descriptor (feature vector) has to be distinctive and robust to noise, geometric and
photometric deformations at the same time.
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The matching is based on a distance between the vectors, e.g. the Mahalanobis or
Euclidean distance. The time which this process takes is depend on the dimension of the
feature vector. Less dimensions are desirable for fast interesting point matching. On the
other hand, higher dimensional descriptors are in general more distinctive than less ones.
Comparison of detection methods
Many different detection methods have been proposed. These method can be classified




The popular methods, which detects blobs, are:
• Scale Invariant Feature Transform (SIFT)
• Principal Component Analysis (PCA)-SIFT
• Speeded Up Robust Features (SURF)
These three methods were compared in Article: A comparison of SIFT, PCA-SIFT and
SURF[10] by authors: Luo Juan and Oubong Gwun. The results of all their experiments
are summarized in Table 4.1. These results show that there is not best method for all
deformation. Therefore, the choice of method depends on the desired performance of a
detection method. SURF shows its stability and fast speed [10]. For these reason
I have decided to use SURF in my thesis.
Method Time Scale Rotation Blur Illumination Affine
SIFT common best best best common good
PCA-SIFT good common good common good good
SURF best good common good best good
Table 4.1: Conclusion of the comparison of SIFT, PCA-SIFT and SURF. This table is
taken from Article[10].
4.2 Homography
Homography is a concept in the mathematical science of geometry. A homography is an
invertible transformation from a projective space to other projection space. During this
transformation are straight lines mapped to straight lines. Synonyms are collineation, pro-
jective transformation, and projectivity.
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A projective transformation in a plane is a transformation used in projective geometry.
It is the composition of a pair of perspective projections. Projective transformations do not
preserve sizes or angles but do preserve incidence and cross-ratio: two properties which are
important in projective geometry [8].
Homography is usefulness in a broad range of topics in computer vision, such as image
rectification, image registration or computation of camera motion. Homography is also used
to production image panoramas: the images which were made during rotation of camera
around its centre are transformed to the same plane.
Figure 4.1: Four pairs of interesting points for computation of homography.
For computation of homography are needed at least four pair of corresponded inter-
esting points which should have sufficient distance between themselves. The function for
calculating homography is implemented in a few libraries as OpenCV and Matlab.
Mathematical definition
In higher dimensions Homogeneous coordinates are used to represent projective transforma-
tions by means of matrix multiplications. With Cartesian coordinates matrix multiplication
cannot perform the division required for perspective projection [1].
Homography is not computed between two entire images but only between pairs of








where pa and p′b are homogeneous coordinates of corresponded interesting points
Hab =
 h11 h12 h13h21 h22 h23
h31 h32 h33
 (4.2)
and Hab is wanted homography. For this values hold equations:
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The first method for objective eye measurements using corneal reflection was already re-
ported in 1901[7]. Since this time eye-tracking techniques have undergone a significant
development and have been employed in various areas, for example cognitive science and
psychology. This topic is described in detail in Chapter 3. The development in the field
of computers, image sensors and image processing have allowed eye tracking could expand
to many other fields such as marketing research, changing of experience and also Human–
Computer Interaction.
As described in Chapter 3, there are four categories of eye movement measurement
methodologies. In Human–Computer Interaction and also in other fields, technique Video–
based combined pupil and corneal reflection is almost exclusively used. Because
video–based trackers can be constructed of relative cheap components, they can utilize
computer sources for image processing and they are generally more pleasant for users.
Their sampling speed and precision are not so high in comparison with other techniques,
but for purposes of HCI they are fully sufficient. Note that the accuracy of these devices is
very dependent on their properties (camera resolution) and the calibration.
Why use eye-tracking in HCI
Nowadays many people use a computer both for working and for personal purposes. Some
of us spend a plenty of time on interaction with a computer. The typical input devices
in HCI are a keyboard and a mouse. In order to use these devices, the user’s hands are
needed. The motion which is performed by a user is not natural for human locomotor
(musculoskeletal) system and the long-term use of the devices has a harmful effect on this
system. In consequence of overstressing of human hands, especially wrists, a carpal tunnel
syndrome can appear.
Some people have limited moving options that result from other causes such as diseases
or accidents or even they are not able to control their hands at all. These users must rely on
some alternative input devices Therefore eye-tracking could provide a suitable alternative
for them. Because one way or another, human eyes (sight) are integral part to Human–
Computer Interaction (if blind users are omitted).
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5.1 Possibilities of eye-tracking in HCI
Several producers of eye-tracking systems such as Applied Science Laboratories (ASL) or
Tobii can be found on the market. They offer various types of eye-tracker devices which
are often used in commercial sector (testing of advertising, design). Also some universities
(University of Eastern Finland) and companies (Honeywell) are developing their own eye-
tracking systems and the development is still moving forward.
There are even efforts to develop eye-tracking system which would use a video camera
in high-performance mobile devices as Apple iPad.
Typical session with newer eye-tracking systems:
1. Turn on eye-tracking PC.
2. Take the place in front of table-mounted eye-tracker or put head-mounted eye-tracker
on head.
3. Run eye-tracking application.
4. Calibrate.
5. Run.
The table-mounted eye-tracker and head-mounted eye-tracker are based on video, com-
bined pupil and corneal reflection. Eye-tracker utilizes only video processing. Nevertheless,
all these types of trackers require calibration. By using calibration the plane of the scene
in front of the user is mapped into position of eye (pupil) in relation to corneal reflection
or space around eye.
The user must not make any movements of his head during calibration and this task is
not simple at all. For that reason, user’s head is often at least a bit fixated, for example
his chin is laid on the stand. After calibration eye-tracking system is able to determine the
point of gaze (“where the user is looking just now”) and is ready to run. In order to cali-
bration be valid during all the time within the interaction, the position of user’s head must
be still the same. This condition creates one of significant problems to use of eye-tracking
in HCI.
Nowadays, in the area of research in eye-tracking are therefore developing such systems
that are able to be resistant to motions of the user. And this is my primordial reason and
goal of my master’s thesis. In my thesis I try to develop such system, which would allow
the existing eye-tracking system to be resistant to change of position of a user, and which
could be usable in HCI.
The most advanced eye-tracking systems developed by leading companies or research
groups have been nowadays already able to compensate the user’s motions to a certain
degree. These goals are being achieved by using various techniques and methods depending
on the type of used eye-tracker device. Another approach is used for head-mounted eye-
tracker and the other one for table-mounted eye-tracker. However, most of these techniques
are either trade secret or are protected by copyright.
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5.2 Selection of the eye-tracking system.
As for more advanced table-mounted eye-tracking system, it does not observe only a pupil
and a cornel reflection but it also observes simultaneously the whole user’s head or other
interesting points or areas . Due to measuring of the position and the rotation of head,
and features of eye, the system is able to balance motions of the user. However this type
of eye-tracking have only limited knowledge of scene that is seen by the user.
In contrast to the previous type, the head-mounted eye-tracking system has much better
knowledge of the scene which offers more accurate possibilities how to measure the effect of
the user’s motion on the plane of scene. On the other hand this task is more complicated,
because the scene in front of user’s sight, is not static and generally is not known in advance.
On the contrary it can be very variable and dynamical.
On the basis of familiarity with the given issues and consultation with my supervisor
Roman Bednařík, I have decided to use head-mounted eye-tracking system in my master’s
thesis.
a) b)
Figure 5.1: a) Legacy version of ASL eye-tracker. b) ASL MobileEye
The selection of a concrete eye-tracker device from devices which was available at Uni-
versity of Eastern Finland follows after the selection of the type of eye-tracking system.
There were two eye-trackers which are worn on head, both have been produced by com-
pany Applied Science Laboratories. First of them belongs to legacy systems but it is still
functioning. The second of eye- tracker devices is ASL MobileEye, which is much more
advanced and has offered the better precision, features and the simpler control.
5.3 How determine the effect of the user’s motion and bal-
ance it.
In order to measure and determine the degree of the motion of a user by using images
(video) of the scene, it is necessary to obtain (find) some suitable features in this image
that enables to determine the degree of translatio, rotation, scaling and shear. All these ge-
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ometric transformations fall under Affine transformation. Furthermore, the features should
be invariant to changes in ambient. And they must be primarily distinguishable from each
other. For this purpose, the interesting points (also known as key points) or interesting
areas are quite suitable.
The other crucial issue is, where these interesting points should be searched. With this
issue is largely associated the question of how to detect these points. There are two main
approaches where to detect them.
• In the surrounding of the display. Interesting points may be detected in an inde-
pendent and a random surrounding or they are detected in distinguished areas at
more frequent cases. These areas are known in advance and are placed into suitable
positions. For example QR codes can be used.
• In the image display. If an image of user interface is unchanging in sufficient
amount and in suitable places then these places can be used for a detection of inter-
esting points. But this way is depended on the particular user interface. In order to
the detection of interesting points could be independent of the image of user inter-
face, it is necessary to look for these points within the whole image of display which
is dynamical on the other hand.
From the above description of approaches, the method that is based on the additional
distinguished marks and the method that is based on the detection of iteresting points in
the whole image of scene appear as the most suitable ways. The method with auxiliary
marks should be easier and faster because some techniques for the detection of the given
marks have been proposed and they are relatively fast. On the other hand the adding of
marks requires some suitable place on the surface of the display device and they also might
have a disruptive effect on the user in comparison with second method. For these reasons
I have decided to use the latter method.
Detection and description of interesting points
In order to detect and desribe interesting points, the different algorithms have been pro-
posed as discussed above. From their mutual comparison it can be concluded that SURF
best fulfills requirements on HCI, especially due to its significant higher speed in compari-
son with other algorithms.
5.4 Final design of my solution
In order to determine the point of gaze, when the position of the user’s head is changed
in comparison with his position during calibration (the user has made some movement), is
not needed to have knowledge of a new position of his head (the eye-tracker). The correct
position of the point of gaze can be determined by using a transformation matrix that
corresponds to a geometric transformation between the image of the scene, which has been
seen during calibration, and the image, which is seen by user at the given moment. These
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images of the scene are obtained through the scene camera of the eye-tracker.
One of possible ways how the such transformation matrix can be computed is:
1. Capture the image of scene from eye-tracker scene camera and the image of the screen
in the same time.
2. Detect and describe interesting points (as well key points) in both captured images.
3. Match corresponding interesting points.
4. Compute homography.
5. Store it as an “initial” homography (the homography during calibration).
6. Repeat points one to four.
7. Calculate the transformation “calibration” matrix as the difference between the
initial homography and the current homography.
8. Recalculate the point of gaze by the calibration matrix
9. Return to point six.
This procedure builds the foundation (kernel) of my goals in my Master’s Thesis.
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Chapter 6
The implementation of the user
interface utilizing eye-tracking
The procedure, which has been presented at the end of the last chapter, creates the kernel
of my programme. In addition, I have developed several other modules in order to enable to
use my main work in Human–Computer Interaction. These modules (computer program-
ming classes) have been created for the purposes of retrieving data (coordinates of the point
of gaze) from the eye-tracking system, capturing the image of screen, the presentation of
the work of the kernel and other, which are presented below.
The final programme is consisted of individual modules, which are designed to create a
simple demonstration graphical user interface. This programme retrieves the point of gage
from the eye-tracking system, balances user’s motions and allows to be controlled by user’s
sight independently of his movements by his body (head).
6.1 Features and control of the ASL MobileEye
This eye-tracking system has been developed primarily for the purpose of a mobile eye-
tracking. It consists from:
• Spectacles with Combiner and Spectacles Mounted Unit (SMU).
• Sony Digital Video Cassette Recorder (DVCR) with attached Recorder Mounted Unit
(RMU).
• ASL Eye Vision software.
The terminology is taken over from MobileEye Operation Manual [3].
Spectacles
These are normal spectacles with tightening headband that are enhanced by the Combiner
and SMU.
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The Spectacle Mounted Unit is mounted onto spectacles above the eye and is connected
to the RUM, see below. It is composed of the Eye Camera, the Figure 6.1, the com-
ponent 1 and of the Scene Camera, the Figure 6.1, the component 2. The Eye Camera is
able to capture infrared radiation and the Eye Camera housing includes also IR illuminator.
Figure 6.1: Spectacles with Combiner and Spectacles Mounted Unit.
The Combiner, the Figure 6.1, the component 3, is a mostly transparent mirror that is
partially reflective in the near IR and IR range. Its purpose is to reflect the eye image and
corneal reflection between the user and the eye camera. It is attached to the spectacles by
a ball joint to allow for adjustment of the image[3]. The correct adjustment of the position
of the Combiner facilitates the subsequent detection of the pupil.
Sony Digital Video Cassette Recorder
In order to use this eye-tracking system as the mobile eye-tracking it includes Sony Digital
Cassette Recorder (DVCR) which allows to record video data from SMU. The DVCR is
connected to SMU through a Recorder Mounted Unit (RMU) that is attached to DVCR.
This eye-tracking system demands both a frame of user’s eye and a frame of scene for its
running. Therefore the frames of both cameras are recorded by using interleaved frames,
odd lines of the frame are used for storing the scene and even lines for storing the eye.
This results in a reduction in vertical frame resolution twice and consequently a reduc-
tion in accuracy of the system. The interleaving is provided by the RMU, which allows an
interleaved mode or recording video only from the eye camera or only from the scene camera.
The DVCR can be connected to the computer with ASL MobileEye through IEEE 1394
(FireWire). The video data is possible transmit either real-time (it is neccessary for the
user interface) or pre-recorded.
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Figure 6.2: An interleaved frame which is used by ASL MobileEye.
ASL MobileEye
The programme is used for the video data processing from the eye-tracker and the calibra-
tion: mapping the position of the pupil towards the corneal reflection into the given point
of gaze in the plane of the scene.
Figure 6.3: ASL EyeVision user interface. Three white spots represent corneal reflection.
A violet circle with a cross represents an estimated area of pupil.
In Figure 6.3 can be seen the user interface of the ASL EyeVision. The Right Side
Panel is used to select the task and its subsequent control. In order the system could work
properly, first the treshold values for the detection of spots (corneal reflections), Figure 6.3
section 1, and for the detection of the pupil, Figure 6.3 section 2, must be adjusted. Mainly
the treshold of the pupil is very sensitive to an ambient illumination and requires a special
attention. Otherwise the pupil can be easily detected incorrectly and as a consequently the
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point of gaze is determined completely wrongly.
Figure 6.4: The calibration of the point of gaze in the ASL EyeVision. In the user
interface you can see a monitor laptop in which the current point of gaze (a red crosshair)
and points that have been used for calibration (a green cross) are plotted.
When the corneal reflection and the pupil are detected correctly, tha calibration can be
executed. During the calibration the programme shows the image of the scene, which is
captured by using the scene camera, and plots the point of gaze on the shown scene, see 6.4.
In real-time calibration, the user must look to some point and marks this point by using a
mouse in the image of scene simultaneously. The absolute minimum number of points that
must be used for the calibration is three non-linear points. However, more points will make
the point of gaze calculation more robust. ASL recommends using 5-10 points during an
initial calibration[3].
After the calibration the eye-tracking system is ready for running. The calibration must
be performed every time when the eye-tracker is used again. Since only small differences
in spectacles or Combiner placement can result in degradations in data accuracy.
The real-time access to data from ASL MobileEye
If this system is used real-time, it allows to access only to basic information which include
the position of the point of gaze. The video data are retrieved through a FireWire port,
which is blocked during this activity. This leads to the fact that other programmes cannost
access to this port and therefore they are not able to retrieve video data simultaneously
with the ASL EyeVision.
The ASL EyeVision transmits the basic information through a serial port. In order to
receive and read these data, the ASL has developed a Mobile Eye Software Development
Kit (SDK).
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Nowadays many computer do not have the serial port its disposal, however it is not
difficult to create a virtual serial port.
6.2 The implementation structure
The entire programme has been written in C++ and was being developed as a cross–
platform application. The exception is a module that retrieves data from the eye-tracker
system. This runs only on Microsoft Windows because both the ASL EyeVision and ASL
SDK have been developed only for Microsoft Windows. The mainstay of my thesis is able
to run both on Linux and on Microsoft Windows. The programme utilizes OpenCV (Open
Source Computer Vision Library) for real-time image processing which is the basis for a
large part of my work. The graphical user interface of my application has been developed
using Qt library. Both OpenCV and Qt are multi–platform libraries.
As noted above, the implementation part of my thesis can be divided into two parts.
First of them creates the kernel of my thesis and its task is balancing (compensation) the
user’s motions. This crucial part is packed into a part EyeTrackingBalancing.
The second part creates a wrapper around the balancing the user’s motion and allows
to use ASL MobileEye for HCI. It includes a demonstration GUI, a retrieving data from
ASL EyeVision and a data logging. Because it is not possible to read video data of the
eye-tracker by ASL MobileEye and other application simultaneously, the additional video
camera must be used. Therefore this part also includes manual remapping from an one
plane of the video camera to other plane. This not less important part is packed into a part
EyeTrackingInterface.
EyeTrackingBalancing structure
The task of EyeTrackingBalancing is the computation of the calibration matrix which bal-
ances the user’s motions and maps co-ordinates of the plane of scene into co-ordinates of
the plane of screen. This task consists of the several steps that are illustrated in Figure 6.5.
The step “Compute the current homography” is most exacting and consists of more steps




Store the current homography
like the initial homography
Compute the current
calibration matrix
Computing of the current calibration
matrix for balancing of user’s motions
Compute 
the current homography
Figure 6.5: Before the matching of corresponding points the useless interesting points in
the scene are discarded. This leads to more robust and faster matching.
These subtasks are divided into several programming classes. The overview of the indi-
vidual classes that form EyeTrackingBalancing is described below:
SURFMatcher This class is a main engine of the whole thesis. First it receives two
images, consequently it detects and describes key points in both images and unsuitable
key points are discarded. Then the corresponding key points between images are
matched according to a selected matching method. Finally matching key points are
used to compute homography.
BalanceMotion Its task is to receive two original images, which are used to compute
a calibration matrix, modify them to suit to compute the calibration matrix and
compute homography by using SURFMatcher. Then the computed homography is
checked. If homography is not incorrect, it is used to compute calibration matrix.
The class also includes a function for recalculation the position of the point of gaze.
EyeTrackingBalancing The class provides interface and sources for balancing user’s mo-
tion. It allows to capture images form different sources (the camera, the screen and
video files), shows both intermediate results and a final result, and is able to record
these results to a video file. The class is designed in order to can be used as the
interface in derived (child) class.
CaptureScreenX11 and CaptureScreenWin32 These classes serve for screen shot cap-
turing. The first of them is able to capture a screen on Linux (Unix) systems that
employ X Windows System or X11. The latter is able to capture a screen on Microsoft
Windows. The classes are included and used by using a conditional compilation.
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Capturing of the image of scene
and the image of screen
Adjustment of captured
images
Detection and description of












homography and use 
the last correct homography
like the current homography 
Correct
Incorrect
Computing of the current homography
Figure 6.6: Before the matching of corresponding points the useless interesting points in
the scene are discarded. This leads to more robust and faster matching.
The EyeTracking can be controlled by using a command line. It allows to run in
real-time mode (image data are retrieved directly from the camera and the screen) or pre-
recorded mode (image data are read from video files). The video recording of the camera
and the screen can be recorded by using EyeTracking.
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EeyTrackingInterface structure
Map the plane of ASL EyeMobile






The User Interface utilizing Eye-Tracking
Initiate retrieving 
of the point of gaze




of the point of gaze
Remap the point of gaze into
the plane of the additional
video camera
Remap the point of gaze
by the current calibration matrix
Show the point of gaze in
the interface window and





Run the new thread 
for the computation
of the calibration matrix
Figure 6.7: Before the matching of corresponding points the useless interesting points in
the scene are discarded. This leads to more robust and faster matching.
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The task of EyeTrackingInterface is to retrieve the point of gaze through Eye-Tracking
system and to balance the user’s motion by using EyeTrackingBalancing. This task consists
of more steps that are illustrated in Figure 6.7.
When the initiation steps are done, the interface utilizing eye-tracking can run. This
task runs in two threads. The main thread retrieves co-ordinates of the point of gaza from
ASL MobileEye, maps co-ordinates into the plane of screen, shows the point of gaze in the
interface window and responds to interaction.
The computation of the current calibration matrix is demanding to compute. For this
reason, the computation of the current calibration matrix runs in the additional thread.
This allows the interface to respond in real-time.
These subtasks are divided into several programming classes. The overview of the in-
dividual classes that form EyeTrackingInterface is described below. In addition to the
following classes, the EyeTrackingInterface also includes all classes of EyeTrackingBalanc-
ing.
ASLSerialReader This class (Microsoft Windows version) utilizes the means of ASL SDK
in order to receive data from ASL EyeVision. Obtained data structures are converted
to standard C++ data types. This leads to the fact that the other parts of the
application can be multi-platform. The Linux version only allows to simulate receiving
data and also allows to compile the application on Linux.
EyeTrackingQtThread This class inherits attributes and behavior both from EyeTrack-
ingBalancing and from QThread. This results in the creation of the interface be-
tween GUI of the programme, which utilizes Qt library, and the kernel, which utilizes
OpenCV. In addition, the whole EyeTrackingBalancing can run in its own thread.
DataProcessing Its task is basic controlling of EyeTrackingBalancing, retrieving the cur-
rent position of the point of gaze from ASL EyeVision through ASLSerialReader and
recalculation of this position by using EyeTrackingBalancing. In addition, it logs all
data which are obtained during processing.
MainWindow First it creates an user graphical interface of the application, creates and
initiate main modules. Then the GUI passes the entered instructions to the relevant
modules.
TestingScene This class represent a main rendering scene that allows to display cali-
bration points or display a simple user interface which can be controlled by using
eye-tracking.
SelectionKeyPoints and MapCamereToCamera These two classes serve for a manual
remapping of the plane which is captured byt the first camera into the plane which
is captured by the second camera.
The EyeTrackingInterface is controlled using a standard graphical user interface. At
the beginning the calibration scene is shown. This scene serve for the calibration of the
eye-tracker system and remapping of cameras which capture the same scene. When all
needed operations are done, the demonstration of user interface, which is controlled the
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eye-tracking system, can be started.
6.3 More detailed description of significant implementation
Adjustment of images
The SURF detector is designed to detect interesting points in a gray–level image therefore
it is useless to use colour image and captured images are converted to gray–level images.
The resolution of the image of the screen is too large in comparison with resolution of
the image from the camera. Especiall when the image of the scene is much more sharp.
The size of the image has also a detrimental effet on the speed detection. It is appropriate
that the size of images are approximately the same. This allows to the detector need not
detect interesting points in very different scales. This leads to faster detection. For these
reasons, the size of the image of the screen is reduced to half.
It is also important to create some border of the image of screen otherwise the SURF
detector is not able to detect interesting points on the edge of this screen.
Detection and description of interesting points
a) b)
Figure 6.8: Detected and described interesting points a) in a image of the screen and
b) in a image of the scene.
The interesting points in the images are detected by using OpenCV class SurfFeature-
Detector. It is appropriate that the treshold value of detection interesting points in the
image of the scene and in the image of the screen are determined independently. Because
the treshold value and sharpness of the image have significant effect on number of detected
points. Very low number of detected points has a detrimental impact on the accuracy. On
the other hand very high number has a detrimental effect on the speed.
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The detected interesting points are described by using OpenCV class SurfDescriptorEx-
tractor. The speed of the description of the points is faster then them detection but the
execution time is still substantial. The speed depend only on the number of the points.
Discarding of useless interesting points
In the image of scene there may be detected plenty of interesting points in surrounding
of the screen, see 6.8 b). These points are totally useless and in addition, they have a
detrimental impact on the speed and accuracy of other calculations. For these reasons, it
is suitable to discard these points.
Figure 6.9: Before the matching of corresponding points the useless interesting points in
the scene are discarded. This leads to more robust and faster matching. This image does
not contain useless points in comparison with Figure 6.8 b)
As described above, the modul (class) BalanceMotion computes homography between
images and calibration matrix which balance user’s motions. In addition, this modul com-
putes an area of screen in the image of scene. This area is used for discarding useless
points. All points that are not located in last known area of screen (plus some margin) are
discarded. This simple checking may significantly reduce the number of points, see 6.9.
Matching of corresponding interesting points
The accuracy of mathing of corresponding points between two images highly depends on
the graphical content of these images. If the content of image is monotonous, there are only
few interesting (distinguishable) areas or even no these areas in the image, a lot of detected
points may be very similar to each other. This leads to the fact that the matched points
have similar features but their spatial arrangement is incorrect. It has a detrimental effect
on the accuracy of calculations of homography.
My thesis includes three approaches for matching of corresponding points:
• Symmetry method
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• Local Symmetry method
• Flann method
Symmetry method
This method is taken from OpenCV 2 Computer Vision Application Programming Cook-
book [11]. The first step is computing the matches using the OpenCV class BruteForce-
Matcher which finds the best matching point for each key point. In the case of this method,
two best matching point are found, which means that a calculated match includes two best
matches. In addition, this matching is performed in two directions. This means that for
each key point in the first image are found the two best matches in the second image, and
for each key point in the second image are also found two best matches in the first image[11].
The similarity of two matched points is represented by a distance of their descriptors
which is used in the next step. This step is based on comparing of the two best matches
which were found for each key point in the previous step. If the distance of the first match
is much higher then distance of the second match, it is very probably that the first best
match is correct match because the second best match is much less similar. And if these
distances are approximately the same there is a real probability that an error occurs when
the first match or the second match is selected. For this reason, the similar matches are
discarded.
The last step uses the symmetrical matching scheme[11]. The matches between two
images were computed in both directions in fisrt step. The match is accepted if the same
match exists in an opposite direction. This match must be the same both in the first best
match and in the second best match. The final matches include only first best matches.
Local Symmetry method
The Symmetry method is able to match corresponding interesting points very well in most
cases. In the cases when the images contain only interesting areas in a small part of image
and the remaining part of image contains only several and less indistinct areas, the previ-
ous method may discards most matches from large part of this image. It has a detrimental
effect on the accuracy of calculation of homography.
The local symmetry method is an extension of symmetry method and adds an extra step
to the beginning. Before key points are matched using BruteForceMatcher, these points
are divided into four quadrants according to their locations in the image. The image of
screen is simply divided into four regular quadrants. The last computed area of screen in
the image of scene is used for dividing the image of scene. The centre of this area delimits
boundary of this dividing.
The best mathes are calculated (searched) between corresponding quadrants. The next
steps are the same as in previous method.
Flann method
This method uses OpenCV class FlannBasedMatcher for the matching of corresponding
interesting points. In comparison with previous methods, this matcher do not require any
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other processing. The whole task is consisted of several command.
The accuracy and robustness of the matcher is also good. Sometimes the matcher has
a problem with the image which contains smaller image of itself.
Figure 6.10: Matching of corresponding interesting points by using Local Symmetry
method. Only part of matches is shown. A green frame represents a computed area of
screen in the image of scene.
If the image contains reasonably spread key points, all the above described methods
provide suitable matches for calculation of homography and the resulting homographies are
similar. In other cases, each of these methods has its strengths and weaknesses.
Checking of the computed homography
If the calculated mathes are incorrect it has a detrimental effect on the calculation of ho-
mography. The computed homography may correspond with the spatial arrangement of
these matches but does not correspond with geometrical transformation between images.
For this reason, it is suitable to check the computed homography.
An area of screen in the image of scene represents a good indicator of the correctness of
computed homography. The positions of corners of screen in the image of screen are known.
These corners are recalculated into the corners of screen in the image of scene through the
current homography. The area (the green frame) that is defined by these recalculated cor-
ners can be seen in 6.10. This view allows simple visual checking.
The screen normally has a rectangular shape and it is expected that the shape of the
area of screen in the image of scene is approximately rectangular. The rectangular shape is
modified by perspective projection. Therefore the class BalanceMotion checks the shape of
the computed area. If the shape is significantly different from the rectangular shape (the
red frame in 6.11, the current homography is discarded and the last correct homography is
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Figure 6.11: The red frame represents an area of screen in the image of scene which is
calculated through the current homography. This area is determined as an incorrect (too
obtuse angle). In this case, the programme discards the current homography and uses the
last correct homography (the blue frame).
used instead of the current one (the blue frame in 6.11).
The shape of area of screen is checked by using:
• The ration between height and width of the area.
• Range of angles between the edges. The area is accepted if none of the angles is not
too obtuse or too acute.
This error occurs when a big change of content of screen. Because the video camera
uses buffer and frames of scene, which are retrieved from this camera, are slightly delayed
against frames of screen.
Manual remapping planes of cameras
As described above 6.1, no other applications are able to retrieve video data from the ASL
Eye-Tracker when the ASL EyeVision reads these video data. For this reason, my system
requires to use an additional video camera. These cameras have a different resolution and a
focal length. This results in the plane that is captured by the first camera is different from
the plane that is captured by the second camera. In Figure 6.12 can be seen, the images of
scene which are captured by the Scene Camera of ASL Eye-Tracker and the addition camera.
The position of the point of gaze, which i provided by ASL EyeVision, is related the
plane of the Scene Camera and the calibration matrix is related to the plane of the addi-
tional camera. For this reason, the position in plane of the Scene Camera must be mapped
into position in plane of the additional camera. A transformation matrix, which is used for
remapping between these planes, is computed through four key points for each plane. The
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a) b)
Figure 6.12: Manual marking key points (a red circle) a) in a image captured by the
eye-tracker b) in a image captured by the additional camera (web camera).
user marks four key points in the images of scene by using a mouse. The suitable key points
are corners of screen. The manual remapping can be seen in Figure 6.12, where marked




Common eye-tracking systems are able to determine the point of gaze relative accurately
but a user cannot change the position of his head. This is one of the main reason it is so
difficult to use them in HCI. My thesis tries to eliminate this its weakness. For this pur-
pose I have proposed a method for the determination of calibration matrix which enables
recalculate the co-ordinates of the current point of gaze into the co-ordinates which balance
user’s motions.
This calibration matrix is calculated on the basis of the change in the image of scene.
The user’s motions change the position of the scene camera. This results in a change of the
projective space. A transformation matrix, which correspond to the transformation between
two projective spaces, is calculated by using homography. The homography is computed
between the image captured from the screen and the image captured by the scene camera.
In addition, the system retains the homography, which was obtained during the calibration
of the eye-tracking system. The current homography and retained homography allow to
calculate the calibration matrix.
The homography is computed through OpenCV function. In order to compute the ho-
mography is necessary to find corresponding points between both images. First interesting
points are detected and described by algorithm SURF. Subsequently the system matches
corresponding points by using matching algorithm. Three matching algorithms have been
implemented in my thesis:
• Symmetry method
• Local Symmetry method
• Flann method
All of them are able to match points correctly for reasonable images. The system also
includes simple checking of correctness of calculation of homography. The operation of
this task can be seen on the attached video “The detected area of screen.mp4” and “The
comparison of matching methods.mp4”.
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7.1 Detection of the area of display device and mapping of
co-ordinates
In the first part of my thesis I have proposed and implemented a method which enables to
find the display device in the image of scene. The images of scene are captured through
the video camera which is placed above user’s eye. In additional, this method (a system)
is able to map the scene co-ordinates into the screen (display) co-ordinates.
Figure 7.1: The detected area of screen in various cases of the graphical content of screen.
The green frame represents Symmetry matching method, the red frame represents Local
Symmetry matching method and the blue frame represents Flann matching method. The
frames of all three matching methods overlap in large part.
As described in the previous chapter, the method utilizes interesting points, which are
detected and described by using algorithm SURF, three matching methods and homogra-
phy. If the graphical content of the image of screen is sufficiently distinguishable and if
the ambient conditions allow the sufficient quality of captured images, the system finds the
area of screen in the image of scene quite accurately. All three matching algorithm provide
suitable matches (corresponding points) in order to calculate homography. The computed
area of screen for each matching method is quite similar as can be seen in Figure 7.1. The
system is able to find the area of screen in various cases of the graphical content of screen.
The proposed system works correctly in various cases of the location of scene camera in
relation to the location of display. It is independent on the distance between the scene cam-
era and the screen, and on the viewing angle to some degree. The system also finds the area
of screen despite the fact that the part of screen is not captured as can be seen in Figure 7.2.
7.2 Checking of the computed homography
If the quality (a contrast, a sharpness) of the image of scene is not sufficient or if the
graphical content of the image is monotonous, the detection of the screen area may fail. Or
the image of screen may be very dynamic and the graphical content of screen may change
rapidly. In these cases, the buffer of video camera creates problem, because frames cap-
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Figure 7.2: The detected area of screen in various cases of the perspective. The system
works correctly despite the fact that the part of screen is not captured. The green, the red
and the blue frame represents Symmetry, Local Symmetry and Flann matching method.
a) b)
Figure 7.3: In Figure a), the checking algorithm has detected an incorrect homography for
Symmetry matching method and has replaced it by the last correct homography (the yellow
frame). In Figure b) the error of the computed homography for Symmetry matching method
is not too considerable (the green frame is relatively similar in shape to a rectangle) therefore
the system has not detected error. The green, the red and the blue frame represents
Symmetry, Local Symmetry and Flann matching method.
tured by this video camera are delayed. This has the consequence that the image of scene
is totally different from the image of screen and homography cannot be computed.
For this reason, the system includes a simple checking of the shape of screen area as
described in Section 6.3. In most cases this checking and the replacement of the incorrect
homography by the last correct homography is able to compensate short failures as can be
seen in Figure 7.3 a). In some cases this checking fails because the shape of screen area is
not too different from a rectangular shape as can seen in Figure 7.3 b) but the inaccuracy
of homography has not a considerable impact on the accuracy of whole system in these cases.
43
7.3 Mapping of the point of gaze and balancing of user’s
motions in EyeTrackingInterface
Figure 7.4: The Spectacles of ASL MobileEye (Eye-Tracking system) with the additional
video camera. This combination is used for Human–Computer Interaction utilizing Eye-
Tracking.
In order to use ASL EyeMobile (an eye-tracking system) in the user interface of my
application, it has been neccesary to use an additional video camera. The combination of
the spectacles of ASL EyeMobile and the additional video camera can be seen in Figure 7.4.
This combination was used in my thesis.
In order to verify the operation of the proposed system and the degree of accuracy of
mapping, the nine evaluating points is used. These points correspond with the calibrating
points. The evaluating points in the image captured by ASL MobileEye Scene Camera and
the remapped evaluating points in the image captured bz the additional video camera can
be seen in Figure 7.5. The remapped points are slightly shifted. This result is satisfactory
especially if the distortion of the first image is taken in consideration.
The resulting evaluating points, which are shown in the calibrating scene of EyeTracking-
Interface can be seen in Figure 7.6. The points are also slightly shifted but this result is
reasonable if we take into account that these points are twice remapped, the resolution
of the image of screen for processing is decreased and the second mapping includes the
balancing of user’s motions.
The evaluating points have been also used to monitor the impact of user’s motions. If
the distance between the video camera and the screen gets bigger, the evaluating points
should shift away from the centre. If this distance gets smaller, the points should shift
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a) b)
Figure 7.5: a) The image of scene captured by the EyeTracker scene camera. The red
circles represent the points that are used for the evaluation of the accuracy of mapping. b)
The image of scene captured by the additional video camera. The red circles represent the
remapped evaluating points.
Figure 7.6: The image of screen including the EyeTrackingInteface. The green filled circles
represents the original evaluating points. The red circles represent resulting evaluating
points. First these points have been mapped from the plane of scene captured by ASL
EyeTracker scene camera into the plane of scene captured by the additional camera, as can
be seen in Figre 7.5. Subsequently these points have been mapped into the plane of screen.
This mapping also includes the balancing of user’s motions, however in this case the user
has not made any move.
toward the centre. Both these cases can be seen in Figure 7.7.
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a) b)
Figure 7.7: a) The evaluating points are shifted toward the centre when user made the
move toward the screen. b) The evaluating points are shifted away from the centre when
user made the move away from the screen.
7.4 Potential development
The problem with retrieving data through a serial port did not allow to test my proposed
system in user interface in real-time. For this reason, first it would be suitable to test my
system with some more suitable eye-tracking system.
The usage of eye-tracking system, which allows to read video data in real-time, would
enable to leave out the additional camera and one mapping. This could increase the accu-
racy of whole system.
The threshold for detection interesting points by using SURF is set to a considerably
high value. This allows to detect the interesting points in little distinguishable image. On
the other hand, too high number of interesting points are detected in the reasonable image.
Very high number of interesting points has an insignificant effect on the accuracy of the
computed homography but has a significant effect on the execution time. For these reason,
it would be practical to implement a control mechanism, which controls this treshold ac-
cording to the number of detected points.
The icons, which are used in user interface of implemented application, are activated
if the user gazes at some icon for a specific time. But the motion of human sight is very
fast and dynamical. In addition, the eyes are not used to gaze at one point for longer time.
Therefore it is neccesary to improve the current “double-click” on the icon to be resistant
to short-term loss of focus.
The computing of the calibration matrix by using interesting points and homography is
computationally demanding. The detection and the description of interesting points take a
considerable amount of computational time. However these operations are relatively simple
and they can be computed on the Graphical Processor Unit (GPU). Nowadays there exist a
few implementations that enable to compute SURF by using GPU. The usage of the GPU




The topic of my master thesis is the utilization of eye-tracking technology to control a
computer. The eye-tracking is a process of measuring either the point of gaze or the mo-
tion of an eye relative to the head. In my thesis I have proposed and implemented the
application that retrieves co-ordinates of the point of gaze from the eye-tracking system
and that balances the user’s motions and uses balanced co-ordinates like input data for the
user interface of implemented application. This was the aim of my assignment.
The application was tested by using testing co-ordinates of the point of gaze that are
entered manually. These co-ordinates are mapped into the plane of display relatively ac-
curately as it can be seen in Figure 7.6. The accuracy depends on the degree how the
calculated homography corresponds with the transformation between two projective spaces.
The co-ordinates of the point of gaze, which are retrieved through SDK, are incorrect.
Most of them show outside the screen area although the record from the ASL EyeVision
shows that data are correct as can be seen in the attached video “The point of gaze in the
scene.mp4”. For this reason, it has not been possible to create a video presentation of the
utilization of eye-tracking in HCI in real-time.
The whole process of preparation of my application for utilizing eye-tracking in HCI in
real-time can be seen in the attached video “Prepare and run EyeTrackingInterface.mp4”
My thesis consists of a few parts. First part deals with Human–Computer Interaction
and possibilities of the utilization of eye-tracking technology in HCI. The Human–Computer
Interaction is described in Chapter 2. My educational exchange has allowed me to familiar-
ize with eye-tracking technology and with various eye-trackers. This technology is presented
in Chapter 3.
In next part of my thesis I have proposed and implemented a method that is able to
find a display device and to map the position in the image of scene into the position in the
display. This task utilizes means of image processing, in particular detection and descrip-
tion of interesting points, and homography. These means are described in chapter 4.
Detection and mapping are independent of graphical content of screen and the loca-
tion of the scene camera. If the graphical content of screen is sometimes insufficiently
distinguishable, or if the graphical content is very dynamic (the image captured by video
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camera is delayed in comparison with the image of screen), the corresponding points may
be matched incorrectly. For these reasons, the system includes the checking of computed
homography. If the current homography is detected as incorrect, this homography is dis-
carded and is replaced by the last correct homography. This allows to prevent to create
these errors in most cases.
In the future development of this thesis it would be suitable to test the implemented
system with some more suitable eye-tracking system. This would allow proper evaluation
of the accuracy and the usability of my proposed system.
In next step, the system should be tested by various users in order to verify system and
identify weaknesses of this system. If the further testing verifies the usability of this system,
it would be suitable to transfer demanding computing operations from the CPU to the GPU.
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