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Abstract
This thesis consists of two main parts: Chapter 1 is concerned with studying an ex-
tension of the Itô lemma to the convex functions. We prove that the local martingale
part of the decomposition of a convex function f of a continuous semimartingale can
be expressed in a similar way to the classical formula with the gradient of f replaced
with its subgradient. The result itself is not new, however, our approach via Brownian
perturbation is.
The second, and the largest, part of the thesis focusses on the study of a certain
family of bivariate diffusions Z (θ ,µ) = (X , R) in a wedge W = {(x , r) ∈ R×R+ : |x | ≤ r},
parameterised by θ ∈ (0,∞) and µ ≥ 0, with the property that X is distributed as a
Brownian motion with drift µ and R is the so-called 3-dimensional Bessel process of
drifting Brownian motion. By letting parameter θ tend to∞ and 0 we can recover the
two well-known couplings of the two processes coming from the Pitman’s theorem and
by considering radial part of the 3-dimensional BM (with drift µ≥ 0) respectively. This
family of continuous processes is obtained as a diffusion approximation in Chapter 3
of a certain family of two-dimensional Markov chains arising in representation theory
and is characterised, for each θ ∈ (0,∞) and µ ≥ 0, as a unique solution to a certain
martingale problem in Chapter 4. Moreover, we show that the process Z (µ,θ) together
with the marginal R-process provide an example of intertwined processes. Finally, in
Chapter 5 we consider a family of certain Markov chains in the Gelfand-Cetlin cone of
depth n. We show that for n = 2 the Markov chains of Chapter 3 can be recovered. We
identify several intertwining relationships and make a step towards linking the diffusion
limit of the chain to a certain Markov function of the GUE minor process of random
vi
matrix theory, which consists of two interlaced Dyson’s Brownian motions.
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Chapter 1
Itô’s formula for convex functions
of continuous semimartingales:
Brownian perturbation approach.
The first chapter of this Thesis concentrates on the study of convex functions in semi-
martingale theory; it is self-contained and covers a topic different from the rest of the
Thesis.
We consider an extension of the celebrated Itô’s formula for the continuous
semimartingales to the class of convex functions. In particular we prove that the local
martingale part of a convex function f of a d-dimensional semimartingale X = M + A
can be written in terms of an Itô stochastic integral
∫
H(X )dM , where H(x) is some
particular measurable choice of subgradient ∇ f (x) of f at x , and M is the martingale
part of X . This result was first proved by Bouleau in [15]. Here we present a new
treatment of the problem. We first prove the result for eX = X + εB, ε > 0, where B is a
standard Brownian motion, and then pass to the limit as ε→ 0, using results of Barlow
and Protter [4] and Carlen and Protter [19]. The former paper concerns convergence
of semimartingale decompositions of semimartingales, while the latter studies a special
case of converging convex functions of semimartingales. Material from this chapter
appears in [38].
1
1.1 Classical Itô’s formula and its extensions
Let X be a continuous Rd -valued semimartingale with decomposition X t = X0+Mt+At ,
where M is a local martingale and A is a process of finite variation, and let f be a
twice continuously differentiable function. Then Itô’s lemma states that f (X ) is also a
continuous semimartingale and that, moreover,
f (X t) = f (X0) +
∑
i
∫ t
0
∂ f
∂ x i
(Xs)dXs +
1
2
∑
i, j
∫ t
0
∂ 2 f
∂ x i∂ x j
(Xs)d〈Xs, Xs〉 .
In particular, the martingale part of f (X ) is given by
Nt :=
∑
i
∫ t
0
∂ f
∂ x i
(Xs)dMs =
∫ t
0
∇ f (Xs)dMs ,
where ∇ f (x) is the gradient of f at x (see section 1.3.1 for definition and more de-
tails).
One of the most well-known, and also one of the simplest, extensions of the Itô’s
formula is the Tanaka’s formula (see, for example, [64, p. 169]), which states that for
a standard Brownian motion B we have
|Bt |= |B0|+
∫ t
0
sgn(Bs)dBs + L
0
t ,
where sgn(x) = −1 for x ≤ 0 and sgn(x) = 1 for x > 0, and Lt is the so called local
time of B at the origin, given by
L0t = limε↓0
1
2ε
|{s ≤ t : Bs ∈ (−ε,+ε)}| .
Note that Tanaka’s formula is also the easiest extension of Itô’s result to convex
functions. Meyer proves a more general result
Theorem 1.1. (Meyer [57, p. 361] ) Let X be an Rd -valued semimartingale and let f be
a convex function on Rd . Then f (X ) is again a semimartingale.
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Moreover, for the case d = 1 he derives the change of variables formula
f (X t) = f (X0) +
∫ t
0
∇− f (Xs)dXs +
∫
R
Lat µ(da) ,
where ∇− f is the left-hand side derivative of f , and µ = 12 ∂
2 f
∂ x2
is viewed as a measure.
The increasing process Lat is the local time process of X given by
Lat (X ) = limε↓0
1
ε
∫ t
0
1[a,a+ε)(Xs)d〈Xs, Xs〉 ,
and which can be viewed as the time X spends at a. We refer to the above formula
as the Meyer-Itô formula. The so-called Meyer-Tanaka formula is its special case: for a
continuous semimartingale X and a function f (x) = |x | we have
|X t |= |X0|+
∫ t
0
sgn(Xs)dXs + L
0
t .
When X is standard Brownian motion, we recover Tanaka’s formula.
Now consider a general convex function f : Rd → R, not necessarily everywhere
differentiable. Every differentiable point x ∈ Rd has a unique tangential hyperplane,
while at non-differentiable points there is a whole set of supporting hyperplanes. For a
continuous semimartingale X with decomposition X = M + A we prove that the (local)
martingale part of f (X ) can be expressed in terms of a stochastic integral of a measur-
able selection of subgradient∇ f (X ) against M . For piecewise linear 1-dimensional con-
vex functions this follows from the Meyer-Tanaka formula. For example, for f (x) = |x |
we have ∇ f (x) = sgn(x). So at the origin, which is the only point where derivative is
not defined, we can take the supporting line to be y = −x . Moreover, because as we
know Brownian motion spends zero time in Lebesgue-null sets, we can in fact choose
∇ f (0) to be any number in the interval [−1,+1] (corresponding to the possible slopes
of supporting lines at 0).
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For a continuous semimartingale X with decomposition X = M + A we define
‖ X ‖H p=‖ 〈M , M〉1/2∞ +
∫ ∞
0
|dAs| ‖Lp
for 1≤ p <∞. TheH p-space consists of all semimartingales X such that ‖ X ‖H p<∞.
The main result of this chapter is the following
Theorem 1.2. Let f : Rd → R be convex and let X be a continuous Rd -valued semi-
martingale defined on filtered probability space (Ω,F , {F}t≥0,P) with Meyer decomposi-
tion X t = X0 +Mt + At . Then f (X t) is again a continuous semimartingale; in particular,
its local martingale part is given by
∫ t
0
∇ f (Xs)dMs , locally inH 1 ,
where ∇ f (x) is some choice of subgradient of f at x, such that ∇ f (X t) is Ft -adapted.
The above theorem was first stated and proved by Bouleau ([15, Lemma 2]).
In the follow-up paper [16] he proves the conjecture stated in [15] that in fact any
measurable choice of ∇ f (x) can be used. In this chapter we prove the first of the two
results using an approach different to that in [15].
There are many other papers on extending the Itô’s formula by considering dif-
ferent classes of functions f or stochastic processes, or both. In [72], for example,
Russo and Vallois derive Itô’s formula for C 1(Rd)-functions of continuous semimartin-
gales whose time-reversals are also continuous semimartingales. They also extend the
formula to the case of C 1(Rd)-functions with first order derivatives being Hölder-
continuous with any parameter and the process given by a stochastic flow generated
by a so-called C0(Rd ,Rd)-semimartingale. In both cases the quadratic variation pro-
cess is expressed in terms of the generalised quadratic covariation process 〈 f ′(X ), X 〉t
introduced by the authors in an earlier paper [71] (see also paper by Fuhrman and
Tessitore [34], where authors extend the notion of the generalised quadratic covaria-
tion further to the infinite-dimensional case and non-differentiable functions). In [33]
Föllmer, Protter and Shiryayev consider the case of an absolutely continuous function f
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with a locally square integrable derivative and X a 1-dimensional Brownian motion, for
which a version of Itô’s formula is derived with the finite variation part expressed again
in terms of the quadratic covariation 〈 f ′(B), B〉t . The multidimensional case (where f
belongs to the Sobolev space W1,2) is treated in [32]. In [51] Kendall discusses semi-
martingale decomposition of r(B), where r is the distance function of Brownian motion
on a manifold. The problem tackled in [51] is similar to ours as r fails to be differen-
tiable on a set of measure zero, called the cut-locus. It is proved in [51] that r(B) is a
semimartingale and its canonical decomposition is found explicitly in the sequel [23].
In the proof of our main Theorem 1.2 we need the results of Carlen and Protter
[19] and Barlow and Protter [4], which we discuss in the next section.
1.2 Convergence of semimartingales and convex functions
Paper of Barlow and Protter concerns convergence of semimartingales together with
their semimartingale decomposition. We will present their results in the continuous
setting, even though the original paper considered a wider class of semimartingales
with jumps.
Suppose {X n}n≥1 is a sequence of continuous semimartingales with the decom-
position X n = X n0 + M
n + An, such that limn→∞E[(X n − X )∗] = 0. Here and in what
follows we denote X ∗ = supt |X t | and X ∗t = sups≤t |Xs|. Barlow and Protter prove that
under some regularity conditions imposed on M n and An not only that the limiting pro-
cess X is again a continuous semimartingale, but that there is also convergence of the
corresponding martingale and finite variation process parts of the decompositions.
Theorem 1.3. ([4, Thm. 1]) Let {X n}n≥1 be a sequence of continuous semimartingales
inH 1 with canonical decomposition X n = X n0 +M n+ An, satisfying for some constant K
E
h∫ ∞
0
|dAns |
i
≤ K , (1.1a)
E[(M n)∗]≤ K , (1.1b)
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and let X be a continuous process such that
lim
n→∞E[(X
n− X )∗] = 0 . (1.2)
Then X is a continuous semimartingale in H 1 and, moreover, if X = X0 + M + A is its
decomposition, then
E[M∗]≤ K , E[
∫ ∞
0
|dAs|]≤ K
and
lim
n→∞‖M n−M‖H 1 = 0 , (1.3a)
lim
n→∞E[(A
n− A)∗] = 0 . (1.3b)
In [19] Carlen and Protter prove that the assumptions of [4, Thm. 1] are sat-
isfied in case when the sequence of C 2 convex functions { fn}n≥1 of (a not necessarily
continuous) semimartingale X = M+A converges to a convex f , thus making the result
important in our situation.
We equip the set of convex functions on Rd with uniform convergence on com-
pact sets with the corresponding metric ρ, defined by ρ( f , g) =
∑∞
k=1 2
−kρk( f , g),
where
ρk( f , g) =
sup|x |≤k | f (x)− g(x)|
1+ sup|x |≤k | f (x)− g(x)| .
Theorem 1.4. ([19, Thm. 1]) Let X be a continuous Rd -valued semimartingale in H 1
with X0 = 0 and the decomposition X = M + A. For each α > 0, define
Tα = inf{t > 0 : |X t |> α} .
Let { fn}n≥1 be a sequence of C 2 convex functions on Rd and let f be a convex
function onRd such that limn→∞ρ( fn, f ) = 0. Then f (X t) is a continuous semimartingale
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and, moreover, if its decomposition is given by f (X t) = f (X0)+Nt +St , then for all α > 0
lim
n→∞‖(N n− N)Tα‖H 1 = 0 ,
lim
n→∞E[(S
n− S)Tα] = 0 ,
where
N nt =
∫ t
0
∇ fn(Xs)dMs
and
Snt =
∫ t
0
∇ fn(Xs)dAs + 12
∑
i, j
∫ t
0
∂ 2
∂ x i∂ x j
f (Xs)d〈X is , X js 〉
are the martingale and finite variation parts of the decomposition of fn(X ) respectively.
1.3 Elements of convex analysis
In order to prove the main result of this chapter, we require some notation and re-
sults from convex analysis. Proofs of the results stated in this section and more details
on convex functions are given in [66]. See also [36]. We start by introducing some
elementary notation.
1.3.1 Convex functions: some notation and results
Let f be any function living on Rd and taking values in [−∞,+∞]. At any point x ∈ Rd
we define the one-directional derivative of f with respect to a vector y ∈ Rd , if it exists,
as follows
D f (x)[y] := lim
λ↓0
f (x +λy)− f (x)
λ
.
The two sided derivative at x in direction y exists if and only if −D f (x)[−y], given by,
−D f (x)[−y] := lim
λ↑0
f (x +λy)− f (x)
λ
is also well-defined and
D f (x)[y] =−D f (x)[−y] (1.4)
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Now, if the function f is convex, then the one-directional derivative always exists and,
moreover, we may write
D f (x)[y] = inf
λ>0
f (x +λy)− f (x)
λ
. (1.5)
Furthermore D f (x)[y] is positively homogeneous (i.e. D f (x)[λy] = λD f (x)[y] for
λ ∈ (0,∞)), convex in y with D f (x)[0] = 0 [66, Thm. 23.1] and
D f (x)[y]≥−D f (x)[−y] . (1.6)
If for a convex f defined on Rd and finite at some x ∈ Rd all directional deriva-
tives at x exist, are two-sided and finite then we have ([66, Thm. 25.2])
D f (x)[y] = 〈∇ f (x), y〉, ∀y ∈ Rd ,
where
∇ f (x) :=

∂ f
∂ x1
(x), ...,
∂ f
∂ xd
(x)

is the gradient of f at x = (x1, ..., xd). Note that
∂ f
∂ x i
(x) = D f (x)[ei], ei being the ith
canonical basis vector of Rd .
Of course a general convex function f is not necessarily everywhere differen-
tiable, a simple example being f (x) = |x | which is not differentiable at x = 0. We can
however define a set of subgradients at each “troublesome” point like this.
Definition 1.5. Let f : Rd → R be a convex function. A subgradient∇ f (x) of f at x ∈ Rd
is a gradient of an affine hyperplane h(x) = α+ β T x, for α,β ∈ Rd , passing through the
point (x , f (x)) and satisfying
h(x ′)≤ f (x ′)
for all x ′ 6= x. We denote any subgradient at x in the direction of y ∈ Rn by 〈∇ f (x), y〉.
We say h(x) is a supporting hyperplane of f at point (x , f (x)). Clearly at differ-
entiable points h(x) is unique and is just the tangent of f . Conversely, at points where f
is not differentiable we can construct infinitely many tangential hyperplanes h(x). The
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set of all subgradients at x is called the subdifferential of f at x , denoted ∂ f (x). A con-
vex function with finite values is subdifferentiable everywhere. In subsequent sections
we will need the following result
Theorem 1.6. ([66, Thm. 23.2]) Let f be a convex function and x a point at which f is
finite. Then ∇ f (x) is a subgradient of f at x if and only if
D f (x)[y]≥ 〈∇ f (x), y〉 ∀y ∈ Rd\{0} . (1.7)
The above says that a subgradient at x in the direction of y will always be less
or equal to the one-sided directional derivative at x with respect to y . Relation (1.7)
is called the subgradient inequality and can be used as an alternative definition of a
subgradient.
Finally we mention the Lipschitz continuity property of convex functions.
Theorem 1.7. ([36, Ch. 3.1, Thm. 10]) Let f be a convex function on Rd and let U be
an open convex subset of Rd . Then f is continuous on U if and only if f is locally Lipschitz
on U, i.e. for all u ∈ U there exist constants K > 0 and ε > 0 such that
| f (x)− f (y)| ≤ K‖x − y‖, ∀x , y ∈ Bu(ε) ,
where Bu(ε) is an open ball of radius ε centered at u and ‖ ·‖ is the usual Euclidean norm.
1.3.2 Differential theory of convex functions
This section is devoted to studying the set D of points in the domain of f at which
the supporting hyperplane is unique. In what follows we assume that f is proper, i.e.
f (x) < +∞ for at least one x and f (x) > −∞ for all x . By dom f we denote the
effective domain of f , that is dom f = {x ∈ Rd : f (x) <∞}. We denote by int(dom f )
the interior of dom f .
Theorem 1.8. ([66, Thm. 25.2], [66, Thm. 25.4]) Let f be a proper convex function
on Rd , and let D be the set of points in int(domf ) at which f is differentiable. Then
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D f (x)[·] is a linear function on Rd iff x ∈ D. Moreover, D is dense in int(domf ), and its
complement in int(domf ) is a set of measure zero.
In fact, in order for D f (x)[·] to be linear, and hence for f to be differentiable
at x , it suffices that the partial derivatives with respect to the basis vectors of Rd exist
at x .
So, we see that set D c of points at which a convex function f does not have a
unique supporting hyperplane has measure zero. Consequently any process which has
a probability density at each time t spends time of measure zero in D c , an important
fact we will use in the sequel.
To prove Theorem 1.2 for a general (continuous and proper but not necessarily
differentiable) convex f we will approximate it by a sequence of twice continuously
differentiable convex functions fn : Rd → R, to which we know Itô’s formula can be
applied. On top of this, working with convex functions gives us an advantage of being
able to deduce from the pointwise convergence of the functions something about the
convergence of their corresponding gradients.
Theorem 1.9. (variation of [66, Thm. 25.7]) Let f be a convex function defined on Rd
and { fn} a sequence of smooth convex functions on Rd such that limn→∞ fn(x) = f (x)
∀x ∈ Rd . Let D ⊆ int(domf ) be the set of points where f is differentiable. Then
lim
n→∞∇ fn(x) =∇ f (x) ∀x ∈ D . (1.8)
Proof. See proof of [66, Thm. 25.7].
This result will be used several times in Sections 5 and 6.
We conclude this section with a result concerning convergence of subgradients.
Consider a sequence {xn}n≤1 with xn ∈ int(dom f ), n ≥ 1, and x ∈ int(dom f ) such
that limn→∞ xn = x . Of course in general limn→∞∇ f (xn) need not exist. However
the situation when xn = x + εn y for some y ∈ Rd and εn → 0 as n → ∞, i.e. when
xn approaches x from a single direction y , is special. In this case it is known that
∇ f (xn) converges to the part of the boundary of ∂ f (x) consisting of points at which y
is normal to ∂ f (x) [66, Thm. 24.6]. Moreover,
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Proposition 1.10. Let f : Rd → R be a convex function. For any x ∈ Rd , for almost all
y ∈ Sd−1, where Sd−1 is the unit sphere in Rd ,
lim
ε↓0 ∇ f (x + εy)
exists, belongs to ∂ f (x) and is unique for any selection ∇ f (x + εy) ∈ ∂ f (x + εy) we
may make from the subdifferential of f at x + εy for any ε > 0.
Proof. First of all recall that D f (x)[y] = limε↓0( f (x + εy) − f (x))/ε is a positively
homogeneous function, convex in y with D f (x)[0] = 0. Let g(y) := D f (x)[y]. Hence
∇g(λy) exists and is unique for all λ > 0 for almost all y ∈ Rd . Fix x , y ∈ Rd and
without loss of generality, by adding a suitable affine function to f , assume that
f (x) = g(y) =∇g(y) = 0 .
We argue by contradiction. If theorem fails then we can find a subsequence
εn→ 0 and a selection ∇ f (x + εn y) ∈ ∂ f (x + εn y) such that
lim
n→∞∇ f (x + εn y) = h 6= 0 , (1.9)
and also a vector u ∈ Rd with 〈h, u〉> 0. For such u consider
f (x + εn y + εnλu)− f (x + εn y)
εn
= λ
f (x + εn y + εnλu)− f (x + εn y)
εnλ
.
Using (1.5) and homogeneity of g(y) the above is greater or equal to
λ
εn
D f (x + εn y)[εnu] = λD f (x + εn y)[u]≥ λ〈∇ f (x + εn y), u〉= λ〈h, u〉+ o(1)
where the last two inequality signs come from expressions (1.7) and (1.9) respectively,
and o(1)→ 0 as n→∞. Thus we obtain
f (x + εn y + εnλu)− f (x + εn y)
εn
≥ λ〈h, u〉+ o(1) , (1.10)
11
On the other hand, since f (x) = g(y) = 0, we have
f (x + εn y)− f (x)
εn
=
f (x + εn y)
εn
= o(1) . (1.11)
Hence combining (1.10) and (1.11) one obtains
f (x + εn y + εnλu)− f (x)
εn
=
f (x + εn y + εnλu)− f (x + εn y)
εn
+
f (x + εn y)− f (x)
εn
≥ λ〈h, u〉+ o(1) .
Letting n→∞, i.e. εn→ 0, the above inequality becomes
D f (x)[y +λu] = g(y +λu)≥ λ〈h, u〉> 0
⇒ g(y +λu)
λ
=
g(y +λu)− g(y)
λ
≥ 〈h, u〉> 0 .
And so letting λ→ 0 one obtains
〈∇g(y), u〉 ≥ 〈h, u〉> 0 .
But this contradicts the assumption that ∇g(y) = 0.
1.4 Piecewise linear convex functions and Meyer-Tanaka for-
mula
In this section we start our analysis of the martingale part of f (X ). However, instead
of treating the case of a general convex f we first prove Theorem 1.2 in a special case
when f is piecewise linear. Using the Meyer-Tanaka formula, we will verify that any
piecewise linear convex function of a continuous semimartingale is itself a continuous
semimartingale and find the martingale part of the decomposition explicitly.
This result, although not essential, is a nice warm-up before we start dealing
with a more general situation in the next sections. We refer reader to [65, Ch. VI.1]
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for a detailed discussion of classical Tanaka and Itô-Tanaka formulas (for d = 1). One
might also find a discussion of convex functions in [65, Appendix.§3] useful.
Proposition 1.11. Let X = (X 1, ..., X d) be a continuous semimartingale living on Rd , with
i th component having decomposition X it = X
i
0+M
i
t+A
i
t , i ∈ {1, ..., d}. Let f : Rd → R be a
function defined by f (x) = l1(x)∨...∨lk(x), x ∈ Rd , where li(x) = αi+∑dj=1 βi j x j = αi+
β Ti x, for αi ,βi ∈ Rd , i ∈ {1, ..., k}, and x∨ y := sup{x , y}. Then f (X ) is a semimartingale
with decomposition
f (X t) = f (X0) +
k∑
i=1
∫ t
0
1Bi (Xs)β
T
i dXs +
1
2
Lt , (1.12)
where Bi = {x : min{k : sup j{l j(x)} = lk(x)} = i} and Lt is an increasing process,
constant on the complement of {t : li(X t) = l j(X t) for any i 6= j}. In particular the local
martingale part of f (X ) is given by
k∑
i=1
∫ t
0
1Bi (Xs)β
T
i dMs . (1.13)
Proof. We prove the proposition for the case when k = 2 and any d ≥ 1 and general
case follows by induction. Consider f (x) = l1(x) ∨ l2(x). Denote l1(X t) = Yt and
l2(X t) = Zt . Since X t is a continuous semimartingale so are affine functionals, Yt and
Zt , of X t . Let the corresponding decompositions be Y = M+A and Z = N+S. Consider
f (x) = l1(x)∨ l2(x) = y ∨ z. We can rewrite y ∨ z as follows
y ∨ z = 1
2
 |y − z|+ y + z .
Hence, using the differential notation for simplicity, we obtain
d(Yt ∨ Zt) = 12 d
 |Yt − Zt |+ Yt + Zt= 12  d(|Wt |) + dYt + dZt ,
where W := Y − Z , and so W = (M − N) + (A− S). Using Meyer-Tanaka formula the
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above becomes
1
2

sgn(Wt)dWt + d L
0
t + dYt + dZt

,
where L0t is the local time of W at 0. Next
1
2

sgn(Wt)d(Mt − Nt) + sgn(Wt)d(At − St) + d(Mt + At) + d(Nt + St) + d L0t

=
=
1
2
 
sgn(Wt) + 1

dMt −  sgn(Wt)− 1dNt+
+
 
sgn(Wt) + 1

dAt −  sgn(Wt)− 1 dSt + d L0t  .
Now sgn(Wt) = sgn(Yt − Zt) = 1[Yt>Zt] − 1[Yt≤Zt] and so sgn(Wt) + 1 = 21[Yt>Zt] and
sgn(Wt)− 1=−21[Yt≤Zt]. Hence we obtain
d
 
Yt ∨ Zt= 1[Yt>Zt]dMt + 1[Yt≤Zt]dNt + 1[Yt>Zt]dAt + 1[Yt≤Zt]dSt + 12 d Lt =
= 1[Yt>Zt]dYt + 1[Yt≤Zt]dZt +
1
2
d Lt
or
Yt ∨ Zt = Y0 ∨ Z0+
∫ t
0
1[Ys>Zs]dYs +
∫ t
0
1[Ys≤Zs]dZs +
1
2
d Lt ,
where Lt is a continuous increasing process, constant on the complement of {t : l1(X t) =
l2(X t)}. The above expression is exactly (1.12) for n = 2. Noticing that x ∨ y ∨ z =
(x ∨ y)∨ z, the general case follows by induction.
Clearly the integrand in (1.13) is a measurable selection of the multivalued
map ∂ f (x) and so Theorem 1.2 holds in the special case of convex piecewise linear
functions. To illustrate this result we consider our simple example again: for f (x) = |x |
d = 1, k = 2 and l1(x) = −x and l2(x) = x and so B1 = {x : x < 0}, B2 = {x : x ≥ 0}
and Lt is an increasing process constant on the complement of {t : X t = 0}.
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1.5 Semimartingale decomposition of f (eX t)
We are now ready to start the analysis of the general case of a convex f defined
over the whole of Euclidean space Rd . Let X be a continuous semimartingale in
Rd with decomposition X = M + A and defined on some filtered probability space
(Ω, {Ft}t≥0,F ,P). Let (eΩ, { eFt}t≥0, eF ,eP) be some enlargement of this space and let B
be an ( eFt)-standard Brownian motion independent of X . Define the perturbed processeX on (eΩ, { eFt}t≥0, eF ,eP) by
eX (ε)t := eX t := X t + εBt , ε > 0, t ≥ 0 .
For simplicity of notation we shall suppress the superscript (ε) wherever possible. For
simplicity also but without loss of generality we can assume that X0 = eX0 = 0.
In this section we find the martingale part of f (eX (ε)) explicitly in order to take
the limit as ε→ 0 in the next section and hence prove Theorem 1.2. The reasoning be-
hind adding a small amount of Brownian motion to X t is as follows: we know very little
about the behaviour of X t as it is a general semimartingale. For instance, it can at some
times be trivial, i.e. constant. Hence it might spend positive amount of time in those
points where f is not differentiable, that is, where it has more than one supporting
hyperplane. To avoid this happening we perturb X t by adding εBt . Then
Lemma 1.12. eX t has a probability density at each t > 0 and, in particular, spends zero
time in any null set.
Proof. It suffices to prove that eP(eX t ∈ N) = 0 for any t > 0 and N ⊂ Rd with
Leb(N) = 0. Then it will follow that for all t > 0 the law of eX t under eP is absolutely con-
tinuous with respect to the Lebesgue measure, and the corresponding Radon-Nikodym
derivative is the probability density of eX t . For any Lebesgue-null set N we have
eP(eX t ∈ N) = EeP(eX t ∈ N |Ft) ,
where Ft = σ({Xs; 0 ≤ s ≤ t}), and we use the tower property of conditional expecta-
tion. Next we express eX t in terms of X t and Bt and use the fact that Bt is independent
15
of X t , and hence of Ft , to obtain
E
eP(X t + εBt ∈ N |Ft)= ∫ eP(x + εBt ∈ N)dµt(x) ,
where µt is the law of X t . Observe that Bˆt := x+εBt is a Brownian motion started at x
with 〈Bˆt , Bˆt〉 = ε2 t. But we know that Brownian motion hits null-sets with probability
zero. Hence, the above integral is equal to zero and the lemma is proved.
In Section 1.3.2 we have seen thatD c , the set of points at which f is not differen-
tiable, is Lebesgue-null. Consequently, by the above lemma, eX spends zero time at those
“ambiguous” points. Hence, ∇ f (eX ) is almost surely everywhere defined. Moreover, be-
cause of Lemma 1.12 a particular measurable choice of ∇ f (x) ∈ ∂ f (x) at x ∈ D c is
unimportant as it does not change the value of the stochastic integral
∫ t
0
∇ f (eXs)d eMs,
which we will show is the martingale part of f (eX ). To do that we approximate f by a
sequence of convex twice continuously differentiable functions.
Let { fn}n≥1 be a sequence of twice continuously differentiable convex func-
tions on Rd converging to f with respect to ρ, i.e. such that limn→∞ρ( fn, f ) =
0, where metric ρ is as defined in Section 1.2. We need to prove that stochastic
integral
∫ t
0
∇ fn(eXs)d eMs, the martingale part of fn(eX ), converges in some sense to∫ t
0
∇ f (eXs)d eMs for some measurable choice of ∇ f (x) ∈ ∂ f (x), and that it is indeed
the martingale part of f (eX ).
We need to note the following two inequalities
Lemma 1.13. (Adapted from [19, Lemma, p. 2])
sup
n
sup
|x |≤r
|∇ fn(x)| ≤ Cr <∞, ∀r > 0 , (1.14)
and
sup
|x |≤r
|∇ f (x)| ≤ Cr <∞, ∀r > 0 , (1.15)
where Cr is some constant only depending on r and ∇ f (x) is any choice of subgradient
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∂ f (x).
Proof. To see why inequality (1.14) is true, first notice that, since limn→∞ρ( fn, f ) = 0,
the variation of the convex functions fn is uniformly bounded in n on {|x | ≤ r + 1} for
any r > 0. Denote this bound by Cr . Let xn be such that
∇ fn(xn) = sup|x |≤r |∇ fn(x)|
and let un :=∇ fn(xn)/|∇ fn(xn)|. Then
|∇ fn(xn)|= 〈∇ fn(xn), ∇ fn(xn)|∇ fn(xn)| 〉= 〈∇ fn(x), un〉= D fn(x)[un]
= inf
λ>0
fn(xn+λun)− fn(xn)
λ
≤ fn(xn+ un)− fn(xn) . (1.16)
But, since |xn+ un| ≤ r + 1, the above is less than Cr for all n and (1.14) follows.
Now, since fn converges to f uniformly on compact sets, we also have fn → f
pointwise. Therefore, for any x , y with |x |, |y|< r+1 the inequality fn(x)− fn(y)≤ Cr ,
∀n≥ 1, (which follows since Cr bounds the variation of fn’s) implies f (x)− f (y)≤ Cr
by virtue of taking the limit n→∞. So, by a calculation similar to (1.16), we have for
any ∇ f (x) ∈ ∂ f (x)
|∇ f (x∗)|= 〈∇ f (x∗), u∗〉 ≤ D f (x∗)[u∗]≤ f (x∗+ u∗)− f (x∗)≤ Cr ,
where x∗ is such that ∇ f (x∗) = sup|x |≤r |∇ f (x)| and u∗ := ∇ f (x∗)/|∇ f (x∗)| for any
r > 0.
We are now ready to prove the following
Lemma 1.14. The local martingale part of f (eX t) is given by the limit
lim
n→∞
∫ t
0
∇ fn(eXs)d eMs = ∫ t
0
∇ f (eXs)d eMs (1.17)
locally inH 1, where ∇ f (x) ∈ ∂ f (x) is some measurable choice of subgradient of f at x.
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Proof. Since for each n ≥ 1 fn is in C 2, the martingale part of fn(eX ) is given by∫ ∇ fn(eX )d eM , where eM = M + εB. Theorem 1.4, applied to our sequence { fn}n≥1
and the semimartingale eX , then ensures that the martingale part of the limiting process
f (eX t) is given by the limit of ∫ ∇ fn(eX )d eM as n tends to infinity, locally inH 1. Our aim
is to prove that this limit is indeed equal to
∫ ∇ f (eX )d eM for some measurable choice of
subgradient ∇ f ∈ ∂ f .
Let B(r) be an open ball of radius r and B(r ′) an open ball of radius r ′ with
r ′ > r > 0, both centred at the origin. For all r, r ′ > 0 define stopping times Tr :=
inf{t : X t /∈ B(r)} and eTr ′ := inf{t : eX t /∈ B(r ′)} and take eT = Tr ∧ eTr ′ . Assume also thateX t∧eT , X t∧eT ∈ H 1 for all t ≥ 0; we know that continuous semimartingales are at least
locally in H 1. We consider the stopped process eX t∧eT . Note that X t∧eT ∈ B(r) ⊂ B(r ′)
and eX t∧eT ∈ B(r ′) for all t ≥ 0. By Lemma 1.12 the law of eX t∧eT has a density for all
t < eT .
Note that for proving Lemma 1.14 it would have sufficed to stop eX at eTr ′ . How-
ever, in order to be consistent with localisation we will be using to prove Theorem 1.2,
we use eT = Tr ∧ eTr ′ instead.
Notice that convergence of a continuous (local) martingale M in H p is equiv-
alent to convergence of 〈M , M〉1/2 in L p. So, in this case convergence in H p implies
convergence inH l for 1≤ l < p. In our case it is easier to prove convergence (1.17) in
H 2 and then deduce convergence in H 1. For any measurable selection ∇ f ∈ ∂ f and
t > 0 we have
lim
n→∞
∫ t∧eT
0
∇ fn(eXs)−∇ f (eXs) d eMsH 2
= lim
n→∞E
h∫ t∧eT
0
∇ fn(eXs)−∇ f (eXs)2 d〈 eM , eM〉si1/2 .
Using inequalities (1.14) and (1.15) we can bound the expression inside the
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expectation sign above as follows
∫ t∧eT
0
∇ fn(eXs)−∇ f (eXs)2 d〈 eM , eM〉s ≤ 4C2r ′ ∫ t∧eT
0
d〈 eM , eM〉s
≤ 4C2r ′〈 eM , eM〉t∧eT <∞ ,
where the quadratic variation 〈 eM , eM〉t∧eT is finite, because it is the bracket of a bounded
continuous semimartingale eX t∧eT (see [65, Ch. IV, Thm. 1.3]). Using dominated con-
vergence theorem we can now take the limit inside the expectation sign and, since the
integrand is bounded above by 4C2r ′ , we can also pull the limit inside the integral sign.
We can then use almost sure convergence of ∇ fn(eX t) to ∇ f (eX t) for all eX t ∈ D and
the fact that particular choices ∇ f (eX t) ∈ ∂ f (eX t) for eX t ∈ D c are not charged by the
integral to conclude that the limit in question is equal to
E
h∫ t∧eT
0
lim
n→∞
∇ fn(eXs)−∇ f (eXs)2 d〈 eM , eM〉s i1/2 = 0 .
It follows that
∫ t∧eT
0
∇ fn(eXs)d eMs converges to ∫ t∧eT0 ∇ f (eXs)d eMs in H 2, and
hence in H 1. This is true for any radiuses r ′ > r > 0 of localisation, and so (1.17)
follows.
We also prove the following lemma concerning the semimartingale decomposi-
tion of f (eX ) that we will require for the proof Theorem 1.2.
Lemma 1.15. Let eN (ε)t = ∫ t0 ∇ f (eX (ε)s )d eM (ε)s and eS(ε) be the martingale and the finite
variation parts of the decomposition of f (eX (ε)) respectively. Then for all ε≤ 1
E
h
sup
t≤eT |eN (ε)t |
i
≤ Kr,r ′ , (1.18a)
E
h∫ eT
0
|deS(ε)s |i≤ Kr,r ′ , (1.18b)
where Kr,r ′ is a constant depending on r and r
′ and independent of ε.
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Proof. The proof largely follows proof of Theorem 1.4 in [19]: we prove that the se-
quence of continuous semimartingales { fn(eX )}n≥1 satisfies the conditions of Theorem
1.3 of Barlow and Protter, i.e.
lim
n→∞E
h
sup
t≤eT | fn(eX t)− f (eX t)|
i
= 0 (1.19a)
sup
n≥1
E
h
sup
t≤eT |eN nt |
i
≤ Kr,r ′ , (1.19b)
sup
n≥1
E
h∫ eT
0
|deSns |i≤ Kr,r ′ , (1.19c)
where for each n ≥ 1 eN n and eSn are the martingale and the finite variation part of the
decomposition of fn(eX ) respectively. Then (1.18a) and (1.18b) will follow by Theorem
1.3. The difference is only in the fact that we need to ensure that for small enough ε
the constant Kr,r ′ above can be taken to be independent of ε.
First of all notice that (1.19a) follows from the fact that limn→∞ρ( fn, f ) = 0.
Next consider (1.19b). By the Burkholder-Davis-Gundy inequality we have for some
constant p <∞
E
h
sup
t≤eT |eN nt |
i
≤ pE
h
〈eN n, eN n〉1/2eT i= pEh∫ eT
0
|∇ fn(eX t)|2d〈 eM , eM〉t1/2i
≤ pCr ′E
h
〈 eM , eM〉1/2eT i
= pCr ′E
h
(〈M , M〉eT + ε2eT )1/2i .
To finish we need to bound 〈 eM , eM〉eT by some constant independent of ε. We
have 〈 eM , eM〉eT = 〈M , M〉eT + ε2eT which for all ε ≤ 1 is less than 〈M , M〉eT + eT which is
in turn bounded above by 〈M , M〉Tr + Tr , since Tr ≥ eT = Tr ∧ eTr ′ . Hence, eventually for
all ε
E
h
sup
t≤eT |eN nt |
i
≤ pCr ′E
h
(〈M , M〉Tr + Tr)1/2
i
,
where the right-hand side is independent of ε as well as n, and so (1.19b) follows.
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We now turn to (1.19c). The finite variation part of fn(eX t∧eT ) is given by
eSn
t∧eT =
∫ t∧eT
0
∇ fn(eXs)dAs + 12
∫ t∧eT
0
∑
i, j
∂ 2 fn
∂ x i∂ x j
(eXs)d〈eXs, eXs〉 . (1.20)
Writing Vars≤t(Ys) for
∫ t
0
|dYs| for a continuous process Yt , we have
∫ eT
0
|deSns |= Vart≤eT (eSnt )
≤ Vart≤eT∫ t
0
∇ fn(eXs)dAs+ Vart≤eT12
∫ t
0
∑
i, j
∂ 2 fn
∂ x i∂ x j
(eXs)d〈eXs, eXs〉 .
Now
Vart≤eT∫ t
0
∇ fn(eXs)dAs≤ Cr ′Vart≤eT∫ t
0
dAs

≤ Cr ′
∫ t∧Tr
0
|dAs| , (1.21)
where we have used Tr ≥ Tr ∧ eTr ′ = eT and the fact that Vart is an increasing process of
t. Hence, the bound on the expectation of the RHS above depends on r and r ′ but not
on ε.
Next we observe that, since fn is convex and the bracket 〈eXs, eXs〉 is an increas-
ing process of t, the second summand of (1.20), which we denote by F nt , is also an
increasing function of t. Thus,
Vart≤eT12
∫ t
0
∑
i, j
∂ 2 fn
∂ x i∂ x j
(eXs)d〈eXs, eXs〉≤ F neT ≤ F nTr .
But, because fn is twice continuously differentiable, using Itô’s formula we can
also write
E[F nTr ] = E[ fn(eXTr )− fn(eX0)]−Eh∫ Tr
0
∇ fn(eXs)dAsi .
Using Lemma 1.13 and Lipschitz continuity of fn in B(r ′) (we write Kr ′ for the corre-
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sponding Lipschitz constant) we have
E[F nTr ]≤Kr ′E[|eXTr |] + Cr ′E[|ATr |]
=Kr ′E[|XTr + εBTr |] + Cr ′E[|ATr |]
≤Kr ′(r +E[BTr ]) + Cr ′E[|ATr |]
for all ε ≤ 1, i.e. the bound on E[F nTr ] is independent of both n and ε for all ε ≤ 1.
Combining this with (the expectation of) the bound (1.21) we obtain (1.19c).
The assertion of the lemma now follows by Theorem 1.3.
1.6 Proof of Theorem 1.2
Finally we need to derive the analogous result for our original object of interest, a
continuous semimartingale X .
Proof of Theorem 1.2. We have limε↓0 eX (ε) = X almost surely and, thus, for a continuous
convex f , limε→0 f (eX (ε)) = f (X ) almost surely. Note that the limit of the processeX (ε) as ε tends to zero lives in the enlarged probability space (eΩ, eF ,eP), even though
the original process X is defined on (Ω,F ,P). Crucially by Itô’s lemma f (eX (ε)t ) is a
continuous semimartingale for every ε > 0. Hence, we can apply Theorem 1.3 to the
sequence of semimartingales { f (eX (ε))}ε>0 if we can show that the conditions (1.1a),
(1.1b) and (1.2) of the theorem are satisfied in our case.
We use the same localisation as in the proof of Lemma 1.14, i.e. we considereX t∧eT for eT = Tr ∧ eTr ′ = inf{t : X t /∈ B(r)} ∧ inf{t : eX t /∈ B(r ′)}, with r ′ > r > 0.
In view of Lemma 1.15 the only thing we need to prove in order to apply results
of Theorem 1.3 is
lim
ε↓0 E
h
sup
t≤eT | f (eX (ε)t )− f (X t)|
i
= 0 ,
Since by Theorem 1.7 f is Lipschitz in the ball B(r ′), we have
E
h
sup
t≤eT | f (eX t)− f (X t)|
i
≤ Kr ′E
h
sup
t≤eT |eX t − X t |
i
= εKr ′E
h
sup
t≤eT |Bt |
i
,
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where Kr ′ < ∞ is a Lipschitz constant depending on r ′. Taking the limit ε → 0 gives
the desired result.
Together with expressions (1.18a) and (1.18b) of Lemma 1.15 this ensures that
the conditions of Theorem 1.3 are satisfied in our case. It follows immediately that
the martingale part of f (X ) is given by the limit as ε → 0 of ∫ ∇ f (eX (ε))d eM (ε), the
martingale part of f (eX (ε)), locally in H 1. All is left to prove now is that this limit is
given by
∫ ∇ f (X )dM for some choice of ∇ f (x) ∈ ∂ f (x), i.e. that for all t > 0
lim
ε↓0
∫ t
0
∇ f (eX (ε)
s∧eT )d eM (ε)s∧eT = ∫ t
0
∇ f (Xs∧Tr )dMs∧Tr (1.22)
inH 1 for all r ′ > r > 0.
Proving the above convergence will require us to consider the limit of∇ f (eX (ε)
t∧eT )
as ε tends to 0. From Proposition 1.10 we know that for all t ≥ 0 for almost all values
of Bt the limit limε↓0∇ f (X t + εBt) exists and belongs to ∂ f (X t). Denote this limit by
∇ f (X t). Also for any path of X and B for small enough ε, i.e. eventually for all ε, we
have Tr < eTr ′ . That is eT → Tr as ε→ 0 a.s. and so
lim
ε↓0 ∇ f (X t∧eT + εBt∧eT ) =∇ f (X t∧Tr ) a.s. . (1.23)
Again we consider convergence in H 2 first, and convergence in H 1 follows.
We have, using the fact that limε↓0 eMt∧eT = limε↓0(Mt∧eT + εBt∧eT ) = limε↓0 Mt∧eT a.s.
lim
ε↓0
∫ t
0
∇ f (eXs∧eT )d eMs∧eT − ∫ t
0
∇ f (Xs∧Tr )dMs∧Tr
H 2
= lim
ε↓0 E
∫ eT
0
∇ f (eXs)2d〈Ms, Ms〉+ ∫ Tr
0
∇ f (Xs)2d〈Ms, Ms〉
− 2
∫ ∞
0
∇ f (eXs∧eT )∇ f (Xs∧Tr )d〈Ms∧eT , Ms∧Tr 〉1/2 . (1.24)
Once again we can use Lemma 1.13 to see that the first integrand in (1.24) is
bounded above by C2r ′ <∞, while the third integrand is bounded above by Cr Cr ′ <∞.
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Additionally we have
∫ eT
0
∇ f (eXs)2d〈Ms, Ms〉 ≤ C2r ′〈MeT , MeT 〉<∞
and ∫ ∞
0
∇ f (eXs∧eT )∇ f (Xs∧Tr )d〈Ms∧eT , Ms∧Tr 〉 ≤ Cr Cr ′〈MeT , MeT 〉<∞ ,
since 〈Mt , Mt〉, is finite for any t ≤ eT . Appealing to the dominated and bounded conver-
gence theorems we can interchange the limit with the expectation and the integration
signs respectively. Convergence (1.23) and the fact that eT → Tr a.s. then finally yield
(1.22). Noticing that the above is true for all r ′ > r > 0 concludes the proof.
Example. As was mentioned before, in [16] Bouleau has proved that any measurable
choice of subgradient ∇ f (X t) works for the stochastic integral of Theorem 1.2. A
function
∇e f (x) = lim
θ↓0 E[∇ f (x + θN)] , (1.25)
where N is a standard d-dimensional Gaussian random variable, is a particular exam-
ple. ∇e f (x) can be regarded as a sort of an average of (sub)gradients within the vicinity
of x . To verify that it does indeed define a subgradient of f at each x ∈ Rd we check
the subgradient inequality (1.7) of Theorem 1.6. For any y ∈ Rd\{0} we have
〈∇e f (x), y〉= 〈lim
θ↓0 E[∇ f (x + θN)], y〉= limθ↓0 E[〈∇ f (x + θN), y〉] . (1.26)
Now by the Lipschitz property of f and by the subgradient inequality (1.7) we have
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〈∇ f (x + θN), y〉 ≤ D(x + θN)[y] = inf
λ>0
f (x + θN +λy)− f (x + θN)
λ
≤ f (x + θN + y)− f (x + θN)≤ K |y|
for some Lipshitz constant K < ∞ depending on x and N . Appealing to the bounded
convergence theorem now allows us to take the limit inside the expectation in equation
(1.26) above
〈∇e f (x), y〉= E[〈lim
θ↓0∇ f (x + θN), y〉] . (1.27)
But by Proposition 1.10 limθ↓0∇ f (x + θN) exists, is unique and belongs to
∂ f (x) for almost all N . Denote this limit by ∇∗ f (x). Then (1.27) is equal to
E[〈∇∗ f (x), y〉]≤ E[D f (x)[y]] = D f (x)[y] .
Hence we have 〈∇e f (x), y〉 ≤ D f (x)[y] for any y ∈ Rd\{0} for all x , and so ∇e f (x)
is a well-defined subgradient of f .
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Chapter 2
Elements of representation theory.
Starting with the present chapter the thesis is taking up a study of a different subject to
that of Chapter 1. Chapters 3, 4 and 5 are concerned with a certain family of bivariate
Markov chains, diffusions and repelling particle systems, respectively.
In this chapter we outline some basic results from representation theory which
we will employ in later chapters. In particular we will describe finite-dimensional repre-
sentations of the universal enveloping algebra U(gl(n)) and its quantisation Uq(gl(n)),
treating separately the case of U(sl(2)) and Uq(sl(2)), and explain how they are related
to combinatorics. We start with some basic definitions and notation.
2.1 Basics
Given a group G, Representation theory is concerned with finding all finite- and infinite-
dimensional vector spaces on which elements of the group act as automorphisms and
describing these actions. Thus homomorphisms, structure preserving maps between
two algebraic objects, play a fundamental role in Representation theory. A group ho-
momorphism between two groups (G, ·) and (H,×) is a map ϕ : G → H such that
ϕ(g1 · g2) = ϕ(g1) × ϕ(g2). So, a group homomorphism preserves the identity and
the inverses and so the structure of the group. An isomorphism is a homomorphism
which is a bijection, an endomorphism is a homomorphism of an object into itself and
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an automorphism is an endomorphism which is a bijection. Now
Definition 2.1. (Group representation) A representation of a group G on a complex vector
space V is a homomorphism ρ
ρ : G→ Aut(V ) ,
where Aut(V ) is a family of automorphisms of V .
In other words, a representation of G on V is a map ρ such that for all g ∈ G
the map ρ(g) : V → V is linear and invertible and such that for all g, g ′ ∈ G we have
ρ(g g ′)(v) = ρ(g)ρ(g ′)(v), v ∈ V . We say that V is a G-module. The dimension of
V is called the dimension of the representation. It is customary (if slightly inaccurate)
to call the vector space V itself a representation of G and write gv as a shorthand for
ρ(g)(v). If V is endowed with an inner product 〈·, ·〉 then it is a unitary representation
if the group acts on members of V unitarily, i.e. for any g ∈ G and v, u ∈ V
〈gv, gu〉= 〈v, u〉 .
Next we define the direct sum and the tensor product of two vector spaces V and
W . The direct sum V ⊕W is a Cartesian product V ×W with element-wise addition
(v1, w1) + (v2, w2) = (v1 + v2, w1 + w2) for v1, v2 ∈ V , w1, w2 ∈ W . If V and W are
inner product spaces, so is its direct sum via 〈(v1, w1), (v2, w2)〉= 〈v1, v2〉+〈w1, w2〉. Of
course we have dim(V ⊕W ) = dim(V ) + dim(W ).
Suppose now V and W are finite-dimensional; to construct a direct product
V⊗W we associate to each pair (u, v) an element u⊗ v via a bi-linear map φ : V×W →
V ⊗W . The map φ is unique up to an isomorphism. Consider a space of all linear
combinations F := {∑nαnun⊗ vn, (un, vn) ∈ U×V,αn ∈ C} and a subspace S generated
by all the elements of F of the form
u⊗w+ v⊗w− (u+ v)⊗w, u⊗w+ u⊗ v− u⊗ (w+ v) ,
(αu)⊗ v−α(u⊗ v), u⊗ (αv)−α(u⊗ v)
for α ∈ C and u, v, w in the appropriate spaces. Then the tensor product space is
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defined by taking φ(u, v) = (u, v + S), (u, v) ∈ U × V , i.e. U ⊗ V is the quotient space
F\S. We can endow the new vector space V ⊗W with a unique inner product such
that, if {ei}i and { f j} j are orthonormal bases of V and W respectively, then {ei ⊗ f j}i, j
is an orthonormal basis of V ⊗W . This yields an alternative, somewhat more intuitive
construction of U ⊗ V , which, however, has a disadvantage of not being basis-free. It
allows us to conclude that dim(V ⊗W ) = dim(V )dim(W ). If, in addition, vector spaces
U and V are algebras, then the tensor product U ⊗ V can be given the structure of an
algebra by defining (u1⊗v1)(u2⊗v2) = (u1u2)⊗(v1v2), for all u1, u2 ∈ U and v1, v2 ∈ V .
The above two constructions generalise in a natural manner to more than two
vector spaces. We write
⊗n V for the n-fold tensor product of a vector space V .
Suppose V and W are two finite-dimensional representations of G. Then the
direct sum V ⊕W and the direct product V ⊗W are also representations of G; the
former via
g(v ⊕w) = gv⊕ gw ,
and the latter via
g(v ⊗w) = gv⊗ gw .
We say that a subspace W of a representation V is an invariant subspace if it is
invariant under the group action, i.e. gw ∈W for every w ∈W and g ∈ G. If V doesn’t
have any non-trivial invariant subspaces then we call V an irreducible representation (or
an irrep), otherwise it is reducible. If a representation V can be written as a direct sum
of invariant subspaces, then we say V is completely reducible or decomposable.
Now imagine two finite-dimensional irreps V and W of G, and suppose that the
tensor product representation of V and W is completely reducible. Then one can write
V ⊗W as a direct sum
V ⊗W =⊕
r
V r ,
where each V r is an irreducible representation of G (note that the irreps on the RHS
do not necessarily have multiplicities one). Since for each r V r is a subspace of V ⊗W ,
the orthonormal basis vectors {vrk}k of V r can be written as linear combinations of the
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basis vectors of V ⊗W
vrk =
∑
i, j
αr,ki, j ei ⊗ f j .
The coefficients αr,ki, j are called Clebsch-Gordan or Wigner coefficients, as we will refer to
them.
We are now ready to introduce Lie groups. A real (resp. complex) Lie group is
a group with the compatible structure of a differentiable real (resp. complex) manifold
and a group, i.e. the multiplication and the inverse group operations
× : G× G→ G ,
i : G→ G
are differentiable maps. Consider a group of all invertible real n× n matrices GLR(n),
called the general linear group. Each n× n matrix can be associated to a point in Rn2 ,
matrix multiplication and matrix inversion operations are differentiable maps and so
GLR(n) is a real Lie group. The group of n× n complex invertible matrices GLC(n) is
a complex Lie group. So is the subgroup SLC(n) = {A ∈ GLC(n) : det(A) = 1} called
the special linear group. The Unitary group U(n) = {A ∈ GLC(n) : AA∗ = A∗A = I} and
the special Unitary group SU(n) = {A ∈ U(n) : det(A) = 1} are real Lie groups. Here ∗
denotes conjugate transpose and I is an identity matrix of appropriate size. The above-
mentioned groups are all matrix groups.
A fundamental role in the representation theory of Lie groups is played by Lie
algebras. In general
Definition 2.2. (Lie algebra) A real (resp. complex) Lie algebra g is a real (resp. complex)
vector space together with a bi-linear anti-symmetric operator [·, ·] : g× g→ g, called the
Lie bracket, satisfying the Jacobi identity
[x , [y, z]] + [y, [z, x]] + [z, [x , y]] = 0 .
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Every linear Lie group has a real Lie algebra associated to it (see e.g [22, Thm.
10.5.III]). The purpose of a real Lie algebra is to capture and describe ‘local’ properties
of the associated Lie group. More specifically a real Lie algebra of a Lie group is a tan-
gent space of the group at the identity. Such tangent space naturally has the structure
of a Lie algebra (see, for example, [35, §8.1]). Informally speaking, close to the iden-
tity every member of the group G can be approximated by a member of the associated
real Lie algebra g. Lie algebra of a Lie group doesn’t however capture the global infor-
mation about the group; there exist groups with isomorphic Lie algebras which are not
themselves isomorphic.
Note that matrices forming a real Lie algebra of a matrix group need not them-
selves have real entries. One can easily complexify a Lie algebra to obtain the corre-
sponding complex Lie algebra.
A homomorphism of two Lie algebras g and g′ is a linear map ρ : g→ g′ which
preserves the Lie bracket, i.e.
ρ([X , Y ]) = [ρ(X ),ρ(Y )], X , Y ∈ g .
Definition 2.3. (Representation of a Lie algebra) A representation of a Lie algebra on a
finite-dimensional vector space V is a homomorphism ρ
ρ : g→ End(V ) ,
where End(V ) stands for the collection of all endomorphisms of V .
We say that a representation V of an algebra g is a module with respect to that
algebra. Every representation of a group induces a representation of the corresponding
Lie algebra. The converse however is not as straightforward, but is true in some situ-
ations. To see how we can relate a representation of a Lie algebra to a representation
of a Lie group we need to introduce the exponential map. Let {g(t) ∈ G : t ∈ R} be a
subgroup of a linear Lie group G such that g(t)g(s) = g(t + s) for all t, s ∈ R. We call
this a one-parameter subgroup of G. Now
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Theorem 2.4. ([22, Thm. 10.5.V]) Every element X of a real Lie algebra g of a linear Lie
group G can be associated with a one-parameter subgroup of G defined by
g(t) = exp(tX ) .
The map exp : g→ G is called the exponential map.
For compact semisimple Lie groups the exponential map is onto [74, Cor. VIII.1.2].
Notably SU(n) is an example of a compact, semisimple Lie group [74, Ch. VIII.4, p.
174]; we will use this fact later in the chapter. Finally we note that for the matrix
groups the exponential map is the usual matrix exponentiation.
Recall that if V and U are finite-dimensional representations of a Lie group G
so is the direct product V ⊗ U . The representations of the group on U and V induce
representations of the Lie algebra on U and V . We would like an action of the group on
U ⊗ V to induce a representation of the algebra on U ⊗ V . This is done by defining the
action of the algebra on the elements of the space V ⊗ U by
X (v ⊗ u) = (X v)⊗ u+ v⊗ (Xu)
for v ∈ V , u ∈ U and X ∈ g. Again if a tensor product of two representations is
completely reducible, it can be expressed as a direct product of irreps, i.e. we can write
V ⊗W '⊗r V r . Note also that the Wigner coefficients of a Lie algebra describing the
embedding V r ⊂ V ⊗W (which are defined in an analogous manner to the Wigner
coefficients of a Lie group) are the same as the Wigner coefficients of the corresponding
Lie group describing the same embedding [22, pp. 412-413].
Finally we introduce the universal enveloping algebra U(g) of a Lie algebra
g. We will see later, when we introduce some basic Quantum Probability theory, that
many observables of interest are members of appropriate universal enveloping algebras.
Let g be an algebra over complex numbers and define T0(g) = C, T1(g) = g and
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T n(g) =
⊗n
g for n≥ 1. Let T (g) be the vector space defined by
T (g) =
⊕
k
T k(g) = C⊕ g⊕ (g⊗ g)⊕ (g⊗ g⊗ g)⊗ ...
with multiplication law given by the tensor product, i.e.
(x1⊗ ...⊗ xn)(xn+1⊗ ...⊗ xm) = x1⊗ ...⊗ xn⊗ xn+1⊗ ...⊗ xm
for x i ∈ g, 1 ≤ i ≤ m. We call T (g) the tensor algebra of g. Let I(g) be the two-sided
ideal generated by all the elements of the form
[x , y]− x ⊗ y + y ⊗ x , x , y ∈ g ,
i.e. I(g) is a subspace of T (g) with x − y ∈ I(g) if x , y ∈ I(g) and zx , xz ∈ I(g) for
all x ∈ I(g) and z ∈ T (g). Then the universal enveloping algebra of g, denoted U(g), is
the associative algebra given by the quotient space of the tensor algebra T (g) by the
two-sided ideal I(g), i.e. U(g) = T (g)\I(g). Evidently, g⊂ U(g).
Definition 2.5. (Representation of universal enveloping algebra) Let U(g) be a universal
enveloping algebra of a Lie algebra g. A representation of U(g) on a finite-dimensional
complex vector space V is a homomorphism
eρ : U(g)→ End(V ) .
Let ρ be a representation of the Lie algebra g. Then ρ extends uniquely to a
representation of the universal enveloping algebra by
eρ(x1⊗ ...⊗ xn) = ρ(x1)⊗ ...⊗ρ(xn) ,
for x i ∈ g, 1 ≤ i ≤ n. Conversely, from every representation eρ of U(g) we can obtain a
representation ρ of g by letting ρ(x) = eρ(x) for x ∈ g.
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2.2 Representations of sl(2) and U(sl(2))
We are now ready to discuss concrete examples. We start with slC(2), the (complex)
Lie algebra of the special linear group SL(2). To construct a certain discrete bi-variate
Markov chain in Chapter 3, we need to study finite-dimensional irreducible represen-
tations of slC(2) and in particular the Wigner coefficients describing the decomposition
of the tensor products of the representations into irreps.
The Lie algebra slC(2) := sl(2) is a complex vector space of 2 × 2 complex
matrices with trace zero spanned by three generators
H =
 1 0
0 −1
 , X =
 0 1
0 0
 , Y =
 0 0
1 0
 ,
which satisfy the commutation identities
[H, X ] = 2X , [H, Y ] =−2Y, [X , Y ] = H , (2.1)
where the Lie bracket [·, ·] is given by the commutator
[A, B] = AB− BA; A, B ∈ g
and the multiplication rule by the usual matrix multiplication.
It is well known that for each integer n ≥ 0 there is a unique, up to an iso-
morphism, irreducible representation of sl(2) of dimension n+ 1; we denote it by Vn.
In particular V0 = {1} is a trivial representation with ρV0(a) = 1 for all a ∈ sl(2) and
V1 := V ' C2 is a natural representation with ρV1(a) = a, a ∈ sl(2).
Suppose V is any finite-dimensional representation of sl(2). A scalar α is called
a weight and a vector v ∈ V the associated weight vector if Hv = αv, i.e. if the action
of H on V is diagonalisable with eigenvalue α and the corresponding eigenvector v. A
vector v ∈ V is called the highest (resp. lowest) weight vector if additionally X v = 0
(resp. Y v = 0). Every finite-dimensional sl(2)-representation has the highest (and
lowest) weight vector (see [48, Prop. V.4.2]).
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In what follows we shall identify Vn as a subspace of the n-fold tensor product⊗n V of the natural representation. Let {e0, e1} := {
 0
1
 ,
 1
0
} be the canonical
orthonormal basis of C2 ' V . Then e0 is the lowest weight vector of V1 with weight −1.
Define enk as the image of the action of the k
th power of X on en0 :=⊗ne0, i.e.
enk :=
r
(n− k)!k!
n!
X k(⊗ne0) =
r
(n− k)!k!
n!
∑
σ
eσ1 ⊗ ...⊗ eσn ,
where the summation is over all distinct permutations of indices of ei ’s such that the
number of i’s equal to 1 is k. The constant involving factorials in front of X k ensures
that the vector enk has unit length. Then X e
n
k = 0 for all k ≥ n and the set of vectors
(en0 , ..., e
n
n) is orthonormal. Moreover one calculates
Henk = (2k− n)enk ,
X enk =
p
(n− k)(k+ 1)enk+1 ,
Yenk =
p
k(n− k+ 1)enk−1 .
(2.2)
The invariant space spanned by the vectors {eni ; 0 ≤ i ≤ n} is isomorphic to the
irreducible representation Vn of dimension n+ 1 (see [48, Thm. V.4.4] or [35, Claim
11.4]). The action of H on Vn is diagonalisable with eigenvalues (−n,−n+2, ..., n−2, n)
with corresponding eigenvectors (en0 , ..., e
n
n). In particular the highest weight vector
enn corresponds to the highest weight n. Thus constructed vector spaces Vn, n ≥ 0,
constitute all finite-dimensional irreducible representations of slC(2).
It is known that every finite-dimensional representation of sl(2) is completely
reducible (this follows from the fact that sl(2) is semisimple and, for example, [35,
Thm. 9.19]), that is, it can be written as a direct sum of irreps. Consider a tensor
product of Vn with the natural representation V . What is the direct sum decomposition
of Vn⊗V? The product space has the orthonormal basis {enk⊗e0, enk⊗e1; 0≤ k ≤ n}, and
so one easily finds that the action of H on the space is diagonalisable with eigenvalues
(−n+1,−n+3, ..., n−3, n−1)with multiplicity two and (−n−1, n+1)with multiplicity
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one. Thus, Vn⊗ V must contain a copy of Vn−1 and a copy of Vn+1 and we have
Vn⊗ V ' Vn−1⊕ Vn+1 . (2.3)
We would like to calculate Wigner coefficients describing embeddings Vn−1, Vn+1 ⊂
Vn⊗ V .
Proposition 2.6. Let { fp; 0 ≤ p ≤ n− 1}, resp. {uk; 0 ≤ k ≤ n+ 1}, be an orthonormal
basis of Vn−1, resp. Vn+1, in the decomposition (2.3), such that H fp = (2p − (n− 1)) fp
and Huk = (2k− (n+ 1))uk. Then
fp =
Ç
n− p
n+ 1
enp ⊗ e1−
r
p+ 1
n+ 1
enp+1⊗ e0 ,
uk =
r
k
n+ 1
enk−1⊗ e1+
r
n− k+ 1
n+ 1
enk ⊗ e0
(2.4)
for 0≤ p ≤ n− 1 and 0≤ k ≤ n+ 1.
Proof. By construction fk and uk are weight vectors with weights 2k − (n − 1) and
2k− (n+ 1) respectively. But for 1≤ k ≤ n
H(enk ⊗ e0) = (2k− n− 1)enk ⊗ e0 and H(enk ⊗ e1) = (2k− n+ 1)enk ⊗ e1 ,
and so we must have
un+1 = e
n
n ⊗ e1, u0 = en0 ⊗ e1 ,
uk = αe
n
k−1⊗ e1+ βenk ⊗ e0 and fk−1 = α′enk−1⊗ e1+ β ′enk ⊗ e0 ,
for some α,β ,α′,β ′ ∈ C. To calculate the constants α,β ,α′,β ′ recall that in order to
span Vn−1 and Vn+1 the sets of vectors ( fp; 0≤ p ≤ n− 1) and (uk; 0≤ k ≤ n+ 1) must
satisfy relations (2.2). In particular, the action of X must take fk (resp. uk) to fk+1
(resp. uk+1) and kill fn−1 (resp. un+1). Thus successively applying X to f0 (resp. u0)
we find that this happens precisely when the constants α,α′,β ,β ′ are as in (2.4). Note
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also that one can achieve the same result by applying powers of Y to fn−1 and un+1
instead.
The universal enveloping algebra U(sl(2)) is isomorphic to a complex algebra
generated by the three abstract elements H, X and Y satisfying relations (2.1). Hence
the above analysis is still valid and shows that finite-dimensional irreducible U(sl(2))-
modules are isomorphic to representations Vn of sl(2) described above (see [48, Ch.
V.3]).
2.3 Quantum enveloping algebra Uq(sl(2))
It is possible to construct a one-parameter deformation, or quantisation, of U(sl(2)). It
is called the quantum enveloping algebra and denoted by Uq := Uq(sl(2)) (for more on
quantisation of algebras see, for example, [21, Ch. 9.1]). Parameter q is complex and
must not be a root of unity; in our case q ∈ (0,1). The quantum enveloping algebra
Uq(sl(2)) is a complex algebra with four generators X , Y, qH and q−H satisfying the
following identities
qHq−H =q−HqH = 1 ,
qH Xq−H = q2X , qH Y q−H = q−2Y ,
[X , Y ] =
qH − q−H
q− q−1 .
(2.5)
Letting q tend to 1 in the above, one can recover identities (2.1) satisfied by the
generators X , Y and H of U(sl(2)).
Coproduct, or comultiplication, is a linear function 4 : Uq → Uq ⊗ Uq (which,
together with the counit and certain relations between the two maps, endows Uq with
the coalgebra structure) is defined by the following relations
4(q±H) = q±H ⊗ q±H ,
4(Z) = Z ⊗ q−H/2+ qH/2⊗ Z; Z ∈ {X , Y } .
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Note. This definition of Uq(sl(2)) is an n = 2 adaptation of the definition of
Uq(gl(n) of Jimbo, Date and Miwa [24] and so the coproduct action differs from a
more conventional definition4(Z) = Z ⊗1+ qH ⊗ Z , Z ∈ {X , Y }, found in most books.
Coproduct defines action of Uq on tensor products of representations: if ρ1
and ρ2 are two representations of Uq on vector spaces V1 and V2 respectively, then
representation on the direct product V1⊗ V2 is defined by
(ρ1⊗ρ2)4 : Uq→ End(V1⊗ V2) .
We now describe all finite-dimensional irreducible representations, or modules,
of Uq. For each integer n ≥ 0 there exist two irreducible representations of Uq of
dimension n+ 1; we denote them by Vn,+ and Vn,−. The highest (resp. lowest) weight
vector of a finite-dimensional module V is a non-zero vector v ∈ V such that qH v =
αv and X v = 0 (resp. Y v = 0). Every non-zero finite-dimensional Uq-module has
the highest weight vector (see [48, Prop. VI.3.3]). Let Vn,± be a vector space with
orthonormal basis {en,±0 , ..., en,±n } and define the action of the generators as follows
qH en,±k =±q2k−nen,±k ,
X en,±k =
p
[n− k]q[k+ 1]qen,±k+1 ,
Yen,±k =±
p
[k]q[n− k+ 1]qen,±k−1 ,
(2.6)
where for k > 0
[k]q =
qk − q−k
q− q−1 .
In particular en,± is the highest weight vector with weight ±qn. One can check
that thus defined actions on Vn,± agree with (2.5). Vector spaces Vn,± are unique (n+1)-
dimensional representations of Uq up to an isomorphism ([48, Thm. V.4.4]).
From now on we are only interested in representations Vn,+. The branching rule
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for Vn,+⊗ V is the same as in the classical case (2.3), i.e.
Vn,+⊗ V ' Vn−1,+⊗ Vn+1,+ .
Again to see this, it is enough to note that the action of qH on the tensor space
Vn,+ ⊗ V is diagonalisable with eigenvalues (q2k−n−1; 1 ≤ k ≤ n) with multiplicity two
and (q−n−1, qn+1) with multiplicity one.
Proposition 2.7. Let { fp; 0 ≤ p ≤ n− 1}, resp. {uk; 0 ≤ k ≤ n+ 1}, be an orthonormal
basis of Vn−1,+, resp. Vn+1,−, in the decomposition of Vn,+ ⊗ V above, such that H fp =
q2p−(n−1) fp and Huk = q2k−(n+1)uk. Then
fp = q
(p+1)/2
È
[n− p]q
[n+ 1]q
enp ⊗ e1− q(p−n)/2
È
[p+ 1]q
[n+ 1]q
enp+1⊗ e0 ,
uk = q
(k−n−1)/2
È
[k]q
[n+ 1]q
enk−1⊗ e1+ qk/2
È
[n− k+ 1]q
[n+ 1]q
enk ⊗ e0 ,
(2.7)
for 0≤ p ≤ n− 1 and 0≤ k ≤ n+ 1.
Proof. The proof proceeds exactly like the proof of Proposition 2.6.
Note that by letting q tend to 1 we can recover expressions (2.4).
2.4 Some combinatorics
Before we talk about the enveloping algebra U(gl(n)), we state some relevant defini-
tions and results from combinatorics. For proofs of results in this section and more
details see books by Stanley [75] or Sagan [73].
A partition is a sequence of positive numbers (λ1,λ2,λ3...) with λ1 ≥ λ2 ≥ λ3 ≥
... and a number n ≥ 1, called the size of the partition, such that λm = 0 exactly for all
m > n. It is convenient to write λ = (λ1, ...,λn) to designate such partition. We denote
by Pn the collection of all partitions of size n. If |λ| =∑i λi = a we write λ ` a. For
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two partitions λ and µ we write µ≺ λ if
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ...
and µ↗ λ to say that µ≺ λ and |λ|= |µ|+1. If µ≺ λ, we say that µ is interlaced with
λ.
A Young diagram is a left-aligned array of boxes with weakly increasing row
lengths. Each diagram is characterised by its shape, a vector of the row lengths. The
number of boxes in a diagram is called its size. Evidently if λ is a shape of a Young
diagram of size a, then λ ` a. Figure below, for example, depicts a Young diagram of
size 9 and with shape given by a vector λ= (5,3, 1) ` 9.
A filling of a Young diagram with integers from [n] := {1,2, ..., n} such that
entries are weakly increasing along the rows and strictly increasing down the columns
is called a semi-standard Young tableau or simply a tableau. A semi-standard Young
tableau which entries are all distinct is called a standard Young tableau. A tableau with
entries in [n] has at most n rows. The type of a Young tableau with values in [n] is a
vector (x1, ..., xn) where x i is the number of i’s in the tableau. Below is a semi-standard
filling of the Young diagram above with numbers from [4]; the type of the tableau is
(2,2, 2,3).
We call a word a sequence of positive integers {a1, a2, ..., ak} such that ai ∈ [n]
for 1≤ i ≤ k. With any word a ∈ [n]k one can associate a pair of Young tableaux (P,Q)
of size k and entries in [n]. The P-tableau is semistandard and is constructed via a so
called row insertion or row bumping algorithm. The algorithm proceeds as follows.
• At step one add a box containing number a1.
• At time step k > 1 consider ak. If the rightmost box in the first row has a number
39
smaller than or equal to ak, append ak at the end. Otherwise insert ak instead
of the rightmost number bigger than ak and place the displaced number in the
second row via the same procedure. Proceed until no boxes can be displaced.
The Q-tableau, called a recording tableau, is a standard Young tableau of the
same shape as the P-tableau and is constructed by placing in each box the number
of the step at which this box was added to the P-tableau. The Robinson-Schensted
correspondence, or the RS correspondence, states that words in [n]k and pairs of Young
tableaux (P,Q), where P is semistandard tableau of size k with entries from [n] and Q
is a standard tableau of the same shape, are in one-to-one correspondence. In the next
chapter we will look at the Robinson-Schensted algorithm with random input.
One can also apply the Robinson-Schensted algorithm with column insertion
instead of the row-insertion; it is defined analogously to the row insertion with the role
of rows and columns interchanged. The resulting correspondence between random
words and pairs (P,Q) is also a bijection.
With each semistandard Young tableau one can associate a so-called Gelfand-
Cetlin pattern (sometimes spelled Gelfand-Tsetlin pattern), abbreviated GC-pattern.
Definition 2.8. (Gelfand-Cetlin pattern) A Gelfand-Cetlin pattern of depth n is an array
of positive real numbers m = (mn, ..., m1) ∈ Rn+ × ...×R+ such that m1  m2  ...  mn,
i.e. such that the following interlacing inequalities
mij ≥ mi+1j ≥ mij+1 (2.8)
hold. Schematically a GC-pattern can be expressed as a triangular array
mn1 m
n
2 . . . m
n
n−1 mnn
mn−11 . . . . . . . . . . . . . . . . mn−1n−1
. . . . . . . . . . . . . . . . . . . . .
.
m21 m
2
2
m11
.
In what follows we will primarily consider GC-patterns with natural numbers as
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entries. One can construct a GC-pattern of depth n from a semi-standard Young tableau
with entries in [n] as follows. The top row of the pattern is taken to be the shape of
the tableau. If we remove all the boxes filled with number n, by construction of the
tableau, we obtain a semi-standard Young tableau again. Moreover, the shape of the
new tableau will be interlaced with the shape of the original one. Take the shape of the
new tableau to be the second row of the pattern. We proceed by stripping the Young
tableau of boxes filled with consecutive numbers, at each step taking the shape of the
new tableau to be the next row of the pattern. Interlacing conditions (2.8) are satisfied
automatically because of the definition of a Young tableau. We see that there is a one-
to-one correspondence between Geldand-Cetlin patterns of depth n and semi-standard
Young tableaux with entries in [n], or equivalently the nested sequences formed by
their rows. For example
5 3 1 0
4 2 0
3 1
2
is the GC-pattern associated with the Young tableau above.
We will denote byKλ the collection of all GC-patterns with top row λ= (λ1, ...,λn),
and call Kλ the Gelfand-Cetlin cone. We will need the following classical result
Theorem 2.9. (see, for example, [35, Thm. 6.3]) The number of Gelfand-Cetlin patterns
with top row λ= (λ1, ...,λn) is
|Kλ|=
∏
i< j
λi −λ j − i+ j
j− i . (2.9)
For a partition λ the Vandermonde determinant 4(λ) is given by
4(λ) = det(λk− ji ) =
∏
i< j
(λi −λ j) . (2.10)
Hence, if we let eλi = λi − i, then we can rewrite (2.9) as
|Kλ|= 1Zn4(
eλ) , (2.11)
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where Zn := 1/
∏
i< j(i− j).
2.5 Representation theory of universal enveloping algebra
U(gl(n)) and quantum algebra Uq(gl(n))
In chapter 5 we will construct an n-dimensional generalisation of the family of dis-
crete bivariate chains considered in the next chapter. To do that we need to study
representation theory of U(gl(n)), the universal enveloping algebra of the Lie algebra
glC(n) := gl(n) associated to the general linear group of degree n, and its quantum
counterpart Uq(gl(n)). The Lie algebra U(gl(n)) is a complex associative unital algebra
spanned by the generators {Ei j; 1≤ k ≤ n} satisfying the commutation relation
[Ei j , Ekl] = δ jkEil −δil Ek j . (2.12)
For each partition λ with at most n parts there exists an irreducible represen-
tation Vλ of U(gl(n)) of dimension |Kλ|. The space Vλ is spanned by vectors param-
eterised by the fillings of a Young tableau of shape λ or, alternatively, by all the GC-
patterns with top row λ. We call this basis the Gelfand-Cetlin basis, and equip Vλ with
an inner product with respect to which it is orthonormal. Write em for a vector from the
GC basis corresponding to the pattern m. It suffices to define the actions of Ek,k+1, Ek+1,k
and Ekk on Vλ for all k. Actions on Vλ of all the other generators can be deduced from
the actions of Ekk, Ek,k+1, Ek+1,k and the commutator relations (2.12). Indeed, we have
[Ek,k+1, Ek+1,k+h] = Ek,k+h, [Ek+h,k+1, Ek+1,k] = Ek+h,k . (2.13)
for all h≥ 1.
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For a pattern m ∈Kλ we define
Ekkem =
 
i∑
k=1
mik −
i−1∑
k=1
mi−1k
!
em , (2.14a)
Ek,k+1em =
(k)∑
bm ck(bm, m)ebm, Ek+1,kem =
(k)∑
bm ck(m, bm)ebm , (2.14b)
where
∑(k)bm stands for a summation over all bm such that bmi = mi if i 6= k. Let l ij = mij− j.
The coefficient ck(m, bm), for m, bm ∈Kλ, is defined by
ck(m, bm) =
−∏k−1i=1 (lk−1i − lkj )∏k+1i=1 (lk+1i − lkj + 1)∏
i 6= j(lki − lkj )(lki − lkj + 1)

1
2
and is non-zero only if bmkj = mkj − 1 for some j and bmip = mip for all (i, p) 6= (k, j), i.e.
the pattern bm is obtained from the pattern m by subtracting 1 from a single element
mkj . We see that every vector em ∈ Vλ, m ∈ Kλ, is a weight vector with the associated
weight
∑
k m
i
k −
∑
k m
i−1
k . In particular, the vector e associated to the Young tableau
with only k’s in the kth row, or equivalently to the GC-pattern
λ1 λ2 . . . λn−1 λn
λ1 . . . . . . . . . . . . . . . λn−1
. . . . . . . . . . . . . . . . . . . .
.
λ1 λ2
λ1
is the highest weight vector with Eiie = λie and Ei je = 0 for all i < j.
The algebra U(gl(n−1)) is naturally embedded in U(gl(n)) via mappings Ei j →
Ei j for 1 ≤ i, j ≤ n − 1. Restricted to the action of U(gl(n − 1)), Vλ contains all the
U(g(n− 1)) irreducibles parameterised by µ = (µ1, ...,µn−1) such that µ ≺ λ ([5, Ch.
8.8, Thm. 1]). We denote these invariant subspaces by Vµ
λ
to stress the fact that they
are embedded in Vλ. We write
Vλ '
⊕
µ≺λ
Vµ
λ
. (2.15)
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Each irreducible module on the right-hand side appears exactly once.
As before we are particularly interested in the tensor product representation
Vλ ⊗ V , where V := V(1,0,0...) = Cn is the natural representation of U(gl(n)), and its
decomposition into the direct sum of irreducibles. The branching rule is given as follows
Vλ⊗ V '
⊕
λ′:λ↗λ′
Vλ′ . (2.16)
Again the embedding of each Vλ′ in the space Vλ⊗V is described by the Wigner
coefficients, although the formula is much more complicated than in the case n = 2
described in Section 2.2. Here we are using the notation and Wigner coefficients given
in [24] for the case when q = 1. Suppose λ′ is obtained from λ by adding a box at
row p and let m ∈ Kλ′ . Then for (in, ..., i j) with in = p, 1 ≤ ik ≤ k and 1 ≤ j ≤ k ≤ n,
define a GC-pattern bm := (m; in, ..., i j) ∈ Kλ such that bmki = mki for all i 6= ik andbmkik = mkik − 1, j ≤ k ≤ n. In other words m is the GC-pattern associated with the
Young tableau obtained by adding a box with number j at row p to the Young tableau
associated with pattern (m; in, ..., i j). When a box filled with number j is added, entries
on at most top n− j + 1 rows change with exactly one entry increasing by 1 in each
row. Each index ik indicates which entry exactly changes in row k. For any e
′
m ∈ Vλ′ ,
λ↗ λ′, the Clebsch-Gordan formula reads
e′m =
n∑
j=1
∑
(in,...,i j)
w((m; in, ..., i j))e(m;in,...,i j)⊗ e j , (2.17)
where e(m;in,...,i j) ∈ Vλ and {e1, ..., en} is the canonical basis of Cn. The Wigner coeffi-
cients w((m; in, ..., i1))≡ 〈e′m, e(m;in,...,i j)⊗ e j〉 are given by
w((m; in, ..., i j))
= w(1)
 m j1 · · · m jj i j
m j−11 · · · m j−1j−1
 n∏
k= j+1
w(2)
 mk1 · · · mkk ik
mk−11 · · · mk−1k−1 ik−1
 , (2.18)
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where w(1) and w(2) are the reduced Wigner coefficients defined by
w(1)
 x1 · · · xn i
y1 · · · yn−1
= ∏k≤n−1(eyk − ex i)∏
k≤n,k 6=i(exk − ex i + 1)
! 1
2
,
w(2)
 x1 · · · xn i
y1 · · · yn−1 j
=
 ∏
k≤n,k 6=i
exk − ey j + 1exk − ex i + 1 ∏k≤n−1,k 6= j eyk − ex ieyk − ey j

1
2
,
(2.19)
where exk = xk − k and eyk = yk − k.
To finish the discussion of representations of U(gl(n)) we prove
Lemma 2.10. For any λ= (λ1, ...,λn) a U(gl(n))-module Vλ is a representation of SU(n),
the special Unitary group of degree n. Moreover, the action of the group on Vλ is unitary
with respect to the inner product on Vλ which makes the Gelfand-Cetlin basis orthonormal,
i.e.
〈gem, gebm〉= 〈em, ebm〉
for all em, ebm ∈ Vλ and g ∈ SU(n).
which we will need in Chapter 5.
Proof. We start by recalling that any representation of the universal enveloping algebra
can be restricted to a representation of the corresponding Lie algebra. Hence for any
partition λ of at most n parts Vλ is also a representation of the Lie algebra glC(n).
This representation can be in turn restricted to a representation of glR(n). The real Lie
algebra glR(n) consists of all real n×n matrices and has n2 generators (Ei j , 1≤ i, j ≤ n)
satisfying commutation relations (2.12). These generators can be represented in terms
of n× n matrices with Ei j being a matrix of all zeros except for the (i j)th entry (these
are Cartan-Weyl matrices).
Now define
Aii = iEii ,
Ai j = i(Ei j + E ji), A ji = E ji − Ei j for i < j .
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The operators (Ai j , 1 ≤ i, j ≤ n) span u(n), the Lie algebra of the Unitary group
of degree n. Note that 〈Ek,k+1em, ebm〉 = 〈em, Ek+1,kebm〉 and so 〈Ei jem, ebm〉 = 〈em, E jiebm〉
by (2.13). It follows for all em, ebm ∈ Vλ that
〈Ai jem, ebm〉=−〈em, Ai jebm〉 ,
i.e. operators Ai j are anti-Hermitian in the space Vλ. By imposing the condition t r(A) =
0 for any X ∈ u(n) we identify a subalgebra su(n), the Lie algebra of the special Unitary
group of degree n. Recall that the exponential map exp : su(n)→ SU(n) is onto, and so
every g ∈ SU(n) can be expressed as exp(tX ) for some X ∈ su(n) and t ∈ R. But since
each X is anti-Hermitian, i.e. X =−X ∗, we have for any em, ebm ∈ Vλ
〈gem, gebm〉= 〈exp(tX )em, exp(tX )ebm〉= 〈em, (exp(tX ))∗ exp(tX )ebm〉
= 〈em, exp(t(X ∗+ X ))ebm〉= 〈em, ebm〉 ,
where we can go from line one to line two because X and X ∗ commute ([22, Thm. II
(a), p. 378]). In other words the group SU(n) acts on Vλ unitarily.
Finally we describe the quantisation of U(gl(n)). The quantum algebra Uq(gl(n)),
q ∈ (0,1), is a unital associative complex algebra with generators {E±i ; 1 ≤ i ≤ n},
{q±εi/2, 1≤ i ≤ n} satisfying the following relations
qεi/2q−εi/2 = q−εi/2qεi/2 = 1 ,
qεi/2qε j/2 = qε j/2qεi/2 ,
qεi/2E±j q−εi/2 = q±1/2E±j for i = j ,
= q∓1/2E±j for i = j+ 1 ,
= E±j otherwise ,
[E+i , E
−
j ] = δi j
qHi − q−Hi
q− q−1 ,
(E±i )2E±− (q+ q−1)E±i E±j E±i + E±j (E±i )2 = 0 for |i− j|= 1 ,
E±i E±j = E±j E±i for |i− j| ≥ 2 ,
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where Hi = εi − εi+1.
The coproduct 4 : Uq→ Uq is given by
4(qεi/2) = qεi/2⊗ qεi/2 ,
4(E±i ) = E±i ⊗ q−Hi/2+ qHi/2⊗ E±i .
Vector spaces Vλ, where λ is a partition of at most n parts, constituting all finite-
dimensional representations of U(gl(n)) are also representations of Uq(gl(n)) with the
same corresponding highest weight vectors. Moreover, branching rules (2.15) and
(2.16) also hold. The actions of the generators on any basis vector em ∈ Vλ are de-
fined by
qεi/2em = q
∑i
k=1 m
i
k−
∑i−1
k=1 m
i−1
k

/2em ,
E+i em =
(k)∑
bm ck(bm, m)ebm, E−i em =
(k)∑
bm ck(m, bm)ebm ,
where
∑(k)bm is defined as in (2.14b) and ck(m, bm) is given by
ck(m, bm) =
−∏k−1i=1 [lk−1i − lkj ]q∏k+1i=1 [lk+1i − lkj + 1]q∏
i 6= j[lki − lkj ]q[lki − lkj + 1]q

1
2
if bmkj = mkj − 1 for some j and bmip = mip for all (i, p) 6= (k, j), i.e. the pattern bm is
obtained from the pattern m by subtracting 1 from a single element mkj , and is zero
otherwise.
Finally the Clebsch-Gordan formula for the embedding of any Vλ′ in Vλ ⊗ V in
(2.16) is again given by (2.17). The corresponding Wigner coefficients wq((m; 1n, ..., i j))
can be written as a product of the reduced Wigner coefficients w(1)q and w
(2)
q similarly
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to (2.18), however the latter are now given by
w(1)q
 x1 · · · xn i
y1 · · · yn−1
= ∏k≤n−1[eyk − ex i]q∏
k≤n,k 6=i[exk − ex i + 1]q
! 1
2
, (2.20)
w(2)q
 x1 · · · xn i
y1 · · · yn−1 j
=
 ∏
k≤n,k 6=i
[exk − ey j + 1]q
[exk − ex i + 1]q ∏k≤n−1,k 6= j [eyk − ex i]q[eyk − ey j]q

1
2
,
(2.21)
where exk = xk−k and eyk = yk−k. The Wigner coefficients of U(gl(n)) can be obtained
from the ones above by letting q tend to 1.
Note the multiplicative structure of the Wigner coefficients which are expressed
in terms of a product of reduced Wigner coefficients, both in the classical and quantum
cases. This property of w will prove invaluable in Chapter 5 when we analyse a certain
Markov chain evolving in the Gelfand-Cetlin cone.
Representations of Uq(gl(n)) at q = 0 and the Robinson-Schensted algorithm. Fi-
nally we explain how representations of Uq(gl(n)) are connected with the Robinson-
Schensted correspondence. From our discussion above it follows that the algebra
U(gl(n)) can in some respect be regarded as the limit of Uq(gl(n)) as q → 1. At the
other hand, for q = 0, Uq(gl(n)) no longer makes sense. However, we can still take
the limit q→ 0 in the definition of the wigner coefficients wq. For any partition λ with
λ1 ≥ λ2... ≥ λn consider the branching rule (2.16) again. Recall that for any λ′, such
that λ ↗ λ′, the embedding of the module Vλ′ in Vλ ⊗ V is described by the Clebsch-
Gordan formula (2.17) which gives the basis vectors of Vλ′ as linear combinations of
the basis vectors of Vλ ⊗ V . For any GC-pattern m denote by τ(m) the corresponding
semi-standard Young tableau. In [24] Date, Jimbo and Miwa show ([24, Prop. 2.4])
that for any e′m ∈ Vλ′ and ebm ∈ Vλ
lim
q→0 e
′
m = αebm⊗ e j , (2.22)
where α ∈ C is some scalar and τ(m) is the semistandard Young tableau obtained from
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τ(bm) by updating it via column-insertion with a box with number j. Authors also show
that the k-fold tensor product of the natural representation V ' Cn has the following
irreducible decomposition
V⊗k '⊗
T
V (T ) ,
where V (T ) are irreducible Uq(gl(n))-modules parameterised by standard Young tableaux
with k boxes. Moreover, using (2.22) iteratively it is shown that in the limit q→ 0 each
vector space V (T ) is spanned by a vector ei1 ⊗· · ·⊗ eik , with (i1, ..., ik) ∈ [n]k, such that
T is the recording tableau corresponding to the Robinson-Schensted algorithm with the
column insertion applied to the word (i1, ..., ik).
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Chapter 3
Pitman’s theorem and radial part of
the 3-d Brownian Motion I: some
discrete Markov chains
Consider a standard Brownian motion (BM) X := (X (t); t ≥ 0) and a Bessel process of
dimension 3 (BES3) R := (R(t); t ≥ 0), both started at the origin. The present chapter
and Chapter 4 are motivated by an intimate relationship enjoyed by the two processes,
and in particular by a desire to link the two well known couplings of X and R given
by the now famous Pitman’s theorem on one hand, and the characterisation of BES3 as
the radial part of a 3-dimensional Brownian motion, on the other. Our ultimate goal
is to construct a one-parameter family of bivariate processes Z (θ) = (X , R), θ ∈ (0,∞),
taking values in the 2-dimensional wedge
W = {(x , r) ∈ R×R+ : |x | ≤ r} , (3.1)
with the property that X is distributed as the standard Brownian motion and R as the
BES3 process and such that by letting parameter θ tend to ∞ and 0 we can recover
couplings of the two processes coming from the Pitman’s theorem and by considering
radial part of the 3-dimensional BM respectively.
Moreover, we also study a generalisation to the non-symmetric set-up: first we
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describe two couplings (BM(µ), BES3(µ)), where BM(µ) is a Brownian motion with
drift µ > 0 and BES3(µ) is a so-called 3-dimensional Bessel process of drifting Brown-
ian motion, one coupling coming from an extension of the Pitman’s theorem to drifting
Brownian motion and the other from looking at a 3-dimensional drifting Brownian mo-
tion and its radial part. We then construct a bivariate family of processes depending on
two parameters, θ and µ, and ‘interpolating’ in some way between the two construc-
tions.
In the first several introductory sections we describe various ways in which the
one-dimensional Brownian motion with drift µ≥ 0 and the associated three-dimensional
Bessel process, BES3(µ), are connected. In addition to the above mentioned connec-
tions we describe construction of the BES3(µ)-process as an h-transform of a one-
dimensional drifting Brownian motion killed when it hits the origin. We will explain
how these constructions fit into a larger framework of theory of conditioned and non-
intersecting processes and also describe a link to the random matrix theory.
Next we discuss the discrete versions of the (BM(µ), BES3(µ)) couplings men-
tioned above: in particular we present the discrete Pitman’s theorem and the discrete
analogue of the construction of the BES3(µ)-process as the modulus of BM3(µ) which
comes from quantum probability considerations. We then construct a family of two-
dimensional discrete Markov chains interpolating between the two constructions. Fi-
nally we identify the family of bivariate diffusion (Z (θ ,µ);θ ∈ (0,∞),µ ≥ 0) of interest
as the weak limit of these Markov chains under diffusive scaling.
3.1 Two classical constructions
A 3-dimensional Bessel process (Rt ; t ≥ 0) started at r ≥ 0 is the unique strong solution
to the stochastic differential equation
Rt = r + βt +
∫ t
0
1
Rs
ds, t ≥ 0 . (3.2)
One of the classical constructions of the BES3 process is by identifying it as the
radial part of a 3-dimensional standard Brownian motion. Let B = (X (t), Y (t), Z(t); t ≥
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0) be a standard 3-dimensional BM started at the origin. A straightforward application
of Itô’s lemma shows that the process |Bt | =
p
X 2t + Y
2
t + Z
2
t satisfies SDE (3.2) with
r = 0. Moreover the joint process of R and X is a diffusion with values in W and the
generator
G (0) = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+
x
r
∂ 2
∂ xdr
+
1
r
∂
∂ r
. (3.3)
We denote this bivariate process by Z (0) = (X , R). The boundary of W is the
set ∂W = {(x , r) ∈ R× R+ : |x | = r}. For any time t > 0, Z (0)t ∈ ∂W , if and only if
(Y (t), Z(t)) = (0,0). However, we know that the two-dimensional Brownian motion is
transient and the probability of this event is zero. The origin is the entrance point for
Z (0): if started at 0, the process leaves it immediately and hits the boundary again with
probability zero.
This construction also allows us to see that 0 is an entrance point for the BES3
process: if started at the origin, it leaves immediately and never returns. If started away
from the origin, it never hits zero.
The second coupling is given by the celebrated Pitman’s theorem.
Theorem 3.1. (Pitman [62]) Let X = (X (t); t ≥ 0) be a standard Brownian motion and
let R= (R(t); t ≥ 0) be a 3-dimensional Bessel process, both started at the origin. Then
(2Mt − X t , Mt) dist r= (Rt , Jt) , (3.4)
where Mt = sups≤t Xs and Jt = infs≥t Js. In particular, (2Mt−X t ; t ≥ 0) is a BES3 process
started at the origin.
The Pitman’s transformation X → 2 sup X − X , sometimes referred to as the
Pitman transform, which maps a path in R to a path in (0,∞), has been greatly gener-
alised by O’Connell and Yor [60] and by Bougerol and Jeulin [14] (see also [12]). We
discuss transformations of O’Connell and Yor in Section 2 of Chapter 5. See below for
a discussion of an extension of Pitman’s theorem to the drifting Brownian motion and
also a paper by Rogers [67], where author describes all diffusions X with the property
that 2maxs≤t Xs − X t is again a diffusion, the so called ‘2M − X property’.
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The coupling Z (∞) := (X , R), where R= 2M − X , takes values in W and has the
associated generator
G (∞) = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
− ∂
2
∂ x∂ r
(3.5)
with the boundary condition ∂ f
∂ r
(r, r) = 0 for all functions f in the domain of the
generator. Note that, unlike the pair Z (0) = (X , R) of the beginning of this section, Z (∞)
is a degenerate diffusion which visits the boundary of the wedge W with probability 1.
One-dimensional drifting Brownian motion and its Bessel process. The three-
dimensional Bessel process of drifting Brownian motion, denoted BES3(µ) for µ > 0,
is a homogeneous diffusion with the infinitesimal generator
Gµ = 1
2
∂ 2
∂ r2
+µcoth(µr)
∂
∂ r
. (3.6)
In many ways BES3(µ) process is related to drifting Brownian motion, BM(µ),
analogously to the way BES3 is related to the standard Brownian motion. In particular
Theorem 3.2. (Pitman and Rogers [68, Thm. 3]) Suppose (X (t); t ≥ 0) is a 3-dimensional
Brownian motion with a drift of magnitude µ > 0, started at 0. Then the radial part of X ,
|X t | := Rt , is an R+-valued diffusion with generator (3.6).
The bivariate process (X (t), R(t); t ≥ 0) := Z (0,µ) with values in W arising from
this construction of BES3(µ) is a diffusion with the generator
G (0)µ =
1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+
x
r
∂ 2
∂ xdr
+
xµ+ 1
r
∂
∂ r
+µ
∂
∂ x
. (3.7)
An analogue of Pitman’s theorem reads
Theorem 3.3. (Pitman and Rogers [68, Thm. 1]) Let (X (t); t ≥ 0) be a standard Brow-
nian motion with drift µ ∈ R started at the origin. Then
Rt = 2 maxs≤t Xs − X t
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is distributed as the radial part of a three-dimensional Brownian motion with drift of
magnitude |µ|.
The generator of the associated pair (BM(µ), BES3(µ)) := Z (∞,µ), taking values
in W , is given by
G (∞)µ =
1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
− ∂
2
∂ x∂ r
+µ
∂
∂ x
−µ ∂
∂ r
(3.8)
together with the boundary condition ∂ f
∂ r
(r, r) = 0 for all functions f in the domain of
the generator.
h-transformed Brownian motion. Let X = (X (t); t ≥ 0) be a standard 1-dimensional
Brownian motion started at x > 0 and let Px be the corresponding measure. A strictly
positive function h : R → (0,∞), integrable with respect to P is called harmonic with
respect to G , the generator of X , if Gh = 0. Clearly, h defined by h(x) = x , x > 0,
satisfies these criteria. Let T = inf{t : X t = 0} be the first time X hits the origin. Then
we can define a new measure Q as follows
Qx(A) = Ex

h(X t)
h(x)
1{A,t<T}

, A∈ Ft , x > 0 ,
where {Ft}t≥0 is the natural filtration of X . The process with the law Qx is the Doob-,
or h-transform of the Brownian motion killed when it hits the origin. Since Brownian
motion is a Feller-Dynkin process, and so its transition semigroup (Pt ; t ≥ 0) is contin-
uous in t, we can find the generator of the new process
Gh f (x) = lim
t↓0

1
t
∫
h(y)
h(x)
Pt(x , y) f (y)1{t<T} d y − f (y)

=
1
h(x)
G ( f h)(x) , (3.9)
where and f is any function such that the limit above, as t tends to 0, exists. For
h(x) = x one easily calculates the right-hand side of the above to be
Gr = 12
∂ 2
∂ r2
+
1
r
∂
∂ r
,
i.e. the h-transform of the Brownian motion killed when it hits the origin is distributed
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as the 3-dimensional Bessel process.
Moreover, we can check this directly. The density of the latter is given by
qt(x , y) =
r
y3
x
I1/2
 x y
t

exp

− x
2+ y2
2t

, x , y > 0, t > 0 , (3.10)
where I1/2(z) =
Æ
2
pi
sinh(z)p
z
is the modified Bessel function of the first kind.
Then, using the expression for the density bpt of the transition function bPt of the Brow-
nian motion killed upon hitting 0 (see, for example, [65, Ch. III, Ex. 1.15]), one
can verify by a direct calculation that for x > 0 and any continuous integrable f ,∫ y
x
bpt(x , y) f (y)d y = ∫ qt(x , y) f (y)d y .
The h-transform of the killed Brownian motion is often called Brownian motion
conditioned not to hit the origin.
Now let X be a BM(µ) and Pµ its associated law. Let h(x) = 1− e−2µx for x > 0.
The function h(x) vanishes at x = 0 and is strictly positive for x > 0. Moreover, one
easily checks that it is harmonic with respect to the generator of the Brownian motion
with drift µ, 1
2
∂ 2
∂ x2
+ µ ∂
∂ x
. Thus, an h-transform of the Brownian motion BM(µ) killed
when it hits the origin is well-defined. Using (3.9), we verify that the generator of
the new process is (3.6), i.e. the transformed process is a diffusion distributed as the
three-dimensional Bessel process of drifting Brownian motion.
For more on h-transforms and Brownian motion see, for example, [65, Ch. III.3]
or [69, Ch. IV.39].
3.1.1 Random matrix theory
Non-intersecting particle processes and conditioned processes have strong connections
to the random matrix theory. This exciting area has seen much development in the
recent years; links with non-colliding processes, random growth models and represen-
tation theory have been discovered.
LetHn be the space of all n×n Hermitian matrices, i.e. if H ∈Hn, then H = H∗,
where ∗ denotes the conjugate transpose. Let dH be the Lebesgue measure onHn, that
is, for H = (Hi j)1≤i, j≤n ∈ Hn, dH = ∏i dHii∏i< j dRe(Hi j)dIm(Hi j), where Re(Hi j)
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and Im(Hi j) denote the real and imaginary parts of Hi j respectively. The Gaussian
Unitary ensemble (GUE) is the measure
dµn(H) =
1
Cn
etrH
2
dH
onHn. Here Cn is the normalisation constant. The GUE is a unitary invariant measure,
in that for any n× n unitary matrix U , dµn(U∗HU) = dµn(H). Matrices drawn accord-
ing to this measure are called GUE matrices and are one of the main objects of study in
random matrix theory.
A GUE matrix is a Hermitian matrix with standard complex Gaussian entries,
i.e. an n × n matrix H such that Hi j = (hi j + ih ji)/p2 = H∗ji , for 1 ≤ i < j ≤ n,
and Hii = hii , for 1 ≤ i ≤ n, where hi j are standard Gaussian random variables. The
normalisation by
p
2 ensures that E[|Hi j|2] = 1 for all i 6= j. Since H is a Hermitian
matrix, it has n real eigenvalues. Let λ= (λ1, ...,λn) be a vector of ordered eigenvalues
of H with λ1 ≥ λ2 ≥ ...≥ λn. The probability density of eigenvalues of a GUE matrix is
well known and is given by
P(dλ) =
1
Zn
4(λ)2
n∏
i=1
e−dλ2i , (3.11)
where 4(λ) is the Vandermonde determinant (see (2.10)) and Zn is the normalising
constant. Thus, the distribution of each eigenvalue is governed by a Gaussian measure
with the Vandermonde determinant representing the repelling force between any two
eigenvalues. The measure on the GUE eigenvalues is called the Hermite ensemble. An
important property of a measure of type (3.11) is that one can rewrite it as a determi-
nant
P(dλ) = det[(Kn(dλi , dλ j))1≤i, j≤n] ,
where the function K : R2 → R is called the correlation kernel and can be written in
terms of polynomials orthogonal with respect to the Gaussian measure. Point processes
whose measure can be written in a form of a determinant, like above, are called deter-
minantal. In particular the process of the GUE eigenvalues is determinantal with the
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associated Hermite kernel. It is precisely this determinantal structure of the eigenvalue
measure which lies at the heart of the links between random matrix theory and vari-
ous growth models. Of a particular interest is the limiting distribution of the largest
eigenvalue, appropriately scaled, as the size of the matrix tends to infinity, the Tracy-
Widom distribution [77]. This distribution arises as the limiting distribution of largest
particles of determinantal point processes describing the tiling of a so-called Aztec di-
amond [46], the corner growth model [43] (also interpreted as a totally asymmetric
exclusion process and a last passage percolation model), the poly-nuclear growth model
[63]. The Tracy-Widom distribution of the largest eigenvalue also arises in the context
of random Young tableau. In particular Baik, Deift and Johansson proved that the ap-
propriately scaled longest increasing subsequence of a random permutation, which is
equivalent to the length of the top row of a random Young tableau constructed from
this permutation via the Robinson-Schensted algorithm, converges to the Tracy-Widom
distribution as the length of the permutation tends to infinity [3]; see also [2] and
[45]. For more details on the Gaussian Unitary ensembles see Mehta [56, Ch. 6] and
for a survey of related models and results in the area – a nice paper by König [52] and
references therein.
Hermitian Brownian motion. Our interest lies in the process version of a GUE ma-
trix. Let H(t) be an n× n Hermitian matrix with entries given by standard Brownian
motions, i.e. Hi j(t) = (Bi j(t) + iB ji(t))/
p
2 = H∗ji(t), for i < j, and Hii(t) = Bii(t),
where Bi j ’s are standard independent Brownian motions started at the origin. We call
the matrix-valued process (H(t); t ≥ 0) Hermitian Brownian motion. One might now
wonder what the distribution of the eigenvalues of H is? In this section we answer this
question for the case n= 2, deferring the general n-dimensional case till Chapter 5.
Example 3.4. Consider a 2× 2 Hermitian Brownian motion.
H(t) =
 B11(t) B12(t)+iB21(t)p2B12(t)−iB21(t)p
2
B22(t)
 .
Solving the characteristic equation det(H(t)− Iλ) = 0, we find an expression for
57
the matrix’s two eigenvalues
λ1,2(t) =
eB1(t)p
2
± 1
2
Æ
2eB22(t) + 2B212(t) + 2B221(t) ,
where we define eB1 = (B11 + B22)/p2 and eB2 = (B11 − B22)/p2. An application of Itô’s
lemma yields stochastic differential equations satisfied by the two eigenvalues
λ1(t) = β1(t) +
∫ t
0
1
λ1(s)−λ2(s)ds and λ2(t) = β2(t) +
∫ t
0
1
λ2(s)−λ1(s)ds ,
where β1 and β2 are two independent standard Brownian motions. Moreover, the nor-
malised difference of the eigenvalues
λ1(t)−λ2(t)p
2
=
ÆeB22(t) + B212(t) + B221(t)
is distributed as the 3-dimensional Bessel process. Thus, coupled with eB2, the normalised
difference of the diagonal entries, this difference forms a bivariate diffusion with the gen-
erator (3.3). Also, interestingly, the triplet (λ1(t),λ2(t),µ(t); t ≥ 0), where µ is the
eigenvalue of the first principal minor of H, i.e. the first diagonal entry of H, is also a
diffusion. Again, by applying Itô’s formula, one finds its generator to be
G = 1
2

∂ 2
∂ λ21
+
∂ 2
∂ λ22
+
∂ 2
∂ µ2

+
∂
∂ λ1
1
λ1−λ2 +
∂
∂ λ2
1
λ2−λ1+
+
µ−λ2
λ1−λ2
∂ 2
∂ λ1∂ µ
+
λ1−µ
λ1−λ2
∂ 2
∂ λ2∂ µ
.
We will look at higher-dimensional examples of joint processes of eigenvalues of
GUE minors in Chapter 5.
♦
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3.2 Markov functions of Markov processes
Finding bivariate Markov processes with specified Markov marginals is related to a more
general question of when a measurable function of a Markov process is again Markov.
Of course in general - it isn’t. There are, however, various results detailing sufficient
and necessary conditions ensuring that it is. The most important sufficient criteria are
the so-called Dynkin criterion and the intertwining condition. In particular, intertwining
plays an important role in the Pitman’s theorem and its extensions.
3.2.1 Dynkin criterion and the Chapman-Kolmogorov equation
Let X = (X (t); t ≥ 0) be a (discrete or continuous) Markov process, defined on some
probability space (Ω,F ,P), with a measurable state space (S,B) and an initial distri-
bution µ, i.e. µ(A) = P(X (0) ∈ A) for any A∈B . We define the transition function of X
as usual
Pt(x , A) = P(X (s+ t) ∈ A|X (s) = x), for all A∈B , t > 0 .
Let (S′,B ′) be another measurable statespace and φ : S → S′ a measurable
map taking S to S′. Under what conditions is Y := φ(X ), a measurable function of
X , again Markov? The question has been widely discussed in the literature and the
simplest sufficient condition dates back to Dynkin [27].
Theorem 3.5. (Dynkin criterion [27, Thm. 10.13]) Let the setup be as above. Suppose
that for any t > 0 and A∈B ′, and for any x , x ′ ∈ S such that φ(x) = φ(x ′) ∈ S′
Pt(x ,φ
−1(A)) = Pt(x ′,φ−1(A)) . (3.12)
Then the process Y = (Y (t); t ≥ 0) is Markov with state space (S′,B ′) and tran-
sition probabilities eP defined with respect to the measure
P(Y (t) ∈ A) = P(X (t) ∈ φ−1(A)), A∈B ′, t ≥ 0 .
We call condition (3.12) Dynkin criterion.
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In other words, if the conditional distribution of Ys+t under P depends on Xs
only through φ(Xs), then Y is Markov for any initial distribution µ of X . In particular,
if X is a discrete-time Markov chain, then (3.12) translates to
P(Yn = yn|Xn−1 = xn−1) = P(Yn = yn|φ(Xn−1) = yn−1)
for all yn ∈ S′, xn−1 ∈ S and n≥ 1.
Note that under Dynkin condition the new process Y is not only Markov with
respect to its own filtration, but also with respect to a larger filtration generated by the
original process X . Three-dimensional Bessel process, viewed as the radial part of the
three-dimensional Brownian motion is an example of Dynkin’s criteria. One can see
directly from the form of the generator (3.3) that the marginal process R, which is a
function of the bi-variate process Z (0) = (X , R) with φ(x , r) = r, is Markov. Moreover
the diffusion and the drift coefficients of R do not depend on X and one concludes that
in fact R is distributed as the BES3-process.
Various papers discussed and extended Dynkin’s result. In [18] Burke and
Rosenblatt proved that condition (3.12) is necessary and sufficient in the cases when X
is a stationary reversible chain with finite state space and invariant initial distribution
or when X is a continuous-time Markov chain with finite state space and stationary
transition probability functions continuous in time. Authors also give a necessary con-
dition on the transition probability matrix P of a discrete-time X in order for φ(X ) to be
Markov for any measurable transformation φ. A paper [40] by Hachigian and Rosen-
blatt considers a stationary and reversible Markov chain living on a more general state
space. See also [39], which extends results of [18] to a chain with a denumerable state
space.
In [70] Rosenblatt relates the Markov property of the new process φ(X ) to
whether its first-order transition probability functions satisfy the Chapman-Kolmogorov
equation. Recall that a transition probability function P of a discrete parameter chain
60
satisfies the Chapman-Kolmogorv equation if
Pn+m(x , A) =
∑
x ′
Pn(x , x
′)Pm(x ′, A), n, m ∈ N , (3.13)
or, in case X is a continuous parameter process,
Pt+s(x , A) =
∫
x ′
Pt(x , d x
′)Ps(x ′, A), s, t > 0 (3.14)
for all x ∈ S, A ∈ B . Transition probability functions of a Markov process necessarily
satisfy the Chapman-Kolmolgorov equations. But reverse does not have to hold - one
can find a non-Markovian chain whose transition probabilities satisfy (3.13) (or (3.14)).
See, for example, a note by Feller [30].
Rosenblatt derives conditions on P, the transition probability functions of X ,
necessary for the first-order transition probability functions eP of Y to satisfy the Chapman-
Kolmogorov equation. He then proceeds to prove that these conditions are also suffi-
cient for Y to be Markov and in fact imply the Dynkin criteria, making them a special
case of the Dynkin’s result. [40] and [39] also discuss the problem from the point of
view of the Chapman-Kolmogorov equation.
See also a paper by Kelly [50], where author derives some Dynkin-like sufficient
and necessary conditions for a function of a Markov chain to be Markov in the context
of discrete-time Markov processes with countable state space.
3.2.2 Intertwining
Suppose now X = (X t ; t ≥ 0) is a continuous-parameter Markov process with transition
functions (Pt ; t ≥ 0). Define
Pt f (x) =
∫
S
Pt(x , d x
′) f (x ′)
for any measurable, bounded function f . Again let φ be a measurable function from
S to S′ and Y = φ(X ). Let Λ be a Markov kernel from S′ to S, that is for any y ∈ S′,
Λ(y, ·) is a probability measure on S and for any A∈B , Λ(·, A) is a bounded measurable
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function on S′. For any measurable bounded S-valued function f we will write Λ f (y)
for the integral
∫
S
Λ(y, d x) f (x). Suppose Q t is a probability semigroup on (S′,B ′).
We say that Pt and Q t are intertwined with respect to the kernel Λ if for all y ∈ S′ and
A∈B , t ≥ 0 ∫
S
Λ(y, d x)Pt(x , A) =
∫
S′
Q t(y, d y
′)Λ(y ′, A), t ≥ 0 ,
or more concisely
ΛPt =Q tΛ, t ≥ 0 . (3.15)
We call Λ an intertwining kernel.
If X and Y are discrete time Markov chains with n-step transition functions
denoted by Pn and Qn respectively, then we say P and Q are intertwined with respect
to some discrete Markov kernel Λ if for all y ∈ S′ and x ∈ S
∑
x ′
Λ(y, x ′)Pn(x ′, x) =
∑
y ′
Qn(y, y
′)Λ(y ′, x), n≥ 1 .
Define a kernel Φ on bounded measurable S′-valued functions, denoted bB ′,
by
Φ f = f ◦φ, f ∈ bB ′ .
The following result is due to Pitman and Rogers
Theorem 3.6. ([68, Thm. 2]) Suppose there exists a Markov kernel Λ from S′ to S such
that
ΛΦ f = f , ∀ f ∈ bB ′ ,
and the semigroup defined by Q t = ΛPtΦ satisfies the intertwining relationship (3.15). Let
X be a Markov process with initial law Λ(y, ·) for some y ∈ S′ and a transition semigroup
(Pt , t ≥ 0). Then Y := φ(X ) is a Markov process with Y0 = y and a transition semigroup
(Q t , t ≥ 0). Moreover, the following filtering relationship holds
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P(X t ∈ A|φ(Xs), 0≤ s ≤ t) = Λ(φ(X t), A) a.s (3.16)
for all t ≥ 0 and A∈B .
The result naturally extends to the set-up of discrete-time Markov chains.
The n-dimensional Bessel process, for n ∈ N, viewed as the radial part, and
so a function, of the n-dimensional Brownian motion, with or without drift, provides
examples of intertwinings. We are in particular interested in the 3-dimensional case.
Let Pµt and Q
µ
t be the semigroups of the three-dimensional Brownian motion with drift
of magnitude |µ| ≥ 0 and its radial part respectively. Then, for all t ≥ 0 [68]
ΛµPµt =Q
µ
tΛ
µ ,
where, for µ > 0, Λµ(r, ·) is the von Mises distribution on the sphere of radius r in R3.
When µ= 0, Λ0 := Λ is the uniform distribution on the (surface of the) sphere of radius
r in R3. As a consequence it is possible to deduce Theorem 3.2.
Intertwining also plays an important role in the context of Pitman’s theorem.
Let Mt := sups≤t Xs, where X is the drifting Brownian motion. By showing that the
semigroups of the bivariate process (U , M) := (M − X , M) and the process 2M − X =
U + M are intertwined, Rogers and Pitman prove Theorem 3.3. One can find more
examples of intertwinings involving Brownian motions in [10], [20], [26], and [79].
In conclusion we mention the connection between the Dynkin and the inter-
twining conditions. Pitman and Rogers [68] observed that if the intertwining condition
holds for a pair of processes (X , Y = φ(X )), then the Dynkin condition must apply
to their reverses. Kelly [50], on the other hand, pointed out that, in the context of
discrete-time Markov chains, if Dynkin holds for (X , Y = φ(X )), then the intertwining
condition holds for the reversed chains.
In the original paper [62] Pitman proved his famous result by first considering
its discrete version. He constructed discrete chains approximating the standard Brow-
nian motion and the BES3-process and satisfying the same relationship as he hoped to
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prove their continuous counterparts to satisfy; taking the diffusion limit then yielded
the desired result. We follow the same strategy and first identify a one-parameter family
of discrete-time Markov chains with the marginals given by the simple symmetric ran-
dom walk (SSRW) and the so called discrete Bessel process, dBES3 (see below for defi-
nition). We also construct a family of discrete bivariate chains with the marginals given
by a drifting random walk and the corresponding discrete Bessel process, dBES3(µ),
also defined below. In section 3.7, by applying the appropriate scaling and taking the
weak limit, we arrive at the family of diffusions (Z (θ ,µ),θ ∈ [0,∞),µ≥ 0) of interest.
As a motivation we start by discussing the aforementioned discrete Pitman’s
theorem; we identify the result and the associated pair of discrete Markov chains by
looking at the dynamics of the randomly growing Young tableaux. There is no dis-
crete equivalent of the construction of the BES3 process as the radial part of the three-
dimensional Brownian motion in classic probability. However, this analogue can be
identified as a coupling of the so called spin process with a quantum random walk in
quantum probability. Our objective is to construct a family of discrete bivariate Markov
chains linking these two processes in an appropriate sense; this is done in section 3.5.
3.3 Discrete Pitman’s theorem via randomly growing Young
tableaux (q=0)
We start this section by defining two discrete-time Markov chains of interest. By a
3-dimensional discrete Bessel process, denoted dBES3, we mean a time-homogenous
Markov chain (R(n); n ≥ 0) with R(0) = 0 taking values in N := {0,1, 2, ...} and having
the following 1-step transition probabilities
P(r, r + 1) =
r + 2
2(r + 1)
, P(r, r − 1) = r
2(r + 1)
, (3.17)
where above and in what follows for a time-homogenous Markov chain X we write
Pn(x , x ′) for Pn(Xm+n = x ′|Xm = x) and P(x , x ′) := P1(x , x ′).
There are several reasons to view dBES3 as a discrete analogue of the BES3
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process. Firstly, under the usual diffusive scaling R[mt]/
p
m, dBES3 converges in distri-
bution to the three-dimensional Bessel process (see [62, Thm. 2.6]). Secondly, we can
define dBES3 as an h-transform, with h(x) = x + 1, of a symmetric random walk killed
when it becomes negative, just like continuous Bessel process of dimension 3 can be
constructed as an h-transform of a Brownian motion killed when it hits 0 (see [17]).
The BES3(µ)-process, the 3-dimensional Bessel process of drifting Brownian
motion, also has a discrete equivalent. The dBES3(µ) is a homogenous discrete-time
Markov chain started at 0, with values in N and transition probabilities given by
P(r, r + 1) =
pr+21 − pr+20
pr+11 − pr+10
, P(r, r − 1) = p0p1 p
r
1− pr0
pr+11 − pr+10
, (3.18)
where p1− p0 = µ and p1+ p0 = 1. Under the scaling R[mt]/pm with p1− p0 = µ/pm,
dBES3(µ) converges to the three-dimensional Bessel process of drifting Brownian mo-
tion BM(µ), for µ > 0 (see end of section 7 of this chapter). Moreover, the Markov chain
dBES3(µ) is related to the drifting random walk in analogous ways in which the drifting
Brownian motion is related to its Bessel process. Namely dBES3(µ) is an h-transform
of a drifting random walk with drift µ, killed when it becomes negative. In this case
h(r) = 1 − (p0/p1)r+1. Note that here the condition that µ > 0, i.e. that p0 < p1,
ensures that the function h is strictly positive for any r ≥ 0. Finally, the discrete version
of Theorems 3.1 and 3.3 reads
Theorem 3.7. (Discrete Pitman’s theorem) Let X = (Xn; n ≥ 0) be a standard random
walk with X0 = 0 and drift µ ≥ 0 and let R = (Rn; n ≥ 1) be a discrete BES3(µ) process.
Define Mn := max0≤m≤n Xm and Jn := infm≥n Rm as the past supremum of X and the
future infimum of R respectively. Then
(2M − X , M) dist r' (R, J) . (3.19)
The µ = 0 version of the above theorem was first discussed by Pitman [62].
Like the original theorem, discrete Pitman’s construction admits extensions. In [41],
for example, Hambly, Martin and O’Connell prove a version of the result for a more
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general class of random walks with Markovian increments, of which a simple random
walk with drift is a special case. In [60] O’Connell and Yor extend the result to higher
dimensional standard random walks and Poisson random walks. We discuss results
from [60] in Section 2 of Chapter 5. Our treatment of the problem consists of studying
the dynamics of a randomly growing Young tableau (for definition and properties see
Section 2.4) and is in the spirit of [58], being effectively the n = 2 case of the analysis
presented there.
We are going to construct a sequence of randomly growing Young tableaux with
two rows. Let {ξn}n≥1 be a sequence of independent Bernoulli random variables with
mean µ ≥ 0 defined on some probability space (Ω,F ,P), that is P(ξi = 1) = p1 =
1− P(ξi = −1) = 1− p0, with p1 − p0 = µ, for all i ≥ 1, and let Xn = ∑ni=1 ξi with
X0 = 0. At time n we construct a Young tableau from a random word (a1, ..., an), where
ai = 1 if ξi = 1 and ai = 2 if ξi =−1, 1≤ i ≤ n. At time n+1 we update the tableau by
row-inserting an+1 associated to ξn+1 (again see Section 2.4 for the RS algorithm with
row-insertion). Thus, at each time step n we obtain a semi-standard tableau of size n
with entries in [2]n = {1,2}n. We are now going to identify some random variables of
interest. Let Rn be the difference between the lengths of the first and the second rows.
Notice that by construction Rn is always non-negative. Note that Xn, the random walk
associated to the sequence of Bernoulli RV’s {ξi}n≥1, is just the difference between the
number of 1’s and 2’s in the tableau at time n. We also need an auxiliary variable Yn,
which is defined to be the number of 2’s in the top row, see diagram below.
One notices that the information concerning random variables of interest can be
read off from the portion of the tableau consisting of the part of the top row in excess of
the bottom row. Thus, Rn is just the length of the part of the top row we are interested
in, and Yn is the number of 2’s in it. Finally, for each n ≥ 1, Xn is in fact equal to the
difference between the number of 1’s and 2’s in the portion of the top row exceeding
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the bottom row; moreover, we calculate Xn = (Rn − Yn) − Yn = Rn − 2Yn. The two
tableaux below, for example, correspond to the same state of the system and we do not
distinguish between the two.
Alternatively, we can view this as a dynamics of a one-row Young tableau of length R
and entries in {1, 2}R.
We are interested in the pair of processes (Xn, Rn; n ≥ 0) := (Z (0,µ)n ; n ≥ 0)
whose state space is depicted below; arrows indicate possible jump directions.
One notices that by construction, given the path of the process up to time n, the
value of Z (0,µ)n+1 only depends on the current state of the system Z
(0,µ)
n . Hence, Z (0,µ) is a
Markov chain. Moreover, by construction all the south-east pointing arrows in the state
diagram above represent transition jumps with probability p0 and all the north-east and
north-west pointing arrows represent transition jumps with probability p1, i.e.
P((x , r), (x + 1, r − 1)) = p1, P((x , r), (x − 1, r + 1)) = p0, for x < r ,
P((r, r), (r + 1,r + 1)) = p1, for x = r ,
(3.20)
where P((x ′, r ′), (x , r)) stands for P(Xn+1 = x , Rn+1 = r|Xn = x ′, Rn = r ′). In particular,
if p1 = p0, then transition probability corresponding to each of the arrows in the picture
above is equal to 1/2.
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Before we prove Theorem 3.7 we need to verify that R is indeed distributed as
a discrete BES3 process, which is done in the following
Lemma 3.8. The process (Rn; n ≥ 0) constructed above is distributed as dBES if µ = 0,
and as dBES3(µ) if µ 6= 0.
Proof. We need to show that the conditional distribution of Rn+1 given (Rk, 1 ≤ k ≤ n)
only depends on Rn and that, specifically, the one-step transition probabilities of R are
given by (3.17) if µ = 0, and by (3.18) if µ 6= 0. First we show that for any admissible
R-path (r1, ..., rn) (i.e. such that |ri+1 − ri| = 1 for all 1 ≤ i ≤ n− 1, and ri ≥ 0 for all
1≤ i ≤ n) we have
P(R1 = r1, ..., Rn = rn) =
∑
x:(x ,rn)∈`rn
p
n+x
2
1 p
n−x
2
0 , (3.21)
where `rn = {(x , rn) : x ∈ {−rn,−rn + 2, ..., rn − 2, rn}}. Moreover, each term in the
summand above is the probability of a path ((x1, r1), ..., (xn, rn)) of the joint process,
such that the marginal R-path is (r1, ..., rn) and the endpoint (xn, rn) = (x , rn) belongs
to `rn . In particular, there are rn+1 possible Z-paths like this. We proceed by induction.
Trivially P(R1 = 1) = P(X1 = 1, R1 = 1) + P(X1 = −1, R1 = 1) = p1 + p0. Now assume
the above is true for some n ∈ N and consider an augmented R-path (r1, ..., rn, r). Then,
looking at the state diagram, we see that
P(R1 = r1, ..., Rn = rn, Rn+1 = rn+ 1) =
∑
x:(x ,rn)∈`rn
p
n+x
2
1 p
n−x
2
0 p0+ p
n+rn
2
1 p
n−rn
2
0 p1
=
∑
x:(x ,rn+1)∈`rn+1
p
n+1+x
2
1 p
n+1−x
2
0
and
P(R1 = r1, ..., Rn = rn, Rn+1 = rn− 1) =
∑
x:(x ,rn)∈`rn\{(rn,rn)}
p
n+x
2
1 p
n−x
2
0 p1
=
∑
x:(x ,rn−1)∈`rn−1
p
n+1+x
2
1 p
n+1−x
2
0 ,
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which proves the induction step.
Now, for all n ∈ N
P(Rn+1 = r|Rn = rn, ..., R1 = r1) = P(Rn+1 = r, Rn = rn, ...,R1 = r1)P(Rn = rn, ...,R1 = r1) .
Using (3.21) the above is equal to
r + 1
2n+1
2n
rn+ 1
=
r + 1
2(rn+ 1)
if p1 = p0, and
∑
x:(x ,rn)∈`rn p
n+1+x
2
1 p
n+1−x
2
0∑
x:(x ,rn)∈`rn p
n+x
2
1 p
n−x
2
0
=
prn+21 − prn+20
prn+11 − prn+10
for r = rn+ 1
= p0p1
prn1 − prn0
prn+11 − prn+10
for r = rn− 1
if p1 6= p0, which concludes the proof.
Proof of theorem 3.7. First of all observe that Jn := minm≥n Rn, the future minimum of
Rn, is given by Rn − Yn. To see why this is true, notice that for any n ∈ N the most that
Rn can decrease by, as tableau is updated, is the number of 2’s in the top row at time
n which is given by Yn (this will happen if all the 2’s are row-bumped into the second
row by incoming 1’s). This makes Rn− Yn the smallest possible value for Rm for m≥ n.
To see that this value is indeed attained by R, denote by bX a SSRW and note that, since
X has a non-negative drift, then
P(Rm = Rn− Yn = Jn, some m> n|Jn = j, Yn = y)
= P(Xm = j, some m≥ n|Xn = j− y)
≥ P(bXm = j, some m> n|bXn = j− y) = 1 ,
where we have used the identity Xn = Rn− 2Yn.
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Next we notice that Jn = Rn − Yn is also the past maximum of Xn, denoted by
Mn. Without loss of generality, suppose that Yn = 0 for some n ∈ N. Then Xn = Jn := j.
If, ξn+1 = 1, then Xn+1 = Xn + 1 and Jn+1 = Jn + 1 = Xn + 1. If ξn+1 = −1, then
Xn+1 = Xn−1 and Jn+1 = Jn = j. Moreover, in general J can only increase if X exceeds
the value j and stays constant until it happens, i.e. it is equal to the past supremum of
X .
Recall that for each n ∈ N Xn is the difference between the number of 1’s and 2’s
in the portion of the top row exceeding the bottom row. Therefore, using Xn = Rn−2Yn
again, we write
2Mn− Xn = 2(Rn− Yn)− (Rn− 2Yn) = Rn .
It is now evident that the pairs of processes (2M − X , M) and (R, J) have the
same one-step transition probabilities, which is enough to prove equality of laws of
Markov chains. Applying Lemma 3.8 completes the proof.
Proof of the discrete Pitman’s theorem through study of a randomly evolving
Young tableau is enlightening as it hints at the connection of the problem to represen-
tation theory. As was pointed out before, at each time step n ≥ 1 the pair (Xn, Rn) is
associated to a one-row Young tableau of length Rn and a filling in {1,2}Rn . Further-
more, each of the possible Rn + 1 fillings of such tableau is associated to a particular
value of Xn. Recall that for each Young diagram with one row of length n ≥ 1 there
is an associated (n+ 1)-dimensional irreducible representation Vn of U(sl(2)), whose
basis vectors are parameterised by the fillings of the diagram with 1’s and 2’s. Hence,
for each n ≥ 1 (Xn, Rn) can be associated to a basis vector of VRn . At time n+ 1 Rn+1
jumps to either Rn + 1, a state associated to VRn+1, or it jumps to Rn − 1, a state as-
sociated to VRn−1. We thus have a Markov chain “traveling from basis vectors of one
finite-dimensional space to basis vectors of another finite-dimensional space”. What is
more, in the symmetric case
P(r, r + 1) =
dim(Vr+1)
dim(Vr ⊗ V1) , P(r, r − 1) =
dim(Vr−1)
dim(Vr ⊗ V1) . (3.22)
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We can develop this by employing techniques of quantum probability which will
be done in the next section.
3.4 2-dimensional Markov chain from quantum probability
theory (q = 1)
In this section we show how to construct a discrete analogue of the two-dimensional
diffusion Z (0,µ) with generator (3.7). We will need some basic results from the theory
of quantum probability, which are presented in the following section.
3.4.1 Elements of quantum probability
In this section we shall introduce some basic principles of quantum probability and
show how it compares to its classical counterpart. For a detailed account of the subject
see [61, Ch. 1] or [81, Ch. 10.2] for an easy introduction. We start with a motivating
example. Suppose X is a random variable on a certain probability space (Ω,F ,P)which
takes n finite real values (x1, ..., xn) with probabilities (p1, ..., pn),
∑
i pi = 1. Then the
expectation of X is given by E[X ] =
∑n
i=1 x i pi , which can be rewritten as
EP[X ] = tr

p1 0
. . .
0 pn


x1 0
. . .
0 xn
 ,
where tr(A) is trace of A, i.e. the sum of its diagonal entires. This gives us a motivation
to think of a random variable as a diagonal n × n matrix and of its distribution as a
diagonal n× n matrix with trace 1.
Let Y be another random variable with denumerable state space defined on the
same probability space (Ω,F ,P). In classical probability theory X Y and Y X are the
same random variables, that is X and Y commute, as do their associated matrices; in
particular, they have the same distribution. Quantum probability, at the other hand, can
deal with non-commuting random variables. In fact, we will see that classical probability
is a special (commuting) case of quantum probability.
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We start with some preliminary notation. Let H be a complex Hilbert space with
inner product 〈·, ·〉, s.t. for any u, v ∈ H
〈u, v〉= u∗v =∑
i
u∗i vi and ‖u‖= 〈u, u〉1/2 .
Let O (H) denote a collection of all self-adjoint operators from H to itself. Recall
that an operator A on H is called Hermitian or self-adjoint if
〈Au, v〉= 〈u, Av〉, ∀u, v ∈ H .
In case of a finite-dimensional operator A this is equivalent to A being its own
conjugate transpose: A= A∗ = AT .
In quantum probability an equivalent of a random variable is a Hermitian oper-
ator, which is called an observable. If H has dimension n<∞, then each such operator
A∈ O (H) has the following spectral decomposition
A= α1P1+ ...+αnPn , (3.23)
where (α1, ...,αn) are n (not necessarily distinct) real eigenvalues of A and each Pi ,
for i ∈ {1, ..., n}, is an orthogonal projection on the eigenspace corresponding to the
eigenvalue αi , denoted by Vi , with Pi Pj = 0 for all i 6= j.
By an orthogonal projection on a subspace W ⊆ H we mean an operator PW ∈
O (H) with PW = P∗W = P2W . If W is finite-dimensional with an orthonormal basis
{w1, w2, ...}, then the matrix of the operator is given by
PW =
∑
i
wiw
∗
i . (3.24)
Thus, if the eigenspace Vi , for any i ∈ {1, ..., n}, is one-dimensional, one has Pi = vi v∗i ,
where vi is the normalised (i.e. ‖v‖= 1) eigenvector corresponding to αi . We denote a
set of all orthogonal projections on H by P (H).
We call the projection Pi the event that the observable A is measured as αi . As
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pointed out by Parthasarasy in [61], one can compare (3.23) with a decomposition
X (ω) = x1 1{E1}(ω) + ...+ xn 1{En}(ω), ω ∈ Ω ,
of a random variable X on probability space (Ω,F ,P) taking values (x1, ..., xn), where
1{Ei}, i ∈ {1, ..., n}, is an indicator random variable of the set Ei = {ω ∈ Ω : X (ω) = x i}.
A Hermitian operator ρ in P (H) is positive if 〈ρu, u〉 ≥ 0, ∀u ∈ H. We call
a positive operator in P (H) with unit trace a density matrix. A triplet (H,P (H),ρ)
is called a quantum probability space. If H is finite-dimensional, then (H,P (H),ρ) is
called a finite- dimensional quantum probability space.
Let ρ ∈ P (H) be a density matrix and let λ and u be one of its eigenvalues and
the corresponding eigenvector respectively. Then 〈ρu, u〉 = λ‖u‖ > 0, which implies
that ρ has positive eigenvalues. Then we can write ρ as a sum
∑
i piuiu
∗
i , where pi > 0,
i ≥ 1, with ∑i pi = 1, are eigenvalues of ρ and ui , i ≥ 1, are the corresponding nor-
malised eigenvectors. If ρ is a one-dimensional projection, then we can write ψψ∗ = ρ
for some ψ ∈ H with ‖ψ‖= 1. Vector ψ is called a pure state. We write ρψ.
We are now ready to define probabilities on possible measurements of an ob-
servable A ∈ O (H). If the system is measured with respect to a density matrix ρ =∑
i piuiu
∗
i , then
P(A is measured as αi with respect to ρ) = Pρ(A is measured as αi) := tr(ρPi) ,
where Pi is the orthogonal projection on the eigenspace associated to αi . In particular,
for a pure stateψ, such thatψψ∗ = ρ, we have Pρ(A is measured as αi) = tr(ψψ∗Pi) =
‖Piψ‖2. We can now calculate expectation of an observable A in state ρ.
Eρ[A] =
n∑
i=1
αiPρ(A is measured as αi) =
n∑
i=1
αi t r(ρPi) = t r(
n∑
i=1
αiρPi)
= t r(ρ
n∑
i=1
αi Pi) = t r(ρA) ,
where the last equality comes from the decomposition (3.23) of A.
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Quantum conditioning. Just like in the classic probability theory, there is a notion of
conditional probability in its quantum counterpart.
Definition 3.9. (Quantum conditioning) Let P be an orthogonal projection, i.e. a quan-
tum event in state ρ, and such that tr(PρP) 6= 0. A quantum probability conditioned on
P is given by the state
PρP
tr(PρP)
.
Let A and B be two observables defined on the same quantum probability space
with the state ρ, and let Pα and Pβ be some events associated to A and B respectively.
Then, using the above definition,
Pρ(B is measured as β |A is measured as α) = tr(PαρPαPβ)tr(PαρPα) .
One notices that this expression is reminiscent of the classical formula for condi-
tional probability P(B = β |A= α) = P(A= α, B = β)/P(A= α). Indeed, since P2α = Pα,
tr(PαρPα) = tr(ρP2α) = tr(ρPα) = Pρ(A is measured as α). Thus, rearranging the above
expression gives
tr(PαρPαPβ) = Pρ(B = β |A= α)Pρ(A= α)
and, similarly,
tr(PβρPβ Pα) = Pρ(A= α|B = β)Pρ(B = β)
So, unlike in classical probability, the right-hand sides of the above two equa-
tions are not in general equal. However, if AB = BA, and so PαPβ = Pβ Pα, by using
P2α = Pα and P
2
β = Pβ , it follows that
tr(PαρPαPβ) = tr(ρPαPβ Pα) = tr(ρPβ Pα)
= tr(ρPαPβ) = tr(ρPβ PαPβ) = tr(PβρPβ Pα) ,
i.e.
Pρ(B = β |A= α)Pρ(A= α) = Pρ(A= α|B = β)Pρ(B = β) ,
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that is
Pρ(A is measured as α, then B is measured as β)
= Pρ(B is measured as β , then A is measured as α) .
In other words, if observables A and B commute, then it doesn’t matter in what
order we measure them, something that is not in general true for non-commuting quan-
tum random variables. It is precisely when observables commute, that they have a joint
distribution in the sense of the classical probability.
3.4.2 Quantum Bernoulli random variables and quantum Bernoulli ran-
dom walks
In this section we introduce quantum Bernoulli random variables and show how to
construct the associated quantum Bernoulli random walks. Take H to be C2, then
O (C2) = H2, where H2 is the space of all 2× 2 Hermitian matrices. We denote the
space of 2× 2 matrices with complex entries by M2(C). Consider the Pauli matrices
σx =
1 0
0 −1
 , σy =
0 1
1 0
 , σz =
0 −i
i 0
 , (3.25)
where, as usual, i =
p−1. Pauli matrices are 2 × 2 Hermitian matrices and so can
be regarded as quantum observables. The space of all 2× 2 self-adjoint matrices H2,
which is a real sub-space of M2(C), is spanned by the three Pauli matrices together
with the identity matrix I. Thus, c1σx + c2σy + c3σz + c4I, for any c1, c2, c3, c4 ∈ R, is a
Hermitian operator and hence a quantum observable. A sub-space ofH2 of commuting
matrices, which correspond to the ‘classical’ random variables, is given by all 2 × 2
diagonal matrices.
Let us study the Pauli matrices in more detail. The spectrum of each matrix is
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{±1}, and the spectral decompositions of σx , σy and σz are given by
σx =
1
0
1 0−
0
1
0 1 , σy = 12
1
1
1 1− 1
2
 1−1
1 −1
and
σz =
1
2
1
i
1 −i− 1
2
 1−i
1 i
respectively.
Let the system be in a state corresponding to the density matrix ρ =
p1 0
0 p0
,
with p1 + p0 = 1, so that our quantum probability space is given by (C2,H2,ρ). Note
that conjugating Pauli matrices with Unitary matrices leaves their spectrums and com-
mutating relationships invariant. Also, for any event P associated to σx , σy or σz and
a unitary matrix U , we have tr(ρU PU∗) = tr(U∗ρU P). Since we can always choose
U which diagonalises ρ ∈ P (C2), we can assume without loss of generality that ρ is
diagonal.
Now,
Pρ(σx is measured as 1) = tr
p1 0
0 p0

1 0
0 0
= p1
and
Pρ(σx is measured as −1) = tr
p1 0
0 p0

0 0
0 1
= p0 .
Similarly one calculates
Pρ(σy is measured as ±1) = 12 and Pρ(σz is measured as ±1) =
1
2
In other words, σy and σz are distributed as symmetric Bernoulli random vari-
ables, while σx is distributed as a Bernoulli random variable with drift p1− p0. We call
observables σx , σy and σz quantum Bernoulli random variables (QBRV).
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Now that we have defined a quantum Bernoulli random variable, we are going
to ‘sum several copies of it’ to obtain a quantum Bernoulli random walk (QBRW). Before
we proceed, we define what we mean by a tensor product of self-adjoint operators.
Suppose Hi is a Hilbert space of dimension di < ∞, for 1 ≤ i ≤ n and n ∈ N, and let
H =
⊗n
i=1 Hi (tensor product of vector spaces was defined in Section 2.1). For each
1 ≤ i ≤ n, let Ti be a self-adjoint operator on Hi whose action is diagonalisable with
eigenvalues {λi j , 1 ≤ j ≤ di} and the corresponding eigenvectors {ui j , 1 ≤ j ≤ di}, that
is Ti vi j = λi j vi j , for 1 ≤ j ≤ di . Then we can define a new operator T = ⊗ni=1Ti on H
by setting
Tu= T (⊗ni=1ui) =⊗ni=1(Tiui) (3.26)
for each vector u = ⊗ni=1ui ∈ H, such that ui ∈ Hi for all 1 ≤ i ≤ n. Then T is a self-
adjoint operator on H, diagonalisable with eigenvalues {∏ni=1λiki , 1≤ ki ≤ di} and the
corresponding eigenvectors {⊗ni=1uiki , 1≤ ki ≤ di}, i.e.
T (⊗ni=1uiki ) =⊗ni=1(Tiuiki ) =
n∏
i=1
λiki (⊗ni=1uiki ) (3.27)
for all 1≤ ki ≤ di and 1≤ i ≤ n.
Now, let us return to constructing a quantum Bernoulli random walk. For some
n ∈ N consider a Hilbert space⊗nC2 := (C2)⊗n and an algebra⊗n M2(C) := M2(C)⊗n,
which are the n-fold tensor products of C2 and M2(C) respectively. For 1≤ i ≤ n, define
x i , yi , zi ∈ M2(C)⊗n as follows
x i = I⊗ · · · I⊗σx ⊗ I · · · ⊗ I ,
yi = I⊗ · · · I⊗σy ⊗ I · · · ⊗ I ,
zi = I⊗ · · · I⊗σz ⊗ I · · · ⊗ I ,
where σx ,σy and σz appear in the i
th place. These are self-adjoint operators acting on
(C2)⊗n as defined by (3.26). In the tensor product state ρ⊗n, where ρ =
p1 0
0 p0
,
yi and zi are distributed as symmetric Bernoulli random variables and x i is distributed
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as a Bernoulli random variable with drift p1 − p0, for 1 ≤ i ≤ n (see proof of Theorem
3.10).
Next define for 1≤ k ≤ n
Xk =
k∑
i=1
x i , Yk =
k∑
i=1
yi and Zk =
k∑
i=1
zi
and X0 = Y0 = Z0 = 0. Each family (Xk; 1 ≤ k ≤ n), (Yi; 1 ≤ k ≤ n) and (Zi; 1 ≤ k ≤ n)
consists of commuting Hermitian operators and so for each a joint distribution exists.
The operators from different families, however, do not commute.
Theorem 3.10. In state ρ⊗n (Xk; 1≤ k ≤ n) is distributed as a simple random walk with
jump probabilities P(Xk+1 = x + 1|Xk = x) = p1 and P(Xk+1 = x − 1|Xk = x) = p0 =
1 − p1, and (Yk; 1 ≤ k ≤ n) and (Zk; 1 ≤ k ≤ n) are distributed as simple symmetric
random walks.
Proof. We are considering the system in the quantum probability space ((C2)⊗n,H ⊗n2 ,ρ⊗n).
Note that for any 1≤ k ≤ n we have
Xk − Xk−1 = xk, Yk − Yk−1 = yk, Zk − Zk−1 = zk .
Hence, to prove the theorem, it suffices to show the claim made above, that for
all 1 ≤ k ≤ n yk and zk are distributed as symmetric QBRV and xk as a biased QBRV
with mean p1 − p0 = µ. We complete the proof by proving that xk ’s (resp. yk ’s, zk ’s)
are all mutually independent for all 1≤ k ≤ n.
We start by considering x i for some 1≤ i ≤ n. Recall that the spectrum of σx is
{±1} and that I (a 2× 2 identity matrix) has a repeated root 1 with the corresponding
eigenspace spanned by {e0, e1}, the canonical basis of C2. Using our preceding discus-
sion and expression (3.27) in particular, we conclude that x i has eigenvalues {1,−1},
both with multiplicity 2n−1 and orthonormal eigenvectors
ei1 ⊗ ...⊗ eik−1 ⊗ u1⊗ eik+1 ⊗ ...⊗ ein ,
ei1 ⊗ ...⊗ eik−1 ⊗ u0⊗ eik+1 ⊗ ...⊗ ein ,
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respectively, where (u1, u0) are normalised eigenvectors or σx corresponding to eigen-
values {1,−1}, and indices (i1, ..., ik−1, ik+1, ..., in), with ik ∈ {0,1}, run over all possi-
ble 2n−1 combinations of 0’s and 1’s. The orthogonal projections corresponding to the
events that in state ρ⊗n the observable xk is measured as 1 or −1 are given by
P1 =
∑
ei1 ⊗ ...⊗ eik−1 ⊗ u1⊗ eik+1 ⊗ ...⊗ ein

ei1 ⊗ ...⊗ eik−1 ⊗ u1⊗ eik+1 ⊗ ...⊗ ein
∗
,
P0 =
∑
ei1 ⊗ ...⊗ eik−1 ⊗ u0⊗ eik+1 ⊗ ...⊗ ein

ei1 ⊗ ...⊗ eik−1 ⊗ u0⊗ eik+1 ⊗ ...⊗ ein
∗
,
respectively, where the sum is over all possible combinations of (ei1 , ..., eik−1 , eik+1 , ..., ein)
with ik ∈ {0,1}. Now, using conjugate transpose distributivity (A⊗ B)∗ = A∗ ⊗ B∗, the
above becomes
P1 =
∑
(ei1 e
∗
i1
)⊗ ...⊗ (eik−1 e∗ik−1)⊗ (u1u∗1)⊗ (eik+1 e∗ik+1)⊗ ...(ein e∗in) ,
P0 =
∑
(ei1 e
∗
i1
)⊗ ...⊗ (eik−1 e∗ik−1)⊗ (u0u∗0)⊗ (eik+1 e∗ik+1)⊗ ...(ein e∗in) ,
And, hence, using (3.26), we obtain
Pρ⊗n(xk is measured as 1) = tr(ρ⊗nP1) = tr
∑
(ρei1 e
∗
i1
)⊗ ...⊗ (ρu1u∗1)⊗ ...(ρein e∗in)

,
Pρ⊗n(xk is measured as 0) = tr(ρ⊗nP0) = tr
∑
(ρei1 e
∗
i1
)⊗ ...⊗ (ρu0u∗0)⊗ ...(ρein e∗in)

.
Using tr(A⊗ B) = trAtrB and also tr(ρu1u∗1) = tr(ρe1e∗1) = p1 and tr(ρu0u∗0) =
tr(ρe0e∗0) = p0, we have
Pρ⊗n(xk = 1) = tr(ρu1u∗1)
∑
tr(ρei1 e
∗
i1
)...tr(ρeik−1 e
∗
ik−1)tr(ρeik+1 e
∗
ik+1
)...tr(ρein e
∗
in
)
= p1

pn−11 +Cn−11 pn−21 p0+ ...+Cn−11 p1pn−20 + pn−10

= p1(p1+ p0)
n−1 = p1 ,
where we write Cnk for
n!
k!(n−k)! . Similarly one calculates
Pρ⊗n(xk is measured as − 1) = p0 .
Thus, the increments (Xk−Xk−1; 1≤ k ≤ n) are distributed as quantum Bernoulli
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random variables with mean p1− p0. To prove that the increments are indeed mutually
independent, we use quantum conditioning discussed before: using definition 3.9 and
techniques we have used above, one calculates that Pρ(Xm − Xm−1 = 1|Xk − Xk−1 =
±1) = p1 and Pρ(Xm − Xm−1 = −1|Xk − Xk−1 = ±1) = p0, for all 1 ≤ k < m ≤ n.
It follows that (Xk; 1 ≤ k ≤ n) is distributed as a Bernoulli random walk with mean
p1 − p0. In a similar manner one proves analogous statements about (Yk; 1 ≤ k ≤ n)
and (Zk; 1≤ k ≤ n).
3.4.3 The Spin process
In this section we introduce a process, which is constructed using QBRWs. We define
the Spin process as the family of operators
S2n = X
2
n + Y
2
n + Z
2
n , n≥ 1 (3.28)
with S20 = 0. One checks that (S
2
n, n ≥ 1) forms a family of commuting Hermitian
operators, and so does (Sn, n ≥ 1) ([9, Prop. 2]), thus defining a classical stochastic
process. Moreover, ([9, Prop. 2])
[Sn, Xm] = [Sn, Ym] = [Sn, Zm] = 0; n≤ m
Theorem 3.11. ([9, Thm. 1]) The square root of the spin process (Sk; 1 ≤ k ≤ n) with
S0 = 0 is a Markov chain taking values in N, with one-step transition probabilities given
by
P(Sk+1 = s+ 1|Sk = s) = s+ 22(s+ 1) , P(Sk+1 = s− 1|Sk = s) =
s
2(s+ 1)
if p0 = p1 = 1/2 and
P(Sk+1 = s+ 1|Sk = s) = p
s+2
1 − ps+20
ps+11 − ps+10
, P(Sk+1 = s− 1|Sk = s) = p1p0 p
s
1− ps0
ps+11 − ps+10
if p1 6= p0, 0≤ k ≤ n− 1.
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So, Theorem 3.11 tells us that the square root of the spin process is distributed
as dBES3, when p1 = p0 = 1/2, and as dBES
3(µ), when p1 6= p0. In [9] Biane also states
and proves several results relating the spin process S and the QBRW X . For example,
conditioned on X , Y and Z are distributed as symmetric random walks. On the other
hand, in the symmetric case p1 = p0, in the state ρ⊗n(·|Sn = s), Xn is distributed
uniformly on {−s,−s + 2, ..., s − 2, s} and in the state ρ⊗n(·|Xn = x), (Xk; 0 ≤ k ≤ n)
is distributed as a SSRW conditioned to satisfy Xn = x . Note also that the definition
of the spin process (3.28) is reminiscent of the characterisation of BES3 and BES3(µ)
as the radial part of the 3-d Brownian motion and the 3-d Brownian motion with drift
respectively. In this context, a natural question arises: what is the joint distribution of
the pairing (X , S) and is it connected to the diffusion with the generator (3.7)?
3.4.4 2-dimensional Markov chain associated to QBRW
In this section we construct a two-dimensional Markov chain Z (1,µ), such that the
marginals are given by the QBRW, X , and the square root of the spin process. An
example of another such process is the discrete Pitman’s construction of section 3.3. In
the present section we will construct a bivariate Markov chain with the same marginals
by studying finite-dimensional representations of U(sl(2)). Then by considering a quan-
tum distortion of Uq(sl(2)) we find a whole one-parameter family of two-dimensional
chains with the (RW(µ), dBES3(µ)), µ ≥ 0, marginals. By letting the parameter q tend
to 0 we reconstruct the 2-dimensional chain of the discrete Pitman’s theorem.
We have to explain the construction of the bivariate process Z (1,µ) with the
(X , S) marginals very carefully because, since Sn does not commute with any Xm for
m < n, there is no well-defined classical joint distribution of (X1, S1X2, S2, ..., Xn, Sn).
On the other hand, (Xn, Sn, Sn−1, ..., S1) is a collection of commuting self-adjoint oper-
ators which, therefore, have a well-defined joint distribution in the sense of classical
probability for any n ≥ 1. Hence, by conditioning on the event {Xn = x , Sn = s, Sn−1 =
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sn−1, ..., S1 = s1}, k ≥ 0, we can calculate probabilities of the type
Pρ⊗n(Xm+1 = x ′, Sm+1 = s′|Xm = x , Sm = s, Sm−1 = sm−1, ..., S1 = s1)
= Pρ⊗n(Xm+1 = x ′, Sm+1 = s′|Xm = x , Sm = s), k ≥ 0 ,
which is enough to construct a Markov chain.
Proposition 3.12. In state ρ⊗n we have
Pρ⊗n(Xm+1 = x ′, Sm+1 = s′|Xm = x , Sm = s) = p0|〈esk ⊗ e0, es′k′〉|2+ p1|〈esk ⊗ e1, es′k′〉|2
(3.29)
for 1 ≤ m ≤ n− 1, s′ = s ± 1, x ′ ∈ {−s′,−s′ + 2, ..., s′ − 2, s′} and where x = 2k − s
and x ′ = 2k′ − s′. Here esk is a unit vector spanning a subspace of (C2)⊗n, a common
eigenspace of Xm and (S1, ..., Sm) corresponding to the eigenvalues 2k−s and (s1, ..., sm = s)
respectively, where (s1, ..., sm) is any admissible path of S up to the time m ending in s; es
′
k′
is defined analogously.
Proof. First of all one easily verifies that the Pauli matrices satisfy the commutation
relationships
[σx ,σy] = 2iσz , [σx ,σz] =−2iσy , [σy ,σz] = 2iσx ,
from which one deduces that, for all n, m≥ 1,
[Xn, Ym] = 2iZn∧m, [Xn, Zm] =−2iYn∧m, [Yn, Zm] = 2iXn∧m .
Moreover, for all m ≥ 1, the three operators Xm, 12(Ym + iZm) and 12(Ym − iZm)
satisfy the same commutation relationships as the three generators {H, X , Y } of U(sl(2))
(or sl(2)) (see section 2 of Chapter 2). Therefore, operators {Xm, Ym, Zm} must span
a complex lie algebra isomorphic to U(sl(2)), and in particular their actions on the
U(sl(2))-modules Vk, k ≥ 0, are well known (see eqns. (2.2)).
In his version of proof of Theorem 3.11 von Waldenfels [78] points out that for
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any m≥ 1
(C2)⊗m '⊕
Γ
VΓ ,
where the direct product runs over all admissible paths Γ = (0 = s0, s1, ..., sm) of S up
to time m, i.e. VΓ is a common eigenspace for the operators S1, ..., Sm:
Sie = sie, 1≤ i ≤ m
for all e ∈ VΓ. For each Γ = (0 = s0, s1, ..., sm−1, sm := s) VΓ is isomorphic to the
U(sl(2))-module Vs [78, Prop. 1]. Thus, since Xm plays the role of operator H (see
equations (2.2) again), the action of Xm on VΓ ' Vs is diagonalasible with eigenvalues
{−s,−s+ 2, ..., s− 2, s} and the corresponding eigenvectors {esk; 0≤ k ≤ s}, x = 2k− s.
Recall that the eigenvectors {esk; 0 ≤ k ≤ s} form an orthonormal basis for Vs. We
conclude that any basis vector esk ∈ Vs spans a common eigenspace of operators Xm
and (S1, ...,Sm) with the corresponding eigenvalues 2k − s and (s1, ..., sn−1, sm = s).
In the state ρ⊗n the eigenspace corresponding to the event {Xm = x , Sm = s, Sn−1 =
sm−1, ..., S1 = s1, S0 = 0} is spanned by the vectors esk ⊗ eim+1 · · · ⊗ ein with indices
(im+1, ..., in) ranging over all possible 2n−m combinations of 0’s and 1’s. Thus, the or-
thogonal projection corresponding to the event we will be conditioning on is given by
pi :=
∑
(im+1,...,in)
(esk ⊗ eim+1 · · · ⊗ ein)(esk ⊗ eim+1 · · · ⊗ ein)∗ ,
where, as before, the summation runs over all combinations of indices (im+1, ..., in) with
ik ∈ {0,1}, for m+ 1≤ k ≤ n, and {e0, e1} is the canonical basis for C2.
Now, using the definition of quantum conditioning, we can write down the state
corresponding to conditioning on the event (Xm = x , Sm = s, Sm−1 = sm−1, ..., S1 =
s1, S0 = 0)
ρ⊗n(·|Xm = x , Sm = s, Sm−1 = sm−1, ...,S1 = s1, S0 = 0) = piρ
⊗npi
t r[piρ⊗npi] .
Let us calculate the denominator of the above fraction. Using (A1 ⊗ B1)(A2 ⊗
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B2) = (A1A2) ⊗ (B1B2), tr(A⊗ B) = tr(A)tr(B) and the fact that tr(ρe1e∗1) = p1 and
tr(ρe0e∗0) = p0 yields
tr[piρ⊗npi] = tr[ρ⊗npi2]
= tr[ρ⊗npi] =
∑
(im+1,...,in)
tr[ρ⊗meske∗sk ]tr[ρeim+1 e
∗
im+1
]...tr[ρein e
∗
in
]
= tr[ρ⊗meske∗sk ]

pn−m1 +Cn−m1 pn−m−11 p0+ ...+Cn−m1 p1pn−m−10 + pn−m0

= tr[ρ⊗meske∗sk ](p1+ p0)n−m = tr[ρ⊗meske∗sk ] := p˜ .
In the above we have used the fact that pi, being a quantum event, is an orthonormal
projection and so pi2 = pi. Now, an operator corresponding to the event of interest
{Xm+1 = x ′, Sm+1 = s′} (which is to be conditioned on pi) is given by
P :=
∑
(im+2,...,in)
(es
′
k′ ⊗ eim+2 ⊗ ...⊗ ein)(es′k′ ⊗ eim+2 ⊗ ...⊗ ein)∗ ,
where the sum runs over all possible combinations of indices (im+2, ..., in) of 0’s and
1’s, and es
′
k′ ∈ Vs′ is an eigenvector spanning a common eigenspace of Xm+1 and Sm+1
corresponding to eigenvalues x = 2k′−s′ and s′ respectively. Then, writing esk⊗e1 = u1
and esk ⊗ e0 = u0 and using tr[eieiρe je j] = 0 if i 6= j, we get
Pρ⊗n[Xm+1 = x ′, Sm+1 = s′|Xm = x , Sm = s, ..., S1 = s1, S0 = s0] = tr[piρ
⊗npiP]
t r[piρ⊗npi]
=
1
p˜
∑
(im+2,...,in)
tr[u1u
∗
1ρ
⊗(m+1)u1u∗1es
′
k′e
∗s′
k′ + u0u
∗
0ρ
⊗(m+1)u0u∗0es
′
k′e
∗s′
k′ ]×
tr[eim+2 e
∗
im+2
ρ(eim+2 e
∗
im+2
)2]...tr[ein e
∗
in
ρ(ein e
∗
in
)2]
=
1
p˜
tr[u1u
∗
1ρ
⊗(m+1)u1u∗1es
′
k′e
∗s′
k′ + u0u
∗
0ρ
⊗(m+1)u0u∗0es
′
k′e
∗s′
k′ ](p1+ p0)
n−m−1
=
1
p˜
tr[u1u
∗
1ρ
⊗(m+1)|〈erk ⊗ e1, er ′k′〉|2+ u0u∗0ρ⊗(m+1)|〈erk ⊗ e0, er ′k′〉|2] . (3.30)
But
tr[u1u
∗
1ρ
⊗(m+1)] = tr[(ρ⊗meske∗sk )⊗ (ρe1e∗1)] = tr[ρ⊗meske∗sk ]t r[ρe1e∗1] = p˜p1 .
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And, similarly, t r[u0u∗0ρ⊗(m+1)] = p˜q0. Substituting this into (3.30) gives
Pρ⊗n[Xm+1 = x ′, Sm+1 = s′|Xm = x , Sm = s] = p1|〈esk ⊗ e1, es′k′〉|2+ p0|〈esk ⊗ e0, es′k′〉|2 .
Notice that the inner products featuring in the formula of Proposition 3.12 are
exactly the U(sl(2))-Wigner coefficients we have discussed in Chapter 2. Even though,
as has been mentioned before, the families of operators (Sn; n ≥ 1) and (Xn; n ≥ 1) do
not commute and so a joint process (X , S) is not well-defined in the sense of classical
probabilities, the one-step transition probabilities found in Proposition 3.12 can still be
used to construct a classical Markov chain.
Definition 3.13. The bivariate process Z (1,µ) = (Xn, Rn; n≥ 0) is a Markov chain with the
statespace W := {(x , r) ∈ Z×N : x ∈ {−r,−r + 2, ..., r − 2, r}} and the following transi-
tion probabilities
P((x , r), (x + 1, r + 1)) = p1
r + x + 2
2(r + 1)
,
P((x , r), (x − 1, r + 1)) = p0 r − x + 22(r + 1) ,
P((x , r), (x + 1, r − 1)) = p1 r − x2(r + 1) ,
P((x , r), (x − 1, r − 1)) = p0 r + x2(r + 1) .
(3.31)
We have obtained the above transition probabilities by substituting values of Wigner
coefficients from Proposition 2.6 of Chapter 2 to (3.29).
We point out that the chain with the above transition probabilities was first
constructed by Biane in [11].
3.5 q-generalisation
Finally we can define a family of bivariate Markov chains ‘interpolating’ between Z (0,µ)
and Z (1,µ). Unlike in the ‘extreme’ cases, there isn’t a couple (X , R) of naturally occur-
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ring processes corresponding to Z (q,µ), q ∈ (0,1). Rather, we can use one-step transi-
tion probabilities (3.29) again to define a process Z (q,µ) = (X , R) for each q ∈ (0, 1). In
Chapter 2 we discussed the q-deformation Uq(sl(2)) of the enveloping algebra U(sl(2)).
In particular in Proposition 2.7 we calculated the Wigner coefficients describing the
branching rule of tensor products of irreducible representations of Uq(sl(2)). Substitut-
ing these Wigner coefficients in to (3.29) we arrive at
Definition 3.14. The bivariate process Z (q,µ) = (Xn, Rn; n≥ 0) is a Markov chain with the
statespace W = {(x , r) ∈ Z×N : x ∈ {−r,−r + 2, ..., r − 2, r}} and the following transi-
tion probabilities
P((x , r), (x + 1, r + 1)) = p1
qx+1− q−(r+1)
qr+1− q−(r+1) ,
P((x , r), (x − 1, r + 1)) = p0 q
r+1− qx−1
qr+1− q−(r+1) ,
P((x , r), (x + 1, r − 1)) = p1 q
r+1− qx+1
qr+1− q−(r+1) ,
P((x , r), (x − 1, r − 1)) = p0 q
x−1− q−(r+1)
qr+1− q−(r+1) .
(3.32)
We thus obtain a family of Markov chains with values in W, parameterised by
the number q ∈ (0,1). Since U(sl(2))-Wigner coefficients can be obtained as a limit
of Uq(sl(2))-Wigner coefficients as q tends to 1, one recovers transition probabilities
(3.31) by letting q → 1 in the transition probabilities above. We say that Z (q,µ) is
a q-deformation of Z (1,µ). Moreover, by letting q tend to 0, one obtains a coupling
(X , R) = (RW(µ), dBES3(µ)) with Rn = Xn − 2 infm≤n Xm, n ≥ 1, which is an equivalent
representation of the discrete Pitman’s theorem.
Again, a chain with transition probabilities (3.32) was first considered by Biane
[11].
Finally, it would be interesting to see if it is possible to identify the quantum
‘q-equivalents’ of the QBRW X and the Spin process S2, i.e. to see whether there in fact
exists a naturally occurring two-dimensional Markov chain which transition probabili-
ties are given by (3.32).
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3.6 Analysing the Markov chains
We now take up the study of the one-parameter family of Markov chains found in the
previous section. In particular, we calculate the distributions of the marginal processes
and show that they are Markov and find some hidden intertwining relationships.
Recall that Z (1,µ) is the bi-variate Markov chain with transition probabilities
(3.31) given by the squares of the Wigner coefficients of U(sl(2)) and Z (q,µ) := Z :=
(Xn, Rn; n≥ 0) is its q-deformed analogue (3.32); the process Z (0,µ) is the chain associ-
ated to the discrete Pitman’s construction (3.20). Note that for simplicity we suppress
the dependence on q in the notation; a specific value of q will be explicitly indicated
when it is important. Otherwise one might assume that q ∈ (0, 1). The state space for
all the chains is the lattice wedge
W= {(x , r) ∈ Z×N : x ∈ {−r,−r + 2, ..., r − 2, r}}=⋃
r≥0
`r , (3.33)
where `r = {(x , r) : x ∈ {−r,−r + 2, ..., r − 2, r}} and `0 = {(0, 0)}; see diagram below.
By BW we denote the Borel σ-algebra of subsets of W and (Ω,F ,P) is the underlying
probability space.
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3.6.1 Marginal processes
Recall that we have identified the marginal R-process of Z (0,µ) as dBES3(µ), for µ ≥ 0,
in Lemma 3.8, while the marginal processes of Z (1,µ) are given by (RW(µ), dBES3(µ)),
for µ≥ 0, by construction. In this section we prove the analogous result for Z (q,µ) for a
general parameter q ∈ (0, 1).
First note that for both sets of bivariate transition probabilities (3.31) and (3.32)
we have
P((x , r), (x + 1, r + 1)) + P((x , r), (x + 1, r − 1)) = p1 = P((r, r), (r + 1, r + 1))
and
P((x , r), (x − 1, r + 1)) + P((x , r), (x − 1, r − 1)) = p0 = P((−r, r), (−r − 1, r + 1))
for all (x , r) ∈ W. Hence, for p1 6= p0 X = (Xn; n ≥ 0) is a simple random walk with
drift µ := p1− p0 and for p1 = p0 = 1/2 X is a simple symmetric random walk.
Finding the marginal transition probabilities for the R-process requires more
work. We find the marginal distribution of R by a direct calculation first, leaving an
alternative proof via an intertwining argument until the next section.
First we prove the following lemma.
Lemma 3.15. Consider Z (q,µ) = (Xn, Rn; n ≥ 0), q ∈ (0, 1] and µ ≥ 0, with (X0, R0) =
(0,0). For all admissible R-paths {r1, ..., rn} (i.e. rm− rm−1 =±1 and rm ≥ 0 for 1≤ m≤
n) and x ∈ {−rn,−rn+ 2, ..., rn− 2, rn} the following is true
P(Xn = x , Rn = rn, ..., R1 = r1) = p
n+x
2
1 p
n−x
2
0 . (3.34)
In particular, when p1 = p0 = 1/2, the above probability is equal to (1/2)n.
Proof. We prove the lemma by induction. It is trivially true for n= 1 as P(X1 = 1, R1 =
1|X0 = 0, R0 = 0) = p1 and P(X1 = −1, R1 = 1|X0 = 0, R0 = 0) = p0. Suppose now it is
true for some n> 1 for any admissible choices of {r1, ..., rn} and xn. Then for r = rn±1
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and x , s.t. (x , r) ∈ `r , we write
P(Xn+1 = x , Rn+1 = r, Rn = rn, ..., R1 = r1)
=
∑
xn∈{x±1}
P(Xn+1 = x , Rn+1 = r|Xn = xn, Rn = rn)P(Xk = xn, Rn = rn, ...,R1 = r1) .
Using our assumption that (3.34) is true for n, the above is equal to
p
n+x+1
2
1 p
n−x−1
2
0 P((x + 1, rn), (x , r)) + p
n+x−1
2
1 p
n−x+1
2
0 P((x − 1, rn), (x , r)) . (3.35)
Substituting corresponding transition probabilities, (3.31) or (3.32), we find that (3.35)
is equal to p(n+x+1)/21 p
(n−x+1)/2
0 , for r = rn ± 1. This proves the inductive step and,
hence, the lemma.
Proposition 3.16. The marginal process R = (Rn; n ≥ 0) of the bivariate chain Z (q,µ),
for q ∈ (0, 1], is distributed as a dBES3 started at 0 if p0 = p1 = 1/2 and as a dBES3(µ)
started at 0 if p1− p0 = µ.
Proof. For any n≥ 1 we have
P(Rn+1 = r ′|Rn = r, ...R1 = r1) = P(Rn+1 = r
′, Rn = r, ...R1 = r1)
P(Rn = r, ..., R1 = r1)
, (3.36)
where r ′ = r ± 1. But using Lemma 3.15, we can write for any n≥ 1
P(Rn = rn, ...,R1 = r1) =
∑
x:(x ,rn)∈`rn
P(Xn = x , Rn = rn, ..., R1 = r1)
=
∑
x:(x ,rn)∈`rn
p
n+x
2
1 p
n−x
2
0 =
1
2n
(rn+ 1) if p1 = p2 ,
= p
n−rn
2
1 p
n+rn
2
0
(p1/p0)rn+1− 1
p1/p0− 1 if p1 6= p0 .
(3.37)
Substituting (3.37) in (3.36) and simplifying gives the required probabilities.
Finally we prove a result concerning the behaviour of the dBES3-process in gen-
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eral.
Proposition 3.17. Let R be distributed as dBES3 started at the origin. Then, for any n≥ 1
and r ∈ {n, n− 2, ..., 1} if n is odd, and r ∈ {n, n− 2, ..., 0} if n is even, we have
P(Rn = r) =
 n
n+r
2
 2(r + 1)
n+ r + 2
1
2n
(r + 1)
if µ= 0, and
P(Rn = r) =
 n
n+r
2
 2(r + 1)
n+ r + 2
(p1/p0)r+1− 1
p1/p0− 1 p
n−r
2
1 p
n+r
2
0
if µ > 0. In the above, as usual, we write
 n
k
 for n!(n−k)!k! .
Proof. The proof proceeds by induction. The above is trivially true for n = r = 1. For
any m ∈ N and an admissible value of r, as described above, we note that
P(Rm+1 = r)
= P(Rm+1 = r|Rm = r − 1)P(Rm = r − 1) + P(Rm+1 = r|Rm = r + 1)P(Rm = r + 1) .
Then, substituting expressions (3.17) and (3.18) for the transition probabilities of R in
the above and assuming that the statement of the proposition is true for m, one proves
via a direct calculation that it is also true for m+ 1.
Note that if we compare equations in the statement of the proposition with
equations (3.37), we conclude that for any n≥ 1
#|admissible R-paths (r1, ..., rn = r)|=
 n
n+r
2
 2(r + 1)
n+ r + 2
.
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3.6.2 Intertwining
In this section we show that the intertwining criteria of Rogers and Pitman can in fact
be employed to show that the marginal R-process is Markovian and is distributed as the
dBES3(µ) process. We start by outlining sufficient conditions that need to be satisfied
by transition probabilities of a bivariate Markov process in W with one of the marginals
given by the RW(µ) in order for the second marginal to be distributed as the dBES3(µ)
process, for µ≥ 0.
Lemma 3.18. Let Z (µ) = (Xn, Rn; n ≥ 0) be a discrete homogenous Markov chain with
state space W (3.33) and such that X is distributed as a simple random walk with drift
p1− p0 = µ≥ 0. Moreover, suppose that X is Markov with respect to the natural filtration
of Z (µ). Let λµ(r, ·), for any r ∈ N, be a measure on W given by
λ0(r, (x ′, r ′)) := λ(r, (x ′, r ′)) = 1
r + 1
1{r ′=r} (3.38)
if µ= 0, and
λµ(r, (x ′, r ′)) = p
r+x′
2
1 p
r−x′
2
0
p1− p0
pr+11 − pr+10
1{r ′=r} (3.39)
if µ ≥ 0. Then for each n ≥ 1 the n-step transition probabilities of Z and dBES3(µ),
denoted Pµn and Q
µ
n respectively, satisfy the following intertwining relationship
∑
(x ′′,r ′′)∈W
λµ(r ′, (x ′′, r ′′))Pµn ((x ′′, r ′′), (x , r)) =
∑
r ′′≥0
Qµn(r
′, r ′′)λµ(r ′′, (x , r)) (3.40)
for all n ≥ 1, if and only if the first-order transition probabilities of the two-dimensional
process satisfy
1
p0
Pµ((x + 1, r + 1), (x , r)) +
1
p1
Pµ((x − 1, r + 1), (x , r)) = 1 ,
1
p1
Pµ((x − 1, r − 1), (x , r)) + 1
p0
Pµ((x − 1, r + 1), (x , r)) = 1
(3.41)
for all (x , r) ∈W\{(0,0)}.
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Proof. First note that (3.40) is equivalent to
∑
x ′:(x ′,r ′)∈`r′
λµ(x ′, r ′)Pµn ((x ′, r ′), (x , r)) =Qµn(r ′, r)λµ(x , r) , (3.42)
where λ(x , r) = λ(r, (x , r)). Now, by using expressions (3.17) and (3.18) for Qµ, sub-
stituting r ′ = r ± 1 and simplifying, one finds that the above holds for n = 1 if and
only if (3.41) is true. This proves the necessity. To prove sufficiency proceed by induc-
tion and suppose that (3.42) is true for all 1 ≤ n ≤ k for some k ∈ N. Then, using
the fact that, being transition probabilities of Markov processes, both (Pµn ; n ≥ 1) and
(Qµn; n≥ 1) satisfy Chapman-Kolmogorov equations, we write
∑
x ′:(x ′,r ′)∈`r′
λµ(x ′, r ′)Pµk+1((x ′, r ′), (x , r)) =
=
∑
x ′:(x ′,r ′)∈`r′
λµ(x ′, r ′)
∑
(x ′′,r ′′)∈W
Pµk ((x
′, r ′), (x ′′, r ′′))Pµ((x ′′, r ′′), (x , r))
=
∑
(x ′′,r ′′)∈W
 ∑
x ′:(x ′,r ′)∈`r′
λµ(x ′, r ′)Pµk ((x ′, r ′), (x ′′, r ′′))
 Pµ((x ′′, r ′′), (x , r))
=
∑
(x ′′,r ′′)∈W
Qµk(r
′, r ′′)λµ(x ′′, r ′′)Pµ((x ′′, r ′′), (x , r))
=
∑
r ′′≥0
Qµk(r
′, r ′′)
∑
x ′′:(x ′′,r ′′)∈`r′′
λµ(x ′′, r ′′)Pµ((x ′′, r ′′), (x , r))
=
∑
r ′′≥0
Qµk(r
′, r ′′)Qµ(r ′′, r)λµ(x , r) =Qµk+1(r ′, r)λµ(x , r) ,
which proves that (3.42) holds for n = k + 1 and, hence, by induction for all n ∈ N.
This concludes the inductive step and so the proof of our proposition.
Proposition 3.19. Let Z (µ) = (X , R), for µ ≥ 0, be as in Lemma 3.18 and let Z (µ)(0)
be distributed according to λµ(r0, ·), for some r0 ≥ 0. Suppose the intertwining condition
(3.40) is satisfied. Then the marginal process R is distributed as dBES3(µ) started at r0.
Proof. The proof essentially consists of proving a discrete version of the Pitman and
Roger’s Theorem 3.6. For mk > ... > m2 > m1 ≥ 1 and an admissible R-path {Rm1 =
r1, ..., Rmk = rk}, using expression (3.42), which follows from the assumption of inter-
92
twining, we have
Pr0(Rm1 = r1, ..., Rmk = rk)
=
∑
xk
...
∑
x1
∑
x0
λ(x0, r0)Pm1((x0, r0), (x1, r1))...Pmk−mk−1((xk−1, rk−1), (xk, rk))
=Qµm1(r0, r1)
∑
xk
...
∑
x1
λ(x1, r1)Pm2−m1((x1, r1), (x2, r2))...Pmk−mk−1((xk−1, rk−1), (xk, rk))
= ...
=Qµm1(r0, r1)...Q
µ
mk−mk−1(rk−1, rk)
∑
xk
λ(rk, xk)
=Qµm1(r0, r1)...Q
µ
mk−mk−1(rk−1, rk) ,
which proves the proposition.
Finally we state and prove
Proposition 3.20. Let Z (q,µ) = (Xn, Rn; n ≥ 0), for µ ≥ 0, be a discrete homogeneous
Markov chain with transition probabilities given by (3.31), (3.32) or (3.20). Then the
transition probabilities of Z (q,µ) and the dBES3(µ)-process are intertwined with respect
to the Markov kernel λ given in Lemma 3.18. Moreover, if Z (q,µ) is started according to
the law λ(r0, ·), for some r0 ≥ 0, then the marginal process R is distributed as dBES3(µ)
started at r0.
Proof. One checks by a direct calculation that the transition probabilities of Z (q,µ), for
q ∈ [0,1] and µ ≥ 0, satisfy (3.41). Then by Lemma 3.18 the transition probabilities
of Z (q,µ) and the dBES3(µ)-process satisfy the intertwining relationship (3.40). The last
assertion of the proposition then follows by Proposition 3.19.
We conclude this section with
Proposition 3.21. Family of measures (νµn ; n≥ 1) on W given by
νµn (x , r) =Q
µ
n(r0, r)λ
µ(x , r) for any r0 ∈ N ,
where Qµ is the transition function of dBES3(µ) and λµ(x , r) = λµ(r, (x , r)) is as in
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Lemma 3.18, forms an entrance law for the family of transition probabilities of the process
Z (q,µ) for q ∈ [0,1] and µ≥ 0, i.e. for all n, m≥ 1
ν
µ
n+m(x , r) =
∑
(x ′,r ′)∈W
νµn (x
′, r ′)Pµm((x ′, r ′), (x , r)), (x , r) ∈W . (3.43)
Proof. Start with the RHS of (3.43) and use the relationship (3.42)
∑
(x ′,r ′)∈W
νµn (x
′, r ′)Pµm((x ′, r ′), (x , r)) =
∑
r ′≥1
Qµn(r0, r
′)
∑
x ′:(x ′,r ′)∈`r′
λµ(x ′, r ′)Pµm((x ′, r ′), (x , r))
=
∑
r ′≥1
Qµ(r0, r
′)Qµm(r ′, r)λµ(x , r)
=Qµn+m(r0, r)λ
µ(x , r) = νn+m(x , r) ,
where we have used the fact that the family (Qµn, n≥ 1) satisfies the Chapman-Kolmogorov
equations.
3.6.3 Counterexample
In previous section we have established that for all q ∈ [0,1] the transition probabilities
of the bivariate process Z (q,µ) and the dBES3(µ)-process are intertwined with respect
to a certain Markov kernel and that consequently the R-marginal of Z (q,µ) is Markov
by the criteria of Pitman and Rogers. One also easily checks that for q = 0 and q =
1, in the symmetric set-up (µ = 0), R is Markov through the Dynkin condition. A
natural question arises of whether all the 2-dimensional Markov chains with statespace
W and marginal processes (RW(µ), dBES3(µ)) satisfy either the Dynkin criterion or the
intertwining condition? At least in the case µ = 0 the answer is no, as the following
proposition shows.
Proposition 3.22. (counterexample) Let Z = (Zn; n ≥ 0) = (Xn, Rn; n ≥ 0), with Z0 =
(0,0), be a discrete homogenous Markov chain taking values in W. Suppose the bivariate
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transition probabilities satisfy
(i) P((r, r), (r + 1, r + 1)) = P((−r, r), (−r − 1, r + 1)) = 1
2
, ∀r ≥ 1 ,
(ii) P((x , r), (x + 1, r + 1)) = P((x , r), (x − 1, r + 1))
= P((x , r), (x + 1, r − 1)) = P((x , r), (x − 1, r − 1)) = 1
4
for all (x , r) ∈W\(`2 ∪ {(0, 0)}) such that |x | 6= r, where `2 = {(2,2), (0,2), (−2, 2)},
(iii) P((2, 2), (1,1)) = P((−2, 2), (−1, 1)) 6= 1
4
,
1
3
,
(iv) P((2, 2), (1, 1)) + P((0,2), (1, 1)) + P((0,2), (−1,1)) + P((−2,2), (−1,1)) = 1 ,
(v) P((2,2), (1,1)) + P((2,2), (1,3)) = P((−2, 2), (−1,1)) + P((−2, 2), (−1, 3))
= P((0,2), (1,1)) + P((0, 2), (1,3)) =
1
2
.
Then X = (Xn; n≥ 1) is distributed as the SSRW and R= (Rn; n≥ 0) is distributed
as a 3-d discrete Bessel process. Moreover, the two-dimensional chain Z and the marginal
process R satisfy neither the Dynkin criterion nor the intertwining condition.
Note that all that conditions (i)-(v) say is that all the jump probabilities of
Z on the lattice W are equal to either 1/2 or 1/4, depending on whether the pro-
cess is currently at the boundary or not, except for the jumps from the points `2 =
{(2,2), (0, 2), (−2, 2)}.
Proof. The statement about the distribution of X is an easy consequence of the proper-
ties (i), (ii) and (v) of the transition probabilities.
We start by defining two families of probability measures on `r = {(x , r) : x ∈
{−r,−r + 2, ..., r − 2, r}} for r ≥ 0:
M (r) = {L (Xm)|(Rm = r, ..., R1 = r1);
(r1, ..., rm−1, r) runs over all admissible paths ending at r, m≥ 1}
and ÝM (r), defined as follows. If Y is any `r -valued random variable such that L (Y ) ∈
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ÝM (r), then, denoting P(Y = x) = µx for x ∈ {−r,−r + 2, ..., r − 2, r}, we have µx +
µ−x = 2r+1 for x ∈ {r, r − 2, ..., 2, 0} if r is even and for x ∈ {r, r − 2, ..., 1} if r is odd.
Note that M (r) is just a collection of conditional laws of Xm, for all m ≥ 1,
given the path of R up to the time m and such that Rm = r. We will show that in fact
M (r) = ÝM (r), for all r ≥ 0. We first show that if we start our two-dimensional process
Z on `r , r ≥ 3, according to any distribution in ÝM (r), then the leftward (and hence
rightward) jump probability of the R-process is that of the dBES3. For any µ ∈ ÝM (r)
we have
P(Rn = r − 1|Rn−1 = r)
=
∑
x:(x ,r)∈`r
[P((x , r), (x − 1, r − 1)) + P((x , r), (x + 1, r − 1))]µx
=
1
4
(µr +µ−r) +
1
2
(µr−2+µr−4+ ...+µ−r+4+µ−r+2)
=
r
2(r + 1)
=Q(r, r − 1) , (3.44)
where we have used properties (i) and (ii) of the joint transition probabilities stated
above and, as before, Q denotes transition probability function of the dBES3-process.
Next we show that any µ ∈ ÝM (r), for all r ≥ 3, is mapped by P, the transition
probability function of Z , to some ν ∈ ÝM (r + 1) and vice versa. By this we mean that
the following holds
Pr,r+1µ= νQ(r, r + 1), r ≥ 3 ,
Pr+1,rν
′ = µ′Q(r + 1, r), r ≥ 2
for some µ,µ′ ∈ ÝM (r) and ν ,ν ′ ∈ ÝM (r + 1), where Pr,r+1 is the (r + 1) × (r + 2)
tridiagonal matrix of joint transition probabilities from points in `r to points in `r+1
and Pr+1,r is the (r + 2) × (r + 1) tridiagonal matrix of joint transition probabilities
between `r+1 and `r . Alternatively, the two matrix equations above can be expressed
as two systems of equations
P((x + 1, r), (x , r + 1))µx+1+ P((x − 1, r), (x , r + 1))µx−1 = νxQ(r, r + 1) (3.45)
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for x ∈ {−r − 1,−r + 1, ..., r − 1, r + 1} and
P((x + 1, r + 1), (x , r))ν ′x+1+ P((x − 1, r + 1), (x , r))ν ′x−1 = µ′xQ(r + 1, r) (3.46)
for x ∈ {−r,−r + 2, ..., r − 2, r}.
We show first that (3.45) holds. For any µ ∈ ÝM (r), using (ii), one calculates
(with the convention µx = 0 for all |x |> r + 1)
νx =
1
4
(µx+1+µx−1)
1
Q(r, r + 1)
and ν−x =
1
4
(µ−x−1+µ−x+1)
1
Q(r, r + 1)
,
thereby obtaining νx + ν−x = 2/(r + 2) and so ν = (νr+1,νr−1, ...,ν−r+1,ν−r−1) ∈ÝM (r + 1). Conversely, for any ν ∈ ÝM (r + 1) we have
µk =
1
4
(νx+1+ νx−1)
1
Q(r + 1, r)
and µ−x =
1
4
(ν−x−1+ ν−x+1)
1
Q(r + 1, r)
. (3.47)
It follows that µx +µ−x = 2/(r +1) and, consequently, µ= (µr ,µr−2, ...,µ−r+2,µ−r) ∈ÝM (r) and (3.46) holds.
Combined with (3.44), this shows that, if Z is started at any `r , r ≥ 3, according
to any distribution µ in ÝM (r), then the marginal process R is Markov and is distributed
as the dBES3, at least until Z hits `2. Finally we need to check that we can start the
chain at the origin and R will still be distributed as dBES3.
First notice that M (1) = ÝM (1) (since for any η = (η1,η−1) ∈ M (1) we have
η1 + η−1 = 1 = 2/2 and so ν ∈ ÝM (1)). Furthermore, any (conditional) probability
distribution (η1,η−1) ∈ M (1) on the two points of `1 gives the right left and right
R-jump probabilities because of condition (ii) above:
1
4
+
1
2

(η1+η−1) =
3
4
=Q(1,2) .
Also any (η1,η−1) ∈ M (1) is mapped by P to some (µ2,µ0,µ−2) ∈ ÝM (2) (in
the sense of (3.45) explained above), i.e.
1
4
η1+
1
4
η−1

1
Q(1, 2)
=
1
3
:= µ0
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and so µ−1 +µ+1 = 1−µ0 = 2/3 and (µ1,µ0,µ1) ∈ ÝM (2). Because of conditions (iii)
and (iv), for each such distribution on the points in `2 we have the correct marginal R
distribution, i.e. for any (µ2, 1/3,2/3−µ2) = (µ2,µ0,µ−2) ∈ ÝM (2) we calculate
µ2P((2,2), (1, 1)) +µ0[P((0, 2), (1,1)) + P((0, 2), (−1, 1))] +µ−2P((−2, 2), (−1,1))
=
2
3
P((2,2), (1,1)) +
1
3
(1− 2P((2,2), (1,1))) = 1
3
=Q(2,1) (3.48)
Next we show that any (µ2, 1/3,2/3 − µ2) ∈ ÝM (2) is mapped by P to some
(ν3,ν1,ν−1,ν−3) ∈ ÝM (3) and vice versa (again in the sense of (3.45) and (3.46)). This
will show that in fact M (r) = ÝM (r) for all r ≥ 1, which is needed to complete our
proof.
For any (µ2, 1/3,2/3−µ2) ∈ ÝM (2) one has, using P((2, 2), (3,3)) = P((−2, 2), (−3, 3)) =
1/2 (which follows from (i))
µ2P((2,2), (3, 3))
Q(2,3)
=
3
4
µ2 := ν3 ,
1
3
P((2,2), (1, 3)) + P((0,2), (1,3))
Q(2, 3)
=
1
2
[P((2,2), (1, 3)) + P((0,2), (1,3))] := ν1 ,
1
3
P((0,2), (−1,3)) + P((−2, 2), (−1, 3))
Q(2, 3)
=
1
2
[P((0, 2), (−1, 3)) + P((−2,2), (−1,3))] := ν−1 ,
(2/3−µ2)P((−2,2), (−3, 3))
Q(2, 3)
=
3
4
(2/3−µ2) := ν−3 ,
where (ν3,ν1,ν−1,ν−3) ∈ M (3). It follows that ν1 + ν−1 = 1/2 and, using (iv), that
ν3 + ν−3 = 1/2; hence, any (µ2, 1/3,2/3− µ2) ∈ ÝM (2) is mapped by P to a point inÝM (3). The converse is true by our previous calculation (3.47) with r = 2.
To complete the proof we need to put all the pieces together. We have proved
that for a chain Z started at the origin (or on any `r according to any µ ∈ ÝM (r)) we
have M (r) = ÝM (r) for all r ≥ 0. That is, for any r ≥ 0 the collection of conditional
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distributions of Xn, n ≥ 1, given the R-path of the joint chain up to time n and ending
at Rn = r (i.e. all the possible conditional distributions on the points of `r) is equal to
a certain family of probability distributions ÝM (r). It follows that
P(Rn+1 = r + 1|R1 = r1, ..., Rn = r)
=
∑
x:(x ,r)∈`r
P(Xn = x |R1 = r1, ...Rn = r)P(Xn+1 = x+1, Rn+1 = r+1|Xn = x , Rn = r)+
P(Xn+1 = x − 1, Rn+1 = r + 1|Xn = x , Rn = r)
=

1
4
+
1
2

(µr +µ−r) +
1
2
(µr−2+µr−4+ ...+µ−r+4+µ−r+2) =
r + 2
2(r + 1)
for some µ = (µ−r ,µ−r+2, ...,µr−2,µr) ∈ ÝM (r) and for all r ≥ 3 and r = 1 and n ≥ 0.
Analogous result for r = 2 follows from calculation (3.48).
Finally notice that, on one hand, condition (iii) means that we cannot have
P((2,2), (1,3)) + P((2, 0), (1, 3)) = 1/2 and P((−2,2), (−1,3)) + P((2, 0), (−1,3)) =
1/2, i.e. the condition (3.41) of Lemma 3.15, necessary for the intertwining, cannot
hold. At the other hand, (iii)means that P((2, 2), (1,1)) 6= 1/3=Q(2,1) and so Dynkin
condition fails also, as it requires
∑
x ′ P((x , r), (x
′, r ′) =Q(r, r ′) for any x .
3.7 Diffusion approximation
This section is devoted to finding a diffusion approximation for the discrete Markov
chain Z = Z (q,µ), for q ∈ (0, 1) and µ ≥ 0, we have discussed in the previous section.
(Note that, as before, we will drop explicit dependence of Z on parameters q and µ
to simplify our notation.) We will prove that, appropriately scaled, it converges to the
unique solution of a martingale problem associated to a certain generator. However,
discussion of the martingale problem itself is postponed until next chapter. We merely
state the definition.
Definition 3.23. (Solution to a martingale problem) We say that a probability measure
P on continuous paths in the wedge W (3.1) is a solution to the martingale problem for
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(G ,ν0) if there exists a measurable W-valued process (Zt ; t ≥ 0) such that
ν0(A) = P(Z0 ∈ A), ∀A∈BW ,
where BW is the Borel σ-algebra of the subsets of W, and for all f in the domain DG of
G the process
f (Zt)− f (Z0)−
∫ t
0
G f (Zs)ds
is a P-martingale with respect to Ft = σ(Zs; s ≤ t), the natural filtration of Z. A martin-
gale problem for (G ,ν0) is well-posed if a solution exists and is unique.
and
Theorem 3.24. For all θ ∈ [0,∞) and µ≥ 0 the martingale problem for the generator
G (θ ,µ) = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+

coth(θ r)− e−xθ csch(θ r) ∂ 2
∂ x∂ r
+µ
∂
∂ x
+

µ(coth(θ r)− e−xθ csch(θ r)) + θ e−xθ csch(θ r) ∂
∂ r
(3.50)
started at any z0 ∈ W ′ = W\∂W has a unique solution. Here W ′ denotes the interior or
the wedge W, and the domain of the generator is taken to be the collection of all bounded,
infinitely continuously differentiable functions on W with compact support, denoted by
C∞c (W ) (see p. 115).
Proof. See proofs of Propositions 4.3 and 4.7 in Chapter 4.
We start by constructing a sequence of approximating continuous Markov chains
{Z (n)}n≥1 = {(X (n), R(n))}n≥1 as follows. For all n ∈ N let
Z (n)k/n =
1p
n
Zk for k ∈ N , (3.51)
and define Z (n)t for t ∈ [ kn , k+1n ] by linear interpolation
Z (n)t = (nt − k)Z (n)k/n+ (k+ 1− nt)Z (n)(k+1)/n =
1p
n

(nt − k)Zk + (k+ 1− nt)Zk+1 .
(3.52)
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Let Z (n)0 =
1p
n
Z0. The parameter q ∈ [0,1) and the jump probabilities p0 = P(x , x − 1)
and p1 = P(x , x + 1) are also scaled. For all n≥ 1 let
q = q(n) = 1− θp
n
, θ ∈ [0,∞)
and p1 =
1
2
(1 + µ/
p
n) = 1 − p0 (so that p1 − p0 = µpn). This way in the limit the
parameter q ∈ (0,1) gets mapped to θ ∈ (0,∞); thus, θ = 0 corresponds to the case of
characterising the BES3(µ)-process as the modulus of BM(µ), while θ =∞ corresponds
to the set-up of the Pitman’s theorem.
So, for each n ∈ N (Z (n)t ; t ≥ 0) is a Markov chain with piece-wise linear paths
and values in a two-dimensional infinite wedge W = {(x , r) ∈ R×R+ : |x | ≤ r}. Let Pnz0
be the law of Z (n) started at z0, and define by P
n
t (·, ·), t > 0, the transition probability
functions defined with respect to Pnz0 . The aim of this section is to prove the following
Theorem 3.25. The limit limn→∞ Pn0 exists and is the unique solution to the martingale
problem associated to the infinitesimal generator G (θ ,µ) started at z0 = 0.
The proof of the above theorem requires a lemma.
Lemma 3.26. For any z0 ∈ W ′ the limit limn→∞ Pnz0 exists and is the unique solution to
the (G (θ ,µ),δz0)-martingale problem.
In proving Lemma 3.26, and then Theorem 3.25, we take a classical route: we
first prove that the infinitesimal coefficients of the generators of the scaled chains Z (n)
converge in an appropriate sense to the coefficients of G (θ ,µ). Next we prove that the
family of laws {Pnz0}n≥1, for any z0 ∈W ′, associated to {Z (n)}n≥1 is pre-compact, which
ensures that there exists a convergent subsequence {Pnkz0 }k≥1 and its limit is the solution
to the (G (θ ,µ),δz0)-martingale problem. We use the framework and results from Stroock
and Varadhan [76].
Recall that a subset M of P (W ), the set of all probability measures on subsets
of W , is called pre-compact (or locally compact) if for each ε > 0 there exists a compact
set Kε ⊂W such that
inf
µ∈M µ(Kε)≥ 1− ε .
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We define the infinitesimal parameters of Z (n) as follows:
anziz j (z) = n
∫
|z−z′|<1
(zi − z′i)(z j − z′j)Pn1/n(z, dz′) ,
bnzi (z) = n
∫
|z−z′|<1
(zi − z′i)Pn1/n(z, dz′) ,
where z = (z1, z2) = (x , r), z′ = (z′1, z′2) = (x ′, y ′) ∈W and i, j ∈ {1, 2}.
The following theorem combines Lemmas 11.2.1, 11.2.2 and Theorem 11.2.3
of Stroock and Varadhan [76].
Theorem 3.27. Let Y be a discrete-time homogenous Markov chain onRd and let {Y (n)}n≥1
be a sequence of continuous Markov processes constructed by scaling and interlacing anal-
ogously to (3.51) and (3.52). Let (ani j)1≤i, j≤d and (bni )1≤i≤d be the infinitesimal variance
and mean of Y (n) respectively. Suppose that the following conditions hold
lim
n→∞ sup|y|≤R
‖ an(y)− a(y) ‖= 0 , (3.53a)
lim
n→∞ sup|y|≤R
|bn(y)− b(y)|= 0 , (3.53b)
sup
n≥1
sup
y∈Rd
(‖ an(y) ‖+|bn(y)|)<∞ (3.53c)
for all R > 0, where a is a real symmetric non-negative definite matrix with continuous
entries and b : R2 → Rd is a continuous function. For a square matrix A we define its
operator norm as ‖ A ‖= sup|v|2=1 ‖ Av ‖= sup|v|2=1〈Av, Av〉1/2. Finally suppose that
lim
n→∞ supy∈Rd

nPn1/n(y,R
d\By(δ))

= 0, for all δ > 0 (3.54)
holds, where By(δ) is a ball of radius δ > 0 centred at y. Additionally, assume that the
martingale problem for the generator with coefficients a and b and the domain C∞c (Rd)
started at y0 is well-posed and denote its unique solution by Py0 . Then P
n
y0
converges to
Py0 as n→∞ uniformly on compact subsets of Rd . (By C∞c (Rd) we denote the collection
of all infinitely continuously differentiable, bounded functions on Rd with compact support
(see p. 115)).
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Our aim now is to check that our family of processes {Z (n)t ; t ≥ 0}n≥1, satisfies
conditions (3.53)–(3.54) of the above theorem. This, combined with the fact that the
martingale problem for (G (θ ,µ),δz0) is well-posed for all z0 ∈ W ′, will prove that the
sequence of bivariate processes {Z (n)}n≥1 converges in law to the bivariate diffusion
governed by the generator G (θ ,µ) and started at z0. One notices that the results of
Stroock and Varadhan apply to processes defined on the whole of Rd , while our family
of approximating Markov chains is defined on W and the supposed limiting diffusion
is W ′-valued. However, by Theorem 3.24 the martingale problem associated to the
generator G (θ ,µ) acting on smooth functions with the support in the interior of the
wedge is well-posed when started away from the boundary. Moreover, once started
away from the boundary of the wedge, any such solution returns to the boundary with
probability 0 (see Lemma 4.4 and Proposition 4.7). One verifies by studying the proofs
of results in [76] that they are in fact applicable to our case.
Proof of Lemma 3.26. We start by calculating infinitesimal parameters of the chain Z (n),
using transition probabilities (3.32). Noticing that
Pn[Z (n)(k+1)/n = z± 1/
p
n|Z (n)k/n = z] = P[Zk+1 =
p
nz± 1|Zk =pnz], ∀k ≥ 0 ,
we calculate
anx x(x , r) = 1, a
n
rr(x , r) = 1, b
n
x(x , r) = µ ,
anx r(x , r) =
2p1q
p
nx+1+ 2p0q
p
nx−1− q−(pnr+1)− qpnr+1
q
p
nr+1− q−(pnr+1) ,
bnr (x , r) = µ
q
p
nx+1+ q
p
nx−1− q−(pnr+1)− qpnr+1
q
p
nr+1− q−(pnr+1)
+
p
n
q
p
nx+1− qpnx−1
q
p
nr+1− q−(pnr+1) .
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Recall that the coefficients of the generator of our target diffusion are given by
ax x(x , r) = 1, ar r(x , r) = 1, bx(x , r) = µ ,
ax r(x , r) = coth(θ r)− e−xθ csch(θ r) = e
θ r + e−θ r − 2e−θ x
eθ r − e−θ r ,
and br(x , r) = µ

coth(θ r)− e−xθ csch(θ r)+ θ e−xθ csch(θ r)
= µ
eθ r + e−θ r − 2e−θ x
eθ r − e−θ r +
2θ e−θ x
eθ r − e−θ r ,
where we have used exponential representation of hyperbolic functions. One notices
that the drift coefficient of the R-process explodes to infinity at the origin. To gain
control over it and a similarly unbounded, as n → ∞, coefficient bnr , we consider a
sequence of stopped processes {Z (n)τnε }n≥1, where Z
(n)
τnε
= (Z (n)t∧τnε ; t ≥ 0) with τnε = inf{t :
R(n)t ≤ ε}.
For (3.53a) we have
‖ an(x , r)− a(x , r) ‖= sup
|v|2=1

 0 anx r(x , r)− ax r(x , r)
anx r(x , r)− ax r(x , r) 0

v1
v2

= sup
|v|2=1
[(anx r(x , r)− ax r(x , r))(v21 + v22 )1/2] = (anx r(x , r)− ax r(x , r))2 .
And so for any R> 0 and z = (x , r) ∈W
lim
n→∞ sup|z|≤R
‖ an(x , r)− a(x , r) ‖= lim
n→∞ sup|z|≤R
(anx r(x , r)− ax r(x , r)) .
Convergence above will follow if we show that limn→∞ anx r(z) = ax r(z) uniformly on
compact subsets of W . But this can be deduced by ubstituting q(n) = (1−θ/pn) into the
expression for anx r and using the fact that limn→∞(1+ x/n)n = ex , for x ∈ R, uniformly
on compact subsets of R. Similarly
lim
n→∞ sup|z|≤R
|bn(x , r)− b(x , r)|= lim
n→∞ sup|z|≤R
|bnr (x , r)− br(x , r)|= 0 .
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Finally for (3.53c) we have
sup
n
sup
z∈Wε
(‖ an(z) ‖+|bn(z)|)≤ sup
n
sup
z∈Wε
(‖ an(z) ‖) + sup
n
sup
z∈Wε
(|bn(z)|) , (3.55)
where Wε = {(x , r) ∈ W : r ≥ ε}. Let us study the two summands separately. For the
first summand we calculate
sup
n
sup
z∈Wε
(‖ an(z) ‖)
= sup
n
sup
z∈Wε
 sup
|v|2=1
(v21 + v
2
2 + 4v1v2a
n
x r(z) + a
n
x r(z)
2(v21 + v
2
2 ))
1/2
≤ 31/2 ,
where we have used the fact that for a vector v ∈ R such that v21+v22 = 1, sup|v|2=1{v1v2}=
1/4 and the fact that |anx r(z)| < 1 for all n ≥ 1 and z ∈ W (this can be verified by ob-
serving that q
p
nx is a decreasing function of x).
Consider now the second summand of (3.55). Note that expression q−(
p
nr+1)−qpnr+1,
for r > 0, is an increasing function of r. Using this and q−1−q1 = 2θp
n
+o( 1
n
), we obtain
for the second summand (and this is where stopping the process when the Rn-marginal
becomes too small has an impact)
sup
n
sup
(x ,r)∈Wε
(|bn(x , r)|) = sup
n≥1
sup
z∈Wε
(bnr (x , r))
≤ sup
n
sup
(x ,r)∈Wε
 p
n
q
p
nx+1− qpnx−1
q
p
nr+1− q−(pnr+1)
!
+µ
≤ sup
n
 
q−
p
nε(2θ + o(1/
p
n))
q−(
p
nε+1)− qpnε+1
!
+µ
= sup
n

2θ + o(1/
p
n)
q−1− q2pnε+2

+µ
≤ Cθ ,ε <∞ ,
where Cθ ,ε is a finite constant depending on θ and ε but independent of n. The last
two weak inequality signs follow from the fact that an error term associated to the
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convergence limn→∞(1+ xn )
n = ex , for x ∈ R, is of order 1
n
. We can now conclude that
sup
n
sup
(x ,r)∈Wε
(‖ an(x , r) ‖+|bn(x , r)|)<∞
for all ε > 0.
Finally we have to check that family of measures (Pnz0; n≥ 1) satisfies condition
(3.54), which, together with a technical condition (3.53c), ensures that it is locally
compact. We need to show that for all δ > 0
lim
n→∞ supz∈Wε

nPn1/n(z, Wε\Bz(δ))

= 0 . (3.56)
If δ > 1, then Pn1/n(z, Wε\B(z,δ)) = 0 for all n≥ 1 and any z ∈Wε. If δ < 1, then there
exists nδ ∈ N, more specifically nδ =min{n ∈ N : 1/n≤ δ}, such that
Pn1/n(z, Wε\Bz(δ)) = 1−
∑
z′∈Bz(δ)
Pn1/n(z, z
′) = 0 .
In other words, as n tends to infinity step size of Z (n) tends to zero and so eventually it
becomes smaller than δ making probability in question 0. This establishes (3.56).
Hence, by Theorem 3.27
Z (n)τnε
L→ Zτε as n→∞ ,
where Zτε = (Zt∧τε; t ≥ 0) with τε = inf{t : Rt ≤ ε}, is the solution to the (G (θ ,µ),δz0)-
martingale problem stopped when the R-process comes within distance ε of the origin.
This is true for arbitrary small ε > 0, and, as mentioned before, it will be proved in
Chapter 4 that the solution to the martingale problem for G (θ ,µ) started away from
the boundary of the wedge W revisits the boundary, and the origin in particular, with
probability 0. Thus we must have
Z (n)
L→ Z as n→∞ ,
which proves Lemma 3.26.
106
In order to prove Theorem 3.25 we need the final lemma
Lemma 3.28. Let (νµ,nt ; t ∈ 1nN) be the entrance law of the process Z (n) started at the
origin and let (νµt ; t > 0) be a family of probability measures on W with the densities
given by
ν
µ
t (x , r) = q
µ
t (0, r)λ
µ(x , r) ,
where qµt is the transition density of the BES
3(µ) and λµ is given by
λ0(r, x) =
1
2r
for µ= 0, and
λµ(r, x) =
µeµx
eµr − e−µr
for µ > 0. Then for any t > 0
ν
µ,n
t ⇒ νµt as n→∞.
Proof. We proved in Proposition 3.21 that the family of discrete measures on W (νµm; m≥
1) forming an entrance law for the process Z is given by νµm(x , r) = Q
µ
m(0, r)λµ(r, x),
where Qµm, for m ≥ 1, is the m-step transition function of dBES3 and λµ(x , r) =
λµ(r, (x , r)) is defined in Lemma 3.18. Then for all n ≥ 1 the family of measures
(νµ,nt ; t ∈ 1nN), with
ν
µ,n
t (x , r) :=Q
µ,n
t (0, r)λ
µ,n(x , r) :=Qµtn(0,
p
nr)λµ(
p
nx ,
p
nr), (x , r) ∈ 1p
n
W, t ∈ 1
n
N
forms an entrance law for Z (n), i.e. for each t > 0 νµ,nt is the law of Z
(n)
t = (X
(n)
t , R
(n)
t ).
Using Proposition 3.17 one obtains an explicit expression for νµ,nt for any n ≥ 1, µ ≥ 0
and t ∈ 1p
n
N. On the other hand the BES3(µ) transition densities are well known:
qµt (0, r) =
1p
2pit3
r
µ
exp

− r
2
2t

exp

−µ
2 t
2

(exp(µr)− exp(−µr))
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for µ > 0, and
qt(0, r) =
r
2
pit3
r2 exp

− r
2
2t

for µ= 0, and so we have an explicit expression for νµt also.
Now fix t > 0 and consider a sequence of random variables {(X (n)t , R(n)t )}n≥1 =
{Z (n)t }n≥1. Let (xn, rn) ∈ 1pnW, n ≥ 1, be any sequence of points such that (xn, rn) →
(x , r) ∈ W as n → ∞, and hn = 2pn be a scaling parameter depending on the size of
the lattice ‘cells’ forming the state space of the random variable Z (n)t (recall that for a
fixed t ∈ 1p
n
N R(n)t = 1pnRnt ∈ {0, 2pn , ..., ntpn} if nt is even and R(n)t ∈ {1, 3pn , ..., ntpn} if nt
is odd, and X (n)t ∈ {−R(n)t ,−R(n)t + 2pn , ..., R(n)t − 2pn , R(n)t }). A result by Billingsley [13,
Thm. 3.3, p.30] states that if
1
h2n
Qµ,nt (0, rn)λ
µ,n(xn, rn)→ qµt (0, r)λµ(x , r) , (3.57)
then the desired weak convergence of measures holds. Firstly we have
1
hn
λn(x , r) =
p
n
2
λ(
p
nx ,
p
nr) =
p
n
2(
p
nr + 1)
→ 1
2r
, n→∞ ,
and, recalling that p1 =
1
2
(1+µ/
p
n) = 1− p0 and using limm→∞(1+ x/m)m = ex , for
x ∈ R, we have
1
hn
λµ,n(x , r) =
p
n
2
λµ(
p
nx ,
p
nr) = p
p
n(r+x)
2
1 p
p
n(r−x)
2
0
p1− p0
p
p
nr+1
1 − p
p
nr+1
0
p
n
2
→ µe
µx
eµr − e−µr , n→∞ .
At the other hand, using ([31, pp. 179-180]) 2n
n+ x
 1
22n
≈ 1p
pin
e− x
2
n ,
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we obtain
1
hn
Qnt(0,
p
nx) =
1
hn
2
2nt
(
p
nr + 1)2
nt +
p
nr + 2
 nt
nt+
p
nr
2
≈r 2
pit
e− r
2
2t
(
p
nr + 1)2
nt +
p
nr + 2
→ qt(0, r), n→∞ .
Finally in a similar fashion we calculate
1
hn
Qµ,nnt (0, r) =
1
hn
 nt
nt+
p
nr
2
 2(pnr + 1)
nt +
p
nr + 2
(p1p0)
nt
2 p
−pnr
2
1 p
p
nr
2
0 (p
p
nr+1
1 − p
p
nr+1
0 )
p
p
nr
0 (p1− p0)
≈ 1p
2pit
e− r
2
2t
2(
p
nr + 1)
nt +
p
nr + 2
p
n
µ

1− µ
2
n
 nt
2 p
−pnr
2
1 p
p
nr
2
0 (p
p
nr+1
1 − p
p
nr+1
0 )
p
p
nr
0
→ qµt (0, r), n→∞ ,
where we have used (p1p0)nt/2 =
1
2nt

1− µ2
n
 nt
2 .
Putting all the ingredients together we obtain (3.57) and thus the statement of
the lemma by the theorem of Billingsley.
Finally we can prove Theorem 3.25.
Proof of Theorem 3.25. It is proved in Chapter 4 (see Corollary 4.16) that a family of
measures (νµt ; t > 0) of Lemma 3.28 forms the unique entrance law for Z
(θ ,µ) = (X , R),
the unique solution to the (G (θ ,µ),δ(0,0))-martingale problem. Thus, by Lemma 3.28 for
each fixed t > 0 the distribution of the pair Z (n)t = (X
(n)
t , R
(n)
t ), viewed as a pair of ran-
dom variables as opposed to a bivariate stochastic process, converges to the distribution
of the pair Zt = (X t , Rt) as n tends to infinity.
Thus, using Lemma 3.26, which states that, started at any z0 ∈ W ′, the cou-
pling Z (n) = (X (n), R(n)) converges weakly to the unique solution of the (G (θ ,µ),δz0)-
martingale problem, completes the proof.
Remark. Using the theorems and techniques of this section, coupled with Lemma
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3.28, we can easily prove that appropriately scaled dBES3(µ)-process converges to the
continuous BES3(µ).
Remark. Note that, by identifying the solution to the (G (θ ,µ),δ(0,0))-martingale prob-
lem as a diffusion limit of the discrete Markov chain Z (q,µ) = (X , R), we automatically
establish the fact that the marginal processes of the resulting diffusion are given by
BM(µ) and BES3(µ). In the next chapter we give a direct proof of this result.
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Chapter 4
Pitman’s theorem and radial part of
the 3-d Brownian Motion II:
bi-variate diffusions in a wedge
In this chapter we study a two-parameter family of bivariate diffusions with values in
the infinite two-dimensional wedge W = {(x , r) : r ∈ R+, |x | ≤ r}, which we have
obtained as a scaling limit of certain Markov chains from representation theory in pre-
vious chapter. Let Z (θ ,µ) = (X , R) be the process in question. For each θ ∈ [0,∞) and
µ ≥ 0 we aim to characterise Z (θ ,µ) := Z (θ) := Z as a unique solution to a martingale
problem associated to an infinitesimal generator given by
G (θ ,µ) = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+

coth(θ r)− e−xθ csch(θ r) ∂ 2
∂ x∂ r
+µ
∂
∂ x
+

µ(coth(θ r)− e−xθ csch(θ r)) + θ e−xθ csch(θ r) ∂
∂ r
, (4.1)
and which we have already encountered at the end of the last chapter (see p. 100).
Note that by letting θ → 0 we recover the generator (3.7). If, at the other hand, we
let θ →∞, we obtain the limiting generator Gˆ (∞)µ = 12 ∂
2
∂ x2
+ 1
2
∂ 2
∂ r2
+ ∂
2
∂ x∂ r
+µ ∂
∂ x
+µ ∂
∂ r
which (together with the boundary condition ∂ f
∂ r
(−r, r) = 0 for all f in the domain of
Gˆ (∞)µ ) describes the behaviour of the coupling (BM(µ), BES3(µ)) = (X , R) = (X , X −2J)
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with Jt = infs≤t X t , which is an equivalent representation of the Pitman’s theorem; one
should compare Gˆ (∞)µ to the generator (3.8).
We then give a direct proof that, for all θ ∈ [0,∞), the marginal distribution of
the R-process is that of BES3(µ) and that, in particular in the symmetric case, µ = 0,
R is distributed as BES3. To achieve this goal we show that for each θ ∈ [0,∞) the
semigroup associated to the process Z (θ ,µ) and the semigroup of the BES3(µ)-process
are intertwined with respect to a certain kernel. The main result is the following
Theorem 4.1. Let (p(θ ,µ)t ; t > 0) := (p
µ
t ; t > 0) be the family of transition densities of
the bivariate diffusion Z (θ ,µ) = (R, X ) associated to the infinitesimal generator given by
(4.1), and let (qµt ; t > 0) be the family of transition densities of the BES
3(µ) process. Then
for all θ ∈ [0,∞) and µ ≥ 0 the transition densities pµt and qµt satisfy the intertwining
relationship∫
W
λµ(r, (x ′, r ′))pµt ((x ′, r ′), (x ′′, r ′′))d x ′dr ′ =
∫ ∞
0
qµt (r, r
′)λµ(r ′, (x ′′, r ′′))dr ′ , (4.2)
where λµ is a density of a Markov kernel Λµ from (0,∞) to W given by
Λ0(r, A) := Λ(r, A) =
1
2r
Leb{x : (x , r) ∈ A}= 1
2r
∫ r
−r
1{(x ,r)∈A} d x (4.3)
for µ= 0, and
Λµ(r, A) =
∫
A
µeµx
eµr − e−µr 1{(x ,r)∈A} d x (4.4)
for µ > 0, for all A∈BW and r > 0. HereBW is the Borel sigma-algebra of the subsets of
W.
In fact, the intertwining relationship (4.2) holds for r = 0 also, with the con-
vention Λ(0, ·) = δo(·), i.e. if Λ(0, ·) is a measure on W with its mass concentrated on
the origin (see Cor. 4.16).
Note that, if we denote the semigroups of Z (θ ,µ) and BES3(µ) by Pµt and Q
µ
t ,
t ≥ 0, respectively, then we can write (4.2) in operator notation as
ΛµPµt =Q
µ
tΛ
µ
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or ∫
W
Λµ(r, dz)Pµt (z, A) =
∫ ∞
0
Qµt (r, dr
′)Λµ(r ′, A)
for all t > 0, r > 0 and A∈BW .
Because of Theorem 3.6, an easy consequence of the above result is
Proposition 4.2. Let the set-up be as in Theorem 4.1 and suppose that Z (θ ,µ) is started at
the origin, resp. according to the measure Λµ(r0, ·), for some r0 > 0. Then the marginal
process (Rt , t ≥ 0) is distributed as the BES3(µ)-process started from the origin, resp. r0.
Moreover, for any A∈BW we have
Pµ(Zt ∈ A|Rs, 0≤ s ≤ t) =
∫
A
λµ(Rt , z)dz = Λ
µ(Rt , A) , (4.5)
where Λµ is the intertwining kernel of Theorem 4.1.
In what follows we often omit superscripts indicating dependency on θ to sim-
plify our notation. By default reader may assume that, unless otherwise stated, θ ∈
(0,∞).
4.1 A martingale problem: starting away from the origin
For our discussion of the intertwining to be meaningful we first have to prove that there
is a unique process Z (θ) associated to the generator (4.1) for each value θ ∈ [0,∞) and
that, consequently, this process has an associated semigroup. This involves showing
that the martingale problem for G (θ)µ has a solution for all starting points and that,
moreover, this solution is unique and therefore possesses the strong Markov property
([69, Thm. 21.1]). We treat the martingale problem started from zero and away from
zero separately as the singularity at the origin needs a special approach. In fact, to
prove the intertwining, it is enough to show that the martingale problem started away
from the origin is well-posed. Once proved, the intertwining relationship (4.2), will
allow us to find the entrance law for the process (X , R) started at the origin. However,
to then show that this entrance law is unique, we need to prove uniqueness of the
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martingale problem started at the origin, which is, therefore, deferred till the end of
the chapter.
The martingale approach to characterising Markov processes was introduced by
Stroock and Varadhan [76]. Let Z be a time-homogenous Markov process with the
statespace W , defined on some filtered probability space (Ω,F , {Ft}t≥0,P) and let G
be its infinitesimal generator with the domain DG . Then
EZs[ f (Zt)] = f (Zs) +EZs
∫ t
s
G f (Zs)ds

, (4.6)
for all t > s ≥ 0 and f ∈ DGµ , where Ez is the expectation with respect to the law of Z
started at z. Let
M ft = f (Zt)− f (Z0)−
∫ t
0
G f (Zu)du .
It follows that
E[M ft |Fs] = E

f (Zt)− f (Z0)−
∫ t
0
G f (Zu)du
Fs
= f (Zs)− f (Z0)−
∫ s
0
G f (Zu)du= M fs ,
i.e. M ft is an Ft -martingale. Stroock and Varadhan reversed this argument: if for a
given generator Gµ there exists a probability measure Pµ under which M ft is a martin-
gale for a large enough class of functions, then there is a Markov process with generator
Gµ governed by Pµ. Measure Pµ is called a solution to a (G , v0)-martingale problem,
where v0 is the initial law of Z . If the solution to the (Gµ, v0) problem exists and is
unique, then it is said to be well-posed. We say that a martingale problem for Gµ is well-
posed if a (Gµ, v0)-martingale problem is well-posed for all v0 ∈ P (W ), where P (W ) is
the collection of all Borel measures on W. It is customary to call the process (Zt ; t ≥ 0)
itself a solution to the (Gµ, v0)-problem; we will use both definitions.
In what follows we write ∂W = {(r, x) : r ∈ R+, |x | = r} for the boundary of
the wedge W and W ′ =W\∂W for its interior. We also write aµ = (aµi j)i, j∈{x ,r} for the
2× 2 matrix of the diffusion coefficients and bµ = (bµx , bµr ) for the vector of the drift
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coefficients of the generator (4.1). Whenever the dependency on µ is missing, one may
assume that we are in the driftless case µ= 0.
For Rd we denote by C∞c (Rd) a collection of all bounded infinitely continuously
differentiable functions f on Rd with compact support. Define C∞c (W ) as follows.
Each f ∈ C∞c (W ) is a bounded infinitely continuously differentiable function on W
with compact support and such that there exists a number ε f > 0 such that f (z) = 0
and ∂
k
∂ xk
f (z) = ∂
k
∂ rk
f (z) = 0, for all k ≥ 1 and z /∈ Wε f , where Wε f = {(x , r) ∈ W :
(r + x)/2 > ε f , (r − x)/2 > ε f }. In other words each f in C∞c (W ), together with
its partial derivatives of all orders, vanishes in the vicinity of the boundary. In their
original analysis Stroock and Varadhan considered processes defined on the whole of
Rd with generators with domains given by C∞c (Rd) and which do not allow for the
boundaries. However, in Lemma 4.4 and Proposition 4.7 below we prove that for z0 ∈
W ′ any solution to the (Gµ,δz0)-martingale problem, for µ = 0 and µ > 0 respectively,
does not hit the boundary ∂W with probability one. Moreover, we can continuously
map the wedge W into the whole of R2, mapping the boundary ∂W to infinity, via
a transformation involving log. Hence, the aforementioned results in [76] will still
be applicable to our case. We take DG (θ)µ = DG = C∞c (W ) to be the domain of the
generator G (θ)µ for all θ ∈ [0,∞) and µ≥ 0.
We consider the symmetric, µ = 0, and the drifting, µ > 0, cases separately,
starting with the former.
4.1.1 Symmetric case, µ= 0
For the symmetric case generator (4.1) takes the following form
G (θ) = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+

coth(θ r)− e−xθ csch(θ r) ∂ 2
∂ x∂ r
+θ e−xθ csch(θ r) ∂
∂ r
, (4.7)
where we write G (θ) = G for G (θ)0 . Because of the singularity at the origin, we first
consider a G -martingale problem started away from the origin and prove
Proposition 4.3. The martingale problem for (G (θ),δz0), z0 ∈W ′, has a unique solution
for all θ ∈ [0,∞).
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We start our analysis with the following lemma concerning the behaviour of the
process at the boundary.
Lemma 4.4. Any solution to the martingale problem for (G (θ),δz0), for all z0 ∈W ′ and
θ ∈ [0,∞), almost surely doesn’t hit the boundary ∂W = {(r, x) : r ∈ R+, |x |= r}.
Proof. In the case θ = 0, corresponding to the characterisation of the BES3-process as
the radial part of the 3-d BM, the pair (X t , Rt ; t ≥ 0) = Z (0) is related via
Rt =
Æ
X 2t + Y
2
t +W
2
t
⇔ R2t − X 2t = Y 2+W 2 , (4.8)
where (X t , Yt , Wt) are the coordinates of a standard 3-d Brownian motion. Note that the
bi-variate process Z (0)t hits the boundary at any time t > 0 if and only if R
2
t = X
2
t , that
is if and only if the LHS of the second equality above is zero. This only happens if the
square root of the right hand side of (4.8), which is distributed as the radial part of the
2-d BM, or the BES2-process, is zero. We know that for d ≥ 2 BMd , and so BESd , issued
from the origin never hits zero once it leaves it. Consequently we can conclude that
the RHS of (4.8) never vanishes with probability 1 and so Z (0) never hits the boundary
almost surely. Indeed one can check that f (r, x) = ln(r2− x2) is harmonic with respect
to the generator G (0) (3.7) (this is not surprising once one remembers that f (a) = ln(a)
is harmonic with respect to the generator of the 2-dimensional Bessel process (see for
example [7, p. 90])).
Now that we have considered the extreme case θ = 0, we deal with θ ∈ (0,∞).
We begin by rotating our coordinate system via a linear transformation
T : (r, x)→

r − x
2
,
r + x
2

:= (u, v) := y (4.9)
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and re-calculating the generator G in terms of the new variables (u, v) ∈ [0,∞)2
A (θ) =A = 1− e
−2θu
2(e2θ v − e−2θu)
∂ 2
∂ u2
+
θ
e2θ v − e−2θu
∂
∂ u
+
e2θ v − 1
2(e2θ v − e−2θu)
∂ 2
∂ v2
+
θ
e2θ v − e−2θu
∂
∂ v
. (4.10)
Note that the symmetry of the roles played by u and v is broken by the parameter
θ . Indeed, as we let θ tend to 0, u and v in the generator become interchangeable.
Since the paths of the original and the transformed processes are in one-to-
one correspondence, any solution to the (G ,δz0)-martingale problem, for each z0 =
(r0, x0) ∈ W ′, corresponds to a solution to the (A ,δy0)-martingale problem, where
y0 = (u0, v0) with u0 = (r0 − x0)/2 and v0 = (r0 + x0)/2. Let Y = (Yt ; t ≥ 0) =
(Ut , Vt ; t ≥ 0) be any possible solution to the (A ,δy0)-martingale problem, where y0 =
(u0, v0) 6= (0,0), and let Py0 be the corresponding probability measure. We know that
any solution to the (A ,δy0)-martingale problem corresponds to a weak solution to
the corresponding system of stochastic differential equations started at y0 (see, for
example, [69, V.20]). Hence, (Yt ; t ≥ 0) must satisfy the following 2-dimensional SDE
dUt =
È
1− e−2θUt
e2θVt − e−2θUt dβ
1
t +
θ
e2θVt − e−2θUt d t ,
dVt =
È
e2θVt − 1
e2θVt − e−2θUt dβ
2
t +
θ
e2θVt − e−2θUt d t ,
where (β1,β2) = β is a standard 2-dimensional Brownian motion. Consider a function
g : [0,∞)2→ R given by
g(u, v) = ln(1− e−2θu) + ln(e2θ v − 1) .
By applying Itô’s lemma to g, we see that Gt := g(Ut , Vt) satisfies
Gt =
∫ t
0
F(Us, Vs)dβs, t > 0 ,
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with
F(u, v) =
 2θ e−2θup
(1− e−2θu)(e2θ v − e−2θu) ,
2θ e2θ vp
(e2θ v − 1)(e2θ v − e−2θu)
 ,
i.e. Gt is a local martingale under Py0 with respect to the natural filtration of (Ut , Vt).
Note that Ut = 0, resp. Vt = 0, if and only if X t = Rt , resp. X t = −Rt , i.e. when the
original process hits the boundary. Moreover, g(u, v) =−∞ if u= 0 or v = 0. However,
we know that, being a local martingale, Gt cannot explode to plus or minus infinity
in finite time. Hence, the pair (U , V ) never hits the u- and v-axis, and so the original
process (X , R) never hits the boundary ∂W of the wedge. Therefore, any solution to
the (G ,δz0)-martingale problem, for z0 ∈W ′, lives in the interior of the wedge.
Let us now come back to our martingale problem. Usually, sufficiently regular,
i.e. bounded and continuous, coefficients of the generator in question are enough to
prove that a particular martingale problem has a solution and that it is unique. In view
of this we see that the biggest obstacle in solving the (G ,δz0)-martingale problem is
the degeneracy of the R drift coefficient br = θcsch(θ r) which explodes to infinity at
zero. However, a result of Stroock and Varadhan stated below gives us a way around
this problem.
Theorem 4.5. ([76, Cor. 10.1.2]) Let a : [0,∞)× Rd → a(t, x) be a symmetric non-
negative definite d×d matrix and let b : [0,∞)×R→ b(t, x) be a vector in Rd . Let a and
b be locally bounded measurable functions and G the associated infinitesimal generator
with DG = C∞c (Rd). Assume that there exists an increasing sequence of bounded open
sets En ⊂ [0,∞)×Rd with⋃n En = [0,∞)×Rd and bounded measurable coefficients an
and bn such that an ≡ a and bn ≡ b on En, and for all n the martingale problem for Gn
(an infinitesimal generator with coefficients (an, bn) and domain C∞c (Rd)) starting from
x is well-posed. Then for each x there is at most one solution to the martingale problem
for a and b starting from x. Moreover if Pnx is the solution for the martingale problem for
Gn started at x and if τn = inf{t ≥ 0 : (t, x(t)) /∈ En}, then a solution for the martingale
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problem associated to (G ,δx) exists if and only if
lim
n→∞P
n
x(τn ≤ t) = 0 for all t ≥ 0 .
Finally, if the above holds, then the unique solution Px for (G ,δx)-martingale
problem is equal to Pnx on σ(Xs; 0≤ s ≤ τn) for all n≥ 1.
Theorem 4.5 allows us to localise our martingale problem by “dividing” W into
open subsets Wn such that
⋃
n Wn = W
′ and considering, for all n ≥ 1, a martingale
problem associated to G “restricted” to Wn, a Gn-martingale problem. If for each n ≥
1 the martingale problem for (Gn,δz0), z0 ∈ W ′, is well-posed then the martingale
problem for G started at the same point z0 has at most one solution. Moreover a
necessary condition is given to determine whether this solution exists at all.
To proceed we need another result by Stroock and Varadhan, which this time is
concerned with martingale problems for generators with bounded coefficients.
Theorem 4.6. ([76, Thm. 7.2.1]) Let a : [0,∞)×Rd → a(t, x) be a symmetric positive-
definite d × d matrix and let b : [0,∞)×R→ b(t, x) be a vector in Rd . Let a and b be
bounded measurable functions and assume that for each t > 0 and x ∈ Rd
inf
0≤s≤t infv∈Rd\{0}
〈v, a(s, x)v〉/|v|2 > 0 (4.11a)
lim
y→x sup0≤s≤t
‖ a(s, y)− a(s, x) ‖= 0 , (4.11b)
where for a square matrix A we define ‖ A ‖= sup|v|2=1 ‖ Av ‖.
Then the martingale problem for the generator with coefficients (a, b) and domain
C∞c (Rd) is well-posed.
We can now prove Proposition 4.3.
Proof of Proposition 4.3. To prove the proposition we have to apply Theorems 4.5 and
4.6 to our case. For each n≥ 1 define
W1/n := {(x , r) ∈W : (r + x)/2> 1/n, (r − x)/2> 1/n, r < 2n}
119
and τn = inf{t : Zt /∈W1/n}. For all n≥ 1, W1/n is an open bounded (triangular) subset
of W (the reason for the ‘2’ in ‘r < 2n’ is to ensure that W1/n is non-empty for n = 1),
and τn is the first exit time of the process Z from it. Let a
n and bn, for all n ≥ 1,
be functions on W defined as follows: an(z) = a(z) and bnr (z) = br(z), for z ∈ W1/n,
with an and bnr extending continuously, measurably, boundedly to the whole of W , such
that |anx r(z)| ≤ cn < 1 for some constant cn ∈ R. Then an ≡ a and bn ≡ b on W1/n
and
⋃
n≥1 W1/n = W ′. Denote by Gn a generator with coefficients (an, bn). We check
that such a generator satisfies properties (4.11a) and (4.11b) of Theorem 4.6 to show
that the associated martingale problem started at z0 ∈ W ′ is well-posed. Note that
both properties are invariant under the transformation involving log required to extend
the generator to the whole of R2 in order to make the theorem applicable. For any
v = (v1, v2) ∈ R2 and z ∈W ′ we have
〈v, an(z)v〉 1|v|2 = 〈(v1, v2),
anx x(z) anx r(z)
anx r(z) a
n
rr(z)

v1
v2
〉 1
v21 + v
2
2
≥ a
n
x x(z)v
2
1 − 2cn|v1v2|+ anrr(z)v22
v21 + v
2
2
=
(v1− v2)2
v21 + v
2
2
+
2|v1v2|(1− c)
v21 + v
2
2
> 0 ,
where we have used anx x = a
n
rr = 1 and the fact that |anx r(z)| ≤ cn < 1 for all z ∈ W ′.
The uniform ellipticity condition (4.11a) only fails at the boundary, which we know is
not visited by the process, when it is started in the interior of the wedge.
Condition (4.11b) follows trivially from the fact that an(z) is continuous in z
and does not directly depend on t.
Finally, an and bn are bounded measurable functions by construction. We con-
clude that all conditions of Theorem 4.6 are satisfied, and so the (Gn,δz0)-martingale
problem is well-posed; for any z0 ∈W ′ we denote its unique solution by Pnz0 .
By Lemma 4.4 the solution to the (G ,δz0), if it exists, hits the boundary, and in
particular the origin, with probability zero. However, to ensure that limn→∞τn =∞ we
also need to check that the process (X , R) doesn’t run off to infinity at the unbounded
part of the wedge (i.e. that X t =∞ or Rt =∞ for t <∞). To show this, it is enough
that the coefficients (a, b) of G satisfy the ‘linear growth bounds’ (see, for example,
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[76, Thm. 10.2.2])
‖a(z)‖ ≤ K(1+ |z|2) , (4.12a)
〈z, b(z)〉 ≤ K(1+ |z|2), (4.12b)
for all for z ∈ W ′, for some finite constant K ∈ R. Inequality (4.12a) is trivially true,
since all the diffusion coefficients of G are bounded. To see why (4.12b) is true, we
consider the cases when 2θ r < 1 and when 2θ r ≥ 1 separately. Starting with the
former, note that by Taylor approximation, for r ∈ (0, 1
2θ
), we have e−2θ r < 1− 2θ r +
(−2θ r)2
2
< 1− θ r, i.e. 1− e−2θ r > θ r. Thus
〈z, b(z)〉= r br(x , r) = 2θ re
−θ(r+x)
1− e−2θ r <
2θ r
1− e−2θ r < 2 , (4.13)
which clearly satisfies (4.12b) for any z = (x , r) ∈W ′ such that 2θ r < 1. On the other
hand, for all (x , r) ∈W ′ such that 2θ r ≥ 1 we have
〈z, b(z)〉= 2θ re
−θ(r+x)
1− e−2θ r <
2θ r
1− e−2θ r <
2θ r
1− e−1 , (4.14)
that is, 〈z, b(z)〉 is dominated by a linear function of r for large enough r. Of course,
then (4.12b) is satisfied with some constant K ∈ R for all z = (x , r) ∈ W ′ such that
2θ r ≥ 1. Choosing a constant large enough to work for both (4.13) and (4.14), we
obtain (4.12b).
We can now conclude that limn→∞τn = ∞ and so we have limn→∞ Pnz0(τn ≤
t) = 0 for all t ≥ 0.
Hence, all conditions of Theorem 4.5 are satisfied and so the martingale problem
for our original generator G (θ) started at z0 ∈ W ′ has a unique solution; denote it by
Pz0 . Moreover, Pz0 = P
n
z0
on Fτn = σ(Zt ; 0≤ t ≤ τn) and so limn→∞ Pnz0 = Pz0 .
We have thus proved that the martingale problem for G (θ ,0) is well-posed if we
start away from the origin.
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4.1.2 Drifting case, µ > 0
In this section we consider the martingale problem associated to the generator G (θ ,µ) =
Gµ (4.1) started away from the origin.
Proposition 4.7. The martingale problem associated to (Gµ,δz0), z0 ∈W ′, is well-posed
and, moreover, the solution hits the domain boundary ∂W with probability zero.
To prove the above proposition we need the following
Theorem 4.8. ([65, Thm. IX.1.10]) Let a be a field of symmetric and non-negative
matrices, b and c fields of vectors such that a,b and 〈c, ac〉 are bounded. For any a and b
we write G(a,b) for the generator with coefficients a and b. There is a one-to-one and onto
correspondence between the solutions to the (G(a,b),δx0) and (G(a,b+ac),δx0) martingale
problems. If P and Q are the corresponding solutions and X is the associated process, then
dQ
dP |Ft = exp
∫ t
0
c(Xs)dX¯s − 12
∫ t
0
〈c, ac〉(Xs)ds

,
where X¯s = Xs −
∫ t
0
b(Xs)ds and Ft = σ(Xs; 0≤ s ≤ t).
Proof of Proposition 4.7. We notice that, if we take c = (µ, 0), then the generators G
(4.7) and Gµ (4.1) are related exactly in the manner described in the theorem above,
i.e. if (a, b) and (aµ, bµ) are the coefficients of G and Gµ respectively, then clearly
a(z) = aµ(z) for all z ∈ W . At the other hand, one checks, using ax x(z) = 1, that
indeed bµx (z)
bµr (z)
=
 0
br(z)
+
 ax x(z) ax r(z)
ax r(z) ar r(z)

 µ
0
=
 µ
br(z) +µax r(z)
 .
Now, for n ≥ 1, let τn = inf{t : Zt /∈ W1/n}, where, as before, W1/n = {(x , r) ∈
W : (x + r)/2 > 1/n, (r − x)/2 > 1/n, r < 2n}, and define functions an and bn on W
like in the proof of Proposition 4.3: an(z) = a(z) and bnr (z) = br(z), for z ∈W1/n, with
bnr and an extending continuously, measurably and boundedly to the whole of W
′, such
that |anx r(z)| ≤ cn < 1 for some constant cn ∈ R. Let Gn and Gµn be the generators with
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coefficients (an, bn) and (an, bn + can) respectively. From proof of Proposition 4.3 we
know that the martingale problem for Gn started at z0 ∈ W ′ = W\∂W is well-posed;
as before we denote the corresponding unique solution by Pnz0 . Then, since a
n, bn and
〈c, anc〉 = µ2 are bounded, by Theorem 4.8 the (Gµn ,δz0)- martingale problem is also
well-posed; we denote its unique solution by Pµ,nz0 . Again by Theorem 4.8 we have, for
t > 0
dPµ,nz0
dPnz0
|Ft∧τn = exp

µX t∧τn − 1/2µ2 t ∧τn

,
and, consequently,
Pµ,nz0 (Zt∧τn ∈ dz) = exp

µx − 1/2µ2 t ∧τn

Pnz0(Zt∧τn ∈ dz) . (4.15)
Notice how, modulo the stopping, the measures Pnz0 and P
µ,n
z0 are related in precisely
the same way as the laws of the standard one-dimensional Brownian motion and the
Brownian motion with drift µ.
Recall that Pz0 , the unique solution to the (G ,δz0)-martingale problem, satisfies
Pz0 |Fτn = Pnz0 |Fτn for all n ≥ 1, and limn→∞ Pnz0 = Pz0 . Moreover, as discussed in the
previous section, under Pz0 for all z0 ∈ W ′, the process Z doesn’t hit the boundary or
run off to infinity in finite time almost surely. In particular, limn→∞ Pnz0(τn ≤ t) = 0 for
all t > 0. Next, recall that under Pz0 the marginal process X is distributed as a standard
Brownian motion; thus exp(µX t− 12µ2 t) is a positive local martingale (see, for example,
[69, p. 55]) with a bounded expectation equal to exp(µX0). So, denoting by ∂W1/n the
boundary of the wedge W1/n and appealing to the reverse Fatou’s lemma, we write
lim
n→∞P
µ,n
z0
(Zt∧τn ∈ ∂W1/n) = limn→∞Enz0[exp(µX t∧τn − 1/2µ2 t ∧τn)1{Zt∧τn∈∂W1/n}]
= lim
n→∞Ez0[exp(µX t∧τn − 1/2µ2 t ∧τn)1{Zt∧τn∈∂W1/n}]
≤ Ez0[limsupn→∞ exp(µX t∧τn − 1/2µ
2 t ∧τn)1{Zt∧τn∈∂W1/n}]
= Ez0[exp(µX t − 1/2µ2 t)1{Zt∈∂W or Zt=∞}] = 0 ,
since under P we have Zt /∈ ∂W and Zt <∞ a.s. This proves that under the measures
Pµ,nz0 , as n→∞, the process Z cannot escape all the triangular domains W1/n in finite
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time, and so we have limn→∞ Pµ,nz0 (τn ≤ t) = 0 for all t > 0. Then by Theorem 4.5 there
exists a unique solution to the (Gµ,δz0)-martingale problem, for all z0 ∈W ′; denote it
by Pµz0 . By the same theorem P
µ
z0 = P
µ,n
z0 on Fτn for all n ≥ 1 and so limn→∞ Pµ,nz0 = Pµz0 .
It follows that
dPµz0
dPz0
|Ft = exp

µX t − 1/2µ2 t

,
and, as a consequence the laws of Z under Pµz0 and Pz0 are absolutely continuous for
all z0 ∈ W ′. In particular, since under Pz0 the process Z hits the boundary or escapes
to infinity with probability 0, then under Pµz0 the process also stays away from the
boundary and doesn’t explode almost surely.
Remark. We have mentioned before that in case θ = ∞, i.e. in the set-up of the
Pitman’s theorem, the process Z (∞,µ) hits the boundary of the wedge with probability
one. It is therefore interesting to notice that Z (∞,µ) is the only process in the family
of bi-variate diffusions (Z (θ ,µ),θ ∈ [0,∞)), for any µ ≥ 0, that reaches the domain
boundary with positive probability.
4.1.3 Martingale problem with any initial distribution
To conclude our discussion of the martingale problem we prove
Proposition 4.9. The martingale problem for (Gµ,ν), where ν is any Borel measure on
W ′, is well-posed.
Proof. (Adapted from proof of [8, Thm. 2.1]) As before, let Pµz0 be the unique solution
to the (Gµ,δr0)-martingale problem for any z0 ∈ W ′. Denote by (Ω, {Ft}t≥0,F ) the
underlying filtered probability space. For any Borel measure ν on W ′ there must be
at least one solution to the (Gµ,ν)-martingale problem; denote it by Pµν . Let Qµω for
ω ∈ F0 be the regular conditional probability of Pµν given Z(0,ω) = Z0(ω). Then by
[76, Thm. 6.1.3] (if we stop the process when it comes too close to the origin so that
the coefficients of the generator are bounded) there exist a Pµν -null set N ∈ F0, such
that Qµω is a solution to the (Gµ,δZ0(ω))-martingale problem for all ω /∈ N . It follows
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that Qµω = PµZ0(ω) and, in particular, we know that this solution is unique. But then
Pµν =
∫
Ω
Qµωdν(ω) =
∫
W
Pµz0 dν(z0) ,
and so Pµν must be the unique solution to the (Gµ,ν)-martingale problem.
4.2 Forward equation
In this section we study a forward equation associated to the generator Gµ. We show
that the LHS and the RHS of (4.2) both solve the forward equation and, by proving that
the solution is in fact unique, we prove the intertwining equality (4.2). We begin with
some definitions.
Definition 4.10. (Solution to forward equation) Let P (W ) be a collection of Borel prob-
ability measures on W. A family of measures (νt ; t > 0) in P (W ) is a solution to the Kol-
mogorov forward equation (also called Fokker-Planck equation by physicists) for (G ,ν0),
ν0 ∈ P (W ) if
νt f = ν0 f +
∫ t
0
νs(G f )ds, ∀ f ∈ DG , (4.16)
where νt f = νt f (z) =
∫
W ′ f (z)dνt(z).
Suppose that P is a solution to the martingale problem for (G ,ν0) and Zt is the
associated process. Then
E

f (Zt)−
∫ t
0
G f (Xs)ds

= E[ f (X0)] ,
i.e. the family of one-dimensional distributions of Z (νt ; t ≥ 0) (that is νt(A) = P(Zt ∈
A), ∀A ∈ BW , ∀t ≥ 0) solves the forward equation. The converse, however, does not
need to be true, that is a solution to the forward equation need not solve the associated
martingale problem.
Now, consider Pµ, the unique solution to the (Gµ,Λµ(r0, ·))-martingale problem
for some r0 > 0, where Λµ is the Markov kernel defined in Theorem 4.1. Then, in
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particular, for µ = 0 the associated process Z is started on the line `r0 := {(x , r) ∈W :
r = r0} according to the uniform distribution on (−r0, r0). Then for each A ∈ BW we
can write
νt(A) := Pµ(Zt ∈ A) =
∫
W ′
Λµ(r0, dz)P
µ
t (z, A) = Λ
µPµt (r0, A) .
It follows from the discussion above that (ΛµPµt (r0, ·), t > 0) must solve the
forward equation for (Gµ,Λµ(r0, ·)). Our strategy now is as follows. First we show that
(QµtΛ
µ(r0, ·), t > 0) also solves the (Gµ,Λµ(r0, ·))-forward equation and then, by virtue
of showing that the solution is unique, we prove equality (4.2).
Proposition 4.11. For all r0 > 0 (ΛµQ
µ
t (r0, ·), t > 0) solves the (Gµ,Λµ(r0, ·))-forward
equation.
Proof. We start by noticing that (4.16) can be re-written as d
d t
νs f = νs(G f ), or∫
f (z)
d
d t
νs(dz) =
∫
G f (z)νs(dz) .
Recall that the formal adjoint of an operator G is an operator G ∗ such that∫
f (z)(G ∗g)(z)dz =
∫
g(z)(G f )(z)dz (4.17)
for all functions f ∈ DG and g ∈ DG ∗ . We take DG ∗ to be the space of all bounded
functions on W ′ twice continuously differentiable on the interior of the wedge and
with continuous extensions of derivatives to the boundary. Therefore, for a solution
(νt , t ≥ 0) to the G -forward equation, such that the density of νt belongs DG ∗ , for all
t > 0, we can write ∫
W ′
f (z)
d
d t
νs(z)dz =
∫
W ′
f (z)(G ∗νs)(z)dz (4.18)
for all f ∈ DG . Now, let piµt be the density of the kernel QµtΛµ(r0, ·), r0 > 0, with respect
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to the Lebesgue measure, i.e. for any A∈BW
QµtΛ
µ(r0, A) =
∫
A
pi
µ
t (r, x)d xdr .
Then, to verify that QµΛµ solves the forward equation, it suffices to check that
d
d t
pi
µ
t = G ∗piµt . (4.19)
First of all we can find piµt explicitly; for all A∈BW we have
QµtΛ
µ(r0, A) =
∫
A
qµt (r0, r)λ
µ(x , r)d xdr =
∫
A
pi
µ
t (x , r)d xdr , (4.20)
where qµt is the transition density of BES
3(µ), µ ≥ 0, and λµ is the density of the
kernel Λµ; we write λµ(x , r) for λµ(r, (x , r)), (x , r) ∈W . Transition density qt of BES3
was given in Chapter 3 (eqn. (3.10)), while the transition density of BES3(µ) is also
well-known and is given by
qµt (x , y) = e
−µ2 t/2
r
x
y
I1/2(µy)
I1/2(µx)
qt(x , y) ,
where I1/2 is the modified Bessel function of the first kind. Clearly, for any r0 > 0 and
t > 0 piµt (·) = qµt (r0, ·)λµ(·), µ ≥ 0, is twice continuously-differentiable and one might
check (by plotting a graph of the function or otherwise) that pit(x , r)→ 0 as x , r →∞,
for all t > 0. So pit belongs to the domain of the adjoint G ∗, which we calculate next.
Lemma 4.12. The adjoint operator of Gµ (4.4), for µ≥ 0, is given by
G ∗µ = 1
2
∂ 2
∂ x2
+
1
2
∂ 2
∂ r2
+
∂ 2
∂ x∂ r

coth(2θ r)− e−2xθ csch(2θ r)−µ ∂
∂ x
− ∂
∂ r

µ(coth(2θ r)− e−2xθ csch(2θ r)) + 2θ e−2xθ csch(2θ r) .
Proof. Consider equation-definition of the adjoint operator (4.17). The proof essen-
tially consists of integrating the right-hand side of the identity twice and verifying that
all the correction terms vanish due to the properties of the functions in the domain of
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Gµ. In what follows we write ∂x for ∂ /∂ x , ∂ 2x r for ∂ 2/∂ x∂ r and so on. As before, we
denote the coefficients of Gµ by aµx r , bµr , bµx , aµx x = aµr r = 1/2. Take any two functions
f and g such that f ∈ DG and g ∈ DG ∗ . Integrating by parts the RHS twice yields∫
W
g(z)(Gµ f )(z)dz =
∫
W
g(x , r)(Gµ f )(x , r)d xdr
=
∫
W
f (x , r)(G ∗µg)(x , r)d xdr +
∫ ∞
0

1
2
∂x f (x , r)g(x , r)− 12 f (x , r)∂x g(x , r)
r
−r
dr
+
∫ ∞
0

1
2
∂r f (x , r)g(x , r)− 12 f (x , r)∂r g(x , r)
∞
x
d x
+
∫ 0
−∞

1
2
∂r f (x , r)g(x , r)− 12 f (x , r)∂r g(x , r)
∞
−x
d x
+
∫ ∞
0
[g(x , r)aµx r(x , r)∂r f (x , r)]
r−r d x
−
∫ ∞
0
[∂x(g(x , r)a
µ
x r(x , r)) f (x , r)]
∞
x dr −
∫ 0
−∞
[∂x(g(x , r)a
µ
x r(x , r)) f (x , r)]
∞−x dr
+
∫ ∞
0
[g(x , r)bµr (x , r) f (x , r)]
r−r dr
+
∫ ∞
0
[g(x , r)bµr (x , r) f (x , r)]
∞
x dr +
∫ 0
−∞
[g(x , r)bµr (x , r) f (x , r)]
∞−x dr ,
where we have used the fact that for any function h on W we have
∫
W
h(z)dz =∫∞
0
∫ r
−r h(x , r)d xdr =
∫∞
0
∫∞
x
h(x , r)drd x +
∫ 0
−∞
∫ −∞
−x h(x , r)drd x . But any function
f in the domain of the generator G , together with its first and second derivatives, van-
ish at infinity and, in particular, in the vicinity of the boundary ∂W . Hence all the
correction terms above disappear, leaving us precisely with the LHS of (4.17).
One can now verify by a direct, albeit tedious, calculation that (4.19) holds.
Observing that ∂x a
µ
x r = b
µ
r − µaµx r and that ∂xpiµt = µpiµt (and in particular for µ = 0
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∂x ax r = br and ∂xpit = 0) we calculate the RHS
1
2
∂ 2x xpi
µ
t +
1
2
∂ 2r rpi
µ
t + ∂
2
x r(a
µ
x rpi
µ
t )−µ∂xpiµt − ∂r(bµr piµt ) =−
1
2
µ2pi
µ
t +
1
2
∂ 2r rpi
µ
t
=
1
2
λµ∂ 2r rq
µ
t − bbesµλµ∂rqµt −λµ(µ2− b2besµ)qµt ,
where the second equality follows from the definition piµt = λ
µqµt and easily verifiable
identities ∂rλ
µ = −bbesµλµ and ∂r bbesµ = µ2 − b2besµ , where bbesµ is the drift coefficient
of an SDE corresponding to the BES3(µ)-process (that is, bbesµ(r) = µ coth(µr) for
µ > 0 and bbes(r) = 1/r for µ = 0), λµ, the density of the kernel Λµ, can be calculated
from (4.4) and (4.3), and (qµt ; t ≥ 0) is the transition density of the BES3(µ)-process.
Next, recall that the transition density of the BES3(µ)-process, for µ ≥ 0, must
satisfy the forward equation for the appropriate generator, that is, one has ∂
∂ t
qµt =
1
2
∂ 2
∂ r2
qµt − ∂∂ r (bbesµqµt ). Using this, we calculate the LHS of (4.19)
∂tpi
µ
t = ∂t(λ
µqµt ) = λ
µ∂tq
µ
t =
1
2
λµ∂ 2r rq
µ
t − bbesµλµ∂rqµt −λµ(µ2− b2besµ)qµt ,
which proves the identity (4.19).
Moreover, by assumption Pµ(Z0 ∈ dz) = Λµ(r0, dz) = Q0Λµ(r0, dz), which
shows that (QµtΛ
µ(r0, ·), t > 0) solves the (Gµ,Λµ(r0, ·))-forward equation. Finally we
need to prove that the (Gµ,ν0)-forward equation has in fact a unique solution. We need
a result by Ethier and Kurtz [29].
Theorem 4.13. ([29, Prop. IV.9.19]) Let C0(E) be a space of continuous functions van-
ishing at infinity, where E is locally compact and separable. Let G be a linear operator
on C0(E) satisfying the positive-maximum principle and such that the martingale problem
for G is well-posed. Let DG be an algebra and dense in C0(E). If µ1t and µ2t are two
Borel probability measures on (E,B(E)) satisfying forward equation for G and such that
µ10 = µ
2
0 then µ
1
t = µ
2
t for all t > 0.
In our case E is W ′, the interior of the wedge. Being an open subset of a lo-
cally compact separable Euclidian space R2, W ′ itself is locally compact and separable.
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The boundary ∂W = {(x , r) : r ∈ R+, |x | = r} and {r, x = ∞} play the role of the
point at infinity for W ′. By C0(W ′) := C0(W ) we mean a collection of continuous
functions on W such that any f in C0(W ) vanishes close to the boundary ∂W and
also limx ,r→∞ f (x , r) = 0. The domain DG of G is an algebra. By a ‘linear operator
on C0(W )’ we mean a linear operator whose domain and range are subsets of C0(W ).
Since the domain of G is the space of all bounded infinitely continuously differentiable
functions with compact support, clearly Gµ is a linear operator on C0(W ). It is now left
to show that C∞c (W ) is dense in C0(W ) and that Gµ satisfies the positive-maximum
principle. We present this as two lemmas.
Lemma 4.14. The generator Gµ satisfies the positive-maximum principle, i.e. for any
f ∈ DGµ if z′ ∈W ′ is such that f (z′) = supz∈W ′ f (z) and f (z′)≥ 0, then
Gµ f (z′)≤ 0 . (4.21)
Proof. We first observe that if f ∈ DGµ and z′ ∈ W ′ is such that f (z′) = supz∈W ′ f (z)
then, because f and all its partial derivatives vanish in the vicinity of the boundary, we
automatically have f (z′)≥ 0. For such z′ the Hessian matrix
H =
 ∂ 2x x f (z′) ∂ 2x r f (z′)
∂ 2x r f (z
′) ∂ 2r r f (z′)

is non positive-definite, i.e. vT Hv ≤ 0 for all v ∈ R2\{0}. Thus
1
2
∂ 2x x f (z
′) + ax r(z′)∂ 2x r f (z′) +
1
2
∂ 2r r ≤ 0 .
Also we must have ∂x f (z′) = ∂r f (z′) = 0 and so Gµ f (z′)≤ 0, as required.
Lemma 4.15. The space C∞c (W ) is dense in C0(W ), the space of all continuous functions
on W ′ vanishing at infinity.
Proof. Let Cc(W ) be the space of all continuous functions on W with compact support.
Then C∞c (W ) ⊂ Cc(W ) ⊂ C0(W ). We first prove that C∞c (W ) is dense in Cc(W )
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and then prove that Cc(W ) is dense in C0(W ). Then, by transitivity of denseness, we
conclude that C∞c (W ) is dense in C0(W ).
We first note that C∞c (W ) separates the points of W ′, i.e. for any z, z′ ∈ W ′,
such that z 6= z′, there exists a function f in C∞c (W ) such that f (z) 6= f (z′). To see
why, take two points z = (x , r), z′ = (x ′, r ′) ∈W ′, z 6= z′, such that z, z′ ∈ K , where K is
some subset of W . Without loss of generality we assume that x 6= x ′. Let f ∈ C∞c (W )
be a function such that f (z) = f (x , r) = x for all z ∈ K . Then f (z) 6= f (z′). Evidently,
for any compact K ⊂ W ′, there exists f ∈ C∞c (W ) such that f = 1 on K . Then by
the locally compact version of the Stone-Weierstraß theorem (see, for example, [55,
Lemma 2, p. 343]) C∞c (W ) is dense in Cc(W ).
Now take f ∈ C0(W ). Since f is continuous and vanishes at infinity, for each
ε > 0 there is a subset K of W ′ such that | f (z)|< ε/2 for all z /∈ K . Let U be a compact
subset of W ′ such that K ⊂ U and define a function g ∈ Cc(W ) with support U such
that g = f on K and such that |g(z)| < ε/2 for z /∈ K . Then ‖ f (z)− g(z)‖ ≤ ε for all
z ∈W , where ‖·‖ is the sup-norm. In other words, any f ∈ C0(W ) can be approximated
by a function in Cc(W ) and so Cc(W ) is dense in ∈ C0(W ). By transitivity it follows
that C∞c (W ) is dense in C0(W ).
4.3 Intertwining
We can now finally prove Theorem 4.1.
Proof of Theorem 4.1. We have proved that for all r0 > 0 the families of measures
(ΛµPµt (r0, ·), t ≥ 0) and (QµtΛµ(r0, ·); t ≥ 0) solve the (Gµ,Λµ(r0, ·))-forward equation.
Moreover, trivially ΛµPµ0 =Q
µ
0Λ
µ. It now follows from Theorem 4.13 and Lemmas 4.14
and 4.15 that
ΛµPµt =Q
µ
tΛ
µ, t > 0 .
We can now find an entrance law for the process Zµ started according to Λµ(r0, ·),
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for r0 > 0, and also for the process started at the origin. Because of the uniqueness of
solution to the (Gµ,δz0)-martingale problem for z0 ∈ W ′, this entrance law is unique
for all r0 > 0. We will show in the next section that there is only one way to start the
process from the origin.
Corrolary 4.16. For any r0 ≥ 0, the family of probability measures with densities (piµt ; t >
0) given by
pit(x , r) = q
µ
t (r0, r)λ
µ(x , r) ,
forms an entrance law for the family of transition probability densities (pµt ; t > 0) satisfy-
ing the intertwining relationship (4.2), i.e. for all t, s > 0
pi
µ
t+s(z) =
∫
W
pi
µ
t (z
′)ps(z′, z)dz′ .
Proof. We first notice that the identity
∫ r ′
−r ′
λµ(r ′, x ′)pµt ((r ′, x ′), (r, x))d x ′ = qµt (r ′, r)λµ(r, x) ,
where again we write λµ(r, x) = λµ(x , (x , r)), is an easy consequence of the intertwin-
ing (4.2) and the definition of λµ (4.3), (4.4). Using this, we have for all r0 ≥ 0∫
W
pi
µ
t (x
′, r ′)pµs ((x ′, r ′), (x , r))d x ′dr ′
=
∫ ∞
0
∫ +r
−r
qµt (r0, r
′)λµ(x ′, r ′)pµs ((x ′, r ′), (x , r))d x ′dr ′
=
∫ ∞
0
qµt (r0, r
′)qµs (r ′, r)λµ(r, x)dr ′ = q
µ
t+s(r0, r)λ
µ(r, x)
= piµt+s(x , r) .
Proof of Proposition 4.2. First of all we notice that from Corollary 4.16 it follows that∫
A
pµt (0, z)dz =
∫
A
qµt (0, r)λ
µ(x , r)d xdr,
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for all A ∈ BW and t > 0. That is, the intertwining relationship (4.2) holds even for
r0 = 0 with the convention λµ(0, ·) = δo(·) (i.e. Λµ(0, ·) is a point mass concentrated
on the origin).
One then easily checks other conditions of Theorem 3.6. Let φ : W → (0,∞) be
defined as φ(x , r) = r. Then for each bounded function f on R+ and r ≥ 0 we have∫
W
λµ(r, (x ′, r ′)) f (φ(x ′, r ′))d x ′dr ′ =
∫ r
−r
λµ(r, (x ′, r)) f (r)d x ′ = f (r) ,
that is for each bounded f defined on R+ we have ΛµΦ f = f , where Φ f = f ·φ. So,
all conditions of Theorem 3.6 of Pitman and Rogers are satisfied and it follows that
the marginal process R of Z (θ ,µ) = (X , R) is a Markov process with transition densities
(qµt , t ≥ 0) and started at r0 ≥ 0. In particular for µ = 0 R is distributed as the 3-
dimensional Bessel process and for µ > 0 R is distributed as the BES3(µ)-process started
at r0 ≥ 0. The filtering relationship (4.5) is also a direct consequence of Theorem 3.6.
4.4 A martingale problem: starting at the origin
Finally, we address the question of the uniqueness of the process started from the origin.
Having found an entrance law, we know that there is at least one such process; however,
proving that this process is unique requires more work.
Symmetric case, µ = 0. We first consider the martingale problem for the generator
G (θ ,0) = G (4.7) started at the origin, which we denote by o. We prove
Proposition 4.17. The martingale problem for (G (θ ,0),δo) is well-posed.
This situation is not as straightforward as the one discussed in Section 4.1 as
the origin belongs to the statespace boundary.
Proof. Consider again the coordinate transformation (4.9). The look of the generator
A (4.10) suggests that a time change might be appropriate. Recall that a time change
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is a family of stopping times (τt ; t ≥ 0) such that the map t → τt is almost surely
increasing, right-continuous and such that τ0 = 0 and limt→∞τt =∞.
We will consider a time-changed process (bYt ; t ≥ 0) := (bUt , bVt ; t ≥ 0) with gener-
ator cA , where bUt = Uτt and bVt = Vτt for an appropriate time change (τt ; t ≥ 0). Then,
by virtue of proving that the martingale problem for ( cA ,δ0) is well-posed, we will
show that the (A ,δo)-, and so the original (G ,δo)-martingale problem, has a unique
solution.
Let
φt =
∫ t
0
ds
e2θVs − e−2θUs =
∫ t
0
ρ(Us, Vs)ds , (4.22)
and define a family of time changes associated to φt as its left-side inverse
τt = inf{s : φs > t} .
Evidently τt is measurable, increasing, τ0 = 0 and supt φt = ∞. The only
concern is that φt can be infinite for some finite t > 0 which would then lead to
limt→∞τt <∞. The integrand (4.22) is almost surely finite for all (Vs, Us) ∈ (0,∞)2,
leaving us to deal only with the origin. First note that we can write φt in terms of the
original variables as
φt =
∫ t
0
ds
e2θVs − e−2θUs =
∫ t
0
e−θXs
eθRt − e−θRs ds =
∫ t
0
1
2θ
br(Xs, Rs)ds ,
where br is the R-drift coefficient of G .
We know that there exists at least one solution to the martingale problem asso-
ciated to the generator (4.7) and started at the origin, since we found an entrance law
for a process started at the origin in the previous section. Recall that we can express any
solution associated to the (G ,δo)-martingale problem as a weak solution to the system
of corresponding stochastic differential equations (see, for example, [69, Thm. V.20.1,
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p. 160] or [42, Thm. IV.6.1, p. 201]):
X t =
∫ t
0
dβ (1)s ,
Rt =
∫ t
0
dβ (2)s +
∫ t
0
br(Xs, Rs)ds ,
where (β (1)t ; t ≥ 0) and (β (2)t ; t ≥ 0) are two standard Brownian motions started at the
origin and satisfying 〈dβ (1)t , dβ (2)t 〉 = ax r(X t , Rt) =

coth(θRt)− e−X tθ csch(θRt)

d t.
Thus constructed SDE’s are well-defined, and we deduce that 2θφt =
∫ t
0
br(Xs, Rs)ds <
∞ a.s. for all t > 0. Thus φt is a.s. finite for all t ≥ 0, and our proposed time change
is meaningful for any solution to the (G ,δo)-martingale problem. Consequently we
transform our (A ,δo)-martingale problem into the one associated to the generator
(see [69, Ch. V.26 p. 175])
cA (θ) = cA = 1
2
(1− e−2θu) ∂
2
∂ u2
+ θ
∂
∂ u
+
1
2
(e2θ v − 1) ∂
2
∂ v2
+ θ
∂
∂ v
(4.23)
for u ∈ [0,∞), v ∈ [0,∞), acting on Cc([0,∞)2), the space of all bounded, infinitely
continuously differentiable functions on [0,∞)2 with compact support (and vanishing
at infinity and close to the axis u= 0 and v = 0). The matrix of diffusion coefficients of
the above generator is degenerate as it vanishes at the origin. For this reason we cannot
use theorems of Stroock and Varadhan cited before, as they do not cater for such cases.
Instead we proceed in a different way: first notice that any two-dimensional process
associated to the above generator can be viewed as two one-dimensional diffusions
with generators cA (θ)u = cAu = 12(1− e−2θu) ∂ 2∂ u2 + θ ∂∂ u , (4.24)
and cA (θ)v = cAv = 12(e2θ v − 1) ∂ 2∂ v2 + θ ∂∂ v , (4.25)
both generators acting on C∞c ([0,∞)), which is defined analogously to C∞c ([0,∞)2).
Hence, any solution to the ( cA ,δy0)-martingale problem, for any y0 = (u0, v0) ∈ [0,∞)2,
gives a solution to the ( cAu,δu0)- and ( cAv ,δv0)-martingale problems. Our aim is to
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show that, conversely, every solution to ( cA ,δy0)-martingale problem is necessarily a
combination of solutions to the ( cAu,δu0)- and ( cAv ,δv0)-martingale problems. This will
give us an advantage of only needing to deal with one-dimensional diffusions, theory
of which, unlike of higher-dimensional cases, is extensive.
Now let (bU , bV ) be any solution to the cA -martingale problem started at the
origin. Apply a stopping time T = inf{t : bVt ≥ N} and consider a pair of SDE’s satisfied
by the process
bUt = ∫ t∧T
0
p
1− e−2θ bUs dβ uˆs +
∫ t∧T
0
θds
bVt = ∫ t∧T
0
p
e2θ bVs − 1dβ vˆs +
∫ t∧T
0
θds ,
(4.26)
We would like to show that there is in fact a unique strong solution to the above
system of SDE’s. Thanks to the stopping, all the coefficients in the equations above
are bounded. Note also that by substituting bu+, resp. bv+, instead of bu, resp. bu, with
x+ := min{0, x}, we can extend the coefficients of the above SDE’s continuously and
boundedly from R+ to the whole of R, rendering results in [42, Ch. IV] applicable
in our case. Then, since coefficients of (4.26) are continuous and bounded up to the
time T , there exists a weak solution to each of SDE’s (4.26) started at the origin by
[42, Thm. IV.2.2]. We now need to show that these solutions are pathwise, and so
weakly, unique. Note that close to the origin, that is for small values of uˆ, resp. vˆ, bU ,
resp. bV , behaves like a squared Bessel process (of a certain dimension depending on the
parameter θ). Knowing that the SDE for the squared Bessel process of any dimension
α > 0 has a pathwise unique solution for any starting point, we might be hopeful.
Indeed, just like in the BESQα situation, a condition of Yamada and Watanabe (see, for
example, [42, Thm. IV.3.2] or [69, Thm. V.40]) gives us the required uniqueness. The
said Yamada-Watanabe condition requires the coefficients of an SDE to be bounded, the
drift coefficient to be Lipschitz and the variance coefficient σ to satisfy a more relaxed,
than the Lipschitz continuity, condition
|σ(x)−σ(y)| ≤ κ(|x − y|), x , y ∈ R (4.27)
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for a strictly increasing function κ : [0,∞)→ R, such that κ(0) = 0 and ∫
0+
κ−1(x)d x =
∞. In the time interval [0, T] the coefficients of our SDEs are bounded and the drift
coefficients, being constant, satisfy the Lipschitz condition. Now, using the inequality
|x1/2− y1/2| ≤ |x − y|1/2, for all x , y ≥ 0, we calculate
|(e2θ x − 1)1/2− (e2θ y − 1)1/2| ≤ |e2θ x − e2θ y |1/2 .
But f (x) := e2θ x is a convex function on R with a bounded derivative on [0, N].
Hence, up until the stopping (which is all we are interested in), the above is bounded
above by
(2θKN )
1/2|x − y|1/2, for all 0≤ x , y ≤ N ,
where KN is a Lipschitz constant depending on N . Thus for 0≤ x , y ≤ N
|(e2θ x − 1)1/2− (e2θ y − 1)1/2| ≤ κ(|x − y|)
for κ(x) = K |x |1/2, where K is some positive finite constant. Similarly one finds for all
|x |, |y| ≤ N
|(1− e−2θ x)1/2− (1− e−2θ y)1/2| ≤ κ(|x − y|) ,
where κ is defined as above (but with, perhaps, a different constant K). Existence of
pathwise unique solution to (4.26) issued from the origin implies the existence of the
unique strong solution started at the origin (see, for example, [42, Thm. IV.1.1]). This is
to say that there is a unique (up to indistinguishability) solution (bU , bV ), which is a deter-
ministic function of the initial condition δo and the Brownian motions (β uˆt ,β
vˆ
t ; 0 ≤ t ≤
T ) (which have covariation 0). Thus, being driven by independent Brownian motions,
the unique solutions to each of the SDE’s (4.26) must themselves be independent pro-
cesses. The uniqueness of solution to the SDE’s (4.26) now implies the well-posedness
of the ( cAuˆ,δo)- and ( cAvˆ ,δo)-martingale problems ([42, Thm. IV.3.2]). But the in-
dependence of the unique solutions bU and bV means that there is essentially just one
way of issuing the bivariate process (bU , bV ) from the origin and consequently there is a
unique solution to the ( cA ,δo)-martingale problem.
137
Reversing the time change. What is left to do now is to translate this result back in
to a result about A , and so the original generator G . First we show that, because
the ‘time-changed’ ( cA ,δo)-martingale problem is well-posed, the original (A ,δo)-
martingale problem must be well-posed as well. The well-posedness of the (G ,δo)-
martingale problem will then follow. We argue by contradiction. Denote by bQ the
unique solution to the ( cA ,δo)-martingale problem and by (bU , bV ) the associated pro-
cess, and suppose that the (A ,δo)-martingale problem has two solutions, say, Q1 and
Q2. The measure bQ is defined on the ‘time-changed’ measurable space (bΩ, { bFt}t≥0, bF )
withFt = σ(bUs, bVs; 0≤ s ≤ t), whileQ1 andQ2 are defined on the ‘original’ measurable
space (Ω, {Ft}t≥0,F ) with Ft = σ(Us, Vs; 0≤ s ≤ t). Then
f (Ut , Vt)− f (U0, V0)−
∫ t
0
A f (Us, Vs)ds
is an Ft -martingale under Q1 and under Q2 for all f ∈ DA = D cA =C∞c ([0,∞))2.
Next let
τ′t = inf{s : φ′s > t} ,
with φ′t =
∫ t
0
(e2θ bVs − e−2θ bUs)ds := ∫ t
0
ρ′(bUs, bVs)ds; note that (bUτ′s , bVτ′s) = (Us, Vs) for all
s ≥ 0. Now
f (bUτ′t , bVτ′t )− f (bU0, bV0)− ∫ τ′t
0
cA f (bUs, bVs)ds
is an bFτ′t -martingale under bQ, the unique solution to the ( cA ,δo) martingale problem.
Notice thatA = 1
ρ′
cA and that dφ′s/ds = ρ′s. If f ∈ C∞c ([0,∞))2, then
∫ τ′t
0
cA f (bUs, bVs)ds = ∫ τ′t
0
cA f (bUs, bVs) dsdφ′s dφ′s =
∫ τ′t
0
1
ρ′(bUs, bVs) cA f (bUs, bVs)dφ′s
=
∫ τ′t
0
A f (bUτ′l , bVτ′l )dl = ∫ t
0
A f (Ul , Vl)dl ,
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where we have set φ′s = l and so τ′l = s and (bUτ′l , bVτ′l ) = (Ul , Vl), l ≥ 0. Hence,
f (bUτ′t , bVτ′t )− f (bU0, bV0)− ∫ τ′t
0
cA f (bUs, bVs)ds
= f (Ut , Vt)− f (U0, V0)−
∫ t
0
A f (Us, Vs)ds .
The RHS, and so the LHS, must be a martingale under Q1 and Q2 for all f ∈ DA
with respect to σ(Us, Vs; 0 ≤ s ≤ t) = σ(bUτ′s , bVτ′s ; 0 ≤ τ′s ≤ τ′t). But bQ is the only mea-
sure under which the LHS is a martingale with respect to the natural filtration of (bU , bV )
for all f ∈ DA ; we thus see that, intuitively, measures Q1 and Q2 on (Ω, {Ft}t≥0,F ) af-
ter the time change correspond to the same measure bQ on (bΩ, { bFt}t≥0, bF ). This means
that Q1 = Q2 and that, consequently, the (A ,δo)-martingale problem is well-posed.
Now, since the (A ,δo)-martingale problem is well-posed, so is our original problem as-
sociated to (G ,δo). We denote the unique solution to the (G ,δo)-martingale problem
by Po.
Drifting case, µ > 0. Finally we prove
Proposition 4.18. The martingale problem for Gµ, for µ > 0, started at the origin is
well-posed.
Proof. The beginning of the proof essentially mimics the proof of Proposition 4.17 First
of all we apply the coordinate transformation (4.9), thus obtaining the generator in
terms of the new variables (u, v) = y
A (θ ,µ) =A µ = 1− e
−2θu
2(e2θ v − e−2θu)
∂ 2
∂ u2
+
θ +µ(e−2θu− 1)
e2θ v − e−2θu
∂
∂ u
+
e2θ v − 1
2(e2θ v − e−2θu)
∂ 2
∂ v2
+
θ +µ(e2θ v − 1)
e2θ v − e−2θu
∂
∂ v
with the domain C∞c ([0,∞)2).
To solve the (Gµ,δo)-martingale problem we will use the change of measure
argument just like we did in the case of starting away from the boundary. However,
139
explosion of the R-drift at o makes the time change once again necessary. In fact we
use the same time change as before: (τt ; t ≥ 0) with τt = inf{s : φs > t} and
φt =
∫ t
0
ρ(Us, Vs)ds =
∫ t
0
ds
e4θVs − e−4θUs =
1
2θ
∫ t
0

bµr (Xs, Rs)−µaµx r(Xs, Rs)

ds ,
where bµr and a
µ
x r are coefficients of Gµ (4.1). We proceed to show that φt < ∞
for all t ≥ 0. Once again notice that to each solution of the Gµ-martingale problem
started at the origin (again, from Corollary 4.16 we know there exists at least one)
there corresponds a weak solution to the following system of SDE’s
X t =
∫ t
0
dβ (1)s +µt ,
Rt =
∫ t
0
dβ (2)s +
∫ t
0
bµr (Xs, Rs)ds ,
(4.28)
where bµr (x , r) = µ(coth(θ r)− e−xθ csch(θ r)) + θ e−θ xcsch(θ r), for (x , r) ∈ W , and
(β (1)t ; t ≥ 0) and (β (2)t ; t ≥ 0) are two standard Brownian motions started at zero and
satisfying 〈dβ (1)t , dβ (2)t 〉 = aµx r(X t , Rt) = (coth(θRs)− e−Xsθ csch(θRs))d t for all t ≥ 0.
Since the SDE’s above are well-defined, we have
∫ t
0
bµr (Xs, Rs)ds <∞ a.s. for all t > 0.
Consequently, using the fact that |aµx r(x , r)|< 1 for all (x , r) ∈W ′, we deduce
φt =
1
2θ
∫ t
0

bµr (Xs, Rs)−µaµx r(Xs, Rs)

ds <∞ a.s. for all t > 0 .
Thus, since φt < ∞ for all t > 0, we have a well-defined time-change which
is meaningful for any solution to the (A (θ ,µ),δo)-martingale problem; the generator
associated to the time-changed process is given by
cA (θ)µ = cAµ = 12(1− e−2θu) ∂ 2∂ u2 + (θ +µ(e−2θu− 1)) ∂∂ u
+
1
2
(e2θ v − 1) ∂
2
∂ v2
+ (θ +µ(e2θ v − 1)) ∂
∂ v
.
Now, notice that, if we denote by aˆ and bˆ the coefficients of the generator cA
(4.23), then the coefficients of cA µ are given by aˆ and aˆ + c bˆ with c = 2µ(−1, 1). If
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we consider the system up to the stopping time T = inf{t : bV ≥ N} for some N ∈ R,
then all the coefficients of the generator cA are bounded and so is the process 〈c, ac〉.
Then, since the ( cA ,δo)-martingale problem is uniquely posed, by Theorem 4.8 there is
a unique solution to the cA µ-problem started at the origin, at least up to the stopping
time T . However, we know that, started away from the origin, the cA µ-martingale
problem is well-posed (since by Proposition 4.7 so is the (Gµ,δz0)-martingale problem
for all z0 ∈ W ′). Hence, there is only one possible process associated to the generatorcA µ and issued from the origin. By the same ‘reversing the time-change’ argument,
similar to the one at the end of the proof of Proposition 4.17, this implies that there is
a unique solution to the (A µ,δo)- and (Gµ,δo)-martingale problems.
We conclude that the Gµ, for µ ≥ 0, started at the origin has a unique solution
and, as a consequence, the entrance law from Corollary 4.16 for the process (X , R)
started at the origin is unique.
4.5 Concluding remarks
SupposeL is an infinitesimal generator acting onC∞c (W ) and such that the (L ,Λ∞(r0, ·))-
martingale problem is well-posed for all r0 > 0 with the solution hitting the boundary
∂W with probability 0. Let (Pt ; t > 0) be the semi-group of the associated process.
From our analysis in section 4.2 it follows that for (QµΛµ) to solve the (L ,Λµ(r0, ·))-
forward equation it is sufficient for the coefficients of the generator L to satisfy
bx = µ ,
ax x = ar r = 1 ,
∂x ax r = br −µax r .
It follows that the above conditions on the generator’s coefficients are also sufficient for
the intertwining PtΛµ = ΛµQ
µ
t to hold and, consequently, for the marginal processes to
be distributed as BM(µ) and BES3(µ).
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There are several interesting question which remain to be answered: are there
examples of two-dimensional diffusions in the wedge W with the (BM(µ), dBES3(µ))
marginals, µ≥ 0, which do not satisfy neither the intertwining nor the Dynkin criteria?
We have seen an example of such process in the discrete setting so a likely answer is
yes. An even harder question still is: can we describe all the bi-variate diffusions in the
wedge W with the (BM, BES3(µ)) marginals?
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Chapter 5
Process in the Gelfand-Cetlin cone
The main subject of this chapter is the so-called Hermitian minor process, a joint pro-
cess of eigenvalues of consecutive principal minors of the Hermitian Brownian motion,
which can be seen as a generalisation of the θ = 0 coupling Z (θ) = (BM,BES3) dis-
cussed in Chapter 4. In Chapter 3 we saw an example of the simplest (non-trivial) GUE
minor process consisting of the eigenvalues of the first 2 principal minors of a 2 × 2
Hermitian Brownian motion. By looking at the eigenvalues of the principal minors of
GUE matrices of higher dimensions, one can identify a more complex process, that we
call Hermitian minor process, taking values in the continuous Gelfand-Cetlin cone, but
which, unlike in the 2-dimensional case, is not Markov. However, we prove that the
joint process of the eigenvalues of the first two principal minors is in fact Markov and
find its generator. Moreover, we make a first step towards identifying a discrete ana-
logue of this process as a joint process of the top two rows of a certain Markov chain
(Z (k); k ≥ 0)q living in the discrete Gelfan-Cetlin cone, when q = 1. The family of
Markov processes (Z (k); k ≥ 0)q constitute an higher-dimensional generalisation of
the family of Markov chains arising in representation theory of U(qsl2) described in
Chapter 3. We present an informal argument showing that the generator of appropri-
ately scaled top two rows of Z , for q = 1, converge to the generator of the process
generated by the top two rows of the GUE minor process.
Also in this chapter we review the q = 0 (θ = ∞, in the continuous setting)
part of the story in higher dimensions. In particular in Section 5.2 we describe a certain
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transformation for random walks introduced by O’Connell and Yor [60], which leads
to a higher dimensional generalisation of the Pitman’s theorem and explain how these
results are related to our work in Chapter 3. The unifying factor for process described
in Section 5.2 and the Hermitian minor process is the fact that the top layer of both
processes evolves as an n-point Dyson’s Brownian motion. However, while the process
of O’Connell and Yor has a discrete version, in fact it is defined as a diffusion limit of the
discrete chain constructed via the Robinson-Schensted algorithm, the Hermitian minor
process, for n ≥ 3, doesn’t have a discrete counterpart. One of the main achievements
of this chapter is making a step towards identifying it; this is done in section 5.4.
5.1 Dyson’s Brownian motions and the eigenvalues of ran-
dom matrices
In this section we will review the notion of non-colliding Brownian motions. We will
show how these can be constructed as an h-transform of an n-dimensional Brownian
motion killed when any of its components collide. Then we will see that this same
process arises as the eigenvalue process of an n× n Hermitian Brownian motion.
5.1.1 H-transformed Brownian motions and non-colliding Brownian mo-
tions.
Let B be the standard n-dimensional Brownian motion started away from the origin,
defined on some filtered probability space (Ω, {Ft}t≥0,F ,P), and let h(x) = 4(x),
where
4(x) =∏
i< j
(x i − x j), x ∈ Rn ,
is the Vandermonde determinant. We call the Weyl chamber a subset of Rn
W=Wn = {x ∈ Rn : x1 > x2 > ...> xn} .
One can check that the Vandermonde determinant is harmonic with respect
144
to the generator of an n-dimensional Brownian motion (see [53, Lemma 3.1]). Let
B0 = x ∈ W and denote by T the exit time of B from the Weyl chamber, that is T =
inf{t : Bt /∈W}. Then we can define a new measure
Qx(A) = Ex

h(X t)
h(x)
1{A,t<T}

, A∈ Ft ,
where Px is the law of B started at x . The process in W with measure Q is called the
h-transform of the Brownian motion killed when it leaves the Weyl chamber. Observing
that ∂
∂ x i
log(4(x)) = 14(x) ∂∂ x i4(x) and using (3.9) one calculates the generator of the
transformed process to be
Gh = 12
∑
i
∂ 2
∂ x2i
+
∑
i
h∑
j 6=i
1
x i − x j
i ∂
∂ x i
. (5.1)
It is possible to start the process at the origin: if Qx denotes the law of the
transformed process started at x ∈ W, then the limit limx→0
x∈W
Qx is well-defined (see
[53, Lemma 3.2]). Indeed, one notices that for n = 2 the generator (5.1) corresponds
to the SDE’s describing the two eigenvalues of the 2×2 Hermitian Brownian motion (see
Section 3.1.1 and Section 5.1.2 below), which, we know, are issued from the origin. We
will generalise this in Section 5.1.2.
Brownian motion in the Weyl chamber can be interpreted as Brownian motions
conditioned not to collide. Of course, the event of n independent Brownian motions
started at some point x ∈ W not ever colliding has probability 0, so this statement
needs some explanation. If T is the first time B leaves the Weyl chamber W, then the
probability Px(Bs ∈ d x |t < T ) for all t, s > 0 is well defined. One can then let t tend to
infinity. The limiting process will be Brownian motion conditioned not to exit the Weyl
chamber.
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5.1.2 Dyson’s Brownian motions on the spectra of Hermitian Brownian
motion
In this section we describe a natural context in which non-colliding Brownian motions
arise; we come back to the discussion of the eigenvalues of Hermitian Brownian mo-
tion that we have started in Chapter 3. In Section 3.1.1 we studied the 2×2 Hermitian
Brownian motion and derived the SDE’s satisfied by its two eigenvalues. We now con-
sider the general n×n case. Freeman Dyson [28] was the first to identify eigenvalues of
Hermitian Brownian motion as a system of n repelling Brownian motions and derive a
system of SDE’s that they satisfy. It is in his honour that Brownian motions conditioned
not to collide are often called Dyson’s Brownian motions.
Theorem 5.1. (Dyson [28]) The eigenvalues λ= (λ1(t), ...,λn(t); t ≥ 0) of an n×n Her-
mitian Brownian motion started at the origin satisfy the following stochastic differential
equations
dλk(t) = dβk(t) +
∑
l 6=k
∫ t
0
1
λk(s)−λl(s)ds, 1≤ k ≤ n , (5.2)
where β = (β1(t), ...,βn(t), t ≥ 0) is a standard n-dimensional Brownian motion started
at the origin. In particular, d〈βk,βl〉= δkl d t.
We include a proof of Dyson’s result because it involves derivation of an ex-
pression for the Brownian motions driving eigenvalues λ = (λ1, ...,λn) in terms of the
entries of the matrix and the eigenvectors corresponding to λ in our chosen coordinate
system. This will then be used in the proof of Theorem 5.2.
Proof. The proof is in the spirit of proof of [49, Thm. 10]. Let H = (H(t), t ≥ 0) be
a Hermitian Brownian motion with Hi j = (hi j + ih ji)/
p
2, for i < j, and Hii = hii ,
where hi j ’s are independent standard Brownian motions. By sp(H(t)) we denote the
spectrum of H(t). The eigenvalue process λ = (λ1(t), ...,λn(t); t ≥ 0) is a function of
the n2 independent Brownian motions constituting the entries of H. In order to apply
Itô’s lemma to λ, we need to calculate first- and second-order partial derivatives of λ
with respect to the coordinates of the Brownian motions driving H. For any t > 0, any
λ(t) ∈ sp(H(t)) satisfies det|H(t)− Iλ(t)| = 0, where I is the n× n identity matrix.
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However, calculating the required quantities directly from this identity is not feasible.
Instead we use the fact that Hermitian matrices are invariant under the conjugation
by the Unitary matrices. In what follows we suppress dependence of H and λ on t to
simplify the notation.
Let Un and Hn be the spaces of all n× n Unitary and Hermitian matrices re-
spectively. Then the map ϕU :Hn→Hn defined by
ϕU(H) = U
∗HU , U ∈ Un ,
is an automorphism. Moreover, the spectrum of ϕ(H) is the same as the spectrum of
H. If U , for example, is taken to be a matrix of normalised eigenvectors of H (i.e.
ui = (u1i , ..., uni), the ith column of U , is an eigenvector corresponding to λi) and Λ is a
diagonal matrix of the corresponding eigenvalues, then ϕU = U∗HU = Λ. We say that
two Hermitian matrices H and eH are equivalent if eH = U∗HU for some U ∈ Un.
If for any λ ∈ sp(H) we write λ as a function of H, i.e. as a map λ : Rn2 →Wn,
then λ(H) = λ( eH) for any eH equivalent to H. A simple application of a chain rule then
gives
∂ λ(H)
∂ hi j
=
∂ λ(ϕU(H))
∂ hi j
=
∑
r,s
∂ λ( eH)
∂ h˜rs
h˜rs
∂ hi j
(5.3)
and
∂ 2λ(H)
∂ hi j∂ hl p
=
∑
r,s,k,m
∂ 2λ( eH)
∂ h˜rsh˜km
∂ h˜rs
∂ hi j
∂ h˜km
∂ hl p
+
∑
l,p
λ( eH)
∂ h˜rs
∂ 2h˜rs
∂ h2i j
(5.4)
where h˜i j ’s denote Brownian motions constituting entries of eH. The above identities
hold true for any U ∈ Un such that eH = U∗HU , and, in particular, for U chosen such
that eH = Λ = diag(λ).
Now, for any eH equivalent to H and λ ∈ sp(H) we have
0= det| eH −λI|= ∑
σ∈Sn
n∏
i=1
( eHiσ(i)−δiσ(i)λ) , (5.5)
where Sn is the n
th symmetric group. Implicit differentiation of the RHS of (5.5) at
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eH = Λ and rearranging gives
∂ λ j
∂ h˜ii
 eH=Λ = δi j and
∂ λk
h˜i j
 eH=Λ = 0, ∀i 6= j 6= k . (5.6)
Next, differentiating (5.5) twice with respect to h˜i j , i < j, and letting eH = Λ
yields
∂ 2λi
∂ h˜2i j
 eH=Λ =
∂ 2λi
∂ h˜2ji
 eH=Λ =−
∏
k 6=i, j(λk −λi)∑
p
∏
k 6=p(λk −λi) =
1
λi −λ j (5.7)
and
∂ 2λ j
∂ h˜2i j
=− ∂ 2λ j
∂ h˜2ji
. All the other second order partial derivatives are zero.
To find derivatives of the form ∂ h˜l p/∂ hi j , we use the expression
eHpl =∑
i, j
u∗ipHi ju jl
and note that eHii = h˜ii , h˜l p = 1p2( eHpl + eHl p) and h˜pl = 1p2( eHpl − eHl p)i, for i < j. So,
for example, for l < p and i < j
∂ h˜l p
∂ hi j
=
1p
2
(u∗ilu jp + u∗jluip + u∗ipu jl + u∗jpuil) .
Evidently, since the transformation ϕ taking H to eH is linear, all the second-order
derivatives are zero. Combining this with (5.6) and (5.7) we can now evaluate the
right-hand sides of equations (5.3) and (5.4). We calculate, for 1≤ k ≤ n
λk
∂ hi j
=
1p
2
(u∗iku jk + u∗jkuik),
λk
∂ h ji
=
1p
2
(u∗iku jk − u∗jkuik)i, i < j ,
λk
∂ hii
= u∗ikuik, 1≤ i ≤ n .
Thus, finally applying Itô’s lemma, we find the process driving the kth eigenvalue
148
to satisfy
dβk =
∑
i, j
∂ λk
∂ hi j
dhi j =
∑
i< j

1p
2
(u∗iku jk + u∗jkuik)dhi j+
+
1p
2
(u∗iku jk − u∗jkuik)idh ji

+
∑
i
u∗ikuikdhii
=
∑
i, j
u∗iku jkdHi j , (5.8)
where uk = (u1k, ..., unk) is the normalised eigenvector associated to the eigenvalue λk.
Using orthonormality of eigenvectors u, i.e. the fact that
∑
k u
∗
kiuk j = δi j , one
easily shows that
d〈βk(t),βm(t)〉= δkmd t .
It follows by Lévy’s characterisation theorem that (β1, ...,βn) is a standard n-
dimensional Brownian motion, and that, in particular, each eigenvalue is driven by a
Brownian motion independent of the driving Brownian motions of all the other eigen-
values.
Now substituting (5.6) and (5.7) into (5.4) we have
∑
r,s,i, j
∂ 2λk
∂ hi j∂ hr,s
=
∑
i, j
∂ 2λk
∂ h2i j
=
∑
i, j
∑
l 6=k
∂ 2λk
∂ h˜2lk
×

∂ h˜lk
∂ hi j
2
+
∂ 2λk
∂ h˜2kl
×

∂ h˜kl
∂ hi j
2 eH=Λ
=
∑
l 6=k
1
λk −λl
∑
i, j
∂ h˜lk
∂ hi j
2
+

∂ h˜kl
∂ hi j
2 eH=Λ
=
∑
l 6=k
1
λk −λl ,
where the last equality follows by using explicit expressions for derivatives ∂ h˜lk/hi j
and the unitarity of U . This completes the proof.
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5.1.3 A Markov function of the GUE minor process
In Section 3.1.1 we considered a joint process of the eigenvalues of a 2× 2 Hermitian
Brownian motion together with the eigenvalue of its first principal minor. In this section
we generalise this construction. Let H be a GUE matrix. For all 0 ≤ m ≤ n− 1 denote
by Hn−m the mth principal minor of H, i.e. Hn−m = {Hi j}1≤i, j≤n−m. Note that Hn = H.
If λ = (λ1, ...,λn) and µ = (µ1, ...,µn−1) are ordered eigenvalues of H and its first
principal minor correspondingly, then by the Cauchy’s interlacing theorem, also called
Rayleigh theorem, λn ≤ µn−1 ≤ ... ≤ µ1 ≤ λ1, i.e. µ  λ. It follows by induction
that the eigenvalues of all the principal minors of H form a pattern in the (continuous)
Gelfand-Cetlin cone of depth n
Kn = {(xn, xn−1..., x1) ∈ Rn×Rn−1× ...×R : xn  xn−1  ... x1} .
In [47] Johansson and Nordenstam prove that, not only that the joint measure
of the eigenvalues of a GUE matrix is determinantal, but that also so is the joint mea-
sure of all the eigenvalues of the GUE principal minors and compute the associated
correlation functions explicitly. The authors also identify the joint distribution of the
eigenvalues of principal minors of a GUE matrix as a limit of several tiling models, a
polynuclear growth model and a model with RSK algorithm dynamics.
In [6] Baryshnikov proves that, given the eigenvalues of the main matrix H, i.e.
the top row of the corresponding minor process, the eigenvalues of all the principal
minors are distributed uniformly in Kλ := {x ∈ Kn : xn = λ}. Let B = (B1, ..., Bn) be
a standard n-dimensional Brownian motion. Baryshnikov also proves, by considering
GC patterns associated to a random Young tableau as its size tends to infinity, that the
largest eigenvalue of Hn−m, 0≤ m≤ n− 1, is distributed as a variable
Γ(n−m)n−m (B(1)) := sup
0≤t1≤...≤tn−m=1
n−m∑
k=1
{Bk(tk)− Bk(tk−1)} .
In particular, the largest eigenvalue of a GUE matrix H has the same law as Γ(n)n (B(1)).
(The transformations Γ(m) will be defined in Section 5.2 of the chapter.)
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Now, let H = (H(t), t ≥ 0) be an n× n Hermitian Brownian motion. Then the
eigenvalues of all the principal minors of H form a continuous-time process in Kn. We
call this process the minor process of Hermitian Brownian motion or simply Hermitian
minor process. It is the minor process that is the focus of our attention in this section.
In Chapter 3 we have seen that the joint process of the eigenvalues of the prin-
cipal minors of a 2×2 Hermitian Brownian motion is a diffusion; this is also true in the
trivial 1× 1 case. In general, for n ≥ 3, however, this is not true [1]. Deffouseux [25,
Remark 11.1] remarks that this fact must have a quantum probability interpretation.
On the other hand, each individual row of the minor process forms a Markov process
by construction. In particular, the mth row evolves as an (n − m + 1)-point Dyson’s
Brownian motion. In this section we show that the process formed by the top two rows
is a diffusion also. The main result is
Theorem 5.2. Let λ= (λ1(t), ...,λn(t); t ≥ 0) and µ= (µ1(t), ...,µn−1(t); t ≥ 0) be the
first and the second rows of the GUE minor process respectively. Then (λ(t),µ(t); t ≥ 0)
is a diffusion with values in Wn,n−1 := {(x , y) ∈ Rn×Rn−1 : y  x} and the infinitesimal
generator
G = 1
2
∑
i
∂ 2
∂ λ2i
+
1
2
∑
j
∂ 2
∂ µ2j
+
∑
i
∑
k 6=i
1
λi −λk
∂
∂ λi
+
∑
j
∑
k 6= j
1
µ j −µk
∂
∂ µ j
+
∑
i, j
γ2j
(λi −µ j)
∏
1≤k≤n−1
k 6= j
(λi −µk)∏
1≤k≤n
k 6=i
(λi −λk)
∂ 2
∂ λi∂ µ j
, (5.9)
where
γ2j =
 n∑
i=1
1
(λi −µ j)
∏
1≤k≤n−1
k 6= j
(λi −µk)∏
1≤k≤n
k 6=i
(λi −λk)

−1
. (5.10)
That is, we claim that the eigenvalues of the first two consecutive principal minors of
Hermitian Brownian motion form a Markov process of two interlacing Dyson Brownian
motions with a specific interaction term between the Brownian motions from different
layers. A different example of a Markov process of two interlaced Dyson Brownian
motions can be found in a paper by Warren [79].
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Remark. Results stated in Theorem 5.2 were also proved independently by Adler, Nor-
denstam and van Moebeke [1].
We also state
Conjecture 5.3. The martingale problem associated to the generator G and started at
v0 ∈W′n,n−1, the interior of Wn,n−1, or the origin o is well-posed.
Proof of Theorem 5.2. The diffusion and the drift terms of the generator follow directly
from the fact that both the top and the second rows of the minor process evolve as
n- and (n− 1)-point Dyson’s Brownian motions respectively. The difficulty lies in cal-
culating the mixed terms of the generator. To achieve this goal we follow closely the
exposition of Baryshnikov [6, Sec. 4], who notes that rotational invariance of Her-
mitian Brownian motion means that instead of the first principal minor of H we can
consider a restriction of H to a certain random (n− 1)-dimensional subspace of Cn.
Let H = (H(t); t ≥ 0) be a Hermitian Brownian motion with the eigenvalue pro-
cess λ= (λ1(t), ...,λn(t); t ≥ 0) and the corresponding eigenvectors (u1(t), ..., un(t); t ≥
0). For any t > 0, H(t) defines a Hermitian form on Cn. From now on we fix t > 0
and suppress an explicit dependence on time to simplify the notation. Let L ' Cn−1 be
a random hyperplane defined by L = {x ∈ Cn : 〈x , l〉= 0}, where l ∈ Cn is a vector dis-
tributed uniformly in the unit sphere Sn = {x ∈ Cn : 〈x , x〉 = 1}. Let eH be a restriction
of H to L, i.e. eH x = PLH x , x ∈ L , (5.11)
where PL x = x−〈x , l〉l, x ∈ Cn, is an orthogonal projection on L. In particular x∗ eH x =
x∗H x for all x ∈ L. The restriction eH to an (n − 1)-dimensional subspace L has n
eigenvalues, one and only one of which is 0; let µ= (µ1, ...,µn−1) denote eH ’s n−1 non-
zero eigenvalues and {v1, ..., vn−1} – the corresponding normalised eigenvectors. Note
that {v1, ..., vn−1} forms an orthonormal basis of L and that we can write PL =∑i vi v∗i .
Then eH = PLHPL ,
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and so eHi j =∑
k,l
pikHkl pl j , (5.12)
where pik is the ik
th entry of PL . One sees that thus defined eH is again a Hermitian
operator and agrees with (5.11). Note that if we take l to be the nth unit vector, theneH is just H ’s first principal minor.
We will need the following lemma
Lemma 5.4. Let λi ∈ sp(H) and µ j ∈ sp( eH) and let αi and β j be driving Brownian
motions of λi and µ j respectively. Then
d〈αi(t),β j(t)〉= |〈ui(t), v j(t)〉|2d t , (5.13)
where ui , resp. v j , is the normalised eigenvector of λi , resp. µ j .
Proof. Equation (5.8) in the proof of Theorem 5.1 gives a representation of Brownian
motion αi , resp. β j , in terms of the eigenvector ui , resp. v j , and the entries of the
matrix H, resp. eH
dαi =
∑
l,r
u∗l iuridHl r ,
dβ j =
∑
k,m
v∗k j vmjd eHkm ,
where, as before, we have ui = (u1i , ...,uni) and, similarly, v j = (v1 j , ..., vn j), for all
1≤ i, j ≤ n. Hence,
d〈αi ,β j〉=
∑
l,r
u∗l iuri
∑
k,m
v∗k j vmjd〈Hl r , eHkm〉 (5.14)
At the same time equation (5.12) and the fact that d〈Hi j , Hl r〉 = δilδ jr d t give
d〈Hl r , eHkm〉 =∑s vksv∗rs∑t vl t v∗mt d t. Using this and orthonormality of vi ’s, (5.14) be-
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comes
d〈αi(t),β j(t)〉=
∑
l,r
u∗l iuri
∑
k,m
v∗k j vmj
∑
s
vksv
∗
rs
∑
t
vl t v
∗
mt d t
=
∑
s,t
∑
k
v∗k j vks
∑
m
vmj v
∗
mt
∑
l,r
u∗l iuri v∗rsvl t d t
=
∑
l,r
u∗l iuri v∗r j vl jd t = |〈ui(t), v j(t)〉|2d t .
Lemma 5.4 tells us that the covariation between the driving Brownian motions
of eigenvalues λ ∈ sp(H) and µ ∈ sp( eH) is given by the square of the inner product
between their corresponding eigenvectors. Without loss of generality we may take H to
be diagonal. Then ui = ei for all 1 ≤ i ≤ n, where {e1, ..., en} is the canonical basis for
Cn. Hence, to evaluate the bracket (5.13) we only need to find an expression for the
eigenvectors of eH.
Consider y = (y1, ..., yn−1) ∈ Cn−1 and let x = (x1, ..., xn) = y1v1 + ... +
yn−1vn−1 ∈ L. We have, using x i =∑ j y j vi j ,
x∗H x =
∑
i
λi|x i|2 =
∑
j
|y j|2(λ1|v1 j|2+...+λn|vn j|2)+
∑
k 6= j
y∗k y j(λ1v∗1kv1 j+...+λnv∗nkvn j) .
(5.15)
At the other hand
x∗ eH x = 〈∑
j
y j v j , eH∑
j
y j v j〉=
∑
j
|y j|2µ j . (5.16)
But for any x ∈ L, x∗H x = x∗ eH x , and so equating coefficients of y j ’s in (5.15)
and (5.16), we arrive at a system of quadratic equations in v
µ1 = λ1|v11|2+ ... +λn|vn1|2 = 〈v1, Hv1〉 ,
...
...
...
...
µn = λ1|v1n|2+ ... +λn|vnn|2 = 〈vn, Hvn〉 ,
0 = λ1v∗1i v1 j+ ... +λnv∗ni vn j = 〈vi , Hv j〉 ,
(5.17)
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for i 6= j.
Now write Hv j ∈ Cn, 1≤ j ≤ n, in the new Cn-basis {v1, ..., vn−1, l} as follows
Hv j =
n−1∑
i
αi vi + γ j l = α j v j + γl = µ j v j + γ j l ,
where α1, ...,αn−1,γ j ∈ C. The last two equality signs follow because by (5.17) we
must have v∗i Hv j = 0 for all i 6= j and v∗j Hv j = µ j . Hence, for 1≤ i ≤ n we have
λi vi j = µ j vi j + γ j li
⇔ vi j = γ j liλi −µ j .
Recall that our goal is to express eigenvectors v in terms of µ’s and λ’s. Note
that γ j is just a quantity ensuring that
∑
i |vi j|2 = 1. Hence, to accomplish our task we
need to find an expression for l in terms of eigenvalues of H and eH.
For any µ ∈ sp( eH) and the corresponding eigenvector v? = (v?1 , ..., v?n) we writeeHv? = Hv?−〈Hv?, l〉l = µv?, or (H−µI)v?−〈Hv?, l〉l = 0, where I is an identity matrix
of an appropriate size. Together with 〈l, v?〉= 0, this gives us a system of equations
(λ1−µ)v?1 +0 · · · +0 − 〈Hv?, l〉l1 = 0 ,
0 +(λ2−µ)v?2 · · · +0 − 〈Hv?, l〉l2 = 0 ,
...
...
. . .
...
...
...
0 +0 · · · +(λn−µ)v?n − 〈Hv?, l〉ln = 0 ,
l∗1v?1 +l∗2v?2 · · · +l∗nv?n = 0 .
(5.18)
in (v?1 , ..., v
?
n).
We know that a determinant of a square matrix is zero if and only if its columns
are not linearly independent. In other words if A is an n× n matrix, then det(A) = 0 iff
there exists a non-zero vector α= (α1, ...,αn) such that α1A1+ ...+αnAn = 0, where Ai
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is the ith column of A. It follows that equations (5.18) hold true if and only if
λ1−µ · · · 0 l1
...
. . .
...
...
0 · · · λn−µ ln
l∗1 · · · l∗n 0

= 0 .
The above is equivalent to the condition
n∏
i=1
(λi −µ)
n∑
k=1
wk
λk −µ = 0 ,
where wk = |lk|2. Since the above equation must hold for all µ ∈ sp( eH), we can find
{w1, ..., wn} by solving the following system of n equations
w1
λ1−µ1 + · · · +
wn
λn−µ1 = 0 ,
...
...
...
w1
λ1−µn−1 + · · · +
wn
λn−µn−1 = 0 ,
w1 + · · · + wn = 1 ,
where the last equation comes from the fact that |l|2 =∑i wi = 1. To solve for wi ’s we
need
Lemma 5.5. For x = (x1, ..., xn) ∈ Rn and y = (y1, ..., yn) ∈ Rn we have
det

1
x i − y j

1≤i, j≤n
= (−1)α 4(x)4(y)∏
1≤i, j≤n(x i − y j) , (5.19)
where α= n/2 if n is even and α= (n− 1)/2 if n is odd.
Proof See appendix at the end of the chapter.
Let A be a n × n invertible matrix and x = (x1, ..., xn) and y = (y1, ..., yn)
two vectors such that Ax = y . Then the Cramer’s rule states that xm =
detA[m]
detA
, for
1 ≤ m ≤ n, where A[m] is a matrix obtained from A by substituting mth column of A
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with vector y . Write the above system of equations in the matrix form
1
λ1−µ1 · · · 1λn−µ1
...
. . .
...
1
λ1−µn−1 · · · 1λn−µn−1
1 · · · 1


w1
...
wn−1
wn
=

0
...
0
1
 .
Then, coupled with the identity of Lemma 5.5, Cramer’s rule gives us
wi =
4(λ(i))∏1≤k≤n−1(λi −µk)(−1)i∑n
m=14(λ(m))
∏
1≤k≤n−1(λm−µk)(−1)m
,
where, for all 1≤ m≤ n, we write λ(m) for the vector λ with mth element deleted. Now,
consider a polynomial in λ’s and µ’s comprising the numerator of the rational function
above. Suppose λp = λl for any two indices p 6= l. Then
n∑
m=1
4(λ(m)) ∏
1≤m≤n−1
(λm−µk)(−1)k
=4(λ(p) ∏
1≤p≤n−1
(λp −µk)(−1)p +4(λ(l))
∏
1≤k≤n−1
(λp −µk)(−1)p
=
∏
1≤k≤n
(λp −µk)[4(λ(p))(−1)p −4(λ(l))(−1)l] = 0 ,
which means that the numerator can be written as a product
∏
i< j(λi − λ j) = 4(λ)
times some constant; this constant is in fact “-1” as one might find out by calculating the
sign of the leading term of the polynomial and using the definition of 4(λ). It follows
that
wi =
4(λ(i))∏1≤k≤n−1(λi −µk)(−1)i
−4(λ) =
∏
1≤k≤n−1(λi −µk)∏
1≤k≤n
k 6=i
(λi −λk) .
This finally gives us an expression for the eigenvector v j = (v1 j , ..., vn j) of µ j ,
1≤ j ≤ n− 1,
|vi j|2 =
γ2j
(λi −µ j)
∏
1≤k≤n−1
k 6= j
(λi −µk)∏
1≤k≤n
k 6=i
(λi −λk) ,
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and so by Lemma 5.4 d〈αi(t),β j(t)〉= |vi j(t)|2, where αi and β j are Brownian motions
driving λi and µ j respectively. Finally, because v j is a unit vector, we have
∑
i |vi j|2 = 1,
which gives the required expression (5.10) for γ2j . This completes the proof.
Remark. By calculating the distribution of the random vector w and finding the Ja-
cobian of the transformation associating w’s to eigenvalues µ, Baryshnikov shows that
the probability density of the vector of ordered eigenvalues µ of the restriction eH is
proportional to the Vandermonde determinant 4(µ) (see [6, Prop. 4.2]). In effect we
can generate a random GC pattern with the distribution of the Hermitian minor process
at any t > 0 by first considering H(t) and then its restrictions to a nested sequence of
spaces L1 ⊂ L2 ⊂ ... ⊂ Ln = Cn, with Lk ' Ck, chosen from all the possible such filtra-
tions under an Un-invariant distribution. Interlacing of the corresponding eigenvalues
is again ensured by the Cauchy’s interlacing theorem.
To illustrate the above approach, consider the easiest n= 2 case, i.e. the triangle
array
λ1(t) λ2(t)
µ(t)
,
where (λ1(t),λ2(t)) are eigenvalues of the Hermitian form h11(t) h12(t)+ih21(t)p2h12(t)−ih21(t)p
2
h22(t)

and µ is the eigenvalue of its restriction to a random hyperplane L ' C. Let v(t) =
(v1(t), v2(t)) be the normalised eigenvector of µ(t). Equations (5.17) then translate
simply to
λ1|v1|2+λ2|v2|2 = µ .
In this special case vi ’s can be simply solved for by using |v1|2 + |v2|2 = 1. We
obtain
|v1|2 = µ−λ2λ1−λ2 and |v2|
2 =
λ1−µ
λ1−λ2 ,
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which coincides with the results obtained in example 3.4 in Chapter 3 by simply using
Itô’s formula.
5.2 Multidimensional Pitman’s theorem and non-colliding pro-
cesses
In this section we discuss the extension of the Pitman’s theorem, both its classical and
discrete versions, to higher dimensions. In notation of Chapter 3 this is the θ =∞ and
q = 0 cases respectively. We start by describing the discrete setting, from which the
multidimensional extension of the Pitman’s theorem is obtained by taking the scaling
limit.
Let X = (X (k); k ≥ 1) be an n-dimensional Markov chain taking values in
Nn = {0,1, ...}n. Denote by o the origin of Rn and by b = {e1, ..., en} the canonical
orthonormal basis of Cn. Suppose X (0) = o and the transition matrix is given by
P(x , x + ei) =
1
n
, 1≤ i ≤ n . (5.20)
We call X the multinomial random walk.
Define the discrete Weyl chamber as the subset of Nn
Wn = {(x1, ..., xn) ∈ Nn : x1 ≥ x2 ≥ · · · ≥ xn}
and a function h :Wn→ R+ by
h(x) =
∏
i< j
x˜ i − x˜ j
j− i , (5.21)
where x˜ i = x i − i. We note that by definition h(x) = |Kx |, where Kx is the collection
of all Gelfand-Cetlin patterns with top row x , as defined in Chapter 2 (see Thm. 2.9).
Recall the branching rule for representations of U(gl(n)) (or Uq(gl(n))) (see Ch.
2.5). The dimensions of spaces on either side of the expression (2.16) are the same.
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Using this and the fact that dim(Vx) = |Kx | we obtain the identity
n|Kx |=
∑
x:x↗x ′
|Kx ′ | , (5.22)
where x ↗ x ′ means that x is interlaced with x ′, i.e. x  x ′, and |x |+ 1 = |x ′|. DefinebP(x , y) = P(x , y)1{y∈Wn} for x − y ∈ b. Using (5.22) we have
n∑
i=1
bP(x , x + ei)h(x + ei) = h(x), x ∈Wn ,
which shows that h(x) is harmonic with respect to P restricted to Wn. Thus
Q(n)(x , x + ei) := bP(x , x + ei)h(x + ei)h(x) = 1n |Kx+ei ||Kx | 1{x+ei∈Wn}, x ∈Wn (5.23)
is a well defined transition matrix. The Markov process bX defined by these transition
probabilities and started at o is a system of n symmetric random walks conditioned to
stay in the Weyl chamber Wn, i.e. to maintain their order. We will refer to this process
as Dyson’s random walks.
In [59] O’Connell gives a construction of Dyson’s random walks by applying a
certain transformation to the original process X . The construction produces a process
in the Gelfand-Cetlin cone, such that the top row is evolving as the n-dimensional
Dyson’s random walk. This transformation is closely related to the Robinson-Schensted
algorithm and also has an interpretation in queueing theory. We discuss it next.
5.2.1 A representation for conditioned random walks
In this section we describe certain transformations for random walks introduced by
O’Connell and Yor [60]. Continuous version of these transformations can be seen as a
generalisation of the Pitman’s transform to the Weyl chambers and also have intimate
connection to the eigenvalues of a GUE matrix.
Let D0(N) denote the set of paths x : N→ N with x(0) = 0, and for x , y ∈ D0(N)
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define
(x4y)(m) = min
0≤k≤m[x(k) + y(m)− y(k)] ,
(x 5 y)(m) = max
0≤k≤m[x(k) + y(m)− y(k)] .
(5.24)
For n≥ 2 define the mappings G(n) : D0(N)n→ D0(N)n as follows. For n= 2 let
G(2)(x , y) = (x4y, y 5 x) ,
and for n≥ 2 define inductively
G(n)(x1, ..., xn) = (x14· · ·4xn, G(n−1)(x25x1, x35(x14x2), ..., xn5(x14· · ·4x i−1))) .
One can show that for each n≥ 2 and x ∈ Nn, G(n)1 (x)≤ G(n)2 (x)≤ · · · ≤ G(n)n (x)
(see O’Connell [59, Sec. 2]) and that, in particular, (G(n)(x1, ..., xn)∗, ..., G(1)(x1)∗) is a
Gelfand-Cetlin pattern of depth n. Here we write x∗, for x ∈ Rn, to indicate x i = x∗n−i+1,
1 ≤ i ≤ n. It follows that if X is a random walk in Nn defined at the beginning of this
section, then the transformed process (G(i)(X1(k), ..., X i(k))∗, 1 ≤ i ≤ n; k ≥ 0) is a
random walk in the Gelfand-Cetlin cone Kn. Moreover,
Theorem 5.6. ([59, Cor. 6.2]) The transformed process G(n)(X ) is distributed as the
random walk X conditioned to stay in the Weyl chamber Wn. In particular, the transition
matrix of G(n)(X ) is given by (5.23).
Note that in case n = 2, Theorem 5.6 is equivalent to the discrete Pitman’s
theorem. Indeed, if we let z = y − x and m ∈ N, then
G(2)2 (x , y)(m)− G(2)1 (x , y)(m) = (y 5 x)(m)− (x4y)(m) = 2 max1≤k≤m z(k)− z(m) .
But, since the two components of G(2)(X , Y ) are conditioned to stay ordered,
G(2)2 (X , Y )−G(2)1 (X , Y ) is distributed as a random walk conditioned to stay non-negative,
i.e. as a discrete BES3 process. Finally note that Z = Y − X is just a simple symmetric
random walk.
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Just as in the classical Pitman’s theorem, intertwining plays an important role;
transition functions of the transformed and the original processes are intertwined with
respect to a certain Markov kernel (see [59, Cor. 6.5]).
The connection to the Robinson-Schensted algorithm is as follows. Consider a
word a ∈ [n]k and let x i(m) = |{1 ≤ j ≤ m : a j = i}|, for 1 ≤ i ≤ n and 1 ≤ m ≤ k,
i.e. x i(m) is the number of a j ’s, up to and including am, equal to i. Denote by τ(m)
the semi-standard Young tableau obtained by applying the Robinson-Schensted algo-
rithm with column insertion to (a1, ..., am). Then for each 1 ≤ m ≤ k, the GC pat-
tern ((G(n)(x1, ..., xn)∗)(m), ..., (G(1)(x1)∗)(m)) corresponds to the semi-standard Young
tableau τ(m) (see [59, Thm. 3.1]).
Now consider a sequence of random variables (ηk, k ≥ 0) such that η0 = 0 and
for each i ≥ 1 ηi is distributed uniformly over {1, ..., n}. Define
X i(m) = |{1≤ j ≤ m : η j = i}|, 1≤ i ≤ n, m≥ 0 .
Then X = (X1, ..., Xn) is the familiar multinomial random walk. Moreover, at
any time k ≥ 1, X (k) is the type and G(n)(X (k))∗ is the shape of a randomly growing
Young tableau constructed from a random word (η1, ...,ηk) via column insertion. For
two alternative dynamics related to the Robinson-Schensted-Knuth algorithm see [58].
In order to pass to the continuous version of the Theorem 5.6 and, thus, to
a result about Hermitian Brownian motion, we define a Poissonized version of the
Robinson-Schensted dynamics described above. Transformations (5.24), and so map-
pings G(i), admit continuous versions. Denote by D0(R+) a space of càdlàg paths
f : R+→ R with f (0) = 0 and let
( f4g)(t) = inf
0≤s≤t[ f (s) + g(t)− g(s)] ,
( f 5 g)(t) = sup
0≤s≤t
[ f (s) + g(t)− g(s)] ,
for f , g ∈ D0(R+). Define
Γ(2)( f , g) = ( f4g, g5 f )
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and mappings Γ(n) : D0(R+)n→ D0(R+), for n≥ 2, by
Γ(n)( f1, ..., fn) = ( f14· · ·4 fn,Γ(k−1)( f25 f1, f35 ( f14 f2), ..., fk5 ( f14· · ·4 fn−1))) .
Let N = (N1, ..., Nn) with N(0) = o be the counting processes of n independent
Poisson processes on R+, each with intensity 1. Let bN be the h-transform of N with
respect to h(x) given by (5.21). Then the law of Γ(n)(N) is the same as the law of bN
([59, Thm. 7.1], [60, Thm. 5]). As in the discrete case, generators of the two processes
are intertwined with respect to a certain Markov kernel (see [59, Thm. 7.2]).
Both the discrete conditioned random walk and its Poissonised version are closely
connected to discrete orthogonal polynomial ensembles and so to determinantal pro-
cesses. In particular, the distribution of the Poisson random walk is connected to the
Charlier ensemble, while the distribution of the multinomial walk – to the de-Poissonised
Charlier ensemble, see [54] and also [44]. It is this determinantal structure of the
measures involved that lies at the heart of the relation of both processes to the GUE
matrices.
By applying an appropriate version of the Dönsker’s theorem one obtains a ver-
sion of Theorem 5.6 for the Brownian motion. Let B be a standard n-dimensional
Brownian motion started at the origin and Bˆ an h-transform of B with h(x) given by the
Vandermonde determinant. Then
Theorem 5.7. (O’Connell, Yor [60, Thm. 7]) The processes Bˆ and Γ(n)(B) have the same
law.
Again when n= 2, this result corresponds to the Pitman’s construction of the 3-
dimensional Bessel process. Since by Theorem 5.7 Γ(2)(B(t)) is a 2-dimensional Dyson’s
BM, one verifies with the help of Itô’s lemma that R(t) := (Γ(2)2 (B(t))−Γ(2)1 (B(t)))/
p
2
has the distribution of the BES3 process. At the same time X (t) := (Γ(2)2 (B(t)) +
Γ(2)1 (B(t)))/
p
2 is a standard Brownian motion independent of R. But by definition
of Γ(1)
R(t) =
1p
2
(Γ(2)2 (B(t))−Γ(2)1 (B(t))) = 2sup
s≤t
X (s)− X (t) .
Recalling that the eigenvalues of an n × n Hermitian BM are distributed as n
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Brownian motions conditioned to stay in the Weyl chamber, we see that Theorem 5.7
yields an alternative representation for them. In particular, by showing that Γ(n)n (B) =
(B15· · ·5Bn), one finds an alternative proof of the result of Baryshnikov [6] and Tracy,
Gravner and Widom [37] which states that the random variable
λ1 := Γ
(n)
n (B(1)) = sup
0≤t1≤...≤tn=1
n∑
k=1
{Bk(tk)− Bk(tk−1)}
has the same distribution as the largest eigenvalue of a GUE matrix. What’s more, we
see that O’Connell and Yor’s results generalise this formula to give a description of all
the eigenvalues of a GUE matrix.
The same transformations were also described by Bougerol and Jeulin [14] in a
purely representation theoretic context. Authors describe a transformation taking paths
in a finite-dimensional Euclidian space a to paths in the interior of the corresponding
Weyl chamber a+. a is taken to be the maximal Torus of the maximal compact sub-
algebra of some algebra g. In case of a Hermitian Brownian motion g = glC(n) and
a ' Rn is the space of all n× n real diagonal matrices. By taking g to be other clas-
sical groups Bougerol and Jeulin find representation for eigenvalues of other types of
random matrices. See also a paper by Biane, Bougerol and O’Connell [12].
5.3 A Markov chain in the Gelfand-Cetlin cone
In this section we construct and analyse an higher-dimensional generalisation of the
Markov chain (RW(µ), dBES3(µ))q of Chapter 3. We will identify several intertwining
relationships and present an informal argument relating a certain Markov function of
this process, when q = 1, to the Hermitian minor process.
We start by recalling some notation that will be heavily used in this section. A
Gelfand-Cetlin cone is a collection of all integer Gelfan-Cetlin patterns of depth n:
Kn = {(mn, mn−1..., m1) ∈ Nn×Nn−1× ...×N : mn  mn−1  ... m1} .
By K(zn,...,zp), with zn  ...  zp, we denote a subset of Kn with top n− p + 1
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rows given by (zn, ..., zp). In particular Kλ ⊂ Kn denotes a subset of all patterns of
depth n with top row λ and K(λ,µ) ⊂ Kλ ⊂ Kn denotes a subset of all patterns of
depth n with top row λ and second row µ. By (zn, ..., zp,ξ) ∈ K(zn,...,zp) we denote a
pattern with top n− p+ 1 rows given by (zn, ..., zp) and the ‘rest of the pattern’ given
by ξ; by (zn, ..., z1) ∈ Kn we mean a pattern such that for all 1 ≤ m ≤ n the mth row is
given by zm. From Chapter 2 we know that for each Young diagram of shape λ ∈ Wn
there is an irreducible representation Vλ of Uq(gl(n)) (and U(gl(n))) of dimension |Kλ|
spanned by vectors {em; m ∈ Kλ}. By eλξ , resp. eλ(µ,ξ), we will mean a basis vector of Vλ
corresponding to a pattern (λ,ξ) ∈ Kλ, resp. (λ,µ,ξ) ∈ K(λ,µ). Finally, as before, we
will write λ↗ λ′ to say that λ λ′ and |λ|+1= |λ′|; {e1, ..., en} denotes the canonical
basis of Cn.
We consider a discrete-time Markov chain Zq := (Z (k); k ≥ 1) = (Z i(k); 1 ≤
i ≤ n, k ≥ 1) defined on some probability space (Ω,F ,P(n)q ) and taking values in Kn.
Let y = (yn, ..., y1), z = (zn, ..., z1) ∈ Kn be such that zm = ym + eim for 1 ≤ j ≤ m ≤ n
and zm = ym otherwise; we write y = (z; in, ..., i j). We characterise the process Z by
defining for any such patterns y and z the one-step transition probabilities, for k ≥ 0,
to be
P(n)q (Z (k+ 1) = z|Z (k) = y) = P(n)q (y, z) =
1
n
w2q((z; in, ..., i j)) =
1
n
n∑
k=1
|〈ey ⊗ ek, e′z〉|2
and 0 otherwise. Here ey ∈ Vyn , e′z ∈ Vzn ⊂ Vyn ⊗Cn and wq((z; in, ..., i j)) is a Uq(gl(n))-
Wigner coefficient (see Ch. 2, page 44). Thus, in the rightmost summation only one
inner product is non-zero, namely, |〈ey⊗e j , e′z〉|. When q = 1 we are in the ‘classical’ set-
up corresponding to U(gl(n)). For all q ∈ (0, 1] the dynamics of the chain is such that at
each time step exactly one particle in the top i j ∈ {1, ..., n} rows makes a jump of size 1,
i.e. for all 1≤ m≤ n−1, Zm(k+1)−Zm(k) ∈ {0, e1, ..., en} and Z n(k+1)−Z n(k) ∈
{e1, ..., en}, k ≥ 0. Note that one of the particles in the top row jumps at each time step.
Definition of transition probabilities as squares of Wigner coefficients ensures that the
process never leaves the space Kn.
We point out that, by construction, the family of processes Zq is a higher-
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dimensional generalisation of the family of bivariate Markov chains of Chapter 3. In
particular if we let n= 2 and use change of variablesZ 21−Z 22 = R and 2Z 11−Z 21−Z 22 =
X we will recover familiar transition probabilities for the pair (X , R)q, q ∈ (0, 1]. Ob-
serve that the process associated to Uq(sl(2)) is two-dimensional, as opposed to the
three-point process associated to Uq(gl(2)). This is explained by the fact that any two
representations V(a1,a2) and V(b1,b2) of Uq(gl(2)), associated to Young tableaux of shapes
(a1, a2) and (b1, b2), respectively, are isomorphic representations of sl(2) if and only if
a1− a2 = b1− b2 = c, where c is some integer. This makes the last row redundant and
explains the new variable r = a1− a2.
Firstly we state and prove
Proposition 5.8. Let Z (0) be distributed uniformly over Kλ∗ for some λ∗ ∈ Wn, i.e.
P(n)q (Z (0) = z) = 1|Kλ∗ | 1{z∈Kλ∗}. Then the top row of the array (Z n(k); k ≥ 0) is a Wn-
valued Markov process with the initial state λ∗ and transition functions Q(n)(·, ·) given by
(5.23).
We remark that, in view of the connection of the representations of Uq(gl(n)) to
the Robinson-Schensted algorithm in the limit q→ 0 (see end of Ch. 2), this proposition
can be seen as a generalisation of Theorem 5.6.
See a paper by Warren and Windridge [80] for examples of alternative dynamics
in the Gelfand-Cetlin cone, both in discrete and continuous time, and some related
intertwining relationships.
Proof. We prove the proposition by identifying an intertwining relationship between the
top row process Z n and the whole pattern Z and appealing to Theorem 3.6. Consider
a Markov kernel
Mn(λ, z) =
1
|Kλ| 1{z∈Kλ}
from Wn to Kn. Note that for each λ ∈ Wn M(λ, ·) constitutes the uniform law on the
patterns with top row λ. Using the fact that Mn(λ, z) is non-zero if and only if zn = λ,
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one easily verifies that the intertwining relationship we would like to prove
∑
(λ′′,ξ′′)∈Kn
Mn(λ, (λ
′′,ξ′′))P(n)q ((λ′′,ξ′′), (λ′,ξ′)) =
∑
λ′′∈Wn
Q(n)(λ,λ′′)Mn(λ′′, (λ′,ξ′))
is equivalent to
∑
ξ:(λ,ξ)∈Kλ
1
|Kλ| P
(n)
q ((λ,ξ), (λ
′,ξ′)) =Q(n)(λ,λ′) 1|Kλ′ | (5.25)
for all λ↗ λ′.
For the left-hand side we have, for any admissible choices of (λ,ξ) and (λ′,ξ′)
∑
ξ:(λ,ξ)∈Kλ
1
|Kλ| P
(n)
q ((λ,ξ), (λ
′,ξ′)) = 1|Kλ|
∑
ξ:(λ,ξ)∈Kλ
n∑
i=1
1
n
|〈eλξ ⊗ ei , eλ′ξ′ 〉|2 =
1
n
1
|Kλ| .
(5.26)
To see where the last equality comes from, consider two finite-dimensional vector
spaces W and V with W ⊂ V . If {v1, ..., vn} and {w1, ..., wk} are orthonormal bases of
V and W respectively, then one easily shows that
∑n
i=1 |〈vi , w j〉|2 = 1 for all 1 ≤ j ≤ k.
We know that {eλξ⊗ ei; (λ,ξ) ∈Kλ, 1≤ i ≤ n} and {eλ′ξ′ ; (λ′,ξ′) ∈Kλ′} are orthonormal
bases of Uq(gl(n))-invariant spaces Vλ ⊗Cn and Vλ′ ⊂ Vλ ⊗Cn respectively. It follows
that
∑
ξ
∑n
i=1 |〈eλξ ⊗ ei , eλ′ξ′ 〉|2 = 1 which establishes (5.26).
On the other hand, for any λ,λ′ ∈Wn we have
Q(n)(λ,λ′) 1|Kλ′ | =
1
n
1
|Kλ| , if λ↗ λ
′
and 0 otherwise, which establishes identity (5.25).
Evidently, all the other conditions of Theorem 3.6 are satisfied with φ(z) =
φ(zn, zn−1..., z1) = zn, and so it follows that Z n is a Markov chain with Z n(0) = λ∗ and
the transition function Q(n). Moreover,
P(n)q (Z (k) = z|Z n(k) = λ,Z n(i) = yi , 1≤ i ≤ k− 1) =
= P(n)q (Z (k) = z|Z n(k) = λ) =
1
|Kλ| 1{z∈Kλ} .
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In other words, at any time k ≥ 1, given the value of Z n(k), the rest of the
pattern is distributed uniformly over all admissible patterns with top row Z n(k). This
property is analogous to the result of Baryshnikov relating the distribution of the eigen-
values of the principal minors of a GUE matrix given the eigenvalues of the matrix
itself.
Just like in the case n = 2 of Chapter 3, the marginals of the process (X , R)q
are distributed as a SSRW and a discrete BES(3) process irrespective of the value of
the parameter q, the marginal process Z n is distributed as Dyson random walk for all
q ∈ (0, 1]. Recall that in the case q = 1 R was a Markov process through the Dynkin
criteria as well as by the intertwining condition. Below is the n-dimensional version of
that result.
Proposition 5.9. In the case q = 1 we have
P(n)(Z n(k) = λ|Z (k− 1) = z) = P(n)(Z n(k) = λ|Z n(k− 1) = zn)
for all z ∈Kn with zn↗ λ, k ≥ 1. In particular,
∑
ξ′
P(n)((λ,ξ), (λ′,ξ′)) =Q(n)(λ,λ′) (5.27)
for all admissible (λ,ξ), (λ′,ξ′) ∈Kn.
The proof requires a simple result from linear algebra.
Lemma 5.10. Consider a finite-dimensional vector space V and subspaces U , W ⊆ V with
orthonormal bases {u1, ...,up} and {w1, ..., wl} respectively. Then
∑
i, j
|〈ui , w j〉|2 = t r(PU PW ) , (5.28)
where PU and PW are orthogonal projections on U and W respectively. In particular, the
LHS of (5.28) doesn’t depend on the choice of bases for U and W.
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Proof. Denote an orthonormal basis of V by {v1, ..., vn}, and suppose that the embed-
dings of U and W in V are given by ui =
∑n
k=1α
i
kvk and wi =
∑n
k=1 β
i
kvk respectively,
with βk ∈ C, αk ∈ C for 1≤ k ≤ n. Then one computes the LHS of (5.28) to be equal to∑
i, j |〈αi ,β j〉|2, where αi = (αi1, ...,αin), 1 ≤ i ≤ p, and β j = (β j1, ...,β jn), 1 ≤ j ≤ l. On
the other hand
t r(PU PW ) = t r
∑
i
uiu
∗
i
∑
j
w jw
∗
j
= t r
∑
i, j
uiw
∗
j 〈ui , w j〉

=
∑
i, j
〈αi ,β j〉t r

uiw
∗
j

=
∑
i, j
|〈αi ,β j〉|2 ,
where the last equality follows from the fact that t r(uiw∗j ) =
∑
m,k α
i
kβ
∗ j
m 〈vk, vm〉. Note
that for the special case when U = V we have
t r(PV PW ) =
∑
i, j
|〈vi , w j〉|2 = dim(W ) . (5.29)
Proof of Proposition 5.9. For any (λ,ξ) ∈Kλ and λ↗ λ′ one has
P(n)((λ,ξ),λ′) =
∑
ξ′
P(n)((λ,ξ), (λ′,ξ′))
=
1
n
∑
ξ′
∑
i
|〈eλξ ⊗ ei , eλ′ξ′ 〉|2
=
1
n
∑
ξ′
∑
i
|〈g(eλξ ⊗ ei), g(eλ′ξ′ )〉|2 for any g ∈ SU(n)
=
1
n
∑
ξ′
∑
i
|〈g(eλξ)⊗ g(ei), g(eλ′ξ′ )〉|2
=
1
n
∑
ξ′
∑
i
|〈g(eλξ)⊗ ei , eλ′ξ′ 〉|2 .
We used Lemma 2.10 from Ch. 2 which states that the action of g ∈ SU(n) on repre-
sentation spaces Vλ, Vλ′ is unitary to go from line 2 to line 3. The equality between line
4 and the last line is justified by Lemma 5.10, once we notice that {g(eλξ)⊗ g(ei), 1 ≤
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i ≤ n} and {g(eλ′
ξ′ ) : ξ
′ : (λ′,ξ′) ∈ Kλ′} form normalised bases of g(eλξ)⊗ Cn and Vλ′
respectively, both being subspaces of Vλ ⊗Cn. But since g(eλξ) ∈ Vλ and the choice of
g ∈ SU(n) was arbitrary, P((λ,ξ),λ′) only depends on λ and not on the rest of the
pattern ξ, which is what we needed to prove.
It turns out that the process formed by the top row Z n is not the only Markov
function of Z , and that, in fact, the top 1 ≤ m ≤ n rows together also evolve as a
Markov chain with respect to their own filtration. The distributions of such processes,
however, are not independent of the parameter q.
Theorem 5.11. Let q ∈ (0, 1]. Suppose Z (0) is distributed uniformly over K(zn∗ ,..,zp∗ ),
1 ≤ p ≤ n, the collection of all GC patterns with top n − p + 1 := m rows given by
(zn∗ , ..., z
p∗ ). Then the marginal process (Z n(k), ...,Z p(k); k ≥ 0) is a Markov chain with
values in (Wn ×Wn−1... ×Wp) ∩ Kn started at (zn∗ , ..., zp∗ ) and with one-step transition
functions given by
Q(n,m)q ((z
n, ..., z l , z l+1, ..., zp), (zˆn, ..., zˆ l , z l+1, ..., zp)) =
=
1
n
w(1)q
 zˆ l il
z l−1
2 n∏
k=l+1
w(2)q
 zˆk ik
zˆk−1 ik−1
2
for l ∈ {n, ..., p− 1}, and
Q(n,m)q ((z
n, ..., zp), (zˆn, ..., zˆp) =
1
n
|Kzˆp |
|Kzp |
n∏
k=p+1
w(2)q
 zˆk ik
zˆk−1 ik−1
2 ,
where zˆk = zk + eik , 1 ≤ k ≤ p, and w(1)q and w(2)q are reduced Wigner coefficients (see p.
45 and p. 47).
Proof. Again the statement of the theorem is proved via identifying a suitable inter-
twining relationship and appealing to Theorem 3.6. Consider a Markov kernel
Mn,m((z
n, ..., zp), x) =
1
|K(zn,...,zp)|1{x∈K(zn ,...,zp)}
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from (Wn×...×Wp)∩Kn toKn. For any interlaced m-tuple zn  ... zp Mn,m((zn, ..., zp), ·)
is a uniform measure on the patterns x ∈ K(zn,...,zp). Using the definition of the kernel
M , one easily checks that the desired intertwining relationship
∑
x∈Kn
Mn,m((z
n, ..., zp), x)P(n)q (x , zˆ)
=
∑
xn...x p
Q(n,m)q ((z
n, ..., zp), (xn, ..., x p))Mn,m((x
n, ..., x p), zˆ)
is equivalent to the equality
∑
ξ
1
|Kzp | P
(n)
q ((z
n, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ)) =Q(n,m)q ((z
n, ..., zp), (zˆn, ..., zˆp))
1
|Kzˆp | ,
(5.30)
where we have used the fact that |K(zn,...,zp)| = |Kzp | and we write (zn, ..., zp,ξ) for the
GC pattern with top m= n− p+1 rows (zn, ..., zp) and ‘the rest of the pattern’ given by
ξ.
We treat the situation when particles jump in the top l ≤ m− 1 = n− p rows
only separately from the situation when particles jump in in the first l ≥ m rows only.
The former is trivial, since in that case transition function P(n)q only depends on the first
l ≤ m rows and not on the rest of the pattern; relationship (5.30) then follows directly
by using the definition of P(n)q and noticing that z
p = zˆp when l ≤ n− p.
Consider now the case l ≥ m. Note that the multiplicative structure of the
Wigner coefficients means that we can write
P(n)q (z
n, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ)) =
=
p
n
n∏
k=p+1
w(2)q
 zˆk ik
zˆk−1 ik−1
2 P(p)q ((zp,ξ), (zˆp, ξˆ)) , (5.31)
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where it is possible that ξˆ= ξ. Using this, the left-hand side of (5.30) reads
∑
ξ
1
|Kzp | P
(n)
q ((z
n, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ)) =
=
p
n
n∏
k=p+1
w(2)q
 zˆk ik
zˆk−1 ik−1
2∑
ξ
1
|Kzp | P
(p)
q ((z
p,ξ), (zˆp, ξˆ))
=
p
n
n∏
k=p+1
w(2)q
 zˆk ik
zˆk−1 ik−1
2 1|Kzˆp |Q(p)(zp, zˆp) ,
where the last equality is justified by the intertwining relationship (5.25) applied to
the array formed by the last p rows of the pattern. Using Q(p)(zp, zˆp) = 1
p
|Kzˆp |
|Kzp | , for any
zp ↗ zˆp, gives (5.30). All the other conditions of Theorem 3.6 are easily verified to be
satisfied with φ(z) = φ(zn, zn−1, ..., z1) = (zn, zn−1..., zp). Thus, (Z n, ...,Z p) is Markov
with transition functions Q(n,m).
Again in the case q = 1 the Dynkin condition is satisfied, i.e. the process
(Z n, ...,Z p) is Markov with respect to the filtration of the whole chain.
Proposition 5.12. Let q = 1. Then for all k ≥ 1
P(n)(Z n(k) = zˆn, ...,Z p(k) = zˆp|Z n(k− 1) = zn, ...,Z 1(k− 1) = z1)
= P(n)(Z n(k) = zˆn, ...,Z p(k) = zˆp|Z n(k− 1) = zn, ...,Z p(k− 1) = zp)
for any admissible z = (zn, ..., z1) ∈ Kn and (zˆn, ..., zˆp) ∈ (Wn × ... × Wp) ∩ Kn. In
particular,
∑
ξˆ
P(n)((zn, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ)) =Q(n,n−p+1)((zn, ..., zp), (zˆn, ..., zˆp)) (5.32)
for all admissible (zn, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ) ∈Kn.
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Proof. Using (5.31) we obtain
P(n)((zn, ..., zp,ξ), (zˆn, ..., zˆp)) =
∑
ξˆ
P(n)((zn, ..., zp,ξ), (zˆn, ..., zˆp, ξˆ)) =
=
p
n
n∏
k=p+1
w(2)
 zˆk ik
zˆk−1 ik−1
2∑
ξˆ
P(p)((zp,ξ), (zˆp, ξˆ))
=
p
n
n∏
k=p+1
w(2)
 zˆk ik
zˆk−1 ik−1
2 Q(p)(zp, zˆp) ,
where the third line follows by equation (5.27) of Lemma 5.9. The case when particles
move in less than m top rows is trivial and follows from the definition of P(n).
In what follows we will focus our attention on the process (Z n(k),Z n−1(k); k ≥
0) := (X (k),Y (k); k ≥ 0) generated by the top two rows of the pattern in the ‘classical’
set-up q = 1. By Theorem 5.11 (X ,Y ) is a Markov chain with values in Wn,n−1 :=
(Wn×Wn−1)∩Kn, and by Proposition 5.8X is distributed as the Dyson’s random walk,
a system of n simple random walks in the spaceWn. The proposition below tells us that
the marginal process Y is also Markov.
Proposition 5.13. The marginal process (Y (k); k ≥ 0) is Markov with values in Wn−1
and with transition functions
A(n−1)(µ,µ+ e j) =
1
n
|Kµ+e j |
|Kµ| , 1≤ j ≤ n− 1 ,
and
A(n−1)(µ,µ) = 1
n
.
Remark. One might also expect that, in fact, each row of Z viewed on its own is a
Markov process evolving as a certain version of Dyson random walk. This conjecture,
however, is yet to be proved.
Recall that for any µ λ ∈Wn we write Vµλ for a subspace of the U(gl(n))-irrep.
Vλ invariant under the action of U(gl(n− 1)) and such that Vµλ ' Vµ. We will require
the following lemma for the proof of the proposition.
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Lemma 5.14. For any (λ,µ) ∈Wn,n−1 and µ′ such that µ↗ µ′ we have
∑
λ′
t r(P
Vµ
′
λ′
PVµ
λ
⊗Cn−1) = |Kµ′ | , (5.33)
where the sum is over all partitions λ′ such that λ ↗ λ′ and µ′  λ′, and projections
P
Vµ
′
λ′
,PVµ
λ
are operators on the complex space Vλ⊗Cn.
Proof. Consider again the branching rule for representations of U(gl(n))
Vλ⊗Cn '
⊕
λ′:λ↗λ′
Vλ′ .
As was mentioned before, the action of the algebra U(gl(n− 1)) ⊂ U(gl(n)) on
both sides of the above expression is also invariant. It follows from (2.15) that both
sides split into direct sums of irreducible U(gl(n−1))-modules and, what’s more, these
modules and their multiplicities must be the same on both sides. Thus, thinking of the
LHS of the above expression as of a U(gl(n− 1))-module, we have, using (2.15)
Vλ⊗Cn '   ⊕
µ:µλ
Vµ
λ
⊗ Cn−1⊕C
' ⊕
µ:µλ
 
Vµ
λ
⊗Cn−1⊕  Vµ
λ
⊗C
' ⊕
µ:µλ
 
Vµ
λ
⊗Cn−1⊕ Vµ
λ

. (5.34)
On the other hand, the RHS under the action of U(gl(n − 1)) decomposes as
follows ⊕
λ′:λ↗λ′
Vλ′ '
⊕
(λ′:λ↗λ′)
⊕
(µ′:µ′λ′)
Vµ
′
λ′ . (5.35)
For any µˆ such that µ↗ µˆ let
⊕
λ′
V µˆ
λ′ := V (µˆ) ,
where the sum is over all the modules V µˆ
λ′ appearing on the right-hand side of (5.35)
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with partitions λ′ such that λ↗ λ′ and µˆ λ′; V (µˆ) is just a direct sum of all the copies
of Vµˆ when Vλ⊗Cn is considered as a representation of U(gl(n−1)). Now consider the
branching rule of the module Vµ
λ
⊗Cn−1 appearing in (5.34)
Vµ
λ
⊗Cn−1 ' Vµ⊗Cn−1 '
⊕
µ′′:µ↗µ′′
Vµ′′ .
Modules appearing in the decomposition above are all mutually orthogonal and
in particular each Vµ′′ ⊂ Vµλ ⊗ Cn−1 with µ′′ 6= µˆ is orthogonal to V (µˆ), since V (µˆ) is
just a direct sum of several copies of irreducible modules V µˆ
λ′ ' Vµˆ. Thus, using (5.29)∑
λ′
t r(P
Vµ
′
λ′
PVµ
λ
⊗Cn−1) = t r(PV (µ′)PVµ
λ
⊗Cn−1)
= dim
 
V (µ′)∩ (Vµ
λ
⊗Cn−1)
= dim(Vµ′) = |Kµ′ | ,
where the last equality follows from the fact that there is one and only one copy of Vµ′
in Vµ
λ
⊗Cn−1 (in fact, as was mentioned in Ch. 2, each Vµ′ ⊂ Vµλ ⊗Cn−1, for all µ′’s such
that µ↗ µ′, has multiplicity one), and all the copies of Vµ′ in (5.34) are contained in
V (µ′).
Proof of Proposition 5.13. For all (λ,µ), (λ′,µ′) ∈ Wn,n−1 with µ 6= µ′ and any admissi-
ble choice of ξ we have
Q(n,2)((λ,µ),µ′) =
∑
λ′
Q(n,2)((λ,µ), (λ′,µ′))
=
∑
λ′
∑
ξ′
P(n)((λ,µ,ξ), (λ′,µ′,ξ′)) by Prop. 5.12 eq. (5.32)
=
1
n
∑
λ′
∑
ξ′
n∑
k=2
|〈eλ(µ,ξ)⊗ ek, eλ′(µ′,ξ′)〉|2 ,
where the summation over ek starts from k = 2 since |〈eλ(µ,ξ)⊗ e1, eλ′(µ′,ξ′)〉|2 corresponds
to the probability of a particle jumping only in the first row (and hence having µ = µ′,
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which we assumed not to be the case). Noting that ξ is arbitrary, the above is equal to
1
n
1
|Kµ|
∑
λ′
∑
ξ′
∑
ξ
n∑
k=2
|〈eλ(µ,ξ)⊗ ek, eλ′(µ′,ξ′)〉|2
=
1
n
1
|Kµ|
∑
λ′
t r(P
Vµ
′
λ′
PVµ
λ
⊗Cn−1) by Lemma 5.14
=
1
n
|Kµ′ |
|Kµ| = A
(n−1)(µ,µ′) .
Finally one calculates A(n−1)(µ,µ) = 1−∑n−1j=1 A(n−1)(µ,µ+ e j) = 1/n.
We see that the marginal processY is behaving as a version of (n−1)-dimensional
Dyson’s random walk with the possibility of no jump at any time k ≥ 0.
This concludes our analysis of the Markov chain Z in the GC-cone. In the fol-
lowing section we will discover an interesting link between the process (X ,Y ) formed
by the top two rows of Z and the Hermitian minor process.
5.4 An informal argument showing convergence of genera-
tors
Let (X (k),Y (k); k ≥ 0) = (Xi(k),Y j(k); 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1, k ≥ 0) be the
Wn,n−1-valued Markov chain with transition probabilities given by
Q(n,2)((x , y), (x + ei , y)) =
1
n
w(1)
 x + ei i
y
2 ,
Q(n,2)((x , y), (x + ei , y + e j)) =
1
n
|Ky+e j |
|Ky | w
(2)
 x + ei i
y + e j j
2 .
This is the process we considered at the end of the previous section. We would like
to find the connection between the discrete interlaced Markov chain (X ,Y ) and the
Markov process with generator (5.9) formed by the top two rows of the Hermitian
minor process considered in Section 5.1.3. One notices that since, by construction
precisely one X -particle jumps at any time step, we are losing one degree of freedom
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(that is, essentially, one dimension in our (2n− 1)-dimensional process). This forces
the particles in the top row of (X ,Y ) to be correlated in such a way that renders it
impossible to obtain an n-point Dyson Brownian motion, which we are hoping for, as a
diffusion limit of the marginal processX (think about the n= 2 situation, in which case
X1(k) and X2(k) have covariance −1 at any time k ≥ 1). This prompts us to consider
the Poissonised version of the process. Let V = (X (t),Y (t); t ≥ 0) = (Xi(t),Y j(t); 1≤
i ≤ n, 1 ≤ j ≤ n− 1, t ≥ 0) be a continuous-time Markov chain with values in Wn,n−1
and the following state-dependent transition intensities
Q((x , y), (x + ei , y)) :=Qi(x , y) = w(1)
 x + ei i
y
2 ,
Q((x , y), (x + ei , y + e j)) :=Qi j(x , y) =
|Ky+e j |
|Ky | w
(2)
 x + ei i
y + e j j
2 .
The process V has the generatorL f (x , y) =∑i, j[ f (x+ei , y+e j)− f (x , y)]Qi j(x , y)+∑
i[ f (x + ei , y)− f (x , y)]Qi(x , y).
By Proposition 5.9 and a calculation in the proof of Proposition 5.13, it follows
that the marginal processes (X (t); t ≥ 0) and (Y (t); t ≥ 0), are Poisson counting
processes with values in Wn, resp. Wn−1, and state-dependent intensities
n−1∑
j=1
Qi j(x , y) +Qi(x , y) = |Kx+ei ||Kx | :=Q
X
i (x), 1≤ i ≤ n , (5.36)
resp.
n∑
i=1
Qi j(x , y) =
|Ky+e j |
|Ky | :=Q
Y
j (y), 1≤ j ≤ n− 1 . (5.37)
No two particles on the same layer (i.e. any two elements of X or Y ) jump
simultaneously. However, elements from different layers can. Moreover, a Y -particle
must always jump in conjunction with anX -particle, whilst anX -particle can jump on
its own.
We define the rescaled process V (m) = (X (m),Y (m)) with values in Wn,n−1 =
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{(x , y) ∈ Rn×Rn−1 : y  x} by letting
X (m)i (t) =
Xi(mt)−mtp
m
and Y (m)j (t) =
Y j(mt)−mtp
m
,
for 1 ≤ i ≤ n, 1 ≤ j ≤ n− 1 and all t ≥ 0. Denote by Pmv0 be the law of V (m) started at
v0 ∈ 1pmWn,n−1.
The object matter of the present section is the follow-up to Conjecture 5.3
Conjecture 5.15. Let Pv0 denote the unique solution to the martingale problem associated
to the generator (5.9) and started at v0 = o or v0 ∈ W′n,n−1, where o denotes the origin
and W′n,n−1 = {(x , y) ∈ Rn×Rn−1 : y ≺ x} is the interior of Wn,n−1. Then
lim
m→∞P
m
vm0
= Pv0 ,
where vm0 ∈ 1pmW′n,n−1 for all m≥ 1, and limm→∞ vm0 = v0.
The above conjecture states that we expect an appropriately scaled Poissonised
version of the process (X ,Y ) of the top two rows of the Markov chain Z discussed in
previous section to converge in law to the joint process of the top two rows of the Her-
mitian minor process, thus identifying a discrete version of the latter. We make a first
step towards proving the conjecture by showing that the generator of V (m) converges
to G as m tends to infinity. We argue informally as follows.
For any m ∈ N V (m) is the process with the generator
L m f (x , y) =∑
i
[ f (x +
1p
m
ei , y)− f (x , y)]mQi(pmx ,pmy)
+
∑
i, j
[ f (x +
1p
m
ei , y +
1p
m
e j)− f (x , y)]mQi j(pmx ,pmy)
−∑
i
∂x i f (x , y)
p
m−∑
j
∂y j f (x , y)
p
m ,
where f is any bounded twice-continuously differentiable function with support on the
interior of Wn,n−1, and, as before, we write ∂x i f for
∂
∂ x i
f , ∂ 2x i y j f for
∂ 2
∂ x i∂ y j
f and so on.
Now, a multidimensional version of the Taylor approximation series states that
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for large m we have
1
2
∂ 2x i x i f (x , y)≈ ( f (x +
1p
m
ei , y)− f (x , y))m− ∂x i f (x , y)
p
m ,
and
1
2
∂ 2x i x i f (x , y) + ∂
2
x i y j
f (x , y) +
1
2
∂ 2y j y j f (x , y)
≈ ( f (x + 1p
m
ei , y +
1p
m
e j)− f (x , y))m− ∂x i f (x , y)
p
m− ∂y j f (x , y)
p
m .
We now rewrite the expression for L m f (x , y) as follows
L m f (x , y) =∑
i

[ f (x +
1p
m
ei , y)− f (x , y)]m− ∂x i f (x , y)
p
m

Qi(pmx ,pmy)
+
∑
i, j

[ f (x +
1p
m
ei , y +
1p
m
e j)− f (x , y)]m
−∂x i f (x , y)
p
m− ∂y j f (x , y)
p
m
i
Qi j(pmx ,pmy)
+
∑
i
∂x i f (x , y)
p
m
h∑
j
Qi j(pmx ,pmy) +Qi(pmx ,pmy)− 1
i
+
∑
j
∂y j f (x , y)
p
m
h∑
i
Qi j(pmx ,pmy)− 1
i
.
For large enough m, using the Taylor approximation above and relations (5.36)
and (5.37), we obtain
L m f (x , y)≈∑
i
1
2
∂ 2x i x i f (x , y)QXi (
p
mx) +
∑
j
1
2
∂ 2y j y j f (x , y)QYj (
p
my)
+
∑
i, j
∂ 2x i ,y j f (x , y)Qi j(
p
mx ,
p
my)
+
∑
i
∂x i f (x , y)
p
m
QXi (pmx)− 1+∑
j
∂y j f (x , y)
p
m

QYj (
p
my)− 1

.
Establishing the limit above as m tends to infinity requires us studying the con-
vergence of the reduced Wigner coefficients, essentially constituting the transition in-
tensities for V (m).
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Lemma 5.16.
lim
m→∞QXi (
p
mx) = 1, lim
m→∞QYi (
p
my) = 1 , (5.38a)
lim
m→∞Qi j(
p
mx ,
p
my) =
∏
k 6= j
x i − yk
y j − yk
∏
k 6=i
xk − y j
xk − x i , (5.38b)
lim
m→∞
p
m
QXi (pmx)− 1=∑
k 6=i
1
x i − xk ,
lim
m→∞
p
m

QYj (
p
my)− 1

=
∑
k 6= j
1
y j − yk
(5.38c)
for all x ∈Wn, y ∈Wn−1 and (x , y) ∈W′n,n−1, 1≤ i ≤ n and 1≤ j ≤ n−1. (Recall that
for any n≥ 1 Wn = {x ∈ Rn : x1 > x2 > ...> xn}.)
Proof. We start with (5.38a). Using an expression forKx in terms of the Vandermonde
determinant (see eqn. (2.11)), we write
QXi (
p
mx) =
|Kpmx+ei |
|Kpmx | =
4(pmx + ei)
4(pmx) =
∏
k 6=i
p
m(x i − xk)− i+ k+ 1p
m(x i − xk)− i+ k → 1
as m → ∞, for all x ∈ Wn and 1 ≤ i ≤ n. In a similar fashion one verifies that
limm→∞QYi (pmy) = 1, y ∈Wn−1, 1≤ j ≤ n− 1.
Now, using the explicit expressions for the reduced Wigner coefficients (2.19),
we have for (5.38b)
Qi j(pmx ,pmy) =
|Kpmy+e j |
|Kpmy | w
(2)
 pmx + ei ip
my + e j j
2
=
∏
k 6= j
p
m(y j − yk)− j+ k+ 1p
m(y j − yk)− j+ k
∏
k 6=i
p
m(xk − y j)− k+ jp
m(xk − x i)− k+ i
∏
k 6= j
p
m(x i − yk)− i+ k+ 1p
m(y j − yk)− j+ k+ 1
→∏
k 6= j
x i − yk
y j − yk
∏
k 6=i
xk − y j
xk − x i as m→∞
for 1≤ i ≤ n, 1≤ j ≤ n− 1 and (x , y) ∈W′n,n−1.
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Finally we look at (5.38c):
p
m
QXi (pmx)− 1=pm |Kpmx+ei ||Kpmx | − 1

=
p
m
∏
k 6=i

1+
1p
m(x i − xk)− i+ k

− 1

=
∑
k 6=i
p
mp
m(x i − xk)− i+ k + o(1/
p
m)→∑
k 6=i
1
x i − xk as m→∞
for all 1≤ i ≤ n, x ∈Wn. One finds the limit forpm
QYi (pmy)− 1 for all y ∈Wn−1
in a similar manner.
It follows that
lim
m→∞L m f (x , y) =
∑
i
1
2
∂ 2x i x i f (x , y) +
∑
j
1
2
∂ 2y j y j f (x , y)
+
∑
i
∑
k 6=i
1
x i − xk ∂x i f (x , y) +
∑
j
∑
k 6= j
1
y j − yk ∂y j f (x , y)
+
∑
i, j
∏
k 6= j
x i − yk
y j − yk
∏
k 6=i
xk − y j
xk − x i ∂
2
x i y j
f (x , y)
for all (x , y) ∈W′n,n−1. We write L = limm→∞L m. Now that we have calculated the
limiting generator of V (m), we need to verify that it is indeed the same as the generator
(5.9). Clearly, all is left is to check is that the mixed coefficients of the two differential
operators are the same; because of the constants γ2j ’s in (5.9), it isn’t immediately
obvious that it should be the case.
Lemma 5.17. Let (eax i y j ; 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1) and (ax i y j ; 1 ≤ i ≤ n, 1 ≤ j ≤
n− 1) be the mixed coefficients of the generator G (5.9) and the generator L we found
above, respectively (we have switched from notation (λ,µ) to that of (x , y) for G ). Theneax i y j (x , y) = ax i y j (x , y) for all (x , y) ∈W′n,n−1, 1≤ i ≤ n and 1≤ j ≤ n− 1.
Proof. Recall that for each 1 ≤ j ≤ n − 1 {v1, ..., vn−1}, where vi j = (ea1/2x1 y j , ..., ea1/2xn y j ),
is an orthonormal basis of a random (n − 1)-dimensional subspace of Cn (see proof
of Thm. 5.2, p. 157). In particular, the coefficients of G satisfy ∑i eax i y j = 1 for all
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1 ≤ j ≤ n − 1. At the other hand notice that by the calculation above ax i y j (x , y) =
limm→∞Qi j(pmx ,pmy), for any (x , y) ∈W′n,n−1, and so
∑
i
ax i y j (x , y) = limm→∞
∑
i
Qi j(pmx ,pmy) = limm→∞QYj (
p
my) = lim
m→∞
|Kpmy+e j |
|Kpy | = 1 .
Furthermore, one easily verifies that
eax i y j (x , y)eaxk y j (x , y) =
∏
k 6= j
x i − yk
xp − yk
∏
k 6=p(xk − xp)∏
k 6=i(xk − x i)
xp − y j
x i − y j =
ax i y j (x , y)
axk y j (x , y)
for all (x , y) ∈W′n,n−1, 1≤ i, k ≤ n.
Coupling this with the fact that
∑
i eax i y j =∑i ax i y j = 1 for all 1 ≤ j ≤ n− 1 we
deduce that in fact eax i y j = ax i y j for all 1≤ i ≤ n, 1≤ j ≤ n− 1.
Finally we can conclude the limiting generator L is indeed equal to G (5.1).
Appendix
Proof of Lemma 5.5. We prove the lemma by induction. In the case n = 2 identity
(5.19) is verified by an easy calculation. Suppose now it holds for some n ∈ N. Then
for x , y ∈ Rn+1 and any m ∈ {1, ..., n+ 1}
det

1
x i − y j

1≤i, j≤n+1
= (−1)α
n+1∑
k=1
(−1)m+k 1
xk − ym det

1
x i − y j

i 6=k
j 6=m
=
1∏
1≤i, j≤n+1(x i − y j)
n+1∑
k=1
(−1)m+k+1∏
j 6=m
(xk − y j)
∏
i 6=k
(x i − ym)4(x (k))4(y(m)) ,
(5.39)
where x (k) is a vector x with kth element deleted an y(m) is defined in a similar manner.
Because the above is true for any 1 ≤ m ≤ n + 1, we see that the rational function
(5.39) is equal to zero, whenever yi = y j for any i 6= j. Similarly, if we calculate
the determinant by expanding along the rows, we conclude that it vanishes whenever
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x i = x j for any i 6= j. Hence
det

1
x i − y j

1≤i, j≤n+1
∝ 4(x)4(y)∏
1≤i, j≤n+1(x i − y j) .
To determine the sign to go in front of the RHS of the expression above, first
notice that it is equal to the coefficient of the term xn1 y
n
1 , which is the leading term of
4(x)4(y). But it follows from (5.39) that the coefficient of xn1 yn1 is (−1)α(−1)n. If n
is odd, this coefficient is equal to (−1) n+12 , and if n is even – to (−1) n2 .
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