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Abstract 
The dynamic process behavior during milling often leads to vibrations or even chatter and, thereby, to surface location errors. In 
this paper, a multi-scale simulation system is presented, which can predict these errors efficiently by combining a dexel-based 
workpiece representation with a CSG-based process model and an oscillator-based system for the process dynamics. The different 
modeling techniques are described, and the run-time of the combined system is compared to a single-scale system in which the 
CSG-based model is used for every process step. Furthermore, the simulation is validated by examining the generated surface of a 
micromachined workpiece. 
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1. Introduction 
One of the main reasons for conducting an analysis 
using a milling simulation before the actual machining 
process is the identification of process-related errors [1]. 
This also includes errors that are induced by the dynamic 
process behavior [2], such as surface location errors 
which can be caused by tool vibrations. There are 
several analytical techniques for modeling these 
vibrations including regenerative chatter [3], e. g., 
temporal finite element analysis [4] or the semi-
discretization method [5]. However, these techniques 
assume constant programmed engagement conditions 
and, therefore, they are not suitable for NC programs for 
free-formed surfaces. 
A proven approach for predicting tool vibrations, 
which is also applicable for the milling of free-formed 
surfaces, consists of determining the process forces 
using a workpiece representation based on the 
constructive solid geometry (CSG) modeling technique 
[6]. Those forces are then applied to a system of 
uncoupled harmonic oscillators, which models the 
dynamic behavior of the tool, the machine, and 
optionally the workpiece [7]. The resulting deflections 
can be fed back to the force calculation to be able to 
simulate the regenerative effect. Thereby, it is possible 
to predict the process stability and model surface 
location errors [8] for arbitrary NC programs. However, 
one disadvantage of this method is that the determination 
of the process forces using the CSG technique is still 
computationally expensive. 
In this paper, it is shown that the run-time of the 
simulation can be reduced by applying a multi-scale 
modeling approach. In addition to the CSG 
representation, a dexel-based [9] workpiece 
representation is used to model the surface and to 
analyze the current engagement conditions. The 
simulation and the applied modeling techniques are 
presented in more detail in the next section. 
Furthermore, it is illustrated, in which situations the 
analysis of the engagement conditions may reduce the 
necessary computations. Subsequently, the surface 
location errors predicted by the milling simulation are 
compared to micromachined workpiece surfaces and an 
estimate for the run-time improvement is given. This is 
followed by a conclusion and an outlook.  
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2. Simulation of the milling process 
The milling process is simulated geometrically by 
conducting a cutting operation between tool and 
workpiece for every tooth feed of the NC program. Even 
though different workpiece representations are used in 
the multi-scale system, the geometric model for the 
envelope of the tool (Fig. 1) is always based on the 
constructive solid geometry technique [10]. 
 
Fig. 1. Tool model with tool envelope (transparent) and both cutting 
edges represented by a parametric curve shown for five different time 
steps 
2.1. Dexel-based representation 
The dexel-based representation for the workpiece 
consists of three perpendicular dexel boards [10] aligned 
to the three Cartesian coordinate axes. Each of these 
dexels boards is in turn represented by a two-
dimensional grid of dexels, in which each dexel is 
comprised of an arbitrary number of line segments. This 
data structure allows the modeling of undercuts, and the 
end points of the line segments directly correspond to 
points on the workpiece surface. In order to carry out a 
cutting operation, the intersection points of a line 
representing the dexel and the tool model are 
determined, and with this information the individual line 
segments are cropped. 
By using this workpiece representation, an efficient 
simulation of the milling process is possible. At any time 
during the process, the current workpiece can be 
visualized by simply rendering each point of every dexel 
segment. Furthermore, it allows estimating the process 
forces [10] or to analyze the engagement conditions, 
e.g., by determining the axial immersion of the tool and 
the angular range of the tool, which is in engagement. 
2.2. CSG-based model 
The CSG-based process model is used to calculate the 
process forces with high precision. It mainly consists of 
a three-dimensional search structure, into which the tool 
positions and rotations are inserted for every tooth feed 
during the simulation of the milling process. This allows 
obtaining a continuous representation of the chip shape 
at any point in time by taking the intersection of the 
current tool and the raw workpiece and subtracting all 
previous positioned and orientated tool models, which 
intersect with the current tool model [11]. 
The actual force calculation is conducted using the 
Kienzle equation [12] whose parameters (specific cutting 
force and exponent parameter) can be determined by 
simple calibration experiments. In the simulation, the 
chip thickness is assessed by scanning the representation 
of the chip using multiple rays that are cast from the tool 
axis along the cutting edges taking the helix angle into 
account (Fig. 1). Each ray represents a single cutting 
wedge, the distance between the rays on the cutting edge 
is equal to the width of the undeformed chip, and the 
length of the line segment inside the chip directly 
corresponds to the undeformed chip thickness. The 
forces for each cutting wedge are then added for all the 
cutting edges. By repeating this process for multiple 
rotation angles during one tooth feed, the force 
progression over time can be obtained in high detail. 
2.3. Dynamic model 
For modeling the dynamic behavior of the system 
consisting of tool, spindle, and machine tool, a system of 
uncoupled harmonic oscillators is used. The required 
modal parameters (modal mass, damping, and 
eigenfrequency) have to be determined experimentally. 
Since the micromilling tools are very fragile, the impact 
hammer test, which is commonly used for macromilling 
tools, is not advisable [13]. Therefore, the experimental 
setup, which is presented in Fig. 2a, is used instead [14]. 
The basic idea is not to excite the structure at the tool tip 
using an impact hammer, but to use a sudden unload of 
the milling tool. For this purpose, a lead (diameter d = 
0.5 mm) with a defined notch, which is clamped onto a 
3-component dynamometer to measure the forces, is 
moved against the tool tip. When the force is high 
enough, the lead breaks at the defined notch resulting in 
a free vibration of the milling tool (Fig. 2b). This 
vibration is measured contactlessly using a laser sensor. 
The modal parameter values are then determined by 
analyzing the measured frequency response functions. 
 
Fig. 2. Determination of the modal parameters. a) Experimental setup. 
b) Measured deflection in y-direction [14]. 
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With these modal parameters, the oscillator-based 
system can then be utilized in the simulation by applying 
the calculated forces for each simulated time step. The 
current deflection and the corresponding tool deflection 
at the same time step during the previous tooth feed 
should be considered for the milling process to obtain 
the relative deflection and to be able to simulate the 
regenerative effect. To accomplish this, the deflected 
tool positions are used instead of the ones given by the 
NC controller in the modeling of the chip shape for a 
specific time step, and thereby, for the calculation of the 
process forces. 
2.4. Combined model 
By combining both techniques in one milling 
simulation system, it is possible to reduce the run-time 
of the simulation considerably without any distinct loss 
of information or precision. On the one hand, the dexel-
based representation can be used for an efficient 
visualization of the workpiece shape. On the other hand, 
the information gained during each cut can be utilized to 
detect situations where it is not necessary to calculate the 
forces in detail with the CSG-based model and, thereby, 
reduce the amount of computations. A flow chart for the 
optimized combined simulation process is shown in 
Fig. 3. 
 
Fig. 3. Flow chart of the combined simulation system 
The simplest optimization case takes effect when no 
dexel is cut during the calculation of the ideal chip shape 
using the dexel-based workpiece representation. Then, 
the process forces can directly be assumed to be zero 
during the whole tooth feed. In order to detect this 
situation using the CSG process model, the application 
of a computationally expensive algorithm called null-
object detection [15] would be necessary. However, the 
dynamic model still has to be updated to account for the 
oscillation behavior during this period of time. 
The second situation, which can be optimized, occurs 
during a stable process with constant engagement 
conditions. If the engagement conditions are the same 
for two subsequent tooth feeds and the current state of 
the oscillator and its deflection history during the two 
previous tooth feeds are approximately equal, the force 
and deflection progression do not have to be recalculated 
since all the computations would be the same as one 
tooth feed earlier. Therefore, the simulation can directly 
update the dexel-based representation and calculate the 
surface location error (Fig. 4). However, this is never the 
case for a process section with chatter because the 
oscillator history does not stay the same during two 
subsequent tooth feeds. In these situations, the run-time 
of the simulation cannot be optimized. 
 
Fig. 4. Screenshot of the simulation system showing the modeled 
surface location error and areas where the run-time can and cannot be 
optimized 
2.5. Surface location errors 
For the modeling of the surface location errors, it is 
assumed that, without tool deflections, the original NC 
path creates an ideal workpiece with no surface location 
errors. Since the tool deflection varies over the course of 
one tooth feed, more information than just the current 
tool model is required for the actual cut with the dexel-
based workpiece. Each time a dexel is cut by the tool, 
the location of the intersection point on the tool surface, 
i.e., rotation angle and height, is identified. This 
information can subsequently be used in conjunction 
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with the helix angle to determine the point in time of the 
cut and, thereby, the tool deflection at that time. This 
deflection is then projected onto the normal vector of the 
tool surface to obtain the surface location error for this 
dexel (Fig. 4). 
3. Experimental Validation 
To validate the modeling of the surface location error, 
a test workpiece was micromachined [14]. Fig. 5 shows 
the NC program where the area, for which the predicted 
surface location error is compared to the workpiece 
surface, is marked with a red box. 
 
Fig. 5. NC program for the test workpiece with examined area marked 
with a red box [14] 
In the experiment, a cylindrical end mill with 
diameter d = 1 mm and number of teeth z = 2 was used 
to machine a workpiece consisting of Al EN AW-2007. 
In Fig. 6, the measured machined workpiece surface (a) 
and the simulated surface location error projected onto 
the dexel-based workpiece representation (b) are 
displayed. Both pictures clearly show the chatter marks 
in the corners of the workpiece. Even though the exact 
surface structure is difficult to model in the simulation 
due to the unstable process, the screenshot reflects the 
predominant direction of the marks and correctly 
predicts the stable and unstable process sections. 
The run-time of the simulation naturally depends on 
the NC program, and the precision and resolution of the 
workpiece and process models. For the multi-scale 
simulation, it also depends on the process parameters 
since process sections with chatter cannot be accelerated. 
However, for the 150 time steps during one tooth feed 
chosen for the shown simulation result and a dexel-
resolution of 0.01 mm, the multi-scale system reduced 
the run-time of the simulation for the given NC program 
by about 35 % compared to the simulation without run-
time optimization. 
To quantitatively validate the simulation, an 
additional experiment was conducted by milling a 
pocket using the same tool type as in the previous 
experiment but with a much higher width of cut. Fig. 7a) 
shows the white-light microscope image of a corner of 
this pocket. The simulated surface is overlayed in 
Fig. 7b) to demonstrate the quantitative agreement 
between simulation and experiment. 
 
Fig. 6. Comparison of experiment and simulation. a) microscopic view 
of the machined workpiece; b) simulation result showing the surface 
location error 
 
Fig. 7. a) White-light microscope image of a pocket corner; b) same 
image with overlayed simulated surface 
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4. Conclusion and outlook 
In this paper, a simulation system combining different 
techniques for the efficient modeling of surface location 
errors was presented. By using the results from the 
dexel-based workpiece representation to determine 
whether a detailed calculation of the process forces using 
the CSG model is necessary, it is possible to 
significantly reduce the runtime of the simulation. 
Additionally, an approach for modeling the surface 
location error onto the dexel-based workpiece was 
presented and validated using measured workpiece 
surfaces. In future research, the run-time optimization 
algorithm will be extended and validated for five-axis 
machining processes. 
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