In this work, we focus on how to select the most highly informative samples for effectively training support vector machine (SVM) classifiers in remotely sensed hyperspectral data classification. This issue is investigated by comparing different unsupervised algorithms which account for the spectral purity of training samples in the process of selecting those samples for classification purposes. Sample sets obtained using these algorithms are used to train an SVM architecture implemented using different kernels, with the ultimate goal of exploring the suitability of the aforementioned algorithms to reduce the number of training samples required by these architectures in the context of hyperspectral image classification. Experimental results are provided using the full version of a hyperspectral data set collected by NASA's Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS) over the Indian Pines region in Northwestern Indiana.
INTRODUCTION
Hyperspectral imaging is concerned with the measurement, analysis, and interpretation of spectra acquired from a given scene (or specific object) at a short, medium or long distance by an airborne or satellite sensor [1] . The concept of hyperspectral imaging originated at NASA's Jet Propulsion Laboratory in California with the development of the Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS), able to cover the wavelength region from 0.4 to 2.5 µm using more than two hundred spectral channels, at nominal spectral resolution of 10 nm [2] . As a result, each pixel vector collected by a hyperspectral instrument can be seen as a spectral signature or fingerprint of the underlying materials within the pixel.
Supervised classification is one of the most commonly undertaken analyses of remotely sensed hyperspectral data [3] . The output of a supervised classification is effectively a thematic map that provides a snapshot representation of the spatial distribution of a particular theme of interest such as land cover. Recent research has indicated the considerable potential of SVM-based approaches for the supervised classification of remotely sensed hyperspectral data [4, 5, 6] . Comparative studies have shown that classification by a SVM can be more accurate than techniques such as neural networks, decision trees and probabilistic classifiers such as maximum likelihood classification [7] . SVMs were designed for binary classification but various methods exist to extend the binary approach to multiclass classification, such as the one versus the rest and the one versus one stategies.
The SVM was first investigated as a binary classifier. Given a training set S = {(Φ(x) i , y i ) | i ∈ [1, n]} projected into a Hilbert space H by some mapping Φ, the SVM separates the data by an optimal hyperplane H p that maximizes the margin. Allowing some training errors, H p is found by jointly maximizing the margin w and minimizing the sum of errors n i=1 ξ i . Through the use of a kernel function, k, it is possible to compute implicitly the inner product in H in the original space:
SVM used with a kernel function is a non-linear classifier, where the non-linear ability is included in the kernel. The use of different kernel functions leads to different SVM configurations. The most used kernels are the polynomial kernel, k poly (x, z) = ( x, z + θ) d and the Gaussian kernel, k gauss (x, z) = exp −γ x − z 2 . When some a-priori are known, it is possible to include them into the kernel, to improve the classification. A spectral angle distance (SAD)-based kernel was recently introduced as follows:
2 , where
The SVM classification process is based on the notion of fitting an optimal separating hyperplane between classes by focusing on the training samples that lie at the edge of the class distributions, the support vectors. All of the other training samples are effectively discarded as they do not contribute to the estimation of hyperplane location. As a result, the intelligent selection of training samples has the potential to improve the performance of SVMs (in particular, when limited training samples are available) since only the most informative training samples are used by the SVM architecture [8] .
In this paper, we address the issue of how to select the most highly informative samples for SVM classification. The remainder of the paper is organized as follows. Section 2 describes two automatic algorithms for intelligent selection of training samples which are aimed at reducing the number of training samples required to produce an accurate classification result. Section 3 provides experimental results with the full AVIRIS Indian Pines data set. Finally, section 4 concludes the paper with some remarks.
TRAINING SAMPLE SELECTION ALGORITHMS
Traditionally, training samples have been selected randomly from available labeled samples. However, it has been shown in previous work that not only the size but also the composition of the training set has a significant impact on the final classification results. In particular, a challenging aspect in the design of SVM classifiers for hyperspectral imagery is to reduce the need for large training sets. In this work, we hypothesize that effective supervised classifiers demands intelligent training sample selection algorithms able to seek for the most informative training samples, thus optimizing the compromise between estimation accuracy (to be maximized) and ground-truth knowledge (to be minimized). Since training samples can be either pure or mixed in nature, we develop two unsupervised algorithms which account for the spectral purity of training samples in the process of selecting those samples for training purposes. Training sets obtained using these algorithms are compared to randomly selected sets in the classification experiments conducted in section 3.
Selection of pure training samples
In order to extract the purest pixel vectors in the data set as training samples, we use a modified version of the pixel purity index (PPI) algorithm available commercially from Research Systems ENVI [9] . This algorithm automatically searches for the purest spectral signatures which are assumed to be the vertices of a convex hull. The algorithm proceeds by generating a large number of random, N -dimensional unit vectors called 'skewers' through the dataset. Every data point is projected onto each skewer, and the data points that correspond to extrema in the direction of a skewer are identified and placed on a list. As more skewers are generated, the list grows, and the number of times a given pixel is placed on this list is also tallied. The pixels with the highest tallies are considered the final endmembers.
The inputs to the algorithm are a hyperspectral data cube f with N spectral bands, the number of training samples to be extracted, t, and the number of random skewers to be generated during the process, k. The output of the algorithm is a set of t training samples {t i } pixel vectors f (x,y) in the original data set, where (x, y) denotes the spatial coordinates, are projected onto skewer j via dot products of |f(x, y) · skewer j | to find sample vectors at its extreme (maximum and minimum) projections, thus forming an extrema set for skewer j which is denoted by S extrema (skewer j ). Despite the fact that a different skewer j would generate a different extrema set S extrema (skewer j ), it is very likely that some sample vectors may appear in more than one extrema set. In order to deal with this situation, we define an indicator function of a set S, denoted by I S (x), to denote membership of a vector element x to that particular set as follows:
3. Calculation of PPI scores. Using the indicator function above, we calculate the PPI score associated to each sample pixel vector f(x, y) in the input scene (i.e., the number of times that given pixel has been selected as extreme in step (2) using the following equation:
4. Selection of training samples. Find the t pixel vectors with the highest scores of PPI(x, y) and use them to form a training set {t i } t i=1 .
Selection of border training samples
As an alternative to the algorithm developed in the previous subsection, we describe below an automatic algorithm that iteratively seeks for border training samples. The separation of a training set into border and non-border patterns was first explored by Foody [10] , who expressed borderness as the difference between the two smallest distances measured for each training pattern. Here, membership was indicated by the Mahalanobis distance, which provides a measure of the typicality of a pattern to a certain class. A border-training pattern is expected to be almost as close to its actual class of membership as it is to any other class. Therefore, the difference in the Mahalanobis distances between the two most likely classes of membership would be small for a border pattern. This focus on the vicinity of the hyperplanes that can optimally separate the classes is similar to aspects of Lee and Landgrebe's decision boundary feature extraction [11] . Here, we develop an automatic algorithm inspired by the concept proposed by Foody, but further adapted to a mixed pixel interpretation scenario. The concept implemented by this algorithm can actually be viewed as the opposite to that used by convex geometry-based endmember extraction methods such as PPI or Winter's N-FINDR algorithm [12] . Since the PPI does not produce a set of spectrally distinct endmembers but a set of pure pixels which are actually endmember candidates that may contain several instances of the same endmember, we use the N-FINDR for initialization of our algorithm (allowing N-FINDR estimate how many endmembers are in the input hyperspectral data). The border training sample selection algorithm can be summarized as follows:
1. Label the set of spectral endmembers {e i } p i=1 produced by the N-FINDR algorithm as class core patterns.
2. Apply a spectral screening algorithm to identify the sample pixel vectors within a small spectral angle θ from any of the p core classes above, denoted by {r j } q j=1 with q ≥ p. j indicates that the SAD between r j and e i is the minimum, i.e., e i is the most spectrally similar endmember to r j .
Let r
be the k-th sample associated with class e i , and let |r 
, where K i is the sample covariance matrix of the class given by e i , and µ i is the mean for that class, given by
6. Compute a borderness score BS(x, y) for each pixel vector f(x, y) by finding the two most likely classes of membership for the pixel, say, e i and e j with 1 ≤ i ≤ p and 1 ≤ j ≤ p, and then calculating:
7. Find the t pixel vectors with the lowest scores of BS(x, y) and use them to form a training set
.
EXPERIMENTS
The hyperspectral scene used in experiments was gathered by AVIRIS over the Indian Pines test site in Northwestern Indiana, a mixed agricultural/forested area, early in the growing season, and consists of 1939 × 677 pixels and 204 spectral bands in the wavelength range 0.4-2.5 µm (523 MB in size). We emphasize that the image that we used in experiments is different to the commonly used one with dimensions 145 × 145 pixels in size, available from http://cobweb. ecn.purdue.edu/˜biehl/MultiSpec/. Our reason to use this scene is that we anticipated a more challenging classification problem in the larger scene due to the presence of a higher number of classes, but the presence of large homogeneous classes with well-defined spectral properties allowed us to increase the overall accuracies with regards to those observed in the 145 × 145 pixels scene resulting from the accurate modelling of such classes. A total of 20 bands were removed from the scene prior to analysis due to low SNR in those bands. For illustrative purposes, Fig. 1(a) shows the spectral band at 587 nm of the original scene and Fig. 1(b) shows the corresponding ground-truth map, displayed in the form of a class assignment for each labeled pixel. Three types of kernels were used in experiments: polynomial (k poly ), Gaussian (k gauss ), and SAD-based (k SAD ). Small training sets, composed of 1%, 2%, 4%, 6%, 8%, and 10% of the ground-truth pixels available per class, were extracted using the two training sample selection algorithms described in section 2, and also using a random selection procedure. The SVMs were trained with each of these training subsets and then evaluated with the remaining test set. Each experiment was repeated five times, and the mean accuracy values were reported. In all cases, spatial post-processing based on class majority voting in a sliding window was applied to increase classification accuracies. Table 1 summarizes the overall classification results obtained using the three considered kernels and training sample selection algorithms. From Table 1 , it can be seen that SVMs generalize quite well: with few training pixels per class, high classification accuracy is reached by all kernels. It should be noted that the classification results reported in Table 1 for a portion of the 1939 × 677 pixel scene are higher than those reported in the literature for a smaller 145 × 145 pixel scene. This is mainly due to the presence of larger homogeneous classes in the considered portion. These large classes are easy to classify and, combined with spatial post-processing, increase the overall accuracy significantly. In all cases, the overall classification accuracies decreased when random and pure samples were used for the training sate. This confirms the fact that kernel-based methods in general and SVMs in particular are less affected by the Hughes phenomenon. It is also clear from Table 1 that the classification accuracy is generally correlated with the training set size. However, when border training samples were used, higher classification accuracies were achieved with less training samples. The above results indicate the importance of including mixed pixels at the border of class boundaries in the training set, as these border patterns are most efficient to determine the hyperplane between two classes. Finally, it can be seen in Table 1 that the best classification scores were generally achieved for the k gauss kernel. On the other hand, the k SAD kernel gives slightly degraded classification results. Finally, the k poly kernel needs more training samples than the two other kernels to perform appropriately, as can be seen from the relatively poor results obtained by this kernel for limited training samples.
CONCLUSIONS AND FUTURE RESEARCH
In this paper, we have focused on the issue of how to select the most highly informative samples for effectively training support vector machine (SVM) classifiers in remotely sensed hyperspectral data classification. Specifically, border training samples are shown to be more useful than core training samples in order to increase the classification accuracies that can be achieved using SVM architectures with the full version (1939 × 677 pixels) of an AVIRIS hyperspectral image collected over the Indian Pines region in NW Indiana. Further experiments should be conducted with additional scenes and training algorithms to fully substantiate these remarks.
