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Abstract. Let Ointq (m|n) be a semisimple tensor category of modules over a
quantum ortho-symplectic superalgebra of type B,C,D introduced in [16]. It is a
natural counterpart of the category of finitely dominated integrable modules over
a quantum group of type B,C,D from a viewpoint of super duality. Continuing
the previous work on type B and C [16], we classify the irreducible modules in
Ointq (m|n), and prove the existence and uniqueness of their crystal bases in case of
type D. A new combinatorial model of classical crystals of type D is introduced,
whose super analogue gives a realization of crystals for the highest weight modules
in Ointq (m|n).
1. Introduction
This is a continuation of our previous work [16] on crystal bases for quantum
ortho-symplectic superalgebras. In [16], we constructed a semisimple tensor category
Ointq (m|n) of modules over an quantum superalgebra Uq(gm|n), where gm|n is an
ortho-symplectic Lie superalgebra of type B,C,D or g = b, b•, c, d. This category is
characterized by remarkably simple conditions similar to those for the polynomial
Uq(glm|n)-modules (cf. [2, 3]), while its irreducible modules are q-deformations of
infinite-dimensional gm|n-modules appearing in a tensor power of a Fock space, which
were studied in [4] via Howe duality. Its semisimplicity is based on the fact that
Ointq (m|n) naturally corresponds to the semisimple tensor category Ointq (m + n) of
finitely dominated integrable modules over a quantum enveloping algebra of the
corresponding classical Lie (super)algebra gm+n from a viewpoint of super duality
[6, 7] (more precisely, they are equivalent when n =∞ and q = 1).
Motivated by the work on crystal bases of polynomial Uq(glm|n)-modules [1], we
classified the irreducible modules in Ointq (m|n) when g = b, b• and c, and then proved
the existence and uniqueness of their crystal bases, where the associated crystal is
realized in terms of a new combinatorial object called ortho-symplectic tableaux of
type B and C, respectively [16].
This work was supported by Samsung Science and Technology Foundation under Project Number
SSTF-BA1501-01.
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In this paper, we establish the same result for g = d (Theorem 5.7). The strategy
for the case g = d is parallel to that of [16]. But the main ingredient of our proof
different from [16] is to formulate the notion of an ortho-symplectic tableau of type
D (Definitions 3.1, 3.4, and 3.7), where more technical difficulty enters compared to
type B and C.
An ortho-symplectic tableau of type D is a sequence of two-column shaped skew
tableaux of type A with certain admissibility conditions on adjacent pairs similar to
[16]. Then the crystal of an irreducible highest weight Uq(dm|n)-module in Ointq (m|n)
is realized as the set of ortho-symplectic tableaux of type D associated to its highest
weight, where the underlying tableaux of type A are semistandard tableaux for
glm|n ⊂ dm|n [2]. Furthermore, when we replace the underlying tableaux of type A
with usual semistandard tableaux for glm ⊂ dm (by putting n = 0), we obtain a new
realization of crystals of integrable highest weight Uq(dm)-modules in Ointq (m) (type
Dm) (Theorems 4.3 and 4.4), which plays a crucial role in this paper.
We remark that the tableaux models for type BCD introduced in this paper and
[16] is based on the Fock space model (cf. [4, 8]), while the well-known Kashiwara-
Nakashima tableaux (for non-spinor highest weights) [14] are based on the crystals of
natural representation and its tensor powers. We expect that our new combinatorial
model for classical crystals is of independent interest and can be used for other
interesting applications in the future.
Finally, combining with the results in [1] for type A and [16] for type B and
C, we conclude that the super duality, when restricted to the integrable modules
over the classical Lie algebras, provides a natural semisimple tensor category for Lie
superalgebras of types ABCD, where a crystal base theory exists. We expect that
this can be extended to a more general class of contragredient Lie superalgebras with
isotropic simple roots, which includes simple finite-dimensional Lie superalgebras of
exceptional types F (3|1), G(2) and D(2|1, α) (α ∈ Z>0), and whose super duality
has been established in [5] recently.
The paper is organized as follows. In Section 2, we briefly recall the notations
and results in [16]. In Section 3, we introduce our main combinatorial object called
ortho-symplectic tableaux of type D. Then in Section 4, we prove that the set of
ortho-symplectic tableaux associated to a given highest weight gives the character of
the corresponding irreducible highest weight module over the Lie superalgebra dm|n.
In Section 5, we classify the irreducible Uq(dm|n)-modules in Ointq (m|n), and prove
the existence and uniqueness of their crystal bases, where the crystals are realized
in terms of ortho-symplectic tableaux of type D. In Section 6, we give a proof of
Theorem 4.3, which is a main result in Section 4.
32. Quantum superalgebra Uq(dm|n) and the category Ointq (m|n)
2.1. Notations. Throughout this paper, we assume that m ∈ Z>0 with m ≥ 2 and
n ∈ Z>0∪{∞}. Let us recall the following notations for the classical Lie superalgebra
dm|n of type D in [16, Section 2]:
· Jm|n = {m < . . . < 2 < 1 < 12 < 32 < . . . < n− 12 },
· Pm|n =
⊕
a∈Jm|n Zδa ⊕ ZΛm : the weight lattice,
· P∨m|n =
⊕
a∈Jm|n ZEa ⊕ ZK ′ : the dual weight lattice,
· Im|n = {m, . . . , 1, 0, 12 , . . . , n− 32 },
· Πm|n = {βi | i ∈ Im|n } : the set of simple roots,
· Π∨m|n = {β∨i | i ∈ Im|n } : the set of simple coroots, where
βi =

−δm − δm−1, if i = m,
δk+1 − δk, if i = m− 1, . . . , 1,
δ1 − δ 1
2
, if i = 0,
δi − δi+1, if i = 12 , . . . , n− 32 ,
β∨i =

−Em − Em−1 +K ′, if i = m,
Ek+1 − Ek, if i = m− 1, . . . , 1,
E1 + E 1
2
, if i = 0,
Ei − Ei+1, if i = 12 , . . . , n− 32 ,
· Im|0 = {m, . . . , 1 } and I0|n = { 12 , . . . , n− 32 }.
Here, Jm|n is a Z2-graded set with (Jm|n)0 = {m, . . . , 1 } and (Jm|n)1 = { 1/2, . . . , n−
1/2 }, and we write |a| = ε for a ∈ (Jm|n)ε and  ∈ Z2. We assume that {Λm, δa (a ∈
Jm|n) } and {K ′, Ea (a ∈ Jm|n) } are dual bases with respect to the natural pairing
〈 · , · 〉 on P∨m|n × Pm|n, that is,
〈Eb, δa〉 = δab, 〈K ′, δa〉 = 0, 〈Ea,Λm〉 = 0, 〈K ′,Λm〉 = 1,
for a, b ∈ Jm|n, and h∗m|n := C⊗Z Pm|n has a symmetric bilinear form ( · | · ) given by
(λ|δa) =
〈
(−1)|a|Ea −K,λ
〉
, (Λm|Λm) = 0,
for a, b ∈ Jm|n and λ ∈ h∗m|n. For i ∈ Im|n, let si = 1 for i ∈ {m, . . . , 1, 0}, and
−1 otherwise. Then sj〈β∨j , µ〉 = (βj |µ) for j ∈ Im|n, µ ∈ h∗m|n. Following [11], the
Dynkin diagram associated with the Cartan matrix A = (aij) = (〈β∨i , βj〉)i,j∈Im|n is
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βm
βm−1
βm−2 βm−3 β1 β0 β 1
2
β 3
2
For Λ = cΛm +
∑
a∈Jm|n λaδa ∈ Pm|n, we assume that the parity of Λ is
∑
a≥ 1
2
λa
(mod 2), which we denote by |Λ|. In particular, we have |βi| = 0 for i 6= 0 and
|β0| = 1.
2.2. The quantum superalgebra Uq(dm|n). Let q be an indeterminate. For r ≥ 0,
put [r] = q
r−q−r
q−q−1 and [r]! =
∏r
k=1[k]. For i ∈ Im|n, put qi = qsi , where si = −si.
The quantum superalgebra Uq(dm|n) is the associative superalgebra (or Z2-graded
algebra) with 1 over Q(q) generated by ei, fi ( i ∈ Im|n ) and qh (h ∈ P∨m|n ), which
are subject to the following relations [17]:
deg(qh) = 0, deg(ei) = deg(fi) = |βi|,
q0 = 1, qh+h
′
= qhqh
′
, qhei = q
〈h,βi〉eiqh, qhfi = q−〈h,βi〉fiqh,
eifj − (−1)|βi||βj |fjei = δij ti − t
−1
i
qi − q−1i
,
zizj − (−1)|βi||βj |zjzi = 0, if (βi|βj) = 0,
z2i zj − (q + q−1)zizjzi + zjz2i = 0, if i 6= 0 and (βi|βj) 6= 0,
z0z1z0z 1
2
+ z1z0z 1
2
z0 + z0z 1
2
z0z1 + z 1
2
z0z1z0 − (q + q−1)z0z1z 1
2
z0 = 0,
for i, j ∈ Im|n, h, h′ ∈ P∨m|n and z = e, f , where ti = qsiβ
∨
i . Recall that there is a
Hopf superalgebra structure on Uq(dm|n), where the comultiplication ∆ is given by
∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗ t−1i + 1 ⊗ ei, ∆(fi) = fi ⊗ 1 + ti ⊗ fi, the antipode
S is given by S(qh) = q−h, S(ei) = −eiti, S(fi) = −t−1i fi, and the counit ε is given
by ε(qh) = 1, ε(ei) = ε(fi) = 0 for h ∈ P∨m|n and i ∈ Im|n.
2.3. The category Ointq (m|n). Let P be the set of partitions and let
P(d) = { (λ, `) ∈P × Z>0 | `− λ1 − λ2 ∈ Z≥0 },
where λ = (λ1, λ2, . . .). For (λ, `) ∈P(d), let
Λm|∞(λ, `) = `Λm + λ1δm + · · ·+ λmδ1 + µ1δ 1
2
+ µ2δ 3
2
+ · · · ,
5where µ = (µ1, µ2, . . .) = (λm+1, λm+2, . . .)
′, the conjugate partition of (λm+1, λm+2, . . .).
PutP(d)m|n = { (λ, `) ∈P(d) |Λm|∞(λ, `) ∈ Pm|n }. For (λ, `) ∈P(d)m|n, we write
Λm|n(λ, `) = Λm|∞(λ, `).
Let Ointq (m|n) be the category of Uq(dm|n)-modules M satisfying
(1) M =
⊕
γ∈Pm|nMγ and dimMγ <∞ for γ ∈ Pm|n,
(2) wt(M) ⊂ ⋃ri=1 (`iΛm +∑a∈Jm|n Z≥0δa) for some r ≥ 1 and `i ∈ Z≥0,
(3) fm acts locally nilpotently on M ,
where wt(M) denotes the set of weights of M . For Λ ∈ Pm|n, let Lq(dm|n,Λ)
denote the irreducible highest weight Uq(dm|n)-module with highest weight Λ. By
[16, Theorems 4.2 and 4.3], we have the following.
Theorem 2.1. Ointq (m|n) is a semisimple tensor category, and any highest weight
module in Ointq (m|n) is isomorphic to Lq(dm|n,Λm|n(λ, `)) for some (λ, `) ∈P(d)m|n.
2.4. Crystal base. Let M be a Uq(dm|n)-module in Ointq (m|n). Let i ∈ Im|n be
given. Suppose that i ∈ Im|n \ {0}. For u ∈ M of weight γ, we have a unique
expression
u =
∑
k≥0,−〈β∨i ,γ〉
f
(k)
i uk,
where eiuk = 0 for all k ≥ 0. We define the Kashiwara operators e˜i and f˜i as follows:
e˜iu =

∑
k q
lk−2k+1
i f
(k−1)
i uk, if i ∈ Im|0,∑
k f
(k−1)
i uk, if i ∈ I0|n,
f˜iu =

∑
k q
−lk+2k+1
i f
(k+1)
i uk, if i ∈ Im|0,∑
k f
(k+1)
i uk, if i ∈ I0|n,
where lk = 〈β∨i , γ + kβi〉 for k ≥ 0. If i = 0, then we define
e˜0u = e0u, f˜0u = q0f0t
−1
0 u.
Let A denote the subring of Q(q) consisting of all rational functions which are
regular at q = 0. We call a pair (L,B) a crystal base of M if
(1) L is an A-lattice of M , where L =
⊕
γ∈Pm|n Lγ with Lγ = L ∩Mγ ,
(2) e˜iL ⊂ L and f˜iL ⊂ L for i ∈ Im|n,
(3) B is a pseudo-basis of L/qL (i.e. B = B•∪(−B•) for a Q-basis B• of L/qL),
(4) B =
⊔
γ∈Pm|n Bγ with Bγ = B ∩ (L/qL)γ ,
(5) e˜iB ⊂ B unionsq {0}, f˜iB ⊂ B unionsq {0} for i ∈ Im|n,
(6) for b, b′ ∈ B and i ∈ Im|n, f˜ib = b′ if and only if b = e˜ib′
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(see [1]). The set B/{±1} has an Im|n-colored oriented graph structure, where
b
i→ b′ if and only if f˜ib = b′ for i ∈ Im|n and b, b′ ∈ B/{±1}. We call B/{±1} the
crystal of M . For b ∈ B and i ∈ Im|n, we set εi(b) = max{ r ∈ Z≥0 | e˜ri b 6= 0 } and
ϕi(b) = max{ r ∈ Z≥0 | f˜ ri b 6= 0 }. We denote the weight of b by wt(b).
Let Mi ( i = 1, 2 ) be a Uq(dm|n)-module in Ointq (m|n) with a crystal base (Li, Bi).
Then (L1 ⊗ L2, B1 ⊗ B2) is a crystal base of M1 ⊗M2 [1, Proposition 2.8]. The
actions of e˜i and f˜i on B1 ⊗B2 are as follows.
For i ∈ I0|n, we have
e˜i(b1 ⊗ b2) =
(e˜ib1)⊗ b2, if ϕi(b1) ≥ εi(b2),b1 ⊗ (e˜ib2), if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
(f˜ib1)⊗ b2, if ϕi(b1) > εi(b2),b1 ⊗ (f˜ib2), if ϕi(b1) ≤ εi(b2).
(2.1)
For i ∈ Im|0, we have
e˜i(b1 ⊗ b2) =
b1 ⊗ (e˜ib2), if ϕi(b2) ≥ εi(b1),(e˜ib1)⊗ b2, if ϕi(b2) < εi(b1),
f˜i(b1 ⊗ b2) =
b1 ⊗ (f˜ib2), if ϕi(b2) > εi(b1),(f˜ib1)⊗ b2, if ϕi(b2) ≤ εi(b1).
(2.2)
For i = 0, we have
e˜0(b1 ⊗ b2) =
±b1 ⊗ (e˜0b2), if 〈β∨0 ,wt(b2)〉 > 0,(e˜0b1)⊗ b2, if 〈β∨0 ,wt(b2)〉 = 0,
f˜0(b1 ⊗ b2) =
±b1 ⊗ (f˜0b2), if 〈β∨0 ,wt(b2)〉 > 0,(f˜0b1)⊗ b2, if 〈β∨0 ,wt(b2)〉 = 0.
(2.3)
2.5. Fock space. Let A +q be an associative Q(q)-algebra with 1 generated by ψa,
ψ∗a, ωa and ω−1a for a ∈ Jm|n subject to the following relations:
ωaωb = ωbωa, ωaω
−1
a = 1,
ωaψbω
−1
a = q
(−1)|a|δabψb, ωaψ∗bω
−1
a = q
−(−1)|a|δabψ∗b ,
ψaψb + (−1)|a||b|ψbψa = 0, ψ∗aψ∗b + (−1)|a||b|ψ∗bψ∗a = 0,
ψaψ
∗
b + (−1)|a||b|ψ∗bψa = 0 (a 6= b),
7ψaψ
∗
a = [qωa], ψ
∗
aψa = (−1)1+|a|[ωa].
Here [qkω±1a ] =
qkω±1a −q−kω∓1a
q−q−1 for k ∈ Z and a ∈ Jm|n (cf. [8]). Let
(2.4) Vq := A
+
q |0〉
be the A +q -module generated by |0〉 satisfying ψ∗b |0〉 = 0 and ωb|0〉 = q−1|0〉 for
a, b ∈ Jm|n. Let B+ be the set of sequences m = (ma) of non-negative integers
indexed by Jm|n such that ma ≤ 1 for |a| = 1. For m = (ma) ∈ B+, let
ψm =
−−−→∏
a∈Jm|n
ψa
(ma),
where the product is taken in the order on Jm|n and ψ
(r)
a = (ψa)
r/[r]!, ψ∗a
(r) =
(ψ∗a)r/[r]!. By similar arguments as in [8, Proposition 2.1], we can check that Vq is
an irreducible A +q -module with a Q(q)-linear basis {ψm|0〉 |m ∈ B+ }.
It is shown in [16, Proposition 5.3] that Vq has a Uq(dm|n)-module structure,
where wt(ψm) = Λm +
∑
a∈Jm|nmaδa. Since Vq ∈ Ointq (m|n), V ⊗`q is completely
reducible by Theorem 2.1 for ` ≥ 1. Also by [16, Theorem 5.6], Vq has a crystal base
(L +,B+), where
(2.5) L + =
∑
m∈B+
Aψm|0〉, B+ =
{±ψm|0〉 (mod qL ) |m ∈ B+ } .
3. Ortho-symplectic tableaux of type D
3.1. Semistandard tableaux. Let us recall some basic terminologies and nota-
tions related with tableaux. We refer the reader to [16, Section 3.1]. We assume
that A is a linearly ordered countable set with a Z2-grading A = A0unionsqA1. When A is
(a subset of) Z>0, we assume that A0 = A with the usual linear ordering. For a skew
Young diagram λ/µ, we denote by SSTA(λ/µ) be the set ofA-semistandard tableaux
of shape λ/µ. For T ∈ SSTA(λ/µ), sh(T ) denotes the shape of T , wt(T ) = (ma)a∈A
is the weight of T , where ma is the number of occurrences of a in T , and w(T ) is
the word given by reading the entries of T column by column from right to left and
from top to bottom in each column.
For T ∈ SSTA(λ) and a ∈ A, we denote by a → T the tableau obtained by the
column insertion of a into T (cf. [2, 10]). For a finite word w = w1 . . . wr with letters
in A, we define (w → T ) = (wr → (· · · (w1 → T ))). For an A-semistandard tableau
S, we define (S → T ) = (w(S)→ T ).
For an A-semistandard tableau S of single-columned shape, we denote by S(i)
(i ≥ 1) the i-th entry from the bottom, and by ht(S) the height of S.
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3.2. Signature on tableaux of two-columned shape. Let σ = (σ1, . . . , σr) be
a sequence with σi ∈ {+ , − , · }. We denote by σ˜ the sequence obtained from σ by
signature rule, that is, by applying the process of replacing any adjacent pair (+,−)
(ignoring · between them) with ( · , · ) as far as possible.
Let U and V be two A-semistandard tableaux of single-columned shapes. Let
w = w1 . . . wr be the word given by rearranging the entries of U and V in weakly
decreasing order. Here we assume that for a ∈ A occurring in both U and V , we
put the letters a in U to the right (resp. left) of those in V if a is even or a ∈ A0
(resp. a is odd or a ∈ A1). Let σ = (σ1, . . . , σr) be a sequence given by σi = + if wi
comes from V and − if wi comes from U . We define
(3.1) σ(U, V ) = (p, q),
where p (resp. q) is the number of −’s (resp. +’s) in σ˜, and call it the signature of
(U, V ).
For a, b, c ∈ Z≥0, let λ(a, b, c) = (2b+c, 1a)/(1b), which is a skew Young diagram
with two columns of heights a+ c and b+ c. For example,
λ(2, 1, 3) =
·
·
·
Let T be a tableau of shape λ(a, b, c), whose column is A-semistandard. We
denote by T L and T R the left and right columns of T , respectively. Then
(3.2) T ∈ SSTA(λ(a, b, c)) if and only if σ(T L, T R) = (a− p, b− p)
for some 0 ≤ p ≤ min{a, b} [16, Lemma 6.2].
3.3. RSK and signatures. For ` ∈ Z>0, let MA×` be the set of A × ` matrices
m = [mai] (a ∈ A, i = 1, . . . , `) such that (1) mai ∈ Z≥0, (2) mai ≤ 1 for |a| = 0,
(3)
∑
a,imai < ∞. Let m ∈ MA×` be given. For 1 ≤ k ≤ `, let m(k) = [mak]
denote the kth column of m, and |m(k)| = ∑a∈Amak. We will often identify each
m(k) with an A-semistandard tableau of single-columned shape (1|m(k)|). Similarly,
for a ∈ A, let m(a) be the ath row of m, and |m(a)| =
∑
1≤k≤`mak. We put
|m| = ∑a |m(a)| = ∑k |m(k)|. We remark that our convention of column indices are
increasing from right to left so that m = [ m(`) : · · · : m(1) ].
For 1 ≤ k ≤ `, let P (m)(k) = (m(k) → (· · · (m(2) → m(1)))), and let λ(k) =
sh(P (m)(k)). Put P (m) = P (m)(`) and λ = λ(`). Let Q(m) ∈ SST{1,...,`}(λ′)
be such that the subtableau of shape λ(k)/λ(k−1) is filled with k for 1 ≤ k ≤ `,
9where λ′ is the conjugate of λ and λ(0) is the empty Young diagram. Then the map
m 7→ (P (m), Q(m)) gives a bijection
(3.3) MA×` −→
⊔
λ∈P
λ1≤`
SSTA(λ)× SST{1,...,`}(λ′),
which is known as the (dual) RSK correspondence.
Suppose that A has a minimal element, that is, A = { a1 < a2 < . . . }. For a ∈ A,
we identify m(a) with a tableau in SST{1,...,`}(1p) (resp. SST{1,...,`}(p)) if a ∈ A0
(resp. a ∈ A1), where p = |m(a)|. Hence m(a) can be regarded as an element of a
gl`-crystal [14] with respect to Kashiwara operators, say Ei and Fi for i = 1, . . . , `−1,
and m as · · ·⊗m(a2)⊗m(a1) following (2.1). Then the map (3.3) is an isomorphism
of gl`-crystals by [15, Theorems 3.11 and 4.5]. Note that on the righthand side of
(3.3), Ei and Fi act on SST{1,...,`}(λ′).
Fix i ∈ {1, . . . , `−1}. Let w = w1 . . . wr be a finite word with letters in { 1, . . . , ` }.
Let σ = (σ1, . . . , σr) be a sequence with σj ∈ {+ , − , · } such that σj = + if wj = i,
− if wj = i + 1, and · otherwise. We let σ(w; i) = (a, b), where a (resp. b) is the
number of −’s (resp. +’s) in σ˜ (see Section 3.2). If we regard w as an element of a
gl`-crystal, then Eiw (resp. Fiw) is the word replacing i+ 1 (resp. i) corresponding
to the right-most − (resp. the left-most +) in σ˜ with i (resp. i+ 1).
Now, let σ(m; i) = σ(w(m); i), where w(m) = . . . w(m(a2))w(m(a1)) is the con-
catenation of the words w(m(ak)) (1 ≤ k ≤ `). Also, for T ∈ SST{1,...,`}(λ), let
σ(T ; i) = σ(w(T ); i). Then the action of Ei and Fi on m and T can be described
in terms of σ(m; i) and σ(T ; i) as in the above paragraph. Since the bijection (3.3)
commutes with Ei and Fi, we have
(3.4) σ(m; i) = σ(Q(m); i).
Finally, let U and V be A-semistandard tableaux of single-columned shapes. Let
m = [ m(2) : m(1) ] ∈ MA×2, where m(2) (resp. m(1)) corresponds to U (resp. V ).
Then it is not difficult to see that
(3.5) σ(U, V ) = σ(m; 1) = (max{ k | Ek1 m 6= 0 },max{ k | Fk1 m 6= 0 }).
3.4. Ortho-symplectic tableaux of type D.
Definition 3.1.
(1) For a ∈ Z≥0, we define TdA(a) = TA(a) to be the set of T = (T L, T R) ∈
SSTA(λ(a, b, c)) such that
(i) b, c ∈ 2Z≥0,
(ii) σ(T L, T R) = (a− r, b− r) for some r = 0, 1.
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We denote r in (ii) by rT . We also define TA(0) to be set of T ∈ SSTA(λ(0, b, c+1))
for some b, c ∈ 2Z≥0.
(2) Let TspA be the set of A-semistandard tableaux of single-columned shape. We
define Tsp +A = {T ∈ TspA | rT = 0 } and Tsp−A = {T ∈ TspA | rT = 1 }, where rT is
defined to be the residue of ht(T ) modulo 2.
Remark 3.2. Given T ∈ SSTA(λ(a, b, c)), one may regard the pair (T L, T R) as a
(not necessarily A-semistandard) tableau of shape λ(a − k, b − k, c + k) sliding T R
by k positions down for 0 ≤ k ≤ min{a, b}. Then by (3.2), Definition 3.1(ii) means
that the pair (T L, T R) is A-semistandard of shape λ(a − k, b − k, c + k) if and only
if k is either 0 or 1, and the maximum of such k is rT .
Example 3.3. Suppose that A = J4|∞, and let T ∈ TA(3) be as follows.
T = (T L, T R) =
3
2
4 32
1 52
1
2
3
2
3
2
∈ SSTJ4|∞(λ(3, 2, 2))
 
sliding T R down
3
4 2
1 32
1
2
5
2
3
2
3
2
∈ SSTJ4|∞(λ(2, 1, 3))
We have rT = 1 since we also have a J4|∞-semistandard tableau of shape λ(2, 1, 3)
after sliding T R down by one position (the tableau on the right).
For T ∈ TA(a), let us identify T with m ∈ MA×2 such that T L (resp. T R)
correspond to m(2) (resp. m(1)). Then we define
(3.6) (LT, RT ) = Ea−rT1 T,
that is, the pair of tableaux corresponding to the matrix Ea−rT1 m, and
(3.7) (T L
∗
, T R
∗
) = F1T,
when rT = 1. Note that
ht(LT ) = ht(T L)− a+ rT , ht(RT ) = ht(T R) + a− rT .(3.8)
One can describe algorithms for (LT, RT ) and (T L
∗
, T R
∗
) more explicitly as follows.
Algorithm 1.
(1) Let y be the box at the bottom of T R.
(2) Slide down y until the entry x of T L in the same row is no greater (resp.
smaller) than y if y is even (resp. odd). If y is even (resp. odd) and no entry
of T L is greater than (resp. greater than or equal to) y, we place y to the
right of the bottom entry of T L.
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(3) Repeat the process (2) with the entries of T R above y until there is no moving
down of the entries in T R.
(4) Move each box x in T L to the right if its right position is empty. (Indeed
the number of such boxes is a− rT .)
(5) Then RT is the tableau given by the boxes in T R together with boxes which
have come from the left, and LT is the tableau given by the remaining boxes
on the left.
In case of Example 3.3, we have
T = (T L, T R) =
3
2
4 32
1 52
1
2
3
2
3
2
→
3
4 2
1
1
2
3
2
3
2
3
2
5
2
→
3
4 2
1
1
2
3
2
3
2
3
2
5
2
→
4 3
1
2 2
3
2 1
3
2
3
2
5
2
= (LT, RT )
where we arrange (LT, RT ) so that each of the pairs (LT, T R) and (T L, RT ) shares the
same bottom line.
Algorithm 2.
(1) Let x be the box at the top of T L.
(2) Slide upward x until the entry y of T R in the same row is no smaller than
(resp. no greater or equal to) x if x is even (resp. odd). If x is even (resp.
odd) and no entry of T R is smaller than (resp. greater than or equal to) x,
we place x to the right of the top entry of T R.
(3) Repeat the process (2) with the next entry of T L below x until there is no
moving up of the entries in T L.
(4) Choose the lowest box y in T R whose left position is empty, and then move
it to the left. (Since rT = 1, there exists at least one such y .)
(5) Then T L
∗
is the tableau given by the boxes in T L together with y , and T R
∗
is the tableau given by the remaining boxes on the right.
In case of Example 3.3, we have
T = (T L, T R) =
3
2
4 32
1 52
1
2
3
2
3
2
→
4 3
2
1 32
1
2
5
2
3
2
3
2
→
4 3
2
1 32
1
2
5
2
3
2
3
2
→
4 3
2 32
1 52
1
2
3
2
3
2
= (T L
∗
, T R
∗
)
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Note that each of the pairs (T L
∗
, T L) and (T R, T R
∗
) shares the same bottom line.
Definition 3.4.
(1) For T ∈ TA(a) and S ∈ TA(a′) ∪TspA with a ≥ a′, we write T ≺ S if
(i) ht(T R) ≤ ht(SL)− a′ + 2rSrT ,
(ii) for i ≥ 1, we haveT R
∗
(i) ≤ LS(i), if rS = rT = 1,
T R(i) ≤ LS(i), otherwise,
(iii) for i ≥ 1, we haveRT (i+ a− a′ + ) ≤ SL
∗
(i), if rS = rT = 1,
RT (i+ a− a′) ≤ SL(i), otherwise,
where the equality holds in (ii) and (iii) only if the entries are even, and  = 1 if
S ∈ Tsp−A and 0 otherwise. Here we assume that a′ = rS , S = SL = LS = SL
∗
when
S ∈ TspA .
(2) For T ∈ TA(a) and S ∈ TA(0), define T ≺ S if T ≺ SL in the sense of (1),
where SL ∈ Tsp−A .
(3) For T ∈ TA(0) and S ∈ TA(0) ∪Tsp−A , define T ≺ S if (T R, SL) ∈ TA(0).
We say that the pair (T, S) is admissible when T ≺ S.
Example 3.5. Consider the pair (T, S)
T =
3
2
4 32
1 52
1
2
3
2
3
2
2
1
1 72
5
2
9
2
7
2
9
2
= S
where T is as in Example 3.3. Note that T and S are arranged so that T R and SR
share the same bottom line. First, we have 4 = ht(T R) ≤ ht(SL) − 2 + 2rT rS = 4,
which satisfies Definition 3.4(1)(i). Since
(LS, RS) =
1 2
5
2 1
7
2
7
2
9
2
9
2
(SL
∗
, SR
∗
) =
2 1
1 72
5
2
9
2
7
2
9
2
13
we have
(T R
∗
, LS) =
3 1
3
2
5
2
5
2
7
2
(RT, SL
∗
) =
3 2
2 1
1 52
3
2
7
2
3
2
9
2
5
2
which are J4|∞-semistandard, and hence T ≺ S by Definition 3.4(1)(ii) and (iii). On
the other hand, if we have
T =
3
2
4 32
1 52
1
2
3
2
3
2
3 2
2 1
1 12
1
2
3
2
3
2
7
2
5
2
9
2
7
2
= S
with rS = 0, then
(LS, RS) =
3 2
2 1
1 12
1
2
3
2
5
2
3
2
7
2
7
2
9
2
(T R, LS) =
3
2
3 1
2 12
3
2
5
2
5
2
7
2
(RT, SL) =
3
2
1
3 12
2 32
1 52
3
2
7
2
3
2
5
2
Hence we also have T ≺ S.
Remark 3.6. We can describe equivalent conditions for admissibility in terms of
signature σ, which will be useful in the proof of Theorem 3.9. Let (T, S) be as in
Definition 3.4(1). The condition (ii) is equivalent to saying that
(T R, LS) or (T R
∗
, LS) ∈ SSTA(λ(0, b, c)) with
(b, c) = (ht(SL)− ht(T R)− a′ + rS(rT + 1), ht(T R)− rT rS),
(3.9)
and hence by (3.2) equivalent to
(3.10) σ(T R, LS) or σ(T R
∗
, LS) = (0, b).
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In a similar way, the condition (iii) is equivalent to saying that
(RT, SL) or (RT, SL
∗
) ∈ SSTA(λ(a− a′ + , b, c− )) with
(b, c) = (ht(SL)− ht(T R)− a′ + rT (rS + 1), ht(T R) + a′ − rT ),
(3.11)
or equivalent to
(3.12) σ(RT, SL) or σ(RT, SL
∗
) = (a− a′ + − p, b− p),
for some p ≥ 0. We remark that the condition (i) is equivalent to ht(T R) ≤ ht(SL)−
a′ + rT (rS + 1) or b ≥ 0 since ht(T L) and ht(SL) − a′ are even integers. We have
similar conditions as in (3.10) and (3.12) for the pairs (T, S) in Definition 3.4(2) and
(3).
Let (λ, `) ∈P(d) be given. Let q± and r± be non-negative integers such that`− 2λ1 = 2q+ + r+, if `− 2λ1 ≥ 0,2λ1 − ` = 2q− + r−, if `− 2λ1 ≤ 0,
where r± = 0, 1. Let λ = (λi)i≥1 ∈ P be such that λ1 = ` − λ1 and λi = λi for
i ≥ 2. Let
ν = λ′, ν = (λ)′,
M+ = λ1, M− = λ1 = `− λ1,
L = M± + q±.
(3.13)
Note that 2L+ r± = `. Put
(3.14)
T̂A(λ, `) =
TA(ν1)× · · · ×TA(νM+)× (TA(0))
q+ ×
(
Tsp+A
)r+
, if `− 2λ1 ≥ 0,
TA(ν1)× · · · ×TA(νM−)×
(
TA(0)
)q− × (Tsp−A )r− , if `− 2λ1 ≤ 0,
Here, we assume that
(
Tsp±A
)r±
is empty if r± = 0.
Now we introduce our main combinatorial object.
Definition 3.7. For (λ, `) ∈ P(d), we define TdA(λ, `) = TA(λ, `) to be the set of
T = (TL, . . . , T1, T0) in T̂A(λ, `) such that Tk+1 ≺ Tk for 0 ≤ k ≤ L − 1. We call
T ∈ TA(λ, `) an ortho-symplectic tableau of type D and shape (λ, `).
Remark 3.8. Here, we are using a convention slightly different from the cases of
type B and C in [16], when we define the notion of admissibility and ortho-symplectic
tableaux of type D. But we may still apply Definition 3.4 to TgA(a) and T
sp
A for
g = b, c and a ≥ 0 in [16], where all tableaux are of residue 0, and define TgA(λ, `) for
(λ, `) ∈ P(g) as in Definition 3.7 with the order of product of TgA(a) and TspA ’s in
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[16, Definition 6.10] reversed as in (3.14). Then we can check without difficulty that
all the results in [16] can be obtained with this version of ortho-symplectic tableaux
of type B and C.
Let xA = {xa | a ∈ A} be the set of formal commuting variables indexed by A.
For λ ∈ P, let sλ(xA) =
∑
T x
T
A be the super Schur function corresponding to λ,
where the sum is over T ∈ SSTA(λ) and xTA =
∏
a x
ma
a with wt(T ) = (ma)a∈A. For
(λ, `) ∈P(d), put
S(λ,`)(xA) = z`
∑
T∈TA(λ,`)
L∏
k=0
xTkA ,
where z is another formal variable. First, we have the following Schur positivity of
S(λ,`)(xA) as in the case of type B and C [16, Theorem 6.12].
Theorem 3.9. For (λ, `) ∈P(d), we have
S(λ,`)(xA) = z`
∑
µ∈P
Kµ (λ,`)sµ(xA),
for some non-negative integers Kµ (λ,`). Moreover, the coefficients Kµ (λ,`) do not
depend on A.
Proof. Let L be as in (3.13). Let T = (TL, . . . , T1, T0) ∈ TA(λ, `) be given. Let
m = [ m(`) : · · · : m(1) ] be the unique matrix in MA×`, where m(1) corresponds to
T0, and [ m
(2k+1) : m(2k) ] corresponds to Tk for 1 ≤ k ≤ L. We assume that T0 is
empty and m(1) is trivial when r± = 0.
PutQ = Q(m), which is of {1, . . . , `}-semistandard and wt(Q) = (m1,m2, . . . ,m`)
with mi = |m(i)|. For convenience, we put for 1 ≤ k ≤M±,
mLk = m2q±+2k+1, m
R
k = m2q±+2k, rk = rTq±+k ,
ak =
νM++1−k if `− 2λ1 ≥ 0,νM−+1−k if `− 2λ1 ≤ 0.
(3.15)
First, for 1 ≤ k ≤ L, we see from Tq±+k ∈ TA(ak), (3.4), and (3.5) that
(Q1) mLk − ak,mRk ∈ 2Z≥0,
(Q2) mLk − ak ≤ mRk,
(Q3) σ(Q; 2q± + 2k) = (ak − rk,mRk −mLk + ak − rk).
Put
Q(k) = Frkrk+12q±+2k+2E
ak−rk
2q±+2kQ, Q
[k] = Frkrk+12q±+2kE
ak+1−rk+1
2q±+2k+2 Q,
for 1 ≤ k ≤ M± − 1. Since Tq±+k+1 ≺ Tq±+k for 1 ≤ k ≤ M± − 1, we have by
Definition 3.4(1), (3.10), and (3.12) that
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(Q4) mRk+1 ≤ mLk − ak + 2rkrk+1,
(Q5) σ(Q(k); 2q± + 2k) = (0,mLk −mRk+1 − ak + rk(rk+1 + 1)),
(Q6) σ(Q[k]; 2q±+ 2k) = (ak+1− ak − pk,mLk −mRk+1− ak + rk+1(rk + 1)− pk) for
some pk ≥ 0.
Next, since Tk ∈ TA(0) or TA(0) for 1 ≤ k ≤ q±, T0 ∈ Tsp±A , and Tk+1 ≺ Tk for
0 ≤ k ≤ q± − 1, we have by Definition 3.4(3) that
(Q7) mk ∈ Z≥0 for 0 ≤ k ≤ 2q+ and mk ∈ Z>0 for 0 ≤ k ≤ 2q−,
(Q8) mk+1 ≤ mk for 0 ≤ k ≤ 2q± − 1,
(Q9) σ(Q; k) = (0,mk −mk+1) for 0 ≤ k ≤ 2q± − 1.
Finally, put Q[0] = Ea1−r12q±+2Q. Since Tq±+1 ≺ Tq± , we have by Definition 3.4(1)
and (2), (3.10), and (3.12) that
(Q10) mR1 ≤ m2q±+1 − r0 + 2r0r1,
(Q11) σ(Q; 2q± + 1) = (0,m2q±+1 −mR1 + r0r1),
(Q12) σ(Q[0]; 2q± + 1) = (a1 − p0,m2q±+1 − mR1 − r0 + r1(r0 + 1) − p0) for some
p0 ≥ 0,
where r0 = 1 if `− 2λ1 < 0, and 0 otherwise
Conversely, for µ ∈ P, let (P,Q) be given where P ∈ SSTA(µ) and Q ∈
SST{1,...,`}(µ′) with wt(Q) = (m1, . . . ,m`) satisfying the conditions (Q1)–(Q12) for
some rk (1 ≤ k ≤ M±) and pk (0 ≤ k ≤ M± − 1). Note that if such Q exists,
then rk and pk are uniquely determined by (Q3), (Q6), and (Q12). By (3.3), there
exists a unique m ∈MA×` such that (P (m), Q(m)) = (P,Q). Then it follows from
(3.2), (3.4), (3.5), and Remark 3.6 that there exists a unique T ∈ TA(λ, `) which
corresponds to m. Hence, the map (3.3) induces a weight preserving bijection
(3.16) TA(λ, `) −→
⊔
µ∈P
SSTA(µ)×Kµ (λ,`),
where Kµ (λ,`) is the set of Q ∈ SST{1,...,`}(µ′) with wt(Q) = (m1, . . . ,m`) satis-
fying (Q1)–(Q12). This implies that S(λ,`)(xA) = z`
∑
µ∈P Kµ (λ,`)sµ(xA), where
Kµ (λ,`) = |Kµ (λ,`)|. 
4. Character formula of a highest weight module
4.1. Lie algebra dm+n. We assume the following notations for the classical Lie
algebra dm+n of type Dm+n (see [16] for more details):
· Jm+n = {m < . . . < 2 < 1 < 1 < 2 < . . . < n },
· Pm+n =
⊕
a∈Jm+n Zδa ⊕ ZΛm : the weight lattice,
· Im+n = {m, . . . , 1, 0, 1, . . . , n− 1 },
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· Πm+n = {αi | i ∈ Im+n } : the set of simple roots, where
αi =

−δm − δm−1, if i = m,
δk+1 − δk, if i = k (6= m),
δ1 − δ1, if i = 0,
δi − δi+1, if i = 1, . . . , n− 1.
Here, we assume that Pm+n has a symmetric bilinear form ( · | · ) such that (δa|δb) =
δab and (Λm|δa) = −12 for a, b ∈ Jm+n. The associated Dynkin diagram is
©
©
© © © © © ©
  
@@ · · · · · ·
αm
αm−1
αm−2 αm−3 α1 α0 α1 α2
For (λ, `) ∈P(d), let
Λm+∞(λ, `) = `Λm + λ1δm + · · ·+ λmδ1 + λm+1δ1 + λm+2δ2 + · · · .
Put P(d)m+n = { (λ, `) ∈ P(d) |Λm+∞(λ, `) ∈ Pm+n }. For (λ, `) ∈ P(d)m+n, we
write Λm+n(λ, `) = Λm+∞(λ, `). Then {Λm+n(λ, `) | (λ, `) ∈ P(d)m+n } is the set
of dominant integral weights for dm+n. Let Λi be the ith fundamental weight for
i ∈ Im+n.
4.2. Crystal structure on Tm+n(λ, `). Put Tm+n(a) = TJm+n(a), Tm+n(0) =
TJm+n(0), Tm+n(λ, `) = TJm+n(λ, `), and T
sp±
m+n = T
sp±
Jm+n for a ∈ Z≥0 and (λ, `) ∈
P(d)m+n.
Let us define an (abstract) dm+n-crystal structure on Tm+n(λ, `). We denote the
Kashiwara operators on dm+n-crystals by e˜i and f˜i for i ∈ Im+n, and assume that
the tensor product rule follows (2.1).
Recall that Jm+n has a glm+n-crystal structure with respect to e˜i and f˜i for i ∈
Im+n \ {m} as follows;
m
m−1−→ m− 1 m−2−→ · · · 1−→ 1 0−→ 1 1−→ 2 2−→ · · ·
where wt(a) = δa for a ∈ Jm+n. Applying e˜i and f˜i to the word of a Jm+n-
semistandard tableau, we have a glm+n-crystal structure on SSTJm+n(λ/µ) for a
skew Young diagram λ/µ [9, 14], where εi and ϕi are defined in a usual way. For
λ ∈P, we denote by Hλ the highest weight element in SSTJm+n(λ).
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Let B denote one of Tsp±m+n, Tm+n(0), and Tm+n(a) for 0 ≤ a ≤ m + n − 1. For
T ∈ B with wt(T ) = (ms)s∈Jm+n , let
wt(T ) =
2Λm +
∑
s∈Jm+nmsδs, if B = Tm+n(0) or Tm+n(a),
Λm +
∑
s∈Jm+nmsδs, if B = T
sp±
m+n.
Since B is a set of Jm+n-semistandard tableaux, it is a glm+n-crystal with respect
to e˜i and f˜i for i ∈ Im+n \ {m}.
Let us define e˜m and f˜m on B. Suppose first that B = Tsp±m+n. For T ∈ Tspm+n, let
t1 and t2 be the first two top entries of T . If t1 = m and t2 = m− 1, then we define
e˜mT to be the tableau obtained by removing the domino
m
m− 1 from T . Otherwise,
we define e˜mT = 0. We define f˜mT in a similar way by adding a domino
m
m− 1 on top
of T . Next, suppose that B = Tm+n(a) for 0 ≤ a ≤ m+ n. We regard Tm+n(a) as
a subset of (Tspm+n)
⊗2 by identifying T = (T L, T R) ∈ Tm+n(a) with T R ⊗ T L. Then
we apply e˜m and f˜m to T following the tensor product rule (2.1). For T ∈ B, put
εm(T ) = max{ r ∈ Z≥0 | e˜rmT 6= 0 } and ϕm(T ) = wt(T ) + εm(T ).
Lemma 4.1. Under the above hypothesis, B is a well-defined dm+n-crystal with
respect to wt, εi, ϕi and e˜i, f˜i for i ∈ Im+n.
Proof. It is clear that Tsp±m+n∪{0} is invariant under e˜m and f˜m, and hence becomes
a dm+n-crystal. So it remains to show that Tm+n(a) ∪ {0} or Tm+n(0) ∪ {0} is
invariant under e˜i, f˜i for i ∈ Im+n. We will prove the case of Tm+n(a) since the
proof for Tm+n(0) is similar.
Let T ∈ Tm+n(a) be given with sh(T ) = λ(a, b, c) for some b, c ∈ 2Z≥0. We first
observe that σ(T L, T R) is invariant under x˜i for x = e, f and i ∈ Im+n \{m} such that
e˜iT 6= 0 or f˜iT 6= 0, since the map (3.3) is an isomorphism of (glm+n, gl2)-bicrystals.
Next, suppose that e˜mT 6= 0. If e˜mT = T R ⊗ (e˜mT L), then sh(e˜mT ) = λ(a, b +
2, c − 2). Note that the top entry of T R is m or m− 1 since otherwise we have
e˜mT = 0 by tensor product rule. Then by (3.2) (see also Remark 3.2) we can check
without difficulty that
σ(e˜mT ) =
(a− rT , b+ 2− rT ), if ht(T L) < ht(T R),(a− r, b+ 2− r), if ht(T L) = ht(T R),
for some r = 0, 1. Next, if e˜mT = (e˜mT
R)⊗ T L, then sh(e˜mT ) = λ(a, b− 2, c) and
σ(e˜mT ) =
(a− rT , b− 2− rT ), if ht(T L) < ht(T R)− 2,(a, 0), if ht(T L) = ht(T R)− 2.
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(c) Tsp−4
Figure 1. The crystals of type D4 with m = 4 and n = 0.
So e˜mT ∈ Tm+n(a). Hence Tm+n(a) ∪ {0} is invariant under e˜m. By similar
arguments, Tm+n(a) ∪ {0} is also invariant under f˜m. Therefore, Tm+n(a) is a
subcrystal of (Tspm+n)
⊗2 with respect to wt, εi, ϕi and e˜i, f˜i for i ∈ Im+n. 
Let Uq(dm+n) be the quantized enveloping algebra associated to dm+n and let
Lq(dm+n,Λ) be its irreducible highest weight module with highest weight Λ ∈ Pm+n.
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Figure 2. The crystal T4(2) of type D4 with m = 4 and n = 0.
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Recall that Λm+n((0), 1) = Λm, Λm+n((1), 1) = Λm−1, and Λm+n((1
a), 2) represents
the other fundamental weights for 2 ≤ a ≤ m+ n− 1.
Proposition 4.2.
(1) Tsp+m+n is isomorphic to the crystal of Lq(dm+n,Λm).
(2) Tsp−m+n is isomorphic to the crystal of Lq(dm+n,Λm−1).
(3) Tm+n(a) is isomorphic to the crystal of Lq(dm+n,Λm+n((1
a), 2)) for 0 ≤ a ≤
m+ n− 1.
Proof. (1) Let T ∈ Tsp+m+n be given. Let (σa)a∈Jm+n be sequence of ± such that
σa = − if and only if a occurs as an entry of T . Then the map sending T to (σa) is
isomorphism of dm+n-crystals from T
sp+
m+n to the crystal of the spin representation
Lq(dm+n,Λm) (cf. [14, Section 6.4]). The proof of (2) is almost the same.
(3) We first claim that Tm+n(a) is connected. Let T ∈ Tm+n(a) be given. We
use induction on the number of boxes in T ∈ Tm+n(a), say |T |, to show that T
is connected to H(1a), where wt(H(1a)) = Λm+n((1
a), 2). Suppose that sh(T ) = µ.
Since Tm+n(a) is a glm+n-crystal, T is connected to Hµ. If T
R is empty, then
ht(T ) = a and T = H(1a). If T
R is not empty, then it has a domino m
m− 1 . Hence
e˜mT 6= 0 and |˜emT | = |T | − 2, which completes our induction.
Since Tspm+n is a regular crystal and Tm+n(a) ⊂ (Tspm+n)⊗2, Tm+n(a) is also
regular, which implies that it is isomorphic to the crystal of Lq(dm+n,Λm+n((1
a), 2)).

Let (λ, `) ∈ P(d)m+n be given. We keep the notations in (3.13). We regard
Tm+n(λ, `) as a subset of
(4.1)(T
sp+
m+n)
⊗r+ ⊗ (Tm+n(0))⊗q+ ⊗Tm+n(νM+)⊗ · · · ⊗Tm+n(ν1), if `− 2λ1 ≥ 0,
(Tsp−m+n)⊗r− ⊗ (Tm+n(0))⊗q− ⊗Tm+n(νM−)⊗ · · · ⊗Tm+n(ν1), if `− 2λ1 ≤ 0,
by identifying T = (TL, . . . , T0) ∈ Tm+n(λ, `) with T0 ⊗ · · · ⊗ TL, and apply e˜i, f˜i
on Tm+n(λ, `) for i ∈ Im+n. We assume that (Tsp±m+n)⊗r± is empty or trivial crystal
when r± = 0. Then we have the following.
Theorem 4.3. For (λ, `) ∈P(d)m+n,
(1) Tm+n(λ, `) ∪ {0} is invariant under e˜i and f˜i for i ∈ Im+n,
(2) Tm+n(λ, `) is a connected dm+n-crystal with highest weight Λm+n(λ, `).
Theorem 4.3 immediately implies the following new combinatorial realization of
crystal of Lq(dm+n,Λm+n(λ, `)), which plays a crucial role in this paper. The proof
of Theorem 4.3 is given in Section 6.
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Theorem 4.4. For (λ, `) ∈ P(d)m+n, Tm+n(λ, `) is isomorphic to the crystal of
Lq(dm+n,Λm+n(λ, `)).
Proof. By Proposition 4.2, Tm+n(a), Tm+n(0), and T
sp±
m+n are regular crystals
and so is the crystal (4.1). By Theorem 4.3, Tm+n(λ, `) is a regular connected
crystal with highest weight Λm+n(λ, `), and hence it is isomorphic to the crystal of
Lq(dm+n,Λm+n(λ, `)). 
Let Z[Pm+n] be a group ring of Pm+n with a Z-basis { eµ |µ ∈ Pm+n }. Put
z = eΛm and xa = e
δa for a ∈ Jm+n. By Theorem 4.4 we have
Corollary 4.5. For (λ, `) ∈P(d)m+n, we have
chLq(dm+n,Λm+n(λ, `)) = S(λ,`)(xJm+n).
4.3. Character of a highest weight module. Now, we have the following com-
binatorial character formula for the irreducible highest weight module with highest
weight Λm|n(λ, `) for (λ, `) ∈P(d)m|n, which is the main result in this section.
Theorem 4.6. For (λ, `) ∈P(d)m|n, we have
chLq(dm|n,Λm|n(λ, `)) = S(λ,`)(xJm|n).
That is, the weight generating function of ortho-symplectic tableaux of type D and
shape (λ, `) is equal to the character of Lq(dm|n,Λm|n(λ, `)).
Proof. By Corollary 4.5 and Theorem 3.9, we have
chLq(dm+∞,Λm+∞(λ, `)) = S(λ,`)(xJm+∞) = z
`
∑
µ∈P
Kµ (λ,`)sµ(xJm+∞).
Hence by considering the classical limit of Lq(dm|∞,Λm|∞(λ, `)) (see also [16, Section
4]) and super duality [6, Theorems 4.6 and 5.4], we have
chLq(dm|∞,Λm|∞(λ, `)) = z`
∑
µ∈P
Kµ (λ,`)sµ(xJm|∞) = S(λ,`)(xJm|∞).
In particular, chLq(dm|n,Λm|n(λ, `)) is obtained by specializing xa = 0 for a > n+1,
which is equal to S(λ,`)(xJm|n). 
5. Crystal base of a highest weight module in Ointq (m|n)
In this section, we prove that Lq(dm|n,Λm|n(λ, `)) is an irreducible module in
Ointq (m|n) and it has a unique crystal base for (λ, `) ∈P(d)m|n.
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5.1. Crystal structure of Tm|n(λ, `). Let Uq(glm|n) = 〈 ei, fi, q±Ea
∣∣ i ∈ Im|n \
{m}, a ∈ Jm|n 〉 be the subalgebra of Uq(dm|n) isomorphic to quantized enveloping
algebras associated to general linear Lie superalgebras glm|n [17].
We understand Jm|n as the crystal of the natural representation of Uq(glm|n),
where
m
m−1−→ m− 1 m−2−→ · · · 1−→ 1 0−→ 12
1
2−→ 32
3
2−→ · · ·
with wt(a) = δa for a ∈ Jm|n [1], and each non-empty word w = w1 · · ·wr with
letters in Jm|n as w1 ⊗ · · · ⊗ wr ∈ (Jm|n)⊗r.
Then for a skew Young diagram λ/µ, SSTJm|n(λ/µ) has an (abstract) glm|n-crystal
structure [1, Theorem 4.4], where e˜i and f˜i are defined via the map SSTJm|n(λ/µ)→⊔
r≥0(Jm|n)⊗r sending T to wrev(T ), the reverse word of w(T ). It is known [1,
Theorem 5.1] that for λ ∈P with λm+1 ≤ n, SSTJm|n(λ) is isomorphic to the crystal
of an irreducible polynomial Uq(glm|n)-module with highest weight Λm|n(λ, 0) ∈
Pm|n. We denote by H
\
λ the highest weight element with weight Λm|n(λ, 0), called a
genuine highest weight element [1, Section 4.2].
Remark 5.1. As in [16], our convention for a crystal base of a Uq(glm|n)-module
is different from [1]. In our setting, it is a upper crystal base as a Uq(glm|0)-module
and a lower crystal base as a Uq(gl0|n)-module (see [16, Remarks 5.1 and 8.1] for
more details).
Put Tspm|n = T
sp
Jm|n and T
sp±
m|n = T
sp±
Jm|n , which are clearly glm|n-crystals. We also
have an Im|n-colored oriented graph structure on T
sp
m|n, where e˜m (resp. f˜m) is
defined by adding (resp. removing) an domino m
m− 1 as in the case of T
sp
m+n (see
Section 4.2). Then Tsp±m|n ∪ {0} is invariant under e˜i and f˜i for i ∈ Im|n.
Let m = (ma) ∈ B+ be given (see Section 2.5). Let T (m) ∈ SSTJm|n(1d) be the
unique tableaux such that the entries in T (m) are the a’s with ma 6= 0 counting
multiplicity as many asma times, where d =
∑
a∈Jm|nma. Since B
+ may be regarded
as a crystal of a Uq(dm|n)-module Vq by (2.5), we can check the following (see the
proof of [16, Theorem 5.6]).
Lemma 5.2. The map Ψ+ : B+ −→ Tspm|n given by Ψ+(m) = T (m) is a bijection
which commute with e˜i and f˜i for i ∈ Im|n. Hence, we may regard Tspm|n as a crystal
of Vq, where wt, εi and ϕi (i ∈ Im|n) are induced from those on B+ via Ψ+.
Next, put Tm|n(a) = TJm|n(a), Tm|n(0) = TJm|n(0), and Tm|n(λ, `) = TJm|n(λ, `)
for a ∈ Z≥0 and (λ, `) ∈ P(d)m|n. We regard Tm|n(a),Tm|n(0) ⊂ (Tspm|n)⊗2 by
identifying T with T L ⊗ T R (see Remark 5.1).
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Lemma 5.3. Tm|n(a) ∪ {0} (a ≥ 0) and Tm|n(0) ∪ {0} are invariant under e˜i and
f˜i for i ∈ Im|n.
Proof. The proof is almost the same as in Lemma 4.1. 
Keeping the notations in (3.13), we consider Tm|n(λ, `) for (λ, `) ∈P(d)m|n as a
subset ofTm|n(ν1)⊗ · · · ⊗Tm|n(νM+)⊗
(
Tm|n(0)
)q+ ⊗ (Tsp+m|n)⊗r+ , if `− 2λ1 ≥ 0,
Tm|n(ν1)⊗ · · · ⊗Tm|n(νM−)⊗
(
Tm|n(0)
)q− ⊗ (Tsp−m|n)⊗r− , if `− 2λ1 ≤ 0,
by identifying T = (TL, . . . , T0) ∈ Tm|n(λ, `) with TL ⊗ · · · ⊗ T0, and apply e˜i and
f˜i on Tm|n(λ, `) for i ∈ Im|n. We put
(5.1) H\(λ,`) = HL ⊗ · · · ⊗H0,
where Hk is empty for 0 ≤ k ≤ q+ when `− 2λ1 ≥ 0, H0 = m and Hk = m m for
1 ≤ k ≤ q− when `− 2λ1 ≤ 0, and Hq±+k ∈ SSTJm|n(1ak) for 1 ≤ k ≤M± (ak as in
(3.15)) are the unique tableaux such that
(HL → (· · · (H2 → H0))) = H\λ.
We remark that Hq±+k is not necessarily equal to H
\
(1ak ) in SSTJm|n(1
ak) unlike the
case of Jm+n-semistandard tableaux (cf. [12, Example 5.8]). Indeed HL−k+1 is the
kth column of H\λ from the left for k ≥ 1.
Theorem 5.4. For (λ, `) ∈P(d)m|n,
(1) Tm|n(λ, `) ∪ {0} is invariant under e˜i and f˜i for i ∈ Im|n,
(2) Tm|n(λ, `) is a connected Im|n-colored oriented graph with a highest weight
element H\(λ,`) of weight Λm|n(λ, `).
Proof. (1) Since the proof is similar to that of Theorem 4.3 in Section 6, we give
a brief sketch of it. In this case, we have MJm|n×1 = T
sp
m|n, and hence MJm+n×` =
(Tspm|n)
⊗` has a glm|n-crystal structure, where we identify m = [ m(`) : · · · : m(1) ] ∈
MJm+n×` with m(`) ⊗ · · · ⊗m(1) ∈ (Tspm|n)⊗`. Then e˜i, f˜i on Tm|n(λ, `) coincide
with those on MJm|n×` for i ∈ Im|n \ {m} since Tm|n(λ, `) ⊂ (Tspm|n)⊗`. Note that
MJm|n×` is a (glm|n, gl`)-bicrystal and the map (3.3) is an isomorphism of bicrystals
[15]. Hence it follows from (3.16) that x˜iTm|n(λ, `) ⊂ Tm|n(λ, `) ∪ {0} for x = e, f
and i ∈ Im|n \ {m}. The proof for x˜mTm|n(λ, `) ⊂ Tm|n(λ, `) ∪ {0} for x = e, f is
the same as in Lemmas 6.2–6.8.
(2) Let T = (TL, . . . , T0) ∈ Tm|n(λ, `) be given. As in Lemma 6.9, we use in-
duction on |T| = ∑Lk=0 |Tk| to show that T is connected to H\(λ,`). By [1, Theorem
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4.8], we may assume that T is a genuine glm|n-highest weight element, that is,
P := (TL → (· · · (T1 → T0))) = H\µ for some µ ∈P. We will show that T = H\(λ,`)
or e˜mT 6= 0, which implies |e˜mT| < |T|.
Suppose that `−2λ1 ≥ 0 and consider T0 or T1 (if T0 is empty). From the insertion
process for P := (TL → (· · · (T1 → T0))), we observe that each k-th entry of T0 from
the top lie in the l-th row of P with l ≤ k. If T0 is not empty, then it contains a
domino m
m− 1 since P = H
\
µ. This implies that e˜mT0 6= 0 and hence e˜mT 6= 0. If T0
is empty, then Ti is empty for 1 ≤ i ≤ q+ since Ti ≺ Ti−1 for 1 ≤ i ≤ q+. Suppose
that `−2λ1 ≤ 0. By almost the same argument, we conclude that e˜mT 6= 0 or T0 =
m and Ti = m m for 1 ≤ i ≤ q−.
Now we may assume that Tk is empty for 0 ≤ k ≤ q+ when `−2λ1 ≥ 0, and T0 =
m and Tk = m m for 1 ≤ k ≤ q− when `− 2λ1 ≤ 0.
Consider Tq±+1. If e˜mT = 0, then by the same argument as in the proof of
Lemma 6.9, we have T Rq±+1 is empty, and hence ht(T
L
q±+1) = a1. Now we can prove
inductively that T Rq±+k is empty and hence ht(T
L
q±+k) = ak for 1 ≤ k ≤ M±. Since
Ti+1 ≺ Ti for 0 ≤ i ≤ L − 1, (TL, . . . , T0) itself forms a Jm|n-semistandard tableau
H\µ. Since |T| = |H\(λ,`)| is minimal, we conclude that µ = λ and T = H\(λ,`). The
proof completes. 
5.2. Main result.
Lemma 5.5. For a ≥ 0, there exists va ∈ V ⊗2q such that
(1) va is a Uq(dm|n)-highest weight vector of weight Λm|n((1a), 2),
(2) va ∈ L + ⊗L + and va ≡ ψm+(a)|0〉 ⊗ |0〉 (mod qL + ⊗L +),
where m+(a) ∈ B+ is given by Ψ+(m+(a)) = H\(1a).
Proof. The proof is similar to that of [16, Lemma 5.5]. If a = 0, then it is clear that
v0 = |0〉⊗ |0〉. We assume that a ≥ 1. Let M(a) be the set of m = [mrs] ∈MJm|n×2
satisfying the following conditions:
(1) mr1 +mr2 = 1 for m ≤ r ≤ l + 1 where l = max{m− a, 0},
(2) mrs = 0 for r >
1
2 and s = 1, 2,
(3) m 1
2
1 +m 1
2
2 = max{0, a−m},
(4)
∑
r∈Jm|nmr1 is even.
Let m = [mrs] ∈ M(a) be given. We write m m m′ if mm 2 = mm−1 2 = 1 and
m′ is obtained from m by replacing[
mm 2 mm 1
mm−1 2 mm−1 1
]
=
[
1 0
1 0
]
with
[
0 1
0 1
]
.
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For i ∈ {m− 1, . . . , 1}, we write m i m′ if mi+1 2 = 0, mi 2 = 1 and m′ is obtained
from m by replacing [
mi+1 2 mi 1
mi2 mi 1
]
=
[
0 1
1 0
]
with
[
1 0
0 1
]
.
Similarly, we write m
0 m′ if m1 2 = 0, m 1
2
2 ≥ 1 and m′ is obtained from m by
replacing [
m12 m11
m 1
2
2 m 1
2
1
]
=
[
0 1
u v
]
with
[
1 0
u− 1 v + 1
]
.
Then we have
(5.2) ei (ψm(2) |0〉 ⊗ ψm(1) |0〉) = Qm,m′(q)ei
(
ψm′(2) |0〉 ⊗ ψm′(1) |0〉
)
,
for m
i m′, where Qm,m′(q) is a monomial in q of positive degree given by
(5.3) Qm,m′(q) =
q, if i = m, . . . , 1,(−1)|wt(m(2))|q〈β∨0 ,wt(m(1))〉, if i = 0.
Recall |wt(m(2))| denotes the degree or parity of wt(m(2)) (cf. [16, Remark 3.1]).
Let m(a) ∈M(a) be such that mr1 = 0 for all r ∈ Jm|n, that is, m(a)(2) = m+(a)
and m(a)(1) is trivial. Then for m ∈M(a), we have
(5.4) m(a) = m0
i1 m1
i2 · · · ir mr = m,
for some r ≥ 0, i1, . . . , ir ∈ {m, . . . , 1, 0} and m1, . . . ,mr−1 ∈M(a). Put
h(m) = r, Qm(q) =
r−1∏
k=0
Qmk,mk+1(q).
Note that m ∈ M(a) is completely determined by its second column m(2), and
under this identification the {m, . . . , 1, 0}-colored graph structure on M(a) with
respect to
i coincides with the dm|1-crystal structure on Tsp+m|1 (see Section 5.1).
This implies as in [16, Lemma 8.6] that h(m) and Qm(q) are independent of a path
(5.4) from m(a) to m. Put
va =
∑
m∈M(a)
(−1)h(m)Qm(q)ψm(2) |0〉 ⊗ ψm(1) |0〉.
Then va ∈ L + ⊗L + and va ≡ ψm+(a)|0〉 ⊗ |0〉 (mod qL + ⊗L +).
Consider the pairs (m,m′) for m,m′ ∈ M(a) with m i m′ for some i ∈ Im|n.
We see that any m ∈M(a) with ei(ψm(2) |0〉 ⊗ ψm(1) |0〉) 6= 0 belongs to one of these
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pairs. Since h(m′) = h(m) + 1 and Qm′(q) = Qm(q)Qm,m′(q), we have by (5.2)
ei
{
(−1)h(m)Qm(q)ψm(2) |0〉 ⊗ ψm(1) |0〉+ (−1)h(m
′)Qm′(q)ψm′(2) |0〉 ⊗ ψm′(1) |0〉
}
= (−1)h(m)Qm(q)
{
ei(ψm(2) |0〉 ⊗ ψm(1) |0〉)−Qm,m′(q)ei(ψm′(2) |0〉 ⊗ ψm′(1) |0〉)
}
= 0.
This implies that eiva = 0 for all i ∈ Im|n, and hence it is a Uq(dm|n)-highest weight
vector. 
Proposition 5.6. For a ≥ 0, let va be as in Lemma 5.5. Then Uq(dm|n)va is
isomorphic to Lq(dm|n,Λm|n((1a), 2)), and it has a crystal base (L (a),B(a)), where
L (a) =
∑
Ax˜i1 · · · x˜irva,
B(a) = {±x˜i1 · · · x˜irva (mod qL (a)) } \ {0},
with r ≥ 0, i1, . . . , ir ∈ Im|n, and x = e, f for each ik. The crystal B(a)/{±1} is
isomorphic to Tm|n(a).
Proof. By Lemma 5.5 and Theorem 2.1, we have
Uq(dm|n)va ∼= Lq(dm|n,Λm|n((1a), 2)).
Also, it follows from the same argument in [16, Proposition 8.7] that (L (a),B(a)) is
a crystal base of Lq(dm|n,Λm|n((1a), 2)), and B(a)/{±1} is isomorphic to Tm|n(a).

Now we are ready to state and prove our main theorem in this paper.
Theorem 5.7. For (λ, `) ∈P(d)m|n, Lq(dm|n,Λm|n(λ, `)) is an irreduble Uq(dm|n)-
module in Ointq (m|n), and it has a unique crystal base up to scalar multiplication,
whose crystal is isomorphic to Tm|n(λ, `).
Proof. Let (λ, `) ∈P(d)m|n be given with L as in (3.13). Let V(λ,`) = VL⊗· · ·⊗V0
be a Uq(glm|n)-module, where
(5.5) Vi =

Uq(glm|n)vµL−i+1 , if `− 2λ1 ≥ 0 and q+ + 1 ≤ i ≤ L,
Uq(glm|n)|0〉 ⊗ |0〉, if `− 2λ1 ≥ 0 and 1 ≤ i ≤ q+,
Uq(glm|n)|0〉, if `− 2λ1 ≥ 0 and i = 0,
Uq(glm|n)vµL−i+1 , if `− 2λ1 < 0 and q− + 1 ≤ i ≤ L,
Uq(glm|n)ψm|0〉 ⊗ ψm|0〉, if `− 2λ1 < 0 and 1 ≤ i ≤ q−,
Uq(glm|n)ψm|0〉, if `− 2λ1 < 0 and i = 0.
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Here we assume that V0 is trivial when r+ or r− is 0. Then Vi is isomorphic to
an irreducible polynomial Uq(glm|n)-module, and V(λ,`) is a completely reducible
Uq(glm|n)-module with a crystal base [1]. Also, by [16, Theorem 5.6] and Proposition
5.6, we may assume that the crystal lattice of V(λ,`) is contained in a tensor product
of L (a)’s and L +’s, say L .
The rest of the proof is the same as in [16, Theorem 8.8], which we refer the
reader to for more details. First, from the decomposition of V(λ,`) (cf.[12]), we can
find a unique Uq(glm|n)-highest weight vector v(λ,`) in V(λ,`) (up to scalar multipli-
cation) such that Uq(glm|n)v(λ,`) is isomorphic to the irreducible Uq(glm|n)-module
with highest weight Λm|n(λ, `) and v(λ,`) 6≡ 0 (mod qL ). Since emVi = 0 for all
i by construction, v(λ,`) is a Uq(dm|n)-highest weight vector and Uq(dm|n)v(λ,`) ∼=
Lq(dm|n,Λm|n(λ, `)) with v(λ,`) ≡ ±H\(λ,`) (mod qL ) (see (5.1)). Next if we put
L (λ, `) =
∑
Ax˜i1 · · · x˜irv(λ,`) ⊂ L ,
B(λ, `) = {±x˜i1 · · · x˜irv(λ,`) (mod qL (λ, `)) } \ {0},
where r ≥ 0, i1, . . . , ir ∈ Im|n, and x = e, f for each ik, then it follows from Lemma
5.2, Proposition 5.6, and Theorems 4.6 and 5.4 that (L (λ, `),B(λ, `)) is a crystal
base of Lq(dm|n,Λm|n(λ, `)), and the map
(5.6) Ψ(λ,`) : (B(λ, `)/{±1}) ∪ {0} −→ Tm|n(λ, `) ∪ {0},
given by x˜i1 · · · x˜irv(λ,`) 7−→ x˜i1 · · · x˜irH\(λ,`) for r ≥ 0, i1, . . . , ir ∈ Im|n and x = e, f
is a weight preserving bijection which commutes with e˜i and f˜i for i ∈ Im|n. Finally,
the uniqueness of a crystal base of Lq(dm|n,Λm|n(λ, `)) follows from Theorem 5.4(2)
and [1, Lemma 2.7(iii) and (iv)]. 
Corollary 5.8. Each Uq(dm|n)-module in Ointq (m|n) has a crystal base.
Corollary 5.9. Each highest weight Uq(dm|n)-module in Ointq (m|n) is a direct sum-
mand of V ⊗Mq for some M ≥ 1.
6. Proof of Theorem 4.3
Let (λ, `) ∈ P(d)m+n be given. Since MJm+n×1 = Tspm+n, we may understand
MJm+n×` as a glm+n-crystal, where m ∈ MJm+n×` is identified with m(1) ⊗ · · · ⊗
m(`) ∈ (Tspm+n)⊗`. It is known that MJm+n×` is a (glm+n, gl`)-bicrystal and the map
(3.3) is an isomorphism of bicrystals. Note that e˜i, f˜i on Tm+n(λ, `) coincide with
those on MJm+n×` for i ∈ Im+n \ {m} since Tm+n(λ, `) ⊂ (Tspm+n)⊗`.
Lemma 6.1. Tm+n(λ, `)∪{0} is invariant under e˜i and f˜i for i ∈ Im+n \ {m}, and
hence Tm+n(λ, `) is a glm+n-crystal.
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Proof. Let T ∈ Tm+n(λ, `) be given and let m ∈ MJm+n×` be the corresponding
matrix. If x˜im 6= 0 for some i ∈ Im+n \ {m} and x = e or f, then we have Q(m) =
Q( x˜im ) since (3.3) is an isomorphism of bicrystals, and hence x˜iT ∈ Tm+n(λ, `) by
(3.16). 
It remains to show that Tm+n(λ, `) ∪ {0} is invariant under e˜m, f˜m. For this, we
will show that x˜i(T2, T1) (x = e, f) is also admissible, whenever it is not 0, for any
admissible pair (T2, T1). We will prove the case when x = e since the proof for x = f
is similar.
First, we need the following two lemmas, which can be checked in a straightforward
manner using Algorithms 1 and 2 in Section 3.1.
Lemma 6.2. Let T ∈ Tm+n(a) be given such that T ′ := e˜mT = (e˜mT R)⊗ T L 6= 0.
Suppose that rT = rT ′. Then
(1) LT ′ = LT ,
(2) RT has a domino m
m− 1 , and
RT ′ is obtained from RT by removing it,
(3) T
′L∗ = T L
∗
, when rT = 1,
(4) T R
∗
has a domino m
m− 1 , and T
′R∗ is obtained from T R
∗
by removing it, when
rT = 1.
Suppose that rT 6= rT ′. Then
(5) (rT , rT ′) = (1, 0) with ht(T
L)− a = ht(T R)− 2,
(6) T L and LT have exactly one of m and m− 1,
(7) LT ′ is obtained from LT by removing its top entry,
(8) RT has a domino m
m− 1 , and
RT ′ is obtained from RT by removing m or m− 1,
which is different from the top entry of T L,
(9) T L
∗
has a domino m
m− 1 , and T
′L = T L is obtained from T L
∗
by removing m
or m− 1, which is different from the top entry of T L,
(10) T R
∗
has exactly one of m and m− 1 as its entries, and T ′R is obtained from
T R
∗
by removing it.

Lemma 6.3. Let T ∈ Tm+n(a) be given such that T ′ := e˜mT = T R ⊗ (e˜mT L) 6= 0.
Suppose that rT = rT ′. Then
(1) LT has a domino m
m− 1 , and
LT ′ is obtained from LT by removing it,
(2) RT ′ = RT ,
(3) T L
∗
has a domino m
m− 1 , and T
′L∗ is obtained from T L
∗
by removing it, when
rT = 1,
(4) T
′R∗ = T R
∗
, when rT = 1.
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Suppose that rT 6= rT ′. Then
(5) (rT , rT ′) = (0, 1) with ht(T
L)− a = ht(T R),
(6) T R and LT have exactly one of m or m− 1,
(7) LT ′ is obtained from LT by removing its top entry,
(8) RT has a domino m
m− 1 , and
RT ′ is obtained from RT by removing either m
or m− 1, which is different from the top entry of T R,
(9) T
′L∗ is obtained from T
′L by adding the top entry of T R,
(10) T
′R∗ is obtained from T R by removing its top entry.

Let T2 ∈ Tm+n(a2) and T1 ∈ Tm+n(a1) be given with a2 ≥ a1 and T2 ≺ T1.
Suppose that e˜m(T2, T1) 6= 0. For convenience, we put
a = a2 − a1,
(T ′2, T
′
1) = e˜m(T2, T1),
ri = rTi , r
′
i = rT ′i ,
2xi = ht(T
L
i )− ai, 2yi = ht(T Ri ),
2x′i = ht(T
′L
i )− ai, 2y′i = ht(T
′R
i ),
for i = 1, 2. Note that the condition (i) in Definition 3.4(1) is equivalent to 2y2 ≤
2x1 + 2r1r2.
Lemma 6.4. Suppose that (T ′2, T ′1) = (e˜mT2, T1) with e˜mT2 = (e˜mT R2 ) ⊗ T L2 . Then
T ′2 ≺ T ′1.
Proof. We have either r2 = r
′
2 or (r2, r
′
2) = (1, 0) by Lemma 6.2(5), and T1 = T
′
1.
(1) It is clear that 2y′2 = 2y2 − 2 ≤ 2x1 = 2x′1 since x′i = xi (i = 1, 2), y′1 = y1,
andy′2 = y2 − 1.
(2) If r1 = 1 and (r2, r
′
2) = (1, 1), then by Lemma 6.2(4), we have T
′R∗
2 (i) =
T R
∗
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2 − 1. If r1 = 1 and (r2, r′2) = (1, 0), then
by Lemma 6.2(10), we have T
′R
2 (i) = T
R∗
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2. If
r1 = 0, then it is clear that T
′R
2 (i) = T
R
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2.
(3) Suppose that r2 = r
′
2. If r1 = 1 and (r2, r
′
2) = (1, 1), then by Lemma 6.2
(2) we have RT ′2(a + i) = RT2(a + i) ≤ T L
∗
1 (i) = T
′L∗
1 (i) for 1 ≤ i ≤ 2y′2 + a1 − 1.
Otherwise, we also have by Lemma 6.2(2) RT ′2(a+ i) = RT2(a+ i) ≤ T L1 (i) = T
′L
1 (i)
for 1 ≤ i ≤ 2y′2 + a1 − r′2.
Suppose that (r2, r
′
2) = (1, 0). If r1 = 0, then by Lemma 6.2(8) we have
RT ′2(a +
i) ≤ RT2(a + i) ≤ T L1 (i) = T
′L
1 (i) for 1 ≤ i ≤ 2y′2 + a1. So we assume that r1 = 1.
Let ui = T
R
2 (i) for 1 ≤ i ≤ 2y2, and let u′i = RT2(i) for 1 ≤ i ≤ 2y2 + a2 − 1 =: N .
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Note that
(6.1) u′r ≤ ur−a2+1
for a2 ≤ r ≤ N − 2 by definition of RT2, where u′N−1 = m− 1 and u′N = m by
Lemma 6.2(8).
Let vi = T
L
1 (i) for 1 ≤ i ≤ 2x1 + a1 and v∗i = T L
∗
1 (i) for 1 ≤ i ≤ 2x1 + a1 + 1.
Then there exists p such that
· v∗i = vi for 1 ≤ i ≤ p,
· v∗p+1 = w for some entry w in T R1 ,
· v∗i = vi−1 for p+ 2 ≤ i ≤ 2x1 + a1 + 1,
where p + 1 ≥ a1 since σ(T L1 , T R1 ) = (a1 − 1, 2y1 − 2x1 − 1). Let v′i = LT1(i) for
1 ≤ i ≤ 2x1 + 1. Then we have
· v′1 = vi1 , . . . , v′p−a1+1 = vip−a1+1 for some 1 ≤ i1, . . . , ip−a1+1 ≤ p,
· v′p−a1+k = vp+k−1 for k ≥ 2.
Since T2 ≺ T1, we have by Definition 3.4(1)(ii)
(6.2) ur−a1+1 ≤ v′r−a1+1 = vr
for p + 1 ≤ r ≤ 2y2 + a1 − 3, and T R∗2 (2y2 − 1) ≤ v2y2+a1−2, where T R
∗
2 (2y2 − 1) =
T L2 (2x2). Combining (6.1) and (6.2), we get
(6.3) u′r ≤ vr−a
for p + a + 1 ≤ r ≤ N − 2. Since RT ′2(i) = RT2(i) for 1 ≤ i ≤ N by Lemma 6.2(8),
we have by (6.3)
(6.4) RT ′2(i+ a) = u
′
i+a ≤ vi = T L1 (i)
for p + 1 ≤ i ≤ N − a − 2 = 2y′2 + a1 − 1. Note that T L
∗
1 (i) = T
L
1 (i) for 1 ≤ i ≤ p
and hence
(6.5) RT ′2(i+ a) =
RT2(i+ a) ≤ T L1 (i)
for 1 ≤ i ≤ p. Also, we have RT ′2(N − 1) = T L1 (2x1) = T R
∗
2 (2y2 − 1) ≤ v2y2+a1−2 =
T L1 (2y2 + a1 − 2) = T L1 (N − a − 1). Hence by (6.4) and (6.5) we conclude that
RT ′2(i+ a) ≤ T
′L
1 (i) = T
L
1 (i) for 1 ≤ i ≤ 2y′2 + a1.
Therefore, we have T ′2 = (emT2) ≺ T1 = T ′1 by (1), (2) and (3). 
Lemma 6.5. Suppose that (T ′2, T ′1) = (e˜mT2, T1) with e˜mT2 = T R2 ⊗ (e˜mT L2 ). Then
T ′2 ≺ T ′1.
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Proof. We have either r2 = r
′
2 or (r2, r
′
2) = (0, 1) by Lemma 6.3(5), and T1 = T
′
1.
(1) It is clear that 2y′2 ≤ 2x′1 + 2r′1r′2 since y′i = yi (i = 1, 2), x′1 = x1, x′2 = x2− 1,
and r′1 = r1.
(2) If r1 = 1 and (r2, r
′
2) = (1, 1), then T
′
2
R∗ = T R
∗
2 by Lemma 6.3(4) and hence
T
′R∗
2 (i) = T
R∗
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2−1. If r1 = 1 and (r2, r′2) = (0, 1),
then by Lemma 6.3(10), T
′R∗
2 (i) = T
R
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2 − 1. If
r1 = 0, then it is clear that T
′
2
R(i) = T R2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2.
(3) Suppose that r2 = r
′
2. Then we have
RT2 =
RT ′2 by Lemma 6.3(2) and hence
RT ′2(a + i) = RT2(a + i) ≤ T L1 (i) = T
′L
1 (i) or
RT ′2(a + i) ≤ T L
∗
1 (i) = T
′L∗
1 (i) for
1 ≤ i ≤ 2y′2 + a1 − r′2.
Suppose that (r2, r
′
2) = (0, 1). By Lemma 6.3(8), we have
RT ′2(a+i) ≤ RT2(a+i) ≤
T L1 (i) = T
′L
1 (i) or
RT ′2(a+ i) ≤ T L1 (i) ≤ T
′L∗
1 (i) for 1 ≤ i ≤ 2y′2 + a1.
Therefore, we have T ′2 = (e˜mT2) ≺ T1 = T ′1 by (1), (2) and (3). 
Lemma 6.6. Suppose that (T ′2, T ′1) = (T2, e˜mT1) with e˜mT1 = (e˜mT R1 ) ⊗ T L1 . Then
T ′2 ≺ T ′1.
Proof. We have either r1 = r
′
1 or (r1, r
′
1) = (1, 0) by Lemma 6.2(5), and T2 = T
′
2.
(1) Note that x′i = xi (i = 1, 2), y
′
1 = y1 − 1, y′2 = y2, and r′2 = r2. If r1 = r′1,
then it is clear that 2y′2 ≤ 2x′1 + 2r′1r′2.
Suppose that (r1, r
′
1) = (1, 0). If y2 ≤ x1, then we have 2y′2 ≤ 2x′1 = 2x′1 + 2r′1r′2.
Now, we claim that we have a contradiction when y2 > x1 (or y2 = x1 + 1), that is,
2y2 = 2x2 + 2r1r2 with r1 = r2 = 1. Since (r1, r
′
1) = (1, 0), we have y1 = x1 + 1.
By Lemma 6.2(6) and Definition 3.4(1)(ii), the top entry of T R
∗
2 is no greater than
m− 1. On the other hand, by Lemma 6.2(9) and Definition 3.4(1)(iii), RT2 has a
domino m
m− 1 , which also implies that the top entry of T
R
2 is m. If x2 + 1 < y2, then
T R2 has a domino
m
m− 1 , and e˜m(T2, T1) = (e˜mT2, T1), which is a contradiction. Next,
assume that x2 + 1 = y2. Put y = 2y2. Consider T
R∗
2 (y − 1), the top entry of T R
∗
2 .
If T R
∗
2 (y − 1) = T R2 (y) = m, then T L2 (y − 2) = T R2 (y) = m. But this implies that the
first two top entries of T R2 are equal to those of
RT2, which are m and m− 1. So
we have a contradiction e˜m(T2, T1) = (e˜mT2, T1). If T
R∗
2 (y − 1) = T R2 (y − 1), then
T R2 (y) = m and T
R
2 (y − 1) = m− 1 since T R
∗
2 (y − 1) ≤ m− 1, which also yields a
contradiction e˜m(T2, T1) = (e˜mT2, T1). This proves our claim.
(2) Suppose that r1 = r
′
1. Then by Lemma 6.2(1) we have
LT1 =
LT ′1 and hence
T
′R
2 (i) = T
R
2 (i) ≤ LT1(i) = LT ′1(i) or T
′R∗
2 (i) = T
R∗
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤
2y′2 − r′2.
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Suppose that (r1, r
′
1) = (1, 0), where we have y2 ≤ x1 by (1). If r2 = 0, then by
Lemma 6.2(7) we have T
′R
2 (i) = T
R
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2. So we
assume that r2 = 1.
Let ui = T
R
2 (i) for 1 ≤ i ≤ 2y2 and u∗i = T R
∗
2 (i) for 1 ≤ i ≤ 2y2 − 1. There exists
p ≥ 1 such that
· u∗i = ui for 1 ≤ i ≤ p,
· u∗i = ui+1 for p+ 1 ≤ i ≤ 2y2 − 1
Let u′i =
RT2(i) for 1 ≤ i ≤ 2y2 + a2 − 1. Then we have
(6.6) u′p+a2+i−1 = up+i
for 1 ≤ i ≤ 2y2 − p. Let vi = T L1 (i) for 1 ≤ i ≤ 2x1 + a1 and v∗i = T L
∗
1 (i) for
1 ≤ i ≤ 2x1 + a1 − 1. Then we see that for 1 ≤ i ≤ 2x1 + a1 − 1,
(6.7) v∗i = vi
while v∗a1+2x1 = m− 1, v∗a1+2x1+1 = m, and va1+2x1 is either m or m− 1 by Lemma
6.2(9). Since T2 ≺ T1, we have by Definition 3.4(1)(iii) u′a+i ≤ v∗i for 1 ≤ i ≤
2y2 + a1 − 1. Since y2 ≤ x1, we have by (6.7)
(6.8) u′a+i ≤ vi
for 1 ≤ i ≤ 2y2 + a1 − 1. On the other hand, let v′i = LT1(i) for 1 ≤ i ≤ 2x1 + 1.
Since r1 = 1, we have va1+i−1 ≤ v′i for 1 ≤ i ≤ 2x1 − 1.
Now consider T
′R
2 = T
R
2 and
LT ′1. By Lemma 6.2(7) we have LT1(i) = LT ′1(i) for
1 ≤ i ≤ 2x1. Since u∗i = ui for 1 ≤ i ≤ p, we have
(6.9) T
′R
2 (i) ≤ LT ′1(i)
for 1 ≤ i ≤ p. By (6.6) and (6.8), we have
(6.10) T
′R
2 (p+ i) = up+i ≤ va1+p+i−1 ≤ v′p+i = LT ′1(p+ i)
for 1 ≤ i ≤ 2y2−p, which implies that T ′R2 (i) ≤ LT ′1(i) for p+1 ≤ i ≤ 2y2. Therefore,
T
′R
2 (i) ≤ LT ′1(i) for 1 ≤ i ≤ 2y2 by (6.9) and (6.10).
(3) If (r1, r
′
1) = (1, 1) and r2 = 1, then by Lemma 6.2(3) we have T
L∗
1 = T
′L∗
1 and
hence RT ′2(a + i) ≤ T L
∗
1 (i) = T
′L∗
1 (i) for 1 ≤ i ≤ 2y′2 + a1 − 1. If (r1, r′1) = (1, 0)
and r2 = 1, then by Lemma 6.2(9) we have
RT ′2(a + i) ≤ T L
∗
1 (i) = T
′
1
L(i) for
1 ≤ i ≤ 2y′2 + a1 − 1. If r2 = 0, then it is clear that RT ′2(a+ i) ≤ T L1 (i) = T ′1L(i) for
1 ≤ i ≤ 2y′2 + a1.
Therefore, we have T ′2 = T2 ≺ (e˜mT1) = T ′1 by (1), (2) and (3). 
Lemma 6.7. Suppose that (T ′2, T ′1) = (T2, e˜mT1) with e˜mT1 = T R1 ⊗ (e˜mT L1 ). Then
T ′2 ≺ T ′1.
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Proof. We have either r1 = r
′
1 or (r1, r
′
1) = (0, 1) by Lemma 6.3(5), and T2 = T
′
2.
(1) Note that y′i = yi (i = 1, 2), x
′
1 = x1 − 1, x′2 = x2, and r′2 = r2. If y2 ≤
x1 − 1 = x′1, then we have 2y′2 ≤ 2x′1 + 2r′1r′2. So we assume that y2 ≥ x1, that is,
y2 = x1 or y2 = x1 + 1.
(i) Suppose that y2 = x1. If r1 = r
′
1 = 0, then by Lemma 6.3(1) and Definition
3.4(1)(ii), T R2 has a domino
m
m− 1 , which implies that e˜m(T2, T1) = (e˜mT2, T1), a
contradiction. So we have (r1, r
′
1) = (0, 1) or (1, 1).
Now, suppose that r2 = 0. If x2 < y2, then the first two top entries of T
R
2
and RT2 are the same, and they are m and m− 1 by Definition 3.4(1)(iii). But
this implies that e˜m(T2, T1) = (e˜mT2, T1), which is a contradiction. So we have
x2 = y2. Now consider the first two top entries of T
L
2 and T
R
2 . Put x = 2x2,
and w1 = T
L
2 (x), w2 = T
L
2 (x − 1), w3 = T R2 (x), w4 = T R2 (x − 1). First, we have
RT2(x) = m,
RT2(x − 1) = m− 1 by Definition 3.4(1)(iii), which implies that w1 =
m. Second, we have w3 ≤ m− 1 since w3 ≤ LT1(x) ≤ m− 1 when r1 = 0, and
w3 ≤ LT1(x − 1) = m− 1 when r1 = 1. This implies that w2 = m− 1, and
hence e˜m(T2, T1) = (e˜mT2, T1), which is also a contradiction. So we should have
r2 = r
′
2 = 1. Hence, it follows that 2y
′
2 = 2y2 = 2x1 = 2(x1 − 1) + 2 = 2x′1 + 2r′1r′2.
(ii) Suppose that y2 = x1 + 1 with r1 = r2 = 1. Since r1 = r
′
1 = 1,
LT1 has a
domino m
m− 1 by Lemma 6.3(1). But then T
R∗
2 and hence T
R
2 has a domino
m
m− 1 ,
which gives a contradiction e˜m(T2, T1) = (e˜mT2, T1).
Therefore, it follows from (i) and (ii) that 2y′2 ≤ 2x′1 + 2r′1r′2, when y2 ≥ x1.
(2) Suppose that r1 = r
′
1. Note that y2 ≤ x1 by (1) (ii). If y2 < x1, then
by Lemma 6.3(1), we have T
′R
2 (i) = T
R
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2 or
T
′R∗
2 (i) = T
R∗
2 (i) ≤ LT1(i) = LT ′1(i) for 1 ≤ i ≤ 2y′2 − 1. If y2 = x1, then r1 = r2 = 1
by (1) (i), and we also have T
′R∗
2 (i) = T
R∗
2 (i) ≤ LT ′1(i) = LT1(i) for 1 ≤ i ≤ 2y′2 − 1
by Lemma 6.3(1).
Suppose that (r1, r
′
1) = (0, 1). Then by Lemma 6.3(7), we have T
′R
2 (i) = T
R
2 (i) ≤
LT1(i) =
LT ′1(i) for 1 ≤ i ≤ 2y′2 when r2 = 0, and T
′R∗
2 (i) ≤ T R2 (i) ≤ LT1(i) = LT ′1(i)
for 1 ≤ i ≤ 2y′2 − 1 when r2 = 1.
(3) Suppose that r1 = r
′
1. If (r1, r
′
1) = (1, 1) and r2 = 1, then we have by Lemma
6.3(3) RT ′2(a+ i) = RT2(a+ i) ≤ T
′L∗
1 (i) = T
L∗
1 (i) for 1 ≤ i ≤ 2y′2 + a1− 1. Otherwise
it is clear that RT ′2(a+ i) = RT2(a+ i) ≤ T
′L
1 (i) = T
L
1 (i) for 1 ≤ i ≤ 2y′2 + a1 − r′2.
Suppose that (r1, r
′
1) = (0, 1). If r2 = 0, then it is clear that
RT ′2(a + i) =
RT2(a + i) ≤ T ′L1 (i) = T L1 (i) for 1 ≤ i ≤ 2y′2 + a1. If r2 = 1 with y2 < x1,
then we have by Lemma 6.3(9) RT ′2(a + i) = RT2(a + i) ≤ T
′L∗
1 (i) = T
L
1 (i) for
1 ≤ i ≤ 2y′2 + a1 − 1. Suppose that r2 = 1 and y2 = x1. Put x = 2x1. Since
T R2 (x) ≤ LT1(x) and LT1(x) = T R1 (x), we have T R2 (x) ≤ T R1 (x). Using this fact and
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Lemma 6.3(9), we can check that RT2(a+x− 1) = T R2 (x) ≤ T R1 (x) = T
′L∗
1 (x− 1) and
hence RT2(a+ i) ≤ T ′L∗1 (i) for 1 ≤ i ≤ 2y′2 + a1 − 1.
Therefore, we have T ′2 = T2 ≺ (e˜mT1) = T ′1 by (1), (2) and (3). 
Lemma 6.8. Suppose that T2 ∈ Tm+n(a2) and T1 ∈ Tspm+n with a2 ≥ a1 := rT1 and
T2 ≺ T1. If e˜m(T2, T1) = (T ′2, T ′1) 6= 0, then T ′2 ≺ T ′1.
Proof. Put T 1 = (T1, H(1N )) for a sufficiently large even integer N . Then T 1 ∈
Tm+n(a1), where
· rT 1 = rT1 ,
· T L1 = T1, LT 1 = T1,
· T L∗1 is obtained by adding the largest entry of H(1N ) at the bottom of T1
when rT 1 = 1.
It is not difficult to see that T2 ≺ T1 if and only if T2 ≺ T 1. Now applying Lemmas
6.4, 6.5, and 6.7 to the pair (T2, T 1), we conclude that T
′
2 ≺ T ′1. 
For the admissible pairs (T2, T1) in Definition 3.4(2) and (3), we can check without
difficulty that if e˜i(T2, T1) = (T
′
2, T
′
1) 6= 0 for some i ∈ Im+n, then T ′2 ≺ T ′1.
Hence by Lemmas 6.1–6.8, we conclude that Tm+n(λ, `) ∪ {0} is invariant under
x˜i for x = e, f and i ∈ Im+n, which proves Theorem 4.3 (1).
Lemma 6.9. Tm+n(λ, `) is a connected dm+n-crystal with highest weight Λm+n(λ, `).
Proof. Let H(λ,`) = (TL, . . . , T0) ∈ Tm+n(λ, `) be such that
· Tk is empty for 0 ≤ k ≤ q+ when `− 2λ1 ≥ 0,
· T0 = m and Tk = m m for 1 ≤ k ≤ q− when `− 2λ1 ≤ 0,
· Tq±+k = H(1ak ) ∈ Tm+n(ak) for 1 ≤ k ≤M±, where ak is as in (3.15).
We claim that any T ∈ Tm+n(λ, `) is connected to H(λ,`) under e˜i for i ∈ Im+n,
where wt(H(λ,`)) = Λm+n(λ, `). We use induction on |T| =
∑L
k=0 |Tk|. Note that
|H(λ,`)| =
∑
i≥1 λi < |T| for all T ∈ Tm+n(λ, `) \ {H(λ,`)}.
Suppose that T is given. We may assume that e˜iT = 0 for i ∈ Im+n \ {m} since
|˜eiT| = |T| whenever e˜iT 6= 0 for i ∈ Im+n \ {m}. So, it is enough to show that
T = H(λ,`) or e˜mT 6= 0, which implies |˜emT| < |T|.
Step 1. Suppose that `−2λ1 ≥ 0. By Definition 3.4(1), (Tq+ , . . . , T0) ∈ SSTJm+n(α),
where α = ((q+ + r+)
k)/ν for some k ∈ 2Z≥0 and ν ∈ P such that each column
of ν is also of even length. Since e˜iT = 0 for i ∈ Im+n \ {m}, (Tq+ , . . . , T0) is a
glm+n-highest weight element, and hence each of T0, T
L
i , and T
R
i (1 ≤ i ≤ q+) is a
glm+n-highest weight element H(1d) for some d ∈ 2Z≥0. If Ti is not empty for some
0 ≤ i ≤ q+, then e˜m(Tq+ , . . . , T0) 6= 0, and hence e˜mT 6= 0 by tensor product rule.
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Suppose that ` − 2λ1 ≤ 0. By Definition 3.4(2), (Tq− , . . . , T0) ∈ SSTJm+n(β),
where β = ((q−+ r−)k)/ν for some k ∈ 1 + 2Z≥0 and ν ∈P such that each column
of ν is of even length. As in (1), each of T0, T
L
i , and T
R
i (1 ≤ i ≤ q−) is H(1d) for
some d ∈ 1 + 2Z≥0. If (Tq− , . . . , T0) has a column of height greater than 1, then
we have e˜m(Tq− , . . . , T0) 6= 0 and hence e˜mT 6= 0. Otherwise Ti = m or m m for
0 ≤ i ≤ q−.
By Step 1, we may assume from now on that Ti is empty for 0 ≤ i ≤ q+ when
`− 2λ1 ≥ 0, and T0 = m and Ti = m m for 1 ≤ i ≤ q− when `− 2λ1 ≤ 0.
Step 2. Consider Tq±+1. Suppose that ` − 2λ1 ≥ 0. Then T Rq++1 is empty by
Definition 3.4(1) since Tq+ ∈ Tsp+m+n is empty. Also, we have T Lq++1 = H(1a1 ) since
(Tq++1, . . . , T0) is a glm+n-highest weight element with Ti empty for 0 ≤ i ≤ q+.
Hence, Tq±+1 is a dm+n-highest weight element.
Suppose that ` − 2λ1 < 0. Then ht(T Rq−+1) ≤ 2 by Definition 3.4(1)(i). Suppose
that ht(T Rq−+1) = 2 (with rTq−+1 = 1), and let x = T
R
q−+1(2) and y = T
R
q−+1(1).
By Definition 3.4(1)(ii), we have x = m. If y > m− 1, then e˜i(Tq−+1, . . . , T0) 6= 0
for some i ∈ Im+n \ {m}, which is a contradiction. So we have y = m− 1. Then
e˜mTq− 6= 0 and hence e˜mT 6= 0 since Ti = m or m m for 0 ≤ i ≤ q−. If T Rq−+1 is
empty, then by similar arguments as in (2), we have T Lq−+1 = H(1a1 ).
Step 3. By Step 2 we may assume that Tq±+1 is a dm+n-highest weight ele-
ment. Suppose that there exists k ≥ 1 such that Tq±+i is a dm+n-highest weight
element for 1 ≤ i ≤ k. Consider Tq±+k+1. By Definition 3.4(1)(i), we have
T Rq±+k+1 is empty. By Definition 3.4(1)(iii), the first ak entries of T
L
q±+k+1 from
the top are m, . . . ,m− ak + 1. Since T is a glm+n-highest weight element, we have
T Lq±+k+1 = H(1
ak+1 ), and hence Tq±+k+1 is a dm+n-highest weight element. Applying
this argument inductively, we conclude that T = H(λ,`). 
This proves Theorem 4.3(2), and completes the proof of the theorem.
References
[1] G. Benkart, S.-J. Kang, M. Kashiwara, Crystal bases for the quantum superalgebra
Uq(gl(m,n)), J. Amer. Math. Soc. 13 (2000), 295-331.
[2] A. Berele, A. Regev, Hook Young diagrams with applications to combinatorics and to the
representations of Lie superalgebras, Adv. Math. 64 (1987), 118-175.
[3] S.-J. Cheng, J.-H. Kwon, Howe duality and Kostant homology formula for infinite- dimensional
Lie superalgebras, Int. Math. Res. Not. 2008, Art. ID rnn 085, 52 pp.
[4] S.-J. Cheng, J.-H. Kwon, W. Wang, Kostant homology formulas for oscillator modules of Lie
superalgebras, Adv. Math. 224 (2010) 1548–1588.
[5] S.-J. Cheng, J.-H. Kwon, W. Wang, Irreducible characters of Kac-Moody Lie superalgebras,
Proc. Lond. Math. Soc. (3) 110 (2015) 108–132.
37
[6] S.-J. Cheng, N. Lam, W. Wang, Super duality and irreducible characters of ortho-symplectic
Lie superalgebras, Invent. Math. 183 (2011), 189–224.
[7] S.-J. Cheng, W. Wang, Dualities and Representations of Lie Superalgebras, Graduate Studies
in Mathematics 144, Amer. Math. Soc., 2012.
[8] T. Hayashi, q-analogues of Clifford and Weyl algebras- spinor and oscillator representations
of quantum enveloping algebras, Comm. Math. Phys. 127 (1990), 129–144.
[9] J. Hong, S.-J. Kang, Introduction to Quantum Groups and Crystal Bases, Graduate Studies
in Mathematics 42, Amer. Math. Soc., 2002.
[10] W. Fulton, Young tableaux, with Application to Representation theory and Geometry, Cam-
bridge Univ. Press, 1997.
[11] V. G. Kac, Lie superalgebras, Adv. Math. 26 (1977), 8–96.
[12] S.-J. Kang, J.-H. Kwon, Tensor product of crystal bases for Uq(gl(m,n))-modules, Comm.
Math. Phys. 224 (2001), 705-732.
[13] M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math.
J. 63 (1991), 465-516.
[14] M. Kashiwara, T. Nakashima, Crystal graphs for representations of the q-analogue of classical
Lie algebras, J. Algebra 165 (1994), 295–345.
[15] J.-H. Kwon, Crystal graphs for Lie superalgebras and Cauchy decomposition, J. Algebraic
Combin. 25 (2007) 57–100.
[16] J.-H. Kwon, Super duality and crystal bases for quantum ortho-symplectic superalgebras, to
appear in Int. Math. Res. Not., doi:10.1093/imrn/rnv076.
[17] H. Yamane, Quantized enveloping algebras associated to simple Lie superalgebras and uni-
versal R-matrices, Publ. RIMS, Kyoto Univ. 30 (1994), 15–84.
Department of Mathematics, Sungkyunkwan University, Suwon, Republic of Korea
E-mail address: jaehoonkw@skku.edu
