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Abstract
Tempered operator stable laws are operator stable laws without normal component,
for which we modify their Le´vy measure to reduce the expected number of large
jumps. We will introduce a characterisation of the obtained Le´vy measure. Tem-
pered operator stable distributions may have all moments finite. We prove short
and long time behavior of the tempered operator stable Le´vy process: In a short
time frame it is close to an operator stable process while in a long time frame it
approximates a Brownian motion.
Then we construct a random walk, which converges in distribution to a random vec-
tor with a tempered operator stable distribution under a triangular array scheme.
We show that the random walk process converges to the Le´vy process generated
by the tempered operator stable distribution in the sense of finite-dimensional dis-
tributions.
We find probabilistic representations of tempered operator stable Le´vy process.
Such representation can be used for simulation.

Zusammenfassung
Tempered operator stabile Verteilungen sind operator stabile Verteilungen ohne
Gaußanteil, deren Le´vy-Maß so modifiziert wird, dass die Wahrscheinlichkeit der
hohen Spru¨nge kleiner wird. Tempered stabile Verteilungen besitzen Momente be-
liebiger Ordnung. Auf kurze Zeit betrachtet, verha¨lt sich ein tempered operator
stabiler Le´vy-Prozess wie ein operator stabiler Prozess, wa¨hrend er auf lange Zeit
hin eine Brownsche Bewegung approximiert.
Außerdem konstruieren wir eine Irrfahrt, die in Verteilung gegen einen Zufalls-
vektor mit tempered operator stabiler Verteilung konvergiert. Dabei wurde der
Konvergenzsatz fu¨r Dreieckssysteme angewendet. Wir zeigen, dass die endlichdi-
mensionalen Verteilungen der zeitstetigen Irrfahrt gegen die von einem tempered
operator stabilen Le´vy-Prozess konvergieren.
Wir leiten eine Reihendarstellung fu¨r den tempered operator stabilen Le´vy-Prozess
her. Diese Darstellung kann auch fu¨r die Simulation benutzt werden.
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A von der Null
D
(
[0,∞),Rd) Skorohod-Raum: der Raum aller ca`dla`g Funktio-
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Topologie.
Ξ Menge aller Elementarfunktionen
e1, . . . , ed Standardbasis des Rd
E(X) Erwartungswert von X
E|V mit E ∈ L(Rd) Einschra¨nkung des linearen Operators E auf der
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F+ positiver Anteil der Funktion F
f−1, f ∈ GL(Rd) Inverse des linearen Operators f
f∗, f ∈ L(Rd) Transponierte des linearen Operators f
f (n)(x), n ∈ N0 n-te Ableitung der Funktion f nach x
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IX
X INHALTSVERZEICHNIS
Fn ↑ F Fn ≤ Fn+1 und Fn → F
Γ Rd\{0}
Γ(x) Gammafunktion
GDOA(ν) verallgemeinerter Anziehungsbereich der operator
stabilen Verteilung ν
GL(Rd) Menge der invertierbaren linearen Operatoren auf
Rd
I Identita¨tsoperator
i imagina¨re Einheit
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|f(u)|σ(du) <∞
lim inf, lim sup Limes inferior, Limes superior
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max, sup Maximumsfunktion, Supremum
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N, N0 N = {1, 2, . . .}, N0 = {0, 1, 2, . . .}
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{Sn(bntc) : t ≥ 0} fdd⇒ X Konvergenz der endlichdimensionalen Verteilungen
von {Sn(bntc) : t ≥ 0} gegen die von X
τ(x) Radius von x ∈ Rd
(τ(x), l(x)) fu¨r x ∈ Rd verallgemeinerte Polarkoordinaten bzgl. eines li-
nearen Operators E, d. h. x = τ(x)El(x)
Tν Bildmaß
TOSE tempered operator stabile Verteilung mit Exponent
E (ρ = 1)
TOSρE ρ−tempered operator stabile Verteilung mit Expo-
nent E
Ub(r, x) Abgeschnittenes Moment
INHALTSVERZEICHNIS XI
V0(r, x) Tailfunktion
V1 ⊕ V2 direkte Summe von V1 und V2
Va(r, x) Tail-Moment
x ↓ 0 x konvergiert von oben gegen 0
X ∼ µ X besitzt die Verteilung µ
X
d
= Y X und Y sind identisch verteilt
X = {X(t) : t ≥ 0} Le´vy-Prozess
Xh = {Xh(t) : t ≥ 0} Le´vy-Prozess mit Xh(t) = X(ht) fu¨r alle t ≥ 0
Xh ⇒ X in D
(
[0,∞),Rd) Konvergenz in Verteilung der Prozesse in dem
Skorohod-Raum
Xn ⇒ X Konvergenz in Verteilung
Ende eines Beweises

Abku¨rzungsverzeichnis
bzw. beziehungsweise
bzgl. bezu¨glich
ca`dla`g rechtsseitig stetig mit linksseitigen Limiten
d. h. das heißt
engl. in englisch
franz. in franzo¨sisch
o. B. d. A. ohne Beschra¨nkung der Allgemeinheit
XIII

Kapitel 1
Einleitung
Tempered stabile Verteilungen besitzen vielfa¨ltige Anwendungen. Als Beispie-
le nennen wir Finanzmathematik, Biostatistik, Informatik und Physik (siehe die
Literatur in [10]). Bevor wir mehr Informationen u¨ber tempered stabile Verteilun-
gen sammeln, fu¨hren wir an dieser Stelle ein Beispiel ein, wie man auf tempered
stabile Verteilung gekommen ist. Zur Veranschaulichung sei X eine positive Zu-
fallsvariable. X besitze eine α−stabile Verteilung mit Index 0 < α < 1 und Dichte
f(x), so dass
E(e−sX) =
∫ ∞
0
e−sxf(x)dx = exp(−Dsα) (1.1)
fu¨r alle s > 0 gilt, wobei D eine positive Konstante ist. Wegen (1.1) ist die Funktion
e−λxf(x) keine Dichte. Aber wir ko¨nnen durch fλ(x) = e−λxf(x)eDλ
α
eine Dichte
definieren, die sogenannte exponentiell tempered stabile Dichte. Die Laplace-
Transformierte dieser Dichte besitzt nach (1.1) die Darstellung∫ ∞
0
e−sxe−λxf(x)eDλ
α
dx = exp [−D ((λ+ s)α − λα)] .
Lemma 2.2.1 auf Seite 67 in [28] impliziert, dass (1.1) fu¨r s = λ+ ik fu¨r alle λ > 0
und k ∈ R gilt. Daraus folgt∫ ∞
0
e−ikxe−λxf(x)eDλ
α
dx = exp [−D ((λ+ ik)α − λα)] . (1.2)
Dann liefert (1.2), dass die tempered stabile Verteilung mit Dichte fλ unendlich
teilbar mit Log-charakteristischer Funktion
ψλ(−k) = −D ((λ+ ik)α − λα)
ist. Beachte, fλ ist im Fall λ = 0 die Dichte einer stabilen Verteilung. Wir zeigen
jetzt, dass sich diese unendlich teilbare Verteilung aus der A¨nderung des Le´vy-
Maßes einer stabilen Verteilung ergibt. Nach Proposition 3.10 im Buch [19] besitzt
die Zufallsvariable X mit Laplace-Transformierter (1.1) die charakteristische Funk-
tion der Form
E(eikX) = eψ(k)
1
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mit
ψ(k) =
∫ ∞
0
(eikx − 1)φ(dx)
und
φ(dx) = Cαx−α−11{x>0}dx,
wobei D = CΓ(1− α). Wir definieren das tempered Le´vy-Maß durch
φλ(dx) = e
−λxCαx−α−11{x>0}dx.
Da 0 < α < 1 ist, folgt∫ 1
0
xφλ(dx) = Cα
∫ 1
0
x−αe−λxdx ≤ Cα
∫ 1
0
x−αdx <∞.
Somit existiert nach Theorem 3.8 (a) aus dem Buch [19] eine eindeutige unendlich
teilbare Verteilung mit charakteristischer Funktion eh(k) mit
h(k) =
∫ ∞
0
(eikx − 1)φλ(dx)
=
∫ ∞
0
(e(ik−λ)x − e−λx)Cαx−α−1dx
=
∫ ∞
0
(e(ik−λ)x − 1)Cαx−α−1dx−
∫ ∞
0
(e−λx − 1)Cαx−α−1dx
= −CΓ(1− α)(λ− ik)α + CΓ(1− α)λα
= −D ((λ− ik)α − λα)
= ψλ(k).
Das zeigt, dass
”
Tempering“ einer positiven stabilen Verteilung in diesem Fall
a¨quivalent zum
”
Tempering“ ihres Le´vy-Maßes ist.
Tempered stabile Verteilungen sind stabile Verteilungen ohne Gaußanteil,
deren Le´vy-Maß so modifiziert wird, dass die Wahrscheinlichkeit der hohen Spru¨nge
kleiner wird. Der tempered stabile Fall, wo das Le´vy-Maß durch eine vollsta¨ndig
monotone Funktion modifiziert wird, wurde durch Rosin´ski betrachtet. Er hat
in seinem Artikel [22] die tempered stabilen Verteilungen durch ihre Rosin´ski-
Maße charakterisiert. Im Gegensatz zu α−stabilen Verteilungen ko¨nnen tempe-
red α−stabile Verteilungen Momente beliebiger Ordnung besitzen. Rosin´ski hat
auch gezeigt, dass sich tempered α−stabile Le´vy-Prozesse auf kurze Zeit wie ein
α−stabiler Le´vy-Prozess und auf lange Zeit wie eine Brownsche Bewegung ver-
halten. Er hat eine Reihendarstellung fu¨r die tempered α-stabilen Le´vy-Prozesse
hergeleitet. Grabchak hat im Artikel [10] eine gro¨ßere Menge von tempered stabilen
Verteilungen, die sogenannten p-tempered α−stabilen Verteilungen, betrach-
tet. Dabei kontrolliert der Parameter p die Geschwindigkeit, mit der die Masse der
Tails des Le´vy-Maßes verkleinert wird. Außerdem haben Rosin´ski und Sinclair im
Artikel [23] die Klasse der verallgemeinerten tempered stabilen Verteilun-
gen vorgestellt. Diese Klasse entha¨lt alle proper p-tempered stabilen Verteilungen.
Die verallgemeinerten tempered stabilen Le´vy-Prozesse geben das Verhalten eines
α−stabilen Le´vy-Prozesses und das Verhalten einer Brownsche Bewegung wieder.
Im Artikel [5] haben Chakrabarty und Meerschaert eine Irrfahrt konstruiert, die
3in Verteilung gegen eine proper tempered stabile Verteilung konvergiert.
Da α−stabile Verteilungen ein Spezialfall der (tE) operator stabilen Vertei-
lungen mit dem Exponent E = 1αI sind, wollen wir in dieser Arbeit die Theorie
der tempered stabilen Verteilungen fu¨r operator stabile Verteilungen verallgemei-
nern. Die operator stabilen Verteilungen sind durch eine d × d Matrix E ,
den sogenannten Exponent, und ein endliches Maß σ auf der d− 1-dimensionalen
Einheitsspha¨re, das sogenannte Spektralmaß, charakterisiert. Der Exponent E
einer (tE) operator stabilen Verteilung ist nicht eindeutig. Das Buch [18] ist eine
umfassende Referenz u¨ber operator stabile Verteilungen.
In dieser Arbeit modifizieren wir das Le´vy-Maß einer operator stabilen Vertei-
lung ohne Gaußanteil, um die sogenannten tempered operator stabilen Ver-
teilungen zu definieren. Im Abschnitt 1 von Kapitel 3 wird das Le´vy-Maß einer
ρ-tempered operator stabilen Verteilung durch das Rosin´ski-Maß charakte-
risiert. Wir zeigen, dass im Gegensatz zu operator stabilen die tempered operator
stabilen Verteilungen Momente beliebiger Ordnung besitzen ko¨nnen. Außerdem
beweisen wir, dass ein ρ-tempered operator stabiler Le´vy-Prozess unter geeigneter
Raum- und Zeitskalierung auf kurze Zeit sich wie ein operator stabiler Le´vy-Prozess
verha¨lt, wa¨hrend er auf lange Zeit hin eine Brownsche Bewegung approximiert. Im
Abschnitt 2 betrachten wir den Speziallfall ρ = 1. In dem letzten Abschnitt des
Kapitels 1 bescha¨ftigen wir uns mit den sogenannten verallgemeinerten tempe-
red operator stabilen Verteilungen. Es wird fu¨r diese Klasse nur die Aussage
u¨ber das Kurz- und Langzeitverhalten des verallgemeinerten tempered operator
stabilen Le´vy-Prozesses bewiesen, weil die Tempering-Funktion keine explizi-
te Darstellung wie bei den zwei vorher genannten Klassen besitzt. Da operator
stabile Verteilungen als Grenzverteilungen von affinen Transformation der Summe
von unabha¨ngigen und identisch verteilten Zufallsvektoren auftreten, konstruieren
wir in Kapitel 2 eine Irrfahrt, die unter geeigneter Zentrierung in Verteilung
gegen eine tempered operator stabile Verteilung konvergiert. Danach zeigen wir,
wie in Abha¨ngigkeit der Realteile der Eigenwerte des Exponenten E die Zen-
trierungskonstante ausgewa¨hlt werden kann. In dem letzten Kapitel finden wir
eine Reihendarstellung fu¨r den tempered operator stabilen Le´vy-Prozess. Diese
Darstellung zeigt, wie wir durch Abschneiden der Spru¨nge eines operator stabilen
Le´vy-Prozesses einen tempered operator stabilen Le´vy-Prozess erhalten.
Diese Arbeit orientiert sich an den Artikeln von Rosin´ski [22], Grabchak [10], Ro-
sin´ski und Sinclair [23], Chakrabarty und Meerschaert [5] und an dem Buch von
Meerschaert und Scheﬄer [18].

Kapitel 2
Grundlagen
Wir werden in diesem Kapitel die grundlegenden Sa¨tze auffu¨hren, die wir in den
Beweisen der kommenden Kapitel anwenden werden. Auf Beweise soll an dieser
Stelle verzichtet werden. Wir empfehlen dafu¨r das Buch [18].
2.1 Regula¨re Variation
Regula¨re Variation beschreibt eine asymptotische Eigenschaft von Funktionen und
Maßen. Diese Theorie hat eine wachsende Anzahl von Anwendungen in der Wahr-
scheinlichkeitstheorie. Sie vereinfacht die Aussage und den Beweis der wichtigsten
Grenzwertsa¨tze fu¨r Summen unabha¨ngiger, identisch verteilter Zufallsvektoren und
charakterisiert die Normierungsoperatoren in diesen Sa¨tzen. Regula¨re Variation ist
in dieser Arbeit auch ein sehr wichtiges Hilfsmittel, insbesondere in Kapitel 4. Fu¨r
den univariaten Fall siehe z. B. [4]. Fu¨r die multivariate regula¨re Variation siehe
Part II aus dem Buch [18].
Wir beginnen mit der Definitionen der regula¨ren Variation von positiven Funktio-
nen und linearen Operatoren.
Definition 2.1.1.
(i) Eine Borel-messbare Funktion R : R+ → R+ heißt regula¨r variierend im
Unendlichen mit Index ρ ∈ R, falls
lim
x→∞
R(λx)
R(x)
= λρ
fu¨r alle λ > 0. Eine regula¨r variierende Funktion mit Index Null nennen wir
langsam variierend.
(ii) Sei f : R+ → GL(Rd) Borel-messbar, wobei GL(Rd) die Lie Gruppe der
invertierbaren linearen Operatoren auf Rd ist. Wir sagen, dass f regula¨r
variierend im Unendlichen mit Index E ist, falls
lim
t→∞ f(λt)f(t)
−1 = λE
5
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fu¨r alle λ > 0. Dabei gilt λE = exp(E lnλ) und das Exponential eines
linearen Operators ist definiert durch
exp(E) =
∞∑
k=0
Ek
k!
mit E0 = I der Identita¨tsoperator in Rd. Falls E = 0 ist, dann ist f langsam
variierend.
Fu¨r mehr Informationen u¨ber das Exponential eines linearen Operators siehe Ab-
schnitt 2.2 aus dem Buch [18] oder Chapter 5 von [13].
Beispiel 2.1.2. Wir bezeichnen mit f∗ die Transponierte von f .
Sei f regula¨r variierend mit Index E. Dann ist (f∗)−1 = (f−1)∗ regula¨r variierend
mit Index −E∗, denn es folgt aus der Stetigkeit der Inversen und der Transponierten
(f(λt)∗)−1 f(t)∗ =
([
f(λt)f(t)−1
]∗)−1 → ([λE]∗)−1 = λ−E∗
fu¨r t→∞ fu¨r alle λ > 0.
Satz 2.1.3. Wenn f regula¨r variierend ist, ist die Konvergenz in der Definition
2.1.1 (ii) kompakt gleichma¨ßig in λ > 0.
Satz 2.1.4. Sei f regula¨r variierend mit Index E. Falls die Realteile der Eigenwerte
von E gro¨ßer als α sind, dann gilt
lim
t→∞ t
−α‖f(t)x‖ =∞
kompakt gleichma¨ßig in x ∈ Rd mit x 6= 0. Falls die Eigenwerte von E Realteile
kleiner als β besitzen, dann gilt
lim
t→∞ t
−β‖f(t)x‖ = 0
kompakt gleichma¨ßig in x ∈ Rd.
Insbesondere gilt dann fu¨r den Spezialfall f(t) = tE :
Satz 2.1.5. Sei E ∈ L(Rd). Wenn die Realteile der Eigenwerte von E gro¨ßer als
α sind, dann gilt
lim
t→∞ t
−α‖tEx‖ =∞
kompakt gleichma¨ßig in x ∈ Rd mit x 6= 0. Wenn die Eigenwerte von E Realteile
kleiner als β besitzen, dann gilt
lim
t→∞ t
−β‖tEx‖ = 0
kompakt gleichma¨ßig in x ∈ Rd.
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Korollar 2.1.6. Sei f regula¨r variierend mit Index E. Wenn alle Eigenwerte von
E Realteile gro¨ßer als α besitzen, dann gilt
lim
t→∞ t
α‖f(t)−1x‖ = 0
kompakt gleichma¨ßig in x ∈ Rd. Wenn die Realteile aller Eigenwerte von E kleiner
als β sind, so gilt
lim
t→∞ t
β‖f(t)−1x‖ =∞
kompakt gleichma¨ßig in x ∈ Rd mit x 6= 0.
Im Folgenden werden wir die regula¨re Variation einer Folge von linearen Operatoren
definieren.
Definition 2.1.7. Wir sagen, dass eine Folge invertierbarer linearer Operatoren
(An)n∈N regula¨r variierend mit Index E ist, wenn
lim
n→∞AbλncA
−1
n = λ
E
fu¨r alle λ > 0 gilt. Wir schreiben in diesem Fall (An)n∈N ∈ RV (E).
Beispiel 2.1.8. (nE) ∈ RV (E), denn lim
n→∞bλnc
En−E = lim
n→∞
( bλnc
n
)E
= λE.
Die Definition 2.1.7 scheint eine schwa¨chere Aussage als die in Definition 2.1.1 (ii)
zu sein. Der na¨chste Satz zeigt aber, dass die regula¨re Variation einer Folge von
invertierbaren linearen Operatoren und die regula¨re Variation einer zugeho¨rigen
Funktion f : R+ → GL(Rd) a¨quivalent sind.
Satz 2.1.9. Ist eine Folge (An)n∈N ⊂ GL(Rd) regula¨r variierend mit Index E, so
ist die Funktion f(t) = Abtc auch regula¨r variierend mit dem gleichen Index E.
Wenn f regula¨r variierend mit Index E ist, dann ist An = f(n) regula¨r variierend
mit dem gleichen Index E.
Seien Γ = Rd\{0} und M die Menge aller σ−endlichen Maße auf Γ, die endlich
außerhalb jeder Umgebung des Nullpunktes sind. Formal heißt das:
M = {ν : ν σ − endliches Maß auf Γ und ν |{x∈Γ:‖x‖>} endlich fu¨r alle  > 0} .
Fu¨r νn und ν aus M schreiben wir νn → ν in M fu¨r n → ∞ genau dann,
wenn νn(A) → ν(A) fu¨r n → ∞ und fu¨r alle ν−Stetigkeitsmenge A ∈ B(Γ) mit
dist(A, 0) > 0 gilt. Diese Konvergenz heißt die vage Konvergenz in M. Au-
ßerdem definieren wir fu¨r T ∈ L(Rd) und ν ∈ M das Bildmaß Tν ∈ M durch
Tν(A) = ν(T−1A) fu¨r A ∈ B(Γ). Dabei ist L(Rd) die Menge aller linearen Opera-
toren T : Rd → Rd.
Definition 2.1.10. Ein Maß µ ∈M ist regula¨r variierend, falls eine regula¨r va-
riierende Funktion f : R+ → GL(Rd) mit Index (−E) und eine regula¨r variierende
Funktion R : R+ → R+ mit Index β 6= 0 existieren, so dass
lim
t→∞
f(t)µ
R(t)
= φ in M (2.1)
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gilt, wobei φ M−voll ist (siehe Definition 3.1.19 auf Seite 50 in [18]). Wenn alle
Eigenwerte von E negative Realteile besitzen, ist µ regula¨r variierend in Null
und wenn alle Eigenwerte von E positive Realteile haben, so ist µ regula¨r variie-
rend im Unendlichen.
Proposition 2.1.11. Wenn µ ∈M und (2.1) fu¨r eine regula¨r variierende Funktion
f : R+ → GL(Rd) mit Index (−E) und eine regula¨r variierende Funktion
R : R+ → R+ mit Index β 6= 0, dann gilt
λ · φ = λBφ (2.2)
fu¨r alle λ > 0 mit B = (− 1β )E.
Definition 2.1.12. Wenn φ ∈M und (2.2) fu¨r alle λ > 0 gilt, dann heißt B ein
Exponent von φ. Wenn µ ∈M regula¨r variierend ist und (2.1) gilt, so gilt (2.2)
auch und wir nennen B ein Exponent von µ. Wir schreiben µ ∈ RVM0(B), falls
µ regula¨r variierend in Null mit Exponent B ist und µ ∈ RVM∞(B), falls µ regula¨r
variierend im Unendlichen mit Exponent B ist.
Proposition 2.1.13. Sei µ ∈M und sei φM−voll. Sei weiter B ∈ GL(Rd).
(i) µ ∈ RVM0(B) genau dann, wenn es eine regula¨r variierende Folge
(An)n∈N ⊂ GL(Rd) mit Index B existiert, so dass
lim
n→∞
1
n
· (Anµ) = φ in M ist.
(ii) µ ∈ RVM∞(B) genau dann, wenn es eine regula¨r variierende Folge
(An)n∈N ⊂ GL(Rd) mit Index (−B) existiert, so dass
lim
n→∞n · (Anµ) = φ in M ist.
Definition 2.1.14. Seien µ ∈ M und φ M−voll. µ ist R-O variierend, wenn
es eine regula¨r variierende Funktion f : R+ → GL(Rd) mit Index (−E) und ht > 0
wachsend mit lim
t→∞ht =∞ und limt→∞
ht+1
ht
= c ≥ 1 gibt, so dass
ht (f(ht)µ)→ φ in M fu¨r t→∞.
In diesem Fall schreiben wir µ ∈ ROV (E, c). Der lineare Operator E heißt ein
Exponent von µ und c heißt Skalierungsfaktor. Wenn alle Eigenwerte von E
positive Realteile haben, ist µ R-O variierend im Unendlichen.
Wir schreiben µ ∈ ROV∞(E, c).
Satz 2.1.15. Sei µ ∈M.
(i) Aus µ ∈ RVM∞(E) folgt µ ∈ ROV∞(E, c) fu¨r jedes c ≥ 1.
(ii) Ist µ ∈ ROV∞(E, 1), so gilt µ ∈ RVM∞(E).
Lemma 2.1.16. Sei µ ∈ ROV∞(E, c) fu¨r ein c > 1, dann gilt
cEφ = c · φ (2.3)
E heißt auch ein Exponent von φ.
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Definition 2.1.17. Sei µ ∈M. Fu¨r a, b ≥ 0 sind das abgeschnittene Moment
Ub und das Tail-Moment Va von µ definiert durch
Ub(r, x) :=
∫
{|〈x,y〉|≤r}
|〈x, y〉|b µ(dy)
Va(r, x) :=
∫
{|〈x,y〉|>r}
|〈x, y〉|a µ(dy), (2.4)
wenn die Integrale existieren.
Definition 2.1.18. Sei S ein kompakter topologischer Raum und sei die Funktion
R : R+ × S → R+ Borel-messbar. R(r, θ) ist gleichma¨ßig R-O variierend, falls
es r0 > 0, λ0 > 1, 0 < m < 1 und M > 1 gibt, so dass
m ≤ R(λr, θ)
R(r, θ)
≤M
fu¨r alle r ≥ r0, 1 ≤ λ ≤ λ0 und θ ∈ S gilt.
Satz 2.1.19. Sei µ ∈ ROV∞(E, c) fu¨r ein c > 1. Seien a1, . . . , ap die Realteile
der Eigenwerte von E ∈ L(Rd) mit p ≤ d und 0 < a1 < · · · < ap. Dann ist die
Tailfunktion
V0(r, x) = µ
{
y ∈ Rd : |〈x, y〉| > r
}
(2.5)
kompakt gleichma¨ßig R-O variierend in x ∈ Γ. Außerdem existiert fu¨r jede kom-
pakte Menge S ⊂ Γ und γ > 0 Konstanten c1 > 0, c2 <∞ und r0 > 0, so dass
c1λ
−γ− 1
a1 ≤ V0(rλ, x)
V0(r, x)
≤ c2λγ−
1
ap (2.6)
fu¨r alle r ≥ r0, alle λ ≥ 1 und alle x ∈ S.
Korollar 2.1.20. Sei S ⊂ Γ kompakt. Sei b > a und die Integrale Ub(r, θ), Va(r, θ)
existieren fu¨r alle r > 0 und alle θ ∈ S. Dann gilt:
(i) Ub ist genau dann gleichma¨ßig R-O variierend, wenn fu¨r ein M2 < ∞ und
ein r0 > 0
rb−aVa(r, θ)
Ub(r, θ)
≤M2
fu¨r alle r ≥ r0 und alle θ ∈ S gilt.
(ii) Va ist genau dann gleichma¨ßig R-O variierend, wenn fu¨r ein m2 > 0 und ein
r0 > 0
rb−aVa(r, θ)
Ub(r, θ)
≥ m2
fu¨r alle r ≥ r0 und alle θ ∈ S gilt.
10 KAPITEL 2. GRUNDLAGEN
Satz 2.1.21. Sei µ ∈ ROV∞(E, c) fu¨r ein c > 1. Die Realteile der Eigenwerte von
E ∈ L(Rd) seien 0 < a1 < · · · < ap mit p ≤ d. Wenn b > 1a1 ist und Ub existiert,
dann ist Ub(r, x) kompakt gleichma¨ßig R-O variierend in x ∈ Γ. Desweiteren exis-
tieren fu¨r jede kompakte Menge S ⊂ Γ und jedes γ > 0 die Konstanten c1 > 0,
c2 <∞ und r0 ≥ 1 , so dass
c1λ
b−γ− 1
a1 ≤ Ub(λr, x)
Ub(r, x)
≤ c2λb+γ−
1
ap (2.7)
fu¨r alle r ≥ r0, λ ≥ 1 und x ∈ S gilt.
Satz 2.1.22. Sei µ ∈ ROV∞(E, c) fu¨r ein c > 1. Die Realteile der Eigenwerte von
E ∈ L(Rd) seien 0 < a1 < · · · < ap. Ist a < 1ap , dann existiert Va(r, x) fu¨r alle
r > 0 und x ∈ Γ und Va ist kompakt gleichma¨ßig R-O variierend in x ∈ Γ. Fu¨r
jede kompakte Menge S ⊂ Γ und jedes γ > 0 existieren c1 > 0, c2 <∞ und r0 ≥ 1,
so dass
c1λ
a−γ− 1
a1 ≤ Va(λr, x)
Va(r, x)
≤ c2λa+γ−
1
ap (2.8)
fu¨r alle r ≥ r0, λ ≥ 1 und x ∈ S gilt.
2.2 Operator stabile Verteilungen
Wir werden in diesem Abschnitt in Anlehnung an das Buch [18] zur Erinnerung die
Definition der operator stabilen Verteilung und die Darstellung des Le´vy-Maßes ei-
ner operator stabilen Verteilung, die keinen Gaußanteil besitzt, einfu¨hren. Die ope-
rator stabilen Verteilungen treten insbesondere als Grenzverteilung von unabha¨ngig
und identisch verteilten Zufallsvektoren auf. Zum Lesen empfehlen wir Part III aus
dem Buch [18] oder Kapitel 4 aus dem Buch [15].
Definition 2.2.1. Seien X,X1, X2, . . . unabha¨ngig und identisch verteilte Zufalls-
vektoren in Rd mit gemeinsamer Verteilung µ und sei Y ein Zufallsvektor mit
Verteilung ν, die voll ist (siehe Definition 1.3.9 auf Seite 15 in [18]).
(i) ν heißt operator stabil, wenn lineare Operatoren An ∈ L(Rd) und nicht-
zufa¨llige Vektoren bn ∈ Rd existieren, so dass
An(X1 + · · ·+Xn) + bn ⇒ Y, n→∞ (2.9)
oder a¨quivalent
Anµ
n ∗ bn w→ ν, n→∞
gilt.
(ii) Wir sagen, dass X(oder a¨quivalent µ) zu dem verallgemeinerten Anzie-
hungsbereich von Y (oder ν) geho¨rt, falls (2.9) fu¨r eine Folge (An)n∈N und
eine Folge (bn)n∈N wie in Teil (i) gilt.
In diesem Fall schreiben wir X ∈ GDOA(Y ) (oder µ ∈ GDOA(ν)).
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Satz 2.2.2. Ein volles Wahrscheinlichkeitsmaß ν auf Rd ist operator stabil genau
dann, wenn ν unendlich teilbar ist und ein linearer Operator E ∈ L(Rd) existiert,
so dass νt = tEν ∗ at fu¨r geeignete at ∈ Rd und fu¨r alle t > 0 gilt. Die Nullstellen
des Minimalpolynoms von E liegen in der Halbebene {<(z) ≥ 12} und alle Nullstel-
len, die in {<(z) = 12} liegen, sind einfach.
Außerdem gilt ν = ν1 ∗ ν2. Dabei sind ν1 bzw. ν2 definiert in E−invarianten
Teilra¨umen V1 bzw. V2 mit Rd = V1⊕V2. ν1 ist eine volle operator stabile Verteilung
auf V1 und geho¨rt zum Poisson’schen Typ, d. h. ν1 besitzt keinen Gaußanteil. ν2
ist ein volles Gauß’sches Maß auf V2. Das Spektrum von E|V1 liegt in {<(z) > 12}
und fu¨r die Eigenwerte z von E|V2 gilt <(z) = 12 . (Siehe Theorem 7.2.1 Seite 259
in [18])
Bezeichnung: ν ist (tE) operator stabil. Dabei heißt E ein Exponent von ν.
Im Folgenden betrachten wir (tE) operator stabile Verteilung ν mit charakteristi-
scher Funktion
νˆ(λ) = exp
(
i < λ, a > +
∫
Γ
(
ei<λ,x> − 1− i < λ, x > 1{‖x‖<1}
)
φ0(dx)
)
.
Dabei ist a ∈ Rd, φ0 ist das Le´vy-Maß und ν hat keinen Gaußanteil. Der na¨chste
Satz gibt eine Polardarstellung fu¨r das Le´vy-Maß φ0 und stellt das Spektralmaß
vor.
Satz 2.2.3. ν sei eine volle (tE) operator stabile Verteilung mit ν ∼ [a, 0, φ0],
d. h. ν ist unendlich teilbar mit a ∈ Rd, Le´vy-Maß φ0 und ν besitzt keinen Gauß-
anteil. Dann existiert eine Norm ‖ · ‖0 auf Rd, so dass
φ0(A) =
∫
S0
∫ ∞
0
1A(r
Eu)
dr
r2
σ(du) (2.10)
fu¨r A ⊂ Γ = Rd \ {0}, wobei σ(D) = φ0{tEu : u ∈ D, t > 1} ein endliches
Borelmaß auf der Einheitsspha¨re S0 = {x : ‖x‖0 = 1} ist. Das Maß σ nennen wir
das Spektralmaß von φ0.
Bemerkung 2.2.4. Nach Lemma 6.1.5 Seite 169 im Buch [18] ko¨nnen wir die
Norm ‖ · ‖0 auf Rd wie folgt auswa¨hlen
‖x‖0 =
∫ 1
0
‖sEx‖ds
s
,
wobei ‖·‖ eine beliebige Norm auf Rd ist. Diese Norm ‖·‖0 erfu¨llt fu¨r den gegebenen
Exponent E folgende Eigenschaften:
(i) Fu¨r alle x ∈ Rd mit x 6= 0 ist die Abbildung t 7→ ‖tEx‖0 streng monoton
wachsend in t > 0.
(ii) Die Abbildung (t, x) 7→ tEx von (0,∞)× S0 in Γ ist ein Homo¨omorphismus.
Satz 2.2.5. Sei µ ein Wahrscheinlichkeitsmaß auf Rd und sei ν eine volle (tE) ope-
rator stabile Verteilung auf Rd, die keinen Gaußanteil besitzt. Dann sind folgende
Aussagen a¨quivalent:
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(i) µ ∈ GDOA(ν);
(ii) µ ∈ RVM∞(E) mit Grenzmaß φ0;
(iii) es existiert eine Folge (Bn)n∈N ∈ RV (−E), so dass
n(Bnµ)→ φ0 in M (2.11)
fu¨r n→∞, wobei φ0 M−voll; und
(iv) es existiert eine Folge (Bn)n∈N ∈ RV (−E), so dass
Bnµ
n ∗ bn w→ ν (2.12)
fu¨r n→∞ und fu¨r eine Folge (bn)n∈N ⊂ Rd.
In diesem Fall besitzt ν die Le´vy-Darstellung [a, 0, φ0]. Wir ko¨nnen außerdem die
gleiche Folge (Bn)n∈N in (2.11) und (2.12) wa¨hlen.
Beispiel 2.2.6. Sei E ∈ L(Rd). Seine Eigenwerte besitzen Realteile a1, . . . , ap mit
p ≤ d. Die Realteile erfu¨llen die Eigenschaft 12 < a1 < · · · < ap. Sei weiter Y
ein Zufallsvektor in Rd nach ν verteilt, wobei ν eine (tE) operator stabile Ver-
teilung ohne Gaußanteil mit Le´vy-Maß φ0 und Spektralmaß σ ist. U sei eine auf
[0, 1] gleichverteilte Zufallsvariable und ϑ sei nach σσ(S0) verteilt. U und ϑ seien
unabha¨ngig. Dann gilt
(
U
σ(S0)
)−E
ϑ ∈ GDOA(Y ), denn es gilt (n−E) ∈ RV (−E)
und es gilt fu¨r A ∈ B(Rd) mit φ0(∂A) = 0 und dist(A, 0) > 0
nP
{
n−E
(
U
σ(S0)
)−E
ϑ ∈ A
}
=
n
σ(S0)
∫
S0
∫ 1
0
1A
((
nu
σ(S0)
)−E
v
)
duσ(dv)
=
∫
S0
∫ ∞
σ(S0)
n
1A
(
rEv
) dr
r2
σ(dv)
→ φ0(A)
fu¨r n → ∞ nach dem Satz von der monotonen Konvergenz. Die letzte Gleichheit
folgt aus der Substitution r =
(
nu
σ(S0)
)−1
. Damit liefert Satz 2.2.5 die Behauptung,
da φ0 M−voll ist.
2.3 Verallgemeinerte Polarkoordinaten
In diesem Abschnitt bescha¨ftigen wir uns mit den verallgemeinerten Polarkoordina-
ten und ihren Eigenschaften, die ein wichtiges Hilfsmittel in dieser Arbeit darstellen.
Die Beweise sind im Kapitel 2 von Artikel [3] ausgearbeitet. Sei Γ := Rd \ {0} wie
oben definiert und sei E eine d×d−Matrix. Die Eigenwerte von E besitzen positive
Realteile 0 < a1 < · · · < ap fu¨r p ≤ d . Nach Bemerkung 2.2.4 ist die Abbildung
Ψ : (0,∞)× S0 → Γ, Ψ(r, u) = rEu ein Homo¨omorphismus. Außerdem ist fu¨r alle
x ∈ Γ die Funktion t 7→ ‖tEx‖0 streng monoton wachsend. Also la¨sst sich jedes x
eindeutig als
x = τ(x)El(x)
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mit einem Radius τ : Γ→ (0,∞) und einer Richtung l : Γ→ S0 schreiben. Dabei
sind τ und l stetige Funktionen. Wir nennen (τ(x), l(x)) die verallgemeinerten
Polarkoordinaten von x bzgl. des linearen Operators E.
Beachte, dass S0 = {x ∈ Rd : τ(x) = 1} kompakt ist. Daru¨ber hinaus gilt
(i) τ(−x) = τ(x), l(−x) = −l(x)
(ii) τ(rEx) = rτ(x), l(rEx) = l(x)
(iii) und
τ(x)→
∞ fu¨r x→∞
0 fu¨r x→ 0.
Folgendes Lemma gibt sowohl eine obere als auch eine untere Schranke der Wachs-
tumsrate von τ(x) in Abha¨ngigkeit von den Realteilen a1, . . . , ap der Eigenwerte
von E an.
Lemma 2.3.1. Fu¨r jedes (kleine) δ, δ′ > 0 existieren Konstanten C1, . . . , C4 > 0,
so dass
(i) fu¨r alle ‖x‖0 ≤ 1 oder τ(x) ≤ 1 gilt:
C1‖x‖
1
a1−δ
0 ≤ τ(x) ≤ C2‖x‖
1
ap+δ′
0 , (2.13)
(ii) fu¨r alle ‖x‖0 ≥ 1 oder τ(x) ≥ 1 gilt:
C3‖x‖
1
ap+δ′
0 ≤ τ(x) ≤ C4‖x‖
1
a1−δ
0 . (2.14)
Beweis Wir werden hier nur die ersten beiden Ungleichungen zeigen. Satz 2.1.5
impliziert, dass fu¨r alle δ > 0 gilt:
ra1−δ‖r−Eu‖0 → 0, r →∞
gleichma¨ßig fu¨r ‖u‖0 = 1. Damit folgt
‖r−E‖0 := sup
u∈S0
‖r−Eu‖0 ≤ Cr−a1+δ
fu¨r alle r ≥ 1 und eine Konstante C > 0. A¨quivalent dazu erhalten wir
‖sE‖0 ≤ Csa1−δ
fu¨r alle s ≤ 1. Da ‖x‖0 = ‖τ(x)El(x)‖0 ≤ ‖τ(x)E‖0 ≤ Cτ(x)a1−δ gilt, folgt
τ(x) ≥ C1‖x‖
1
a1−δ
0
fu¨r ‖x‖0 ≤ 1, was a¨quivalent zu τ(x) ≤ 1 ist.
Analog zu diesem Ergebnis gilt fu¨r alle δ′ > 0
r−ap−δ
′‖rEu‖0 → 0, r →∞
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gleichma¨ßig fu¨r ‖u‖0 = 1. Daraus folgt
‖rE‖0 := sup
u∈S0
‖rEu‖0 ≤ Crap+δ′
fu¨r alle r ≥ 1 und eine Konstante C > 0 oder a¨quivalent dazu
‖s−E‖0 ≤ Cs−ap−δ′
fu¨r alle s ≤ 1. Weiter gilt l(x) = τ(x)−Ex. Somit folgt
1 = ‖l(x)‖0 ≤ ‖τ(x)−E‖0‖x‖0 ≤ Cτ(x)−ap−δ′‖x‖0
fu¨r ‖x‖0 ≤ 1. Umschreiben liefert
τ(x) ≤ C2‖x‖
1
ap+δ′
0 .
Lemma 2.3.2. Es existiert eine Konstante K ≥ 1, so dass fu¨r alle x, y ∈ Rd
folgendes gilt:
τ(x+ y) ≤ K (τ(x) + τ(y)) . (2.15)
Beweis Sei G = {(x, y) ∈ Rd × Rd : τ(x) + τ(y) = 1}. Wegen Lemma 2.3.1 ist G
beschra¨nkt und wegen der Stetigkeit der Abbildung τ ist G abgeschlossen. Damit
ist G kompakt. Somit besitzt die stetige Funktion (x, y) 7→ τ(x + y) ein endliches
Maximum K in G. Da S0 × {0} ⊂ G ist, ist K ≥ 1. Fu¨r alle x, y ∈ Rd mit x 6= 0
oder y 6= 0 setzen wir s = (τ(x) + τ(y))−1. Aus τ(rEx) = rτ(x) folgt
τ(x+ y) = s−1τ(sE(x+ y)) = s−1τ(sEx+ sEy).
Da aber τ(sEx) + τ(sEy) = s(τ(x) + τ(y)) = 1 ist, folgt (sEx, sEy) ∈ G und damit
erhalten wir
τ(x+ y) ≤ Ks−1 = K (τ(x) + τ(y)) .
Kapitel 3
Tempered operator stabile
Verteilungen
3.1 ρ-tempered operator stabile Verteilungen
Wir werden in diesem Abschnitt die ρ-tempered operator stabilen Verteilungen de-
finieren und ihre Eigenschaften beweisen. Wir werden sehen, wie das Le´vy-Maß sol-
cher Verteilungen charakterisiert werden kann. Außerdem werden wir zeigen, dass
eine solche Verteilung Momente beliebiger Ordnung besitzen kann. Diese ha¨ngen
von dem sogenannten Rosin´ski-Maß ab. Eine weitere wichtige Eigenschaft ist, dass
der ρ-tempered operator stabile Prozess das Verhalten eines operator stabilen und
eines Gauß’schen Prozesses wiedergibt: Auf kurze Zeit betrachtet, verha¨lt sich ein
ρ-tempered operator stabiler Prozess wie ein operator stabiler Prozess, wa¨hrend er
auf lange Zeit hin eine Brown’sche Bewegung approximiert.
Definition 3.1.1. Eine Funktion f : (0,∞) → (0,∞) heißt vollsta¨ndig mono-
ton, falls f ∈ C∞((0,∞)) und (−1)nf (n)(x) > 0 fu¨r alle x ∈ (0,∞) und n ∈ N0.
Definition 3.1.2. Sei ρ > 0. Ein volles, unendlich teilbares Wahrscheinlichkeits-
maß µ auf Rd heißt ρ-tempered operator stabile Verteilung mit Exponent
E, falls µ keinen Gaußanteil besitzt und sein Le´vy-Maß φ durch
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(rρ, u)
dr
r2
σ(du) (3.1)
fu¨r A ∈ B(Γ) definiert ist, wobei σ ein endliches Maß auf S0 ist. E ∈ L(Rd) sei
ein linearer Operator. Seine Eigenwerte besitzen Realteile a1, . . . , ap mit p ≤ d,
die die Eigenschaft ap > · · · > a1 > 12 erfu¨llen. Die Funktion q : (0,∞) × S0 →
(0,∞) ist eine Borel-messbare Funktion mit r 7→ q(r, u) ist vollsta¨ndig monoton
und lim
r→∞ q(r, u) = 0 fu¨r alle u ∈ S0. Wir bezeichnen diese Klasse von Verteilungen
durch TOSρE.
Gilt zusa¨tzlich lim
r↓0
q(r, u) = 1 fu¨r σ-fast alle u ∈ S0, so nennen wir µ eine proper
ρ-tempered operator stabile Verteilung mit Exponent E. In Bezeichnung
pTOSρE.
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Bemerkung 3.1.3. Falls lim
r↓0
q(r, u) < ∞, ist das Maß definiert durch (3.1) ein
Le´vy-Maß. Im Fall lim
r↓0
q(r, u) = ∞ mu¨ssen wir zusa¨tzliche Voraussetzungen an ρ,
an die Realteile der Eigenwerte von E und an die Funktion q stellen, damit das
durch (3.1) definierte Maß ein Le´vy-Maß ist. Eine allgemeine Aussage u¨ber solcher
Voraussetzungen gibt es nicht.
Bemerkung 3.1.4.
(i) Die Funktion q heißt die Tempering-Funktion des Le´vy-Maßes φ.
(ii) Fu¨r eine vollsta¨ndig monotone Funktion f : (0,∞) → (0,∞) existiert ein
Maß ϑ auf (0,∞), so dass
f(r) =
∫ ∞
0
e−rsϑ(ds).
Den Beweis findet man in [9] auf Seite 439 oder in [26] Theorem 1.4 auf
Seite 3.
(iii) f(0+) = ϑ(0,∞) = 1 genau dann, wenn ϑ ein Wahrscheinlichkeitsmaß ist.
Wegen Bemerkung 3.1.4 ko¨nnen wir die Tempering-Funktion q wie folgt darstellen
q(rρ, u) =
∫ ∞
0
e−r
ρsQ(ds|u). (3.2)
Dabei ist {Q(·|u)}u∈S0 eine messbare Familie von Borelmaßen auf (0,∞), d. h.
Q(B|u) ist messbar in u fu¨r jede Menge B ∈ B ((0,∞)). Eine Garantie dafu¨r, dass
die Familie messbar ist, gibt Remark 3.2 in [1]. Im Fall einer pTOSρE Verteilung
sind Q(·|u) nach Bemerkung 3.1.4 Wahrscheinlichkeitsmaße fu¨r σ-fast alle u ∈ S0
(a¨quivalent zu q(0+, u) = 1 fu¨r σ-fast alle u ∈ S0).
Bemerkung 3.1.5. Wegen der Darstellung (3.2) der Funktion q folgt, dass die
Tails des Le´vy-Maßes φ fu¨r wachsende ρ schneller gegen Null gehen. Deshalb
kontrolliert ρ die Geschwindigkeit, mit der die Masse der Tails des Le´vy-Maßes
gea¨ndert wird.
Beispiel 3.1.6. Die p-tempered α−stabilen Verteilungen (TSpα Verteilungen) mit
p > 0, α ∈ (0, 2) und Tempering-Funktion αq(r, u) im Artikel [10] geho¨ren zu
TOSρE Verteilungen mit E =
1
αI, ρ =
p
α und Tempering-Funktion q(r, u), denn es
gilt fu¨r alle A ∈ B(Γ)
φ(A) = α
∫
S0
∫ ∞
0
1A(ru)q(r
p, u)r−α−1drσ(du)
=
∫
S0
∫ ∞
0
1A(s
1
αu)q(s
p
α , u)s−2dsσ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)q(sρ, u)s−2dsσ(du).
Im Folgenden definieren wir zwei Maße, mit deren Hilfe wir dem Le´vy-Maß φ eine
Darstellung geben, die die Beweise erleichtert.
3.1. ρ-TEMPERED OPERATOR STABILE VERTEILUNGEN 17
Definition 3.1.7. Sei Q ein Borelmaß auf Γ, das fu¨r alle A ∈ B(Γ) durch
Q(A) :=
∫
S0
∫ ∞
0
1A(r
Eu)Q(dr|u)σ(du) (3.3)
definiert ist, wobei Q(·|u) und σ wie oben gegeben sind. Wir definieren weiter das
Borelmaß R in Γ durch
R(A) :=
∫
Γ
1A
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx), A ∈ Γ (3.4)
Lemma 3.1.8. Im Fall einer pTOSρE Verteilung ist das Maß Q in (3.3) endlich.
Die Umkehrung gilt auch.
Beweis Da Q(·|u) Wahrscheinlichkeitsmaße fu¨r σ-fast alle u ∈ S0 sind, gilt
Q(Γ) =
∫
S0
∫ ∞
0
1Γ(r
Eu)Q(dr|u)σ(du)
=
∫
S0
∫ ∞
0
Q(dr|u)σ(du)
= σ(S0).
Damit folgt nach Voraussetzungen, dass Q ein endliches Maß auf Γ ist. Sei jetzt Q
ein endliches Maß. Q hat die Polardarstellung
Q(A) =
∫
S0
∫ ∞
0
1A(r
Eu)Q′(dr|u)σ′(du)
fu¨r A ∈ B(Γ) mit σ′(S0) < ∞. Daraus folgt Q′(·|u) < ∞ fu¨r σ−fast alle u ∈ S0.
Nach Eigenschaften der Polardarstellung ko¨nnen wir Q(·|u) = Q′(·|u)Q′((0,∞)|u)
und σ(·) = Q′((0,∞)|u)σ′(·) wa¨hlen. Damit besitzt Q die Polardarstellung (3.3)
mit σ(S0) < ∞ und Q(·|u) sind Wahrscheinlichkeitsmaße fu¨r σ-fast alle u ∈ S0.
Damit folgt die Behauptung.
Lemma 3.1.9. Seien Q bzw. R die Maße in (3.3) bzw. (3.4). Dann gilt∫
Γ
F (x)R(dx) =
∫
Γ
F
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx) (3.5)
fu¨r alle messbare Funktionen F .
Beweis durch Algebraische Induktion:
Schritt 1: Sei F (x) = 1A(x) fu¨r A ∈ B(Γ). Dann gilt wegen (3.4)∫
Γ
1A(x)R(dx) = R(A) =
∫
Γ
1A
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx).
Schritt 2: Sei Ξ =
{
F =
n∑
i=1
βi1Ai : βi ∈ R+, Ai ∈ B(Γ) fu¨r i = 1, . . . , n undn ∈ N
}
die Menge aller Elementarfunktionen. Dann folgt aus der Linearita¨t des Integrals
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und Schritt 1∫
Γ
F (x)R(dx) =
∫
Γ
n∑
i=1
βi1Ai(x)R(dx) =
n∑
i=1
βi
∫
Γ
1Ai(x)R(dx)
=
n∑
i=1
βi
∫
Γ
1Ai
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
Γ
n∑
i=1
βi1Ai
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
Γ
F
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx).
Schritt 3: Sei F eine positive messbare Funktion.
Dann existiert eine Folge (Fn)n∈N ⊂ Ξ mit Fn ↑ F fu¨r n → ∞. Mit Beppo-Levi
und Schritt 2 folgt dann∫
Γ
F (x)R(dx) =
∫
Γ
lim
n→∞Fn(x)R(dx)
= lim
n→∞
∫
Γ
Fn(x)R(dx)
= lim
n→∞
∫
Γ
Fn
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
Γ
lim
n→∞Fn
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
Γ
F
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx).
Schritt 4: folgt aus Schritt 3 und der Tatsache, dass F = F+ − F− ist.
Wir ko¨nnen auch mit einer einfachen Transformation das MaßQ durchR darstellen.
Lemma 3.1.10. Fu¨r das Maß Q in (3.3) und das Maß R in (3.4) gilt fu¨r A ∈ B(Γ)
Q(A) =
∫
Γ
1A
(
τ(x)−ρEl(x)
)
τ(x)R(dx). (3.6)
Beweis Fu¨r A ∈ B(Γ) setzen wir F (x) = 1A
(
τ(x)−ρEl(x)
)
τ(x) in Lemma 3.1.9, so
folgt aus der Eigenschaften von τ(x) und l(x):∫
Γ
F (x)R(dx)
=
∫
Γ
F
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
Γ
1A
(
τ(τ(x)
− 1
ρ
E
l(x))−ρEl(τ(x)−
1
ρ
E
l(x))
)
τ(τ(x)
− 1
ρ
E
l(x))τ(x)
1
ρQ(dx)
=
∫
Γ
1A(τ(x)
El(x))Q(dx)
=
∫
Γ
1A(x)Q(dx) = Q(A)
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Folgendes Lemma gibt die Polardarstellung des Maßes R in Abha¨ngigkeit von den
Maßen Q(·|u) und σ an.
Lemma 3.1.11. Seien Q bzw. R die Maße in (3.3) bzw. (3.4). Dann gilt
R(A) =
∫
S0
∫ ∞
0
1A(r
− 1
ρ
E
u)r
1
ρQ(dr|u)σ(du) fu¨r A ∈ B(Γ). (3.7)
Beweis Aus der Definitionen von Q und R sowie der Tatsache, dass τ(rEu) = r
und l(rEu) = u fu¨r alle r > 0 und alle u ∈ S0 sind, folgt fu¨r A ∈ B(Γ)
R(A) =
∫
Γ
1A
(
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)
=
∫
S0
∫ ∞
0
1A
(
τ(rEu)
− 1
ρ
E
l(rEu)
)
τ(rEu)
1
ρQ(dr|u)σ(du)
=
∫
S0
∫ ∞
0
1A(r
− 1
ρ
E
u)r
1
ρQ(dr|u)σ(du).
Wir werden sehen, dass das Maß R eine große Rolle in der Charakterisierung des
Le´vy-Maßes einer TOSρE Verteilung und in den Beweisen ihrer Eigenschaften spielt.
Folgender Satz ist die Grundlage fu¨r die anderen Ergebnisse in diesem Abschnitt.
Satz 3.1.12. Sei ρ > 0. Das Le´vy-Maß φ einer TOSρE Verteilung besitzt folgende
Darstellung
φ(A) = ρ−1
∫
Γ
∫ ∞
0
1A(t
1
ρ
E
x)t
−1− 1
ρ e−tdtR(dx) (3.8)
oder a¨quivalent
φ(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2e−t
ρ
dtR(dx) (3.9)
fu¨r alle A ∈ B(Γ), wobei R ein eindeutiges Maß auf Γ mit∫
Γ
(
τ(x)2(ap+δ
′) ∧ τ(x)
)
R(dx) <∞ fu¨r alle δ′ > 0 ist. (3.10)
Umgekehrt ist R ein Maß mit∫
Γ
(
τ(x)2(a1−δ) ∧ τ(x)
)
R(dx) <∞ fu¨r geeignet kleines δ > 0, (3.11)
so stellt (3.8) oder (3.9) das Le´vy-Maß einer TOSρE Verteilung dar. φ ist das Le´vy-
Maß einer pTOSρE Verteilung genau dann, wenn∫
Γ
τ(x)R(dx) <∞. (3.12)
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Beweis
Da die Realteile a1, . . . , ap mit p ≤ d der Eigenwerte von E ∈ L(Rd) die Eigenschaft
1
2 < a1 < · · · < ap erfu¨llen, existieren δ > 0 und δ′ > 0, so dass folgendes gilt:
1
2
< a1 − δ < a1 < · · · < ap < ap + δ′
In der Hinrichtung zeigen wir zuna¨chst, dass (3.8) und (3.9) gelten, wenn das Maß
R die Darstellung (3.4) hat. Die Darstellung von q in (3.2), die Eigenschaften der
verallgemeinerten Polarkoordinaten und Lemma 3.1.9 liefern
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(rρ, u)r−2drσ(du)
=
∫
S0
∫ ∞
0
1A(r
Eu)
∫ ∞
0
e−r
ρsQ(ds|u)r−2drσ(du)
=
∫
S0
∫ ∞
0
∫ ∞
0
1A(r
Eu)e−r
ρsr−2drQ(ds|u)σ(du)
= ρ−1
∫
S0
∫ ∞
0
∫ ∞
0
1A
(
t
1
ρ
E
s
− 1
ρ
E
u
)
t
−1− 1
ρ e−ts
1
ρdtQ(ds|u)σ(du)
= ρ−1
∫ ∞
0
∫
S0
∫ ∞
0
1A
(
t
1
ρ
E
s
− 1
ρ
E
u
)
s
1
ρQ(ds|u)σ(du)t−1− 1ρ e−tdt
= ρ−1
∫ ∞
0
∫
S0
∫ ∞
0
1A
(
t
1
ρ
E
τ(sEu)
− 1
ρ
E
l(sEu)
)
τ(sEu)
1
ρQ(ds|u)σ(du)e
−tdt
t
1+ 1
ρ
= ρ−1
∫ ∞
0
∫
Γ
1A
(
t
1
ρ
E
τ(x)
− 1
ρ
E
l(x)
)
τ(x)
1
ρQ(dx)t
−1− 1
ρ e−tdt (3.13)
= ρ−1
∫ ∞
0
∫
Γ
1A
(
t
1
ρ
E
x
)
R(dx)t
−1− 1
ρ e−tdt
= ρ−1
∫
Γ
∫ ∞
0
1A
(
t
1
ρ
E
x
)
t
−1− 1
ρ e−tdtR(dx)
=
∫
Γ
∫ ∞
0
1A
(
yEx
)
e−y
ρ
y−2dyR(dx)
Der letzte Schritt folgt aus der Substitution y = t
1
ρ . Wir werden jetzt (3.10) mithilfe
von (3.9) wie folgt zeigen: die Eigenschaften des Le´vy-Maßes, Lemma 2.3.1 und die
Monotonie der Funktion t 7→ e−tρ liefern
∞ >
∫
{‖x‖0≤1}
‖x‖20φ(dx)
≥ C
∫
{τ(x)≤1}
τ(x)2(ap+δ
′)φ(dx)
= C
∫
Γ
∫ ∞
0
1{τ(tEx)≤1}τ(t
Ex)2(ap+δ
′)t−2e−t
ρ
dtR(dx)
= C
∫
Γ
τ(x)2(ap+δ
′)
∫ τ(x)−1
0
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
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= C
[∫
{τ(x)≤1}
τ(x)2(ap+δ
′)
∫ 1
0
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
+
∫
{τ(x)≤1}
τ(x)2(ap+δ
′)
∫ τ(x)−1
1
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
τ(x)2(ap+δ
′)
∫ τ(x)−1
0
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
]
≥ C
[∫
{τ(x)≤1}
τ(x)2(ap+δ
′)
∫ 1
0
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
τ(x)2(ap+δ
′)
∫ τ(x)−1
0
t2(ap+δ
′)−2e−t
ρ
dtR(dx)
]
≥ Ce
−1
2(ap + δ′)− 1
[∫
{τ(x)≤1}
τ(x)2(ap+δ
′)R(dx) +
∫
{τ(x)>1}
τ(x)R(dx)
]
=
Ce−1
2(ap + δ′)− 1
∫
Γ
(
τ(x)2(ap+δ
′) ∧ τ(x)
)
R(dx)
Um die Eindeutigkeit von R zu zeigen, nehmen wir an, dass zwei Maße R1 und
R2 existieren und die Eigenschaft (3.9) erfu¨llen. Dann erfu¨llen R1 und R2 auch die
Eigenschaft (3.10). Definiere zwei Maße Qj durch (3.6) fu¨r j = 1, 2. Die Polardar-
stellung von Qj sei fu¨r alle A ∈ B(Γ) gegeben durch
Qj(A) =
∫
S0
∫ ∞
0
1A(r
Eu)Qj(dr|u)σ(du) fu¨r j = 1, 2.
Dabei ist σ ein endliches Maß auf der Einheitsspha¨re S0 und {Qj(·|u)}u∈S0 eine
messbare Familie von Borelmaßen auf (0,∞).
(3.10) und (3.7) implizieren
∞ >
∫
Γ
(
τ(x)2(ap+δ
′) ∧ τ(x)
)
Rj(dx)
=
∫
S0
∫ ∞
0
(
τ(r
− 1
ρ
E
u)2(ap+δ
′) ∧ τ(r− 1ρEu)
)
r
1
ρQj(dr|u)σ(du)
=
∫
S0
∫ ∞
0
(
r
1
ρ
(1−2(ap+δ′)) ∧ 1
)
Qj(dr|u)σ(du).
Daraus folgt fu¨r σ-fast alle u ∈ S0∫ ∞
0
(
r
1
ρ
(1−2(ap+δ′)) ∧ 1
)
Qj(dr|u) <∞. (3.14)
Da e−rs ≤ 1 fu¨r 0 < r ≤ 1 und
e−rs = r
1
ρ
(1−2(ap+δ′))r
1
ρ
(2(ap+δ′)−1)e−rs
≤ Kr 1ρ (1−2(ap+δ′))
mit K = sup
r≥1
r
1
ρ
(2(ap+δ′)−1)e−rs fu¨r alle s > 0 gilt, folgt aus (3.14) fu¨r σ-fast alle
u ∈ S0
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qj(s, u) =
∫ ∞
0
e−rsQj(dr|u)
≤
∫ 1
0
Qj(dr|u) +K
∫ ∞
1
r
1
ρ
(1−2(ap+δ′))Qj(dr|u)
≤ (1 ∨K)
∫ ∞
0
(
1 ∧ r 1ρ (1−2(ap+δ′))
)
Qj(dr|u)
< ∞,
d. h. die Laplace-Transformierte von Qj(·|u) existiert fu¨r σ-fast alle u ∈ S0 und alle
s > 0. Damit ist die Funktion qj(·, u) : (0,∞)→ (0,∞) wegen der Eigenschaften der
Laplace-Transformierten vollsta¨ndig monoton. Da Rj die Eigenschaft (3.9) erfu¨llt,
gilt analog zur Berechnung am Anfang des Beweises
∫
S0
∫ ∞
0
1A(s
Eu)qj(s
ρ, u)s−2dsσ(du) = φ(A)
fu¨r alle A ∈ B(Γ) und j = 1, 2. Aus der Eindeutigkeit der Polardarstellung von
φ und der Stetigkeit von qj(·, u) folgt, dass q1(s, u) = q2(s, u) fu¨r alle s > 0 und
σ-fast alle u ∈ S0 gilt. Der Eindeutigkeitssatz fu¨r Laplace-Transformierte liefert
dann Q1(·|u) = Q2(·|u) fu¨r σ-fast alle u ∈ S0 und damit Q1 = Q2. Somit gilt auch
R1 = R2.
In der Ru¨ckrichtung zeigen wir zuerst, dass φ ein Le´vy-Maß ist, falls das Maß R
die Eigenschaft (3.11) erfu¨llt. Nochmal mit Lemma 2.3.1 folgt
∫
{‖x‖0≤1}
‖x‖20φ(dx) ≤ C
∫
{τ(x)≤1}
τ(x)2(a1−δ)φ(dx)
= C
∫
Γ
∫ ∞
0
1{τ(tEx)≤1}τ(t
Ex)2(a1−δ)e−t
ρ
t−2dtR(dx)
= C
∫
Γ
τ(x)2(a1−δ)
∫ τ(x)−1
0
t2(a1−δ)−2e−t
ρ
dtR(dx)
≤ C
[∫
{τ(x)≤1}
τ(x)2(a1−δ)
∫ ∞
0
t2(a1−δ)−2e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
τ(x)2(a1−δ)
∫ τ(x)−1
0
t2(a1−δ)−2e−t
ρ
dtR(dx)
]
= C
[
ρ−1
∫
{τ(x)≤1}
τ(x)2(a1−δ)
∫ ∞
0
y
1
ρ
(2(a1−δ)−1)−1e−ydyR(dx)
+
∫
{τ(x)>1}
τ(x)2(a1−δ)
∫ τ(x)−1
0
t2(a1−δ)−2e−t
ρ
dtR(dx)
]
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≤ C
[
ρ−1Γ
(
2(a1 − δ)− 1
ρ
)∫
{τ(x)≤1}
τ(x)2(a1−δ)R(dx)
+
1
2(a1 − δ)− 1
∫
{τ(x)>1}
τ(x)R(dx)
]
≤ C
∫
Γ
(
τ(x)2(a1−δ) ∧ τ(x)
)
R(dx)
< ∞
fu¨r eine Konstante C > 0, die entsprechend gea¨ndert wird. Desweiteren gilt mit
K = sup
t≥1
t2(a1−δ)−1e−tρ und e−tρ ≤ 1 fu¨r alle t ≥ 0
∫
{‖x‖0>1}
φ(dx) =
∫
{τ(x)>1}
φ(dx)
=
∫
Γ
∫ ∞
0
1{τ(tEx)>1}t
−2e−t
ρ
dtR(dx)
=
∫
Γ
∫ ∞
τ(x)−1
t−2e−t
ρ
dtR(dx)
=
∫
{τ(x)≤1}
∫ ∞
τ(x)−1
t−2(a1−δ)−1t2(a1−δ)−1e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
∫ ∞
τ(x)−1
t−2e−t
ρ
dtR(dx)
≤ K
2(a1 − δ)
∫
{τ(x)≤1}
τ(x)2(a1−δ)R(dx) +
∫
{τ(x)>1}
τ(x)R(dx)
< ∞.
Wir zeigen jetzt, dass φ die Darstellung (3.1) besitzt.
Wir definieren Q durch (3.6). Die Polardarstellung von Q ist von der Form
Q(A) =
∫
S0
∫ ∞
0
1A(r
Eu)Q(dr|u)σ(du)
fu¨r alle A ∈ B(Γ) mit σ(S0) < ∞. Dann definieren wir q(r, u) =
∫∞
0 e
−rsQ(ds|u),
d. h.
q(rρ, u) =
∫ ∞
0
e−r
ρsQ(ds|u).
Aus der Berechnung am Anfang dieses Beweis folgt dann
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(rρ, u)r−2drσ(du).
Wir mu¨ssen noch die letzte Behauptung zeigen. Die Definition des Maßes R liefert∫
Γ
τ(x)R(dx) =
∫
Γ
τ(τ(x)
− 1
ρ
E
l(x))τ(x)
1
ρQ(dx) =
∫
Γ
Q(dx) = Q(Γ).
Die Behauptung folgt dann mit Lemma 3.1.8
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Definition 3.1.13. Das eindeutige Maß R in (3.8) oder (3.9) heißt Rosin´ski-
Maß der dazugeho¨rigen TOSρE Verteilung.
Lemma 3.1.14. Sei ρ > 0. φ sei das Le´vy-Maß einer pTOSρE Verteilung und σ
das Spektralmaß. Fu¨r jede Menge B ∈ B(S0) gilt
lim
t→0
tφ ({x ∈ Γ : τ(x) > t, l(x) ∈ B}) = σ(B). (3.15)
Beweis Es gilt nach dem Eigenschaften der Tempering-Funktion q
tφ ({x ∈ Γ : τ(x) > t, l(x) ∈ B})
= t
∫
B
∫ ∞
t
q(rρ, u)
dr
r2
σ(du)
= t
∫
B
∫ ∞
t
∫ ∞
0
e−r
ρsQ(ds|u)dr
r2
σ(du)
= t
∫
B
∫ ∞
0
∫ ∞
t
e−r
ρsdr
r2
Q(ds|u)σ(du)
=
∫
B
∫ ∞
0
(
ρ−1ts
1
ρ
∫ ∞
tρs
e−xx−
1
ρ
−1
dx
)
Q(ds|u)σ(du).
Die letzte Gleichung folgt aus der Substitution x = rρs. Wir setzen
fρ(t, s) = ρ
−1ts
1
ρ
∫ ∞
tρs
e−xx−
1
ρ
−1
dx.
Der Integrand la¨uft fu¨r x → 0 gegen Unendlich, deshalb folgt aus der Stetigkeit
von t 7→ tρs und des Integranden sowie der Regel von L’Hoˆpital
lim
t→0
fρ(t, s) = lim
t→0
ρ−1s
1
ρ
∫∞
tρs e
−xx−
1
ρ
−1
dx
t−1
= lim
t→0
−t−2e−tρs
−t−2
= lim
t→0
e−t
ρs = 1.
Außerdem gilt
∂fρ(t, s)
∂t
= ρ−1s
1
ρ
[∫ ∞
tρs
e−xx−
1
ρ
−1
dx− ρt−1s− 1ρ e−tρs
]
= ρ−1s
1
ρ
[∫ ∞
tρs
(e−x − e−tρs)x− 1ρ−1dx
]
≤ 0
fu¨r alle s ≥ 0, da die Abbildung x 7→ e−x monoton fallend ist. Damit ist auch
fρ(t, s) monoton fallend fu¨r alle s ≥ 0. Der monotone Konvergenzsatz liefert die
Behauptung.
Im Fall einer pTOSρE Verteilung mit gegebenem Exponent E fu¨r festes ρ > 0
folgt aus der Eindeutigkeit des Grenzwertes die Eindeutigkeit von σ. Damit ist
die Funktion q durch die verallgemeinerte Polardarstellung von φ fu¨r σ−fast alle
u ∈ S0 bestimmt. Fu¨r ρ > 0 fest kann φ durch den gegebenen Exponent und das
endliche Maß Q eindeutig charakterisiert werden, da das Maß Q durch das Maß σ
und die Funktion q festgelegt ist. Nach (3.13) ist die Darstellung von φ durch Q
kompliziert, deshalb haben wir das Maß R vorgestellt.
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Korollar 3.1.15. Sei ρ > 0. Seien X1 bzw. X2 unabha¨ngige TOS
ρ
E Zufallsvektoren
in Rd mit Rosin´ski-Maß R1 bzw. R2 und Shift b1 ∈ Rd bzw. b2 ∈ Rd. Sei φj das
Le´vy-Maß von Xj mit der Darstellung (3.9) fu¨r j = 1, 2. Sei weiter A ∈ L(Rd) ein
linearer Operator, der mit rE fu¨r alle r > 0 kommutiert. Dann gilt
(i) X1 +X2 besitzt den Shift b1 + b2 und das Rosin´ski-Maß R1 +R2.
(ii) AX1 hat den Shift b und das Rosin´ski-Maß (AR1). Dabei ist
b = Ab1 +
∫
Γ
x1{0<‖x‖0<1}(Aφ1)(dx)−
∫
Γ
Ax 1{0<‖x‖0<1}φ1(dx).
Beweis
(i) X1 +X2 besitzt offensichtlich den Shift b1 + b2 und das Le´vy-Maß φ1 + φ2 .
Damit gilt fu¨r alle B ∈ B(Γ)
(φ1 + φ2)(B) =
∫
Γ
∫ ∞
0
1B(r
Ex)e−r
ρ
r−2dr(R1 +R2)(dx).
(ii) AX1 besitzt den Shift b mit der obigen Darstellung und das Le´vy-Maß (Aφ1).
Es folgt dann fu¨r alle B ∈ B(Γ)
(Aφ1)(B) =
∫
Γ
∫ ∞
0
1A−1B(r
Ex)e−r
ρ
r−2drR1(dx)
=
∫
Γ
∫ ∞
0
1B(r
Ex)e−r
ρ
r−2dr(AR1)(dx).
Somit folgt die Behauptung.
Folgendes Korollar zeigt den Unterschied zwischen pTOSρE und TOS
ρ
E , indem wir
das Verhalten der Tailfunktionen der Le´vy-Maße in der Na¨he von Null betrachten.
Korollar 3.1.16. Sei ρ > 0 und sei φ das Le´vy-Maß einer TOSρE gegeben durch
(3.9). Dann ist fu¨r s > 0 die Funktion s 7→ sφ{τ(x) > s} fallend mit
lim
s↓0
sφ{τ(x) > s} =
∫
Γ
τ(x)R(dx)
und
lim
s→∞ sφ{τ(x) > s} = 0.
Damit ist φ das Le´vy-Maß einer pTOSρE Verteilung genau dann, wenn
lim
s↓0
sφ{τ(x) > s} <∞.
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Beweis Wegen τ(tEx) = tτ(x) folgt fu¨r ρ > 0
sφ{τ(x) > s} = s
∫
Γ
∫ ∞
0
1{τ(tEx)>s}e
−tρt−2dtR(dx)
= s
∫
Γ
∫ ∞
sτ(x)−1
e−t
ρ
t−2dtR(dx)
=
∫
Γ
∫ ∞
τ(x)−1
e−(sy)
ρ
y−2dyR(dx).
Die dritte Gleichung ergibt sich aus der Substitution y = ts .
Damit ist s 7→ sφ{τ(x) > s} fallend (gegen 0). Es gilt
sφ{τ(x) > s} =
∫
Γ
∫ ∞
τ(x)−1
e−(sy)
ρ
y−2dyR(dx) =
∫
Γ
∫ ∞
τ(x)−1
fs(ρ, y)dyR(dx)
Fu¨r s→∞ konvergiert fs(ρ, y) = y−2e−(sy)ρ gegen 0 und fu¨r alle s ≥ 1 gilt
fs(ρ, y) ≤ f1(ρ, y)
Da φ durch (3.9) definiert ist, erfu¨llt das Maß R die Eigenschaft (3.10). Damit folgt∫
Γ
∫ ∞
τ(x)−1
f1(ρ, y)dyR(dx)
=
∫
Γ
∫ ∞
τ(x)−1
e−y
ρ
y−2dyR(dx)
=
∫
{τ(x)≤1}
∫ ∞
τ(x)−1
y−2(ap+δ
′)−1y2(ap+δ
′)−1e−y
ρ
dyR(dx)
+
∫
{τ(x)>1}
∫ ∞
τ(x)−1
e−y
ρ
y−2dyR(dx)
≤ K
2(ap + δ′)
∫
{τ(x)≤1}
τ(x)2(ap+δ
′)R(dx) +
∫
{τ(x)>1}
τ(x)R(dx)
< ∞ wegen (3.10).
Dabei ist K = sup
y≥1
y2(ap+δ
′)−1e−yρ . Der Satz von der majorisierten Konvergenz
liefert
lim
s→∞ sφ{τ(x) > s} = lims→∞
∫
Γ
∫ ∞
τ(x)−1
y−2e−(sy)
ρ
dyR(dx) = 0
und aus dem Satz von der monotonen Konvergenz folgt
lim
s↓0
sφ{τ(x) > s} = lim
s↓0
∫
Γ
∫ ∞
τ(x)−1
y−2e−(sy)
ρ
dyR(dx) =
∫
Γ
τ(x)R(dx).
Außerdem ist nach Satz 3.1.12 φ das Le´vy-Maß einer pTOSρE Verteilung genau
dann, wenn
∫
Γ τ(x)R(dx) <∞ und das ist a¨quivalent zu
lim
s↓0
sφ{τ(x) > s} <∞.
Wir werden jetzt zeigen, dass TOSρE Verteilungen Momente beliebiger Ordnung
besitzen ko¨nnen. Diese ha¨ngen von dem Rosin´ski-Maß R ab.
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Satz 3.1.17. Sei ρ > 0 fest. Sei µ eine TOSρE Verteilung mit Le´vy-Maß φ definiert
durch (3.9). Dann gilt
(i)
∫
Rd τ(x)
bµ(dx) <∞ fu¨r 0 < b < 1.
(ii)
∫
Rd τ(x)µ(dx) <∞ genau dann, wenn
∫
{τ(x)>1} τ(x) ln(τ(x))R(dx) <∞.
(iii)
∫
Rd τ(x)
bµ(dx) <∞ genau dann, wenn ∫{τ(x)>1} τ(x)bR(dx) <∞ fu¨r b > 1.
Um diesen Satz zu beweisen, brauchen wir folgendes Lemma:
Lemma 3.1.18. Die Abbildungen g1(x) = max{τ(x), 1} und g2(x) = max{τ(x)b, 1}
fu¨r b > 0 sind fu¨r x ∈ Rd im Sinne folgender Definition submultiplikativ.
Definition 3.1.19. Eine Funktion f : Rd → [0,∞) heißt submultiplikativ, falls
eine Konstante C > 0 existiert, so dass f(x+ y) ≤ Cf(x)f(y).
Beweis von Lemma 3.1.18
Wir zeigen zuna¨chst, dass g1 submultiplikativ ist, indem wir folgende Fa¨lle betrach-
ten. Nach Lemma 2.3.2 existiert eine Konstante K ≥ 1 mit
τ(x+ y) ≤ K(τ(x) + τ(y)).
Fall 1. Wenn τ(x) > 1 und τ(y) > 1 sind, dann folgt g1(x) = τ(x)
und g1(y) = τ(y).
• τ(x+ y) ≤ 1, dann gilt
g1(x+ y) = 1 ≤ τ(x)τ(y) ≤ 2Kτ(x)τ(y) = 2Kg1(x)g1(y).
• τ(x+ y) > 1, dann gilt
g1(x+ y) = τ(x+ y) ≤ K(τ(x) + τ(y))
≤ K(τ(x)τ(y) + τ(y)τ(x))
= 2Kτ(x)τ(y) = 2Kg1(x)g1(y).
Fall 2. Wenn τ(x) ≤ 1 und τ(y) > 1 sind, dann folgt g1(x) = 1 und g1(y) = τ(y).
• τ(x+ y) ≤ 1, dann gilt
g1(x+ y) = 1 ≤ 1 · τ(y) = g1(x)g1(y) ≤ 2Kg1(x)g1(y).
• τ(x+ y) > 1, dann gilt
g1(x+ y) = τ(x+ y) ≤ K(τ(x) + τ(y))
≤ K(1 + τ(y))
≤ 2Kτ(y) = 2Kg1(x)g1(y).
Fall 3. Fu¨r den Fall τ(x) > 1 und τ(y) ≤ 1 geht der Beweis analog zum Fall 2.
Fall 4. Wenn τ(x) ≤ 1 und τ(y) ≤ 1 sind, dann folgt g1(x) = 1 und g1(y) = 1.
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• τ(x+ y) ≤ 1, dann gilt
g1(x+ y) = 1 = g1(x)g1(y) ≤ 2Kg1(x)g1(y).
• τ(x+ y) > 1, dann gilt
g1(x+ y) = τ(x+ y) ≤ K(τ(x) + τ(y))
≤ K(1 + 1) = 2K
= 2Kg1(x)g1(y).
Fu¨r b > 0 gilt
g2(x) = max{τ(x)b, 1} = max{τ(x)b, 1b} = (max{τ(x), 1})b = g1(x)b.
Damit gilt mit dem ersten Teil dieses Beweises
g2(x+ y) = g1(x+ y)
b ≤ 2bKbg1(x)bg1(y)b = 2bKbg2(x)g2(y).
Beweis von Satz 3.1.17
Da die Funktion g2 stetig, lokal beschra¨nkt und submultiplikativ ist, liefert Theorem
25.3 auf Seite 159 aus dem Buch [25] fu¨r b > 0 die A¨quivalenz von∫
Rd
τ(x)bµ(dx) <∞
und ∫
{τ(x)≥1}
τ(x)bφ(dx) <∞.
Da φ die Darstellung (3.9) besitzt, muss das Maß R die Eigenschaft (3.10) erfu¨llen.
Damit gilt∫
{τ(x)≥1}
τ(x)bφ(dx) =
∫
Γ
∫ ∞
0
1{τ(tEx)≥1}τ(t
Ex)bt−2e−t
ρ
dtR(dx)
=
∫
Γ
∫ ∞
τ(x)−1
τ(x)btb−2e−t
ρ
dtR(dx)
=
∫
{τ(x)≤1}
τ(x)b
∫ ∞
τ(x)−1
tb−2e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
τ(x)b
∫ ∞
τ(x)−1
tb−2e−t
ρ
dtR(dx)
=: I1 + I2.
Mit K = sup
t≥1
t2(ap+δ
′)+b−1e−tρ fu¨r alle b > 0 gilt wegen (3.10)
I1 =
∫
{τ(x)≤1}
τ(x)b
∫ ∞
τ(x)−1
t−2(ap+δ
′)−1t2(ap+δ
′)+b−1e−t
ρ
dtR(dx)
≤ K
∫
{τ(x)≤1}
τ(x)b
∫ ∞
τ(x)−1
t−2(ap+δ
′)−1dtR(dx)
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=
K
2(ap + δ′)
∫
{τ(x)≤1}
τ(x)2(ap+δ
′)+bR(dx)
≤ K
2(ap + δ′)
∫
{τ(x)≤1}
τ(x)2(ap+δ
′)R(dx)
< ∞.
D. h. die Existenz von
∫
{τ(x)≥1} τ(x)
bφ(dx) ha¨ngt nur von I2 ab. Daher betrachten
wir folgende Fa¨lle:
(i) 0 < b < 1: Da e−tρ ≤ 1 fu¨r alle t ≥ 0 ist, gilt wegen (3.10)
I2 =
∫
{τ(x)>1}
τ(x)b
∫ ∞
τ(x)−1
tb−2e−t
ρ
dtR(dx)
≤
∫
{τ(x)>1}
τ(x)b
∫ ∞
τ(x)−1
tb−2dtR(dx)
=
1
1− b
∫
{τ(x)>1}
τ(x)R(dx)
< ∞.
(ii) b = 1: Es gilt e−tρ ≤ 1 fu¨r alle t ≥ 0 und t−1 ≤ 1 fu¨r alle t ≥ 1. Damit folgt
einerseits
I2 =
∫
{τ(x)>1}
τ(x)
∫ 1
τ(x)−1
t−1e−t
ρ
dtR(dx)
+
∫
{τ(x)>1}
τ(x)
∫ ∞
1
t−1e−t
ρ
dtR(dx)
≤
∫
{τ(x)>1}
τ(x)
∫ 1
τ(x)−1
t−1dtR(dx) +
∫ ∞
1
e−t
ρ
dt
∫
{τ(x)>1}
τ(x)R(dx)
=
∫
{τ(x)>1}
τ(x) ln(τ(x))R(dx) + ρ−1
∫ ∞
1
y
1
ρ
−1dy
ey
∫
{τ(x)>1}
τ(x)R(dx)
≤
∫
{τ(x)>1}
τ(x) ln(τ(x))R(dx) + ρ−1Γ
(
1
ρ
)∫
{τ(x)>1}
τ(x)R(dx).
Andererseits gilt
I2 ≥
∫
{τ(x)>1}
τ(x)
∫ 1
τ(x)−1
t−1e−t
ρ
dtR(dx)
≥ e−1
∫
{τ(x)>1}
τ(x)
∫ 1
τ(x)−1
t−1dtR(dx)
≥ e−1
∫
{τ(x)>1}
τ(x) ln(τ(x))R(dx).
Da
∫
{τ(x)>1} τ(x)R(dx) < ∞ aus der Eigenschaft (3.10) folgt, gilt I2 < ∞
und damit ∫
{τ(x)≥1}
τ(x)φ(dx) <∞
genau dann, wenn
∫
{τ(x)>1} τ(x) ln(τ(x))R(dx) <∞ ist.
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(iii) b > 1: Auf der einen Seite gilt
I2 ≤
∫
{τ(x)>1}
τ(x)b
∫ ∞
0
tb−2e−t
ρ
dtR(dx)
= ρ−1
∫
{τ(x)>1}
τ(x)b
∫ ∞
0
y
1
ρ
(b−1)−1
e−ydyR(dx)
= ρ−1Γ
(
b− 1
ρ
)∫
{τ(x)>1}
τ(x)bR(dx).
und auf der anderen Seite ist
I2 ≥
∫
{τ(x)>1}
τ(x)b
∫ ∞
1
tb−2e−t
ρ
dtR(dx)
= Cˆ
∫
{τ(x)>1}
τ(x)bR(dx) fu¨r eine Konstante Cˆ > 0.
Damit folgt die Behauptung.
Korollar 3.1.20. Sei µ eine TOSρE Verteilung mit Le´vy-Maß φ, das die Darstel-
lung (3.9) besitzt. Dann gilt fu¨r alle (kleine) δ′ > 0
(i)
∫
Rd ‖x‖β0µ(dx) <∞ fu¨r 0 < β < 1ap .
(ii)
∫
Rd ‖x‖
1
ap+δ′
0 µ(dx) <∞, wenn
∫
{τ(x)>1} τ(x) ln(τ(x))R(dx) <∞ gilt.
(iii) Außerdem folgt
∫
Rd ‖x‖β0µ(dx) < ∞ , wenn
∫
{τ(x)>1} τ(x)
β(ap+δ′)R(dx) < ∞
fu¨r β > 1ap+δ′ gilt.
Beweis Wegen Theorem 25.3 auf Seite 159 in [25] sind∫
Rd
‖x‖β0µ(dx) <∞ und
∫
{‖x‖0≥1}
‖x‖β0φ(dx) <∞
a¨quivalent, da x 7→ max{‖x‖β0 , 1} stetig, lokal beschra¨nkt und submultiplikativ ist.
Desweiteren gilt mit Lemma 2.3.1 fu¨r eine Konstante C > 0∫
{‖x‖0≥1}
‖x‖β0φ(dx) ≤ C
∫
{τ(x)≥1}
τ(x)β(ap+δ
′)φ(dx).
Die Behauptung folgt dann aus Satz 3.1.17 mit b = β(ap + δ
′). In (i) gilt die
Behauptung fu¨r 0 < β < 1ap+δ′ =
1
ap
− γ < 1ap mit γ = 1ap − 1ap+δ′ > 0.
Lemma 3.1.21. Sei φ das Le´vy-Maß einer pTOSρE Verteilung. Falls a1 > 1 ist,
dann gilt ∫
{0<‖x‖0≤1}
‖x‖0φ(dx) <∞.
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Beweis Da a1 > 1 ist, existiert ein δ > 0 mit a1 − δ > 1. Dann folgt aus der
Definition des Le´vy-Maßes einer pTOSρE Verteilung und Lemma 2.3.1∫
{0<‖x‖0≤1}
‖x‖0φ(dx) ≤
∫
S0
∫ ∞
0
1{0<‖rEu‖0≤1}‖rEu‖0
dr
r2
σ(du)
≤ C
∫
S0
∫ ∞
0
1{0<τ(rEu)≤1}τ(r
Eu)a1−δ
dr
r2
σ(du)
= C
∫
S0
∫ 1
0
r(a1−δ)−2drσ(du) <∞
fu¨r eine Konstante C > 0.
Folgendes Lemma stellt einen Zusammenhang zwischen den Parametern einer pTOSρE
Verteilung und den Parametern einer (tE) operator stabilen Verteilung her.
Lemma 3.1.22. Sei ρ > 0. Sei φ das Le´vy-Maß einer pTOSρE Verteilung mit
der Darstellung (3.1) und Rosin´ski-Maß R. Sei weiter φ0 das Le´vy-Maß einer (t
E)
operator stabilen Verteilung mit der Darstellung (2.10).
Dann gilt fu¨r alle A ∈ B(Γ)
φ0(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2dtR(dx). (3.16)
Außerdem gilt fu¨r alle B ∈ B(S0)
σ(B) =
∫
Γ
1B(τ(x)
−Ex)τ(x)R(dx). (3.17)
Beweis Fu¨r alle A ∈ B(Γ) folgt aus (3.7)∫
Γ
∫ ∞
0
1A(t
Ex)t−2dtR(dx) =
∫
S0
∫ ∞
0
∫ ∞
0
1A(t
Er
− 1
ρ
E
u)t−2dtr
1
ρQ(dr|u)σ(du)
=
∫
S0
∫ ∞
0
∫ ∞
0
1A(s
Eu)s−2dsQ(dr|u)σ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)s−2ds
∫ ∞
0
Q(dr|u)σ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)s−2dsσ(du)
= φ0(A).
Die vorletzte Gleichheit folgt daraus, dass µ eine pTOSρE Verteilung ist, und damit
sind Q(·|u) fu¨r σ-fast alle u ∈ S0 Wahrscheinlichkeitsmaße. Da τ(rEu) = r fu¨r
u ∈ S0 gilt und µ eine pTOSρE Verteilung ist, folgt mit (3.7) fu¨r alle B ∈ B(S0)∫
Γ
1B(τ(x)
−Ex)τ(x)R(dx)
=
∫
S0
∫ ∞
0
1B(τ(r
− 1
ρ
E
u)−Er−
1
ρ
E
u)τ(r
− 1
ρ
E
u)r
1
ρQ(dr|u)σ(du)
=
∫
S0
∫ ∞
0
1B(u)Q(dr|u)σ(du)
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=
∫
S0
1B(u)
∫ ∞
0
Q(dr|u)σ(du)
= σ(B).
Ein Le´vy-Prozess X = {X(t) : t ≥ 0} in Rd heißt TOSρE Le´vy-Prozess bzw.
pTOSρE Le´vy-Prozess, wenn X(1) eine TOS
ρ
E bzw. pTOS
ρ
E Verteilung besitzt.
Genauso ist ein Le´vy-Prozess Y = {Y (t) : t ≥ 0} ein (tE) operator stabiler
Le´vy-Prozess, falls die Verteilung von Y (1) (tE) operator stabil ist. Wir definieren
weiter den zeitreskalierten Prozess Xh (engl. the time rescaled process) durch
Xh(t) = X(ht) fu¨r h > 0 und t ≥ 0. Wir bezeichnen mit ”⇒ in D
(
[0,∞) ,Rd)“
die schwache Konvergenz von Prozessen im Raum D
(
[0,∞) ,Rd) der rechtsseitig
stetigen Funktionen f : [0,∞) → Rd mit linksseitigen Limiten. Kurz gesagt, die
Funktionen f , die ca`dla`g sind (franz.: ca`dla`g= continue a` droite avec limites a`
gauche). D
(
[0,∞) ,Rd) ist mit der Skorohod-Topologie versehen.
Satz 3.1.23. Sei X = {X(t) : t ≥ 0} ein TOSρE Le´vy-Prozess in Rd. X(1) besitze
das Rosin´ski-Maß R und die charakteristische Funktion
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ(dx)
)
.
(i) Falls
∫
Γ τ(x)R(dx) <∞ ist, dann gilt
h−EXh − bh ⇒ Y in D
(
[0,∞) ,Rd
)
fu¨r h→ 0 (3.18)
mit
bh(t) = −th
∫
Γ
(h−Ex)1{h≤τ(x)<1}φ(dx),
wobei Y = {Y (t) : t ≥ 0} ein (tE) operator stabiler Le´vy-Prozess ist. Dabei
besitzt die Verteilung von Y (1) die charakteristische Funktion
exp
(∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ0(dx)
)
.
Das Le´vy-Maß φ0 ist von der Form (2.10). φ0 bzw. σ ko¨nnen die Darstellung
(3.16) bzw. (3.17) besitzen.
(ii) Gilt fu¨r ein δ′ > 0 ∫
{τ(x)>1}
τ(x)2(ap+δ
′)R(dx) <∞, (3.19)
dann folgt fu¨r h→∞
h−
1
2
IXh − b′h ⇒ B in D
(
[0,∞) ,Rd
)
. (3.20)
Dabei ist
b′h(t) = th
1
2
∫
{‖x‖0≥1}
xφ(dx)
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und B = {B(t) : t ≥ 0} eine zentrierte Brownsche Bewegung mit charakteris-
tischer Funktion
E(ei<y,B(t)>) = exp
(
− t
2
∫
Γ
〈y, x〉2φ(dx)
)
.
Beweis
(i) Wir setzen Y (t, h) = h−EXh(t)− bh(t) = h−EX(ht)− bh(t).
Es ist fu¨r 0 < h < 1
bh(1) = −h
∫
Γ
(h−Ex)1{h≤τ(x)<1}φ(dx)
= h
∫
Γ
(h−Ex)
(
1{τ(x)<h} − 1{τ(x)<1}
)
φ(dx)
= h
∫
Γ
(h−Ex)
(
1{τ(h−Ex)<1} − 1{τ(x)<1}
)
φ(dx)
= h
∫
Γ
(h−Ex)
(
1{‖h−Ex‖0<1} − 1{‖x‖0<1}
)
φ(dx).
Dann gilt
E(ei<y,Y (1,h)>)
= exp
(
h
∫
Γ
(
ei<h
−E∗y,x> − 1− i < h−E∗y, x > 1{‖x‖0<1}
)
φ(dx)
)
· exp
(
−ih < y,
∫
Γ
(h−Ex)
(
1{‖h−Ex‖0<1} − 1{‖x‖0<1}
)
φ(dx) >
)
= exp
(
h
∫
Γ
(
ei<y,h
−Ex> − 1− i < y, h−Ex >
·
(
1{‖x‖0<1} + 1{‖h−Ex‖0<1} − 1{‖x‖0<1}
))
φ(dx)
)
= exp
(
h
∫
Γ
(
ei<y,h
−Ex> − 1− i < y, h−Ex > 1{‖h−Ex‖0<1}
)
φ(dx)
)
= exp
(
h
∫
Γ
(
ei<y,x> − 1− i < y, x > 1{‖x‖0<1}
)
(h−Eφ)(dx)
)
= exp
(
i < y, ah > +
∫
Γ
(
ei<y,x> − 1− i < y, x > 1{‖x‖0<1}
)
φh(dx)
)
mit ah = 0 und φh = h(h
−Eφ). Da Y (t, h) mit t ≥ 0 fu¨r jedes h > 0 einen
Le´vy-Prozess bildet, reicht es nach dem Satz von Skorohod (siehe Theorem
15.17 und Aufgabe 3 in Kapitel 16 im Buch [16]) die Konvergenz in t = 1 zu
zeigen:
Y (1, h)⇒ Y (1) fu¨r h→ 0. (3.21)
Wir zeigen (3.21) mithilfe von Theorem 3.1.16 auf Seite 47 im Buch [18],
d. h. wir beweisen folgende Bedingungen:
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(a) φh → φ0 in M fu¨r h→ 0, d. h. φh konvergiert vage gegen φ0.
(b) ah → 0 fu¨r h→ 0.
(c) lim
→0
lim
h→0
∫
{0<‖x‖0<}〈z, x〉2φh(dx) = 0 fu¨r alle z ∈ Rd.
(a) Sei A ⊂ Γ eine φ0-Stetigkeitsmenge mit dist(A, 0) > 0, d. h. φ0(∂A) = 0.
Es gilt mit (3.1)
φh(A) = hφ(h
EA)
= h
∫
S0
∫ ∞
0
1hEA(r
Eu)q(rρ, u)r−2drσ(du)
= h
∫
S0
∫ ∞
0
1A(h
−ErEu)q(rρ, u)r−2drσ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)q((sh)ρ, u)s−2dsσ(du)
=
∫
S0
∫ ∞
0
fh(s, u)s
−2dsσ(du).
Fu¨r h→ 0 konvergiert fh(s, u) = 1A(sEu)q((sh)ρ, u) gegen 1A(sEu) fu¨r
σ-fast alle u ∈ S0, da q(0+, u) = 1 fu¨r σ-fast alle u ∈ S0 im Fall einer
pTOSρE Verteilung ist. Da dist(A, 0) > 0 ist, existiert ein r0 > 0, so dass
fh(s, u) ≤ 1[r0,∞)(s)q((sh)ρ, u) ≤ 1[r0,∞)(s) fu¨r alle h > 0
und fu¨r σ-fast alle u ∈ S0 gilt. Die zweite Ungleichung folgt aus der
Tatsache, dass die Funktion q monoton fallend ist und q(0+, u) = 1 fu¨r
σ-fast alle u ∈ S0 im Fall einer pTOSρE Verteilung ist. Da σ ein endliches
Maß auf der Einheitsspha¨re S0 ist, folgt∫
S0
∫ ∞
0
1[r0,∞)(s)s
−2dsσ(du) =
∫
S0
∫ ∞
r0
s−2dsσ(du) = r−10 σ(S0) <∞.
Damit liefert der Satz von der majorisierten Konvergenz
lim
h→0
φh(A) = lim
h→0
∫
S0
∫ ∞
0
1A(s
Eu)q((sh)ρ, u)s−2dsσ(du) = φ0(A).
(b) ist trivial, da ah = 0 ist.
(c) Fu¨r  > 0 gilt mit (3.1) fu¨r alle z ∈ Rd∫
{0<‖x‖0<}
〈z, x〉2φh(dx)
= h
∫
{0<‖h−Ex‖0<}
〈z, h−Ex〉2φ(dx)
= h
∫
S0
∫ ∞
0
1{0<‖( r
h
)Eu‖0<}〈z,
( r
h
)E
u〉2q(rρ, u)dr
r2
σ(du)
=
∫
S0
∫ ∞
0
1{0<‖sEu‖0<}〈z, sEu〉2q((sh)ρ, u)s−2dsσ(du)
=
∫
S0
∫ ∞
0
f,h(s, u)s
−2dsσ(du).
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Da die Funktion q monoton fallend mit q(0+, u) = 1 fu¨r σ-fast alle u ∈ S0
im Fall einer pTOSρE Verteilung ist, folgt
lim
→0
lim
h→0
f,h(s, u) = lim
→0
lim
h→0
1{0<‖sEu‖0<}〈z, sEu〉2q((sh)ρ, u) = 0
fu¨r σ-fast alle u ∈ S0 und
f,h(s, u) = 1{0<‖sEu‖0<}〈z, sEu〉2q((sh)ρ, u) ≤ 1{0<‖sEu‖0<1}〈z, sEu〉2
fu¨r σ-fast alle u ∈ S0, fu¨r alle  > 0 und fu¨r alle h > 0. Da σ ein endliches
Maß ist und a1 >
1
2 , gilt∫
S0
∫ ∞
0
1{0<‖sEu‖0<1}〈z, sEu〉2
ds
s2
σ(du)
≤ C‖z‖2
∫
S0
∫ ∞
0
1{0<‖sEu‖0<1}‖sEu‖20
ds
s2
σ(du)
≤ C‖z‖2
∫
S0
∫ ∞
0
1{τ(sEu)<1}τ(s
Eu)2(a1−δ)
ds
s2
σ(du)
≤ C‖z‖2
∫
S0
∫ 1
0
s2(a1−δ)−2dsσ(du)
=
C‖z‖2σ(S0)
2(a1 − δ)− 1 <∞
fu¨r eine Konstante C > 0, die entsprechend immer gea¨ndert wird. Damit
liefert der Satz von der majorisierten Konvergenz
lim
→0
lim
h→0
∫
{0<‖x‖0<}
〈z, x〉2φh(dx)
= lim
→0
lim
h→0
∫
S0
∫ ∞
0
1{0<‖sEu‖0<}〈z, sEu〉2q((sh)ρ, u)
ds
s2
σ(du)
= 0.
(ii) Wegen der Bedingung (3.19) und Lemma 2.3.1 gilt
∫
{‖x‖0≥1} ‖x‖20φ(dx) <∞
und damit ist E‖X(1)‖20 endlich. Z(t, h) = h−
1
2
IXh(t)−b′h(t) mit t ≥ 0 bilden
fu¨r jedes h > 0 einen Le´vy-Prozess. Dabei besitzt Z(1, h) die charakteristische
Funktion der Form
E(ei<y,Z(1,h)>) = exp
[
−ih 12 〈y,
∫
{‖x‖0≥1}
xφ(dx)〉
+ h
∫
Γ
(
ei〈y,h
− 12 Ix〉 − 1− i〈y, h− 12 Ix〉1{‖x‖0<1}
)
φ(dx)
]
= exp
[
h
∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉
)
(h−
1
2
Iφ)(dx)
]
= exp
[
i < y, ah > +
∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉
)
φh(dx)
]
und damit ist der Erwartungswert gleich Null, wobei φh = h(h−
1
2
Iφ) und
ah = 0 ist. Analog zu Teil (i) reicht es Folgendes zu zeigen:
Z(1, h)⇒ B(1) fu¨r h→∞. (3.22)
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Um (3.22) zu zeigen, mu¨ssen wir folgende Bedingungen beweisen:
(a) φh → 0 in M fu¨r h→∞.
(b) ah → 0 fu¨r h→∞.
(c) lim
→0
lim
h→∞
∫
{0<‖x‖0<}〈z, x〉2φh(dx) =
∫
Γ〈z, x〉2φ(dx) fu¨r alle z ∈ Rd.
(a) Sei  > 0. Dann gilt
φh ({‖x‖0 > }) =
∫
{‖x‖0>}
φh(dx)
=
∫
{‖x‖0>}
‖x‖20
‖x‖20
φh(dx)
≤ −2
∫
1{‖x‖0>}‖x‖20φh(dx)
= −2h
∫
1{‖h− 12 Ix‖0>}‖h−
1
2
Ix‖20φ(dx)
= −2
∫
1{‖x‖0>h 12}‖x‖20φ(dx)
= −2
∫
Γ
fh(x, )φ(dx).
Die vorletzte Gleichheit folgt aus h−
1
2
Ix = h−
1
2 Ix = h−
1
2x.
fh(x, ) = 1{‖x‖0>h
1
2 }‖x‖
2
0 konvergiert fu¨r h → ∞ gegen 0 und es gilt
fh(x, ) ≤ ‖x‖20 fu¨r alle h > 0. Die Voraussetzung (3.19) und die Eigen-
schaften des Le´vy-Maßes liefern∫
Γ
‖x‖20φ(dx) <∞.
Der Satz von der majorisierten Konvergenz impliziert
lim
h→∞
−2
∫
Γ
fh(x, )φ(dx) = lim
h→∞
−2
∫
{
‖x‖0>h
1
2
} ‖x‖20φ(dx) = 0
und damit folgt
lim
h→∞
φh ({‖x‖0 > }) = 0.
Sei A ∈ B(Γ) mit dist(A, 0) > 0 beliebig. Da dist(A, 0) > 0 ist, existiert
 > 0, so dass A ⊂ {‖x‖0 > }. Damit gilt φh → 0 in M fu¨r h→∞.
(b) gilt offensichtlich.
(c) Es gilt fu¨r alle z ∈ Rd∫
{0<‖x‖0<}
〈z, x〉2φh(dx) = h
∫
{0<‖h− 12 x‖0<}
〈z, h− 12x〉2φ(dx)
=
∫
{0<‖x‖0<h
1
2 }
〈z, x〉2φ(dx)
=
∫
Γ
f,h(x)φ(dx)
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mit f,h(x) := 1{0<‖x‖0<h
1
2 }〈z, x〉
2. Desweiteren gilt
lim
→0
lim
h→∞
f,h(x) = lim
→0
lim
h→∞
1{0<‖x‖0<h
1
2 }〈z, x〉
2 = 〈z, x〉2
und
f,h(x) ≤ 〈z, x〉2 fu¨r alle  > 0 und alle h > 0
sowie ∫
Γ
〈z, x〉2φ(dx) ≤ C‖z‖2
∫
Γ
‖x‖20φ(dx).
Die Behauptung folgt aus der Eigenschaften des Le´vy-Maßes, (3.19) und
dem Satz von der majorisierten Konvergenz.
Lemma 3.1.24.
(i) Falls X(1) in Satz 3.1.23 das Rosin´ski-Maß R und die charakteristische Funk-
tion der Form
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei<y,x> − 1)φ(dx))
besitzt, so ko¨nnen wir bh(t) = 0 fu¨r alle t > 0 in (3.18) und b
′
h(t) = th
1
2
∫
Γ xφ(dx)
fu¨r alle t > 0 in (3.20) wa¨hlen.
(ii) Falls X(1) in Satz 3.1.23 das Rosin´ski-Maß R und die charakteristische Funk-
tion der Form
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei<y,x> − 1− i < y, x >)φ(dx))
besitzt, so ko¨nnen wir bh(t) = 0 fu¨r alle t > 0 in (3.18) und b
′
h(t) = 0 fu¨r alle
t > 0 in (3.20) wa¨hlen.
Beweis
(i) X(1) besitzt die charakteristische Funktion
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei<y,x> − 1)φ(dx)) .
Somit hat h−EX(h) die charakteristische Funktion
E(ei<y,h
−EX(h)>) = exp
(∫
Γ
(
ei<y,x> − 1)φh(dx))
mit φh = h(h
−Eφ). Analog zu (i) aus Satz 3.1.23 gelten die Bedingungen
(a)-(c) auch hier. Die charakteristische Funktion von h−
1
2X(h) − b′h(1) hat
die Darstellung
E(ei<y,h
− 12X(h)−b′h(1)>) = exp
(∫
Γ
(
ei<y,x> − 1− i < y, x >)φh(dx))
mit φh = h(h−
1
2φ). Analog zu (ii) aus Satz 3.1.23 gelten die Bedingungen
(a)-(c) auch hier und damit folgt die Behauptung.
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(ii) X(1) besitzt die charakteristische Funktion
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei<y,x> − 1− i < y, x >)φ(dx)) .
Fu¨r B = E oder B = 12I besitzt h
−BX(h) die charakteristische Funktion
E(ei<y,h
−BX(h)>) = exp
(∫
Γ
(
ei<y,x> − 1− i < y, x >)φ′(dx))
mit φ′ = h(h−Bφ). Die Bedingungen (a)-(c) folgen analog zu (a)-(c) in (i)
und (ii) aus Satz 3.1.23. Damit gilt die Behauptung.
Satz 3.1.23 und Lemma 3.1.24 besagen, dass der pTOSρE Le´vy-Prozess auf kurze
Zeit unter geeigneter Raum- und Zeitskalierung einen (tE) operator stabilen Le´vy-
Prozess approximiert, wa¨hrend sich der TOSρE Le´vy-Prozess und damit auch der
pTOSρE Le´vy-Prozess unter der Voraussetzung (3.19) auf lange Zeit hin wie eine
Brownsche Bewegung verha¨lt.
Satz 3.1.25. Sei φ das Le´vy-Maß einer pTOSρE Verteilung. Dann ist φ ein regula¨r
variierendes Maß in der Null mit Exponent E.
Beweis
φ0 istM−voll. Aus dem Beweis von Satz 3.1.23 Teil (i) folgt h(h−Eφ)→ φ0 inM
fu¨r h→ 0. Das ist a¨quivalent zu 1n(nEφ)→ φ0 inM fu¨r n→∞. Außerdem ist die
Folge (nE)n∈N nach Beispiel 2.1.8 regula¨r variierend mit Index E. E ist invertierbar,
da die Realteile seiner Eigenwerte strikt gro¨ßer als Null sind. Proposition 2.1.13 Teil
(i) liefert dann die Behauptung.
3.2 Tempered operator stabile Verteilungen
Dieser Abschnitt dient der Vollsta¨ndigkeit der Arbeit. Wir werden hier den Spezi-
alfall von TOSρE Verteilungen fu¨r ρ = 1 betrachten. Eine (p)TOS
ρ
E Verteilung mit
ρ = 1 wird im Folgenden kurz (proper) tempered operator stabile Vertei-
lung mit Exponent E genannt und wir schreiben (p)TOSE anstatt (p)TOS
1
E . Der
Grund fu¨r die Einfu¨hrung dieses Spezialfalles besteht darin, dass wir im na¨chsten
Kapitel eine Irrfahrt konstruieren, die gegen eine pTOSE Verteilung konvergiert
und eine Reihendarstellung fu¨r den pTOSE Le´vy-Prozess herleiten. Auf Beweise
wird an dieser Stelle verzichtet, da diese analog zu den Beweisen des vorherigen
Abschnittes gehen. Zur Erinnerung: TOSE bzw. pTOSE Verteilungen sind wie folgt
definiert:
Definition 3.2.1. Ein volles Wahrscheinlichkeitsmaß µ auf Rd heißt tempered
operator stabil mit Exponent E, falls µ unendlich teilbar mit µ ∼ [a, 0, φ] ist.
Dabei besitzt das Le´vy-Maß φ folgende Darstellung fu¨r alle A ∈ B(Γ)
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(r, u)r−2drσ(du), (3.23)
3.2. TEMPERED OPERATOR STABILE VERTEILUNGEN 39
wobei σ ein endliches Maß auf der Einheitsspha¨re S0 ist. E ∈ L(Rd) ist ein linearer
Operator mit der Eigenschaft, dass seine Eigenwerte Realteile a1, . . . , ap mit p ≤ d
und 12 < a1 < · · · < ap besitzen. Die messbare Funktion q : (0,∞) × S0 → (0,∞)
mit r 7→ q(r, u) ist vollsta¨ndig monoton und es gilt q(∞, u) = 0 fu¨r alle u ∈ S0.
Gilt zusa¨tzlich q(0+, u) = 1 fu¨r σ-fast alle u ∈ S0, dann nennen wir µ proper
tempered operator stabile Verteilung mit Exponent E.
Wegen der vollsta¨ndigen Monotonie besitzt die Tempering-Funktion folgende Dar-
stellung
q(r, u) =
∫ ∞
0
e−rsQ(ds|u),
wobei {Q(·|u)}u∈S0 eine messbare Familie von Borelmaßen auf (0,∞) ist, d. h.
Q(B|u) ist messbar in u fu¨r jede Menge B ∈ B ((0,∞)). Q(·|u) sind Wahrschein-
lichkeitsmaße fu¨r σ-fast alle u ∈ S0, wenn q(0+, u) = 1. Die Maße Q bzw. R sind
dann definiert durch
Definition 3.2.2. Fu¨r alle A ∈ B(Γ) definieren wir das Maß Q durch
Q(A) :=
∫
S0
∫ ∞
0
1A(r
Eu)Q(dr|u)σ(du) (3.24)
und das Maß R durch
R(A) :=
∫
Γ
1A
(
τ(x)−El(x)
)
τ(x)Q(dx). (3.25)
Dabei sind Q(·|u) und σ wie oben definiert.
Damit hat R folgende Polardarstellung fu¨r alle A ∈ B(Γ)
R(A) =
∫
S0
∫ ∞
0
1A(r
−Eu)rQ(dr|u)σ(du). (3.26)
Nach Lemma 3.1.10 mit ρ = 1 ko¨nnen wir das Maß Q durch das Maß R mit der
gleichen Transformation erhalten:
Lemma 3.2.3. Fu¨r das Maß Q in (3.24) und das Maß R in (3.25) gilt fu¨r A ∈ B(Γ)
Q(A) =
∫
Γ
1A
(
τ(x)−El(x)
)
τ(x)R(dx) (3.27)
Wir ko¨nnen das Le´vy-Maß φ einer TOSE Verteilung durch das Maß R wie folgt
charakterisieren.
Satz 3.2.4. Das Le´vy-Maß φ einer TOSE Verteilung besitzt folgende Darstellung
φ(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2e−tdtR(dx) (3.28)
fu¨r alle A ∈ B(Γ), wobei R ein eindeutiges Maß auf Γ mit∫
Γ
(
τ(x)2(ap+δ
′) ∧ τ(x)
)
R(dx) <∞ fu¨r alle δ′ > 0 ist. (3.29)
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Umgekehrt ist R ein Maß mit∫
Γ
(
τ(x)2(a1−δ) ∧ τ(x)
)
R(dx) <∞ fu¨r ein geeignet kleines δ > 0, (3.30)
so stellt (3.28) das Le´vy-Maß einer TOSE Verteilung dar. φ ist das Le´vy-Maß einer
pTOSE Verteilung genau dann, wenn∫
Γ
τ(x)R(dx) <∞. (3.31)
Außerdem ko¨nnen die Momente beliebiger Ordnung von TOSE Verteilungen end-
lich sein.
Korollar 3.2.5. Sei µ eine TOSE Verteilung mit Le´vy-Maß φ, das die Darstellung
(3.28) besitzt. Dann gilt fu¨r δ′ > 0
(i)
∫
Rd ‖x‖β0µ(dx) <∞ fu¨r 0 < β < 1ap .
(ii)
∫
Rd ‖x‖
1
ap+δ′
0 µ(dx) <∞, wenn
∫
{τ(x)>1} τ(x) ln(τ(x))R(dx) <∞ gilt.
(iii) Außerdem folgt
∫
Rd ‖x‖β0µ(dx) < ∞ , wenn
∫
{τ(x)>1} τ(x)
β(ap+δ′)R(dx) < ∞
fu¨r β > 1ap+δ′ gilt.
Desweiteren gilt fu¨r pTOSE Verteilungen:
Lemma 3.2.6. Sei φ das Le´vy-Maß einer pTOSE Verteilung. Falls a1 > 1 ist,
dann gilt ∫
{0<‖x‖0≤1}
‖x‖0φ(dx) <∞.
Folgendes Lemma stellt einen Zusammenhang zwischen den Parametern von pTOSE
Verteilungen und den Parametern von (tE) operator stabilen Verteilungen her.
Lemma 3.2.7. Sei φ das Le´vy-Maß einer pTOSE Verteilung mit der Darstellung
(3.23) und das Rosin´ski-Maß R. Sei φ0 das Le´vy-Maß einer (t
E) operator stabilen
Verteilung mit Darstellung (2.10). Dann gilt fu¨r alle A ∈ B(Γ)
φ0(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2dtR(dx). (3.32)
Außerdem gilt fu¨r alle B ∈ B(S0)
σ(B) =
∫
Γ
1B(τ(x)
−Ex)τ(x)R(dx). (3.33)
Die TOSE Verteilungen erfu¨llen auch folgende Eigenschaft des Kurz- und Lang-
zeitverhaltens:
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Satz 3.2.8. Sei X = {X(t) : t ≥ 0} ein TOSE Le´vy-Prozess in Rd. X(1) besitzt
das Rosin´ski-Maß R und die charakteristische Funktion
E(ei<y,X(1)>) = exp
(∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ(dx)
)
(i) Falls
∫
Γ τ(x)R(dx) <∞ ist, dann gilt
h−EXh − bh ⇒ Y in D
(
[0,∞) ,Rd
)
fu¨r h→ 0 (3.34)
mit
bh(t) = −th
∫
Γ
(h−Ex)1{h≤τ(x)<1}φ(dx),
wobei Y = {Y (t) : t ≥ 0} ein (tE) operator stabiler Le´vy-Prozess ist. Dabei
besitzt die Verteilung von Y (1) die charakteristische Funktion
exp
(∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ0(dx)
)
.
Das Le´vy-Maß φ0 ist von der Form (2.10). φ0 bzw. σ ko¨nnen die Darstellung
(3.32) bzw. (3.33) besitzen.
(ii) Gilt fu¨r ein δ′ > 0 ∫
{τ(x)>1}
τ(x)2(ap+δ
′)R(dx) <∞, (3.35)
dann folgt fu¨r h→∞
h−
1
2
IXh − b′h ⇒ B in D
(
[0,∞) ,Rd
)
. (3.36)
Dabei ist
b′h(t) = th
1
2
∫
{‖x‖0≥1}
xφ(dx)
und B = {B(t) : t ≥ 0} eine zentrierte Brownsche Bewegung mit charakteris-
tischer Funktion
exp
(
− t
2
∫
Γ
〈y, x〉2φ(dx)
)
.
Bevor wir diesen Abschnitt abschließen, stellen wir zwei Beispiele von TOSE Ver-
teilungen vor.
Beispiel 3.2.9.
(i) Sei die Funktion q : (0,∞)×S0 → (0,∞) definiert durch q(r, u) = q(r) = e−κr
fu¨r eine Konstante κ > 0 und fu¨r alle u ∈ S0. q ist vollsta¨ndig monoton, da q
unendlich oft stetig differenzierbar und (−1)nq(n)(r) = κne−κr = κnq(r) ≥ 0
fu¨r n ∈ N0. Es gilt lim
r→∞ q(r) = 0 und q(0
+) = 1. Wir ko¨nnen die Funktion q
wie folgt umschreiben:
q(r) =
∫ ∞
0
e−rsκ(ds).
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Wir setzen Q(ds|u) = κ(ds). Q(·|u) ist fu¨r alle u ∈ S0 ein Wahrscheinlich-
keitsmaß. Wir definieren fu¨r A ⊂ Γ das Maß Q durch
Q(A) :=
∫
S0
∫ ∞
0
1A(r
Eu)κ(dr)σ(du) =
∫
S0
1A(κ
Eu)σ(du)
und das Maß R durch
R(A) :=
∫
S0
∫ ∞
0
1A(r
−Eu)rκ(dr)σ(du) = κ
∫
S0
1A(κ
−Eu)σ(du)
fu¨r ein endliches Maß σ auf der Einheitsspha¨re S0 und einen linearen Ope-
rator E in Rd, dessen Eigenwerte Realteile a1, . . . , ap mit 12 < a1 < · · · < ap
und p ≤ d besitzen. Fu¨r κ = 1 sind die Maße Q und R auf S0 konzentriert
und stimmen mit dem Maß σ u¨berein. Es gilt weiter∫
Γ
τ(x)R(dx) = κ
∫
S0
τ(κ−Eu)σ(du) = κκ−1
∫
S0
σ(du) = σ(S0).
Daraus folgt mit Satz 3.2.4, dass das Maß
φ(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2e−tdtR(dx)
= κ
∫
S0
∫ ∞
0
1A(t
Eκ−Eu)t−2e−tdtσ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)s−2e−κsdsσ(du)
fu¨r A ⊂ Γ das Le´vy-Maß einer pTOSE Verteilung µ auf Rd ist. Dieses Maß µ
besitzt Momente beliebiger Ordnung, denn fu¨r δ′ > 0 gilt nach Korollar 3.2.5∫
Rd ‖x‖β0µ(dx) <∞ fu¨r 0 < β < 1ap . Da∫
Γ
1{τ(x)>1}τ(x) ln(τ(x))R(dx)
= κ
∫
S0
1{τ(κ−Eu)>1}τ(κ
−Eu) ln(τ(κ−Eu))σ(du)
=
0 fu¨r κ ≥ 1
ln(κ−1)σ(S0) fu¨r 0 < κ < 1
< ∞
gilt, folgt ebenfalls mit Korollar 3.2.5, dass
∫
Rd ‖x‖
1
ap+δ′
0 µ(dx) < ∞ ist. Die
andere Momente existieren auch wegen Korollar 3.2.5 und∫
Γ
1{τ(x)>1}τ(x)β(ap+δ
′)R(dx)
= κ
∫
S0
1{τ(κ−Eu)>1}τ(κ
−Eu)β(ap+δ
′)σ(du)
=
0 fu¨r κ ≥ 1
κ1−β(ap+δ′)σ(S0) fu¨r 0 < κ < 1
< ∞.
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Da µ eine pTOSE Verteilung ist, verha¨lt sich der pTOSE Le´vy-Prozess X mit
X(1) nach µ-verteilt, auf kurze Zeit betrachtet, wie ein (tE) operator stabiler
Le´vy-Prozess. Außerdem gilt∫
Γ
1{τ(x)>1}τ(x)2(ap+δ
′)R(dx)
= κ
∫
S0
1{τ(κ−Eu)>1}τ(κ
−Eu)2(ap+δ
′)σ(du)
=
0 fu¨r κ ≥ 1
κ1−2(ap+δ′)σ(S0) fu¨r 0 < κ < 1
< ∞.
Damit gilt der zweite Teil von Satz 3.2.8, d. h. der Prozess X approximiert
auf lange Zeit hin eine Brownsche Bewegung B mit B(1) ∼ ν und charakte-
ristischer Funktion
νˆ(y) = exp
(
−1
2
∫
S0
∫ ∞
0
〈y, rEu〉2e−κrr−2drσ(du)
)
.
(ii) Wir verallgemeinern das erste Beispiel, indem wir anstatt der Konstante
κ eine von u abha¨ngige Funktion κ(u) annehmen. Also sei die Funktion
q : (0,∞) × S0 → (0,∞) definiert durch q(r, u) = e−κ(u)r, fu¨r eine messbare
Funktion κ : S0 → (0,∞). Die Abbildung r 7→ q(r, u) ist unendlich oft stetig
differenzierbar und besitzt partielle Ableitungen mit alternierendem Vorzei-
chen, d. h. (−1)n ∂n∂rn q(r, u) = κ(u)ne−κ(u)r = κ(u)nq(r, u) ≥ 0 fu¨r n ∈ N0
und fu¨r alle u ∈ S0. Desweiteren gilt lim
r→∞ q(r, u) = 0 und q(0
+, u) = 1 fu¨r
alle u ∈ S0. Die Funktion q hat folgende Gestalt:
q(r, u) =
∫ ∞
0
e−rsκ(u)(ds).
Wir setzen Q(ds|u) = κ(u)(ds). Q(·|u) ist fu¨r alle u ∈ S0 ein Wahrschein-
lichkeitsmaß. Wir definieren fu¨r A ⊂ Γ das Maß Q durch
Q(A) =
∫
S0
∫ ∞
0
1A(r
Eu)κ(u)(dr)σ(du) =
∫
S0
1A(κ(u)
Eu)σ(du)
und das Maß R durch
R(A) =
∫
S0
∫ ∞
0
1A(r
−Eu)rκ(u)(dr)σ(du) =
∫
S0
1A(κ(u)
−Eu)κ(u)σ(du).
Dabei ist σ ein endliches Maß auf der Einheitsspha¨re S0 und E ∈ L(Rd),
dessen Eigenwerte Realteile a1, . . . , ap mit
1
2 < a1 < · · · < ap und p ≤ d
besitzen. Da ∫
Γ
τ(x)R(dx) =
∫
S0
τ(κ(u)−Eu)κ(u)σ(du)
=
∫
S0
κ(u)−1κ(u)σ(du)
= σ(S0)
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gilt, folgt aus Satz 3.2.4, dass das Maß
φ(A) =
∫
Γ
∫ ∞
0
1A(t
Ex)t−2e−tdtR(dx)
=
∫
S0
∫ ∞
0
1A(t
Eκ(u)−Eu)t−2e−tdtκ(u)σ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)s−2e−κ(u)sdsσ(du)
fu¨r A ⊂ Γ das Le´vy-Maß einer pTOSE Verteilung µ auf Rd ist. Außerdem
gilt fu¨r δ′ > 0
(a)
∫
Rd ‖x‖β0µ(dx) <∞ fu¨r 0 < β < 1ap .
(b) Gilt
∫
{κ(u)<1} ln(κ(u)
−1)σ(du) <∞, so ist ∫Rd ‖x‖ 1ap+δ′0 µ(dx) <∞.
(c)
∫
Rd ‖x‖β0µ(dx) <∞, wenn
∫
{κ(u)<1} κ(u)
1−β(ap+δ′)σ(du) <∞
fu¨r β > 1ap+δ′ ist.
Dies folgt aus Korollar 3.2.5 und∫
{τ(x)>1}
τ(x) ln(τ(x))R(dx)
=
∫
{τ(κ(u)−Eu)>1}
τ(κ(u)−Eu) ln(τ(κ(u)−Eu))κ(u)σ(du)
=
∫
{κ(u)−1>1}
κ(u)−1 ln(κ(u)−1)κ(u)σ(du)
=
∫
{κ(u)<1}
ln(κ(u)−1)σ(du)
sowie∫
{τ(x)>1}
τ(x)β(ap+δ
′)R(dx) =
∫
{τ(κ(u)−Eu)>1}
τ(κ(u)−Eu)β(ap+δ
′)κ(u)σ(du)
=
∫
{κ(u)−1>1}
κ(u)−β(ap+δ
′)κ(u)σ(du)
=
∫
{κ(u)<1}
κ(u)1−β(ap+δ
′)σ(du).
Da
∫
Γ τ(x)R(dx) = σ(S0) ist, gilt der erste Teil von Satz 3.2.8. Der zweite
Teil gilt nur, wenn∫
{τ(x)>1}
τ(x)2(ap+δ
′)R(dx) =
∫
{κ(u)<1}
κ(u)1−2(ap+δ
′)σ(du) <∞
ist. Dabei ist die charakteristische Funktion der Brownschen Bewegung von
der Form
exp
(
−1
2
∫
S0
∫ ∞
0
〈y, sEu〉2s−2e−κ(u)sdsσ(du)
)
.
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3.3 Verallgemeinerte tempered operator stabile Vertei-
lungen
Wir betrachten hier eine weitere Klasse von tempered operator stabilen Verteilun-
gen: die sogenannten verallgemeinerten tempered operator stabilen Verteilungen.
Diese Klasse entha¨lt alle pTOSρE Verteilungen. In diesem Fall ko¨nnen wir das Ver-
halten eines verallgemeinerten tempered operator stabilen Prozesses auf kurze und
lange Zeit auch beweisen. Die anderen Eigenschaften ko¨nnen wir aber nicht zeigen,
da die Funktion q keine explizite Darstellung besitzt.
Definition 3.3.1. Wir nennen eine volle unendlich teilbare Verteilung µ auf Rd
verallgemeinerte tempered operator stabile Verteilung mit Exponent E
(engl.: generalised tempered operator stable distribution), falls µ keinen Gaußanteil
besitzt und fu¨r A ∈ B(Γ)
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(r, u)r−2drσ(du) (3.37)
gilt, wobei σ ein endliches Maß auf der Einheitsspha¨re S0 ist. E ∈ L(Rd) ist ein
linearer Operator mit der Eigenschaft, dass seine Eigenwerte Realteile a1, . . . , ap
mit 12 < a1 < · · · < ap und p ≤ d besitzen. Die Funktion q : (0,∞) × S0 → (0,∞)
ist eine messbare gleichma¨ßig beschra¨nkte Funktion, so dass fu¨r eine nichtnegative
Funktion g ∈ L1(S0, σ) folgendes gilt
lim
r→0
‖q(r, ·)− g(·)‖L1(S0,σ) = 0. (3.38)
Wir bezeichnen diese Klasse von Verteilungen mit GTOSE und nennen die Funk-
tion q die Tempering-Funktion.
Beispiel 3.3.2.
(i) pTOSρE Verteilungen sind GTOSE Verteilungen mit g(u) = 1 fu¨r alle u ∈ S0,
denn im Fall pTOSρE Verteilungen ist q(·, u) monoton fallend, konvex und es
gilt q(0+, u) = 1, d. h. q ist durch 1 fu¨r alle r > 0 und fu¨r alle u ∈ S0
beschra¨nkt.
(ii) GTS Verteilungen im Artikel [23] mit Index α ∈ (0, 2) und Tempering-
Funktion q(r, u) : (0,∞) × S0 → (0,∞), die gleichma¨ßig beschra¨nkt ist und
in L1(S0, σ) gegen eine nichtnegative Funktion g ∈ L1(S0, σ) fu¨r r → 0
konvergiert, stellen einen Spezialfall der GTOSE Verteilungen mit Exponent
E = 1αI und Tempering-Funktion α
−1q(r
1
α , u) dar, die ebenfalls gleichma¨ßig
beschra¨nkt ist und in L1(S0, σ) gegen α
−1g ∈ L1(S0, σ) fu¨r r → 0 konvergiert.
Da die charakteristische Funktion einer GTOSE Verteilung µ die Darstellung
µˆ(y) = exp
(
i〈y, a〉+
∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ(dx)
)
(3.39)
fu¨r ein a ∈ Rd und das Le´vy-Maß φ mit der Form (3.37) besitzt, definieren wir die
zugeho¨rige (tE) operator stabile Verteilung µ0 wie folgt:
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Definition 3.3.3. Die volle Verteilung µ0 mit charakteristischer Funktion
µˆ0(y) = exp
(
i〈y, a〉+
∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φ0(dx)
)
(3.40)
heißt die zugeho¨rige (tE) operator stabile Verteilung von µ mit charakteristi-
scher Funktion (3.39). Dabei besitzt das Le´vy-Maß φ0 fu¨r A ∈ B(Γ) die Darstellung
φ0(A) =
∫
S0
∫ ∞
0
1A(r
Eu)r−2drg(u)σ(du). (3.41)
Wir nennen φ0 das zugeho¨rige (t
E) operator stabile Le´vy-Maß und wir sagen,
dass µ0 das Spektralmaß g(u)σ(du) und die Drift von µ besitzt.
Bemerkung 3.3.4. Es gilt fu¨r alle A ∈ B(Γ)
(tEφ0)(A) = φ0(t
−EA) =
∫
S0
∫ ∞
0
1A((tr)
Eu)
dr
r2
g(u)σ(du)
= t
∫
S0
∫ ∞
0
1A(s
Eu)
ds
s2
g(u)σ(du)
= tφ0(A).
Nach Lemma 7.1.6 im Buch [18] gilt µt0 = t
Eµ0 ∗ at fu¨r geeignete Shifts at ∈ Rd
fu¨r alle t > 0. Da µ0 unendlich teilbar und voll ist, ist µ0 nach Satz 2.2.2 eine (t
E)
operator stabile Verteilung ohne Gaußanteil.
Ein Le´vy-Prozess X = {X(t) : t ≥ 0} heißt verallgemeinerter tempered sta-
biler Le´vy-Prozess mit Exponent E, in Bezeichnung GTOSE Le´vy-Prozess,
falls X(1) eine GTOSE Verteilung µ hat. Außerdem nennen wir einen Le´vy-Prozess
Y = {Y (t) : t ≥ 0} den zugeho¨rigen (tE) operator stabilen Le´vy-Prozess
von X, falls Y (1) nach der zugeho¨rigen (tE) operator stabilen Verteilung verteilt
ist.
Satz 3.3.5. Sei X = {X(t) : t ≥ 0} ein GTOSE Le´vy-Prozess. Die charakteristi-
sche Funktion der Verteilung µ von X(1) ist durch (3.39) mit a = 0 gegeben.
(i) Es gilt
h−EXh − bh ⇒ Y in D
(
[0,∞) ,Rd
)
fu¨r h→ 0 (3.42)
mit
bh(t) = −th
∫
Γ
(h−Ex)1{h≤τ(x)<1}φ(dx),
wobei Y = {Y (t) : t ≥ 0} der zugeho¨rige (tE) operator stabile Le´vy-Prozess
ist. Y (1) besitzt die charakteristische Funktion (3.40) mit a = 0 und dem
zugeho¨rigen (tE) operator stabilen Le´vy-Maß (3.41).
(ii) Gilt zusa¨tzlich ∫
{‖x‖0≥1}
‖x‖20φ(dx) <∞, (3.43)
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dann folgt fu¨r h→∞
h−
1
2
IXh − b′h ⇒ B in D
(
[0,∞) ,Rd
)
(3.44)
mit
b′h(t) = th
1
2
∫
{‖x‖0≥1}
xφ(dx).
Dabei ist B = {B(t) : t ≥ 0} eine zentrierte Brownsche Bewegung
mit B(1) ∼ ν und charakteristischer Funktion
νˆ(y) = exp
(
−1
2
∫
Γ
〈y, x〉2φ(dx)
)
.
Beweis
(i) Analog zum Beweis von Satz 3.1.23 reicht es, die Konvergenz in t = 1 zu
zeigen. Y (1, h) = h−EXh(1) − bh(1) = h−EX(h) − bh(1) mit Verteilung ν1,h
besitzt die charakteristische Funktion
νˆ1,h(y) = exp
(
i < y, ah > +
∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉1{‖x‖0<1}
)
φh(dx)
)
mit ah = 0 und φh = h(h
−Eφ). Um die Behauptung zu zeigen, beweisen wir
folgende drei Bedingungen:
(a) φh → φ0 in M fu¨r h→ 0.
(b) ah → 0 fu¨r h→ 0.
(c) lim
→0
lim
h→0
∫
{0<‖x‖0<}〈z, x〉2φh(dx) = 0 fu¨r alle z ∈ Rd.
Die Behauptung folgt dann mit Theorem 3.1.16 in [18].
(a) Sei A ⊂ Γ mit φ0(∂A) = 0 und dist(A, 0) > 0. Dann gilt
φh(A) = hφ(h
EA)
= h
∫
S0
∫ ∞
0
1A(h
−ErEu)q(r, u)r−2drσ(du)
=
∫
S0
∫ ∞
0
1A(s
Eu)q(sh, u)s−2dsσ(du)
=
∫ ∞
0
∫
S0
1A(s
Eu)q(sh, u)σ(du)s−2ds
=
∫ ∞
0
fh(s)s
−2ds.
Dabei ist
fh(s) =
∫
S0
1A(s
Eu)q(sh, u)σ(du).
Es gilt
|fh(s)−
∫
S0
1A(s
Eu)g(u)σ(du)| ≤
∫
S0
1A(s
Eu)|q(sh, u)− g(u)|σ(du)
≤
∫
S0
|q(sh, u)− g(u)|σ(du).
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Damit liefert die Eigenschaft (3.38)
lim
h→0
fh(s) =
∫
S0
1A(s
Eu)g(u)σ(du).
Da dist(A, 0) > 0 ist, existiert ein r0 > 0, so dass folgendes gilt:
fh(s) =
∫
S0
1A(s
Eu)q(sh, u)σ(du)
≤
∫
S0
q(sh, u)σ(du)1[r0,∞)(s)
≤ Mσ(S0)1[r0,∞)(s).
Die letzte Ungleichung folgt aus der Tatsache, dass die Tempering-
Funktion q gleichma¨ßig beschra¨nkt ist, d. h. es existiert ein M > 0,
so dass q(r, u) ≤ M fu¨r alle r > 0 und u ∈ S0 ist. Da σ ein endliches
Maß auf der Einheitsspha¨re S0 ist, folgt
Mσ(S0)
∫ ∞
0
1[r0,∞)(s)s
−2ds = Mσ(S0)r−10 <∞.
Der Satz von der majorisierten Konvergenz impliziert
lim
h→0
φh(A) = lim
h→0
∫ ∞
0
∫
S0
1A(s
Eu)q(sh, u)σ(du)s−2ds
=
∫ ∞
0
∫
S0
1A(s
Eu)g(u)σ(du)s−2ds
=
∫
S0
∫ ∞
0
1A(s
Eu)s−2dsg(u)σ(du)
= φ0(A).
(b) ist klar, da ah = 0.
(c) Fu¨r  > 0 gilt fu¨r alle z ∈ Rd∫
{0<‖x‖0<}
〈z, x〉2φh(dx)
= h
∫
{0<‖h−Ex‖0<}
〈z, h−Ex〉2φ(dx)
= h
∫
S0
∫ ∞
0
1{0<‖h−ErEu‖0<}〈z, h−ErEu〉2q(r, u)
dr
r2
σ(du)
=
∫
S0
∫ ∞
0
1{0<‖sEu‖0<}〈z, sEu〉2q(sh, u)s−2dsσ(du)
=
∫ ∞
0
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2q(sh, u)σ(du)s−2ds
=
∫ ∞
0
f,h(s)s
−2ds.
Dabei ist
f,h(s) =
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2q(sh, u)σ(du).
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Wir zeigen zuna¨chst, dass folgende Konvergenz gilt:
lim
→0
lim
h→0
f,h(s) = 0.
Wegen |〈z, sEu〉| ≤ ‖z‖‖sEu‖ ≤ C‖z‖‖sE‖ fu¨r alle u ∈ S0 folgt
|f,h(s)−
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2g(u)σ(du)|
≤
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2|q(sh, u)− g(u)|σ(du)
≤
∫
S0
〈z, sEu〉2|q(sh, u)− g(u)|σ(du)
≤ (C‖z‖‖sE‖)2 ∫
S0
|q(sh, u)− g(u)|σ(du).
Die Bedingung (3.38) liefert dann
lim
h→0
f,h(s) =
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2g(u)σ(du)
=
∫
S0
f(s, u)g(u)σ(du).
Die Funktion f(s, u) = 1{0<‖sEu‖0<}〈z, sEu〉2 konvergiert fu¨r  → 0
gegen 0 und ist durch die Funktion 〈z, sEu〉2 fu¨r alle  > 0 beschra¨nkt.
Außerdem folgt aus g ∈ L1(S0, σ), dass∫
S0
〈z, sEu〉2g(u)σ(du) ≤ (C‖z‖‖sE‖)2 ∫
S0
g(u)σ(du) <∞
gilt. Der Satz von der majorisierten Konvergenz impliziert
lim
→0
lim
h→0
f,h(s) = 0.
Da die Funktion q gleichma¨ßig beschra¨nkt ist, ist die Funktion f,h(s)
fu¨r alle  > 0 und h > 0 durch die Funktion
f(s) := M
∫
S0
1{0<‖sEu‖0<1}〈z, sEu〉2σ(du)
beschra¨nkt. Da σ ein endliches Maß auf S0 ist, folgt∫ ∞
0
f(s)
ds
s2
≤ MC‖z‖2
∫ ∞
0
∫
S0
1{0<‖sEu‖0<1}‖sEu‖20σ(du)s−2ds
≤ MC‖z‖2
∫ ∞
0
∫
S0
1{0<τ(sEu)<1}τ(s
Eu)2(a1−δ)σ(du)
ds
s2
= MC‖z‖2σ(S0)
∫ 1
0
s2(a1−δ)−2ds
=
MC‖z‖2σ(S0)
2(a1 − δ)− 1 <∞
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fu¨r eine Konstante C > 0. Damit folgt mit dem Satz von der majorisier-
ten Konvergenz
lim
→0
lim
h→0
∫
{0<‖x‖0<}
〈z, x〉2φh(dx)
= lim
→0
lim
h→0
∫ ∞
0
∫
S0
1{0<‖sEu‖0<}〈z, sEu〉2q(sh, u)σ(du)s−2ds
= 0.
(ii) Wegen der Bedingung (3.43) gilt E‖X(1)‖20 <∞. Somit bilden
Z(t, h) = h−
1
2
IXh(t)− b′h(t)
mit t ≥ 0 fu¨r jedes h > 0 einen Le´vy-Prozess mit Erwartungswert gleich
Null. Fu¨r Z(1, h) mit Verteilung ν2,h ist die charakteristische Funktion von
der Form
νˆ2,h(y) = exp
(∫
Γ
(
ei〈y,x〉 − 1− i〈y, x〉
)
φh(dx)
)
.
Dabei ist φh = h(h−
1
2
Iφ). Es reicht die Konvergenz im Punkt t = 1 zu zeigen.
Dies geht analog zum Beweis von Satz 3.1.23 (ii).
Unter geeigneter Raum- und Zeitskalierung sowie geeigneter Zentrierung verha¨lt
sich ein GTOSE Le´vy-Prozess auf kurze Zeit wie einen (t
E) operator stabiler Le´vy-
Prozess und auf lange Zeit hin wie eine Brownsche Bewegung.
Lemma 3.3.6. Sei µ0 die zugeho¨rige (t
E) operator stabile Verteilung einer GTOSE
Verteilung µ. Dann ist das Le´vy-Maß φ von µ in Null regula¨r variierend mit Ex-
ponent E.
Beweis φ0 ist M−voll, da µ0 voll ist.
Aus dem Beweis von Satz 3.3.5 Teil (i) folgt h(h−Eφ) → φ0 in M fu¨r h → 0.
Das ist a¨quivalent zu 1n(n
Eφ) → φ0 in M fu¨r n → ∞. Außerdem ist die Folge
(nE)n∈N nach Beispiel 2.1.8 regula¨r variierend mit Index E. E ist invertierbar, da
die Realteile seiner Eigenwerte strikt gro¨ßer als Null sind. Proposition 2.1.13 (i)
liefert dann die Behauptung.
Wir haben in diesem Kapitel TOSρE, TOSE und GTOSE Verteilungen defi-
niert. TOSρE und TOSE Verteilungen sind charakterisiert durch eine d× d Matrix,
den sogenannten Exponent und das Rosin´ski-Maß R. Sie ko¨nnen Momente
beliebiger Ordnung haben und erfu¨llen die Eigenschaft des Kurz- und Lang-
zeitverhalten ( siehe Satz 3.1.23 und 3.2.8). Da bei GTOSE Verteilungen die
Tempering-Funktion keine explizite Darstellung hat, ko¨nnen wir nur das Kurz-
und Langzeitverhalten ( siehe Satz 3.3.5) beweisen. Nach Definition 2.2.1 ko¨nnen
wir eine (tE) operator stabile Verteilung als die Grenzverteilung von affinen Trans-
formationen einer Summe unabha¨ngiger und identisch verteilter Zufallsvektoren
erhalten, deshalb stellt sich die Frage, ob die TOSρE Verteilung als Grenzverteilung
auftreten kann? Die Antwort auf diese Frage findet sich im na¨chsten Kapitel.
Kapitel 4
pTOSE Verteilung als
Grenzverteilung einer tempered
Irrfahrt
4.1 Tempered Irrfahrt
Wir werden in diesem Kapitel eine Irrfahrt konstruieren, die gegen eine pTOSE
Verteilung konvergiert. Unsere Haupthilfsmittel in diesem Kapitel ist der Konver-
genzsatz fu¨r infinitesimale Dreiecksysteme von Zufallsvektoren, siehe Theorem 3.2.2
in [18]. Wir nehmen im Folgenden an, dass die Funktion r 7→ q(r, u) vollsta¨ndig
monoton mit q(∞, u) = 0 und q(0+, u) = 1 fu¨r alle u ∈ S0 ist. Außerdem sei
zusa¨tzlich u 7→ q(r, u) stetig fu¨r alle r > 0. ν sei im Folgenden eine Rd-wertige (tE)
operator stabile Verteilung mit Le´vy-Maß φ0 und ohne Gaußanteil. Sei weiter X
ein Zufallsvektor mit Verteilung η. Wir nehmen an, dass η ∈ GDOA(ν) gilt, d. h. η
geho¨rt zum verallgemeinerten Anziehungsbereich der operator stabilen Verteilung
ν. Nach Satz 2.2.5 ist die letzte Voraussetzung a¨quivalent zu der Existenz einer
Folge (An)n∈N ∈ RV (−E), so dass
nP {AnX ∈ ·} → φ0(·) in M fu¨r n→∞ (4.1)
oder a¨quivalent
nP {τ(AnX) ∈ dr, l(AnX) ∈ du} → dr
r2
σ(du) in M fu¨r n→∞. (4.2)
Definition 4.1.1. Sei pi : (0,∞)× S0 → R die Funktion definiert durch
pi(r, u) := r
∫ ∞
r
q(s, u)
ds
s2
. (4.3)
Im folgenden Satz sammeln wir ein paar Eigenschaften der Funktion pi.
Satz 4.1.2. Eigenschaften der Funktion pi:
(i) ∂pi(r,u)∂r ≤ 0 fu¨r alle u ∈ S0 und damit ist r 7→ pi(r, u) fu¨r alle u ∈ S0 monoton
fallend.
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(ii) Es gilt die Gleichung
q(r, u) = pi(r, u)− r∂pi(r, u)
∂r
. (4.4)
(iii) lim
r↓0
pi(r, u) = 1 und lim
r→∞pi(r, u) = 0 fu¨r alle u ∈ S0.
(iv) Die Funktionen u 7→ pi(r, u) und u 7→ ∂pi(r,u)∂r sind fu¨r alle r > 0 stetig.
(v) Die Funktion (r, u) 7→ pi(r, u) ist gemeinsam stetig.
Beweis
(i) Da die Funktion r 7→ q(r, u)r−2 stetig fu¨r alle u ∈ S0 ist, folgt
∂pi(r, u)
∂r
=
∫ ∞
r
q(s, u)
ds
s2
− r−1q(r, u) (4.5)
=
∫ ∞
r
q(s, u)
ds
s2
−
∫ ∞
r
ds
s2
q(r, u)
=
∫ ∞
r
(q(s, u)− q(r, u)) ds
s2
≤ 0.
Die Ungleichung folgt aus der Tatsache, dass die Funktion r 7→ q(r, u) mono-
ton fallend ist.
(ii) Die Behauptung folgt aus der Definition der Funktion pi durch Multiplizieren
von (4.5) mit r.
(iii) Da
∫∞
r q(s, u)
ds
s2
≥ ∫ 1r q(s, u)dss2 ≥ q(1, u) ∫ 1r dss2 →∞ fu¨r r → 0 gilt, folgt
lim
r↓0
∫ ∞
r
q(s, u)
ds
s2
=∞
fu¨r alle u ∈ S0. Damit folgt nach der Regel von L’Hoˆpital
lim
r↓0
pi(r, u) = lim
r↓0
∫∞
r q(s, u)
ds
s2
r−1
= lim
r↓0
−q(r, u)r−2
−r−2 = limr↓0 q(r, u) = 1
fu¨r alle u ∈ S0. Es gilt 0 ≤
∫∞
r q(s, u)
ds
s2
≤ ∫∞r dss2 = r−1, weil die Funktion
r 7→ q(r, u) monoton fallend ist und lim
r↓0
q(r, u) = 1 fu¨r alle u ∈ S0 gilt. Daraus
folgt
lim
r→∞
∫ ∞
r
q(s, u)
ds
s2
= 0
fu¨r alle u ∈ S0. Nochmal die Regel von L’Hoˆpital angewandt folgt
lim
r→∞pi(r, u) = limr→∞
∫∞
r q(s, u)
ds
s2
r−1
= lim
r→∞
−q(r, u)r−2
−r−2 = limr→∞ q(r, u) = 0
fu¨r alle u ∈ S0.
4.1. TEMPERED IRRFAHRT 53
(iv) Sei r > 0 fest und seien un, u ∈ S0 fu¨r n ∈ N, so dass un → u fu¨r n→∞ ist.
Es gilt
pi(r, un) = r
∫ ∞
r
q(s, un)
ds
s2
.
Nach den Voraussetzungen an die Funktion q gilt q(r, un) ≤ 1 fu¨r alle r > 0
und alle n ∈ N und lim
n→∞ q(r, un) = q(r, u). Außerdem gilt r
∞∫
r
ds
s2
= 1. Der
Satz von der majorisierten Konvergenz liefert
lim
n→∞pi(r, un) = pi(r, u),
d. h. u 7→ pi(r, u) ist stetig fu¨r alle r > 0. Wegen (4.4) ist u 7→ ∂pi(r,u)∂r als
Summe stetiger Funktionen wieder stetig fu¨r alle r > 0.
(v) Seien rn → r > 0 und un → u ∈ S0 fu¨r n→∞.
pi(rn, un) = rn
∫ ∞
rn
q(s, un)
ds
s2
=
∫ ∞
0
1{s≥rn}rnq(s, un)
ds
s2
=
∫ ∞
0
gn(s)
ds
s2
.
Es gilt gn(s) ≤ 1{s≥rn}rn fu¨r alle n ∈ N und gn(s) → 1{s≥r}rq(s, u) fu¨r
n→∞ wegen der Stetigkeit der Funktion q(r, u) in u ∈ S0 fu¨r alle r > 0. Es
gilt weiter 1{s≥rn}rn → 1{s≥r}r fu¨r n→∞. Außerdem ist
lim
n→∞ rn
∫ ∞
rn
ds
s2
= 1 = r
∫ ∞
r
ds
s2
<∞.
Der Konvergenzsatz von Lebesgue, siehe Theorem 1.21 auf Seite 12 in [16],
liefert
lim
n→∞pi(rn, un) = r
∞∫
r
q(s, u)
ds
s2
= pi(r, u).
Somit ist die Funktion (r, u) 7→ pi(r, u) gemeinsam stetig.
Aus den oben genannten Eigenschaften folgt, dass die Funktion r 7→ 1 − pi(r, u)
fu¨r jede u ∈ S0 eine Verteilungsfunktion ist. Damit ko¨nnen wir eine Familie von
Wahrscheinlichkeitsmaßen auf (0,∞) durch
Π(dr, u) = −∂pi(r, u)
∂r
dr (4.6)
fu¨r u ∈ S0 definieren. Da die Funktion q messbar ist, ist fu¨r jede Borel’sche Menge
A ⊂ (0,∞) die Abbildung Π(A, ·) : S0 → [0, 1] messbar. Damit existiert fu¨r n ≥ 1
eine (0,∞)−wertige Zufallsvariable Zn, deren bedingte Verteilung gegeben AnX
Π(·, l(AnX)) ist, d. h.
P{Zn ∈ ·|AnX} = Π(·, l(AnX)). (4.7)
Wir setzen
Yn := (Zn ∧ τ(AnX))E l(AnX). (4.8)
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Lemma 4.1.3. Sei Yn gegeben durch (4.8). Dann gilt
nP {Yn ∈ ·} → φ(·) in M fu¨r n→∞. (4.9)
Um Lemma 4.1.3 zu beweisen, brauchen wir folgendes Ergebnis der schwachen
Konvergenz.
Lemma 4.1.4. Sei der metrische Raum S versehen mit der Borelschen Sigma-
Algebra. Sei weiter (µn)n∈N eine Folge von Maßen auf S und µ sei ein endliches
Maß auf S. Wenn (µn)n∈N schwach gegen µ konvergiert, dann gilt
lim sup
n→∞
∫
fdµn ≤
∫
fdµ
fu¨r alle beschra¨nkten und oberhalbstetigen Funktionen f : S → [0,∞).
Beweis (siehe Lemma 4.2. in [5]). Da f beschra¨nkt und nicht-negativ ist, ko¨nnen wir
o. B. d. A. annehmen, dass 0 ≤ f < 1 gilt. Fu¨r k ≥ 1 setze fk = 1k
k∑
i=1
1(f−1[ i−1k ,1))
.
Es ist einfach zu zeigen, dass f ≤ fk ≤ f + 1k fu¨r alle k ≥ 1. Da f oberhalbstetig
ist, ist f−1
[
i−1
k , 1
)
eine abgeschlossene Menge. Damit folgt mit Portmanteau fu¨r
festes k ≥ 1
lim sup
n→∞
∫
fdµn ≤ lim sup
n→∞
∫
fkdµn = lim sup
n→∞
1
k
k∑
i=1
µn
(
f−1
[
i− 1
k
, 1
))
=
1
k
k∑
i=1
lim sup
n→∞
µn
(
f−1
[
i− 1
k
, 1
))
≤ 1
k
k∑
i=1
µ
(
f−1
[
i− 1
k
, 1
))
=
∫
fkdµ ≤
∫
fdµ+
1
k
µ(S).
Da µ ein endliches Maß ist, folgt die Behauptung.
Beweis von Lemma 4.1.3 Um die Behauptung zu beweisen, reicht es Folgendes nach
dem Theorem von Portmanteau inM (siehe Proposition 1.2.19 auf Seite 13 im Buch
[18]) zu zeigen :
(i) lim sup
n→∞
nP {Yn ∈ A} ≤ φ(A) fu¨r alle abgeschlossenen Mengen A ∈ B(Γ) mit
dist(A, 0) > 0 und
(ii) lim
n→∞nP {Yn ∈ B
c
} = φ(Bc ) fu¨r alle  > 0, wobei B =
{
x ∈ Rd : τ(x) < },
denn: Fu¨r jede offene Menge D ⊂ Γ mit dist(D, 0) > 0 existiert ein  > 0, so
dass D ⊂ Bc gilt. Da Bc \D abgeschlossen ist, folgt mit (i) und (ii)
lim inf
n→∞ µn(D) = lim infn→∞ (µn(B
c
 )− µn(Bc \D))
= lim inf
n→∞ µn(B
c
 )− lim sup
n→∞
µn(B
c
 \D)
≥ φ(Bc )− φ(Bc \D) = φ(D),
wobei µn(·) = nP{Yn ∈ ·} ist.
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(i) Sei A ∈ B(Γ) abgeschlossen mit dist(A, 0) > 0. Dann gilt
nP {Yn ∈ A}
= nP
{
(Zn ∧ τ(AnX))E l(AnX) ∈ A
}
= n
∫
S0
∫ ∞
0
∫ ∞
0
1A((z ∧ r)Eu)P {Zn ∈ dz, τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
S0
∫ ∞
0
∫ ∞
0
1A((z ∧ r)Eu)P {Zn ∈ dz|τ(AnX) ∈ dr, l(AnX) ∈ du}
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
S0
∫ ∞
0
∫ ∞
0
1A((z ∧ r)Eu)Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Wir zeigen, dass die Funktion
G(r, u) =
∞∫
0
1A((z ∧ r)Eu)Π(dz, u)
oberhalbstetig ist. Dazu seien (rn)n∈N und (un)n∈N zwei Folgen, so dass rn > 0
fu¨r alle n ∈ N mit rn → r fu¨r n → ∞ und un ∈ S0 mit un → u ∈ S0
fu¨r n → ∞. Dann folgt aus dem Lemma von Fatou und der Stetigkeit der
Funktion u 7→ ∂pi(z,u)∂z
lim sup
n→∞
G(rn, un) = lim sup
n→∞
∫ ∞
0
1− 1Ac((z ∧ rn)Eun)Π(dz, un)
= 1 + lim sup
n→∞
(
−
∫ ∞
0
1Ac((z ∧ rn)Eun)Π(dz, un)
)
= 1− lim inf
n→∞
∫ ∞
0
1Ac((z ∧ rn)Eun)Π(dz, un)
= 1− lim inf
n→∞
∫ ∞
0
1Ac((z ∧ rn)Eun)
(
−∂pi(z, un)
∂z
)
dz
≤ 1−
∫ ∞
0
lim inf
n→∞
[
1Ac((z ∧ rn)Eun)
(
−∂pi(z, un)
∂z
)]
dz
= 1−
∫ ∞
0
(
−∂pi(z, u)
∂z
)
lim inf
n→∞ 1A
c((z ∧ rn)Eun)dz
≤ 1−
∫ ∞
0
(
−∂pi(z, u)
∂z
)
1Ac((z ∧ r)Eu)dz
=
∫ ∞
0
1A((z ∧ r)Eu)Π(dz, u) = G(r, u).
Die letzte Ungleichung folgt aus der Stetigkeit von (r, u) 7→ rEu (siehe Propo-
sition 2.2.11 auf Seite 30 in [18]) und der Definition der Unterhalbstetigkeit,
denn Ac ist genau dann offen, wenn 1Ac unterhalbstetig ist, siehe dazu Beispiel
(2.4,2) Seite 98-99 in [12]. Wegen (4.2) konvergiert die Einschra¨nkung von
nP {τ(AnX) ∈ dr, l(AnX) ∈ du} auf Bcr0 =
{
x ∈ Rd : τ(x) ≥ r0
}
schwach ge-
gen die Einschra¨nkung von dr
r2
σ(du) auf Bcr0 . Dabei ist
dr
r2
σ(du) auf Bcr0 nach
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den Eigenschaften des Le´vy-Maßes ein endliches Maß. Da dist(A, 0) > 0 ist,
existiert ein r0, so dass A ⊂ Bcr0 ist. Lemma 4.1.4 liefert
lim sup
n→∞
nP {Yn ∈ A} ≤
∫
S0
∫ ∞
0
G(r, u)
dr
r2
σ(du). (4.10)
Es gilt
G(r, u) =
∫ ∞
0
1A((z ∧ r)Eu)Π(dz, u)
=
∫ ∞
r
1A(r
Eu)Π(dz, u) +
∫ r
0
1A(z
Eu)Π(dz, u)
= 1A(r
Eu)pi(r, u)−
∫ r
0
1A(z
Eu)
∂pi(z, u)
∂z
dz.
Einsetzen in (4.10) ergibt mit Fubini und (4.4)∫
S0
∫ ∞
0
G(r, u)
dr
r2
σ(du) =
∫
S0
∫ ∞
0
1A(r
Eu)pi(r, u)
dr
r2
σ(du)
−
∫
S0
∫ ∞
0
∫ r
0
1A(z
Eu)
∂pi(z, u)
∂z
dz
dr
r2
σ(du)
=
∫
S0
∫ ∞
0
1A(r
Eu)pi(r, u)
dr
r2
σ(du)
−
∫
S0
∫ ∞
0
1A(z
Eu)
∂pi(z, u)
∂z
∫ ∞
z
dr
r2
dzσ(du)
=
∫
S0
∫ ∞
0
1A(r
Eu)pi(r, u)
dr
r2
σ(du)
−
∫
S0
∫ ∞
0
1A(z
Eu)
∂pi(z, u)
∂z
z−1dzσ(du)
=
∫
S0
∫ ∞
0
1A(r
Eu)
(
pi(r, u)− r∂pi(r, u)
∂r
)
dr
r2
σ(du)
=
∫
S0
∫ ∞
0
1A(r
Eu)q(r, u)
dr
r2
σ(du) = φ(A).
(ii) Nach (i), (iii) und (iv) aus Satz 4.1.2 sowie der Stetigkeit von x 7→ l(x) ist
die Funktion pi : Rd → [0, 1], pi(x) = pi(, l(x)) stetig und beschra¨nkt fu¨r alle
0 <  ≤ 1. Die Menge Bc = {x ∈ Γ : τ(x) ≥ } ist eine φ0−Stetigkeitsmenge
mit dist(Bc , 0) > 0. Mit Proposition 1.2.20 in [18] folgt dann aus (4.1) und
(4.3)
lim
n→∞nP {Yn ∈ B
c
}
= lim
n→∞nP
{
(Zn ∧ τ(AnX))E l(AnX) ∈ Bc
}
= lim
n→∞nP {Zn ∧ τ(AnX) ≥ }
= lim
n→∞nP {Zn ≥ , τ(AnX) ≥ }
= lim
n→∞n
∫
S0
∫ ∞

∫ ∞

P {Zn ∈ dz, τ(AnX) ∈ dr, l(AnX) ∈ du}
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= lim
n→∞n
∫
S0
∫ ∞

∫ ∞

Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= lim
n→∞n
∫
S0
∫ ∞

pi(, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= lim
n→∞n
∫
Bc
pi(x)P {AnX ∈ dx}
=
∫
Bc
pi(x)φ0(x)
=
∫
S0
∫ ∞

pi(, u)
dr
r2
σ(du)
=
∫
S0
−1pi(, u)σ(du)
=
∫
S0
∫ ∞

q(r, u)
dr
r2
σ(du) = φ(Bc ).
Insgesamt folgt dann aus (i) und (ii)
nP {Yn ∈ ·} → φ(·) in M fu¨r n→∞.
Lemma 4.1.5. Sei Yn definiert durch (4.8). Es gilt dann
lim
→0
lim sup
n→∞
nE
(‖Yn‖201{‖Yn‖0≤}) = 0. (4.11)
Beweis Nach Definition von Yn gilt
nE
(‖Yn‖201{‖Yn‖0≤})
= n
∫
S0
∫ ∞
0
∫ ∞
r
‖rEu‖201{‖rEu‖0≤}Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
∫ r
0
‖zEu‖201{‖zEu‖0≤}Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= I1 + I2.
Seien e1 = (1, 0, · · · , 0)T , e2 = (0, 1, 0, · · · , 0)T , · · · , ed = (0, · · · , 0, 1)T die Stan-
dardbasis von Rd. Da alle Normen auf Rd a¨quivalent sind, gilt
‖x‖20 ≤ C‖x‖2 = C
d∑
k=1
〈x, ek〉2 (4.12)
fu¨r eine Konstante C > 0. Außerdem folgt nach Cauchy-Schwarz in Rd
|〈x, ek〉| ≤ ‖x‖‖ek‖ = ‖x‖ ≤ C˜‖x‖0 (4.13)
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fu¨r eine Konstante C˜ > 0. Da
∞∫
r
Π(dz, u) ≤ 1 ist, folgt mit 1 = C˜
I1 ≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖20P {τ(AnX) ∈ dr, l(AnX) ∈ du}
(4.12)
≤ Cn
d∑
k=1
∫
S0
∫ ∞
0
1{‖rEu‖0≤}〈rEu, ek〉2P {τ(AnX) ∈ dr, l(AnX) ∈ du}
(4.13)
≤ C
d∑
k=1
n
∫
S0
∫ ∞
0
1{|〈rEu,ek〉|≤1}〈rEu, ek〉2P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= C
d∑
k=1
I1k.
Dabei ist
I1k = n
∫
S0
∫ ∞
0
1{|〈rEu,ek〉|≤1}〈rEu, ek〉2P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
Γ
1{|〈x,ek〉|≤1}〈x, ek〉2P {AnX ∈ dx}
= nE
(〈AnX, ek〉21{|〈AnX,ek〉|≤1})
= nE
(〈X,A∗nek〉21{|〈X,A∗nek〉|≤1}) .
Wir setzen A∗nek = rn,kθn,k fu¨r ein rn,k > 0 und ‖θn,k‖ = 1. Da An ∈ RV (−E) ist,
folgt mit Satz 2.1.9, dass f(t) = Abtc regula¨r variierend mit Index −E ist. Damit
liefert Beispiel 2.1.2 (f(t)∗)−1 ∈ RV (E∗). Da die Realteile der Eigenwerte von E
und E∗ gleich sind, folgt aus Korollar 2.1.6 (mit α = 0),
rn,k = ‖rn,kθn,k‖ = ‖f(n)∗ek‖ =
∥∥∥∥((f(n)∗)−1)−1 ek∥∥∥∥→ 0, n→∞. (4.14)
Somit gilt
I1k = nE
(
〈X, rn,kθn,k〉21{|〈X,rn,kθn,k〉|≤1}
)
= nr2n,kE
(
〈X, θn,k〉21{|〈X,θn,k〉|≤1r−1n,k}
)
= nr2n,kU2(1r
−1
n,k, θn,k).
Das Theorem von Portmanteau in M und (4.1) implizieren, dass
lim sup
n→∞
nV0(r
−1
n,k, θn,k) = lim sup
n→∞
nP
{
|〈X, θn,k〉| > r−1n,k
}
= lim sup
n→∞
nP {|〈X, rn,kθn,k〉| > 1}
≤ lim sup
n→∞
nP {|〈X,A∗nek〉| ≥ 1}
= lim sup
n→∞
nP {|〈AnX, ek〉| ≥ 1}
≤ φ0
{
x ∈ Rd : |〈x, ek〉| ≥ 1
}
=: C(ek). (4.15)
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Dabei ist C(ek) < ∞ eine Konstante, die vom Vektor ek abha¨ngt. Da a1 > 12 ist,
ko¨nnen wir γ > 0 so wa¨hlen, dass γ′ = 2 − γ − 1a1 > 0 ist. Nach Satz 2.2.5 (ii)
ist die Verteilung η von X in RVM∞(E) mit Grenzmaß φ0. Aus Satz 2.1.15 (i)
gilt damit η ∈ ROV∞(E, c) fu¨r jedes c ≥ 1. Somit folgt aus Satz 2.1.19, dass V0
gleichma¨ßig R-O variierend ist und es existiert eine Konstante c1 > 0, so dass fu¨r
alle 0 < 1 < 1
V0
(
−11 (1r
−1
n,k), θn,k
)
V0
(
1r
−1
n,k, θn,k
) ≥ c1(−11 )−γ− 1a1 = c1γ+ 1a11 (4.16)
fu¨r n groß genug gilt. Außerdem impliziert Korollar 2.1.20 (ii), dass wir fu¨r ein
m2 > 0 fu¨r alle 0 < 1 < 1
(1r
−1
n,k)
2V0(1r
−1
n,k, θn,k)
U2(1r
−1
n,k, θn,k)
≥ m2 (4.17)
fu¨r n groß genug haben. (4.15), (4.16) und (4.17) implizieren zusammen
nr2n,kU2(1r
−1
n,k, θn,k)
= 21
U2(1r
−1
n,k, θn,k)
(1r
−1
n,k)
2V0(1r
−1
n,k, θn,k)
V0(1r
−1
n,k, θn,k)
V0(
−1
1 (1r
−1
n,k), θn,k)
nV0(r
−1
n,k, θn,k)
≤ 21m−12 c−11 
−γ− 1
a1
1 (C(ek) + 1)
= Cγ
′
1
fu¨r alle 0 < 1 < 1 und fu¨r alle n groß genug, wobei C =
C(ek)+1
m2c1
> 0 und
γ′ = 2− γ − 1a1 > 0. Außerdem gilt
I2 = n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤}‖zEu‖20Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤}∪{‖rEu‖0≤}‖zEu‖20Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}
∫ r
0
‖zEu‖20Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤,‖rEu‖0>}‖zEu‖20Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= I21 + I22.
Da die Funktion z 7→ ‖zEu‖0 streng monoton wachsend und
r∫
0
Π(dz, u) ≤ 1 fu¨r alle
u ∈ S0 ist, folgt
I21 ≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖20
∫ r
0
Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖20P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
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Damit gilt analog zu I1
lim
→0
lim sup
n→∞
I21 = 0.
Desweiteren folgt aus (4.1), dem Theorem von Portmanteau in M und Lemma
2.3.1
I22 ≤ 2n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤,‖rEu‖0>}Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2n
∫
S0
∫ ∞
0
∫ r
0
1{‖rEu‖0≥}Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2nP {‖AnX‖0 ≥ }
≤ 2(φ0 {x ∈ Γ : ‖x‖0 ≥ }+ 1)
= 2
∫
S0
∫ ∞
0
1{‖rEu‖0≥}
dr
r2
σ(du) + 2
= 2
∫
S0
∫ ∞
0
(
1− 1{‖rEu‖0<}
) dr
r2
σ(du) + 2
≤ 2
∫
S0
∫ ∞
0
1− 1{
r<C1
1
a1−δ
}
 dr
r2
σ(du) + 2
= 2
∫
S0
∫ ∞
0
1{
r≥C1
1
a1−δ
}
 dr
r2
σ(du) + 2
= C−11 
2− 1
a1−δ + 2
fu¨r alle n ∈ N, fu¨r ein C1 > 0 und a1 − δ > 12 . Damit gilt
lim
→0
lim sup
n→∞
I22 = 0.
Somit folgt die Behauptung (4.11).
Wir konstruieren jetzt die Irrfahrt wie folgt:
Seien {(Xj , Znj) : j ≥ 1, n ≥ 1} unabha¨ngige identisch verteilte Kopien von (X,Zn).
Sei weiter
Ynj = (Znj ∧ τ(AnXj))E l(AnXj) (4.18)
fu¨r n, j ≥ 1 mit (An)n∈N wie oben definiert. Wir definieren die tempered Irrfahrt
fu¨r n, k ≥ 1 durch
Sn(k) =
k∑
j=1
Ynj . (4.19)
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4.2 Grenzverteilung der tempered Irrfahrt
Der folgende Satz ist das Hauptergebnis in diesem Kapitel. Er zeigt, dass eine
tempered Irrfahrt (4.19) mit einem geeigneten nichtzufa¨lligen Zentrierungsvektor
(bn)n∈N ⊂ Rd in Verteilung gegen einen proper tempered operator stabilen Zufalls-
vektor konvergiert. Wir werden diese Behauptung mithilfe des Konvergenzsatzes
fu¨r Dreieckssysteme zeigen.
Satz 4.2.1. Sei Sn(n) definiert wie in (4.19) fu¨r n ≥ 1. Dann gilt
Sn(n)− bn ⇒ Y fu¨r n→∞. (4.20)
Dabei besitzt Y die Verteilung µ mit charakteristischer Funktion
µˆ(λ) =
∫
Γ
(
ei〈λ,x〉 − 1− i〈λ, x〉1{‖x‖0<1}
)
φ(dx) (4.21)
und (bn)n∈N ist definiert durch
bn = n
∫
{‖x‖0<1}
xP {Yn1 ∈ dx} . (4.22)
Beweis Nach Konstruktion bilden die Ynj fu¨r 1 ≤ j ≤ n und n ∈ N ein Dreiecks-
system. Aus (ii) des Beweises von Lemma 4.1.3 folgt, dass dieses Dreieckssystem
infinitesimal ist. Fu¨r alle θ mit ‖θ‖ = 1 gilt mit Cauchy-Schwarz∫
{‖x‖0<}
〈x, θ〉P {Yn1 ∈ dx}
≤
(∫
{‖x‖0<}
P {Yn1 ∈ dx}
) 1
2
(∫
{‖x‖0<}
〈x, θ〉2P {Yn1 ∈ dx}
) 1
2
≤
(∫
{‖x‖0<}
〈x, θ〉2P {Yn1 ∈ dx}
) 1
2
.
Daraus folgt mit Cauchy-Schwarz in Rd
n
[∫
{‖x‖0<}
〈x, θ〉2P {Yn1 ∈ dx} −
(∫
{‖x‖0<}
〈x, θ〉P {Yn1 ∈ dx}
)2
≤ 2n
∫
{‖x‖0<}
〈x, θ〉2P {Yn1 ∈ dx}
≤ Cn‖θ‖2
∫
{‖x‖0<}
‖x‖20P {Yn1 ∈ dx}
= CnE
(‖Yn1‖201{‖Yn1‖0<}) .
Somit liefert der Konvergenzsatz fu¨r Dreieckssysteme (siehe Theorem 3.2.2. auf
Seite 52 in [18]) mit (4.9) und (4.11) die Behauptung.
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Beispiel 4.2.2. Sei E ∈ L(Rd). Seine Eigenwerte besitzen Realteile a1, . . . , ap mit
p ≤ d. Die Realteile erfu¨llen die Eigenschaft 12 < a1 < · · · < ap. Sei weiter ν eine
(tE) operator stabile Verteilung mit Le´vy-Maß φ0 und Spektralmaß σ. U sei eine
auf [0, 1] gleichverteilte Zufallsvariable und ϑ sei nach σσ(S0) verteilt. U und ϑ seien
unabha¨ngig. Sei weiter q eine Borel-messbare Funktion mit r 7→ q(r, u) vollsta¨ndig
monoton mit lim
r→∞ q(r, u) = 0, limr→0
q(r, u) = 1 fu¨r alle u ∈ S0 und u 7→ q(r, u)
stetig fu¨r alle r > 0. Wir Definieren pi und Π wie oben. Z sei eine (0,∞)−wertige
Zufallsvariable mit
P
{
Z ∈ · |
(
nU
σ(S0)
)−E
ϑ
}
= P {Z ∈ ·|ϑ} = Π(·, ϑ).
Wir haben im Beispiel 2.2.6 gezeigt, dass
(
U
σ(S0)
)−E
ϑ ∈ GDOA(ν) und
nP
{
n−E
(
U
σ(S0)
)−E
ϑ ∈ ·
}
→ φ0(·) in M fu¨r n→∞
gilt. Seien {(Uj , ϑj , Zj) : j ≥ 1} unabha¨ngige und identisch verteilte Kopien von
(U, ϑ, Z). Wir definieren fu¨r n, j ≥ 1
Ynj =
(
Zj ∧
(
nUj
σ(S0)
)−1)E
ϑj
und
Sn(k) =
k∑
j=1
Ynj .
Satz 4.2.1 liefert die Konvergenz dieser speziellen tempered Irrfahrt mit geeigneter
Zentrierung gegen eine pTOSE Verteilung mit Le´vy-Maß φ der Darstellung
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(r, u)
dr
r2
σ(du)
fu¨r A ∈ B(Γ).
Satz 4.2.3. Sei a1 > 1. Dann gilt
Sn(n)⇒ Y¯ fu¨r n→∞.
Dabei besitzt Y¯ die Verteilung µ1 mit charakteristischer Funktion
µˆ1(λ) = exp
(∫
Γ
(ei〈λ,x〉 − 1)φ(dx)
)
. (4.23)
Beweis Es reicht zu zeigen, dass fu¨r bn definiert durch (4.22)
bn →
∫
{‖x‖0<1}
xφ(dx) fu¨r n→∞ (4.24)
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gilt, denn (Sn(n) − bn) + bn ⇒ Y +
∫
{‖x‖0<1} xφ(dx) liefert Sn(n) ⇒ Y¯ . Dabei
besitzt Y die charakteristische Funktion (4.21). Sei 0 <  < 1. Es gilt
bn = n
∫
{<‖x‖0<1}
xP {Yn1 ∈ dx}+ n
∫
{‖x‖0≤}
xP {Yn1 ∈ dx} = I3 + I4.
Da die Abbildung r 7→ ‖rEu‖0 streng monoton wachsend und stetig ist, existiert
genau ein s, so dass ‖sEu‖0 = . Damit folgt aus q(r, u) ≤ 1 fu¨r alle r > 0 und
u ∈ S0
φ ({‖x‖0 = }) =
∫
S0
∫ ∞
0
1{‖rEu‖0=}q(r, u)
dr
r2
σ(du)
=
∫
S0
∫ ∞
0
1{r=s}q(r, u)
dr
r2
σ(du)
≤
∫
S0
∫ ∞
0
1{r=s}
dr
r2
σ(du) = 0.
Analog gilt φ ({‖x‖0 = 1}) = 0. A = { < ‖x‖0 < 1} ist eine φ−Stetigkeitsmenge
mit dist(A, 0) > 0, denn φ(∂A) = φ ({‖x‖0 = }) + φ ({‖x‖0 = 1}) = 0. Da die
Konvergenz (4.9) gilt und die Identita¨t stetig und beschra¨nkt auf A ist, folgt
lim
n→∞ I3 =
∫
{<‖x‖0<1}
xφ(dx).
Somit reicht es zu zeigen, dass
lim
→0
lim sup
n→∞
‖I4‖0 = 0
gilt. Die Dreiecksungleichung liefert
‖I4‖0 ≤ n
∫
{‖x‖0≤}
‖x‖0P {Yn1 ∈ dx}
= n
∫
S0
∫ ∞
0
∫ ∞
r
1{‖rEu‖0≤}‖rEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤}‖zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= I41 + I42.
Da alle Normen auf Rd a¨quivalent sind, folgt aus (4.13) mit 1 = C˜
I41 ≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖0P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ C
d∑
k=1
n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}|〈rEu, ek〉|P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ C
d∑
k=1
n
∫
S0
∫ ∞
0
1{|〈rEu,ek〉|≤1}|〈rEu, ek〉|P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= C
d∑
k=1
Jk.
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Wir setzen A∗nek = rn,kθn,k mit rn,k > 0 und ‖θn,k‖ = 1. Nach (4.14) konvergiert
rn,k fu¨r n→∞ gegen 0. Damit gilt
Jk = n
∫
S0
∫ ∞
0
1{|〈rEu,ek〉|≤1}|〈rEu, ek〉|P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
Γ
1{|〈x,ek〉|≤1}|〈x, ek〉|P {AnX ∈ dx}
= nE
(|〈AnX, ek〉|1{|〈AnX,ek〉|≤1})
= nE
(|〈X,A∗nek〉|1{|〈X,A∗nek〉|≤1})
= nrn,kE
(
|〈X, θn,k〉|1{|〈X,θn,k〉|≤1r−1n,k}
)
= nrn,kU1(1r
−1
n,k, θn,k).
Aus η ∈ GDOA(ν) folgt mit Satz 2.2.5 (ii), dass η ∈ RVM∞(E) mit Grenzmaß
φ0 ist. Damit liefert Satz 2.1.15 (i), dass η ∈ ROV∞(E, c) fu¨r alle c ≥ 1 ist. Da
a1 > 1 ist, ko¨nnen wir γ > 0 wa¨hlen, so dass 1− γ > 1a1 ist. Satz 2.1.19 impliziert
die kompakt gleichma¨ßige R-O Variation von V0 und die Existenz der Konstanten
c1 > 0 und c2 <∞, so dass
c1(
−1
1 )
−γ− 1
a1 ≤ V0(
−1
1 (1r
−1
n,k), θn,k)
V0(1r
−1
n,k, θn,k)
≤ c2(−11 )
γ− 1
ap
fu¨r alle n groß genug, alle 0 < 1 < 1 und alle ‖θn,k‖ = 1 gilt. Da V0 gleichma¨ßig
R-O variierend in ‖θ‖ = 1 ist, folgt aus Korollar 2.1.20 (ii), dass fu¨r ein m2 > 0
1r
−1
n,kV0(1r
−1
n,k, θn,k)
U1(1r
−1
n,k, θn,k)
≥ m2
fu¨r alle ‖θ‖ = 1 und fu¨r alle n groß genug gilt. Wegen (4.15) gilt dann
Jk = nrn,kU1(1r
−1
n,k, θn,k)
= 1
U1(1r
−1
n,k, θn,k)
1r
−1
n,kV0(1r
−1
n,k, θn,k)
V0(1r
−1
n,k, θn,k)
V0(r
−1
n,k, θn,k)
nV0(r
−1
n,k, θn,k)
≤ 1m−12 c−11 
−γ− 1
a1
1 (C(ek) + 1) = C
γ′
1
fu¨r alle n groß genug mit C = C(ek)+1m2c1 und γ
′ = 1− γ − 1a1 > 0. Damit folgt
lim
→0
lim sup
n→∞
I41 = 0.
Außerdem gilt
I42 = n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤}‖zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤}∪{‖rEu‖0≤}‖zEu‖0Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
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= n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤,‖rEu‖0>}‖zEu‖0Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
∫ r
0
1{‖rEu‖0≤}‖zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= K1 +K2.
Das Theorem von Portmanteau in M liefert aus (4.1)
K1 ≤ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0≤,‖rEu‖0>}Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>}P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
Γ
1{‖x‖0≥}P {AnX ∈ dx}
= nP {‖AnX‖0 ≥ }
≤ (φ0 {x ∈ Γ : ‖x‖0 ≥ }+ 1)
≤ C−11 1−
1
a1−δ + 
fu¨r alle n ∈ N, fu¨r eine Konstante C1 > 0 und ein δ > 0 mit a1 − δ > 1, siehe I22
im Beweis von Lemma 4.1.5 . Da z 7→ ‖zEu‖0 streng monoton wachsend ist, folgt
K2 ≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖0
∫ r
0
Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0≤}‖rEu‖0P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Analog zum Beweis von I41 gilt
lim
→0
lim sup
n→∞
K2 = 0.
Es folgt aus Lemma 3.2.6∫
{0<‖x‖0<1}
‖x‖0φ(dx) <∞.
Dann hat die Grenzverteilung die charakteristische Funktion (4.23). Insgesamt folgt
dann die Behauptung.
Satz 4.2.4. Sei ap < 1. Sei weiter fu¨r ein δ
′ > 0
lim sup
r↓0
sup
u∈S0
1− q(r, u)
rap+δ
′ <∞. (4.25)
Dann gilt Sn(n) − nE(AnX) ⇒ Y˜ fu¨r n → ∞, wobei Y˜ die Verteilung µ2 mit
charakteristischer Funktion
µˆ2(λ) = exp
(
i 〈λ,m〉+
∫
Γ
(
ei<λ,x> − 1− i 〈λ, x〉
)
φ(dx)
)
(4.26)
besitzt. Dabei ist
m = −
∫
S0
∫ ∞
0
∫ r
0
(
rEu− zEu)Π(dz, u)dr
r2
σ(du). (4.27)
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Um Satz 4.2.4 zu zeigen, brauchen wir folgende Lemmata.
Lemma 4.2.5. Es gelte die Eigenschaft (4.25). Dann ist m in (4.27) wohldefiniert.
Beweis Die Dreiecksungleichung und die Monotonie der Abbildung z 7→ ‖zEu‖0
liefern
‖m‖0 ≤
∫
S0
∫ ∞
0
∫ r
0
‖rEu− zEu‖0Π(dz, u)dr
r2
σ(du)
≤
∫
S0
∫ ∞
0
∫ r
0
‖rEu‖0 + ‖zEu‖0Π(dz, u)dr
r2
σ(du)
≤ 2
∫
S0
∫ ∞
0
‖rEu‖0
∫ r
0
Π(dz, u)
dr
r2
σ(du)
= 2
(∫
S0
∫ 1
0
‖rEu‖0 (1− pi(r, u)) dr
r2
σ(du)
+
∫
S0
∫ ∞
1
‖rEu‖0 (1− pi(r, u)) dr
r2
σ(du)
)
= 2(m1 +m2).
Da ap < 1 ist, existiert ein δ
′ > 0, so dass ap + δ′ < 1 ist. Aus 1− pi(r, u) ≤ 1 folgt
m2 ≤ C
∫
S0
∫ ∞
1
r(ap+δ
′)−2drσ(du) =
Cσ(S0)
1− (ap + δ′) <∞.
Wir betrachten jetzt die Funktion r 7→ 1− pi(r, u). Wir definieren
K = sup
{
1− q(s, u)
sap+δ
′ : 0 < s ≤ 1, u ∈ S0
}
.
Nach Eigenschaft (4.25) ist K <∞. Damit gilt
1− pi(r, u) = r
∫ ∞
r
(1− q(s, u)) ds
s2
= r
∫ 1
r
s(ap+δ
′)−2 1− q(s, u)
sap+δ
′ ds+ r
∫ ∞
1
(1− q(s, u)) ds
s2
≤ Kr
∫ 1
r
s(ap+δ
′)−2ds+ r
= K ′r(r(ap+δ
′)−1 − 1) + r
≤ K ′r(ap+δ′) + r
≤ Cr(ap+δ′)
fu¨r 0 < r ≤ 1, da ap + δ′ < 1 ist. Dabei ist K ′ = K1−(ap+δ′) > 0 und C = K ′ ∨ 1.
Somit gilt fu¨r 0 < r ≤ 1
1− pi(r, u) ≤ Cr(ap+δ′) = Cτ(rEu)(ap+δ′) ≤ C‖rEu‖0 (4.28)
fu¨r eine Konstante C > 0, die entsprechend immer gea¨ndert wird. Aus (4.28) und
1
2 < ap − δ′ < 1 fu¨r ein δ′ > 0 folgt mit Lemma 2.3.1 fu¨r ein δ > 0 mit a1 − δ > 12
m1 ≤ C
∫
S0
∫ 1
0
r(a1−δ)(1− pi(r, u))dr
r2
σ(du)
≤ C
∫
S0
∫ 1
0
r(a1−δ)+(ap+δ
′)−2drσ(du) <∞,
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da (a1 − δ) + (ap + δ′) > 1 ist. Das impliziert ‖m‖0 ≤ 2(m1 +m2) <∞ und damit
die Behauptung.
Lemma 4.2.6. Die Funktion f(r, u) =
r∫
0
(
rEu− zEu)Π(dz, u) ist gemeinsam ste-
tig.
Beweis Es gilt f(r, u) = (rEu)(1 − pi(r, u)) −
r∫
0
(zEu)Π(dz, u). Nach Proposition
2.2.11 im Buch [18] ist die Abbildung (r, u) 7→ rEu gemeinsam stetig und nach
Satz 4.1.2 (v) ist die Abbildung (r, u) 7→ pi(r, u) auch gemeinsam stetig. Damit ist
die Funktion (r, u) 7→ (rEu)(1 − pi(r, u)) gemeinsam stetig. Somit ist nur noch zu
zeigen, dass die Funktion
(r, u) 7→ −
r∫
0
(zEu)Π(dz, u) =
r∫
0
(zEu)
∂pi(z, u)
∂z
dz
gemeinsam stetig ist. Seien rn → r > 0 und un → u ∈ S0 fu¨r n→∞. Dann gilt∫ rn
0
(zEun)
∂pi(z, un)
∂z
dz =
∫ rn
0
(zEun)
∂pi(z, u)
∂z
dz
+
∫ rn
0
(zEun)
(
∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
)
dz.
Wir betrachten zuna¨chst das erste Integral. Es gilt∫ rn
0
(zEun)
∂pi(z, u)
∂z
dz =
∫ ∞
0
1{z≤rn}(z
Eun)
∂pi(z, u)
∂z
dz =
∫ ∞
0
gn(z)dz.
Da die Funktion u 7→ zEu stetig ist, folgt lim
n→∞ gn(z) = 1{z≤r}(z
Eu)∂pi(z,u)∂z . Sei
R = sup
n≥1
rn. Da rn → r fu¨r n → ∞ gilt, ist R < ∞. Desweiteren folgt aus der
Monotonie der Funktion z 7→ ‖zEu‖0, dass fu¨r alle n ∈ N
‖gn(z)‖0 ≤ ‖zEun‖0|∂pi(z, u)
∂z
|1{z≤R}
≤ ‖RE‖0|∂pi(z, u)
∂z
|1{z≤R}
≤ −‖RE‖0∂pi(z, u)
∂z
und
−‖RE‖0
∫ ∞
0
∂pi(z, u)
∂z
dz = ‖RE‖0
∫ ∞
0
Π(dz, u) = ‖RE‖0 <∞
gilt. Der Satz von der majorisierten Konvergenz impliziert
lim
n→∞
∫ rn
0
(zEun)
∂pi(z, u)
∂z
dz =
∫ r
0
(zEu)
∂pi(z, u)
∂z
dz.
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Wir werden jetzt zeigen, dass das zweite Integral gegen Null konvergiert. Es ist
‖
∫ rn
0
(zEun)
(
∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
)
dz‖0
≤
∫ R
0
‖zEun‖0|∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
|dz
≤ ‖RE‖0
∫ R
0
|∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
|dz
≤ ‖RE‖0
∫ ∞
0
|∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
|dz.
Da |a− b| = 2(a ∨ b)− (a+ b) fu¨r alle a, b ∈ R gilt, folgt∫ ∞
0
|∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
|dz = 2
∫ ∞
0
(
∂pi(z, un)
∂z
∨ ∂pi(z, u)
∂z
)
dz
−
∫ ∞
0
∂pi(z, un)
∂z
dz −
∫ ∞
0
∂pi(z, u)
∂z
dz
= 2
∫ ∞
0
(
∂pi(z, un)
∂z
∨ ∂pi(z, u)
∂z
)
dz + 2
= 2
∫ ∞
0
hn(z)dz + 2.
Es gilt |hn(z)| ≤ −∂pi(z,u)∂z und −
∞∫
0
∂pi(z,u)
∂z dz = 1 sowie limn→∞hn(z) =
∂pi(z,u)
∂z , da
die Funktion u 7→ ∂pi(z,u)∂z stetig fu¨r alle z > 0 ist. Der Satz von der majorisierten
Konvergenz liefert lim
n→∞
∫∞
0 hn(z)dz =
∫∞
0
∂pi(z,u)
∂z dz = −1 und damit gilt
lim
n→∞
∫ ∞
0
|∂pi(z, un)
∂z
− ∂pi(z, u)
∂z
|dz = 0.
Somit folgt, dass (r, u) 7→ f(r, u) gemeinsam stetig ist.
Beweis von Satz 4.2.4 Da ap < 1 ist, existiert ein δ
′ > 0 mit ap+δ′ < 1. Damit exis-
tiert der Erwartungswert der pTOSE−Verteilung. Das impliziert
∫
1{‖x‖0≥1}xφ(dx)
existiert. Damit folgt aus Lemma 4.2.5, dass
m′ =
∫
{‖x‖0≥1}
xφ(dx)−m
wohldefiniert ist. Wir werden zeigen, dass
lim
n→∞nE(AnX)− bn = m
′
ist. Dabei ist bn = n
∫
{‖x‖0<1}
xP {Yn1 ∈ dx}. Es gilt
nE(AnX)− bn = nE(AnX)− n
∫
{‖x‖0<1}
xP {Yn1 ∈ dx}
− n
∫
{‖x‖0≥1}
xP {Yn1 ∈ dx}+ n
∫
{‖x‖0≥1}
xP {Yn1 ∈ dx}
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= nE(AnX − Yn1) + n
∫
{‖x‖0≥1}
xP {Yn1 ∈ dx}
= I5 + I6.
Sei 1 < N <∞ fest. Dann gilt
I6 = n
∫
{‖x‖0≥1}
xP {Yn1 ∈ dx}
= n
∫
{1≤‖x‖0≤N}
xP {Yn1 ∈ dx}+ n
∫
{‖x‖0>N}
xP {Yn1 ∈ dx}
= I61 + I62.
Da die Identita¨t gleichma¨ßig stetig und beschra¨nkt auf A = {1 ≤ ‖x‖0 ≤ N} mit
φ(∂A) = 0 und dist(A, 0) > 0 ist, folgt aus (4.9)
lim
n→∞ I61 =
∫
{1≤‖x‖0≤N}
xφ(dx).
Wir beweisen jetzt, dass wir I62 in der Norm beliebig klein fu¨r alle großen n wa¨hlen
ko¨nnen, wenn N > 1 groß genug ist.
‖I62‖0 ≤ n
∫
{‖x‖0>N}
‖x‖0P {Yn1 ∈ dx}
= n
∫
S0
∫ ∞
0
∫ ∞
r
1{‖rEu‖0>N}‖rEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0>N}‖zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= L1 + L2.
Da
∫∞
r Π(dz, u) ≤ 1 fu¨r alle u ∈ S0 gilt und alle Normen auf Rd a¨quivalent sind,
folgt
L1 ≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}‖rEu‖0P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ C
d∑
k=1
n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∣∣〈rEu, ek〉∣∣P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= C
d∑
k=1
L1k.
Es gilt weiter
L1k = n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∣∣〈rEu, ek〉∣∣P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= n
∫
Γ
1{‖x‖0>N} |〈x, ek〉|P {AnX ∈ dx}
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= n
∫
Γ
1{‖x‖0>N,|〈x,ek〉|>N} |〈x, ek〉|P {AnX ∈ dx}
+ n
∫
Γ
1{‖x‖0>N,|〈x,ek〉|≤N} |〈x, ek〉|P {AnX ∈ dx}
≤ n
∫
Γ
1{|〈x,ek〉|>N} |〈x, ek〉|P {AnX ∈ dx}
+ n
∫
Γ
1{‖x‖0>N,|〈x,ek〉|≤N} |〈x, ek〉|P {AnX ∈ dx}
= n
∫
Γ
1{|〈Anx,ek〉|>N} |〈Anx, ek〉|P {X ∈ dx}
+ n
∫
Γ
1{‖x‖0>N,|〈x,ek〉|≤N} |〈x, ek〉|P {AnX ∈ dx}
= n
∫
Γ
1{|〈x,A∗nek〉|>N} |〈x,A∗nek〉|P {X ∈ dx}
+ n
∫
Γ
1{‖x‖0>N,|〈x,ek〉|≤N} |〈x, ek〉|P {AnX ∈ dx}
= H1 +H2.
Wir wa¨hlen rn,k > 0 und θn,k mit ‖θn,k‖ = 1, so dass A∗nek = rn,kθn,k. Wir haben
schon gezeigt, dass rn,k → 0 fu¨r n→∞ konvergiert. Damit folgt
H1 = nrn,k
∫
Γ
1{|<x,θn,k>|>Nr−1n,k}| < x, θn,k > |P {X ∈ dx} = nrn,kV1
(
Nr−1n,k, θn,k
)
.
Da η ∈ ROV∞(E, c) fu¨r jedes c ≥ 1 ist, liefert Satz 2.1.21, dass U2 gleichma¨ßig
R-O variierend in ‖θ‖ = 1 ist und Satz 2.1.22 impliziert, dass das erste Tail-Moment
V1 existiert. Nach Korollar 2.1.20 (i) erhalten wir fu¨r eine positive Konstante M2 <
∞
Nr−1n,kV1(Nr
−1
n,k, θn,k)
U2(Nr
−1
n,k, θn,k)
≤M2
fu¨r alle ‖θn,k‖ = 1 und alle n groß genug. Da ap < 1 ist, ko¨nnen wir γ > 0 wa¨hlen,
so dass 1ap > 1 + γ gilt. Dann folgt nach Satz 2.1.21 fu¨r eine positive Konstante c2
U2(Nr
−1
n,k, θn,k)
U2(r
−1
n,k, θn,k)
≤ c2N2+γ−
1
ap
fu¨r alle ‖θn,k‖ = 1 und alle n groß genug. Satz 2.1.19 liefert, dass V0 gleichma¨ßig
R-O variierend in ‖θ‖ = 1 ist. Damit folgt aus Korollar 2.1.20 (ii) fu¨r ein m2 > 0
r−2n,kV0(r
−1
n,k, θn,k)
U2(r
−1
n,k, θn,k)
≥ m2
fu¨r alle ‖θn,k‖ = 1 und alle n groß genug. Nach (4.15) gilt
lim sup
n→∞
nV0(r
−1
n,k, θn,k) ≤ C(ek) <∞.
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Somit gilt fu¨r alle großen n
nrn,kV1(Nr
−1
n,k, θn,k) = N
−1Nr
−1
n,kV1(Nr
−1
n,k, θn,k)
U2(Nr
−1
n,k, θn,k)
U2(Nr
−1
n,k, θn,k)
U2(r
−1
n,k, θn,k)
U2(r
−1
n,k, θn,k)
r−2n,kV0(r
−1
n,k, θn,k)
nV0(r
−1
n,k, θn,k)
≤ N−1M2c2N2+γ−
1
apm−12 (C(ek) + 1)
= CN−γ
′
,
wobei C = M2c2(C(ek)+1)m2 > 0 und γ
′ = 1ap − 1 − γ > 0. Damit ko¨nnen wir H1
beliebig klein fu¨r alle großen n wa¨hlen, wenn N > 1 groß genug ist. Es gilt weiter
H2 = n
∫
Γ
1{‖x‖0>N,|<x,ek>|≤N} |< x, ek >|P {AnX ∈ dx}
≤ Nn
∫
Γ
1{‖x‖0>N,|<x,ek>|≤N}P {AnX ∈ dx}
≤ Nn
∫
Γ
1{‖x‖0>N}P {AnX ∈ dx}
= NnP {‖AnX‖0 > N} .
Da e1, . . . , ed die Standardbasis von Rd ist, existiert eine Konstante M > 0, so dass
fu¨r eine Konstante C > 0
{x ∈ Γ : ‖x‖0 > N} ⊂ {x ∈ Γ : ‖x‖ > CN} ⊂
d⋃
k=1
{x ∈ Γ : |< x, ek >| > MN} .
Die erste Inklusion gilt, da alle Normen auf Rd a¨quivalent sind. Zu der zweiten
Inklusion nehmen wir an, dass |< x, ek >| ≤ MN fu¨r alle k = 1, . . . , d gilt. Dann
gilt
‖x‖2 =
d∑
k=1
< x, ek >
2≤ (MN)2d = C2N2
fu¨r M = Cd−
1
2 . Das widerspricht aber ‖x‖ > CN .
Fu¨r A∗nek = rn,kθn,k mit rn,k > 0 und ‖θn,k‖ = 1 gilt rn,k → 0 fu¨r n → ∞. Damit
folgt
H2 ≤ NnP {‖AnX‖0 > N}
≤ Nn
d∑
k=1
P {|〈AnX, ek〉| > MN}
= Nn
d∑
k=1
P {|〈X,A∗nek〉| > MN}
= Nn
d∑
k=1
P
{
|〈X, θn,k〉| > MNr−1n,k
}
=
d∑
k=1
NnV0(MNr
−1
n,k, θn,k).
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Nach Satz 2.2.5 ist η ∈ RVM∞(E) mit Grenzmaß φ0 und damit ist nach Satz
2.1.15 (i) η ∈ ROV∞(E, c) fu¨r alle c ≥ 1. Da ap < 1 ist, ko¨nnen wir γ > 0 mit
1
ap
> 1 + γ wa¨hlen. Nach Satz 2.1.19 existiert c1 > 0 und c2 <∞, so dass
c1M
−γ− 1
a1N
−γ− 1
a1 ≤ V0(MNr
−1
n,k, θn,k)
V0(r
−1
n,k, θn,k)
≤ c2Mγ−
1
apN
γ− 1
ap
fu¨r alle ‖θn,k‖ = 1, fu¨r alle n groß genug und fu¨r alle N > 1 groß genug. Aus (4.15)
folgt dann
NnV0(MNr
−1
n,k, θn,k) = N
V0(MNr
−1
n,k, θn,k)
V0(r
−1
n,k, θn,k)
nV0(r
−1
n,k, θn,k)
≤ Nc2Mγ−
1
apN
γ− 1
ap (C(ek) + 1) = CN
−γ′
wobei γ′ = 1ap − 1 − γ > 0 und C = c2M
γ− 1
ap (C(ek) + 1) > 0. Damit ko¨nnen wir
H2 beliebig klein fu¨r alle großen n fu¨r N > 1 groß genug wa¨hlen. Somit gilt
lim
N→∞
lim sup
n→∞
L1 = 0.
Aus der Monotonie der Funktion z 7→ ‖zEu‖ und
r∫
0
Π(dz, u) ≤ 1 folgt
L2 = n
∫
S0
∫ ∞
0
∫ r
0
1{‖zEu‖0>N}‖zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}‖rEu‖0
∫ r
0
Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}‖rEu‖0P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Damit folgt analog zum Beweis von L1, dass lim
N→∞
lim sup
n→∞
L2 = 0 gilt und somit
lim
n→∞ I6 =
∫
{‖x‖0≥1}
xφ(dx).
Wir mu¨ssen noch zeigen, dass lim
n→∞ I5 = −m. Es gilt
I5 = nE(AnX − Yn1)
= n
∫
S0
∫ ∞
0
∫ r
0
(rEu− zEu)Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Sei 0 <  < 1 < N <∞ fest. Dann gilt
I5 = n
∫
S0
∫ ∞
0
1{‖rEu‖0<}
∫ r
0
(rEu− zEu)Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
1{≤‖rEu‖0≤N}
∫ r
0
(rEu− zEu)Π(dz, u)P{τ(AnX) ∈ dr, l(AnX) ∈ du}
+ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∫ r
0
(rEu− zEu)Π(dz, u)P{τ(AnX) ∈ dr, l(AnX) ∈ du}
= I51 + I52 + I53.
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Die Dreiecksungleichung, die Monotonie der Funktion z 7→ ‖zEu‖0 und (4.28) lie-
fern
‖I51‖0
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0<}
∫ r
0
‖rEu− zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0<}
∫ r
0
‖rEu‖0 + ‖zEu‖0Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2n
∫
S0
∫ ∞
0
1{‖rEu‖0<}
∫ r
0
‖rEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
= 2n
∫
S0
∫ ∞
0
1{‖rEu‖0<}‖rEu‖0(1− pi(r, u))P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2Cn
∫
S0
∫ ∞
0
1{‖rEu‖0<}‖rEu‖20P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Analog zu I1 gilt dann lim
→0
lim sup
n→∞
I51 = 0.
Desweiteren folgt aus der Dreiecksungleichung, der Monotonie der Funktion
z 7→ ‖zEu‖0 und
r∫
0
Π(dz, u) ≤ 1 fu¨r alle u ∈ S0
‖I53‖0
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∫ r
0
‖rEu− zEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∫ r
0
‖rEu‖0 + ‖zEu‖0Π(dz, u)
P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}
∫ r
0
‖rEu‖0Π(dz, u)P {τ(AnX) ∈ dr, l(AnX) ∈ du}
≤ 2n
∫
S0
∫ ∞
0
1{‖rEu‖0>N}‖rEu‖0P {τ(AnX) ∈ dr, l(AnX) ∈ du} .
Analog zu L1 folgt lim
N→∞
lim sup
n→∞
I53 = 0.
Nach Lemma 4.2.6 ist die Funktion
(r, u) 7→
∫ r
0
(rEu− zEu)Π(dz, u)
gleichma¨ßig gemeinsam stetig und damit auch beschra¨nkt auf der kompakten Men-
ge A =
{
 ≤ ‖rEu‖0 ≤ N
}
mit dist(A, 0) > 0 und φ0(∂A) = 0. Damit folgt aus
(4.2)
lim
n→∞ I52 =
∫
S0
∫ ∞
0
1{≤‖rEu‖0≤N}
∫ r
0
(rEu− zEu)Π(dz, u)dr
r2
σ(du)
und somit ist
lim
n→∞ I5 =
∫
S0
∫ ∞
0
∫ r
0
(rEu− zEu)Π(dz, u)dr
r2
σ(du).
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Zusammengefasst gilt
lim
n→∞ I5 + I6 = limn→∞nE(AnX − Yn1) + n
∫
{‖x‖0≥1}
xP {Yn1 ∈ dx} = m′.
Damit folgt
Sn(n)− nE(AnX) = (Sn(n)− bn) + (bn − nE(AnX))⇒ Y −m′ = Y˜ ,
wobei Y˜ die charakteristische Funktion (4.26) besitzt.
Bemerkung 4.2.7. Fu¨r pTOSE Verteilungen ist
lim sup
r↓0
sup
u∈S0
r1−(ap+δ
′)
∫ ∞
0
sQ(ds|u) <∞
hinreichende Bedingung fu¨r (4.25), denn es gilt fu¨r alle r > 0
r−(ap+δ
′)(1− q(r, u)) = r−(ap+δ′)
(
1−
∫ ∞
0
e−rsQ(ds|u)
)
= r−(ap+δ
′)
∫ ∞
0
(
1− e−rs)Q(ds|u)
≤ r1−(ap+δ′)
∫ ∞
0
sQ(ds|u) <∞.
Der na¨chste Satz zeigt, dass die zeitstetige tempered Irrfahrt den tempered operator
stabilen Le´vy-Prozess approximiert.
Satz 4.2.8. Sei Sn(n) die tempered Irrfahrt mit Sn(n) − bn ⇒ X fu¨r n → ∞.
Dabei ist die Verteilung von X proper tempered operator stabil und besitzt die cha-
rakteristische Funktion
E(ei<λ,X>) = exp
(∫
Γ
(
ei<λ,x> − 1− i < λ, x > 1{‖x‖0<1}
)
φ(dx)
)
.
Dann gilt fu¨r n→∞
{Sn(bntc)− tbn : t ≥ 0} fdd⇒ X, (4.29)
wobei X = {X(t) : t ≥ 0} ein Le´vy-Prozess mit X(1) d= X und Sn(bntc) =
bntc∑
k=1
Ynk
ist. Dabei bezeichnet b·c die Gaußklammer.
Beweis Da nt−1n ≤ bntcn ≤ ntn = t ist, konvergiert bntcn fu¨r n → ∞ gegen t. Damit
liefert die Konvergenz in (4.9)
bntcP {Yn1 ∈ ·} = bntc
n
nP {Yn1 ∈ ·} → tφ(·) in M.
Die Konvergenz in (4.11) impliziert
lim
→0
lim sup
n→∞
bntcE (‖Yn1‖201{‖Yn1‖0≤}) = lim→0 lim supn→∞ bntcn nE (‖Yn1‖201{‖Yn1‖0≤}) = 0.
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Der Konvergenzsatz fu¨r Dreieckssysteme liefert Sn(bntc) − bntcn bn ⇒ X(t). Dabei
besitzt X(t) die charakteristische Funktion
E(ei<λ,X(t)>) = exp
(
t
(∫
Γ
(ei<λ,x> − 1− i < λ, x > 1{‖x‖0<1})φ(dx)
))
. (4.30)
Nach (4.11) ist nE
(‖Yn1‖201{‖Yn1‖0≤1}) beschra¨nkt. Damit folgt aus (nt−bntc) ≤ 1
und der Cauchy-Schwarz Ungleichung
‖tbn − bntc
n
bn‖0 = ‖(nt− bntc)
∫
{‖x‖0<1}
xP {Yn1 ∈ dx} ‖0
≤
∫
{‖x‖0<1}
‖x‖0P {Yn1 ∈ dx}
≤
(∫
{‖x‖0<1}
‖x‖20P {Yn1 ∈ dx}
) 1
2
(∫
{‖x‖0<1}
P {Yn1 ∈ dx}
) 1
2
≤
(∫
{‖x‖0<1}
‖x‖20P {Yn1 ∈ dx}
) 1
2
= n−
1
2
(
n
∫
{‖x‖0<1}
‖x‖20P {Yn1 ∈ dx}
) 1
2
.
Daraus folgt tbn − bntcn bn → 0 fu¨r n→∞. Somit gilt
Sn(bntc)− tbn ⇒ X(t).
Dabei besitzt X(t) die charakteristische Funktion (4.30).
Seien jetzt 0 = t0 < t1 < · · · < tm. Es gilt
(Sn(bntic)− tibn)− (Sn(bnti−1c)− ti−1bn)
= Sn(bntic)− Sn(bnti−1c)− (ti − ti−1)bn
d
= Sn(bntic − bnti−1c)− (ti − ti−1)bn
= Sn(bntn,ic)− (ti − ti−1)bn
⇒ X(ti − ti−1) d= X(ti)−X(ti−1)
fu¨r alle i = 1, . . . ,m, denn tn,i =
bntic−bnti−1c
n konvergiert fu¨r n→∞ gegen ti−ti−1.
Da die Zuwa¨chse unabha¨ngig sind, folgt
{(Sn(bntic)− tibn)− (Sn(bnti−1c)− ti−1bn)}i=1,...,m ⇒ {X(ti)−X(ti−1)}i=1...,m .
Da die Funktion f : Rm → Rm mit f(x1, . . . , xm) = (x1, x1 + x2, . . . ,
m∑
k=1
xk) stetig
ist, folgt nach dem Continuous-Mapping Theorem
{Sn(bntic)− tibn}i=1...,m ⇒ {X(ti)}i=1...,m
Damit folgt die Behauptung.
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Bemerkung 4.2.9. Aus der Konvergenz (4.20) der tempered Irrfahrt in Satz 4.2.1
und theorem 16.14 in [16] folgt sogar{
Sn(bntc)− bbntc : t ≥ 0
}⇒ X in D([0,∞),Rd) (4.31)
mit X = {X(t) : t ≥ 0} ein Le´vy-Prozess, wobei X(1) eine pTOSE Verteilung be-
sitzt.
Wir haben in diesem Kapitel eine Irrfahrt konstruiert, die einen pTOSE verteil-
ten Zufallsvektor approximiert. Wir haben die Konvergenz der tempered Irrfahrt
(4.20) nicht nur gegen pTOSE Verteilung sondern gegen eine allgemeinere Klasse
bewiesen. Wir haben na¨mlich die Behauptung fu¨r Grenzverteilungen gezeigt, die
ein Le´vy-Maß φ mit der Form
φ(A) =
∫
S0
∫ ∞
0
1A(r
Eu)q(r, u)
dr
r2
σ(du)
fu¨r A ∈ B(Γ) besitzt. Dabei ist q eine Funktion mit r 7→ q(r, u) stetig und monoton
fallend, lim
r→∞ q(r, u) = 0, limr→0
q(r, u) = 1 fu¨r alle u ∈ S0 und u 7→ q(r, u) stetig fu¨r
alle r > 0. Also gelten diese Konvergenzsa¨tze auch fu¨r alle pTOSρE fu¨r ρ > 0. Dabei
definieren wir die Funktion piρ : (0,∞)× S0 → (0,∞) durch
piρ(r, u) := r
∫ ∞
r
q(sρ, u)
ds
s2
fu¨r alle u ∈ S0. In diesem Fall ersetzen wir in den obigen Voraussetzungen q(r, u)
durch q(rρ, u). Im na¨chsten Kapitel werden wir eine Reihendarstellung fu¨r den
Le´vy-Prozess X = {X(t) : t ≥ 0} mit der Eigenschaft, dass X(1) eine pTOSE
Verteilung besitzt, herleiten.
Kapitel 5
Reihendarstellung eines pTOSE
Le´vy-Prozesses
5.1 Reihendarstellung
Im Folgenden seien (ϑj)j∈N eine Folge unabha¨ngiger und identisch verteilter Zu-
fallsvektoren auf S0 mit Verteilung
σ
σ(S0)
und (Uj)j∈N eine Folge unabha¨ngiger
und auf [0, T ] gleichverteilter Zufallsvariablen mit T > 0. Die Folge (Γj)j∈N ist
gegeben durch Γj = E1 + · · · + Ej mit (Ej)j∈N eine Folge unabha¨ngiger iden-
tisch verteilter Zufallsvariablen und E1 ist exponentialverteilt mit Erwartungswert
gleich 1. Außerdem sei (Zj)j∈N eine Folge unabha¨ngiger und identisch verteilter
(0,∞)-wertiger Zufallsvariablen mit P {Zj ∈ ·|Uj , ϑj} = Π(·, ϑj), dabei ist Π(·|ϑj)
gegeben durch (4.3) und (4.6), wobei die Funktion q die Voraussetzungen von Ka-
pitel 4 erfu¨llt, d. h. q ist die Tempering-Funktion einer pTOSE Verteilung und
u 7→ q(r, u) ist stetig fu¨r alle r > 0. Die zufa¨lligen Folgen (ϑj)j∈N, (Γj)j∈N und
(Uj)j∈N sind unabha¨ngig. Weiter seien die Folgen (Zj)j∈N, (Γj)j∈N und (Uj)j∈N
unabha¨ngig. Wir setzen ξj := (Zj , ϑj), unabha¨ngig identisch verteilte Zufallsvekto-
ren auf S = (0,∞)× S0 mit gemeinsamer Verteilung
F (dr, du) = σ(S0)
−1Π(dr, u)σ(du).
Sei E ∈ L(Rd) der Exponent einer (tE) operator stabilen Verteilung, die das Le´vy-
Maß φ0 und keinen Gaußanteil besitzt.
Satz 5.1.1. Sei t ∈ [0, T ].
(i) Sei a1 > 1. Dann konvergiert die Reihe
∞∑
j=1
1(0,t](Uj)
((
Γj
Tσ(S0)
)−1
∧ Zj
)E
ϑj (5.1)
f. s. gleichma¨ßig in t ∈ [0, T ] gegen einen Le´vy-Prozess X1 = {X1(t) : t ∈ [0, T ]}.
Dabei besitzt X1(t) die charakteristische Funktion von der Form
E(ei<λ,X1(t)>) = exp
(
t
∫
Γ
(ei<λ,x> − 1)φ(dx)
)
(5.2)
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fu¨r alle λ ∈ Rd und φ ist das Le´vy-Maß einer proper tempered operator sta-
bilen Verteilung mit Exponent E.
(ii) Sei ap < 1 und sei fu¨r ein δ
′ > 0
lim sup
r↓0
sup
u∈S0
1− q(r, u)
rap+δ
′ <∞. (5.3)
Dann konvergiert die Reihe
∞∑
j=1
1(0,t](Uj)
((
Γj
Tσ(S0)
)−1
∧ Zj
)E
ϑj − t
T
bj (5.4)
mit
bj =
∫ j
j−1
E
((
s
Tσ(S0)
)−E
ϑ1
)
ds (5.5)
f. s. gleichma¨ßig in t ∈ [0, T ] gegen einen Le´vy-Prozess X2 = {X2(t) : t ∈ [0, T ]}.
Dabei besitzt X2(t) die charakteristische Funktion von der Form
E(ei<λ,X2(t)>) =exp
(
t
(
i < λ,m > +
∫
Γ
(ei<λ,x> − 1− i < λ, x >)φ(dx)
))
(5.6)
fu¨r alle λ ∈ Rd. φ ist das Le´vy-Maß einer proper tempered operator stabilen
Verteilung mit Exponent E und
m = −
∫
S0
∫ ∞
0
∫ r
0
(
rEu− zEu)Π(dz, u)dr
r2
σ(du). (5.7)
Beweis Nach Theorem 5.1 im Artikel [20] reicht es die f.s. Konvergenz fu¨r ein festes
t zu zeigen. Wir betrachten die messbare Funktion H : (0,∞)× S → Rd mit
H(Γj , ξj) = H(Γj , (Zj , ϑj)) =
((
Γj
Tσ(S0)
)−1
∧ Zj
)E
ϑj (5.8)
Da die Funktion r 7→ ‖rEu‖0 monoton wachsend ist, folgt, dass die Abbildung
r 7→ ‖H(r, ξ)‖0 fu¨r alle ξ ∈ S monoton fallend ist. Außerdem gilt∫ ∞
0
P
{
H(r, ξ1)1(0,t](U1) ∈ A
}
dr = tφ(A) (5.9)
fu¨r alle A ∈ B(Γ), denn es gilt fu¨r A = {rEu : r > a, u ∈ B} mit a > 0 und
B ∈ B(S0) wegen der Unabha¨ngigkeit∫ ∞
0
P
{
H(r, ξ1)1(0,t](U1) ∈ A
}
dr
=
∫ ∞
0
P

((
r
Tσ(S0)
)−1
∧ Z1
)E
ϑ11(0,t](U1) ∈ A
 dr
=
∫ ∞
0
P
{
U1 ∈ (0, t],
(
r
Tσ(S0)
)−1
∧ Z1 > a, ϑ1 ∈ B
}
dr
= P {U1 ∈ (0, t]}
∫ ∞
0
E
(
1{
r<
Tσ(S0)
a
,Z1>a,ϑ1∈B
}) dr
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=
t
T
∫ Tσ(S0)
a
0
drP {Z1 > a, ϑ1 ∈ B}
=
t
T
Tσ(S0)
a
σ(S0)
−1
∫
B
∫ ∞
a
Π(dz, u)σ(du)
= t
∫
B
a−1pi(a, u)σ(du)
= t
∫
B
∫ ∞
a
q(r, u)
dr
r2
σ(du)
= tφ(A).
Die vorletzte Gleichung folgt aus der Definition der Funktion pi. Da das System
aller Mengen der Form A ein schnittstabiler Erzeuger der Borelschen σ-Algebra
B(Γ) ist, gilt die Behauptung (5.9) fu¨r alle A ∈ B(Γ).
(i) Sei a1 > 1. Es folgt aus Lemma 3.2.6∫
{0<‖x‖0≤1}
‖x‖0φ(dx) <∞.
Nach Corollary (A2)(i) im Artikel [21] konvergiert die Reihe
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t}
f. s. gegen X1(t) mit charakteristischer Funktion (5.2).
(ii) Sei ap < 1. Dann existiert das erste Moment der pTOSE Verteilung und
damit gilt ∫
{‖x‖0≥1}
‖x‖0φ(dx) <∞.
Nach Corollary (A2)(ii) im Artikel [21] konvergiert die Reihe
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t} − cj(T )
f. s. gegen X(t) mit charakteristischer Funktion
E(ei<λ,X(t)>) = exp
(
t
(∫
Γ
(ei<λ,x> − 1− i < λ, x >)φ(dx)
))
.
Dabei ist
cj(T ) =
∫ j
j−1
E
(
H(r, (Z1, ϑ1))1(0,t](U1)
)
dr
= P {U1 ≤ t}
∫ j
j−1
E (H(r, (Z1, ϑ1))) dr
=
t
T
b′j .
80 KAPITEL 5. REIHENDARSTELLUNG EINES PTOSE LE´VY-PROZESSES
Damit reicht es zu zeigen
∞∑
j=1
(bj − b′j) = −Tm,
denn dann gilt
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t} −
t
T
bj
=
t
T
(Tm+
∞∑
j=1
(bj − b′j)) +
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t} −
t
T
bj
= tm+
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t} −
t
T
bj +
t
T
(bj − b′j)
= tm+
∞∑
j=1
H(Γj , (Zj , ϑj))1{Uj≤t} −
t
T
b′j
konvergiert f. s. gegen X2(t) mit charakteristischer Funktion (5.6).
Aus der Substitution r =
(
s
Tσ(S0)
)−1
ergibt sich
∞∑
j=1
‖bj − b′j‖0
≤
∫ ∞
0
E‖
(
s
Tσ(S0)
)−E
ϑ1 −
((
s
Tσ(S0)
)−1
∧ Z1
)E
ϑ1‖0ds
= σ(S0)
−1
∫
S0
∫ ∞
0
∫ ∞
0
‖
(
s
Tσ(S0)
)−E
u−
((
s
Tσ(S0)
)−1
∧ z
)E
u‖0Π(dz, u)dsσ(du)
= T
∫
S0
∫ ∞
0
∫ ∞
0
‖rEu− (r ∧ z)Eu‖0Π(dz, u)dr
r2
σ(du)
= T
∫
S0
∫ ∞
0
∫ r
0
‖rEu− zEu‖0Π(dz, u)dr
r2
σ(du) <∞
wegen (5.3), siehe den Beweis von Lemma 4.2.5. Außerdem gilt mit
∫∞
0 Π(dz, u) = 1
∞∑
j=1
(bj − b′j)
= σ(S0)
−1
∫
S0
∫ ∞
0
(
s
Tσ(S0)
)−E
udsσ(du)
− σ(S0)−1
∫
S0
∫ ∞
0
∫ ∞
0
((
s
Tσ(S0)
)−1
∧ z
)E
uΠ(dz, u)dsσ(du)
= T
(∫
S0
∫ ∞
0
(rEu)
dr
r2
σ(du)−
∫
S0
∫ ∞
0
∫ ∞
0
((r ∧ z)Eu)Π(dz, u)dr
r2
σ(du)
)
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= T
(∫
S0
∫ ∞
0
∫ ∞
0
(rEu)Π(dz, u)
dr
r2
σ(du)−
∫
S0
∫ ∞
0
∫ ∞
r
(rEu)Π(dz, u)
dr
r2
σ(du)
−
∫
S0
∫ ∞
0
∫ r
0
(zEu)Π(dz, u)
dr
r2
σ(du)
)
= T
∫
S0
∫ ∞
0
∫ r
0
(rEu− zEu)Π(dz, u)dr
r2
σ(du)
= −Tm.
Bemerkung 5.1.2.
(i) Da ap < 1 ist, existiert (I − E)−1 und es gilt
∂(I − E)−1rI−E
∂r
= (I − E)−1(I − E)r−E = r−E ,
wobei I der Identita¨tsoperator ist. Damit liefert der Hauptsatz der Differential-
und Integralrechnung
bj =
∫ j
j−1
(
r
Tσ(S0)
)−E
drE(ϑ1)
= (Tσ(S0))
E
∫ j
j−1
r−EdrE(ϑ1)
= (Tσ(S0))
E(I − E)−1 (jI−E − (j − 1)I−E)E(ϑ1). (5.10)
(ii) Die Verteilungsfunktion von Zj hat im Allgemeinen keine explizite Darstel-
lung. Um Zj zu simulieren, gehen wir deshalb wie folgt vor:
Sei (E′j)j∈N eine Folge unabha¨ngiger und identisch verteilter Zufallsvariablen
mit E′j standard exponentialverteilt und sei (U
′
j)j∈N eine Folge unabha¨ngiger
auf (0, 1) gleichverteilter Zufallsvariablen. Seien weiter Λj fu¨r j ∈ N un-
abha¨ngig mit
P {Λj ∈ ·|ϑj = u} = Q(·|u)
wobei Q(·|u) die Laplace-Transformierte q(·, u) fu¨r u ∈ S0 besitzt.Außerdem
seien (E′j)j∈N, (U
′
j)j∈N und (Λj)j∈N unabha¨ngig. Dann gilt fu¨r alle a > 0
P {Zj > a|ϑj = u} = P
{
E′jU
′
jΛ
−1
j > a|ϑj = u
}
, (5.11)
denn es gilt nach Voraussetzungen
P
{
E′jU
′
jΛ
−1
j > a|ϑj = u
}
=
∫ ∞
0
P
{
E′jU
′
j > aΛj |Λj = s, ϑj = u
}
P{Λj ∈ ds|ϑj = u}
=
∫ ∞
0
P
{
E′jU
′
j > as
}
Q(ds|u)
=
∫ ∞
0
∫ 1
0
P
{
E′j > as(U
′
j)
−1|U ′j = x
}
dxQ(ds|u)
=
∫ ∞
0
∫ 1
0
P
{
E′j > asx
−1} dxQ(ds|u)
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=
∫ ∞
0
∫ 1
0
e−asx
−1
dxQ(ds|u)
= a
∫ ∞
0
∫ ∞
a
e−sr
dr
r2
Q(ds|u)
= a
∫ ∞
a
∫ ∞
0
e−srQ(ds|u)dr
r2
= a
∫ ∞
a
q(r, u)
dr
r2
= pi(a, u)
= P {Zj > a|ϑj = u}
Die sechste Gleichung folgt aus der Substitution r := ax−1.
(iii) Die Spru¨nge von X1 und X2 sind entweder gleich(
Γj
Tσ(S0)
)−E
ϑj
oder
ZEj ϑj .
Wenn T klein genug ist, dann dominieren die Spru¨nge
(
Γj
Tσ(S0)
)−E
ϑj und
wir erhalten einen (tE) operator stabilen Le´vy-Prozess auf kurze Zeit betrach-
tet. Wenn T groß genug ist, dann sind die Spru¨nge gleich den unabha¨ngigen
identisch verteilten Zufallsvektoren ZEj ϑj. Damit erkla¨rt der Zentrale Grenz-
wertsatz das Verhalten einer Brownschen Bewegung auf lange Zeit betrachtet,
falls E(‖ZE1 ϑ1‖20) existiert.
5.2 Beispiele
Folgende Beispiele dienen der Veranschaulichung des Effektes der A¨nderung des
Le´vy-Maßes. Nach Bemerkung 6.1.6 im Buch [18] erfu¨llt die euklidische Norm die
Eigenschaften (i) und (ii) aus Bemerkung 2.2.4, falls der Exponent E in der Jordan-
schen Form ohne nilpotenten Anteil ist. Wenn E in der Jordanschen Form ist, dann
erfu¨llt die euklidische Norm auf R2 die Eigenschaften (i) und (ii) aus Bemerkung
2.2.4. In diesem Abschnitt nehmen wir das kartesische Koordinatensystem in R2
mit der Standardbasis e1 = (1, 0)
T und e2 = (0, 1)
T . Dann schreiben wir fu¨r den
(tE) operator stabilen Le´vy-Prozess Y durch Y (t) = Y1(t)e1 + Y2(t)e2 und fu¨r den
pTOSE Le´vy-Prozess X durch X(t) = X1(t)e1 + X2(t)e2 fu¨r t ∈ [0, T ] . Sei in
folgenden Beispielen T = 1 und ∆t = 0.001. Wir simulieren die Le´vy-Prozesse in
den Zeitpunkten m∆t fu¨r m = 0, . . . , 1000. Auf der Abbildungen zeigt das obere
Bild X2(t) gegen X1(t) (blaue) und Y2(t) gegen Y1(t) (rote). Das linke untere Bild
stellt X1(t) und Y1(t) in Abha¨ngigkeit von der Zeit t dar und das rechte untere
Bild stellt X2(t) und Y2(t) in Abha¨ngigkeit von der Zeit t dar.
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Beispiel 5.2.1.
Sei E =
(
10
18 0
0 1015
)
. Dann sind die Realteile der Eigenwerte a1 =
10
18 und a2 =
10
15 .
Da E diagonal ist, wa¨hlen wir ‖ · ‖0 als die euklidische Norm. S0 ist dann der
Einheitskreis. Sei weiter das Spektralmaß σ die Gleichverteilung auf den Punkten e1
und e2, d. h. σ ({e1}) = σ ({e2}) = 12 . Daraus folgt E(ϑj) = (12 , 12)T . Die Tempering-
Funktion sei q(r, u) = q(r) = e−r fu¨r alle u ∈ S0 und r > 0. Nach Beispiel 3.2.9 (i)
gilt dann Q(dr|u) = 1(dr) fu¨r alle u ∈ S0. In diesem Beispiel werden die hohen
Spru¨nge in jede Richtung mit der gleichen Rate e−r abgeschnitten. Siehe Abbildung
5.1.
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Abbildung 5.1: Die rote Kurve ist ein Pfad eines (tE) operator stabilen Le´vy-
Prozesses Y mit diagonalem Exponent und einem diskreten Spektralmaß und die
blaue Kurve ist ein Pfad eines pTOSE Le´vy-Prozesses X mit dem selben Exponent
und Tempering-Funktion q(r) = e−r fu¨r alle u ∈ S0 und r > 0.
Wir betrachten jetzt ein Beispiel, indem die Tempering-Funktion von der Richtung
abha¨ngt.
Beispiel 5.2.2.
Sei E wie in dem vorherigen Beispiel. Sei σ die Gleichverteilung auf dem Ein-
heitskreis. Wir setzen ϑj = (x
2+ y2)−
1
2 (x, y)T , wobei x und y unabha¨ngig standard
normalverteilt sind. Da E(ϑj) = 0, brauchen wir keine Zentrierung in (5.4). Au-
ßerdem sei q(r, u) = e−κ(u)r mit κ : S0 → (0,∞), κ(u) = eu1+u2. In diesem Fall
ha¨ngt die A¨nderung der Spru¨nge von der Richtung ab. Siehe Abbildung 5.2.
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Abbildung 5.2: Die rote Kurve ist ein Pfad eines (tE) operator stabilen Le´vy-
Prozesses Y mit diagonalem Exponent und einem stetigen Spektralmaß und die
blaue Kurve ist ein Pfad eines pTOSE Le´vy-Prozesses X mit dem selben Exponent
und Tempering-Funktion q(r, u) = e−κ(u)r mit κ(u) = eu1+u2 fu¨r alle u ∈ S0 und
r > 0.
5.3 R-Algorithmus
In diesem Abschnitt geben wir die Algorithmen in der Programmiersprache R,
mit deren Hilfe wir die obigen Beispiele simuliert haben. Wir stellen zuna¨chst drei
Hilfsfunktionen vor: Die Funktion
”
Z“ erzeugt Realisationen der Zufallsvariable
Zj .
#Die Funktion Z erzeugt Zufallszahlen, die nach "groß-Pi" verteilt
# sind. Den Parametern der Funktion Z werden die Anzahl der zu
#simulierenden Zufallszahlen n und ein Vektor Lambda der La¨nge
#n u¨bergeben. Ru¨ckgabe ist ein numerischer Vektor z der La¨nge n.
Z<-function(Lambda,n){
x<-rexp(n) # erzeugt n Realisationen, die exponentialverteilt sind.
y<-runif(n) #erzeugt n auf [0,1] gleichverteilte Realisationen.
z<-x*y*Lambda^(-1)
invisible(z)
}
Die Funktion
”
pol “ rechnet rBv fu¨r r > 0, v ∈ S0 und eine diagonale Matrix B
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#Die Funktion pol mit U¨bergabeparametern B, r und v berechnet r^B*v.
#Dabei ist B eine diagonale 2x2 Matrix, r eine positive reelle Zahl
#und v ein 2-dimensionale Vektor.
pol<-function(B,r,v){
#Abfrage, ob die Matrix diagonal ist.
if(B[1,2]!=0 && B[2,1]!=0){print("Die Matrix ist nicht diagonal!")}
else{
r1<-r^(B[1,1])
r2<-r^(B[2,2])
x<-matrix(c(r1,0,0,r2),nrow=2)
y<-x%*%v
}
invisible(y)
}
und die Funktion
”
Gl “ erzeugt Realisationen einer Gleichverteilung auf dem Ein-
heitskreis S0.
# Die Funktion Gl mit U¨bergabeparamerter n erzeugt n Realisationen
#der Verteilung "sigma". Dabei ist "sigma" die Gleichverteilung auf
#dem Einheitskreis im R^2.
Gl<-function(n){
x<-rnorm(2*n) #Erzeugung 2n standardnormalverteilter Realisationen.
y<-matrix(x,nrow=2,ncol=n)
for(i in 1:n){
y[,i]<- y[,i]/(y[1,i]^2+y[2,i]^2)^(1/2)
}
invisible(y)
}
Das Algorithmus von Beispiel 5.2.1
#Erzeugung eines Pfades von einem (t^E) operator stabilen Levy-Prozess
#und eines Pfades von PTOS_E Levy-Prozess mit Tempering-Funktion
#q(r,u)=exp(-r). Dabei ist E aus Beispiel 5.2.1.
# Mit dem Aufruf Sys.time() erha¨lt man einen absoluten Wert,
# der Datum und Uhrzeit entha¨lt. Dieser wird in der Variablen a
# abgelegt.
a<-Sys.time()
#m+1 ist Anzahl der Punkte in der Diskretisierung des Zeitintervalls
m<-1000
t<-seq(0,1,1/m)
#n Anzahl der Terme in der Darstellungsreihe.
n<-10000 #100000
#E der Exponent
E<-matrix(c((10/18),0,0,(10/15)),nrow=2,ncol=2)
#B=I-E
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B<-diag(1,2)-E
#Erzeugung der Realisationen von Gamma_{j}, die einen standard
#Poisson-Prozess bilden
gamma<-cumsum(rexp(n))
x<-gamma^(-1)
#Im Vektor Lambda werden die Realisationen des Dirac-Maßes im Punkt 1
#gespeichert
Lambda<-rep(1,n)
#Erzeugung der Zufallszahlen, die nach "groß-Pi" verteilt sind
z<-Z(Lambda,n)
R<-numeric(n)
for(i in 1:n){
R[i]<-min(x[i],z[i])
}
e1<-c(1,0)
e2<-c(0,1)
u1<-runif(n) #Erzeugung von n auf [0,1] gleichverteilten Zufallszahlen
#Erzeugung der Realisationen von V_{j}, die nach "sigma" verteilt sind.
V<-matrix(0,nrow=2,ncol=n)
for(i in 1:n){
if(u1[i]< 1/2){V[ ,i]<-e1}
else (V[ ,i]<- e2)
}
# Erwartungswert von V_{j}
ErwV<-c(0.5,0.5)
S<-array(0,dim=c(2,m+1,n))
S1<-array(0,dim=c(2,m+1,n))
u2<-runif(n)# Erzeugung von n auf [0,1] gleichverteilten Zufallszahlen
for(l in 1:m+1){
for(j in 1:n){
S[,l,j]<-pol(E,x[j],V[,j])*(u2[j] <= t[l])-
t[l]*solve(B)%*%(pol(B,j,ErwV)-pol(B,j-1,ErwV))
S1[,l,j]<-pol(E,R[j],V[,j])*(u2[j] <= t[l])-
t[l]*solve(B)%*%(pol(B,j,ErwV)-pol(B,j-1,ErwV))
}}
# Aufsummierung der Realisationen zu einem festen Zeitpunkt t, um die
#Pfade der Levy-Prozesse zu erhalten.
Y<-apply(S,1:2,sum)
X<-apply(S1,1:2,sum)
#Plotten der Pfade
layout(matrix(c(1,2,1,3),2,2))
#Bestimmung der Grenze des Bildes
x11<-max(X[1,])
x12<-min(X[1,])
x21<-max(X[2,])
x22<-min(X[2, ])
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y11<-max(Y[1,])
y12<-min(Y[1,])
y21<-max(Y[2,])
y22<-min(Y[2,])
x1<-max(x11,y11)
x2<-min(x12,y12)
y1<-max(x21,y21)
y2<-min(x22,y22)
plot(Y[1,],Y[2,],typ="l",col="red",xlab="",ylab="",xlim=c(x2,x1),
ylim=c(y2,y1),lwd=1)
lines(X[1,],X[2,],typ="l",col="blue",lwd=1)
grid()
legend(x="bottomright",fill = c("red", "blue"),
legend = c("operator stabile mit Exponent E", "pTOS mit Exponent E"))
plot(t,Y[1,],typ="l",col="red", xlab="t",ylab="",ylim=c(x2,x1),lwd=1)
lines(t,X[1,],typ="l",col="blue",lwd=1)
plot(t,Y[2,],typ="l",col="red",xlab="t",ylab="",ylim=c(y2,y1),lwd=1)
lines(t,X[2,],typ="l",col="blue",lwd=1)
e<-Sys.time()
L<- e-a
x<-"Die Laufzeit betra¨gt"
ausgabe <- paste(x, L, sep = " ") # ausgabe gibt die Laufzeit an
cat(c("\n", ausgabe, "\n"))
und das Algorithmus von Beispiel 5.2.2
#Beispiel 5.2.2
a<-Sys.time()
m<-1000
t<-seq(0,1,1/m)
n<-10000
E<-matrix(c((10/18),0,0,(10/15)),nrow=2,ncol=2)
gamma<-cumsum(rexp(n))
x<-gamma^(-1)
Lambda<-numeric(n)
V<-Gl(n)
for (i in 1:n){
Lambda[i]<-exp(V[1,i]+V[2,i])
}
z<-Z(Lambda,n)
R<-numeric(n)
for(i in 1:n){
R[i]<-min(x[i],z[i])
}
S<-array(0,dim=c(2,m+1,n))
S1<-array(0,dim=c(2,m+1,n))
u1<-runif(n)
for(l in 1:m+1){
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for(j in 1:n){
S[,l,j]<-pol(E,x[j],V[,j])*(u1[j] <= t[l])
S1[,l,j]<-pol(E,R[j],V[,j])*(u1[j] <= t[l])
}}
Y<-apply(S,1:2,sum)
X<-apply(S1,1:2,sum)
layout(matrix(c(1,2,1,3),2,2))
plot(Y[1,],Y[2,],typ="l",col="red",xlab="",ylab="",lwd=2)
lines(X[1,],X[2,],typ="l",col="blue",lwd=2,lty=2)
grid()
legend(x="topleft",fill = c("red","blue"),
legend = c("operator stabile mit Exponent E ","pTOS mit Exponent E "))
plot(t,Y[1,],typ="l",col="red", xlab="t",ylab="",lwd=2)
lines(t,X[1,],typ="l",col="blue",lwd=2,lty=2)
plot(t,Y[2,],typ="l",col="red",xlab="t",ylab="",lwd=2)
lines(t,X[2,],typ="l",col="blue",lwd=2,lty=2)
e<-Sys.time()
L<- e-a
x<-"Die Laufzeit betra¨gt"
ausgabe <- paste(x, L, sep = " ")
cat(c("\n", ausgabe, "\n"))
Zusammenfassend haben wir in dieser Arbeit die TOSρE , TOSE und GTOSE Ver-
teilungen definiert und ihre Eigenschaften bewiesen. Wir haben dann eine Irrfahrt
konstruiert, die in Verteilung gegen eine pTOSE Verteilung unter geeigneter Zen-
trierung konvergiert. Der Zentrierungsvektor kann abha¨ngig von den Realteilen der
Eigenwerte des Exponenten ausgewa¨hlt werden. In diesem letzten Kapitel haben
wir eine Reihendarstellung fu¨r die pTOSE Le´vy-Prozesse hergeleitet. Diese Dar-
stellung zeigt, wie wir durch Abschneiden der Spru¨nge eines (tE) operator stabi-
len Le´vy-Prozesses einen pTOSE Le´vy-Prozess erhalten. Cohen, Meerschaert und
Rosin´ski haben in ihrem Artikel [8] eine schnellere Simulationsmethode fu¨r (tE)
operator stabile Le´vy-Prozess vorgestellt. Dabei werden die kleine Spru¨nge durch
eine Brown’sche Bewegung approximiert. Daher stellt sich die Frage, ob wir diese
Methode fu¨r pTOSρE anwenden ko¨nnen. Außerdem hat Grabchak in seinem Arti-
kel [11] gezeigt, dass die Klasse der TSpα Verteilungen unter schwacher Konvergenz
nicht abgeschlossen ist. Er hat die Klasse von extended p-tempered α−stabilen
Verteilngen ETSpα definiert. Dann hat er bewiesen, dass diese Klasse die kleinste
Klasse ist, die TSpα Verteilungen entha¨lt und abgeschlossen unter schwacher Kon-
vergenz ist. Deshalb gibt es folgende offene Fragen: Ist die Klasse von pTOSρE
Verteilungen abgeschlossen unter schwacher Konvergenz? Welche notwendigen und
hinreichenden Bedingungen fu¨r die Konvergenz von Folgen in dieser Klasse gibt
es?
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