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Abstract  
Storm sewer systems play a very important role in urban areas. The design of a storm 
sewer system should be based on an appropriate level of preventing flooding. This thesis 
focuses on issues relevant to decision-making in storm sewer network design considering 
flood risk.  
Uncertainty analysis is often required in an integrated approach to a comprehensive 
assessment of flood risk. The first part of this thesis discusses the understanding and 
representation of uncertainty in general setting. It also develops methods for propagating 
uncertainty through a model under different situations when uncertainties are represented 
by various mathematical languages.  
The decision-making process for storm sewer network design considering flood risk is 
explored in this thesis. The pipe sizes and slopes of the network are determined for the 
design. Due to the uncertain character of the flood risk, the decision made is not unique 
but depends on the decision maker’s attitude towards risk. A flood risk based storm sewer 
network design method incorporating a multiple-objective optimization and a “choice” 
process is developed with different design criteria.  
The storm sewer network design considering flood risk can also be formed as a single-
objective optimization provided that the decision criterion is given a priori. A framework 
for this approach with a single objective optimization is developed. The GA is adapted as 
the optimizer. The flood risk is evaluated with different methods either under several 
design storms or using sampling method.  
A method for generating samples represented by correlated variables is introduced. It is 
adapted from a literature method providing that the marginal distributions of variables as 
well as the correlations between them are known. The group method is developed aiming 
to facilitate the generation of correlated samples of large sizes. The method is 
successfully applied to the generation of rainfall event samples and the samples are used 
for storm sewer network design where the flood risk is evaluated with rainfall event 
samples. 
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Chapter 1 Introduction 
1.1 Background 
Flood is one of the major natural disasters that cause significant economic losses and 
threatens many human lives globally every year. For example, the UK Environment 
Agency (2001) claimed that about 1.85 million homes, 185,000 commercial properties 
and approximately 5 million people are at risk from flooding in England and Wales. The 
potential damage of flood is especially high in urban areas due to the concentration of 
properties and people living in relatively small areas. Urban flooding generally results 
from one or more of these causes, including fluvial reason, coastal tide, high groundwater 
level, overland flow and hydraulic overload of artificial drainage systems (Lancaster et al. 
2004).  
Storm sewer systems are constructed to collect storm runoff flows from catchment 
surface and convey them mostly by gravity to outfalls, e.g. water courses and waste water 
treatment plant. Most of the older sewer systems in the UK are combined systems in 
which wastewater (discharged by domestic residences, commercial properties, industry, 
etc.) and stormwater flow together is the same pipe, while newly constructed systems 
since 1945 are mostly separate systems where wastewater and stormwater are kept in 
separate pipes (Butler and Davies 2004).  
Sewer flooding, mainly caused by hydraulic overloading of storm sewer systems, is a 
serious issue for local government, water companies and property owners. It leads to not 
only economic losses to properties, but also social disruption. There is a trend of 
increasing number of sewer flooding events due to global climate change and 
urbanization (Brown and Damery 2002; Plate 2002; Ryu 2008). With global climate 
change, precipitations are expected to be more extreme and this may result in increase in 
drainage loadings. With urbanization, the increasing impermeable surfaces result in 
interrupted natural water courses and more water going to drainage systems. Both of 
these two possible changes have adverse impacts on the frequency and severity of urban 
flooding.  
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This highlights the importance of evaluating and reducing urban flooding risk. Flood risk 
is commonly evaluated via modelling. Modelling is a necessary tool for understanding 
the behaviour of the system and is a predictive tool in decision-making. An integrated 
modelling approach generally requires the incorporation of uncertainty analysis. It is 
important to understand the relative magnitude of risk and uncertainty in modelling as 
they are an imperative part in the understanding of the system behaviour and are essential 
to decision-making.  
On the other hand, storm sewers are mostly laid underground, therefore they are usually 
very capital intensive assets both for construction and maintenance. The pursuit of cost-
effective strategies for storm sewers management is always of interest. In general, the 
goals of low flood risk and low construction/ maintenance cost for storm sewers 
management contradict each other, i.e., low flood risk often means high construction/ 
maintenance cost and vice versa. However, the trade-off between these two objectives 
can still be optimized in order to attain good designs or management strategies in the 
sense of useing few resources to achieve good performance.  
1.2 Motivation 
Though uncertainty has been extensively discussed in the literature and uncertainty 
analysis is frequently applied in practice, not enough attention has been paid to the proper 
understanding and representation of it. The correct understanding and representation of 
uncertainty is the foundation on which an appropriate uncertainty analysis should be 
based. Furthermore, it is common that uncertainties are propagated through a model and 
the output of the model is of concern. The focus is always on the propagation methods 
instead of ensuring the coherence of the uncertainty natures between inputs and outputs. 
The resultant uncertainty representation could be completely different if the nature of 
uncertainty is wrongly treated. Hence there is a need to highlight this point.  
Uncertainty and risk are related. Flood risk can never be certain as the driver of the 
system usually varies in time. The traditional way of designing a storm sewer system is 
with a deterministic approach based on a specified protection level. A more 
comprehensive design of a storm sewer system should take future flood risk into account. 
In recent decades, researchers began to suggest the explicit consideration of flood risk in 
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the design process of flood defence systems. Literature works mostly use the expected 
flood risk consequence to represent the uncertain flood risk when solving problems 
involving flood risk. Such an approach directly treats the probabilistic flood risk as a 
fixed value for further analysis. However, it is necessary to show that the design process 
can be presented as a decision-making problem, which can be formed in different ways 
depending on decision makers’ attitude towards risk. 
The probabilistic flood risk is generally identified by model simulations with the 
uncertain inputs being the system driver: rainfall. The way of propagating rainfall 
uncertainty should depend on the available information about it. For instance, in some 
catchment, the intensity-depth-frequency (IDF) curves are well developed and hence 
should be used; while for other catchments, rainfall time series is available or the 
probability distributions of the variables for describing rainfall are known. In addition, 
the requirement for the result precision and the computation resources are different for 
different problems. Thus it is necessary to develop different methods for evaluating flood 
risk via modelling, which are dependant upon the available information as well as other 
matching conditions.  
1.3 Objectives 
This thesis aims to provide tools that may be used to improve decision-making in storm 
sewer network design subject to flood risk, based on a sound understanding of 
uncertainty. 
The objectives of this study include: 
1 To propose a general procedure for uncertainty propagation in modelling. In order to 
meet this objective the following issues need to be explored:  
  to explain the correct way for understanding and representing uncertainty; 
  to develop methods to propagate uncertainty. 
2 To explore decision-making in storm sewer network design considering flood risk 
with different decision criteria. In order to meet this objective, a method for the 
comparison of different decision criteria for flood risk based storm sewer network 
design needs to be developed.  
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3 To develop a framework for single-objective optimization of storm sewer network 
design provided that the design criterion is known.  
4 To develop a method for the generation of rainfall event samples represented by 
correlated variables, which is used for flood risk evaluation in storm sewer network 
design.  
 
1.4 Thesis outline 
This thesis is organised in 7 chapters including this introductory chapter.  
Chapter 2 provides an up-to-date literature review of the issues related to this study. It 
consists of four subjects: uncertainty and uncertainty analysis, flood risk and related 
uncertainty, decision-making under uncertainty/risk and methods for storm sewer 
network design.  
Chapter 3 is concerned with uncertainty and uncertainty analysis. Focus is placed on the 
understanding and representation of uncertainty and the propagation of uncertainty 
through modelling. The importance of proper representation of uncertainty is emphasized 
and the physical meanings of the representations are explained. It also presents the 
appropriate way to propagate uncertainty through modelling under different 
circumstances where uncertainty is presented by either probability or other mathematical 
languages. The methodology is applied to a simple case of flood discharge evaluation.  
Chapter 4 defines the design of the storm sewer network considering flood risk tackled in 
this thesis. It can be considered as a decision-making problem that can be solved by an 
optimization procedure. A method incorporating a multi-objective optimization and a 
“choice” process is developed in order to compare different decision criteria. 
Chapter 5 developed a framework for a single-objective optimization for designing a 
storm sewer network provided that the decision criterion is known a priori. In the 
framework the flood risk evaluation is located in an optimization loop. This chapter 
assesses the flood risk under several design storms.  
Chapter 6 provides another application of the framework for the design of storm sewer 
network formed as a single-objective optimization. This chapter evaluates the flood risk 
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with samples of rainfall events. A method for generating samples represented by 
correlated variables is introduced.  
Chapter 7 summarizes the study and draws conclusions about the value of the work 
presented in the thesis. Possible further research directions are also given. 
26 
Chapter 2 Literature review 
This chapter presents a literature review relevant to uncertainty analysis, flood risk, 
decision-making and storm sewer network design. It starts with a brief description of 
uncertainty and uncertainty analysis in general setting; the risk evaluation and related 
uncertainty analysis in the area of flooding are then examined; this is followed by the 
review of decision-making under uncertainty/risk; lastly, the methods for storm sewer 
network design are investigated.  
2.1 Uncertainty and uncertainty analysis  
Uncertainty is a state of having limited knowledge where it is impossible to exactly 
describe existing situations or future outcomes. It is widely present in all areas in 
engineering and has been extensively discussed in the literature. 
Though uncertainty analysis is still not a standard practice in many modelling 
applications and it is common to show results without uncertainty bounds to decision 
makers, at scientific conferences, in refereed publications or in consultancy applications, 
most of researchers see uncertainty analysis as an important component of good scientific 
practice (Pappenberger and Beven 2006). There is an increasing consensus in the 
incorporation of uncertainty analysis in engineering studies. For instance, Bae et al. (2004) 
stated that uncertainty quantification analysis has been embedded in engineering 
structural design instead of simply assigning safety factors over the last decade and 
multiple types of uncertainty in a system must be considered for a robust prediction of the 
system performance. Lund (2002) believed that the probabilistic analysis has largely 
replaced older forms of economic analysis, i.e. examining only a particular design flood 
when designing a flood defence infrastructure.  Apel et al. (2004) asserted that flood 
disaster mitigation strategies should be based on a comprehensive assessment of the flood 
risk combined with a thorough investigation of the uncertainties associated with the risk 
assessment procedure.  
Uncertainty can significantly affect the decision-making process and ultimately, the 
decisions taken. It is believed that the lack of characterization of uncertainty may yield 
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qualitatively and quantitatively different answers from that derived from a reasoned 
treatment of uncertainty (Morgan and Henrion 1990). Optimal decisions can only be 
expected when all relevant uncertainties are taken into consideration (Aven and Pörn 
1998). In this section, basic concepts relevant to uncertainty and uncertainty analysis and 
the ways for handing uncertainty in hydrosystems are reviewed.  
2.1.1 The nature and source of uncertainty 
There are two fundamentally different types of uncertainty characterized by the nature of 
uncertainty; they are aleatory uncertainty and epistemic uncertainty (Paté-Cornell 1996; 
Nauta 2000; Apel et al. 2004; Ross et al. 2009).  
Aleatory uncertainty originates from variability in known (or observable) populations and 
therefore represents randomness in samples. According to Hall (2003), it can be 
operationally defined as a feature of the population of measurements that conforms well 
to a probabilistic model. Aleatory uncertainty has also been termed variability, stochastic 
uncertainty, objective uncertainty and Type I uncertainty.  
Epistemic uncertainty results from lack of knowledge of fundamental phenomena and is 
related to our ability to understand, measure, and describe the system under study. It has 
also been called ignorance, subjective uncertainty and Type II uncertainty. It is believed 
that the aleatory uncertainty is a property of the system and the epistemic uncertainty is a 
property of the analyst (Cullen and Frey 1999).  
The aleatory uncertainty cannot be reduced due to its inherent nature while the epistemic 
uncertainty can be further reduced, e.g. by obtaining more data or knowledge (Merz and 
Thieken 2005). Many researchers have recognized that aleatory and epistemic 
uncertainties should be treated separately (Hattis and Burmaster 1994; Hoffman and 
Hammonds 1994; Parry 1996; Frank 1999; Apel et al. 2004; Ross et al. 2009). Separating 
the two types of uncertainties may help to make more informed management decisions 
(Merz and Thieken 2005). Dubois (2010) believed that it is important to distinguish 
aleatory and epistemic uncertainties as the decision resulted from different uncertainties 
will be quite different: concrete action must be taken to circumvent the potential 
dangerous effects of inherent variability (aleatory uncertainty), whereas the best decision 
is probably to try and reduce the epistemic uncertainty by collecting more information 
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due to incomplete information. The prediction of a result may depend on the way that 
aleatory and epistemic uncertainties are separated and a wrong assessment may occur if 
the distinction between them is neglected (Nauta 2000). However, explicit separation of 
aleatory and epistemic uncertainties may be difficult as in some cases a clear distinction 
is unclear because of our incomplete understanding of the system (Apel et al. 2004). In 
this case, Nauta (2000) pointed out, it may be better to quantify their separation 
improperly, than not to separate them at all.  
Uncertainty arises from different sources (Apel et al. 2004). Some of the sources of 
uncertainty that are frequently encountered are detailed as follows: 
• Inherent variation. The source of inherent variation refers to quantities that are 
variables inherently varying over time, space, or populations of individuals. It 
belongs to aleatory uncertainty which is usually characterised as random or 
stochastic. A typical example of this category is the amount of extreme rainfall 
over consecutive years. 
• Statistical uncertainty (sampling uncertainty). It is common to use a data sample 
to infer a probability distribution of a variant. Statistical/sampling uncertainty can 
be introduced in this process when fitting the data sample to a specific distribution 
especially if the data sample is relatively small (Michele and Rosso 2001; 
Serinaldi 2009). Such uncertainty source arises due to the random property of the 
sample. Statistical/sampling uncertainty is an epistemic uncertainty source (Merz 
and Thieken 2005), and the level of uncertainty decreases when more data of the 
sample are available.  
• Parameter uncertainty. When a system is simulated by a model, parameters are 
generally required to construct the model. Parameter uncertainty arises when the 
exact value of this parameter is unknown and must be estimated. It can be 
aleatory uncertainty or epistemic uncertainty depending on the nature of the 
parameter. For instance, in a rainfall-runoff model, the parameter describing the 
initial moisture condition of a catchment is a variable of aleatory uncertainty as it 
varies over time; the parameter related to the proportion of the impervious area is 
of epistemic uncertainty due to lack of knowledge. Additionally, if the probability 
distribution cannot be identified with certainty when fitting the inherent variance 
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of a parameter to a distribution, both aleatory and epistemic uncertainties are 
present.  
• Model structural uncertainty. As a model is usually a simplification of the reality, 
it is common that errors may occur between the simulated outcome and the real 
data. Model structural uncertainty can be thought of as addressing the uncertainty 
in the appropriateness of the structure of a model (Merz and Thieken 2005). 
Neglecting uncertainty in model structure leads to an underestimation of the 
uncertainty in model predictions (Reicheert and Omlin, 1997). It generally 
received little attention in research compared to parameter and input data 
uncertainty due to the difficulty in quantifying it (Lindenschmidt et al. 2007). 
Model structural uncertainty usually belongs to the category of epistemic 
uncertainty.  
2.1.2 Uncertainty expressed in mathematics  
Mathematics provides us with the necessary language to encode uncertainty when dealing 
with uncertainty. Traditionally, probability theory has been widely used. It is extensively 
employed to describe different sources of uncertainty. For example, it is used to represent 
inherent variations of phenomena such as rainfall, runoff and flood (Muzik 2002; 
Koutsoyiannis 2004; Bocchiola and Rosso 2009), model parameters (Lei and Schilling 
1994; Korving et al. 2003), sampling uncertainty (Serinaldi 2009) and model structural 
uncertainty (Freni et al. 2009). Though both aleatory and epistemic uncertainties are 
frequently described by probability distributions, they are interpreted with different 
physical meanings. The probability distribution for aleatory uncertainty represents the 
relative frequency of values, whereas when used in the context of epistemic uncertainty, 
it represents the degree of belief or the knowledge of a value (Voortman 2003). These 
two different meanings are developed from a frequency view and Bayesian’s view, 
respectively.  
Probability theory is based on the additivity axiom, which implies that the relevant 
evidence is a complete and consistent description of a problem. However, under 
circumstances involving sparse data, incomplete information or possibly inconsistent 
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knowledge, the additivity axiom is difficult to justify (Hall et al. 1998). Compared with 
probability, other mathematical languages for uncertainty representation such as fuzzy 
sets, possibility, random sets and probability box do not suggest an objective bounding 
analysis where only statistically founded probability distributions are taken into account. 
These methods have the potential to describe incomplete objective information and 
model subjective judgment. Hence both probability and other uncertainty representations 
are useful and should be articulated with one another (Dubois 2010). 
Fuzzy sets, which are firstly introduced by Zadeh (1965), are sets whose elements have 
degree of membership. The membership functions are often used to model the extension 
of some natural language describing or predicating. It permits gradual assessment of the 
membership of elements in a set. Fuzzy sets generally quantify epistemic uncertainty.  
Possibility theory is introduced as an extension of fuzzy set theory and fuzzy logic 
(Zadeh 1978). Possibility usually has a shape like a fuzzy membership. Hence a kind of 
possibility distribution can be built from a membership function of fuzzy sets. The 
possibility distribution generalizes the probability by weakening the additivity axiom. It 
is a concise encoding of a special probability family (Dubois 2006). Probability theory 
uses a single number, the probability, to describe how likely an event is to occur, whereas 
possibility uses two concepts, the possibility and necessity of the event to measure the 
upper and lower likelihood of an event.  
Random set theory describes set-valued stochastic process (Dubois and Prade 1991). 
Random sets are less precise than random variables. The focal elements (the set-value), 
upon which random sets are based, are a source of imprecision in the uncertain process. 
Random set theory is believed to be equivalent to Dempster-Shafer theory (Dempster 
1967; Shafer 1976) describing evidence. A Dempster-Shafer structure on the real line is 
similar to a discrete probability distribution except that the locations at which the 
probability mass resides are sets of real values, rather than precise points. The 
imprecision that the random sets or the Dempster-Shafer structure presents is bounded by 
a lower end and an upper end, i.e., the belief function and the plausibility function.  
Probability box represents a range of probability distributions (Williamson and Downs 
1990). A probability box is an imprecise probability that is bounded by a lower and an 
upper bound. It can also be viewed as a continuous form of random sets.  
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The merits for different mathematical languages to represent uncertainty are recognized. 
For example, of all the methods for handling uncertainty, probability has by far the 
longest tradition and is the best understood (Hall 2003). Moreover, probability is 
appropriate for the quantification of all forms of uncertainty in principle (O'Hagan and 
Oakley 2004). On the other hand, it has been found by the scientific and engineering 
community that there are limitations in using only one framework (probability theory) to 
quantify the uncertainty in a system because of the impreciseness of data or knowledge 
(Bae et al. 2004). Hall (2003) believed that much of reasoning is possibilistic rather than 
strictly probabilistic when probing the nature of human reasoning. For instance, people 
reason about whether a given scenario could happen, without necessarily endeavoring to 
attach a probability to the likelihood of it happening. In addition, the incomplete or even 
contradict information can be better captured by possibility or Dempster-Shafer structure 
rather than probability. The imprecise probabilities are viewed as various forms of 
relaxation of the formal theory of probability, which intend to relieve some of the 
difficulties facing of probability (Wu et al. 1990). Hence the mathematical language 
chosen for representing uncertainty depends on the specific situation. A number of 
comparative discussions of different approaches for the choice of languages to represent 
uncertainty are in the literature (Wu et al. 1990; Dubois and Prade 1993; Helton et al. 
2004).  
 
2.1.3 Handling uncertainty in hydrosystems 
Uncertainty is widely recognized and discussed in the area of water engineering. Various 
methods for uncertainty treatment or analysis have been introduced and are applied in 
this domain. This section reviews issues relevant to handling uncertainty in hydrosystems. 
Rainfall, which is the main driver of hydrosystems, is usually considered as a variable 
with inherent uncertainty. The annual extreme values or the peak over threshold (POT) 
values are generally of interest. The conventional way of assessing the inherent 
uncertainty in rainfall series is to fit historic data to a certain probability distribution 
(Grum and Aalderink 1999; Fu et al. 2010). The probability distribution fitting method 
can also be used in the evaluation of runoff or flood if a data record of certain length is 
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available (Haktanir and Horlacher 1993). When identifying a probability distribution, the 
parameters of the distribution can be estimated by a number of methods such as weighted 
moments method, expected moment method (Cohn et al. 1997), maximum likelihood 
method (Stedinger and Cohn 1986) or Bayesian Markov Chain Monte Carlo (MCMC) 
method (Reis Jr. and Stedinger 2005). The statistical/sampling uncertainty can be 
introduced in this probability distribution fitting process due to limited number of data 
sample (Bao et al. 1987; Serinaldi 2009). The model structure uncertainty may arise 
when assuming the specific probability distribution that the data are fitted to.  
Modelling has become a preferred approach to study hydrosystem, and it is recognized 
that uncertainty in inputs or parameters needs to propagate through the model. Monte 
Carlo simulation (MCS) is the most popular method in practice due to its simple principle 
and ease application (Grum and Aalderink 1999; Kuczera 1999; Hofer et al. 2002; 
Rahman et al. 2002; Apel et al. 2004; Kwon et al. 2007). Analytic method, which derives 
the probability distribution of model outputs using analytic technique, is also utilised to 
evaluate uncertainties though a model (Kurothe et al. 1997; Goel et al. 2000). However, 
the application of this method is limited as most uncertainty propagation problems have 
no analytic solution or the analytic solution is very difficult to be elicited. The first-order 
reliability method (FORM), which is widely used within the area of structural 
engineering, is also applied to the area of water engineering when a failure probability of 
a system is concerned (Thorndahl and Willems 2008).  
Models are imperfect because the physical phenomena are not exactly known and some 
variables of less importance are omitted in modelling for efficiency reasons. Hence errors 
may occur between the model output and the true result when employing a model to 
simulate the reality. As a result epistemic uncertainty may arise from the simplified 
model structure or the not precisely known model parameters. A conventional way to 
quantify uncertainty under this circumstance is to incorporate it in the parameter 
calibration process. If the parameters are assessed by maximum likelihood estimation 
(MLE), the uncertainty can be estimated through a quadratic approximation of the 
likelihood function (Reis Jr. and Stedinger 2005). The Generalised Likelihood 
Uncertainty Estimation (GLUE) is a very simple method for model uncertainty 
qualification (Beven and Binley 1992; Beven and Freer 2001; Beven 2006). It is based on 
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an equifinality hypothesis allowing that different sets of parameters may be equally likely 
as simulators of a system. GLUE has a wide application in predictions of floods and 
hydraulic transport (Aronica et al. 1998; Lamb et al. 1998). The Bayesian method, 
combining the information in the available data and prior knowledge about the model 
structure or parameters, can also provide a posterior probability distribution of this model 
structure uncertainty (Korving et al. 2003). With the Bayesian framework, one does not 
have to use any approximate asymptotic assumption about the uncertainty and it can 
easily update newly gained information (Reis Jr. and Stedinger 2005).  
The aleatory and epistemic uncertainties have different physical meanings. In line with 
the distinction between aleatory and epistemic uncertainties, some researchers believed 
that the analysis should be hierarchically structured when both aleatory and epistemic 
uncertainties are present in modelling. A good review of the two types of uncertainty and 
the mathematical treatment is given in the special issue of the Journal of Reliability 
Engineering and Systems Safety (Helton and Burmaster 1996).  
In water engineering, Grum and Aalderink (1999) argued that epistemic uncertainty and 
inherent variation should be treated separately and they applied a two-layer MCS to the 
return period analysis of combined sewer overflow effects. Apel et al. (2004) developed a 
hierarchical Monte Carlo framework to evaluate the flood risk of a river: in the first level 
of the analysis the MCS represents the variability of the system, i.e. the aleatory 
uncertainty, whereas the second level analysis represents the epistemic uncertainty 
associated with the results of the first level. Merz and Thieken (2005) stated that the 
separation of aleatory and epistemic uncertainties gives a more differentiated picture of 
the complete uncertainty and presents the probability bounds within which the true but 
unknown probability distribution in flood frequency analysis lies.  
The representation of uncertainty should be consistent with the available information. 
When more than one mathematical language is used to describe uncertainty in modelling, 
the question arises as how to combine different modes of representations and propagate 
them through a model. A straightforward way is to transform one representation of 
uncertainty to another, for example, probability distributions can be transformed to the 
form of random sets (Tonon 2004). Ross et al. (2009) identified random set-based results 
for the estimation of groundwater flow and transport simulation where both probability 
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and random sets are employed for describing uncertainty. Fu et al. (2010) used random 
sets as a media tool to evaluate sewer flooding in urban drainage: the randomness from 
rainfall data is represented by probability box and the imprecision from model parameters 
is represented by fuzzy numbers; in the end the resultant flood evaluation is given in the 
form of a lower and an upper bound of cumulative probabilities, which are believed to 
encapsulate the unknown true probability distribution. Another way to handle different 
mathematical uncertainty representations is to deal with them in different dimensions. 
Guyonnet et al. (2003) proposed a hybrid approach for addressing a risk assessment for 
human exposure to pollutants with both probability and fuzzy sets being present. The 
probability and fuzzy sets are distinguished and propagated in two dimensions. These 
approaches allow a consistent representation of uncertainty with the information available. 
2.2 Flood risk and related uncertainty 
Flooding brings serious consequences to properties, environment and public safety. It can 
be caused by various reasons, including river overflow, drainage surcharge, coastal tide, 
high ground water level, overland flow, etc. The occurrence of flooding can hardly be 
predicted with certainty due to the stochastic nature of precipitation which drives the 
flood systems. Hence the term “flood risk” is generally used, with risk implying the 
uncertain property of the flood.  
The term “risk” has been in circulation for long and is used in a number of different 
contexts. Many researchers believed that flood risk is determined by two or three 
components. The two components include the chance (or probability) of an flood event 
occurring and the impact (or consequence) associated with that event (Sayers et al. 2002), 
while the three factors consist of hazard which is the probability of occurrence of a 
potentially damaging phenomenon, exposure which stands for the property or life 
exposed to the potentially damaging phenomenon) and vulnerability which is the degree 
of loss of the property or life (WMO and GWP 2008). The three factors description of 
flood risk can be easily simplified to the two factors expression by letting the hazard 
equal the chance and the product of exposure and vulnerability equal the impact. As a 
result, flood risk is frequently described by a probability distribution, namely, the 
probabilistic flood consequence.  
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Yet, in some cases risk only concerns the expected consequence. Thus a narrower 
definition of flood risk is the product of the consequences of flood events and the 
associated probabilities. Helm (1996) warned that a simple product of probability and 
consequence will never be sufficient to fully describe risk, but he also claimed that it 
provides an adequate basis for comparison and assist in decision-making. 
Risk analysis has always formed a central part of the science of hydrology and hydraulics 
(FRMRC 2006). A comprehensive assessment of flood risk is the premise for good flood 
disaster mitigation strategies and flood defense designs. The risk-based design approach 
which generally balances benefits and costs of strategies or designs in an explicit manner 
is a more complete approach in comparison to the deterministic approach by specifying 
an exceedance probability of the flood (Vrijling 2001; Apel et al. 2004).  
Flood risk is a term subject to uncertainty itself (usually belongs to aleatory uncertainty) 
and the evaluation of flood risk requires uncertainty analysis. In addition, the 
probabilistic flood risk cannot be identified with absolute certainty as uncertainty arises 
from different sources in the procedure of flood risk evaluation. The uncertainty may be 
caused by the simplification of the model, the choice of the parameters, the assumptions 
made in the evaluation or the lack of data. A comprehensive flood risk analysis should 
take into account all relevant flooding scenarios, their associated probabilities and 
possible damages as well as a thorough investigation of the uncertainty associated with 
the risk analysis. Therefore, a flood risk analysis finally yields a risk curve, i.e. the full 
distribution function of the flood damages in the area under consideration, ideally 
accompanied by uncertainty bounds (Apel et al. 2004). For flood defence designs, all 
uncertainties involved in the design process should be systematically and explicitly 
considered, and the reliability of the performance of designed systems needs to be 
assessed (Tung and Yen 2005). It is fundamentally irresponsible and unethical for 
designers not to interpret and incorporate uncertainties into design (Smith 1994).  
To many, uncertainty analysis is an additional complication that can only be incorporated 
at the cost of additional expense, understanding and training. However, to ignore 
uncertainty in any form of flood risk prediction carries an associated risk for the analyst 
of being wrong, and does not allow the decision maker to take account of different risks 
of potential outcomes (FRMRC 2006).  
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Risk and uncertainty analysis is currently recognized as an important area of research. Its 
significance in decision-making has been acknowledged. The explicit incorporation of 
flood risk has begun to find its way in practice. For instance, Lund (2002) developed 
integrated floodplain management plans using optimization based on flood risk analysis. 
Apel et al. (2004) investigated the complete flood disaster chain with a hierarchically 
structured Monte Carlo framework and at the end it provided a probabilistic economic 
damage caused by flood associated with uncertainty bounds. Korving et al. (2003) and 
Korving et al. (2009) made their decision on sewer rehabilitation based on risk 
assessment with uncertainty consideration. Kellagher and Sayers (2009) proposed a new 
procedure for assessing and managing sewerage systems focusing on consequences 
(probability and hazard impact) rather than achieving a specific level of performance. 
When assessing flood risk, Balmforth et al. (2006) suggested three key components: input, 
process and output (see Fig 2.1). The exceedance flow, depth, velocity, volume and 
duration can be used as inputs for determining flood probability. If a sufficiently long 
record of historic flood stages data is available, flood probability can be determined by a 
statistical distribution of the flood stages. Otherwise, modelling in term of hydraulic 
simulation is performed to generate flood stages. One input or several inputs can be fed 
into the consequence part including both tangible (i.e. damage to property or the health 
and safety of the public) and intangible factors (i.e. environmental, social-economic 
impacts and loss of facility). Combining the probability and consequence with a certain 
flood stage, the output, a probabilistic curve of flood consequences is determined. This 
process is widely recognized and applied in flood risk evaluation (Apel et al. 2004; 
Morita 2008; Ryu 2008). 
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Fig 2.1 Exceedance flood risk assessment (Balmforth et al. 2006) 
Referring to flood consequence, the tangible damage can be further divided into direct 
losses and indirect losses. The largest part of the literature on flood damages concerns 
direct tangible damages as it is relatively easier to be assessed compared to indirect and 
intangible damages. Merz et al. (2004) analyzed a data set of approximately 4000 damage 
records and obtained the direct monetary damage to inundated buildings and related 
uncertainties. Morita and Fukuda (2002) computed the damage amounts of the public and 
private properties as the losses from floods. Ryu and Butler (2008) expressed flood 
damage as percentages of flooded property values. Furthermore, researchers also worked 
on the quantification of indirect and intangible damages. For instance, Olsen et al. (1998) 
included indirect losses due to flood in their analysis for estimating the economic effects 
of flooding; Lekuthai and Vongvisessomjai (2001) made an attempt to assess the 
intangible damage in monetary terms. Jonkman et al. (2003) discussed risk measures for 
loss of life and calculate the flood risks for an area in the Netherlands.  
2.3 Decision-making under risk/uncertainty 
2.3.1 The concept  
Decision-making is a mental/cognitive process resulting in an outcome leading to the 
selection among several alternatives. It is an important part of all science-based 
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profession where knowledge is applied to make informed decisions. Every decision-
making process produces a final choice, based on the values and preferences of the 
decision maker. 
The typical approach of a decision-making process consists of four phases (Simon 1977; 
Abebe and Price 2005), namely, “intelligence” which refers to the gathering of data and 
information and the formation of a problem, “design” that contains multiple solution 
options to resolve the problem, “choice” from the alternatives that seems to best resolve 
the problem and “review” of whether the selected option is appropriate. Some researchers 
combined the last two phases as one stage so that the decision-making follows three main 
stages including intelligence, design and choice (Guariso et al. 1996; Quintero et al. 2005; 
Ryu 2008).  
Very few decisions are made with absolute certainty because complete knowledge about 
all the alternatives is seldom possible. Moreover, it is common that the evaluations of 
alternatives contain inherent uncertainty. In this sense, decision-making is sometimes also 
defined as a process of sufficiently reducing uncertainty and doubt about alternatives to 
allow a reasonable choice to be made from them (Harris 2009).  
Decision-making under risk is a frequently encountered in the area of civil engineering. 
For example, structural design usually relies on reliability analysis. It treats both the load 
and the resistance of a structure as stochastic variables and computes the failure 
probability during the design, construction and life span of the structure (Tsompanakis et 
al. 2002). The mitigation strategies for seismic damages on structures such as bridges 
require to evaluate and compare the cost effectiveness based on risk (Padgett et al. 2010). 
When designing a flood defence system, risk-based design methods is suggested as the 
appropriate level of protection is ideally obtained by balancing the cost of the protection 
against the risk reduction of the protection area (Voortman 2003). The effective decision-
making in sewer rehabilitation should take risk and uncertainty into account (Korving et 
al. 2009). The water distribution systems (WDS) should be designed based on the 
evaluation of total WDS risk which is defined as the probability of all nodes satisfying 
minimum pressure head in the network (Kapelan et al. 2006). 
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2.3.2 Methodologies 
In general, risk can only be reduced /minimized rather than be eliminated completely. For 
instance, the absolute flooding prevention is impossible for a flood defence system 
because of the stochastic nature of extreme precipitation (Verworn 2002).   
A traditional way to deal with decision-making under risk/uncertainty is to predefine a 
protection/design level. In structural design, the reliability or safety factors are generally 
given in standards. In flood defence design, a system is usually designed for a certain 
flood return period.  
Another simple but popular strategy for risk based decision-making is to use 
“expectation”. With this strategy, the expected value of each possible alternative or 
option is estimated. The decision is then made based on these expectations. The decision 
maker using expectation to represent the probabilistic value adopts a risk neural attitude. 
Individuals may have different attitudes towards risk. Risk-averse and risk-seeking are 
the other two attitudes. For most public investment decision makers, the fear of possible 
failure of intended project performance caused by uncertainty frequently translates into a 
more cautious and conservative attitude. The usage of safety factor in many engineering 
designs is a perfect example of this behavior (Tung et al. 1993).  
Other non-mainstream methods are also applied in the decision-making in engineering 
projects under risk. Economic analysis making using of benefit and cost has long been 
applied to assess different designs. Probabilistic Benefit/Cost (B/C) analysis has been 
computed (Park 1984). It can be employed to assess the probability of an investment 
being feasible when the target value of the selected performance measure is set (Tung et 
al. 1993). The net benefit (benefit-cost) is also hired as an important indicator for 
performance evaluation. Al-Futaisi et al. (1999) applied four decision criteria, namely, 
maximization of expected net benefits, maximization of expected net benefits with 
variance penalty for uncertainty, maximization of net benefits with probabilistic 
constraint on net benefit and maximization of net benefits with probabilistic constraints 
on marginal return, to explore the performance of designs identified by different decision 
models with economic risk. In addition, Tung et al. (1993) used the concept of stochastic 
dominance, which was first proposed in economics, to evaluate the economic merit of 
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water resources projects under uncertainty, taking into account both the full range of 
probabilistic economic performance and the decision-maker’s risk attitude.  
It is worth mentioning that the advancement of computer tremendously enhanced 
traditional decision-making (Guo 2007). With the enormously increasing computation 
power, it is possible to examine more alternatives, execute better system performance and 
use different computation intensive techniques to improve decision-making. The decision 
support system (DSS), defined as interactive computer-based aids designed to assist 
people in solving complex tasks aiming to support and improve the decision process 
(Hackathorn and Kenn 1981) is a typical example. However, it should also be noted that 
computers typically assist decision makers in the decision-making process by improving 
efficiency or effectiveness of the process rather than replacing people’s judgment (Keen 
and Morton 1978).  
2.4 Storm sewer network design 
2.4.1 Development of storm sewer network design 
The development of urban drainage is closely associated with the development of human 
civilization. Guo (2007) divided periods of the development of the drainage design into 
five stages according to the techniques applied to it:  
i. This stage is the period before the mid nineteenth century when sewer design was 
merely an “art” mainly based upon experience and intuition rather than a 
‘science’ based on knowledge of the laws of physics.  
ii. This is the period from the middle to the late of the nineteenth century. In this 
period, the designs appeared to be more “theory” or “science” oriented with 
increasing knowledge of the flow behaviour in sewers. However, in this stage the 
primary focus is on the hydraulics of pipe flows, without careful consideration of 
the impacts of processes above ground.  
iii. This stage is the first half of the 20th century characterized with the recognition of 
the importance of hydrologic processes. In the meantime, several hydraulic 
equations, including the renowned Saint Venant equations were established.  
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iv. This stage begins from the mid 1960s when the advancement of computer began 
to greatly enhance modelling and optimization in this area. A number of 
mathematical models, employing unsteady flow routing, were established to 
simulate the hydrological and hydraulic processes of urban drainage. The concept 
of optimal sewer design, involving economical factors in addition to engineering 
consideration, was proposed. As a result comprehensive cost-effective designs 
incorporating simulation models and optimization technologies became 
computationally tractable and flourished. 
v. In this stage, from the last decade of 20th century or so, the scope of sewer system 
design has been greatly expanded to involve a wider spectrum, e.g. environment, 
ecology, climate change, control and maintenance aspects. More comprehensive 
simulation models, such as SWMM (Rossman 2008) and InfoWorks 
(Wallingford 2001), became common tools for sewer systems management. 
Furthermore, innovative optimization techniques have emerged and been broadly 
applied in this stage. 
Though the storm sewer design has progressed a lot along the five stages, it is still an area 
of very active research nowadays and has great potential to be improved towards more 
effective and comprehensive designs, for example, the majority of current practice still 
use a deterministic approach without considering risk; the real-world application suffers 
from an intensive computation cost and the global optimization is not adopted. It appears 
that the research in this area is going to be a long term exercise (Guo 2007).  
2.4.2 Precipitation, hydrological and hydraulic process in storm sewer 
network design 
Precipitation drives storm sewer flooding, thus is an important input in storm sewer 
network design. Hydrological and hydraulic processes are the two sub-processes of urban 
drainage. Hydrological process is concerned with the water movement above ground, e.g. 
rainfall-runoff process while hydraulic process mainly deals with pipe flows. A typical 
storm sewer network design mainly considers three components: precipitation, 
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hydrological process and hydraulic process in pipes.  Models are generally employed to 
assist storm sewer network design.  
2.4.2.1 Precipitation for storm sewer network design  
As a storm sewer network is designed to collect and convey stormwater for the purpose 
of preventing flooding, precipitation of the protecting area is an essential factor for the 
storm sewer network design.  
The observation of precipitation is the origin of all our knowledge about rainfall. 
Generally historical records of precipitation allow derivation of relationship between 
rainfall event properties (mainly intensity, duration and frequency). 
Precipitation is mostly considered in flood defence design by “design events”. Storm 
sewer networks are conventionally designed under design storms. A design event does 
not necessarily mimic nature, but is merely a convenient way for designing safe and 
economical infrastructure (Chadwick and Morfett, 1993). A convenient form of rainfall 
information is the IDF relationship. A typical set of IDF curves is given in Fig 2.2 where 
it can be seen that for an event with a particular return period, rainfall intensity and 
duration are inversely related. With the IDF, if a storm sewer network is required to be 
designed under certain return period rainfall, design storms of that return period with 
different durations should all be tested for the design. 
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Fig 2.2 Typical intensity-duration-frequency curves  
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The choice of design storm return period determines the degree of protection provided by 
a system. In practice the design storm return period is adopted simply on the basis of 
judgement and precedent. Standard practice in the UK is to use storm return period of 1 
year or 2 years for most schemes with 5 years being adopted where property in 
vulnerable areas would be subject to significant flood damage; higher periods up to 25 
years may be adopted for city centre sewers (Butler and Davies 2004).  
When designing a storm sewer network (pipe sizes and slopes), the conventional method 
includes two main basic steps after design storms have been identified:  
i. Determine the peak flow rate in storm sewer pipes according to hydrological 
modelling (see Section 2.4.2.2); and 
ii. Determine pipe sizes and slopes satisfying the requirement of conveying peak 
flow rate without causing any overflow or surcharge according to pipe hydraulic 
modelling (see Section 2.4.2.3).  
Gupta et al. (1983), Yen et al. (1984), Elimam et al. (1989), Charalambous and Elimam 
(1990), Mays (2001), Liang et al. (2004), etc. gave details of the traditional design 
method. 
2.4.2.2 Hydrological process 
A hydrological process generates surface runoff that goes into drainage systems. Various 
models are proposed to simulate the rainfall-runoff process. The models can be classified 
into empirical models and physical reality based models (also called process based 
methods). 
The analysis and design of urban drainage systems was traditionally, and still often is, 
executed using the Rational Method (Lyngfelt 1991). The Rational Equation is the 
simplest method to determine peak discharge of rainfall runoff for designing drainage. It 
is an empirical method commonly used for sizing storm sewer systems. The rational 
equation is expressed as: 
 ciAQ =p   (2.1) 
where Qp  is peak runoff flow rate, c is runoff coefficient, i  is rainfall intensity, A  is the 
contribution area. 
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The rational equation is a prevailing method for storm sewer network design due to its 
simplicity. However, its application is limited as it is accurate only for small catchments 
(Butler and Davies 2004) and it does not consider the spatial and temporal variation of 
rainfall intensity.  
A physical reality based hydrological process transforms a rainfall hyetograph to a 
surface runoff hydrograph. It mainly involves two principal parts: losses due to 
interception, depression storage, infiltration and evaporation and transformation from the 
effective rainfall to an overland flow hydrograph by surface routine (Butler and Davies 
2004). The losses can be represented in different ways. The interception and evaporation 
are often neglected in urban drainage modelling; the depression storage is generally 
expressed as an equivalent rainfall depth depending on the surface ground type and slope; 
the infiltration in urban drainage models can be estimated with Horton’s equation. More 
commonly, a runoff coefficient is specified for various surface types and the effective 
rainfall is produced by deducting the loss from the total rainfall (Butler and Davies 2004). 
When generating the runoff hydrograph from effective rainfall, conceptual models such 
as unit hydrographs and reservoir models can be utilized. With unit hydrograph method, 
the unit hydrograph represents the outflow hydrograph resulting from a unit depth of 
effective rainfall. The runoff hydrograph generated from storms of different intensities 
can be identified by linear addition of results from unit rainfall. In a reservoir model, the 
catchment is treated as a reservoir or several clustered reservoirs. A reservoir model is 
based on the premise of water balance: 
 OI
dt
dV
−=s   (2.2) 
where Vs is storage volume, t is time, I is the storage inflow, O is storage outflow. 
Additionally, a more physically based model to generate overland runoff is to solve an 
appropriate approximation of mass and momentum conservation equations such as the 
kinematic equation. 
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2.4.2.3 Hydraulic modelling 
The hydraulic performances within sewer pipes are highly nonlinear and dynamic. The 
steady flow in a pipe can be described by Manning’s equation under free surface 
condition: 
 2132h
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n
V =   (2.3) 
or Colebrook White equation for full pipe flow:  
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where V is the mean flow velocity of pipe cross section; Rh is the hydraulic radius; S is 
pipe slope (Hydraulic gradient); n is the Manning roughness coefficient; D is pipe 
diameter; ks is the equivalent sand roughness height; v is kinematic viscosity. 
The pipe diameters can be determined from Eq(2.3) or Eq(2.4) if the design flow of pipes, 
the roughness coefficient and the slope of the pipes are known. This is the traditional way 
to design pipe sizes and is still in use now. However, the pipes are designed individually 
in this method. Hence this method ignores the mutual interactions between pipes and the 
storage capacity of manholes. In this sense, a simulation tool that considers the system as 
a whole and permits instantaneous evaluation of the situations throughout the system is 
more comprehensive.  
A simulation model for pipe flows is usually built based on the conservation of mass and 
momentum. The model using Saint Venant equations is the most accepted approach to 
describe the unsteady pipe flows. They are represented by continuity equation: 
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and momentum equation: 
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where t is time; x is distance along the conduit; Q is flow rate; A is flow cross-sectional 
area; H is flow depth; θ is the angle between sewer axis and a horizontal plane; S and Sf 
are the conduit slope and friction slope, respectively. 
46 
Originally, the Saint Venant equations represent flow behavior conditioned on the free 
surface assumption. They are retained effective for pressurized flow by introducing the 
Preissmann slot into pipe soffit. The Preissman slot is a conceptual vertical and suitably 
narrow slot providing a conceptual free surface condition for the pressurized flow. The 
Eq(2.5) and Eq(2.6) are still effective in surcharge conditions with the slot (Butler and 
Davies 2004).  
In the momentum conservation Eq(2.6), the first term is the local acceleration term; the 
second term is the convective acceleration term; the third term is the pressure term; the 
fourth term is the gravity effect and the last term represents the resistance due to fiction. 
The dynamic routing solves the full Saint-Venant equations with all terms. When some 
effects do not influence the behavior evidently, the term representing them can be ignored 
for simplicity reasons. For example, when Eq(2.6) only considers the last two terms, it 
becomes Eq(2.7) where the relationship between the depth and flow is unique: 
 0=− fSS   (2.7) 
Eq(2.5) and Eq(2.7) forms kinematic wave model. 
In general, it is difficult or impossible to solve these equations analytically. Thus 
numerical schemes including finite difference method, finite volume method and finite 
element method are developed to solve them. The finite difference method is the most 
popular numerical method in mainstream sewer system models such as SWMM and 
Infoworks. 
2.4.3 Optimization methods for storm sewer network design 
As the storm sewer network is generally capital intensive, it is always of great interest for 
designers to pursue a cost effective design. Furthermore, if other factors such as the flood 
risk, environmental issues, developing sustainability, etc. are of concern in design, it is 
also important to optimally dispose all the resources and attain an optimal design that 
well balances different objectives.  
Various early optimization techniques have been applied to sewer network design. 
Elimam et al. (1989) applied linear programming to minimize the cost of the system 
whist ensuring no surcharge or flood with a fixed design discharge in each pipe. Joneja et 
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al. (1978) employed non-linear programming to solve the optimization problem. Mays 
and Wenzel (1976), Yen et al. (1984) and Kulkarni and Khanna (1985) used dynamic 
programming (DP) in the design of sewer networks. These methods, optimized the cost 
of the system in a certain extent, however, are still far away from the global systematical 
optimization due to the individual consideration for each pipe in the system.  
Heuristic methods, generally driven by artificial intelligence, have hugely facilitated 
engineering optimization problems. Being flexible for both continuous and discrete 
problems and without any assumption about the landscape of optimization objectives, the 
heuristic method has performed well on sewer network optimization. Among these 
techniques, the genetic algorithm (GA) (Holland 1975) has been the most popular 
algorithm applied in this area with great success (Walters and Lohbeck 1993; Parker et al. 
2000; Liang et al. 2004; Afshar et al. 2005; Afshar 2006). Other optimization techniques, 
such as the ant colony optimization method (Afshar 2010), the particle swarm 
optimization method (Izquierdo et al. 2008) and the cellular automata (Guo et al. 2007) 
have also been applied to this task successfully. 
2.5 Summary 
This chapter reviews subjects relevant to decision making of optimal storm sewer 
network design considering flood risk, which provides a technical background for further 
discussion and methodology development in this thesis.  
The problem of optimal storm sewer network design consists of many components. 
Though researches are carried out in this area intensively, yet there are gaps towards 
complete understanding and ideal solution of the problem. For instance, uncertainty is 
widely divided into aleatory and epistemic uncertainties, but the separate treatment of 
them in practice does not bring enough attention and an effective methodology to realise 
this task is lacked; The storm sewer network design is conventionally considered with 
predefined acceptable flood levels but is not comprehensively discussed as a decision 
making problem under the stochastic characteristic of flood risk; Optimization is applied 
to storm sewer network design but usually without flood risk consideration. Hence it is 
necessary to explore these aspects in order to improve the decision making in storm 
sewer network design.  
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Chapter 3 Uncertainty understanding, 
representation and propagation: handling 
uncertainty in flood evaluation 
Uncertainty is generally present in engineering and has been widely discussed in the 
literature. In scientific practice, it is often necessary to include uncertainty analysis in an 
integrated approach. However, in many cases, not enough attention is paid on the 
appropriate understanding and representation of uncertainty. It is very usual to propagate 
uncertainty through a model but the way of doing so often lacks profound thinking. This 
chapter mainly focuses on the understanding and representation of uncertainty and on the 
propagation of uncertainty in modelling. It starts with a review of the rules and 
characteristics of mathematical languages for describing uncertainty. The mathematical 
language serves as a basic tool in uncertainty analysis. Then, the understanding and 
representation of uncertainty are illustrated. In the third section the propagation of 
uncertainty through modelling is discussed. The inputs may be represented by different 
languages according to available information. The propagation methods are given under 
different situations when uncertainties are represented either by probability or by 
imprecise probability. It is highlighted that the coherence of the uncertainty nature should 
be ensured during the propagation. A general procedure for uncertainty propagation is 
proposed in the fourth section. The principle and methodology in this chapter is generally 
applicable in any area involving uncertainty. A simple flood evaluation case application 
is given in the last section.  
 
3.1 Mathematical languages for uncertainty 
A formal language is generally required in order to encode uncertainty. The frequently 
used mathematical languages for uncertainty representation including probability, fuzzy 
set, possibility and random set have been reviewed in Chapter 2. In this section the 
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technical background for the mathematical languages is recalled. Focus is on the axioms 
on which the theories are based and on the understanding of the languages with simple 
examples if necessary. It sets the basis for further discussion about uncertainty 
representation and propagation in the subsequent sections.   
3.1.1 Probability 
Probability is the traditional way to represent uncertainty and it is best understood. 
O'Hagan and Oakley (2004) showed their firm opinion that the uniquely suitable 
construct to describe uncertainty is probability, though this is not agreed by some other 
researchers (Hall 2003).  
Probability is a function: 
 ]1,0[: →AP   (3.1) 
where A is the universal set containing all relevant events. For any set AX ⊂ , it satisfies: 
Axiom 1: 0)( ≥XP  
Axiom 2: 1)( =AP  
Axiom 3: For any sequence of disjoint sets XX i ∈ : ∑=∪
i
ii XPXP )()( , Ni∈ . This is the 
additivity axiom of probability.  
In probability theory, the probability density function (PDF) P(x) (see Eq(3.1)) or the 
cumulative density function (CDF)  
 )()( xXPxFX ≤=   (3.2) 
are usually employed to represent a random variable.  
The probability theory is a classical method to quantify uncertainty. There are basically 
two interpretations of probability according to the nature of uncertainty. The first is the 
frequentistic interpretation, which defines probability as the relative frequency. Aleatory 
uncertainty is interpreted within this scope. The second is from the Bayesian viewpoint, 
which defines probability as a degree of belief without the definition of a strict relative 
frequency concept. Epistemic uncertainty described by probability is under this category.  
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3.1.2 Fuzzy sets  
Fuzzy sets are sets whose elements have a degree of membership. It permits a gradual 
assessment of the membership of the elements in a set. The fuzzy set theory has 
applications in a wide range of domains in which information is incomplete or imprecise. 
A fuzzy set is a pair (A, m) where A is a set and  
 ]1,0[: →Am    (3.3) 
For each Ax∈ , m(x) is the grade of the membership of x in (A, m). x is not included in 
the fuzzy set (A, m) if m(x)=0, while x is fully included if m(x)=1. 
Fig 3.1 gives a typical fuzzy expression of an unknown parameter, where the true value 
of the parameter is an unknown fixed value.  
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Fig 3.1 Fuzzy set expression of an unknown parameter 
 
The fuzzy set theory is not a theory of uncertainty challenging probability theory, but a 
complementary choice for it. It is an abstract entity defined by a membership function, 
which is a pure mathematical concept without operational meaning (Dubois 2010). Fuzzy 
set is generally used to represent epistemic uncertainty as it represents the membership of 
elements usually in one’s belief. 
α-cut of 90%-
confidence level 
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3.1.3 Possibility  
Possibility is introduced as an extension of fuzzy sets and fuzzy logic (Zadeh 1978). The 
degree of the membership in the fuzzy set theory can also be viewed as possibility. 
However, possibility expresses more than fuzzy set does. A distribution of possibility 
pos(x) is a function from the universal set A to [0,1] 
 ]1,0[: →Apos    (3.4) 
It has the rules that:  
Axiom 1: 0)(pos =Φ  
Axiom 2: 1)(pos =A  
Axiom 3: ))(pos),(pos(max)(pos VUVU =∪  for any disjoint subsets U, V ∈A. 
Possibility distribution can usually have the shape of a fuzzy membership function as Fig 
3.2 (a) shows. The information is described by means of several intervals with various 
levels of confidence (an interval can be obtained by finding the set of values with their 
possibility being greater than a specified possibility). Such a description is more 
satisfactory than using a single interval (Dubois 2006).  
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Fig 3.2 A possibility distribution and its possibility and necessity 
 
A possibility distribution can also be seen as a concise encoding of a special probability 
family (Dubois 2010). Possibilities are numbers that generally stand for upper probability 
bounds. The necessity measure defined as: 
 )(1)( UposUnes −=    (3.5) 
pos 
nes
pos 
α-cut of 90%-
confidence level 
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stands for the lower probability bound, whereU is the complement of U. Thus possibility 
can be transformed to a form with imprecise probability enclosed by two bounds as 
shown in Fig 3.2 (b). The imprecise probability can be seen as a two-dimension 
uncertainty representation. When a probability distribution (representing the first 
dimension of uncertainty) cannot be elicited with certainty, an interval (representing the 
second dimension of uncertainty) is used to represent each percentile of the probability 
distribution. 
Possibility can support various interpretations. It can be understood either as an objective 
notion referring to inherent properties of a system or as an epistemic notion referring to 
the state of one’s knowledge (Hacking 1975; Dubois 2006). If a parameter that the 
possibility describes contains aleatory uncertainty, Fig 3.2 (b) represents the imprecise 
probability where the probability of the inherently varied parameter lies. The imprecision 
is caused by the incomplete knowledge. If a parameter is a fixed value not having any 
aleatory uncertainty, Fig 3.2 (b) represents an imprecise probability on epistemic 
uncertainty. The belief on the intervals containing the parameter is with various 
confidence levels.  
3.1.4 Random sets and Dempster-Shafer theory 
The theory of random set (Dubois and Prade 1991) is a theory of set-valued stochastic 
process, which is equivalent to the Dempster-Shafer theory (Dempster 1967; Shafer 1976) 
describing evidence. The elements of a random set are intervals or sets rather than precise 
point values.  
Let X be a universal non-empty set containing all the possible values of a variables x, and 
)(XΩ be the power set of X, i.e. the set of all the subsets of X. A random set is defined as 
a pair (Ω, m): 
 ]1,0[: →Ωm   (3.6) 
having the rules that 0)( =Φm  and 1)( =∑
∈
Am
ΩA
, where each set A contains some possible 
values of the variables Xx∈ and the value m(A) expresses the probability that Ax∈ but 
does not belong to any other subsets of Ω . The element (A, m) on X assigns a probability 
to all the subsets of Ω, while classical probability theory only considers the singleton 
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subsets of X. Thus random sets theory can be viewed as a generalization of probability 
theory that allows the consideration of imprecision in the set definition of an event. The 
related imprecision of this probability can be bounded at the lower end by the belief 
function:  
 ∑
⊆
=
EA
AmEBel )()(   (3.7) 
and at the upper end by the plausibility function(Pl): 
 )(1)()( EBelAmEPl
ΦEA
−== ∑
≠∩
  (3.8) 
The belief measures the minimum amount of evidence that fully supports Ex∈ . 
Similarly the plausibility measures the maximum amount of evidence that could be linked 
with the event E. The belief and plausibility functions are equal to the necessity and 
possibility functions in the possibility theory, respectively. The uncertainty representation 
by a random set has the form of imprecise probability. Similar to the presentation by 
possibility, it can describe parameters with or without aleatory uncertainty.  
3.1.5 Probability box 
Williamson and Downs (1990) introduced probability box to represent a range of 
probability distributions. Assuming X is a variable, let XF and XF be nondecreasing 
functions from the real line R into [0,1], the interval ],[ XX FF  is a probability box or p-
box. }:{ XXXX FFFF << is a class of CDFs which are bounded by the CDF XF and 
XF . XF and XF are also called coherent lower and upper probabilities in Hall (2006).   
A probability box describes an imprecise probability bounded by XF and XF . Inversely, 
a probability box can be induced from the probability family F by: 
 RxxFxFxFxF
FF
X
FF
X ∈∀==
∈∈
)(sup)();(inf)(    (3.9) 
Clearly F is a subset of }:{ XXXX FFFF << .  
With the form of being bounded by upper and lower probability distributions, probability 
box and random sets, Dempster-Shafer structures are essentially equivalent (Ferson et al. 
2003). It is easy to convert possibility and random sets to the form of probability box. 
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Probability box is also a two-dimension representation of uncertainty. A typical 
probability box is shown in Fig 3.3.  
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Fig 3.3 Sampling from a probability box 
 
3.2 Uncertainty understanding and representation  
3.2.1 Understanding uncertainty: interpreting aleatory and epistemic 
uncertainties 
As stated in the literature review, aleatory and epistemic uncertainties are fundamentally 
different. However, not enough attention has been paid on the interpretation of the 
distinction between the two types of uncertainty. The mathematical tools are often used to 
represent uncertainty without a careful consideration of the physical meaning of the 
distributions (Nauta 2000). 
The proper understanding of the physical meaning of uncertainty is one of the most 
fundamental problems when dealing with uncertainty. Consider the following two cases 
(uncertainty is represented by probability): 
 The flood (volume or height) of a catchment over time applies to a probability 
distribution F1; 
 The flood of a catchment of 10-year return period applies to a probability distribution 
F2 according to one’s knowledge.  
p 
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Although each case employs a probability distribution to describe uncertainty, the 
understandings are completely different. In the former case, the flood is a variable with 
inherent uncertainty over time. The distribution F1 represents aleatory uncertainty, which 
is objective and will not change with one’s subjective awareness. In the latter case, the 
10- year flood is a fixed value, but one can only “guess” the range of the fixed value with 
a probability distribution F2 due to one’s incomplete knowledge. This epistemic 
uncertainty can be reduced when more information is available.  
If epistemic uncertainty is also present in the first case, it makes the third case: 
 The flood of a catchment over time applies to a probability distribution F1. However, 
one cannot elicit F1 with certainty due to the lack of knowledge. The uncertainty of 
this knowledge is described by a probability box F. It is believed that the real but 
unknown F1 lies in the range bounded by the probability box.  
With this approach, two different uncertainties are described in two dimensions. In the 
above description, as the probability distribution F1 is believed to lie in the probability 
box F, F1 represents aleatory uncertainty in the inner dimension and the range of F 
represents epistemic uncertainty in the outer dimension. It is natural to separate the two 
different types of uncertainty as this separation reasonably reveals one’s belief on the true 
but unknown probability distribution.  
3.2.2 Representing uncertainty: one- or two-dimension? 
The use of a two-dimension uncertainty representation in the above section naturally 
brings forward the question: is it necessary to describe the information with “the 
probability of a probability”? For example, if someone tells that “the chance of the 
probability being 50% to have a rainy day tomorrow is high”, does it make any sense? In 
this prediction, “the probability being 50%” is already an unsure description, is there any 
need to add another dimension of uncertainty “the chance being high” to this uncertain 
expression? Most of the time, it seems meaningless. The more sensible way in this case 
should be: the chance of tomorrow being rainy is high or the probability of tomorrow 
being rainy is 50%. However, phenomena are sometimes described with “the probability 
of a probability”. For instance, the discharge of a runoff of T-year return period is usually 
given with a confidence level of 95%. It is a very basic but easily ignored issue where 
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“the probability of a probability” (a two-dimension representation for uncertainty) is 
necessary and where the expression should be avoided for the reason of explicit meaning. 
This section is dedicated to shed some light on this issue. 
It is essential to define rigorously the end point or target of the assessment, which is 
either a fixed value or an inherent varied value (Hoffman and Hammonds 1994). This 
step indicates whether aleatory uncertainty is present. If the end point of an assessment is 
a fixed value, it implies that the aleatory uncertainty is absent. Otherwise, aleatory 
uncertainty is under consideration in the problem. Under each condition, the problem can 
be further divided into subcategories according to the presence of epistemic uncertainty. 
They are discussed respectively in the following: 
 When both aleatory and epistemic uncertainties are absent. The result is a fixed value.  
 When aleatory uncertainty is absent and epistemic uncertainty is present. The result 
is expected to be a fixed value, but it will be expressed with uncertainty due to the 
lack of knowledge. The uncertainty can be described in the form of probability, fuzzy 
set, possibility or random sets.  
 When aleatory uncertainty is present and epistemic uncertainty is absent. The result 
is an inherent varied value and is generally described by a probability distribution.  
 When both aleatory and epistemic uncertainties are present. The result is expected to 
be an inherent variable that can be described by a probability distribution. However, 
due to the lack of knowledge, it is generally represented in the form of an imprecise 
probability. In this case a two-dimension uncertainty representation is commonly 
utilised.  
It is clear from the above analysis that the expression of “the probability of probability” is 
generally required when both aleatory and epistemic uncertainties are present. This 
approach separates the two fundamentally different uncertainties in two dimensions: the 
inner dimension describes the aleatory uncertainty indicating the inherent variation, while 
the outer dimension represents the epistemic uncertainty revealing the imperfect 
knowledge. Some studies have stated the importance of separating these two uncertainties 
(Hoffman and Hammonds 1994; Hofer 1996; Hora 1996; Nauta 2000; Merz and Thieken 
2005).  
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Merz and Thieken (2005) believed that the superposition of aleatory and epistemic 
uncertainties may lead to erroneous inferences. They gave a simple example to 
demonstrate this point. A population of river levee sections is located in the study area. 
Furthermore, a levee section is assumed to fail if the river water level exceeds a 
breaching height hB. hB is considered as a random variable, which varies from section to 
section. On the other hand, for a given levee section there is epistemic uncertainty 
because it may not be possible to determine hB exactly. The variability of hB in the levee 
section population is described by the PDF f (hB). But the PDF is not known with 
certainty because of the presence of epistemic uncertainty. Fig 3.4 depicts this situation 
where the PDF itself illustrates the aleatory uncertainty while percentile PDF illustrates 
the epistemic uncertainty. Fig 3.4 A shows a situation where aleatory uncertainty 
dominates over epistemic uncertainty. hB, the height when the levee sections fail, is 
relatively certain but hB varies due to the large variation of the levee population. In case B 
a relatively homogeneous population is supposed, but there is only little knowledge about 
the breaching process, where, epistemic uncertainty dominates over natural uncertainty. 
Combining both types of uncertainty yields a hybrid distribution. Case A and Case B give 
the same PDF.  
 
58 
 
Fig 3.4 Combining aleatory and epistemic uncertainty (Merz and Thieken 2005) 
 
This example shows that the separation of the two types of uncertainty may indicate more 
informed knowledge. However, it does not mean that the hybrid distribution is 
completely meaningless or useless. It has the physical meaning being the expected 
probability distribution averaged over the epistemic uncertainty. When uncertainties are 
propagated through a model in order to identify an uncertain variable of concern, one-
dimension uncertainty analysis is generally less computationally consuming than two-
dimension analysis. Hence the hybrid distribution from one-dimension analysis is 
sometimes valuable when the result is not required with high precision or the 
computation resource is limited for two-dimension analysis. 
It is straightforward that the uncertainty representation should be one dimensional if there 
is only one type of uncertainty (being either aleatory or epistemic). For instance, in the 
previous case when talking about the weather of next day, if the aleatory uncertainty can 
be ignored and only epistemic uncertainty is present, the probability representation of the 
weather should be one dimensional. However, epistemic uncertainty is sometimes 
described by imprecise probability such as possibility or random sets when experts or 
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analysts assign intervals to values with different confidence levels or when opinions of 
many experts are integrated. As mentioned in preceding sections that the imprecise 
probability can be viewed as a two-dimension uncertainty representation, this is an 
exception that one type of uncertainty is represented by two dimensions. The analyst 
should have a clear understanding about what the one dimension or two dimensions of 
uncertainty stand for, as it is essential to dispose uncertainty in the right dimension 
according to its nature when propagating uncertainty through a model. This point will be 
illustrated later in Section 3.3 of this chapter.  
In conclusion, the choice of a one- or two- dimension uncertainty representation depends 
on the specific situation: 
 If both aleatory and epistemic uncertainties are present, it is generally necessary to 
describe the situation with a two-dimension representation; however, a one-
dimension uncertainty representation may be adopted instead due to the requirement 
of a coarse result or limited computational resources.    
 Otherwise, one-dimension uncertainty representation is generally recommended. 
However, an imprecise probability may be utilised to describe epistemic uncertainty 
alone.  
3.3 Uncertainty propagation 
It is very common that a variable is studied through modelling when direct data are 
lacking. For instance, the record of real flood series is usually not long enough for a good 
flood risk evaluation; hence a model is usually built in order to obtain more data from 
model simulations. This section mainly discusses uncertainty propagation through a 
model. 
A model can be written in its general form as: 
 Y=f (U1, U2,…, V1, V2,…, W1, W2,…)   (3.10) 
where Y is the model output, being the variable of concern, Ui represents input or 
parameter with aleatory uncertainty, Vi represents input or parameter with epistemic 
uncertainty, Wi represents input or parameter with both aleatory and epistemic 
uncertainties. 
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When propagating uncertainty, the separation of aleatory and epistemic uncertainties 
should be made with care. Though it is argued that to separate aleatory and epistemic 
uncertainties is not easy, this is how the information should be provided. The meaning of 
the result could be very different if the nature of the uncertainty is wrongly treated. It 
may lead to wrong decision-making if the result is mistakenly understood. The 
uncertainty propagation should follow a basic principle of ensuring the coherence in the 
nature of uncertainties. More specifically, the aleatory/epistemic nature of all uncertainty 
sources in model inputs leads to the same nature of uncertainty in the outputs.  
When there is only one type of uncertainty present, the situation is easy to handle. For 
example, for a model containing only aleatory uncertainty: 
 Y=f (U1, U2,…)   (3.11) 
the output Y is a variable of inherent uncertainty. Similarly, if a model propagates only 
epistemic uncertainty:  
 Y=f (V1, V2,…)  (3.12) 
the output Y is a variable of epistemic uncertainty describing the analyser’s belief in what 
the real unknown fixed value y can possibly be. If epistemic uncertainty of parameters or 
inputs is expressed by imprecise probability, the output expression has also a two-
dimension representation. 
If both types of uncertainty are present as Eq(3.10) shows, the output consists of both 
uncertainties according to the coherence principle. In the rest of this section, the situation 
with both aleatory and epistemic uncertainties present is discussed. Section 3.3.1 
discusses the case in which all uncertainties are described by probability; Section 3.3.2 
mainly discusses the case in which uncertainties are represented by different 
mathematical languages including probability, fuzzy sets, possibility, random sets and 
probability box. The sampling based methods are employed to propagate uncertainty for 
their simple principle and ease of use.  
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3.3.1 Probabilistic evaluation 
3.3.1.1  Separating aleatory and epistemic uncertainties (two-dimension 
uncertainty propagation) 
When aleatory uncertainty is present, the required end point is a variable that can usually 
be represented by a probability distribution. If epistemic uncertainty is also present, the 
true end point probability distribution is impossible to know due to the lack of knowledge. 
A reasonable way to represent this situation is to use numerous alternative representations 
for the true but unknown distribution. Hence a two dimensional uncertainty 
representation of the resultant end point is generally required: the inner dimension 
handles the aleatory uncertainty denoting the inherent variation, while the outer 
dimension handles the epistemic uncertainty denoting the possible distributions. In the 
propagation process, uncertainties of different natures should be propagated in its right 
dimension, i.e., the uncertainty of inputs U1, U2,…is propagated in the inner dimension, 
the uncertainty of inputs V1, V2,…is propagated through the outer dimension, and the 
epistemic and aleatory uncertainties of inputs W1, W2,…are propagated through the inner 
and outer dimensions, respectively. 
More specifically, if a sampling based technique (for example, MCS) is employed to 
propagate uncertainty, the MCS is performed in two dimensions (see Fig 3.5). In the 
outer dimension, parameters of epistemic uncertainty are sampled; in the inner dimension, 
with a set of specified parameters of epistemic uncertainty, MCS is executed by sampling 
parameters of aleatory uncertainty. Thus the outcome of each inner MCS is a probability 
distribution under a specified set of parameters of epistemic uncertainty. Sets of 
parameters of epistemic uncertainty are sampled in the outer dimension and each 
replicate in the outer loop of the simulation executes an entire MCS in the inner 
dimension. Consequently the outcome of the outer MCS is a group of probability 
distributions. These alternative distributions permit subject confidence statements about 
the true but unknown assessment of the end point.  
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Fig 3.5 Two-dimension uncertainty propagation through a model 
 
3.3.1.2 Pooling aleatory and epistemic uncertainties (one-dimension uncertainty 
propagation)  
Some researchers believed that the pooling of aleatory uncertainty and epistemic 
uncertainty leads to meaningless result with little engineering value (Grum and Aalderink 
1999). However, it does have its physical meaning when combining uncertainties of 
different natures in one dimension. In addition, the separation of aleatory and epistemic 
uncertainties in uncertainty propagation model relying on a two-dimension analysis is 
usually very computationally demanding. Hence it is worth exploring the one-dimension 
analysis pooling the two types of uncertainty. If both uncertainties are propagated 
simultaneously, one resultant probability distribution can be identified in the end. This 
distribution physically represents the expected probability distribution of the inherent-
varied output averaged over the epistemic uncertainty: 
 E(Y/V1, V2 ,…V(W1), V(W2))   (3.13) 
A set of parameters with 
aleatory uncertainty                                
from sampling 
Model simulation 
Inner MCS (Nin replications) 
Probability distribution 
with certain epistemic 
  uncertainty 
A set of parameters with 
epistemic uncertainty  
from sampling  
Outer MCS (Nout replications) 
Nout distributions representing 
the true but unknown 
distributions  
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where V(W1) is the epistemic uncertainty part of the input W1. With this approach, the 
alternative probability distributions of the true but unknown distribution are averaged 
according to analyst’s belief. This approach is of importance as the expectation is usually 
very helpful for decision-making under uncertainty.  
However, this approach should be distinguished from the approach of directly using 
expected values of parameters of epistemic uncertainty because: 
 E(Y/V1, V2 ,…)≠  Y/(E(V1), E(V2) ,…)   (3.14) 
The right side of Eq(3.14) is the expected distribution over the epistemic uncertainty, 
while the left side is a distribution obtained by assuming the unknown fixed parameters 
being their mean value. Their difference will be observed in the case study of this chapter. 
Though the both sides of Eq(3.14) are obtained from a one-dimension uncertainty 
propagation, the left side is useful in assisting decision-making if the expected 
distribution over epistemic uncertainty is wanted, but the right side does not have much 
physical meaning unless the output is not sensitive to the parameters of epistemic 
uncertainty.  
The results from the two sides of Eq(3.14) could be very different from each other when 
the function Y of epistemic uncertainty is highly nonlinear. A simple example is given 
here:  let Y= V
4
+V
3
, V apply to a uniform distribution in [1, 3]. It is not difficult to obtain 
the analytic results: E(Y)=34.2, Y(E(V))=24.  
In Fig 3.4, it can be observed that the probability distributions averaged over epistemic 
uncertainty are identical though the dominances of the uncertainty in the two cases are 
different. It reveals that a part of information is lost when aleatory and epistemic 
uncertainties are not separated.  
3.3.2 Imprecise probabilistic evaluation  
It is not necessary that different uncertainties are all described by probability. For 
example, probability theory is not necessarily appropriate especially when expert opinion 
is regarded as a suitable source of information (Ross et al. 2009); and it is believed that 
the linguistic expert knowledge is better captured by fuzzy set. In this section, uncertainty 
propagation through modelling with uncertainty represented by different mathematical 
languages is discussed. The probability box, which represents an imprecise probability 
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holding the unknown true probability, is utilised as a basic tool in the propagation process. 
The imprecision of probabilities in the term of intervals in probability box represents 
epistemic uncertainty. Other languages are converted to probability box with the 
coherence of the nature of uncertainty. Uncertainties are propagated through a model 
with MCS method. The resultant evaluation is represented by a probability box denoting 
the inherent varied output with imprecise description. 
Efforts have been made to integrate uncertainties represented by different languages in 
modelling (Guyonnet et al. 2003, Diego 2006; Fu et al. 2010).  However, not enough 
attention has been paid on the distinction between aleatory and epistemic uncertainties in 
the propagation process. The propagation of aleatory and epistemic uncertainties in 
wrong dimensions may lead to completely different results. 
3.3.2.1 Probability box for propagating uncertainty 
The probability box can be viewed as a set-valued probabilistic evaluation, whose 
observations are intervals rather than precise point values as for probability. 
The inverse functions of the lower and upper bounds XF and XF are introduced: 
 ]1,0[})(|{)(
1 ∈∀==− ppxFxpF XX    (3.15) 
 ]1,0[})(|{)(
1
∈∀==
−
ppxFxpF XX    (3.16) 
From Eq(3.15) and Eq(3.16), for any cumulative probability ]1,0[∈p , there is an interval 
],[
11 −−
XX FF  having a one to one relationship with p, as Fig 3.3 shows. This relationship is 
important for sampling from a probability box. Instead of a real number variable in the 
general probability distribution, the probability box is a set-valued variable. It indicates a 
two-dimension uncertainty representation: the variation of any probability distribution 
embraced in the probability box describes the aleatory uncertainty of the output whereas 
the set instead of a precise point value for each percentile indicates the epistemic 
uncertainty.  
It is known from previous sections that an imprecise probability can sometimes represent 
a two-dimension epistemic uncertainty. In these cases, the imprecise probability should 
be converted to an interval with certain confidence level instead of a probability box in 
order to ensure the coherence of the nature of uncertainties during the propagation (see 
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section 3.3.2.2). Such a conversion discards one dimension of the two dimensions of the 
epistemic uncertainty representation. Otherwise, a three-dimension uncertainty in 
coherence with the aleatory uncertainty and the two-dimension epistemic uncertainty will 
be present in output. A three-dimension uncertainty representation is generally difficult to 
understand and the interpretation of it does not accord with one’s thinking customs.  
3.3.2.2 Conversion to probability box 
1) Converting from probability 
The conversion from probability to probability box should be different depending on the 
nature of the uncertainty that the probability represents.  
 When the probability represents aleatory uncertainty. The probability distribution can 
be regarded as a special case of probability box, where the bounds XF and XF of the 
probability box overlap each other. Consequently the class of probability 
distributions P(X) in the probability box converges to one distribution in probability 
and the interval corresponding to any cumulative probability p the in probability box 
converges to a singleton )(1 pFX
− in probability.   
 When the probability represents epistemic uncertainty. As the interval at each 
percentile in probability box represents epistemic uncertainty, the probability should 
be converted to an interval with a confidence level in coherence of its nature. For 
example, if the epistemic uncertainty of an input can be described by a probability 
distribution in Fig 3.6 (a) and a confidence level of 90% is wanted, the interval of  
[–1.64, 1.64] from the percentiles of 5%-95% is identified to express the epistemic 
uncertainty. The interval with a form of a probability box is shown in Fig 3.6 (b). 
When sampling from this converted probability box, the interval of [–1.64, 1.64] is 
always obtained for any p. It is very different from sampling from a probability box 
representing aleatory uncertainty where a singleton )(1 pFX
− is identified 
corresponding to a certain p (see previous paragraph). 
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Fig 3.6 Converting probability representing aleatory uncertainty to probability box 
 
2) Converting from fuzzy set 
Fuzzy set generally describes epistemic uncertainty. An interval representing the 
epistemic uncertainty can be obtained with an α-cut approach. The α-cut of a fuzzy 
number is defined as the set containing all the values with membership degree no less 
than ]1,0[∈α . The confidence level of the true value being located in an α-cut of the 
fuzzy number is 1–α. This definition is reasonable as the confidence increases when more 
values of lower membership are included in the α-cut with the decrease of α. Tonon and 
Bernardini (1998) employed this concept to represent the probability of the true value of 
a parameter lying in the determined interval. The interval indicating epistemic uncertainty 
in Fig 3.1 with the α-cut of a 90% confidence level is represented in the form of a 
probability box in Fig 3.7.  
(a) (b) 
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Fig 3.7 Converting fuzzy sets in Fig 3.1 to probability box with 90% confidence level 
 
3) Converting from possibility or random set 
As stated in preceding sections, possibility/random sets can support both an objective 
notion referring to inherent properties (aleatory uncertainty is involved) and an epistemic 
notion referring to the state of one’s knowledge (aleatory uncertainty is not involved). 
The conversions from them to probability box are different depending on the type of 
notion that they support.  
• If possibility/random sets support an objective notion. The possibility can be 
converted to a probability box bounded by a lower and an upper CDF as Fig 3.2 
(b) shows. The random sets can be easily converted to a probability box bounded 
by a lower and an upper CDF determined by Eq(3.7) and Eq(3.8). 
• If possibility/random sets support a subjective notion, where aleatory uncertainty 
is not involved. An interval should be obtained in the end to represent the 
epistemic uncertainty. For possibility, the α-cut of the uncertain number is defined 
in the same way as defined in fuzzy number. It is the set containing all the values 
with possibility no less than ]1,0[∈α . The confidence level of the true value 
being located in an α-cut is 1-α. For random sets, the plausibility function, which 
is an equivalent to possibility, is determined by Eq(3.8). An interval is then 
determined with α-cut approach similar to the conversion from possibility.  
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3.3.2.3 Propagating uncertainty using MCS 
After all uncertainties are converted to an appropriate form of probability box, the MCS 
is employed to propagate uncertainties with the form of probability box through a model. 
For each uncertain input, n random numbers are generated from a uniform distribution on 
[0, 1] (n is the number of samples in MCS) and they are mapped to the 
intervals ],[
11 −−
XX FF  using Eq (3.15) and Eq (3.16). For parameters only representing 
epistemic uncertainty, it is not necessary to execute the steps of generating random 
numbers and mapping them to intervals as they are always represented by the same 
interval with any p as shown in Fig 3.6 (b) and Fig 3.7. The model output is evaluated for 
n times and the result of each evaluation is an interval due to imperfect knowledge of the 
inputs represented by intervals. Generally the maximum and minimum value of each 
interval of the output should be identified by an optimization method. However, in some 
special cases when there is a monotonic relationship between the inputs and the output, 
the range of the interval of the output can be simply obtained by evaluating the model 
with the endpoints of the inputs. After the n intervals of the output are obtained, the 
intervals are statistically analyzed in order to derive the probability box of the output. The 
intervals of the output can be viewed as random sets with the mass function m in Eq(3.6) 
for each interval being 1/n. In the end the upper and lower bounds of the probability box 
of the output can be identified using Eq(3.7) and Eq(3.8). 
The resultant probability box is usually interpreted as the probability distribution of the 
output with a confidence level. It is worth mentioning that a probability box is a 
continuous form of random sets. Thus the idea of using the probability box to propagate 
uncertainties is equivalent to the proposal of using infinite random set for calculating 
bounds of probability proposed by Alvarez (2006). 
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3.4 A general process for uncertainty propagation through 
modelling 
A general procedure for uncertainty propagation through modelling is presented in this 
section. It mainly includes the following stages: 
i. Model construction. In this stage, the problem is formulated where the model is 
built and the output of interest is identified.  
ii. Uncertainty sources investigation. This stage examines the inputs of the model 
and identifies the possible uncertainty sources. Uncertainty arises from different 
sources. The resultant uncertainty description of a required end point (model 
output) should be an integration of different sources of uncertainty.  
iii. Uncertainty nature investigation. Following the last stage, each uncertainty 
source is investigated for its nature, being aleatory, epistemic or combined.  
iv. Uncertainty representation. In this stage, uncertainty of inputs is represented in 
an appropriate way, with a mathematical language described in Section 3.1 
considering its nature and the available information.  
v. Uncertainty propagation. According to the representation format of uncertainty, 
uncertainties are propagated through a model with an appropriate method 
described in Section 3.3. Attention should be paid on ensuring the coherence of 
the nature of uncertainties when propagating them in different dimensions.  
vi. Result interpretation. The resultant evaluation of the model output should be 
interpreted appropriately. A good result interpretation is compulsory and helpful 
in decision-making. 
3.5 Applications  
In this section, a simple flood estimation model is employed to illustrate and demonstrate 
the methods for uncertainty propagation through a model with both the probability 
approach and the imprecise probability approach.  
The flood estimation model is a load-resistance system. The load part of the system is the 
runoff generated from a catchment determined by the Rational Method Eq (2.1). The 
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resistance of the system is a drainage system to carry the rainfall water. Its capacity is 
considered as the discharge rate of a main channel of the system represented by 
Manning’s equation as Eq(2.3) shows. The hydraulic radius Rh in the equation is the ratio 
of the channel’s cross-sectional area of the flow to its wetted perimeter: 
 wh / PAR =   (3.17) 
where A is the cross sectional area and Pw is the wetted perimeter. The cross sectional 
area is assumed to be rectangular. Substituting Eq(3.17) into Eq(2.3), the capacity of the 
channel represented by a volumetric flow rate is:  
 3
2
2
1
3
5
V )2/()(
1
haSah
n
Q +=   (3.18) 
where QV is the volumetric flow rate, a and h are the width and the depth of the channel, 
respectively.  
The overflow volume of the system is considered as the flood volume. Thus the overflow 
rate of the system is with concern: 
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2
2
1
3
5
Vp )2/()(
1
c haSah
n
iAQQf +−=−=   (3.19) 
f is the flood discharge rate which is a function determined by inputs and parameters. In 
this case, only parameter/input uncertainty is considered. Other uncertainty sources such 
as model uncertainty and statistical uncertainty are ignored. 
Parameters without uncertainty consideration are given: the drainage area A is 8×10
4
 m
2
; 
the bottom slope of the channel S is 0.05; the cross sectional area of the channel is 
1m×0.5m. The mathematical description of parameters with uncertainty depends on the 
nature of parameters and the available information. The choice of the method for the 
propagation of uncertainties through a model with a probabilistic approach or an 
imprecise probabilistic approach corresponds to the adoption of mathematical languages 
for the parameter descriptions. Both methods are applied in this section.  
3.5.1 Probabilistic evaluation 
Under this category, all uncertainties are described by probability. Both aleatory and 
epistemic uncertainties are present. The annual extreme rainfall intensity (mm/h) is 
represented by a Gumbel distribution: 
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where α and β are the parameters to determine the Gumbel distribution. The exact value 
of α and β cannot be identified with certainty due to incomplete information. The 
epistemic uncertainty of α and β are both described by normal distributions, with the 
means being 5.6=αµ , 4.2=βµ  and the standard deviations being αα µσ 1.0= , 
ββ µσ 1.0= . The value of the runoff coefficient relies on the catchment characteristics. It 
is assumed that the properties of the catchment are reasonably stable so that the aleatory 
uncertainty of the runoff coefficient can be ignored. However, the epistemic uncertainty 
is present in c and it is believed to be uniformly distributed in the interval of [0.4, 0.6]. 
The Manning coefficient n of the channel also present epistemic uncertainty and is 
described by a uniform probability distribution in [0.012, 0.014]. 
3.5.1.1 Two-dimension uncertainty propagation 
The aleatory and epistemic uncertainties are distinguished in two dimensions in the 
uncertainty propagation process. The epistemic uncertainty is disposed in the outer 
dimension while the aleatory uncertainty is disposed in the inner dimension. The Latin 
Hypercube sampling (LHS) method is employed for the reason of computational 
efficiency. The number of samples in inner dimension uncertainty analysis for the 
inherent variation of flood discharge rate is 10
4
. The sampling number is identified 
through limited sensitivity analysis: the probability distributions of the inherently varied 
flood discharge rate tend to be stable when the size of samples approaches 10
4
. The 
number of samples in the outer dimension analysis for epistemic uncertainty is adopted as 
a relatively small number 10
3
, as the analysis is performed for a confidence level, which 
in general does not require high precision. The overall number for model evaluations is 
the product of the numbers of the evaluations in both dimensions, which is 10
7
 in this 
case.  
The probability distribution of the flood discharge rate is evaluated by the well-known 
Weibull formula: 
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+
=
N
m
yF m   (3.21) 
where ym is the mth order statistical value of all the events, F(ym) is the cumulative 
distribution function, and N is the overall number of events.  
The two-dimension uncertainty analysis result is illustrated in Fig 3.8. It is a combination 
of 10
3
 probability distributions revealing the possible flood discharge distributions. The 
result of a 5%-95% confidence level within the epistemic uncertainty compared with the 
result of the whole range is represented in Fig 3.9. The negative flood discharge rate 
represents the surplus capacity of the channel. The flood discharge rate of the system 
with different return periods can be read from the result. For example, the 20-year flood 
discharge rate is between 23 m
3
/h and 264 m
3
/h with a 90% confidence. The interval 
revealing epistemic uncertainty can only be induced with the increase knowledge about 
the system. 
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Fig 3.8 Two-dimension probabilistic uncertainty propagation for flood discharge  
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Fig 3.9 5%-95% confidence level by two-dimension probabilistic uncertainty propagation 
 
3.5.1.2 One-dimension uncertainty propagation 
If the computational resource is limited or if the precision requirement of the evaluation 
is not high, one-dimension analysis pooling both aleatory and epistemic uncertainties 
may be applied instead of a two-dimension uncertainty analysis. With one-dimension 
propagation, both uncertainties are fed into the model and are propagated simultaneously. 
In the end one probability distribution is obtained representing the expected flood 
discharge distribution over epistemic uncertainty.  
LHS with 5×10
5
 samples, identified by limited sensitivity analysis, is performed and the 
resultant probability distribution as well as the 5%-95% confidence level from the 
previous two-dimension analysis is presented in Fig 3.10. The expected distribution is 
bounded by the 5%-95% confidence interval. The probability distribution ignoring 
epistemic uncertainty, where the parameters with epistemic uncertainty are considered as 
fixed values (the mean values are used as the fixed values), is also shown in the same 
figure for comparison. In this case these two probability distributions do not significantly 
deviate from each other. The probability distribution ignoring epistemic uncertainty 
generally underestimates flood discharges in case of extreme events and overestimates 
flood discharges in case of small events.  
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Fig 3.10 One-dimension uncertainty propagation for both aleatory and epistemic 
uncertainties 
 
3.5.2 Imprecise probabilistic evaluation  
This section studies the same model for flood estimation as in the above section, provided 
that some uncertainties are represented by different mathematical languages. The annual 
extreme rainfall intensity is described by probability box with Gumbel distribution 
Eq(3.20). The parameter α lies in the interval [6.0, 7.0] and β=2.4. The probability box of 
the extreme rainfall intensity is given in Fig 3.11. The epistemic uncertainty 
characterizing the Manning coefficient is described by fuzzy set in Fig 3.12. The α-cut of 
a 90% confidence level is accounted for epistemic uncertainty analysis. The runoff 
coefficient is given with epistemic uncertainty. There are ten independent and equally 
reliable information sources, each of which believes that the true runoff coefficient lies in 
an interval, listed in Table 3.1. There are different ways to combine evidence from 
different information sources (refer to Sentz (2002) for a detailed review). This work 
views the independent sources as random sets with equal mass for each interval being 0.1. 
The plausibility function of this parameter is derived according to Eq(3.8) and is 
illustrated in Fig 3.13 as well as its α-cut of 90% confidence, which is used as the interval 
for the epistemic uncertainty analysis. The probability box for the runoff coefficient with 
its belief and plausibility identified from Eq(3.7) and Eq(3.8) are also given in Fig 3.14.  
75 
0 2 4 6 8 10 12 14 16 18 20 22
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Rainfall intensity(mm/h)
T
h
e
 c
u
m
u
la
ti
v
e
 d
is
tr
ib
u
ti
o
n
 
Fig 3.11 Imprecise probabilistic description of rainfall intensity 
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Fig 3.12 Fuzzy set expression of Manning coefficient and its α-cut of 90% confidence 
level 
 
Table 3.1 Intervals of the runoff coefficient from different evidence sources 
No Interval of the runoff coefficient 
1 [0.50, 0.55] 
2 [0.45, 0.50] 
3 [0.40, 0.60] 
4 [0.45, 0.60] 
5 [0.55, 0.60] 
6 [0.55, 0.65] 
7 [0.40, 0.45] 
8 [0.50, 0.60] 
9 [0.45, 0.60] 
10 [0.50, 0.65] 
α-Cut of 90% 
confidence level 
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Fig 3.13 Plausibility of runoff coefficient and its α-cut of 90% confidence level 
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Fig 3.14 Belief and plausibility of runoff coefficient  
 
LHS with 5×10
5
 samples are generated. Each sample consists of intervals of the 3 
uncertain parameters. The maximum and minimum values of the flood discharge rate 
with intervals of each sample are estimated. The extreme values are identified by 
evaluating the model at the endpoints of the parameter intervals as there is a monotonic 
relationship between the parameters and the model output. The maximum and minimum 
obtained from a sample forms an interval, which can be viewed as a random set of the 
unknown output variable with mass being 1/n (n=5×10
5
). The random sets are 
statistically analysed using Eq(3.7) and Eq(3.8). In the end the upper and lower bound of 
α-Cut of 90% 
confidence level 
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the probability box of the model output can be obtained in Fig 3.15. The range of the 
probability box describes the analyst’s belief that the real probability distribution of flood 
discharge rate lies in the box with a 90% confidence level. If a percentile of the flood 
volume rate is of interest, the evaluation of it can be read from the figure, for example, 
the flood of a 20-year return period is evaluated as 0-354 m
3
/h with a 90% confidence 
level. Different confidence levels of epistemic uncertainty are computed and showed in 
the same figure. As can be observed, the interval expands when a higher level of 
confidence is required. It agrees with the common sense that the chance of a greater range 
to hold the true probability distribution is larger than that of a smaller range. 
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Fig 3.15 Probability boxes of the imprecise probabilistic evaluation with different 
confidence levels 
 
In order to demonstrate the importance of the separation of aleatory and epistemic 
uncertainties in the propagation process, the epistemic uncertainty in the runoff 
coefficient and in the Manning coefficient is also propagated in the wrong dimension 
mixed with the aleatory uncertainty. In this case, instead of using a fixed interval to 
represent epistemic uncertainty, samples of intervals are generated for uncertain 
parameters represented by fuzzy sets and random sets. Intervals are sampled with 
different α for the fuzzy set represented parameter; and for the random sets represented 
parameter, intervals are sampled from its probability box form with different cumulative 
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probability p as Fig 3.14 shows. The result is shown in Fig 3.16 as well as the 90% and 
50% confidence levels of the result from previous method for comparison. As this 
approach mixes the aleatory and epistemic uncertainty in the inner dimension analysis 
while the outer dimension still represents epistemic uncertainty, the result does not have 
any explicit physical meaning.  
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Fig 3.16 Probability box with epistemic uncertainty propagating in a wrong dimension 
 
3.6 Conclusions 
Uncertainty is generally present in almost all the areas in scientific practice. It is widely 
recognized that uncertainty analysis is an indispensable component in an integrated 
approach. In this chapter, focus is placed on the understanding and representation of 
uncertainty and uncertainty propagation through modelling.  
It is important to distinguish aleatory and epistemic uncertainties when understanding 
uncertainty. Proper understanding is presented when different mathematical languages 
are employed to represent uncertainty. The appropriate representation of uncertainty is 
essential as it is also critical to the understanding and interpretation of uncertainty. The 
question about “whether a two-dimension or a one-dimension uncertainty representation 
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is required” is illustrated in this chapter. It depends on the types of uncertainty involved 
in the analysis. One-dimension uncertainty is generally used when only aleatory or 
epistemic uncertainty is present. A two-dimension uncertainty expression distinguishes 
the two different types of uncertainty and has explicit meanings when both aleatory and 
epistemic uncertainties are present. The inner dimension represents aleatory uncertainty 
whereas the outer dimension describes epistemic uncertainty. The combination of the two 
different types of uncertainty represented by probability has the physical meaning being 
the expected probability distribution over the epistemic uncertainty.  
The uncertainty propagation through a model is discussed in detail under different 
conditions when probability or other mathematical languages are employed for 
uncertainty representation. It is emphasized that the coherence of uncertainty nature 
should be ensured in the propagation process. Otherwise the resultant uncertainty 
representation in the model output can be significantly different and may lead to 
erroneous decision-making.   
A general process for uncertainty propagation through modelling is proposed in this 
chapter. A simple case for the evaluation of the flood discharge of a catchment is studied. 
Uncertainties are propagated using different mathematical languages to demonstrate the 
idea and the proposed methodologies.  
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Chapter 4 Decision-making in storm sewer 
network design considering flood risk 
This chapter defines the problem of the storm sewer network design discussed in this thesis. 
It is regarded as a decision-making problem that can be solved by an optimization 
procedure. The flood risk, represented by a probability distribution for its stochastic 
character, is considered in the design. Alternatives with probabilistic evaluations are 
compared in order to make a decision leading to a resultant design. Several frequently used 
decision criteria are introduced to assist decision-making and they are applied to the storm 
sewer network design considering flood risk.  
4.1 General issues 
4.1.1 The decision-making process 
As stated in literature review, decision-making mainly consists of three stages, i.e. 
intelligence, design and choice (Guariso et al. 1996; Quintero et al. 2005; Ryu 2008). The 
phase of intelligence can be interpreted as the formalization of the problem. In this stage, 
the environment for the decision is searched and equations are defined to represent the 
original situation. It allows a decision maker to find data and information available for the 
problem together with the models that define the situation. The phase of design is to 
construct alternatives to the problem. In this stage, models are developed to analyse the 
various alternatives. In the phase of choice, the generated alternatives are analysed and 
evaluated by a specified rule, and the results of alternatives are compared. In the end a 
particular choice is made in this stage. This may be the most difficult step as different 
aspects should be considered. Specified criteria will be selected for evaluating alternatives. 
In this thesis the focus is placed on the stage of “design” where models are developed to 
evaluate alternatives and on the stage of “choice” to select a proper design.  
Decision-making depends on the availability of alternatives as well as the criteria applied to 
select a suitable solution. It ultimately culminates in the selection of a suitable design. 
Solutions are evaluated in relation to objectives and the decision maker is able to review 
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and select a solution. In due course, it should be able to address all possible consequence of 
alternatives in order to inform and support a robust decision. As decision-making processes 
are generally complex, there is no one procedure applicable to all problems and situations. 
4.1.2 Conventional methods for economical storm sewer network design 
Storm sewer networks play a very important role in water management in urban areas. 
Without efficient drainage, storm water may cause frequent urban flooding which threatens 
properties, environment and public safety. Therefore, it is essential to guarantee a reliable 
serviceability of the storm sewer systems. On the other hand, being mostly laid 
underground, sewer networks are generally very capital intensive. Consequently, when a 
storm sewer system is designed, an appropriate design level for the protection of flood is 
very important as an under-designed level may bring unwelcome and unintended flood 
while an over-designed level can result in a waste of public funds. This encourages a 
pursuit of cost-effective strategies.  
The design of storm sewer networks can be seen as a decision-making process which can 
always be formulated as an optimization problem. However, the specified criterion in the 
“choice” stage in the decision-making varies depending on the requirement of the design 
and the available computational resources. The storm sewer networks are first designed 
aiming to minimize the construction costs whilst ensuring no surcharge or flood with a 
fixed design discharge in each pipe (Mays and Wenzel 1976; Yen et al. 1984; Kulkarni and 
Khanna 1985; Elimam et al. 1989; Liang et al. 2004). This approach is easy to be executed 
but it suffers from the shortcoming that the performance of each pipe in the network is 
considered individually. The ignorance of systemic capacity of the storm sewer network 
may result in inappropriate evaluation of the designs. In this sense, the method making use 
of a design storm provides a better solution (Guo et al. 2007). With this method, a good 
system performance (e.g. no surface flood occurrence) is required under a design storm of a 
specified return period. The storm sewer network is designed aiming to minimize the 
construction cost whilst ensuring the network can convey the design storm without causing 
any flood. However, with this approach, it is difficult to guarantee that the specified return 
period of the design storm is predefined appropriately. In addition, though the concept of a 
design storm is used, our greatest interest is really in the return period of flooding (Butler 
and Davies 2004). A storm of T-year return period leading to a flood of T-year is based on 
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the assumption that the rainfall is the only uncertainty source of a system. If some other 
inherent uncertainty sources such as the initial conditions of the catchment, the runoff 
coefficient, etc. influence the resultant flooding situation, the concept of a specified flood of 
certain return period (which is usually a function of storms and other influencing factors) 
should be considered instead of a design storm. In such cases, a storm sewer network is 
designed to minimize the construction cost whist ensuring that flood occurs under a 
specified return period. 
4.1.3 Problem formulation 
The design of storm sewer network has been greatly studied when increasing computer 
power sheds light on water engineering research. The storm sewer network design includes 
many aspects: designing the network layout, sizing the pipes, designing the slopes, locating 
water storage tanks and so on. In this thesis, the storm sewer network design is formulated 
as a pipe sizing and slope designing problem with a fixed network layout.  
The alternatives for network design, formulated in the “design” process in decision-making, 
depend on the decision variables which are the pipe diameters (usually selected from a 
variety of discrete pipe sizes) and the pipe slopes (usually from a range of continuous 
values). An optimization is utilised in order to pursue a cost-effective design. The objective 
of the optimization formulated in the “choice” process depends on the decision criterion 
and will be discussed in next section.  
There are several usual constraints that a network design should satisfy. The size of a 
downstream pipe is required to be not less than that of its upstream pipes: 
 iDD ii ∀≤ down   (4.1) 
where Di is the diameter of pipe i and Didown represents the diameter of the downstream 
pipe of pipe i. The excavation depth should not exceed some value due to the limits of the 
excavation equipment and technology: 
 ihhi ∀≤ max   (4.2) 
where hi is the excavation depth at manhole i, hmax is the allowed maximum excavation 
depth. Additionally, the height of the surface cover over pipes is required to be not less than 
certain value in order to make sure that the pipes are below the frost depth and they stay 
away from excessive live loads on the surface:  
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 ihh
i
∀≥ 'min
'   (4.3) 
where '
i
h  is the surface cover height over the pipe near the manhole i, 'minh is the minimum 
surface cover height allowed. The excavation depth is computed from the pipe cover height 
at the same place by adding the size of the pipe on it (pipe thickness is neglected here for 
simplicity): 
 jii Dhh +=
'   (4.4) 
Manhole depths are sometimes considered as the decision variables instead of slopes. It will 
not affect the optimal design, as the vertical network layout is fully determined by either 
one of them. 
As mentioned in the previous chapter, it is known that uncertainty is widely present in 
nature. Grounded in the area of storm sewer network design, a decision-making involving 
two dimensions of uncertainty would be particularly complicated and the optimization 
process with a two-dimension uncertainty analysis for each alternative will be very 
computation-demanding if both aleatory and epistemic uncertainties are taken into account. 
Therefore, this study only considers aleatory uncertainty in the optimization assuming that 
our knowledge about the system is good. With regard to the aleatory uncertainties that lead 
to flood risk, storm is considered as the main uncertainty source, i.e. the stochastic flood 
consequence is mainly caused by the variation of rainfall; other factors are considered 
without uncertainty.  
4.2 Taking flood risk into account 
4.2.1 Construction cost and flood risk 
The two important issues in designing a storm sewer network are the construction cost and 
the flood risk that may occur in the future. In this work, the construction cost is considered 
as a fixed value that can be expressed by an algebraic formula for a given storm sewer 
network. Flood risk is an uncertain value having a probability distribution due to the 
stochastic nature of the drivers of the system. 
If these two values are added on an annual basis, the sum represents the possible total cost 
on the urban flooding area. Fig 4.1 gives a typical probability distribution of the sum: the 
shaded part represents the construction cost which is invariable, while the upper white part 
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is the flood damage/consequence cost that varies for different years corresponding to the 
extreme rainfall of a specific year. 
 
Fig 4.1 Probabilistic total cost of a storm sewer network 
As a result, for each alternative storm sewer network in the design, there is a probabilistic 
curve representing its possible total annual cost. Hence the ranking of the candidate 
networks requires the comparison between probabilistic values, which, however, is not as 
straightforward as the comparison between fixed values. 
The risk-based approach is criticised for that it necessitates the quantification of the 
consequences caused by flood in monetary terms, however, it is one of the essential parts of 
information which is necessary for a rational decision-making (Jonkman et al. 2004). 
Despite the limitation, the risk-based method can still provide significant rational 
information to the decision makers.  
4.2.2 Probabilistic flood risk evaluation 
As stated in the literature review, when there is not sufficiently long enough data of flood 
stages, probabilistic flood risk can be obtained through modelling in terms of hydrologic 
and hydraulic processes. Rainfall and other parameters are fed into the model and flood 
stage indicators such as exceedance flow, depth, volume and duration are identified for 
determining flood probability. After this, flood stages are mapped to flood damages with a 
flood stage-damage function. As stated in literature review, sewer flooding can be caused 
Cumulative probability 
0     0.2      0.4      0.6      0.8      1 
Cost 
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by different reasons. This study focuses on flood caused by hydraulic overloading in storm 
sewer systems.  
The form of rainfall in the modelling can be continuous real or simulated series, samples of 
rainfall from probabilistic distributions, or design storms. The continuous rainfall series 
provides the most realistic information about rainfall. With it, the initial conditions of a 
rainfall event, automatically determined in the simulation process, do not need to be 
considered as varied inputs such as when using rainfall event samples. However, the 
continuous rainfall series usually contains a lot of dry weather periods or periods with low 
rainfall intensities, which have no contribution to flooding. Hence using continuous rainfall 
series for model simulation is usually computationally demanding. When sampling method 
is utilised to simulate rainfall events, the probability distribution of extreme events is firstly 
identified from annual maximum events or POT by statistical analysis. The samples are 
then generated from the derived probability distribution. After the flood stages are obtained 
by model simulations either using continues rainfall series or samples of rainfall events, 
they are mapped to flood consequences and are statistically analysed. In this chapter, the 
probability distribution of flood risk for a network is computed under design storms (the 
sampling method for the rainfall simulation will be described in Chapter 6). In this 
approach, the return periods of design storms are directly assigned to that of flood stages 
under the iso-frequency hypothesis, implying that a design storm of T-year leads to the 
formation of a T-year flood. The flood damage of T-year is identified from T-year flood 
stage-damage mapping. The probabilistic flood damage is approximated by consequences 
from several design events of certainty return periods placed on the probabilistic curve. 
Compared to methods with rainfall series or samples of rainfall events, this approach 
usually requires much fewer simulations of storm sewer network performance. The process 
is presented in Fig 4.2:  
 Fig 4.2 (a) shows the relationship between return period of rainfall events and their 
cumulative probabilities; 
 Under each design storm, the flood depth is obtained using storm sewer network 
performance simulation model (Fig 4.2 (b)); 
 The curve of Fig 4.2 (c) gives the mapping relationship between flood depths and flood 
consequences; 
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 Integrating all information from (a), (b) and (c), the flood risk curve, giving the flood 
damage versus cumulative probability, is presented in Fig 4.2 (d).   
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Fig 4.2 The procedure to define the flood risk curve  
There are some points worth noting in the above process: 1) in this work, flood depth is 
chosen as the flood stage. Alternative options can be flood volume, flood water velocity, 
flood duration or even a combination of two or more parameters (as shown in Fig 2.1). In a 
specific study, the choice of the parameters representing the flood stage relies on how the 
flood consequence relates to those parameters. Although many studies have been focused 
on the damages of flooding (Smith 1994; Oliveri and Santoro 2000; Balmforth et al. 2006), 
no general agreement is available on the evaluation of the consequence. 2) There are many 
existing models for the simulation of the performance of storm sewer networks, such as 
SWMM, SIPSON (Djordjević et al. 2005), Infoworks and so on. Flood can be simulated by 
a simple atop volume, one-dimensional flow or two-dimensional surface flow. The choice 
of the model for simulation is related to the project objective, modelling sophistication, 
required accuracy, available computation recourses and so forth. 3) The flood consequence 
evaluation requires taking into account all the relevant effects caused by the flood, 
including tangible and intangible damages if possible. In this work, only property damages 
are considered in order to simplify the problem but it will not lose the generality of the 
methodology. 
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Design storm hydrograph can either be given directly or be created from IDF curves using 
the alternating block method (Chow et al. 1988). The alternating block method is briefly 
described (see Fig 4.3 from Morita (2008)): the design storm of T-year return period is 
wanted. Rain intensities a for 10 min, b for 20 min, and c for 30 min and so on are read 
from the IDF curve representing the design storm (Fig 4.3 (a)) . The hyetograph of that 
design storm is then arranged in a way shown in Fig 4.3 (b).   
 
Fig 4.3 IDF relationship for hyetograph of certain return period and corresponding 
hyetograph by the alternating block method (Morita 2008) 
 
4.2.3 Decision-making criteria 
In the storm sewer network design, each alternative design can be evaluated with a 
construction cost and a probabilistic flood risk representing its possible flood consequence. 
The comparison between designs with probabilistic values is not straightforward. A design 
criterion, determining decision makers’ preference between any two designs, is required to 
form the optimization objective in the decision-making process. The conventional way to 
handle this problem is to predefine an acceptable level of risk usually in the form of a 
required flood return period. Hence the probabilistic risk is turned to a deterministic 
constraint in the optimization. However, it is more and more recognised that this 
conventional approach may not be appropriate as the acceptable level of risk is predefined 
according to experience or precedent. Decision-making under uncertainty is widely 
discussed in water management (Tung et al. 1993; Korving et al. 2003). Yet no agreement 
on it has been achieved. In this section, some frequently used criteria for decision-making 
when risk is involved are discussed.  
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4.2.3.1  The design storm based method 
The conventional way to design a storm sewer network needs to predefine a level of service, 
usually in the form of securing no flood occurring with a certain return period. When 
rainfall is the only uncertainty source considered in the system causing the flood risk (i.e., 
other uncertainty sources can be ignored), the sewer network can be designed to transport a 
design storm of the specified return period without causing any flood. Using this concept, 
the design storm based method attempts to minimize the construction cost whist assuring 
no flood occurs under the specified design storm. This method turns the flood risk 
consideration into a constraint in the optimization.  
4.2.3.2  Criterion based on expected/mean flood risk 
When designing storm sewer networks, an adequate design level should be based on a good 
balance between the construction cost and the probabilistic risk that may occur. The 
expected/mean value is widely used in decision-making in flood risk-based water recourses 
management (Goodman 1984; Korving et al. 2003; Morita 2008; Ryu and Butler 2008; 
Dawson et al. 2008; Korving et al. 2009). It simply and reasonably uses expectation/mean 
to represent the probabilistic risk. The optimization objective of the problem is to minimize 
the expected total cost spent on the system: 
 ∫ +=
1
0
cfT ))((min dxCxCC   (4.5) 
where CT is the total cost,  Cf(x)  is the flood consequence which changes with the 
cumulative probability x, and Cc is the construction cost. 
Using the expectation to represent the probabilistic risk is logical especially when 
evaluating a long-term phenomenon, as the average/overall effect of the system over time 
can be well characterized by the expectation.   
4.2.3.3  The Hurwicz criterion 
The Hurwicz criterion can represent a range of risk attitudes from the most optimistic to the 
most pessimistic (Taha 2007). The Criterion weighs the lower and upper bounds of all 
alternatives by the respective weights Hα and (1-Hα) where 10 ≤≤ αH . The optimization 
objective is formed based on the total probabilistic cost showed in Fig 4.1: 
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 ( )po )1(min CHCH αα −+   (4.6) 
where Co and Cp are the optimistic and pessimistic total cost. In this chapter, the 
probabilistic total costs at the percentile of 5% and 95% are respectively used as the 
optimistic and pessimistic values.  
The value of Hα reflects decision-makers’ attitude towards optimism or pessimism. A 
preference rating of 0 indicates a complete pessimism, while a rating of 1 specifies a 
complete optimism. This method can flexibly include decision-makers’ risk-seeking or 
risk-averse altitude in the formulation the optimization objective. However, it suffers from 
the drawback that the parameter Hα is subjectively determined.  
4.2.3.4  Criterion based on stochastic dominance 
The concept of stochastic dominance was initialised in the area of finance. It is able to deal 
with comparisons between probabilistic values. Tung et al. (1993) firstly applied it to the 
evaluation of water resources projects. The first-degree stochastic dominance test (FSD) 
and the second-degree stochastic dominance test (SSD) are generally performed. For the 
application of the tests on the decision-making in storm sewer network design, the total 
probabilistic costs shown in Fig 4.1 representing the possible annual total costs of 
alternatives are compared. The FSD checks if the value of the CDF of one candidate 
network is monotonically superior or equal to that of another. If it is, the former network is 
preferred. If the FSD test is indecisive, the SSD test, which is based on an attitude of risk-
averse, can follow. Project a dominates projects b if for all the level of total cost CT, there 
is: 
 [ ] 0)(-)()(
T
T
)2( ≥= ∫
+∞
− dxxFxFCF
C
ababδ   (4.7) 
where )2( abF − represents the second-degree difference of cumulative probability between a and 
b, F(x) is the cumulative probability at x. Fig 4.4 shows that curve a dominates curve b 
according to FSD and SSD. 
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Fig 4.4 The stochastic dominance criterion 
However, even with SSD, it sometimes fails to give a better alternative over another when 
comparing two designs. For example, in Fig 4.4 (b), if the intersect area n is larger than the 
area m, no favoured choice can be selected between a and b.  
4.3 Multiple-objective optimization 
4.3.1 Multiple-objective optimization formulation 
When a decision criterion is determined for the storm sewer network design, the decision-
making problem can be formulated as a single-objective optimization. The decision 
variables are the sizes and the slopes of the pipes. The optimization objective is specified 
according to the decision criterion. The single-objective optimization will be solved later in 
Chapter 5 and 6.  
This chapter focus on the probabilistic values comparison in decision-making of storm 
sewer network design. Hence a multiple-objective optimization algorithm is introduced for 
the purpose of better comparison among the different design criteria. The minimization of 
the construction cost and the minimization of the expected flood risk are considered as the 
two objectives. The probabilistic flood risk is represented by the expected flood risk in the 
multiple-objective optimization assuming that the favourability of a candidate network in 
relation to flood risk can be fully represented by the expected flood risk. This is based on 
the assumption that the capacity of storm sewer networks has monotonic relationships, i.e. 
Area n 
Area m 
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if one network provides better protection under a certain design storm than another network, 
it always has less flood than the other one does with any other storms. Fig 4.5 presents two 
probabilistic flood risk under this assumption: the curves should not intersect. This 
assumption is reasonable as the network represented by the lower curve has better capacity 
in the sense of transporting water and this better capacity can be observed under all the 
storms.  
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Fig 4.5 Two probabilistic flood risk curves under monotonic relationship assumption 
 
In the end of the optimization procedure, a Pareto front of designs revealing the trade-off 
between the construction cost and the flood risk of alternative networks are presented. A 
best design is then selected from the designs in the Pareto front according to a design 
criterion.  
The reason for performing a multiple-objective optimization instead of single-objective 
optimizations in this chapter is given: the optimization only needs to run once for the 
multiple-objective optimization algorithm and can be applied to all the decision criteria 
later on while the optimization algorithm needs to be performed for each decision criterion 
if the single-objective optimization is employed. Moreover, an approximate optimization 
method (for example, GA) is utilised as it is impossible to apply the enumeration method to 
solve this optimization problem. The stochastic optimization method may result in errors 
for different runs of the procedure. Hence the comparison of different design criteria using 
different runs of single-objective optimizations may not be reliable. 
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4.3.2 NSGA Ⅱ 
For complicated optimization problems that are unsolvable with analytic methods, the true 
solution can only be guaranteed with full enumeration of all possible solutions. However, 
for continuous problems, the enumeration approach is inapplicable; and for discrete 
problems, it is computationally unaffordable even for a small-size problem with 
enumeration. The storm sewer network design is a complicated optimization problem that 
involves both continuous and discrete decision variables. Therefore, an efficient 
optimization technique is required to solve the problem.  
NSGA Ⅱ (non-dominated sorting genetic algorithm) is a well-known multi-objective 
optimization algorithm (Deb et al. 2002). It is developed on the basis of GA (Holland 1975), 
which is originally designed for a single-objective optimization. The main steps in original 
GA usually involve: 
 encode the decision variable (traditionally using binary strings but other encodings are 
also possible); 
 generate the initial population where each individual, called chromosome, is 
represented by a set of parameter values that completely describe a solution and 
evaluate the fitness value of each chromosome with respect to the objective function 
measuring how good a chromosome is; 
 select individuals based on fitness values; 
 exert operation algorithms on the selected individuals to generate next generation of 
chromosomes. It usually includes crossover and mutation;  
 repeat the steps of evaluating fitness of individuals and generating next generation until 
a convergence criterion is attained.  
As NSGAⅡinvolves comparisons of more than one objective, some steps of NSGAⅡare 
different from those of GA. When evaluating the chromosomes in relation to optimization 
objectives, chromosomes are ranked based on dominance using the non-dominated sorting 
method. A chromosome is not dominated by another if the other chromosome is not 
superior to it with all the optimization objectives. The chromosomes with the same rank 
according to non-dominated sorting method are further evaluated with diversity estimation 
using the crowding distance method. Parent chromosomes are selected from the current 
generation based on ranks and diversity estimations. Child chromosomes are generated by 
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operation algorithms from parent chromosomes. The algorithm combines the current and 
child chromosomes. The next generation are then produced based on the estimation of all 
the chromosomes. NSGAⅡis able to find solutions with good spread and convergence in 
most problems and is well recognised for its computational capacity. It has been widely 
applied in various disciplines such as in reservoir system optimization (Reddy and Kumar 
2007), water distribution system designs (Kapelan et al. 2005), groundwater monitoring 
design (Reed and Minsker 2004) and so on in water engineering. In this work NSGAⅡis 
used as the multi-objective optimization algorithm. 
4.4 Applications 
4.4.1 Case studies 
In this chapter, the methodology is applied to two storm sewer network designs: a synthetic 
network and a real network of Miljakovac, in Belgrade, Serbia. The two cases were studied 
by Guo et al. (2007) to determine the pipe sizes in the network under a specific design 
storm. 
4.4.1.1  The synthetic network  
The synthetic network has a simple layout (see Fig 4.6) and simplified system features. It 
consists of 29 circular pipes, 29 standard manholes, and 1 outfall with a free outflow 
boundary condition. All pipes have the same Manning roughness coefficient of 0.013 and 
different lengths of 100, 200 or 300 meters. Pipe diameters can be chosen from 0.15m to 
1.20m with 0.075 or 0.15 increments. Slopes Si should be values in the continuous interval 
[0.0015, 0.05]. The surface of the area is assumed to be horizontal. A subcatchment with 
area of 5×103 m2 contributes to each manhole. Each manhole is connected to a street with 
the size being 100m×5m. The surface flood is simply simulated by considering the streets 
as ponds on top of manholes. Flood depth on each street is computed as the maximum 
water depth from atop area.  
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Fig 4.6 The configuration of the synthetic storm sewer network  
The surface cover over pipes should be not less than 0.5m and the maximum excavation 
depth is 10m. The construction cost of the storm sewer system mainly consists of: (1) pipe 
cost; (2) earthwork; (3) manhole construction fees.  
Table 4.1 Unit costs of storm sewer pipes for the synthetic network 
Pipe diameter m  unit cost £/m 
0.150 33.54 
0.225 44.27 
0.330 54.14 
0.375 69.83 
0.450 92.20 
0.600 139.54 
0.750 192.79 
0.900 252.29 
1.050 311.25 
1.200 442.93 
 
Table 4.1 gives the unit cost of pipes of different sizes. The unit cost of earthwork is 180 
£/m
3
, including excavation and backfill. The cross section shape of the trench is a 
trapezium: the width of trench bottom is b=Di+0.5; the trench depth changes along a pipe; 
let 'h  be the trench depth of a pipe at the upstream end: h’=Di+hc, where hc is the pipe 
cover height; the angle of the trench side wall is θ=45°. The excavation volume along a 
pipe is integrated along a pipe length. After simplifying the integration, it has the form:  
 LhbhLShbSLSV )tan''()tan'2(
2
1
tan
3
1 2232
E θθθ ++++=   (4.8) 
The manhole construction cost follows a function of its depth: 
 21.12380.292)(mh += hhC   (4.9)  
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It is assumed that the storm sewer network is designed for 70 years usage. The construction 
price is discounted to annual cost by formula: 
 CC
na α
α
−
−
=
1
1
  (4.10)  
where Ca is the discounted annual construction cost, C is the total construction cost, and α 
is the discount factor which can be calculated from: 
 
r+
=
1
1
α   (4.11)  
in which the benchmark interest rate r is 5%.  
The IDF curves of 1, 2, 5, 10, 20, 50, 100, and 200 years return period for this area are 
given as Fig 4.7 shows.  
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Fig 4.7 The IDF of catchment for synthetic storm sewer network design 
There are 5 houses on each side of the 100 meters long street. The value of each house is £5
×105. All houses in the study area are assumed to be 1 or 2 stories. The damage curve is 
presented in Table 4.2 giving the relationship between flood depths and damages in the 
form of percentages of the property value (Oliveri and Santoro 2000). 
 
Table 4.2 Percentages of total value of the damaged property (Oliveri and Santoro 2000) 
Flood depth (m) Property type 
0.25 0.50 0.75 1.00 1.25 
1 or 2 stories, no basement (%)       4.8 7.8 12.5 15.6 17.8 
4 storeys, no basement (%) 5.3 7.5 8.8 9.0 9.7 
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4.4.1.2  The Miljakovac Network 
The urban catchment Miljakovac is situated in Belgrade, Serbia. Its area covers 2.55×105 
m
2
. The storm sewer network consists of 112 circular pipes, 112 standard manholes, and 1 
outfall. The layout of the network is shown in Fig 4.8.  
 
Fig 4.8 The configuration of the Miljakovac network 
 
The construction cost function is built according to Heaney et al. (2002), which mainly 
includes pipeline installation expenses, trench excavation costs, bedding costs and manhole 
costs. The pipeline installation expenses, the bedding cost for different pipe sizes, the 
manhole cost function, as well as the unit excavation cost are given by Heaney et al. (2002) 
at the price level of January 1999. Costs are updated to 2009 values according to the US 
Engineering News-Record (ENR) construction cost index. The units are converted into 
metric units and the US dollars are exchanged to UK pounds at an exchange rate of 0.559 
pounds per dollar. The lookup tables for pipeline installation expenses and for bedding 
costs are shown in Table 4.3.  
The soil type of the area is clay and the trench excavation volume is evaluated according to 
Eq(4.8), but with the pipe slope S substituted by the relative slope Sr=S-Sg, where Sr is the 
relative slope and Sg is the ground surface slope. Let the side slope of the trench 
tanθ=1(Heaney et al. 2002). The unit excavation cost, including backfill and blasting, is 
199.97£/m
3
. The cost of a manhole is related to the depth of the manhole with the function: 
 9317.0mh 1165hC =   (4.12)  
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Table 4.3 Lookup table for pipeline and bedding cost for the Miljakovac network  
(updated from Heaney et al. 2002) 
Diameter (m) Pipeline cost (£/m) Trench width(m) Bedding cost (£/m) 
0.203 24.63 0.610 11.42 
0.254 30.92 0.610 12.50 
0.305 37.73 0.610 13.76 
0.381 48.21 0.914 18.50 
0.457 54.76 0.914 21.33 
0.610 78.87 1.219 30.42 
0.762 97.48 1.219 35.37 
0.914 143.59 1.829 52.85 
1.219 213.82 2.134 73.81 
1.524 309.72 2.438 98.00 
1.829 470.35 3.048 135.63 
 
On each street there are 8 houses, each of which is worth £5×10
5
. The pipe slopes are 
allowed to be in the interval of [0.003, 0.25], considering the ground slope in some area of 
the catchment is very steep. The surface cover over pipes should not be less than 0.5 meters 
and the excavation depth should not be more than 12 meters. 
It is assumed that the storm sewer network is designed for 70 years use. The discounted 
formula and parameters are set the same as in the synthetic network.  
The IDF curves have the form of i = a/ (duration + b)
c
, where a, b and c are parameters. 
The curves of different return period are shown in Fig 4.9. 
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Fig 4.9 The IDF curve of catchment for the Miljakovac network  
 
The damage curve describing the relationship between flood depths and flood damages is 
given in Table 4.2 (Oliveri and Santoro 2000).  
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4.4.2 Results and discussions 
4.4.2.1 The synthetic network 
It is an optimization problem with constraints that the designs should satisfy the maximum 
excavation, minimum pipe cover and pipe size requirements. As this chapter mainly 
focuses on the decision-making with various design criteria rather than on the optimization 
process, the way of handling constraints in GA is detailed in the next chapter. The main 
schemes and parameters set in NSGAII are listed in Table 4.4. The software SWMM is 
employed as the storm sewer hydraulic performance simulator. Surface flood is simply 
simulated by assuming a tank on top of each manhole.  
Table 4.4 Main schemes and parameters used in NSGAII 
Population  Generations Selection Genetic 
operator 
Crossover 
rate 
Mutation 
rate 
200 1000 Tournament 
selection 
 (Parent 
chromosome=100; 
Tournament 
number=2) 
Simulated 
binary 
crossover & 
Polynomial 
mutation 
0.9 0.1 
 
The Pareto front of the two-objective optimization is illustrated in Fig 4.10. The flood risk 
is represented by the expected flood consequence, which is a characteristic value 
representing the probabilistic flood risk. From Fig 4.10, the construction cost starts from a 
threshold value. This is consistent with the existing minimum spending on the 
infrastructure due to the constraints of the problem. At the beginning of the trade-off 
between the construction cost and the expected flood risk, the increase of the construction 
cost is very efficient at reducing the expected flood risk cost. However, when reaching a 
certain level, where the capacity of the storm sewer network is adequate, further growth of 
the construction cost does not lead to significant reduction of the flood risk.  
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Fig 4.10 The Pareto front of multiple-objective optimization for the synthetic network  
The multi-objective optimization provides a set of good designs by trading between 
construction cost and flood risk. Further decision-making method is required to select one 
best alternative for the design. 
Different decision criteria listed in previous section are applied to assist the selection of a 
best design among the designs of the optimal Pareto front. For the design storm based 
method, a return period of 10 years is assumed: the construction cost is minimised with the 
condition that no flood occurs under the 10-year design storm. For the Hurwicz criterion, 
the parameter Hα needs to be specified. Let Hα=0.5. The main characters of the best design 
obtained according to different design criteria are summarized in Table 4.5. The designs of 
their pipe sizes and slopes are listed in Table 4.6. The probabilistic total cost of each 
design, which gives the full information of a design, is represented in Fig 4.11 (the tails of 
the curves are magnified in the middle of the figure). 
Table 4.5 Designs according to different criteria for the synthetic network 
Chosen design Decision criterion 
Construction cost 
(£) 
Expected flood risk 
(£) 
Return 
period 
Design storm based 
method 
513,562 12,302 10 
Expected cost  483,487 31,191 2 
The Hurwicz criterion 519,057 7,362 20 
Stochastic dominance  No best design can be given 
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Table 4.6 Optimal designs for the synthetic network with different criteria 
(a) Using design storm based method 
Pipe  1 2 3 4 5 6 7 8 9 10 
Diameter/m 0.6 0.75 0.75 0.9 0.9 0.6 1.05 1.05 0.75 0.75 
Slope /% 0.15 0.16 0.19 0.19 0.15 0.5 0.15 0.16 0.77 0.22 
Pipe  11 12 13 14 15 16 17 18 19 20 
Diameter/m 0.75 0.75 0.6 1.05 0.375 1.2 0.9 0.375 0.9 0.75 
Slope /% 0.17 0.15 0.15 0.15 1.53 0.16 0.41 0.71 0.15 0.17 
Pipe  21 22 23 24 25 26 27 28 29  
Diameter/m 0.45 0.45 0.9 0.45 0.45 1.2 0.45 1.2 0.3  
Slope /% 0.76 0.4 0.18 0.36 0.3 0.15 1.12 0.15 1.47  
 
(b) Using expected value based method 
Pipe  1 2 3 4 5 6 7 8 9 10 
Diameter/m 0.45 0.6 0.75 0.6 0.75 0.6 0.9 1.05 0.75 0.6 
Slope /% 0.15 0.22 0.15 0.16 0.16 0.35 0.16 0.16 0.46 0.52 
Pipe  11 12 13 14 15 16 17 18 19 20 
Diameter/m 0.75 0.75 0.75 1.2 0.375 1.2 0.9 0.6 0.75 0.75 
Slope /% 0.15 0.17 0.15 0.15 1.8 0.15 0.41 0.63 0.22 0.21 
Pipe  21 22 23 24 25 26 27 28 29  
Diameter/m 0.45 0.6 0.75 0.45 0.6 1.2 0.375 1.2 0.375  
Slope /% 0.39 0.15 0.15 0.55 0.15 0.15 1.27 0.2 1.37  
 
(c) Using the Hurwicz criterion 
Pipe  1 2 3 4 5 6 7 8 9 10 
Diameter/m 0.6 0.6 0.9 0.6 0.9 0.6 1.05 1.05 0.75 0.6 
Slope /% 0.16 0.24 0.15 0.15 0.16 0.37 0.16 0.17 0.46 0.78 
Pipe  11 12 13 14 15 16 17 18 19 20 
Diameter/m 0.75 0.75 0.75 1.05 0.45 1.2 0.9 0.45 0.9 0.75 
Slope /% 0.15 0.15 0.15 0.15 1.76 0.15 0.36 0.58 0.22 0.32 
Pipe  21 22 23 24 25 26 27 28 29  
Diameter/m 0.45 0.6 0.9 0.45 0.6 1.2 0.45 1.2 0.375  
Slope /% 0.24 0.15 0.16 0.62 0.19 0.15 1.28 0.2 1.42  
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Fig 4.11 The probabilistic total cost for the synthetic network designs according to different 
criteria 
 
In this case, the Hurwicz criterion (when parameter Hα =0.5) gives the most conservative 
design. The expected cost based criterion offers the cheapest design but with highest flood 
risk. The traditional design storm method (if the return period is set to be 10 years) provides 
a design between the former designs in terms of risk. These conclusions may not hold when 
these criteria are applied to other cases, especially when some parameters such as the return 
period of design storm and Hα can be adjusted based on decision makers’ attitude towards 
risk. The stochastic dominance based criterion fails to give a best design, i.e. there is no 
design that dominates all others. This is because this criterion is actually very strict in the 
sense that a dominance test is conducted over the whole range of the possible values. In 
order to give an appropriate design, further decision-making criterion is required.  
The preference of designs of the Pareto front according to the two flood risk based criteria, 
i.e. the expected flood risk based criterion and the Hurwicz criterion are represented in Fig 
4.12. As the uncertain flood risk is represented by different characteristic values, the 
preferences of designs according to the two criteria are different.  
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Fig 4.12 Comparison of decision-making for the synthetic network according to the 
expected flood risk based criterion and the Hurwicz criterion 
 
The sensitivity of the parameter Hα  in the Hurwicz criterion is studied. Different values are 
assigned to Hα. The main characteristics of the best design obtained according to the 
Hurwicz criterion with different Hα are listed in Table 4.7. The decision-maker is more 
inclined to risk-seeking when Hα increases. As a result the network with larger Hα is 
designed with lower construction and higher risk. In this case, when Hα ≤0.5, the design is 
not sensitive to the variation of Hα. It is worth mentioning that the attitude towards risk can 
also be adjusted through the definition of percentiles of the probabilistic value assigned to 
the most optimistic and pessimistic values. 
Table 4.7 Sensitivity analysis of Hα in the Hurwicz criterion  
for the synthetic network design 
Chosen design Hα 
Construction cost (£) Expected flood risk (£) Return period 
0 519,057 7,362 20 
0.25 519,057 7,362 20 
0.5 519,057 7,362 20 
0.75 483,487 31,191 5 
1 431,835 135,512 <1 
 
4.4.2.2 The Miljakovac network 
The main schemes and parameters in NSGAII are set the same as in the synthetic network 
design listed in Table 4.4. 
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The Pareto front of the two-objective optimization is drawn in Fig 4.13. The same 
conclusion can be obtained as concluded in the synthetic network: The construction cost 
starts from a threshold value. The increase of the construction cost is very efficient at 
reducing the expected flood risk cost when the construction cost is low. After the capacity 
of the storm sewer network reaching certain level, further growth of the construction cost 
does not significantly reduce the flood risk cost.  
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Fig 4.13 Pareto front of multiple optimization of the Miljakovac network design 
  
The best designs from the optimal Pareto front are determined according to different 
decision criteria listed in previous section. The parameters in the design criteria are set the 
same as in the synthetic network: for the design storm based method, a return period of 10 
years is assumed; the construction cost is minimised with the condition that no flood occurs 
under the design storm; for the Hurwicz criterion, let Hα =0.5. The main characteristics of 
the best designs obtained from different design criteria are listed in Table 4.8. The pipe 
sizes and slopes of the designs are not presented for legibility reasons. The probabilistic 
total cost of each design from different decision criteria is represented in Fig 4.14. 
Table 4.8 Designs according to different criteria for the Miljakovac network  
 
Chosen design Decision criterion 
Construction cost (£) Expected flood risk (£) Return period 
Design storm based 
method 
480,171 8,837 10 
Expected cost  422,228 20,169 5 
The Hurwicz criterion 422,228 20,169 5 
Stochastic dominance  No best design can be given 
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Fig 4.14 The probabilistic total cost curve for designs according to different criteria 
 
In this case, the stochastic dominance criterion also fails to identify a best design from the 
Pareto front. This, again, shows the strictness of this criterion. The expected total cost and 
the Hurwicz criterion give the same resultant design, while the design storm of 10-year 
return period criterion gives a more conservative design.  
The preference of designs of the Pareto front according to the expected flood risk based 
criterion and the Hurwicz criterion are presented in Fig 4.15. 
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Fig 4.15 Comparison of the Miljakovac network designs according to the expected flood 
risk based criterion and the Hurwicz criterion 
 
The sensitivity of the parameter Hα in the Hurwicz criterion is also studied in this case. The 
main characteristics of the best designs obtained by the Hurwicz criterion with different Hα 
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are listed in Table 4.9. The trend of the increasing construction cost and decreasing flood 
risk when Hα increases can be observed. In this case, the design is not sensitive when  
0.25≤Hα≤0.75. 
Table 4.9 Sensitivity analysis of Hα in the Hurwicz criterion  
for the Miljakovac network design 
Chosen design Hα 
Construction cost (£) Expected flood risk (£) Return period 
0 450,417 12,837 5 
0.25 422,228 20,169 5 
0.5 422,228 20,169 5 
0.75 422,228 20,169 5 
1 352,135 395,142 <2 
 
4.5 Conclusions 
The storm sewer network design can be seen as a decision-making process, which can 
always be formulated as an optimization approach. The two important issues when 
designing a storm sewer network are the construction cost and the probabilistic flood risk 
that may occur. This chapter considers storm sewer network design, focusing on decision-
making under risk consideration with different design criteria.  
A process for the evaluation of probabilistic flood risk under several design storms is 
presented. The probabilistic flood damage is approximated based on the assumption that a 
T-year design storm results in a T-year flood. Some details in the procedure such as the 
choice of the system performance simulation model, the parameters denoting flood stages, 
the optimizer, etc. can be changed with an integrated consideration of different project 
objective, accuracy requirement and computational cost. 
There is a trade-off relationship between construction cost and flood risk, i.e., usually a 
higher investment in the system results in a lower flood risk. Due to the uncertain property 
of the flood risk which is commonly described by a probability distribution, decision-
making about the comparison between alternative designs is not straightforward. There is 
no unified way for decision-making under risk consideration. Several frequently used 
design criteria are introduced and discussed in this chapter. The traditional approach for 
storm sewer network design with a predefined design storm turns the probabilistic flood 
risk to a constraint in the optimization. The expected value based method uses a single 
statistic, with the physical meaning being expected/mean value to describe the possible 
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flood consequence. This is appropriate especially when it applies to a long-term evaluation. 
The Hurwicz criterion makes use of two statistic values and weights them. The weights can 
reflect the attitude of decision makers towards risk. The stochastic dominance method 
considers flood consequence over the whole range for the FSD test and uses the SSD test 
with a risk-aversion attitude for further consideration if no conclusion can be drawn in the 
first stage. It is a strict criterion as a result it sometimes fails to offer a decision. There is no 
agreement about which criterion is better. The available methods for decision-making 
considering risk are not limited to the methods discussed here. The chosen criterion for use 
depends on the major concerns of a specific problem.  
This chapter designs a storm sewer network with a multiple-objective optimization 
followed by a “choice” process making use of a decision criterion. The optimization 
identifies a Pareto front of optimal designs in terms of low construction cost and low flood 
risk. The “choice” stage then selects a best design from the Pareto front. The multiple-
objective optimization is applied for the purpose of better comparison between different 
decision-making criteria. The designs selected according to different decision-making 
criteria are different as a result of different aspects being regarded by different criteria. 
It is worth mentioning that once a decision criterion is determined for decision-making a 
priori, the storm sewer network design can be solved by a single-objective optimization, 
whereby the optimization objective is formed based on the determined decision criterion. 
The single-objective optimization will be formed and discussed in the following two 
chapters. 
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Chapter 5 Optimal storm sewer network 
design: flood risk evaluated with several 
design storms 
This chapter investigates the storm sewer network design considering flood risk with a 
single-objective optimization. Following the previous chapter, a decision criterion is 
required a priori for the formulation of the problem. The expected/mean flood risk based 
criterion is employed as the decision criterion to form the optimization objective 
considering that the storm sewer network is generally designed for a long time period 
usage and the expected value based criterion is particularly suitable for evaluating a long 
term effect. However, the choice of the criterion will not affect the generality of the 
methodology. A framework for the optimization of flood risk based storm sewer network 
design is presented. This chapter also estimates flood risk of a storm sewer network under 
limited number of design storms as performed in the previous chapter. GA is introduced 
as an optimizer for the single-objective optimization and its adapted form for this specific 
problem is detailed. The methodology is applied to two case studies to demonstrate its 
effectiveness.  
5.1 Introduction 
The traditional way for flood management is to perform an economic analysis by 
examining a particular design flood. The concept of risk-based approach has been around 
for decades. It is widely recognised that the risk-based method is sounder than the old 
forms of the traditional approach (Lund 2002; Voortman 2003; Morita 2008; Korving et 
al. 2009).  
Flood risk is generally a combination of the probability of a flood occurring and the 
impact associated with the flood. As known in last chapter, the uncertain property of the 
flood risk makes the decision-making not unique. A decision criterion is required for the 
formulation of the problem. In practice, the expectation of the probabilistic flood risk is 
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very often used to represent the uncertain flood risk. Hence the terminology “flood risk” 
also refers to the expected flood consequence in a narrower sense (Freeze et al. 1991; 
Korving et al. 2003; Morita 2008; Ryu and Butler 2008; Korving et al. 2009). In this 
chapter, the expected/mean flood risk based criterion is employed to form a single-
objective optimization for the storm sewer network design.  
5.2 The framework for single-objective optimization of storm 
sewer network design 
5.2.1 Problem formulation 
The storm sewer network design is a pipe sizing and slope designing problem with a 
fixed network layout, the same as described in the last chapter. The decision variables 
should satisfy the constraints represented in Eq(4.1)–Eq(4.3). The objective of the 
optimization of storm sewer network design considering flood risk is to balance the 
construction cost against the flood risk reduction. In this chapter the uncertain flood risk 
is represented by its expectation. Thus the single objective is formulated to minimise the 
sum of the construction cost and the expected flood risk as shown in Eq(4.5), which is a 
function of the decision variables: 
 niSDCSDCSDf iiiiii L,2,1),,(),(),(min fc =+=   (5.1) 
where ),( ii SDf  is the objective function to be minimized with the decision variables 
being pipe diameters Di chosen from a discrete set of available values and slopes Si that 
lies in a continuous interval [Smin, Smax]; ),(c ii SDC  is the construction cost of the 
network determined by decision variables; ),(f ii SDC is the expected flood risk cost 
which is also a function of the network design; n is the number of pipes in the network. 
5.2.2 The Framework 
An outlined framework incorporating the major components for the optimal storm sewer 
network design considering flood risk is presented in Fig 5.1. The framework is mainly 
an optimization loop, where a single objective optimizer evaluates and improves trail 
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solutions with respect to the optimization objective. For each evaluation for a trial 
solution executed in the optimizer, the construction cost and the flood risk of the network 
are both assessed. Usually the construction cost can be expressed by an algebraic 
formula, while the flood risk evaluation requires calling for computationally demanding 
system performance simulations. As the flood risk evaluation is located within the 
optimization loop in the framework, assuming that no trail solutions are needed for the 
optimization process and nr storm sewer system performance simulations for the flood 
risk evaluation, the required overall number of simulations of system performance for 
this problem is ro nn × . The computation is very intensive if both of the optimization 
process and the flood risk evaluation need a large number of evaluations. In this chapter, 
the probabilistic flood risk is approximated by the simulation of storm sewer system 
performance under several design storms (see Fig 4.2). The use of design storms 
significantly reduces the number of hydraulic performance simulations in comparison 
with using a sampling based method or the method involving simulations of a long time 
series. However, this method is computationally efficient at a price of a low precision of 
flood risk evaluation as it approximates the probabilistic flood risk with several points 
placed on the risk curve.  
It is worth mentioning that in some cases, sampling methods may be more appropriate for 
the flood risk evaluation, for example when the available information about rainfall is 
given by probability distributions rather than design storms or when the precision of 
flood risk evaluation is required high. Moreover, the sampling method can flexibly 
include other uncertainty sources in the risk evaluation process while it is difficult for 
design storm based method. Regarding its main drawback being computationally 
expensive, we can always expect that the computational capacity will increase as time 
goes by. The flood risk evaluated using sampling method will be introduced in the next 
chapter.  
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Fig 5.1 The framework for flood risk based storm sewer network design 
5.3 Optimization by adapted GA 
The GA, initially inspired by evolutionary biology, is one of the most popular heuristic 
optimization methods widely applied in many areas. GA is categorized as a global 
searching optimization method and is applicable for both continuous and discrete 
problems. It is employed in this chapter as the optimization algorithm for the single 
objective design of storm sewer network design. The brief description of original GA has 
been given in Chapter 4.  
In the optimal storm sewer network design problem defined above, the design variables 
include pipe diameters and pipe slopes. Accordingly a chromosome in GA consists of 
two parts: the first part represents pipe diameters and the second part represents pipe 
slopes. The chromosomes are encoded with decimal strings in this work. 
Generally GA is designed for non-constrained optimizations. If a constrained 
optimization is considered, a penalty function approach is usually hired to penalize the 
fitness of solutions when a constraint is violated. With the penalized cost, candidate 
solutions that violate constraints are judged inferior. As there are three constraints 
Decision variables 
(Pipe diameters 
and slopes) 
nr deterministic 
sewer simulation 
models 
One rainfall event 
Construction cost 
Optimal solution Optimizer 
Risk calculation 
One instance of 
flood damage 
Optimization 
objective evaluation 
111 
Eq(4.1), Eq(4.2) and Eq(4.3) considered in our storm sewer network design problem, it is 
even difficult to attain a solution that satisfies all constraints when incorporating the three 
constraints into fitness evaluation with penalty functions simultaneously. Therefore in 
this work the constraints Eq(4.2) and Eq(4.3) are dealt with penalty, whereas the 
constraint Eq(4.1) is considered implicitly in the optimization process, i.e. the 
chromosomes are designed and operated in a way that implicitly satisfies it. As the pipe 
slopes are not involved in the constraint Eq(4.1), the implicit consideration of this 
constraint only involves the part of chromosomes representing pipe diameters. The 
initialization and the operation (including crossover and mutation) parts of GA for pipe 
diameters are adapted in the following:  
 Initialization: When initialising the population, instead of generating all pipe sizes 
randomly, a pipe is randomly selected to start the size assignment process. A random 
valid size value is given to the starting pipe; its upstream and downstream pipes are 
then identified. With uneven probabilities, the upstream and downstream pipes are 
assigned valid random values satisfying that the upstream pipes should not be larger 
than the starting pipe and downstream pipes should not be smaller than it. Probability 
p is introduced as a parameter to guarantee that the initialization is well distributed in 
the whole possible space. For instance, let p=0.9, assuming there are 10 available 
pipe sizes, the first pipe is randomly selected and assigned size 4,  for its upstream 
pipe, the probability of its size being 4 is 0.9, being size 3 is (1-0.9)×0.9, being size 
2 is (1-0.9)×(1-0.9)×0.9, and being size 1 is (1-0.9)×(1-0.9)×0.1. The probability 
p is hired to prevent pipe sizes adopting extreme values early in the process. The pipe 
size assignment of upstream or downstream pipes of known pipes is repeated until it 
reaches the end of the network.  
 Crossover: A crossover on two individuals is performed as follows: a pipe is 
randomly selected and the corresponding pipe sizes of the two individuals are 
compared. The upstream of the selected pipe in the new generated individual is given 
the corresponding sizes of the individual presenting the smaller-size in the previous 
comparison, while the downstream of the selected pipe is given the corresponding 
sizes of the other individual. In this way, the new generated individual still satisfies 
the constraint in Eq(4.1). 
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 Mutation: The mutation process on an individual is as follows: pipes are selected 
randomly in the network for mutation with a given probability. The range of 
allowable values for a selected pipe is identified referring to the constraint in Eq(4.1). 
The pipe is then randomly assigned a size from the valid values.  
When evaluating the fitness values of individual chromosomes, the fitness value of each 
individual is combined of two parts: the first part is given by Eq(5.1) and the second part 
corresponds to the penalty on the violation of the constraints in Eq(4.2) and Eq(4.3). 
Considering that the objective evaluation Eq(5.1) based on several simulations of storm 
sewer system performance is much more computationally demanding than the evaluation 
of the constraints in Eq(4.2) and Eq(4.3) with algebraic expressions, the following 
process is proposed in order to reduce computations. In the optimization process, if a trial 
solution badly violates one of the constraints, its fitness is directly assigned a large 
penalty value, without evaluating its objective function Eq(5.1). The procedure of the 
adapted GA for the application of the optimal storm sewer network design considering 
flood risk is presented in Fig 5.2.  
 
Fig 5.2 The procedure of adapted GA for optimal storm sewer network design 
 
Generate initial population Di, Si 
Evaluate constraint Eq(4.2) & Eq(4.3) 
Violation is beyond a threshold? 
No  
Objective calculation by Eq(5.1)  
 
Fitness evaluation: 
f= Pg or  f=C+P
’
g 
Yes  
Convergence criterion 
 achieved? 
Yes  
Stop 
GA operator: generate 
new population  
No  
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From Fig 5.2, if a chromosome representing a candidate solution violates the constraints 
in Eq(4.2) and Eq(4.3) more than a threshold value defined beforehand, a relatively large 
penalty is given to the fitness without evaluating its construction cost and flood risk: 
 gPf =   (5.2) 
where f is the fitness value and gP  is a relatively large penalty for violating a constraint 
Eq(4.2) or Eq(4.3), which is set to be 2-3 order higher than a roughly evaluated 
construction cost.  
Only the “good enough” candidates with respect to the constraints of Eq(4.2) and Eq(4.3) 
can go to the next stage of objective function evaluation by adding the penalty of 
violation to the objective Eq(5.1):  
 'gPCf +=   (5.3) 
where 'gP  is the penalty for violating constraints in Eq(4.2) and Eq(4.3), which is 
proportional to the violation. 
5.4 Applications  
The methodology of the single-objective optimization for the storm sewer network design 
making use of several design storms is applied to the synthetic network and the 
Miljakovac network design described in the previous chapter. 
5.4.1 The synthetic network 
The parameters and schemes set in GA are given in Table 5.1. The parameters are 
identified by limited sensitivity analysis studies. The elite scheme is used in GA in order 
to guarantee that good individuals will not be lost during the involution of the 
optimization.  
Table 5.1 Main schemes and parameters set in GA for the synthetic network design 
Population 
size 
Selection 
method 
Crossover 
rate 
Mutation 
rate 
Elite 
size 
Total 
generation 
200 Roulette 0.8 0.05 2 1000 
 
As GA is a stochastic optimization algorithm, the program was run 10 times and the best 
result is presented. The objective values of all generations are plotted in a logarithm 
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scale, as shown in Fig 5.3(a). Fig 5.3 (b) is the objective values from the 50th generation 
with a linear scale. The objective value decreases as the search goes on. At the beginning 
the objective value is much higher than the objective values of subsequent generations. 
This is because all chromosomes violate the constraints in Eq(4.2) and Eq(4.3) badly for 
the first several generations, and are directly assigned a high penalty value.  
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Fig 5.3 The optimization process for the synthetic network design with flood risk 
evaluated under several design storms 
 
The objective value of the optimal design is £499,108. The obtained optimal design is 
listed in Table 5.2.  
 (a) 
(b) 
 (a) 
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Table 5.2 Optimal design from single objective optimization for the synthetic network 
with flood risk evaluated under several design storms 
Pipe  1 2 3 4 5 6 7 8 9 10 
Diameter/m 0.6 0.75 0.9 0.45 0.9 0.45 1.05 1.05 0.9 0.45 
Slope /% 0.15 0.15 0.15 0.15 0.15 0.58 0.15 0.15 0.76 0.17 
Pipe  11 12 13 14 15 16 17 18 19 20 
Diameter/m 0.75 0.6 0.6 1.05 0.6 1.05 0.9 0.6 0.9 0.75 
Slope /% 0.15 0.26 0.15 0.15 0.834 0.15 0.53 0.27 0.15 0.15 
Pipe  21 22 23 24 25 26 27 28 29  
Diameter/m 0.75 0.75 0.75 0.45 0.6 1.05 0.375 1.05 0.375  
Slope /% 0.15 0.15 0.15 0.15 0.15 0.15 1.27 0.36 1.49  
 
In order to identify the flood return period of the designed storm sewer system, the 
system performances of the design network are simulated under design storms. Any 
surface water is considered as flood occurring. In this case, no flood appears under the 
design storm of 5 years return period and some flood occurs with the design storm of 10 
years return period under the designed storm sewer system. Hence the flood return period 
of this designed system is between 5 to 10 years. It is believed that the average annual 
cost on the system can be expected to reach the minimum when the storm sewer network 
is designed to resist a design storm of this specific return period. In comparison with the 
traditional storm sewer network design method where the return period of a design storm 
is required to be given beforehand according to experience or experts’ opinion, this 
approach considers flood risk explicitly and is based on a good balance between the 
construction cost and the flood risk. The traditional design method may cause 
inappropriate capital spending because it subjectively specifies a protection level of the 
system.  
Fig 5.4 shows the probabilistic flood damage curve for the obtained optimal design. The 
curve is approximated by linear interpolation of the flood damage under different design 
storms. The curve is extended horizontally when the flood return period exceeds 200 
years (top right corner at the diagram in Fig 5.4). Indications are given here regarding the 
range of the design storms chosen for the risk-based optimal storm sewer network design. 
Concerning the lower bound of the return period of the design storms, the design storm of 
a return period smaller than the expected return period of the network can be excluded, 
e.g. if the designer believes that the network is designed to resist a 10-year storm at least, 
the design storms utilised in this methodology can start from return period of 10 years. 
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Concerning the upper bound, the suitable upper limit of the return period being used is 
difficult to identify beforehand. After the selection of the network design it is necessary 
to complete the probabilistic flood damage curve past the selected return period. If the 
additional curve under the area is significant comparable to the overall flood risk cost, 
design storms of higher return period should also be included. However, for simplicity 
reasons and limited available information about the design storms this part is not 
executed in this thesis. 
 
Fig 5.4 The probabilistic flood damage for the synthetic network design from single 
objective optimization with flood risk evaluated under several design storms  
 
The construction cost and flood risk cost for the obtained design network are respectively 
£472,791 and £26,317 for an annual year. The designs obtained by the single-objective 
approach and by the multiple-objective approach with the same design criterion are listed 
in Table 5.3 for comparison. Though the decision criteria used are the same, the two 
designs from different approaches are not identical as GA and NSGAⅡ are stochastic 
optimization algorithms. Furthermore, the different ways of formulating the problem in 
single- and multiple-objective optimization change the landscape of the objective 
function thus it may have an influence on the optimization result. In this case, the design 
obtained by single-objective approach is better than that by multiple-objective approach 
in the sense of minimizing the expected total cost. The difference between the total 
annual costs obtained from the two approaches is around 3%.  
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Table 5.3 Comparison between the synthetic network designs obtained by single-
objective and multiple-objective approaches 
 Design by single objective Design by multiple objective  
Construction cost (£) 472,791 483,487 
Expected flood risk (£) 26,317 31,191 
Total cost (£) 499,108 514,678 
Return period (year) 5-10 2-5 
 
The number of the flood risk evaluations for each generation in the single-objective 
optimization is shown in Fig 5.5. No simulation is called for the first 20 generations, 
which shows that all the initial random candidate solutions violate constraints in Eq(4.2) 
and Eq(4.3) badly. This result also appears in Fig 5.3 that shows large fitness values for 
the first twenty generations, corresponding to the constraint violation penalties. As the 
reproduction goes on, more and more candidate solutions are acceptable with respect to 
the constraints in Eq(4.2) and Eq(4.3) and the objective function is evaluated. After 40 
generations, the number of flood risk evaluations for each generation varies from 72 to 
132.  The overall number of the flooding risk evaluations for the whole searching process 
is 99,715. The computation effort is less than a half compared with 2×10
5
 evaluations 
being required if no threshold is set to evaluate the flood risk.  
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Fig 5.5 Number of objective evaluations for the synthetic network design from single 
objective optimization with flood risk evaluated under several design storms 
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5.4.2 The Miljakovac network 
The parameters and schemes used in GA in this case are set as the same in the synthetic 
network as shown in Table 5.1.  
The best result of 10 runs is shown in Fig 5.6. The objective value of the optimal design 
improves as the search goes on. The optimal overall cost on the storm sewer system 
including the construction cost and the flood risk cost for an annual year is £541,423. Fig 
5.7 shows the probabilistic flood damage curve for the obtained optimal design. The 
network is designed to resist a design storm of return period between 5 years to 10 years. 
The construction cost and the flood risk cost for the obtained optimal network design are 
£478,563 and £62,860, respectively. The designs obtained by the single-objective and 
multiple-objective optimization are compared in Table 5.4. In this case, the design 
obtained by the multiple-objective approach is better than that by the single-objective 
approach in the sense of minimizing the total cost. The difference between the total costs 
obtained from the two approaches is around 5%.  
Fig 5.8 presents the number of flood risk evaluations executed for each generation in the 
optimization process. The overall number of flood risk evaluations is 93,663. Around half 
of the computational effort is saved compared with an algorithm with no threshold 
conditioning on the flood risk evaluation. 
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Fig 5.6 Optimization process for the Miljakovac network design with flood risk evaluated 
under several design storms 
 
Fig 5.7 The probabilistic flood damage for the Miljakovac network design with flood risk 
evaluated under several design storms 
 
Table 5.4 Comparison between the Miljakovac network designs from single-objective 
and multi-objective optimization approaches 
 Design by single objective Design by multiple objective  
Construction cost (£) 478,563 422,228 
Expected flood risk (£) 62,860 20,169 
Total cost (£) 541,423 514,678 
Return period (year) 5-10 2-5 
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Fig 5.8 Number of objective evaluations for the Miljakovac network design 
 
5.5 Conclusions 
This chapter presents a framework for the design of a storm sewer network considering 
flood risk under a single-objective optimization. The expected value based criterion is 
employed as the decision criterion to formulate the optimization objective. However, the 
choice of the decision criterion will not affect the generality of framework. This approach 
allows the identification of the appropriate design level by balancing the construction cost 
against the flood risk reduction. 
In the framework, the flood risk is computed within the optimization loop. Without 
affecting the general framework, the probabilistic flood risk can either be evaluated under 
design storms or using sampling based method or rainfall time series, depending on the 
available information about the main driver of the system (rainfall), the computation 
resources and the requirement of the problem. When evaluating the probabilistic flood 
risk, this chapter directly assigns the return periods of design storms to the return periods 
of floods. The probabilistic flood risk can be obtained through a limited number of storm 
sewer system performance simulations under the design storms. This approach is 
therefore significantly more computationally efficient than using sampling based methods 
or methods involving continuous time series for the flood risk evaluation of a storm 
sewer system.  
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The storm sewer network design is a constrained optimization problem incorporating 
both continuous and discrete decision variables. The original GA is adapted to solve this 
particular problem. The trial solutions for the flood risk assessment are selected or 
discarded based on constraint evaluations. Such threshold selection is proved to 
significantly improve the computational efficiency.  
The framework for a risk-based optimal storm sewer network design is successfully 
applied to the design of two different networks: a synthetic network and the Miljakovac 
network. The applications demonstrate the effectiveness of the methodology.  
The proposed framework can easily be extended to the design of storm sewer systems 
with storage elements, pumping stations, etc. by incorporating these elements into the 
decision variables. 
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Chapter 6 Optimal storm sewer network 
design: flood risk evaluated with sampling 
method 
This chapter solves the flood risk based storm sewer network design with a single-
objective optimization under the framework proposed in Chapter 5. The decision criterion 
determining the single optimization objective also employs the expected value based 
criterion, where the probabilistic flood risk is represented by its expectation. Different 
from chapter 5 evaluating flood risk under several design storms, this chapter assesses the 
flood risk with sampling method. Sampling-based method is widely applied in many 
areas due to its simple principle and easy application, though it is usually computationally 
costly. A novel method for generating correlated samples is introduced. It is adapted from 
a literature method providing that the marginal distributions of variables as well as the 
correlations between them are known. The group method is proposed in order to facilitate 
the generation of correlated samples of large sizes. The method is generally applicable to 
any area where correlated samples are required. In this chapter, it is applied to the 
generation of rainfall event samples; the samples are then used in the evaluation of flood 
risk for storm sewer network design.  
6.1 Generating correlated samples 
6.1.1 Related issues 
6.1.1.1 Background 
When modelling hydrosystems, it is common that the variables or inputs are not 
independent of each other. For example, the intensity and the duration of a rainfall event 
are usually observed to be negatively correlated; the peak, the volume and the duration of 
runoff are probably dependent from each other; a regional cross correlation among the 
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precipitation of different regions is possibly presented when regional effects are 
considered, etc. 
If these variables are generated via sampling, it is important to ensure that the 
dependency of the samples is either incorporated in the sampling process, or maintained 
in the resultant samples through adjustments. Any dependencies among the variables 
must be considered when solving such problems as substantial biases can result if 
correlations are neglected (Smith et al. 1992). Kapelan et al. (2005) asserted that 
neglecting demand correlation in water distribution system design under uncertainty may 
lead to underdesign of systems. Douglas et al. (2000) believed that a dramatically 
different interpretation would have been achieved if regional cross-correlation had been 
ignored when analyzing the trends in flood and low flows in the US. Grimaldi and 
Serinaldi (2006) stated that for a complete analysis of the three main characteristics of a 
flood event, i.e. peak, volume and duration, full understanding of these variables and 
relationships is necessary. Kanso et al. (2006) found out a clear correlation between the 
parameters of maximum mass and the erosion parameter in the urban runoff quality 
modelling. Yue (2000) pointed out that the severity of the damage caused by a storm is in 
fact a function of the correlated storm peak and total amount.  
Sampling based technique is one of the most frequently used approaches to generate 
required variables for model simulations. If the variables are correlated, a traditional way 
of considering the dependence between variables is to use classical families of 
multivariate probability distributions such as the normal, log-normal, and exponential 
distributions. However, such an approach suffers from the limitation that the behaviours 
of the multiple variables must be characterized by the same parametric family of the 
univariate distributions. Another possibility to consider dependence between variables is 
via copula, which is a joint distribution function that can capture relationships between 
variables. Copula has been utilised to construct the correlation structure among rainfall 
variables (Salvadori and Michele 2006; Salvadori and Michele 2007; Zhang et al. 2007). 
When working with copulas, the choice of a good fitting dependence structure is 
important. However, the experience of choosing a suitable copula to describe certain data 
or phenomena is limited, though this is still an area of active research.  
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Pearson correlation coefficient (CC) and the Spearman rank correlation coefficient (RCC) 
are another two possibilities widely used to measure the dependence between variables 
(Helton and Davis 2003). The CC rXY between two random variables X and Y with 
expected values µX and µY and standard deviations σX and σY is computed as: 
 
YX
YX
YX
XY
YXEYX
r
σσ
µµ
σσ
)))(((),cov( −−
==   (6.1) 
where cov is the covariance and E is the expected value operator. The CC rxy of samples 
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where x and y  are the sample means of X and Y, sx and sy are the sample standard 
deviations. CC is a value between -1 and 1, providing a measure of the strength of the 
linear relationship between two variables, with CC=1 denoting the case of an increasing 
linear relationship, and CC=−1 being the case of a decreasing linear relationship. The 
values in between in all other cases indicate the degree of linear dependence between 
variables. The closer the coefficient is to either −1 or 1, the stronger the linear correlation 
between the variables. The RCC is defined similarly to the CC as Eq(6.1) and Eq(6.2) but 
with rank-transformed data. Rank-transforming is a step to convert the original values of 
the samples to their orders in samples. More specifically, the smallest value of samples of 
a variable is given a rank of 1; the next smallest value is given a rank of 2; and so on up 
to the largest value which is given a rank equal to the sample size n. The numerical 
values of RCC are also between -1 and 1 but it is a measurement of the strength of the 
monotonic relationship between two variables.  
Henceforth, CC is a measure of linearity of the relationship between variables; while 
RCC is a measure of the monotonicity in the relationship between variables (Conover and 
Iman 1981). They are both useful in describing the dependency of variables. However, in 
sampling-based simulations, RCC is predominantly utilised due to the general difficulty 
in maintaining a specified CC value when the required variables to be generated are not 
normally distributed (Morgan and Henrion 1990).   
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6.1.1.2 Existing methods for generating correlated samples 
Methods for generating correlated samples with some specific marginal distributions such 
as normal distributions (Cheng 1985) and Pearson family distributions (Parrish 1990) are 
available. Iman and Conover (1982) proposed a distribution-free and simple widely used 
method for generating correlated samples. However, their method can only generate 
samples with given RCC, but not CC. Moreover, it is difficult to guarantee the accuracy 
of the resultant RCC of generated samples. Li and Hammond (1975) and Lurie and 
Goldberg (1998) presented some 2-step methods for generating correlated samples by (1) 
generating an intermediate normal sample of multivariables; and (2) transforming 
underlying correlated normal sample into the target non normal sample. The intermediate 
normal sample should have appropriate correlations which are determined by an 
inversion of a double integral. This is a computationally intensive procedure and a 
feasible solution may not be available. The correlated samples can also be generated 
through copulas. As stated by Genest and Rivest (1993), a natural way of specifying the 
distribution function is to examine the copula and marginal distributions separately. 
Schweizer and Wolff (1981) established that the copula accounts for all the dependence 
between two random variables X and Y: if g1 and g2 are strictly increasing functions over 
the range of X and Y, the transformed variables g1(X) and g2(Y) have the same copula as X 
and Y. Regardless of the scale in which each variable is measured, the copula is able to 
capture the synchronized fluctuations between X and Y. Therefore it is possible to express 
RCC solely in terms of the copula function. However, as CC is affected by changes of 
(nonlinear) scale, specifying the copula alone is not sufficient and it requires the marginal 
distributions to be known (Frees and Valdez 1997). Hence, the method using copula to 
generate samples is generally constrained to those required correlation given by RCC 
instead of CC. 
Charmpis and Panteli (2004) and Vořechovský and Novák (2009) proposed a heuristic 
approach for generating correlated samples. They considered the case of sampling from a 
multivariate distribution with correlated marginals where the specified marginal 
probability distributions as well as their correlation coefficients are known. The approach 
includes two distinct steps: the first step is to generate univariate random samples 
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independently from their own specified marginal probability distributions; in the second 
step the generated univariate samples are rearranged in a way that the values of the 
numbers generated in the first step do not change but the positions of these numbers 
change, thus the desired correlations between them can be obtained. The simulated 
annealing (SA) algorithm is employed to rearrange the positions of the univariate samples 
in order to find a suitable arrangement. Chakraborty (2006) provided some theoretical 
results about “how close to the target correlation” by rearranging positions of univariate 
samples and proposed a deterministic initialization algorithm called PERMCORR based 
on the theoretical results. This deterministic algorithm is claimed to speed up 
convergence of stochastic optimization algorithms such as SA.  
6.1.2 Methodology 
6.1.2.1 Basic principle 
This chapter focuses on generating correlated samples with known marginal distributions 
and dependences given by CC or RCC. The basic idea of the methodology is to 
approximate the sample correlations (either CC or RCC) to the target correlations by 
rearranging the positions of the samples after each marginal sample has been 
independently generated according to its own marginal distribution (Charmpis and 
Panteli 2004; Chakraborty 2006; Vořechovský and Novák 2009). For ease of referencing, 
if an m-variable sample x of size n is required, the elements of x can be denoted by xij: 
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A column of the matrix xi is generated from the known marginal distribution and 
represents a marginal sample. The correlations between these m marginal samples that 
form a matrix c is required to approximate the target matrix c
*
: *cc ≅ . The elements of the 
two correlation matrices c and c
*
 are respectively denoted as cij and cij
*
 (i, j=1,2,…m ). As 
c and c
*
 are symmetric matrices and their diagonal elements are equal to unity, only the 
elements below the leading diagonal are involved in the rearrangement procedure. The 
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objective of the procedure is to minimize the difference between cij and c
*
ij (i>j). The 
positions of x1 can be kept unchanged because of the symmetry of the problem. The 
permutations of x2, x3,…, xm are then determined one at a time, e.g.: 
 x2 is permuted letting c12= c12
*
; 
 x3 is permuted letting c13= c13
*
, c23= c23
*
; 
 … 
 xm is permuted letting c1m= c1m
*
, c2m= c2m
*
, cm-1m= cm-1m
*
; 
The root mean square error (RMSE) is used to estimate the distance between the resultant 
correlation vector and the required correlation indices. The size of the solution space for 
this problem (the number of the possible permutations of x2, …, xm) is (n!)
m-1
. Charmpis 
and Panteli (2004) and Vořechovský and Novák (2009) used a stochastic optimization 
algorithm known as the Simulated Annealing method (SA) to search a good permutation 
for each marginal sample that makes *ii cc ≅ . Random pairwise positions in a marginal 
sample were interchanged according to the SA scheme. Since the size of the solution 
space of the problem increases dramatically as the size of samples increases, 
Vořechovský and Novák (2009) emphasized the method is designed for small sample 
generations. Chakraborty (2006) believed that stochastic algorithms such as SA are not 
efficient near local optima and proposed a deterministic algorithm. The difference 
between the correlations of two neighbor permutations of two samples x and y (x and y 
are both a marginal sample) by swapping the positions of i and j in sample set y is 
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where )( yπ  is a permutation of sample y. In the deterministic algorithm, if a random 
pairwise transposition enables the derived correlation c to move towards the target 
correlation c
*
, the transposition is accepted. Such deterministic transpositions are 
continually made until c cannot be improved any more or until it achieves the required 
precision. This deterministic algorithm is used as the basis of the proposed methodology. 
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6.1.2.2 The group method and its theoretical basis 
In the application of sampling-based method, the required size of the generated samples 
depends on the extreme value of certain quartile of interest and the degree of the result 
accuracy required. For instance, Rahman et al. (2002) generated 10,000 samples of 
rainfall events in order to produce relatively stable estimates of the derived flood 
frequency curve in the average recurrence interval range from 1 to 100 years. They stated 
that the required number of the generated sample events would increase by orders of 
magnitude if the purpose of the MCS was to estimate flood events in the extreme range or 
if the random variables are more independent. Hence there is a potential need for a 
method for generating correlated samples of large sizes.  
The proposed group method is to facilitate an efficient generation of correlated samples 
of large sizes. It can be outlined as follows: (1) generate samples of variables from their 
marginal distributions; (2) rearrange the samples in increasing (or decreasing) order; (3) 
bunch every k samples to form groups from the beginning of each univariable sample (the 
reason for doing this is given afterwards), where k is the number of samples in a group 
and is divisible by n. Thus (n/k) groups are formed; (4) adjust the positions of the groups 
while keeping the interior positions of the samples within a group.  
With this approach the dimension of the solution space of the problem is reduced. When 
k equals 1, the algorithm is equivalent to the one described by Chakraborty (2006) as the 
positions of all the elements need to be determined.  
If a bivariable problem (two vectors x and y of length n are known) is considered, as 
Chakraborty (2006) has demonstrated, ))(,( yxcorr π  is maximized as cmax when x 
and )( yπ are concordant, while it is minimized to be cmin when they are discordant. When 
the group method is introduced, the resultant correlation range is unable to cover the 
whole range of [cmin, cmax]. The achievable correlation range depends on how the samples 
are grouped and they fall into two categories: (1) both x and y are arranged in an 
increasing order, and groups are then formed; (2) x is increasingly arranged while y is 
decreasingly arranged and they are then divided into groups. Let x' and y' present the 
formed groups, [c'min, c'max] denote the range of correlations that can be achieved with the 
group method. In both cases the correlation is maximized when x' and )'( yπ are 
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concordant, while it is minimized when they are discordant. Hence, c'min> cmin in case (1) 
because the elements inside a group of x' and )'( yπ  keeps the monotonic increasing 
relationship though groups are discordant. For the same reason, c'max<cmax in case (2). 
Therefore when forming the groups, attention should be paid to make the target 
correlation c
*
 in the achievable interval [c'min, c'max].  
If the samples are grouped with random orders, it is difficult to identify the concordant or 
discordant order of the groups, thus difficult to identify [c'min, c'max]. Moreover, as will be 
shown later, it is also difficult to obtain the achievable precision of the resultant 
correlation if the samples are reordered randomly when forming the groups.  
After forming the groups, the group positions are rearranged using the deterministic 
algorithm. Pairwise groups are randomly chosen and their positions are exchanged only if 
the derived correlation is improved towards the target correlation. The upper bound of the 
precision that can be achieved by the group method is determined by the distance of any 
permutation of groups to its nearest neighbor (as proposed by Chakraborty (2006)). Let τ 
be the permutation obtained from π by swapping the positions of the groups i and j in 
sample set y, the difference between the two neighbor permutations is 
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where l denotes the interior positions of samples in a group. If a permutation ε(x) of x is 
consecutively ordered: )()1( ... nxx ≤≤ , let xδ denote the largest difference between x(i) and 
x(i+k) scaled by σx, define )(max
1
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δ , and the ith value belongs to the tth 
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δ . Thus an upper bound of the achievable 
precision by the group method is: 
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The following rule shows how close c can get to c
*
 for a bivariable problem with the 
group method.  
i. If max
* cc ≥  then maxcc = . 
ii. If min
* cc ≤  then mincc = . 
iii. If ],[ maxmin
* ccc ∈ , then δ
2
1* <− cc . 
While ],[ maxmin
* ccc ∈ , the precision of the achievable sample correlations is associated 
with the number of the groups (n/k) as shown in Eq(6.6). The precision decreases as the 
number of the samples in a group increases. However, the dimension of the solution 
space decreases from n! to (n/k)! when the group method is introduced. Thus there is a 
trade off between the achievable precision and the computational efficiency when using 
the group method. In practical engineering use, the precision of the obtained samples 
correlation coefficients is usually not required to be as precise as possible. For instance, 
one usually provides limited accuracy about the target correlation coefficient (say two- or 
three- decimal accuracy) with good confidence. In addition, it can be seen later in the 
application that the required precision is easy to be achieved even with a small value of 
the number of groups such as 50.  
Fig 6.1 shows the procedure of the group method for generating correlated bivariable 
samples. It is not necessary to compute each correlation after a pairwise exchange of 
group positions using the correlation definition in Eq(6.2). The new correlation can be 
derived by adding the difference in Eq(6.5) to the current correlation. The algorithm for 
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more than two variables is very similar, only the comparison is executed between more 
correlation coefficients. As mentioned before, the acceptance of the transpositions can be 
determined by RMSE.  
 
Fig 6.1 The procedure of the group method for generating bivariate samples 
 
6.2 Applications of generating correlated samples  
In this section, the proposed method is applied to two applications of sampling rainfall 
events of large sizes. Rainfall events are represented by two correlated variables, i.e., the 
rainfall depth and the duration or three correlated variables, i.e., the rainfall dry period, 
the wet period and the average intensity. This section also generates the correlated 
rainfall event samples for the synthetic storm sewer network design considering flood 
risk.  
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6.2.1 Rainfall events with correlated rainfall depth and duration 
As the focus here is on the generation of the correlated samples, the marginal probability 
distributions of the variables representing rainfall as well as their correlation coefficients 
are assumed to be known a priori. Such distributions and the correlation coefficients 
between the variables can be obtained from statistical analysis of the real rainfall events 
in an actual design. The most commonly used distributions for describing rainfall 
variables are exponential distributions (Bacchi et al. 1994; Kurothe et al. 1997; Goel et al. 
2000), Gumbel distributions (Koutsoyiannis and Baloursos 2000; Coles et al. 2003) and 
general Pareto distributions (Salvadori and Michele 2006). For simplicity, the distribution 
of rainfall depth and duration are both characterized by the Gumbel distribution Eq(3.20) 
in this case but such simplification has no impact on the results of the analysis.  
In this example, the parameters are set as follows: α=28mm and β=8 for the rainfall depth 
variable and α=60min and β=12 for the rainfall duration variable. The CC between the 
rainfall depth and the duration is 0.78 (the CC is obtained by Thorndahl and Willems 
(2008) from the analysis of 18 years rainfall data). 
A total number of 100,000 samples are drawn for the rainfall depth and the duration from 
their marginal distributions using general Monte Carlo sampling method. The required 
precision on the CC is 0.001, i.e. the algorithm stops when the difference between the 
obtained correlation and the target correlation is less than 0.001. Groups of 50, 100, 500, 
1000, 5000, 10000, 50000 and 100000 are applied. Due to the stochastic nature contained 
in part of the algorithm, the proposed method was run 10 times for each number of 
groups and the average steps of the 10 runs are listed in Table 6.1. It is observed that the 
number of steps towards the resultant samples increases as the number of the groups 
increases. This agrees with the previous analysis on computational efficiency with the 
group method. 
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Table 6.1 Average computational steps for sampling rainfall events represented by two 
variables with group method  
Number of groups (n/k)  Average steps 
50 326 
100 490 
500 2326 
1000 4,700 
5,000 23,529 
10,000 47,991 
50,000 239,249 
100,000 477,650 
 
The typical scatter plots of the samples obtained by different number of groups are 
presented in Fig 6.2. All figures show an obvious linear correlated relationship between 
the two variables. The samples obtained from small group number tend to cluster. This is 
due to the fact that the samples in a group always keep their relative close positions in the 
searching algorithm when samples are grouped. This phenomenon also demonstrates that 
the marginal distributions and correlation coefficients only determine a rough trend of the 
samples, i.e. there is still some freedom to adjust how samples distribute under this trend. 
As additional subjective constraints (the way of forming groups) are introduced to the 
grouping procedure, samples from larger group number tend to distribute more dispersed 
than those from smaller group number. Therefore, the group number being large is 
recommended in practical use provided the computational efficiency is not an issue.  
Fig 6.3 considers the case where the rainfall depth and duration are sampled from the 
same marginal distributions with a desired CC being 0.12. It is expected that the resultant 
samples in Fig 6.3 (with lower CC values) are distributed more uniformly or scattered 
than samples in Fig 6.2.  
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  (c) Group number =10000                    (d) Group number=100000 
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Fig 6.2 100,000 rainfall samples generated from different number of groups (CC=0.78) 
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(a) Group number =100                      (b) Group number=1000 
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  (c) Group number =10000                    (d) Group number=100000 
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Fig 6.3 100,000 rainfall samples generated from different number of groups (CC=0.12) 
6.2.2 Rainfall events with correlated dry duration, wet duration and 
intensity 
In some cases, the dry period before the rainfall is also important in addition to the 
information about the rainfall itself. For instance, a flood may happen under a relatively 
small rainfall event shortly after another rainfall event but may not occur under a large 
rainfall event with a long time dry period earlier. Furthermore, the dry period is a crucial 
factor to determine the contaminated conditions of water after rains. Thus a rainfall 
characterizing a dry period (modeled as a duration d reporting no rainfall) followed by a 
wet period (modeled as a rectangular pulse having average intensity i and duration w) is 
frequently used as a coarse representation of rainfall. In this section, samples of rainfall 
events characterized by these three variables are generated. 
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The distributions of d, i and w are assumed to apply to the generalized Pareto (GP) 
distribution:  
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The parameters for each variable of the CDF are listed in Table 6.2 (Salvadori and 
Michele 2006) from summer season rainfalls of Scoffera station, Italy). The CCs between 
the variables are assumed as Table 6.3 shows. 
Table 6.2 The marginal GP parameters for rainfall variables 
Parameters  Dry duration (h) Intensity (mm/h) Wet duration (h) 
K -0.46 -0.49 -0.05 
C 55.88 0.92 6.46 
x
*
 7 0 0 
 
Table 6.3 Correlated coefficients among rainfall variables 
Parameters  d & i  i & w d & w 
Correlation coefficient 0.3 -0.15 -0.2 
 
10,000 and 100,000 rainfall events are separately generated. Different group numbers are 
studied. The program is run 10 times for each number of groups. The required precision 
is set to be 0.001. In this case, the positions of samples from i are first rearranged while 
positions of samples from d are kept. When the correlation between d and i is achieved, 
the positions of samples from w are then rearranged in order to achieve the required 
correlations between w and i and between w and d. The average steps taken (including 
steps of arranging both marginal samples) to achieve the required precision for different 
groups are listed in Table 6.4. The average steps for the generation of 10,000 samples is 
generally less than the generation of 100,000 samples when they use the same number of 
groups. This is because a random step of a sample of smaller size generally walks more 
towards the required correlations than that of a sample of a larger size does. For 
generating samples of the same size, the average steps increase as the number of the 
groups increase.  
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Table 6.4 Average computational steps for sampling rainfall events represented by three 
variables with group method  
Average steps Number of  
Groups (n/k) 10,000 samples 100,000 samples 
50 461 694 
100 543 846 
500 2,040 3,099 
1000 3,549 5,998 
5000 17,667 28,140 
10,000 35,957 53,329 
50,000 - 260,572 
100,000 - 478,777 
 
6.2.3 Samples for storm sewer network design 
Owing to the intensive computation required for a large number of simulations of storm 
sewer system performance, the sampling method used for flood risk evaluation is only 
applied to the synthetic network design with a small number of rainfall event samples. As 
our focus is to demonstrate the methodology, the small number of samples will not affect 
the generality of the method. However, the number of the samples should be increased if 
a high precision result is required. The sampling based method for flood risk evaluation 
in storm sewer network design is introduced because it has many advantages over the 
method making use of design storms such as its simple principle and its flexibility for 
incorporating other uncertainty resources. In addition, though it is computation intensive, 
we can always expect that the computational capacity will increase potentially as time 
goes by. 
The rainfall events are simply modelled with a rectangular shape and are fully 
characterized with rainfall depth and duration. The two variables are both described with 
the Gumbel distribution and the parameters are set the same as in section 6.2.1. The 
correlation coefficient is 0.78. The LHS is applied with a sample size of 200. The group 
number is 200. The obtained correlated samples are shown in Fig 6.4.  
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 Fig 6.4 200 rainfall samples generated for synthetic network design 
 
Fig 6.5 (a) presents rainfall event samples in the form of average intensity and duration. 
The rainfall events are sorted to form different “layers” as shown in Fig 6.5 (b) according 
to the non-dominated sorting technique, which is also used in NSGAⅡ. This approach 
facilitates the purpose for saving computation in flood risk evaluation. When evaluating 
the flood risk of one candidate storm sewer network, the rainfall events in the layer with 
the highest average intensities and longest durations are executed firstly and those in the 
next layer with relative lower intensities and shorter durations are then executed and so 
forth. If no flood occurs for a rainfall event in one layer, the storm sewer network 
simulation can stop at this layer by assuming that no flood will occur under rainfall 
events in the left layers. This assumption is reasonable as the consequence caused by a 
rainfall with higher intensity and longer duration should be worse than that caused by a 
relatively smaller rainfall. In this case, the 200 rainfall event samples are divided into 32 
layers. 
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 Fig 6.5 200 rainfall samples sorted by the non-dominated sorting technique 
6.3 Optimal flood risk based storm sewer network design using 
sampling method: the synthetic network 
The framework of the single-objective optimization for the storm sewer network design 
described in Section 5.2 is also applied in this chapter. The methodology is applied to the 
synthetic storm sewer network in this chapter. The network layout, design constraints, 
construction cost and damage curve are all set to be the same as in Chapter 3 and 4. 
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Generally the probabilistic flood risk can be identified with Weibull formula Eq(3.21). In 
this case the probabilistic flood risk is represented by the expected flood risk where the 
expected value based design criterion is adopted. The expectation of flood risk can be 
approximated as the mean consequence of all the flood events: 
 /nCC
i
i∑= ff   (6.8) 
where fC  is the expected flood risk, n is the number of the simulated flood events.  
The optimization process is performed with adapted GA as described in Chapter 5. The 
parameters set in GA are given in Table 6.5. The optimization stops at the generation of 
500.  
Table 6.5 Schemes and parameters set in GA for the synthetic network design with flood 
risk evaluated using sampling method 
Population 
size 
Selection 
method 
Crossover 
rate 
Mutation 
rate 
Elite 
size 
Total 
generation 
200 Roulette 0.8 0.05 2 500 
  
The GA program was run 10 times. The average computational time for each run of the 
program is around 359 hours on a PC with an Intel 2.4 GHz processor, 2 GB RAM and 
the MS Windows XP operating system. It can be seen that the computation of storm 
sewer network optimization involving sampling method is very intensive.  
The best result of the ten running is presented. The objective values of all generations are 
plotted in a logarithm scale, as shown in Fig 6.6(a). Fig 6.6(b) is the objective values 
from the 50
th
 generation with a linear scale. The objective value decreases as the search 
goes on. At the beginning the objective value is much higher than the subsequent values 
due to all chromosomes violating the constraints in Eq(4.2) and Eq(4.3) badly and being 
directly given a high penalty.  
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Fig 6.6 The optimization process for the synthetic network design with flood risk 
evaluated using sampling method 
 
The total cost of the design network is £433,129. The construction cost and the expected 
flood risk are £430,191 and £2,938 respectively for an annual year. The probabilistic 
flood damage is show in Fig 6.7 according to Eq(3.21).  There is no flood under the 188
th
 
event and some flood occurs for the 189
th
 event in the 200 sample events. Hence the 
flood return period of the designed storm sewer network can be evaluated as around  
1/(1-188/201)= 15 years. The obtained optimal design is listed in Table 6.6.  
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Fig 6.7 The probabilistic flood damage of the designed synthetic network 
 
Table 6.6 Optimal design from single-objective optimization for the synthetic network 
with flood risk evaluated using sampling method 
Pipe  1 2 3 4 5 6 7 8 9 10 
Diameter/m 0.375 0.375 0.6 0.375 0.75 0.45 0.75 1.05 0.6 0.45 
Slope /% 0.16 0.18 0.15 0.15 0.15 0.23 0.15 0.15 0.67 0.23 
Pipe  11 12 13 14 15 16 17 18 19 20 
Diameter/m 0.6 0.3 0.375 1.05 0.3 1.05 0.9 0.75 0.75 0.6 
Slope /% 0.15 0.22 0.15 0.15 1.89 0.15 0.16 0.15 0.34 0.15 
Pipe  21 22 23 24 25 26 27 28 29  
Diameter/m 0.45 0.375 0.75 0.375 0.3 1.05 0.45 1.05 0.225  
Slope /% 0.21 0.34 0.15 0.15 0.23 0.15 1.09 0.25 1.13  
 
The number of performed flood risk evaluations for each generation is shown in Fig 6.8. 
The overall number is 47,251. The computation is about half of the evaluations required 
if no threshold is set for the flood risk evaluation, which is 10
5
 (see Chapter 5). The 
overall number of simulations for the storm sewer performance under one rainfall event 
is shown in Fig 6.9 (the solid line). The performance under rainfall events of relatively 
low intensity and short duration are not simulated with the technique dividing samples 
into different layers. The computation is further deducted by this approach. The reference 
number of the simulations for storm sewer performance obtained by multiplying the 
number of flood risk evaluations with 200 (the sample size) is also showed for 
comparison in the same figure. The overall number of actual simulations is 3,987,723. 
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Compared to 9,450,200 simulations required without the layer dividing technique, around 
58% of the computational time is saved.  
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 Fig 6.8 Number of objective evaluations for the synthetic network design with 
flood risk evaluated using sampling method 
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Fig 6.9 Number of simulations of storm sewer network performance for the synthetic 
network design with the sampling method 
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6.4 Conclusions 
When modelling hydrosystems, it is common that the model is driven by several 
variables which may be correlated with each other. If these variables are generated using 
sampling method, it is important to ensure the dependency of the samples being 
incorporated in the resultant samples. A novel method of generating correlated samples 
with known marginal distributions and desired correlations (either CC or RCC) is 
introduced in this chapter. The group method is developed to facilitate the efficient 
generation of correlated samples of large sizes.  
The basic idea of generating correlated samples is based on “adjusting the correlations by 
rearranging the relative positions of samples”. For the group method, the theoretic 
achievable precision is studied. In engineering practice, the precision requirement is 
usually not very high (say 2 or 3 decimal digit). A small number of groups such as 50 can 
generally satisfy the required precision. Due to the fact that the solution space can be 
dramatically decreased when the group method is introduced, the group method speeds 
up the searching process. The group method works more efficiently when the number of 
groups decreases.  
The correlated samples are more likely to cluster when the number of groups is small, 
though it still reveals the correlated relationship between samples according to the target 
CC. This phenomenon also shows that the profile of how samples distributing is not 
solely determined by marginal distributions and correlation coefficients. Provided that the 
computational expense is not an imposing constraint, the large group number is 
recommended in practical use as the samples distribute more dispersed. The method 
successfully generates samples of rainfall events presented by variables with knowing 
marginal distributions and correlated coefficient.  
The storm sewer network design is studied with flood risk estimated by sampling based 
method. The synthetic network design is applied. The optimal design is a balance 
between the construction cost and the flood risk. The probabilistic flood risk of a 
candidate network is evaluated using samples of rainfall events described by correlated 
variables. The threshold set for the flood risk evaluation (as described in chapter 5) and 
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the layer dividing technique are applied in the optimization of the storm sewer network 
design. Both approaches effectively reduce the computational cost.   
Lastly, the flood risk can be evaluated either under design storms or with sampling 
method. The choice of the method should depend on the available information, problem 
requirement and computational sources. The sampling method is extensively used in 
different areas due to its simple principle and easy application. However, its application 
in the storm sewer network design is generally computationally intensive. 
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Chapter 7 Conclusions 
7.1 Summary  
This thesis primarily discusses decision-making in optimal storm sewer network design 
considering flood risk. Around this main topic, related issues are studied: 
1. Uncertainty and uncertainty analysis are considered as an indispensable part in an 
integrated approach in scientific practice. This thesis discusses how to handle 
uncertainty in a general setting. The focus is placed on the understanding and 
representation of uncertainty and on the propagation of uncertainty through 
modelling. The methods are applied to a simple flood risk evaluation example. 
2. The decision-making in the storm sewer network design considering flood risk is 
studied. The decision-making is not exclusive but depends on the decision-makers’ 
attitude towards risk. Several commonly used design criteria under uncertainty are 
explored for the storm sewer network design. A methodology incorporating a 
multiple-objective optimization and a choice process is developed for the optimal 
storm sewer network design considering flood risk. The methodology is applied to 
two network designs. 
3. A single-objective optimization for the storm sewer network design considering 
flood risk is explored provided the design criterion is known a priori. A framework 
for this task is developed. In this framework, the flood risk evaluation is located in 
the optimization loop. The flood risk is assessed under two different situations: with 
design storms and with samples of rainfall events.  
4. A method for generating samples represented by correlated variables is developed. It 
is applied to the generation of rainfall events samples, which are used for flood risk 
evaluation in storm sewer network design. 
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7.2 Conclusions  
The main conclusions regarding the discussion on uncertainty understanding and 
representation and uncertainty propagation are as follows: 
1 The appropriate understanding of uncertainty is essential as it is critical to decision-
making. It may stand for completely different information if uncertainty is wrongly 
understood or interpreted. The question about “whether a two-dimension or a one-
dimension uncertainty representation is required” is illustrated.  
2 The physical meanings of different uncertainty representations are given. With a two 
dimension uncertainty description, the inner dimension usually represents aleatory 
uncertainty while the outer dimension represents epistemic uncertainty. If both 
aleatory and epistemic uncertainties propagate simultaneously through a model within 
one dimension, the result is the expected distribution of the inherently varied model 
output over epistemic uncertainty. 
3 The method for uncertainty propagation through a model is developed based on a 
sampling technique. The propagation processes are discussed under two situations: 
uncertainty is described by probability and by other mathematical languages. It is 
emphasized that the coherence of uncertainty nature should be ensured in the 
propagation.  
4 A general process for uncertainty analysis through modelling is proposed.  
5 The proposed methods with uncertainty represented by both probability and other 
mathematical languages for uncertainty propagation are applied to a simple flood 
evaluation case. It demonstrates that the methods represent and propagate 
uncertainties with explicit physical meanings. 
 
Regarding the decision-making in the storm sewer network design considering flood risk, 
the conclusions are as follows: 
1 The storm sewer network design can be seen as a decision-making process, which can 
be solved with an optimization approach. The uncertain property of the flood risk 
makes the decision-making not unique. 
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2 A methodology is developed for decision-making in storm sewer network design 
considering flood risk under different decision criteria. The methodology mainly 
includes a multi-objective optimization and a “choice” process. The NSGAⅡ  is 
employed as the optimizer. 
3 The methodology is applied to two storm sewer network designs. Different decision 
criteria provide different designs as different attitudes towards risk are adopted with 
different decision criteria.  
4 The storm sewer network design can also be formed as a single objective 
optimization if the decision criterion is provided a priori.  
 
Regarding the single objective optimization for storm sewer network design considering 
flood risk, the conclusions are as follows: 
1 A framework for storm sewer network design using single objective optimization is 
presented. The frequently used decision criterion based on the expected value is 
adopted for flood risk evaluation. However, the choice of the criterion will not affect 
the generality of the methodology.  
2 GA is employed as an optimizer for the single-objective optimization and its adapted 
form for the storm sewer network design makes the computation efficient. 
3 The flood risk is evaluated via modelling. The probabilistic flood risk can be assessed 
either under design storms or with sampling methods. The choice of the evaluation 
method depends on the available information about the rainfall, the requirement of 
the result precision and the computation sources.  
4 The use of design storms significantly reduces the required number of simulations of 
the storm sewer system performance in comparison with the sampling method. 
However, this computational efficiency is at a price of being an approximate 
evaluation. The sampling method is more flexible, for example, it is also applicable to 
cases when other uncertainty sources in addition to rainfall need to be considered. 
Moreover, we can always expect that the computation capacity increases potentially 
as time goes by. 
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The conclusions regarding the introduced method for generating correlated samples can 
be drawn as follows: 
1 A novel method for generating correlated samples with known marginal distributions 
and desired correlations (either CC or RCC) is introduced in this chapter. The basic 
idea of generating correlated samples is about “adjusting the correlations by 
rearranging the relative positions of marginal samples”. 
2 The group method is developed to facilitate the efficient generation of correlated 
samples of large sizes. The correlated samples are more likely to cluster when the 
number of groups is small. This phenomenon also demonstrates that the profile of the 
distribution of samples is not solely determined by marginal distributions and 
correlation coefficients. Therefore, provided the computational efficiency is not an 
imposing constraint, a large group number is recommended in practical use because 
the samples are then distributed in a more dispersed manner (i.e. with less clustering).  
3 The method for the generation of correlated samples successfully generated rainfall 
events samples and the samples are applied to the flood risk evaluation in the 
synthetic storm sewer network design.  
 
7.3 Future research directions 
Recommendations for future research are suggested in respect of two aspects: uncertainty 
representation and propagation and optimal storm sewer network design. 
7.3.1 Uncertainty representation and uncertainty propagation 
This thesis discusses the understanding and representation of uncertainty. It is strongly 
suggested to treat aleatory and epistemic uncertainties differently, not accounting for 
some real difficulties when facing real problems, such as the difficulty of distinguishing 
aleatory and epistemic uncertainties in some cases and the difficulty in understanding of  
the distinction of them for some decision makers. The solutions for solving these 
difficulties can be explored in the future work. 
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Uncertainty propagation in this thesis uses sampling based method. Other method such as 
reliability analysis method or analytic method can be studied in the future.  
In addition, the sensitivity analysis for different sources of uncertainty of different nature 
on the result can be explored. It can provide decision makers with information about the 
importance of different sources. Moreover, it can possibly reduce some uncertainty 
analysis by ignoring uncertainties that do not significantly affect the output variation.  
In the simple case application for uncertainty propagation in Chapter 3, the sources of 
uncertainty all come from parameter uncertainty. A method for propagating different 
sources of uncertainty should be developed in order to allow a systematic uncertainty 
analysis.  
 
7.3.2 Optimal storm sewer network design 
The storm sewer network design in this thesis is mainly concerned with the construction 
cost and the flood risk due to property damage. A more integrated consideration of the 
design can be incorporated in the future work, for instance, by including environment, 
ecology, energy, sustainability and operation.  
When formulating the storm sewer network design in this work, the constraints only 
consider the pipe diameter progression, the minimum pipe cover and the maximum 
excavation depth. In practice more constraints such as the minimum and maximum flow 
velocity need to be taken into account in the design. A way to effectively incorporate 
more constraints in the optimization can be developed in the future work.  
The applications in the thesis are executed assuming that the unit material cost for 
construction, property cost and the damage curve are given a priori. The sensitivity of 
these factors on the design can be examined in order to know how these factors can affect 
the resultant design.  
The study used GA as the optimizer aiming to find the optimal design. However, GA is a 
stochastic optimization algorithm and there is no guarantee that the obtained design is the 
true optimal global optimum. The objective of the study does not focus on the 
optimization algorithm itself, but on the integrated framework. The optimization quality 
151 
can be enhanced with more sensitivity analysis for GA parameters, more population or 
more generations, even with other heuristic optimization methodologies.  
The storm sewer network design in this thesis takes flood risk (aleatory uncertainty) into 
account. It is suggested in this work not to include epistemic uncertainty in design as the 
problem becomes excessively complicated if two dimensions of uncertainties are 
considered in a design. However, in this way the problem formulation is not 
comprehensive as some information is missing. Ways of incorporating the other 
dimension of uncertainty can be explored in the future work. Otherwise, a better 
illustrated reasoning should be given for ignoring epistemic uncertainty.  
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