Implicit extrapolation methods for the solution of partial di erential equations are based on applying the extrapolation principle indirectly. Multigrid tauextrapolation is a special case of this idea. In the context of multilevel nite element methods, an algorithm of this type can be used to raise the approximation order, even when the meshes are nonuniform or locally re ned. Here previous results are generalized to the variable coe cient case and thus become applicable for nonlinear problems. The implicit extrapolation multigrid algorithm converges to the solution of a higher order nite element system. This is obtained without explicitly constructing higher order sti ness matrices but by applying extrapolation in a natural form within the algorithm. The algorithm requires only a small change of a basic low order multigrid method.
Introduction
Implicit extrapolation is an e cient technique to improve the accuracy of a multilevel solver. When combined with extrapolation, the multilevel principle is not only used as the basis for a fast algebraic solver, but also to increase the approximation order. The basic idea of extrapolation is to exploit discretizations on di erent levels.
In classical Richardson extrapolation, two or more approximations from di erent meshes are combined linearly to eliminate the dominating terms of the error expansion. For partial di erential equations this has been studied in the context of nite di erence discretizations, see e.g. Marchuk and Shaidurov 1] and in the framework of nite elements (FE), see e.g. Blum, Lin, and Rannacher 2] . These techniques are explicit extrapolation methods, since they use approximate solutions directly.
Here we propose a di erent approach, where extrapolation is applied indirectly to intermediate quantities of the solution process. Such methods are called implicit extrapolation techniques. Methods of this type may be related to defect correction, and | if combined with multigrid | to -extrapolation, see e.g. Brandt 3 ], Hackbusch 4], Scha er 5], or Bernert 6] . However, these methods are mathematically still motivated by expansions of the truncation error, which in turn require uniform meshes. A generalization to locally uniform meshes can e.g. be found in McCormick and R ude 7] .
In Jung and R ude 8] we have presented an implicit nite element extrapolation technique which is based on extrapolating the quadrature rules used to compute the sti ness matrices. In 8] it has been shown that within the nested spaces of a multilevel nite element algorithm, this implicit extrapolation converts an h-hierarchical to a p-hierarchical basis. This improves the approximation order, independent of any uniformity constraints on the mesh and without requiring global asymptotic error expansions. On the other hand, the algorithm presented in 8] is algebraically just a special case of multigrid -extrapolation, which di ers from the usual multilevel process only by an additional factor appearing in the restriction of the residual. The method is therefore particularly convenient to implement in any given multigrid algorithm.
The analysis of 8] was still restricted to problems with element-wise constant coe cients. In this present paper we will now generalize these results to show that an analogous algorithm can be used for variable coe cients as long as the coe cients are smooth enough to justify higher order approximations at all. The analysis is again based on studying quadrature formulas for the sti ness matrices, and using extrapolation to construct quadrature formulas which are exact for higher order polynomial functions. For variable coe cients, this is now signi cantly more complicated and our analysis requires nonstandard quadrature rules. These rules and the multilevel algorithm are introduced in detail. The nal section presents a numerical example showing the e ciency of the method.
The boundary value problem and its nite element discretization In this paper consider two{dimensional second order elliptic boundary value problems given in the weak formulation Furthermore, we suppose that the 2 2 matrix A(x) = (a ij (x)) i;j=1;2 is symmetric and positive de nite for almost all x 2 with a ij (x) 2 W s 1 ( ) with s = 2. The function f belongs to the space W q 2 ( ) with q 2. We need these assumptions to obtain 2 a discretization error which is typical for FE discretizations with piecewise quadratic functions and the application of appropriate quadrature rules for the computation of the sti ness matrix and the load vector. We now discretize (1) For the computation of the coe cients of the element sti ness matrices and the element load vectors in general we must perform numerical integration. We therefore need an appropriate quadrature rule which guarantees the same FE discretization error as in the case of exact computation of the sti ness matrix and the load vector. To investigate the e ect of numerical integration we will use well-known results as e.g. contained in 9]. For the sake of completeness we summarize some of them.
The application of quadrature rules for the computation of the matrix elements and the elements of the load vector results in an approximate bilinear formã(ũ;ṽ) and an approximate right{hand side hF;ṽi. Depending on the choice of the quadrature rule and the nite element subspaceṼ , i.e.Ṽ = V L l?1 ;Ṽ = V L l , orṼ = V Q l , we will later describeã(ũ;ṽ) in detail.
3
The approximate bilinear form is called uniformlyṼ -elliptic, if there exists a constant~ > 0 such thatã (ṽ;ṽ) ~ jjṽjj 2 1;2; : Here jj jj 1;2; denotes the norm in the Sobolev space H 1 ( ).
Using numerical integration, the boundary value problem (1) is approximated by Findũ 2Ṽ such thatã(ũ;ṽ) = hF;ṽi for allṽ 2Ṽ : (7) Theorem 1. (First Lemma of Strang) Let the approximate bilinear formã of (7) A multigrid algorithm with implicit extrapolation step In Jung/R ude 8] we have studied the convergence properties of a multigrid algorithm with implicit extrapolation step. However, the papers 8] were restricted to problems with piecewise constant functions a ij (x) and f(x) in T l?1 . If such a problem is discretized by linear elements, and the multigrid algorithm is combined with (implicit) extrapolation, the iterates converge to the solution given by quadratic elements. In this paper we will generalize this result to the case of variable coe cients. It will be shown that the extrapolation algorithm converges to the solution obtained with quadratic elements. In the analysis of this more general case, we will use special nonstandard quadrature rules. In the following we will give a brief description of the smoothing procedure and the restriction operator used. Then we formulate the multigrid algorithm and study the convergence behavior.
Numbering the nodes in T l such that the nodes which are also in the coarse mesh T l?1 appear rst, we induce a block partitioning of the sti ness matrices
In the multigrid algorithm we use the following smoothing procedures: 1. Pre-smoothing:
using iteration steps of a usual symmetric multigrid ((l ? 1){grid) algorithm, starting with the 0 vector and returning an approximate solutioñ
(13) 3. Post-smoothing:
and set u (k+1;0) l = u (k;3)
l . Taking into consideration the de nition of the smoothing procedures and the equivalence of step 2(a) to
we can interpret our algorithm as a usual multigrid algorithm in the h{hierarchical basis to solve the system of equations
The main result of this section is that the iterates of the algorithm MG{EX converge to a FE solution which has the same oder of discretization error as a FE solution obtained by p-hierarchical FE functions (p = 2).
Before we prove this fact, we introduce the quadrature rules that are used to compute the sti ness matrices and load vectors. The following equivalent formulation of (21) is the basis of the application of our quadrature rules.
With the directional derivative 
where again (r) , (r) = 1; 2; : : : ; 6, are the local numbers of the nodes P (i) and P (j) , = 4 k=1 (k) (see also 
The integral (31) we write in the form (25). For the numerical integration of the resulting integrals over we use quadrature rules, which we derive from the quadrature rules (26) by extrapolation. Speci cally, we apply for the computation of the rst, the second, and the third term the quadrature rules Z v( )d (3) ) meas (35) with (1) , (2) , (3) from (27) and ( 
A simple calculation shows that the quadrature rules (33){(35) are exact for quadratic functions.
Because of the smoothness of the coe cient functions a ij in (2) one can prove that the quadrature rules (26) and (33){(35) lead for su ciently small discretization parameters h to a uniformlyṼ {elliptic bilinear formã(:; :).
In the following we prove that the extrapolated sti ness matrix in (17) is equal to the sti ness matrix resulting from a discretization with p-hierarchical functions, where we assume that we use the quadrature rules (26) 
For the entries of the matrix K Q l we get by using relations (30){(32) and the quadrature rules (33){(35)
11 (x( (1) )) @ (r) ( (1) (1) (4) (5) (6) (2) (7) (8) (9 The symbol "?" in Table 1 means that the partial derivative does not exist in this quadrature point. But we do not need these values for the computation of the matrix elements of K L;ex l .
If we examine the values of the partial derivatives @' (r) =@ 1 , @' (r) =@ 2 , @ (r) =@ 1 , @ (r) =@ 2 , (r) = 1; 2; 3, given in Table 1 The integrals over we compute by using the quadrature rule
Numerical results
In this Section we want to con rm our theoretical results by a numerical example. We will illustrate that the iterates of the algorithm MG{EX converge to the FE solution which we would obtain by a discretization of problem (1) is the exact solution of problem (1).
Starting from the coarsest triangulation T 1 the ner triangulations have been generated by dividing of all triangles of the triangulation T k , k = 1; 2; : : : ; l ? 1, into four smaller congruent sub-triangles. In Table 2 we give the numbers of nodes and the numbers of triangles in each triangulation. 
where k : k denotes the Euclidean norm in the space R N l .
In Table 3 we present the number of iterations and the CPU{time needed by the application of the algorithm MG{EX. An improvement of the convergence behavior of our algorithm we obtain by introducing additional pre{smoothing and post{ smoothing steps, i.e. before step 1 in the algorithm MG{EX we perform one iteration step of the Gauss{Seidel method lexicographically forward and after step 3 one iteration step of the Gauss-Seidel method lexicographically backward applied to the system of algebraic equations K L;ex L u L;ex l = f L;ex L . This is illustrated in column MG{EX(1) of 
Conclusion
In this paper we have presented the analysis of an algorithm which can algebraically be understood as multigrid with -extrapolation. In practice, this algorithm is simple to implement, once a multigrid algorithm is available. However, we have shown that the algorithm converges to the same solution as a higher order ne element discretization. The algorithm can thus be used on unstructured meshes in an adaptive re nement setting. Furthermore, it is independent of global error expansions, and can thus be applied locally.
