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Abstract. We introduce the concept of a prime band in a string algebra Λ and
use it to associate to Λ its finite bridge quiver. Then we introduce a new technique
of ‘recursive systems’ for showing that a graph map between finite dimensional
string modules lies in its stable radical. Further we study two classes of non-
domestic string algebras in terms of some connectedness properties of its bridge
quiver. ‘Meta-⋃-cyclic’ string algebras constitute the first class that is essentially
characterized by the statement that each finite string is a substring of a band. Ex-
tending this class we have ‘meta-torsion-free’ string algebras that are characterized
by a dichotomy statement for ranks of graph maps between string modules–such
maps either have finite rank or are in the stable radical. Their stable ranks can
only take values from {ω,ω + 1, ω + 2}.
1. Introduction
One of the classical problems of representation theory is to classify all represen-
tations of a finite dimensional algebra Λ and morphisms between them. The intro-
duction of the Auslander-Reiten (AR) quiver which described the category mod-Λ
of finite dimensional right Λ-modules modulo radωΛ was an important step in this
direction; here radΛ stands for the radical of mod-Λ. Butler and Ringel [1] classified
the vertices of the AR quiver of a string algebra into two classes, namely the string
modules and the band modules, as well as its arrows into four classes. This was taken
forward by Schro¨er in [13] where he computed the rank, i.e., the least ordinal λ such
that radλΛ = 0, for any domestic string algebra. He showed that rad
ω(n+2)
Λ
= 0, where n
is the maximal length of a path in its bridge quiver. He also proved that the rank of
a non-domestic string algebra is not defined. This raises the question of computing
the stable rank of these algebras, i.e., the smallest ordinal λ such that radλΛ = rad
λ+1
Λ –
the corresponding power of the radical is called the stable radical. The notion of a
finite bridge quiver that played a crucial role in the analysis of the domestic case was
unavailable in the non-domestic case.
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Another well-studied Morita invariant associated to a finite dimensional algebra is
its Ziegler spectrum whose points are the (isomorphism classes of) indecomposable
pure-injective modules and whose topology is generated by a basis of open sets con-
sisting of sets of pure-injective modules which do not lie in the kernel of a pp-functor.
The Ziegler spectrum is quasicompact and its isolated points are precisely the ver-
tices of the AR quiver. Ringel provided with a list of indecomposable pure-injective
modules for a domestic string algebra and conjectured that it was a complete list.
After various attempts the conjecture was settled in the affirmative by Prest and
Puninski in [9]. Further with Laking [4] they computed the Cantor-Bendixson (CB)
rank of each point in the Ziegler spectrum of a domestic string algebra which equals
its Krull-Gabriel (KG) dimension, leading to [4, Theorem 10.19] which states that
the KG dimension of a domestic string algebra is equal to (n + 2), where n is the
length of the longest path in its bridge quiver.
In this paper we study the connections between some graph-theoretic properties of
the bridge quiver of a string algebra and its representation-theoretic properties. We
introduce the notion of a prime band and show that the bridge quiver constructed
using only prime bands is finite. This bridge quiver coincides with the existing notion
of bridge quiver for the domestic case. Furthermore, as in the domestic case, we show
that the paths in this bridge quiver “generate” all the strings (Lemma 3.3.4) although
in the non-domestic case there could be multiple paths generating the same string.
In this sense the bridge quiver “linearizes” the strings.
Borrowing the terminology from group theory we introduce the class of torsion-free
string algebras in which, loosely speaking, we demand that every string, which can
be extended to a strictly longer string, be extendable to a string indexed by Z. The
same requirement imposed on finite directed paths in the bridge quiver leads to the
class of meta-torsion-free string algebras.
The bridge quiver of a domestic string algebra is acyclic [12, p.44]. At the other end
of the spectrum we introduce the class of meta-⋃-cyclic string algebras characterized
by strong connectedness of each connected component of their bridge quiver. In the
torsion-free case such string algebras are characterized by extensibility of its strings
to bands (Theorem 3.4.5). The main result about these algebras (Theorem 4.2.4)
states that the rank of any graph map between string modules, which does fnot lie
in the stable radical, is finite.
The search for the converse to this result leads to the larger class of meta-torsion-
free string algebras which are completely characterized (Theorem 4.3.2) by the con-
clusion of Theorem 4.2.4. Further the analysis of graph maps involving band modules
yields bounds on the stable rank of such string algebras–Corollary 4.3.3 states that
the stable rank of a meta-torsion-free string algebra can only take values amongst
ω,ω+1 and ω+2. It is also illustrated in Examples 4.3.5 that all the three values are
attained.
A new tool we introduce to show that a graph map lies in the stable radical is that
of a ‘recursive term’–they are a compact version of factorizable systems described in
[6]. While a factorizable system talks about a countable collection of indecomposable
modules and morphisms between them satisfying certain conditions, a recursive term
condenses these conditions into a single equation. Here a ‘term’ is a label of a graph
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map that is invariant under the change of a base string–this notion is introduced in
[11] by the second and the third author.
The paper is organised as follows. We recall some basic definitions related to string
algebras in §2.1 whereas §2.2 is devoted to a basic introduction of string modules,
band modules and graph maps between them. We recall the arithmetic of ordinal-
indexed powers of the radical in §2.3. In §2.4 we introduce terms with reference to
hammock posets. Having covered the relevant background, we turn to define prime
bands in §3.1 and show that there are only finitely many prime bands as well as
band-free strings in any string algebra. Using this finiteness property we go on to
define the bridge quiver in §3.2. §3.3 deals with showing that the bridge quiver is
sufficient to talk about all the strings in the string algebra. We end the section by
introducing meta-⋃-cyclic string algebras and proving some immediate results about
them. We introduce recursive systems in §4.1 and demonstrate the existence of one
in each non-domestic string algebra in §4.2. The characterization of meta-torsion-free
string algebras in terms of ranks of graph maps between string modules is proved in
§4.3. We close the paper by making a conjecture about the stable rank of a special
biserial algebra in §4.4.
2. Background
2.1. Fundamentals of string algebras
Fix an algebraically closed field k. A quiver is a directed graph possibly with
parallel arrows as well as loops. We will use the quadruple Q = (Q0,Q1, s, t) to
denote a quiver, where Q0 is the set of vertices and Q1 is the set of arrows, and where
s, t ∶ Q1 → Q0 denote the source and target functions. We will always use small roman
letters v,w to denote the vertices and a, b, c, d to denote arrows of a quiver. Let us
denote by Q−
1
the collection, for each b ∈ Q1, of the corresponding capital roman letter
B. We treat B as a path in Q where the arrow b is traced in the reverse direction,
and thus s(B) = t(b) and t(B) = s(b). Moreover we will use the Greek letters α,β, γ
to denote syllables, i.e., a small or capital roman letter. For each v ∈ Q0, we denote
the lazy path (of length 0) at v by 1(v,1) and its inverse by 1(v,−1); clearly the source
and the target of both of them is the vertex v.
A relation on a quiver Q is a finite k-linear combination of paths with the same
source and target. We use the notation ρ to denote the set of relations, so that the
algebra corresponding to the pair (Q, ρ) is given by kQ/⟨ρ⟩, where ⟨ρ⟩ is the ideal
generated by ρ in the path algebra kQ that is generated as a k-algebra by paths of
non-negative length in Q.
Definition 2.1.1. A string algebra is an algebra Λ presented with the help of a finite
quiver (Q, ρ) where the following conditions are satisfied.
(a) ρ consists of monomials only.
(b) There are only finitely many paths in Q which do not have a subpath in ⟨ρ⟩.
(c) Any vertex of Q0 is the source of at most two arrows, and the target of at
most two arrows.
(d) For any arrow b, there is at most one arrow c with s(c) = t(b) and cb ∉ ρ and
at most one arrow a with t(b) = s(a) and ba ∉ ρ.
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Examples 2.1.2. Here are two well-known families of string algebras.
(1) Λ2 : v1 v2 v3 v4
a
b
c
d
e
with ρ = {cb, dc}.
In fact this can be generalized to Λn for all n ≥ 1 as
v1 v2 v3 v4 v2n−1 v2n
a1
b1
c1
a2
b2
an
bn
with ρ = {cibi, bi+1ci 1 ≤ i ≤ n − 1}
(2) GPn,m for n,m ≥ 2: v ba with ρ = {an, bm, ab, ba}. This family was
originally studied by Gelfand and Ponomarev.
Definition 2.1.3. A string u is either a lazy path at a vertex, its inverse or a finite
word αn⋯α2α1 of syllables satisfying
● s(αi+1) = t(αi) for 1 ≤ i ≤ n − 1;
● αi and αi+1 are not inverses of each other for 1 ≤ i ≤ n − 1;
● no subpath (or its inverse) of u is in ρ.
We use the notation Str(Λ) to denote the collection of all finite strings of Λ and
small fractal letters to denote strings. We extend the definition of the source and
target functions to all strings as s(u) = s(α1) and t(u) = t(αn).
Given two strings u,v such that s(v) = t(u), we say that the concatenation (written
juxtaposition) vu exists if the word vu is a string.
Definition 2.1.4. Say that a string b = αn⋯α2α1, n > 1, is cyclic if t(αn) = s(α1).
Say a cyclic string b is a band if all its powers bn under concatenation, n ≥ 1, exist,
α1 ∈ Q−11 , αn ∈ Q1, and if b is not a power of any of its proper substrings, i.e., b is
primitive.
We use the notation Ba(Λ) to denote the collection of all bands of Λ up to cyclic
permutation of its syllables, and the small fractal letter b to denote a band.
Say that a string algebra is domestic if there are only finitely many bands otherwise
say that it is non-domestic.
Examples 2.1.5. The only bands in Λ2 from Examples 2.1.2 are aB, bA, dE, eD. Since
there are only finitely many bands, Λ2 is a domestic string algebra.
Now consider GP2,3 from Examples 2.1.2. The strings b1 = aB and b2 = aB2
are bands. Observe that the string bn1
1
bm1
2
bn2
1
bm2
2
⋯bnk
1
b
mk
2
is a band for all non-
recurring sequences of positive integers (n1,m1, n2,m2,⋯, nk,mk). Hence GP2,3 is a
non-domestic string algebra. In fact for all n,m ≥ 2, n +m ≥ 5, the algebra GPn,m is
non-domestic.
A left N-string is an infinite word ⋯α2α1 such that for any n ∈ N, the word αn⋯α1
is a string. A left N-string in a domestic string algebra is an almost periodic string,
i.e., is of the form ∞bu for some primitive cyclic word b and some finite string u
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such that the composition bu is defined, whereas such a statement is not true for
non-domestic string algebras.
For technical reasons we choose and fix two arbitrary maps σ, ε ∶ Q1 → {−1,1}
satisfying the following conditions.
(a) If b1 ≠ b2 are arrows with s(b1) = s(b2), then σ(b1) = −σ(b2).
(b) If c1 ≠ c2 are arrows with t(c1) = t(c2), then ε(c1) = −ε(c2).
(c) If b, c are arrows with s(b) = t(c) and bc ∉ ρ, then σ(b) = −ε(c).
The functions can be extended to all strings as follows: if b is an arrow, set σ(B) ∶=
ε(b), ε(B) ∶= σ(b); if u = αn⋯α1 is a string of length n ≥ 1, set σ(u) ∶= σ(α1) and
ε(u) = ε(αn). Finally define σ(1(v,i)) = −i and ε(1(v,i)) = i. The composition 1(v,i)u is
defined for u satisfying t(u) = v provided ε(u) = i; in this case we say that 1(v,i)u = u.
Similarly the composition u1(v,i) is defined for u satisfying s(u) = v provided σ(u) = −i;
in this case we say that u1(v,i) = u.
Henceforth the term ‘string algebra’ will always mean a quiver with relations to-
gether with a choice of σ and ε maps. A string algebra is an artin algebra.
Example 2.1.6. A possible choice of σ and ε maps for GPn,m from Examples 2.1.2 is
σ(a) = ε(b) = 1, σ(b) = ε(a) = −1.
2.2. Classification of representations of string algebras
Let Λ be a string algebra. We can associate a ‘string module’ M(v) to each string
v ∈ Str(Λ) and a ‘band module’ B(b, n, λ) to each triplet (b, n, λ) where b is a band,
n ∈ Z+ and λ ∈ k∗. The details of the construction are omitted here and can be found
in [3, § 2.3]. For distinct strings v,v′ we have M(v) ≅ M(v′) if and only if v′ = v−1.
Similarly B(b, n, λ) ≅ B(b′, n′, λ′) if and only if b′ is a cyclic permutation of b or b−1,
n = n′ and λ = λ′. Furthermore no string module is isomorphic to a band module.
In fact (the isomorphism classes of) the modules listed in the above paragraph
are the only indecomposable finite dimensional Λ-modules, a result essentially due
to [2]. This is a crucial step towards classification of finite dimensional Λ-modules.
Let mod-Λ denote the category of finite dimensional right Λ-modules and module ho-
momorphisms between them. A well-studied invariant associated to an artin algebra
is its Auslander-Reiten (AR) quiver. It has as its vertices the isomorphism classes
of finite dimensional indecomposable Λ-modules and as its arrows the irreducible
morphisms between such modules.
Schro¨er described a basis for the k-vector space HomΛ(M,N), where M,N are
vertices in the AR Quiver. The elements of these bases are called graph maps between
the corresponding modules. Say that a graph map is of type SB if its source is a string
module and its target is a band module. Similarly we define when a graph map is
of type BS, SS and BB. Below we recall a few details and more can be found in [3,
§ 2.4] and [12].
Let u = αn⋯α2α1 ∈ Str(Λ). A substring v = αi⋯αj(1 ≤ j ≤ i ≤ n) of u is called an
image substring of u if either αi+1 is inverse or i = n, and also either αj−1 is direct or
j = 1. Dually a factor substring of u is defined.
Example 2.2.1. Continuing with Examples 2.1.2 consider the string DecaB in Λ2.
Then ec is an image substring of DecaB and ca is a factor substring of DecaB.
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If v is an image substring of u, then the canonical map M(v)→M(u) is a monomor-
phism. Dually if v is a factor substring of w, then the canonical map M(w)→M(v)
is an epimorphism. A graph map f ∶ M(w) → M(u) is a composition of such two
morphisms and v will be referred to as the string associated to f .
Let v be a finite factor substring of ∞b∞ for a band b. It is possible to define a
set of canonical maps from B(b, n, λ) →M(v) indexed by Homk(kn, k). A graph map
B(b, n, λ) →M(u) is simply the composition of a canonical map to M(v) with a graph
map M(v)→M(u), and v will be referred to as the string associated to such a graph
map. Dually we can describe graph maps from string modules to band modules.
For bands b,b′, let v be a finite string that is a factor substring of ∞b∞ and an
image substring of ∞b′∞. It is again possible to define a set of canonical maps from
B(b, n, λ) → B(b′, n′, λ′) indexed by Homk(kn, kn
′). Such canonical maps are graph
maps between these band modules, and we refer to v as the string associated to such
a graph map. In case b = b′ and λ = λ′, then there are more graph maps induced
by the basis elements of the Hom-set between (kn, λ) and (kn′ , λ) thought of as
k[T,T −1]-modules.
2.3. Stable rank of a module category
Recall that a two-sided ideal I of a category C is a class of morphisms of C such
that α1φ,φα2 ∈ I, whenever φ ∈ I, α1, α2 are morphisms of C and the compositions
are defined.
Definition 2.3.1. Let Λ be an artin k-algebra. The radical of the category mod-Λ,
denoted radΛ, is a two-sided ideal of mod-Λ generated by the non-invertible morphisms
between indecomposable finite dimensional Λ-modules.
To understand the structure of transfinite compositions of morphisms in the radical
we define its powers indexed by ordinals.
Definition 2.3.2. First set rad0Λ ∶= mod-Λ. For n ∈ N ∖ {0}, rad
n
Λ denotes the ideal
generated by all compositions of n morphisms in radΛ. For a limit ordinal ν, define
radνΛ ∶= ⋂{rad
λ
Λ ∣ λ < ν}.
If ν = λ + n, where n ∈ N ∖ {0} and λ is a limit ordinal, then define
radνΛ ∶= (rad
λ
Λ)
n+1.
Finally set
rad∞Λ ∶= ⋂{rad
ν
Λ ∣ ν is an ordinal}.
It is clear from the above definition that
rad0Λ ⊇ rad
1
Λ ⊇ rad
2
Λ⋯rad
ω
Λ ⊇ rad
ω+1
Λ ⋯ ⊇ rad
∞
Λ .
This sequence has to eventually stabilize which motivates the following definition.
Definition 2.3.3. The stable rank of mod-Λ, denoted st(Λ), is the smallest ordinal
ν such that radνΛ = rad
ν+1
Λ , and the stable radical is the ideal rad
st(Λ)
Λ
.
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Schro¨er [13, Theorem 2,Theorem 3] showed that a string algebra is domestic if
and only if rad
st(Λ)
Λ
= 0. In fact, he also shows that [13, Theorem 3] st(Λ) < w2 for a
domestic string algebra.
Transfinite powers of the radical allow us to partition the set of morphisms in
mod-Λ.
Definition 2.3.4. Given a morphism f in mod-Λ, set rk(f) ∶= ν if f ∈ radνΛ ∖ rad
ν+1
Λ
and rk(f) ∶= ∞ if f ∈ rad∞Λ .
The following lemma helps us to do arithmetic of ranks and will be a key step for
finding the rank of a ‘recursive term’ in §4.1.
Lemma 2.3.5. [6, Lemma 0.7] Suppose that f = hg are morphisms in mod-Λ. If
rk(g), rk(h) ≥ ν ≥ 1 then rk(f) > ν.
For convenience we also set radνΛ(M,N) ∶= rad
ν
Λ ∩HomΛ(M,N) for M,N ∈mod-Λ.
The invertible morphisms in mod-Λ are precisely the morphisms of rank 0 while the
arrows of the AR quiver of Λ have rank 1.
Remark 2.3.6. Since radνΛ is an ideal for each ν, it is enough to determine the ranks
of the basis elements of the Hom-sets, i.e., of the graph maps.
● Let f ∶ B(b, n, λ) →M(u) be a graph map of type BS with associated string v.
Then for appropriate cyclic permutations b′,b′′ of the band b, the canonical
map B(b, n, λ) →M(v) factors through M(b′vb′′) and hence f ∈ radωΛ. A dual
argument shows that a graph map of type SB also lies in radωΛ.
● As a consequence if a map between two string modules factors as a com-
position of a map of type SB followed by a map of type BS then it lies in
radω+1Λ .
● Let f ∶ B(b, n, λ) → B(b′, n′, λ′) be a graph map of type BB. If it is induced by
a basis element of the Hom-set between k[T,T −1]-modules then it is of finite
rank. On the other hand if there is a finite string v associated to f , then it
factors through a direct sum of n (or n′) copies of M(v). Therefore being a
composition of a linear combination of maps of type BS followed by a linear
combination of maps of type SB, we see that f ∈ radω+1Λ .
2.4. Hammock posets for strings
Let v ∈ Q0. The strings with an endpoint at v are partitioned into two sets Hr(v)
and Hl(v) using the ε and σ functions.
Hr(v) ∶= {v ∈ Str(Λ) ∣ t(v) = v and ε(v) = 1},
Hl(v) ∶= {v ∈ Str(Λ) ∣ s(v) = v and σ(v) = −1}.
The strings in Hl(v) are those extending to the left of v, i.e., starting at v while the
strings in Hr(v) are those extending to the right of v i.e., ending at v.
Consider an ordering <r on Hr(v) defined by u <r v if one of the following holds:
(1) v = uax for a ∈ Q1 and x ∈ Str(Λ).
(2) u = vBy for b ∈ Q1 and y ∈ Str(Λ).
(3) v = zax and u = zBy for a, b ∈ Q1 and x,y, z ∈ Str(Λ).
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An ordering <l on Hl(v) is defined by u <l v if v−1 <r u−1 in Hr(v). Let ml be the
direct string of maximal length and Ml be the inverse string of maximal length in
Hl(v); similarly let Mr be the inverse string of maximal length and mr be the direct
string of maximal length in Hr(v).
Lemma 2.4.1. [12, §2.5] The posets (Hl(v),<l) and (Hr(v),<r) are total orders.
The element ml is the minimal and Ml the maximal element of Hl(v) while Mr is
the minimal and mr the maximal element of Hr(v). Each element of Hl/r(v) (except
the minimal element) has a direct predecessor and each element (except the maximal
element) has a direct successor.
Suppose u,v ∈Hr(v) and v is the direct successor of u with respect to <r. From the
proof of the above lemma we know the description of these elements in terms of each
other, and thus that ∣u∣ ≠ ∣v∣, where ∣u∣ denotes the length of the string u. If ∣u∣ < ∣v∣,
then we say that r(u) ∶= v where v can be written as uax for unique a ∈ Q1, x ∈ Str(Λ)
such that x is the inverse string of maximal length such that uax is also a string.
If ∣u∣ > ∣v∣, then we say that r¯(v) ∶= u where u can be written as vBy for unique
b ∈ Q1,y ∈ Str(Λ) such that y is the direct string of maximal length such that vBy is
also a string.
The notations l, l¯ can be defined in Hl(v) analogously as follows. Suppose u <l v.
If ∣u∣ < ∣v∣, then we say that l(u) ∶= v = yBu for unique b ∈ Q1,y ∈ Str(Λ) such that
y is the direct string of maximal length such that yBv is also a string, otherwise
l¯(v) ∶= u = xau for unique a ∈ Q1, x ∈ Str(Λ) such that x is the inverse string of
maximal length such that xau is also a string.
Example 2.4.2. In Λ2 from Examples 2.1.2 we have l(a) = ecaBa and l¯(a) = ca. Note
that l(c) is not defined.
The following technical condition on string algebras, which roughly states that
whenever a string can be extended on either side, then it can be extended to an
infinite string, will be useful in §3.4.
Definition 2.4.3. We say that a string algebra Λ is l-torsion-free (resp. r-torsion-
free) if for each v ∈ Q0, whenever I is a finite interval in the total order Hl(v) (resp.
Hr(v)) such that the sequence of lengths of strings in I is monotone, there exists a
string x ∉ I such that I ∪ {x} is also an interval in Hl(v) (resp. Hr(v)) such that its
length sequence is also monotone.
We say that a string algebra is torsion-free if it is both l and r-torsion-free.
Examples 2.4.4. All the string algebras discussed in Examples 2.1.2 are torsion-free.
The following quiver with ρ = {cb} is not a torsion-free string algebra for the reason
that l¯(a) = c exists while l¯2(a) does not.
v1 v2 v3
a
b
c
Let Λ be a string algebra and let v ∈ Hl(v) such that l(v) and ln+1(v) = l(ln(v))
exist for all n ∈ N. The limit of the increasing sequence ⟨1, l⟩(v) ∶= limn→∞ ln(v) is a
left N-string. Note that ⟨1, l⟩(v) ∉Hl(v).
ON THE STABLE RADICAL OF SOME NON-DOMESTIC STRING ALGEBRAS 9
The simplest question we ask is whether the equation
(1) ⟨1, l¯⟩(x) = ⟨1, l⟩(v)
has a solution for a given string v. If one solution exists then infinitely many solutions
exist for if y′ is a solution then so is l¯(y′). We say that y is a fundamental solution
of Equation (1) if y = l¯(x) has no solution, i.e., if y is a solution of minimal length.
Further suppose that v = l(x) has no solution. Since both v and y are substrings of
the left N-string ⟨1, l⟩(v) = ⟨1, l¯⟩(y), one of them is a proper substring of the other. If
v is a substring of y, then we rewrite Equation (1) as y = ⟨l¯, l⟩(v), otherwise we write
v = ⟨l, l¯⟩(y). If y = ⟨l¯, l⟩(v), then we also say that y = ⟨l¯, l⟩(ln(v)) for any n ∈ N.
The new expression ⟨l¯, l⟩ labels a path in the hammock poset of a string algebra.
Say a real term is an expression formed out of l, l¯, brackets and concatenation that
labels a path between two strings for a domestic string algebra–the details of the
construction of real terms can be found in [11]. In this paper we will not concern
ourselves with real terms in view of Theorem 3.4.7 which loosely states that no real
term, other than a finite composition of finite power of l, l¯, r, r¯, can label a path
between two strings in the class of non-domestic string algebras that are the main
objects of study here.
Remark 2.4.5. Note that because of the description of the strings l(v) and l¯(v) for
v ∈ Str(Λ), the strings l¯(l(v)) and l(l¯(v)) are not defined.
3. The bridge quiver of a string algebra
3.1. Prime bands
The finiteness of the set of bands is crucial in the study of domestic string algebras.
On the other hand the basic obstruction for studying non-domestic string algebras
is the infinitude as well as the complexity of their bands. In order to deal with this
situation we introduce the concept of “prime bands” which play the same role in the
analysis of non-domestic string algebras that is played by the collection of (finitely
many) bands in the domestic case.
Definition 3.1.1. A band b is a prime band if for none of its cyclic permutation b
can be written as b1b2⋯bk for some k > 1 where each bi is a cyclic permutation of a
band.
Note that in a domestic string algebra all bands are prime.
Example 3.1.2. In GP2,3 from Examples 2.1.2, we have aB2 is a prime band while
aB2aB is not.
The main goal of this section is to show that there are only finitely many prime
bands in any string algebra.
Say that a string is mixed if it contains both direct and inverse syllables. The
definition of a string algebra clearly implies that each band is a mixed primitive
cyclic string.
Remark 3.1.3. Suppose u is a mixed cyclic string. Then the string un is defined for
all n ≥ 2 if and only if u2 is defined. The only non-trivial point is that a substring of
un which is a blocked relation, i.e., an element of ρ, is actually a substring of u2.
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Say that a cyclic string u = αn⋯α1 is permutable if the words αk⋯α1αn⋯αk+1 are
strings for each 1 ≤ k < n. Now we can give a characterisation of bands.
Remark 3.1.4. As an easy consequence of the above remark note that a mixed prim-
itive cyclic string is a cyclic permutation of a band if and only if it is permutable.
Now we observe how many times a mixed string can occur as a substring in a prime
band.
Proposition 3.1.5. Let b be a prime band and aB be a string for a, b ∈ Q0. Then
any permutation of b contains the substring aB at most once.
Proof. Suppose, for contradiction, that the string aB occurs in a permutation of b
at least twice, so that a permutation of b is of the form
Bu1aBu2aB⋯una,
where n > 1 and no ui contains aB as a substring.
We claim that each bi ∶= Buia is a cyclic permutation of a band. Clearly bi is a
mixed cyclic string. It is also primitive since any of its permutations cannot contain
more than one copy of aB. Therefore, in view of the above remark, it only remains
to show that bi is permutable. A substring of a permutation of bi that lies in ρ is
also a substring of bi for its first and the final syllables are not both direct or both
inverse. This completes the proof. ◻
Now we are ready to prove the the main result of this section.
Theorem 3.1.6. There are only finitely many prime bands in a string algebra.
Proof. Let b = u1v1u2v2⋯unvn be a prime band where each ui is a direct string
while each vi is an inverse string. By Proposition 3.1.5 we know that n is bounded
as a function of the number of strings of the form aB, which clearly is finite given
the finiteness of Q1. Moreover the length of each direct (as well as inverse) string is
absolutely bounded by the second clause in the definition of string algebras. Thus
the length of a prime band is absolutely bounded which proves the statement. ◻
We can also use the idea of counting substrings of the form aB to prove a result
which would be useful in concluding the finiteness of the ‘bridge quiver’ in the next
section. Say that a string is band-free if it does not contain any cyclic permutation
of a band as a substring.
Proposition 3.1.7. There are only finitely many band-free strings in a string algebra.
Proof. Suppose, on contrary, that there are infinitely many such strings. This implies
that there are band-free strings of arbitrary lengths. Suppose in a string algebra the
absolute bound on the length of a direct string is m and the number of strings of
type aB, a, b ∈ Q1, is n. Then, any string of length greater than (n + 1)m + 2n must
contain a string of type aB at least twice and hence would be of the form
u1aBu2aBu3,
for strings u1,u2,u3 and a, b ∈ Q1 such that aB is not a substring of u2. Then, Bu2a
is a mixed primitive cycle. It is also permutable because a substring of any of its
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permutation that lies in ρ would also be its substring. Therefore, by Remark 3.1.4,
Bu2a is a band, contrary to our assumption. ◻
3.2. Bridges and half bridges
In order to understand the flow in the hammock posets Hl/r(v) for fixed v ∈ Q0, we
need to understand how to move between bands. In the domestic case this movement
can be captured using some special strings called ‘bridges’, and then we can construct
a quiver whose vertices are bands and whose arrows are such bridges. In the non-
domestic case we replace the bands with prime bands and define the bridges in a
similar way.
Recall that Ba(Λ) is the collection of bands up to cyclic permutation. Let QBa
0
be
a fixed set of representatives of prime bands in Ba(Λ).
Definition 3.2.1. For b1,b2 ∈ QBa0 say that a finite string u is a weak bridge b1 → b2
if it is band-free and if the word b2ub1 is a string.
Say that a weak bridge b1
u
Ð→ b2 is a bridge if there is no prime band b and weak
bridges b1
u1
Ð→ b and b
u2
Ð→ b2 such that one of the following holds.
● u = u2u1, ∣u1∣ > 0, ∣u2∣ > 0.
● u = u′
2
u′
1
, ∣u′
1
∣ > 0, ∣u′
2
∣ > 0,u2 = u′2u
′′
2
,u1 = u′′1u
′
1
and b = u′′
2
u′′
1
.
While in the domestic case the above conditions imply that a bridge has non-zero
length, a bridge between two prime bands in a non-domestic algebra could have zero
length. In particular, we also allow zero length bridges from a band to itself. These
are called trivial bridges.
By QBa
1
we denote the set of all bridges between prime bands in QBa
0
; this together
with QBa
0
constitutes a quiver QBa = (QBa
0
,QBa
1
) known as the bridge quiver. Theorem
3.1.6 and Proposition 3.1.7 together imply that the the bridge quiver of any string
algebra is finite.
Definition 3.2.2. Given x ∈ Str(Λ) and b ∈ QBa
0
, a weak half bridge x→ b is a string
u such that
(1) the word bux is a string (in case x is of the form 1(v,i), then we require that
bu and u1(v,i) are defined);
(2) the word u is band-free.
Suppose b1
u
Ð→ b2 is a bridge. The exit of this bridge is first syllable in
∞b2ub1
from the right where the strings ∞b2ub1 and
∞b1 differ. We further define a function
σBa ∶ QBa
1
→ {1,−1} by σBa(u) ∶= 1 if and only if the exit of u is an inverse arrow.
Similarly, the exit of a weak half bridge x
u
Ð→ b is the first syllable of bu. We extend
the map σBa to weak half bridges too.
Proposition 3.1.7 says that the set of weak half bridges from x is finite. We define a
relation ⊑ on the set of all weak half bridges from x by u ⊑ u′ for distinct x
u
Ð→ b, x
u′
Ð→ b′
if there is a bridge b
v
Ð→ b′ such that either u′ = vu or u′ can be obtained from vu by
removing, if exists, a cyclic permutation of b.
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The dual notions are defined as follows. Say b
u
Ð→ 1(v,i) is a reverse weak half/half
bridge if 1(v,−i)
u−1
Ð→ b−1 is a weak half/half bridge.
Definition 3.2.3. Given x ∈ Str(Λ) and b ∈ QBa
0
, a weak half bridge x
u
Ð→ b is a half
bridge if there does not exist a weak half bridge x
u′
Ð→ b′ such that u′ ⊑ u, u ⋢ u′ and
σBa(u) = σBa(u′).
Remark 3.2.4. Recall that every band in a domestic string algebra is a prime band.
Moreover the notions of a bridge and (reverse) half bridge coincide with the existing
notions.
Definition 3.2.5. Given v1, v2 ∈ Q0 and i1, i2 ∈ {−1,1}, a weak zero bridge 1(v1,i1)
u
Ð→
1(v2,i2) is a band-free string u such that 1(v2,i2)u and u1(v1,i1) are defined.
A zero bridge 1(v1,i1)
u
Ð→ 1(v2,i2) is a weak zero bridge for which there is no band
b, weak half bridge 1(v1,i1)
u1
Ð→ b and reverse weak half bridge b
u2
Ð→ 1(v2,i2) such that
∣u1∣, ∣u2∣ > 0, and either u = u2u1 or u can be obtained from u2u1 by removing, if exists,
a cyclic permutation of b.
Finally we introduce two notions which will be crucial in the next subsection.
Define the extended bridge quiver (resp. extended weak bridge quiver), denoted Q
Ba
(resp. Q̃Ba), as follows. Its vertex set is Q
Ba
0 = Q̃
Ba
0
∶= QBa
0
⊔{1(v,i) ∣ v ∈ Q0, i ∈ {1,−1}},
whereas its arrows are all the (resp. weak) bridges between prime bands, (resp. weak)
half bridges from and reverse (resp. weak) half bridges to vertices of the form 1(v,i),
and (resp. weak) zero bridges between two vertices of the form 1(v,i).
Example 3.2.6. Continuing with Example 2.1.6, Figure 1 shows a part of the extended
bridge quiver for GP2,3.
aB bA
1(v,−1) 1(v,1)
aB2 b2A
B
1(v,−1)
b
1(v,1) b
1(v,−1)
a
B
1(v,−1)
a
b
1(v,1)
b2
b
1(v,1)
b2
B 1(v,−1) 1(v,1)
Figure 1. The bridge quiver for GP2,3 with weak half bridges. The
dotted arrows represent weak half bridges which are not half bridges.
Note that in Figure 1 the weak half bridge u ∶= (1(v,−1)
B
Ð→ aB) is not a half bridge
because u′ ∶= (1(v,−1)
1(v,−1)
ÐÐÐ→ aB) satisfies u′ ⊑ u, u ⋢ u′ and σBa(u) = σBa(u′). On the
other hand, although 1(v,1)
1(v,1)
ÐÐÐ→ bA is strictly lower than 1(v,1)
b
Ð→ b2A with respect to
⊑, the latter is a half bridge since the values of σBa associated to them are different.
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3.3. Generating strings with paths in bridge quivers
The goal of this section is to show that each string is ‘generated by’, in a precise
sense, at least one directed path in the extended bridge quiver.
A weak path is a directed path in Q̃Ba or Q
Ba
that begins and ends at a vertex not
in QBa
0
. A path is a weak path of the form P ∶= (1(v,i)
u0
Ð→ b1
u1
Ð→ b2
u2
Ð→ ⋯
un−1
ÐÐ→ bn
un
Ð→
1(v′,i′)) for some n ≥ 0. If n = 0 then u0 is a (weak) zero bridge otherwise u0 is a (weak)
half bridge, un is a reverse (weak) half bridge while the rest ui are non-trivial (weak)
bridges. Say that a string x ∈Hl(v) is generated by P if x is the string obtained from
reducing the word of the form unb
mn
n un⋯u1b
m1
1
u0 such that for all 1 ≤ j ≤ n we have
mj ≥ −1. Analogous definition could be obtained for strings generated by weak paths
where powers of prime bands are replaced by 1(v,i) wherever appropriate.
Remark 3.3.1. We need mj = −1 in order to express a weak bridge, a weak (reverse)
half bridge, or a weak zero bridge as a string generated by a finite path consisting of
their non-weak counterparts.
Here is an example where negative power of a band is necessary.
Example 3.3.2. Consider the following quiver
v3 v2
v4 v1 v5
d
c
a e
b
with ρ = {ba, ed}. There is a unique band b = cDB. Then the string ea is generated
by the path 1(v4,i)
cDa
ÐÐ→ b
eB
Ð→ 1(v5,j) for appropriate i, j ∈ {1,−1} as ea can be obtained
by simplifying the word eBb−1cDa.
In a non-domestic string algebra there could be multiple paths generating the same
string.
Example 3.3.3. Consider the extended bridge quiver of GP2,3 from Figure 1. Then
the string B is generated by the path 1(v,−1)
1(v,−1)
ÐÐÐ→ aB
B
Ð→ aB
1(v,−1)
ÐÐÐ→ 1(v,−1) as well as
the path 1(v,−1)
1(v,−1)
ÐÐÐ→ aB2
B
Ð→ aB
1(v,−1)
ÐÐÐ→ 1(v,−1).
Let S(1(v,i)) denote the set of all strings generated by paths in the extended bridge
quiver starting with a zero/half bridge from 1(v,i). The following expected result
states that we have indeed developed a language that accounts for all strings in a
string algebra.
Lemma 3.3.4. For v ∈ Q0, we have S(1(v,1)) = Hl(v) and S(1(v,−1)) = {x−1 ∣ x ∈
Hr(v)}.
The following result gives the inductive way to prove this lemma.
Proposition 3.3.5. Suppose w is a band-free string and α is a syllable such that the
composition αw is defined. Then there is a path in Q̃Ba
0
that generates αw.
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Proof. The string w is band-free. If αw is band-free then 1(w′,j′)
αw
Ð→ 1(w,j) is the
required path for appropriate w,w′ ∈ Q0 and j, j′ ∈ {1,−1}.
On the other hand if αw is not band-free then there is a decomposition w = w1w2
where w1 is of least length such that αw1 is a cyclic permutation of a band, say bw.
Due to the minimal length condition the band bw is a prime band.
If bw = αw1 then the path 1(w′,j′)
w2
Ð→ bw
1(w,j)
ÐÐÐ→ 1(w,j) generates αw. Otherwise let
bw = u′u, αw1 = uu′. Then the path 1(w′,j′)
u′w2
ÐÐ→ bw
u
Ð→ 1(w,j) generates αw. ◻
Proof. (of Lemma 3.3.4) We only prove the first equality. By definition S(1(v,i)) ⊆
Hl(v), so it remains to prove the reverse inclusion.
Let u ∈ Hl(v). Let u = αp⋯α1. Let uk = αk⋯α1 for 1 ≤ k ≤ p. We prove that there
is a path in the extended weak bridge quiver that generates up by induction on p.
For p = 1, the string u = α1 is itself a zero bridge. So, for induction, we assume the
result for p = k and prove for p = k + 1.
Suppose Pk ∶= (1(v,1)
u0
Ð→ b1
u1
Ð→ b2
u2
Ð→ ⋯
un−1
ÐÐ→ bn
un
Ð→ 1(v′,i′)) is a path in the extended
weak bridge quiver that generates uk. Then the weak path obtained by adjoining the
zero bridge 1(v′,i′)
αk+1
ÐÐ→ 1(w,j) to Pk generates uk+1. Using Proposition 3.3.5 we could
replace the part bn
un
Ð→ 1(v′,i′)
αk+1
ÐÐ→ 1(w,j) of a weak path by a part of a path from bn
to 1(w,j) so as to obtain a path Pk+1 in the extended weak bridge quiver generating
uk+1, thus completing the induction step.
Now it remains to show that there is a path in the extended bridge quiver that gen-
erates u. This can be achieved by using Remark 3.3.1 on the weak zero/half/reverse
half/bridges appearing in the path obtained above in Q̃Ba. ◻
3.4. Meta-⋃-cyclic string algebras
We want to restrict our attention to a subclass of string algebras defined using
some graph-theoretic property of its bridge quiver.
A meta-band in Λ is a directed cycle of positive length in its bridge quiver. Note
that a string algebra is non-domestic if and only if it contains a meta-band.
Definition 3.4.1. Say that Λ is meta-⋃-cyclic if each connected component of its
bridge quiver contains at least two vertices and can be written as a union of meta-
bands.
A meta-⋃-cyclic string algebra is clearly non-domestic and each arrow of its bridge
quiver lies in a meta-band. Moreover, Λ is meta-⋃-cyclic if and only if each connected
component of its bridge quiver is strongly connected and has at least two vertices.
We say a string x is extendable if it is a substring of a cyclic permutation of a band.
The main goal of this section is to give an equivalent characterization (Theorem 3.4.5)
of a meta-⋃-cyclic string algebra in terms of extensibility of its strings.
We begin by studying which bands occur in the almost periodic strings of the form
⟨1, l⟩(x0). Say that a finite string u is an l-string if it is a mixed string and is a
substring of ⟨1, l⟩(1(v,i)) for some vertex v and i ∈ {1,−1}.
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Remark 3.4.2. Given any vertex v, i ∈ {1,−1}, a syllable α such that α1(v,i) is defined,
and n > 0 there exists at most one l-string u of length n such that α is the first syllable
of u.
An l-string can always be extended on the left to an l-string. In particular for an
l-string u if there exists a direct syllable β such that βu exists then βu is an l-string,
otherwise αu is an l-string where α is an inverse syllable such that the composition
exists.
This remark is the key to prove the following result.
Proposition 3.4.3. Suppose ⟨1, l⟩(x0) =
∞bux0 for some string x0 and band b, then
b is prime.
Proof. We will prove this result by contradiction. Suppose b is composite. Let a
permutation b′ of b be written as b′ = bn⋯b2b1 where bi are cyclic permutations of
bands. By extending u if necessary we may assume that ⟨1, l⟩(x0) =
∞b′u′x0. Let
v = s(bi) for each 1 ≤ i ≤ n. By our assumption each bi and all cyclic permutations of
b′ are l-strings.
If there is 1 ≤ i < n such that the first syllables of bi,bi+1 are both direct or inverse
then their first syllables are same since bi+1bi and b2i are both defined. Now for
x = 1(v,j) with appropriate j, we have that both bi−1⋯b1bn⋯bix and bi⋯b1bn⋯bi+1x
are defined. Hence the above remark implies that these two strings are equal which
is a contradiction. Therefore n is even and the first syllables of consecutive bi are not
both direct or both inverse.
Suppose the first syllable of bn is direct while that of b1 is inverse then, since b2n
exists, b1bn cannot be an l-string in view of the latter part of the above remark which
is again a contradiction. The case when the first syllable of b1 is direct while that of
bn is inverse is dealt with in a similar manner. So we can conclude that n = 1, and
hence that b is prime. ◻
The next result is the key step towards the goal of this section.
Lemma 3.4.4. Suppose Λ is a torsion-free string algebra. Then for a given string u
there exist strings v,v′ and prime bands b,b′ such that the word bvuv′b′ is defined.
Proof. First assume that ∣u∣ > 0. Suppose u = αkαk−1⋯α1 with k ≥ 1. Without loss
of generality we may assume that α1 is an inverse syllable. We first show that the
string u can be extended to the right.
If there is a direct syllable β such that uβ is defined then r(u) exists. Since Λ is
torsion-free we have that ⟨1, r⟩(u) is also defined, say it has the form uv′b′∞ for some
string v′ and prime band b′ thanks to Proposition 3.4.3.
If there is no direct syllable β such that uβ is defined then r¯(αkαk−1⋯α2) = u. Once
again since Λ is torsion-free we get that ⟨1, r¯⟩(u) is defined, say it has the form uv′b′∞
for some string v′ and prime band b′ thanks to Proposition 3.4.3.
In either case apply the dual argument to the string uv′b′ to obtain a string v and
a prime band b such that bvuv′b′ is a string.
When u = 1(v,i), since Λ is torsion-free, the total degree of the vertex v ∈ Q0 is at
least 2. Thus there exists a syllable α such that αu is defined, and thus the above
argument could be applied to the string α. ◻
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Theorem 3.4.5. Suppose Λ is a torsion-free string algebra such that every connected
component of its bridge quiver has at least two vertices. Then it is meta-⋃-cyclic if
and only if every string in Λ is a substring of a band.
Proof. Suppose u ∈ Str(Λ). Using the above lemma there exist strings v,v′ and
prime bands b,b′ such that bvuv′b′ is a string.
Since the connected component of the bridge quiver containing b,b′ is strongly
connected there is a path from b to b′, say P ∶= b
u1
Ð→ b2
u2
Ð→ ⋯bm−1
um
Ð→ b′. Now the
string of the form vuv′b′umbm−1⋯u2b2u1bp is a band for a suitable p ≥ 1.
For the converse suppose that there is a connected component of the bridge quiver
of Λ that is not strongly connected.
Then we have a bridge b1
u
Ð→ b2 such that there is no directed path from b2 to b1 in
the bridge quiver. Consider the string b2ub1. If it can be extended to a band u′b2ub1,
then using Lemma 3.3.4 the string u′ would be generated by a path from b2 to b1 in
the bridge quiver which is a contradiction to our choice. ◻
The definition of a prime band also yields the following result.
Corollary 3.4.6. Each arrow of a torsion-free meta-⋃-cyclic string algebra lies on
a prime band.
We close this section by showing that no “complicated” real term labels a graph
map between finite dimensional string modules for a meta-⋃-cyclic string algebra.
Theorem 3.4.7. For a meta-⋃-cyclic string algebra Λ and any v ∈ Str(Λ) there is
no string u such that the following equation holds
(2) ⟨1, l¯⟩(u) = ⟨1, l⟩(v).
Proof. Suppose ⟨1, l⟩(v) exists for some v ∈ Str(Λ). From Theorem 3.4.3 we know
that ⟨1, l⟩(v) is of the form ∞bv′v for a string v′ and a prime band b.
Since b starts with an inverse syllable we also have ⟨1, l⟩(1(v,i)) =
∞b, where v = s(b)
and i = −σ(b). It is clearly seen that Equation (2) has a solution if and only if the
following equation has a solution.
(3) ⟨1, l¯⟩(u) = ⟨1, l⟩(1(v,i)).
Note that if a prime band b has a direct (resp. inverse) syllable as an exit then for
any substring u of b there is n > 0 such that ln(u) (resp. l¯n(u)) is not a substring of
b2.
The equation ⟨1, l⟩(1(v,i)) =
∞b implies that b does not have a direct exit syllable.
But since Λ is meta-⋃-cyclic b must have an exit and it must be an inverse syllable.
Since any solution u of Equation (3) is a substring of a finite power of b, in view of
the discussion in the previous paragraph this equation does not have a solution. ◻
The result above can also be proved for the pairs (l, l¯), (r, r¯) and (r¯, r).
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4. Computation of ranks of graph maps
4.1. Recursive systems
We want to develop a language to talk about graph maps between string modules.
Given v ∈ Str(Λ) such that l(v) is defined and is equal to ak⋯a2a1Bv, we set li(v) ∶=
ak−i⋯a2a1Bv for 0 ≤ i ≤ k. Note that l0(v) = l(v). The notations l¯i(v), ri(v), r¯i(v)
are defined in a similar way.
Remark 4.1.1. Since any string u starting with an inverse syllable can be written as
vpBp⋯v2B2v1B1, where, for 1 ≤ j ≤ p, Bj are inverse syllables and vj are direct strings
possibly of zero length, u can be written as lkplkp−1⋯lk1(1(v,i)) which is a short hand
for lkp(lkp−1⋯(lk1(1(v,i)))⋯), where v = s(B1) and i = −σ(B1).
In case Λ is a torsion-free domestic string algebra and li(v) exists for some v ∈
Str(Λ), there exists a real term µ such that µ(v) = li(v) [11].
As in §2.4, we can ask if the equation
⟨1, l¯j⟩(x) = ⟨1, li⟩(v)
has a solution x for a given string v. As described there we also assign meaning to
the expressions ⟨l¯j, li⟩ and ⟨li, l¯j⟩ by replacing l = l0 by li and l¯ = l¯0 by l¯j. In a similar
manner, we can also assign meaning to the expressions ⟨τ,µ⟩ and ⟨µ, τ⟩ where τ is a
finite composition of lip and µ is a finite composition of l¯jq . The expressions of the
form τ,µ, ⟨τ,µ⟩ and ⟨µ, τ⟩ as defined above will be called complex terms. We further
say that the expressions of the form τ and ⟨µ, τ⟩ (resp. µ and ⟨τ,µ⟩) are l-terms
(resp. l¯-terms).
Remark 4.1.2. Note that for strings v, x such that the composition vx is defined and
li(v) exists, we have that li(vx) = li(v)x whenever either (and hence both) sides are
defined. Thus we denote the canonical inclusion map M(v) → M(li(v)) by Li(v, j)
where v = t(v) and j = ǫ(v).
As in Remark 4.1.1 if u is a string starting with an inverse syllable and j = −σ(u)
then the canonical inclusion map M(1(v,j)) → M(u) can be written as a composi-
tion LkpLkp−1⋯Lk1(v, j). We say that the complex term labeling this graph map is
lkplkp−1⋯lk1(v, j), where we also emphasize on the pair (v, j).
Definition 4.1.3. Let f be a canonical inclusion map between two string modules of
Λ such that the complex term τ ∶= τ(v, j) labeling f is an l-term. We say that τ is a
recursive term if there are l-terms τ1, τ2 and an l¯-term µ such that
τ(1(v,j)) = ⟨µ, τ1ττ2⟩(1(v,j));
the data of the terms τ, τ1, τ2, µ satisfying the above equation is said to constitute a
recursive system.
Example 4.1.4. Let Λ = GP2,3. Consider the graph map f ∶M(1(v,−1))→M(B) labeled
by the term l1(v,−1). Then l1 satisfies the recursive equation
⟨l¯1l¯, ll1l⟩(1(v,−1)) = l1(1(v,−1)).
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Maps labeled by recursive terms belong to the stable radical of Λ which is the r of
the next lemma. We will use the phrase ‘rank of a term’ to refer to the rank of the
graph map that it labels when the graph map is clear from the context.
Lemma 4.1.5. Let f be a canonical inclusion map between two distinct string mod-
ules of Λ such that the complex term τ ∶= τ(v, j) labeling f is a recursive l-term.
Then rk(f) =∞.
Proof. Since τ is recursive there exist l-terms τ1, τ2 and an l¯-term µ such that
τ(1(v,j)) = ⟨µ, τ1ττ2⟩(1(v,j)).
Clearly f is non-invertible and hence rk(τ) ≥ 1. Since radνΛ is an ideal for all ordinals
ν we have rk(τ1ττ2) ≥ rk(τ).
We also have
(4) ⟨µ, τ1ττ2⟩ = ⟨µ, τ1ττ2⟩τ1ττ2.
If rk(τ1ττ2) <∞ then by Lemma 2.3.5 we have rk(τ) = rk(⟨µ, τ1ττ2⟩) > rk(τ1ττ2),
which is a contradiction. Thus rk(τ1ττ2) = ∞. Combining the above two equations
we also have rk(τ) ≥ rk(τ1ττ2). Therefore rk(τ) =∞. ◻
Similarly we can define when a term labeling canonical inclusions or canonical
surjections of the remaining three types is recursive and prove results like the above
for them.
4.2. The case of meta-⋃-cyclic string algebras
In this section we prove that graph maps satisfying certain hypotheses lie in the
stable radical. The first result guarantees that the hypotheses are satisfied some-
where.
Proposition 4.2.1. Let Λ be a string algebra and b be a vertex of a meta-band. Then
there exists a substring u of a cyclic permutation of b that starts with an inverse
syllable, and distinct syllables α,β such that the strings αu, βu are defined and are
extendable.
Proof. Suppose b is a vertex of the meta-band b1(= b)
u1
Ð→ b2
u2
Ð→ ⋯
un−1
ÐÐ→ bn
un
Ð→ b1,
where n ≥ 1. Let α be the exit syllable of u1 and β the syllable of b such that
s(α) = s(β). It is easy to find a substring u of a cyclic permutation of b starting
with an inverse syllable such that αu and βu are defined. Then unbn⋯u2b2u1bp, for
p = 1,2, are distinct bands which extend αu and βu respectively. ◻
In the next result we explicitly construct a recursive system to identify some ele-
ments of the stable radical.
Lemma 4.2.2. Let Λ be a meta-⋃-cyclic string algebra. Let x be a string such that
its first syllable is inverse and x1(v,j) is defined. If there is a direct syllable α and an
inverse syllable β such that αx and βx are defined and are extendable. Then the rank
of the canonical inclusion f ∶M(1(v,j))→M(x) is ∞.
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Proof. Suppose τ ∶= τ(v, j) is a complex l-term labeling f .
Let b,b′ be the cyclic permutations of bands extending αx, βx respectively such
that b1(v,j) and b′1(v,j) are defined. Clearly b ≠ b′. The composition bb′ is always
defined while b′b may not be a string. Since Λ is meta-⋃-cyclic, there exists a string
v generated by a path from b to b′ such that b′′ = b′vb is defined and is a cyclic
permutation of a band. Then b′′b′ and b′b′′ are strings.
Using Remark 3.4.2 we can find complex l-terms τ1, τ2 and a complex l¯-term µ such
that
τ1(1(v,j)) = b′′, τ2(x) = b′, µ(x) = xb′b′′.
Hence we get
⟨1, µ⟩(τ(1(v,j))) = ⟨1, τ2ττ1⟩(1(v,j))
If µ = l¯np⋯l¯n1 and x = l¯mu⋯l¯m1(y) for some substring y of x obtained using Remark
4.1.1, then p > u. Hence x = τ(1(v,j)) is the fundamental solution of the above equation
to yield the following recursive system.
τ(1(v,j)) = ⟨µ, τ2ττ1⟩(1(v,j))
Thus τ is a recursive l-term and hence by Lemma 4.1.5, we conclude rk(f) =∞. ◻
The hypotheses of the above lemma are quite restrictive and are relaxed below.
Theorem 4.2.3. Let Λ be a meta-⋃-cyclic string algebra. Let k > 0 and v ∈ Q0
be such that x ∶= lk(1(v,1)) exists. Suppose f ∶ M(1(v,1)) → M(lk(1(v,1))) denotes the
canonical inclusion and I ∶= [1(v,1), x] denotes the closed interval in Hl(v). If I has
infinitely many elements then rk(f) =∞.
Proof. Every element in the interior of I is of the form yax where y ∈ Str(Λ) and
a ∈ Q1. The interval I has infinitely many elements if and only if there exists a prime
band b′ and a string z such that b′zax is a string in I, thanks to Proposition 3.1.7.
Let u be the string obtained from Proposition 4.2.1 that is a substring of a cyclic
permutation of b. Let b = u′′u′ be such that uu′ is defined. Further suppose u1(v′,i)
is defined. Let v be a string generated by a path from b′ to b in the bridge quiver
such that uu′bvb′zax is a string. The canonical inclusion map g ∶ M(u′bvb′zax) →
M(uu′bvb′zax) is in the stable radical by Lemma 4.2.2 since the intervals [1(v′,i),u]
and [u′bvb′zax,uu′bvb′zax] in appropriate hammocks are isomorphic. Since f lies in
the ideal generated by g we also have that rk(f) =∞. ◻
The above two results could be combined to yield an alternate proof of [13, Theo-
rem 3(iii)].
Clearly if the interval I has only finitely many elements then rk(f) < ω. Now we
are ready to prove the main result for meta-⋃-cyclic string algebras.
Theorem 4.2.4. The rank of a graph map between finite dimensional string modules
for a meta-⋃-cyclic string algebra Λ is either finite or equals ∞.
Proof. By Theorem 4.2.3 a map labeled by lk for k > 0 is either in the stable radical
or is of finite rank. Moreover Proposition 4.2.1 together with Lemma 4.2.2 guarantees
the existence of at least one graph map in the stable radical.
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Using Remark 4.1.1 we know that a graph map f between finite dimensional string
modules of Λ is a finite composition of maps labeled by li, ri, l¯i and r¯i. If any of
these maps lies in the stable radical then so does f since the stable radical is an ideal.
Otherwise f is of finite rank being a finite composition of finite rank maps. ◻
4.3. The case of meta-torsion-free string algebras
The proof of Theorem 4.2.3 motivates the following definition.
Definition 4.3.1. Say that Λ is meta-torsion-free if each connected component of
its bridge quiver contains at least two vertices and every directed path in its bridge
quiver with positive finite length can be extended to a directed path indexed by Z.
This class of non-domestic string algebras can be characterized in terms of the rank
of graph maps between its finite dimensional string modules.
Theorem 4.3.2. The following are equivalent for a non-domestic string algebra Λ.
(1) The algebra Λ is meta-torsion-free.
(2) The rank of any graph map between finite dimensional string modules for Λ
is either finite or ∞.
Proof. (1) Ô⇒ (2): This is the analogue of Theorem 4.2.4 for meta-torsion-free
string algebras. After making suitable modifications to the proofs of Proposition
4.2.1, Lemma 4.2.2 and Theorem 4.2.3 the proof remains essentially the same as that
of Theorem 4.2.4.
(1)⇐Ô (2) We prove the contrapositive of the statement. Suppose Λ is not meta-
torsion-free. Without loss of generality we may assume that there exists a prime
band b such that any directed path starting with b is finite. Thus there is a prime
band b′ such that there is no non-trivial bridge from b′.
Let α be an inverse syllable of b′ such that the canonical inclusion map f ∶
M(1(v,i)) → M(α), where v = s(α), i = −σ(α), is labeled by lk for some k > 0 and
lk−1(1(v,i)) is a substring of a cyclic permutation of b′. Up to inversion of all values
of σ, ǫ maps for Λ, we may assume that i = 1.
If we extend the definition of <l to include left N-strings we obtain an extension of
Hl(v), say Hˆl(v). Consider the interval I ∶= [1(v,1), α] in Hˆl(v). From the choice of
b′ and α it can be easily seen that I contains only one infinite string, say w.
Any factorization of the graph map f through a string module corresponds to a
choice of a finite string v in the open interval (1(v,1), α). Depending on whether w
lies in the interval [1(v,1),v] or [v, α], we have that the other one has only finitely
many elements.
If the graph map f factors through a band module B(b, n, λ), then b is necessarily
b′. We also have that 1(v,1) is an image substring of ∞b∞. Dually either 1(v,1) or α is
a factor substring of ∞b∞. Clearly this is impossible, and hence no factorisation of f
through a band module is possible.
This shows that f ∈ radωΛ ∖ rad
ω+1
Λ . Thus we have obtained a map, namely f , that
is neither of finite rank nor in the stable radical. ◻
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As a consequence we can conclude that any map between two string modules which
does not lie in the same connected component of the AR quiver is of rank ∞. We
further analyse graph maps whose source and/or target is a band module to complete
our study of the stable radical in case of meta-torsion-free algebras.
Corollary 4.3.3. For a meta-torsion-free string algebra Λ we have ω ≤ st(Λ) ≤ ω+2.
Proof. Let Λ be a meta-torsion-free string algebra. Since Λ is non-domestic, we
know that st(Λ) ≥ ω. To complete the proof we will show that radω+2Λ ⊆ rad
st(Λ)
Λ
.
A map f in radω+2Λ can be written as the composition of at least four maps in rad
ω
Λ,
and thus its type is a word of length 5 using the alphabet {S,B}.
If such a word has at least 2 occurrences of the letter S then, in view of Theorem
4.3.2, a map of such type is in the stable radical. So it only remains to consider words
containing at most one occurrence of the letter S. Any such word must contain two
occurrences of subwords of the type BB. Since a graph map of type BB whose rank
is not finite must factor through a direct sum of string modules in view of Remark
2.3.6, we observe that f admits a factorization through a finite direct sum of maps of
type SS whose rank is ∞. Thus we can conclude that every map whose type is given
by a word of length 5 must lie in the stable radical. ◻
Remark 4.3.4. If for any band b, any image substring v of ∞b∞, and any cyclic
permutation b′ of b we have ⟨1, l⟩(v) ≠ ∞b′v or ⟨1, r⟩(v) ≠ vb′∞, then a graph map
of type SB corresponding to the band b and whose associated string is v lies in the
stable radical in view of Theorem 4.3.2.
In particular, in view of Proposition 3.4.3, whenever b is composite then such map
always lies in the stable radical. Dual statements could be made about graph maps
of type BS.
v1 v2 v3 v4
v5 v6
a
b
c
e
d fh
g
v1 v2 v3
a
b
c
d
v1 v2
b
a
c
d
Figure 2. Meta-torsion-free string algebras and their stable ranks
(L) Λ ∶ ρ = {cb, dc, fd, bh}, st(Λ) = ω ,(M) Λ′ ∶ ρ = {cb, da}, st(Λ′) = ω+1,
(R) Λ′′ ∶ ρ = {cb, da, ad, bc, ac, bd}, st(Λ′′) = ω + 2
Examples 4.3.5. Figure 2 shows examples of meta-torsion-free string algebras with
stable ranks from the range obtained in Corollary 4.3.3.
Λ ∶ There are only three prime bands (up to inverse) and for each of them Remark
4.3.4 guarantees that the graph maps of type SB or BS, and hence those of
type BB with non-finite rank, lie in the stable radical. Thus st(Λ) = ω.
Λ′ ∶ There are only two prime bands (up to inverse), namely b = cD and b′ = aB.
In view of Remark 4.3.4 the only graph maps of type SB which may not lie in
the stable radical have underlying band b. Any image substring of ∞b∞ has
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the form bn for some n ≥ 0. Note that bn cannot be a factor substring of any
band. Moreover the canonical inclusion map M(bn) →M(bm) for n ≤m is of
finite rank. Hence a graph map from M(bn) to B(b, n, λ) is of rank ω.
A dual argument for graph maps of type BS works for factor substrings
of ∞b′∞. Note that the maps of rank ω thus found, cannot be composed.
Therefore, st(Λ′) = ω + 1.
Λ′′ ∶ As in Λ′ there are only two prime bands (up to inverse), namely b = cD,b′ =
aB. As argued there, the only graph maps of rank ω are of the form M(bn)→
B(b, n, λ) and B(b′, n′, λ′)→M((Ba)m). For a suitable choice of j, the string
1(v1,j) is of the form b
0 as well as (Ba)0, and this is the only such string.
Therefore M(1(v1,j)) must appear in any finite factorisation of the composition
B(b′, n′, λ′)→M(1(v1,j))→ B(b, n, λ), which guarantees that the composition
map is of rank ω + 1. Thus st(Λ′′) = ω + 2.
From the proof of Theorem 4.3.2 it is easy to obtain the following.
Corollary 4.3.6. If st(Λ) = ω for a string algebra Λ then Λ is meta-torsion-free.
4.4. Future directions
In this paper we dealt with string algebras whose bridge quivers were essentially
made of directed cycles. The other end of the spectrum, namely the class of do-
mestic string algebras, is dealt with by the second and the third author in [11]. In
a future work we hope to combine the ideas in these two papers to investigate the
stable rank of an arbitrary special biserial algebra which is an algebra presented by
(Q, ρ) where Q is a quiver and ρ is a collection of relations that are not necessarily
monomials. In particular it would be desirable to obtain the following generalization
of [13, Theorem 2].
Conjecture 4.4.1. The stable rank, st(Λ), of a special biserial algebra Λ with at
least one band satisfies ω ≤ st(Λ) < ω2.
References
[1] M.C. Butler and C.M. Ringel, Auslander-reiten sequences with few middle terms and appli-
cations to string algebras, Communications in Algebra, 15(1&2)(1987), 145–179.
[2] I.M. Gel’fand and V.A. Ponomarev, Indecomposable representations of the Lorentz group,
Russian Mathematical Surveys, 23(2)(1968), 1–58.
[3] R. Laking, String Algebras in Representation Theory, PhD thesis, University of Manchester,
2016.
[4] R. Laking, M. Prest and G. Puninski, KrullGabriel dimension of domestic string algebras,
Trans. Amer. Math. Soc., 370(7)(2018), 4813–4840.
[5] M. Prest, Model Theory and Modules, London Math. Soc. Lecture Note Ser., Vol. 130,
Cambridge Univ. Press, 1988.
[6] M. Prest, Morphisms between finitely presented modules and infinite-dimensional represen-
tations, Canad. Math. Soc. Conf. Proc. Ser., 24(1998), 447–455.
[7] M. Prest, Purity, Spectra and Localisation, Encyclopedia Math. Appl., Vol. 121, Cambridge
Univ. Press, 2009.
[8] M. Prest, Topological and geometric aspects of the Ziegler spectrum. Infinite length modules,
Birkhuser, Basel, 2000, 369–392.
ON THE STABLE RADICAL OF SOME NON-DOMESTIC STRING ALGEBRAS 23
[9] G. Puninski and M. Prest, Ringels conjecture for domestic string algebras, Math. Zeit.,
282(1-2)(2016), 61–77.
[10] C.M. Ringel, Infinite length modules. Some examples as introduction, Birkhuser, Basel, 2000,
1–73.
[11] S. Sardar and A. Kuber, On the factorization of graph maps for domestic string algebras, In
preparation.
[12] J. Schro¨er, Hammocks for string algebras, PhD thesis, Universita¨t Bielefeld, 1997.
[13] J. Schro¨er, On the infinite radical of a module category, Proc. Lond. Math. Soc., 81(3)(2000),
651–674.
