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Abstract
Numerical modelling of subsurface processes, such as geotechnical, geohy-
drological or geothermal applications requires a realistic description of fluid
parameters in order to obtain plausible results. Particularly for gases, the
properties of a fluid strongly depend on the primary variables of the sim-
ulated systems, which lead to non-linerarities in the governing equations.
This thesis describes the development, evaluation and application of a nu-
merical model for non-isothermal flow processes based on thermodynamic
principles. Governing and constitutive equations of this model have been im-
plemented into the open-source scientific FEM simulator OpenGeoSys. The
model has been verified by several well-known benchmark tests for heat
transport as well as for single- and multiphase flow.
To describe physical fluid behaviour, highly accurate thermophysical prop-
erty correlations of various fluids and fluid mixtures have been utilized.
These correlations are functions of density and temperature. Thus, the accu-
racy of those correlations is strongly depending on the precision of the chosen
equation of state (EOS), which provides a relation between the system state
variables pressure, temperature, and composition. Complex multi-parameter
EOSs reach a higher level of accuracy than general cubic equations, but lead
to very expansive computing times. Therefore, a sensitivity analysis has been
conducted to investigate the effects of EOS uncertainties on numerical sim-
ulation results. The comparison shows, that small differences in the density
function may lead to significant discrepancies in the simulation results.
Applying a compromise between precision and computational effort, a cu-
bic EOS has been chosen for the simulation of the continuous injection of
carbon dioxide into a depleted natural gas reservoir. In this simulation, real
fluid behaviour has been considered. Interpreting the simulation results al-
lows prognoses of CO2 propagation velocities and its distribution within the
reservoir. These results are helpful and necessary for scheduling real injection
strategies.
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Thermodynamik poröser Medien: Nicht-lineare Strömungsprozesse
NORBERT BÖTTCHER
Kurzfassung
Für die numerische Modellierung von unterirdischen Prozessen, wie z. B.
geotechnische, geohydrologische oder geothermische Anwendungen, ist
eine möglichst genaue Beschreibung der Parameter der beteiligten Fluide
notwendig, um plausible Ergebnisse zu erhalten. Fluideigenschaften, vor
allem die Eigenschaften von Gasen, sind stark abhängig von den jeweiligen
Primärvariablen der simulierten Prozesse. Dies führt zu Nicht-Linearitäten
in den prozessbeschreibenden partiellen Differentialgleichungen.
In der vorliegenden Arbeit wird die Entwicklung, die Evaluierung
und die Anwendung eines numerischen Modells für nicht-isotherme
Strömungsprozesse in porösenMedien beschrieben, das auf thermodynamis-
chen Grundlagen beruht. Strömungs-, Transport- und Materialgleichungen
wurden in die open-source-Software-Plattform OpenGeoSys implementiert.
Das entwickelte Modell wurde mittels verschiedener, namhafter Benchmark-
Tests für Wärmetransport sowie für Ein- und Mehrphasenströmung veri-
fiziert.
Um physikalisches Fluidverhalten zu beschreiben, wurden hochgenaue Ko-
rrelationsfunktionen für mehrere relevante Fluide und deren Gemische ver-
wendet. Diese Korrelationen sind Funktionen der Dichte und der Temper-
atur. Daher ist deren Genauigkeit von der Präzision der verwendeten Zu-
standsgleichungen abhängig, welche die Fluiddichte in Relation zu Druck-
und Temperaturbedingungen sowie der Zusammensetzung von Gemischen
beschreiben.
Komplexe Zustandsgleichungen, die mittels einer Vielzahl von Parame-
tern an Realgasverhalten angepasst wurden, erreichen ein viel höheres
Maß an Genauigkeit als die einfacheren, kubischen Gleichungen. Anderer-
seits führt deren Komplexität zu sehr langen Rechenzeiten. Um die Wahl
einer geeigneten Zustandsgleichung zu vereinfachen, wurde eine Sensi-
tivitätsanalyse durchgeführt, um die Auswirkungen von Unsicherheiten in
der Dichtefunktion auf die numerischen Simulationsergebnisse zu unter-
suchen. Die Analyse ergibt, dass bereits kleine Unterschiede in der Zustands-
gleichung zu erheblichen Abweichungen der Simulationsergebnisse unter-
einander führen können.
Als ein Kompromiss zwischen Einfachheit und Rechenaufwand wurde für
die Simulation einer enhanced gas recovery-Anwendung eine kubische Zus-
tandsgleichung gewählt. Die Simulation sieht, unter Berücksichtigung des
Realgasverhaltens, die kontinuierliche Injektion von CO2 in ein nahezu er-
schöpftes Erdgasreservoir vor. Die Interpretation der Ergebnisse erlaubt eine
Prognose über die Ausbreitungsgeschwindigkeit des CO2 bzw. über dessen
Verteilung im Reservoir. Diese Ergebnisse sind für die Planung von realen
Injektionsanwendungen notwendig.
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Nomenclature
Roman Symbols
A Free energy, J
Bn nth virial coefficients
C Volume concentration, kgm−3
cp specific heat isobaric capacity, J kg−1K−1
cv specific heat isochoric capacity, J kg−1K−1
D Diffusion coefficient,m2 s−1
G Free enthalpy, J
H Internal enthalpy, J
h specific internal enthalpy, J kg−1
k permeability,m2
kr relative permeability
M molar mass, kgmol−1
m molecular mass, kg
n porosity
p pressure, Pa
pc capillary pressure, Pa
pc, pt critical and triple point pressure, Pa
R Universal gas constant, Jmol−1K−1
S entropy, JK−1
Sw, Sn wetting and non-wetting phase saturation
T temperature,K
Tc, Tt critical and triple point temperature,K
U Internal energy, J
u specific internal energy, J kg−1
V volume, m3
v molar volume, m3 mol−1
Greek Symbols
α dispersivity, m
βp isothermal compressibility, Pa−1
βT isobaric thermal expansion coefficient, T−1
δ reduced density
λ thermal conductivity, Wm−1 K−1
µ dynamic viscosity, Pa s
φ dimensionless free energy
ρ density, kgm−3
τ reduced temperature
Acronyms
CCS Carbon dioxide capture and storage
EGR Enhanced gas recovery
FEM Finite element method
KMTG Kinetic molecular theory of gases
OGS OpenGeoSys (Kolditz et al., 2012d)
REV Representative elementary volume
Other Symbols
ℓ Mean free path length
∇ Nabla-operator
vi
1 Introduction
Describing coupled hydraulic and thermodynamic
processes in subsurface systems is a major task in
reservoir engineering and hydrology. These physi-
cal processes can be formulated by partial differen-
tial equations (PDE) which can be solved according
to specified boundary and initial conditions. In gen-
eral, the geometry of the target domain and the het-
erogeneity of the material parameters do not allow
the PDE to be solved analytically. In this case, the so-
lution has to be obtained using numerical methods,
which produce an approximation of the exact result.
The development of a model requires a deep anal-
ysis of the physical processes, which occur in the
nature or during the geotechnical application. This
analysis allows reducing the model complexity by
elimination of irrelevant or negligible processes and
by simplification of the domain geometry. Sub-
sequently, the governing equations can be derived
from general balance equations and initial as well as
boundary conditions can be applied.
According to the nature of the mathematical
model, a suitable method for numerical solving of
the PDE system has to be found. To prove whether
the approximation is valid or not, the results have
to be verified which is usually done by comparing
the numerical result against analytical solutions for
simplified geometries. If no analytical solutions are
available, a benchmark test against other numerical
simulators may be sufficient to verify the model. Af-
ter successful verification, the model results have to
be validated, to see if the model acceptably repre-
sents natural phenomena and how accurate they are.
When the model results are validated, they can be
used for prognosis and predictions or as a planning
tool for geotechnical applications.
1.1 Motivation
This work represents a complete framework for the
numerical simulation of non-isothermal single- or
multiphase flow processes of compressible fluids in
porous media. The possible applications for this
type of coupled processes are manifold: It can be
used for simulation of many types of storage appli-
cations, such as natural gas storage (NGR), carbon
dioxide capture and storage (CCS) processes, or sub-
surface energy storage applications. Furthermore,
simulations related to geothermal energy production
or nuclear waste disposal are conceivable.
The motivation for the development of this model
tool was initiated by an enhanced gas recovery ap-
plication, which was connected strongly to carbon
dioxide (CO2) storage. The idea of enhanced gas
recovery (EGR) is to combine subsurface CO2 stor-
age with natural gas production. Theoretically, this
concept could result in emission-free power plants,
since the exhaust gases of the combustion process
would replace the natural gas in the sealed reser-
voir. The reduction of global CO2 emission is a de-
clared goal of international associations, such as the
Intergovernmental Panel on Climate Change (IPCC).
The CCS concept is one of many ways from various
scientific disciplines which could reduce the amount
of emitted greenhouse gases significantly. This tech-
nology is a recent research topic in many countries,
and it has already been performed at several sites
(International Energy Agency , 2010).
The complexity of the multiple physical processes
requests high demands on a model of such an EGR
application. Gases and supercritical fluids are com-
pressible, that have to be considered in the govern-
ing flow equations. Furthermore, compression and
expansion of fluids are thermodynamic processes,
which have to be involved in order to obtain repre-
sentative results. A full coupling of thermodynam-
ics and fluid flow processes requires accurate fluid
properties as functions of pressure, density and tem-
perature. Detailed benchmark comparisons showed
that even low inaccuracies in the fluid property func-
tions may lead to large errors in numerical results
(Böttcher et al., 2012d)[EP3].
All these issues lead to highly non-linear equation
systems, since the parameters of the governing equa-
tions (i.e. properties of the fluid such as viscosity,
thermal conductivity or heat capacity) are functions
of the primary variables. The fundamental element
which couples a fluid property and the governing
variables is the equation of state (EOS). Several EOS
of different levels of accuracy and for various sub-
stances have been implemented into the simulation
software OpenGeoSys (Kolditz et al., 2012b).
1.2 Short overview of current modelling
tools
OpenGeoSys (OGS) is an open-source simulator
written in C++ language. It uses a standard
Galerkin finite element method and can be run par-
allel on multiple cores to reduce simulation time
(Wang et al., 2009). OGS has been used for appli-
cations in hydrology, geotechnics, waste manage-
ment, geothermics, and provides a large variety of
interfaces for code coupling to other environmental
disciplines such as soil science and climate research
(Kolditz et al., 2012a).
Since this work focusses on the framework for
numerical modelling of non-isothermal fluid flow
processes related to Carbon Capture and Sequestra-
tion (CCS) technology, equations of state such as
Span and Wagner (1996) or Wagner and Pruß (2002)
and fluid property functions in reference quality
have been utilized in order to obtain most realistic
fluid behaviour.
Further simulators suitable for the above men-
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tioned problems are, for example, TOUGH (Pruess,
2004), STOMP (White et al., 2008), or DUMUX
(Freiboth et al., 2009).
1.3 Outline
This dissertation is organized as follows: Chapter
2 outlines the thermodynamic background and the
correlation functions for fluidmaterial parameters as
well as the governing equations for flow and trans-
port processes. In chapter 3, an evaluation of the
used equations of state and a sensitivity analysis of
fluid property functions are explained. Furthermore,
an overview of several benchmark tests for the veri-
fication of the developed model is given. As an ap-
plication of the model framework, the simulation of
an injection scenario for enhanced gas recovery is de-
scribed in chapter 4. Finally, chapter 5 summarizes
the main achievements of this work and provides an
outlook which recommends further research. The
parts of this thesis serve as a comprising document
of already published articles in international scien-
tific journals. The most important articles are en-
closed to this thesis. References to enclosed publi-
cations are labelled by [EP]. A list of these articles
can be found on page 27. In the enclosed publica-
tions [EP1] and [EP3], equations of state for carbon
dioxide are compared in terms of accuracy and by
means of numerical test examples. In [EP1], these
examples are restricted to idealised non-physical be-
haviour (such as isothermal conditions), while [EP3]
employs fully coupled thermo- and hydrodynami-
cal simulations and considers real fluid behaviour.
An application of the developed modelling tool for
the simulation of enhanced gas recovery is described
in [EP2]. In articles [EP4] to [EP6], several bench-
mark tests for non-isothermal or multiphase flow
processes are presented.
2 Model description
A mathematical description of flow and transport
processes in porous media requires the considera-
tion of all solid, liquid and gaseous phases, which
represent the model domain. On scales larger than
the pore scale, the description of the microstructure
of a porous medium is infeasible, since microscopic
variables cannot be obtained neither by measure-
ments or analytically. Therefore, the continuum ap-
proach is applied, at which the exact locations of
solid, liquid and gas phases are ignored and their
volume is fraction distributed continuously over a
defined control volume. For small control volumes,
the value of an arbitrary system parameter will de-
pend on the exact location of the volume (see Fig-
ure 1). With increasing control volume sizes, the
fluctuation of the parameter value will decrease.
From a certain size, the value of the system parame-
ter will remain constant independently from the size
of the control volume. At this scale, the control vol-
ume represents the average value of each parame-
ter of the porousmedium (representative elementary
volume, REV). In a heterogeneousmedium, a further
increase of the control volume size will lead to fur-
ther fluctuations of the system parameters.
Figure 1: Concept of representative elementary volume
(REV) after Bear (1972).
In this work, the parameters of the solid phase
play only a minor role, since mechanical deforma-
tion is not considered. The influence of thermody-
namic state variables on solid properties is neglected
and chemical interaction with solid material, such
as precipitation or dissolution of minerals, will be
avoided. So, all solid properties are assumed to be
constant. Though, this work focuses on the proper-
ties of liquids and gases. In general, the volume of a
liquid behaves almost independently from pressure,
while it performs only a very low resistance against
deformation. So, a commonly used simplification
(particularly in groundwater models) is that water is
assumed to be incompressible. When this assump-
tion is avoided, liquids and gases can be described
by same governing equations, as long as their prop-
erties are assigned correctly. Therefore, the term fluid
will be used fromhere on to refer to both, liquids and
gases.
When compositions of different fluids coexist in a
control volume, they can formmultiple fluid phases.
Examples for such a multiphase system are wa-
ter/air or water/oil compositions. Two liquids may
also share a single liquid phase, such as a wa-
ter/brine mixture. However, two (or more) gases
will always share a single gas phase, such as air. The
simulations and examples in this work are consider-
ing both single-phase and multiphase flow.
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2.1 Thermophysical properties of fluids
The different states of matter of single compo-
nent systems can be interpreted graphically in a
phase diagram. This is helpful for a better un-
derstanding of the thermodynamic relationship be-
tween the phases of a substance and intrinsic proper-
ties. Choosing pressure p and temperature T as two
independent properties, the molar volume v or the
density ρ of a substance can be plotted as a pvT or
a pρT surface in 3D-space. Simple thermodynamic
systems can be visualised by a projection of that sur-
face onto the pT -plane, as can be seen in Figure 2.
Such a projection displays all the different states of
aggregation a substance can take. These states indi-
cate single-phase regions. The borders between the
single-phase regions represent conditions, at which
particular phases coexist simultaneously. On the pT -
plane, these boundaries appear as curves, which can
be expressed as functions of temperature. While
the sublimation pressure line (s) separates solid and
gaseous phase, the liquid phase is limited by the va-
porization pressure line (v) and the melting pressure
lines (m). All three phase boundaries intersect at
the triple point Pt (pt, Tt), where solid, liquid and
gaseous phase coexist. The vaporization pressure
line ends at the critical point Pc (pc, Tc), where the
discriminable differences of liquid and gas disap-
pear. Substances beyond this pressure-temperature
condition are referred to be supercritical fluids.
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Figure 2: Pressure-temperature diagram of ordinary wa-
ter according to Wagner et al. (1994) and
Wagner and Pruß (2002).
Figure 2 depicts a pT phase diagram of ordinary
water. The sublimation (s) and melting pressure
lines (m) in this diagram are plotted according to
Wagner et al. (1994), while the line of vaporization
is taken from Wagner and Pruß (2002). The figure
shows clearly, that under standard conditions (p =
0.101325MPa, T = 293.15K), water exists in the liq-
uid phase. Furthermore, it can be seen that an el-
evation of temperature to about T = 393K would
lead to a phase transition to the gaseous phase
(steam) when pressure remains constant. Accord-
ing to the vaporization pressure curve, the boiling
temperature of water increases with growing pres-
sure. Thereby, in deep geologic formations such as
the Altmark gas field (compare section 4), where the
pressure is considerably larger than at sea level, liq-
uid water can exist at temperatures above the boiling
temperature at standard conditions.
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Figure 3: Pressure-density phase diagram of pure CO
2
af-
ter correlations taken from Span and Wagner
(1996).
A more complex insight of the thermodynamic
properties of substances allows the projection of the
pρT surface to the pρ plane. Figure 3 displays this
sort of phase diagram for pure carbon dioxide. The
evident advantage of the pρ diagram is that the two-
phase regions of solid-gas, liquid-gas, and solid-
liquid phases appear as areas in this view, while
the pT diagram reduces them to curves. The satu-
rated liquid state line in Figure 3 indicates the bor-
der of the single liquid phase of CO2. At this state,
any further addition of energy would force a little
amount of CO2 to vaporize. On the other hand, the
saturated vapour state line defines single gas phase
CO2, which would condensate partially when its in-
ternal energy would be reduced by an infinitesimal
amount. The subcritical isotherms T < Tc are cross-
ing the two-phase region. At critical temperature
and above, the isotherms are continuous, and the
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substance exists in supercritical state. At this state,
the distinct liquid and gas phases disappear and the
properties of such a fluid are between those of a gas
and those of a liquid. A supercritical fluid possesses
almost the same density as a liquid, and it is also a
very good solvent for other materials. On the other
hand, the viscosity and the ability to effuse solid ma-
terials of a supercritical fluid show similarities to a
gas.
The first approaches to describe the properties of
fluids considered a statistical distribution of indi-
vidual particles as idealisations of molecules. A
well-known concept is the kinetic molecular theory
of gases (KMTG), which approximates macroscopic
properties, such as pressure, temperature, density,
viscosity, diffusivity, specific heat, or thermal con-
ductivity. The KMTG assumes a system consisting
of a very large number of individual particles. The
internal structure of those particles is not described,
and the particles do not exert forces to their neigh-
bours except during collisions. Internal energy of
those particles is given only in terms of kinetic en-
ergy. The particles and their direction of movement
are distributed equally within the containing vessel.
The mean velocity of the particles can be described
by the Maxwell-Boltzmann distribution (2.2). Colli-
sions of particles with the container wall are per-
fectly elastic collisions, which cause the gas pressure
as sum of all forces applied from the particles to a
container wall. Based on the mean velocity, and ap-
plying the particle massmp as well as the law of con-
servation of momentum, the pressure of the system
can be determined using (2.3). A statistical analysis
of a system based on the assumptions of the KMTG
lead to correlations (see Table 1), which approximate
realistic gas properties only for very low densities
(dilute gases), when intermolecular forces are small
compared to the kinetic energy of gas molecules.
Thus, the KMTG is not suitable to describe the prop-
erties of liquids or of gases at elevated densities, but
it is the basis of most property correlations for real
fluids. Furthermore, the assumptions made in the
KMTG lead to the equation of state for ideal gases.
The KMTG is an idealised approach, which ig-
nores many issues of formal thermodynamics. The
description of real fluid behaviour requires the con-
sideration of thermodynamic potentials, given by
the fundamental equation for a constant amount of
substance,
dU = TdS − pdV (2.10)
which defines the change of internal energy dU of a
substance as the difference of heat Q = TdS applied
to the system and work W = pdV done by the sys-
tem. The fundamental equation represents a combi-
nation of first and second laws of thermodynamics.
For an ideal gas, the internal energy can be obtained
Table 1: Fluid properties derived from the kinetic molecu-
lar theory of gases after Hirschfelder et al. (1954)
and Hänel (2004).
Property Correlation
Particle density n =
N
V
(2.1)
Maxwell root mean square
speed v =
√
3kBT
mp
(2.2)
Pressure p =
1
3
nmpv
2 (2.3)
Collision cross section
(single component)
σ = 4πr2p (2.4)
Mean free path ℓ =
1
nσ
(2.5)
Isochoric heat capacity Cv =
f
2
NkB (2.6)
Viscosity µ =
1
3
nmvℓ (2.7)
Thermal conductivity λ =
1
3
nvCvℓ (2.8)
Self-diffusion coefficient D0 =
1
3
vℓ (2.9)
N is the number of particles in the system of volume
V , mp is the mass and rp is the radius of a particle,
and f is the degree of freedom a particle can have.
by
U =
f
2
nRT (2.11)
where f refers to the degrees of freedom of the
gas molecule. The degree of freedom depends on
the number of atoms the gas molecule consists of.
A single atomic gas molecule owns three degrees
of freedom (translation in three dimensions). For
molecules with two or three atoms, the degree of
freedom is f = 5 or f = 6, respectively, repre-
sented by translation and by rotation (two-atomic
molecules are rotation-symmetric).
(2.10) contains the total thermodynamic informa-
tion of a pure component system, since it correlates
the thermodynamic potentials internal energy, inter-
nal enthalpy H , free energy A, and free enthalpy G.
These most common potentials can be converted
into each other by the Legendre transformation. The
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Table 2: Thermodynamic properties of a fluid de-
rived from the free energy A taken from
Schmidt and Wagner (1985).
Property Correlation
Pressure p (ρ, T ) = −
∂A
∂v
∣
∣
∣
∣
T
(2.15)
Specific entropy s (ρ, T ) = −
∂A
∂T
∣
∣
∣
∣
v
(2.16)
Specific internal
energy
u (ρ, T ) = A− T ∂A
∂T
∣
∣
∣
∣
v
(2.17)
Specific enthalpy
h (p, T ) = u+ vp (2.18)
Isobaric heat ca-
pacity cp (p, T ) =
∂h
∂T
∣
∣
∣
∣
p
(2.19)
Isochoric heat ca-
pacity cv (ρ, T ) =
∂u
∂T
∣
∣
∣
∣
v
(2.20)
Joule-Thomson
coefficient
µJT (p, T ) = −T
∂T
∂p
∣
∣
∣
∣
h
(2.21)
relations between those potentials are
H = U + pV (2.12)
A = U − TS (2.13)
G = H − TS (2.14)
Since it contains all thermodynamic information of
a system, the fundamental equation can be used to
derive all thermodynamic properties of a fluid. The
free energy1(2.13), often denoted as free Helmholtz
energy, refers to the maximum obtainable energy
from a closed thermodynamic system in terms of
work. According to Schmidt and Wagner (1985), it
can be used to derive all thermodynamic properties
of a substance at a given density and a given tem-
perature. Some important fluid properties and their
relation to the free energy are given in Table 2. The
pressure correlation (2.15) can be utilized to derive
an equation of state represent pure fluids with high
accuracy.
2.1.1 Density
Fluid particle numbers in macroscopic thermody-
namic systems are large enough, to consider fluid
matter as a continuum. In such a system, fluid prop-
erties can be determined at each single point. At
such a point, the density ρ of a fluid is defined as
1Not to be confused with the pseudo-scientific concept of
freely available energy
mass per control volume, ρ = m/V . The recipro-
cal of density is the specific volume in terms of vol-
ume per mass. To define the volume of a specific
amount of a substance, the molar volume is used in
this work, which is defined as v = M/ρ, where M is
the molar mass of the substance.
The density of a fluid depends on the conditions
of the containing system. In general, fluids ex-
pandwith growing temperatures and compress with
growing pressures. The relation between pressure,
temperature and density is given by equations of
state (EOS). For gases, a simple EOS for low pres-
sures and high temperature can be derived analyti-
cally, when the assumptions of the kinetic molecular
theory of gases are applied. From (2.2) and (2.3), it
follows
ρ =
pM
NAkBT
(2.22)
or alternatively
pv = RT (2.23)
where R is the universal gas constant given by R =
NAkB = 8.3144621 Jmol
−1K−1. Here, NA denotes
the Avogadro constant, which is the number of con-
stituent particles one mole of a substance consists
of. The Boltzmann constant kB can be interpreted as
the amount of energy per Kelvin of a single particle.
Since the assumptions of the KMTG are idealizations
of real gas behaviour, (2.22) is valid only for ideal
gases, which is a hypothetical concept. However,
comparisons with measurement data of real carbon
dioxide performed in Böttcher et al. (2012d)[EP3]
show that the ideal gas law provides acceptable re-
sults for densities ρCO
2
< 50 kg ·m−3, which corre-
sponds roughly to pressures up to p = 2MPa at stan-
dard ambient temperature.
At larger pressures, or at low temperatures, ob-
servations show that real gases do not behave ac-
cording to ideal gas law. This deviation can be ex-
pressed by a compressibility factor Z , which is actu-
ally the ratio of real fluid volume and ideal gas vol-
ume, Z = vreal/videal, or, commonly formulated by
Z =
pv
RT
(2.24)
where v refers here to the real molecular volume of
a specific substance. Figure 4 shows a chart of aver-
age compressibility factors based on simple hydro-
carbons. The diagram makes use of the principles
of corresponding states, which utilizes characteristic
states of matter as reference points to describe fluid
properties uniformly. For example, Figure 4 is plot-
ted in terms of reduced pressure and temperature,
pr =
p
pc
, Tr =
T
Tc
(2.25)
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Figure 4: Generalized compressibility factors derived by
PREOS.
which are defined by critical parameters. This al-
lows plotting the compressibility factors indepen-
dently from a specific substance. According to the
corresponding states theorem, it is possible to find
equations to determine the compressibility factor for
any fluid as a function of pressure and tempera-
ture. The first EOS for real gases and liquids has
been published by van der Waals in 1873, who in-
troduced two parameters to consider intermolecular
forces of attraction and repulsion. These parameters
are derived from general fluid behaviour at the crit-
ical point. Since the van der Waals equation had sev-
eral weaknesses, a large number of improved real
gas equations of state have been presented, such as
the formulation by Peng and Robinson (1976),
p =
RT
v − b −
aα
v2 + 2bv − b2 (2.26)
with parameters a and b derived from critical tem-
perature and pressure to
a =
0.457235 · R2T 2c
pc
(2.27)
and
b =
0.077796 ·RTc
pc
(2.28)
Furthermore, the Peng-Robinson equation of state
(PREOS) (2.26) contains a parameter α which in-
cludes a function of temperature and the deviation
of the fluid molecule from an ideal sphere. PREOS
is a cubic equation, so it is easy to solve (e.g. by
using Cardano’s method). Unless PREOS is a large
improvement of the van der Waals equation, it still
assumes the principle of corresponding states. Thus,
it has the advantage to be utilized for any fluid
consisting of small molecules. On the other hand,
the general approach makes it less accurate, espe-
cially for fluids with complex molecules (e.g. 1,1,1,2-
Tetrafluoroethane, R-134a) or for fluids with signifi-
cant intermolecular forces (e.g. water). To determine
particular fluid behaviour precisely, an equation of
state has to be tuned for this specific substance. This
procedure is usually a combination of analytical de-
scription according to standard thermodynamic the-
ory and a fitting to measurement data. Commonly
used EOS for specific fluids are virial equations of
the form
Z =
pv
RT
= B1 +
B2 (T )
v1
+
B3 (T )
v2
+ ... (2.29)
with Bn as virial coefficients. Virial equations ap-
proximate real fluid behaviour by series expansion.
When the series is truncated after the first term, the
resulting equation is identical to ideal gas law, since
B1 = 1. The higher virial coefficients can be ob-
tained by empirical methods and allow the descrip-
tion of real fluid behaviour at arbitrary accuracy. The
semi-empirical approach also allows the application
to multi-component systems (Duan et al., 1992a,b).
The highest level of accuracy at present is reached
by formulations derived from the fundamental
equation of thermodynamics (2.10). The resulting
EOS can be expressed as
Z =
pv
RT
= 1 + δφrδ (2.30)
where δ is a reduced density δ = ρ/ρc. φ is a dimen-
sionless form of the free energy (2.13) given by
φ (δ, τ) =
A
RT
= φ◦ (δ, τ) + φr (δ, τ) (2.31)
which consists of an ideal gas part, φ◦ and a resid-
ual part, φr. The notation φrδ refers here to the first
derivation of φr with respect to reduced density δ.
τ is used for a dimensionless temperature, which is
normalized by the critical temperature by τ = Tc/T .
The ideal gas part of dimensionless free energy
can be derived analytically from an equation for the
ideal gas heat capacity. For the residual part, a func-
tion has to be found by empirical methods. A de-
tailed description of those methods and all required
derivatives of (2.31) can be found in the literature. In
Table 3, references to the equations of state for vari-
ous fluids are listed. This table considers only the
fluids of immediate interest for subsurface applica-
tions, but does not claim to be complete.
Most thermodynamic properties of fluids can be
determined by their relation to density. Thus, an
accurate computation of density is essential in ther-
modynamic or fluid mechanical applications. An
6
Table 3: Equations of state for several substances based
on free energy.
Substance Reference
Carbon dioxide CO2 Span and Wagner (1996)
Ethane C2H6
Bücker and Wagner
(2006)
Methane CH4
Setzmann and Wagner
(1991)
Nitrogen N2 Span et al. (2000)
Oxygen O2
Schmidt and Wagner
(1985)
Propane C3H8 Lemmon et al. (2009)
Water H2O Wagner and Pruß (2002)
evaluation of different EOS has been performed
in (Böttcher et al., 2012b)[EP1], and a deep inves-
tigation of EOS accuracy to thermodynamic and
transport modelling is shown in (Böttcher et al.,
2012d)[EP3]. A short description of methods and re-
sults is given in chapter 3.
2.1.2 Compressibility
In nature, every material is compressible, which
means that it will change its volume with varying
pressures. This applies primarily to gases, but also
to liquids and solids when the pressure difference is
significant. In general, fluid volume will decrease
when pressure rises. The compressibility of a fluid is
expressed as a relative change of density (or volume)
in response to pressure changes, given by
βp =
1
ρ
∂ρ
∂p
= −1
v
∂v
∂p
(2.32)
The fluid compressibility can be obtained by mea-
surements or by deriving an equation of state with
respect to pressure. When derived from ideal gas
law, the compressibility results in a hyperbola,
βp =
1
p
(2.33)
which makes sense, since it is obvious that it is easier
to compress a gas when pressure is low, rather than
when pressure is alreadyhigh. For real gases and liq-
uids, it is useful to employ the compressibility factor
to express compressibility. This can be done by de-
riving the all-purpose equation of state (2.24) with
respect to pressure to obtain
βp =
1
p
− 1
Z
∂Z
∂p
(2.34)
This procedure has the advantage, that βp can be
expressed independently from the chosen EOS. The
derivative ∂Z/∂p can be obtained either analytically,
or, when an analytical derivation is too expensive,
by interpolation using a difference quotient such as
∂Z
∂p
∣
∣
∣
∣
T
≈ Z (p+∆p)− Z (p−∆p)
2∆p
(2.35)
Figure 5 shows isothermal compressibilities of car-
bon dioxide at the pressure range∆p = 1 to 100MPa
derived from PREOS. This figure shows clearly, as
mentioned earlier, that for low pressures and for
high temperatures, the ideal gas assumptions ap-
proach to real gas behaviour.
p [Pa]
β p
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1 ]
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βp=1/p
T=420K
T=400K
T=380K
T=340K
T=300K
T=320K
T=500K
T=480K
T=460K
T=440K
Figure 5: Real gas compressibilities approach to ideal be-
haviour at low pressures and at high tempera-
tures (computed using PREOS).
The density change as result of temperature vari-
ations can be measured by the isobaric thermal
expansion coefficient. Usually, the density of a
fluid increases when temperature drops, disregard-
ing anomalous behaviour of a few substances which
expand when freezing (such as water). The thermal
expansion coefficient is given by
βT = −
1
ρ
∂ρ
∂T
=
1
v
∂v
∂T
(2.36)
which is equivalent to βp and thus often referred as
compressibility in terms of temperature. Again, the ther-
mal expansion coefficient can be obtained by deriva-
tion of the EOS and becomes
βT = −
1
T
(2.37)
when ideal gas law is applied. For real gases and
liquids, deriving (2.24) leads to
βT = −
1
T
− 1
Z
∂Z
∂T
(2.38)
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where ∂Z/∂T can be found in a similar way as for
the isothermal compressibility.
For the sake of completeness, it is mentioned that,
analogue to βp and βT , a term βC exists, which refers
to the relative density change with changing mixture
composition. This parameter can be obtained equi-
valently to (2.32) and (2.36). However, even when
fluid compositions are considered within this model
framework, the compressibility with respect to concen-
tration is ignored in this work.
2.1.3 Heat capacity
The amount of thermal energy required to change
the temperature of a substance is defined as heat ca-
pacity of that substance. In thermodynamics, heat
capacity is often referred as specific heat, which is an
intrinsic material property relating either to mass or
to the amount of substance. The total heat in a sys-
tem is usually expressed by the relation
Q = cm∆T (2.39)
where c is the specific heat of that system. While it
is almost constant for solids, the heat capacity of flu-
ids strongly depends on temperature and pressure.
It is one of the most important thermodynamic fluid
properties, since it is a derivative of the equations
of fundamental thermodynamic potentials. It is dis-
tinguished between specific heat at constant volume
(isochoric heat capacity, cv) and at constant pressure
(isobaric heat capacity, cp), with
cp =
1
n
∂U
∂T
=
∂u
∂T
, cv =
1
n
∂H
∂T
=
∂h
∂T
(2.40)
For an ideal gas, from (2.11) and (2.40) it follows that
cv =
f
2
R, and cp = cv +R (2.41)
where f is number of degrees of freedom. For real
fluids, the specific heat can be derived from (2.31)
utilizing the relationship of free energy A and inter-
nal energy U , which leads to
cv (δ, τ) = −τ2 (φ◦ττ + φrττ ) (2.42)
and
cp (δ, τ) =− τ2 (φ◦ττ + φrττ ) (2.43)
+
(1 + δφrδ − δτφrδτ )
2
1 + 2δφrδ + δ
2φrδδ
(2.44)
In (2.42) and (2.42), the derivatives of the dimen-
sionless free energy are given in an abbreviate form.
As an example, two of the terms are given at full
length by
φ◦ττ =
∂2φ◦
∂τ2
∣
∣
δ
φrδτ =
∂2φ
∂δ∂τ
(2.45)
The required equations of φ◦ and φr for various sub-
stances can be found in the literature listed in Table 3.
Both, isobaric and isochoric heat capacities for ordi-
nary water are plotted in Figure 6 according to cor-
relations from Wagner and Pruß (2002). Water has
the highest heat capacity of all common substances
at standard ambient conditions, thus it plays an im-
portant role in energy storage applications.
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pc= 22.064 MPa
   Tc= 647.096 K
Figure 6: Isobaric (blue) and isochoric (black) specific
heat capacities of water, derived from correla-
tions published by Wagner and Pruß (2002).
2.1.4 Viscosity
Viscosity is a measure of a fluid’s resistance to flow
caused by internal friction. Physically, it is defined as
the proportionality factor that relates the shear stress
between infinitesimal layers of a fluid to the veloc-
ity gradient orthogonal to these layers. In this work,
viscosity refers always to dynamic viscosity µ, that
differs from kinematic viscosity ν = µ/ρ, which is
a measure of the rate at which momentum is trans-
ferred through a fluid.
The viscosity of liquids decreases with growing
temperatures, since the higher kinetic energy of the
fluid molecules counters the intermolecular forces of
attraction. On the other hand, the same reason forces
an increasing of viscosity in gases, since higher ki-
netic energy of gas molecules leads to larger frequen-
cies of molecular collisions.
Gas viscosity can be approximated by considering
the assumptions of the KMTG. From (2.7) a simple
correlation can be derived to
µ (T ) =
m
3rm
√
8RT
πM
(2.46)
which results in a function of temperature only, since
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the KMTG assumes the viscosity to be independent
of pressure at low densities (dilute gas viscosity). A
correlation for gases at elevated densities has been
introduced by Hirschfelder et al. (1954), considering
the Lennard-Jones collision diameter σ and reduced
collision integral Ω(2,2)⋆ resulting in
µ (T ) =
5
16
√
πmkBT
πr2mΩ
(2,2)⋆
(2.47)
Values for σ andΩ(2,2)⋆ as a function of reduced tem-
perature are listed in Hirschfelder et al. (1954) for a
large number of substances. A correlation which in-
p [MPa]
µ 
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⋅-6
P
a⋅
s]
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Herreman (experimental data)
Figure 7: Three viscosity correlations for CO
2
com-
pared against measurements performed by
Herreman et al. (1971).
corporates the fluid pressure has been introduced by
Reichenberg (1971) in Reid et al. (1987), which there-
fore is suitable for high-pressure regions.
µ (p, T ) = µ0 (T )
(
1 +
Ap
3/2
r
Bpr + (1 + CpDr ) 1
−1
)
(2.48)
with functions A,B,C,D listed in Reid et al. (1987).
For a realistic description of viscosity, the ther-
modynamic behaviour of the fluid has to be con-
sidered. Thus, correlations which reproduce fluid
viscosity in gas, liquid and supercritical regions are
functions of temperature and density. Usually, ac-
curate viscosity correlations are semi-analytical, so
they are tuned by measurement data to real fluid
behaviour. In general, the analytical part describes
the dilute gas viscosity based on (2.47), where only
molecular interaction occurs and several empirical
enhancement terms, which describe all other effects
on fluid viscosity. Table 4 provides an overview of
Table 4: References to viscosity correlations for several
real fluids.
Substance Reference
Carbon dioxide CO2 Fenghour et al. (1998)
Ethane C2H6
Younglove and Ely
(1987)
Methane CH4 Friend et al. (1989)
Nitrogen N2 Stephan et al. (1987)
Propane C3H8
Younglove and Ely
(1987)
Water H2O IAPWS (2008)
viscosity correlations for various fluids, which have
been implemented in the developed model frame-
work. For carbon dioxide, Figure 7 shows a compar-
ison of three viscosity correlations with different lev-
els of complexity against measurement data taken
from Herreman et al. (1971). It can be seen, that for
low pressures, the simple approximation based on
KMTG is representative, while for critical pressures
and above, a more complex function is needed. The
correlation by Fenghour et al. (1998) shows the best
fit compared to measurement data, and therefore it
has been used in this work.
2.1.5 Thermal conductivity
Thermal conductivity is a measure of a substance’s
ability to transport thermal energy due to heat con-
duction. An approximation suitable for dilute gases
can be derived from the KMTG. From (2.8), it fol-
lows
λ =
Cv
3σ2
√
4RT
M
(2.49)
where σ2 is the collision cross section listed in
(Reid et al., 1987). Again, the property derived from
KMTG is only a function of temperature, so it is
not applicable for gases at elevated densities of for
liquids. Similar to viscosity, a correlation appli-
cable for the whole fluid domain needs to be a
function of density, too. Figure 8 shows a com-
parison of three complex correlations (Vesovic et al.,
1990; Scalabrin et al., 2006; Bahadori and Vuthaluru,
2010), which are fitted specific to CO2 behaviour.
These correlation results are plotted against mea-
surements performed by (Scott et al., 1983). From
Figure 8, it is obvious that the correlation by
Scalabrin et al. (2006) returns the best results, thus
this function have been chosen to be implemented
into the context of this model framework. For fluid
other than CO2, comparable correlation functions for
thermal conductivity can be found in the literature.
Table 5 provides a list with the approaches used in
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Figure 8: Comparison of three thermal conductivity cor-
relations for Carbon dioxide against measure-
ments performed by Scott et al. (1983).
Table 5: References to thermal conductivity correlations
for several real fluids.
Substance Reference
Carbon Dioxide CO2 Scalabrin et al. (2006)
Methane CH4 Friend et al. (1989)
Nitrogen N2 Stephan et al. (1987)
Water H2O IAPWS (1998)
this work.
2.2 Governing equations
Mathematical description of flow processes in
porous media can be derived from the continuity
equation, which is applied to a representative ele-
mentary volume (REV) of the model domain, see
Figure 1. This approach leads to a simple balance
equation, that the rate of accumulation of any ex-
tensive quantity Ψ equals the sum of all fluxes of Ψ
through the REV boundaries and the rate of produc-
tion of Ψ within the REV. This relationship can be
expressed for infinitesimal volumes by
∇ · Ψ̇A +
∂ψ
∂t
= Ψ̇V (2.50)
whereψ is the intrinsic density ofΨ. The first term of
(2.50) quantifies all the fluxes of Ψ through the sys-
tem boundaries, while the second term refers to the
rate of accumulation in the volume. The right hand
side term represents the net production of Ψ in the
system. The balance equation (2.50) is a parabolic
partial differential equation (PDE) of second order,
and each of its terms is given in the unit of the exten-
sive quantity per time and volume.
2.2.1 Heat conduction
Considering heat conduction in solids (or in motion-
less fluids), the extensive quantity Ψ refers to heat,
and its intrinsic density ψ is defined as energy den-
sity. Usually, the primary variable of heat conduc-
tion problems is chosen to be temperature, T . The
amount of heat in a volume V is given by
Q = ρcV T (2.51)
when an incompressible medium is assumed, so
cv = cp = c. The balance equation for heat conduc-
tion can be expressed to
∇ · Q̇A + ρc
∂T
∂t
= QV (2.52)
while the heat flux Q̇A is given by Fourier’s law:
Q̇A = −λ∇T (2.53)
Usually, for moderate temperatures, the thermal
conductivity and the thermal conductivity of solids
are independent from temperature. Thus, when
λ, ρ, and c are constants, and when the medium is
isotropic, (2.52) becomes linear and can be simpli-
fied to
∆T =
1
a
∂T
∂t
− Q̇V
λ
(2.54)
where ∆ refers here to the Laplace operator and a =
λ/(ρc) is the thermal diffusivity. The linear PDE can
be solved analytically when the domain geometry is
simple. A lot of exact solutions of linear problems
can be found in Carslaw and Jaeger (1959). Such so-
lutions can be used in benchmark tests to verify the
implementation of the numerical model. A large
collection of benchmarks for heat conduction and
compressible fluid flow is available in Kolditz et al.
(2012d) as well as in Chapter 3.2 of this work.
2.2.2 Single-phase fluid flow
For the flow of a compressible fluid, the extensive
quantity of Ψ is fluid mass. Analogously to (2.52),
the flow equation expressesmass flux and can be de-
rived to
∇ ·
(
ṁA
)
+
∂nρ
∂t
= ṁV (2.55)
where the mass flux through the system boundaries
is the product of mass density and the flow velocity
of the fluid ṁA = ρv. A commonly used idealisa-
tion is that the fluid velocity in porous media is lin-
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ear proportional to the pressure gradient, which is
given by Darcy’s law:
v = −k
µ
(∇p− ρg) (2.56)
The storage term in (2.55) can only change, if either
the porosity n of the medium or the density ρ of the
fluid are allowed to change. If the medium is as-
sumed to be incompressible (∂n/∂t = 0), the stor-
age term reduces to the compressibility of the fluid,
which refers to the equation of state chosen to de-
scribe the fluid behaviour. Assuming a coupled sim-
ulation of fluid flow and heat transport, the fluid
compressibility results in
n
∂ρ
∂t
= n
(
∂ρ
∂p
∂p
∂t
+
∂ρ
∂T
∂T
∂t
)
(2.57)
or
n
∂ρ
∂t
= nρ
(
βp
∂p
∂t
+ βT
∂T
∂t
)
(2.58)
The combination of (2.55),(2.56) and (2.58) results
in a single-phase flow equation for compressible flu-
ids in porous media:
∇ ·
(
ρk
µ
(∇p− ρg)
)
=nρβp
∂p
∂t
(2.59)
− ṁV + nρβT
∂T
∂t
Usually, if real fluid behaviour is considered, the
fluid properties in (2.59) are functions of pressure,
density and temperature, thus the PDE becomes
non-linear. Therefore, a solution can only obtained
when numerical methods are utilized.
2.2.3 Multiphase fluid flow
If more than one fluid phase is considered, a suitable
flow equation has to be developed for each phase
separately. For this case, the saturation Sα is intro-
duced as a measure of the volume fraction occupied
by the phase α,
Sα =
Vα
Vt
(2.60)
where Vt refers to the total volume of the REV. From
(2.61) follows that
∑
α
Sα = 1 (2.61)
A general continuity equation for multiphase flow
can be defined according to (2.50) to
∇ · (ραvα) =
∂nSαρα
∂t
− ṁV α (2.62)
where nSαρα represents the mass of α within REV.
The areic mass flux through the system boundaries,
ραvα, is depending on the phase saturation. This de-
pendency is realized by the introduction of a relative
permeability kr as a function of saturation, which is
multiplied by the permeability of the medium. Sev-
eral relative permeability functions have been devel-
oped for different materials. The most frequently
used formulations are those of Brooks and Corey
(1964) and of Mualem (1976), which are shown for
a common porous medium in Figure 9(a).
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Figure 9: Relative permeability as function of wetting
phase saturation according to formulations of
(Brooks and Corey, 1964) and of (Mualem,
1976) (a). Capillary pressure functions after
(Brooks and Corey, 1964) and Van Genuchten
(1980)(b).
By applying the relative permeability, the phase
velocity vα is defined by the generalizedDarcy’s law
for multiple phases
vα = −
krα
µα
k (∇pα − ραg) (2.63)
where k is the intrinsic permeability of the porous
medium. When fluids exist in two separate phases
(such as a water/air or a water/oil system), usually
one of these phases will show a higher affinity to
contact the surface of the porous medium than the
other one. This property of a fluid is known as wet-
tabiliy and depends on the contact angle between the
surface of a fluid drop and the surface of the solid
phase. The fluid with the smaller contact angle is re-
ferred to be the wetting fluid (index w), the other one
to be the non-wetting fluid (index n). When the differ-
ence of the contact angles of both fluids is not negli-
gible, a pressure difference known as capillary pres-
sure pc will appear at the interfaces of both phases
given by
pc = pn − pw (2.64)
This capillary pressure depends on the wetting
phase saturation and grows to infinite when the wet-
ting phase disappears. The relation of capillary pres-
sure and wetting phase saturation is shown in Fig-
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ure 9(b) for two commonly used models. When the
fluid flow equation (2.55) is extended to a second
phase, a second continuity equation for that phase
has to be included. These two resulting flow equa-
tions form a coupled system of highly non-linear
PDE’s. This non-linearity results from the depen-
dency of relative permeability and capillary pressure
from the phase saturation. Therefore, several differ-
ent formulations for the choice of primary variables
have been introduced (Helmig, 1997).
In this work, two of these formulations have been
compared due to their applicability to heteroge-
neous media. The first one is the pressure-saturation
formulation, which utilizes pressure of the wetting,
and saturation of the non-wetting phase as primary
variables. The resulting equation system reads:
−n∂Sn
∂t
= ∇ ·
[
kr,w
µw
· (∇pw − ρwg)
]
+ qw (2.65)
for the wetting phase and
n
∂Sn
∂t
= ∇·
[
kr,n
µn
· (∇ (pc + pw)− ρng)
]
+qn (2.66)
for the non-wetting phase. Both equations can be ex-
pressed in terms of Sn, resulting from the require-
ment that saturations of all fluid phases sum up to 1,
so it follows
∂Sn
∂t
= −∂Sw
∂t
(2.67)
Furthermore, from (2.64) follows that pressure of the
non-wetting phase can be expressed as
pn = pc + pw (2.68)
The pressure-saturation (pwSn) formulation gives
the advantage, that the capillary pressure appears
only in the spatial, rather than in the temporal
derivative. Thus, it is also applicable in domains
with small capillary pressure gradients. Another for-
mulation employs capillary pressure and pressure of
the non-wetting phase, so the flow equation for both
phases becomes
n
∂Sw
∂pc
∂pc
∂t
= ∇·
[
kr,w
µw
· (∇ (pn − pc)− ρwg)
]
+ qw
(2.69)
n
∂Sn
∂pc
∂pc
∂t
= ∇ ·
[
kr,n
µn
· (∇pn − ρng)
]
+ qn (2.70)
Both equations are coupled strongly by the relative
permeability relation as well as the capillary pres-
sure function. In contrast to the pwSn formulation,
the capillary pressure in the pcpn formulation ins ap-
proximately continuous in the nodes of the finite ele-
ment method, which is particularly important in het-
erogeneous media (Park et al., 2011)[EP5].
2.2.4 Heat transport equation
Heat transport in porous media occurs in the solid
phase as well as in the fluid phases. For the solid
phase, heat transport is restricted to conduction and
radiation processes. Usually, the portion of radia-
tive heat transport is merely small and therefore is
ignored for subsurface processes. The remaining
transport terms can be described similarly to (2.52)
by
(1− n) · (ρcp)s
∂T
∂t
+∇ · Q̇s
A
= Q̇sV (2.71)
where the superscript s refers to solid phase. In the
fluid phase, transport is dominated by convection,
which refers to heat transport with the moving fluid.
The transport equation for the fluid (f) phase is there-
fore expanded by a convective term and reads
n (ρcp)
f ∂T
∂t
+ n (ρcp)
f
v +∇ · Q̇f
A
= Q̇fV (2.72)
where v is the flow velocity of the fluid. A com-
monly used approach to couple both transport equa-
tions is to assume local thermal equilibrium within
the REV, thus heat transport in the porous medium
can be described by the sum of (2.71) and (2.72),
which results in
(ρcp)
eff ∂T
∂t
+ n (ρcp)
f
v +∇Q̇A = Q̇V (2.73)
where the effective volumetric heat capacity is aver-
aged across all phases by
(ρcp)
eff
= (1− n) (ρcp)s+n (Swρwcp,w + Snρncp,n)
(2.74)
Heat conduction Q̇A is defined according to
(2.52), utilizing an averaged coefficient of isotropic
thermal conductivity
Q̇A = Q̇
s
A
+ Q̇f
A
= −λeff∇T (2.75)
with
λeff = (1− n)λs + n (Swλw + Snλn) (2.76)
The right hand side of (2.73), Q̇V , is the sum of all
sources and sink terms, which refers to thermal en-
ergy per volume that is produced in or extracted
from the REV. This term includes temperature effects
on expanding fluids, such as the Joule-Thomson ef-
fect (Bejan, 2004). When a fluid expands, the average
distance of the fluid molecules grows against inter-
molecular attractive forces. If the fluid is insulated,
and no energy in terms of work is applied, expan-
sion occurs on cost of kinetic energy. According to
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Sagar et al. (1991), the heating or cooling of a fluid
due to pressure changes can be treated as source or
sink terms. The right hand side of (2.73) can there-
fore be separated into
Q̇V = nβTT
(
∂T
∂t
+ v ·∇p
)
+ Q̇sV + Q̇
f
V (2.77)
where the first term refers to the Joule-Thomson ef-
fect, while second and third terms describe addi-
tional heat sources or sinks in solid or fluid phase
respectively (Singh et al., 2011a)[EP6].
2.2.5 Mass transport equation
When several fluids coexist in the same phase, their
movement in porous media can be considered as
a transport process within that phase. If there is
no chemical or biological interaction between those
components considered, the equations describing
mass transport processes are virtually identical to
those of the heat transport process for the fluid
phase. When restricted to a single fluid phase,
and assuming constant porosity, the transport pro-
cess of a species can be described by the advection-
dispersion equation given by
n
∂Ci
∂t
= ∇ · (nD∇Ci − nvCi) + qi (2.78)
where C is the volumetric concentration and D is
the tensor of hydrodynamic dispersion. This ten-
sor combines molecular diffusion Dm and mechan-
ical dispersion by
D = τDmδij + αL|v|δij +
vivj
|v| (αL − αT ) (2.79)
where αL,T are longitudinal and transverse disper-
sivities, and δij is the Kronecker-delta. The molecular
diffusion constant is multiplied by the tortuosity τ
of the medium, since diffusion in free fluids occurs
faster than in porous materials. Values for binary
molecular diffusion can be found in Vargaftik (1975),
according to self-diffusion coefficient (2.9) derived
by KMTG for pure substances.
2.3 Numerical scheme
As characterized briefly in this chapter, the equa-
tions governing single- and multiphase fluid flow,
as well as heat and mass transport are highly non-
linear, when their coefficients are depending on the
main unknowns. This applies when thermodynamic
or transport properties of fluids are functions of tem-
perature and pressure, or if permeabilities vary with
saturation. Finding a solution for those non-linear
equations requires numerical methods, since analyt-
ical solutions are mostly restricted to linear PDE and
to simplified geometries. Thereby, a numerical so-
lution is only an approximation of the differential
equation, obtained by converting the PDE into a sys-
tem of algebraic equations. The exact solution of
those equation systems is then an approximative so-
lution of the non-linear PDE.
A large number of those approximation tech-
niques do exist, and many of them utilize the ap-
proach of subdividing the simulation domain into a
mesh of a finite number of smaller regions. Those
subdomains are then considered to represent all
properties of this particular part of the model do-
main continuously. Examples for such methods are
the finite element method (FEM), finite differences
method (FDM) and finite volume method (FVM).
While FDM and FVM use structured meshes (i. e.
the mesh cells are connected by regular arrays, form-
ing rows and columns), the FEM utilizes unstruc-
tured grids of elements, which has the advantage
that the mesh geometry can be of arbitrary complex-
ity (Kolditz, 2002).
This work makes use of the finite element
method only, which has been employed for nu-
merical simulation of subsurface flow processes
since many years. The mathematical derivation
of the method and its various discretization alter-
natives is the objective of many textbooks, e. g.
Zienkiewicz and Taylor (2000); Pepper and Heinrich
(1992); Lewis and Schrefler (1998), and will therefore
be omitted here. This model utilises the numer-
ical simulator OpenGeoSys (OGS) for several rea-
sons. First, OGS is a finite element code written in
C++ language to benefit from object oriented struc-
tures. This has the advantage, that basic steps, such
as assembly and solution of equation system, are
independent of the particular problem that has to
be solved (Kolditz et al., 2012d). Second, OGS is an
open source project, so it is well suited to be modi-
fied for a particular purpose as have been done for
this work.
OpenGeoSys uses the method of weighted resid-
uals to derive the weak formulations of the govern-
ing equations described in section 2.2. These equa-
tions represent a group of PDE, which consist of first
order derivatives in time and second order deriva-
tives in space. The PDE are coupled via constitutive
equations such as equations of state or material func-
tions, which results in a non-linear equation system.
The solution of that system is obtained by utilizing a
combination of Picard and Newton-Raphson schemes
(Wang and Kolditz, 2007).
3 Model evaluation
To assure the quality of the developed model, sev-
eral methods have been performed. On the one
hand, these methods refer to an estimation of the
uncertainties of the implemented material func-
tions, which are described in detail in Böttcher et al.
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(2012b)[EP1]. In addition to that, Böttcher et al.
(2012d)[EP3] supply detailed numerical experiments
about the influence of those uncertainties to numer-
ical simulation results. In this chapter, the main
results of these evaluation methods are described
briefly.
3.1 Comparison of equations of state
As mentioned earlier in section 2.1.1, an accurate de-
scription of the relations between pressure, temper-
ature and volume of a fluid is fairly difficult. Sev-
eral physical models have been introduced to predict
fluid behaviour in thermodynamic systems, each
considering different levels of simplification. From
those physical models, a large number of equations
of state have been derived, which can be utilized
to obtain fluid density at particular conditions. The
density function is of major importance to determine
thermophysical properties (compare Figure 11 and
Figure 12), so it is a key for a realistic description of
real fluid behaviour.
Therefore, an important part of that work was
the estimation of density uncertainties for different
equations of state (Böttcher et al., 2012b,d)[EP1,EP3].
Four commonly used equations of state, which are
the ideal gas law (2.22) as well as the formulations
of Peng and Robinson (1976) (PREOS), Duan et al.
(1992a) (DMWEOS), and Span and Wagner (1996)
(SWEOS), have been compared against a large col-
lection of density measurements. These four EOS
are very different in their complexity. While the
ideal gas law is a linear equation, PREOS is a poly-
nomial of 3rd degree, so both equations can be
solved directly and thus very fast. On the other
hand, DMWEOS and SWEOS represent equations
of higher order and therefore have to be solved it-
eratively, which is expensive in terms of comput-
ing time. The measurement datasets for the com-
parison are taken from various publications, listed
in Table 1 in Böttcher et al. (2012b)[EP1]. The data
collection consisted of a total number of 1465 data-
triples, each consisting of a pressure, a temperature
and a corresponding density value. These triplets
have been sorted by different regions of the pT dia-
gram, to evaluate the EOS for each region separately.
For every data-triplet, a density has been de-
rived by all four EOS for the corresponding pres-
sure and temperature conditions. Each of these re-
sults have then been evaluated by calculating the
averaged absolute error (AAE) and the root of the
mean squared error (RMSE). Additionally, the calcu-
lated densities have been plotted against the mea-
sured values to show a visual comparison. For gas
and liquid phase, those scatter diagrams are given
in Figure 10. The plots of the other regions (as well
as the detailed listings of AAE and RMSE) can be
found in Böttcher et al. (2012d)[EP3]. Though, inter-
pretation of these results should be done carefully,
since the density measurements itself could be erro-
neous. Measurements have been conducted by dif-
ferent methods between 1957 and 1995, so the accu-
racies of those values may be diverging. Further-
more, several of these datasets have also been used
by Span and Wagner (1996) as well as Duan et al.
(1992a) to adjust their formulations to real fluid be-
haviour.
Hence, the comparison results show clearly, that
SWEOS shows the best accuracy, followed closely by
DMWEOS. Both of these EOS have been tuned par-
ticularly to the behaviour of CO2, while PREOS on
the other hand follows the principle of correspond-
ing states, which represents only generalized real gas
behaviour (compare sec. 2.1.1). PREOS is therefore
very accurate in the gas region, but shows larger de-
viations in the liquid phase and in the vicinity of
the critical point. The ideal gas law shows good
agreements only in gas and vapour regions for low
densities. However, for simulations in low pressure
ranges, this simple correlation may still be the best
EOS-choice due to its general approach and since it
is very fast and robust.
This evaluation procedure was restricted to car-
bon dioxide as an example fluid. The reasons for
this choice were the high number of available mea-
surement data and the importance of that substance
for the context of this work. It is assumed that the
general outcome of this comparison will be valid for
other substances as well.
3.2 Benchmarking
Verifying the validity of a complex numerical code
requires extensive survey of all developed features.
The term benchmarking within the context of this
work refers to the comparison of the numerical sim-
ulation results to exact solutions of simplified test
examples. Those simplifications can either be a lin-
earization of a non-linear problem, the idealisation
of the model geometry (e. g. to infinite or semi-
infinite domains), or the reduction to particular pro-
cesses (such as negligence of diffusive fluxes). This
benchmarking process is a usable tool for model ver-
ification and validation, but also to compare the de-
veloped model with other software in terms of accu-
racy or efficiency. A large collection of benchmark
test examples for coupled processes in porous me-
dia can be found in Kolditz et al. (2012d). Table 6
provides an overview of relevant benchmark tests,
which have been used to verify the numerical model
developed in this work.
3.2.1 Compressible single-phase flow
The flux of compressible fluids through porous me-
dia is usually a non-linear process. The fluid com-
pressibility depends on the main unknown of the
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Table 6: Overview of various benchmark tests for model verification purposes.
Benchmark name
PCS-
type
short description references
heat conduction in solids
Heat diffusion T
Linear heat diffusion problems in half-space, in
both-side limited domains, and in axisymmetric
domains
Böttcher et al. (2012a)
compressible fluid flow
Carslaw-Jaeger H
Compressible gas flow in a linear domain, com-
parison of different equations of state
Böttcher et al.
(2012b)[EP1]
Häfner H
Compressible real gas flow in an axisymmetric
reservoir, comparison of linear and non-linear
problems
Böttcher et al.
(2012c)[EP2]
non-isothermal single-phase flow
Lauwerier HT
Heat transport in fracture/matrix systems by
convection and conduction, linear problem
Böttcher et al. (2012a)
Ogata-Banks HT
Heat transport in a fracture by convection and
conduction, comparison of linear and non-linear
problems
Böttcher et al.
(2012d)[EP3]
multiphase flow
McWhorter H2
Two-phase flow in homogeneous media, compari-
son of compressible and incompressible fluids
Böttcher et al. (2010)[EP4],
Kolditz et al. (2012d)
Fucik H2 Two-phase flow in heterogeneous media Park et al. (2011)[EP5]
mass balance equation, which is fluid pressure for
that particular problem. Moreover, when real fluid
behaviour is considered, transport properties such
as viscosity are functions of pressure as well. How-
ever, by assuming a few simplifications, the com-
pressible fluid flow problem can be linearized to
enable exact solutions. When temperature effects
during expansion are ignored, the mass balance
equation (2.59) is reduced by the thermal expansiv-
ity. The remaining parameters that depend from
pressure are density, viscosity, and compressibility.
However, it can be shown that the pressure depen-
dency of these parameters reduces with growing
pressures. If the pressure is large enough, the pa-
rameters of (2.59) can assumed to be constant,
ρ
µ
= const., ρβp = const.
and thus, in a homogeneous and isotropic medium,
when source terms are avoided and the gravity gra-
dient is neglected, the mass balance equation can be
simplified to
∆p = nβp
µ
k
∂p
∂t
(3.1)
For this type of equation, Häfner et al. (1992)
found an analytical solution in one dimensional, ax-
isymmetric space between two boundaries r0 and R.
This geometry can be interpreted to describe a CO2
storage site as homogeneous gas reservoir with a ra-
dius of R and an injection well in its centre. A con-
stant pressure is applied at the injection well which
a radius of r0. The pressure at the outer boundary
is assumed to be constant. For carbon dioxide, the
assumptions made above can be applied for a pres-
sure range between 35MPa ≤ p ≤ 40MPa or above,
as shown in Figure 3 of Böttcher et al. (2012c)[EP2].
A comparison of analytical and numerical solutions
for this problem is shown in Figure 13. Both results
show a perfect agreement for the large pressure re-
gion. However, at smaller pressures, linearized and
non-linear problem show large deviations, as can be
taken from Figure 6 of Böttcher et al. (2012c)[EP2].
Another compressible flow problem has been de-
fined in Böttcher et al. (2012b)[EP1]. This setup
considers a vessel containing gas at high pressure,
which is being evacuated. The container is de-
scribed by a one dimensional column, so fluid flow
occurs only in one direction. Several idealizations
have been made in order to obtain a linear prob-
lem: The gas current is restricted to laminar flow,
and non-isothermal effects are ignored. During the
whole evacuation process, the fluid compressibil-
ity will be constant. An analytical solution of this
kind of problem can be found in Carslaw and Jaeger
(1959), by adapting their solution for linear heat dis-
sipation in a slab. The comparison of exact solu-
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Figure 10: Measured CO
2
density compared against the
results of four EOS.
tion and simulation result described in Böttcher et al.
(2012b)[EP1] proves the validity of the developed
model for isothermal, compressible fluid flow.
3.2.2 Non-isothermal single-phase flow
The validity of linear heat and mass transport has
been verified in Böttcher et al. (2012a) using the
classical solution of Ogata and Banks (1961), which
considers one-dimensional transport by advection
and longitudinal dispersion. In Böttcher et al.
(2012d)[EP3], this well-defined problem has been
utilized to evaluate the influence of uncertainties
in the density functions on numerical simulations,
when real physical behaviour of fluids is considered.
Therefore, two numerical experiments have been
Figure 11: Density and isobaric heat capacity of CO
2
at
7.5MPa according to three equations of state.
Figure 12: Transport properties of CO
2
at 7.5MPa ac-
cording to three equations of state.
conducted to show the different results of the prob-
lem for three different EOS. The first of these experi-
ments was restricted to linear transport, so the fluid
properties as parameters of the transport equation
have been considered as constants, derived accord-
ing to particular pressure and temperatures using
the material functions described in chapter 2.1. Since
these fluid properties are functions of fluid density,
the uncertainty of the density function will influence
those parameters. Figure 11 and Figure 12 clearly
show this influence on heat capacity, on viscosity,
and on thermal capacity. The results of two dif-
ferent pressure-temperature conditions showed that
the influence of density uncertainty is not negligi-
ble, compare Figures 10(a) and (b) in Böttcher et al.
(2012d)[EP3]. The most noticeable influence on the
simulation results arise from the viscosity correla-
tion, which directly affects the fluid velocity. Since
diffusion plays only a minor role in the transport
equation, the influence of thermal conductivity and
heat capacity is less remarkable.
The second numerical experiment considered
non-linear real gas behaviour, accounting for com-
pressibility and thermal expansivity of the fluid. Re-
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tion for the linearized problem.
sults of these simulations reveal very large differ-
ences in the fluid velocity and in the temperature
profiles, as shown in Figure 14. Although the equa-
tions of state itself return similar results at those re-
gions (compare Figure 10), the errors due to EOS un-
certainties propagate and lead to significantly differ-
ent results. One reason for this error propagation
is the large number of processes which depend on
the density function, such as conduction, convection,
fluid compression and thermal expansion. There-
fore, it is important to assess all fluid property func-
tions and their accuracy with respect to the chosen
equation of state.
(a) Temperature front (b) Velocity profile
Figure 14: Non-linear Ogata-Banks problem using three
different equations of state
3.2.3 Multiphase flow
A well-known benchmark for multiphase flow in
porous media is given by McWhorter and Sunada
(1990). This example is frequently used for veri-
fication of two-phase models (Helmig, 1997;
Kolditz et al., 2012d). In contrast to earlier ex-
amples, such as Buckley and Leverett (1942), this
solution considers the existence of capillary pressure
as the pressure difference between wetting and non-
wetting phase. The wetting phase fluid displaces
the non-wetting phase only due to capillary forces.
The original exact solution was derived for water
displacing oil from a one dimensional reservoir, and
both fluids were considered to be incompressible.
For constant material parameters and incompress-
ible fluids, the numerical model have been veri-
fied by comparison to McWhorter and Sunada’s
analytical solution, presented in Figure 2(a) in
Böttcher et al. (2010)[EP4]. However, simulations in
the context of this work consider gases or supercrit-
ical fluids, so the two-phase flow equations (2.65),
(2.66) have been derived for compressible fluids.
Therefore, the pwSn formulation have been chosen.
Compressibility with respect to pressure is consid-
ered in the time derivative of both balance equations.
Even when the temperature dependency of material
properties (density and viscosity) have been consid-
ered, the thermal expansion coefficient βT has been
ignored, so the density of phase α is treated as func-
tion pressure only, and it follows
∂ρα
∂t
=
∂ρα
∂pα
∂pα
∂t
(3.2)
For the wetting phase equation, the derivation is
simple, since the required phase pressure pw is a pri-
mary variable in this kind of formulation. So, from
(2.65), the time derivative can be expanded to
−n∂Snρw
∂t
= −nρw
(
Snβpn
∂pw
∂t
+
∂Sn
∂t
)
(3.3)
For the non-wetting equation, expansion is more
elaborate, since non-wetting phase pressure is not a
main unknown. Therefore, the temporal derivative
of pn has to be transformed into terms of primary
variables. Utilizing the relations (2.61) and (2.64), it
follows
n
∂Snρn
∂t
= nρn Snβpn
∂pw
δt
(3.4)
+ nρn
(
1− Snβpn
∂pc
∂Sw
)
∂Sn
∂t
Applying the extended multiphase equations to
compressible fluids, the migration of the wetting
phase fluid is slower than in the incompressible case,
since the compressibility represents an additional
storage term. A comparison of compressible and
incompressible formulations is presented in Figure
2(b) in Böttcher et al. (2010)[EP4].
Choosing wetting phase pressure and non-
wetting phase saturation is one of the commonly
used formulations of multiphase flow in porous
media (Helmig, 1997; Kueper and Frind, 1991) and
(Kolditz et al., 2012c). Mathematically, those differ-
ent approaches are identical, since they are con-
nected by several constitutive equations. Fig-
ure 15(a) shows a comparison of two different
formulations. In a homogeneous medium, both
schemes return the same results. However, it is well
known that this pwSn approach fails when applied
to heterogeneous media, unless numerical upwind
17
techniques are used. Park et al. (2011)[EP5] showed
that the utilization of upwind schemes is not neces-
sary, when alternative primary variables are chosen
to describe the multiphase flow process. Using cap-
illary pressure of the wetting phase and pressure of
the non-wetting phase to be the primary variables,
physical behaviour of fluids in heterogeneous me-
dia can be reproduced without applying correction
methods. To prove the validity of this model, an
exact solution of the multiphase equation for het-
erogeneous media, presented by Fučı́k et al. (2008)
have been used to compare both schemes against
physical behaviour. Figure 15(b) shows that, in per-
fect agreement with the analytical solution, the pcpn
scheme reproduces the discontinuity of the satura-
tion across the interface of two different materials.
At this point, the derivative of the capillary pressure
function (2.64) is not continuous, so the pwSn model
fails, since it considers this term implicitly in the spa-
tial derivative, while pcpw handles it explicitly in the
time derivative.
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Figure 15: Two-phase flow using pwSn and pcpn schemes
compared against an exact solution by
Fuč́ık et al. (2008).
4 Application: EGR
This section presents an application example for
non-isothermal, compressible fluid flow modelling
based on the material functions, governing equa-
tions and verification examples described in chap-
ters 2 and 3. This application example performs a
numerical simulation scenario of enhanced gas re-
covery (EGR) within a large onshore gas field. The
work is a part of the CLEAN project, a research and
development collaboration funded by the Federal
Ministry of Education and Research (BMBF) of Ger-
many, which lasted from 2008 until 2011.
4.1 Objective
The main goal of this research project was to eval-
uate the potential of the EGR technology as a
method to reduce CO2 emissions into the atmo-
sphere. Among other CCS applications, EGR seems
promising, since it combines CO2 reduction with
natural gas production, which could possibly cover
the costs of this procedure. Thus, EGR could be an
economic alternative to CO2-sequestration in saline
aquifers, which has no monetary benefit for energy
companies.
The EGR principle is to store CO2 in the pore space
of porous rock of depleted gas reservoirs, which
commonly consists of sandstone. When a natural
gas reservoir is termed as depleted, it still contains
large amounts of fossil hydrocarbons, but the low
reservoir pressure does not allow a gas production
using traditional techniques. An injection of CO2
leads to growing pressures in the reservoir up to a
level, where gas production becomes feasible again.
Natural gas fields are perfect containers for gases,
because they have been sealed by natural barriers
since millions of years. CO2 storage within natu-
ral gas fields has already been performed at sev-
eral sites by other research projects, such as the Ot-
way project (CO2CRC, 2012) in Australia, the K12B
project (K12B, 2012) in the Netherlands, or the Lacq
pilot project (Lacq, 2012) in France.
4.2 Site characterisation
The CLEAN project focused on the Altensalzwedel
gas field in the Altmark, Germany, which is part
of the second largest onshore gas fields in Europe.
The site is owned and operated by GDF SUEZ E&P
Deutschland GmbH and is almost completely ex-
ploited. Since several decades of gas production,
the original amount of methane has been depleted
by about 90% (Kühn et al., 2012). The reservoir re-
sides in a mean depth of 3400m and its initial pres-
sure of 42.5MPa has dropped to only 3.0 − 5.0MPa
at a temperature of 125 ◦C. The reservoir gas con-
sists primarily of nitrogen and methane, but con-
tains also traces of other hydrocarbons and carbon
dioxide. A residing amount of formation brine at
residual saturation can assumed to be immobile,
thus the reservoir can be considered as system of
solid and gas phases without a presence of a liq-
uid phase (Beyer et al., 2012). The reservoir top is
sealed by multiple layers of Zechstein with thick-
nesses of several hundred meters, acting as natural
barriers. The Zechstein cap rock consists of evap-
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Figure 16: Stratigraphy of the Altensalzwedel gas field
(Böttcher et al., 2012c)[EP2].
orites of salt, which is considered to be self-sealing.
Therefore, the top boundary of the simulation do-
main is assumed to be impervious for gas flows. The
reservoir itself is represented by three individual lay-
ers of high-permeable sandstone with porosities be-
tween 15 and 17%. Above, below and between these
injection layers reside thin deposits of siltstone, see
Figure 16.
4.3 Methods
Before real CO2 will be stored in the gas field, nu-
merical simulations are performed to show the con-
sequences of that procedure. A total amount of
100,000 tons of pure CO2 will be injected over a pe-
riod of 2 years. In this work, the simulation is re-
stricted to the near well-region, since the focus on
that simulation was the prediction of CO2 plume
length, pressure and temperature evolution. The in-
fluence of the injection on the whole reservoir model
(including the production well) was not part of this
work.
The injected CO2 has a constant temperature at
the well, which was lower than the reservoir tem-
perature, so the reservoir will cool down over the
process. According to section 2.2.4, an expansion
of gas due to isenthalpic throttling leads to an in-
crease of potential energy, which causes a reduction
of temperature (Joule-Thomson process). According
to Singh et al. (2011b), the Joule-Thomson effect forces
the temperature to decrease significantly only in that
case, when the buffering influence of the solid phase
is ignored. Otherwise, the temperature drop for
a comparable situation will expected to be only to
about 0.7K, thus this effect will be neglected in this
study.
The simulation design of the described scenario
corresponds to compressible single-phase gas flow
with multiple components, coupled with heat trans-
port. The main governing equations will be the sin-
gle phase flow equation (2.59) and the heat trans-
port equation (2.73) without any source terms. The
residing reservoir fluid is considered to be a mix-
ture of constant composition consisting of nitrogen,
χN
2
= 0.75 and methane, χN
2
= 0.25 . The fluid
properties of that mixture are obtained by property
correlations of the pure substances (see Table 4 and
Table 5), which are applied to the mixture by the
simple mixing rule (4.1). For simplicity, the heat ca-
pacity of both components as well as of CO2 is as-
sumed to be a constant, derived by (2.43) and trans-
ferred to the mixture by (4.1). The movement of CO2
within the natural gas mixture is described by the
mass transport equation (2.78). The diffusion coeffi-
cientD for this type of gas mixture has been derived
from KMTG using Chapman-Enskog equation, taken
from Cussler (1997) and using substance specific pa-
rameters listed in Hirschfelder et al. (1954)
X (ρ, T ) =
n
∑
i=1
χiXi (4.1)
where n is the total number of components and
X refers to a fluid property (i. e. viscosity, ther-
mal conductivity, or heat capacity). According to
the evaluations in Böttcher et al. (2012d)[EP3], the
Peng-Robinson equation of state has been chosen as
density function as a compromise between simplic-
ity and accuracy, see chapter 3. In agreement with
these evaluations, the error of this EOS in the gas
region is very small (comp. Figure 10), so the un-
certainties of the fluid property functions can be ne-
glected. The density of the mixture has been ob-
tained by the binary mixing rule for PREOS pre-
sented in Peng and Robinson (1976).
Since the simulation domain is restricted to the
vicinity of the injection well, the heterogeneities of
the solid material can assumed to be only in verti-
cal direction (compare Figure 16). Thus, the domain
was described by an axisymmetric slice with the in-
jection well in the centre. Due to large pressure and
temperature gradients at the beginning of the simu-
lation, the elements next to the injection well are dis-
cretized very fine (dr = 0.1m). With larger distances
from the center, element extents increased. The outer
boundary, which is impermeable for fluids, is lo-
cated at a distance of r = 10 000m. Only at this far
distance, it can be guaranteed that the injection pres-
sure shows no influence on the outer boundary, so
a completely open reservoir can be assumed. The
two years of CO2 injection have been discretized by
growing time steps, starting with dt = 1 s at the be-
ginning, when pressure and temperature gradients
are very large. The maximum time step length has
been set to dt = 100 d. The injection was defined by
a constant injection pressure and temperature at the
injection well (dp/dt = 0 ,dT/dt = 0 ).
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Figure 17: Vertical distribution of CO
2
mass fraction.
4.4 Results
The numerical simulation provides valuable infor-
mation of such a CO2 storage scenario, such as pres-
sure and temperature evolution in the reservoir, the
plume length of the injected gas or the dilution of
natural gas with carbon dioxide. Figure 17 shows
CO2 mass fractions at a cross section through the
reservoir after 750 days of continuous injection. As
expected, the main storage horizons (layers K,M,O
in Figure 16) show the largest distance of CO2 prop-
agation, which is about 1000m, measured at the
χCO
2
= 0.1 isoline. One of the unknowns even for
well-explored sites is the dispersion coefficient α of
the reservoir, which influences the diffusion term of
the mass transport equation (2.78). This parame-
ter is of empirical nature and, in general, is consid-
ered to be scale dependent. Several methods to ob-
tain α have been presented in the literature, such
as Xu and Eckstein (1995), Neuman (1990), or Ayra
(1986). In this study, two of these methods have
been used to obtain different dispersion coefficients
αL1 = 72.4m and αL2 = 23.6m. The simulation has
been performed with both values to analyse the in-
fluence of mechanical dispersion. Even with this pa-
rameter uncertainty, both simulation results are very
similar. Compared to the total plume length, the un-
certainty due to dispersion coefficient is only about
50m after 750 days of continuous injection, as illus-
trated in Figure 18.
This small difference indicates that the CO2 front
of a real injection would possibly be within the same
range as predicted by the numerical model. The nu-
merical results can thus be used to design injection
scenarios such as the location of observation wells or
monitoring stations. Evolution of pressure is one of
the most important safety issues, which can be taken
from the results of the simulation as well. By investi-
gating the velocity of pressure rise, the stress on the
cap rockmaterial and the risk of possible failures can
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Figure 18: CO
2
mass fraction distribution profile in the
main storage layer.
be evaluated. Furthermore, the influence of injection
pressure or injection rate on the diffusion effects can
by analysed to minimize the dilution of natural gas
by the injected fluid.
5 Conclusions and outlook
5.1 Conclusions
This thesis briefly describes the implementation, ver-
ification, and application of a numerical model for
non-linear flow and transport processes in porous
media. The main goal of this work was to de-
velop a model framework to describe CO2 storage
applications in combination with enhanced gas re-
covery. Therefore, equations of state for substances
relevant for geotechnical, hydrological and geother-
mal applications, such as CO2, N2, H2O, CH4 have
been implemented into the FEM simulator Open-
GeoSys. Thermophysical fluid properties for those
substances, such as compressibility, viscosity, ther-
mal conductivity, and heat capacity as functions of
density and temperature have been implemented as
well. The properties of fluid mixtures, such as natu-
ral gas, have been obtained by utilizing a simple, bi-
nary mixing rule. To consider physical behaviour of
fluids, the governing equation for single-phase fluid
flow has been extended to consider fluid compress-
ibility and thermal expansion of fluids. Heat and
mass transport equations have been coupled by a se-
quential staggered scheme.
Extensive evaluations of EOS of different accu-
racy levels have been performed as comparisons
against a large number of measured pρT -data taken
from the literature. Next to the liquid-gas-interface
and in the vicinity of the critical point, complex
multi-parameter EOSs are necessary to predict real
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fluid behaviour. Cubic EOSs are sufficient for the
gas phase and high-temperature supercritical re-
gion. For low densities, the ideal gas law represents
a fast alternative to real gas EOS with adequate ac-
curacy. When numerical simulations assume physi-
cal fluid behaviour, the density function governs all
fluid property correlations. Thus, the error of the
equation of state propagates due to the large number
of density-dependent parameters and lead to signif-
icant differences in simulation results. A sensitivity
analysis has been conducted to evaluate this error
propagation.
For model verification purposes, several bench-
mark tests have been performed. These test exam-
ples consist of comparisons of analytical solutions
against simulation results and consider heat trans-
port (T), compressible fluid flow (H), coupled fluid
flow and heat transport (HT), as well as multiphase
flow (H2) processes. The benchmarks have been
published within a large collection of THM/C based
benchmarks in Kolditz et al. (2012c).
The pwSn formulation of the multiphase flow
equations was expanded to consider the compress-
ibility of both fluid phases. The compressibility can
be derived by different equations of state. Com-
parisons of multiphase flow problems show that
the consideration of fluid compressibility lead to
significant differences in the resulting saturation
curve, when at least one of the involved fluid re-
sides in gaseous or supercritical state. A bench-
mark test against an analytical solution shows that
the pcpn formulation reproduces physical behaviour
in heterogeneous media without numerical correct-
ing methods. The frequently used pwSn scheme is
not suitable to match the saturation discontinuity at
the porous media interface if no upwind technique
is applied.
As a part of an EGR-application in the Al-
tensalzwedel gas field, the CO2 injection into a nearly
depleted gas reservoir has been simulated consider-
ing non-isothermal, real fluid behaviour. Under the
assumed conditions, the CO2 propagation will cover
a radius of about 1000m, when the injection period
is two years and the amount of injected CO2 is about
100 000 t.
5.2 Outlook
During the model design, several simplifications
and idealisations have been made in order to coin-
cide with the frame conditions for that application.
Further development will be necessary in order to
reduce these simplifications and to enhance the ap-
plicability of the simulation tool. In the recent ver-
sion, all governing equations described in 2.2 have
been derived for non-deformable porous media. An
extension to variable porosity would enable the cou-
pling to mechanical deformation processes, or to
chemical reaction modelling including mineral dis-
solution or precipitation.
A second issue is the restriction to laminar flow.
Particularly in gas transport processes, the neglect
of turbulent flows may result in non-physical be-
haviour in highly permeable media or for large pres-
sure gradients. Therefore, future versions will con-
sider turbulent flow of fluids as described by Forch-
heimer’s equation. Another important issue is the full
consideration of thermodynamic processes in mul-
tiple phases. In this work, local thermal equilib-
rium has been assumed, i. e., both fluid phases and
the solid phase share the same temperature within
a mesh element, and thermal properties are aver-
aged over all phases. For mass transport, a sim-
ilar simplification has been assumed. Component
transport is restricted to a single phase. In order
to describe chemical reactions precisely, both simpli-
fications will be removed in future versions of the
model.
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Important achievements
1. Equations of state (EOS) and thermophysical property functions for sub-
stances relevant for geological applications, such as CO2, N2, H2O, CH4
have been implemented into the FEM simulator OpenGeoSys.
2. The governing equation for single-phase fluid flow has been extended to
consider fluid compressibility and thermal expansion of fluids. Heat and
mass transport equations have been coupled by a sequential staggered
scheme.
3. Evaluations of EOS of different levels of accuracy have been performed
as comparisons against a large number of measured pρT-data taken from
the literature. Fitted multi-parameter EOSs can predict real fluid be-
haviour at interphase boundaries, while cubic EOSs are sufficient only
for the gas phase of fluids. The ideal gas law is a fast alternative to real
gas EOS for low densities only.
4. The error of an equation of state propagates due to the large number
of density-dependent parameters and lead to significant differences in
simulation results.
5. Several benchmark tests of heat transport (T), compressible fluid flow
(H), coupled fluid flow and heat transport (HT), as well as multiphase
flow (H2) have been performed for model verification purposes.
6. The pwSn formulation of the multiphase flow equations has been ex-
panded to consider the compressibility of both fluid phases.
7. Comparisons of multiphase flow problems show that the considera-
tion of fluid compressibility leads to significant differences in the result-
ing saturation curve, when at least one of the involved fluid resides in
gaseous or supercritical state.
8. A benchmark test against an analytical solution shows that the multi-
phase pcpn formulation reproduces physical behaviour in heterogeneous
media, while the pwSn scheme fails to match the saturation discontinuity
at the interface of porous media.
9. The CO2 injection of an enhanced gas recovery application has been sim-
ulated considering non-isothermal, real fluid behaviour. An amount of
100 000 t, injected over a period of two years, will cover a radius of about
1 000m under the assumed conditions.
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Abstract. In this work we compare the ideal gas law and three real gas equations of state for
carbon dioxide with a large number of measurement data taken from literature. This com-
parison showed that complex equations of state are more accurate than simple ones. To see
if the differences in accuracy have an influence on numerical simulations, we implemented
the equations in the scientific software OpenGeoSys and performed comparative simula-
tions of a compressible gas flow scenario. We found out that the difference between ideal
gas and real gas behaviour is quite large, but the differences among the real gas equations
have no significant influence on the simulation results.
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Abstract. In this work, we present a framework for numerical modeling of CO2 injection
into porous media for enhanced gas recovery (EGR) from depleted reservoirs. Physically,
we have to deal with non-isothermal, compressible gas flows resulting in a system of cou-
pled non-linear PDEs. We describe the mathematical framework for the underlying balance
equations as well as the equations of state for mixing gases. We use an object-oriented fi-
nite element method implemented in C++. The numerical model has been tested against
an analytical solution for a simplified problem and then applied to CO2 injection into a real
reservoir. Numerical modeling allows to investigate physical phenomena and to predict
reservoir pressures as well as temperatures depending on injection scenarios and is there-
fore a useful tool for applied numerical analysis.
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Abstract. In this work we compared the ideal gas law and three real gas equations of state
for carbon dioxide with a large number of measurement data taken from literature. This
comparison showed that complex equations of state are more accurate than simple ones. In-
accurate density calculations may lead to wrong results of fluid property correlations. To see
if the differences in accuracy have an influence on numerical simulations, we implemented
the equations as well as fluid property correlations for viscosity, heat capacity, and thermal
conductivity in the scientific software platform OpenGeoSys and performed comparative
simulations of a compressible gas flow and a heat transport scenario. We observed that the
difference between ideal gas and real gas behaviour is significant. Among the real gas equa-
tions of state, this difference is much lower, but leads to wrong fluid properties (such as
viscosity), which affects considerable discrepancies in the numerical simulation results.
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N. Böttchera∗, C.-H. Parkb, O. Kolditzb,c, R. Liedla
aTechnische Universität Dresden, Institute for Groundwater Management, 01062 Dresden,
Germany
bDepartment of Environmental Informatics, Helmholtz-Centre for Environmental Research
- UFZ, Permoserstr. 15, 04318 Leipzig, Germany
c Technische Universität Dresden, Applied Environmental System Analysis, 01062 Dresden,
Germany
Keywords: Two-phase flow, equations of state, supercritical fluids, non-isothermal effects
Abstract. This work presents a two-phase flow model for compressible fluids coupled with
heat transport simulation. The coupling is realized via equations of state, which are used
to determine the relation between temperature, pressure and density of a fluid. The den-
sity correlation is necessary to describe the compressibity of a gas or a liquid, furthermore,
density together with temperature affects fluid viscosity and thermal conductivity. Using
this coupled H2T-model, we developed a test scenario based on an enhanced gas recovery
application. This test case consists of a 1D cutout from a natural gas reservoir in the vicinity
of the CO2 injection well. The simulation shows the displacement of natural gas by carbon
dioxide at the first stage of injection. A simplified simulation with constant fluid properties
but similar conditions was compared to an analytical solution to prove the validity of the
governing equations.
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Abstract. Two alternatives of primary variables are compared for two-phase flow in het-
erogeneous media by solving fully established benchmarks. The first combination utilizes
pressure of the wetting fluid and saturation of the non-wetting fluid as primary variables,
while the second employs capillary pressure of the wetting fluid and pressure of the non-
wetting fluid. While the standard Galerkin finite element method (SGFEM) is known to fail
in the physical reproduction of two-phase flow in heterogeneous media (unless employing
a fully upwind correction), the second scheme with capillary pressure as a primary variable
without applying an upwind technique produces correct physical fluid behaviour in hetero-
geneous media, as observed from experiments.
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A.-K. Singh, N. Böttcher, W. Wang, C.-H. Park, U.-J. Görke, and O. Kolditz. Non-
isothermal effects on two-phase flow in porous medium: CO2 disposal into a saline
aquifer. Energy Procedia, 4:3889–3895, 2011.
The full text is available at http://www.journals.elsevier.com/energy-procedia/.
DOI: 10.1016/j.egypro.2011.02.326. Copyright by Elsevier, 2011
Non-isothermal effects on two-phase flow
in porous medium: CO2 disposal into a
saline aquifer
A.-K. Singha,?, N. Böttcherb, W. Wanga,
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1 Abstract. This paper presents non-isothermal effects on disposal of carbon dioxide into a
saline aquifer. Carbon dioxide storage in the subsurface could be an important part of the
present climate control initiative to reduce the carbon dioxide concentration of the atmo-
sphere. Layer of water-bearing permeable rock is assumed as a saturated porous medium,
and the contained water can be replaced by compressed carbon dioxide. In such environ-
ment, water vapor flow can be developed from the thermal gradient caused by geothermal
energy. High injection pressure is required to remove the fluid already present in the pores of
solid skeleton hence accurate density calculation is important. So we use an extended ideal
gas law to calculate the compressed carbon dioxide gas density. Temperature dependent
entry pressure is accounting the surface tension and wetting angle role on the sorption equi-
librium. Governing equations for numerical simulations are: mass balance equations for
each component, i.e., water, vapor and carbon dioxide; energy balance equation. We have
used a combined monolithic and staggered coupling scheme to solve these equations nu-
merically using an automatic time stepping scheme. The numerical model is implemented
into an open source in-house scientific finite element code allowing for simulations of appli-
cations in various geotechnical areas.
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