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Abstract. Los sistemas de recomendacio´n que usan te´cnicas de filtrado
colaborativo basado en memoria predicen la preferencia de un usuario
por un ı´tem usando solamente las preferencias expresadas anteriormente
e ignorando el contexto de eleccio´n del usuario, esto es, el conjunto de
ı´tems que fueron recomendados al usuario pero que fueron ignorados.
En este trabajo se presentan modificaciones a los algoritmos cla´sicos de
filtrado colaborativo basado en memoria para que utilicen el contexto de
eleccio´n del usuario para predecir las preferencias. Una serie de experi-
mentos desarrollados verifican que nuestra propuesta presenta un mejor
desempen˜o que los algoritmos de filtrado colaborativo cla´sicos.
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1 Introduccio´n
El crecimiento de internet ha permitido presentar a los usuarios una cantidad
cada vez mayor de alternativas entre las que elegir y este problema ha impulsado
la investigacio´n y desarrollo de los sistemas de recomendacio´n [8], un conjunto de
te´cnicas y herramientas de software con el objetivo de asistir a un usuario durante
la toma de decisiones, recomenda´ndole ı´tems que le podr´ıan ser interesantes, por
ejemplo que´ productos comprar, que´ mu´sica escuchar o que´ noticias leer.
Las interacciones entre los usuarios y los sistemas de recomendacio´n se de-
sarrollan en dos partes: el sistema le recomienda al usuario una lista de ı´tems y
luego el usuario expresa sus preferencias sobre lo recomendado seleccionando un
conjunto (posiblemente vac´ıo) de ı´tems de la lista e ignorando el resto.
Para inducir modelos de preferencia, los algoritmos actuales de filtrado co-
laborativo utilizan so´lo la informacio´n histo´rica sobre los ı´tems que fueron selec-
cionados, desaprovechando la informacio´n relativa a los ı´tems ignorados.
En el presente art´ıculo, se presentan modificaciones a las te´cnicas cla´sicas
de filtrado colaborativo basado en memoria para que utilicen, en el proceso
de induccio´n de preferencias, el contexto de eleccio´n del usuario, es decir el
conjunto de ı´tems recomendados al usuario pero no seleccionados. Adema´s se
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presentan resultados de una serie de experimentos que permitieron verificar que
las modificaciones realizadas mejoran el desempen˜o de los algoritmos de filtrado
colaborativo.
En la siguiente seccio´n se define el problema de los sistemas de recomendacio´n
y se presentan las te´cnicas de filtrado colaborativo que sera´n modificadas. En la
seccio´n 3 se discuten las adaptaciones realizadas a conjuntos de datos existentes.
En la seccio´n 4 se presentan los experimentos realizados para comparar el de-
sempen˜o entre las te´cnicas de recomendacio´n que usan el contexto de eleccio´n del
usuario y las te´cnicas cla´sicas y finalmente se muestran los resultados obtenidos
en la seccio´n 5.
2 Sistemas de recomendacio´n
2.1 Definicio´n del problema
Consideremos las interacciones usuario-sistema en un sistema de recomendacio´n:
tenemos un conjunto de usuarios U = u1, ..., un y un conjunto de ı´tems I =
i1, ..., in; cuando un usuario u ingresa al sistema, e´ste calcula un conjunto de
ı´tems recomendados O ⊆ I para dicho usuario y luego el usuario u selecciona un
subconjunto (posiblemente vac´ıo) de ı´tems D ⊆ O y realiza alguna accio´n sobre
ellos (por ejemplo compra alguno de los productos recomendados y selecciona-
dos).
Para poder calcular las recomendaciones, el sistema de recomendacio´n mantiene
un registro histo´rico de las interacciones de la forma (u,Ot, Dt) donde t es el
ı´ndice de una interaccio´n particular. El objetivo de un sistema de recomendacio´n
es poder calcular conjuntos de recomendaciones O que maximicen la satisfaccio´n
del usuario con respecto a los ı´tems recomendados.
2.2 Filtrado Colaborativo
En el filtrado colaborativo se cuenta con una serie de observaciones de la forma
(u, i, yi) donde yi es una respuesta observada, por ejemplo, una calificacio´n dada
por el usuario u al ı´tem i o la indicacio´n de que el usuario u realizo´ una accio´n
sobre el ı´tem i. Mientras que estas observaciones construyen una gran matriz
que puede tener millones de ı´tems y usuarios, usualmente se tienen muy pocas
observaciones (menos del 1% en los conjuntos de datos pu´blicos).
El filtrado colaborativo utiliza la similitud entre usuarios o entre ı´tems para
predecir la utilidad que le va a dar un usuario a un ı´tem no calificado anterior-
mente. Estas te´cnicas se basan en el supuesto de que dos usuarios con prefer-
encias similares van a calificar el mismo ı´tem en forma similar o que dos ı´tems
calificados por los usuarios en forma similar tendra´n calificaciones similares en
el futuro [8].
Cuando el filtrado colaborativo se basa en un modelo de vecinos, para poder
realizar las predicciones de las utilidades se calcula un conjunto de vecinos usando
una medida de similitud entre usuarios o ı´tems, seleccionando los k ma´s cercanos
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o con los que se encuentren por debajo de un umbral de similitud dado. Cuando
so´lo se toma en cuenta los conjuntos de ı´tems calificados y no sus calificaciones
o cuando las calificaciones son unarias, como es el caso en los experimentos
realizados, se suele usar como medida el coeficiente de similitud de Jaccard [2].
En el caso de calificaciones unarias, la prediccio´n se calcula como la media
de las similitudes de los vecinos que calificaron el ı´tem (ecuacio´n 1)
pu,i =
∑
v∈K Sv,iwu,v∑
v∈K wu,v
(1)
donde pu,i es la prediccio´n de la utilidad del ı´tem i para el usuario u, wu,v es
la similitud entre los usuarios u y v, K es el conjunto de usuarios similares a u
(seleccionados por cantidad o por un umbral de similitud) y Sv,i es un indicador
cuyo valor es 1 cuando el usuario u califico´ el ı´tem i, sino es 0.
Cuando la cantidad de usuarios es mucho mayor a la de ı´tems se presentan
problemas de escalabilidad y para evitarlos se desarrollo´ el filtrado colaborativo
basado en la similitud entre ı´tems [4] que busca ı´tems similares a los calificados
por el usuario en vez de buscar usuarios similares. El supuesto detra´s de este
enfoque es que los usuarios van a preferir ı´tems similares a los que ya les gustaron.
En el filtrado colaborativo basado en ı´tems para el caso de calificaciones
unarias, la prediccio´n se calcula como indica la ecuacio´n 2:
pu,i =
∑
j∈K Su,jwi,j∑
j∈K wi,j
(2)
donde pu,i es la prediccio´n de la utilidad del ı´tem i para el usuario u, wi,j
es la similitud entre los items i y j, K es el conjunto de items calificados por u
que son similares a i (seleccionados por cantidad o por un umbral de similitud)
y Su,j es un indicador cuyo valor es 1 cuando el usuario u califico´ el ı´tem j, sino
es 0.
3 Induccio´n de preferencias a partir del contexto de
eleccio´n del usuario
La investigacio´n sobre sistemas de recomendacio´n contextuales [1, 6] usualmente
consideran el contexto de los usuarios o de los ı´tems a recomendar, pero no el
contexto de eleccio´n del usuario, esto es, la informacio´n del contexto en que el
usuario realiza la eleccio´n efectiva de los ı´tems recomendados, puntualmente que´
ı´tems fueron recomendados y cua´les fueron ignorados.
3.1 El contexto de eleccio´n del usuario
Cuando el usuario interactu´a con un sistema de recomendacio´n no expresa una
preferencia absoluta sobre los ı´tems, sino que expresa una preferencia de los ı´tems
seleccionados sobre todo el resto de los recomendados [7] ya que no los conoce
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todos los ı´tems disponibles. En otras palabras, esta´ expresando una preferencia
relativa: prefiere los ı´tems seleccionados por sobre los que fueron ignorados.
El conjunto de ı´tems ignorados, que denominaremos contexto de eleccio´n
del usuario, es un tipo de informacio´n contextual no utilizada hasta hace poco
tiempo en los sistemas de recomendacio´n. En el a´mbito de recuperacio´n de in-
formacio´n se ha utilizado una idea similar [3]: Cuando un buscador presenta una
lista de enlaces a un usuario luego de realizar una consulta y el usuario selec-
ciona uno de ellos, se induce que el usuario esta´ diciendo impl´ıcitamente que los
enlaces anteriores al seleccionado no son importantes para e´l.
El primer uso conocido del contexto de eleccio´n del usuario en sistemas de
recomendacio´n [9] fue presentado como parte de un modelo de factores latentes
(filtrado colaborativo basado en modelos) que deriva en un modelo logit multi-
nomial.
El presente trabajo hace uso del contexto de eleccio´n del usuario para mejorar
los sistemas de recomendacio´n pero, a diferencia de los trabajos anteriores, se
enfoca en adoptar las te´cnicas de filtrado colaborativo basado en memoria.
3.2 Adaptacio´n de los me´todos de filtrado colaborativo
En el filtrado colaborativo basado en usuarios cla´sico, la creacio´n de la lista
de ı´tems a recomendar comienza con la creacio´n de un conjunto de ı´tems can-
didatos, formado por todos aquellos ı´tems existentes que el usuario no selecciono´
en ninguna de sus interacciones con el sistema. Luego, para cada ı´tem del con-
junto de candidatos, se calcula la prediccio´n de su utilidad como la suma de las
distancias de los usuarios similares que seleccionaron dicho ı´tem. Por u´ltimo, se
crea la lista de ı´tems a recomendar ordenando los ı´tems del conjunto de can-
didatos por la utilidad calculada.
Veamos este proceso en un ejemplo. Supongamos que todos los ı´tems en
el sistema de recomendacio´n son I = {i1, i2, i3, i4, i5, i6, i7, i8, i9, i10} y que el
usuario u selecciono´ en interacciones anteriores los ı´tems S = {i3, i5, i7}. As´ı,
los ı´tems candidatos para u son C = I − S = {i1, i2, i4, i6, i8, i9, i10}. Ahora,
supongamos que la prediccio´n de las utilidades los ı´tems candidatos es P =
(0.2, 0.03, 0.37, 0.16, 0.1, 0.14, 0.0) donde Pj es la utilidad del ı´tem ij . La prediccio´n
de utilidad de un ı´tem puede ser 0.0, como el caso de i10, porque los veci-
nos ma´s cercanos del usuario actual no seleccionaron nunca ese ı´tem. Luego,
en base a P ordenamos C y obtenemos la lista de ı´tems a recomendar R =
(i4, i1, i6, i9, i8, i2, i10).
Ahora, supongamos que los ı´tems ignorados por el usuario son T = {i1, i9}.
Estos ı´tems deber´ıan estar cerca de los u´ltimos puestos de la lista de recomen-
daciones ya que si fueron ignorados por el usuario, podemos suponer que tienen
menor o igual utilidad que los ı´tems nunca vistos y esto nos podr´ıa permitir
hacer un mejor ordenamiento de C.
Entonces, para calcular la prediccio´n de utilidad de un ı´tem i para un usuario
u, tomando en cuenta los ı´tems ignorados, primero sumaremos las similitudes
para los ı´tems seleccionados por los vecinos cercanos a u. A esta suma la pon-
deraremos con un para´metro β y, si i fue ignorado por u, le restaremos (1− β).
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El para´metro β es un valor entre 0 y 1 que sirve para balancear el peso de los
ı´tems seleccionados sobre los ignorados.
Volviendo al ejemplo anterior, si tomamos β = 0.9 tenemos que P = β
P = (0.18, 0.027, 0.333, 0.144, 0.09, 0.126, 0.0). Luego, si le restamos (1 − β) a
los ı´tems ignorados, tenemos P = (0.08, 0.027, 0.333, 0.144, 0.09, 0.026, 0.0) con
lo que el ordenamiento de C ser´ıa R = (i4, i6, i8, i2, i10, i1, i9) teniendo los ı´tems
ignorados al final de la lista.
Esta modificacio´n traducida al ca´lculo de la prediccio´n de utilidad de un ı´tem
para un usuario (ecuacio´n 1) puede calcularse como indica la ecuacio´n 3
pu,i = β
∑
v∈K Sv,jwu,v∑
v∈K wu,v
− (1− β)Tu,i (3)
donde pu,i es la prediccio´n de la utilidad del ı´tem i para el usuario u, wu,v es
la similitud entre los usuarios u y v, K es el conjunto de usuarios similares a u,
(seleccionados por cantidad o por un umbral de similitud), Sv,i es un indicador
cuyo valor es 1 cuando el usuario v califico´ el ı´tem i, sino es 0, Tu,i es un indicador
cuyo valor es 1 cuando el usuario u ignoro´ el ı´tem i, sino es 0 y β es un valor
entre 0 y 1 que pondera los ı´tems seleccionados contra los ignorados.
De forma ana´loga, modificamos la forma en que el filtrado colaborativo
basado en ı´tems calcula la prediccio´n de la utilidad (ecuacio´n 2) de la siguiente
manera:
pu,i = β
∑
j∈K Su,jwi,j∑
j∈K wi,j
− (1− β)Tu,j (4)
donde pu,i es la prediccio´n de la utilidad del ı´tem i para el usuario u, wi,j es
la similitud entre los usuarios i y j, Su,j es un indicador cuyo valor es 1 cuando
el usuario v califico´ el ı´tem i, sino es 0, Tu, j es un indicador cuyo valor es 1
cuando el usuario u ignoro´ el ı´tem i, sino es 0, K es el conjunto de los k usuarios
que calificaron i y que son similares a u (seleccionados por cantidad o por un
umbral de similitud) y β es el peso que se le da a los ı´tems seleccionados y a los
ignorados.
Cabe destacar que cuando β = 1.0 no se realiza la penalizacio´n de los intere-
ses seleccionados porque se anula el te´rmino que esta´ restando, por lo que las
ecuaciones modificadas son iguales a las originales. A estos casos los llamaremos
”base” mientras que al resto lo llamaremos ”contexto”.
4 Experimentos
Para evaluar las modificaciones propuestas en la seccio´n anterior en un entorno
real, se desarrollo´ y puso en l´ınea un sistema de recomendacio´n de pel´ıculas1
que genera recomendaciones a partir de 8048 pel´ıculas argentinas, brita´nicas,
espan˜olas y estadounidenses, estrenadas entre 1970 y 2012.
1 Disponible en http://pelisquemegustan.inductia.com
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El sistema de recomendacio´n implementa dos algoritmos de filtrado colabora-
tivo por similitud de usuarios: el modelo cla´sico y el que refleja las modificaciones
propuestas en este trabajo. Cuando un usuario se registra en el sistema, se le
asigna automa´ticamente y al azar uno de los dos algoritmos implementados. De
esta forma se dispone de un grupo de prueba y un grupo de control.
La escala de las calificaciones utilizada por el sistema implementado es unaria
debido al poco esfuerzo que dicha escala requiere del usuario para expresar sus
preferencias y por ello la distancia Jaccard para calcular los vecinos ma´s cercanos.
En cada interaccio´n el sistema le recomienda 8 pel´ıculas al usuario. Se eligio´
esta cantidad en base a la teor´ıa de que la memoria de trabajo de una persona
puede albergar 7±2 objetos al mismo tiempo [5]. Entonces, podemos suponer
que el usuario observa todos los ı´tems presentados, selecciona aquellos que le
interesan e ignora el resto. As´ı, el contexto de eleccio´n del usuario va a tener entre
1 y 8 pel´ıculas en cada interaccio´n. Despue´s de cada interaccio´n con un usuario, el
sistema almacena la identificacio´n del usuario, la lista de ı´tems recomendados, la
lista de los ı´tems seleccionados y la fecha y la hora en que se realizo´ la interaccio´n.
Usando el conjunto de datos generado por el sistema de recomendacio´n de-
sarrollado2 y un conjunto de datos pu´blico movielens-100k3, verificamos que
mejora el desempen˜o del sistema de recomendacio´n.
Debido a que el conjunto de datos movilens-100k no tiene el contexto de
eleccio´n del usuario, el mismo fue simulado utilizando la pol´ıtica descripta en [9]:
se toman las calificaciones con valor ‘5’ como los ı´tems seleccionados y el resto de
las calificaciones como ı´tems ignorados. Los ı´tems que no tienen una valoracio´n en
el conjunto de datos original tampoco la tienen a tener en el conjunto modificado.
Con el contexto de eleccio´n simulado, se tienen 21.201 ı´tems seleccionados (1.34%
del total) y 78.799 ı´tems ignorados (3.7 ı´tems ignorados por cada seleccionado).
El conjunto de datos recolectado por la aplicacio´n implementada, consiste de
115 usuarios que utilizaron el algoritmo cla´sico, con 2.975 pel´ıculas seleccionadas
(0.32% del total disponible) en 9.107 interacciones con el sistema. Este conjunto
de datos no tiene pel´ıculas ignoradas ya que no era necesario para el algoritmo
registrarlas. El conjunto del algoritmo modificado consiste de 114 usuarios que
realizaron 7.057 interacciones con el sistema, seleccionando 5.339 pel´ıculas (0.58
% del total) e ignorando 50.274. En total se tienen 8.314 pel´ıculas seleccionadas
y 120.941 ignoradas, esto es, 14.4 pel´ıculas ignoradas por cada seleccionada.
5 Resultados
Las pruebas se realizaron simulando una situacio´n “en linea”, esto es, se repro-
dujeron cada una de las interacciones que realizo´ cada usuario con el sistema,
siguiendo la l´ınea de tiempo presente en el conjunto de datos.
Se comparo´ el algoritmo de filtrado colaborativo basado en usuarios cla´sico
(β = 1.0) con el modificado con β = 0.1 y K = 90, siendo estos valores los que
mostraron mejor desempen˜o en pruebas preliminares realizadas fuera de linea.
2 Disponible en http://pelisquemegustan.inductia.com/dataset/
3 http://www.grouplens.org/datasets/movielens/
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Los resultados usando el conjunto de datos movielens-100k se muestran en
la Tabla 1. Las me´tricas utilizadas son las cla´sicas utilizadas en sistemas de re-
comendacio´n: precisio´n y ganancia acumulada descontada normalizada (NDCG),
ambas tomadas para listas de recomendaciones 1, 5 y 10 elementos.
Algoritmo NDCG@1 NDCG@5 NDCG@10 P@5 P@10
Base 0,0218 0,0172 0,0149 0,0160 0,0132
Contexto 0,0338 0,0242 0,0202 0,0218 0,0172
Valores estad´ısticamentes significativos (p < 0.001)
Table 1. Comparacio´n de las medias de las me´tricas resultantes de aplicar el algoritmo
base y el algoritmo propuesto para el conjunto de datos movielens-100k
Puede observarse que el algoritmo modificado supera los valores del algoritmo
cla´sico para todas las me´tricas. Las diferencias en porcentaje resultantes del
algoritmo propuesto con respecto al algoritmo base fueron de 55,34%, 40,19% y
35,61% para NCDG y 36,13% y 30,31% para AP.
Para la segunda prueba en l´ınea, se utilizo´ el conjunto de datos obtenido del
sistema de recomendacio´n desarrollado. En este caso se calculan las me´tricas
NDCG@8 y P@8 ya que el sistema recomienda al usuario 8 ı´tems en cada inter-
accio´n. La Tabla 2 muestra los resultados obtenidos.
Algoritmo NDCG@8 P@8
Base 0,0386 0,0411
Contexto 0,0976 0,0957
Valores estad´ısticamentes significativos (p < 0.001)
Table 2. Comparacio´n de las medias de las me´tricas resultantes de aplicar el algo-
ritmo base y el algoritmo propuesto para el conjunto de datos creado por el sistema
desarrolado
Podemos observar que el algoritmo modificado (β = 0, 1) domina al modelo
cla´sico (β = 1, 0) notablemente para ambas me´tricas, un 152,8% para NCDG y
un 132,8% para Precision.
6 Conclusiones
En este trabajo presentamos modificaciones a los algoritmos cla´sicos de filtrado
colaborativo basado en memoria para que utilicen el contexto de eleccio´n del
usuario en sus predicciones de las preferencias de los usuarios. La modificaciones
propuestas son simples y de fa´cil implementacio´n en los sistemas de recomen-
dacio´n en produccio´n.
15th Argentine Symposium on Articial Intelligence, ASAI 2014
43 JAIIO - ASAI 2014 - ISSN: 1850-2784 - Página 89
Adema´s, hemos verificado que las modificaciones propuestas mejoran signi-
ficativamente el desempen˜o de los algoritmos cla´sicos de filtrado colaborativo
basados en memoria. Las pruebas realizadas mostraron que los algoritmos mod-
ificados tienen un desempen˜o mucho mejor que los algoritmos cla´sicos.
El co´digo fuente de nuestra implementacio´n de los algoritmos modificados se
encuentra disponible online y puede ser utilizado como plataforma para nuevos
trabajos de investigacio´n.
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