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BI-FREE EXTREME VALUES
HAO-WEI HUANG AND JIUN-CHAU WANG
Abstract. In this paper, we continue Voiculescu’s recent work on the anal-
ogous extreme value theory in the context of bi-free probability theory. We
derive various equivalent conditions for a bivariate distribution function to be
bi-freely max-infinitely divisible. A bi-freely max-infinitely divisible distribu-
tion function can be expressed in terms of its marginals and a special form
of copulas. Such a distribution function is shown to be also max-infinitely
divisible in the classical sense. In addition, we characterize the set of bi-free
extreme value distribution functions. A distribution function of this type is
also bi-free max-stable and represented by its marginals and one copula com-
posing of a Pickands dependence function, as in the classical extreme value
theory. As a consequence, the determination of its bi-free domain of attrac-
tion is the same as the criteria in the classical theory. To illustrate these
connections, some concrete examples are provided.
1. Introduction
The main aim of this paper is to further investigate the introductory of the
bi-free extreme value theory lately laid down by Voiculescu [17].
In classical probability theory, extreme value distributions arise as limiting
distributions for the componentwise maximums or minimums (extreme values)
of a sample of independent and identically distributed multivariate random vec-
tors, as the sample size increases. Since the introduction by Fisher and Tippett
[6], there have been extensive studies in this subject whether in the univariate
or multivariate situations in the past literature. There are only three types of
possible limit laws in the univariate case, which are respectively known as the
Gumbel, Frechet, and Weibull distributions. A wide variety of situations involv-
ing extreme events are inherently multivariate. Various alternative ways have
been proposed to describe the dependence structure of a multivariate extreme
value distribution function. A bivariate extreme value distribution function, for
instance, is determined by its marginals and its unique Pickands dependence
function.
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2Apart from the studies of max-domain of attraction and max-stability, the
analysis of the max-infinite divisibility of distribution functions also plays an
essential role in dealing with multivariate extremal processes. Every univariate
distribution function is max-infinitely divisible, whereas this is no longer true in
the multivariate case. For example, the necessary and sufficient conditions for the
bivariate normal distribution to be max-infinitely divisible is that its correlation
coefficient is non-negative. In general, a multivariate distribution function is
max-infinitely divisible if and only if the negative of its logarithm is an exponent
measure [2].
It was recently demonstrated in [17] that for two bi-free bipartite two-faced
pairs of self-adjoint operators in a C∗-probability space, one can compute the
joint distribution of their componentwise maximums. Here the maximum opera-
tion on self-adjoint operators is taken with respect to the spectral order relation
[1], while the notion of bi-freeness in bi-free probability theory substitutes for
the independence in classical probability theory [16]. This max-operation in free
probability theory gives rise to the free max-convolution of univariate distribution
functions, and there is a simple formula for computing this convolution [3]. As in
extreme value theory, there are three possible limit distributions in free extreme
value analysis, governed by the generalized Pareto laws, and each of them has
its correspondent in the classical situation. Classical and free max-domains of
attraction of the corresponding laws turn out to be the same. In the bi-free frame-
work, the componentwise max-operation induces the bi-free max-convolution of
distribution functions on the plane, and a concise formula for dealing with this
convolution also exists. Passing to bivariate distribution functions, this binary
operation transforms all questions regarding bi-free extremes into problems in
classical analysis.
Following the pioneering work of Voiculescu, we would like to contribute to
the research of characterizing the set of bivariate distribution functions having
the properties of bi-free max-stability and bi-freely max-infinite divisibility. In
probability theory and statistics, copulas have become a powerful tool as they
provide an elegant and detailed description of the dependence structure among
random variables. In the present paper, a particular form of copulas is discovered
to describe how the marginals of a bi-freely max-infinitely divisible distribution
function are linked. Copulas which are used for the description and of great
interest are those in the Ali-Mikhail-Haq family, also one of the most prominent
bivariate Archimedean copulas. Thanks to a newly defined transform of bivariate
distribution functions in the paper, we show that a bi-freely max-infinitely divis-
ible distribution function under this transform serves as an exponent measure in
3the theory of max-infinite divisibility. As a matter of fact, any exponent measure
having support bounded from below arises in the way described above.
We offer thorough descriptions of bi-free extreme value distribution functions,
including their bi-free max-domains of attraction, and the characterization of bi-
free max-stability. Specifically speaking, we show that a distribution function is
a bi-free extreme value distribution function if and only if it can be represented
by means of its marginals and a copula involving a unique Pickands dependence
function. Also, a bi-free extreme value distribution function is bi-free max-stable
and vice versa. We further derive that a bivariate extreme value distribution
function and a bi-free extreme value one, whose marginals are the corresponding
classical and free extreme types, determined by a common Pickands dependence
function have an identical max-domain of attraction. These findings establish
rigid conjunctions between bi-free and classical extreme value theory. To il-
lustrate these established theories, we present a couple of examples including
parametric families of copulas widely used in practice.
The organization of the paper is as follows. After the basics of extreme value
theory and copulas in Section 2, we derive the limit theory for bi-free max-
convolution in Section 3. Section 4 is devoted to studying the bi-freely max-
infinite divisibility. A representation and examples of bi-freely max-infinitely
divisible distribution functions are provided in Section 5 and 6. The connection
between bi-freely and classical max-infinite divisibility is studied in the following
section. Section 8 focuses on bi-free extreme value distribution functions and
their max-domains of attraction.
2. Preliminary
Throughout the paper, the bold letter x is used to denote a constant vector
(x1, x2) in R
2. We will also denote by ∞ = (∞,∞) and −∞ = (−∞,−∞) in the
extended plane. If not otherwise stated, all expressions such as x∨y = max{x,y}
and x ≤ y are intended to be componentwise operations; for instance, x ≤ y
means xj ≤ yj for j = 1, 2. Given two points x ≤ y in R2, a bounded rectangle
[x,y] = {z : xj ≤ zj ≤ yj for j = 1, 2} is the generalized closed interval in R2.
Analogous notations also apply to rectangles (x,y) and [x,y).
For a real-valued functionH defined on some convex set S in R2, theH-volume
of a bounded rectangle [x,y] contained in S is defined by
VH
(
[x,y]
)
= H(y) −H((x1, y2))−H((y1, x2)) +H(x).
Then H is said to be quasi-monotone on S if VH([x,y]) ≥ 0 for any [x,y] ⊂ S
Remark 2.1. The quasi-monotonicity of H on a convex set S ensures that both
functions H(y1, ·) − H(x1, ·) and H(·, y2) − H(·, x2) increase on their domain
4whenever points x1 < y1 and x2 < y2 are fixed. Particularly, for S = R2 or S of
the form [L,∞) or (L,∞) with L ∈ R2, we come to the conclusion
(2.1) H(y) −H(x) ≤ lim
α,β→∞
[
H(α, y2)−H(α, x2) +H(y1, β)−H(x1, β)
]
for any points x ≤ y in S. Another convex set that is generally considered herein
is the unit square [0, 1]2 or (0, 1]2, in which case the same inequality also holds
except the points α and β in the limit (2.1) increase to one.
2.1. Copula. In the following, we outline some basics in the bivariate analysis
we shall need in what follows. For a random vector X = (X1,X2) on R
2, the
distribution function
F (x) = Pr[X ≤ x], x ∈ R2,
provides a detailed description of dependence structure between the random vari-
ables X1 andX2. Another alternative for this is the distribution function, defined
as
µ(B) = Pr[X ∈ B]
for any Borel set B in R2. The distribution functions of X1 and X2 are referred
to as marginal distribution functions of F , denoted by F1 and F2, respectively.
Marginal distributions µ1 and µ2 of µ are defined in the same manner.
A distribution function F in two variables apparently enjoys the properties (i)
limxj→−∞ F (x) = 0 for j = 1, 2; (ii) limx→∞ F (x) = 1; (iii) F is continuous
from above in the sense that F (y) → F (x) whenever y → x with y ≥ x; (iv)
F is increasing, i.e., F (x) ≤ F (y) for any points x ≤ y in R2; and (v) F is
quasi-monotone on R2.
Conversely, any function F : R2 → [0, 1] satisfying the previously mentioned
properties (i)-(v) is associated with a unique Borel probability measure µ on R2
so that
F (x) = µ((−∞,x])
holds for any point x ∈ R2 [4].
Recall that the tail distributions of Fj and F are defined as
Fj(x) = 1− Fj(x) and F (x) = 1 + F (x) − F1(x1)− F2(x2)
for any x ∈ R and x ∈ R2. Obviously, we have Fj(x) = µj((x,∞)) and F (x) =
µ((x,∞)) if µ is the Borel probability measure having F as the distribution
function.
Next, applying (2.1) to a bivariate distribution function F results in the esti-
mate
(2.2) F (y) − F (x) ≤ F1(y1)− F1(x1) + F2(y2)− F2(x2), x ≤ y ∈ R2.
5An immediate consequence of (2.2) is that the set C(F ) of continuities of F
contains C(F1) × C(F2), the Cartesian product of the sets of continuities of F1
and F2.
We now turn to an important subject in probability and statistics: Copula. A
(bivariate) copula is a function C : [0, 1]2 → [0, 1] having the following properties:
(1) C(0, ·) ≡ 0 ≡ C(·, 0),
(2) C(u, 1) = u and C(1, v) = v for any u, v ∈ [0, 1], and
(3) C is quasi-monotone.
Copulas are a powerful tool in high-dimensional statistical applications as they
have been widely used to describe the dependence relation between random vari-
ables. This is the result of the celebrated Sklar’s Theorem, stating that a bivariate
distribution function F is coupled with its one-dimensional marginals in the way
that
(2.3) F = C(F1, F2)
for some copula C [13]. The same theorem also points out that C for which (2.3)
holds is unique if both the marginals of F are continuous.
The tail distribution of F is linked together with the marginals by the following
formula
(2.4) F = Ĉ(F1, F2),
where
(2.5) Ĉ(u, v) = C(u, v) + u+ v − 1
is also a copula, called the survival copula associated with C. Here the notational
convention a = 1− a for a ∈ [0, 1] is adopted. Note that a copula C itself is the
survival copula associated with Ĉ.
An application of Remark 2.1 indicates that a copula is increasing and uni-
formly continuous on its domain:
(2.6) 0 ≤ C(u2, v2)− C(u1, v1) ≤ (u2 − u1) + (v2 − v2), (u1, v1) ≤ (u2, v2).
We also have C(u, v) ≤ min{u, v} on [0, 1]2, where min{u, v} is known as the
comonotone copula.
While bivariate copulas can be used to build bivariate distribution functions,
the extension of univariate extreme value analysis to the bivariate framework re-
quires a particular family of copulas, called extreme-value copulas. These copulas
arise as limiting copulas of suitably normalized componentwise maxima of inde-
pendent and identically distributed sequences of random vectors. There have
been extensive works on extreme-value copulas in the literature, e.g. see the
6monograph [10]. For readers’ convenience and the sake of completeness, we list
below some basics needed for the use in the paper.
A copula C∗ is an extreme-value copula if there exists a copula C such that
as n→∞,
(2.7) Cn(u1/n, v1/n)→ C∗(u, v), (u, v) ∈ [0, 1]2,
in which case C is said to be in the domain of attraction of C∗. By applying a
linear expansion, one can easily see that (2.7) is equivalent to
(2.8) lim
ǫ→0+
ǫ−1
[
1− C(1− ǫx1, 1− ǫx2)
]
= − logC∗(e−x1 , e−x2)
for (x1, x2) ∈ [0,∞)2. An extreme-value copula is max-stable, i.e., the identity
C∗(u1/n, v1/n)n = C∗(u, v) holds on [0, 1]2 for any n ∈ N by definition, and vice
versa.
Analytically, a bivariate extreme-value copula is uniquely characterized by
means of a finite measure ρ on the unit simplex S2 = {(x, y) ∈ [0, 1]2 : x+y = 1},
referred to as Pickands dependence measure, which is a result due to De Haan
and Resnick [7] and Pickands [14]. More precisely, a copula is an extreme-value
copula if and only if it is of the form
(2.9) C∗A(u, v) = exp
[
log(uv)A
(
log u
log(uv)
)]
, (u, v) ∈ (0, 1)2,
where
(2.10) A(t) =
∫
S2
max{tx, (1 − t)y} dρ(x, y)
and the aforementioned measure satisfies the mean constraints
(2.11)
∫
S2
x dρ(x, y) = 1 =
∫
S2
y dρ(x, y).
This function A : [0, 1] → [1/2, 1], known as the Pickands dependence function,
is convex and satisfies the inequalities t ∨ (1− t) ≤ A(t) ≤ 1 on [0, 1].
The upper bound A ≡ 1 corresponds to the independence copula Π(u, v) = uv,
while the lower bound A(t) = t ∨ (1− t) corresponds to the comonotone copula.
2.2. Extremes and Max-Infinite Divisibility. Let X(i), i = 1, . . . , n, be in-
dependent and identically distributed random vectors of R2 having common dis-
tribution function H. For j = 1, 2, let M
(n)
j = max{X(1)j , . . . ,X(n)j }. In extreme
value analysis, one seeks for well chosen normalizing R2-sequences (a(i))i and
(b(i))i with a
(i)
j > 0 and a proper bivariate distribution function G with non-
degenerate marginals so that as n→∞,
(2.12) Pr
[
M
(n)
j − b(n)j
a
(n)
j
≤ xj
]
= Hn
(
a
(n)
1 x1 + b
(n)
1 , a
(n)
2 x2 + b
(n)
2
)→ G(x)
7weakly. The limit (2.12) is equivalently rephrased as
(2.13) lim
n→∞
n
[
1−H(a(n)1 x1 + b(n)1 , a(n)2 x2 + b(n)2 )] = − logG(x)
for any x ∈ {G > 0} [12]. Any H giving rise to (2.12) will be said to be in the
max-domain of attraction of G and this will be written H ∈ D∗(G).
Each marginal of the limiting distribution function G is either the type of
Gumbel (ξ = 0), Fre´chet (ξ > 0) or Weibull (ξ < 0):
Gj(x) = exp
[
−
(
1 + ξ · x−m
σ
)−1/ξ]
, 1 + ξ(x−m)/σ > 0,
where (ξ,m, σ) ∈ R×R×(0,∞). A bivariate extreme value distribution G, unlike
the univariate case, cannot be represented as a distribution function indexed by a
finite-dimensional parameter vector. However, there is an elegant representation
formula for G through its marginals and a unique Pickands dependence function
A:
(2.14) G = exp
[(
logG1 + logG2
)
A
(
logG1
logG1 + logG2
)]
whenever G > 0 [5].
A distribution function G is max-stable if for j = 1, 2 and every n ∈ N, there
exist real numbers a
(n)
j > 0 and b
(n)
j such that
(2.15) Gn
(
a
(n)
1 x1 + b
(n)
1 , a
(n)
2 x2 + b
(n)
2
)
= G(x).
Clearly, a max-stable distribution function is in its own max-domain of attraction.
As a matter of fact, the class of bivariate extreme value distributions is precisely
the class of max-stable distribution functions with non-degenerate marginals.
An immediate consequence of (2.15) is that G1/n is a distribution function for
every positive integer n, meaning that G is max-infinitely divisible according to
the definition. It was shown in [15] that there exists a σ-measure τ on [−∞,∞)
such that
(2.16) G(x) = exp
{− τ([−∞,∞)\[−∞,x])}, x ∈ [−∞,∞),
whence the name exponent measure. Undoubtedly, any distribution function
written as form (2.16) is max-infinitely divisible.
2.3. Free Extremes. We now briefly present the free extremal types theorem.
Given a sequence of free self-adjoint operators (Xn) having the common spec-
tral probability distribution on the real line, one asks for suitably normalized
constants an > 0 and bn ensuring the weak convergence of
(2.17)
∨
(Xn − bnI)/an.
8Here, the notation ∨ stands for the max-operation on self-adjoint operators with
respect to the spectral order.
One crucial fact underlying the asymptotic question in (2.17) is that it can be
converted to classical analysis problems by working with the free max-convolution
of univariate distribution functions and with the map
(2.18) x 7→ (1 + log x)+, x ∈ R,
where c+ = max{c, 0} for c ∈ R [3]. The free max-convolution of two univariate
distribution functions F1 and F2, denoted by F1∨F2, can be computed through
the concise formula
F1∨F2 = (F1 + F2 − 1)+.
Furthermore, the map in (2.18) serves as a homomorphism from the semigroup
of univariate distribution functions endowed with the pointwise multiplication to
the same set endowed with the free max-convolution. Consequently, one obtains
the bijective correspondence between classical and free extremal types theorem
via this homomorphism.
As in the classical case, a univariate distribution function is freely max-stable
if and only if it is of a free extremal type, that is, it is the same type as one of the
exponential distribution, Pareto distribution, and the Beta law. Another rigid
tie between the classical extreme value theory and its free counterpart is that the
classical and free max-domains of attraction of the corresponding laws not only
coincide, but also share the identical normalizing constants [3].
2.4. Bi-free Max-Convolution. Bi-free max-convolution of compactly sup-
ported planar probability distributions was introduced in [17] from the per-
spective of bounded linear operators. By working with affiliated unbounded
self-adjoint operators, this convolution operation extends to planar probability
measures without compact support. Below we adopt the perspective of distri-
bution functions to quickly explain how to eliminate this compactness limitation
based on the work in [17].
Given two arbitrary bivariate distribution functions F and G, let F (n) and
G(n) be distribution functions of compactly supported probability distributions
on R2 converging weakly to F and G, respectively. That is, F (n) → F on C(F )
and G(n) → G on C(G) pointwise.
Denote by H(n) the bi-free max-convolution of F (n) and G(n) [17]. In other
words, H(n) is the distribution function of certain planar probability distribution
µ(n) with compact support, whose marginals are given by the formula
(2.19) H
(n)
j =
(
F
(n)
j +G
(n)
j − 1
)
+
, j = 1, 2,
9while H(n)(x) itself is determined by the identity
(2.20)
H
(n)
1 H
(n)
2
H(n)
=
F
(n)
1 F
(n)
2
F (n)
+
G
(n)
1 G
(n)
2
G(n)
− 1
provided that none of F (n)(x), G(n)(x), H
(n)
1 (x1), and H
(n)
2 (x2) is zero and
H(n)(x) = 0 elsewhere.
Each family {µ(n)j } of marginals is tight in view of (2.19), whence so is the
family {µ(n)} itself. Let H be a weak-limit distribution function of H(n). For
any point x with xj ∈ C(Fj) ∩ C(Gj) ∩ C(Hj) for j = 1, 2 (such an x also lies in
C(F ) ∩ C(G) ∩ C(H) according to (2.2)), letting n→∞ in (2.19) gives that
(2.21) Hj =
(
Fj +Gj − 1
)
+
holds at xj . If, in addition, x is also selected from the positive set P = {F >
0} ∩ {G > 0} ∩ {H1 > 0} × {H2 > 0}, then letting n→∞ in (2.20) results that
H(x) > 0 and the following identity is valid at x:
(2.22)
H1H2
H
=
F1F2
F
+
G1G2
G
− 1.
Since the discontinuities of an increasing function on the real line are at most
countable, the right-continuity of univariate distribution functions implies that
any weak-limit of H(n) has the same marginals, which are clearly given by the
equation (2.21) on R. The above-continuity of bivariate distribution functions
then yields that H is uniquely determined by the equation (2.22) on the set
P. Apparently, both equations (2.21) and (2.22) are independent of the choice
of the weak-convergent distribution functions F (n) and G(n). These findings
consequently lead to the following definition.
Definition 2.2. The bi-free max-convolution H of two bivariate distribution
functions F and G, denoted by
F∨∨G,
is the unique bivariate distribution function so that its marginals satisfy the
equation (2.21) on R for j = 1, 2, andH(x) itself is determined by (2.22) whenever
F (x), G(x), H1(x1), and H2(x2) are all strictly positive and H = 0 elsewhere.
The bi-free max-convolution µ∨∨ν of two planar probability distributions µ and
ν having distribution functions F and G, respectively, is the planar probability
distribution having F∨∨G as its distribution function.
We remark here that the marginals of F∨∨G are the free max-convolution of
Fj and Gj :
(F∨∨G)j = Fj∨Gj,
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which is defined as in (2.21), e.g. see [3]. One can also easily verify from the
definition the associativity of the binary operation ∨∨ for arbitrary distribution
functions F , G and H:
(F∨∨ G)∨∨ H = F∨∨(G∨∨ H).
3. Limit Theorems and Bi-Freely max-infinite divisibility
Having defined the bi-free max-convolution of bivariate distribution functions,
we can now introduce the first main topic under the study in the paper.
Definition 3.1. A distribution function F on R2 is said to be bi-freely max-
infinitely divisible (abbreviated to bi-freely max-i.d.) if for any n ∈ N, there
exists one distribution function F (1/n) on R2 so that
(3.23) (F (1/n))∨∨n := F (1/n)∨∨ · · ·∨∨ F (1/n)︸ ︷︷ ︸
n terms
= F.
The planar probability distribution µ∨∨n and the bi-freely max-infinite divisi-
bility of a planar probability distribution µ are defined analogously. Denote by
ID(∨∨) the class of bi-freely max-i.d. distribution functions (or bi-freely max-
i.d. probability measures).
For ease of reference, we restate (3.23) as follows: Fj = (nF
(1/n)
j − (n − 1))+
holds on R for j = 1, 2, and F (x) satisfies the identity
(3.24)
F1F2
F
− 1 = n
[
F
(1/n)
1 F
(1/n)
2
F (1/n)
− 1
]
if none of F (1/n)(x), F1(x1) and F2(x2) vanishes and F (x) = 0 otherwise.
The results in the following remark will be frequently employed in the paper.
Remark 3.2. The necessary and sufficient conditions for (3.23) to be true for
some F (1/n) are:
(1) Fj = nF
(1/n)
j − (n − 1) holds on the positive set Pj = {Fj > 0} for
j = 1, 2,
(2) {F > 0} = P1 × P2, and
(3) F satisfies the identity (3.24) whenever it is nonzero.
The necessity follows by observing that we have F (1/n) > 1 − 2/n on P1 × P2,
which is due to the inequalities F (1/n) + α + β ≤ 1, F (1/n) + α > 1 − 1/n and
F (1/n)+β > 1−1/n on P1×P2, where α = F (1/n)1 −F (1/n) and β = F (1/n)2 −F (1/n).
If conditions (1)-(3) hold, then redefining F (1/n) on R\P1×P2, redefining as zero
for instance, so that the statement in (1) is still valid confirms the sufficiency.
These discussions also come to that no unique F (1/n) satisfies (3.23).
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The following result is a direct consequence of the associativity and commu-
tativity of the binary operation ∨∨ on bivariate distribution functions.
Proposition 3.3. The bi-free max-convolution of two bi-freely max-infinitely
divisible distribution functions is again bi-freely max-infinitely divisible.
Paralleling the classical theory, the set ID(∨∨) is closed under the topology
of weak convergence, which is obtained by the following theorem.
Theorem 3.4. Let F,F (1), F (2), . . . be bivariate distribution functions and let
Cj = C(Fj) ∩ {Fj > 0} for j = 1, 2. If inf{Fj > 0} > −∞ for j = 1, 2, and if as
n→∞, (
F
(n)
j
)∨ n → Fj on Cj
and (
F (n)
)
∨∨ n → F on C1 × C2,
then F ∈ ID(∨∨).
Proof. Observe first that the conditions listed in the proposition are equivalent
to that as n→∞,
(3.25)
(
nF
(n)
j − (n− 1)
)
+
→ Fj on Cj
for j = 1, 2, and
(3.26) n
[
F
(n)
1 F
(n)
2
F (n)
− 1
]
→ F1F2
F
− 1 on C1 × C2.
Hence we may assume that each F
(n)
j also vanishes on {Fj = 0} because the
conditions (3.25) and (3.26) are not affected at all by doing so. For convention,
the term F1F2/F in (3.26) is realized as infinity at points in C1 × C2 at which
F vanishes. We shall prove below, in fact, that the relation {F > 0} = {F1 >
0} × {F2 > 0} is valid provided that (3.25) and (3.26) are satisfied.
Let k ≥ 2 be an arbitrary but fixed integer. Further let G(n) = (F (nk))∨∨ n,
i.e., G(n) is the bivariate distribution function so that G
(n)
j = (nF
(nk)
j − (n−1))+
for j = 1, 2, and G(n) satisfies
(3.27)
G
(n)
1 G
(n)
2
G(n)
− 1 = n
[
F
(nk)
1 F
(nk)
2
F (nk)
− 1
]
on the set {F (nk) > 0} ∩ {G(n)1 > 0} × {G(n)2 > 0} and G(n) = 0 elsewhere.
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One can infer from (3.25) that(
kG
(n)
j − (k − 1)
)
+
= max
{
k ·max{nF (nk)j − (n− 1), 0} − (k − 1), 0}
= max
{
nkF
(nk)
j − (nk − 1),−k + 1, 0
}
=
(
nkF
(nk)
j − (nk − 1)
)
+
→ Fj .
on Cj as n → ∞. This together with the hypothesis inf{F (nk)j > 0} = inf{Fj >
0} > −∞ ensures the tightness of the probability measures having G(n)j as dis-
tribution functions. By means of (3.26) and (3.27), it follows that
(3.28) k
[
G
(n)
1 G
(n)
2
G(n)
− 1
]
→ F1F2
F
− 1
on C1 × C2 as n → ∞ because of Cj = C(F (nk)j ) ∩ {F (nk)j > 1 − 1/(nk)} =
C(G(n)j ) ∩ {G(n)j > 1− 1/k} for all n.
Next, let G be a weak-limit distribution function of the family {G(n)}. Then
by passing to a subsequence of {G(n)} if needed, we see that (kG(n)j −(k−1))+ →
(kGj − (k − 1))+ on C(Gj) as n→∞ for j = 1, 2, and
(3.29) k
[
G
(n)
1 G
(n)
2
G(n)
− 1
]
→ k
[
G1G2
G
− 1
]
on C(G1)× C(G2) ∩ {G > 0} as n→∞. Consequently, we come to the relation
(3.30) Fj = kGj − (k − 1)
on Pj = {Fj > 0}. Also observe that (3.30) leads to Gj > 1 − 1/k on Pj, and
so we derive the inclusion P1 × P2 ⊂ {G > 0}. These observations, along with
(3.28) and (3.29), yield that
(3.31) k
[
G1G2
G
− 1
]
=
F1F2
F
− 1
holds on the set C1×C2, and on the set P1×P2 as well by employing the (above-)
right-continuity of distribution functions.
Finally, the validity of the formula (3.31) on P1 × P2 shows that {F > 0} =
P1×P2. Since the same reasonings also apply to the other k ≥ 2, we have verified
the bi-freely max-infinite divisibility of F by virtue of Remark 3.2. 
To proceed further, two fundamental and useful lemmas are needed.
Lemma 3.5. Let α, β, γ, and δ be real numbers so that α ≤ δ and β, γ ∈ [α, δ].
(1) If δ− γ − β+α ≥ 0 (resp. > 0), then eδ − eγ − eβ + eα ≥ 0 (resp. > 0).
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(2) If α > 0 and δ − γ − β + α ≤ 0 (resp. < 0), then log δ − log γ − log β +
logα ≤ 0 (resp. < 0).
Proof. The results in (1) are an immediate consequence of the decomposition
eδ − eγ − eβ + eα = eα(eβ−α − 1)(eγ−α − 1) + eβ+γ−α(eδ−γ−β+α − 1),
while the conclusions in (2) are a direct application of (1). 
Lemma 3.6. Let L ∈ R2 and τ be a positive Borel measure on R2 with marginals
τ1 and τ2. Suppose that for j = 1, 2, the function
(3.32) Fj(x) =
{
1− τj((x,∞)), x ≥ Lj ,
0, x < Lj ,
is a univariate distribution function having support [Lj ,∞). Then the function
(3.33) F (x) =
F1(x1)F2(x2)
1− τ((x,∞)) , x > L,
extends as a bivariate distribution function with F1 and F2 as its marginals and
satisfies {F > 0} = {F1 > 0} × {F2 > 0}. Moreover, log F is quasi-monotone on
(L,∞).
Proof. For notational simplicity, we denote g(x) = 1− τ((x,∞)) for x > L.
Notice that on account of 0 < F1F2 ≤ g, F is well-defined and 0 < F ≤ 1 on
(L,∞).
We first prove that F (x) ≤ F (y) for any points x ≤ y in (L,∞). It is enough
to consider the case y = (y1, x2) with y1 > x1 as an analogous inequality holds for
y = (x1, y2) with y2 > x2. Since the difference F1(y1)g(x)−F1(x1)g(y) simplifies
into
g(x)τ((x1, y1]× R)−
[
1− τ((x1,∞)× R)
]
τ((x1, y1]× (x2,∞)),
which is apparently non-negative, we gain the inequality F (x) ≤ F (y).
The verification of the quasi-monotonicity of F and log F on (L,∞) carries
out as follows. Since we have g(x) ≤ g(x1, y2), g(y1, x2) ≤ g(y) and Vg([x,y]) =
−τ((x1, y1]× (x2, y2]) ≤ 0 for points x ≤ y in (L,∞), Lemma 3.5 says that
VlogF ([x,y]) = − log g(y) + log g(x1, y2) + log g(y1, x2)− log g(x) ≥ 0
and
(3.34) VF ([x,y]) = e
logF (y) − elogF (x1,y2) − elogF (y1,x2) + elogF (x) ≥ 0.
Then the quasi-monotonicity of F and the inequality (2.1) enable us to derive
|F (y)− F (x)| ≤ |F1(y1)− F1(x1)|+ |F2(y2)− F2(x2)|, x,y ∈ (L,∞).
The inequality above clearly yields that F has an extension to [L,∞), and
the extension is increasing, continuous from above, and quasi-monotone. By
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assigning F the value 0 on the complement R2\[L,∞), one can see that F is a
bivariate distribution function with the stated properties in the lemma. 
We conclude this section with an example, which views as an analog of bi-free
compound Poisson distribution [9]. It will be shown in the next section that
virtually all bi-freely max-i.d. distribution functions appear in the manner given
in this example.
Example 3.7. (Bi-free Max Analogue of Compound Poisson distribution). Given
a number λ > 0, a point p ∈ R2, and a planar probability distribution ν, define
τ = λν and let F (n) be the distribution function of the planar probability law(
1− λ
n
)
δp +
λ
n
ν
and Lj = max
{
pj , inf{Fνj > 1 − 1/λ}
}
. As recorded in Lemma 3.6, one can
use τ to construct a bivariate distribution function F as in (3.33), where each
marginal Fj has support [Lj ,∞) and has tail given by (3.32). Then according to
the construction, it is fairly easy to see that (nF
(n)
j − (n − 1))+ → Fj on R as
n→∞ for j = 1, 2. Furthermore, for any point x ∈ [L,∞), we have as n→∞,
n
[
F
(n)
1 F
(n)
2
F (n)
− 1
]
(x) = λ
(
Fν1 + Fν2 − Fν − 1
)
(x) +O(n−1)→ −τ((x,∞)),
which coincides with (F1F2/F )(x) − 1. As a consequence of Theorem 3.4, F is
bi-freely max-i.d. and ((
1− λ
n
)
δp +
λ
n
ν
)
∨∨ n
⇒ µ,
where µ is the planar probability measure having distribution function F .
4. Characterization of bi-freely max-i.d. distribution functions
A distribution function F on R2 is said to have support bounded from below if
{F > 0} ⊂ [L,∞) for some L ∈ R2. Further speaking, the positive set {F > 0}
is a generalized rectangle of form (L,∞), (L1,∞) × [L2,∞), [L1,∞) × (L2,∞)
or [L,∞) with L ∈ R2 if and only if F has support bounded from below and
satisfies the relation
(4.35) {F > 0} = {F1 > 0} × {F2 > 0}.
This could be seen from the fact that x,y ∈ {F > 0} implies F (x ∧ y) > 0 if
{F > 0} is a generalized rectangle. We will denote the point L by inf supp(F )
when F has support bounded from below and (4.35) holds.
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In this section, we shall characterize the collection ID(∨∨) of bi-freely max-
i.d. distribution functions. We first introduce a transformation of the bivariate
distribution function F :
(4.36) TF =
F1F2
F
− F1 − F2 + 1
defined on the set {F > 0}. Clearly, TF ≥ 0 on {F > 0}. More information
concerned with TF is described below.
Lemma 4.1. The followings hold for an F ∈ ID(∨∨).
(1) F has support bounded from below and satisfies {F > 0} = {F1 >
0} × {F2 > 0}.
(2) −TF is increasing, continuous from above, and quasi-monotone on {F >
0}.
Proof. Let Ω = {F > 0} and let F (1/n) be a distribution function so that
(F (1/n))∨∨n = F for all n. That we have Ω = {F1 > 0} × {F2 > 0} was already
indicated in Remark 3.2. If the support of F is not bounded from below, for
instance, if F1 never vanishes on R, then again in view of Remark 3.2, we will
have F
(1/2)
1 > 1/2 on R, a contradiction. Hence (1) is established.
To prove the properties regarding the function TF in assertion (2), we first
express
F (1/n) =
(F1 + n− 1)(F2 + n− 1)
n(TF + F1 + F2 + n− 2)
on Ω. This expression leads to that for any points x ≤ y in Ω, we have
(4.37) 0 ≤ n[F (1/n)(y) − F (1/n)(x)] = TF (x)− TF (y) +O(n−1)
as n → ∞. Since Fj = (nF (1/n)j − (n − 1))+, the use of (4.37) and (2.2) then
reveals that as n→∞,
0 ≤ TF (x)− TF (y) +O(n−1)
≤ n
[
F
(1/n)
1 (y1)− F (1/n)1 (x1) + F (1/n)2 (y2)− F (1/n)2 (x2)
]
= F1(y1)− F1(x1) + F2(y2)− F2(x2).
This concludes that the inequalities
(4.38) 0 ≤ TF (x)− TF (y) ≤ F1(y1)− F1(x1) + F2(y2)− F2(x2),
are true for any x ≤ y ∈ Ω, proving that −TF increases and is continuous from
above on Ω.
In order to obtain the quasi-monotonicity of −TF on Ω, one can replace
F (1/n)(y) − F (1/n)(x) in (4.37) with the differences F (1/n)(y) − F (1/n)((x1, y2))
and F (1/n)((y1, x2)) − F (1/n)(x) and apply the same technique as shown above.
This finishes the proof of assertion (2). 
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Remark 4.2. Given an F ∈ ID(∨∨), one can employ the transform
(4.39) QF (x) =
F1F2
F
(x), x ∈ {F > 0},
instead of working with TF , and obtain its properties equivalent to those of TF
in Lemma 4.1. Specifically speaking, the function −QF is quasi-monotone on
{F > 0} and satisfies
(4.40) 0 ≤ QF (y) −QF (x) ≤ F1(y1)− F1(x1) + F2(y2)− F2(x2)
for any points x ≤ y. Therefore, one may investigate F via TF or QF , depending
on which is more convenient.
Note that the distribution function F of an almost surely constant random
vector X in R2 is automatically bi-freely max-i.d. due to F∨∨n = F for all
n ∈ N. Such an F satisfies TF = 0 on [L,∞) if X = L a.s. In the sequel, we
shall concentrate on the distribution functions of random vectors that are not
a.s. constant.
After the previous preparations, we are now ready to characterize the class
ID(∨∨).
Theorem 4.3. Suppose that F is a bivariate distribution function, which is not
the distribution function of an almost surely constant random vector, and that
the set {F > 0} is a generalized rectangle with L = inf supp(F ) > −∞. Then
the following are equivalent.
(1) The distribution function F is bi-freely max-infinitely divisible.
(2) The function −QF is quasi-monotone on {F > 0} and satisfies (4.40)
for any x ≤ y.
(3) The function −TF is increasing, continuous from above, and quasi-
monotone on {F > 0}.
(4) There exist a distribution function H on R2 and a finite number λ > 0
so that
(4.41) TF = λ(1 −H)
holds on {F > 0}.
(5) There exists a positive Borel measure τ 6= 0 on R2 so that
(4.42) Fj(x) = τj((x,∞)), x > Lj,
and
(4.43) F (x) =
F1(x1)F2(x2)
1− τ((x,∞)) , x > L.
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Let ν be the probability measure having distribution function H. If (1)-(5) hold,
then τ = λν and TF has an extension to [L,∞) so that (4.41) holds on [L,∞)
and 0 < TF (L) ≤ λ.
Proof. (1)⇒(2) and (2)⇒(3): These two implications have been confirmed in
Lemma 4.1 and Remark 4.2.
(3)⇒(4): Assume that (3) holds. The inequality
|TF (x)− TF (y)| ≤ |F1(x1)− F1(y1)|+ |F2(x2)− F2(y2)|
can be proved to be true for any x,y ∈ {F > 0} directly (or using the equivalent
of (2) and (3)). This estimate says that TF has an extension to [L,∞) (the
extension is also denoted by TF ), and the stated properties in (3) remain true for
TF on [L,∞) and TF (L) < ∞. One also has TF (L) > 0, otherwise, TF (L) = 0
will imply TF ≡ 0, i.e., F is the distribution function of the Dirac measure δL
concentrated at point L. Now pick any number λ ≥ TF (L). Then any bivariate
distribution function consistent with 1−TF /λ on [L,∞) serves as an H in (4.41).
Hence (3)⇒(4) is established.
(4)⇒(5): Let ν be the probability measure having the distribution function H
and τ = λν. Then (4.41) shows that for any x > L1,
F1(x) = lim
x2→∞
TF (x, x2) = λH1(x) = τ1((x,∞)),
which gives the representation (4.42) when j = 1. Similarly, (4.42) is true for
j = 2. Note that (4.42) particularly shows that τ((x,∞)) < 1 for x ∈ (L,∞).
Since the identity (1 +H −H1 −H2)(·) = ν((·,∞)) is valid on (L,∞), (4.43) is
obtained from (4.41), and so (4) implies (5).
(5)⇒(1): Assume that the statements in (5) are satisfied. To attain the bi-
freely max-infinite divisibility of F , let F (1/n), n ≥ 2, be the bivariate distribution
function with the properties that {F (1/n) > 0} = [L,∞),
F
(1/n)
j (x) = 1− n−1τj((x,∞)), x > Lj ,
for j = 1, 2, and
F (1/n)(x) =
F
(1/n)
1 (x1)F
(1/n)
2 (x2)
1− n−1τ((x,∞)) , x > L.
The existence of such an F (1/n) is guaranteed by Lemma 3.6. It is fairly easy to
verify that Fj = (nF
(1/n)
j − (n− 1))+ is valid for j = 1, 2 and that nTF (1/n) = TF
holds on the set {F > 0}. Hence we come to the conclusion (F (1/n))∨∨n = F ,
and so (5)⇒(1) is proved. 
The proof of Theorem 4.3 provides us with a partial semigroup {F (t)}t≥0 of
bivariate distribution functions generated by a bi-freely max-i.d. distribution
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function F :
(4.44) TF (t) = tTF
on {F > 0} ∩ {F (t) > 0}. To be precise, let F be given by (4.43). Then for
t ∈ [0, 1], any bivariate distribution function F (t) satisfying
(4.45) F
(t)
j (xj) = tFj(xj)− (t− 1), xj ∈ {Fj > 0},
and
(4.46) F (t)(x) =
F
(t)
1 (x1)F
(t)
2 (x2)
1− tτ((x,∞)) , x ∈ {F > 0},
will do the job. The construction clearly shows that we have the inclusion
supp(F ) ⊂ supp(F (t)). Unless the relation supp(F (t)) = supp(F ) is a require-
ment, when t ∈ [0, 1), F (t) satisfying the equation (4.44) in general is not unique.
As for the case of t > 1, let L(t) = (L
(t)
1 , L
(t)
2 ), where L
(t)
j = inf{Fj > 1− 1/t}.
Then the distribution function F (t) having support [L(t),∞) and satisfying
F
(t)
j = (tFj − (t− 1))+
and
F (t)(x) =
F
(t)
1 (x1)F
(t)
2 (x2)
1− tτ((x,∞)) , x ∈ (L
(t),∞),
is the desired one. Different from the previous situation, such an F (t) is unique
and supp(F (t)) ⊂ supp(F ).
We close this section with some special classes of bi-freely max-i.d. distribution
functions.
Corollary 4.4. Let F be a bivariate distribution function.
(1) Suppose that F ∈ ID(∨∨) and inf supp(F ) = L. Then TF (L) = 2 −
F1(L1) − F2(L2) if and only if F is the distribution function of two
independent random variables, in which case TF = 2−F1−F2 on [L,∞).
(2) Suppose that F is the distribution of two independent random variables.
Then F ∈ ID(∨∨) if and only if its support is bounded from below.
Proof. Assertion (1) is apparently established if F is the distribution function
of δL. For other F , by virtue of the representation (4.43), we see that TF (L) =
(2 − F1 − F2)(L) if and only if τ((L,∞)) = 0, proving (1). The statement (2)
follows from Lemma 4.1, Theorem 4.3, and the fact F = F1F2. 
As indicated in Lemma 3.6, given a bivariate distribution function H with
supp(H) = [L,∞) ⊂ R2, there exists a unique bivariate distribution function F
having the same support as H so that
(4.47) F (x) =
H1(x1)H2(x2)
H1(x1) +H2(x2)−H(x) , x ∈ (L,∞).
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Since F and H have the same marginals and TF = 1−H, by virtue of Theorem
4.3, we have:
Corollary 4.5. Let F and H be distribution functions on R2 with support [L,∞).
If F and H satisfy (4.47), then F ∈ ID(∨∨).
5. Bi-freely Max-Infinite Divisibility and Copula
Expression (4.47) suggests that bi-freely max-infinite divisibility has close ties
with the following special kind of copulas
(5.48) C(u, v) =
uv
f(u, v)
,
where f is a function defined on (0, 1]2 satisfying
Condition 5.1.
(i) f(·, 1) ≡ 1 ≡ f(1, ·);
(ii) the mapping u 7→ f(u, v) − u is decreasing on (0, 1] for any fixed v ∈
(0, 1], and so is the mapping v 7→ f(u, v)− v when u is fixed; and
(iii) −f is quasi-monotone on (0, 1]2.
Before proceeding further, let us concisely explain why the function C so ob-
tained in (5.48) is indeed a copula. First of all, condition (ii) implies that C
increases on (0, 1]2, while condition (iii) with Lemma 3.5 ensures that C is
quasi-monotone. Since C meets the inequalities in (2.6) on (0, 1]2 by Remark
2.1, it admits a continuous and quasi-monotone extension to [0, 1]2. That the
extension satisfies boundary conditions C(·, 0) ≡ 0 ≡ C(0, ·) is due to the fact
f(u, v) ≥ max{u, v}.
One apparent example of satisfying the conditions listed in Condition 5.1 is
the constant function f ≡ 1, which gives the independence copula Π = uv in
(5.48). Except this, the necessary and sufficient conditions for a non-constant
function f to meet Condition 5.1 is that it has the representation
(5.49) f(u, v) = 1− θ−1D(θu, θv), (u, v) ∈ (0, 1]2,
for some θ ∈ (0, 1] and copula D. Using the survival copula instead provides
another way of expression:
(5.50) f(u, v) = θ−1 − 1 + u+ v − θ−1D̂(1− θu, 1− θv).
Returning to the aforementioned conclusion, only the necessity requires a
proof. First, Condition 5.1 says that f has an extension to [0, 1]2 satisfying
0 ≤ f(u2, v2)− f(u1, v1) ≤ u2−u1+ v2− v1 for (u1, v1) ≤ (u2, v2). If θ ∈ (0, 1) is
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any number so that θ(1+f(0, 0)) ≤ 1, then the function D : ([0, θ]∪{1})2 → [0, 1]
defined as
D(u, v) = θ − θf(1− θ−1u, 1− θ−1v), (u, v) ∈ [0, θ]2,
and D(u, 1) ≡ u and D(1, v) ≡ v is a subcopula [13]. Then the fact that any
subcopula extends as a copula yields the representation (5.49).
The attentive reader can notice that in addition to Condition 5.1, if f satisfies
the boundary conditions f(u, 0) ≡ u and f(0, v) ≡ v, then θ = 1 can be selected
in (5.49).
We are now in a position to state the main theorem of this section.
Theorem 5.2. Let F be a bivariate distribution function with marginals F1 and
F2 having support bounded from below. Then F is bi-freely max-i.d. if and only
if it is of the form
(5.51) F =
θF1F2
θ −D(θF1, θF2)
,
where D is a copula and θ ∈ (0, 1].
Proof. There is nothing to prove if F is the distribution function of an a.s.
constant random vector, so we avoid this trivial case throughout the proof.
Suppose that F is bi-freely max-i.d., and express TF = λ(1 −H) on {F > 0}
according to Theorem 4.3. Since λ > 0, we may assume λ ≥ 1. Write H =
C(H1,H2) for some copula C, and define f(u, v) = 1 − θ−1D(θu, θv) on [0, 1]2,
where D = Ĉ and θ = 1/λ. Since Hj = θFj for j = 1, 2, it follows that on the
set {F > 0}, we have
f(F1, F2) = 1− θ−1D(H1,H2) = 1− θ−1H = F1F2
F
.
This confirms the “only if” part.
Conversely, let F = F1F2/f(F1, F2), where f is as in (5.49). Then we get {F >
0} = {F1 > 0}×{F2 > 0} because f > 0 on (0, 1]2, and QF = 1−θ−1D(θF1, θF2)
holds on {F > 0}. Applying (2.6) to the copulaD, one can see that −QF is quasi-
monotone and satisfies (4.40) on {F > 0}. Hence the “if” part is derived from
Theorem 4.3. 
Thanks to Theorem 5.2, examining if an F belongs to the set ID(∨∨) is
equivalent to checking whether the underlying copula describing the dependence
structure between the marginals of F is of the form (5.48). To put it differ-
ently, merely a verification of whether the bivariate function uv/C(u, v) meets
Condition 5.1 is in demand. Below we present several copulas of this type.
Choosing the comonotone copula D = min{u, v} in (5.51) gives
(5.52) min{u, v}.
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Using the survival copula in (5.51) provides the parametric family of copulas
θuv
1− θ + θu+ θv −D(1− θu, 1− θv) , θ ∈ (0, 1].
In particular, for any copula D, the copula
(5.53)
uv
u+ v −D(u, v)
is of the form (5.48), which has been proposed in (4.47).
Suppose that the mixed second order partial derivative of C is continuous.
Then translating Condition 5.1 into conditions
(5.54) 0 ≤ ∂f
∂u
,
∂f
∂v
≤ 1 and ∂
2f
∂u∂v
≤ 0
on the partial derivatives of f(u, v) = uv/C(u, v) on (0, 1)2 yields the following
result.
Corollary 5.3. Let C be a C2-copula, and let F1 and F2 be distribution functions
on R with support bounded from below. Then C(F1, F2) is bi-freely max-i.d. if
and only if the function f = uv/C(u, v) satisfies (5.54) on (0, 1)2.
There are numerous parametric families of copulas, which have been exten-
sively studied in the literature and also conform to the type (5.48). For instance,
one family of interest is the Lomax copulas [11]:
(5.55) Cp,θ(u, v) =
uv[
1− θ(1− u1/p)(1− v1/p)]p ,
where the parameters p > 0 and −p ≤ θ ≤ 1. By checking the conditions in
(5.54), it is easy to see that the Lomax copula Cp,θ is of the form (5.48) if and
only if θ ∈ [0, 1] and p ∈ (0, 1].
Letting θ = 1, the copulas in (5.55) become
(u−1/p + v−1/p − 1)−p, p > 0,
which is nothing but the family of Clayton copulas. Thus, a parametric Clayton
copula belongs to the type (5.48) if and only if p ∈ (0, 1].
Another well-known collection of parametric copulas is the Ali-Mikhail-Haq
family:
uv
1− θ(1− u)(1− v) , θ ∈ [−1, 1],
which can be obtained by simply choosing p = 1 in (5.55). Once again, in order
for copulas in this family to belong to the type (5.48), we require θ ∈ [0, 1].
One can employ (5.54) to prove that the family of Farlie-Gumbel-Morgenstern
copulas
uv
[
1 + θ(1− u)(1 − v)], θ ∈ [−1, 1],
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has the form in (5.48) if and only if θ ∈ [0, 1].
Remark 5.4. It is worth mentioning that if f meets Condition 5.1, then so
does the function (u, v) 7→ fp(u1/p, v1/p) for any 0 < p ≤ 1. This is due to the
inequality ∫ b
a
tp−1 dt ≥
∫ b′
a′
tp−1 dt
for any points a, a′, b, b′ ∈ [0,∞) so that 0 ≤ b′ − b ≤ a′ − a. Therefore,
(u, v) 7→ uv
fp(u1/p, v1/p)
is again a copula of the type (5.48).
We end this section with copulas in (5.48) consisting of Pickands dependence
measures. For more details regarding the copulas of this sort, we refer the reader
to Section 8, where the bi-free extreme value theory is studied.
Example 5.5. (Extreme-value Copula). Let ρ be a Pickands dependence mea-
sure on the simplex {(x, y) ∈ [0, 1]2 : x + y = 1}. It is quite straightforward to
verify that the function
fρ(u, v) = 1−
∫
min
{
(1− u)x, (1− v)y} dρ
meets (i)-(iii) of Condition 5.1. Letting C∗ρ be the bivariate extreme-value copula
(2.9) determined by ρ, one can alternatively represent f as
fρ(u, v) = −1 + u+ v − logC∗ρ
(
e−(1−u), e−(1−v)
)
.
Using the fact limn→∞ n(c
1/n − 1) = log c for any constant c > 0 and the conti-
nuity of copulas yields that for any (u, v) ∈ (0, 1]2,
lim
n→∞
fn(u1/n, v1/n) =
uv
C∗ρ(u, v)
.
This result consequently shows that the copula uv/fρ(u, v) lies in the max-domain
of attraction of C∗ρ .
6. Example
A bivariate distribution is said to be full if its support is neither at a point
nor on a straight line, otherwise it is called non-full. The bi-freely max-infinite
divisibility of a non-full planar probability measure is characterized below.
Theorem 6.1. Let µ be a Borel probability measure with support on the line
ax1 + bx2 + c = 0, but not a Dirac measure on R
2. Then µ is bi-freely max-i.d.
if and only if
(1) the support of µ is bounded from below, and
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(2) either b = 0 or −a/b ∈ [0,∞).
In such a situation, the distribution function F of µ is given by F = min{F1, F2}.
Proof. If a = 0 or b = 0, then µ is the product measure of its marginals. In
either situation, Corollary 4.4(2) shows that µ is bi-freely max-i.d. if and only if
the support of µ is bounded from below.
In the remaining proof, we will assume that a = 1 and b 6= 0 by multiplying the
supporting line equation by a non-zero constant if necessary. We shall also assume
c = 0 by shifting the supporting line if needed. Denote by F the distribution
function of µ.
If F is bi-freely max-i.d., then by Lemma 4.1, (1) is established. The relation
{F > 0} = {F1 > 0} × {F2 > 0} then leads to that x ∧ y ∈ {F > 0} whenever
x,y ∈ {F > 0}. Hence we must have b < 0.
Conversely, suppose that inf supp(µ) = L > −∞ and b < 0. Then {Fj > 0} =
[Lj ,∞) for j = 1, 2. Pick any point x = (x1, x2) in R2. If x1 + bx2 ≥ 0, then
F1(x1) = F (x1,−x1/b) and F2(x2) = F (x) show that F = min{F1, F2} at x.
Similar reasoning handles the case x1 + bx2 ≤ 0 and also gives F = min{F1, F2}
at x. These discussions result that F = min{F1, F2}, which is bi-freely max-i.d.
according to (5.52). 
Denote by γ(v,A,0) the bi-free Gaussian distribution with bi-free Le´vy triplet
(v,A, 0) [8]. The distribution γ(v,A,0) is non-full if and only if the matrix A is
singular, in which case γ(v,A,0) is supported on the line 〈u,x〉 = 〈u,v〉, where u
is a non-zero vector in the kernel of A. By virtue of Theorem 6.1, we have:
Corollary 6.2. The distribution γ(v,A,0) is bi-freely max-i.d. if A is singular
and the off-diagonal element of A is non-negative.
Next, we consider the bi-free Gaussian distribution γc with correlation coeffi-
cient c, i.e., γc has the bi-free Le´vy triplet (0,A, 0), where
A =
(
1 c
c 1
)
and |c| ≤ 1. We have seen that γc is non-full if and only if c = ±1. When |c| < 1,
γc is absolutely continuous with respect to the Lebesgue measure, and its density
is given by the formula [9]:
pc(s, t) =
1− c2
4π2
√
4− s2√4− t2
Dc(s, t)
, (s, t) ∈ [−2, 2]2,
where
Dc(s, t) = (1− c2)2 − c(1 + c2)st+ c2(s2 + t2).
Notice that Dc(s, t) = (2cs − (1 + c2)t)2/4 + (1− c2)2(4− t2)/4 > 0 on [−2, 2]2.
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Before we prove that γc is not bi-freely max-i.d. except for c = 0, 1, two
lemmas are required for the verification.
Lemma 6.3. Let −1 < c < 1. For any x ∈ [−2, 2], we have
∫ 2
−2
√
4− t2
Dc(x, t)
dt =
2π
1− c2 .
Proof. Let (X,Y ) be a random vector having distribution γc with c 6= ±1.
Since X has probability density function
√
4− x2/(2π), the semi-circular law, it
follows that
∫ x
−2
(∫ 2
−2
pc(s, t) dt
)
ds = Pr[−2 ≤ X ≤ x] = 1
2π
∫ x
−2
√
4− s2 ds
for any x ∈ [−2, 2]. Differentiating this equation with respect to x gives that
∫ 2
−2
pc(x, t) dt =
√
4− x2
2π
, x ∈ [−2, 2],
inferring the desired result after some algebraic works. 
Lemma 6.4. Let 0 < c < 1. Then we have
(6.56)
∫ x
−2
√
4− s2
[∫ y
−2
( √
4− t2
D−c(s, t)
−
√
4− t2
D−c(x, t)
)
dt
]
ds < 0
for any (x, y) ∈ (−2, 2)2 and
(6.57) lim
x↓−2
∫ x
−2
√
4− s2
Dc(x,−2)ds
/∫ x
−2
√
4− s2
Dc(s,−2) ds = 1.
Proof. The desired inequality (6.56) follows from the inequality
(6.58)∫ x
−2
√
4− s2
[∫ y
−2
(√
4− t2
Dc(s, t)
−
√
4− t2
Dc(x, t)
)
dt
]
ds > 0, (x, y) ∈ (−2, 2)2.
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Indeed, with the help of Lemma 6.3 and the relation D−c(s, t) = Dc(−s, t), one
can see that for any (x, y) ∈ (−2, 2)2,∫ x
−2
∫ y
−2
√
4− s2√4− t2
D−c(s, t)
dsdt =
∫ 2
−x
∫ y
−2
√
4− s2√4− t2
Dc(s, t)
dsdt
=
4π2F2(y)
1− c2 −
∫ −x
−2
∫ y
−2
√
4− s2√4− t2
Dc(s, t)
dsdt
<
4π2F2(y)
1− c2 −
∫ −x
−2
∫ y
−2
√
4− s2√4− t2
Dc(−x, t) dsdt
=
∫ 2
−x
∫ y
−2
√
4− s2√4− t2
Dc(−x, t) dsdt
=
∫ x
−2
∫ y
−2
√
4− s2√4− t2
D−c(x, t)
dsdt.
From now to the end of the proof, x ∈ (−2, 2) is a fixed point. Then
y0 =
2cx
1 + c2
∈ (−2, 2).
The inference strategy of proving the inequality (6.58) is to distinguish two pos-
sibilities y ∈ [y0, 2) and y ∈ (−2, y0).
First, consider the function
f(s, y) =
∫ y
−2
(√
4− t2
Dc(s, t)
−
√
4− t2
Dc(x, t)
)
dt
defined on [−2, x) × [y0, 2]. According to Lemma 6.3, we have f(s, 2) = 0. Since
∂
∂y
f(s, y) = c(x− s)
√
4− y2 · c(x+ s)− (1 + c
2)y
Dc(x, y)Dc(s, y)
and c(x+ s)− (1+ c2)y < 2cx− (1+ c2)y0 = 0 on [−2, x)× [y0, 2), it follows that
f(s, y) > f(s, 2) = 0 for any point (s, y) ∈ [−2, x)× [y0, 2). Consequently, (6.58)
is true for (x, y) with y ∈ [y0, 2).
Next, let y ∈ (−2, y0) be an arbitrary but fixed point. Then
ξ0 = max
{
(1 + c2)y
2c
,−2
}
∈ [−2, 2).
Further, let
g(ξ, t) =
∫ ξ
−2
(√
4− s2
Dc(s, t)
−
√
4− s2
Dc(ξ, t)
)
ds, (ξ, t) ∈ [ξ0, 2] × [−2, y).
Since
∂
∂ξ
g(ξ, t) =
c
[
2cξ − (1 + c2)t]
D2c (ξ, t)
∫ ξ
−2
√
4− s2 ds
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and 2cξ − (1 + c2)t ≥ 2cξ0 − (1 + c2)t > 0 on [ξ0, 2] × [−2, y), it follows that
g(ξ, t) > g(ξ0, t) for any (ξ, t) ∈ (ξ0, 2)× [−2, y). Using the fact x > ξ0, we derive
that∫ y
−2
√
4− t2g(x, t) dt >
∫ y
−2
√
4− t2g(ξ0, t) dt
=
∫ ξ0
−2
√
4− s2
[∫ y
−2
(√
4− t2
Dc(s, t)
−
√
4− t2
Dc(ξ0, t)
)
dt
]
ds.
The last double integral displayed above is obviously zero if ξ0 = −2, while it is
strictly positive if ξ0 > −2 by virtue of the established result in the first case.
Hence (6.58) is also valid for (x, y) with y ∈ (−2, y0).
Proving (6.57) is equivalent to computing the limit
lim
x↓−2
∫ x
−2
[ √
4− s2
Dc(x,−2) −
√
4− s2
Dc(s,−2)
]
ds
/∫ x
−2
√
4− s2
Dc(s,−2) ds,
which can be done using the L’Hoˆpital’s rule:
−∂Dc/∂x(−2,−2)
Dc(−2,−2) limx↓−2
∫ x
−2
√
4− s2ds
/√
4− x2 = 2c
(1− c)2 limx↓−2
4− x2
x
= 0.
Hence the proof is complete. 
Theorem 6.5. The bi-free Gaussian distribution γc of correlation coefficient c is
bi-freely max-i.d. if and only if either c = 0 or c = 1. Furthermore, the copulas
associated with γ0 and γ1 are respectively the dependence copula and comonotone
copula.
Proof. That γc is bi-freely max-i.d. for the cases c = 0 and c = 1 have been
respectively verified in Corollary 4.4(2) and Corollary 6.2. The situation c = −1
also has been discussed in Corollary 6.2.
Now, assume c ∈ (−1, 0) and denote by F the distribution function of γc.
We shall prove that the mapping x 7→ QF (x, y) strictly decreases on (−2, 2) for
any fixed y ∈ (−2, 2), which together with Remark 4.2 yields that F is not bi-
freely max-infinitely divisible. Passing to partial derivatives, this is equivalent to
showing that F ′1(x)F (x, y) − F1(x)Fx(x, y) < 0 on (−2, 2)2. One can derive this
desired inequality by making use of Lemma 6.4 and the following two identities
F ′1(x)F (x, y) =
1− c2
4π2
√
4− x2
2π
∫ x
−2
√
4− s2
(∫ y
−2
√
4− t2
Dc(s, t)
dt
)
ds
and
F1(x)Fx(x, y) =
1− c2
4π2
√
4− x2
2π
∫ x
−2
√
4− s2
(∫ y
−2
√
4− t2
Dc(x, t)
dt
)
ds.
27
Finally, only the situation of c ∈ (0, 1) remains to process. Our inference
strategy for this case is to claim that ∂TF /∂x > 0 at some point in (−2, 2)2
near point (−2,−2). Once this claim is accomplished, we have shown that the
mapping x 7→ TF (x, y0) strictly increases over some open interval containing x0.
Therefore, γc cannot be bi-freely max-i.d. according to Lemma 4.1.
For this, observe first that we have
∂
∂x
TF (x, y) =
F2(y)
F (x, y)
· F
′
1(x)F (x, y) − F1(x)Fx(x, y)
F (x, y)
− F ′1(x)
=
√
4− x2
2π
[
I(x, y)F2(y)
F (x, y)
− 1
]
,
where the function I(x, y) is given by∫ x
−2
∫ y
−2
√
4− s2
[√
4− t2
Dc(s, t)
−
√
4− t2
Dc(x, t)
]
dtds
/∫ x
−2
∫ y
−2
√
4− s2√4− t2
Dc(s, t)
dsdt.
What will be established is that
(6.59) lim
x↓−2
lim
y↓−2
I(x, y)F2(y)
F (x, y)
=∞,
which completes the proof of the claim.
The limit (6.59) is merely an application of the L’Hoˆpital’s rule. Indeed, we
have
lim
y↓−2
I(x, y)
= lim
y↓−2
∫ x
−2
√
4− s2
[√
4− y2
Dc(s, y)
−
√
4− y2
Dc(x, y)
]
ds
/∫ x
−2
√
4− s2
√
4− y2
Dc(s, y)
ds
=
∫ x
−2
[ √
4− s2
Dc(s,−2) −
√
4− s2
Dc(x,−2)
]
ds
/∫ x
−2
√
4− s2
Dc(s,−2) ds
and
lim
y↓−2
F2(y)
F (x, y)
= 2π
/(
(1− c2)
∫ x
−2
√
4− s2
Dc(s,−2) ds
)
.
These imply that the limit (6.59) simplifies into
2π
1− c2 limx↓−2
∫ x
−2
[ √
4− s2
Dc(s,−2) −
√
4− s2
Dc(x,−2)
]
ds
/(∫ x
−2
√
4− s2
Dc(s,−2) ds
)2
.
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Thanks to (6.57), the limit displayed above is further equal to
lim
x↓−2
D′c(x,−2) ·
∫ x
−2
√
4− s2
Dc(x,−2) ds
/(
2
√
4− x2
∫ x
−2
√
4− s2
Dc(s,−2) ds
)
= lim
x↓−2
D′c(x,−2)
/(
2
√
4− x2
)
= lim
x↓−2
c(1− c)2 + c2(x+ 2)√
4− x2 =∞,
which is exactly what we want to gain. Hence γc is not bi-freely max-i.d. if
c ∈ (0, 1). 
The last example of this section is the bi-free compound Poisson distribution
P(λ,τ) with rate λ > 0 and jump distribution τ . It was shown in [8] that P(λ,τ)
is non-full if and only if τ is non-full, in which case both of P(λ,τ) and τ are
supported on the same line in the plane. Using Theorem 6.1 again infers the
following corollary.
Corollary 6.6. The distribution P(λ,τ) is bi-freely max-i.d. if the support of τ
lies on a line with a positive slope or on a vertical line. In particular, P(λ,δ(α,β))
is bi-freely max-i.d. if and only if αβ ≥ 0.
7. Max-Infinite Divisibility
We now turn our attention to exploring the connection between the set ID(∨∨)
and the family of max-i.d. distribution functions on R2. Recall that a max-i.d.
distribution function is characterized by (2.16) and it may not have support
bounded from below. Our first result is that ID(∨∨) is a strict subset of max-
i.d. distribution functions.
Theorem 7.1. Any bi-freely max-infinitely divisible distribution function is max-
infinitely divisible.
Proof. Let F be bi-freely max-infinitely divisible. Because the distribution
function of an a.s. constant random vector is automatically max-i.d., we may
assume that the F being considered is not such a case. To attain the max-
infinite divisibility of F , it suffices to show that F 1/n is quasi-monotone on R2
for any n ∈ N.
As recorded in Lemma 3.6 and Theorem 4.3, log F is quasi-monotone on {F >
0}. Then it follows from Lemma 3.5 that for any points x ≤ y in {F > 0},
VF 1/n([x,y]) = e
n−1 logF (y) − en−1 logF (x1,y2) − en−1 logF (y1,x2) + en−1 logF (x) ≥ 0.
This confirms that F 1/n is quasi-monotone on {F > 0}, and consequently on R2
as well. This finishes the proof. 
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Due to the theorem above, we can apply the known conclusions regarding
max-infinite divisibility in the literature to the bi-free case, such as the following
one from [2].
Corollary 7.2. The support S of any µ ∈ ID(∨∨) is characterized by the prop-
erties that x ∨ y ∈ S whenever x,y ∈ S and S contains a sequence xn → inf S.
There are more can be said about the max-infinite divisibility concept in clas-
sical and bi-free probability.
Theorem 7.3. Given an F ∈ ID(∨∨), the function
(7.60) G(x) =
{
exp[−tTF (x)], x ∈ [L,∞),
0, otherwise,
is a max-i.d. distribution function for any t > 0, where L = inf supp(F ).
Conversely, a max-i.d. distribution function G satisfying {G > 0} = [L,∞)
for some L ∈ R2 is of the form (7.60) for some t > 0 and some F ∈ ID(∨∨)
with inf supp(F ) = L.
Proof. Let F ∈ ID(∨∨). It is clear that G is max-i.d. if F is the distribution
function of the Dirac measure δL, because TF = 0 on [L,∞) in this case. Now,
suppose that F is not the previously mentioned case, and let t > 0. Then by
Lemma 4.1, the function G defined in (7.60) is a bivariate distribution function.
Indeed, Lemma 3.5 and the quasi-monotonicity of −tTF yield at once that G is
also quasi-monotone on R2. Then defining G(n) = exp[−tTF /n] on [L,∞) and
zero elsewhere results in (G(n))n = G, proving that G is max-infinitely divisible.
Conversely, suppose that G is max-i.d. and G > 0 on E = [L,∞) ⊂ R2. Let
τ˜ be an exponent measure of G, i.e., one represents G as
G(x) = exp
{− τ˜(E\(−∞,x])}, x ∈ E,
by (2.16). Then according to the hypothesis, we have τ˜(E\{L}) = − logG(L) <
∞. Next, pick a finite number t > τ˜(E\{L}) and define τ = t−11E\{L}τ˜ , where
1E\{L} is the indicator function of E\{L}. With this τ , one can construct dis-
tribution functions Fj and F with the stated properties in Lemma 3.6. Such an
F is bi-freely max-i.d. by Theorem 4.3, and it is fairly easy to verify that G is
written as (7.60). This finishes the proof. 
8. Bi-free Extreme value Theory
Recall that a bivariate extreme value distribution can be conveniently ex-
pressed by using its marginals, both of which are univariate extreme value distri-
bution functions, and its Pickands dependence function. In this section, we shall
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provide the bi-free extreme value results and discuss their relevance to classical
extreme value theory. We first begin with one definition from [17].
Definition 8.1. Let F be a bivariate distribution function. If for any n ∈ N,
there are an > 0 and cn > 0 and real numbers bn and dn so that
F∨∨n(anx1 + bn, cnx2 + dn) = F (x1, x2)
on R2, then F is termed bi-free max-stable. If there are a bivariate distribution
function H and real numbers an, bn, cn and dn with an > 0 and cn > 0 so that
(8.61) H∨∨n(anx1 + bn, cnx2 + dn)→ F (x1, x2)
weakly, then we say that F is a bi-free extreme value distribution function and
H is in the bi-free max-domain of attraction of F . The collection of those H
satisfying (8.61) is denoted by D∨∨(F ).
It follows at once from the definition that both marginals of a bi-free max-
stable distribution function are freely max-stable [3].
As demonstrated in Example 5.5, a Pickands dependence function A generates
the copula
(8.62) CA(u, v) =
uv
−1 + u+ v + (2− u− v)A
(
1−u
2−u−v
) , (u, v) ∈ (0, 1)2,
and the copula thus obtained belongs to the domain of attraction of the extreme-
value copula C∗A determined by A. It is shown below that same as the classical
case, a bi-free extreme value distribution function is likewise determined by its
marginals and a copula involving a unique dependence function.
Theorem 8.2. Let F be a bivariate distribution function with both marginals
freely max-stable. The followings are equivalent:
(1) F is bi-free max-stable;
(2) F ∈ D∨∨(F );
(3) F is a bi-free extreme value distribution;
(4) there exists some Pickands dependence function A so that
(8.63) F = CA(F1, F2),
where CA is the copula in (8.62).
Moreover, if one of (1)-(4) holds, then the dependence function A in (4) is
unique.
Proof. The implications (1)⇒ (2)⇒ (3) are clear.
(3)⇒ (4): Suppose that H ∈ D∨∨(F ), i.e., for any n ∈ N, there are an, cn > 0
and bn, dn ∈ R so that H∨∨n(anx1 + bn, cnx2 + dn) → F (x1, x2) weakly. For
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notational convenience, in the following arguments we shall write x1n = anx1+bn
and x2n = cnx2 + dn whenever points x1 and x2 are given.
Since
(8.64) H∨n1 (anx+ bn)→ F1(x) and H∨n2 (cnx+ dn)→ F2(x)
weakly, it follows that
(8.65) Hn1 (anx+ bn)→ G1(x) and Hn2 (cnx+ dn)→ G2(x)
weakly, where each Gj is a univariate extreme value distribution function sat-
isfying the relation (1 + logGj)+ = Fj [3]. This implies that for j = 1, 2, we
have
(8.66) lim
n→∞
n
[
1−Hj(xjn)
]
= − logGj(xj), xj ∈ {Gj > 0}.
The weak convergence of H∨∨n(x1n, x2n) → F (x1, x2) also allows us to obtain
the limit
(8.67) n
[
H1(x1n)H2(x2n)
H(x1n, x2n)
− 1
]
→ F1(x1)F2(x2)
F (x1, x2)
− 1
for any point (x1, x2) in the positive set P = {F1 > 0} × {F2 > 0}. So far, we
conclude from Theorem 3.4 that F is bi-freely max-infinitely divisible.
Next, observe that because of the limit limn→∞H(x1n, x2n) = 1 obtained by
(8.66), we are able to rewrite (8.67) as that for (x1, x2) ∈ P,
(8.68) n
[
H1(x1n)H2(x2n)−H(x1n, x2n)
]→ F1(x1)F2(x2)
F (x1, x2)
− 1.
Decomposing the left-hand side of the limit in (8.68) into the sum
n
[
H1(x1n)− 1
]
+ n
[
H2(x2n)− 1
]
+ n
[
1−H(x1n, x2n)
]
+ o(1/n)
and using (8.66) allow us to further attain that for (x1, x2) ∈ P,
(8.69) n
[
1−H(x1n, x2n)
]→ F1(x1)F2(x2)
F (x1, x2)
− 1− logG1(x1)− logG2(x2).
On the other hand, due to the bi-freely max-infinite divisibility of F , there exists
certain function f satisfying (i)-(iii) in Condition 5.1 so that F1F2/F = f(F1, F2)
on P. Then using the dependence relation H = D(H1,H2) for some copula D
and letting g(u, v) = 1− u− v + f(u, v), the limit in (8.69) now becomes
(8.70) n
[
1−D(H1(x1n),H2(x2n))
]→ g(F1(x1), F2(x2)), (x1, x2) ∈ P.
For further discussion, we consider the subcopula
(8.71) C(u, v) = exp
[− g(1 + log u, 1 + log v)], (u, v) ∈ [1/e, 1]2.
With the help of this subcopula, (8.70) is equivalent to
(8.72) n
[
1−D(H1(x1n),H2(x2n))
]→ − logC(G1(x1), G2(x2)),
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where the points xj are selected from the set {Gj > 1/e} = {Fj > 0}. Since
any bivariate subcopula also meets the Lipschitz continuity condition (2.6) in its
domain, it follows from (8.66) and (8.72) that
(8.73) n
[
1−D
(
1 +
logG1(x1)
n
, 1 +
logG2(x2)
n
)]
→ − logC(G1(x1), G2(x2))
on P. Now, letting x = − logG1(x1) and y = − logG2(x2) consequently results
in that
(8.74) n
[
1−D(1− n−1x, 1− n−1y)]→ − logC(e−x, e−y)
is true for any (x, y) ∈ [0, 1)2.
After these discussions, consideration is given to handling points xj chosen
from the set {Gj > 0}. In this general situation, by choosing any k ∈ N with
− logGj(xj) < k for j = 1, 2, we infer from the limits in (8.66) and (8.74) and
from the Lipschitz continuity of D that
nk[1−H(x1(nk),x2(nk))] = nk[1−D(H1(x1(nk)),H2(x2(nk)))]
= nk
[
1−D
(
1 +
logG1(x1)
nk
, 1 +
logG2(x2)
nk
)]
+ o(1/n)
→ − logCk(G1/k1 (x1), G1/k2 (x2)) as n→∞.
Notice that the limit displayed above is independent of the values of k as long as
− logGj(xj) < k for j = 1, 2 because we have
− logCk1(G1/k11 (x1), G1/k12 (x2)) = limn→∞nk1k2[1−H(x1(nk1k2), x2(nk1k2))]
= − logCk2(G1/k21 (x1), G1/k22 (x2)).
This observation makes it possible to extend the domain of the function C to
[0, 1]2. More precisely, for any (u, v) ∈ (0, 1]2 and any k ∈ N so that u, v > e−k,
one can define
C(u, v) = Ck(u1/k, v1/k)
and see that such an extension is unambiguous. Due to this extension, (8.74) is
finally generalized to
(8.75) n
[
1−D(1− n−1x, 1− n−1y)]→ − logC(e−x, e−y), (x, y) ∈ [0,∞)2.
One can easily verify the quasi-monotonicity of C on [0, 1]2 by (8.75) and Lemma
3.5. Consequently, in view of (2.8), we have confirmed that C is an extreme-value
copula.
Finally, making use of the Pickands dependence function A of the extreme-
value copula C and the relation (8.71) yields the expression
(8.76) f(u, v) = −1 + u+ v + (2− u− v)A
(
1− u
2− u− v
)
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for (u, v) ∈ [0, 1]2\{(1, 1)}. This leads to the representation formula of F in state-
ment (4), and the proof of (3)⇒(4) is now accomplished. As for the uniqueness
of the dependence function A, this follows from the fact that a free extreme value
distribution is continuous on the real line.
(4)⇒ (1): Suppose that F is of the form (8.63) for some dependence function
A. The boundary conditions on A imply that we have {F > 0} = {F1 >
0} × {F2 > 0}, and F = 1 when F1 = 1 or F2 = 1. Let G be given by (2.14),
where each Gj is the univariate extreme value distribution satisfying the relation
(1 + logGj)+ = Fj . Since G is max-stable, it follows that for any n ∈ N, there
exist an, cn > 0 and bn, dn ∈ R so that Gn(anx1 + bn, cnx2 + dn) = G(x1, x2) for
any x1, x2 ∈ R.
In the rest of the proof, points (x1, x2) are all selected from {0 < F < 1} and,
as before, we adopt the simplified notations x1n = anx1+bn and x2n = cnx2+dn.
Observe that we have
F1(x1) = 1 + logG1(x1) = 1 + logG
n
1 (x1n)
= nF1(x1n)− (n − 1) = F∨n1 (x1n)
and that through the same reasoning F∨n2 (cnx2 + dn) = F2(x2) is established.
Moreover, the expression (2.14) shows that
−(F1(x1) + F2(x2))A( F1(x1)
F1(x2) + F2(x2)
)
= logG(x1, x2) = n logG(x1n, x2n).
All these findings together yield that
F1(x1)F2(x2)
F (x1, x2)
− 1 = logG1(x1) + logG2(x2)− logG(x1, x2)
= n
[
logG1(x1n) + logG2(x2n)− logG(x1n, x2n)
]
= n
[
F1(x1n)F2(x2n)
F (x1n, x2n)
− 1
]
.
Notice that the above result is also true when F (x1, x2) = 1. We consequently
derive F∨∨n(x1n, x2n) = F (x1, x2) on {F > 0} in view of Remark 3.2, proving
that F is bi-free max-stable. This accomplishes the proof of (4)⇒(1). 
The attentive reader might have noticed from the preceding proof the following
fact concerned with the bi-free max-domain of attraction.
Theorem 8.3. Let Gj be univariate extreme value distributions and let (1 +
logGj)+ = Fj for j = 1, 2. Given a Pickands dependence function A, define G
and F as in (2.14) and (8.63), respectively. Then
D∗(G) = D∨∨(F )
and the normalizing vectors are also the same.
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Proof. Let H ∈ D∨∨(F ). It has been shown in the proof of the implication
(3)⇒(4) of Theorem 8.2 that there exist normalizing constants an, cn > 0 and
bn, dn ∈ R so that
(8.77) lim
n→∞
n[1−H(anx1 + bn, cnx2 + dn)] = − logG(x1, x2)
whenever G(x1, x2) > 0. This implies that H ∈ D∗(G) by (2.13).
Conversely, let H ∈ D∗(G). Thanks to (2.13), it is easy to see that (8.69) is
valid on {F > 0}, so (8.67) is true as well. Since the limits in (8.64) are equivalent
those in (8.65) [3], we have shown that H ∈ D∨∨(F ). This finishes the proof.

One can make use of Theorem 8.3 and max-domain of attraction criteria to
determine the bi-free max-domain attraction of a given bi-free max-stable distri-
bution function. For the details about the criteria, we refer the reader to [15].
There are a number of parametric families of bi-free extreme value distribution
functions. Some of these which might be of interest are:
Example 8.4. (Gumbel Mixed Model). Consider the parametric copulas
(8.78) Cθ(u, v) =
uv
fθ(u, v)
,
where θ ∈ [0, 1] and
fθ(u, v) = 1− θ · (1− u)(1 − v)
2− u− v , (u, v) ∈ [0, 1)
2.
Note that Cθ satisfies the formula (8.62) with the Pickands dependence function
Aθ(t) = θt
2 − θt + 1. Hence by Theorem 8.2, Cθ(F1, F2) is a bi-free extreme
value distribution function provided that each Fj is of free extreme type. Also,
Cθ belongs to the domain of attraction of the extreme-value copula
C∗θ (u, v) = uv exp
[
−θ · log u log v
log(uv)
]
.
The family {C∗θ} is one of two general forms of parametric copulas proposed by
Gumbel in the study of bivariate extremes.
Example 8.5. (Logistic Model). The dependence function Am(t) = (t
m + (1 −
t)m)1/m, m ≥ 1, generates the copula
(8.79) Cm(u, v) =
uv
−1 + u+ v + [(1− u)m + (1− v)m]1/m
via the formula (8.62). Consequently, Cm(F1, F2) is a bi-free extreme value dis-
tribution function whenever F1 and F2 are of free extreme type. The copula Cm
is in the domain of attraction of the extreme-value copula
exp
{
−[(− log u)m + (− log v)m]1/m} ,
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known as the Gumbel-Hougaard copula.
Example 8.6. With the content in the previous example, Am tends to A∞(t) =
1 ∨ (1 − t) as m → ∞. Using (8.62) with the dependence function A∞, the
comonotone copula is obtained, which is also the extreme-value copula deter-
mined by A∞. In other words, the comonotone copula can be used to generate
not only extreme value distribution functions but also bi-free extreme value ones.
Example 8.7. (Non-differentiable Model). Let θ, φ ∈ [0, 1]. Elementary compu-
tations show that the copula
uv
1−min{θ(1− u), φ(1 − v)}
lies in the domain of attraction of the Marshall-Olkin copula
uvmin
{
u−θ, v−φ
}
,
which has the dependence function 1−min{θt, φ(1− t)}. Once again, these non-
differentiable copulas can be used to respectively generate bi-free extreme and
extreme value distribution functions.
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