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ABSTRAKT
Cílem práce je seznámení se systémem Evolution Packet System (EPS) a subsystémem
IP Multimedia Subsystem (IMS). Jak tyto systémy spolu spolupracují a na jakých roz-
hraních jsou přenášena hlavní data a signalizace mezi těmito dvěmi technologiemi. Práce
obsahuje parktickou část, kde je provedena instalace a konfigurace jednotlivých součástí
IMS systému, mezi které patří samotné jádro IMS, aplikační a mediální server. Pro ově-
ření funkčnosti celého systému jsou nainstalovaní dva rozdílní IMS klienti a k simulaci
Internetu je využit emulátor sítí WAN. Výsledkem práce je navržená laboratorní úloha,
která je koncipována tak, že ji zvládnou vypracovat i méně problematiky znalí studenti.
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ABSTRACT
The theses explains the Evolution Packet System (EPS) and subsystem IP Multimedia
Subsystem (IMS). It also informs how these systems cooperate and through which in-
terfaces the main data and signals between these two technologies are transfered. The
thesis includes practical section, in which installation and configuration of sections of the
IMS system including its "core", and application and medial server. For verification of
the functionality of the system, two dissimilar clients are installed, and emulator WAN is
applied for simulation of Internet. The product of the theses is the design of the labora-
tory exercise drafted in such a way that it can be solved by students less knowledgeable
of the issues.
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ÚVOD
Mobilní telekomunikační sítě jsou s námi již desítky let1 a v posledních letech se
rychle rozvíjejí a zdokonalují. Před více než rokem se i v České republice začala
budovat zatím nejnovější mobilní síť využívající přístupovou část označovanou jako
Long Term Evolution (zkratka LTE) a packetové jádro sítě označované jako System
Architecture Evolution (SAE) nebo Evolved Packet Core (EPC) - oboje souhrnně
pojmenované jako Evolved Packet System (EPS).
Tato diplomová práce se tedy zabývá systémem EPS, převážně pak jeho sou-
částí EPC, které je spojeno se subsystémem IMS (IP Multimedia Subsystem). Ten
se snaží vytvořit jednotnou síť, kde jakékoliv moderní zařízení bude mít přístup
k nepřebernému množství služeb.
Teoretická část práce představuje tyto dva systémy, jejich jednotlivé entity a na-
pojení na sebe. Dále pak jsou rozebrány komunikační protokoly SIP (Session Ini-
tiation Protocol), DIAMETER a v neposlední řadě i protokoly pro přenos a ří-
zení multimediální přenosy v reálném čase (RTP/RTCP/RTSP). Teoretická část
dále obsahuje rozbor fungování aplikačního serveru pro subsystém IMS, který je
následně propojen s mediálním serverem poskytujícím multimediální soubory kon-
covým účastníkům připojeným do subsystému IMS.
Praktická část diplomové práce se pak zaboývá virtualizací IMS systému v po-
dobobě Open Source2 řešení. IMS systémem je tedy myšleno samotné jádro IMS,
aplikační server, mediální server, několik IMS klientů a emulátor rozsáhlých sítí,
který simuluje propojení přes Internet. Realizace celého systému je provedena ve
virtualizačním softwaru VirtualBox od společnosti Oracle. Ze získaných zkušeností
a znalostí je následně navržena laboratorní úloha pro studenty předmětu Komuni-
kační prostředky mobilních sítí.
1V České Republice byl jako první mobilní operátor Eurotel Praha (nyní Telefónica O2) a to
od roku 1990.
2Otevřený software (anglicky open-source) je počítačový software s otevřeným zdrojovým kó-
dem, který umožňuje, při dodržení jistých podmínek, uživatelům zdrojový kód využívat.
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1 HISTORIE VÝVOJE MOBILNÍCH SÍTÍ
Ač není historie mobilních sítí stěžejní částí této práce, je potřeba si o ní něco
málo říci. Tato kapitola se tedy jen stručně zabývá vývojem mobilních sítí od první
až po čtvrtou generaci.
1.1 Sítě první generace (1G)
Název této sítě je podle první generace mobilních sítí. Využívala analogové technolo-
gie přepínání okruhů spolu s FDMA (Frequency Division Multiple Access). Pracovala
na frekvencích 800 až 900 MHz, dokázala obsloužit jen velmi malé množství mobil-
ních stanic, měla nízkou kvalitu přenosu hlasu, nízké zabezpečení a také nespolehlivý
handover [10].
Sítě první generace spoléhaly na distribuované vysílače, jež měly za úkol komuni-
kovat s mobilními telefony. První mobilní telefony byly též analogové a umožňovaly
pouze hlasové hovory za využití frekvenční modulace. Systémy v sítích 1G obvykle
přiřadily prvních 25 MHz pro komunikaci mezi mobilním telefonem a základnovou
stanicí a dalších 25 MHz pro komunikaci opačným směrem. Tyto frekvenční rozsahy
byly pak následně rozděleny na různé komunikační kanály a každý pak mohl být
využit volajícím.
1.2 Sítě druhé generace (2G)
Druhá generace mobilních sítí byla logickým krokem ve vývoji a jako první předsta-
vovala systém používající výhradně digitální technologie. Sítě 2G se dočkaly větší
stability a kvality hovorů a také dokázaly pojmout mnohem více mobilních stanic.
Spoustu principů ze sítí 1G se zachovalo, takže opět byla využívána buňková struk-
tura, avšak došlo ke změnám v tom, jak byl signál zpracováván. Ve 2G sítích nyní
existovala funkce pro textové zprávy a zobrazení identity volajícího.
Například v GSM pásmu 900, jsou použita 2 frekvenční pásma o rozsahu 25 MHz.
Pásmo od 890 do 915 MHz je vyhrazeno pro komunikaci od mobilní stanice k základ-
nové stanici a pásmo 935 až 960 MHz je použito pro komunikaci ze základnové stanice
do mobilní stanice. Každé pásmo je rozděleno na 124 nosných frekvencí, jenž jsou od
sebe 200 kHz, což je podobné FDMA metodě ze sítí 1G. Každá nosná frekvence je
pak dále rozdělena za využití TDMA metody. Tato metoda zajišťuje mnohonásobný
přístup do sítě zapomoci časového oddělení jednotlivých účastníků. Použitím této
metody tak nosné frekvence byly rozděleny na 8 časových slotů (TS - Time Slot)
s délkou 577 𝜇s. Teoreticky tedy tak existovalo 124x8 kanálů. To znamená, že by
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se teoreticky v jedné lokalitě mohlo uskutečnit až 992 simultánních konverzací [10].
Prakticky to však možné není, protože část je potřeba vyhradit pro řídící účely.
1.3 Sítě 2,5G generace
Dalším vývojem jsou sítě označované jako 2.5G. Tyto sítě leží někde mezi druhou
a třetí generací a jedná se o takový základní kámen právě pro budoucí třetí gene-
raci. Poskytuje lepší datové služby a přístup k Internetu. Každá generace přinesla
vyšší přenosové rychlosti a další dodatečné schopnosti. Síť 2,5G není samozřejmě
výjimkou, protože poskytuje oproti 2G mnohem rychlejší přenosy, ale samozřejmě
není tak rychlá jako síť třetí generace (3G).
Někteří provozovatelé mobilních sítí se skrze 2,5G sítě pokoušeli vynechat sítě
3G. Viděli tuto generaci jako alternativní cestu. Ale protože je výrazně pomalejší
než třetí generace, nebyl to zrovna vhodný krok. Důvodem k tomu bylo také to, že
sítě 2,5G již poskytovaly paketově založenou komunikaci (GPRS) v GSM systémech
založených na TDMA. Tím tak dokázali poskytovat rychlejší připojení typu EDGE
a HSCSD [10].
Poskytované rychlosti v této síti se pohybovaly v rozmezí 64-144 kb/s. Takže
uživatelé již mohli bezproblémů prohlížet webové stránky, používat navigaci a posílat
či přijímat e-maily.
1.4 Sítě třetí generace (3G)
Prozatím nejpoužívanější a nejrozšířenější jsou sítě třetí generace (3G). Hlavní před-
ností této sítě jsou již mnohem rychlejší přenosy a vysoká kapacita. Díky tomu je tak
síť třetí generace vhodná pro vysokorychlostní datové přenosy a aplikace požadující
rychlý přenos dat. Stejně tak i pro standardní hlasové přenosy.
Sítě třetí generace jsou navrženy pro zpracování dat a protože hlasové signály
jsou převáděny na digitální data, je s nimi zacházeno stejně jako s jakýmikoliv jinými
daty. Opět je využíváno technologie spínání paketů, která je rychlejší a efektivnější,
než běžné spínaní okruhů. Je však vyžadována odlišná infrastruktura, než tomu bylo
u sítí druhé generace [10].
3G sítě poskytují velké množství nových funkcí jako je streamování televizního
vysílání, přenos multimédií, videokonference, rychlé prohlížení webových stránek,
faxování a kvalitní mapové navigace.
První země, která zprovoznila sítě třetí generace bylo Japonsko a to kvůli velké
popularitě digitálních mobilních telefonů. A protože v Japonsku nepoužívali sítě
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2.5G, byla třetí generace jediným rozumným vývojem, který vyřešil problémy s ne-
dostatečnou kapacitou.
Pracovní frekvence většiny 3G sítě obvykle využívájí rádiové spektrum ve svém
regionu. Jedná se o frekvence okolo 2GHz, které však nebyly dostupné mobilním
operátorům využivájících 2G systémy. Díky tomu se vyhýbají problému s přeplně-
nými frekvenčními pásy, které byly u 2G a 2.5G sítí. Systémy UMTS jsou navrženy
tak, aby poskytovaly datové přenosy podle uživatelských potřeb. Pro rychlé mobilní
stanice (například ve vozidlech) dokáží poskytnout rychlosti až 144 kb/s (v prostředí
makrobuněk) a naopak pro chodce pak až do 384 kb/s (v prostředí mikrobuněk) [10].
Pokud se jedná o statické stanice, dokáží poskytnout rychlosti až 2 Mbit/s (v pro-
středí pikobuněk). Porovnáme-li tyto systémy s 2G sítěmi, kde byly rychlosti pouze
9.6 kb/s (pro GSM) a byly tak neadekvátní pro digitální služby, jedná se o znatelné
zrychlení a zlepšení služeb.
1.5 Sítě 3,9G generace
A protože již dosáhly limitů 3G sítí, vzniká nová generace mobilních sítí Long
Term Evolution (3,9G). Ta dokáže poskytnout přenosové rychlosti až do 172 Mbit/s
pro downlink a 57,6 Mbit/s pro uplink. Využívá již převážně přenosy založené na pa-
ketech a začíná se velmi podobat počítačovým sítím. Hlavní výhodou je integrování
systému IMS (IP Multimedia Subsystem), který zastřešuje podporu pro moderní
sítě využívající IP spojení a zároveň i pro starší sítě.
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2 EVOLVED PACKET SYSTEM (EPS)
Vývoj sítí třetí generace a nástup technologií rychlého přenosu dat pro downlink
(HSDPA) a uplink (HSUPA) ukazuje, že vše bude směřovat k sítím IMS (IP Multi-
media Subsystem), které jsou založeny na službách komunikujících skrze IP (Internet
Protocol).
Posledním výsledkem UMTS standardu je pak systém EPS (Evolved Packet Sys-
tem), který umožňuje napojení právě na systém IMS. EPS může být ještě známo
pod dalšími akronymy, dle toho o jaké technologické studii se hovoří. Jde-li o vývoj
rádiového rozhraní, je použit termín LTE (Long Term Evolution) a jde-li naopak
o zaměření na vývoj architektury jádra sítě, používá se termín SAE (System Archi-
tecture Evolution) [12][15].
Obr. 2.1: Struktura EPS.
EPS se skládá ze dvou částí a to z přístupové rádiové části e-UTRAN (Evolved
Universal Terrestrial Radio Access Network) a jádra EPC (Evolved Packet Core).
Následně pak přes speciální prvky (PDN GW, PCRF,...) je napojeno na další sítě,
jako může být právě IMS.
e-UTRAN na rozdíl od starší přístupové sítě UTRAN, kde kromě NodeB byly
další řídící uzly (u 2G sítí BSC a u původních 3G sítí RNC) je zde pouze je-
diný uzel, který řídí vše potřebné, eNodeB [12]. Ten je přímo napojen na jádro
sítě (EPC) a podporuje všechny vlastnosti a funkce 1. i 2. vrstvy fyzického OFDM
rozhraní. Díky tomu se celá architektura sítě zjednodušila, zlepšil se výkon přenosu
přes rádiové rozhraní a také se snížilo zpoždění přenosu. eNodeB podporuje i starší
funkce, kterými byla modulace/demodulace a také kódování/dekódování kanálů. Sa-
mozřejmě přináší podporu i pro nové funkce:
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• Správu přenosových prostředků - alokace, modifikace a uvolňování pro-
středků potřebných pro přenos přes radiové rozhraní mezi koncovým zařízením
a eNodeB.
• Správa mobility - umožňuje zpracování potřebných měření a rozhodování
o handoveru.
• Plná podpora rozhraní protokolů pracujících na 2. vrstvě - tato vrstva
zajišťuje přenos dat mezi jednotlivými entitami sítě. To zahrnuje také detekci
a případnou opravu chyb, které se mohou objevit při přenosu po fyzické vrstvě.
2.1 Evolved Packet Core
Samotné jádro EPC se skládá z několika dílčích entit, které poskytují další potřebné
funkce. Odděluje uživatelská data (uživatelskou rovinu) a signalizaci (řídící rovinu),
díky čemu jsou tak samostatná. Operátoři tak mohou dimezovat a přizpůsobovat
své sítě daným potřebám [12].
2.1.1 MME
Entita pro správu mobility MME (Mobility Management Entity) má na starost
řízení funkcí spojených s uživateli a vytvářením spojení (řídící rovina). Podporuje
bezpečnostní procedury jako je autentifikace koncového uživatele a pak také zahájení
a vyjednání šifrování a algoritmů zajišťujících integritu dat [12]. Stará se o zpraco-
vání signalizačních procedur spojených s přenosem packetů a zajištěním parametrů
kvality služeb (Quality of Service - QoS). MME je dále zodpovědné za sledování
koncového zařízení (uživatele) ve stavu nečinnosti (idle), aby bylo možné se na dané
zařízení připojit v případě příchozího spojení. Protože je prvním bodem zprostřed-
kujícím komunikaci, má na starost také volbu příslušné brány, která předá data
od koncového zařízení do externích sítí [18].
2.1.2 HSS
Databáze HSS (Home Subscriber Server) obsahuje uživatelská data. Poskytuje pod-
půrné funkce pro MME při vytváření spojení, autentifikaci a autorizaci přístupu.
Jedná se o entitu založenou na HLR (Home Location Register) a AuC (Authenti-
cation Center).
Pro bezpečnostní prvky využívá pod-entity AAA, která se stará o tři základní
úkoly: autentifikaci, autorizaci, účetnictví (angl. accounting)[9].
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2.1.3 S-GW
Obslužná brána S-GW (Serving Gateway) se stará o uživatelskou rovinu. Přenáší
IP komunikaci mezi koncovým zařízením a externími sítěmi. Poskytuje i zpětnou
kompatibilitu s původními sítěmi 3G a také 2G. Jedná se o entitu komunikující
přímo s rádiovou částí EPS a jak již název napovídá, slouží ke směrování odchozích
a příchozích packetů do dalších sítí skrze PDN-GW [9].
2.1.4 PDN-GW
Obdobně jako entita S-GW je PDN-GW (Packet Data Network Gateway) bodem
propojujícím rozličné sítě, jakými tentokrát jsou EPC a externí IP sítě (PDN sítě).
Úkolem PDN-GW je směrování packetů z a do PDN sítí. Mezi další funkce patří
alokace IP adres a prefixů a řízení politiky a poplatků skrze PCRF (Policy and
Charging Rules Function) [18].
PCRF je zodpovědné za úkony jako je uplatnění různých pravidel, politiky ope-
rátora a poplatků. Informace o tom jaké pravidla má uplatnit získává z HSS.
2.2 Uživatelská a řídicí rovina
Jak již bylo zmíněno, v systému EPS existují 2 rozdílné roviny (uživatelská, řídicí),
které přenáší odlišná data/signalizaci.
Uživatelská rovina (user plane) slouží k přenosu veškerých dat uživatele jako
jsou hlasové packety či webový obsah a také signalizace spojená s aplikačními služ-
bami jakými jsou SIP či RTCP.
Jak je vidět na obr. 2.2, tak aplikační vrstva, vyobrazena na koncovém zařízení
a aplikačním serveru, je založena na IP přenosu.
Obr. 2.2: Komunikace mezi jednotlivými prvky systému v uživatelské rovině.
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Packety aplikační vrstvy jsou směrovány přes PCG (Packet Core Gateways) než
dosáhnou svého cíle. V tomto konkrétním znázorněním zahrnuje aplikační vrstva
velké množství protokolů jako jsou přenosové protokoly TCP/UDP, protokol RTP
pro přenos uživatelských dat a také protokoly pro signalizaci na aplikační úrovni
jakými jsou SIP, SDP, RTCP a další.
První (PHY) a druhá (MAC) vrstva odpovídají fyzickému a datovému rozhraní
S1, S5 a SGi. Tyto vrstvy jsou díky EPS standardu velmi flexibilní a poskytují
mnoho různých řešení napojení na sítě fungující na IP [4].
Řídící rovina (control plane) se pak stará o signalizaci v rádiové části a v EPC.
Zahrnuje to například RRC (Radio Resource Control) signalizaci, jenž umožňuje
správu rádiových nosičů a rádiovou mobilitu. Dále pak jde o signalizaci NAS (Non
Access Stratum), která značí, že funkce a služby jsou nezávislé na přístupové techno-
logii. To zahrnuje také vrstvy GMM (GPRS Mobility Management) a SM (Session
Management), které jsou zodpovědné za signalizační procedury mezi koncovým zaří-
zením a packetovým jádrem sítě - MME pro spojení a EPS pro správu nosičů, řízení
bezpečnosti a autentifikaci [4].
Na obr. 2.3 je vidět, že komunikace končí u MME, protože protokoly nejvyšší
vrstvy jsou zde ukončeny. Na rádiovém rozhraní je využito stejných vrstev (PDCP,
RLC, MAC, PHY) pro přenos RRC a i NAS signalizace. RLC, MAC a PHY pod-
porují stejné funkce jak pro řídící tak i uživatelskou rovinu.
Obr. 2.3: Komunikace mezi jednotlivými prvky systému v uživatelské rovině.
Nicméně to neznamená, že obě roviny by byly přenášeny stejným způsobem.
Několik rádiových nosičů může být vytvořeno mezi terminálem a sítí, kdy každá
pak odpovídá specifickému přenosovému schématu, ochraně a prioritě zpracování.
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2.3 Spolupráce s IMS
Spolupráce systému EPS, tedy konkrétně pak části EPC s dalšími IP sítěmi jako
je IP Multimedia Subsystem (IMS), probíhá přes několik vybraných entit. U EPC
je hlavní entitou PDN-GW předávající všechna potřebná data. Pak PCRF zpraco-
vávající poplatky a MME, které se stará o uživatelské účty. Na straně IMS je to
P-CSCF, které je ve spojení s PDN-GW a PCRF po rozhraní SGi/Gm a Rx. Dále
pak entita HSS, která je ve spojení s MME po rozhraní S6a. Propojení je dobře
viditelné z obr. 2.4.
Obr. 2.4: Propojení mezi EPC a IMS.
2.3.1 Rozhraní SGi
Rozhraní SGi slouží pro přenos dat z uživatelské roviny založených na IP komunikaci
a další typy dat pro aplikační funkce od koncového zařízení až do IMS. Veškerá
tyto data jsou přenášena tzv. end-to-end (od zdroje k cíly) a to pomoci systému
tunelování v EPC, kdy jsou IP packety přenášeny přes GTP a PMIP procedury.




Rozhraní Gm je jako první, kde se objeví SIP signalizace mezi koncovým zařízením
a IMS sítí a je reprezentováno entitou P-CSCF. Poskytuje zabezpečený kanál pro SIP
signalizaci, jenž je nezávislá od zabezpečené přístupové sítě. Proto by s ní mělo
být jednáno jako s nezachytitelnou signalizací, tedy až na počáteční vyjednávání
bezpečnostních podmínek. Pro zabezpečení se tedy využívá 3GPP IPSecurity nebo
TLS šifrování [4].
2.3.3 Rozhraní Rx a Gx
Rozhraní Rx využívá protokol DIAMETER, který přenáší z IMS do PCRF poža-
davky na zřízení komunikace, jenž jsou odvozeny z SIP a SDP signalizace, která
pochází od P-CSCF. Na druhou stranu pak PCRF skrze rozhraní Gx vyzývá PDN-
GW, aby vytvořilo komunikační cesty přes EPC a e-UTRAN. Toto rozhraní je též
postaveno na protokolu DIAMETER a entita PCRF zahrnuje funkce jako je QoS
a správa poplatků.
Rozhraní Rx a Gx jsou využívána i jako zpětná cesta pro různé události a ozná-
mení týkající se stavu příloh a komunikačních nosičů, které mají být dodány z EPC
do IMS [4].
2.3.4 Rozhraní S6a
Rozhraní S6a se využívá pro přenos uživatelských informací a autentifikačních dat
pro autorizaci a autentifikaci uživatelského přístupu. Použitý protokol na tomto
rozhraní je opět DIAMETER.
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3 IP MULTIMEDIA SUBSYSTEM (IMS)
IP Multimedia Subsystem (IMS) je globální systém, který poskytuje přístupově ne-
závislé služby, jenž jsou založeny na připojení skrze Internet Protocol (IP). Dovoluje
různé druhy multimediálních služeb koncovým uživatelům bez rozlišení z jakého
zařízení nebo systémů se připojují koncoví uživatelé.
Obr. 3.1: IMS v konvergovaných sítích.
Toto propojení různých systémů bez rozlišování je důležitou podstatou IMS
a jedná se tak o velmi perspektivní systém.
3.1 Konvergence
Veškerá jednotnost, kterou IMS nabízí je umožněna díky konvergenci, která může






Jako první jde na IMS pohlížet jako na konvergenci sítí. Ta v ideálním případě
zjednoduší přístupy k různým službám a vyruší bariéry mezi odlišnými sítěmi. Stá-
vající služby tak budou stále dostupné, avšak skrze různé druhy sítí a to i beze
změny způsobu jejich používání (obr.3.1).
Z pohledu poskytovatele služeb, tedy operátora, by mělo jít dnešní sítě převést
do jedné společné konvergované sítě. Takže sítě typu PSTN (veřejné telefonní sítě),
PLMN (mobilní sítě) a IP (počítačové sítě) by byly kovergovány v jednotnou síť,
která by podporovala jakoukoliv přístupovou technologii. Operátor by tak mohl
poskytovat různé služby pro své zákazníky, kteří by vše měli pod jedním účtem.
IMS tedy dovoluje vytvořit sítě založené kompletně na IP protokolu a tak vznik
unifikované platformy pro přístup k poskytovaným službám.
Základem pro konvergované sítě je hlavně konvergované jádro sítě. Díky tomu
tak vznikne přístup i pro nyní běžně existující sítě a dovolí tak operátorům ušetření
operačních a provozních nákladů. Dále pak dovolí operátorům přinést k zákazníkům
nové služby jako je přenos videa či televizního vysílání, služby mobility apod.
Spojení založené na protokolu IP využívající SIP protokolu mezi zařízeními a kon-
vergovanými sítěmi by dovolilo přenášet hlas, video a další multimediální obsah
přes jakoukoliv síť. Tím se umožní komunikace mezi různými zařízeními (PC klient,
smartphone a další). Díky podpoře pro starší sítě by bylo možné využívat i analogo-
vých terminálů. IMS tak díky architektuře nativní podpory IP tak přináší širokou
nabídku služeb jako možnost zobrazení zda-li je uživatel přítomen, videokonference,
hraní her, streamování videí a další funkce, které podporují aplikace využívající SIP
protokol.
3.1.2 Konvergence zařízení
Běžná zařízení slouží většinou k jedinému účelu a pokud zákazník chce využít určité
služby, které jeho zařízení nepodporuje, musí zařízení vyměnit [14]. Takovými zaříze-
ními jsou například PSTN telefony, set-top boxy apod. Díky tomu vzniká rozdělení
služeb a uživatelé tak mají různé možnosti ve veřejných či soukromých sítích. Je
tedy potřeba mít unifikované zařízení, které dokáže přistupovat k různým službám
a sítím zároveň.
Takovými jsou právě dnes velmi populární zařízení zvaná Smartphone, tedy
chytré telefony. Ty poskytují velké množství služeb a dokáží se připojit do okruhově
či paketově spínané sítě jako je mobilní síť, WLAN, BlueTooth a další. V tomto
případě tak nachází IMS velké uplatnění, protože umožňuje službám a aplikacím
přecházet mezi různými sítěmi.
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Avšak chytré telefony nejsou jediná zařízení, která toto umožňují. Může jím být
klidně i PC klient či notebook využívající software podporující VoIP, psaní rychlých
zpráv, změnu stavu (online/offline/nepřítomen) apod. Další možností jsou i VoIP
telefony a nebo dnes již i SmartTV, tedy chytré televize, které podporují připojení
k Internetu a další multimediální služby.
3.1.3 Konvergence služeb
Dnešní model mobility je hodně personalizován díky existenci služeb jako je vlastní
seznam kontaktů, zpráv, obrázků, videí, osobních a pracovních e-mailů, hudby, di-
gitálních knih a podobně. Multimediální služby jsou přenášeny přes pevné nebo
mobilní paketové sítě, a tak IMS dovoluje operátorům rychle spustit nové služby
a eliminovat rozdílnost služeb různých platforem v různých sítích.
Konvergenci služeb pak nejvíce nastartovaly dvě služby, kterými jsou VoIP a psaní
rychlých zpráv (IM). Uživatelé a firmy tak mohou využívat komunikaci skrze VoIP,
díky dostupnosti stejného čísla, osobních kontaktů a dodatečných služeb jako je hla-
sová schránka, pozdržení hovorů nebo vlastní vyzvánění, předplacení služeb a to vše
přes různé přístupové sítě.
Operátoři tedy mohou nabízet služby vyžadující připojení IP protokolem přes
různá připojení (DSL, POTS, WLAN) a uživatelé tak mohou využívat všech služeb
a je jedno zda jsou doma, v práci či na hot-spotu v kavárně. Operátoři se tak musí
hlavně rozhodnout zda-li budou většinu služeb poskytovat sami a nebo skrze part-
nery. Dále pak také komu své služby nabídnou a v jakém regionu bude co dostupné.
Nejsou tak limitováni na tradiční telefonní služby, ale na to jakou nabídku chtějí
uživatelům poskytnout.
3.2 Vznik
IP Multimedia Subsystem nevznikl přes noc, ale jedná se o několikaletý vývoj stan-
dardů. Ten na začátku devatesátých let započala standardizační organizace Euro-
pean Telecommunications Standards Institue (ETSI) definicí globálního systému pro
mobilní komunikace (Global System for Mobile Communications - GSM). Následně
pak došlo k definování GPRS (General Packet Radio Service) umožňující paketový
přenos v GSM sítích. V roce 1998 byla založena standardizační organizace 3GPP,
kterou tvořily země Evropa, Japonsko, Jižní Korea, USA a Čína. Došlo tak ke spe-
cifikaci systémů 3. generace mobilních sítí, které zahrnovaly tři různé multiplexy -
WDCMA (Wideband Code Division Multiple Access), TDMA (Time Division Mul-
tiple Access) a CDMA (Code Division Multiple Access). 3GPP se pak následně
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rozhodla vydávat roční specifikace, započaté vydáním specifikací označených jako
Release 99 [14].
První zmíňky o IMS se objevily v 3GPP Release 4 z roku 2000, kde se jednalo
o specifikaci systému All-IP, který až později byl přejmenován na IMS. V této verzi
se však nestihl dokončit vývoj IMS a tak došlo k odložení pro 3GPP Releases 5.
Hlavní přednosti v 3GPP Releases 4 byly nové koncepty pro funkční prvky MSC
(Mobile Switching Centre) a MGW (Server-Media Gateway).
3GPP Release 5 tedy poprvé představil IMS jako součást specifikací 3GPP. Jed-
nalo se o standardizovaný přístupově nezávislý systém pro již existující pevné a mo-
bilní sítě. IMS byl definován jako čistě IP síť, s napojením na ostatní druhy sítí.
Došlo k definici, že bude využita architektura využívající protokol SIP pro komuni-
kaci mezi koncovými uživateli. Release 5 obsahoval definice pro funkci jednotlivých
elemetů sítě, jak budou tyto elementy propojeny, dále pak autentifikace a authori-
zace uživatelů.
Poté došlo k vydání 3GPP Release 6, které doplňovalo nedostatky IMS v Release
5. Verze 6 představila standardizování pro služby jakými bylo směrování a modifikace
komunikačních signálů, možnost sdílené jednotné indentity. Došlo také standardi-
zaci nových služeb jako bylo psaní zpráv, konference, zlepšení zabezpečení, kontrola
nad poplatky a podobně.
Následně pak došlo k paralelizaci vývoje, kdy několik organizací vyvíjelo vlastní
standardy a definice pro IMS. Ty byly z velké části založeny právě na verzi 6 a také
7 (3GPP Release 7), jenž přidstavilo několik nových funkcí jako bylo psaní SMS přes
IP sítě a možnost uskutečnit hovory z klasických telefonních sítí do multimediálního
prostředí IMS a opačně.
Aby se dále nepokračovalo v paralelním vývoji došlo k sjednocení v 3GPP Release
8. Tato verze představila OFDMA (Orthogonal Frequency Domain Multiple Access),
navýšení rychlostí až na 300 Mbps, a pak také SAE (System Architecture Evolution)
[1].
3GPP Release 9, 10 a 11 představily nové služby jako je lokalizace mobilních
zařízení, další navýšení rychlostí nad jednotky Gbps či koordinované vysílání s více
body, jenž umožňuje vytvořit několik komunikací s několika buňkami zároveň.
Zatím poslední 3GPP Release 12 by mělo v roce 2014 představit podporu pro malé




IP Multimedia Subsystem lze rozdělit do 6 hlavních kategorií, kde každá entita
následně vykonává rozdílnou činnost. Jedná se o:
• skupinu entit pro řízení a směrování (CSCF)
• databáze (HSS, SLF)
• služby (aplikační server, MRFC, MRFP)
• prvky propojující rozličné sítě (BGCF, MGCF, IMS-MGW, SGW)
• doprovodné funkce (PCFR, SEG, IBCF, TrGW, LRF)
• funkce zpoplatnění (online/offline)
Obr. 3.2: Koncept IMS sítě - rozvržení entit.
3.3.1 Call Session Control Functions (CSCF)
Skupina entit označována jako CSCF slouží ke zpracování SIP signalizačních zpráv
v IMS. Jsou rozděleny na 4 typy: Proxy-CSCF (P-CSCF), Interrogating-CSCF
(I-CSCF), Serving-CSCF (S-CSCF) a Emergency-CSCF (E-CSCF).
Každá z těchto entit má své vlastní úkoly a funkce. Avšak první trojice má
několik společných vlastností a to, že fungují pro registraci, sestavení spojení a smě-
rování v SIP protokolu. Dále jsou všechny tři entity schopny zasílat data ohledně
zpoplatnění. P-CSCF a S-CSCF mají pak dále společné to, že dokáží ukončit spojení
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na základě chování uživatele. Tedy když S-CSCF zaznamená informace o položení
hovoru nebo P-CSCF dostane informaci, že přenašeč dat byl ztracen. Obě entity
jsou pak dále schopny kontrolovat obsah SIP žádostí a odpovědí a také informací
v SDP (zda-li jsou dodrženy stanovené kodeky a typy přenášených médií, které byly
mezi uživateli stanoveny).
P-CSCF
Proxy Call Session Control Function slouží, jak už název napovídá, jako takový
proxy bod, který přeposílá obdržené požadavky. Jedná se o bod, který v IMS uži-
vatel kontaktuje jako první. Do P-CSCF je tedy zasílána veškerá SIP signalizace od
uživatele a opačně. P-CSCF má 4 hlavní úkoly [14]:
• komprese/dekomprese protokolu SIP - Protože protokol SIP je textově
založeným protokolem, obsahuje velké množství hlaviček, parametrů, rozší-
ření a bezpečnostních informací. Kvůli tomu tak 3GPP ustanovilo, že kvůli
zrychlení musí být mezi koncovým zařízením a P-CSCF podporována kom-
prese tohoto protokolu. Koncové zařízení si tedy může vyžádat komprimované
zprávy a P-CSCF tak musí být schopné tyto zprávy komprimovat či opačně
zase dekomprimovat.
• integrita SIP signalizace a zabezpečení pomoci IPSec - P-CSCF je
zodpovědná za zajištění bezpečnosti, udržení integrity a zajištění soukromí
pro SIP signalizaci. Proto je během první registraci mezi koncovým zařízením
a P-CSCF vyjednáno zabezpečení skrze IPSec SA.
• zpracování poplatků (komunikace s PCRF) - P-CSCF dokáže zasílat in-
formace do PCRF v případě, kdy si operátor sítě žádá uplatnění určité komu-
nikační politiky nebo účtování poplatků. PCRF pak dokáže tyto informace za-
sílat dále a to na přístupové brány (například GGSN). Díky P-CSCF a PCRF
je pak IMS schopné získávat informace o poplatcích z jiných sítí a nebo nao-
pak je do jiných sítí zasílat. Díky tomu je tak možné sjednotit poplatky pro
uživatele, kteří nejsou v domácí síti.
• detekce nouzových volání - Entita P-CSCF má za úkol detekovat jakékoliv
nouzové volání. Ta přijme a přepošle entitě P-CSCF nebo odmítne a to buď
na základě politiky operátora (nedovoluje nouzová volání přes domácí P-CSCF
při roamingu) a nebo na základě možností sítě, kdy se jedná o starší verzi sítě
nepodporující IMS funkce.
I-CSCF
Interrogating Call Session Control Function je kontaktním neboli dotazovacím bo-
dem v síti operátora a to pro všechny připojení určená uživatelům dané sítě. Jeho IP
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adresa bývá obvykle uveřejněna v doméně DNS a tak jej lze využít jako kontaktní
bod pro SIP pakety určené dané doméně. I-CSCF zastává 4 hlavní funkce [14]:
• získání následující entity - Ze serveru HSS (Home Subscriber Server) získá
informaci, zda má komunikace dále pokračovat k S-CSCF nebo aplikačnímu
serveru.
• výběr správného S-CSCF - Na základě informací zaslaných od HSS zvolí
správné S-CSCF, které bude následně komunikovat s uživatelem. Toto při-
řazení nastává při registraci uživatele v síti a nebo v případě kdy uživatel
není registrován, ale jde o službu spojenou s neregistrovaným stavem (hlasová
schránka).
• směrování SIP žádostí a odpovědí - I-CSCF má za úkol dále směrovat
SIP žádost a odpovědi k a od přiřazeného S-CSCF nebo aplikačního serveru.
• ukrytí topologie sítě - Cizí IMS sítě nevidí síť kontaktovaného IMS, čímž
je utajena její konfigurace, kapacita a celková topologie.
S-CSCF
Serving Call Session Control Function je tzv. obsluhující kontaktní bod celého IMS.
Je to centrální uzel pro uživatele a je umístěn vždy v domácí IMS síti daného uži-
vatele. Na základě nastavení od operátora zvládá různé operace, kdy mezi hlavní
patří:
• zpracování registrace uživatele - Pokud uživatel zašle požadavek na regis-
traci do IMS, tak je tento požadavek přesměrován k S-CSCF. Ten následně
stáhne autorizační data z HSS serveru a na základě získaných dat dále vyzve
koncové zařízení (uživatele) k zadání dat pro ověření. Pokud proběhne ověření
v pořádku, pokračuje dále v dohlížení nad registrací. Po dokončení registrace
pak může uživatel využívat služeb IMS.
• vytváření propojení uživatel-to-S-CSCF - Uživatelské profily jsou trvale
uloženy do databáze HSS server od S-CSCF. Zadává do nich informace o tom,
ke kterému S-CSCF mají být požadavky od uživatele směrovány (tyto infor-
mace získává I-CSCF). Dále jsou tam obsaženy informace o politice pro S-CSCF
(tedy zda může uživatel využívat jenom audio nebo i video komponenty apod.).
• směrovací operace - S-CSCF je zodpovědné za klíčové směrování, protože
získává všechny počáteční a konečná spojení od koncového zařízení. Rozho-
duje zda je nutné kontaktovat aplikační server, kdy může například získat
další informace o směrování. Komunikaci ke koncovému zařízení pak zasílá
přes P-CSCF, které je zodpovědné za komunikaci mezi IMS a koncovým zaří-
zením.
• zasílání informací do OCS - S-CSCF dále může zasílat informace spojené
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s účtem do online platebního systému za účelem účtování uživatele (podpora
pro před-placené účty apod.).
E-CSCF
Entita Emergency Call Session Control Function má jediný úkol, a to zpracovávat
nouzová volání a požadavky. Jedná se tedy o hovory směrované na policii, hasiče a zá-
chrannou službu. E-CSCF vybírá nouzové centrum známé také jako PSAP (Public
Safety Answering Point). Obvykle pro výběr vhodného PSAP slouží lokace volají-
cího (funkce Location Retrieval Function) a následně pak druh nouzové záležitosti
(zda-li volá záchrannou službu, policii či hasiče) [14].
3.3.2 Databáze
V IMS architektuře existují dvě hlavní databáze a to Home Subscriber Server
(HSS) a Subscription Locator Function (SLF).
HSS je hlavním uložištěm dat pro všechny uživatele sítě. Obsahuje data spojená
se službami v síti, uživatelské identity (veřejná a privátní), přístupové parametry
(zda je dovolen roaming, přiřazení S-CSCF apod.), registrační informace. Privátní
identita uživatele je přidělena domácí sítí, je unikátní a slouží k registraci a auto-
rizaci. Naopak veřejná identita uživatele je známá ostatním uživatelům a mohou ji
použít k zaslání požadavku o komunikaci s daným uživatelem. Je také možné, aby je-
den uživatel měl více veřejných identit, kdy každou z nich použije v jiném zařízení.
Kromě toho pak HSS obsahuje Home Location Register (HLR) a Authentication
Center (AUC), oboje jak pro paketově tak kruhově spínané sítě [14].
HLR poskytuje své funkce entitám v paketově spínaných sítích jako je SGSN
a GGSN a tím tak zpřístupňuje uživatelům možnost využít služeb v paketově spí-
naných sítích. Dále pak také poskytuje své funkce entitám kruhově spínaným sítí
jako je MSC. To dovoluje uživatelům využívat služeb těchto sítí a také poskytování
roamingu pro GSM a UMTS sítě.
AUC pak uchovává tajný klíč pro každého uživatele v síti. Ten slouží k vytvoření
dynamicky proměnných bezpečnostních dat. Tato data se využívají při autentizaci
za pomoci International Mobile Subscriber Identity (IMSI). Dále se využívají pro za-
jištění integrity a šifrování radiové komunikace mezi uživatelem sítě.
V síti může existovat více než jeden HSS server a tak se využívá služeb SLF.
Pokud tomu tedy tak je, potom se entity I-CSCF, S-CSCF či AS nejdříve dotazují
entity SLF a ta rozhodne, který HSS obsahuje data pro daného uživatele.
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3.3.3 Služby
Entity, které v IMS provozují určité provozní služby jsou Multimedia Resource
Function Controller (MRFC), Multimedia Resource Function Processor
(MRFP) a Application Server (AS). Je však nutno brát v potaz, že AS není
vždy nutně součástí IMS a jedná se spíše o entitu nad IMS systémem.
MRFC a MRFP jsou entity, které spolupracují a poskytují služby založené
na přenosu. Jedná se tedy o konference, oznámení uživatelům nebo kódování v IMS
systému. MRFC je určeno ke zpracování SIP komunikace od a do S-CSCF. Dále pak
ještě má na starost řízení MRFP, které poskytuje mixování příchozích multimedi-
álních streamů, zajišťování zdrojů pro multimediální stream (různá multimediální
oznámení) a nakonec pak zpracování audio kódování, analýzu médií apod.
AS může být určeno jak pro jednu tak i více služeb. To znamená, že uživatelé
s více dostupnými službami mohou využívat i více AS zároveň. AS může kontro-
lovat přenos k uživateli a případně ukončit spojení na základě určitých preferencí
(například směrování multimediálních spojení na uričté zařízení v časovém rozmezí
apod), dále pak například přizpůsobovat obsah textových zpráv koncovému zařízení
(velikost písma, počet barev, apod.) a spoustu dalších služeb, které si operátor zvolí
[14].
3.3.4 Prvky propojující rozličné sítě
Pro zajištění fungování hlasových služeb a videohovorů mezi sítí IMS a okruhově
spínanou doménou (CS CN) je potřeba mít určité entitity. Mezi tyto entity patří
hlavně BGCF, MGCF, IMS-MGW a SigGW.
Pokud je tedy potřeba vystoupit z IMS sítě, zašle S-CSCF SIP požadavek na Ga-
teway Control Function (BGCF). Ten následně zvolí kde dojde k vystoupení ze sítě
a to buď ve vnitřní nebo cizí síti. Pokud se tak děje ve vnitřní síti, je vybrán Media
Gateway Control Function (MGCF), který dále zpracuje požadavek a celé spojení.
Pokud však jde o cizí síť, zvolí BGCF z domácí sítě další BGCF, ale tentokrát ze sítě
cizí. BGCF v cizí síti se pak dále zabývá vším potřebným [8].
Jakmile dosáhne SIP požadavek MGCF, tak se provede konverze protokolů. Nej-
častěji konverze SIP protokolu a ISDN User Part (ISUP) nebo Bearer Independent
Call Control (BICC). Požadavek je pak dále zaslán přes SGW do CS CN. SGW
pak zřizuje oběma směry potřebnou konverzi signálů na transportní vrstvě (SGW
neoperuje na aplikační vrstvě).
MGCF pak ještě řídí IMS Media Gateway (IMS-MGW), které poskytuje propo-
jení mezi CS CN a koncovým uživatelem. IMS-MGW ukončuje přenosy z CS sítě
a multimediální stream. Kromě toho také poskytuje konverzi mezi koncovými body
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a dále ještě kódování a zpracování signálu pro uživatele (je schopné poskytovat různé
tóny a oznámení pro uživatele v CS síti).
Veškeré příchozí řídící signály od uživatele z CS sítě do IMS sítě jsou směrovány
k MGCF. To zajistí veškerou potřebnou konverzi protokolů a zašle SIP požada-
vek na ukončení spojení do I-CSCF. Ve stejný okamžik ještě MGCF komunikuje
s IMS-MGW a zajišťuje potřebné prostředky pro uživatele [8].
3.3.5 Doprovodné funkce
Mezi doprovodné funkce systému IMS patří uplatňování pravidel politiky za pomoci
PCRF, řízení hraničních spojení přes IBCF a TrGW. Dále pak zabezpečení bran
(SEG) a funkce lokalizace uživatelů (LRF).
PCRF
Policy and Charging Rules Function (PCRF) je zodpovědné za uplatňování po-
litiky a poplatků založených na probíhajícím spojení, a také získaných informací
od P-CSCF spojených s přenášenými daty.
Pokud je tedy v síti uplatněna politika pro spojení, přeposílá následně P-CSCF
relevantní SDP zprávy spolu s údaji o původci těchto zpráv do PCRF. To následně
uplatní pravidla a autorizuje IP přenosy z vybrané multimediální komponenty nama-
pováním parametrů z SDP. Vše je poté předáno do přístupové sítě (UMTS/GPRS)
například přes GGSN. Následně pak ze získaných informací od PCRF provede GGSN
autorizaci a informuje se o této událost P-CSCF. Díky tomu se tak uplatní poplatky
a započne spojení přes IMS [14].
IBCF a TrGW
Entita Interconnection Border Control Function (IBCF) umožňuje propojení mezi
dvěmi různými doménami operátora. Například dovoluje komunikaci mezi aplika-
cemi pracující s IPv6 a IPv4, dále pak skrývá topologii sítě, řídí přenosové funkce,
sleduje SIP signalizaci a další.
Pokud je potřeba překladu IP adres mezi 4 a 6 verzí, chová se IBCF jako brána
na aplikační úrovní (ALG). Postará se o modifikování SIP a SDP informací. ALG
kontroluje Transition Gateway (TrGW), které je součástí IBCF a je zodpovědné
za modifikování IP paketů, které přenáší aplikační data a multimedia. TrGW pak
dále umožňuje překlady síťových adres a směrování portů. Ukládá si IPv6 a IPv4,
které patří k sobě mezi dvěma různými doménami, čímž poskytuje velmi rychlé
směrování [14].
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Je-li vyžadováno skrytí topologie za účelem zamaskování konfigurace, kapacity
a pak samozřejmě samotné topologie sítě, umístí operátor IBFCF do cesty, kde
je IMS spojené s další IMS sítí. IBCF pak zajišťuje funkci šifrování a dešifrování
hlaviček, čímž tak ukryje informace o topologie IMS sítě daného operátora.
SEG
Security Gateway (SEG) slouží k ochraně přenosu mezi zabezpečenými doménami,
tedy sítěmi, které spravuje jeden operátor. SEG je umístěno na hranici zabezpečené
domény a vyžaduje uplatnění bezpečnostní politky s dalším SEG v druhé zabezpe-
čené doméně. Veškerý přenos je pak následně směrován skrze SEG a zajišťuje se tak
důvěrnost a integrita dat [14].
LRF
Entita Location Retrieval Function (LRF) vypomáhá E-CSCF doručováním lokali-
začních dat koncového zařízení, které započalo nouzové volání. Případně poskytuje
adresu PSAP, kam má být dané nouzové volání přesměrováno.
LRF může obsahovat vlastní lokalizační server nebo může využít externích ser-
verů jako jsou mobilní lokalizační centra. K zajištění správného PSAP by mělo
být využito funkce pro zajištění směrování (RDF), která namapuje lokaci uživatele
k PSAP.
Kromě nejčastějších informací může LRF poskytovat další data jako poslední ad-
resu směrování (pro Severní Ameriku), lokalizační číslo (pro Evropu) či URI adresu
telefonu a další [14].
3.3.6 Funkce zpoplatnění
V IMS sítích existují 2 hlavní způsobu placení. První je tzv. offline režim a druhý je
online režim. V offline režimu se vše platí až po použití služby. Všechny informace
o platbě jsou shromážděny a zpracovány až po ukončení spojení a neovlivňují použí-
vané služby v reálném čase. Jedná se tedy o způsob, kdy uživatel (obvykle) na konci
měsíce získá jednotné vyúčtování za využité služby a prostředky.
Dalším způsobem je online režim neboli předplacení služby. Entity v IMS musí
před povolením služeb pro uživatele zkontrolovat zda-li má na svém účtu dostatek
financí pro využití služeb a to se systém online plateb (OCS). Ten je zodpovědný
za vedení uživatelova účtu a monitorování plateb za využívání služeb.
Entity v IMS síti jsou nastaveny k detekování podmínek stojících za spuštěním
účtování poplatků. Pokud dojde k jejich detekci entity začnou získávat potřebné
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informace ze SIP požadavků. Pokud půjde o online režim, požádají systém pla-
teb o pokračování ve zpracování SIP požadavků nebo zašlou relevatní informace do
systému plateb o vytvoření CDR pro pozdější zpracování a až následně povolí pokra-
čování ve zpracování SIP požadavků (v případě offline režimu). Onou podmínkou
stojící za spuštěním účtování může být zahájení spojení, modifikace spojení nebo
jeho ukončení, či jakákoliv další SIP transakce. Podmínka také může být přítomna
i v SDP zprávách. Podle použitého systému účtování si buď systém bere kredity
z uživatelova účtu (v případě online režimu) nebo přeposílá CDR informace do sys-
tému účtu (offline režim) [14].
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4 SIGNALIZACE V IMS
4.1 Protokol SIP
V datových sítích využívajících IP přenosy se velmi často pro signalizaci a řízení
používá protokol Session Initiation Protocol (SIP). V roce 1996 se začal využívat
pro distribuci multimediálního obsahu v podobě přenosu konferencí apod. Později
se pak začal používat jako signalizační protokol pro VoIP. Jeho konkurentem byl
protokol H.323, který však oproti prokolu SIP je mnohem složitější. Takže díky své
jednoduchosti a také díky možnosti přenosu zpráv skrze body s NAT začal být SIP
preferovanější [16].
Jedná se o textově orientovaný protokol fungující na aplikační vrstvě OSI/ISO
modelu. Umožňuje sestavení, modifikaci a také ukončení spojení mezi dvěma a více
účastníky v sítích používajících Internet Protocol. Mezi jeho další nesporné výhody
patří možnost jeho použití jak na spojově orientovaném protokolu TCP, tak i ne-
spojově orientovaném protokolu UDP. SIP má dále pak stanovené dva výchozí porty
pro zabezpečenou komunikaci pomoci TLS na portu 5061 a pak nezabezpečnou ko-
munikaci na portu 5060 [16].
Jednotlivé žádosti, které protokol SIP zasílá jsou v textové podobě. Existuje šest

















Odpovědi na výše vypsané žádosti jsou pak v podobě trojciferných čísel patřících
do rozsahu od 100 až do 699. Kdy první číslo určuje jednu ze šesti tříd do které
odpověď patří. Zbylé číslice pak více specifikují význam odpovědi. Takže například
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odpovědi ze třídy 1xx patří mezi dočasné, avšak odpovědi ze třídy 2xx patří mezi
konečné odpovědi [14].
Pro identifikování koncových uživatelů, aplikačních serverů a další, se využívá SIP
URI (Uniform Resource Indetificator). Jedná se o SIP adresu, které má podobný tvar
jako e-mailové nebo webové adresy. Celé adresa tak vypadá a obsahuje následující:
sip:uživatel:heslo@host:port;parametry-uri?hlavičky
SIP URI se skládá ze dvou částí: první část před znakem @, druhý část za tímto
znakem. První části se přezdívá jako lokální a je v ní identifikován uživatel v rámci
určité domény, kde je zaregistrován. Tato identifikace může být jak v podobě jména
tak i v podobě telefonního čísla, kdy ale místo předpony sip: se použije předpona
tel:. Druhá část pak udává doménu či IP adresu hostitele, kde je provedena registrace
uživatele. Je zde také možné přidání nepovinných parametrů, mezi které patří i číslo
portu, které se udává pokud je použit jiný, než výchozí port protokolu SIP.
Samotné SIP zprávy mají tři části: záhlaví, hlavičky, samotnou zprávu. Obsah
záhlaví se liší podle typu zasílané SIP zprávy (žádost/odpověď):
• Záhlaví SIP zprávy v případě žádosti - skládá se ze tří částí, kterými je metoda,
URI adresa a nakonec verze protokolu SIP.
• Záhlaví SIP zprávy v případě odpovědi - skládá se ze tří částí, kdy jako první
je tentokrát verze protokolu SIP, následně třída a pak z textu odpovědi, který
bývá v podobě krátkého doplňující textu ohledně vyslané odpovědi.
Po záhlaví následují hlavičky, kde je možné příjemce informovat o obsahu těla
zprávy. Mezi nepovinné hlavičky patří Content-Type, kde je možné specifikovat,
že zpráva ponese informace o relaci ve formě protokol SDP (Session Description
Protocol) skrze hodnotu application/sdp. Nebo další nepovinná hlavička je Content-
Length, ve které je možné zadat velikost těla zprávy v jednotkách bitů. Existuje také
několik povinných hlaviček:
• To: (komu je zpráva určena)
• From: (od koho zpráva pochází)
• Call-ID (identifikátor relace, který se generuje na straně klienta)
• CSeq (sekvenční číslo žádosti spolu s názvem SIP metody)
• Via (informace o cestě, kudy SIP zpráva prošla)
• Max-Forwards (nastavení maximálního počtu přeskoků, standardně je 70)
• Contact (seznam adres, kde je volající dostupný)
Jako poslední součástí SIP zpráv je tělo zprávy, které může obsahovat jakoukoliv
textovou informaci. Běžně se používá vložení zprávy ve formátu protokolu SDP,
případně vyslání žádosti typu MESSAGE a do těla zprávy je pak vložen obsah
zasílané zprávy.
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Protokol SDP slouží k popisu multimediálního spojení a přenáší se uvnitř těla
SIP zpráv. Při popisování spojení je nutné, aby si účastníci vyměnili své možnosti,
formát média a adresu či případně i port pro komunikaci. Příkladem může být běžný
hovor, kde se musí přenést informace o podpoře kodeků pro kódování a dekódování
hlasu. Zprávy SDP se skládají ze tří částí, kterými je popis spojení, času a média
[14], [16].
4.2 Protokol DIAMETER
Protokol DIAMETER je protokolem typu Triple-A, tedy AAA (Authentication,
Authorization and Accounting). Je využíván u řady různých přístupových technolo-
gií. Je tvořen základním protokolem, který pak ale může být rozšířen pro poskytování
AAA služeb novým přístupovým technologiím. Protokol DIAMETER dokáže pra-
covat jak lokálně tak v rámci roamingu. Vychází ze staršího protokolu a zároveň jej
i nahrazuje - protokol RADIUS [3].
DIAMETER se dělá na dvě samostatné části DBP (Diameter Base Protokol)
a DA (Diameter Application). Protokol slouží k přenosu požadavků nebo oznámení
a podobně jako v protokolu SIP jsou využívány kódy pro stanovení účelu zprávy [3].
Zprávy obsahují:
• hlavičku - verze protokolu, ID aplikace, počet atributů a další
• atributy - volitelný počet atributů, které nesou potřebná data
4.3 Další protokoly použité pro komunikaci
Přestože IP Multimedia Subsystem využívá hlavně protokoly SIP a DIAMETER pro
vnitřní komunikaci, je třeba upozornit i na další protokoly, které mohou být v celém
systému použity pro komunikaci a přenos multimedií. Mezi ně patří hlavně protokol
RTP (Real-time Transport Protocol), RTCP (RTP Control Protocol) a RTSP (Real
Time Streaming Protocol), které jsou použity u řešení s aplikačním serverem [2].
RTP je protokol využívaný pro přenos hudby a videa v sítích využívajících IP
protokol, tedy přes Internet nebo lokální síť. Data jsou přenášena od serveru ke
klientovi v reálném čase. I když je RTP schopné pracovat i přes protokol TCP, kvůli
použití v reálném čase je většinou použit protokol UDP.
Využívá také několik pod-protokolů, kterými jsou:
• RTCP (RTP Control Protocol) - tento protokol má za účel sledovat a kont-
rolovat tok dat pomoci funkce QoS (Quality of Service). Dále pak pomáhá při
synchronizaci dat.
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• SDP (Session Description Protocol) - doplňkový protokol, přenášející infor-
mace o médiu (např. popis videa).
• SIP (Session Initiatin Protocol) - doplňkový protokol, spravující signalizaci
mezi klientem a serverem.
Pokud je vytvořeno RTP spojení mezi klientem a serverem, je kromě IP adresy
použit také port. Zároveň je vytvořeno spojení pro RTCP, které využívá následující
port po RTP pro komunikaci.
RTP server zachytává audio nebo video a poté kóduje data do příslušných for-
mátů (tzv. payload). Kódovaná data jsou zabalena do rámců s potřebnou časovou
známkou a sekvenčním číslem. Data jsou přeposlána po síti ke klientovi. Tam jsou ná-
sledně rozkódována a pomoci sekvenčního čísla jsou uspořádána. Klientská aplikace
může být použita, aby načetla určitou část dat, než začne přehrávat multimediální
soubor. Tím si zajistí plynulejší přehrávání na pomalejších sítích [2].
Obr. 4.1: Komunikace protokoly RTP/RTCP/RTSP.
Protokol RTSP je rozšířením protokolu RTP, ale využívá výhradně TCP pro-
tokol pro svoji komunikaci. Umožňuje totiž modifikovat stav spojení mezi klientem
a serverem, a to tak, že multimediální soubor přehraje, pozastaví, zastaví a podobně
[2]. Zatímco RTP je založen hlavně na multicastu, RTSP funguje na unicastu. Pro
srovnání lze říci, že RTSP je podobný přehrávání videím na YouTube a RTP je
podobný Internetovým rádiím.
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5 KLÍČOVÉ VÝKONNOSTNÍ INDIKÁTORY V
IMS
Ukazatelé výkonu nebo někdy také klíčové výkonnostní indikátory (KPI - Key Per-
formance Indicators) patří mezi nástroje sloužící k měření výkonu určitého systému.
Často se používají k měření úspěšnosti nebo vypočtení úspěšnosti určité aktivity
v celém systému nebo samostatném prvku [11].
Jedním z hlavních cílů u KPI je stanovení určitého měřítka, které je následně
pravidelně kontrolováno. Díky tomu jsou pak jednoduše nalezeny různé anomálie
a neočekávané změny v systému.
KPI se stanovují dle potřeb firmy a systému a používají se jak v ekonomických
oblastech (míra úspěšnosti nabídek, zisk, produktivita pracovníka atd.) až po tech-
nické odvětví, a to nás zajímá.
5.1 Standardní KPI pro IMS
V IP Multimedia Subsystem je stanoveno několik standardních KPI jako například
úpěšnost poměru registrací u S-CSCF, doba trvání zřízení spojení a poměr úspěšnosti
vytvoření spojení a další [5], [6].
Seznam běžných KPI je následovný:
• Poměr úspěšnosti registrací u S-CSCF - Využívá se při vyhodnocování
dostupnosti IMS a výkonu sítě. Kromě toho pak také napomáhá při standar-
dizování stavu registrací uživatelů. Toto KPI je zaměřeno hlavně na uživatele
a síťové prostředky. Jedná se o poměr mezi počtem úspěšně provedených pr-
votních registračních procedur a celkovým počtem provedených registračních
procedur.
• Doba trvání zřízení spojení - Podobně jako předchozí KPI je toto také za-
měřeno na uživatele a síťové prostředky. Účelem měření tohoto KPI je zjištění
doby trvání úspěšně zřízených spojení pro uživatele. Jedná se o KPI zaměřující
se též na výkon IMS a sním související spokojenost zákazníka (příliš dlouhá
doba zřizování spojení může negativně ovlivnit firmu v očích koncového zákaz-
níka).
• Poměr úspěšnosti zřízení spojení - Pomoci tohoto KPI je ověřován pří-
stupový výkon IMS a také výkon sítě. Využívá se poměru mezi úspěšně zříze-
nými spojeními a celkovým počtem pokusů o zřízení spojení. Pokud je zřízení
spojení kalkulováno pomoci I-CSCF, jsou započítávána spojení jak vlastních
účastníků, tak i odchozí spojení roamingu. Pokud ja naopak využito P-CSCF,
jedná se o spojení vlastních účastníků a příchozí spojení roamingu.
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• Poměr úspěšnosti registrací třetích stran - Jedná se poměr mezi úspěšně
provedenými registracemi třetích stran a celkovým počtem pokusů o provedení
registrací třetích stran. Jde o proces, kdy S-CSCF informuje aplikační server
ohledně stavu registrace uživatele a je nezbytné, aby tato operace zahrnovala
aplikační server.
• Poměr úspěšnosti opětovné registrace u S-CSCF - Jak už název tohoto
KPI napovídá, jedná se o poměr mezi úspěšně provedenými opětovnými regis-
tracemi a celkovým počtem opětovně provedených registrací. Tyto opětovné
registrace bývají často vyvolány koncovým zařízením (UE) za účelem obnovení
aktuální registrace a nebo jako odpověď při změně registračního stavu UE.
Dále pak může být opětovná registrace vyvolána pokud se změní dostupné
možnosti UE.
• Poměr výpadků spojení u již zřízených spojení - Toto KPI popisuje
poměr počtu zrušených spojení s počtem úspěšně zřízených spojení. Vyhod-
nocuje se tak schopnost udržení spojení, včetně uživatelských chyb a dále pak
spolehlivost a stabilita IMS. KPI je zaměřeno pouze na síťovou oblast.
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6 APLIKAČNÍ SERVER (IPTV)
Aby bylo možné otestovat fungování uživatelských účtů a funkcí nejenom na ho-
vorech přes vnitřní funkce, je potřeba k IMS systému přidat také aplikační server
(AS). Při virtualizaci IMS skrze Open IMS Core není výběr AS příliš velký, ale je
možné sestavit z několika další systémů funkční IPTV server, který bude přehrávat
videa na požádání (Video on Demand).
IPTV server je dostupný pouze pro zaregistrované uživatele v síti IMS (v tomto
případě účty Alice, Bob a Petr). Požadavek na video je možné odeslat přímo na me-
diální server, který zaštiťuje aplikace Darwin Streaming Server. Ta patří sice mezi
starší, ale podporuje kodeky moderní kodeky jako je H.264 a umožňuje bezproblé-
mové spojení s aplikačním serverem [13]. Aplikační server je v provedení od UCT
(University of Cape Town) a to proto, že je se systému Open IMS Core kompatibilní
a byl navržen přímo pro něj. Celý systém má název UCT Advanced IPTV a jeho
poslední verze je stará přibližně 3 roky, protože vývoj byl ukončen [17]. Pro studijní
a testovací účely je ale plně dostačující.
Obr. 6.1: Zapojení AS a MS do IMS.
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Mediální server je s aplikačním serverem propojen jednoduchými syntaxemi za-
psanými ve speciálním XML1 souboru. Tento soubor je zadán jako parametr při
spuštění mediálního serveru a je z něj vytvořena speciální hash tabulka obsahující
název kanálu a RTSP adresu.
Aplikační server je pak nakonfigurován v IMS systému, konkrétně v databázi HSS
serveru. Jako první je přidán aplikační server, tedy jeho adresa a formát zpráv pro
komunikaci (Trigger Point). Následně jsou pak vytvořeny inicializační filtry s prio-
ritou. Jako poslední je na řadě vytvoření profilu služby, který spojí jednotlivé části
dohromady.
Na obr. 6.1 je vidět zapojení celého systému spolu s aplikačním a mediálním
serverem. Celá komunikace a přenos multimediální souboru ke klientovi je založena
na několika základních krocích:
1. Uživatel se skrze klientský software přihlásí a registruje v IMS.
2. Zvolí si vybraný IPTV kanál a klient zašle SIP požadavek (INVITE) na tento
kanál do aplikačního serveru.
3. Aplikační server zkontroluje svoji hash tabulku, ve které má uložené všechny
dostupné kanály a odešle klientovy RTSP adresu, která je součástí odpovědi
200 OK.
4. Klient se následně spojí přímo s multimediálním serverem a započne RTSP
spojení a příjem multimediálních dat přes adresu, kterou získal od aplikačního
serveru.
1Extensible Markup Language (zkráceně XML, česky rozšiřitelný značkovací jazyk) je obecný
značkovací jazyk, který je určen především pro výměnu dat mezi aplikacemi a pro publikování
dokumentů, u kterých popisuje strukturu z hlediska věcného obsahu jednotlivých částí, nezabývá
se vzhledem.
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7 VIRTUALIZOVANÉ TESTOVACÍ PROSTŘEDÍ
Pro generování provozu a analýzu protokolů je použito měření vybraných KPI. Mě-
ření je prováděno ve virtualizovaném prostředí programu Oracle VirtualBox, kde
je spuštěno několik virtualizovaných strojů mající samostatné úkoly. Jedná se tak
o šest různých strojů:
1. IP Multimedia Subsystem (spuštěné služby P-CSCF, I-CSCF, S-CSCF,
HSS server a DNS server)
2. Aplikační server (spuštěná služba UCT IPTV Advance)
3. Mediální server (spuštěná služba Darwin Streaming Server)
4. Emulátor WAN (spuštěná služba The Wide Area Network Emulator)
5. IMS klient pro Linux (klient UCT IMS Client)
6. IMS klient pro Windows (klient myMONSTER)
Obr. 7.1: Zapojení virtualizovaného prostředí.
7.1 IP Multimedia Subsystem
První virtualizovaný stroj funguje jako jádro celého systému a zároveň také jako
DNS server, sloužící k překladu domény na IP adresy. Jsou zde zpracovány veškeré
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požadavky na registrace a deregistrace uživatelů sítě. Dále pak také přesměrování
a zhotovení hlasových hovorů.
Toto tzv. jádro systému je realizováno pomoci služby Open IMS Core a běží
na operačním systému Ubuntu.
Na HSS serveru je pak navíc zaregistrován aplikační server, kterému jsou předá-
vány žádosti na IPTV kanály. Tyto žádosti jsou zasílány ve formátu protokolu SIP
v podobě:
sip:channel1@iptv.open-ims.test
První část channel1 označuje zvolený kanál IPTV, pomoci kterého pak aplikační
server dále vyslaný požadavek směruje. Druhá část žádosti iptv.open-ims.test pak
určuje adresu v podobě doménového jména kam má být požadavek zaslán. Díky
části iptv pozná HSS server ze své databáze kam má požadavek přesměrovat, a to
na aplikační server.
7.2 Aplikační server
Druhý virtualizovaný stroj slouží jako aplikační server, který analyzuje přijaté SIP
žádosti od IMS a nazpět odesílá odpovědi adresu na mediální server a to ve for-
mátu RTP. Tato odpověď je zaslána jako součást SIP hlavičky konečné odpovědi
SIP_200_OK obr. 7.2.
Obr. 7.2: URL adresa na multimediální soubor ve formátu protokolu RTP.
URL adresu na multimediální soubor zjistí ze své hash tabulky, ve které je pomoci
klíčových slov přiřazen určitý identifikátor kanálu a URL adresa na multimediální
soubor umístěný na mediálním serveru. Tato hash tabulka vznikne z XML souboru,
jehož podoba může vypadat jako na obr. 7.3.
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Obr. 7.3: Struktura XML soubor s identifikátory kanálu a přiřazenými URL adre-
sami na mediální server.
Aplikační server je realizován pomoci programu UCT IPTV Advance, který je
spuštěn na operačním systému Ubuntu.
7.3 Mediální server
Mediální server je realizován pomoci programu Darwin Streaming Server, jenž běží
na operačním systému Debian. Server sleduje žádosti o multimediální soubory při-
cházející přes protokoly RTP/RTCP/RTSP. Po přijetí žádosti na jemu známý soubor
následně dojde k vysílání vybraného videa na IP adresu zájemce, který na začátku
odeslal přes svého IMS klienta SIP žádost.
7.4 Emulátor WAN
Virtuální stroj s emulátorem sítě WAN slouží k simulaci Internetového spojení mezi
klienty a IMS systémem. Je zde nastaveno například určité zpoždění a kolísání zpož-
dění (jitter). Dále pak pro jednotlivé testovací účely různá ztráta paketů. Skrze ně-
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kolik opakování a analýzu sítě bylo zvoleno rozpětí ztrát paketů od 10% až po 30%.
Maximum 30% bylo zvoleno jednak z důvodu nemožnosti uskutečnit některé měření
KPI, ale také proto, že vyšší ztráta se většinou v Internetu nevyskytuje.
Prostředí tohoto emulátoru je velmi intuitivní a lze v něm nastavit velké množství
síťových parametrů obr. 7.5.
Obr. 7.4: Pokročilá nastavení emulátoru sítí WAN.
Pro uplatnění jednotlivých nastavených parametrů je nutné, aby aplikace komu-
nikující mezi s sebou měly nastavené směrování přes tento virtuální stroj. Směrování
nesmí být nastavené pro celý systém, ale pouze směrem ke klientům používaných
v rámci testování.
7.5 IMS klienti
Klientské aplikace pro IMS, běžící na systému Linux nebo Windows se chovají stejně.
Vždy je potřeba zadat parametry sítě, ke které se klient bude připojovat a pak
přihlašovací údaje. Po vyplnění všech potřebných údajů je možné se do IMS sítě
registrovat a pomoci SIP žádosti požádat o přenos multimediálního souboru obr. 7.5.
46
Obr. 7.5: UCT IMS Client s přijatým multimediálním souborem.
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8 MĚŘENÍ KPI A ANALÝZA PROVOZU
Pro měření zvolených KPI bylo nutné na klientských strojích doinstalovat program
zachytávající pakety a umožňující filtraci SIP paketů. Za tímto účelem byl zvo-
len program Wireshark, který je zdarma dostupný a poskytuje všechny potřebné
vlastnosti. Všechna provedená měření byla uskutečněna 40 krát, aby bylo získáno
dostatečné množství dat pro výpočet KPI.
KPI pro otestování provozu a nastavených parametrů u emulátoru sítí WAN byla
zvolena:
• Poměr úspěšnosti registrací u S-CSCF
• Poměr úspěšnosti sestavení hovoru
• Poměr úspěšnosti vyřízení požadavku na multimediální soubor
• Doba trvání zřízení spojení
• Doba trvání vyřízení požadavku na multimediální soubor
8.1 Poměr úspěšnosti registrací u S-CSCF
Toto KPI slouží k otestování počátečních registrací uživatelů u IMS a jedná se
o poměr mezi celkovým počtem a počtem úspěšných registrací u entity S-CSCF.
Díky tomu je vypočítána dostupnost systému skrze emulovanou síť.
Vzorec výpočtu:
𝑃𝑈 =
∑︀Počet úspěšných registrací∑︀Celkový počet registrací * 100%
Sledován byl počet SIP zpráv REGISTER a následná odpověď SIP_200_OK
na tyto žádosti o registraci od S-CSCF, případně P-CSCF. Naměřené výsledky jsou
uvedeny v tab. 8.1.






10 40 40 100
15 40 39 98
20 40 37 93
25 40 16 40
30 40 2 5
Tab. 8.1: KPI - Poměr úspěšnosti registrací u S-CSCF
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8.2 Poměr úspěšnosti sestavení hovoru
U tohoto KPI je možné měřit úspěšnost sestavení hovoru (spojení) jak pro domácí
uživatele IMS sítě, tak pro cizí (roamingové) uživatele. V tomto případě byly měřeni
pouze domácí uživatelé, protože nebyly vytvořeny dva různé IMS systémy. Výstupem
tohoto KPI je výpočet úspěšnosti sestavení spojení v emulované síti, kde dochází
k procentuální ztrátě paketů.
Vzorec výpočtu:
𝑃𝑈 =
∑︀Počet úspěšných sestavení hovoru∑︀Celkový počet sestavení hovoru * 100%
Při měření byly sledovány SIP zprávy incializující sestavení hovoru INVITE
a následně pak odpovědi SIP_180, SIP_200_OK od I-CSCF. Všechny naměřené









10 40 40 100
15 40 40 100
20 40 38 95
25 40 30 75
30 40 0 5
Tab. 8.2: KPI - Poměr úspěšnosti sestavení hovoru
8.3 Poměr úspěšnosti vyřízení požadavku na mul-
timediální soubor
K výpočtu úspěšnosti vyřízení požadavku na multimediální soubor bylo použito
právě toto KPI. Jedná se o poměr všech vyslaných žádostí o multimediální kanál
od klienta do IMS subsystému a úspěšně vyřízených požadavků indikovaných potvr-
zením přenosu souboru od mediálního serveru.
Vzorec výpočtu:
𝑃𝑈 =
∑︀Počet úspěšně vyřízených požadavků∑︀Počet požadavků na multimediální soubor * 100%
Pro výpočet tohoto KPI byly sledovány SIP zprávy incializující sestavení hovoru
INVITE a následně pak potvrzení ACK od mediálního serveru, která indikovala













10 40 40 100
15 40 38 95
20 40 35 88
25 40 29 73
30 40 15 0
Tab. 8.3: KPI - Poměr úspěšnosti vyřízení požadavku na multimediální soubor
8.4 Doba trvání zřízení spojení
Pomoci tohoto KPI je spočítána průměrná doba trvání zřízení hovoru (spojení). Pro
výpočet doby trvání bylo použito celkem 40 opakovaných měření a následně byla
doba trvání zprůměrována - výsledky jsou uvedeny v tab. 8.4.
Při měření byly sledován čas odeslání SIP žádosti INVITE a pak čas přijetí
zprávy SIP_180 nebo SIP_200_OK. Časy pak byly mezi sebou odečteny a výsledná
doba poznamenána a uložela do rovnice pro průměrování. U posledního měření, kde
byla nastavena 30% ztráta paketů nebylo možné průměrnou dobu spočítat, protože
spojení nešlo při této ztrátě uskutečnit.






Tab. 8.4: KPI - Doba trvání zřízení spojení
8.5 Doba trvání vyřízení požadavku na multime-
diální soubor
Kromě doby na zřízení spojení byla vypočítána i doba trvání vyřízení požadavku
na multimediální soubor. Podobně jako u předešlého KPI bylo měření provedeno
40 krát a následné výsledky pak sečteny a zprůměrovány.
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Při měření byly sledován čas odeslání SIP žádosti INVITE a zpráva ACK od me-
diálního serveru. Díky tomu bylo při měření zajištěno, že data již skutečně ke klien-
tovi dorazila a multimediální soubor je vysílán a požadavek byl tedy úspěšně vyřízen.
U 30% ztráty paketů nebylo opět možné provézt měření, protože nedošlo ke spojení










Tab. 8.5: KPI - Doba trvání vyřízení požadavku na multimediální soubor
8.6 Chybové stavy
Součástí zadání této diplomové práce bylo také generovat provoz s různými chybami
v systému. Zvoleno je tedy několik různých chyb, které mohou běžně nastat a které
je vhodné vyřešit.
Jednotlivé chyby budou dále rozebrány v samostatných podkapitolách a zde je
jejich seznam:
• Špatně zadaná doména IMS systému v klientské aplikaci
• Špatné heslo pro autentifikaci uživatelského účtu
• Špatný formát SIP zprávy pro uskutečnění spojení
• Požadavek na neexistující kanál aplikačního serveru a neexistující multimedi-
ální soubor
8.6.1 Špatně zadaná doména IMS systému v klientské apli-
kaci
Nejčastějším problémem, který se může v simulovaném IMS vyskytovat je špatné
nastavení domény pro přístup do celého systému v klientské aplikaci. Pokud je špatně
zadána realm doména, tedy doména pro celou síť, odešle se SIP zpráva REGISTER,
avšak okamžitě přijdou ze sítě odpovědi SIP_478 (nevyřešitelný cíl) a SIP_500
(chyba při směrování do domovské domény). To značí, že IMS subsystém nezná
tuto domovskou doménu a tak neprovede žádnou registraci a klient se tedy do sítě
nepřipojí obr. 8.1.
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Obr. 8.1: Zachycené SIP zprávy REGISTER a SIP_478/500 znamenající nemožnost
registrace v síti.
Dalším problémem s doménou může být chybné zadání domény ve veřejné anebo
soukromé identitě, či také špatně vyplněné uživatelské jméno. Pokud něco takového
nastane, po SIP zprávě REGISTER server odpoví zprávou SIP_403 (zakázáno – ne-
známý uživatel). IMS systém tedy nedovolí klientovi se připojit do sítě obr. 8.2.
Obr. 8.2: Zachycené SIP zprávy REGISTER a SIP_403 indikující nenalezení odpo-
vídajícího uživatele v systému.
Poslední problém s doménou může nastat při špatném zadání adresy pro P-CSCF.
V tom případě není komunikace s IMS systémem vůbec provedena a nedochází tak
k žádné výměně SIP zpráv.
8.6.2 Špatné heslo pro autentifikaci uživatelského účtu
Další problém, který se může v IMS systému vyskytnout je zadání špatného hesla pro
autentifikaci uživatelského účtu uloženého v HSS serveru. Odešle-li klientská apli-
kace špatné heslo v SIP zprávě REGISTER, IMS systém odpoví zprávou SIP_401
(výzva koncového zařízení - neautorizováno) obr. 8.3.
Obr. 8.3: Zachycené SIP zprávy REGISTER a SIP_401 oznamující chybnou auto-
rizaci uživatele.
8.6.3 Špatný formát SIP zprávy pro uskutečnění spojení
Při uskutečňování spojení a to ať už hovorového nebo požadavku na IPTV, vždy je
potřeba dodržet správnou strukturu a zadávat správné a platné údaje. Při vyslání
52
požadavku je kontrolována první část, kde je udáno jméno (případně číslo) uživatele.
Tato část je kontrolována IMS systémem na HSS serveru a v případě nalezení shody
je nalezený uživatel informován o hovoru. Pokud není jméno v HSS serveru nale-
zeno odpovídá server zprávou SIP_603 (uživatel nebyl nalezen - uživatel neexistuje)
obr. 8.4.
Obr. 8.4: Zachycení SIP zprávy INVITE a odpověď SIP_603 s informací o nenale-
zení kontaktovaného účastníka.
Avšak v případě zadání špatné domény v SIP žádosti o spojení, IMS systém již
nerozlišuje správnost či nesprávnost vytáčeného uživatelského jména. Klientovi je
rovnou ohlášeno skrze zprávu SIP_500 (chyba při přesměrování do cíle), že danou
doménu a tedy i cílovou síť nelze najít obr. 8.5.
Obr. 8.5: Zachycení SIP zprávy INVITE a odpovědi SIP_500 s informací o nena-
lezení cílové sítě.
Pokud dojde k úspěšnému navázání komunikace mezi účastníky, vypadá výměna
zpráv tak jako na obr. 8.6.
8.6.4 Požadavek na neexistující kanál aplikačního serveru a
neexistující multimediální soubor
Další chyba může nastat, pokud uživatel požádá skrze klientskou aplikaci aplikační
server o IPTV kanál, který neexistuje. Aplikační server předá entitě S-CSCF in-
formaci o chybném požadavku, protože ve své hash tabulce nenašel identifikátor
kanálu a tato informace v podobě zprávy SIP_400 (chybný požadavek) je následně
předána klientovi obr. 8.7.
Pokud však uživatel skrze klientskou aplikaci odešle platný požadavek a apli-
kační server jej najde ve své hash tabulce, celý systém se bude chovat, že je vše
v pořádku a to i přes to, že tomu tak není. Identifikátor kanálů v hash tabulce
aplikačního serveru může obsahovat nefunkční cestu na multimediální soubor, který
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mohl být například smazán. Veškeré části systému si tak budou myslet, že vše pro-
běhlo v pořádku, protože pro ně tomu tak bude obr. 8.8. Pouze klientská aplikace
obdrží neplatnou RTSP adresu na multimediální soubor a tak se bude pokoušet
kontaktovat mediální server, na kterém však bohužel daný soubor nebude nalezen.
Klient tedy bude čekat dokud se soubor nezačne načítat a jedinou ochranou je kon-
trola cest u jednotlivých indentifikátorů kanálu na aplikačním serveru, pokud se
podobný problém vyskytne.
Obr. 8.6: Výměna zprávy při úspěšném zřízení spojení.
Obr. 8.7: Zachycená výměna zpráv mezi klientem žádajícím o neexistující kanálem
a IMS systémem.
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Obr. 8.8: Zachycená výměna zprávy mezi klientem a IMS systémem, kde vše vypadá
na úspěšné předání RTSP adresy na multimediální soubor.
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9 NÁVRH LABORATORNÍ ÚLOHY
V rámci diplomové práce bylo za úkol navrhnout laboratorní úlohu pro IP Multime-
dia Subsystem. Navržená laboratorní úloha je uvedena příloze A. Časová náročnost
laboratorní úlohy je přibližně 70 minut a je koncipována tak, aby ji zvládli i méně
problematiky znalí studenti.
Pro laboratorní úlohu je potřeba jeden stolní počítač (případně výkonný note-
book), který zvládne provozovat šest virtualizovaných strojů. Proto je vhodné použít
počítač s alespoň následující konfigurací:
• Procesor - Intel Core i5-3350P
• Operační paměť - 8GB DDR 1600 MHz
• Grafická karta - integrovaná
• Síťová karta - 10/100/1000 Mb/s
• Pevný disk - kapacita 128 GB, 7200 RPM
Laboratorní úloha je navržena tak, aby nebylo potřeba příliš velké předchozí
přípravy. Na počítači, kde se bude laboratorní úloha vypracovávat, je nutné nain-
stalovat virtualizační software VirtualBox od společnosti Oracle. Vytvořit v něm
několik virtuálních strojů v počtu šesti kusů:
• 1x operační systém Windows 7 (název stroje WK)
• 1x operační systém Debian (název stroje MS)
• 3x operační systém Ubuntu (názvy strojů IMS, AS, LK)
• 1x operační systém WANem (název stroje WANem)
U všech virtualizovaných strojů nastavit síťovou kartu do režimu síťový most
a přidělit statické IP adresy dle vlastních požadavků. Ve všech operačních systé-
mech (kromě WANem) nastavit uživatelské jméno a heslo na "student". V operačním
systému Windows 7 je dále potřeba nainstalovat 32-bitovou verzi jazyka Java.
Obsah laboratorní úlohy je pak dále zaměřen na instalaci a konfiguraci jednot-
livých součástí celého IMS subsystému. Jedná se tedy o samotné jádro, aplikační
server, mediální server, klienty a emulátor sítě WAN. V několika úkolech si tak
studenti vyzkouší nainstalovat a nakofingurovat tyto systémy a také si otestují jak
může komunikaci mezi klientem a IMS subsystémem ovlivnit Internetové připojení
(pomoci emulátoru sítě WAN). Následně odpoví na několik otázek, na které by měli
po vypracování laboratorní úlohy znát odpověď.
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10 ZÁVĚR
Tato diplomová práce se zabývala stručným shrnutím historie vývoje mobilních te-
lekomunikačních sítí. V dalších kapitole je popsán systém Evolved Packet System
a subsystém IP Multimedia Subsystem. Kapitoly obsahují hlubší popis jednotlivých
systémů, jejich součásti a spolupráci. Dále pak je popsána stručná historie sub-
systému IMS a entity tohoto subsystému. Následující kapitola je zaměřena na popis
protokolů SIP, DIAMETER a RTP, které jsou poté použity v praktické části. Teore-
tická část se pak dále zabývá klíčovými výkonnostními indikátory a jejich význanem
v subsystému IMS.
Následuje popsání aplikačního serveru, jenž slouží jako jednoduchá služba IPTV
ve spojení s mediálním serverem. Navazující kapitola se zaobírá popisem a rozborem
virtualizovaného testovacího prostředí. Zde jsou popsány jednotlivé součásti systému
a jejich funkce.
Praktická část této diplomové práce je zaměřena na měření vybraných klíčo-
vých výkonnostních indikátorů a následnou analýzu provozu. Součástí je vytvoření
několika chybových stavů, které mohou velmi jednoduše nastat, a následný rozbor
řídicích protokolů, které ohlašují případné chyby.
Výsledkem práce je pak vytvořená laboratorní úloha pro studenty předmětu Ko-
munikační prostředky mobilních sítí na fakultě elektrotechniky a komunikačních
technologií VUT v Brně. Laboratorní úloha je vytvořena ve virtualizovaném pro-
středí a pro její aplikaci je potřeba pouze jeden výkonný počítač, jehož minimální
konfigurace je sepsána v kapitole Návrh laboratorní úlohy. Úloha byla vytvořena
na základě získaných zkušeností a znalostí při vypracovávání této diplomové práce
a je rozdělena do několika samostatných podúkolů. Ty jsou koncipovány tak, že je
dokáží vypracovat i méně problematiky znalí studenti.
Laboratorní úloha je v této diplomové práci umístěna jako příloha a studenti
se po jejím vypracování naučí nainstalovat a konfigurovat celý systém IMS. Dále si
vyzkouší emulaci sítí WAN a otestují případné chybové stavy. Na konci laboratorní
úlohy je pro studenty nachystáno několik kontrolních otázek, které ověří, zda po vy-
pracování úlohy dané problematice porozumněli.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AAA Authentication, Authorization and Accounting
AS Application Server
BGCF Gateway Control Function
CSCF Call Session Control Function
DBP Diameter Base Protokol
DA Diameter Application
e-UTRAN Evolved Universal Terrestrial Radio Access Network
EPC Evolved Packet Core
EPS Evolved Packet System
ETSI European Telecommunications Standards Institute
FDMA Frequency Division Multiple Access
GMM GPRS Mobility Management
GPRS General Packet Radio Service
GSM Global System for Mobile Communications
HSDPA High-Speed Downlink Packet Access
HSUPA High-Speed Uplink Packet Access
HSS Home Subscriber Server
IBCF Interconnection Border Control Function
IM Instant Messenger
IMS IP Multimedia Subsystem
IP Internet Protocol
KPI Key Performance Indicators
LRF Location Retrieval Function
LTE Long Term Evolution
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MGCF Media Gateway Control Function
MGW Server-Media Gateway
MME Mobility Management Entity
MRFC Multimedia Resource Function Controller
MRFP Multimedia Resource Function Processor
MSC Mobile Switching Centre
NAS Non-Access Stratum
NAT Network Address Translation
OFDMA Orthogonal Frequency Domain Multiple Access
PCFR Policy Control and Charging Function
PCG Packet Core Gateways
PDN GW Packet Data Network Gateway
PLMN Public Land Mobile Network
PSTN Public Switched Telephone Network
QoS Quality of Service
RNC Radio Network Controller
RRC Radio Resource Control
RTP Real-time Transport Protocol
RTCP RTP Control Protocol
RTSP Real Time Streaming Protocol
S-GW Serving Gateway
SAE System Architecture Evolution
SDP Session Description Protocol
SEG Security Gateway
SIP Session Initiation Protocol
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SLF Subscriber Location Function
SM Session Management
TCP Transmission Control Protocol
TrGW Transition Gateway
TS Time Slot
UDP User Datagram Protocol
UMTS Universal Mobile Telecommunications System
URI Uniform Resource Indetificator
VoIP Voice Over IP
WAN Wide Area Network
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CÍL ÚLOHY:  
Cílem laboratorní úlohy je seznámit studenta s IP Multimedia Subsystem (IMS), s principem 
fungování, instalací a základní konfigurací. Student se dále naučí nainstalovat aplikační server 
spolu s mediálním serverem a simulovat síť WAN pomoci emulovacího nástroje WANem.  
POŽADAVKY NA PRACOVIŠTĚ:  
Počítač s virtualizačním nástrojem Virtual Box; 3x virtualizovaný operační systém Ubuntu; 
virtualizovaný operační systém Debian; virtualizovaný operační systém Windows 7; emulační 
nástroj WANem. 
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Operační systémy v této laboratorní úloze jsou virtualizovány pomoci programu VirtualBox 
od společnosti Oracle. Jako síťové rozhraní používají eth0, které je v programu VirtualBox 
nastaveno na Síťový most. Proto se virtuální počítače tváří jakoby byly připojeny přímo do 
sítě, stejně jako kterýkoliv jiný počítač v laboratoři. Skrze toto rozhraní mohou tedy 
komunikovat mezi sebou a přistupovat k Internetu stejně jako ostatní počítače.  
Virtualizované stroje obsahují základní instalace vybraných operačních systémů a během 
provádění pokynů v laboratorní úloze bude vytvořeno spojení tak jak je vidět na obrázku.  
Přihlašovací údaje k operačním systémům jsou:  
 student/student (pokud vyučující nezvolí jinak). 
ÚKOLY:  
1. Seznámení se sse subsystémem IMS a fungováním jednotlivých protokolů/entit. 
2. Instalace a konfigurace IP Multimedia Subsystem. 
3. Instalace a konfigurace mediálního serveru. 
4. Instalace a konfigurace aplikačního serveru. 
5. Spuštění a konfigurace emulátoru WAN sítě. 
6. Instalace a konfigurace IMS klientů. 
7. Otestování provozu a vyzkoušení chybových stavů. 
TEORETICKÝ ÚVOD  
Teoretický úvod je uveden v kapitolách 3. a 4. 
PRAKTICKÁ ČÁST - REALIZACE 
ÚKOL Č. 2 - INSTALACE A KONFIGURACE IP MULTIMEDIA SUBSYSTEM 
Při instalaci a konfiguraci subsystému IMS je potřeba do systému doinstalovat určité balíky 
a také Javu ve verzi 6.26-3. Dále pak také funkci DNS serveru a MySQL databázi. Pracovní 
postup: 
• Spusťte virtualizovaný stroj nazvaný IMS a přihlaste se do systému Ubuntu 
pomoci výše uvedených přihlašovacích údajů. 
• Spusťte terminál a zadávejte všechny příkazy s právy administrátora (příkaz 
sudo). 
• Před instalací samotného IMS je potřeba doinstalovat dodatečné funkce 
a balíky. Zadejte tedy do terminálu příkaz: 
sudo apt-get install ant bind bison flex  libcurl4openssldev libmysqlclient15-dev libxml2-




• Pomoci tohoto příkazu se nainstaluje správce zdrojových kódů balíků, DNS 
server, MSQL databáze (heslo při instalaci lze zvolit vlastní) a také grafický 
správce DNS záznamů. 
• Jako další je potřeba doinstalovat podporu pro jazyk JAVA ve verzi 6.26-3. 
Z adresy [6] stáhněte následující balíky (s příponou .deb): 
o sun-java6-bin 6.26-3 
o sun-java6-jre 6.26-3 
o sun-java6-jdk 6.26-3 
o sun-java6-source 6.26-3 
o sun-java6-fonts 6.26-3 
o sun-java6-plugin 6.26-3 
o sun-java6-javadb 6.26-3 
• Tyto balíky následně nainstalujte v pořadí, jak jsou vypsány výše a to příkazem: 
dpkg -i název balíku 
• Nyní je potřeba vytvořit adresáře pro subsystém IMS a to provedením 
následujících příkazů, které upraví i potřebná práva: 
sudo mkdir /opt/OpenIMSCore/ 




• Následně se do těchto adresářů stáhne Open IMS Core, tedy subsystém IMS, 
v nejnovější verzi: 
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/ser_ims/trunk ser_ims 
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/FHoSS/trunk FHoSS 
• Dalším krokem je sestavení databáze MySQL pro IMS prvky: 
mysql -uroot -p < ser_ims/cfg/icscf.sql 
mysql -uroot -p < FHoSS/scripts/hss_db.sql 
mysql -uroot -p < FHoSS/scripts/userdata.sql 
• Nyní již zbývá jen celý systém zkompilovat. V adresáři 
/opt/OpenIMSCore/ser_ims zadejte příkaz: 
sudo make install-libs all 
• V adresáři /opt/OpenIMSCore/FHoSS pak příkazy: 
export JAVA_HOME=/usr/lib/jvm/java-6-sun 
ant compile deploy 
• Následně je potřeba nastavit DNS na klientovi. Otevřete tedy soubor 
/etc/dhcp/dhclient.conf a odkomentujte řádek prepend domain_name_servers 
127.0.0.1; 
• Jako další editujte soubor /etc/NetworkManager/NetworkManager.conf 
a zakomentujte řádek dns=dnsmasq. Následně pak restartujte síťového 
manažera příkazem: 




• Dále je potřeba nastavit samotný DNS server. To se provede skrze webové 
rozhraní, takže přejděte na adresu https://localhost:10000. Účet pro přihlášení 
je stejný jako ten do OS Ubuntu. Pod záložkou Servers/BIND DNS Server v sekci 
Existing DNS Zones je třeba vytvořit novou zónu (Create master zone), s kterou 
pak bude celý systém IMS komunikovat. Do této nové zóny je potřeba přidat 
obsah souboru open-ims.dnszone, který je k nalezení v adresáři se soubory pro 
IMS (/opt/OpenIMSCore/ser_ims/cfg/). Po překopírování je nutné provést 
úpravy ve změně IP adresy na IP DNS serveru (zjistíte příkazem ifconfig). 
• Posledním krokem v konfiguraci DNS je restartování programu Bind, čímž 
vejdou v platnost provedené změny: 
sudo /etc/init.d/bind9 restart 
• Před spuštěním systému je potřeba konfigurační soubory nakopírovat do složky 
OpenIMSCore: 
cp /opt/OpenIMSCore/ser_ims/cfg/* /opt/OpenIMSCore/ 
• Nyní je možné spustit IMS subsystém. Jednotlivé entity je potřeba spouštět 
v určitém pořadí a každou entitu spustit v novém terminálu (zkratka 
CTRL+SHIFT+T). Z adresáře /opt/OpenIMSCore/ spusťte následující entity (každá 




• Následně přejděte do adresáře FHoSS/deploy/ a spusťte v novém terminálu HSS 
server: 
./startup.sh 
ÚKOL Č. 3 - INSTALACE A KONFIGURACE MEDIÁLNÍHO SERVERU 
Mediální server je realizován pomoci programu Darwin Streaming Server, který je však nutné 
pro používání zkompilovat a aplikovat patche. 
• Spusťte virtualizovaný stroj nazvaný MS a přihlaste se do systému Debian 
pomoci výše uvedených přihlašovacích údajů. 
• Spusťte terminál a zadávejte všechny příkazy s právy administrátora (příkaz 
sudo). 
• Nejdříve je potřeba nainstalovat potřebné balíky k instalaci DSS: 
sudo apt-get install build-essential wget unzip 
• DSS vyžaduje vlastního uživatele, takže je potřeba vytvořit nový uživatelský účet 
bez domovského adresáře (jméno a heslo qtss) a také uživatelskou skupinu: 
sudo addgroup --system qtss  
sudo adduser --system --no-create-home --ingroup qtss qtss 
• Kromě uživatelského účtu je vhodné vytvořit i adresář pro stažení a kompilaci 
DSS: 
mkdir /usr/local/src/DSS 




• Nyní je nutné stáhnout a rozbalit soubory DSS, to provedete následujícími 
příkazy: 
wget http://dss.macosforge.org/downloads/DarwinStreamingSrvr6.0.3-Source.tar  
tar xvf DarwinStreamingSrvr6.0.3-Source.tar 
• Na DSS je potřeba aplikovat opravné aktualizace, které stáhnete a následně 
aplikujete následujícími příkazy: 
wget http://public.itmatrix.eu/Darwin_Streamer_6.0.3/Darwin_6.0.3_patches.zip 
unzip Darwin_6.0.3_patches.zip  
patch -p0 < Patches/dss-6.0.3.patch  
patch -p0 < Patches/dss-hh-20080728-1.patch 
• Nyní je potřeba DSS zkompilovat souborem .Buildit, který je umístěný v adresáři 
s DSS: 
cd DarwinStreamingSrvr6.0.3-Source  
./Buildit 
• Teď již stačí DSS nainstalovat následujícím příkazem. Při instalaci budete vyzváni 
k zadání administrátorských údajů: 
./Install 
• Jakmile skončí instalace, je možné skrze webové rozhraní na adrese 
http://localhost:1220 (jméno a heslo pro přístup bylo vytvořeno při instalaci 
DSS) editovat parametry DSS. Například změnit adresář pro multimediální 
soubory anebo povolení přístupu k multimediálním souborům skrze HTTP (port 
80). Povolení portu 80 je poslední krok v tomto úkolu. 
ÚKOL Č. 4 - INSTALACE A KONFIGURACE APLIKAČNÍHO SERVERU 
V tomto úkolu využijete znalosti nabyté z předchozích úloh, jako jsou příkazy pro instalaci 
balíků nebo editace textových souborů. 
• Spusťte virtualizovaný stroj nazvaný AS a přihlaste se do systému Ubuntu 
pomoci výše uvedených přihlašovacích údajů. 
• Spusťte terminál a zadávejte všechny příkazy s právy administrátora (příkaz 
sudo). 
• Před samotnou instalací aplikačního serveru je potřeba doinstalovat několik 
balíků (pomoci znalostí získaných z předchozího úkolu je nainstalujte): 
- libosip (verze 2.2.3) 
- libeXosip (verze 2.2.3) 
- libosip-dev 
- libexosip-dev 
• Z odkazu [7] stáhněte soubor uctiptv_advanced1.0.0.deb (znalostí získaných 
z předchozího úkolu jej nainstalujte). 
• Nyní následuje konfigurace HSS serveru tak, aby předával žádosti aplikačnímu 
serveru. Přejděte tedy nyní zpět do virtuálního stroje IMS a zadejte webovou 




místo localhost Vámi zjištěnou IP adresu počítače). Přihlaste se pomocí 
následujících údajů: 
- jméno/heslo: hssAdmin/hss 
• Pomoci webového rozhraní vytvořte nový aplikační server (Services/Application 
Servers - Create), spouštěcí podmínku (Trigger Point), filtrovací kritéria 
(iFC a Sh-iFC) a profil služby (Service Profile). Údaje vyplňte stejně, jako je 
uvedeno na obrázcích níže: 
• APPLICATION SERVER:  
 
 






 INITIAL FILTER CRITERIA: 
 
 SHARED IFC SETS: 
 
 





 Posledním krokem před spuštěním AS je konfigurace vytvoření XML souboru 
s klíčovými identifikátory kanálů, které jsou předávány IMS subsystému 
a následně klientovi. Díky tomu tak klient při požadavku na IPTV kanál získá RTSP 
adresu s multimediálním souborem. 
 UCT IPTV Advance automaticky generuje výchozí soubor XML. Přejděte tedy 
do adresáře /usr/share/uctiptv_advanced a zeditujte soubor key_value_file. 




  <key>channel1</key> 
  <value>rtsp://192.168.1.12:80/sample_h264_1mbit.mp4</value> 
 </key-value_pair> 
 <key-value_pair> 
  <key>channel2</key> 
  <value>rtsp://192.168.1.12:80/sample_300kbits.mp4</value> 
 </key-value_pair> 
</key-value_pairs> 
 Nyní je již možné aplikační server spustit. V terminálu přejděte do adresáře s XML 
souborem a zadejte následující příkaz, kterým AS spustíte: 
uctiptv_as key_value_file 
ÚKOL Č. 5 - SPUŠTĚNÍ A KONFIGURACE EMULÁTORU WAN SÍTĚ 
Tento úkol je bez jakékoliv instalace, protože WANem je hotový a upravený operační systém. 
Stačí tedy nastavit vybrané parametry a testovat změny v IMS při různých problémech sítě. 
• Spusťte virtualizovaný stroj nazvaný WANem a počkejte, než se nastartuje. 
• Přejděte do sekce Advance, kde můžete měnit pokročilé parametry sítě. 
• Zadejte například ztrátu packetů na 20%, zpoždění na 150 ms a jitter na 50 ms. 
Vše potvrďte tlačítkem Apply settings. 
• Přes terminál si zjistěte a poznamejte IP adresu virtuálního stroje. 
ÚKOL Č. 6 - INSTALACE A KONFIGURACE IMS KLIENTŮ 
V této úloze nainstalujete dva různé IMS klienty. Jeden na operačním systému Ubuntu 
a druhé v operačním systému Windows 7. Instalace na Linuxu opět vyžaduje určité 
balíky navíc a následnou kompilaci klienta.  
Klient pro Linux - UCT IMS Client 
• Spusťte virtualizovaný stroj nazvaný LK a přihlaste se do systému Ubuntu 




• Spusťte terminál a zadávejte všechny příkazy s právy administrátora (příkaz 
sudo). 
















• Vytvořte adresář LinuxClient a stáhněte do něj nejnovější verzi UCT IMS Client, 
který naleznete na adrese [7]. 
• Přejděte do adresáře uctimsclient a zadejte příkaz: 
sudo make 
• Nyní již stačí UCT IMS Clienta spustit pomoci příkazu: 
./uctimsclient 
• Po spuštění klienta není potřeba nic měnit nebo nastavovat, tento klient je 
nastaven na výchozí hodnoty Open IMS Core systému. 
• Pomoci tohoto klienta se přihlašujte na účet Bob. 
• Pro využití emulátoru sítě WAN je potřeba zadat příkaz zajišťující směrování 
všech paketů přes virtuální stroj WANem: 
sudo route add -net 192.168.1.0 netmask 255.255.255.0 gw 192.168.1.20 dev eth0 
• V případě potřeby upravte IP adresu pro bránu (gw) na skutečnou IP adresu 
virtuálního stroje WANem. 
 
Klient pro Windows - myMONSTER-TCP 
• Nyní spusťte virtualizovaný stroj nazvaný WK a přihlaste se do systému Ubuntu 
pomoci výše uvedených přihlašovacích údajů. 
• Přejděte na odkaz [8] a stáhněte soubor s IMS klientem myMONSTER-TCS.Po 




• Stejně jako v případě postupu u klienta pro Linux, je potřeba nastavit směrování 
na virtuální stroj WANem. Zadejte zkratku cmd do pole Spustit (WIN+R). 
Následně pak do příkazového řádku zadejte příkaz: 
route ADD 192.168.1.0 MASK 255.255.255.0 192.168.1.20 
• V případě potřeby upravte poslední IP adresu (adresa brány) na skutečnou IP 
adresu virtuálního stroje WANem. 
• Klienta myMONSTER-TCS spustíte z nabídky Start. V případě, že se klient 
nespustí, nainstalujte nejnovější verzi 32-bitové Javy [9]. 
• Po spuštění klikněte na tlačítko Edit, čímž se dostanete do úprav nastavení 
parametrů klienta. 
• Přejděte do záložky IMS Network a upravte parametry podle následujícího 
obrázku: 
 
ÚKOL Č. 7 - OTESTOVÁNÍ PROVOZU A VYZKOUŠENÍ CHYBOVÝCH STAVŮ 
• Nyní si vyzkoušejte provoz v IMS. Vyzkoušejte si hovorové a textové služby mezi 
jednotlivými klienty. 
• Pomoci klienta pro Linux vyzkoušejte žádost odeslat žádost o multimediální 
soubor (například sip:channel1@iptv.open-ims.test). 
• Po odzkoušení různých funkcí subsystému IMS, nainstalujte do virtuálního stroje 
WK program Wireshark [10]. 
• Nyní vyzkoušejte pozměnit parametry sítě (špatná doména/IMPU/IMPI apod.) 
a v programu Wireshark zapněte zachytávání SIP paketů. Pozorujte jaké 
chybové hlášení se přenáší a odpovězte na otázky. 
• Vyzkoušejte si také nainstalovat program Wireshark na virtuálním stroji LK 





1. Kterou entitu kontaktuje IMS klient jako první? 
2. Pomoci kterého protokolu se přenáší multimediální soubor z MS? 
3. Jaká chybová zpráva je přenášena při špatně zadaném hesle a při špatně zadaném IMPU? 
4. Jaké chybové zprávy odesílá AS do subsystému IMS a subsystém IMS klientovi, při podání 
špatné žádosti o kanál? 
5. Jak ovlivňuje spojení/hovory/žádosti ztráta paketů a kdy již nebylo možné se do sítě přihlásit? 
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