Abstract. In this paper, we study the uniqueness problems on meromorphic function and its k th order derivative. The results in this paper improve the results given by K. W. Yu (On entire and meromorphic functions that share small functions with their derivatives, J. Inequal. Pure Appl. 
Introduction, definitions and results
By a meromorphic function we shall always mean a meromorphic function in the complex plane. Set E(a, f ) = {z : f (z) − a = 0} , where a zero point with multiplicity m is counted m times in the set. If these zeros points are only counted once, then we denote the set by E(a, f ). Let f and g be two nonconstant meromorphic functions. If E(a, f ) = E(a, g), then we say that f and g share the value a CM; if E(a, f ) = E(a, g), then we say that f and g share the value a IM. Let m be a positive integer or infinity and a ∈ C ∪ {∞} . We denote by E m) (a, f ) the set of all a -points of f with multiplicities not exceeding m, where an a -point is counted according to its multiplicity. Also we denote by E m) (a, f ) the set of distinct a -points of f with multiplicities not greater than m. We denote by N k) (r, 1/( f − a)) the counting function for zeros of f − a with multiplicity k , and by N k) (r, 1/( f − a)) the corresponding one for which multiplicity is not counted. Let N (k (r, 1/( f − a)) be the counting function for zeros of f − a with multiplicity at least k and N (k (r, 1/( f − a)) the corresponding one for which multiplicity is not counted. Set
By the above definition, we have r, a; f , g) ) be the counting function(reduced counting function) of all common zeros of f − a and g − a with the same multiplicities and N 0 (r, a; f , g) (N 0 (r, a; f , g)) be the counting function(reduced counting function) of all common zeros of f − a and g − a ignoring multiplicities. If
then we say that f and g share a "CM". On the other hand, if
then we say that f and g share a "IM". It is assumed that the reader is familiar with the notations of Nevanlinna theory, that can be found, for instance, in [7] and [15] . Denote 
In 1998, Gundersen and Yang [6] 
In 2006, Lin and Lin [10] introduced the following notion of weakly weighted sharing which is the generalization of the idea of weighted sharing introduced in [8] . 
then we say f and g weakly share a with weight k . Here we write f , g share "(a, k)" to mean that f , g weakly share a with weight k . Lin and Lin [10] improved Theorem C with the notion of weakly weighted sharing. 
Recently, A. Banerjee [2] introduced another sharing notion which is also a scaling between "IM" and "CM" but weaker than weakly weighted sharing. 
) * to mean that f and g share a with weight k in a relaxed manner. Now we state the main results of this paper.
THEOREM 1. Let f be a nonconstant meromorphic function, and let a be a small function of f such that a(z)
Let f be a nonconstant meromorphic function, and let a be a small function of f such that a(z) ≡ 0, ∞. If f and f (k) share (a, 2) * and 3δ 2+k (0,
If f is a nonconstant entire function, then Θ(∞, f ) = 1 . So we have the following results.
COROLLARY 1. Let f be a nonconstant entire function, and let a be a small function of f such that a(z)
≡ 0, ∞. If E 4) (a, f ) = E 4) (a, f (k) ) and E 2) (a, f ) = E 2) (a, f (k) ) and δ 2+k (0, f ) > 1 2 , then f ≡ f (k) .
COROLLARY 2. Let f be a nonconstant entire function, and let a be a small function of f such that a(z) ≡ 0, ∞. If f and f
REMARK. Corollary 1 and Corollary 2 improve Theorem A. Theorem 1 and Theorem 2 improve Theorem A-C and supplement Theorem D.
Some Lemmas
In this section, we present some lemmas which will be needed in the sequel. We will denote by H the following function: 
the same inequality holds for T (r, G). 
LEMMA 3. [10] Let f be a nonconstant meromorphic function and let k be a positive integer. Then
N 2 r, 1 f (k) N 2+k r, 1 f + kN(r, f ) + S(r, f ) , N 2 r, 1 f (k) T (r, f (k) ) − T (r, f ) + N 2+k r, 1 f + S(r, f ) .(p + n)T (r, f ) (p + n)N r, 1 f + N r, 1 ψ − b + N r, 1 ψ − c −N(r, f ) − N r, 1 ψ + S(r, f ) .
LEMMA 5. [17] Let f be a nonconstant meromorphic function, k be a positive integer, then
where N p r,
denotes the counting function of the zeros of f (k) where a zero of multiplicity m is counted m times if m p and p times if m
> p. Clearly N r, 1 f (k) = N 1 r, 1 f (k) .
Proof of Theorem 1
Then it is easy to verify E 4) (1, F) = E 4) (1, G) and E 2) (1, F) = E 2) (1, G). Let H be defined as above. Suppose that H ≡ 0 . It follows from Lemma 1 that
Using Lemma 3, we have
that is,
It follows that 2δ 2+k (0, f ) + (
It follows that
where A( = 0) and B are constants. Therefore,
Now we distinguish the following two cases.
By the Second Fundamental Theorem, we have
and so
It follows that 2δ 2+k (0, f )+Θ(∞, f ) 2 , which contradicts 2δ 2+k (0, f )+(
Similar to the arguments in the above, we also have a contradiction.
Case 2. Suppose that B = −1.
If A + 1 = 0 . Then from (6), we have
Similar to the arguments in Case 1, we can get a contradiction. Therefore, A + 1 = 0, then from (6), we have FG ≡ 1. From (1), we have
In the following, we distinguish two subcases.
(a) If f is a rational function, then a becomes a nonzero constant since a is a small function of f and a(z) ≡ 0, ∞. If z 0 is a zero of f , z 0 must be a pole of f (k) by (13) . This is a contradiction. So f have no zero. Similarly f have no pole. Since f is nonconstant, this is a contradiction.
(b) If f is transcendental then by Lemma 4 and (13), we get
This is a contradiction.
Case 3. Suppose that B = 0.
If A − 1 = 0 , then from (6), we have
Similar to the arguments in Case 1, we also have a contradiction. Therefore, A − 1 = 0. From (6), we have F ≡ G, this implies f ≡ f (k) . This completes the proof of Theorem 1.
Proof of Theorem 2
Let
Then it is easy to verify F and G share (1, 2) * . Let H be defined as above. Suppose that H ≡ 0 . It follows from Lemma 2 that 
(r, G) + S(r, F) + S(r, G) .
that is, T (r, f ) 3N k+2 r, 1 f + (k + 5)N(r, f ) + S(r, f ) .
It follows that 3δ 2+k (0, f ) + (k + 5)Θ(∞, f ) k + 7 , which contradicts 3δ 2+k (0, f ) + (k + 5)Θ(∞, f ) > k + 7 . Therefore H ≡ 0 . Similar to the arguments in Theorem 1, we see that Theorem 2 holds.
