. Grace Hopper at the blackboard with students, 1957.
retired from the Navy as a Rear Admiral, at 79 years old, she was the oldest active-duty officer in the entire armed forces. She has been widely lauded for these accomplishments. Named in her honor are: a Naval guided missile destroyer warship; a super computer at the National Energy Research Scientific Computing Center; several buildings and a bridge on Naval bases; a park in Arlington, Virginia; a major yearly convention for women in computer science and technology; several prizes, including an early career award from the Association for Computing Machinery; and a recently renamed residential college at Yale University, among others. Her inspiring story has been the subject of many books and several upcoming film projects.
However, what is often overlooked in accounts of Hopper's life and work is her mathematical legacy. The results of her 1934 Yale PhD thesis advised by Øystein Ore (which are detailed in the section "Thesis Work") are never mentioned. Incorrect characterizations of her graduate work abound; her PhD is routinely cited as being in "mathematics and physics" or "mathematical physics" or "under computer pioneer Howard Engstrom." Her training in pure mathematics and her identity as a mathematician are often minimized or treated as a kind of incongruous early chapter in the story of the "Queen of Code."
But Grace Hopper was most certainly a mathematician. Asked in an interview [30, p. 7] later in her career what she would consider herself, she immediately replied: "Mathematician." Then adding wryly: "A rather degraded one now, because I deal with actual digits instead of letters and formulas." Her broad and rigorous mathematical education constituted what she called her "basic thinking." She was, once and forever, a mathematician: "I've been called an engineer, a programmer, systems analyst and everything under the sun but I still think my basic training is mathematics." For the first time, using archival material from Yale University's collections, this article will attempt to illuminate Hopper's foundational mathematical training as well as the specific contributions of her thesis research.
Academic Training
As both an undergraduate and a graduate student, Grace Hopper pursued a mathematical education. In 1928, she earned her BA from Vassar College, with her coursework primarily in mathematics, and secondarily split between economics and physics. She then enrolled as a graduate student in the Department of Mathematics at Yale University, receiving her MA in 1930 with a thesis titled On Cartesian Ovals and her PhD in 1934 with a dissertation titled New Types of Irreducibility Criteria. Hopper took courses in a wide variety of fields, as her graduate transcript reveals (see Figure 5 ). Her PhD advisor was Norwegian algebraist Øystein Ore, who had recently been recruited to Yale and "breathed new life into an aging department" [32, p. 10] . Notable on Hopper's transcript are Ore's courses on Algebraic Numbers, which had never been offered until his arrival the previous year [32, p. 10] . Hopper was awarded numerous prestigious dissertation fellowships during her years at Yale and was one of the first dozen women (going back to 1895) to earn doctoral degrees in mathematics from the university, see [16] . (1906) (1907) (1908) , and Gertrude Smith (1874-1965), whom Hopper declared "taught the best calculus anybody ever taught" [30, p. 21] . At Yale, she was influenced by James P. Pierpont (1866-1938) and was a close contemporary of Howard Engstrom (1902 Engstrom ( -1962 , who received his PhD under Ore in 1929, five years before Hopper, and who eventually returned to Yale to take up a faculty position. In 1941, Engstrom joined the Navy and did foundational work in cryptography; later, he became a deputy director of the National Security Agency, see [12] .
Engstrom encouraged several mathematicians, including Hopper and the famous group theorist Marshall Hall, Jr., to join Naval intelligence during World War II. Hall, who received his PhD under Ore in 1936, recalls that while Ore was his "nominal" advisor, he received "far more help and direction" from Engstrom, see [18] . In interviews over the years, Hopper As a junior faculty member at Vassar, Hopper was given "all the courses nobody else wanted to teach." But she was such an innovative teacher that classes like technical drawing, trigonometry, calculus, probability, and finite difference method for numerical solutions of differential equations were suddenly popular [30, pp. 16-21] . On top of her demanding teaching schedule of five or six courses, she also audited two courses per year, including basic astronomy, statistical astronomy, geology, philosophy, bacteriology, biology, zoology, plant horticulture, chemistry, physics, economics, and architecture. She also took a course on cryptography sponsored by the Navy [30, p. 27] .
Later in life, Hopper would reflect on the "inestimable value" of her broad education as she shaped the new field of computers [30, p. 17] . For example, it was in a chemistry course when she learned the essential concepts of roundoff and truncation errors [27, p. 46] . Her years teaching technical drawing courses enabled her to invent a new method for diagramming the relay timing and associated circuitry (see Figure 6 ) for the Mark I (formally known as the Automatic Sequence Controlled Calculator) control manual [22] , see [30, pp. 32-33] . Hopper summed it up quite neatly in a 1986 interview on The Late Show with David Letterman [21] . During a discussion of her Mark I days, Letterman asked, "Now, how did you know so much about computers then?" "I didn't," Hopper immediately replied, with some bemusement. "It was the first one."
But arguably, it was studying and teaching mathematics -thinking about symbolic language and how to communicate meaning with symbols-that was most pivotal in Hopper's early work on computers. Her invention of various types of early compilers enabled the translation of mathematical statements or English words into computer code. Manipulating symbols was fine for mathematicians but it was no good for data processors who were not symbol manipulators. Very few people are really symbol manipulators. If they are they become professional mathematicians, not data processors. It's much easier for most people to write an English statement than it is to use symbols. So I decided data processors ought to be able to write their programs in English, and the computers would translate them into machine code. [13, p. 3] One of Hopper's most academically rewarding experiences was taking courses from Richard Courant at New York University in 1941-1942, during her half-time leave funded by a Vassar Faculty Fellowship. Hopper found Courant to be "one of the most delightful people to study with I've ever known in my life." It was, she recalled, "a perfectly gorgeous year. Of course, he scolded me at intervals, just as all of the others did because I kept doing unorthodox things and wanting to tackle unorthodox problems" [30, p. 28] . While there, she studied calculus of variations, differential geometry, and perhaps most fortuitously, she took a government-sponsored defense training course on methods of solutions to partial differential equations involving finite differences taught by Courant, see [30, p. 24] . Hopper later learned that her involvement in this course was in her Navy file and was one of the determining factors in her initial assignment: to program Harvard's Mark I, implementing calculations for the war effort including some for John von Neumann's work on the Manhattan Project.
The attack on Pearl Harbor, which took place during her year studying with Courant, forever changed the direction of Hopper's life. Her great grandfather had been in the Navy, and by the summer of 1942, many of Hopper's family members were joining the armed services: her husband (from whom she was already separated) and brother volunteered for the draft; her female cousins joined through the Women's Army Corps (WAC) and the Navy's Women Accepted for Volunteer Emergency Service (WAVES) program; her mother served on the Ration Board; and her retired father went back to work and served on the local Draft Board, see [47, p. 20] . Hopper was eager to enlist in the Navy, but was rejected when she failed to meet the minimum weight requirement for her height and was considered too old for enlistment. In the meantime, she taught an accelerated summer calculus course at Barnard College for women training for war-related posts. But her profession was also an impediment.
Mathematicians were [in] an essential industry and you could not leave your job to go in the services without permission [from both the Navy and one's employer]. You couldn't even transfer jobs without permission... And I was beginning to feel pretty isolated sitting up there, the comfortable college professor-all I was doing was more teaching, and I wanted very badly to get in and so I finally gave Vassar an ultimatum that if they wouldn't release me I would stay out of work for six months because I was going into the Navy, period. [30, p. 25] Eventually, she obtained a waiver for the weight requirement and a leave of absence from Vassar, and trained at the Naval Reserve Midshipmen's School at Smith College in Northampton, Massachusetts in the spring of 1944. After graduating first in her class, she was commissioned lieutenant junior grade.
On July 2, 1944, Hopper reported for duty at the Bureau of Ships Computation Project at Harvard under the command of Howard Aiken, and began work on the Mark I. Aside from programming the Mark I, and its successor, the Mark II, she was assigned the job of compiling notes about the operation of the Mark I into a book [22] . Hopper 
Thesis Work
Grace Hopper's PhD thesis work with Øystein Ore concerned irreducibility criteria for univariate polynomials over the field of rational numbers. Though her work was never published, it was presented to an American Mathematical Society meeting on March 30, 1934 in New York with an abstract appearing in the Bulletin of the AMS [20] . The only apparent extant text of her thesis [19] remains in Yale's archives, and a detailed account of her mathematical work has never before appeared in the literature.
In this section, we provide an explanation of Grace Hopper's thesis work, the central theme of which concerns necessary conditions for the irreducibility of univariate polynomials with rational coefficients based on their Newton polygons, see the subsection "Irreducibility via Newton polygons." The connection between the decomposability of polynomials and the slopes of their Newton polygons was initiated at the turn of the twentieth century by Dumas [10] , with further refinements by Kürschak [26] , Ore [35] , and Rella [41] .
Irreducibility of polynomials. A nonconstant polynomial
whose coefficients 0 , … , are rational numbers is called irreducible if there is no way to write ( ) as a product ( ) = ( )ℎ( ) where ( ) and ℎ( ) are themselves nonconstant polynomials with rational coefficients. The study of irreducible polynomials is one of the foundations of modern field theory and often involves quite a bit of number theory as well.
For example, that 2 − 2 is irreducible is equivalent to the classical fact that √2 is irrational. More generally, a quadratic polynomial
+ +
is irreducible if and only if its discriminant 2 −4 , which appears in the quadratic formula, is not a square.
When is an odd prime number, that the cyclotomic polynomial
is irreducible was first proved by Gauss in Disquisitiones Arithmeticae and is related to the arithmetic of the th roots of unity 2 / and the (non-)constructibility of the regular -gon with compass and straightedge.
In 1929, Schur [44] proved that for ≥ 1, the truncated exponential series
is irreducible with an argument that used a generalization of Bertrand's Postulate, whose original statement-that for any positive integer there exists a prime number such that < ≤ 2 -was conjectured by Bertrand and proved by Chebyshev. This result, and its generalizations, implies the irreducibility of various families of orthogonal polynomials, such as those of Laguerre and Hermite type, see [9, §4] .
Several standard methods for testing irreducibility are taught in a basic course on field and Galois theory. The most elementary are reduction modulo a prime number and the "rational root test." A more powerful, and yet easy to use, tool is Eisenstein's criterion: assuming that ( ) has integer coefficients, if for some prime number , the coefficients satisfy | for all ≠ , as well as ∤ and 2 ∤ 0 , then ( ) is irreducible. In fact, a statement equivalent to Eisenstein's Criterion was first proved by Schönemann [43] in a 1846 paper that Eisenstein even cites in his own paper [11] in 1850, hence the criterion was often called the Schönemann-Eisenstein theorem in literature from the early twentieth century, see [5] for a discussion.
Irreducibility via Newton polygons.
In the late nineteenth century and early twentieth century, various generalizations of the Eisenstein criterion, depending on the divisibility properties of the coefficients of ( ), appeared in work of Königsberger, Netto, Bauer, Perron, Ore, and Kahan. Finally, these were all mostly subsumed by an observation of Dumas [10] , that such criteria could be rephrased in terms of the irreducibility of the Newton polygon associated to ( ). This history is very well summarized in the historical introduction to Hopper's thesis [19, Chapter I] and in Dorwart's survery article [9] .
Given a prime number , we consider the -adic valuation on ℚ. The Newton polygon ( ) of the polynomial ( ) = ∑ ∈ ℚ[ ] with respect to is the lower convex hull of the points ( , ( )) in ℝ 2 . We assume that 0 ≠ 0. If = 0 for some ≥ 0 then by definition ( ) = +∞, hence for the purposes of taking the lower convex hull, we can ignore such zero coefficients. Intuitively, we can imagine a large rubber band surrounding these points in ℝ 2 , which each have small nails sticking up from them; as we stretch the rubber band up toward +∞, we obtain the Newton polygon as the lower sequence of line segments formed by the stretched rubber band.
The central insight of Dumas [10, p. 217 ] is that the Newton polygon ( ⋅ ℎ) of the product of polynomials ( ) and ℎ( ) is formed by composing the line segments of the Newton polygons ( ) and (ℎ) in order of increasing slope, an operation that we could denote ( ) ∘ (ℎ) and call the Dumas sum. This was generalized in [3] and [6] , and by many later authors, including to the more general context of (multivariate) polynomials over valued fields.
If the projections to the -and -axes of the line segments of the Newton polygon of ( ) are denoted 1 , … , and 1 , … , , respectively, we denote by = gcd( , ) and write = . Then Dumas [10, p. 237 ] deduces a general irreducibility criterion: ( ) can only have factors 
Archimedean Newton polygon.
A completely different type of irreducibility criterion depending on the relative magnitudes of the absolute values of the coefficients was introduced by Perron [40] . (We now assume that ( ) is a monic polynomial with coefficients in ℤ.) These criteria depend on the following simple observation: if − 1 of the (complex) roots of ( ) have absolute value < 1, then ( ) is irreducible. Indeed, if ( ) has a nonconstant factor (which by Gauss's Lemma can be taken to be monic with integer coefficients), then all of its roots will have absolute value < 1, but their product is the (integral) constant term, a contradiction. The resulting irreducibility criterion is, letting = | 0 |+⋯+| −1 |+1: if the coefficients satisfy | −1 | > 1 2 , then ( ) is irreducible. There is a similar criterion if all but a pair of complex conjugate roots have absolute value < 1.
To take into account the relative magnitudes of the coefficients, Hopper [19, Chapter III] considers an Archimedean Newton polygon associated to a polynomial ( ) with complex coefficients. Define ∞ ( ) to be the lower convex hull of the set of points ( , − log | |) in ℝ 2 . As before, if = 0 for some 0 < < , then − log | | = +∞, so can be ignored for the purposes of taking the lower convex hull. (In fact, Hopper defines the mirror image of this polygon.) This is a natural generalization of the Newton polygon with respect to a prime considered above. Indeed, the negative absolute logarithm can be considered as an Archimedean analogue of a valuation; writing ∞ ( ) = − log | |, then | | = − ∞ ( ) is in analogy with the nonArchimedean -adic absolute value | | = − ( ) . Later in the twentieth century, the Archimedean Newton polygon was, in various guises, used in a variety of contexts, including: by Khovansky [25] (cf. [42] ) in an algebraic reformulation of his study of exponential equations and eventually for combinatorial invariants attached to divisors on algebraic varieties; by Mueller and Schmidt [33] , [34] for bounding the number of solutions to Thue equations; and by Passare and his collaborators (see e.g., [38] , [37, §2.1], [1] ) and Mikhalkin (see e.g., [39] ) in the theory of amoebas and in tropical geometry. The genesis of the Archimedean Newton polygon going back to Hadamard, as well as most of these later uses, stems from the fact that its geometry is related to the absolute values of the roots of the polynomial. 
for all ∈ [0, ].
More precisely, Hopper establishes an upper bound, as in Theorem 1, that depends on the sharpness of the bends in ∞ ( ) ∘ ∞ (ℎ), defined as the (exponential of the) ratio of slopes of consecutive sides. Near very sharp bends, the two polygons are very close; the careful analysis [19, Chapter III, §5] of bends with small sharpness gives the upper bound. She remarks that the "result can however probably be considerably improved upon" due to certain estimates employed in the proof [19, p. 38] .
The Newton-Hopper polygon. In [19, Chapter II, §2], Hopper introduces a new construction of a convex polygon associated to a monic polynomial with integer coefficients that takes into account both the divisibility (with respect to a fixed prime ) and the magnitudes of the coefficients. We call this the Newton-Hopper polygon ( ) associated to ( ) = ∑ ∈ ℤ[ ]. It is defined by writing ( ) = ∑ ∑ where ≠ 0 and satisfy − < < , and then taking the convex hull of the points ( , ) in ℝ 2 . This construction yields a convex polygon whose "lower half" is ( ) and whose "upper half" is the upper convex hull of the points ( , ⌊log | |⌋), so that the upper half is approximately − ∞ ( ). The analogous bounds in Theorem 1 hold for the upper half of the Newton-Hopper polygon of a product.
Hopper's strategy [19, Chapter IV] is then to start with a polynomial ( ) ∈ ℤ[ ], plot ( ) (in black ink), and then plot (in red and blue ink) the limits of the upper and lower bounds in Theorem 1 away from ( ). Finally, if one can verify that each possible polygon within the region bounded between the (red and blue) limits cannot be decomposed as a Dumas sum of Newton-Hopper polygons (where we formally apply Dumas composition to the upper half and lower half separately) of lower degrees, then ( ) must be irreducible. This observation provides new irreducibility criteria that simultaneously generalize those depending on the divisibility and the magnitudes of the coefficients.
Hopper then proceeds with a careful analysis of various general situations in which this occurs, and then produces families of sparse polynomials that satisfy these criteria. Some of her families in [19, Chapter IV, §5 ] cannot be proven to be irreducible solely using either divisibility properties or relative magnitude properties of the coefficients on their own. For example, the polynomial
for any prime > 3 ⋅ 2 49/4 > 14, 612 (e.g., = 14, 621 is the first such prime), is irreducible. Similarly, the polynomial
for any > 3⋅2 81/4 > 3, 740, 922 (e.g., = 3, 740, 923 is the first such prime) is irreducible, see Figure 11 . For all primes below these bounds, a computer algebra system can verify the irreducibility of the above polynomials. Also, the following infinite family of polynomials where ≥ 3, ≥ 3, 0 < < 2( −2) , ∤ , 0 < < , and This book originates from a series of 10 lectures given by Michel Brion at the Chennai Mathematical Institute during January 2011. The book presents Chevalley's theorem on the structure of connected algebraic groups, over algebraically closed fields, as the starting point of various other structure results developed in the recent past.
Chevalley's structure theorem states that any connected algebraic group over an algebraically closed field is an extension of an abelian variety by a connected affine algebraic group. This theorem forms the foundation for the classification of anti-affine groups which plays a central role in the development of the structure theory of homogeneous bundles over abelian varieties and for the classification of complete homogeneous varieties. All these results are presented in this book. Titles published by the Hindustan Book Agency (New Delhi, India) include studies in advanced mathematics, monographs, lecture notes, and/or conference proceedings on current topics of interest.
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