We present a derivative free method of fourth order convergence for solving systems of nonlinear equations. The method consists of two steps of which first step is the well-known Traub's method. First-order divided difference operator for functions of several variables and direct computation by Taylor's expansion are used to prove the local convergence order. Computational efficiency of new method in its general form is discussed and is compared with existing methods of similar nature. It is proved that for large systems the new method is more efficient. Some numerical tests are performed to compare proposed method with existing methods and to confirm the theoretical results.
INTRODUCTION
The problem of finding solutions of the system of nonlinear equations F (x) = 0, where F : D → D, D is an open convex domain in R m , by iterative methods is an important and interesting task in numerical analysis and applied scientific branches. One of the basic procedures for solving nonlinear equations, is the quadratically convergent Newton's method (see [8, 10] ),
where [F (x)]
−1 is the inverse of first Fréchet derivative F (x) of the function F (x). In many practical situations it is preferable to avoid the calculation of derivative F (x) of the function F (x). In such situations a method that uses only the computed values of F (x) is more appropriate. For example, a basic derivative free iterative method is the Traub's method [20] , which also converges quadratically and follows the scheme (1)
where [w
−1 is the inverse of the first order divided difference [w
of F and w (k) = x (k) + βF (x (k) ), β is an arbitrary non-zero constant. Here, M p,i is used for denoting i th method of convergence order p. For β = 1 the scheme (1) reduces to the well-known Steffensen's method [19] .
To solve a scalar equation f (x) = 0, many higher order efficient methods have been proposed in literature which do not involve derivative of the function f (x), see [3, 9, 12, 13, 14, 15, 17, 18, 21, 23] and references therein. However, for systems of nonlinear equations higher order derivative free methods are very rare in literature. Recently, based on Steffensen's scheme, i.e. when β = 1 in (1), a family of seventh order methods has been proposed in [21] . Some important methods of this family are
and
These algorithms are notable not only for their simple structure but also their efficiency. The fourth order scheme M 4,1 (x (k) , y (k) ) is the generalization of the method proposed by Ren et al. [17] whereas M 4,2 (x (k) , y (k) ) is the generalization of the method by Liu et al. [9] .
In this paper, our aim is to develop a derivative free method with higher convergence order and minimum computational cost. In order to achieve this goal, we here propose a method with fourth order of convergence by considering the structure of the scheme in such a way that it utilizes as minimum number of function evaluations as possible so that it may have low computational cost. Thus, we show that the present method is more efficient than existing derivative free methods, particularly for larger systems.
Rest of the paper is organized as follows. In section 2, the fourth order scheme is developed and its convergence analysis is studied. In section 3, the computational efficiency of new method is discussed and is compared with the methods which lie in the same category. Various numerical examples are considered in section 4 to show the consistent convergence behavior of the method and to verify the theoretical results. Section 5 contains the concluding remarks.
DEVELOPMENT OF THE METHOD
As stated above an efficient iterative method is one which possesses a higher convergence order with minimum computational cost. The most obvious barrier in the development of an efficient iterative scheme for solving systems of nonlinear equations is the evaluation of inverse of a matrix since it requires a lengthy and cumbersome computational work. Therefore, while constructing a numerical algorithm it will be more appropriate if the number of matrix inversions is as small as possible. Keeping this in mind we consider the following scheme:
where M 2,1 (x (k) ) is the iterative scheme defined by (1), I is the identity matrix and a, b, c are some parameters to be determined.
In order to find the convergence order of scheme (4) we first define the divided difference operator for multivariable function F (see [5] ). The divided difference operator of F is a mapping [·,
Expanding F (x + th) in Taylor series around the point x and integrating, we have
where
) and its first three derivatives around α, we have
We can now analyze the behavior of the scheme (4) 
and then using (8)- (10), we have
. Thus, from the equation above it follows that
where X 2 and X 3 satisfy the definition
Solving the system (13), we get
Thus, we find
The first step of (4), using (7) and (14) to requisite terms, yields
An efficient derivative free iterative method. . .
Employing (6) for
Similarly, for
Then, from Eqs. (14), (16) and (17) aI
Substituting (19) and Taylor series of F (y (k) ) in the second step of (4), then using (15), we obtain
where B 1 = a + b + c − 1, B 2 = 2a + 3b + 3c, B 3 = 3a + 5b + 4c, B 4 = a + 2b + c, B 5 = 3a + 5b + 5c, B 6 = 6a + 11b + 9c, B 7 = 4a + 8b + 5c, B 8 = a + 2b + 2c, B 9 = 5a + 11b + 9c, B 10 = 6a + 15b + 9c and B 11 = a + 3b + c.
Our aim is to find values of the parameters a, b and c in such a way that the proposed iterative scheme (4) may produce order of convergence as high as possible. Thus, it will suffice to equate the coefficients B i (i = 1 to 3) to zero. Thus, solving a + b + c = 1, 2a + 3b + 3c = 0, 3a + 5b + 4c = 0, we get a = 3, b = −1, c = −1. This set of values also satisfies B 4 = 0. Therefore, the error equation (20) reduces to
This completes the proof of theorem 1. Finally, the fourth order scheme (4) is given by
COMPUTATIONAL EFFICIENCY
To obtain an estimation of the efficiency of proposed method we use the efficiency index. The efficiency of an iterative method is given by E = p 1 C (see [11] ), where p is the order of convergence and C is the computational cost per iteration. For a system of m nonlinear equations with m variables, the computational cost per iteration is given by (see [6] ) In order to express the value of C(µ, m, ) in terms of products, a ratio µ > 0 between products and evaluations of scalar functions, and a ratio 1 between products and quotients is required.
To compute F in any iterative function we evaluate m scalar functions (f 1 , f 2 , . . . , f m ) and if we compute a divided difference [x, y ; F ] then we evaluate m(m − 1) scalar functions, where F (x) and F (y) are computed separately. We must add m 
Comparison Between Efficiencies
To compare the iterative methods M p,i , we consider the ratio
It is clear that if R p,i;q,j > 1, the iterative method M p,i is more efficient than M q,j . Taking into account that the border between two computational efficiencies is given by R p,i;q,j = 1, this boundary is given by the equation µ written as a function of and m; µ > 0, m is a positive integer 2 and 1. The function µ has one vertical asymptote for m = 2 and for all 1. Note that the denominator of (31) is positive for m > 2 and the numerator is negative for m = 2, . . . , 6, which shows that µ is always negative for m = 2, . . . , 6. That is, the boundary is out of admissible region and as a consequence for 2 m 6, we have E 4,3 < E 2,1 , ∀ µ > 0 and 1. For m > 6 and a fixed value of , the boundary (31) divides the efficiency region between M 4,3 and M 2,1 in (m, µ)-plane. In particular, for = 1, the boundary is shown in Fig. 1, where .
Here, ∀ µ > 0 and 1 we have R 4,3;7,1 > 1 for m 3, which gives that E 4,3 > E 7,1 for m 3. M 4,3 versus M 7,2 case: R 4,3;7,2 = 3(2m 2 + 10mµ + 5m + 13 m − 2µ + 5 − 7) log(4) (2m 2 + 18mµ + 15m + 21 m + 15 − 11) log(7) .
In this case ∀ µ > 0 and 1 we have R 4,3;7,2 > 1 for m 2, which means that E 4,3 > E 7,2 for m 2.
We summarize the above results in the following theorem. Theorem 2. For all µ > 0 and 1 we have:
(ii) E 4,3 E 4,1 f or m 4.
(iii) E 4,3 E 4,2 and E 4,3 > E 7,2 f or m 2.
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(iv) E 4,3 > E 7,1 f or m 3.
Otherwise, the comparison depends on m, µ and . In order to verify the results of Theorem 2 we plot graphs for the set (µ, ) = (1, 1). These graphs in (m, E)-variables are shown in Figures 2-5. 
NUMERICAL RESULTS
In this section, some numerical problems are considered to illustrate the convergence behavior and computational efficiency of the proposed method. A comparison with the existing methods M 2,1 , M 4,1 , M 4,2 , M 7,1 and M 7,2 is also presented. All computations are performed in Mathematica [22] using multiple-precision arithmetic with 2048 digits. To confirm the theoretical order of convergence, we calculate the computational order of convergence (p c ) using the formula [12] 
taking into consideration the last three approximations in the iterative process.
According to the definition of the computational cost (23) , an estimation of the factor µ is claimed. In order to do this, we express the cost of the evaluation of the elementary functions in terms of products, which depends on the computer, the software and the arithmetics used [4, 7] . In Table 1 , an estimation of the cost of the elementary functions in product units is displayed, wherein the running time of one product is measured in milliseconds. For the hardware and the software used in the numerical work, the computational cost of quotient with respect to product is = 3 (see Table 1 ). The Traub's method M 2,1 and the present method M 4,3 are tested by using the values −0.01 and 0.01 for the parameter β. The following problems are chosen for numerical tests: The errors ||x (k) − α|| of approximations to the corresponding solutions of problems 1-4, the computational order of convergence (p c ), the computational costs C p,i given by (24)-(29) in terms of products and the corresponding computational efficiencies E p,i are displayed in Tables 3-6 , where b(−a) denotes b×10 −a . From the An efficient derivative free iterative method. . . Tables 3-6 it is clear that the accuracy in numerical values of approximations to the solution increases as the iteration process proceeds, showing stable nature of the methods. It can also be observed that the fourth order method shows robust character in terms of accuracy when compared with the methods of inferior and same order. The seventh order methods produce approximations of greater accuracy due to their higher order of convergence, but possess less efficiency than the new method. Calculated values of the computational order of convergence displayed in the fifth column of Tables 3-6 verify the theoretical order of convergence proved in Section 2. Numerical values of the efficiency index (E) displayed in the last column of each table also confirm the theoretical results as stated in Theorem 2.
results displayed in

CONCLUSIONS
In the foregoing study, we have proposed an iterative method with fourth order of convergence for solving systems of nonlinear equations. The scheme is completely derivative free and therefore particularly suited to those problems in which derivatives require lengthy computation. A development of first-order divided difference operator for functions of several variables and direct computation by Taylor's expansion are used to prove the local convergence order of new method. A comparison of efficiencies of the new scheme with existing schemes is shown. It is observed that for large systems the present method has an edge over similar existing methods. Some numerical examples have been presented and the performance is compared with existing methods. Computational results have confirmed robust and efficient character of the proposed technique. Similar numerical experimentations have been carried out for a number of problems and results are found to be on a par with those presented here.
