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I. INTRODUCTION
Density-functional theory 1,2 ͑DFT͒ has become the most commonly used methodology of calculating accurately the physical properties of a vast range of materials. Densityfunctional perturbation theory 3, 4 ͑DFPT͒ extends the scope of the DFT Hamiltonian to allow the ab initio calculation of lattice dynamics and response to external electromagnetic fields. First-order DFPT yields the linear response of the Kohn-Sham orbitals with respect to the external perturbation and the second-order response of the energy by virtue of the so-called "2n + 1 theorem." 5 Many experimentally determined quantities are ͑often second-order͒ responses of the total energy of the system with respect to some perturbation. For example, derivatives of energy with respect to atomic position give vibrational frequencies, derivatives with respect to applied electric field give molecular polarizability or dielectric permittivities, and magnetic fields lead to nuclear magnetic resonance chemical shifts and magnetic susceptibilities. It is sometimes possible to calculate a response using a finite-difference approach to obtain the necessary derivatives. However this method fails when trying to compute the response to an incommensurate phonon wave vector or a finite electric field in a periodic solid. Obtaining these responses motivated the developments in DFPT which is able to treat an incommensurate perturbation using only a primitive-cell calculation and the response to an infinitesimal electric field. Combined, these perturbations contain all of the physics necessary for a complete ab initio treatment of lattice dynamics in the harmonic approximation including the effect of long-range electric fields which couple with longitudinal phonon modes giving rise to the well-known phenomenon of LO-TO splitting.
Significant advances in the formalism of DFPT were made by Baroni and co-workers 3, 4 and Gonze. [5] [6] [7] The developments introduced in those seminal papers showed that these responses, leading to important physical quantities, can be calculated as accurately as the DFT ground-state properties which have become so familiar in recent years. Notable examples include the calculation of macroscopic dielectric constants in semiconductors such as silicon, 8 phonon spectra, 4 Raman scattering, 9 and nuclear magnetic resonance chemical shift tensors. 10, 11 The variational formulation of DFPT due to Gonze 5 is particularly elegant. It is based upon the 2n + 1 theorem which states that the ͑2n +1͒th-order response of the energy may be calculated using only the nth-order response of the Kohn-Sham orbitals. It can be deduced that even-order derivatives obey a stationary principle, or for diagonal terms a minimum principle. This allows the method to be formulated as a problem of minimization with respect to the basis-set coefficients which may be solved using efficient algorithms such as conjugate gradients. The variational formalism has the inherent advantage that it is intrinsically self-consistent and does not require a separate self-consistency cycle. Further, the computational cost is comparable to that of a singlepoint energy self-consistent calculation, although there are further implications when symmetry is considered.
We have implemented DFPT for lattice dynamics and electric field responses using the plane-wave pseudopotential formalism within the CASTEP code. 12, 13 In this paper we will describe developments of the theory and implementation of DFPT. In particular we give the formalism to compute the first-order exchange-correlation potential in the generalized gradient approximation ͑GGA͒ for incommensurate perturbations in a fast Fourier transform-͑FFT͒ grid consistent manner. We present an efficient all-bands preconditioned conjugate-gradient solver for the self-consistent variational minimization of the second-order energy. We discuss the use of space group symmetry to optimize the number of selfconsistent calculations needed to obtain the full dynamical matrix of lattice dynamics and the implementation on a massively parallel supercomputer. Finally we will present some results of DFPT applied to lattice dynamical and dielectric problems. We also benchmark against previous calculations ͑where results are available͒ to demonstrate the consistency of our implementation and methods.
II. FUNDAMENTALS
The theory of DFPT is discussed in detail in the review by Baroni et al. 4 Our implementation is based on the variational scheme of Gonze 6, 7 and we use the same notation. The ground-state energy of the system is expanded in a perturbation series in the parameter which, for example, could be an atomic perturbation described by some wave vector q, or an external field
and similarly, so are the Kohn-Sham orbitals,
and likewise for the density. The diagonal elements of the dynamical matrix of lattice dynamics are given by E el,−q,q
͑2͒
which is the second-order energy given by an atomic perturbation described by an arbitrary wave vector q. Our variational expression for this is modified from that given by Gonze and Lee 6 in order to describe a first-order exchange-correlation ͑XC͒ potential when the functional depends on the gradient of the density in the GGA; namely,
where the symbols are defined in Ref. 6 . A numeric superscript ͑n͒ denotes the nth-order response of the corresponding ground-state quantity. Alternatively superscripts ␣ and ,␣ denote first-order electric field and atomic displacement perturbed quantities of Cartesian direction ␣ and atom number . The overbar in the first-order charge densities and potentials denotes that each is a complex, phase-factorized cell-periodic quantity which may be stored on the usual FFT grid for the primitive cell. The first-order charge density is given by the expression in the parallel transport gauge.
In our implementation, we use a real-space integration to evaluate the Hartree contribution. Though this might appear less efficient than the reciprocal-space sum of Ref. 7 the energy is most efficiently computed by summing all the firstorder potentials
whereupon only a single integral of a first-order local potential multiplied by a density is required in the evaluation of Eq. ͑3͒. A similar modification yields the expression for the second-order energy with respect to electric field perturbations also valid for GGA functionals,
Evaluation of the second-order energies due to either an atomic position or electric field perturbation is the first step in obtaining phonon frequencies or bulk polarizabilities. These expressions give the diagonal terms of a dynamical matrix or polarizability tensor. Though the nonvariational expressions for off-diagonal terms are simple in principle, in practice the different symmetries of the perturbations and consequently different irreducible wedges complicates the Brillouin-zone integration. This will be discussed in Sec. VI.
The mixing of two perturbations is not constrained to two perturbations of the same type. For example the Born effective charges may be obtained by a mixed atomic displacement and electric field perturbation.
III. FIRST-ORDER XC POTENTIAL IN THE GGA
The treatment of the exchange-correlation term is relatively straightforward in the case of the local density approximation ͑LDA͒, but more complicated for the GGAs. Here we describe a general method for incorporating a GGA within the linear response formalism.
Equations ͑3͒ and ͑7͒ and their corresponding gradients require the evaluation of the first-order exchange-correlation potential,
where the quantities with overbars are, as usual, phase factorized and cell periodic. In the case of the LDA this simplifies to
where the derivative is straightforward to evaluate analytically. However, the second functional derivative of GGA functionals is nondiagonal and the integral in Eq. ͑8͒ does not disappear. Putrino et al. 10 pointed out that evaluating the second functional derivative was both analytically cumbersome and numerically unstable. They suggested that v XC
͑1͒
could be calculated using a finite-difference derivative of the XC potential, but that method is not applicable to incommensurate perturbations where v XC ͑1͒ is not simply the derivative of v XC with respect to the perturbation.
Favot and Dal Corso 14 presented a formula where v XC ͑1͒ is given not as the analytical functional derivative of the GGA formula but as a FFT grid-consistent derivative at finite cutoff. However, they did not show how to treat incommensurate perturbations. A very similar formula was presented by Egli and Billeter. 15 Our method for calculating v XC,q ͑1͒ ͑r͒ begins from the work of White and Bird 16 who noted that the true analytic exchange-correlation potential has Fourier components of too high spatial frequency to be representable on the usual FFT grid of a plane-wave basis set. They introduced an approximate XC potential defined only on grid points R,
where f XC ͑n , ٌn͒ is the particular GGA kernel. For notational convenience we define
and corresponding quantities f nn Ј , f ng Ј , f gn Ј , and f gg Ј which are evaluated at RЈ instead of R. Taking a variation of Eq. ͑9͒ with respect to n͑R͒ and ٌn͑R͒, treating them as independent variables, and noting that ␦ ٌ n͑R͒ = ٌ␦n͑R͒ for a periodic density n͑R͒ yields
where both steps use the identity that on the periodic grid
We identify ␦n͑R͒ above with n ͑1͒ ͑r͒ in the DFPT formalism and ␦v XC with v ͑1͒ ͑r͒, which are incommensurate with the primitive cell. To represent densities and potentials on the periodic FFT grid we work with the complex, periodic ͑i.e., Bloch-function-like͒ quantities n ͑1͒ ͑R͒ and v ͑1͒ ͑R͒ given by,
Applying the chain rule to Eq. ͑13͒ gives
Substituting Eqs. ͑13͒ and ͑14͒ into Eq. ͑11͒ and expanding the contents of the square brackets gives
Defining v ͑1͒ ͑R͒ by v ͑1͒ ͑R͒ = exp͑iq · R͒v ͑1͒ ͑R͒ the incommensurate phase factor is eliminated to yield
where all density and potential terms are cell periodic, commensurate, complex quantities, which have a straightforward representation on the computational FFT grid. The desired XC potential v ͑1͒ ͑R͒ may be evaluated on the FFT grid by first computing ٌn ͑1͒ ͑R͒ ͑four FFTs͒ and then applying Eq. ͑16͒ ͑another four FFTs͒. Equation ͑10͒ require the derivatives of the GGA kernel f XC ͑n , ٌ͉n͑R͉͒͒ with respect to ٌn͑R͒. These are re-expressed as
where the last expression is interpreted as a tensor dyad product. The derivatives of f XC on the right-hand side of the above expressions are easily evaluated either analytically 15 or numerically. We use a central-difference numerical differentiation of the chosen GGA kernel. Thus we can evaluate the first-order XC potential at an incommensurate wave vector while representing all quantities as Bloch-factorized, periodic functions which can be mapped onto the computational FFT grid.
IV. COMPUTATIONAL METHODS

A. All-bands conjugate-gradient solver
The central problem is to find a set of first-order orbitals which minimize the second-order energies of Eqs. ͑3͒ and ͑7͒ subject to the orthogonality condition. The prerequisite is a set of zeroth-order orbitals u mk ͑0͒ and u mk+q ͑0͒ . For an incommensurate perturbation with wave vector q the zeroth-order orbitals at k + q are required. The approach of Gonze 6, 7 is to make use of the orbitals computed during the ground-state self-consistent procedure which are available on the Monkhorst-Pack grid. This limits the choice of phonon wave vector q to the difference between any pair of the Monkhorst-Pack k points. We use a more general approach which is to compute a set of u mk+q ͑0͒ using a non-selfconsistent band structure calculation in the self-consistent Kohn-Sham potential of the ground state. With this approach, any q vector is allowed. Further to this, we make use of the point group symmetry of the orbitals to reduce the computational cost which we describe in detail, below.
We obtain the first-order orbitals using a preconditioned conjugate-gradient minimizer. Our method varies the coefficients of all bands simultaneously using a method similar to a ground-state search. 17 This method uses more memory than a band-by-band approach to store the gradients; however, the computational time is considerably lower because only one evaluation of the first-order density and potentials is required per conjugate-gradient cycle. Construction of the first-order density is an expensive operation involving many applications of a fast Fourier transform. In a band-by-band approach the computation of the first-order density may be optimized by incremental updates for each band but the nonlinear firstorder XC potential cannot.
We obtain a total gradient vector from Eq. ͑3͒ of the form
where H ͑1͒ is the total self-consistent first-order perturbation Hamiltonian, P c is the projection orthogonal to the occupied states, and i is an iteration count. This is a vector in the product space of basis-set coefficients ͑G vector͒, bands m, and k points in the irreducible BZ. The preconditioning matrix multiplies this total gradient
and the conjugate direction is formed as
where ␥ i is given by the Fletcher-Reeves formula
The second-order energy is minimized along this direction using a quadratic line minimizer. The step size is determined using the initial gradient and value of the energy and a second evaluation of the energy at a trial point. A full line search is unnecessary because Eq. ͑3͒ is a quadratic form in the presence of the orthogonality constraints. To obtain an accurate location of the quadratic minimum in a single step requires that the trial step is of similar numerical magnitude to the final step. Our method chooses an initial guess for the trial step based on the previous iteration and scales it if necessary.
Within the spirit of this all-bands approach, we precompute and store the nonlocal terms
outside the iterative procedure, thus further increasing the speed of the minimizer. We find that storage of this quantity saves approximately 20% of the CPU time. We investigated a number of different preconditioning algorithms: that of Teter et al. 19 ͑TPA͒, the modification due to Kresse and Furthmüller 20 ͑RTPA͒, and one due to Putrino et al. 10 ͑PSP͒ that was specifically designed for use in DFPT applications.
An example of the convergence rate of the second-order energy for an atomic position perturbation minimized with these preconditioners is shown in Fig. 1 . First, by comparing Figs. 1͑a͒ and 1͑b͒, it can be seen that a conjugate-gradient algorithm converges approximately twice as fast as a simpler steepest-descent method. An iteration is defined as a minimization in a single search direction so that each iteration takes a comparable amount of time. In both cases the TPA and RTPA preconditioners converge the second-order energy at approximately the same rate. The best performing preconditioner was the original TPA variant, despite being intended for a ground-state DFT search, and the PSP preconditioner showed the worst performance despite being specifically designed for DFPT calculations. However, the differences between each are relatively small. Though inclusion of a preconditioner is obviously advantageous, the choice of which variant should be a secondary consideration after use of conjugate gradients versus steepest descents.
V. DYNAMICAL MATRIX SYMMETRY
The central task in any lattice dynamics calculation is the construction of the dynamical matrix. In the absence of symmetry ͑other than the Hermitian character of the dynamical matrix͒ this requires 3N perturbations and variational minimization using Eq. ͑3͒ and ͑9N 2 −3N͒ / 2 mixed perturbation calculations if there are N atoms in the unit cell. This number may be reduced by a large factor by exploiting the symmetry equivalence between elements of the dynamical matrix consequent on the space group symmetry of the crystal and the phonon wave vector q. For example, in the diamond structure containing two identical atoms per cell, only one variational minimization is needed instead of 6 at q = 0. The theory of the application of symmetry to lattice dynamics was set out by Maradudin and Vosko 21 is constructed to be maximally random while satisfying all of the invariances of the form of Eq. ͑24͒ and also Hermitian. This is accomplished by the following algorithm. A Hermitian matrix D rand init is constructed using a pseudo-randomnumber generator, and D rand is generated by the formula
from which it is straightforward to demonstrate 23 that D rand satisfies Eq. ͑24͒ for all operations in the space group. A very similar procedure is subsequently applied to make D rand also satisfy the time-reversal invariances. The D rand generated by this procedure thus satisfies all of the symmetries of the crystal but is otherwise random. The desired relationships among elements of D ␣␣ Ј Ј ͑q͒ are determined from an analysis of those of D rand . These may take the form of elements equal to zero, elements that are equal in magnitude and complex phase, elements that are equal in magnitude but of opposite phase, and elements that are equal in magnitude but rotated or counter-rotated in phase. These conditions are satisfied to a high degree of numerical preci- sion and are easily identifiable from the values of D rand . To be sure that a value of zero is not produced accidentally, the initial random elements of D rand init are biased away from zero. A further consequence of the symmetry is to fix the phases of some elements of the dynamical matrix, to either an absolute or a q-dependent value. Our analysis goes further than that of Worlton and Warren 23 in detecting symmetrydetermined phases and relative phases of elements. This is achieved by repeating the analysis with a new initial D rand init generated using an independent sequence of pseudo-randomnumbers. Those phases and phase relationships that are in common are marked as being symmetry determined.
In addition to the symmetry relationships so far discussed, it is possible in some structures with hexagonal and trigonal space groups for linear relationships to exist among three or more elements. The linear symmetry analysis is unable to detect these relationships, and in such cases more than the irreducible minimum of variational DFPT calculations will be performed.
During the calculation of D ␣␣ Ј Ј ͑q͒ the symmetry information is used as follows. Elements that are zero by symmetry are not calculated. On every calculation of a dynamical matrix element of a given a value, all elements which have equal magnitude by symmetry are also set to the same value. The symmetry-determined phase information is used to set the phases of the related elements. After an element has been assigned to, it is marked as "already computed" and subsequent iterations of the atom or direction loops omit any calculations if this flag is set for a particular element. A very similar analysis is performed to establish the symmetries of the set of Born effective charge tensors. These resemble those of the leading 3 ϫ 3 block diagonal of the dynamical matrix with the difference that there is no requirement for matrix symmetry.
Finally the symmetry of the dielectric permittivity ͑and polarizability͒ is that of a symmetric tensor. A simplified version of the algorithm used for the dynamical matrix is used to avoid unnecessary recomputation.
VI. SYMMETRY AND BRILLOUIN-ZONE SAMPLING
Space group symmetry also plays an important role in the sampling of the electronic BZ for sums such as those in Eq. ͑3͒ and the first-order electron density n q ͑1͒ ͑r͒ constructed according to
where N S is the number of symmetry operations, N k is the number of k points in the irreducible set, w k is weight applied to k and m indexes the occupied bands. The set of k points is usually derived from a Monkhorst-Pack grid 24 and folded to a symmetry irreducible set under the operations of the group ͕S͖, the subgroup of the space group under which the perturbation is invariant. In the case of an atomic displacement perturbation this is the group of q and ␣, which is smaller than the full space group. The irreducible set of k points ͕k͖ and weights ͕w k ͖ is in general larger than for the self-consistent-field calculation. In particular expression ͑3͒ in not invariant under time-reversal symmetry and the set must include both k and −k unless 2q is zero or a reciprocal lattice vector.
As mentioned in Sec. IV A, the ͕u mk ͑0͒ ͖ are constructed using a non-self-consistent "band structure" calculation using the self-consistent ground-state density and potential. It is possible to economize on the number of these calculations by using the symmetry relations among the set which arise because of the higher symmetry of the unperturbed space group. In reciprocal space the wave function coefficients transform under ͕S ͉ v S ͖ as
This is straightforward to implement if the FFT grid is mapped onto a three-dimensional array as it is in the serial or k point parallel case. When the grid is distributed across processors for G-vector parallelism, then interprocessor communication is required since the coefficients on the left and right hand sides of Eq. ͑28͒ in general reside on different processors. In that case the grid is reconstructed by gathering coefficients onto the master node, transforming according to Eq. ͑28͒, and scattering to the new locations. This is done one band at a time to limit the additional storage of a full grid on a single processor. While the above procedure suffices for terms diagonal in the perturbation, off-diagonal terms in the dynamical matrix and dielectric permittivity tensor must be evaluated using a "mixed-perturbation" formula such as Eq. ͑16͒ or ͑38͒ in Ref. 7 . This involves the first-order orbitals with respect to just one of the perturbations which have been evaluated on a k point set irreducible with respect to its symmetry. The other perturbation does not in general have the same symmetry, and so the Brillouin-zone integral cannot be evaluated using the same weighted sum as used to obtain the first-order orbitals. Using Eq. ͑28͒ it is straightforward to show that 
where the sum on the right hand side is over the same irreducible set used for the diagonal term and where the u mkq ␣ are already available. Similar formulas hold for the other terms including the nonvariational contribution to the dynamical matrix and the off-diagonal terms of the dielectric permittivity tensor.
The different symmetry and set of electronic k points in the irreducible BZ means that some flexibility is required to optimize the performance when executing on a massively parallel supercomputer. Our implementation is able to dynamically choose an optimum strategy to distribute both k points and G-vector components of the FFT grid for each perturbation. This enables efficient use of very large numbers of processors with good load balancing. Alternative schemes which distribute perturbations or q points among processors have the disadvantage that the computation time varies considerably due to the different numbers of k points in the irreducible BZ, making good load balancing hard to achieve.
VII. APPLICATIONS
A. Introduction
Applications of DFPT have been presented in abundance elsewhere showing that it has become a highly successful addition to the density-functional total-energy toolbox. In this section, we describe a selection of results using the CASTEP DFPT code. First we demonstrate some results for ␣-quartz to show reliability, but also to illustrate the methods described above, such as the directional dependence as q → 0 of the nonanalytic behavior of phonon frequencies. Second we explain the results of some DFPT calculations for the ionic crystal NaHF 2 which contains some surprising and nonintuitive results, such as an effective charge of +2e for a H ion. We also use this example to demonstrate that the choice of XC functional is crucial in determining the dynamical properties of such a hydrogen-bonded material. Finally we demonstrate the application to the polarizability tensor of an important molecular system, the prototypical liquid-crystal-forming molecule 5CB ͑4-4-pentyl-cyanobiphenyl͒. Further applications of CASTEP DFPT may be found in Refs. 25-27.
B. ␣-quartz
The low-temperature ͑␣͒ phase of quartz is one of the more complex crystals for which high-quality experimental dispersion curves are available. Its dielectric permittivity and Born effective charges are strongly anisotropic giving it a rich behavior which has been the subject of an extensive literature. It exhibits structural phase transitions in whose mechanism soft modes play an important role. 28 It therefore makes an excellent test case for our methods.
We have calculated an extensive set of phonon dispersion curves for ␣-quartz. Our calculations used the PerdewBurke-Ernzerhof ͑PBE͒ variant of the GGA exchange-correlation functional. 29 The pseudopotentials were of the optimized norm-conserving variety, 30 ,31 generated using the LDA, and gave very well-converged results at a cutoff energy of 600 eV. A 5 ϫ 5 ϫ 4 Monkhorst-Pack grid was used to compute the electronic Brillouin-zone integrals 24 giving essentially converged results ͉͑F͉ Ͻ 5 meV/ Å and ͉͉ Ͻ 16 MPa͒. The phonon calculations were carried out at the zero-pressure optimized structure with resulting lattice parameters of a = 4.940 Å and c = 5.413 Å and the results are plotted in Fig. 2 along with experimental results . 32, 33 The agreement with experiment is reasonable, but some of the branches in the center of the frequency range are shifted to lower frequencies. A detailed comparison of zone-center frequencies using both LDA and GGA with previous results is given in Table I . Our LDA results are in good agreement with earlier planewave calculations and with recent all-electron calculations. The agreement is less good in the case of the PBE functional, where in particular the lowest A1 mode drops below the E modes. Elsewhere in the spectrum discrepancies of up to 60 cm −1 are present. This calculation is not directly comparable with all-electron GGA results because the LDA was used to generate the pseudopotentials. This approximation makes some error, usually no greater than that due to the XC functional error, and in particular gives lattice parameters and bond lengths intermediate between LDA and consistent GGA values. 34 However, quartz frequencies are highly sensitive to crystal geometry ͑requiring tighter geometry convergence tolerances than usual to converge the result͒ due to the low-frequency rigid unit modes. 28 We suspect this to be the origin of the unusually large discrepancy observed in quartz. A definitive answer to this question will require careful testing of the accuracy with GGA-generated pseudopotentials and is beyond the scope of the present work.
We have also computed the infrared ͑ir͒ absorption spectrum of ␣-quartz, which is shown in Fig. 3 . The intensities were computed using a spherical average approximation from the mode effective charges.
The Born effective charges and dielectric permittivity are given in Tables II and III . We find little significant difference in the values of the Born effective charges compared to either our or previous LDA calculations. 35 However, our GGA high-frequency permittivities are in excellent agreement with experiment 38 in contrast to LDA results which are 10% higher. ͑We have checked that the pseudopotential error in these permittivities and Born effective charges is around the A very similar decrease in the highfrequency dielectric permittivity was found in a recent allelectron calculation using Gaussian basis sets. 36 Given that the GGA does not correct the LDA underestimation of band gaps and that GGA dielectric permittivities for quartz are in good agreement with experiment, the earlier conclusion that the band-gap error is responsible for the overestimation of permittivities 35 is not supported. To illustrate the directionally dependent behavior, we have determined the zone-center frequencies of ␣-quartz as a function of the approach of q to the Brillouin-zone center. In Fig. 4 , we show the zone-center frequencies as q tends to zero from directions within the q = ͑q x , q y ,0͒ plane, where the approach angle is measure relative to the q x axis. As one can see, for particular modes this has a pronounced effect, and in the case of ␣-quartz the frequency can vary by as much as 50 wave numbers. This example highlights the need to always quote the direction with which q tends to zero when reporting the frequency of any LO mode.
C. Sodium hydrogen fluoride
Sodium hydrogen fluoride ͑NaHF 2 ͒ is a strongly hydrogen-bonded ionic molecular crystal, which presents a challenging test of our methods. The nature of the chemical bonds within the linear FHF − ion is unusual and generates interesting crystal structure polymorphs and a rich phase diagram. 40 This molecular anion is highly polarizable with a significant anisotropy, which it is difficult to describe accurately using local basis-set methods. 41 Finally we will show that the LDA description of this system is grossly in error, but that the GGA results are in excellent agreement with experiment.
CASTEP calculations were performed using optimized norm-conserving pseudopotentials 30, 31 which gave wellconverged-results at a cutoff of 850 eV. For Na the semicore 2s and 2p electrons were treated as valence states. Brillouinzone integration was carried out using a 5 ϫ 5 ϫ 5 mesh according to the recipe of Monkhorst and Pack. 24 The experimental zero-pressure crystal structure of NaHF 2 is rhombohedral R3m. An initial geometry optimization was performed to relax the structure yielding lattice constants of a = 3.538 Å and c = 13.908 Å compared to experimental values a = 3.474 Å and c = 13.788 Å. 40 The H-F bond length was 1.146 Å compared to 1.13 Å. 42 DFPT calculations were performed to compute the dynamical matrices which were diagonalized to give vibrational spectra. Electric field DFPT calculations yielded the the Born effective charges and dielectric permittivity as well as the nonanalytic corrections to the dynamical matrix at q = 0. The phonon dispersion curves are plotted in Fig. 5 , the Born effective charges are given in Table IV , and some selected zone-center frequencies are tabulated in Table V .
The most striking feature of the dispersion plot is the extraordinarily large LO-TO splitting observed in the highest-frequency FHF − stretch mode of 1474 cm −1 . This re-FIG. 4. The variation in zone-center frequencies for ␣-quartz is shown as a function of the direction from which the center of the Brillouin zone is approached. In ͑a͒ we show the variation in frequency for all modes, while in ͑b͒ and ͑c͒ we emphasize the effect by illustrating the change in two particular modes. sults from a coupling of the internal FHF − anion mode to the crystal's electrostatic field. The anomalous magnitude is in part a consequence of the very high Born charges which give rise to a large electric dipole in the distorted ion. This also accounts for the anomalously large dispersion of this mode in the ͑hexagonal͒ basal plane; internal modes ordinarily exhibit very small dispersion.
The Z eff of over +2 on a hydrogen atom along the molecular axis at first seems paradoxical, as it would appear to imply that displacing the proton moves more charge than surrounds it. In fact this is easily explained. Figure 6͑a͒ shows an isosurface of the first-order charge density associated with a displacement of the proton perpendicular and parallel to the molecular axis. It can be seen that the bulk of the charge which moves upon proton displacement actually belongs to the fluorine atoms. Also shown in Fig. 6͑b͒ is the first-order charge density response to an applied electric field.
A final point which merits a remark here is the very large error in the phonon dispersion made by the LDA in a similar calculation. Although the lattice parameters are only slightly changed, showing the usual LDA underestimation ͑a = 3.345 Å, c = 13.656 Å͒ the highest branch is increased in frequency to a range of 1718-2306 cm −1 compared to 1473-2111 cm −1 using the PBE GGA. This is not simply a consequence of a grossly underestimated bond length as observed in other hydrogen-bonded systems; in this case the H-F bond length is shortened by only 0.6% to 1.140 Å.
D. "4−4Ј…-pentyl-cyano-biphenyl (5CB)
The 5CB molecule is the smallest that forms a liquidcrystal phase and as such has been the subject of many computational studies. 45 In studies of the liquid crystal phases it is found that small changes in the molecular structure and electronic properties strongly influence the macroscopic properties of the liquid crystal. As such, accurate knowledge of molecular properties is essential to understanding the behavior of the bulk material. For example, 5CB has a large molecular dipole moment of 6.55 D mainly due to the polar cyano group accepting electrons from orbitals of the phenyl groups. This will create a significant internal electric field if the molecules are aligned as in a nematic phase, and will tend to polarize 5CB molecules, making the molecular polarizability an important influence on the liquid crystal structure.
Previous work on 5CB has used a finite-field, finitedifference approach to calculate the polarizability tensor. 45 That approach can be problematic; in particular Zener breakdown will eventually occur for the elongated cells necessary to model longer molecules than this. A DFPT approach is also more effective for periodic crystals which can require extremely large supercells to converge a finite-difference calculation.
Our calculation was performed using norm-conserving pseudopotentials as before and a plane-wave cutoff of 800 eV. The PBE GGA functional was used to describe the XC interactions and a geometry optimization was performed to relax the molecular structure. For this molecular case a single k point at ͑0,0,0͒ was used to sample the BZ of the 6 . ͑Color online͒ Isosurfaces of the first-order charge density in NaHF 2 shown for ͑a͒ an atomic perturbation associated with the H atom moving and ͑b͒ the response to an applied electric field. The light ͑green͒ isosurfaces represent motion or field parallel to the molecular axis and the dark ͑blue͒ perpendicular.
supercell. The supercell had dimensions of 30ϫ 15ϫ 15 Å 3 . Both lattice dynamical and electric field perturbations were calculated in order to evaluate both electronic and ionic contributions to the polarizability. These are shown in Table VI . The results agree well with previous finite-difference calculations, 45 although in the DFPT case given here, we are able to compare the difference that the ionic contributions make. We find that the most significant difference between the low-and high-frequency limits affect the transverse directions increasing the polarizability by approximately 10%.
We have also examined the effect that the electric field perturbation has on the molecule. In Fig. 7 we show the first-order charge density for an electric field perturbation applied along the length of the molecule. It is found that the response density is not localized at any particular site but distributed over the entire molecule with a slightly larger response on the cyano group at the right hand end of the figure.
VIII. CONCLUSIONS
In this paper, we have described the implementation details of the plane-wave density-functional methodologies not described elsewhere; in particular the terms required for the GGA response potential for a general phonon wave vector and some symmetry considerations such as an algorithm for obtaining the symmetry of the dynamical matrix. We have also compared steepest-descent and conjugate-gradient minimizers applied to the variational DFPT formalism and also the effect of several preconditioners.
These methods have been applied to three test systems, namely, ␣-quartz, the hydrogen-bonded NaHF 2 crystal, and the liquid-crystal-forming molecule 5CB. It was found that the results obtained are in excellent agreement with both experimental and other theoretical results where available. figure, we show an isosurface of the first-order charge density with an electric field perturbation along the length of the 5CB molecule. The light gray ͑yellow͒ shows electron enhancement and the dark gray ͑blue͒ electron depletion under application of the field.
