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Introduction
RAPIDLY evolving wireless standards use modern techniques such as Turbo codes, Bit In-terleaved coded Modulation (BICM), high order Quadrature Amplitude Modulation (QAM)
constellation, Signal Space Diversity (SSD), Multi-Input Multi-Output (MIMO) Spatial Multiplexing
(SM) and Space Time Codes (STC) with different parameters for reliable high data rate transmissions.
Adoption of such techniques in the transmitter can impact the receiver architecture in three ways: (1)
the complex processing related to advanced techniques such as turbo codes, encourage to perform
iterative processing in the receiver to improve error rate performance (2) to satisfy high throughput
requirement for an iterative receiver, parallel processing is mandatory and finally (3) to allow the
support of different techniques and parameters imposed, high throughput multi-modes processing
elements are required. While translating these requirements on the physical layer of a radio terminal,
this can be seen as a flexible, high diversity and high throughput platform which can be configured to
the required air interface.
In addition to these technical requirements associated with rapid growth in wireless communica-
tion industry, when multiple iterative processes are adopted (e.g. turbo decoding, turbo demodulation,
turbo equalization, etc.) real throughput, latency, and power consumption issues appear. In order
to handle these issues and to enable the wide adoption of iterative processing, new system-level
optimization techniques have to be investigated. One of the main idea in this direction is to analyze
the exact convergence impact of each single feedback loop at each functional block and to propose
novel schedulings of inner and outer feedbacks which improve the convergence and maximize
the overall implementation efficiency by reducing the overall complexity in terms of arithmetic




Exploring the ideas presented in the above context constitutes the main objective of this thesis work.
The main target is to study the convergence speed and the system-level complexity of advanced wire-
less communication receivers combining multiple iterative processes. Various communication tech-
niques and system parameters, as specified in emerging wireless communication applications, should
be considered. Novel iteration schedulings and iterative receiver configurations should be investigated
and proposed to improve the convergence and reduce the overall complexity.
Contributions
1. The first part of this thesis work was focusing on the study of combining turbo demodulation and
turbo decoding iterative processes at the wireless receiver. The main contributions accomplished
during this part can be summarized as follows:
• Analyzing the convergence speed of these combined two iterative processes in order to de-
termine the exact required number of iterations at each level. Extrinsic information trans-
fer (EXIT) charts are used for a thorough analysis at different modulation orders and code
rates.
• An original iteration scheduling is proposed reducing two demapping iterations with rea-
sonable performance loss of less than 0.15 dB.
• Analyzing and normalizing the computational and memory access complexity, which di-
rectly impact latency and power consumption, demonstrate the considerable improvements
of the proposed scheduling and the promising contributions of the proposed analysis.
• A complexity and performance study has been done for the two iterative modes TBICM-
SSD and TBICM-ID-SSD. It has demonstrated a considerable gain in complexity for using
this latter scheduling for low modulation orders (QPSK and QAM16).
• A throughput study has been done to determine the exact number of decoder and demapper
processors required for the two modes TBICM-SSD and TBICM-ID-SSD.
• A complexity and performance study for the iterative demapping with shuffled turbo de-
coding receiver applying butterfly and replica-butterfly schemes has been done. It has
demonstrated a considerable reduction in complexity for using this latter scheme for all
modulations schemes and code rates.
2. The second part of this thesis work has extended the above study to iterative MIMO receivers
combining turbo equalization, turbo demodulation, and turbo decoding. The main contributions
accomplished in this context can be summarized as follows:
• Analyzing the convergence speed of these combined three iterative processes in order to
determine the exact required number of iterations at each level. EXIT charts are used for a
thorough analysis at different number of antennas, modulation orders and code rates.
• An original iteration scheduling is proposed reducing one equalization iteration for the TEq
and TEq+TDem modes with reasonable performance loss of less than 0.04 dB.
• Analyzing and normalizing the computational and memory access complexity, which di-
rectly impact latency and power consumption, demonstrate the considerable improvements
of the proposed scheduling and the promising contributions of the proposed analysis.
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• An adaptive complexity MIMO turbo receiver applying turbo demodulation has been pro-
posed. It demonstrated a considerable reduction in complexity for using the adaptive iter-
ative scheduling depending on the system configuration.
Thesis Breakdown
This thesis manuscript is composed of 4 chapters.
Chapter 1 provides the basic requirements of modern wireless digital communication systems in
terms of parameters associated with each component of the transmitter. In addition, it presents four
iterative processing receivers combining turbo decoding, turbo demodulation, and turbo equalization.
Chapter 2 gives a brief overview of the turbo decoding algorithms, parallelism techniques and
different SISO decoding schemes. In addition, it presents three turbo decoding schedulings. Among
them, for shuffled turbo decoding, two schemes are proposed by introducing a time delay between
the processing of the natural and interleaved constituent component decoders.
Chapter 3 analyzes the convergence speed of the combined two iterative processes namely turbo
demodulation and turbo decoding in order to determine the exact required number of iterations at each
level. An original iteration scheduling is proposed reducing two demapping iterations with reasonable
performance loss of less than 0.15 dB. Furthermore, this chapter illustrates the opposite of what
is commonly assumed and proposes a complexity adaptive iterative receiver performing TBICM-
ID-SSD depending on the modulation scheme. Moreover, this chapter proposes a flexible multi-
processor hardware platform for turbo demodulation with turbo decoding. Platform sizing results
analysis demonstrates significant reduction in the area of the iterative receiver. Finally, this chapter
demonstrates that the adoption of the butterfly-replica scheme inside the turbo decoder for full shuffled
turbo demodulation with turbo decoding can lead to significant complexity reduction.
Chapter 4 analyzes the convergence speed of a complete MIMO receiver applying three iterative
processes namely turbo equalization, turbo demodulation and turbo decoding in order to determine
the exact required number of iterations at each level to address the ever increasing requirements of
transmission quality with lower complexity. An original iteration scheduling is proposed reducing
one equalization iteration with maximum performance degradation of 0.04 dB. Normalizing and an-
alyzing the computational and memory access complexity, which directly impact latency and power
consumption, demonstrates the considerable gains of the proposed scheduling and the promising con-
tributions of the proposed analysis. In addition, this chapter demonstrates that the adoption of turbo
demodulation in the context of turbo equalization combined with turbo decoding can lead to signifi-
cant complexity reduction for specific system configurations.

CHAPTER
1 Wireless Digital CommunicationSystems and Iterative Processing
THE objective of this thesis work is to study the convergence speed and the system-level com-plexity of advanced wireless communication receivers combining multiple iterative processes.
In this context, advanced techniques (such as turbo codes, BICM, SSD, MIMO) and various sys-
tem parameters (such as modulation schemes, code rates, number of antennas) are considered. Each
wireless communication standard specifies a sub-set of these techniques with various associated pa-
rameters. WiMAX [1], which refers to interoperable implementations of the IEEE 802.16 family of
wireless-networks standards approved by the WiMAX Forum, constitutes a representative example.
In this standard, four error correction codes (convolutional, Turbo, Low Density Parity Check Codes
(LDPC) [2], and block Turbo) are specified and each of them is associated to a large multiplicity of
code rates (1/2 to 5/6 for turbo codes) and frame lengths (48 to 4800 bits for turbo codes). BICM tech-
nique with three different quadrature amplitude modulation schemes (QPSK, QAM16, and QAM64)
is proposed. MIMO Spatial Multiplexing and Space Time Codes with different parameters are spec-
ified. Another example is the newly released DVB-T2 standard which couples the BICM with the
SSD technique and supports modulation schemes from QPSK to QAM256. Today, there is no one
single standard which specifies all these advanced techniques and parameters. However, derived by
the trend towards the convergence of radio interfaces, future standards and applications will certainly
be more and more complex and rich in terms of specified techniques and parameters.
In this chapter, we give a brief introduction on the techniques and parameters which have been
considered in this thesis work. Fundamental concepts of the transmitter components in WiMAX
and DVB-RCS standards are presented: channel encoder, BICM [3], constellation mapping, and
MIMO transmission. On the receiver side, this chapter will introduce briefly the four iterative receiver
configurations which have been studied in this thesis work and which will be developed in subsequent
chapters: (1) turbo decoding, (2) turbo demodulation in combination with turbo decoding, (3) turbo
equalization in combination with turbo decoding, and (4) turbo equalization in combination with
turbo demodulation and turbo decoding.
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1.1 Wireless Digital Communication Systems
Starting from Shannon’s channel coding theorem [4], the notion of channel capacity was defined as
the maximal rate for which information can be transmitted reliably over the channel. Shannon proved
that for any channel, there exist families of codes that can achieve arbitrary small probability of error









(a) Transmitter (b) Wireless channel
(c) Receiver
Figure 1.1: Wireless digital communication system: (a) Transmitter (b) Wireless channel (c) Receiver.
All wireless digital communication systems should possess a few key building blocks as shown
in Fig. 1.1. Three components namely transmitter, wireless channel and receiver are presented. The
construction of the transmitter depends on standards specifications. Depending upon the wireless
channel, redundancy and/or diversity is added into the source data to combat against fading and
destructive effects of the channel. On the receiver side the received distorted data, composed of
source and redundancy, is processed to retrieve the original source.
In last years, different wireless communication standards have been emerged and evolved, such
as UMTS [5], 3GPP-LTE [6] for mobile phones, 802.11 (WiFi) and 802.16 (WiMAX) for wireless
local and wide area networks, and DVB-RCS, DVB-S2, DVB-T2 for digital video broadcasting.
In this context, WiMAX is one of the emerging wireless networking standards which can be con-
sidered rich in various system parameters and application requirements. Additional system parame-
ters such as high modulation orders, high code rates and constellation angles can be found in other
standards such as DVB-RCS and DVB-T2 specifications. These standards impose different system
parameters for channel coding, BICM interleaving, constellation mapping, and MIMO technology. In
the following, we will present some of these specifications. Fig. 1.2 shows the correspondent MIMO
transmitter system model.
On the transmitter side, different components are linked together in order to provide immunity
against channel effects and to optimally use the available channel bandwidth. Information bits U
which are called systematic bits are encoded with a channel encoder. The output codeword C, made
up of the source date and parities, is then punctured to reach a desired coding rate Rc.
In order to gain resilience against error bursts, the resulting sequence is interleaved using a BICM
interleaver. Punctured and interleaved bits denoted by V are then gray mapped to channel symbols sq
chosen from a 2M -ary constellation X , M is the number of bits per modulated symbol.
After mapping, single antenna or MIMO transmission is possible. In Single Input Single Output
(SISO) transmission, the Signal Space Diversity (SSD) technique [7, 8] can be applied against the
fading events. Whereas in MIMO transmission, a Space Time Code (STC) can be used in order to















Figure 1.2: SISO and MIMO transmitter system model for WiMAX standard.
provide different features such as time diversity and/or Spatial Multiplexing (SM). Hence, individual
symbols of vector X at the output of the MIMO block are transmitted from Nt transmit antennas.
Another technique, called Orthogonal Frequency Division Multiplexing (OFDM), can be used
against multi-path fading to counter the Inter Symbol Interference (ISI). This technique is, however,
out of the scope of this thesis.
1.1.1 Convolutional Turbo Codes (CTC)
Channel coding is a way of encoding data in a communication channel that adds patterns of redun-
dancy into the transmission in order to enable the receiver to detect and correct transmitted infor-
mation. Hence, resulted error rate will be lower and information will be transmitted with maximum
reliability. Different codes are suggested in wireless communication standards such as Convolutional
Turbo Codes (CTC), Low Density Parity Check Codes (LDPC), Convolutional Codes (CC), Reed-
Solomon Convolutional Codes (RS-CC), and Block Turbo Codes (BTC).
1.1.1.1 CTC Encoder
In this thesis work, double binary CTC is considered with different coding rates as specified in
WiMAX and DVB-RCS. The high performance 8-states double-binary CTC represented by its trellis
in Fig. 1.3 and its encoder structure in Fig. 1.4 has been adopted in several studies such as WiMAX
and DVB-RCS. The basic concept of turbo codes is that the information sequence is encoded twice,
with an interleaver between the two encoders serving to make the two encoded data sequences ap-
proximately statistically independent from each other. The output of the double-binary CTC encoder
consists of the two systematic bits cp and cp+1 and the four parity bits cp+2, cp+3, cp+4 and cp+5.
The encoder is fed with data blocks ofN bytes which are grouped into 4N bit-couples (or double-
binary symbols). The number of bytes per block N for the WiMAX standard [1] and for DVB-
RCS [9] are shown in Table 1.1. For WiMAX, seventeen frame sizes are specified raging from 6
bytes to 600 bytes. For DVB-RCS, twelve frame sizes are specified raging from 12 bytes to 216
bytes, including a 53 byte frame compatible with Asynchronous Transfer Mode (ATM) and a 188
byte frame compatible with MPEG-2.
Due to complexity/performance issues for turbo decoding, small component codes have been
chosen. The chosen constraint length for the constituent encoder is equal to 3 as shown in Fig. 1.4,

















Input 00 Input 01 Input 10 Input 11
Figure 1.3: CTC trellis associated with the double-binary CRSC constituent encoder used in WiMAX and DVB-RCS.
WiMAX 6 9 12 18 24 27 30 36 45 48 54 60 120 240 360 480 600
DVB-RCS 12 16 53 55 57 106 108 110 188 212 214 216
Table 1.1: Frame sizes (in bytes) specified in WiMAX and DVB-RCS data frame.
hence 23=8 states exist. In fact, the coding gain grows almost linearly with the code memory while
the complexity of the decoding grows exponentially. Furthermore, the CTC encoder of Fig. 1.4 calls
for two techniques in turbo coding:
1. parallel concatenation of two identical Circular Recursive Convolutional component Codes
(CRSC) with generators (in octal notation) 15 (recursion), 13 (redundancy Y1), 11 (redundancy
Y2): In fact, the adoption of circular coding avoids the degradation of the spectral efficiency of
the transmission when forcing the value of the encoder state at the end of each encoding frame by
the addition of tail bits [10]. CRSC is an adaptation of the so called tail-biting technique to Re-
cursive Convolutional Codes (RSC). CRSC ensures that at the end of the encoding operation, the
encoder retrieves the initial state, so that data encoding may be represented by a circular trellis.
Furthermore, CRSC are less susceptible to puncturing and sub-optimal decoding algorithm [11].
The value of the circulation state Sc (state of the encoder) depends on the contents of the se-
quence to encode, 0≤Sc≤7. Determining Sc requires a pre-encoding operation. First, the en-
coder is initialized in the all zero state, then the data sequence is encoded once leading to a
final state SN . Sc value can be computed from the expression Sc=(1 +G)−1SN where G is the
generator matrix of the considered code. After that, data is encoded for the second time starting
from state Sc.
























Figure 1.4: CTC encoder used in WiMAX and DVB-RCS, 8-state double binary CRSC code.
Generally, a Look Up Table (LUT) is used to find the circulation state of the encoder Hence,
according to Table 1.2 and to the length N of the data sequence, Sc is found.
N modulo 7 SN=0 SN=1 SN=2 SN=3 SN=4 SN=5 SN=6 SN=7
1 0 6 4 2 7 1 3 5
2 0 3 7 4 5 6 2 1
3 0 5 3 6 2 7 1 4
4 0 4 1 5 6 2 7 3
5 0 2 5 7 1 3 4 6
6 0 7 6 1 3 4 5 2
Table 1.2: Circulation state Sc as function of the length of the data sequence N .
2. double-binary convolutional codes: Information bits U are regrouped into symbols ui consisting
of ∇=2 bits. Compared to single-binary turbo codes, double-binary turbo codes have several
advantages.
• Reducing the sensitivity to puncturing [12]: since the rate 13 of double-binary RSC encoder
produces two parity streams, most of the code rates can be obtained by simply ignoring
one of these parity streams and puncturing the other (if necessary). Ignoring one of the
two parities results in a new RSC encoder with a single parity stream. This single parity
stream is less punctured compared to similar single-binary convolutional RCS encoders,
which results in less sensitivity to puncturing.
10 CHAPTER 1. WIRELESS DIGITAL COMMUNICATION SYSTEMS AND ITERATIVE PROCESSING
• Reducing the correlation effects between component decoders: this feature leads to im-
proved convergence [13], which leads to less significant degradation in performance for the
simplified versions of the Maximum A Posteriori (MAP) algorithms (0.15 db for double-
binary instead of 0.3-0.4 db for binary turbo codes).
The CTC trellis associated with the double-binary CRSC constituent encoder used by WiMAX
and DVB-RCS is shown in Fig. 1.3.
1.1.1.2 CTC Interleaver
From implementation perspective, the simplest way to achieve interleaving in a block is to adopt
uniform or regular interleaving: data is written in line wise and read in column wise in a rectangular
matrix. This kind of permutation behaves very well towards error patterns with short weights, but
is very sensitive to square or rectangular error patterns, as explained in [14] [15]. Generally, to
make bigger the distances given by rectangular error patterns, non-uniformity is introduced in the
permutation relations. The disorder introduced with non-uniformity affect the diffusing properties for
short error patterns weights.
However, the CTC encoder adopted in the WiMAX standard uses a different type of CTC in-
terleaver, called Almost regular permutation (ARP). It can be described through the following two
steps:
Let the sequenceA0=[(u0, u1)0, (u0, u1)1, . . ., (u0, u1)j , . . ., (u0, u1)L−1] be a frame of size 2L bits (or L couples of bits,
or L double-binary symbols).
Step 1: Switch alternate couples
for j = 0, . . ., L− 1
if (j mod 2 = 1) switch the couple (u0, u1)j ⇒ (u1, u0)j
This step results in the sequence A1 = [(u0, u1)0, (u1, u0)1, . . ., (u1, u0)j , . . .] = [A1(0), A1(1), . . . , A1(j), . . .].
Step 2: Switch between couples
for j = 0, . . ., L− 1
use the function
∏
(j) which provides the interleaved address of each couple of index j from the sequence A1
∏
(j) = (P0 × j + P + 1)mod L
with




+ P1 if j mod 4 = 1




+ P3 if j mod 4 = 3
where the parameters P0, P1, P2 and P3 depend on the frame size and are specified in the correspond-
ing standard [1, 9].
It is worth to note that this ARP interleaver is well suited for hardware implementation and
presents a collision-free property for certain level of parallelism.
1.1.1.3 CTC Puncturing
Each one of the two component codes inside the convolutional turbo encoder is producing a systematic
output which is equivalent to the original information sequence, as well as two streams of parity
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information. The two parity sequences can then be punctured before being transmitted along with the
original information sequence to the decoder. Note that systematic bits are not punctured, since this
degrades the performance of the code more dramatically than puncturing parity bits. This puncturing
of the parity information allows a wide range of coding rates to be realized. The code rates that could
be achieved for WiMAX are 1/2, 2/3, 3/4 and 5/6. Regarding DVB-RCS, code rates are 1/3, 2/5, 1/2,
2/3, 3/4, 4/5, 5/6, and 6/7. The puncturing patterns are identical for both component codes. Note
that the communication standards specify for each frame length a set of supported code rates Rc. For
Rc=1/3 no puncturing is required, 1 source pair of 2 bits is generating 6 coded bits. For Rc=2/5, both
encoders maintain all the Y1 (Fig. 1.4) but delete odd-indexed Y2. For the other considered code rates,
Table 1.3 shows the puncturing patterns for parity bit Y1. Value ”1” means keeping the corresponding
parity bit, and ”0” means deleting the corresponding parity bit. Parity bit Y2 is always punctured (not
considered). Taking the example of Rc=4/5, only every fourth Y1 is maintained.
Code rate Rc
Index of the double-binary symbol
0 1 2 3 4 5 6 7 8 9 10 11
1/2 1 1
2/3 1 0 1 0
3/4 1 0 0 1 0 0
4/5 1 0 0 0 1 0 0 0
5/6 1 0 0 0 0 1 0 0 0 0
6/7 1 0 0 0 0 0 1 0 0 0 0 0
Table 1.3: Parity bit Y1 puncturing patterns for WiMAX and DVB-RCS CTC for different code rates.
1.1.2 Bit-Interleaved Coded Modulation (BICM)
The BICM principle currently represents the state-of-the-art in coded modulations over fading chan-
nels. It was first introduced by Zehavi in [16] and later on formalized by Caire et al. in [3]. It is a
flexible modulation/coding scheme which allows the designer to choose a modulation constellation
independently of the coding rate. This is due of the output of the channel encoder and the input to the
modulator which are separated by a bit-level interleaver. Coded binary bits are dispersed on different
modulated symbols after modulation. By doing this, bits from different coded symbols will be af-
fected by different fading effects. Hence, the error correction capability of the decoder at the receiver
side will increase.
In order to increase spectral efficiency, BICM can be combined with high-order modulation
schemes such as quadrature amplitude modulation (QAM) or phase shift keying. BICM is particularly
well suited for fading channels, and it only introduces a small penalty in terms of channel capacity
when compared to the coded modulation capacity for both additive white Gaussian noise (AWGN)
and fading channels. Additionally, applying iterative demodulation in this context (BICM-ID) im-
proves the system performance. Similarly, BICM coupled with turbo equalization can be applied to
provide excellent error rate performance results.
Regarding the WiMAX standard, encoded data bits are interleaved by a block interleaver with a
block size corresponding to the number of coded bits. The interleaver is made of two steps [1]:
• The first permutation ensures that adjacent coded bits are mapped onto non-adjacent modulated
symbols.
12 CHAPTER 1. WIRELESS DIGITAL COMMUNICATION SYSTEMS AND ITERATIVE PROCESSING
• The second permutation insures that adjacent coded bits are mapped alternately onto less or more
significant bits of the constellation, thus avoiding long runs of bits of low reliability.
Let M be the number of coded bits per modulated symbol, i.e., 2, 4, or 6 for QPSK, QAM16, or
QAM64, respectively. Let s=M/2. Within a block of M bits at transmission, let k be the index of
the coded bit before the first permutation, mk be the index of that coded bit after the first and before
the second permutation and let jk be the index after the second permutation, just prior to modulation
mapping, and d be the modulo used for the permutation.
The first permutation is defined by equation 1.1.
mk = (M/d) · kmod(d) + floor(k/d) (1.1)
The second permutation is defined by equation 1.2.
jk = s · floor(mk/s) + (mk +M − floor(d.mk/M))mod(s) (1.2)
where k = 0, 1, . . . ,M and d = 16.
The de-interleaver function, which performs the inverse operation, is also defined by two permu-
tations [1]. Within a received block of M bits, let j be the index of a received bit before the first
permutation, mj be the index of that bit after the first and before the second permutation, and let kj
be the index of that bit after the second permutation, just prior to delivering the block to the decoder.
The first permutation is defined by equation 1.3.
mj = s · floor(j/s) + (j + floor(d · j/M))mod(s) (1.3)
The second permutation is defined by equation 1.4.
kj = d ·mj − (M − 1)floor(d ·mj/M) (1.4)
where k = 0, 1, . . . ,M − 1 and d = 16.
The first permutation in the de-interleaver is the inverse of the second permutation in the inter-
leaver, and conversely.
1.1.3 Mapping
After the BICM interleaving block, the data bits are entered serially to the constellation mapper. The
modulation process, in a digital communication system, maps a sequence of binary data onto a set
of corresponding signal waveforms. These waveforms may differ in either amplitude or phase or in
frequency, or some combination of two or more signal parameters.
1.1.3.1 Quadrature Amplitude Modulation (QAM)
For WiMAX and DVB-RCS, only the quadrature amplitude modulation is used. WiMAX supports
three different modulation schemes: QPSK, QAM16, and QAM64. Meanwhile, DVB-RCS supports
four modulation schemes including the ones for WiMAX and the QAM256 scheme. Each modulation
constellation is scaled by a number c, such that the average transmitted power is unity, assuming that








42 for QPSK, QAM16,
QAM64, and QAM256 respectively.
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1.1.3.2 Gray Mapping
In [17], the authors have investigated different mapping techniques suited for BICM-ID and QAM
constellations. They proposed several mapping schemes providing significant coding gains. The
Major Set Partitioning (MSP) labeling has shown the best performances with convolutionally coded
BICM.



















Figure 1.5: Gray mapped QAM16 constellation.
In this work, only the Gray mapping will be used. Adjacent constellation symbols differ by only
one bit. In fact, the Gray mapping scheme provides the best performances for BICM with and without
iterative demapping when turbo code is used [18]. For this mapping, a QAM scheme is reduced to two
independent Pulse Amplitude Modulations (PAM) signals, each carrying M /2 bits. Fig. 1.5 shows
the QAM16 constellation with Gray coded mapping.
1.1.3.3 Signal Space Diversity (SSD)
BICM coupled with SSD has been extensively studied for single carrier systems, e.g. in [7, 8] and
the references therein. In addition, authors in [19] have presented the SSD technique intended to
improve the performance of Turbo BICM and BICM-ID (TBICM-ID) over non Gaussian channels.
The SSD technique consists of a rotation of the constellation followed by a signal space component
interleaving. It has shown additional error correction at the receiver side in an iterative processing
scenario.
In fact, constellation rotation enables to exploit higher code rates and to solve potential problems
in selective channels while keeping good performances. It has been proposed for all constellation
orders of QAM. The performance gain obtained when using a rotated constellation Xr depends on the
choice of the rotation angle. In this regard, a thorough analysis has been done for the 2nd-generation
terrestrial transmission system developed by the DVB Project (DVB-T2) which adopted the rotated
constellation technique. A single rotation angle [20] has been chosen for each constellation size
independently of the channel type. Using these angles, and with LDPC code, gains of 0.5 dB and
6 dB were shown for Rayleigh fading channel without and with erasure respectively for high code
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rate [20]. These angles are presented in Table 1.4 and are adopted in this work. This rotation does not
change neither the distances between the constellation points nor the distance to the origin. Hence,






Table 1.4: Rotation angles in DVB-T2.
Combining constellation rotation with signal space component interleaving leads to significant
improvement in performance over fading and erasure channels. It increases the diversity order of a
communication system without using extra bandwidth. When a constellation signal is submitted to a
fading event, its in-phase component I and quadrature componentQ fade identically and suffers from
an irreversible loss. A means of avoiding this loss involves making I and Q fade independently while
each carrying all the information regarding the transmitted symbol. By inserting an interleaver (a
simple delay for uncorrelated fast-fading channel) between the I and Q channels, the diversity order
is doubled.
1.1.3.4 Constellation Sub-Partitioning Technique
At the receiver side, the demapping complexity increases significantly with high modulation orders.
Complexity reductions in this level can be achieved for medium and high constellation sizes (as
for QAM64, QAM256) by applying the sub-partitioning technique of the constellation as presented
in [21]. This technique reduces the search of closest constellation point complexity order for QAM
from 2M to (2
M−2
2 + 1)2.
In fact for the QAM256 case, 256 euclidean distances should be computed for the classical
demapping. Hence, 512 arithmetic multiplications (256 for the in-phase component I and 256 for
the quadrature component Q) are required. In order to reduce this number of euclidean distance com-
putations, the sub-partitioning technique is proposed [21] based on the constellation division into four
sub-regions. The choice and the sizing of these sub-regions follow two rules:
1. For a given received signal, the partitioning of the gray mapped constellation into sub-regions
can be accorded to the sign of the received channel observation.
2. The corresponding sub-region is dimensioned such as, for any point of the selected region, it
will contain all the points that differ only by one bit of the considered point. Consequently, any
sub-region should include the closest two points with values 0 and 1 for every estimated output
computation.
Fig. 1.6 shows the rotated QAM64 constellation adopted in DVB-T2. Each point of this constel-
lation carries six bits. When the I and Q components of the received signal are positive, the selected
sub-region is the red one. The other three sub-regions correspond to the other three possible I and
Q sign combinations. In this case, the number of Euclidean distance computations has been reduced
from 64 to 25. Moreover, for the QAM256 case, it can be reduced from 256 to 81.
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Q
I > 0, Q > 0
I
I < 0, Q > 0
I < 0, Q < 0
I > 0, Q < 0
Figure 1.6: Rotated QAM64 constellation of the DVB-T2 standard with the sub-partitioning technique.
1.1.3.5 Bits-to-Symbol Allocation Technique
Restricted to Gray mapping (mandatory due to the use of a turbo code), QAM schemes offer different
types of bit protection in each component axis depending on the position of the allocated bit within
the transmitted symbol and the order of the modulation. For example, the Gray mapped QAM16 of
Fig. 1.5 offers two levels of bit protection. b0 and b1 can provide more protection than b2 and b3 due
to the position of their respective decision regions. Bit error rates at those latter are approximately the
double than the others. In [22], the most protected bit positions were allocated to parity bits. In [23],
these positions were allocated to systematic bits. The latter allocation method associated with a turbo
code outperforms the former in the waterfall region due to the fact that systematic bits are used in
both component decoders compared to parity bits that are used only in one. Nevertheless, lower error
floors are achieved when parity bits are better protected.
1.1.4 MIMO Techniques
MIMO techniques are being widely adopted in emerging wireless communication systems. The use
of the MIMO technology increases the diversity, improves the reception and allows for a better rate of
transmission. MIMO techniques can be divided into two main categories: Spatial Multiplexing (SM)
and Space Time coding (STC).
1.1.4.1 Space-Time Coding (STC)
The basic idea of Space-Time Coding (STC) is to create redundancy or correlation between symbols
transmitted on the spatial and temporal dimensions. A space-time code is characterized by its rate,
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the order of diversity and its coding gain. The rate of space-time code is equal to the ratio between
the number of symbols transmitted and their corresponding number of transmission periods. The
diversity order corresponds to the number of independent channels at the receiver side. Finally, the
coding gain is the gain made by the coded system, in terms of performance, compared to non-coded
system. A space-time code is said to be full rate when the rate is equal to the number of antennas
at the transmitter. A space-time code is said to have maximum diversity when it is able to exploit a
diversity equal to Nt×Nr. Nt and Nr represent respectively the number of transmitted and received
antennas.
1.1.4.2 Spatial Multiplexing (SM)
The 802.16 WiMAX specification supports the MIMO technique of spatial multiplexing, also known
as Transmit Diversity rate = 2 (aka Matrix B in the 802.16 standard). Instead of transmitting the
same bit over two antennas, this method transmits one data bit from the first antenna, and another
bit from the second antenna simultaneously, per symbol. As long as the receiver has more than one
antenna and the signal is of sufficient quality, the receiver can separate the signals. However, with
two transmit antennas and two receive antennas, data can be transmitted twice as fast as compared
systems using Space Time Codes with only one receive antenna. For the rest of this thesis, only the
SM technique will be considered.
1.1.5 Channel Models
The characteristics of wireless signal changes as it travels from the transmitter antenna to the receiver
antenna. These characteristics depend upon the distance between the two antennas, the paths taken by
the signal, and the environment (buildings and other objects) around the path. The profile of received
signal can be obtained from that of the transmitted signal if we have a model of the medium between
the two. This model of the medium is called channel model.
A wireless channel is typically modeled with additive noise and multiplicative fading. The noise
is added to the received signal at the input of the receiver whereas the fading influences the transmitted
signal while passing through the channel. In this thesis, the Additive White Gaussian Noise (AWGN)
is considered while a fading coefficient has a Rayleigh distribution. In addition to these two main
factors, there are other parameters which are used to model the channel. One of the them is the
presence of multipath delays comparable to the time delay between two transmitted symbols. This
situation gives rise to ISI and the channel is called frequency selective. A second parameter used in
characterizing the channel is the variation of the channel in time, also referred as selectivity in time.
1.1.5.1 Frequency Selective Channel
Frequency selectivity fading multipath channels are often encountered in wireless communication
systems. To combat ISI on such channels, receivers use various equalization techniques. A channel
is called frequency selective when its frequency response is not perfectly flat because of echoes and
reflections generated during the transmission. In a multipath situation, this signals arriving along
different paths will have different attenuations and delays and they might add at the receiving antenna
either constructively or destructively. For a single antenna transmission system, this channel can be
described by the equation:




hi(t)x(t− i) + w(t) (1.5)
where y and x represent respectively the received and transmitted signals. w is AWGN. L is the num-
ber of paths taken by the transmitted signal, reflecting the temporal dispersion of the channel during
symbol transmission period. hi represents the fading of the path i applied to a signal transmitted
at time t-i. For the rest of this thesis, we will consider the channel as frequency non-selective for
both single antenna and MIMO systems. This is due to the reason that emerging wireless standards
use OFDM technique to avoid ISI caused by frequency selectivity of the channel. Hence for single
antenna case, equation (1.5) becomes:
y(t) = h(t)x(t) + w(t) (1.6)
Similarly for MIMO systems with Nt transmit antennas and Nr receive antennas, the relation
between channel, transmitted symbols and received symbols is given by the expression below:
Y = HX +W (1.7)
where
Y = [y1, . . . , yNr ]
T ∈ CNr×1
X = [x1, . . . , xNt ]
T ∈ CNt×1
W = [ω1, . . . , ωnR ]
T ∈ CnR×1
H =
 h11 · · · h1Nt... . . . ...
hNr1 · · · hNrNt

where Y and X represent respectively the received and transmitted symbol vectors. W represents
the AWGN vector. H is the channel matrix whose element hij represents the fading coefficient that
characterizes the relation between the ith receive antenna and jth transmit antenna.
1.1.5.2 Time Selective Channel
High relative mobility between the transmitter and the receiver causes the transmission channel to
change rapidly in time, which is referred to as the time selectivity of the channel. This selectivity
characterizes 3 types of channels:
• The fast-fading channel: varies at each symbol period.
• The quasi-static channel: remains constant during the transmission of a frame.
• The block fading channel: remains constant during the transmission of a given number of sub-
blocks of the frame.
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1.1.5.3 Double Selective Channel
The channel with both the frequency selectivity and the time selectivity is called doubly selective
channel in wireless communications.
1.2 Iterative (Turbo) Processing
Iterative processing is widely adopted nowadays in modern wireless receivers. In fact, it is fair to say
that turbo codes have caused a paradigm shift in communication theory. The idea of passing infor-
mation back and forth between different components in a receiver (so-called iterative processing or
turbo processing) has become prevalent in state-of-the-art receiver design. Extension of this principle
with an additional iterative feedback loop to the demapping and equalization functions has proven to
provide substantial error performance gain in many works in the state of the art.
1.2.1 Turbo Decoding
Fig. 1.7 shows the classical turbo decoding receiver. Exploiting the redundancy and diversity added
to source data in the transmitter, the receiver tries to remove the channel effects in order to retrieve
the original source data. Each constituent decoder unit processes the data once and then passes the

















Figure 1.7: System-level receiver: turbo decoding.
1.2.2 Turbo Demodulation with Turbo Decoding
Extension of the principle above with an additional iterative feedback loop to the demapper can pro-
vide significant error performance gains at the cost of increased complexity per iteration. Feedback
path exist in addition to forward path, through which, the turbo decoder can send soft output informa-
tion to the demapper unit iteratively. Fig. 1.8 shows the turbo demodulation receiver applying turbo
decoding. Many iteration schedulings can be found in the state of the art for this receiver. One of
them [19] is to execute only one turbo decoding iteration for each demapping iteration.
1.2.3 Turbo Equalization with Turbo Decoding
The traditional methods of data protection used in error correction code do not work well when the
channel over which the data is sent introduces additional distortions in the form of ISI. When the
channel is frequency selective or for other reasons is dispersive in nature, the receiver will need
to compensate the channel effects. Such channel compensation is typically referred to as channel
equalization. An iterative decoder structure combining channel equalization and turbo decoding is
presented in Fig. 1.9. At each iteration extrinsic information from the equalizer is fed into the turbo




















Figure 1.8: System-level receiver: turbo demodulation with turbo decoding.
decoder. The resulted turbo decoder extrinsic information is fed back to the channel equalizer. In
fact, the concept of turbo equalization was first introduced in [24] to combat the detrimental effects of
ISI for digital transmission protected by convolutional code. Many iteration schedulings for iterative
equalization and turbo decoding can be found in the state of the art. One of them [25] is to execute

















Figure 1.9: System-level receiver: turbo equalization with turbo decoding.
1.2.4 Turbo Equalization with Turbo Demodulation and Turbo Decoding
In the same context of the subsection above, additional feedback from the turbo decoder to the demap-
per can be applied. The considered system receiver will combine turbo equalization, turbo demodula-
tion, and turbo decoding. To the best of our knowledge, the convergence speed analysis of this turbo
receiver applying turbo decoding (Fig. 1.10) has never been done before. A preliminary work can be

















Figure 1.10: System-level receiver: turbo equalization with turbo demodulation turbo decoding.
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1.3 Summary
In this first chapter, a brief introduction on advanced techniques and various system parameters used
in emerging wireless communication standards and considered in this thesis work have been pre-
sented. This includes: (a) turbo codes as specified in the WiMAX standard with a large multiplic-
ity of code rates (1/2 to 5/6), (b) BICM technique with different quadrature amplitude modulation
schemes (QPSK, QAM16, QAM64, and QAM256), (c) SSD technique with different rotation angles
as specified in the DVB-T2 standard, and (d) MIMO transmission with different number of antennas.
Furthermore, an effort has been made to describe briefly the principles of four turbo receivers
combining turbo decoding, turbo demodulation and turbo equalization. Analyzing these iterative
receivers in order to propose novel iteration schedulings which improve the convergence and reduce
the overall complexity is the object of the subsequent chapters.
CHAPTER
2 Turbo Decoding: Algorithmsand Schedulings
IN the previous chapter, the basic requirements of advanced wireless digital communication systemshave been summarized. Various parameters associated with the transmitter, the channel, and the
receiver were discussed.
For the turbo decoding receiver, this chapter gives a brief overview of the convolutional decoding
algorithms. The exact MAP and approximated Max-Log-MAP decoding algorithms are presented.
Turbo decoding parallelism techniques are then cited and classified in three different levels.
Moreover, this chapter gives a complete description of the different SISO turbo decoding schemes.
Furthermore, it presents the serial, parallel, and shuffled turbo decoding schedulings. Among them,
for the shuffled turbo decoding scheduling, two schemes are proposed by introducing a time delay
between the processing of the natural and interleaved constituent decoder components.
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2.1 State of the Art
Advanced wireless communication standards impose the use of modern techniques to improve spec-
tral efficiency and reliability. Among these techniques Turbo Codes with various code rates are fre-
quently adopted. Moreover, it was shown that BICM [3] offers a significant improvement in error
correcting performance for coded modulation over Rayleigh fading channels compared to the previ-
ously existing techniques like Trellis Coded Modulation (TCM) [27].
In [28], the convolutional code was replaced by a turbo code (TBICM). This latter has the ad-
vantage of separating the code from the modulation without significant loss over Gaussian channels
compared to the so-called ”turbo trellis-coded modulation” (TTCM) [29]. The TBICM scheme fea-
tures high coding diversity (well suited for fading channels), high flexibility as well as design and
implementation simplicity, while maintaining good power efficiency.
In [19], authors have presented the SSD technique intended to improve the performance of
TBICM over non Gaussian channels. The proposed technique consists of a rotation of the constella-
tion followed by a signal space component interleaving. It has shown additional error correction at
the receiver side.
2.2 SISO Decoding Algorithms
Following the demapping function at the receiver side, the turbo decoding algorithm is applied. If we
look at the history of decoding algorithms, several ones have been proposed to decode a convolutional
code. The initial algorithms are presented by Fano [30] and Viterbi [31] which have binary inputs
and outputs. The Viterbi algorithm which is better than the other was later modified to accept the
soft inputs to improve the decoding [32]. The Soft Output Viterbi Algorithm (SOVA) [33] takes the
soft input and provides the soft output as well. Among the SISO algorithms, the Cock-Bahl-Jelinek-
Raviv (BCJR) [34] also called MAP (Maximum A Posteriori) or forward backward algorithm, is the
optimal decoding algorithm which calculates the probability of each symbol from the probability of
all possible paths in the trellis between initial and final states. The MAP algorithm is more complex
compared to SOVA. At high Signal-to-Nose Ratio (SNR), the performance of SOVA and MAP are























Figure 2.1: System model with TBICM-SSD.
The considered receiver model applying turbo decoding is shown in Fig. 2.1. The channel model
considered is a frequency non-selective memoryless channel. The received discrete time baseband
complex signal can be written as:
x′r,q = hq.s
′
r,q + nq (2.1)
where hq is the Rayleigh fast-fading coefficient. nq is a complex white Gaussian noise with spectral
density N0/2 in each component axes.
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At this side, Complex received symbol X′r has its Q-components re-shifted resulting in Xr. De-
coder extrinsic log-likelihood ratio LextDec is calculated for each coded bit per decoding iteration. Fi-
nally, the hard decisions are generated at the last iteration.
2.2.1 MAP Decoding Algorithm
The MAP algorithm is optimal but computationally complex SISO algorithm. For each source symbol
dk=uiui+1 composed of ∇=2 bits ui and ui+1, where ui is the ith bit of the information bits U
contained in the received rotated and modulated symbol xr,q, the MAP decoder provides 2∇=4 a
posteriori probabilities with the full knowledge of the received symbol xr,q by the decoder. The
hard decision is the corresponding value uiui+1 that maximizes the a posteriori probability. These
probabilities can be expressed in terms of joint probabilities.
Pr(dk = uiui+1|xr,q) = p(dk = uiui+1, xr,q)
2∇−1∑
k=0
p(dk = uiui+1, xr,q)
(2.2)
The trellis structure of the code allows to decompose the calculation of joint probabilities between
past and future observations. This decomposition utilizes the forward recursion metric αk(s) (the
probability of a state of the trellis at instant k computed from past values), backward recursion metric
βk(s) (the probability of a state of the trellis at instant k computed from future values), and a metric
γk(s
′, s) (the probability of a transition between two states s′of the trellis). Using these metrics the
expression of 2.2 becomes:















′)γk(s, s′), for i = N − 1 . . . 0 (2.5)
where ν designates the number of the encoder memory elements. Thus the encoder state number is
equal to 2ν . In our case ν=3.
The initialization of these metrics depends on the knowledge of initial and final state of the trellis,
e.g if the encoder starts at state s0 then α0(s0) has value 1 while other α0(s) will be 0. If the initial
state is unknown then all states are initialized to same equiprobable value.
Similarly the branch metric γk(s′, s) can be expressed as:
γk(s
′, s) = p(xr,q|sr,q).Pra(dk = dk(s′, s)) (2.6)
where Pra(dk=dk(s′, s)) designates the a priori probability corresponding to transition from s′ to s.
Pra(dk=dk(s′, s)) is equal to 0 if the transition does not exist in the trellis. Otherwise its value depends
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upon the statistics of the source. For an equiprobable source, Pra(dk=dk(s′, s))= 12q . p(xr,q|sr,q) rep-
resents the channel transition probability of the received rotated symbol xr,q and the transmitted ro-
















where xir,q and s
i
r,q are the i
th bit of the received xr,q and transmitted sr,q modulated symbols respec-
tively. σ2 is the variance of the noise.
The extrinsic information generated by the decoder is computed in the same way as the a poste-
riori information (equation (2.2)) but with a modified branch metric:













Hence the branch metric does not take into account the already available information of a symbol for
which extrinsic information is being generated. For parallel convolutional turbo codes, systematic
part should removed from the branch metric computation.
2.2.2 Max-Log-MAP Decoding Algorithm
Using input symbols and a priori extrinsic information, each SISO decoder computes a posteriori
LLRs. The SISO decoder computes first the branch metrics γ. Then it computes the forward αk and




















, s) = γSysk (s
′
, s) + γParityk (s
′
, s) + γExtk (s
′
, s) (2.11)
The soft output information LapostDec (dk = uiui+1) and symbol-level extrinsic information
LextDec(dk = uiui+1) of symbol k are then computed using equations (2.12) and (2.13). The ex-
trinsic information, which is exchanged iteratively between the two SISO decoders, is obtained by
subtracting the intrinsic information from so(dk = uiui+1).















) + γExtk (s
′
, s) + βk(s)
)
(2.13)
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LextDec(dk) can be multiplied by a constant scaling factor SF (typically equals to 0.75) for a mod-
ified Max-Log-MAP algorithm improving the resultant error rate performance.
Finally, in case of turbo demapping and only by one SISO decoder, the bit-level extrinsic in-
formation of systematic symbols uiui+1 are computed using equations (2.14) and (2.15). Similar
computations are done for parity symbols.
LaprDem(ui) = max[z(dk = 11), z(dk = 10)]−max[z(dk = 01), z(dk = 00)] (2.14)
LaprDem(ui+1) = max[z(dk = 11), z(dk = 01)]−max[z(dk = 10), z(dk = 00)] (2.15)
These expressions exhibit three main computation steps: (a) branch metrics computation referred
by γk, (b) state metrics computation referred by (αk and βk), and (c) extrinsic information computa-
tion referred by LaprDem and L
ext
Dec(dk).
2.2.3 Parallelism in Turbo Decoding
In turbo decoding with the Max-Log-MAP algorithm executing inside the decoder, the parallelism can
be classified at three levels [36] [37]: (1) Metric level, (2) SISO decoder level, and (3) Turbo decoding
level. The first (lowest) parallelism level concerns the elementary computations for LLR generation
inside a SISO decoder. Parallelism between these SISO components, inside a turbo decoding process,
belongs to the second parallelism level. The third (highest) parallelism level duplicates the whole
turbo decoder hardware itself.
2.2.3.1 Metric Level Parallelism
The parallelism level of BCJR metrics computation addresses the parallelism available in the com-
putation of all the metrics required to decode each received symbol within a BCJR-SISO decoder.
This parallelism level exploits both the inherent parallelism of the trellis structure [38, 39], and the
available parallelism in BCJR computations [38–40].
Parallelism of Trellis Transition: The first parallelism available in the Max-Log-MAP algorithm
is the computation of the metrics associated to each transition of a trellis (Fig. 2.2). These metrics are
γ, α, β, and the extrinsic information. Trellis-transition parallelism can easily be extracted from the
trellis structure as the same operations are repeated for all transitions. The first metric (γ) calculation
is completely parallelizable with a degree of parallelism naturally bounded by the number of transi-
tions in the trellis. But in practice, the degree of parallelism associated with computing the branch
metric is bounded by the number of possible binary combinations of input and parity bits. Thus,
several transitions may have the same probability in a trellis. The other metrics α, β, and extrinsic
computation can be parallelized with a bound of total number of transitions in a trellis. Furthermore
this parallelism implies low area overhead as only the computational units have to be duplicated. In
particular, no additional memories are required since all the parallelized operations are executed on
the same trellis section, and in consequence on the same data.
Parallelism of BCJR Computations: A second metric parallelism can be orthogonally extracted
from the BCJR algorithm through a parallel execution of the three BCJR computations (α, β, and
extrinsic computation). The parallel execution of these computations was proposed with the original
Forward-Backward scheme. In this scheme, the BCJR computation parallelism degree is equal to one
in the forward part and two in the backward part.









Figure 2.2: BCJR metrics associated with trellis transitions
To increase this parallelism degree, several schemes are proposed [40]. One of these schemes,
the butterfly scheme, doubles the parallelism degree of the original scheme through the parallelism
between the forward and backward recursion computations. This is performed without any memory
increase and only the BCJR computation resources have to be duplicated. Thus, metric computation
parallelism is area efficient but still limited in parallelism degree.
2.2.3.2 SISO Decoder Level Parallelism
The second level of parallelism concerns the SISO decoder level. It consists of the use of multiple
SISO decoders, each executing the BCJR algorithm and processing a sub-block of the same frame
in one of the two interleaving orders. At this level, parallelism can be applied either on sub-blocks














































































Figure 2.3: Sub-block parallelism with message passing for metric initialization, circular code.
Frame Sub-blocking: In sub-block parallelism, each frame is divided into L sub-blocks and then
each sub-block is processed by a BCJR-SISO decoder using adequate initializations as shown in Fig.
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2.3. Besides duplication of BCJR-SISO decoders, this parallelism imposes two other constraints:
• Interleaving has to be parallelized in order to scale proportionally the communication bandwidth.
Due to the scramble property of interleaving, this parallelism can induce communication con-
flicts except for interleavers of emerging standards that are conflict-free for certain parallelism
degrees. These conflicts force the communication structure to implement conflict management
mechanisms and imply a long and variable communication time. This issue is generally ad-
dressed by minimizing interleaving delay with specific communication networks [41].
• BCJR-SISO decoders have to be initialized adequately either by acquisition or by message pass-
ing.
Acquisition method has two implications on implementation. First of all extra memory is required
to store the overlapping windows when frame sub-blocking is used and secondly extra time will be
required for performing acquisition. Other method, the message passing, which initializes a sub-
block with recursion metrics computed during the previous iteration in the neighboring sub-blocks,
needs not to store the recursion metric and time overhead is negligible. In [42] a detailed analysis of
the parallelism efficiency of these two methods is presented which gives favor to the use of message
passing technique.
Shuffled Turbo Decoding: The basic idea of shuffled decoding technique [43] is to execute all
component decoders in parallel and to exchange extrinsic information as soon as it is created, so
that component decoders use more reliable a priori information. Thus the shuffled decoding tech-
nique performs decoding (computation time) and interleaving (communication time) fully concur-
rently while serial decoding implies waiting for the update of all extrinsic information before starting
the next half iteration (Fig. 2.4). Thus, by doubling the number of BCJR-SISO decoders, component-
decoder parallelism halves the iteration period in comparison with originally proposed serial turbo
decoding.































































































Figure 2.4: Shuffled turbo decoding.
Nevertheless,to preserve error-rate performance with shuffled turbo decoding, an overhead of
iteration between 5 and 50 percent is required depending on the BCJR computation scheme, on the
degree of sub-block parallelism, on propagation time, and on interleaving rules [42].
2.2.3.3 Parallelism of Turbo Decoder
The highest level of parallelism simply duplicates whole turbo decoders to process iterations and/or
frames in parallel. Iteration parallelism occurs in a pipelined fashion with a maximum pipeline depth
28 CHAPTER 2. TURBO DECODING: ALGORITHMS AND SCHEDULINGS
equal to the iteration number, whereas frame parallelism presents no limitation in parallelism degree.
Nevertheless, turbo-decoder level parallelism is too area-expensive (all memories and computation
resources are duplicated) and presents no gain in frame decoding latency.
2.3 SISO Turbo Decoding Schemes
The Max-Log-MAP decoding algorithm presented in subsection 2.2.2 computes extrinsic information
by means of two recursive operations: forward (α) and backward (β) state metric computations.
Depending on the way the forward and backward recursions are executed, several schemes can be
applied. In this following, the SISO decoder scheme or simply scheme refers to the organization of
the BCJR algorithm computations inside the SISO decoder.
Fig. 2.5 depicts three different schemes when the decoding process is applied over a block of
N information symbols. The horizontal axis represents the time and the vertical axis the current
information symbol processed by the SISO decoder. Continuous lines symbolizeα or β computations,
and dashed lines state metric along with extrinsic information computations. The gray area represents
the time interval during which α or β values are kept in a memory.
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Figure 2.5: SISO decoder schemes: (a) Forward-Backward (b) Butterfly (c) Butterfly-Replica.
Fig. 2.5(a) depicts the classical scheme called Forward-Backward (F-B). In this scheme the Max-
Log-MAP algorithm begins by computing recursively, starting from the beginning to the end of the
block, α state metrics. These values will be memorized for later use. Once all α values are computed,
β state metric computation starts. In parallel, thanks to the α values previously computed, extrinsic
values are calculated. Let us denote by T the time needed to generate all the extrinsic values of
the block when the scheme F-B is used. This time is assumed to be proportional to N . It can be
halved by using the Butterfly (B) scheme (Fig. 2.5(b)), at the cost of doubling the hardware resources
required to compute α, β and the extrinsic information. On the other hand, the Butterfly-Replica
(B-R) Scheme (Fig. 2.5(c)) , originally proposed in [42], has the same decoding duration than B.
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However, it generates extrinsic values continuously all along the block decoding process. To this end,
in comparison with B, the state metric values generated after the time T/4 have to be stored in order
to be used in the next iteration.
The B-R scheme was originally proposed to improve the convergence of the shuffled turbo decod-
ing by an intensive exchange of the extrinsic information values. Two decoder extrinsic values are
generated for each information symbol per iteration. Note that the use of B-R scheme in no-shuffled
turbo decoding will not provide any improvement with respect to the B scheme since the extrinsic
values are only read at the end of each SISO decoding process. Therefore, extrinsic values generated
for T < T/4 will not be considered.
The height of the gray area in figure 2.5 represents the size of the memory needed to store α and
β state metrics. The three considered schemes require the same memory size equal to N . In order to
reduce the size of this memory and decoding delay, sliding window technique was proposed [44]. In
this technique the decoding algorithm is executed over a length of a window, smaller than the block
length. The size of the state metric memory is then reduced to the length of the window. Adjacent
windows are processed sequentially, hence the memory size is significantly reduced. Nevertheless
the window size should not be taken arbitrarily small, otherwise the BER performances will degrade.
On the other hand, sliding window technique is not recommended with B-R. In this case, state metric
values have to be kept to the next iteration for all block symbols and the memory used in a window
cannot be reused over successive windows in the block. Hence, B and B-R schemes will not have the
same memory area.
For high throughput receivers, the sub-block technique with large number of SISO decoders is
necessary. Hence, the size of the sub-block becomes comparable to the minimum window size re-
quired to avoid significant performance degradation. In this case, the memories assigned for B and
B-R schemes have exactly the same sizes.
Extensive simulations have been made, showing a minimum sub-block size of 64 symbols to avoid
important performance degradation. On the other hand, the maximum sub-block size is assumed to
be 128 symbols. For the rest of this section, we will consider only the B and B-R schemes which
provide higher parallelism degree.
2.4 Turbo Decoding Schedulings
Turbo Decoding Scheduling refers to the organization of the BCJR algorithm computations in natural
domain according to the BCJR algorithm computations in interleaved domain. It determines when the
activity of the SISO decoder in natural or interleaved domain should start or end based on the resulted
BER performance results, throughput and latency. Depending on the turbo decoder processing mode,
many schedulings can be proposed.
2.4.1 Classical Turbo Decoding Schedulings
The decoding approach proposed in [15], and shown in Fig. 2.6a, operates in serial mode, i.e., the
component decoders DEC1 and DEC2 take turns generating the extrinsic values of the estimated infor-
mation symbols, and each component decoder uses the extrinsic messages delivered by the last com-
ponent decoder as the a priori values of the information symbols. The disadvantage of this scheme is
high decoding delay and low throughput. In the parallel turbo decoding algorithm [45] (Fig. 2.6b),
all component decoders operate in parallel at any given time. After each iteration, the component
















Figure 2.6: Classical turbo decoding schedulings: (a) Serial (b) Parallel (c) Shuffled
decoder delivers extrinsic messages to the other component decoder which use these messages as a
priori values at the next iteration.
Although the parallel turbo decoding overcomes the drawback of high decoding delay of serial
decoding, the extrinsic messages are not taken advantage of as soon as they are available, because the
extrinsic messages are delivered to component decoders only after each iteration is completed. The
aim of the shuffled turbo decoding is to use the more reliable extrinsic messages at each time as shown
in Fig. 2.6c. In shuffled turbo decoding, the two component decoders DEC1 and DEC2 operate simulta-
neously as in the parallel turbo decoding scheme, but the scheme of updating and delivering messages
is different. We assume that the two component decoders deliver extrinsic messages synchronously,
2.4.2 Shuffled Turbo Decoding scheduling with Overlapping
In this subsection, we introduce the concept of overlapping in the processing of the shuffled turbo
decoding scheduling.
The No Overlapping scheme of Fig. 2.7a corresponds to the classical shuffled scheduling of
Fig. 2.6c. The two component decoders DEC1 and DEC2 begin processing at the same time without
any delay (δ=0). Introducing a normalized delay δ= delayNCSymb between the processing of DEC1 and
DEC2 corresponds to Fig. 2.7b and 2.7c. delay is expressed in terms of number of coded symbols,
0≤delay≤NCSymb. Hence, 0≤δ≤1.
The Overlapping 1 scheme of consecutive iterations is achieved by starting the next iteration
before the end of the current iteration, as depicted in Fig. 2.7b. On the other hand, the Overlapping 2
technique starts the processing of the next iteration once the current iteration is totally completed.
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Figure 2.7: Shuffled turbo decoding scheduling with overlapping: (a) No Overlapping (b) Overlapping 1 (c) Overlapping
2
Hence, the iteration duration of Overlapping 2 is superior to the duration of Overlapping 1 by δ. If
δ=1, the Overlapping 2 scheme of the shuffled mode will process as in serial mode (Fig. 2.6a).
2.4.2.1 Overlapping 1 scheme
In order to evaluate the impact of δ on the Overlapping 1 scheme, we plot Fig. 2.8. This figure shows
the BER performance at the output of DEC2 in function of iterations for the TBICM-SSD receiver
processing in shuffled turbo decoding with Overlapping 1 scheme for different values of δ. One
system configuration, QAM16 and Rc=12 , is considered. The butterfly scheme is used.
As we can see form Fig. 2.8, the red curve corresponds to the classical shuffle mode (δ=0). The
other colored curves correspond to δ 6=0. The first value in the legend, after the value of δ, corresponds
to the scaling factor of DEC1. Meanwhile, the second value corresponds to the scaling factor of DEC2.
For the first iteration, simulations show an improved BER performance values at the output of
DEC2 when considering higher δ values. This is due to the fact that DEC2 is beginning the shuffled
decoding process in the presence of already a priori information generated by DEC1 during the time
delay δ. After a specific number of iterations, simulations show that the curve corresponding to δ=0
outperform the other curves when considering the same scaling factor for DEC1 and DEC2 (equal to
0.75 for example). Taking the case of δ=1, 12 iterations are required to achieve BER=4, 5.10−5.
Meanwhile, 11 iterations are required for δ=0 to achieve a lower BER value.
In order to improve the performances for δ 6=0, we propose to take different scaling factor values
for DEC1 and DEC2. In fact, the scaling factor for DEC1 should be considered smaller than for DEC2
since the extrinsic information at this latter are more reliable at the same iteration. Many simulations
have been launched to search for the modified scaling factor while keeping the second factor equals
to 0.75 in order to make a good comparison with the other curves.
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Figure 2.8: BER performance at the output of DEC2 in function of iterations for TBICM-SSD processing in shuffled
turbo decoding with butterfly scheme and Overlapping 1 scheme for different values of δ and scaling factors (2.2.2) for
the transmission of 1536 information bits frame over Rayleigh fading channel. QAM16 modulation scheme, Rc= 12 and
Eb/N0=6.25 dB are considered.
The modified scaling factor value which optimize the BER performance at the output of DEC2 is
0.7 for DEC1 while keeping unchanged the correspondent value for DEC2 equals to 0.75.













Figure 2.9: BER performance at the output of DEC2 in function of iterations for TBICM-SSD processing in shuffled turbo
decoding with butterfly-replica scheme and Overlapping 1 scheme for different values of δ and scaling factors (2.2.2) for
the transmission of 1536 information bits frame over Rayleigh fading channel. QAM16 modulation scheme, Rc= 12 and
Eb/N0=6 dB are considered.
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Considering the modified scaling factor and δ=1 (which provides the best performances at the first
iteration), the correspondent BER curve is plotted in purple color in Fig. 2.8. For BER=4, 5.10−5,
results show a need of 10 iterations (purple curve) when applying the modified scaling factor instead
of 12 iterations (brown curve). Moreover, for identical number of iterations, the proposed technique
(δ=1 and the modified scaling factor) provides better BER performance than for the classical scheme
(δ=0) at the expense of an additional latency of one iteration.
The extension of this analysis to the butterfly-replica scheme gives same results as shown in Fig.
2.9.
These improvements can be considered not significant enough for low and medium BER values.
Hence, this scheme for shuffled turbo decoding will not be considered of the rest of this manuscript.
2.4.2.2 Overlapping 2 scheme
Now, we will consider the Overlapping 2 scheme. Fig. 2.10 illustrates the BER performance at the
output of DEC2 in function of iterations for the TBICM-SSD receiver processing in shuffled turbo
decoding with Overlapping 2 scheme for different values of δ. One system configuration, QAM16
and Rc=12 , is considered. The butterfly schemes is applied.













Figure 2.10: BER performance at the output of DEC2 in function of iterations for TBICM-SSD processing in shuffled
turbo decoding with butterfly scheme and Overlapping 2 scheme for different values of δ and scaling factors (2.2.2) for
the transmission of 1536 information bits frame over Rayleigh fading channel. QAM16 modulation scheme, Rc= 12 and
Eb/N0=6 dB are considered.
The red curve of Fig. 2.10 corresponds to the classical shuffle mode (δ=0). The other colored
curves correspond to δ 6=0.
Fig. 2.10 performance simulations show improved BER performance values at the output of DEC2
at each iteration when considering higher δ values. This improvement is shown at the expense of an
additional delay δ for each decoding iteration.
In fact, it is known that the serial decoding (δ=1) provides better performances at each iteration in
comparison to the shuffled decoding. Thus, increasing δ from 0 to 1 will improve the performances
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at each iteration. Using this technique, a scalable tradeoff scheme between the serial and shuffled
decoding can be achieved by changing the value of δ.
In order to improve the performances for δ 6={0,1}, we have tried different scaling factor values
for DEC1 and DEC2. Results shows identical values as in subsection 2.4.2.1: 0.7 for DEC1 and 0.75 for
DEC2.
Taking the example of δ=0.5 and the modified scaling factor, the correspondent BER curve (brown
color) is plotted in Fig. 2.10. Results show almost similar performances than the case with identical
scaling factor values (green curve). Hence, the modified scaling factor technique does not provide
any advantage for the Overlapping 2 scheme.
Similar analysis has been conducted for the butterfly-replica case. The results where the same.
2.5 Summary
In this chapter, we have presented the SISO algorithm related to convolutional turbo decoding. Sim-
plified expressions of the considered algorithm, suitable for hardware implementations, were also
provided. Parallelism techniques addressing the issues of latency and low throughput associated with
turbo decoding were also discussed.
Moreover, two proposals for shuffled turbo decoding scheduling were presented and analyzed in
this chapter for butterfly and butterfly-replica schemes. The idea consists of investigating the intro-
duction a time delay (δ) between the processing of the natural and interleaved domains constituent
component decoders. The first proposal has shown a slight improvement in comparison to the original
shuffled decoding. Meanwhile, the second proposal enables to realize any compromise between the
serial and the shuffled turbo decoding schedulings in terms of error correction performance at each
iteration.
CHAPTER
3 Optimized Turbo Demodulationwith Turbo Decoding:
Algorithms, Schedulings, and
Complexity Estimation
WHILE the previous chapter has addressed the algorithmic and parallelism aspects of turbo de-coding, this chapter investigates the iterative demodulation (ID) receiver TBICM-ID-SSD
applying additional iterative feedback loop to the demapper.
Flexible and iterative baseband receivers with advanced channel codes like turbo codes are widely
adopted nowadays, ensuring promising error rate performances. Extension of this principle with
feedback loop to the demapping function has proven to provide substantial error performance gain
at the cost of increased complexity. However, this complexity overhead constitutes commonly an
obstacle for its consideration in real implementations.
In this chapter, after a brief review of state-of-the-art efforts in this domain, we introduce the
SISO demapping algorithms and the different parallelism techniques for turbo demodulation. Then,
Section 3.3 analyzes the convergence speed of the combined two iterative processes (turbo demodu-
lation and turbo decoding) in order to determine the exact required number of iterations at each level.
EXtrinsic Information Transfer (EXIT) charts are used for a thorough analysis at different modulation
orders and code rates. An original iteration scheduling is proposed, in Section 3.4, which allows re-
ducing two demapping iterations with reasonable performance loss of less than 0.15 dB. Normalizing
and analyzing the computational and memory access complexity, which directly impact latency and
power consumption, demonstrate the considerable gains of the proposed scheduling and the promis-
ing contributions of the proposed analysis. In fact, the analyzed complexity (number of arithmetic
operations and read/write memory accesses) is independent from the architecture mode (serial or par-
allel) and remains valid for both of them. In order to reduce latency and increase throughput, parallel
architectures can be implemented with different parallelisms degrees and techniques (operation-level
or data-level through sub-blocking). However, all these architecture alternatives should execute the
same number of operations (serially or concurrently) to process a received frame. For that reason,
and for generalization and comparison fairness, the normalized technique was applied in serial mode.
Furthermore, other scheduling ideas for TBICM-ID-SSD are explored and presented in Section 3.5.
Section 3.6 proposes a complexity adaptive iterative receiver performing TBICM-ID-SSD, illus-
trating the opposite of what is commonly assumed. Targeting identical error rate, results show that for
certain system configurations, the TBICM-ID-SSD mode presents lower complexity than the TBICM-
SSD. This original result is obtained when considering the equivalent number of iterations through
detailed analysis of the corresponding computational and memory access complexity. The analysis is
conducted for different parameters in terms of modulation orders and code rates and independently
from the architecture for a fair comparison.
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The last two sections of this chapter presents two further contributions which have been proposed
as a joint work with two other PhD students. The first one, a joint contribution with Vianney Lapotre,
proposes an efficient sizing of heterogeneous multiprocessor flexible iterative receiver implementing
turbo demapping with turbo decoding. In fact, for a given communication requirement many architec-
ture alternatives exist and selecting the right one at design-time and at run-time is an essential issue.
The proposed approach defines the mathematical expressions which exhibit the number of hetero-
geneous cores and their features. The second contribution, a joint contribution with Oscar Sanchez,
proposes to extend the use of the butterfly-replica scheme, originally proposed for shuffled turbo de-
coding, to full shuffled receiver implementing iterative demapping with turbo decoding. Simulation
results show that applying this scheme in the turbo decoder reduces the overall number of iterations
by at least one iteration in the waterfall region with respect to the butterfly scheme. In order to eval-
uate the impact on complexity and throughput, a detailed analysis is provided for different system
configurations.
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3.1 State of the Art
The BICM principle [46], first introduced in 1997, represents the state-of-the-art in coded mod-
ulations over fading channels. The Bit-Interleaved Coded Modulation with Iterative Demapping
(BICM-ID) scheme proposed in [47] is based on BICM with additional soft feedback from the SISO
convolutional decoder to the constellation demapper. In this context, several techniques and config-
urations have been explored. In [17], the authors investigated different mapping techniques suited for
BICM-ID and QAM16 constellations. They proposed several mapping schemes providing significant
coding gains.
In [28], the convolutional code classically used in BICM-ID schemes was replaced by a turbo
code in 1999. Only a small gain of 0.1 dB was observed. This result makes BICM-ID with turbo-like
coding solutions (TBICM-ID) unsatisfactory with respect to the added decoding complexity. On the
other hand, Signal Space Diversity (SSD) technique, which consists of a rotation of the constellation
followed by a signal space component interleaving, has been recently proposed [7,8]. It increases the
diversity order of a communication system without using extra bandwidth.
Since 2005, several related contributions have been proposed by Telecom Bretagne. Combining
SSD technique with TBICM-ID at the receiver side has shown excellent error rate performance
results particularly in severe channel conditions (erasure, multi-path, real fading models) [19, 20].
It has shown additional error correction at the receiver side in an iterative processing scenario. In
[19], the authors have proposed to combine SSD with TBICM-ID at the receiver and focuses mainly
on error rate performance. Using EXIT charts, it has been proposed implicitly to apply one turbo
decoding iteration for each demapping iteration without an explicit analysis of the convergence speed.
In addition, the complexity aspects was not discussed in this work.
The authors in [48, 49] have conducted a parallelism study of turbo demodulation combined
with turbo decoding. Speed gains and parallelism efficiency obtained with various parallelism tech-
niques in a turbo demodulation process have been evaluated. The iterations scheduling adopted here
applies one turbo decoding iteration for each demodulation iteration. In addition, a flexible hardware
architecture and FPGA prototype for SISO demapper have been proposed [50,51] based on the ASIP
concept (Application-Specific Instruction-set Processor). The flexibility of the designed DemASIP
allows its reuse for BPSK to QAM256 constellation (with/without SSD) and any mapping scheme.
In [20], the authors have proposed to use the SSD technique in turbo demodulation associ-
ated with LDPC in order to increase the diversity order of coded modulations over fading channels.
The obtained results were behind the adoption of this system in the DVB-T2 standard (using LDPC
channel code). Targeting DVB-T2 standard, hardware implementation aspects have been considered
in [21]. A demodulation based on the decomposition of the constellation into two-dimensional sub-
regions in signal space associated to an algorithmic simplification were presented. Several optimiza-
tions techniques for efficient design and FPGA hardware prototyping of the considered architecture
where also realized.
Turbo demodulation associated with LDPC decoding was also investigated by a research group
from RWTH Aachen University in [52] in the context of the DVB-S2 standard. The authors have
shown an improvement of about 0.3 dB with a slight increase of the receiver complexity.
In fact, most of the existing works have considered the optimization of individual SISO com-
ponents without deep investigation of potential optimisation techniques from a system-level point
of view. The application of the iterative demapping in wireless receivers using advanced iterative
channel decoding leads to further latency problems, more power consumption, and more complexity
caused by feedback inner and outer the decoder. Besides extrinsic information exchange inside the
iterative channel decoder, additional extrinsic information is fed back as a priori information used by
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the demapper to improve the symbol to bit conversion. Hence, the number of iterations to be run at
each level should be determined accurately as it impacts significantly, besides error rate performance,
latency, power consumption, and complexity.
3.2 SISO Demapping Algorithms
In this section, the basic receiver model considered in the previous chapter has been further extended
by including a feedback from the decoder to the demapper as shown in Fig. 3.1. The considered
receiver model can apply turbo demodulation scheme in combination with turbo decoding.
The channel model considered is a frequency non-selective memoryless channel with erasure
probability. The received discrete time baseband rotated complex signal X′r = {x′r,0, x′r,1, . . . x′r,q,






r,q + nq (3.1)
where r and q subscripts designate respectively the rotation term and the index of the symbol. hq is
the Rayleigh fast-fading coefficient, ρq is the erasure coefficient taking value 0 with a probability Pρ
and value 1 with a probability of 1−Pρ. nq is a complex additive white Gaussian noise with spectral
density N0/2 in each component axe, and h′q is the channel attenuation. Note that, at the receiver
side, the transmitted energy has to be normalized by a
√
1− Pρ factor in order to cope with the loss































Figure 3.1: Receiver model with TBICM-ID-SSD.
At this side, the complex received symbols x′r,q have their Q-components re-shifted result-
ing in xr,q. A probability P (cp,q = l|xr,q) with l ∈ {0, 1} or an extrinsic log-likelihood ratio
LextDem(cp,q/xr,q) is calculated for each coded bit cp,q corresponding to the p
th bit of the received
rotated and modulated symbol xr,q. After de-interleaving, de-puncturing and turbo decoding, extrin-
sic information from the turbo decoder LextDec(cp,q) is punctured, passed through the BICM interleaver,
and fed back as a priori information to the demapper in a turbo demodulation scheme.
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3.2.1 MAP Demapping Algorithm
The demapper produces probabilities on coded bits cp,q. At modulated symbol q, the probability of
error on bit cp,q noted P (cp,q = l|xr,q) with l ∈ {0, 1} is expressed as follows [3]:






P (xr,q|sr,q).P (sr,q) (3.2)
where X pr,l, are the symbol sets of the constellation for which symbols have their pth bit equals to
l. P (sr,q) designates the a priori probability of sr,q. In the presence of equiprobable source the
P (sr,q) = 1.
P (xr,q|sr,q) and P (sr,q) can be expressed as:















where M is the number of bits per modulated symbol. P (ci,q) is the probability of the ith bit of
constellation symbol sr,q computed through demapper a priori information.
3.2.2 Max-Log-MAP Demapping Algorithm
In practice, due to its complexity, the MAP algorithm is not implemented in its probabilistic form but
rather used in logarithmic domain to simplify exponential operations and transform multiplications
into additions. The extrinsic information LextDem(cp,q/xr,q) is calculated as the difference between the
soft output a posteriori LDem(cp,q/xr,q) and the soft input a priori L
apr
Dem(cp,q) at the demapper side.
It was originally computed in [53] and given by the expression below:



















|xIr,q − sIr,j |2 +
h′2q−1
σ2
|xQr,q − sQr,j |2 (3.7)
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The above demapping equations are valid for both channel models (with or without erasures)
through the use of h′q coefficient (equation (3.1)).
These simplified expressions exhibit three main computation steps: (a) Euclidean distance compu-
tation referred by Aq, (b) a priori adder operation referred by Bp,q, and (c) minimum finder operation
referred by the min operations of equation (3.8).
More reductions can be achieved for medium and high constellation sizes (as for QAM64,
QAM256) by applying the sub-partitioning technique of the constellation as presented in [21]. This
technique reduces the search of closest constellation point complexity order from 2M to (2
M−2
2 +1)2.
In the context of Gray mapping, no constellation rotation, and the absence of a priori information,




[|xoq − h′q.s˜op,0|2 + |xoq − h′q−1.s˜op,1|2] (3.10)
where o ∈ {I,Q}. s˜op,0 and s˜op,1 represent the symbols that give the two min operations of equation
(3.8). Hence, taking the values of s˜op,0 and s˜
o
p,1 for each region of the constellation for each modulation
scheme can lead to simple equations for symbol (xr,q) to LLR (LextDem(cp,q/xr,q)) conversion.
3.2.3 Parallelism in Turbo Demodulation
In a turbo demodulation receiver, the parallelism can be categorized into three levels [49]:
• Metric Level Parallelism
• Demapper Component Level Parallelism
• Turbo Demodulation Level Parallelism.
3.2.3.1 Demapping Metric Level Parallelism
The metric level parallelism concerns the concurrent computations of the Euclidean distances Aq
(equation (3.7)), the sum of the a priori information Bp,q (equation (3.9)) and the two minimum
operations of equation (3.8).
In a constellation with M bits per modulated symbol, one needs M2M Euclidean distances and
M(M − 1) a priori addition operations which are then fed to 2M minimum operations each having
to process 2M−1 Euclidean distances. This illustrates the complexity and the maximum parallelism
degree at this level, which varie significantly with M .
3.2.3.2 Demapper Component Level Parallelism
Same as in turbo decoding, there are two categories at this level: sub-block parallelism and shuffled
turbo demodulation.
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Frame Sub-blocking: At this level, the demapping process is independent from the modulated
frame length. Hence, there are no issue of SISO sub-block initialization compared to turbo decod-
ing. Therefore, linear increase in throughput can be achieved by using multiple SISO demappers
processing in parallel.
Shuffled Turbo Demodulation: This type of parallelism is inherited from the concept of shuffled
turbo decoding to execute both the decoding and demodulation tasks concurrently. In this scheme, all
SISO demappers and SISO decoders components are executed simultaneously. Once the demapper
components receive the input data, demapping is performed for the first time without a priori infor-
mation to fill the channel input memories of the decoder components. After that, both demapping and
decoding processes run in a shuffled scheme exchanging extrinsic information as soon as created.
3.2.3.3 Turbo Demodulation Level Parallelism
The highest level of parallelism duplicates the whole turbo demodulator to process iterations and/or
frames in parallel.
3.3 Turbo Demodulation with Turbo Decoding Convergence Speed
Analysis
This section illustrates the impact of the constellation rotation, the effects of bits-to-symbol allocation
scheme, and the effects of the Max-Log-MAP demapping algorithm on the convergence speed of
the iterative receiver. Convergence speed designates the rapidity of the convergence of the iterative
process. Both TBICM-SSD and TBICM-ID-SSD system configurations are considered. For TBICM-
ID-SSD, the impact of the number of turbo demapping and decoding iterations is analyzed. In this
context, two types of iterations exist:
1. Iterations inside the decoder (Turbo decoding)
2. Iterations outside the decoder (Turbo demodulation, additional feedback from decoder to the
demapper)
EXIT charts will be plotted in order to analyze the convergence speed and to ensure optimized
number of iterations inside and outside the turbo decoder. In fact, when investigating error correction
performance of an iterative process, typically three distinct regions can be identified as shown in Fig.
3.2:
• At very low SNR, the error performance is poor and is certainly not suitable for most communi-
cation systems.
• At medium SNR, the error performance curve improves steeply, providing very low error rates
at moderate SNR. The region associated with the start and end of the steep error performance
curve is known as the waterfall region. In this region, the performance is mainly determined by
the convergence behavior of the turbo decoder. Generally, the longer the interleaver, the better
the convergence and the better (steeper) the waterfall performance is. This is mainly because of
the nature of iterative decoding and has little to do with the potential improvement in distance
properties for longer interleavers.
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Figure 3.2: The three typical distinct regions of error correction performance of an iterative process.
• At high SNR, the error performance curve starts to flatten severely. Further improvements in
the error performance require a significant increase in the SNR. The region associated with this
severe flattening of the error performance curve is known as the error flare or error floor region.
The better the distance properties, the lower the error flare is. In other words, high minimum
distances with low multiplicities are important for lowering the error flare.
In this thesis work, convergence speed analysis will be conducted particularly for the waterfall
region.
3.3.1 TBICM-SSD and TBICM-ID-SSD Error Correction Performance
Before starting the presentation of our studies on convergence speed analysis, this sub-section gives
some reference BER curves in order to compare and appreciate the error correction performance with
and without feedback loop to the demapper. Fig. 3.3 presents the results of different BER simula-
tions for TBICM-SSD and TBICM-ID-SSD for the transmission of 1536 information bits frame over
Rayleigh fast-fading channel without erasure. QPSK and QAM64 modulation schemes are selected
with Rc = 12 and Rc=
2
3 respectively. These results show clearly how the TBICM-ID-SSD receiver
mode outperforms the TBICM-SSD mode in terms of BER performance (i.g. to reach 10−5 BER,
TBICM-SSD requires an Eb/N0 with 0.25 dB more).
3.3.2 EXIT Chart Block Diagram
EXIT charts [54] are used as a useful tool for a clear and thorough analysis of the convergence
speed. They were first proposed for parallel concatenated codes, and then extended to other iterative
processes.
Fig. 3.4a shows the EXIT chart block diagram for TBICM-ID-SSD. For this iterative demapping
receiver with turbo decoding (two iterative processes), the response of the two SISO decoders is
plotted while taking into consideration the SISO demapper with updated inputs and outputs. In this
scheme, IA1, IA2, IE1, IE2 are used to designate the a priori and extrinsic mutual information
respectively for DEC1 and DEC2. In fact, mutual information designates the quantity that measures the
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(a) TBICM-SSD: QPSK with Rc= 12


















(b) TBICM-ID-SSD: QPSK with Rc= 12


















(c) TBICM-SSD: QAM64 with Rc= 23


















(d) TBICM-ID-SSD: QAM64 with Rc= 23
Figure 3.3: BER performance simulations for TBICM-SSD and TBICM-ID-SSD for the transmission of 1536 informa-
tion bits frame over Rayleigh fast-fading channel without erasure. Different system configurations (QPSK and QAM64




mutual dependence of the source bit and its correspondent LLR value. Iterations start without a priori
information (IA1 = 0 and IA2 = 0). Then, mutual extrinsic information IE1 of DEC1 is fed to DEC2
as mutual a priori information IA2 and vice versa, i.e. IE1 = IA2 and IE2 = IA1. Since this EXIT







































Figure 3.4: EXIT chart block diagram for turbo demodulation with turbo decoding.
The transfer function of the turbo decoder is represented by the two-dimensional chart as follows
(Fig. 3.4b). One SISO decoder component is plotted with its input on the horizontal axis and its
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output on the vertical axis. The other SISO component is plotted with its input on the vertical axis
and its output on the horizontal axis. The iterative decoding corresponds to the trajectory found by
stepping between the different curves. For a successful decoding, there must be a clear path (tunnel)
between the curves so that iterative decoding can proceed from 0 to 1 mutual extrinsic information.
The a priori information available at the demapper input improves the BER at its output. The
resulting iterative demapping scheme is equivalent to a demapper without a priori input at a higher
value of Eb/N0. Having a changing value of Eb/N0 at the input of the decoder every demapper
iteration, the computation of the mutual extrinsic information IE for the turbo decoder should, as
a result, also be performed per demapping iteration (Fig. 3.4b). Hence, for better convergence, the
tunnel should enlarge with every demapping iteration. The SISO decoder is represented by its transfer
function:
IE = T (IA,Eb/N0) (3.11)
In fact, authors in [55] have suggested that the a priori inputA={a1, a2, . . . , aN} (Fig. 3.4a) to the
constituent decoder DEC1 can be modeled by applying an independent Gaussian random variable zA
with variance σ2A and mean zero in conjunction with the known transmitted information bits U={u1,
u2, . . . , uN}. N designates the number of source bits per frame. Decoder extrinsic information is
denoted by E={e1, e2, . . . , eN}. A priori information an can be expressed as follows.




For each IA value, σ2A can be computed using the following equation [56].







where H1=0.3073, H2=0.8935, and H3=1.1064. Finally, the extrinsic mutual information IE is
computed [57].






3.3.3 Effects of Constellation Rotation
Extensive analysis of the effects of the constellation rotation for different system parameters (modu-
lation orders, code rates, erasure probabilities) has been conducted. Fig. 3.5 and Fig. 3.6 illustrate
2 EXIT chart simulations for two different system configuration with and without erasure. QAM64
with Rc=45 and QPSK with Rc=
6
7 are considered. Eb/N0 values are chosen from the Eb/N0 interval
located in the waterfall region.
The plain curves correspond to the EXIT charts for the case with rotated constellation, while the
dashed curves correspond to the case with no rotation. Furthermore, the red curves correspond to non
iterative demapping. Applying demapping iterations corresponds to the other colored curves in the
EXIT charts of Fig. 3.5 and 3.6.
In these two figures, we observe that the EXIT tunnel is wider for the rotated case than the one
without. Furthermore, the tunnel is limited to that of one demapping iteration for the latter case. Thus,
making more demapping iterations will not affect the convergence speed of non rotated constellation
configurations. However the tunnel is enlarging until three demapping iterations using the rotated
constellation.
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(1) : Trajectory of TBICM-SSD












Figure 3.5: EXIT chart analysis at Eb/N0= 22 dB of the double-binary turbo decoder for iterations to the QAM64 demap-
per. Rc = 45 is considered for transmission over Rayleigh fast-fading channel with erasure probability Pρ=0.15.
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(1) : Trajectory of TBICM-SSD




















is considered for transmission over Rayleigh fast-fading channel without erasure.
In Fig. 3.5, we can see that TBICM-SSD EXIT charts show a need of more than 6 turbo decod-
ing iterations to attain convergence following the trajectory (1). Whereas 4 demapping iterations are
sufficient following the trajectory (2). Moreover, Fig. 3.6 shows that the tunnel is blocked (conver-
gence can not be attained) for the TBICM-SSD case. Whereas 8 demapping iterations are required to
achieve the convergence for the TBICM-ID-SSD case.
Thus, in case of TBICM-ID-SSD, the iteration scheduling which optimize the convergence is
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the one that enlarge (improve) the EXIT tunnel as soon as possible. Analyzing the different tunnel
curves in the EXIT figure shows that the tunnel is enlarging for each demapping iteration. Thus, the
optimized scheduling is to execute only one turbo decoding iteration for each demapping iteration
and then step forward to the next demapping iteration (enlarge the EXIT tunnel). This scheduling
is the one adopted implicitly in [19]. Note that after the third demapping iteration, only a slight im-
provement in convergence is observed. Similar results have been found for all considered modulation
orders, code rates and erasure coefficients. This result will be used in section 3.4 in order to reduce
the number of demapping iterations for TBICM-ID-SSD.
3.3.4 Effects of Bits-to-Symbol Allocation Scheme
In order to analyze the impact of the bits-to-symbol allocation scheme on the convergence speed of
TBICM-SSD and TBICM-ID-SSD, two BICM S-random [58] interleavers are considered. The first
one S1 protects parity bits as well as systematic bits without any particular priority. The second one
S2 provides more error protection to systematic bits than parity. Fig. 3.7 and Fig. 3.8 illustrate
2 EXIT chart simulations for QAM16 modulation scheme, Rc=12 and Rayleigh fast-fading channel
with and without erasures respectively. Eb/N0 values are chosen from the Eb/N0 interval located in
the waterfall region.
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(1) : Trajectory of TBICM-SSD using S2

















Figure 3.7: EXIT chart analysis at Eb/N0= 14 dB of the double-binary turbo decoder for iterations to the QAM16
demapper. Rc = 12 and Rayleigh fast-fading channel with erasure probability Pρ=0.15 are considered.
The plain curves correspond to the EXIT charts for the case with interleaver S2, while the dashed
curves correspond to the case with S1. Furthermore, the red curves correspond to non iterative demap-
ping. Applying demapping iterations corresponds to the other colored curves in the EXIT charts.
We can see from Fig. 3.7 and Fig. 3.8 that the S2 allocation scheme associated with turbo code
outperforms, in terms of convergence speed, the first one S1 in the waterfall region: The tunnel is
wider whe S2 is used. Thus the convergence speed is accelerated.
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(1) : Trajectory of TBICM-SSD using S2













Figure 3.8: EXIT chart analysis at Eb/N0= 5.5 dB of the double-binary turbo decoder for iterations to the QAM16
demapper. Rc = 12 and Rayleigh fast-fading channel without erasure are considered.
3.3.5 Effects of Max-Log-MAP Algorithm
Fig. 3.9 illustrates the impact of using the Max-Log-MAP algorithm rather than the original MAP
algorithm on the convergence speed of the turbo demodulation with turbo decoding receiver for the
QAM16 modulation scheme, Rc = 12 , Eb/N0= 5.5 dB, and Pρ=0.
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Figure 3.9: EXIT chart analysis at Eb/N0= 5.5 dB of the double-binary turbo decoder for iterations to the QAM16
demapper. Rc = 12 and Rayleigh fast-fading channel without erasure are considered.
The corresponding Max-Log-MAP tunnel , as shown in Fig. 3.9, is slightly reduced in comparison
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to the MAP tunnel. However, for the rest of this thesis the Max-Log-MAP approximation will be
considered as it offers a considerable complexity reduction solution for the MAP algorithm.
3.4 Reducing the Number of Demapping Iterations in TBICM-ID-SSD
As mentioned in the previous section, the typical optimized profile of iterations is the one that applies
one demapping iteration for each turbo decoding iteration. In this profile, reducing the number of














Figure 3.10: BER performance comparison for TBICM-ID-SSD for the transmission of 1536 information bits frame over












Figure 3.11: BER performance comparison for TBICM-ID-SSD for the transmission of 1536 information bits frame over
Rayleigh fast-fading channel with erasure probability Pρ=0.15. QAM16 modulation scheme and Rc = 45 are considered.
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3.4.1 Proposed TBICM-ID-SSD Scheduling
Various constructed EXIT charts with different parameters show that after a specific number of
demapping iterations, only a slight improvement is predicted. As an example, in Fig. 3.5 decoder
transfer functions coincide with each other after 3 demapping iterations. However, one can notice
that turbo decoding iterations must continue until that the two constituent decoders agree with each
other. Thus, the number of demapping iterations can be reduced without affecting error rates, while
keeping the same total number of turbo decoding iterations. This constitutes the basis for our pro-
posed iteration scheduling.
In fact, to keep the same number of iterations for the decoder unaltered, one turbo decoding
iteration is added after the last iteration to the demapper for each eliminated demapping iteration. Fig.
3.10 (QAM64, Rc = 23 , Pρ=0) and Fig. 3.11 (QAM16, Rc =
4
5 , Pρ=0.15) simulate six demapping
iterations performing one turbo decoding iteration for each. Hence, six turbo decoding iterations are
performed in total. This scheme is denoted as 6IDem.
With the proposed iteration scheduling, 5IDem+1EIDec designates five demapping iterations
(one turbo decoding iteration is applied for each) followed by one extra turbo decoding iteration.
Referring to Fig. 3.10 and Fig. 3.11, error rates associated to 6IDem and 5IDem+1EIDec
show almost same performances, while one feedback to the demapper is eliminated in the latter
scheme. Similarly, for 4IDem+2EIDec, two feedbacks to the demapper are eliminated. A slight loss
of 0.025 dB is induced. Eliminating more demapping iterations will cause significant performance
degradation. Error rates performance of 3IDec+3EIDec is closer to 5IDem than to 6IDem.
Modulation scheme Performance loss (dB)
Without Erasure With Erasure
Rc = 6/7 −. Rc = 1/2 Rc = 6/7 −. Rc = 1/2
QPSK 0.02 −. 0.03 0.02 −. 0.05
QAM16 0.04 −. 0.06 0.04 −. 0.08
QAM64 0.05 −. 0.08 0.07 −. 0.12
QAM256 0.07 −. 0.10 0.09 −. 0.15
Table 3.1: Performance loss for different modulation schemes and code rates after 2 omitted demapping iterations over
Rayleigh fast-fading channel with and without erasure.
In fact, 4IDem+2EIDec represents the most optimized curve for the 6IDem performance
scheme. EXIT charts do not agree with this consideration at the first sight, three demapping iter-
ations followed by five extra turbo decoding iteration were sufficient to do the same correction as
eight demapping iterations. EXIT charts are based on average calculations as many frames are simu-
lated. The three demapping iterations represents the average number of demapping iterations needed
to be sure that the two constituent decoders agree with each other. Making more demapping itera-
tions will provide more error correction. Further simulations show performance loss of 0.02 dB to
0.1 dB and 0.02 dB to 0.15 dB for no erasure and erasure events respectively when the proposed
scheduling is applied. Table 3.1 summarizes the reduced performance loss for different code rates
and constellation orders after omitting two demapping iterations. These values were investigated in
the waterfall region for the worst case (minimum required number of three demapping iterations)
corresponding to 3IDem+2EIDec in comparison to 5IDem. Note that for the error floor region,
simulations (Fig. 3.12 as an example, which corresponds to Fig. 3.10 with larger Eb/N0 margin)
show almost identical BER performance if applying more than 3 demapping iterations. Furthermore,
it is worth noting that with a limited-diversity channel model, omitting 2 demapping iterations leads
to even lower performance loss than those of Table 3.1 for a fast-fading channel model. In fact, one
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demapping iteration with high-diversity channel model leads to more error correction compared to
one iteration executed with limited-diversity one. Thus, omitting demapping iterations for the for-
mer channel has higher impact on error rate performance. Conducted simulations with block-fading
channel model have confirmed this result.


















Figure 3.12: BER performance comparison for TBICM-ID-SSD for the transmission of 1536 information bits frame over
Rayleigh fast-fading channel without erasure. QAM64 modulation scheme and Rc = 23 are considered.
Using this technique, latency and complexity issues caused by the TBICM-ID-SSD are reduced.
Two feedbacks to the demapper with the associated delays, computations, and memory accesses are
eliminated. It is worth noting that the proposed new scheduling does not have any impact on the re-
ceiver area (logic or memory). This scheduling is applied on a TBICM-ID-SSD receiver and proposes
a complexity reduction in “temporal dimension” (which impacts power consumption, throughput, and
latency). Complexity reductions will be evaluated and discussed in the next section.
3.4.2 SISO Demapping and SISO Decoding Complexity Evaluation
The main motivation behind the conducted convergence speed analysis and the proposed technique
for reducing the number of iterations is to improve the receiver implementation quality. In order to
appreciate the achieved improvements, an accurate evaluation of the complexity in terms of number
and type of operations and memory access is required. Such complexity evaluation is fair and gener-
alized as it is independent from the architecture mode (serial or parallel) and remains valid for both
of them. In fact, all architecture alternatives should execute the same number of operations (seri-
ally or concurrently) to process a received frame. In this section, we consider the two main blocks
of the TBICM-ID-SSD system configuration which are the SISO demapper and the SISO decoder.
The proposed evaluation considers the low complexity algorithms presented in subsection 3.2.2 and
subsection 2.2.2.
3.4.2.1 SISO Demapping and SISO Decoding Typical Quantization Values
A typical fixed-point representation of channel inputs and various metrics is considered. Table 3.2
summarizes the typical total number of required quantization bits for each parameter of the SISO
demapper and SISO decoder [48].
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Parameter Number of bits
SISO
Received complex input (xIr,q, x
Q
r,q) (10,10)
Coeff. Fading / Variance (h′q/σ) 8
demapper Constellation complex symbol (sIr,j , s
Q
r,j) (8,8)
Euclidean distance Aq 19
SISO
Received 4 LLRs 4× 5
Branch metric γk 10
decoder State metric αk, βk 10
Extrinsic information LextDec 10
Table 3.2: SISO demapping and SISO decoding typical quantization values.
Using this quantization, Fig. 3.13 plots two sets of floating-point vs fixed-point BER performance
curves for TBICM-ID-SSD. Two modulation schemes, QPSK and QAM64, and different number of
iterations are considered with Rc=45 and Pρ=0.15. As we can see from this figure, considering the
quantization of Table 3.2 provides almost the same BER as for the floating-point reference perfor-
mance.


































Figure 3.13: Floating-point vs Fixed-point BER performance comparison for TBICM-ID-SSD for the transmission of 1536
information bits frame over Rayleigh fast-fading channel with erasure probability Pρ=0.15. QPSK and QAM64 modulation
schemes are considered respectively for 1, 4, and 8 TBICM-ID-SSD iterations. Rc= 45 .
3.4.2.2 Complexity Evaluation of the SISO Demapper
The complexity of SISO demapping depends on the modulation order (section 3.2). We will now
consider the equations of subsection 3.2.2 to compute: (1) the required number and type of arith-
metic computations and (2) the required number of read memory accesses (load) and write memory
accesses (store). The result of this evaluation is summarized in Table 3.3 and explained below.
We use the following notation operation(NbOfBitsOfOperand1,NbOfBitsOfOperand2) for arithmetic oper-
ations, and load(NbOfBits)/store(NbOfBits) for read/write memory operations. Thus, add(8, 10) in-
dicates an addition operation of two operands; one quantized on 8 bits and the second on 10 bits.
Similarly, load(8) indicates a read access memory of 8-bit word length.
1) Euclidean distance computation
The Euclidean distance computation unit (equation (3.7)) can be represented as in Fig. 3.14. Quanti-
52





Computation units Number and Type of operations per modulated symbol per turbo demapping iteration
Euclidean distance 2MAdd(18, 18) + 2M+1Sub(8, 10) + 2M+1Mul(18, 18) + 2M+1Mul(8, 10) + 2load(10) + (1 + 2M+1)load(8)
a priori adder
(2M − 2){E[M−12 ]Add(8, 8) + E[M−14 ]Add(9, 9) + E[M−18 ]Add(10, 10) + MSub(8, 11) + MSub(11, 19)} + Mload(8) + (2M − 2)load(M)
For QPSK M(2M − 2)Sub(11, 19) + Mload(8) + (2M − 2)load(M)




Computation units Number and Type of operations per coded symbol per turbo decoding iteration
Branch metric 4Add(5, 5) + 38Add(5, 10) + 4Sub(5, 5) + 8load(5) + 6load(10)
State metric 64Add(10, 10) + 48Sub(9, 9) + 8store(10)
extrinsic information 32Add(10, 10) + 32Sub(9, 9) + 9Sub(10, 10) + 3Mul(4, 10) + 8load(10) + 5store(10)
Table 3.3: SISO demapping and SISO decoding complexity computation summary.








σ (8 bits)sQr,j (8 bits)
(18 bits)(18 bits)
(18 bits) (18 bits)
Figure 3.14: Euclidean distance computation unit
The computation of the Euclidean distance Aq implies the following operations for each modu-
lated symbol (input of the demapper):
• One load(8) to access the fading channel coefficient normalized by the channel variance (h′qσ ).
• Two load(10) to access the channel symbols xIr,q and xQr,q.
• For each one of the 2M symbols of the constellation (sIr,j , sQr,j):
– Two load(8) to access the constellation symbols sIr,j and s
Q
r,j .
– Two Sub(8, 10) to compute (xIr,q − sIr,j) and (xQr,q − sQr,j).






– Two Mul(18, 18) to compute the square of the above results.
– One Add(18, 18) to realize the sum of the two Euclidean distance terms (I and Q).
2) A priori adder
The a priori adder computation unit (equation (3.9)) can be represented as in Fig. 3.15.
The computation of the a priori information Bp,q implies the following operations for each mod-
ulated symbol (input of the demapper):
• M load(8) to access the a priori informations LaprDem(cp,q).
• For each one of the 2M symbols of the constellation (sIr,j , sQr,j), except two symbols correspond-
ing to all zeros and all ones:
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Figure 3.15: A priori adder computation unit
– One load(M) to access constellation symbol bits ci,q. i = 0, 1, . . . ,M−1 (equation (3.9)).
– One addition ofM a priori information to compute
M−1∑
i=0,ci,q=1
LaprDem(ci,q) of equation (3.9).
LaprDem(ci,q) are quantized on 8 bits as shown in Table 3.2. This addition of M operands is
equivalent to the sum of the following 2-input addition operations:
∗ E[M−12 ] Add(8, 8) to realize the sum of the couples of LaprDem(ci,q). Results are quan-
tized on 9 bits.
∗ E[M−14 ] Add(9, 9) to realize the sum of the couples of the results above. Results are
quantized on 10 bits.
∗ E[M−18 ] Add(10, 10) to realize the final 2-input addition of the results above. Note
that E[M−18 ] is equal to 0 except for QAM64 and QAM256 where it is equal to 1. The
result is quantized on 11 bits.
E[x] represents here the ordinary rounding of the positive number x to the nearest
integer.
– M Sub(8, 11) to subtract the LLR of the specific pth bit and thus obtain Bp,q.
– M Sub(11, 19) to realize Aq −Bp,q (equation (3.8)).
However, for the simple QPSK modulation the above operations can be simplified as only 2 LLRs
exist for one modulated symbol. In fact, in equation (3.9) there is no need to execute an addition
followed by a subtraction of the same LLR. Thus, the total number of required arithmetic operations
in this case is M(2M − 2) Sub(11, 19) = 4 Sub(11, 19).
3) Minimum finder
The minimum finder computation unit can be represented as in Fig. 3.16.
The computation of the two minimum finders of equation (3.8) implies the following operations
for each one of the M bits per modulated symbol:
• 2M Sub(19, 19) to realize the two min operations of equation (3.8).
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Figure 3.16: Minimum Finder for One LLR
• One Sub(8, 8) to subtract the above found 2 minimum values resulting in the demapper extrinsic
information.
• One store(8) to store the extrinsic information value.
3.4.2.3 Complexity Evaluation of the SISO Decoder
The SISO decoder complexity corresponds to the following 3 principal computations: branch metric,
state metric, and extrinsic information computations. As for the SISO demapper, the result of the
complexity evaluation is summarized in Table 3.3 and explained below. As stated before, the con-
sidered turbo code is an 8-state double-binary one. At the turbo decoder side, each double-binary
symbol should be decoded to take a decision over the 4 possible values (00, 01, 10, 11).
1) Branch metrics (γ)
The computation of the branch metrics of equation (2.11) implies the following operations for each
coded symbol (input of the decoder):
• 4 load(5) to access systematic and parity LLRs.
• 3 load(10) to access demapper normalized extrinsic informations.
• 2Add(5, 5) and 2 Sub(5, 5) to compute systematic and parity branch metrics γSys11 , γSys10 , γParity11
and γParity10 .
• 19 Add(5, 10) to compute branch metrics γk and γSysk + γParityk .
The operations above should be multiplied by 2 to generate forward and backward branch metrics.
2) State metrics (α,β)
The computation of the state metrics of equation (2.9) and equation (2.10) implies the following
operations for each coded symbol (input of the decoder):
• 32 Add(10, 10) to compute αk−1(s′) + γk(s′ , s) for the 32 trellis transitions (8-state double-
binary trellis).
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• 24 Sub(9, 9) to realize the 8 max (4-input) operations of equation (2.9). In fact, 1 max (N-input)
can be implemented as N-1 max (2-input) operations, and 1 max (2-input) is equivalent to 1 Sub
(2-input).
• 8 store(10) to store the computed state metrics (only for left butterfly).
The operations above should be multiplied by 2 to generate forward α and backward β state metrics.
3) Extrinsic information (z)
The computation of the extrinsic information of equation (2.13) implies the following operations for
each coded symbol (input of the decoder):
• 8 load(10) to access state metric values.
• 32 Add(10, 10) to compute the second required addition operation in equation (2.12) for the 32
trellis transitions.
• 28 Sub(9, 9) to realize the 4 max (8-input) operations of equation (2.12).
• 4 Sub(10, 10) to subtract symbol-level intrinsic information from the computed soft value (gen-
erating symbol-level extrinsic information).
• 8 Sub(9, 9) and 4 Sub(10, 10) to realize the 8 max (2-input) operations and compute 4 bit-level
(systematic and parity) extrinsic information as demapper a priori information (equations (2.14)
and (2.15)). This computation is done only for one of the two SISO decoders.
• 4 store(10) to store the computed bit-level (systematic and parity) extrinsic information.
• 3 Sub(10, 10) to normalize symbol-level extrinsic information by subtracting the one related to
decision 00.
• 3Mul(4, 10) to multiply the symbol-level extrinsic information by a scaling factor SF (equation
(2.13)).
• 3 store(10) to store the computed DEC1 symbol-level extrinsic information as DEC2 a priori
information.
3.4.2.4 Complexity Normalization
The above conducted complexity analysis exhibits different arithmetic and memory operation types
and operand sizes. In order to provide a fair evaluation of the improvement in complexity with the
technique proposed in section 3.4.1, complexity normalization is necessary.
Arithmetic operations (n2 ≥ n1) Normalized arithmetic operations
1 Add(n1, n2) 0.5× (n1 + n2 − 1)Add(1, 1)
1 Sub(n1, n2) 0.5× (n1 + n2)Add(1, 1)
1 Mul(n1, n2) [(n1 − 1)(n2 − 1) + 1− 0.5× n1]Add(1, 1)
Table 3.4: Arithmetic operations normalization in terms of Add(1, 1).
For arithmetic operations, normalization can be done in terms of 2-input one bit full adders
(Add(1, 1)). Each one of the additions, subtractions, and multiplications can be converted into an
equivalent number of Add(1, 1). For additions and subtractions, half (HA) and full adders (FA
equivalent to Add(1, 1)) of 2 operands of one bit for each are used and generalized for operand sizes
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Computation units Number and Type of operations per modulated symbol per turbo demapping iteration
Euclidean distance 358.75×2M+1Add(1, 1) + load(28 + 2M+4)
a priori adder
(2M − 2){7.5E[M−12 ]+ 8.5E[M−14 ] + 9.5E[M−18 ] + 24.5M}Add(1, 1) + load(8M) + load(M(2M − 2))
For QPSK 15M(2M − 2)Add(1, 1) + load(8M +M(2M − 2))




Computation units Number and Type of operations per coded symbol per turbo decoding iteration
Branch metric 304Add(1, 1) + load(100)
State metric 1040Add(1, 1) + store(80)
extrinsic information 760Add(1, 1) + load(80) + store(50)
Table 3.5: SISO demapping and SISO decoding complexity computation summary after normalization.
n1 and n2. Obtained formulas are summarized in Table 3.4 with simple, yet accurate, analysis of all
corner cases.
Fig. 3.17 shows 2 examples of addition and multiplication operations normalization. Two
operands are considered. The first operand is quantized on n1=2 bits, while the second operand
is quantized on n2=4 bits. The first example (Fig. 3.17(a)) corresponds to the addition operation nor-
malization. 1 Add(2, 4) operation can be normalized to 1 HA + 1 HA + 1 FA + 1 HA operations.
However, 1HA can be considered as 0.5 FA. Hence, 2.5 FA (2.5Add(1, 1)) are required. Similarly
for the second example (Fig. 3.17(b)). 1 Mul(2, 4) operation can be normalized to 1 HA + 1 FA
+ 1 FA + 1 HA operations. Hence, 3 FA (3 Add(1, 1)) are required. These results can be obtained
directly from Table 3.4 by putting the values of n1 and n2 in the corresponding equation for each
considered operation.
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Figure 3.17: Complexity normalization examples: (a) Addition operation (b) Multiplication operation.
Similarly, multiplication operations are normalized using successive addition operations. Memory
access operation of m word of size n are normalized to one memory access operation of m× n bits.
Applying the proposed complexity normalization approach to Table 3.3 leads to the results sum-
marized in Table 3.5.
3.4.3 Discussions and Achieved Improvements
This section evaluates and discusses the achieved complexity reductions using the proposed iteration
scheduling of TBICM-ID-SSD at different modulation orders and code rates. As concluded in section
3.4.1, two demapping iterations can be eliminated while keeping the number of turbo decoding itera-
tions unaltered. Overall, this will lead to a reduction corresponding to two times the execution of the
SISO demapping function. Besides the fact that the obtained results will depend on the modulation
order and code rate, a third parameter should be considered regarding the iterative demapping imple-
mentation choice. In this regard, two configurations should be analyzed. In the first configuration,
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denoted CASE 1, the Euclidean distances are re-calculated at each demapping iteration. While in
the second configuration, denoted CASE 2, the computation of the Euclidean distances are done only
once, at the first iteration, then stored and reused in later demapping iterations. Thus, CASE 1 implies
higher arithmetic computations, however less memory access, than CASE 2.
Using the normalized complexity evaluation of Table 3.5, achieved improvements comparing
4IDem 2EIDec to 6IDem for all configurations are summarized in Table 3.6. In the following we
will explain first how these values are computed and then discuss the obtained results.
3.4.3.1 Complexity Reduction Ratio G1
The complexity reduction ratio (G1) is defined as the ratio of the difference in complexity between
the original (CIDem) and the new proposed (CNEW−IDem) TBICM-ID-SSD scheduling to the com-
plexity of TBICM-ID-SSD. It corresponds to the complexity reduction ratio of using the proposed





If the original TBICM-ID-SSD configuration requires y iterations to process a frame composed of
NMSymb modulated symbols (equivalent to NCSymb coded symbols), the original TBICM-ID-SSD
complexity CIDem can be computed by the following expression.
CIDem = C
−
dem(M).NMSymb + (y − 1).C+dem(M).NMSymb + y.Cdec.NCSymb (3.16)
where C−dem(M) designates the complexity of processing one modulated symbol, which depends
on the constellation size, without taking into consideration the a priori computation (first iteration).
C+dem(M) designates the complexity of processing one modulated symbol taking into consideration
the a priori computation. Cdec designates the complexity of processing one coded symbol.
In fact G1 corresponds to the ratio between the complexity of two SISO demapping executions
and the complexity of the original TBICM-ID-SSD configuration. Hence, G1 can be computed as:
G1 =
2.C+dem(M).NMSymb
C−dem(M).NMSymb + (y − 1).C+dem(M).NMSymb + y.Cdec.NCSymb
(3.17)
Considering the code rateRc and the number of bits per symbolM , the relation between the num-
ber of double-binary coded symbols (NCSymb) and the corresponding number of modulated symbols








∇ is the number of bits per information symbol. ∇=2 for the double-binary case.
αmax=2 for ∇=2, M=2 and Rc=12 . αmin= 724≈0.292 for ∇=2, M=8 and Rc=67 .
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Converting in equation (3.17) the number of modulated symbols into equivalent coded symbols
using equation (3.18), we obtain the following equation.
G1 =
2.C+dem(M)
C−dem(M) + (y − 1).C+dem(M) + 1α .y.Cdec
(3.19)
3.4.3.2 Achieved Improvements
This last equation has been used to obtain individually the complexity reductions in terms of arith-
metic, read memory access, and write memory access operations of Table 3.6, for y=6. For CASE 1,
results show increased benefits in terms of number of arithmetic operations (up to 32.4%) and read
memory accesses (up to 29.9%) with higher modulation orders. This can be easily predicted from
equation (3.19) as the value of C+dem increases with the constellation size. The equation shows also
that the higher the code rate is, lower the benefits are.
On the other hand, the improvement in write memory access (3.7% for Rc = 1/2 and 2.2% for
Rc = 6/7) is low and constant for all modulation orders. In fact, in Table 3.6 the single memory store
term which depends on the modulation order is store(8.M) for the minimum finder computation.
This term is required per modulated symbol and when converted to the equivalent number per coded
symbol (equation (3.18)) for a fixed code rate a constant value, independent from M , is obtained.
Similar behavior is shown for CASE 2, except for two points. The first one concerns the im-
provements in arithmetic operations and read memory accesses. In fact, compared to CASE 1, this
configuration implies less arithmetic and more memory access operations which lead to less bene-
fits for the former and more benefits for the latter (equation (3.19)). The second point concerns the
improvement in write memory access. In fact, besides the term M × 8bits, a value of 19 × 2M is
required only for the first iteration to store the 2M Euclidean distances quantized on 19 bits each. This
added value is much higher in comparison to the reduced M ×8bits write memory access. Therefore
the improvement in write access memory operations will be less for higher constellation sizes (down
to 1.2%).
It is worth noting that applying the proposed scheduling combined with an early stopping criteria
might diminish the benefit from the scheduling, but at the cost of an additional complexity.
Modulation scheme CASE1 (With recomputed Euclidean distances) CASE2 (With stored Euclidean distances)
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
Complexity Reduction Complexity Reduction Complexity Reduction Complexity Reduction
arith load store arith load store arith load store arith load store
QPSK 19.9% 12.8% 3.7% 15.4% 8.9% 2.2% 2.7% 11.5% 3.4% 1.8% 7.9% 2.1%
QAM16 25.8% 16.9% 3.7% 22.2% 12.5% 2.2% 10.8% 17.5% 3.1% 8.1% 13% 2%
QAM64 30.4% 24.4% 3.7% 28.6% 20.5% 2.2% 19.2% 25.4% 2.5% 16.9% 21.5% 1.7%
QAM256 32.4% 29.9% 3.7% 31.7% 27.8% 2.2% 24.2% 30.7% 1.5% 23.2% 28.7% 1.2%
Table 3.6: Reduction in number of operations, read/write access memory comparing ”4IDem 2EIDec” to ”6IDem” for
different modulation schemes and code rates.
3.5 Other Schedulings for TBICM-ID-SSD
In section 3.3, we have analyzed the convergence speed of the combined turbo demodulation with
turbo decoding processes. EXIT charts have shown the optimized scheduling for applying one turbo
code iteration for each demapping iteration.
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However, a different scheduling for iterations can be applied. At each demapping iteration, only
the decoding of a single component code of the turbo decoder can be performed. Hence, two demap-
ping iterations are executed for a complete turbo decoding iteration. The a priori advantage of this
system lies in the complexity reduction, since its complexity by iteration is given by the sum of the
complexity of the demapper with only a single component decoder.
3.5.1 Scheduling Strategy
The idea of this scheduling is to avoid the execution of the two SISO decoder components per demap-
per iteration. Only a single component decoder (convolutional decoder) of the turbo decoder is exe-
cuted after each demapping iteration. The extrinsic information of the current convolutional decoder
is used to compose the a priori values for the demapper and as a priori information of the other com-
ponent decoder used in the next iteration. Although only a single convolutional decoder is used per
iteration, both convolutional decoders are processing through the iterations as in a turbo decoder.
First, the received symbols from the channel Xr and the demapper a priori information LaprDem,
which is equal to zero at the first iteration, feed the demapper to compute the extrinsic information
LextDem. L
ext
Dem is then de-interleaved and used as a priori information for the first convolutional de-
coder DEC1. DEC1 computes its extrinsic information LextDEC1 which will be interleaved and used as a
priori information for the demapper at the second iteration.
At the second iteration, the demapper extrinsic information is used as channel information for the
second convolutional decoder DEC2, and the extrinsic information taken from the component decoder
DEC1 in the previous iteration is used as a priori information for DEC2. DEC2 computes its extrinsic
information LextDEC2 which will be fed jointed with L
ext
DEC1
as a priori information to the demapper at
the next iteration, and so one for the other iterations.
3.5.2 BER Performance Analysis
Fig. 3.18 illustrates the BER performance comparison between the original (presented in section 3.3.3
and the new2 TBICM-ID-SSD scheduling for QAM16 modulation scheme, Rc = 12 and Eb/N0=6
dB as a function of the number of demapping iterations. The coded frame size is taken NCSymb=768
double-binary symbols.
It is shown from Fig. 3.18 that the new2 TBICM-ID-SSD scheduling provides bad BER perfor-
mance values in comparison to the original scheduling. For the first demapping iteration, the differ-
ence in the BER performance comes from the fact that the new2 scheduling is performing only one
component decoding instead of two for the original case. Moreover, a BER performance divergence is
appeared for the second demapping iteration for the new2 scheduling. This is due to the difference in
the demapper a priori information values provided by the two decoder components when performing
the first feedback to the demapper (a priori information values from DEC1 are presented, and a priori
information values from DEC2 are equal to zero).
After three demapping iterations, the new2 TBICM-ID-SSD scheduling shows a slow BER per-
formance convergence in function of number of iterations in comparison to the original scheduling.
This is due to the demapping process which takes into consideration only one a priori component
decoder information per iteration.
In order to resolve the divergence problem for the new2 TBICM-ID-SSD scheduling and to im-
prove the iterative receiver efficiency, we propose to modify this scheduling by combining it with
the original one. The resulted scheduling will: (1) process with the original scheduling for a cer-
tain number of demapping iterations and then (2) it will process with the new2 scheduling for the
60
CHAPTER 3. OPTIMIZED TURBO DEMODULATION WITH TURBO DECODING: ALGORITHMS, SCHEDULINGS,
AND COMPLEXITY ESTIMATION












Figure 3.18: BER performance comparison between the original and the new2 TBICM-ID-SSD scheduling as a function
of number of iterations for the transmission of 1536 information bits frame over Rayleigh fading channel without erasure.
QAM16 modulation scheme, Rc = 12 and Eb/N0=6 dB are considered.
rest of the iterations. Taking the example of y demapping iterations performing with the original
TBICM-ID-SSD scheduling, the modified-new2 scheduling will perform x (x≺y) original demap-
ping iterations and then z iterations performing with the new2 scheduling. z should be superior to
y− x (z = y− x+ δ, δ  0) in order to recover the BER performance loss while executing only one
decoder component for each of the z iterations instead of two decoder components for the original
scheduling.
This modified-new2 scheduling aims to provide less executions (less complexity) of SISO com-
ponents decoder at the expense of additional execution (more complexity) of SISO demapping. In
fact x should be chosen close to y (y − x ≤ 3), otherwise there will be need of a high number of
additional iterations performing with the new2 scheduling and thus increasing the complexity of the
modified-new2 scheduling in comparison to the original scheduling. The case for x = y − 1 should
not be also considered as only the last iteration (1 demapper and 2 decoder components execution) in
the original scheduling is omitted and replaced by at least two new2 scheduling iterations (2 demap-
per and two decoder components execution). Hence, the resulted complexity will be superior to the
complexity of the original scheduling.
3.5.3 Complexity Analysis
The main motivation behind the conducted modified-new2 scheduling proposition is to reduce the
complexity of the TBICM-ID-SSD receiver while achieving the same BER performance values. In
order to appreciate the modified-new2 scheduling benefits, a complexity analysis is required.
Let CNEW2−IDem be the TBICM-ID-SSD receiver applying the modified-new2 scheduling. It
can be expressed as follows.
CNEW2−IDem = C−dem(M).NMSymb + (x− 1)C+dem(M).NMSymb + xCdec.NCSymb (3.20)
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The complexity reduction ratio G2 for using the modified-new2 scheduling instead of the original





Using this equation and replacing CIDem and CNEW2−IDem by their expressions from equations
(3.16) and (3.20) and converting the number of modulated symbols into equivalent coded symbols















a designates the reduced complexity for using the modified-new2 scheduling with less SISO decoding
executions. b designates the added complexity for using the modified-new2 scheduling with more
demapping executions. d designates CIDem divided by α.
Referring to equation (3.22), the modified-new2 scheduling will provide less complexity in com-
parison to the original scheduling when a  b in terms of arithmetic operations and read/write mem-
ory access.











y original scheduling iterations
z new2 scheduling iterationsx original scheduling 
iterations
δ iterations
Figure 3.19: BER performance comparison between the original and the modified-new2 TBICM-ID-SSD scheduling as a
function of number of iterations for the transmission of 1536 information bits frame over Rayleigh fading channel without
erasure. QAM16 modulation scheme, Rc= 12 and Eb/N0=6 dB are considered.
As mentioned in the previous subsection, x should be chosen close to y. We choose for example
x=y − 2. Fig. 3.19 illustrates the BER performance comparison between the original scheduling
applying y=6 iterations and the modified-new2 scheduling applying x=4 original scheduling iterations
62
CHAPTER 3. OPTIMIZED TURBO DEMODULATION WITH TURBO DECODING: ALGORITHMS, SCHEDULINGS,
AND COMPLEXITY ESTIMATION
and several z new2 scheduling iterations. QAM16 modulation scheme, Rc=12 (α = 1), Eb/N0=6 dB
and NCSymb=768 double-binary symbols are considered.
Fig. 3.19 shows that x=4 and z=4 iterations are required for the modified-new2 scheduling to
achieve a BER=1, 3.10−4 instead of 6 iterations for the original scheduling. This means that the
modified-new2 scheduling is executing with the same total number of SISO decoder components (12
SISO decoder components executions), however two additional SISO demapping executions (8 SISO
demapper executions instead of 6) are required. Thus, the modified-new2 scheduling requires higher
complexity than the original one.
Various BER performance simulations comparison between these two scheduling have been plot-
ted for different system configurations. Similar results are obtained, the modified-new2 scheduling
is processing with higher complexity in comparison to the original scheduling. Hence, the modified-
new2 scheduling will not be considered for the rest of this thesis.
3.6 Complexity Adaptive TBICM-ID-SSD Receiver
The objective of this section is to illustrate for which system configuration it is more interesting to
use the TBICM-ID-SSD mode rather than TBICM-SSD. This means for which system configuration
the complexity of TBICM-ID-SSD becomes lower than TBICM-SSD. To this end, the complexity of
each mode in terms of the complexity of the SISO demapper and SISO decoder will be defined. The
required number of iterations assuming identical complexity will be analyzed. Finally, a complexity
analysis for identical BER performance will be presented.
It is worth to note that this section does not provide a comparison in terms of area, as the initial
receiver is considered to perform both modes TBICM-SSD and TBICM-ID-SSD.
3.6.1 TBICM-SSD and TBICM-ID-SSD Complexity Expressions
If the TBICM-SSD mode requires x iterations to process a frame composed of NMSymb modulated
symbols, the complexity CIDec for TBICM-SSD can be calculated as the sum of the complexity of
one demapping process and x decoding processes.
CIDec = C
−
dem(M).NMSymb + xCdec.NCSymb (3.23)
Regarding the complexity of TBICM-ID-SSD, we consider for the rest of this chapter the work of
section 3.4.1 which proposes an original iteration scheduling by reducing two demapping iterations
with reasonable performance loss of less than 0.15 dB for all configurations. The required number of
iterations is denoted like in section 3.4.1 by yIDem+zEIDec, where z designates the extra decoding
iterations. Thus, the complexity of the proposed scheduling CNEW−IDem can be computed as the
sum of the complexity of y demapping processes and (y + z) decoding processes.
CNEW−IDem = C−dem(M).NMSymb + (y − 1)C+dem(M).NMSymb + (y + z)Cdec.NCSymb (3.24)
3.6.2 Number of Iterations Analysis for Identical Complexity
The corresponding number of iterations if both modes TBICM-SSD and TBICM-ID-SSD have iden-
tical complexity can be analyzed. Identical complexity can be expressed as CIDec = CNEW−IDem.
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Using this equality and replacing CIDec and CNEW−IDem by their expressions from equations (3.23)
and (3.24) lead to the following equation:
xCdec.NCSymb = (y − 1)C+dem(M).NMSymb + (y + z)Cdec.NCSymb (3.25)
This last equation allows to obtain the number of TBICM-ID-SSD iterations y=yLim correspond-
ing to identical complexity for both modes. In fact, by replacing NMSymb with equivalent number of
NCSymb (equation (3.18)) and by simplifying, equation (3.25) becomes:
yLim =





This equation can be used to compute individually yLim for identical arithmetic, identical read
memory access or identical write memory access operations.
If we consider x=6, and for different modulation orders and code rates, Table 3.7 shows the
required number of iterations yLim with no extra decoding iteration (z=0).
yLim can have positive values as well as negative values. Negative values mean that for the
chosen configuration, TBICM-ID-SSD has always a higher complexity than TBICM-SSD. The pos-
itive values represent the limits for which performing less demapping iterations will lead to a lower
complexity than TBICM-SSD, and the inverse is true. Hence, it might be possible to perform less
y iterations (y≺yLim) with less complexity while having the same error correction capability than
TBICM-SSD. In fact, Table 3.7 shows that this last situation can potentially happen for QPSK and
QAM16 configurations where yLim varies in a higher range (between 2.9 and 5.8) than QAM64 and
QAM256 configurations (most yLim values are around 2 corresponding to identical arithmetic op-
erations). This analysis will be extended in the next subsection taking into consideration error rate
performance simulations.
Modulation scheme CASE1 (With recomputed Euclidean distances) CASE2 (With stored Euclidean distances)
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
yLim yLim yLim yLim
arith load store arith load store arith load store arith load store
QPSK 4.2 4.4 5.5 4.8 4.9 5.7 5.6 4.2 4.9 5.8 4.8 5.3
QAM16 2.9 3.9 5.5 3.6 4.6 5.7 4.1 3.4 4.4 4.7 4 5
QAM64 1.8 2.8 5.5 2.2 3.4 5.7 2.4 2.2 2.7 2.9 2.8 4
QAM256 1.3 1.7 5.5 1.4 2.1 5.7 1.4 1.5 −2.9 1.7 1.8 0.6
Table 3.7: Identical complexity (arithmetic operations, or read, or write access memory): Number of required demapping
iterations for x = 6 and z = 0 for different modulation schemes and code rates.
3.6.3 Complexity Analysis for Identical Performance and Achieved Improvements G3
It is known that for equal number of TBICM-SSD and TBICM-ID-SSD iterations, xIDec and
yIDem respectively, iterative processing at the demapper side is shown to provide additional er-
ror correction [19]. Thus, for a considered number of x iterations, identical error rate performance
results can be reached by using y iterations with y < x.
3.6.3.1 Complexity Analysis for a Chosen x
Fig. 3.20 shows a BER comparison between the two iterative modes TBICM-SSD and TBICM-
ID-SSD for two configurations: (1) QPSK, Rc=45 , Pρ=0.15 and (2) QAM64, Rc=
2
3 , Pρ=0. These
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parameters are chosen to represent clearly the two sets of curves in the same figure, the same be-
havior is seen for other configurations. The BER for x=6 TBICM-SSD iterations and for different
configurations, can be seen as the result of y=3 and y=4 TBICM-ID-SSD iterations for erasure and
non erasure channel respectively. In fact, the TBICM-ID-SSD mode will provide better results for
the erasure case than the one without. Hence, less demapping iterations are required for the former
case to achieve the same performances as TBICM-SSD. However, using the results of section 3.4.1,
the complexity of 4IDem could be reduced to 3IDem+zEIDec with z = 1. In fact, we have shown
in section 3.4 that omitting only one demapping iteration while adding one extra turbo decoding iter-
ation will keep the error rate performance almost identical for number of TBICM-ID-SSD iterations
y > 3.

























       (1)
QPSK, R4/5
    E0.15
         (2)
QAM64, R2/3
        E0
Figure 3.20: BER performance comparison between TBICM-SSD and TBICM-ID-SSD over iterations for the transmission
of 1536 information bits frame over Rayleigh fading channel with and without erasure. Different modulation schemes are
code rates are considered
On the other hand, Table 3.7 shows that for QPSK modulation, the minimum number of required
TBICM-ID-SSD iterations yLim for all code rates and for identical required arithmetic operations as
6IDec is yLim=4.2 with z = 0. So using y=3<4.2 iterations will lead to less arithmetic complexity,
meanwhile it has the same error correction capacity as illustrated in Fig. 3.20 for configuration (1).
Complexity improvements have been computed and summarized in Table 3.8 and Table 3.9.
These tables resume the achieved improvements comparing 6IDec to 3IDem+1EIDec and
3IDem+0EIDec respectively for all configurations. In the following we will explain first how these
values are computed and then discuss the obtained results.
The complexity reduction ratio (G3) is defined as the ratio of the difference in complexity between
the two iterative modes to the complexity of TBICM-SSD. It corresponds to the gain ratio of using
TBICM-ID-SSD rather than TBICM-SSD. G3 can be expressed as follows:
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Modulation scheme CASE1 (With recomputed Euclidean distances) CASE2 (With stored Euclidean distances)
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
Complexity reduction Complexity reduction Complexity reduction Complexity reduction
arith load store arith load store arith load store arith load store
QPSK 13.5% 16.8% 28.6% 21.4% 23.5% 30.6% 28% 14% 19.1% 30.1% 21.8% 25%
QAM16 −15.6% 9.3% 28.6% 2.7% 18.9% 30.6% 10.7% −3.5% 9.5% 19.2% 11.2% 19.3%
QAM64 −89.5% −22.9% 28.6% −50.9% −1.5% 30.6% −35.8% −58.6% −22.3% −14% −23.7% 0.6%
QAM256 −207.4% −108.4% 28.6% −158.5% −62.3% 30.6% −117.9% −195.6% −124.1% −87.2% −121.1% −59.3%
Table 3.8: No Erasure channel: Reduction in number of operations, read/write access memory comparing
”3IDem+1EIDec” to ”6IDec” for different modulation schemes and code rates.
Modulation scheme CASE1 (With recomputed Euclidean distances) CASE2 (With stored Euclidean distances)
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
Complexity reduction Complexity reduction Complexity reduction Complexity reduction
arith load store arith load store arith load store arith load store
QPSK 28.9% 32.6% 45% 37.2% 39.6% 47% 43.3% 29.8% 35.4% 45.9% 38% 41.4%
QAM16 −1.6% 24.9% 45% 17.7% 34.9% 47% 24.7% 12.1% 25.9% 34.2% 27.2% 35.8%
QAM64 −78.8% −8.6% 45% −38.3% 13.7% 47% −25.1% −44.3% −5.9% −1.5% −8.5% 17.1%
QAM256 −201.4% −97.2% 45% −150.4% −49.3% 47% −111.9% −184.4% −107.8% −79% −108.1% −42.8%
Table 3.9: Erasure channel: Reduction in number of operations, read/write access memory comparing ”3IDem+0EIDec”





Using this equation and replacing CIDec and CNEW−IDem by their expressions from equations
(3.23) and (3.24) lead to the following equation:
G3 =





By replacing NMSymb with equivalent number of NCSymb (equation (3.18)) and by simplifying,
equation (3.28) becomes:
G3 =





This last equation has been used to obtain individually the complexity reduction ratios of Table
3.8 and Table 3.9 in terms of arithmetic, read memory access and write memory access operations.
Positive values correspond to a decreasing in complexity when using the TBICM-ID-SSD, meanwhile
negative values correspond to a an increasing in complexity.
In the following, we analyze the values of Table 3.8 which correspond to a no erasure channel.
Similar behavior is seen in Table 3.9 for erasure channel.
For CASE 1, results show improvements in terms of number of arithmetic operations (up to
21.4%) and read access memory (up to 23.5%) for QPSK scheme. Higher modulation orders require
the demapper to fetch symbols from higher constellation memory sizes, which lead to more com-
plexity computations and memory accesses. An increasing in complexity is shown for QAM256 in
terms of number of arithmetic operations (−207%) and read access memory (−108%). On the other
hand, the improvements in write memory access (28.6% for Rc = 1/2 and 30.6% for Rc = 6/7) are
positive for all modulations orders.
In fact, in the SISO demapper, write memory access is required only to store the extrinsic infor-
mation which is composed of M × 8bits. This term is required per modulated symbol and when
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converted to the equivalent number per coded symbol (equation (3.18)) for a fixed code rate, a con-
stant value independent from M is obtained.
Moreover, equation (3.29) shows that higher the code rate (lower α) is, higher the benefits are.
This is due to the fact that the term multiplying α in the numerator is higher than the term multiplying
α in the denominator. Table 3.8 confirms this idea.
Similar behavior is shown for CASE 2, except for two points. The first one concerns the improve-
ments in arithmetic operations and read memory access. In fact, compared to CASE 1, this configura-
tion implies less arithmetic and more memory access operations in the SISO demapper which lead to
more benefits for the former operations and less benefits for the latter. The second point concerns the
benefits in write memory access. In fact, besides the term M × 8bits, a value of 19× 2M is required
to store the 2M Euclidean distances quantized on 19 bits each. Therefore the benefits in write access
memory operations will be less for high constellation sizes.
Taking an example of QAM64 and code rate 67 for CASE 1 with erasure, Table 3.9 shows an
increasing in complexity in terms of arithmetic operations (−38.3%), meanwhile positive ratios are
seen for read/write access memory. However, it should be noted that the number of required memory
access are much less than the arithmetic operations. Thus, those latter are considered as the primary
criteria for choosing between the two modes.
We can conclude from the results above that using TBICM-ID-SSD rather than TBICM-SSD for
QPSK and QAM16 orders will lead to a significant complexity reduction for almost all code rates.
The number of normalized arithmetic operations is reduced in a range between 28.9% and 45.9% for
the QPSK configuration for using TBICM-ID-SSD rather than TBICM-SSD with 6 iterations over
fading channel with erasures.
Finally, as the proposed adaptive iterative receiver targets to reduce the overall normalized pro-
cessing complexity, this should lead a priori to improved power consumption, throughput and la-
tency. However, analyzing the detailed improvements in terms of throughput and latency depends on
the heterogeneous architecture and the parallelism degree of the considered demapper and decoder
algorithms.
3.6.3.2 Complexity Analysis for Different Values of x
The second part of this study is to look to the reduction values for different values of x. To that end,
and for presentation simplicity, we consider one system configuration which corresponds to QPSK,
Rc=45 and erasure probability Pρ=0.15.
Fig. 3.21 illustrates the BER performance for both modes as a function of the number of iterations
at Eb/N0=9.5 dB. From this figure, we obtain Table 3.10 which illustrates the equivalent y iterations
for different x values for identical error rate performances.
x 1 2 3 4 5 6 7 8
y 1 1.7 2.2 2.5 2.75 2.9 2.95 3
Table 3.10: TBICM-SSD and TBICM-ID-SSD equivalent number of iterations for QPSK, Rc= 45 and Pρ=0.15.
Using Table 3.10 and equation (3.29), we obtain the complexity reduction curves of Fig. 3.22.
Only CASE 2 is considered for presentation simplicity, however the results are similar for CASE 1.
The curves of Fig. 3.22 show the variation of the benefits in number of arithmetic operations, read
and write memory accesses as a function of the number of iterations x. In fact, Table 3.10 shows that
for TBICM-SSD number of iterations x=1 the corresponding number of TBICM-ID-SSD iterations












QPSK, R0.8, 0.15, TBICM-ID-SSD
QPSK, R0.8, 0.15, TBICM-SSD
Figure 3.21: BER performance comparison between TBICM-SSD and TBICM-ID-SSD as a function of number of itera-
tions for the transmission of 1536 information bits frame over Rayleigh fading channel with erasure probability equals to
0.15. QPSK modulation scheme with Rc= 45 and Eb/N0=9.5 dB are considered.
y=1. This corresponds to no feedback loop to the demapper, and thus, to identical complexity of
the two modes TBICM-SSD and TBICM-ID-SSD. This result is illustrated by Fig. 3.22 where the
complexity reduction ratio G3=0 for x=1. For x=2, the complexity reduction in terms of arithmetic
operations and read access memory is about 10% and 2% respectively. However, an increased need
of write access memory is shown. This is due to the added complexity for storing the 2M Euclidean
distances computed at the first iteration. In fact, the difference in equivalent number of iterations x
and y is not big enough to recover this memory write access overhead. However, for x > 2, this
difference becomes significant and the complexity reduction ratio increases almost linearly with x to
reach between 50% to 60% for x=8. This can be explained from Table 3.10 where increasing x will
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Arith Read Write
Figure 3.22: Complexity reduction over iterations for using TBICM-ID-SSD rather than TBICM-SSD for QPSK with
Rc= 45 , Pρ=0.15 and CASE 2.
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3.7 Efficient Sizing of Heterogeneous Multiprocessor Receivers for
TBICM-ID-SSD
Flexible baseband receivers gain the interest of many research efforts to enable the design of future
multi-modes multi-standards terminals. A main challenge in this domain is to provide this flexibility
with minimum overhead in terms of area, speed, and energy. In this regard, heterogeneous multipro-
cessor platforms are emerging as a promising implementation solution. However, the heterogeneity
of such platforms makes it complex to find the required number of processors supporting a specific
configuration (i.e. requirements level).
At the architecture level, many efforts are being conducted towards the design of flexible high
throughput hardware platforms which can be configured to the required configuration. Homoge-
neous [59–61] and heterogeneous [62–66] approaches for flexible multi-standards platforms have
been developed in the past years. The overall flexibility of the radio platform can be achieved through
the flexibility of individual components at transmitter side (encoder, interleaver, mapper, etc.) and at
receiver side (equalizer, demapper, de-interleaver, decoder, etc.). The high throughput requirement
imposes often the efficient exploitation of different parallelism levels. In this context, multi-processor
architecture [67–71] is a promising approach to reach high flexibility, high throughput and energy
efficiency.
A configuration is defined by the communication parameters which are chosen in accordance with
the application requirements and the environment in which the communication is established. Formal
expressions which allow designers to optimize the receiver architecture by computing the required
number of processors depending on each configuration can be proposed. This point is essential as it
enables designers to formally explore potential architectures that will meet performance constraints.
Such a solution significantly mitigates design exploration task which is a critical step in the design
process and avoids the oversized platforms approach which is based only on worst use case.
This section investigates, in this context, the significant optimization potential both at design-time
and at run-time regarding the selection of the most appropriate configuration. A formal representation
of the architectural solution space which allows designers to find the minimum hardware configura-
tion is proposed. The proposed approach is illustrated through a flexible multi-processor hardware
platform for turbo demodulation with turbo decoding. This approach corresponds to a joint work with
another Ph.D student, Vianney Lapotre.
3.7.1 Generic heterogeneous multiprocessor architecture model
Fig. 3.23 presents the generic architecture of a flexible multi-processor hardware platform for
TBICM-ID-SSD. The aim of this platform is to provide a flexible and dynamic solution compared
to existing ones (generally based on hardware accelerators) where designer can tune the number of
resources both at design-time and at run-time. As it will be presented, such an approach allows the
system meeting performance constraints without loosing its flexibility. These features will be manda-
tory for future communication systems. In Fig. 3.23, DemProc and DecProc perform demapping
and decoding algorithms respectively. These two processors are characterized by their area, max-
imum frequency, and their performance defined by the number of cycles to demap or decode one
modulated or coded symbol respectively. The platform integrates a communication interconnect that
allows extrinsic information exchanges (between DecProcs themselves and between DecProcs and
DemProcs).
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Figure 3.23: Generic architecture of the heterogeneous multiprocessor receiver. In this configuration example 2 DemProcs
and 4 DecProcs are not used.
3.7.2 Formal representation of the architectural solution space
The generic architecture of Fig. 3.23 can be abstracted as two components: one demapper and one
decoder. Each component uses several processors in parallel to perform the frame computation ex-
ploiting sub-bloc parallelism. These two components are serially connected. The time required to
process one frame (Tsyst) corresponds to the sum of the time required by the demapper (Tdem) and
the time required by the decoder (Tdec) to execute all their iterations on the frame. It can be expressed
as:
Tsyst = Tdem + Tdec
= NMSymb.Tdem/symb +NCSymb.Tdec/symb (3.30)
where Tdem/symb and Tdec/symb represent respectively the time required by the demapper and the
decoder to execute all their iterations on one modulated and coded symbol respectively. Hence, the





where Ddem = 1/Tdem/symb and Ddec = 1/Tdec/symb are the demapper and the decoder throughputs
(in modulated and coded symbols respectively).
Converting the number of modulated symbols into equivalent coded symbols (equation (3.18)) in
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Dsyst is generally imposed by the application requirement. On the other hand, the throughput
of the demapper and the decoder depend on the number of processors, the number of iterations, the
number of clock cycles required to process on symbol, and the clock frequency. Ddem and Ddec can









where NbdemProc and NbdecProc designate respectively the number of demapping and decoding pro-
cessors, itdem and itdec designate respectively the number of demapping and decoding iterations,
cyclesdem/symb and cyclesdec/symb designate respectively the number of cycles required to demap
and to decode one symbol, Fdem and Fdec designate respectively the demapper and the decoder clock
frequency.
From equations (3.33) and (3.34), we can express NbdemProc and NbdecProc as follows.
NbdemProc = Kdem.Ddem (3.35)
NbdecProc = Kdec.Ddec (3.36)
where Kdem and Kdec depend on the system configuration and the processor parameters. They can









It is worth noting that the linear increase in decoding throughput with the number of decoding
processors is limited due to the sub-bloc initialization issue [72]. This limitation, which depends
on the target frame size and code rate, should be considered in the platform sizing. However, this
problem is not encountered in the demapping sub-bloc parallelism.
In order to establish a relation between the demapping time and the decoding time, we define the
ratio n as follows.
n.Tdem = Tdec (3.39)
From this equation we can obtain a relation between the demapper throughput Ddem and the
decoder throughput Ddec.







Table 3.11: Architecture alternatives in function of n. Example for: 200 Mbps, QPSK, Rc=0.5, itdem=itdec=8,










Ddem = Ddec.n.α (3.40)
Putting equation (3.40) into equation (3.32), we deduce the expressions which connect the
throughput of the system with the throughputs of the demapper and the decoder:





Replacing Ddem and Ddec in equations (3.35) and (3.36) by their expressions from equations
(3.41) and (3.42) allows us to compute the number of demapper processors NbdemProc and the num-
ber of decoder processors NbdecProc required for a given configuration and a given n.





Table 3.11 illustrates how different values of n lead to different architecture alternatives, al-
though all of them achieving the target throughput and supporting the target system configuration.
cyclesdec/symb is taken equal to 1.75 [73] (except for the last iteraton which is equal to 0.75).
cyclesdem/symb is taken equal to 4 [48] for the QPSK case. Depending on n we observe that the
number of processors can vary from 44 to 14 for decoding and from 40 to 88 for demapping. It is es-
sential, both at design-time and at run-time, to determine the value of n which optimizes the resources
use. The optimization goal depends of designers priorities and could be for example the number of
processors used for each possible configuration, the total area of the chip, the clock frequency for
each type of processor, etc.
3.7.3 Area optimization
Heterogeneous processors have typically different areas and performances. One main optimization
objective is to determine NbdemProc and NbdecProc in order to minimize the receiver area for a given
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configuration. The total area of the receiver depends on n. It can be computed using the expression
below.
An = Adem.NbdemProc +Adec.NdecProc (3.45)
where Adem and Adec represent respectively the area of one DemProc and one DecProc. Therefore,
by putting equations (3.35), (3.36) and (3.40) into equation (3.45), An can be expressed as a function
of Kdem, Kdec and Ddec.
An = (Kdec.Adec +Kdem.Adem.α.n)Ddec (3.46)
Finally, An can be expressed as a function of n by putting equation (3.42) into equation (3.46).
An =






b = a+ c
The derivative function of the equation (3.47) is then computed. Only one extremum (next) is










The second derivative function is also computed at next. It shows a positive value corresponding
to the minimum area (Anext) of the receiver. Finally, Anext can be computed as:
Anext = a+ c+ 2
√
a.c (3.49)
Fig. 3.24 shows the variation of the area An in function of n, only one minimum Anext ex-
ists. Hence, for a given configuration, next can be determined with equation (3.48). The number
of DemProc and DecProc which minimizes the area are then computed using equations (3.43) and
(3.44). These two equations give decimal numbers, hence the number of processors is rounded up to
guarantee the throughput constraint.
This approach can be applied for TBICM-SSD (itdem=1) and for TBICM-ID-SSD (itdec=itdem).
Note that if the number of DecProc, computed in equation (3.44), is above the parallelism limit, this
number should be saturated in accordance to the maximum level of available parallelism and the
corresponding number of DemProc will be computed with respect to the throughput requirement.
Based on the set of equations above it is possible to analyze how the system can be tuned both at
design-time and at run-time to meet performance requirements for a given configuration.





Figure 3.24: Flexible multi-processor hardware area with one extremum for iterative demodulation with turbo decoding.
3.8 Complexity Reduction of Shuffled Parallel TBICM-ID-SSD
In the previous sections of this chapter the TBICM-ID-SSD receiver was running in a serial mode.
Demapper and decoder (in natural and interleaved domain) components are executed sequentially.
Extrinsic values generated by the SISO demappers and SISO decoders are exchanged at the end of
each component execution. Whereas in [49], the authors compared the serial mode to a full shuf-
fle mode (shuffled turbo decoding with shuffled iterative demapping). In this latter mode, all SISO
demappers and SISO decoders components are executed simultaneously exchanging extrinsic infor-
mation as soon as created. This is a unique scheme introduced by the authors, in the context of high
throughput receivers, to execute both the demapping and decoding tasks concurrently.
In fact, the SISO turbo decoding schemes presented in subsection 2.3 have illustrated three dif-
ferent schemes for applying the Max-Log-MAP decoding algorithm. The simplest scheme is the
Forward-Backward where the state metric values are first computed, followed by extrinsic informa-
tion computations. A parallel computation of both metrics in forward and backward direction, also
known as the butterfly scheme (B), was also investigated. In this scheme, extrinsic values are only
generated in the second half of the turbo decoding iteration. In order to improve the convergence of
the shuffled turbo decoding, butterfly-replica (B-R) scheme is proposed. In this latter, the extrinsic
values are generated continuously all along the iteration period.
This section analyzes the convenience of using an appropriate scheme to reduce the complexity of
high parallel TBICM-ID-SSD receiver: full shuffled iterative receiver with multiple SISO decoders
and SISO demappers. This analysis corresponds to a joint work with another Ph.D student, Oscar
Sanchez.
3.8.1 Parallel Full Shuffled TBICM-ID-SSD Strategy
Fig. 3.25 shows the information exchanged between the multiple demapper and decoder components
in parallel full shuffled iterative demapping with turbo decoding. I SISO demappers are used to
process a frame of NMSymb modulated symbols. Meanwhile, 2J SISO decoders are assigned to
decode a frame of NCSymb coded symbols. Intensive information exchange is carried out between
the SISO decoders in natural and interleaved domain as well as among all SISO decoders and SISO
demappers.
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In this scheme, one shuffled demapping iteration can be defined as a simultaneous execution of

























Figure 3.25: Parallel full schuffled iterative demapping with turbo decoding.
Let τDem and τDec be the throughput of the SISO demappers and SISO decoders respectively, i.e.
the number of demapped symbols and decoded symbols processed per second. A parameter repre-
senting the symbol processing throughput ratio between the demapper and the decoder components
is defined:
Dr = τDec/τDem (3.50)
For the full shuffled receiver, the best configuration to reduce the latency is that where both demap-
ping and decoding tasks finish at the same time [49]. In this efficient scheme, the demapper and de-
coder components will take the same time to process a whole frame, while exchanging information,
during a complete iteration. In fact, the demapper and decoder tasks are different in nature. Moreover,
different number of symbols are assigned for each component. Based on this idea, the required ratio






This last equation will be used for the rest of this section in order to configure the receiver with
the required number of I SISO demappers and 2J SISO decoders.
3.8.2 Simulations and Achieved Improvements
This subsection analyzes the convenience of the B and B-R schemes for iterative demapping with turbo
decoding receiver running in a full shuffle mode. For a fair comparison between the two schemes,
bit error rate simulations and complexity evaluation in terms of arithmetic operations and memory
accesses are presented.
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3.8.2.1 Performance Simulations for Different Shuffled Turbo Decoding Schemes
A flexible software model for the whole shuffled system was developed. It supports different mod-
ulation schemes (QPSK, QAM16, QAM64 and QAM256), code rates (from 13 to
6
7 ) and a variable
number of SISO demappers and SISO decoders. The Rayleigh fast-fading channel without erasure is
considered.








Figure 3.26: BER in function of iterations for Butterfly and Butterfly-Replica for different configurations.
For generalization, different system configurations (for low and high modulation schemes, with
different code rates) are considered: QPSK modulation with Rc=23 ,
3
4 (Config. 1 and 2), and QAM64
modulation with Rc=12 ,
2
3 (Config. 3 and 4). For simplicity, we consider that the SISO demapper
and SISO decoder have identical symbol throughput for all the considered configurations, hence Dr
which depends on the demapper and decoder architectures is equal to 1. The coded frame size is fixed
to NCSymb=768 symbols.
For each configuration, the number of SISO demapers and SISO decoders is chosen such that the
size of the turbo decoder sub-blocks does not exceed 128 coded symbols. Applying equation (3.51)
for Config. 1 leads to JI =
2
3 . We choose a sub-block size of 96 coded symbols (J = 8) as an example.
Thus, the system will be composed by 2J = 16 SISO decoders and I = 12 SISO demappers. For the
Config. 2, 3 and 4, sub-block sizes of 128, 64, and 96 are chosen respectively.
Fig. 3.26 illustrates the BER performance for the four configurations as a function of the number
of iterations when the two schemes B and B-R are applied. The correspondence curves are plotted
for a particular Eb/N0 value as indicated in each subfigure. These Eb/N0 values are chosen from the
waterfall region. It is clearly seen from the four configurations that using the B-R scheme accelerates
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the convergence of the iterative receiver with respect to the B scheme, i.e. less iterations are executed
to achieve the same BER performance. Taking the example of Config. 1, 8 demapping iterations are
required to achieve a BER=5.10−5 when B-R scheme is applied, while 10.5 iterations are required for
B. It is worth to note that the reduction in number of iterations depends on the chosen Eb/N0 value.
Similar behavior is seen for the other configurations. In fact, the complexity in terms of number
of operations of the shuffled iterative receiver applying the two schemes is independent from the
architecture and will be studied in the next subsection.
3.8.2.2 Complexity Analysis and Achieved Improvements G4
The full shuffle mode integrating the B-R scheme in the SISO decoders has shown to offer a reduced
number of iterations, which means a priori a reduced complexity with respect to the B scheme when
targeting the same BER performance. On the other hand, the B-R scheme exhibits a higher complexity
with respect to B. For the former scheme, an added complexity corresponding to the computations
(additional arithmetic operations and read/write memory accesses) of extrinsic information are carried
out in the left butterfly (Fig. 2.5). Moreover, α and β decoder state metric values are stored in the
right butterfly in order to be used for the next iteration.
The main motivation behind this subsection is to analyze the impact of the turbo decoder schemes
on the complexity of the iterative receiver. Therefore, an accurate evaluation of the complexity in
terms of number and type of operations and memory accesses is required.
Let CBsys and C
B−R
sys be the receiver complexity (system-level) applying the B and B-R respec-















where itx designates the number of iterations performed when using the scheme x ∈ {B ,B − R}.
Cxdec represents the decoder complexity per coded symbol per iteration when using the scheme x.
A complexity parameter (G4) is also defined. It represents the system-level complexity reduction





Converting the number of modulated symbols into equivalent coded symbols (equation (3.18))
and putting equation (3.52) into equation (3.53), G4 can be written as:
G4 =







This last equation has been used to obtain individually the complexity reductions in terms of
arithmetic (GArith4 ) and memory access (G
Mem
4 ) operations as shown in Table 3.12.
Looking to the operations in the SISO decoder, the additional computations and access memory
implied by the B-R scheme can be executed in parallel with the existing complexity without any
additional delays. Hence, the receiver throughput improvement for using the B-R scheme rather than
B can be written as equation (3.55) since the throughput of the receiver is inversely proportional to
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the number of executed demapping iterations. It is worth to note that B-R does not provide any area
overhead comparing to B since the extrinsic information computation unit processing in the right





Table 3.12 presents the system-level improvements for using B-R scheme rather than B for the four
configurations. In all the considered cases, GArith4 presents positive values, which means a reduced
number of arithmetic operations. For QPSK modulation scheme (Config. 1 and Config. 2), using the
B-R scheme will provide a low reduction in arithmetic operations (4.4% and 5.7%). Meanwhile for
higher modulation orders as for QAM64 (Config. 3 and Config. 4), more reductions up to 18.4% and
22% are shown. In fact, for high modulation orders, the SISO demapper requires a large number of
arithmetic operations in comparison with low modulation schemes. Thus, executing less iterations
leads to a more important reduction in overall arithmetic operations.
Regarding the memory access, Table 3.12 shows negative values GMem4 for all the considered
configurations which correspond to an increased need of read and write memory accesses when using
the B-R scheme as explained before. On the other hand, the system throughput improvement values
Gthr4 , computed using equation (3.55), are around 33% for the four configurations.
A better investigation of the negative values in the complexity reduction of the memory access
should take into consideration the values of read and write accesses apart. Table 3.13 shows the
equivalent complexity of the receiver applying the two schemes in terms of number of Add(1, 1)
operations, read and write one-bit access memory. For QPSK modulation, no significant change in
the number of read memory access between the both schemes is observed. Meanwhile for QAM64,
the use of B-R schemes has reduced the number of read memory accesses up to 14.6%.
For write memory access, negative values are obtained for all the considered configurations. Ad-
ditional memory accesses are required for using B-R. However, this increase can be considered as
small in comparison to the reduced number of Add(1, 1) operations and read memory accesses. Tak-
ing the example of Config. 3, 54375 Add(1, 1) operations and 647 one-bit read memory accesses are
reduced at the expense of an additional use of 1021 one-bit write memory accesses when using the
B-R scheme. Thus, the high difference in the magnitude of the reduced arithmetic operations and the
increased memory accesses gives insights on the convenience of the B-R scheme to reduce the power
consumption of the receiver.
Config. Mod. Code Rate itB−R itB Parallelism Improvement at BER BER





Config. 1 QPSK 2/3 8 10.5 12 16 4.4% −23.6% 31.3% 5.10−5
Config. 2 QPSK 3/4 5 6.7 12 18 5.7% −21.7% 34% 3.10−4
Config. 3 QAM64 1/2 7 9.5 8 24 22% −12.3% 35.7% 1.10−3
Config. 4 QAM64 2/3 6 7.9 4 16 18.4% −17.9% 31.7% 4.10−4
Table 3.12: System-level: Reduction in number of arithmetic operations, memory access for using the B-R scheme rather
than B for four different configurations.
3.9 Summary
In this chapter an effort is made to present an optimized adaptive system-level iterative receiver per-
forming turbo demodulation with turbo decoding.
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Config. Butterfly Scheme Butterfly-Replica Scheme Improvement
Add(1, 1) Read one-bit Write one-bit Add(1, 1) Read one-bit Write one-bit Read Write
Config. 1 62674 5103 2982 59912 5168 4352 −1.3% −45.9%
Config. 2 38681 3162 1884 36466 3160 2706 +0% −43.6%
Config. 3 247057 9576 2774 192682 8176 3864 14.6% −39.3%
Config. 4 162396 6683 2243 132459 6036 3264 9.7% −45.5%
Table 3.13: System-level: Number of Add(1, 1), read and write one-bit memory access operations required in order to
process one information symbol for the four configurations using B and B-R schemes
Convergence speed analysis is crucial in TBICM-ID-SSD systems in order to tune the number
of iterations as much as possible when considering the practical implementation perspectives. Con-
ducted analysis has demonstrated that omitting two turbo demodulation iterations without decreasing
the total number of turbo decoding iterations leads to promising complexity reductions while keeping
error rate performance almost unaltered. A maximum loss of 0.15 dB is shown for all modulation
schemes and code rates in a fast-fading channel with and without erasure. In this regard, the complex-
ity of the receiver was studied taking into account the equivalent arithmetic operations complexity and
the memory accesses that should be performed. The number of normalized arithmetic operations is
reduced from 15.4% for QPSK configuration to 2y% for QAM256 (e.g. for y=6 this gives a reduc-
tion of 32.4%). y is the number of TBICM-ID-SSD iterations. Similarly, the number of read access
memory is reduced in a range between 7.9% to 2y%.
Moreover a complexity adaptive iterative receiver performing TBICM-ID-SSD has been pro-
posed. For low and medium constellation sizes, feedback to the SISO demapper has shown to reduce
the complexity in terms of computation and access memory at the receiver side for identical error
rate performances. This constitutes a very interesting result as it demonstrates the opposite of what
is commonly assumed. In fact, the number of normalized arithmetic operations is reduced in a range
between 28.9% and 45.9% for QPSK configuration for using TBICM-ID-SSD rather than TBICM-
SSD with 6 iterations over fading channel with erasures. Similarly, the number of read/write access
memory is reduced in a range between 29.8% and 47%. This complexity reduction increases signif-
icantly for higher turbo decoding iterations and reduces consequently the power consumption of the
iterative receiver. On the other hand, for high modulation orders, as for QAM64 and QAM256, the
TBICM-ID-SSD receiver should be configured in TBICM-SSD mode which provide less complexity
for identical error rate performances. It is worth to note that for very low error rates, TBICM-ID-SSD
configuration should be used as it provides more error correction in the error floor region. Fig. 3.27
summarizes the proposed use of the two modes depending on the system parameters.
Figure 3.27: Proposal of an adaptive complexity iterative receiver applying turbo demodulation with turbo decoding.
Regarding the iterative demapping and turbo decoding area issue, this chapter proposes an ap-
proach for efficient sizing of heterogeneous multiprocessor flexible receiver processing in a serial
mode. In fact, for a given communication requirement many architecture alternatives exist and select-
ing the right one at design-time and at run-time is an essential issue. The proposed approach defines
the mathematical expressions which exhibit the number of heterogeneous cores and their features. It
has been applied on a flexible multi-processor hardware platform for iterative demapping and channel
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decoding. Results analysis demonstrates a reduction of the chip area of 9.6%.
Finally, this chapter has extended the use of the butterfly-replica scheme, originally proposed
for shuffled turbo decoding, to full shuffled receiver implementing iterative demapping with turbo
decoding. Simulation results show that applying this scheme in the turbo decoder reduces the overall
number of iterations by at least one iteration in the waterfall region with respect to the butterfly
scheme. In order to evaluate the impact on complexity and throughput, a detailed analysis is provided
for different system configurations. Comparing butterfly-replica to the butterfly scheme for the same
BER performances, the former scheme has shown to provide a throughput improvement of around
33%. Significant complexity reductions have been also obtained in terms of arithmetic operations and
read access memory for almost all the considered configurations. This is particularly true for high
order modulation systems. On the other hand, the number of write access memory increases, however
its value remains negligible with respect to the above achieved gains. The gain in throughput and the
reduced complexity were shown without any additional delays neither area overhead.
These complexity reduction techniques improve significantly latency and power consumption,




4 Optimized Turbo Equalizationwith Turbo Decoding:
Algorithms, Schedulings, and
Complexity Estimation
ITERATIVE processing is being widely investigated and proposed nowadays to cope with the in-creasing transmission quality requirement. A typical example in this domain is the significant per-
formance improvement offered by the use of turbo equalization with turbo decoding for applications
where the propagation channel experiences multipath effects. However, these advanced techniques
pose a real challenge in terms of complexity. For such iterative system, and targeting a reduced com-
plexity MIMO turbo receiver with high error correction feature for different modulation schemes and
code rates, we analyze the impact of the demapper taking into account the a priori information (turbo
demodulation) on the MIMO system complexity.
In fact, most of the existing works have not considered the combination of multiple iterative
processes from a system-level implementation point of view. The application of the iterative MIMO
receiver will lead to further latency problems, more power consumption and complexity caused by
the feedback inside and outside the decoder.
To the best of our knowledge, convergence speed analysis of a complete MIMO receiver using
turbo equalization, turbo demodulation and turbo decoding has not been investigated in the available
literature. In this chapter, we analyze the convergence speed of these combined three iterative pro-
cesses in order to determine the exact required number of iterations at each level to address the ever
increasing requirements of transmission quality with low complexity. An original iteration scheduling
is proposed reducing one equalization iteration with maximum performance degradation of 0.04 dB.
Analyzing and normalizing the computational and memory access complexity, which directly impact
latency and power consumption, demonstrates the considerable gains of the proposed scheduling and
the promising contributions of the proposed analysis.
The second part of this chapter demonstrates that the adoption of turbo demodulation in the con-
text of turbo equalization combined with turbo decoding can lead to significant complexity reduction
for specific system configurations. Simulations show that applying feedback to the demapper reduces
the overall number of iterations (thus arithmetic operations and memory accesses) for all modula-
tion schemes except for QPSK. Targeting the same error rate performance, results show a complexity
reduction which can reach 24.5% in arithmetic operations and 31.8% in write access memory for
QAM16 modulation scheme with 4× 4 MIMO Spatial Multiplexing (SM).
It is worth to note that this chapter does not provide a comparison in terms of area, as the receiver
is considered to perform multi-modes turbo equalization.
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4.1 State of the Art
State of the art MIMO detection techniques can be classified into three main categories [74]: Maxi-
mum Likelihood (ML) detection [75], Sphere Decoding (SD) [76, 77], and linear filtering [78] based
detection. The ML detection, although optimal, is generally avoided in practice due to its computa-
tional complexity which increases exponentially with the number of transmit antennas. The SD-based
detection presents a polynomial complexity. To perform SD, first a QR decomposition [79] of channel
matrix is carried out and then tree exploration is performed. This tree search is further categorized
as depth-first and breadth-first methods. The depth-first has a reduced area complexity and optimal
performance, but has variable throughput with SNR. In breath-first case, the most famous algorithm
is the K-best in which K best nodes are visited at each level. Hence, the complexity depends on K. A
large value of K results in high complexity and good performance. Finally, the use of linear filtering
based solutions like Minimum Mean-Squared Error (MMSE) linear equalizer considerably reduces
the computational complexity of a MIMO detector at the expense of BER performance degradation.
In order to counterbalance the performance degradation related to the use of MMSE linear equal-
ization, turbo equalization has been proposed in [24] by a research group from Telecom Bretagne.
In the initial contribution, the soft feedback to the SISO equalizer was provided by a convolutional
channel decoder. Several related contributions have investigated this detection scheme for specific
MIMO system configurations [26, 80]. These works have considered an additional feedback to the
soft demapper and demonstrated that more than 3-5 dB gain can be obtained compared to a non-
iterative MMSE [80]. In fact, iterative equalization with low complexity MMSE-based equalizer can
be proposed as an alternative to the optimal ML detection.
More recently, considering simple convolutional codes, several contributions have been pre-
sented targeting mainly low complexity implementation aspects. In [81], a dedicated hardware ar-
chitecture for SISO MMSE equalizer was proposed. Considering QPSK and 2x2 MIMO configura-
tion, an FPGA hardware implementation of linear precoded MIMO iterative receiver has been carried
out [82, 83]. In [84], a first ASIC implementation of a SISO MMSE detector is presented. The
proposed architecture is based on a low complexity SISO MMSE parallel interference cancellation
algorithm for systems employing iterative MIMO equalization.
Other related contributions have considered the use of turbo codes rather than convolutional
channel codes with SISO MMSE equalization. Turbo equalization implies in this case two iterative
processes: one inside the turbo decoder and one between the turbo decoder and the SISO equalizer.
We can cite in this context the following main works which consider different aspects related to
the iterations scheduling, parallelism analysis, hardware architectures, FPGA prototyping, and ASIC
implementations:
• Boher et al. from Orange Labs and INSA Rennes have proposed several contributions in this
context [85–89]. Regarding the iterations scheduling, three main schemes have been analysed
and compared using EXIT charts and error rate performance simulations. The first scheme corre-
sponds to the execution of multiple turbo decoding iterations for each equalization iteration. The
second one increases linearly the number of turbo decoding iterations with respect to the number
of equalization iterations. Hence, k(k + 1)/2 turbo decoding iterations are applied in total for k
equalizer iterations. And the third scheme, which has been finally adopted as the most efficient,
applies only one turbo decoding iteration for each equalization iteration. In addition, several
parallelism techniques and operations schedulings have been proposed for latency and complex-
ity reduction of the combined two iterative processes [85–87]. Furthermore, considering a 4x4
spatial multiplexing MIMO configuration, a complete hardware architecture and corresponding
FPGA prototype have been designed [88, 89].
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• Jafri et al. from Telecom Bretagne have conducted a parallelism study and investigated the ap-
plication of frame sub-blocking and shuffled decoding/detection in the context of MMSE based
turbo equalization with turbo decoding [48]. Two parallelism techniques were proposed and the
results have demonstrated that significant speed gain and parallelism efficiency can be attained
for different MIMO configurations without degrading the error rate performance [90]. The iter-
ations scheduling adopted here applies also one turbo decoding iteration for each equalization
iteration. In addition, a flexible hardware architecture and FPGA prototype for SISO MMSE
equalization have been proposed [91, 92] based on the ASIP concept. The flexibility of the de-
signed EquASIP allows its reuse for Alamouti code [93], Golden code [94], 2x2, 3x3, or 4x4
spatially multiplexed iterative MIMO applications with modulation order up to 64-QAM.
Further contributions have investigated the use of turbo equalization considering other low com-
plexity equalization algorithms and/or other channel codes. In this context, we can cite the works
[95–97] which propose the use of low complexity SD-based algorithms for the SISO detector. The
authors in [95] and [96] have considered the use of convolutional codes, while LDPC codes are used
in [97]. Finally, several techniques are proposed to optimize the soft information exchange between
the SISO detector and the channel decoder [98, 99].
In the scope of this thesis work we consider an iterative receiver with SISO MMSE linear equalizer
combined with a turbo decoder. The analysis of the above cited works lead to define the state of
the art (most efficient) scheduling of the underlined two iterative processes as to use ”one feedback
to the equalizer for each turbo decoding iteration”. However, the results obtained in the previous
chapter (for turbo demodulation and turbo decoding) have demonstrated that other more efficient
iteration schedulings exist for such combined iterative processes. Thus, the idea behind this work
is to extend the study conducted in the previous chapter to iterative MIMO receivers. Our objective
is to investigate new iteration schedulings, for a wide set of system parameters, in order to improve
the convergence speed and reduce the overall complexity of such receiver combining three iterative
processes: turbo decoding, turbo demodulation, and turbo equalization.
4.2 SISO Equalization Algorithm
Let us consider the system model of Fig. 4.1 which extends the system model of Fig. 3.1 by including
a SISO MMSE linear equalizer. The considered receiver model applies turbo equalization in combi-
nation with turbo demodulation and turbo decoding. Regarding the considered MIMO technique, we
focus only on spatial multiplexing configuration.
The received signal vector Y (made of Nr element yl={yIl ,yQl }, where l = 1, 2, ...Nr) can be
related to the transmitted vector X (made of Nt element xq={xIq ,xQq }, where q = 1, 2, ...Nt) by:
Y = HX +W (4.1)
where Nt and Nr are the number of transmitted and received antennas respectively. H is the channel
matrix of order Nr × Nt and W is an AWGN vector of size Nr with mean 0 and covariance matrix
σ2wINr , where INr is the identity matrix.
At the receiver side the decoding is executed serially by: SISO MMSE equalizer, SISO demapper,
BICM de-interleaver, process of the natural and interleaved SISO decoders, and feedback to the SISO
equalizer (TEq) and SISO demapper (TEq+TDem). Using decoder a posteriori information as a
priori information for the SISO equalizer and for the SISO demapper improves the error correction
results. This process continues for certain number of iterations and finally decoded bits are output.
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Figure 4.1: Receiver model with turbo equalization, turbo demodulation, and turbo decoding TEq+TDem.
4.2.1 MMSE Algorithm
The MMSE equalizer uses channel information Y vector as well as a priori information vector Xˆ
coming from the turbo decoder to compute estimated vector X˜ of the transmitted vector X . After
demapping, de-interleaving, de-puncturing and turbo decoding, a posteriori information from the
turbo decoder LapostDec is punctured, passed through the BICM interleaver, and fed back as a priori
information LaprDem to the demapper, and to the equalizer (after soft mapping) as a priori information
Xˆ . Note that the entire a posteriori information is fed back from the decoder to the equalizer and to
the demapper. When considering MMSE turbo equalization of high-order modulation, it was noticed
in [80] [100] a significant performance degradation when feeding back only the extrinsic information.
The equalizer’s output X˜ is given in [101–103] as:





, G = λβ , β = diag(P TH) (4.3)
where λ, β and G are real positive vectors which represent the MMSE equalization coefficients. P
refers to the MMSE detection vector, it can be computed as follows.
P = [(σ2x − σ2xˆ)HHT + σ2wINr ]−1H (4.4)
where σ2x and σ
2
xˆ are the variances of transmitted and decoded symbols, (.)
T is the Hermitian operator.
The variance vector σ2µ of the additive distortion term taking into account the residual ISI and the
filtered noise at the equalizer output can be expressed as follows.
σ2µ = G(1−G)σ2x (4.5)
These expressions exhibit three main computations steps: (a) Detection vector computation re-
ferred by P (equation (4.4)), (b) Equalization coefficients computation referred by λ, β, G (equation
(4.3)) and σ2µ (equation (4.5)), and (c) Estimated symbols computation referred by X˜ (equation (4.2)).
For the first equalization iteration where no a priori information is presented (Xˆ is a null vector
and σxˆ=0), the above expressions become:
X˜ = λP TY (4.6)
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where
λ = σ2x and P = [σ
2
xHH
T + σ2wINr ]
−1H (4.7)
4.2.2 Demapping
In the presence of a priori information coming from the decoder to the demapper, equations (3.5) to
(3.9) are applied. Estimated symbol x˜q corresponding to the qth element of X˜ , where q = 1, 2, ...Nt
is demapped by replacing xr,q with x˜q, h′q and h′q−1 by gq (qth element of G), and σ2 by σ2µ,q (qth
element of σ2µ).
On the other hand, for non rotated Gray mapped constellation, and no a priori information com-
ing from the decoder to the demapper, simplified equation (3.10) is used. Estimated symbol x˜q
corresponding to the qth element of X˜ , where q = 1, 2, ...Nt is demapped by replacing xoq with x˜
o
q,
h′q and h′q−1 by gq (qth element of G), and σ2 by σ2µ,q (qth element of σ2µ).
4.2.3 Soft Mapping
The LLR-to-Symbol conversion is carried out with the LLRs coming out from the BICM interleaver




sP {xq = s|Lq} (4.8)
where Lq is the subset of LLRs corresponding to bits constituting the transmitted symbol xq which
is part of the normalized constellation X of size 2M , M is the number of bits per modulated sym-
bols. The term P {xq = s|Lq} designates the a priori probability of the symbol s. By assuming the
transmitted bits statistically independent this probability becomes:
P {xq = s|Lq} =
M−1∏
p=0
P {cp,q = b} (4.9)
where cp,q is the pth bit of symbol sq having value b = {0, 1} according to constellation mapping
used. The term P {cp,q = b}, which designates the probability of cp,q to be equal to b, can be computed
using the following equations [48].



























P {cp,q = 1}
P {cp,q = 0} (4.12)
Taking the example of the QPSK constellation case: M=2, normalized constellation interval
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2
.P {c0,q = 1} (4.13)




(2.P {c0,q = 1} − 1) (4.14)
Finally the normalized in-phase component of the estimate symbol is computed by replacing




















4.2.4 Parallelism in Turbo Equalization
The proposed three level classification of parallelism techniques is extended to turbo equalization and
detailed below [48].
4.2.4.1 Symbol Estimation Level Parallelism
A closer look at the expression required in MMSE algorithm with a priori computation (equation
(4.2) to (4.5)) reveals the serial nature of the implied elementary computations. Firstly, one need
to compute serially the equalization coefficients (P , β and λ) due to their related dependency and
then symbols are estimated using these coefficients. The only parallelism possibility for the MMSE
algorithm at this level is the temporal parallelism which can be achieved through pipelining technique.
4.2.4.2 Equalizer Component Level Parallelism
Parallelism techniques at this level can be classified in two categories: sub-block parallelism and
shuffled turbo equalization.
Frame Sub-blocking: At this level, the feature which can be exploited for parallelism in the
equalizer is the independence of a symbol vector from other vectors in a frame received from a
memoryless channel. Hence, a linear increase in throughput can be achieved by the addition of
more equalizer components to process different sub-blocks concurrently. In consequence, multiple
demapper and soft mapper components will be required to balance the throughput of the multiple
equalizers.
Shuffled Turbo Equalization: Once the equalizer components receive symbol vector sub-blocks,
they perform symbol estimation in the absence of priori information. The associated demapper
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components generate the LLRs from these estimated symbols in a pipelined fashion, which are de-
interleaved before filling the input data memories of the decoder. After filling the decoder memo-
ries, all components of the parallel turbo equalizer work concurrently. Soft mappers, equalizers and
demappers work in pipeline fashion to generate LLRs for the decoder while, on the other side, decoder
components generate LLRs for the equalization side. As soon as LLRs are generated by demapper
components and decoder components they are exchanged. Computation of σ2xˆ is carried out during
the soft mapping process and hence used in next shuffle iteration.
4.2.4.3 Turbo Equalization Level Parallelism
The highest level of parallelism duplicates the whole turbo equalization to process iterations and/or
frames in parallel.
4.3 Turbo Equalization with Turbo Decoding Convergence Speed Anal-
ysis
In this section, we analyze the convergence speed of the combined three iterative processes: turbo
equalization, turbo demodulation and turbo decoding. This analysis is essential in order to determine
the exact required number of iterations at each level to address the ever increasing requirements of
transmission quality with lower complexity.
As in chapter 3, EXIT chart based analysis is conducted. For the TEq+TDem receiver, the a priori
information available at the equalizer and demapper inputs improves the BER at their outputs. The
resulting iterative equalization scheme is equivalent to an equalizer without a priori input at a higher
value of Eb/N0. Having a changing value of Eb/N0 at the input of the decoder every equalizer
iteration, the computation of the mutual extrinsic information IE for the turbo decoder should, as a
result, also be performed per equalizer iteration.
4.3.1 TEq and TEq+TDem Error Correction Performance
Before starting the presentation of our studies on convergence speed analysis, this sub-section gives
some reference BER curves in order to compare and appreciate the error correction performance with
and without feedback loop to the demapper. Fig. 4.2 presents the results of different BER simu-
lations for TEq and TEq+TDem for the transmission of 1536 information bits frame over Rayleigh
fast-fading channel without erasure. QPSK and QAM64 modulation schemes with 2×2 and 4×4
MIMO SM and Rc = 12 are considered. For QPSK, the 2 receiver modes offer the same BER per-
formance since the modulated symbols are composed of two uncorrelated bits (in case of non rotated
constellation). However, for all other modulation schemes, the TEq+TDem receiver mode provides
better BER performance results than TEq.
4.3.2 EXIT Chart Block Diagram
For this system receiver with three iterative processes, EXIT charts are plotted through the response of
the two SISO decoders while taking into consideration the SISO equalizer and SISO demapper with
updated inputs and outputs (Fig. 4.3). In this scheme, IA1 and IE1 are used to designate the a priori
and extrinsic mutual information respectively for DEC1. Iterations start without a priori information
(IA1 = 0). Then, extrinsic information E={e1, e2, . . . , eN} of DEC1 is fed to DEC2 as a priori
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(a) TEq or TEq+TDem: QPSK with 4×4 MIMO SM




















(b) TEq or TEq+TDem: QPSK with 2×2 MIMO SM



















(c) TEq+TDem: QAM64 with 4×4 MIMO SM

















(d) TEq: QAM64 with 2×2 MIMO SM
Figure 4.2: BER performance simulations for TEq and TEq+TDem for the transmission of 1536 information bits frame over
Rayleigh fast-fading channel without erasure. Different system configurations (QPSK and QAM64 modulation schemes
with 2×2 and 4×4 MIMO SM) are considered. Rc = 12 .
information and vice versa, i.e. IE1=IA2 and IE2=IA1. N designates the number of source bits per












































Figure 4.3: EXIT chart block diagram for turbo equalization combined with turbo demodulation and turbo decoding.
The transfer function of the turbo decoder is represented by the two-dimensional chart as follows
(Fig. 4.3b). One SISO decoder component is plotted with its input on the horizontal axis and its
output on the vertical axis. The other SISO component is plotted with its input on the vertical axis
and its output on the horizontal axis. The iterative decoding corresponds to the trajectory found by
stepping between the different curves. For a successful decoding, there must be a clear path between
4.3. TURBO EQUALIZATION WITH TURBO DECODING CONVERGENCE SPEED ANALYSIS 89
the curves so that iterative decoding can proceed from 0 to 1 mutual extrinsic information.
4.3.3 Effects of Constellation Rotation
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Figure 4.4: TEq: EXIT chart analysis at Eb/N0= 8.25 dB of the double-binary turbo decoder for iterations to the 2×2
SM SISO MMSE equalizer. QAM16 modulation scheme and Rc = 12 are considered for the transmission over Rayleigh
fast-fading channel without erasure.
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Figure 4.5: TEq+TDem: EXIT chart analysis at Eb/N0= 8.25 dB of the double-binary turbo decoder for iterations to the
2×2 SM SISO MMSE equalizer and SISO demapper. QAM16 modulation scheme and Rc = 12 are considered for the
transmission over Rayleigh fast-fading channel without erasure.
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Fig. 4.4 and Fig. 4.5 illustrate the effect of the constellation rotation technique on the convergence
speed of the iterative MIMO receiver applying the two modes TEq and TEq+TDem respectively. 2×2
MIMO SM, QAM16, Rc=12 , Eb/N0=8.25 dB and Pρ=0 are used for these two figures.
The plain curves correspond to the EXIT charts for the cases without rotated constellation. Mean-
while, the dashed curves correspond to the case with rotation. Furthermore, the blue curves corre-
spond to non iterative equalization. Applying equalization iterations corresponds to the other colored
curves in the EXIT charts of Fig. 4.4 and Fig. 4.5
In these two figures, we observe that the EXIT tunnel is smaller (except for the first iteration)
for the rotated case than the one without. For rotated constellation, the tunnel is limited to that of
4 equalization iterations. Thus, making more equalization iterations will not affect the convergence
speed. However the tunnel is enlarging (improving) until 5 equalization iterations for the non rotated
case for the TEq mode and more than 5 equalization iterations for TEq+TDem. Hence, the non rotated
constellation provides higher convergence speed comparing to the rotated case which in addition leads
to a reduction in the complexity (by applying simplified expressions in subsection 4.2.2) for the two
MIMO iterative receiver modes TEq and TEq+TDem.
Similar results have been found for all considered modulation orders, code rates and for 2×2 and
4×4 MIMO SM. Therefore, for the rest of this chapter, no demapper rotated constellation will be
used.
4.3.4 Effects of Feedback to the Equalizer and to the Demapper
Fig. 4.6 and Fig. 4.7 illustrate respectively the EXIT charts for QAM16 with 2×2 MIMO SM and for
QAM64 with 4×4 MIMO SM. Rc=12 and different Eb/N0 values are considered. These values are
chosen from the Eb/N0 interval located in the waterfall region. The plain curves correspond to the
EXIT charts for the TEq case. Meanwhile, the dashed curves correspond to the case of TEq+TDem.
Furthermore, the blue curves correspond to non iterative equalization, i.e. SISO equalizer and SISO
demapper are executed once. Applying equalization iterations corresponds to the other colored curves
in the EXIT charts of Fig. 4.6 and Fig. 4.7.
In these two figures, we observe that the EXIT tunnel is wider for the TEq+TDem case than for
the TEq since the demapper a priori information accelerates the convergence speed. Furthermore,
the tunnel is enlarging (improving) until 6 equalization iterations for TEq+TDem, meanwhile it is
blocked for 5 iterations for TEq. Moreover, EXIT charts of Fig. 4.6 show a need of 7 equalization
iterations for TEq to attain convergence following the trajectory (1). Whereas 6 equalization iterations
are sufficient following the trajectory (2) for TEq+TDem. Extensive analysis for different Eb/N0 and
different system parameters (modulation orders and code rates) has been conducted and gave identical
results.
Thus, the equalization iteration scheduling which optimize the convergence is the one that enlarge
the EXIT tunnel as soon as possible. Analyzing the different tunnel curves in the EXIT figures shows
that the tunnel is enlarging for each equalization iteration. Hence, the optimized scheduling for the
two 2 modes TEq and TEq+TDem is to execute only one turbo decoding iteration for each equalization
iteration and then step forward to the next equalization iteration (enlarge the EXIT tunnel).
Note that after the fifth and sixth equalization iteration for TEq and TEq+TDem respectively, only
a slight improvement in convergence is observed. This result will be used in the next section to reduce
the number of equalization iterations.
Fig. 4.8 illustrates the BER performance for QAM16 modulation scheme and Rc=12 as a function
of the number of iterations for the two schedulings TEq and TEq+TDem. This figure plots the results
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Figure 4.6: EXIT chart analysis at Eb/N0=7.25 dB of the double-binary turbo decoder for iterations to the QAM16
demapper and MMSE equalizer. 2×2 MIMO SM and Rc= 12 are considered for the transmission over Rayleigh fast-fading
channel without erasure.
for two different Eb/N0 values in the waterfall region and for two different MIMO configurations.
These curves confirm the above EXIT chart results: using the TEq+TDem scheduling will accelerate
the convergence of the iterative MIMO receiver with respect to TEq. Taking the example of the 2× 2
MIMO SM case, 9 equalization iterations are required to achieve a BER=1,5.10−4 when TEq is
applied, while 6 iterations are required for TEq+TDem. Hence, the TEq+TDem scheduling offers
less number of iterations, which depend on the chosen Eb/N0 value, comparing to TEq. Different
system configurations has been simulated and gave similar results except for QPSK. For QPSK, the
2 schedulings offer the same BER performance and the same convergence speed since the modulated
symbols are composed of two uncorrelated bits.
4.4 Reducing the Number of Equalization Iterations in TEq and
TEq+TDem
As mentioned in the previous section, the optimized profile of iterations is the one applying one turbo
decoding iteration for each equalization iteration. Thus, reducing the number of turbo equalization
iterations will reduce the total number of iterations for the turbo decoder.
4.4.1 Proposed TEq and TEq+TDem Schedulings
Various constructed EXIT charts with different parameters show that after a specific number of equal-
ization iterations, only a slight improvement is predicted. As an example, in Fig. 4.6 decoder transfer
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Figure 4.7: EXIT chart analysis atEb/N0=14 dB of the double-binary turbo decoder for iterations to the QAM64 demapper
and MMSE equalizer. 4×4 MIMO SM and Rc= 12 are considered for the transmission over Rayleigh fast-fading channel
without erasure.
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Figure 4.8: BER in function of iterations for 2×2 (Eb/N0=7.25 dB same as for Fig. 4.6) and 4×4 (Eb/N0=7.75 dB)
MIMO SM for QAM16 modulation scheme and Rc= 12 . The coded frame size is taken as 768 double-binary symbols.
functions coincide with each other after 5 and 6 equalization iterations for TEq and TEq+TDem re-
spectively. However, one can notice that turbo decoding iterations must continue until that the two
constituent decoders agree with each other. Thus, the number of equalization iterations can be re-
duced without affecting error rates, while keeping the same total number of turbo decoding iterations.


























(b) TEq modified scheduling
Figure 4.9: BER performance comparison for the transmission of 1536 information bits frame over Rayleigh fast-fading
channel. 2×2 MIMO SM, QAM16 modulation scheme, and code rate Rc= 12 are considered: (a) TEq+TDem modified
scheduling (b) TEq modified scheduling.
This constitutes the basis for our proposed original iteration scheduling.
In fact, to keep the same number of iterations for the decoder unaltered, one turbo decoding
iteration is added after the last iteration to the equalizer for each eliminated equalization iteration.
Fig. 4.9a and Fig. 4.9b simulate respectively seven turbo equalization iterations for TEq+TDem
and six turbo equalization iterations for TEq. Hence, seven and six turbo decoding iterations are
performed respectively.
With the proposed iteration scheduling, 6TEq+TDem+1EIDec (Fig. 4.9a) designates six equal-
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ization iterations applying TEq+TDem (one turbo decoding iteration is applied for each) followed by
one extra turbo decoding iteration.
Referring to Fig. 4.9a, error rates associated to 7TEq+TDem and 6TEq+TDem+1EIDec show al-
most same performances, while one feedback to the equalizer is eliminated in this proposed schedul-
ing. Similarly, for Fig. 4.9b where error rates associated to 6TEq and 5TEq+1EIDec show almost
same performances.
The proposed scheduling has been applied to many other system configurations: modulation order
up to QAM256, different code rates, 2×2 and 4×4 MIMO SM. The maximum loss for all these
configurations does not exceed 0.04 dB which corresponds to the configuration of 4×4 MIMO SM,
QAM256, and Rc=12 .
Table 4.1 summarizes the reduced performance loss for different code rates, constellation orders
and number of antennas after omitting one equalization iteration. These values were investigated in
the waterfall region for the worst case (minimum required number of five equalization iterations for
TEq and 6 equalization iterations for TEq+TDem).
Modulation scheme Performance loss (dB)
2×2 MIMO SM 4×4 MIMO SM
Rc = 6/7 −. Rc = 1/2 Rc = 6/7 −. Rc = 1/2
QPSK 0.01 −. 0.01 0.01 −. 0.02
QAM16 0.01 −. 0.02 0.01 −. 0.02
QAM64 0.02 −. 0.02 0.02 −. 0.03
QAM256 0.02 −. 0.04 0.03 −. 0.04
Table 4.1: Performance loss for different modulation schemes, code rates, and number of antennas after one omitted
equalization iteration over Rayleigh fast-fading channel without erasure.
For 4TEq+2EIDec and 5TEq+TDem+2EIDec, two feedbacks to the equalizer are eliminated. An
additional loss (maximum loss of 0.15 dB for all possible configurations) is seen. These curves are
close to 5TEq and 6TEq+TDem respectively than to 6TEq and 5TEq+1EIDec. Hence, eliminating two
feedbacks does not provide an optimized solution for the original TEq and TEq+TDem schedulings.
Eliminating more equalization iterations will lead to significant BER performance degradation.
4.4.2 SISO MMSE Equalizer Complexity Evaluation
The main motivation behind the conducted convergence speed analysis and the proposed technique
for reducing the number of iterations for TEq and TEq+TDem is to reduce the receiver implemen-
tation complexity. In order to appreciate the achieved improvements, an accurate evaluation of the
complexity in terms of number and type of operations and memory access is required. Such com-
plexity evaluation is fair and generalized as it is independent from the architecture mode (serial or
parallel) and remains valid for both of them. In fact, all architecture alternatives should execute the
same number of operations (serially or concurrently) to process a received frame. To this end, The
two main blocks of section 3.4.2 which are the SISO demapper and the SISO decoder are considered.
Complexity evaluation of the SISO MMSE equalizer is also required. For this latter, the proposed
evaluation considers the low complexity algorithm presented in section 4.2.1.
4.4.2.1 SISO Equalization Typical Quantization Values
A typical fixed-point representation of channel inputs and various metrics is considered. Table 4.2
summarizes the total number of required quantization bits for each parameter of the MMSE SISO
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equalizer [48].
Parameter Number of bits
SISO
Received complex symbol yl={yIl , yQl } {12,12}
Complex Coeff. Fading symbol hq,l={hIq,l, hQq,l} {12,12}
equalizer Estimated complex symbol x˜q= {x˜Iq , x˜Qq } {16,16}
A priori information complex symbol xˆq= {xˆIq , xˆQq } {16,16}
Detection complex symbol pq={pIq ,pQq } {16,16}
Bias symbol gq 16
Distortion variance symbol σ2µ,q 16
Equalization coefficient symbol λq 16
Equalization coefficient symbol βq 16
Table 4.2: MMSE SISO equalization typical quantization values.
Using this quantization, Fig. 4.10 plots two sets of floating-point vs fixed-point BER performance
curves for TEq+TDem. Two modulation schemes, QPSK and QAM64, and different number of
iterations are considered with Rc=12 . As we can see from this figure, considering the quantization of
Table 4.2 provides almost the same BER as for the floating-point reference performance.

















(a) QPSK, 2×2 MIMO SM

















(b) QAM64, 4×4 MIMO SM
Figure 4.10: Floating-point vs Fixed-point BER performance comparison for TEq+TDem for the transmission of 1536
information bits frame over Rayleigh fast-fading channel with erasure. QPSK with 2×2 MIMO SM and QAM64 with 4×4
MIMO SM are considered respectively for 1, 4, and 8 iterations. Rc= 12 .
4.4.2.2 Complexity Evaluation of SISO Equalizer
The complexity of MMSE-SISO equalizer depends on the number of antennas. We will now con-
sider the equations of subsection 4.2.1 to compute: (1) the required number and type of arithmetic
computations and (2) the required number of read memory accesses (load) and write memory ac-
cesses (store). The result of this evaluation is explained below. In addition to the operation notations
used in section 3.4.2.2, we use the notation operationo to designate an operation having one of the
operands, or the resulted operand, as a matrix with real diagonal values. Semi-complex operation is
also used to designate an operation between a complex number/matrix and a real number/matrix. The
Rayleigh fast-fading channel is considered, hence the channel fading vector H will be different for
each received complex vector Y .
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Computation units 2×2 MIMO SM 4×4 MIMO SM
Detection vector 10146Add(1, 1) + load(193) 111017Add(1, 1) + load(482)
Equalization coefficients 5235Add(1, 1) 16578Add(1, 1)
Estimated symbol 9913Add(1, 1) + load(128) + store(64) 38030Add(1, 1) + load(256) + store(128)
Table 4.3: MMSE-SISO equalization complexity computation summary with a priori information after normalization.





Computation units 2×2 MIMO SM 4×4 MIMO SM
Detection vector 10130Add(1, 1) + load(161) 111001Add(1, 1) + load(450)
Equalization coefficients 4332Add(1, 1) 14772Add(1, 1)
Estimated symbol 5986Add(1, 1) + load(64) + store(64) 24068Add(1, 1) + load(128) + store(128)
Table 4.4: MMSE-SISO equalization complexity computation summary without a priori information after normalization.
1) Detection vector computation P (equation (4.4))
For each received vector Y (input of the equalizer):
• 3 load(16) to access the σ2x, σ2xˆ and σ2w variances.
• 1 real Sub(16, 16) to compute (σ2x − σ2xˆ)
• 1 load of complex matrix H
• 1 hermitian operation to compute HT
• 1 complex matrix Mulo to compute HHT . The obtained matrix has its diagonal as real values.
• 1 semi-complex matrix Mulo to multiply the resulted matrix above with (σ2x − σ2xˆ)
• 1 semi-complex matrix Addo to add the result above with σ2wINr
• 1 complex matrix Invo to make the inversion of the matrix above.
• 1 complex matrix Mulo to multiply the matrix above with the H matrix (computing P )
2) Equalization coefficients computation λ, β, G and σ2µ (equation (4.3))
For each received vector Y (input of the equalizer):
• 1 hermitian operation to compute P T
• 1 complex matrix Mulo to multiply the resulted matrix above with H and taking the diagonal
which is made by real values (computing β)
• 1 real matrix Mul to multiply β with σ2xˆ
• 1 real matrix Add to add 1 to the resulted matrix above
• 1 real matrix Inv to make the inversion of the matrix above
• 1 real matrix Mul to multiply the matrix above with σ2x (computing λ)
• 1 real matrix Mul to multiply λ with β (computing G)
• 1 real matrix Sub to compute (1-G)
• 1 real matrix Mul to multiply the matrix above with matrix G
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• 1 real matrix Mul to multiply the matrix above with σ2x (computing σ2µ)
• 1 store of real matrix σ2µ
3) Estimated symbols computation X˜ (equation (4.2))
For each received vector Y (input of the equalizer):
• 2 load of complex vectors Xˆ and Y
• 1 complex matrix Mul to multiply the matrix H with Xˆ
• 1 complex matrix Sub to compute (Y −HXˆ)
• 1 semi-complex matrix Mul to multiply P T with λ
• 1 complex matrix Mul to multiply the two resulted matrices above
• 1 semi-complex Mul to compute GXˆ
• 1 complex matrix Add to add the two resulted matrices above (computing X˜)
• 1 store of complex matrix X˜
Note that σ2xˆ should be computed, for each equalization iteration, after the soft mapping of all
decoded symbols. For the rest of this chapter, we will consider identical number of antennasNr=Nt=2
or 4.
4.4.2.3 Complexity Normalization
In addition to the complexity normalization technique used in subsection 3.4.2.4, we use the following
complex operations normalization approach.
1. Complex number operations
• Add/Sub of two complex numbersX=(a+jb) and Y =(c+jd) can be performed with two
real Add/Sub operations.
X ± Y = (a+ jb)± (c+ jd) = (a± c) + j(b± d) (4.17)
• Negation of a complex number Neg can be performed with two real Sub operations.
• Mul of two complex numbersX=(a+jb) and Y =(c+jd) can be performed by two ways.
The classical formula of equation (4.18) performs 4 real Mul, 1 real Add and 1 real Sub.
X × Y = (a+ jb)(c+ jd) = (ac− bd) + j(ad+ bc) (4.18)
A rearrangement may be proposed to reduce the number of multiplications required, as:
X × Y = (a+ jb)(c+ jd) = a(c+ d)− d(a+ b) + j [a(c+ d) + c(b− a)] (4.19)
By applying this reformulation, a complex number multiplication must perform only 3
real Mul, 3 real Add and 2 real Sub. Reducing one real multiplication operation per
complex multiplication operation at the cost of three additional addition operations signif-
icantly reduces the complexity of the complex number multiplication. For the rest of this
normalization section, equation (4.19) will be used.
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• Inv of a complex number a+ bj can be performed with two read memory access to Look















2. Complex matrix operations
• Hermitian operation of complex matrix of size b×a can be performed with ab negation
operations of the imaginary part.
• Add/Sub of two complex matrices of size b×a can be performed with ab complexAdd/Sub
operations which correspond to 2ab real Add/Sub operations.
• Mul of two complex matrices of size b×a and a×c can be performed with abc complex
Mul and (a − 1)bc complex Add operations. Using equation (4.19), this matrix multipli-
cation can be done with 3abc real Mul, (5a− 2)bc real Add and 2abc real Sub operations.
• Mul of two complex matrices of size b×a and a×c with resulted matrix having real diag-
onal values can be performed with 3abc−ab real Mul, 5abc− 4ab− 2bc+ b real Add and
2abc− ab real Sub operations.
• Mul of two complex matrices of the same size a×a where one of the matrices has real
diagonal values can be performed with 3a3 − 2a2 real Mul, 5(a3 − a2) real Add and
2(a3 − a2) real Sub.
• Mul of the identity matrix having real diagonal values with complex matrix of size b×a
can be performed with ab complex Mul which correspond to 3ab real Mul, 3ab real Add
and 2ab real Sub.
• Inv of a complex matrix can be achieved through matrix triangulation or analytical method.
The first method based on matrix triangulation can realized using systolic architecture
through the LU decomposition, Cholesky decomposition or QR decomposition. The
method based on QR decomposition is the most interesting due to its numerical stabil-
ity and its practical feasibility. It consists of decomposing a matrix A of size N × N as
A = QR where Q is an orthogonal matrix (QQH = I) and R an upper triangular matrix.
This decomposition allows to compute the inverse of the matrix A after a simple inversion
of the triangular matrix R and a matrix multiplication as A−1 = R−1Q. There are several
methods [104] to achieve this decomposition, such as the Givens method or the method of
Gram-Schmidt. On the oher hand, the analytic method of matrix inversion is good can-
didate, not only for variable sized matrix inversion but also for resource reuse for other
matrix computations. The expression for the inversion of 2×2 matrix through analytical












To compute the inversion matrix of expression (4.21), 1 Inv of ad− bc, 2 Neg and 4 Mul
are required. For a 4×4 matrix, the matrix is divided into four 2×2 matrix and inversion
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where
W = A−1 +A−1B(D − CA−1B)−1CA−1
X = −A−1B(D − CA−1B)−1
Y = −(D − CA−1B)−1CA−1
Z = (D − CA−1B)−1
The inversion of a 3×3 matrix is performed by extending it to a 4×4 matrix. This can be
done by copying all three rows of 3×3 matrix into first three rows of 4×4 matrix and then
putting zeros in all elements of fourth row and fourth column where a 1 should be put on
the intersection of fourth row and fourth column. The inversion can then be performed
using the method mentioned above. The final result lies in first three elements of first three
rows (or column).
Applying the proposed complexity normalization approach presented in this subsection
to the complexity evaluation of the MMSE-SISO equalizer with and without a priori in-
formation (subsection 4.4.2.2) leads to the results summarized in Table 4.3 and Table 4.4
respectively.
4.4.3 Discussions and Achieved Improvements
This section evaluates and discusses the achieved complexity reductions using the proposed original
iteration scheduling of TEq and TEq+TDem at different modulation orders, code rates and number of
antennas. As concluded in section 4.4.1, one equalization iteration can be eliminated while keeping
the number of turbo decoding iterations unaltered. Overall, this will lead to a reduction correspond-
ing to the execution of one SISO MMSE equalizer for TEq and one SISO MMSE combined with
one SISO demapper for TEq+TDem. The low complexity sub-partitioning technique (subsection
1.1.3.4) of the constellation presented in [21] for non constellation rotated case is used. Using the
normalized complexity evaluation of Table 4.3 and Table 4.4, achieved improvements comparing (1):
7TEq+TDem to 6TEq+TDem+1EIDec and (2): 6TEq to 5TEq+1EIDec (as in Fig. 4.9) for dif-
ferent system configurations are summarized in Tables 4.5 and 4.6. In the following we will explain
first how these values are computed and then discuss the obtained results.
4.4.3.1 Complexity Reduction Ratio G5
The complexity reduction ratio (G5) is defined as the ratio of the difference in complexity (system-
level) between the original scheduling (Csyssch ), sch ∈ {TEq ,TEq + TDem}, and the new proposed
scheduling (CsysNEW−sch) to the complexity C
sys
sch for processing all frame source symbols. It corre-






where Csyssch and C
sys
NEW−sch can be expressed as below.
Csyssch = C + [itsch − 1]Csch (4.24)
CsysNEW−sch = C + [(itsch − 1)− 1]Csch + CD (4.25)
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C (same for Csyssch and C
sys
NEW−sch) designates the complexity of the first iteration without taking
into consideration the a priori information. itsch and Csch designate respectively the number of
iterations and the complexity per iteration performed when using the corresponding scheduling sch.
CD (CD=Cdec.NCSymb) designates the complexity of executing one turbo decoding iteration. C and
Csch are given by the expressions below:





eq(Nr).NESymb + [Cdem,sch(M) + Cmod(M)]NMSymb + Cdec.NCSymb (4.26)
C−eq(Nr) designates the equalizer complexity per equalized vector per iteration, which depends only
onNr, without taking into consideration the a priori information Xˆ . C+eq(Nr) designates the equalizer
complexity per equalized vector per iteration, which depends only on Nr, taking into consideration
the a priori information Xˆ . C−dem(M) designates the demapper complexity per modulated symbol
per iteration, which depends only on the constellation size, without taking into consideration the a
priori information LaprDem. Cdem,sch(M) designates the demapper complexity per modulated symbol
per iteration, which depends only on the constellation size, when using the corresponding scheduling
sch. Cmod(M) designates the soft mapper complexity per modulated symbol per iteration. Cdec
represents the decoder complexity per coded symbol per iteration.
Considering the code rate Rc, the number of receive antennas Nr and the number of bits per
modulated symbol M , the relations between the number of equalized symbols (NESymb) and the
number of modulated symbols (NMSymb) with the corresponding number of double-binary (∇=2)














Converting the number of equalized and modulated symbols into equivalent number of coded
symbols (equation (4.27)) and putting equations (4.24), (4.25) and (4.26) into equation (4.23), G5














a designates the reduction in complexity for using the proposed scheduling NEW-sch. b is equal to
Csyssch divided by α.
4.5. COMPLEXITY ADAPTIVE TEQ+TDEM RECEIVER 101
4.4.3.2 Achieved Improvements
This last equation has been used to obtain individually the complexity reductions in terms of arith-
metic, read memory access, and write memory access operations of Tables 4.5 and 4.6 comparing
7TEq+TDem to 6TEq+TDem+1EIDec and 6TEq to 5TEq+1EIDec.
For the TEq+TDem case, results from Table 4.5 show increased benefits in terms of number of
arithmetic operations (up to 18.7%) and read memory accesses (up to 16.6%) with higher modula-
tion orders. This can be easily predicted from equation (4.28) as the value of a (equation (4.29)) is
increasing with the constellation size faster than b (equation (4.30)). This is due to the presence of
different complexity values in b other than Cdem,sch(M) (not presented in a). These tables show also
that the higher the code rate is, lower the benefits are. On the other hand, the improvement in write
memory access (up to 7.3%) is low and decreasing with the constellation size.
Similar behavior is shown for the TEq case (Table 4.6). However, the benefits for TEq are less
than TEq+TDem since one additional demapping execution process is omitted for this latter. It is
worth to note in the two tables that the reduction in write memory accesses is independent from the
number of antennas and shows identical values for Nr=2 and Nr=4 since the number of bits to be
stored after the proposed scheduling is the same for the two cases.
Modulation scheme TEq+TDem, Nr=2 TEq+TDem, Nr=4
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
Complexity Reduction Complexity Reduction Complexity Reduction Complexity Reduction
arith load store arith load store arith load store arith load store
QPSK 16.4% 13.5% 7.3% 15.7% 11.4% 5.6% 16.4% 13.6% 7.3% 16.2% 11.6% 5.6%
QAM16 16.7% 13.6% 5.7% 15.9% 11.5% 4.9% 16.6% 13.7% 5.7% 16.3% 12% 4.9%
QAM64 17.3% 13.9% 5% 16.3% 11.8% 4.5% 16.9% 13.9% 5% 16.4% 12.5% 4.5%
QAM256 18.7% 16.6% 4.6% 18.1% 14.8% 4.3% 18.1% 16.6% 4.6% 17.7% 14.8% 4.3%
Table 4.5: Reduction in number of operations, read/write access memory comparing 7TEq+TDem to
6TEq+TDem+1EIDec for 2×2 and 4×4 MIMO SM for different modulation schemes and code rates.
Modulation scheme TEq, Nr=2 TEq, Nr=4
Rc = 1/2 Rc = 6/7 Rc = 1/2 Rc = 6/7
Complexity Reduction Complexity Reduction Complexity Reduction Complexity Reduction
arith load store arith load store arith load store arith load store
QPSK 14.5% 9.7% 6% 13.5% 8.3% 4.9% 14.8% 10.4% 6% 13.9% 8.6% 4.9%
QAM16 14.9% 9.9% 5% 14.1% 8.5% 4.4% 15.6% 10.6% 5% 14.4% 8.7% 4.4%
QAM64 15.8% 10.5% 4.5% 15.2% 8.9% 4% 16.7% 11% 4.5% 15.2% 9% 4%
QAM256 17.3% 13.1% 4.2% 16.4% 10.3% 3.8% 17% 11.8% 4.2% 16.5% 9.8% 3.8%
Table 4.6: Reduction in number of operations, read/write access memory comparing 6TEq to 5TEq+1EIDec for 2×2
and 4×4 MIMO SM for different modulation schemes and code rates.
It is worth noting that applying the proposed scheduling combined with an early stopping criteria
might diminish the benefit from the scheduling, but at the cost of an additional complexity.
4.5 Complexity Adaptive TEq+TDem Receiver
In this section, we consider a MIMO turbo receiver which is able to execute TEq+TDem. Such a
receiver can obviously execute the TEq mode by omitting the feedback loop to the demapper. In this
context, the following work will discuss the complexity and the BER performance of the two modes
for different configurations in terms of modulation orders and number of antennas. Based on this
analysis, a complexity adaptive iterative MIMO receiver is proposed.
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The conducted analysis can be done either on the original TEq+TDem and TEq schedulings or on
the new proposed schedulings in the previous section. However, for presentation simplicity we have
chosen the original schedulings without omitting a feedback to the last iterations.














(a) QPSK with 4×4 MIMO SM, Eb/N0=3.5 dB: Con-
fig. 1














(b) QPSK with 2×2 MIMO SM, Eb/N0=3.5 dB: Con-
fig. 2















(c) QAM16 with 4×4 MIMO SM, Eb/N0=8.25 dB:
Config. 3














(d) QAM16 with 2×2 MIMO SM, Eb/N0=7.5 dB:
Config. 4
Figure 4.11: BER in function of iterations for 2×2 and 4×4 MIMO SM for QPSK and QAM16 modulation schemes.
Eb/N0 values are chosen from the Eb/N0 interval located in the waterfall region. Rayleigh Fast-fading channel, Rc= 12
and NCSymb=768 are considered.
4.5.1 TEq+TDem and TEq Performance Simulations
We compare in this subsection the BER performance results of the MIMO turbo receiver applying
TEq+TDem and TEq for different modulation scheme and number of antennas.
A flexible software model for the whole serial system was developed. It supports different mod-
ulation schemes (QPSK, QAM16, QAM64 and QAM256) applying the sub-partitioning technique
(subsection 1.1.3.4), and a flag choice for iterative or non iterative feedback loop to the demapper. A
Rayleigh fast-fading channel is considered.
Fig. 4.11 and Fig. 4.12 illustrate the BER performance for different system configurations (for
low and high modulation schemes, with 2 × 2 and 4×4 MIMO SM) as a function of the number
of iterations when the two modes TEq and TEq+TDem are applied. The coded frame size is taken
NCSymb=768 double-binary symbols. The code rate Rc=12 is considered for all configurations. The
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(a) QAM64 with 4×4 MIMO SM,Eb/N0=13 dB: Con-
fig. 5













(b) QAM64 with 2×2 MIMO SM, Eb/N0=11.25 dB:
Config. 6











(c) QAM256 with 4×4 MIMO SM, Eb/N0= 17 dB:
Config. 7











(d) QAM256 with 2×2 MIMO SM, Eb/N0=: Config.
8
Figure 4.12: BER in function of iterations for 2×2 and 4×4 MIMO SM for QAM64 and QAM256 modulation schemes.
Eb/N0 values are chosen from the Eb/N0 interval located in the waterfall region. Rayleigh Fast-fading channel, Rc= 12
and NCSymb=768 are considered.
correspondent curves are plotted for a particular Eb/N0 value as indicated in each subfigure. These
Eb/N0 values are chosen from the Eb/N0 interval located in the waterfall region. It is shown that
for QPSK (Config. 1 and Config. 2) performance simulations that the feedback to the demapper
does not improve the BER performance of the MIMO turbo receiver. This is due to the fact that
the modulated QPSK symbol is composed of two uncorrelated bits. On the other hand, it is clearly
seen from all other configurations that using the TEq+TDem mode accelerates the convergence of
the iterative MIMO receiver with respect to TEq, i.e. less iterations are executed to achieve the same
BER performance. Taking the example of Config. 4, 8 iterations are required to achieve aBER=10−5
when TEq is applied, while 6 iterations are required for TEq+TDem to achieve the same BER. It is
worth to note that the reduction in number of iterations depends on the chosen Eb/N0 value.
Similar behavior is seen for other configurations (different code rates and NCSymb values). The
reduction in the number of iterations will lead a priori to improved power consumption, throughput
and latency.
It is worth to note that the conducted BER performance analysis in this section can be represented
by other form of curves. One of these forms is to target a specific BER and to plot the required number
of iterations as function ofEb/N0. As we can see from Fig. 4.13, to reach the target BER performance
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a minimum value of Eb/N0 is required for each system parameters. For these minimum values, the
TEq mode requires high number of iterations (e.g. 8 iterations at Eb/N0=7.5 dB for Fig. 4.13a).
Hence, applying the TEq+TDem mode will lead to significant less number of iterations (6 iterations
for the same example). However, at higher Eb/N0 values, the TEq mode requires few iterations (3
iterations at Eb/N0=8.75 dB) to achieve the target BER. In this case, the reduction in number of
iterations for using the TEq+TDem mode will not be significant (no reduction for the same example)
since the iterative receiver requires at least a minimum number of iterations to converge. As a result,
the TEq+TDem mode provides higher gains in iterations number (compared to the TEq mode) for the
lower Eb/N0 values achieving the target BER.











(a) QAM16 with 2×2 MIMO SM at BER=10−5











(b) QAM64 with 4×4 MIMO SM at BER=4.10−5
Figure 4.13: Number of equalization iterations in function of Eb/N0, to target a specific BER, for QAM16 and QAM64
modulation schemes with different number of antennas. Rayleigh Fast-fading channel, Rc= 12 and NCSymb=768 are con-
sidered.
4.5.2 Discussions and Achieved Improvements
In order to evaluate the improvement in complexity when using the receiver mode TEq+TDem rather





Converting the number of equalized and modulated symbols into equivalent number of coded
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Modulation Config. Nr it it G6 Target C
sys
TEq − CsysTEq+TDem




6 BER Add(1, 1) Read one-bit Write one-bit
QPSK 1 4×4 8 8 - - - - - - -2 2×2 8 8 - - - - - - -
QAM16 3 4×4 6 8 21.2% −6.7% 26.9% 10
−5 76028 -209 376
4 2×2 6 8 7.3% −9.1% 26.9% 10−5 9207 -267 376
QAM64 5 4×4 5 7 13.2% −36.4% 31.1% 4.10
−5 42583 -842 391
6 2×2 5 7 −12.3% −39.8% 31.1% 5.10−5 -7846 -987 391
QAM256 7 4×4 4 6 −32.4% −137% 33.7% 5.10
−4 -49756 -3573 316
8 2×2 4 6 −35.2% −146% 33.7% 4.10−4 -56845 -3875 316
(a) Complexity reduction ratios (b) Complexity reduction values
Table 4.7: Complexity reduction in overall number of arithmetic operations, read, and write memory access for using
TEq+TDem mode rather than TEq. Rc = 12 .
c designates the reduced complexity for using TEq+TDem with less iterations (ItTEq+TDem instead
of ItTEq). d designates the added complexity for using TEq+TDem with more demapping computa-




This last equation has been used to obtain individually the complexity reductions in terms of
arithmetic (GArith6 ), read access (G
R
6 ), and write (G
W
6 ) memory access operations as shown in Table
4.7(a).
Table 4.7(a) presents the system-level complexity improvements for using TEq+TDem mode
rather than TEq for the eight configurations. itTEq and the correspondent itTEq+TDem values are
taken from Fig. 4.11 and Fig. 4.12 to target the same BER values presented in Table 4.7(a). For
Config. 1 and Config. 2, complexity reduction values are not computed since the iterative demap-
ping does not improve the BER performance for QPSK modulation scheme. For Config. 7, GArith6
presents a negative value of −32.4%, which means an increased number of arithmetic operations for
using TEq+TDem comparing to TEq. This result can be extended to QAM256 with 2×2 MIMO SM
(−35.2%) since the reduced complexity of the SISO MMSE equalizer is less (c is less) with the same
demapping added complexity as for Config. 7.
TEq+TDem presents the maximum reduced complexity in terms of arithmetic operations of
21.2% for Config. 3 since the demapping added complexity corresponding to the constellation size is
not significant comparing to the reduced complexity (applying less iterations). Similarly for Config.
4, GArith6 is positive and equals to 7.3%. Config. 5 shows also a reduced complexity G
Arith
6 about
13.2%. However for Config. 6, GArith6 is negative since the added complexity to the SISO demapper
becomes bigger comparing to the reduced complexity.
Regarding the memory access, Table 4.7(a) shows negative values GR6 for all the considered con-
figurations which correspond to an increased need of read memory accesses when using TEq+TDem.
This increase is due to the conducted search for the closest constellation symbol in the SISO demap-
per for each iteration. On the other hand, GW6 shows important reduction values for write memory
accesses between 26.9% and 33.7% due to the execution of less turbo decoding processes which
require less number of write memory accesses.
In addition to the complexity ratios discussed in Table 4.7(a), Table 4.7(b) shows the difference
in complexity values (CsysTEq − CsysTEq+TDem) between TEq+TDem and TEq in terms of number of
Add(1, 1) operations, read and write one-bit memory accesses.
As we see from the Table 4.7(b), the increase in read access memory can be considered small
in comparison to the reduced number of Add(1, 1) operations and write memory accesses. Taking
the example of Config. 5, 42583 Add(1, 1) operations and 391 one-bit write memory accesses are
reduced at the expense of an additional use of 842 one-bit read memory accesses when TEq+TDem
is applied. Thus, the high difference in the magnitude of the reduced arithmetic operations and the
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(a) TEq: QAM64 with 2×2 MIMO SM


















(b) TEq+TDem: QAM64 with 2×2 MIMO SM
Figure 4.14: BER performance simulations for TEq and TEq+TDem for the transmission of 1536 information bits frame





Figure 4.15: Proposal of an adaptive complexity MIMO turbo receiver applying turbo demodulation.
increased read memory accesses gives insights on the convenience of the TEq+TDem scheduling to
reduce the power consumption of the receiver.
Regarding the error floor region, the TEq+TDem mode should be used as it provides more error
correction, except for QPSK, as we can see from Fig. 4.14
Fig. 4.15 summarizes the proposed use of the two modes depending on the system parameters.
4.6 Summary
In this chapter an effort is made to present an optimized system-level iterative receiver performing
turbo equalization combined with turbo demodulation and turbo decoding.
Convergence speed analysis is crucial in TEq+TDem systems in order to tune the number of iter-
ations to be optimal when considering the practical implementation perspectives. Conducted analysis
for TEq+TDem and TEq has demonstrated that omitting one turbo equalization iteration without de-
creasing the total number of turbo decoding iterations leads to promising complexity reductions while
keeping error rate performance almost unaltered. A maximum loss of 0.04 dB is shown for all mod-
ulation schemes and code rates in a Rayleigh fast-fading channel with 2×2 and 4×4 MIMO SM. In
this regard, the complexity of the receiver was studied taking into account the equivalent arithmetic
operations complexity and the memory accesses that should be performed. The number of normalized
arithmetic operations can be reduced up to 18.7% in terms of arithmetic operations and up to 16.6%
in terms of read access memory for TEq+TDem.
The second part of this chapter proposes an adaptive complexity MIMO turbo receiver perform-
ing TEq+TDem. For QAM16, and for QAM64 with number of transmit and received antennas equals
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to 4, additional feedback to the SISO demapper has shown to reduce the overall iterative receiver
complexity in terms of computations and write memory accesses along with lower error rate perfor-
mances. This constitutes a very interesting result as it demonstrates the opposite of what is commonly
assumed. In fact, the number of normalized arithmetic operations is reduced, as shown for the con-
sidered system configurations, in a range between 7.3% and 21.2% for using TEq+TDem rather than
TEq over Rayleigh fast-fading channel. Similarly, the number of write access memory is reduced in
a range between 26.9% and 31.1%. This complexity reduction increases significantly when targeting
lower error rates and reduces consequently the power consumption of the iterative MIMO receiver.
On the other hand, for QPSK, QAM64 with 2×2 MIMO SM, and QAM256, the TEq+TDem receiver
should be configured in TEq mode which exhibits less complexity for identical error rate perfor-
mances. Finally, it is worth to note that for very low error rates, except for QPSK, the TEq+TDem




IN this work, we have studied the convergence speed and the system-level complexity of advancedreceivers combining multiple iterative processes. Various communication techniques and system
parameters, as specified in emerging wireless communication applications, have been considered.
Novel iteration schedulings of inner and outer feedback loops have been proposed to improve the
convergence and reduce the overall complexity in terms of arithmetic operations and memory ac-
cesses. Furthermore, the conducted analysis and the proposed schedulings demonstrate the effective-
ness of the outer feedback loops, even in terms of complexity, compared to the feed forward classical
receivers. These results allowed the proposal of original complexity adaptive iterative receivers per-
forming turbo decoding, turbo demodulation and turbo equalization.
Firstly, the basic requirements of advanced wireless digital communication systems have been
summarized. Different components of the transmitter such as the channel encoder, the BICM inter-
leaver, the mapper and the MIMO transmission were considered. Low complexity algorithms and
parallelism techniques for convolutional decoding, demapping and equalization suitable for hardware
implementations have been provided all along this work.
Two ideas for shuffled turbo decoding scheduling, applying a time delay between the process-
ing of the natural and interleaved constituent component decoders, were proposed and analyzed for
butterfly and butterfly-replica BCJR metrics computation schemes. The first one has shown a slight
improvement in comparison to the classical shuffled decoding scheduling. Meanwhile, the second
one leads to a scalable tradeoff between the classical serial and shuffled turbo decoding schedulings
in terms complexity and BER performance results.
Furthermore, a convergence speed analysis for turbo demodulation with turbo decoding receiver
has been done in order to tune the number of iterations to the exact required ones in order to reduce
the overall system complexity. Conducted analysis has demonstrated that omitting two turbo demod-
ulation iterations without decreasing the total number of turbo decoding iterations leads to promising
complexity reductions while keeping error rate performance almost unaltered. A maximum loss of
0.15 dB is shown for all modulation schemes and code rates in a fast-fading channel with and with-
out erasure. In this regard, the complexity of the receiver was investigated and normalized taking
into account the equivalent arithmetic operations complexity and the memory accesses that should be
performed.
Moreover, a complexity adaptive iterative receiver performing TBICM-ID-SSD has been pro-
posed. For low and medium constellation sizes, feedback to the SISO demapper has shown to reduce
the complexity in terms of computation and memory access at the receiver side for identical error
rate performances. This constitutes a very interesting result as it demonstrates the opposite of what is
commonly assumed. On the other had, for high modulation orders, as for QAM64 and QAM256, the
TBICM-ID-SSD receiver should be configured in TBICM-SSD mode which provides less complexity
for identical error rate performances. It is worth to note that for very low error rates, TBICM-ID-SSD
configuration should be used as it provides more error correction in the error floor region.
Based on this study, two further contributions have been proposed as a joint work with two other
PhD students. The first one, a joint contribution with Vianney Lapotre, proposes an efficient sizing
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of heterogeneous multiprocessor flexible iterative receiver implementing turbo demapping with turbo
decoding. In fact, for a given communication requirement many architecture alternatives exist and
selecting the right one at design-time and at run-time is an essential issue. The proposed approach
defines the mathematical expressions which exhibit the number of heterogeneous cores and their
features. Its benefits are illustrated through a flexible multi-processor hardware platform for turbo
demodulation with turbo decoding. For the considered case study, platform sizing analysis results
demonstrate significant reduction of the area of the iterative receiver. The second contribution, a joint
contribution with Oscar Sanchez, proposes to extend the use of the butterfly-replica scheme, originally
proposed for shuffled turbo decoding, to full shuffled receiver implementing iterative demapping with
turbo decoding. Simulation results show that applying this scheme in the turbo decoder reduces the
overall number of iterations by at least one iteration in the waterfall region with respect to the butterfly
scheme. In order to evaluate the impact on complexity and throughput, a detailed analysis is provided
for different system configurations. When comparing butterfly-replica to butterfly for the same BER
performances, the former scheme provides a throughput improvement of around 33%. Significant
complexity reductions have been also obtained in terms of arithmetic operations and read access
memory for almost all the considered configurations without additional delays or area overhead.
In addition, an effort has been made in this work to propose an optimized system-level itera-
tive receiver performing turbo equalization combined with turbo demodulation and turbo decoding.
A convergence speed analysis for TEq (without feedback loop to the demapper) and TEq+TDem
(with feedback loop to the demapper) systems has been done. Conducted analysis has demonstrated
that omitting one turbo equalization iteration without decreasing the total number of turbo decod-
ing iterations leads to promising complexity reductions while keeping error rate performance almost
unaltered. A maximum loss of 0.04 dB is shown for all modulation schemes and code rates in a
fast-fading channel with 2×2 and 4×4 MIMO SM.
These last results allowed the proposal of an adaptive complexity MIMO turbo receiver perform-
ing TEq+TDem. For QAM16 and for QAM64 with number of transmit and received antennas equals
to 4, additional feedback to the SISO demapper has shown to reduce the overall iterative receiver
complexity in terms of computations and write memory accesses along with lower error rate perfor-
mances. This constitutes a very interesting result as it demonstrates the effectiveness of the demapper
feedback loop even in terms of complexity.
Perspectives
As perspectives, several research studies can be envisaged:
• Extension of the butterfly vs butterfly-replica analysis to MIMO receivers implementing full
shuffled iterative equalization with turbo decoding.
• Extension of the studies presented in this thesis work to other baseband receivers. Additional
multi-modes blocks are required to perform functions such as synchronization, OFDM interfac-
ing and channel estimation.
• Analysis of the impact of existing stopping criteria associated with the proposed iteration
schedulings and investigation of novel stopping criteria for the combined iterative receivers.
• Integration of the proposed iteration schedulings into the available multi-ASIP hardware proto-
type.
Re´sume´ en Franc¸ais
Les normes de communications sans fil, sans cesse en e´volution, imposent l’utilisation de techniques
modernes telles que les turbocodes, les modulations code´es a` entrelacement bit (BICM), les constel-
lations d’ordre e´leve´ de modulation d’amplitude en quadrature (QAM), la diversite´ de constellation
(SSD), le multiplexage spatial et codage espace-temps multi-antennes (MIMO) avec des parame`tres
diffe´rents pour des transmissions fiables et de haut de´bit. L’adoption de ces techniques dans l’e´metteur
peut influencer l’architecture du re´cepteur de trois fac¸ons : (1) les traitement complexes relatifs aux
techniques avance´es comme les turbocodes, incite a` effectuer un traitement ite´ratif dans le re´cepteur
pour ame´liorer la performance en termes de taux d’erreurs (2) pour satisfaire l’exigence de haut de´bit
avec un re´cepteur ite´ratif, le recours au paralle´lisme est obligatoire et enfin (3) pour assurer le support
des diffe´rentes techniques et parame`tres impose´s, des imple´mentations flexibles, mais aussi de haute
performance, sont ne´cessaires.
En plus de ces exigences techniques lie´es a` la croissance rapide de l’industrie des communica-
tions sans fil, l’e´mergence du traitement ite´ratif et l’e´tendue de leur principe a` toute la chaıˆne de
communication nume´rique s’imposent actuellement comme la solution algorithmique recherche´e
pour atteindre les nouvelles performances exige´es en termes de qualite´ de transmission. En te´moigne
la large adoption des turbocodes et des codes LDPC (Low-Density Parity-Check) depuis une
quinzaine d’anne´es graˆces a` la ve´ritable re´volution qu’ils apportent en terme de pouvoir de correction
d’erreurs de transmission. Un autre exemple est l’adoption de la technique de modulation tourne´e
dans la nouvelle norme de diffusion nume´rique DVB-T2. Cette adoption, qui est devenue la marque
de cette norme, e´tait purement base´e sur les gains importants apporte´s par un processus de turbo-
de´modulation au niveau du re´cepteur. Ainsi, la mise en œuvre de syste`mes de turbo-communications,
commune´ment appele´s turbo-re´cepteurs ou re´cepteurs ite´ratifs, devient primordiale. Cependant,
la ge´ne´ralisation du traitement ite´ratif multiplie la complexite´ en termes de calculs, d’e´changes
d’information et de me´morisation et constitue ainsi un de´fi conside´rable dans une perspective
d’imple´mentation mate´rielle.
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Proble`mes et objectifs de la the`se
En effet, l’ajout au niveau du re´cepteur, qui inte`gre de´ja` un de´codage canal ite´ratif (e.g. turbo-
de´codage), de nouveaux traitements ite´ratifs a montre´ d’excellentes performances dans des mau-
vaises conditions de transmission (effacement, multi-trajets, canaux a` e´vanouissement). Toutefois,
l’adoption d’un traitement ite´ratif en plus du turbo-de´codage est fortement limite´e par la complexite´
supple´mentaire engendre´e, qui impacte fortement le de´bit, la latence et la consommation e´nerge´tique.
Outre l’e´change ite´ratif d’informations extrinse`ques a` l’inte´rieur du turbo-de´codeur, de nouvelles
informations extrinse`ques sont produites et e´change´es comme information a priori utilise´e par le
de´mappeur et/ou l’e´galiseur MIMO. La majeure partie des travaux existants sont au niveau algorith-
mique et n’ont pas conside´re´ ces techniques d’une perspective d’imple´mentation mate´rielle.
Pour faire face a` ce proble`me et permettre une large adoption du traitement ite´ratif, de nouvelles
techniques d’optimisation au niveau syste`me doivent eˆtre explore´es. Ainsi, l’objectif de cette the`se est
d’apporter des optimisations au niveau syste`me a` travers de nouvelles propositions d’ordonnancement
des ite´rations locales et globales pour le re´cepteur complet avec turbo-de´codage, turbo-e´galisation et
turbo-de´modulation. Il s’agit d’effectuer dans ce cadre une e´tude approfondie de la rapidite´ de la
convergence du syste`me ite´ratif vis-a`-vis de la complexite´ induite et les diffe´rents parame`tres, modes
de communications et exigences a` supporter. Diverses techniques de communication et diffe´rents
parame`tres du syste`me de communication, tels que spe´cifie´s dans les applications e´mergentes de
communication sans fil, doivent eˆtre conside´re´s.
Contributions
Pour atteindre les objectifs cite´s ci-dessus, plusieurs contributions ont e´te´ propose´es dans le cadre de
ce travail de the`se :
1. La premie`re partie de ce travail de the`se s’est concentre´ sur l’e´tude et l’analyse de la combinaison
des deux traitements ite´ratifs de turbo-de´modulation et de turbo-de´codage (TBICM-ID-SSD).
Les principales contributions accomplies au cours de cette partie peuvent eˆtre re´sume´es par la
liste suivante :
• Analyse de la vitesse de convergence de ces deux processus ite´ratifs combine´s afin de
de´terminer le nombre exact d’ite´rations ne´cessaires a` chaque niveau. Les diagrammes
EXIT (EXtrinsic Information Transfer) sont utilise´s pour une analyse approfondie avec
diffe´rents ordres de modulation et rendements de codage.
• Proposition d’un nouveau sche´ma d’ordonnancement des ite´rations par l’e´limination de
deux ite´rations de de´modulation avec une perte raisonnable de performance de moins de
0,15 dB.
• Analyse et proposition d’une me´thode de normalisation de la complexite´ des ope´rations
arithme´tiques et des acce`s me´moire, qui impactent directement la latence et la consom-
mation e´nerge´tique du re´cepteur ite´ratif. Cette analyse permet d’e´valuer les ame´liorations
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dues a` l’ordonnancement propose´ et les contributions prometteuses en termes de re´duction
de la complexite´ du re´cepteur ite´ratif.
• E´tude de la complexite´ et des performances en termes de taux d’erreurs pour les deux
re´cepteurs ite´ratifs TBICM-ID-SSD et TBICM-SSD (sans retour vers le de´modulateur).
Cette e´tude a de´montre´ une re´duction conside´rable de la complexite´ globale du syste`me
en utilisant le mode TBICM-ID-SSD pour les constellations de taille faible ou moyenne
(QPSK et QAM16).
• Analyse et proposition d’expressions mathe´matiques permettant de calculer le minimum
nombre de processeurs (de´codeurs et de´modulateurs SISO) ne´cessaires pour atteindre un
de´bit donne´ pour les deux modes TBICM-SSD et TBICM-ID-SSD.
• E´tude de la complexite´ et des performances en termes de taux d’erreurs pour un re´cepteur
TBICM-ID-SSD avec un traitement combine´ (shuffled) et pour les sche´mas de de´codage de
type ”butterfly” et ”butterfly-replica”. Cette e´tude a de´montre´ une re´duction conside´rable
de la complexite´ du syste`me en appliquant le sche´ma ”butterfly-replica” pour tous les choix
de constellation et pour tous les rendements de codage.
2. La deuxie`me partie de ce travail de the`se a e´tendu l’e´tude ci-dessus pour les re´cepteurs MIMO
combinant turbo-e´galisation, turbo-de´modulation et turbo-de´codage. Les principales contribu-
tions apporte´es dans le cadre de ces travaux peuvent eˆtre re´sume´es par la liste suivante :
• Analyse de la vitesse de convergence de ces trois processus ite´ratifs combine´s afin de
de´terminer le nombre exact d’ite´rations ne´cessaires a` chaque niveau. Les diagrammes
EXIT sont utilise´s pour une analyse approfondie avec diffe´rents nombres d’antennes, or-
dres de modulation et rendements de codage.
• Proposition d’un nouveau sche´ma d’ordonnancement des ite´rations par l’e´limination d’une
seule ite´ration d’e´galisation avec une perte raisonnable de performance de moins de 0,04
dB.
• Analyse de la complexite´ des ope´rations arithme´tiques et des acce`s me´moire, qui impactent
directement la latence et la consommation e´nerge´tique du re´cepteur ite´ratif. Cette analyse
permet d’e´valuer les ame´liorations dues a` l’ordonnancement propose´ et les contributions
prometteuses en termes de re´duction de la complexite´ du re´cepteur ite´ratif.
• Proposition d’un re´cepteur MIMO ite´ratif a` complexite´ adaptative. Ce re´cepteur a
de´montre´ une re´duction conside´rable de la complexite´ globale du syste`me en appliquant
des sche´mas d’ordonnancement adaptatif des ite´rations selon la configuration du syste`me.
Structure du manuscrit
Le manuscrit de the`se est organise´ en quatre chapitres qui de´taillent les contributions cite´es
pre´ce´demment.
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Chapitre 1
Le premier chapitre introduit les diffe´rents parame`tres du syste`me de communications qui sont con-
side´re´s dans cette the`se. Les standards WiMAX, DVB-RCS et DVB-T2 sont brie`vement pre´sente´s
: les parame`tres syste`me utilise´s pour les simulations lors de ce travail de the`se s’appuient sur ces
normes. Ainsi, les techniques conside´re´es et de´crites dans ce chapitre sont les suivantes : un codage
de canal de type turbocodes double-binaires comme spe´cifie´s dans la norme WiMAX avec plusieurs
choix de rendements de codage (1/2 a` 5/6), une modulation code´e a` entrelacement bit avec plusieurs
types de modulations (QPSK, QAM16, QAM64, et QAM256), les modulations tourne´es avec les
diffe´rentes valeurs d’angles de rotation comme spe´cifie´es dans le standard DVB-T2, et les techniques
MIMO avec multiplexage spatial et un nombre d’antennes allant jusqu’a` quatre a` l’e´mission et a` la
re´ception. Les principes des quatre types de re´cepteurs ite´ratifs sont ensuite pre´sente´s : un re´cepteur
inte´grant le seul traitement ite´ratif lie´ au turbo-de´codage, un re´cepteur combinant turbo-de´codage et
turbo-de´modulation, un re´cepteur combinant turbo-de´codage et turbo-e´galisation et un re´cepteur qui

















Figure 1: Structure du re´cepteur avec un traitement ite´ratif au niveau du de´codeur de canal : turbo-de´codage.
La figure 1 illustre la structure du re´cepteur avec un traitement ite´ratif au niveau du de´codeur
de canal. En exploitant la redondance et la diversite´ ajoute´es aux bits d’information au niveau de
l’e´metteur, le re´cepteur tente de supprimer les effets de canal afin de re´cupe´rer les donne´es d’origine.
Chacun des deux composants SISO a` entre´es et sorties souples du turbo-de´codeur traite la trame
rec¸ue une seule fois (en prenant en compte les informations a priori rec¸ues de l’autre composant) et





















Figure 2: Structure du re´cepteur ite´ratif combinant turbo-de´modulation et turbo-de´codage.
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L’extension du principe explique´ ci-dessus avec une boucle de retour du turbo-de´codeur vers le
de´mappeur SISO peut ame´liorer les performances en taux d’erreur au prix d’une augmentation de la
complexite´ du re´cepteur. Une boucle de retour supple´mentaire existe ainsi, en plus de la boucle interne
au turbo-de´codeur, a` travers laquelle le turbo-de´codeur peut envoyer des informations extrinse`ques
au de´mappeur d’une manie`re ite´rative. La figure 2 montre la structure du re´cepteur ite´ratif combinant
turbo-de´modulation et turbo-de´codage. Plusieurs sche´mas d’ordonnancement des ite´rations peuvent
eˆtre trouve´s dans l’e´tat de l’art pour ce type de re´cepteur. A titre d’exemple, les travaux pre´sente´s
dans [19] utilisent un ordonnancement base´ sur l’exe´cution d’une seule ite´ration de turbo-de´codage

















Figure 3: Structure du re´cepteur ite´ratif combinant turbo-e´galisation et turbo-de´codage.
De meˆme, pour les syste`mes MIMO, une structure de re´cepteur ite´ratif combinant turbo-
e´galisation et turbo-de´codage est pre´sente´e dans la figure 3. Les informations extrinse`ques corre-
spondants sont renvoye´es a` un e´galiseur SISO. Plusieurs sche´mas d’ordonnancement des ite´rations
peuvent eˆtre trouve´s dans l’e´tat de l’art pour ce type de re´cepteur. A titre d’exemple, les travaux
pre´sente´s dans [25, 85] utilisent un ordonnancement base´ sur l’exe´cution d’une seule ite´ration de

















Figure 4: Structure du re´cepteur ite´ratif combinant turbo-e´galisation, turbo-de´modulation et turbo-de´codage.
Par rapport au re´cepteur pre´sente´ dans le paragraphe pre´ce´dent, une boucle de retour
supple´mentaire a` partir de turbo-de´codeur vers le de´mappeur peut eˆtre applique´e. Ce nouveau
re´cepteur combine ainsi trois traitements ite´ratifs : turbo-e´galisation, turbo-de´modulation et turbo-
de´codage (figure 4). A notre connaissance, l’analyse de la vitesse de convergence de ce re´cepteur n’a
pas e´te´ adresse´e dans les travaux existants. Un travail pre´liminaire peut eˆtre trouve´ dans [26] ou` les
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auteurs ont pre´sente´ un re´cepteur similaire en utilisant un code convolutif.
Chapitre 2
Le deuxie`me chapitre est consacre´ au re´cepteur avec un seul traitement ite´ratif au niveau du de´codage
canal : le turbo-de´codage des turbocodes convolutifs. Les algorithmes de de´codage de codes convo-
lutifs sont rappele´s, dont les algorithmes de re´fe´rence MAP et Max-Log-MAP. Ensuite, les diffe´rents
niveaux de paralle´lisme pouvant eˆtre mis en œuvre pour acce´le´rer le processus ite´ratif sont de´crits.
Un premier niveau de paralle´lisme concerne les calculs des me´triques de transition dans le treillis
et les calculs des informations extrinse`ques. Ce degre´ de paralle´lisme dans le calcul des me´triques
de´pend du nombre de transitions du treillis et du sche´ma de de´codage utilise´. Un second niveau de
paralle´lisme consiste a` dupliquer les de´codeurs SISO eux-meˆmes soit pour de´coder les donne´es par
sous-blocs, soit en dupliquant les de´codeurs SISO pour exe´cuter les deux de´codeurs composants du
turbo-de´codeur en paralle`le (traitement combine´ ou shuffled decoding). La premie`re solution qui con-
siste a` appliquer un de´codeur par sous bloc impose certaines contraintes au niveau des caracte´ristiques
des entrelaceurs et une gestion des conditions d’initialisation de chacun des de´codeurs SISO. La
seconde solution peut induire un accroissement du nombre d’ite´rations ne´cessaires pour des degre´s
de paralle´lisme e´leve´s. Le dernier niveau de paralle´lisme consiste a` dupliquer le turbo de´codeur
lui-meˆme mais au prix d’un accroissement conside´rable de la complexite´, en termes notamment de
me´moire requise. Nous avons dans ce contexte mene´ une e´tude sur l’optimisation du paralle´lisme lie´
au de´codage combine´ (shuffled). Deux techniques de de´calage dans le traitement des deux de´codeurs
composants du turbo-de´codeur a e´te´ propose´e pour permettre de be´ne´ficier plus efficacement des in-
formations a priori e´change´s. La premie`re technique a montre´ une le´ge`re ame´lioration par rapport a` au
mode de de´codage combine´ (shuffled) classique. La deuxie`me technique a permis de re´aliser un com-
promis entre le mode de de´codage se´rie et le mode de de´codage combine´ en termes de performances
pour chaque ite´ration de turbo-de´codage.
Chapitre 3
Le troisie`me chapitre introduit la fonction de de´modulation dans le processus ite´ratif. Un revu de
l’e´tat de l’art est d’abord pre´sente´ pour positionner les travaux sur cette partie de la the`se. Ensuite
les techniques de de´modulation SISO a` entre´es et sorties souples base´es sur les algorithmes MAP et
Max-Log-MAP sont aborde´es. Comme pour le turbo-de´codage, les diffe´rents niveaux de paralle´lisme
du processus de turbo-de´modulation sont discute´s. La premie`re contribution dans ce cadre qui porte
sur l’analyse de la vitesse de convergence des deux processus ite´ratifs combine´s (turbo-de´modulation
et turbo-de´codage) afin de de´terminer le nombre exact d’ite´rations ne´cessaires a` chaque niveau est
alors pre´sente´e. L’utilisation des diagrammes EXIT adapte´s a` ces re´cepteurs est tout d’abord de´crite.
Ensuite, l’inte´reˆt de ce sche´ma en termes de convergence et de nombre d’ite´rations est de´montre´ par
simulation pour des modulations tourne´es sur des canaux a` e´vanouissements rapides avec ou sans
effacement. L’influence de l’entrelaceur du codage est e´value´e, de´montrant que celui permettant de
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mieux prote´ger les bits syste´matiques permet au syste`me de converger en moins d’ite´rations et avec
un tunnel (diagrammes EXIT) de convergence plus favorable.
Diffe´rents sche´mas d’ordonnancement des ite´rations de turbo-de´modulation et de turbo-de´codage
peuvent eˆtre envisage´s. Il est ainsi important de mener une e´tude approfondie pour rechercher le nom-
bre optimal d’ite´rations pour chacun de ces processus ite´ratifs et le se´quencement de ces ite´rations.
L’analyse des re´sultats de l’e´tude re´alise´e a permis de proposer un ordonnancement original ou` les
premie`res ite´rations comprennent une boucle de retour vers le de´mappeur, tandis que les dernie`res
ite´rations comprennent seulement des ite´rations de turbo-de´codage. L’ordonnancement propose´ in-
duit une perte maximale de 0,15 dB pour tous les ordres de modulation et les rendements de codage
conside´re´s dans un canal a` e´vanouissement rapide et sans effacements. La re´duction de la complexite´
du re´cepteur est ensuite e´value´e en termes de nombre et de type d’ope´rations arithme´tiques, ainsi que
d’acce`s me´moire en fonction du nombre total d’ite´rations. Une me´thode de normalisation de la com-
plexite´ a e´te´ propose´e dans ce contexte. Les re´sultats de cette analyse ont montre´ une re´duction de la
complexite´ en termes d’ope´rations arithme´tiques normalise´es de l’ordre de 15, 4% pour la configu-
ration QPSK. Cette re´duction augmente significativement pour des modulations d’ordres plus e´leve´s.
De meˆme, le nombre d’acce`s me´moire en lecture diminue de 7, 9% pour la configuration QPSK et
diminue davantage pour les modulations d’ordres plus e´leve´s.
En outre, plusieurs sche´mas d’ordonnancement sont compare´s pour un meˆme nombre
d’ope´rations quelle que soit l’architecture se´rie ou paralle`le. Par conse´quent, un re´cepteur ite´ratif
a` complexite´ adaptative appliquant la turbo de´modulation avec le turbo de´codage est propose´. Pour
les constellations de tailles petites et moyennes, le retour vers le de´mappeur SISO a permis de re´duire
la complexite´ du re´cepteur ite´ratif en termes d’ope´rations arithme´tiques et d’acce`s me´moires pour
des performances identiques en termes de taux d’erreurs. Ceci constitue un re´sultat tre`s inte´ressant
car il de´montre le contraire de ce qui est ge´ne´ralement suppose´. En effet, la re´duction du nom-
bre d’ope´rations arithme´tiques normalise´es est situe´e dans un intervalle compris entre 28, 9% et
45, 9% pour la configuration QPSK avec l’utilisation du mode TBICM-ID-SSD avec retour vers le
de´mappeur SISO par rapport au mode sans retour TBICM-SSD. Ce dernier applique 6 ite´rations de
turbo-de´codage pour un canal a` e´vanouissement de type Rayleigh avec des effacements. De meˆme,
le nombre d’acce`s me´moires en lecture/e´criture est re´duit dans un intervalle compris entre 29, 8%
et 47%. D’autre part, pour les constellations d’ordre plus e´leve´, comme pour QAM64 et QAM256,
le re´cepteur TBICM-ID-SSD doit eˆtre configure´ en mode de TBICM-SSD qui offre une complexite´
plus re´duite pour des performances identiques en termes de taux d’erreur. Il est important de noter
que pour des taux d’erreur tre`s faible, la configuration TBICM-ID-SSD doit eˆtre utilise´e car elle
offre de meilleures performances dans la re´gion d’error floor. La figure 5 illustre les modes de fonc-
tionnement propose´s en fonction des parame`tres du syste`me pour le re´cepteur ite´ratif a` complexite´
adaptative appliquant turbo-de´modulation et turbo-de´codage.
Un second type de re´cepteur a e´te´ aussi propose´ et e´tudie´ dans le contexte de ces travaux. Dans ce
re´cepteur deux ite´rations de de´modulation sont effectue´es pour une ite´ration de turbo-de´codage, soit
un retour vers le SISO de´mappeur apre`s chacun des 2 de´codeurs SISO du turbo-de´codeur.
Sur la base de ces e´tudes, deux autres contributions ont e´te´ propose´s comme re´sultats d’un travail
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Figure 5: Proposition d’un re´cepteur ite´ratif a` complexite´ adaptative appliquant turbo-de´modulation et turbo-de´codage.
en commun avec deux autres doctorants. La premie`re est une contribution commune avec le doctorant
Vianney Lapoˆtre. Elle propose une me´thode de dimensionnement efficace d’une plateforme multipro-
cesseur he´te´roge`ne imple´mentant un re´cepteur ite´ratif multi-standard combinant turbo-de´modulation
et turbo-de´codage. En fait, pour une application donne´e qui impose des exigences spe´cifiques, de
nombreuses alternatives d’architecture existent. Ainsi, se´lectionner la bonne architecture au mo-
ment de la conception ou en cours d’exe´cution est primordial pour maximiser l’efficacite´ de telles
plateformes multiprocesseurs. L’approche propose´e de´finit les expressions mathe´matiques qui per-
mettent de calculer le minimum nombre de processeurs he´te´roge`nes en prenant en conside´ration leurs
caracte´ristiques, les parame`tres du syste`me et les besoins applicatifs. Les avantages de l’approche
propose´e sont illustre´s a` travers une plateforme mate´rielle multiprocesseur flexible imple´mentant
un re´cepteur ite´ratif avec turbo-de´modulation et turbo-de´codage. Pour l’e´tude de cas conside´re´, les
re´sultats d’analyse du dimensionnement propose´ montrent une re´duction significative de la surface
du re´cepteur ite´ratif. La deuxie`me contribution est le re´sultat d’un travail commun avec le doctorant
Oscar Sanchez. Il s’agit d’e´tudier la complexite´ et les performances en termes de taux d’erreurs pour
un re´cepteur TBICM-ID-SSD avec un traitement combine´ (shuffled) et pour les sche´mas de de´codage
de type ”butterfly” et ”butterfly-replica”. Les re´sultats de simulations montrent que l’application
du sche´ma de de´codage ”butterfly-replica” dans le turbo-de´codeur permet de re´duire au moins une
ite´ration dans la re´gion de convergence par rapport a` l’utilisation du sche´ma ”butterfly”. Afin
d’e´valuer l’impact sur la complexite´ et sur le de´bit, une analyse de´taille´e est fournie pour diffe´rentes
configurations syste`mes. Lorsque l’on compare les sche´mas ”butterfly” et ”butterfly-replica” pour des
performances identiques en taux d’erreurs, le sche´ma ”butterfly-replica” permet une augmentation
du de´bit de l’ordre de 33%. Des re´ductions significatives de la complexite´ en termes d’ope´rations
arithme´tiques et d’acce`s me´moire ont e´te´ e´galement obtenues pour toutes les configurations con-
side´re´es sans impacts sur la surface.
Chapitre 4
Le quatrie`me chapitre e´tend l’e´tude mene´e dans le chapitre 3 sur les syste`mes MIMO. Il s’agit
d’enrichir la structure du re´cepteur ite´ratif avec une boucle de retour vers la fonction d’e´galisation.
L’e´tat de l’art est analyse´ au de´but de ce chapitre pour positionner les contributions de ce travail de
the`se dans ce domaine. Comme dans le chapitre pre´ce´dent, l’e´tude du nombre respectif d’ite´rations
a` effectuer pour chacune des fonctions d’e´galisation, de de´modulation et de de´codage est mene´e. La
convergence des diffe´rentes configurations est e´tudie´e graˆce aux diagrammes EXIT et de nombreux
re´sultats de simulation sont fournis, tout comme une analyse fine de la complexite´ des diffe´rents
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sche´mas d’ordonnancements propose´s. Une synthe`se des re´sultats est e´galement re´alise´e pour per-
mettre de de´terminer les conditions d’utilisation des diffe´rents re´cepteurs potentiels avec l’objectif de
fournir de bons compromis entre complexite´ et performance en termes de taux d’erreurs. Les re´sultats
de simulations montrent que le syste`me propose´ permettant une re´duction de la complexite´ globale du
re´cepteur en n’effectuant pas le retour vers e´galiseur SISO sur toutes les ite´rations. Une perte maxi-
male de 0,04 dB a e´te´ remarque´ pour tous les sche´mas de modulations et les rendements de codage
conside´re´s pour un syste`me MIMO de 2x2 et 4x4 antennes avec un multiplexage spatial et un canal a`
e´vanouissement rapide sans effacement. La re´duction de la complexite´ est ensuite e´value´e en termes
de nombre et de type d’ope´rations arithme´tiques, ainsi que d’acce`s me´moire en fonction du nombre
total d’ite´rations pour les fonctions de base d’e´galisation, de de´modulation et de turbo-de´codage. La
re´duction de la complexite´ obtenue atteint 18, 7% en termes d’ope´rations arithme´tiques normalise´es
et 16, 6% en termes d’acce`s me´moire en lecture pour le re´cepteur ite´ratif propose´ combinant turbo-
e´galisation, turbo-de´modulation et turbo-de´codage.
Par conse´quent, un re´cepteur ite´ratif MIMO a` complexite´ adaptative a e´te´ propose´. Pour les con-
figurations QAM16, et pour QAM64 avec un nombre d’antennes de transmission et de re´ception e´gal
a` 4 : un retour vers le de´mappeur SISO (re´cepteur note´ TEq+TDem) permet de re´duire la complexite´
globale du re´cepteur ite´ratif pour des performances identiques en termes de taux d’erreurs par rapport
au re´cepteur combinant turbo-e´galisation et turbo-de´codage (note´ TEq). Ceci constitue un re´sultat tre`s
inte´ressant car il de´montre le contraire de ce qui est ge´ne´ralement suppose´. En effet, la re´duction du
nombre d’ope´rations arithme´tiques normalise´es, pour les configurations conside´re´es dans cette the`se,
est situe´e dans un intervalle compris entre 7, 3% et 21, 2% pour l’utilisation du mode TEq+TDem a`
la place du mode TEq. De meˆme, le nombre d’acce`s me´moire en e´criture est re´duit dans un intervalle
compris entre 26, 9% et 31, 1%. D’autre part, pour les configurations QPSK, QAM64 avec 2 antennes
d’e´mission et de re´ception, et pour la modulation QAM256, le re´cepteur MIMO doit eˆtre configure´ en
TEq, qui pre´sente dans ces cas une complexite´ re´duite pour des performances identiques en termes de
taux d’erreurs. Enfin, il est inte´ressant de noter que pour des taux d’erreur tre`s faible, sauf pour une
modulation QPSK, le mode TEq+TDem doit eˆtre utilise´ car il offre de meilleures performances dans
la re´gion d’error floor. La figure 6 illustre les modes de fonctionnement propose´s en fonction des
parame`tres du syste`me pour le re´cepteur ite´ratif a` complexite´ adaptative appliquant turbo-e´galisation,
turbo-de´modulation et turbo-de´codage.
Figure 6: Proposition d’un re´cepteur MIMO ite´ratif a` complexite´ adaptative appliquant turbo-e´galisation, turbo-
de´modulation et turbo-de´codage.
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Conclusions et perspectives
Dans ce travail de the`se, nous avons e´tudie´ la vitesse de convergence et la complexite´ au niveau
syste`me de re´cepteurs avance´s combinant plusieurs processus ite´ratifs. Diverses techniques de
communication et parame`tres, tels que spe´cifie´s dans les applications e´mergentes de communications
sans fil, ont e´te´ conside´re´s. De nouveaux sche´mas d’ordonnancement des ite´rations internes et
externes (au turbo-de´codeur) ont e´te´ propose´s pour ame´liorer la convergence et re´duire la complexite´
globale en termes d’ope´rations arithme´tiques et d’acce`s me´moire. En outre, l’analyse effectue´e et les
sche´mas d’ordonnancement propose´s de´montrent l’efficacite´ des boucles de retour externes, meˆme
en termes de complexite´, par rapport aux re´cepteurs classiques non ite´ratifs. Ces re´sultats ont permis
la proposition de re´cepteurs ite´ratifs originaux a` complexite´ adaptative combinant turbo-de´codage,
turbo-de´modulation et turbo-e´galisation.
En ce qui concerne les perspectives de travail, plusieurs ide´es peuvent eˆtre e´tudie´es :
• Extension de l’analyse de l’impact des sche´mas de de´codage de type ”butterfly” et ”butterfly-
replica” aux re´cepteurs MIMO imple´mentant un traitement combine´ (shuffled) complet entre
turbo-e´galisation et turbo-de´codage.
• Extension des e´tudes mene´es dans ce travail de the`se a` d’autres fonctions dans la couche
physique des re´cepteurs avance´s. D’autres blocs multi-modes sont ne´cessaires pour exe´cuter
des fonctions telles que la synchronisation, l’acce`s multiple (e.g. OFDM) et l’estimation de
canal.
• Analyse de l’impact des crite`res d’arreˆt existants pour les re´cepteurs ite´ratifs, associe´s aux nou-
veaux sche´mas d’ordonnancement des ite´rations propose´s, et investigation de nouveaux crite`res
d’arreˆt adapte´s aux re´cepteurs combinant plusieurs processus ite´ratifs.
• Inte´gration des sche´mas d’ordonnancement des ite´rations propose´s dans la plateforme mate´rielle
multi-ASIP disponible au de´partement Electronique de Te´le´com Bretagne.
Glossary
3GPP-LTE 3rd Generation Partnership Project-Long Term Evolution
AWGN Additive White Gaussian Noise
ATM Asynchronous Transfer Mode
BCJR Bahl-Cock-Jelinek-Raviv
BICM Bit-Interleaved Coded Modulation
BPSK Binary Phase Shift Keying
BTC Block Turbo Codes
CORDIC Coordinate Rotation Digital Computer
CC Convolutional Codes
CTC Convolutional Turbo Codes
CRSC Circular Recursive Convolutional Codes
DVB-RCS Digital Video Broadcasting Return Channel Satellite
DVB-T2 Next Generation Digital Video Broadcasting Terrestrial
DVB-S2 Next Generation Digital Video Broadcasting Over Satellite
EXIT EXtrinsic Information Transfer
ID Iterative Demapping
ISI Inter Symbol Interference
LDPC Low-Density Parity-Check
LLR Log Likelihood Ratio
LUT Look Up Table
MAP Maximum A Posteriori
MIMO Multiple Input Multiple Output
ML Maximum Likelihood
MMSE Minimum Mean Square Error
MPEG-2 Motion Picture Experts Group 2
OFDM Orthogonal Frequency Division Multiplexing
PAM Pulse Amplitude Modulations
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QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase Shift Keying
RS-CC Reed-Solomon Convolutional Codes
RSC Recursive Convolutional Codes
SCCC Serially Concatenated Convolutional Codes
SD Sphere Decoding
SGR Standard Givens Rotation
SISO Soft In Soft Out
SM Spatial Multiplexing
SNR Signal to Noise Ratio
SOVA Soft Output Viterbi Algorithm
SSD Signal Space Diversity
STC Space Time Code
SF Scaling Factor
TBICM Turbo Bit-Interleaved Coded Modulation
TTCM Turbo Trellis Coded Modulation
UMTS Universal Mobile Telecommunications System
WiMax Worldwide Interoperability for Microwave Access
WiFi Wireless Fidelity
Notations
M Number of bits per modulated symbols
Rc Turbo encoder code rate
∇ Number of bits per information symbol at the input of the turbo encoder
Φ Constellation rotation angle in degrees
X pr,l Symbol set of the constellation
X Non rotated constellation
Xr Rotated constellation
Nt Number of transmit antennas




I Complex symbol in-phase component
Q Complex symbol quadrature component
hq Rayleigh fast-fading coefficient
ρq Erasure coefficient
Pρ Probability of the erasure coefficient
nq AWGN complex variable
σ2x Variance of x
xr,q Complex rotated received symbol
x′r,q Complex received symbol after SSD
sr,q Complex rotated transmitted symbol
s′r,q Complex transmitted symbol after SSD
H Channel complex matrix
Y MIMO received complex vector
X MIMO transmitted complex vector
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Xˆ Equalizer a priori information complex vector
X˜ Estimated equalizer output complex vector
G Estimated equalizer real bias vector
W AWGN complex vector
ν Number of the component decoder memory elements
αk Decoder forward recursion metric
βk Decoder backward recursion metric
γk Decoder branch metric
LaprDec Turbo decoder a priori information
LextDec Turbo decoder extrinsic information
LapostDec Turbo decoder a posteriori information
Aq Demapper euclidean distance
Bp,q Demapper a priori adder
min Minimum finder
LaprDem Demapper a priori information
LextDem Demapper extrinsic information







load Read access memory operation
store Write access memory operation
Add(1, 1) 2-input one bit full adder
CASE 1 Re-calculated demapping euclidean distance
CASE 2 Stored demapping euclidean distance
NCSymb Number of coded symbols per frame
NMSymb Number of modulated symbols per frame
NESymb Number of equalized symbols per frame
TBICM-SSD Turbo BICM coupled with SSD
TBICM-ID-SSD Turbo BICM with turbo demodulation coupled with SSD
CIDec Complexity of the TBICM-SSD scheduling
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CIDem Complexity of the classical TBICM-ID-SSD scheduling
CNEW−IDem Complexity of the proposed TBICM-ID-SSD scheduling
CNEW2−IDem Complexity of the modified-new TBICM-ID-SSD scheduling
C−dem Demapping complexity without a priori computation
C+dem Demapping complexity with a priori computation
Cdec Turbo decoding complexity
C−eq Equalization complexity without a priori computation
C+eq Equalization complexity with a priori computation
TEq Turbo equalization combined with turbo decoding
TEq+TDem Turbo equalization combined with turbo demodulation and turbo decoding
CsysTEq Complexity of the TEq scheduling
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