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a b s t r a c t
Due to subjective judgment, imprecise human knowledge and perception in capturing sta-
tistical data, the real data of lifetimes inmany systems are both randomand fuzzy in nature.
Based on the fuzzy random variables that are used to characterize the lifetimes, this paper
studies the redundancy allocation problems to a fuzzy random parallel–series system.
Two fuzzy random redundancy allocation models (FR-RAM) are developed through
reliability maximization and cost minimization, respectively. Some properties of the
FR-RAM are obtained, in which an analytical formula of reliability with convex lifetimes
is derived and the sensitivity of the reliability is discussed. To solve the FR-RAMs, we
first address the computation of reliability. A random simulation method based on the
derived analytical formula is proposed to compute the reliability with convex lifetimes.
As for the reliability with nonconvex lifetimes, the technique of fuzzy random simulation
together with the discretization method of fuzzy random variable is employed to compute
the reliability, and a convergence theorem of the fuzzy random simulation is proved.
Subsequently, we integrate the computation approaches of the reliability and genetic
algorithm (GA) to search for the approximately optimal redundancy allocation of the
models. Finally, some numerical examples are provided to illustrate the feasibility of the
solution algorithm and quantify its effectiveness.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Reliability engineering has attracted a lot of researchers owing to its critical importance in various kinds of systems. The
primary goal of reliability engineering is to improve the reliability of a system. The redundancy allocation is a direct way of
enhancing the system reliability, which involves the selection of the optimal combination of components and a system-level
design configuration so as to maximize the reliability under the given cost and weight constraints or, alternatively, to meet
reliability and weight constraints at a minimum cost.
In conventional reliabilitymodels, an underlying assumption is that all the lifetimes of the components are characterized
by random variables. Various kinds of reliability models have been proposed for different optimization purposes, and a
number of methods have been proposed to solve those classical reliability optimization models. For instance, Elegbede
et al. [1] studied the allocation of reliability and redundancy to parallel–series systems with an objective of cost
minimization, and proposed an ECAY algorithm approach to solve the model. Prasad and Raghavachari [2] developed an
approximate linear programming model for the optimal allocation problem in a series–parallel system, and designed a
heuristic solution method. Yu et al. [3] studied the design of a redundant system with the consideration of the redundant
dependency, and introduced a dependency function to quantify the redundant dependency. More various studies that
examined the stochastic reliability optimization problems can be found in [4–7].
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Notations
s number of subsystems
i index of subsystems, 1 ≤ i ≤ s
ni number of different component types available for subsystem i
li, ui lower, and upper bounds on the number of redundant components in subsystem i, 1 ≤ i ≤ s
xi,j number of components of type j in subsystem i, 1 ≤ j ≤ ni
x decision vector (x1,1, . . . , x1,n1 , . . . , xs,1, . . . , xs,ns)
ξi,j,k the fuzzy random lifetime of component k of type j in the subsystem i1 ≤ k ≤ xij, 1 ≤ j ≤ ni, 1 ≤ i ≤ s
T 0 preselected threshold system lifetime
RT0(x) system reliability for a decision x at the threshold lifetime T 0
cij the cost of each component of type j in subsystem i, 1 ≤ j ≤ ni, 1 ≤ i ≤ s
c0 the maximum capital available
R0 the target overall reliability of system
To enhance the reliability of the systems inwhich the lifetimes are imprecise or vague, some fuzzy reliability optimization
problems were studied using the fuzzy set theory [8–11]. Li et al. [12] proposed a fuzzy linear regression based fuzzy stress-
random interferencemodel to evaluate the fuzzy reliability of themechanical structure. Mahapatra and Roy [13] discussed a
fuzzymulti-objective optimizationmethod for amulti-objective system reliability problemwhich involves severalmutually
conflicting objectives. Zhao and Liu [14] considered a standby redundancy systemwith fuzzy lifetimes, and built three kinds
of standby redundancy optimization models with different optimization criteria.
Nevertheless, in real-world applications, the statistic data for the lifetime distributions are never precise or completely
vague. Due to the subjective judgment, and imprecise human knowledge and perception in capturing such statistic data, the
randomness and fuzziness are often mixed up in the lifetime data of a system. There are only a few pieces of research that
consider reliability optimization problems with such hybrid uncertainty. Zhao and Liu [15] modeled three types of system
performance based on random fuzzy lifetime parameters. In their study [15], the lifetimes of the components were treated
as random fuzzy variables [16], which are some ‘‘fuzzy’’ variables taking on randomvalues (ormore precisely, functions from
possibility space to a collection of random variables). Differing from the random fuzzy variable, fuzzy random variable was
introduced by Kwakernaak [17,18] in 1978 and was defined as a measurable function from probability space to a collection
of fuzzy variables. Fuzzy random variable copes with the hybrid uncertainty where the vagueness is embedded into the
random variables or, in other words, the case when ‘‘random’’ variables take on the fuzzy values. For example, owing to
the imprecise measurement, the real distribution of some component lifetime X can be given in the following form: about
6 (hours) with probability 0.05, about 8 (hours) with probability 0.1, about 10 (hours) with probability 0.15, and so on. In
the above distribution, the realizations of the ‘‘random’’ variable X are not crisp values but fuzzy numbers, say ‘‘about 8
(hours)’’. In such a case, X becomes a fuzzy random variable, and none of random variable, fuzzy variable, and even random
fuzzy variable is applicable to studying such uncertainty. Following the ideas of Kwakernaak, several variants, as well as
extensions of fuzzy random variable, were presented subsequently by other researchers such as Kruse and Meyer [19],
Liu and Liu [20], and López-Diaz and Gil [21]. Fuzzy random variable has been a basic tool in constructing the framework
of decision making models under fuzzy random environment, and a number of practical optimization problems have been
studied based on fuzzy random variables, such as inventory (see [22–25]), riskmanagement (see [26,27]), renewal processes
(see [28,29]), and portfolio selection (see [30,31]). Nevertheless, the reliability and redundancy optimization models under
fuzzy random environment have not been well established in the literature.
Making use of fuzzy random variable as a tool to characterize the lifetimes of components, this paper aims to study
the redundancy allocation problems to a fuzzy random parallel–series system. In this work, two fuzzy random redundancy
allocationmodels (FR-RAM) are developed, and some properties of the FR-RAM, the computation of fuzzy random reliability
function, as well as the solution of FR-RAM, are discussed. In Section 2 of this paper, some basic concepts on fuzzy variables
and fuzzy random variables are recalled. Section 3 formulates the FR-RAM and discusses its properties. The computation
of the reliability is discussed in Section 4, while Section 5 focuses on the solution algorithm. Two numerical examples are
provided in Section 6, and Section 7 covers the conclusions.
2. Preliminaries
In this section, we recall some basic concepts on fuzzy variables and fuzzy random variables which make it easier to
follow further discussions on the models. Assume that (Γ ,P (Γ ), Pos) is a possibility space, where P (Γ ) is the power set
ofΓ , X is a fuzzy variable defined on (Γ ,P (Γ ), Pos)withmembership functionµX , and r is a real number. As awell-known
fuzzy measure, possibility measure of a fuzzy event X ≤ r is defined as
Pos{X ≤ r} = sup
t≤r
µX (t). (1)
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Lacking the self-duality, the possibility measure is not always the optimal approach of characterizing the fuzziness or
vagueness in decision making problems. As a simple example, we consider an event X > 3 induced by a triangular fuzzy
variable X = (1, 2, 10). Through possibility, we can calculate the confidence level of X > 3 is 0.875. However, this event
with such ‘‘high’’ confidence level is not justifiable because the possibility of the opposite event (i.e., X ≤ 3) is 1. This fact
confuses decision makers. To overcome the above drawback, a self-dual set function, named credibility measure, is formed
by [32], as follows
Cr{X ≤ r} = 1
2
[
1+ sup
t≤r
µX (t)− sup
t>r
µX (t)
]
. (2)
In the above example, we can calculate by credibility the confidence of X > 3 is 0.4345, and the confidence level of X ≤ 3
based on credibility is 1− 0.4345 = 0.5655. The readers who are interested in credibility measure may refer to [33,32].
A fuzzy variable X is said to be positive if the credibility of X ≤ 0 is zero, i.e., Cr{X ≤ 0} = 0. Furthermore, fuzzy variable X
is said to be convex if all the α-cut sets of X are convex sets onR. In addition, for an n-ary fuzzy vector X = (X1, X2, . . . , Xn),
where each individual coordinate Xk is a fuzzy variable for k = 1, 2, . . . , n, the membership function of X is given by taking
the minimum of the individual coordinates as follows
µX (t) =
n∧
i=1
µXi(ti), (3)
where t = (t1, . . . , tn) ∈ Rn.
Next, we introduce the concepts on fuzzy random variable. Roughly speaking, a fuzzy random variable is a random
variable taking on fuzzy values(see [17]). Based on Kwakernaak’s pioneering work [17,18], Kruse andMeyer [19] formalized
themathematical concept of the fuzzy randomvariable by defining it as a fuzzy observation of a classical real-valued random
variable under different measurability conditions from [17]. López-Diaz and Gil [21] discussed constructive definitions
of fuzzy random variables and integrably bounded fuzzy random variables based on the Hausdorff convergence. For the
purpose of fuzzy randomoptimization, amodified fuzzy randomvariablewas given in [20], and amean chance formeasuring
events in fuzzy random decision-making systems was defined in [27]. For more detailed theoretical foundation as well as
detailed discussions on fuzzy random variable, one may refer to [33–37].
Definition 1 ([20]). Suppose that (Ω,Σ, Pr) is a probability space,Fv is a collection of fuzzy variables defined on possibility
space (Γ ,P (Γ ), Pos). A fuzzy random variable is a map ξ : Ω → Fv such that for any Borel subset B ofR, Pos {ξ(ω) ∈ B}
is a measurable function of ω.
Example 1. LetX be a randomvariable defined onprobability space (Ω,Σ, Pr).We call ξ a triangular fuzzy randomvariable,
if for every ω ∈ Ω , ξ(ω) is a triangular fuzzy variable defined on some possibility space (Γ ,P (Γ ), Pos), e.g.,
ξ(ω) = (X(ω)− 1, X(ω), X(ω)+ 1).
We say ξ is a normal fuzzy random variable, denoted by NF (X, b), b > 0, if for every ω ∈ Ω , the membership function of
ξ(ω) is
µξ(ω)(r) = exp
(−(r − X(ω))2
b
)
.
In addition, a fuzzy random variable ξ is said to be positive if, for almost every ω ∈ Ω , ξ(ω) is a positive fuzzy variable.
For example, we can construct a positive normal fuzzy random variable ξ as
µξ(ω)(r) =
{
exp
(−(r − X(ω))2/b) , r ≥ 0
0, r < 0. (4)
In this paper, the above positive normal fuzzy random variable ξ is denoted byN +F (X, b).
In order to measure an event ξ ∈ B induced by fuzzy random variable ξ , where B is any Borel subset of R, the mean
chance measure (see [27]) is defined as
Ch {ξ ∈ B} =
∫
Ω
Cr {ξ(ω) ∈ B} Pr(dω). (5)
Example 2. Consider a triangular fuzzy random variable ξ with ξ(ω) = (X(ω) + 2, X(ω) + 3, X(ω) + 4), where X is a
discrete random variable, which takes on values X1 = 2 with probability 0.4, and X2 = 4 with probability 0.6. Now we
calculate the mean chance of event ξ ≤ 7.
Note that fuzzy random variable ξ takes on fuzzy variables ξ(X1) = (4, 5, 6)with probability 0.4, and ξ(X2) = (6, 7, 8)
with probability 0.6, by the definition, we can work out Cr{ξ(X1) ≤ 7} = 1, and Cr{ξ(X2) ≤ 7} = 0.5. From (5), we have
Ch{ξ ≤ 7} = ∫
Ω
Cr {ξ(ω) ≤ 7} Pr(dω) = 1× 0.4+ 0.5× 0.6 = 0.7.
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Fig. 1. An s-stage parallel–series system.
3. Fuzzy random redundancy allocation models
3.1. Problem Formulation
This paper considers a parallel–series system composed of s subsystems (Fig. 1). Each subsystem i (1 ≤ i ≤ s) is made up
of actively redundant components in parallel. The lifetimes of the components are characterized by fuzzy random variables.
Our problem is to find the optimal redundancy allocations to this fuzzy random parallel–series system so as to maximize
system reliability, or to minimize the total cost of the system. Based on those two different objectives, two fuzzy random
redundancy allocation models (FR-RAM) will be built in this section, respectively.
Assumptions
1. All the lifetimes of the components are treated as fuzzy random variables.
2. The redundancy level of subsystem i is bounded below by li and above by ui.
3. The components of the same type have independent and identically distributed (i.i.d.) lifetimes.
Mathematical modeling
Based on the above assumptions and notations, in this s-stage fuzzy random parallel–series system, if we use a fuzzy
random vector
ξ =
(
ξ1,1,1, . . . , ξ1,1,x1,1 , . . . , ξ1,n1,1, . . . , ξ1,n1,x1,n1
, . . . , ξs,1,1, · · · , ξs,1,xs,1 , . . . , ξs,ns,1, . . . , ξs,ns,xs,ns
)
to characterize the fuzzy random lifetimes of the components, the system lifetime at allocation x can be expressed as
T (x, ξ) =
s∨
i=1
[
ni∧
j=1
( xi,j∑
k=1
ξi,j,k
)]
. (6)
By using themean chancemeasure, the reliability of the fuzzy randomparallel–series system can be characterized as follows
RT0(x) = Ch{T (x, ξ) ≥ T 0},
=
∫
Ω
Cr
{
s∨
i=1
[
ni∧
j=1
( xi,j∑
k=1
ξi,j,k(ω)
)]
≥ T 0
}
Pr(dω), (7)
which is the chance that the system lifetime exceeds the threshold duration T 0.
Remark 1. If the fuzzy random vector ξ reduces to a random vector, therefore T (x, ξ(ω)) is a crisp number for any ω ∈ Ω .
By the definition of the mean chance, we have
RT0(x) = Ch{T (x, ξ) ≥ T 0},
=
∫
Ω
Cr{T (x, ξ(ω)) ≥ T 0} Pr(dω),
=
∫
Ω
I{ω|T (x,ξ(ω))≥T0}(ω) Pr(dω),
= Pr{T (x, ξ) ≥ T 0},
where IA is the indicator function of set A. Hence, the fuzzy random reliability (7) degenerates to the reliability in the
stochastic reliability theory.
Remark 2. If the fuzzy random vector ξ reduces to a fuzzy vector, then clearly the reliability (7) degenerates to RT0(x) =
Cr{T (x, ξ) ≥ T 0}which is the reliability in the fuzzy system reliability model [14].
Maximizing the overall system reliability under the given cost c0 and redundancy level constraints, we obtain the first
model.
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[FR-RAM I]
max RT0(x) = Ch{T (x, ξ) ≥ T 0}
subject to
s∑
i=1
ni∑
j=1
cijxi,j ≤ c0,
li ≤
ni∑
j=1
xi,j ≤ ui, for i = 1, . . . , s,
xi,j ∈ N, for j = 1, . . . , ni, i = 1, . . . , s.
(8)
Alternatively, if we minimize the total cost meeting the overall system target reliability R0 and the redundancy level
constraints, the second model can be built as follows.
[FR-RAM II]
min
s∑
i=1
ni∑
j=1
cijxi,j
subject to
RT0(x) = Ch{T (x, ξ) ≥ T 0} ≥ R0,
li ≤
ni∑
j=1
xi,j ≤ ui, for i = 1, . . . , s,
xi,j ∈ N, for j = 1, . . . , ni, i = 1, . . . , s.
(9)
3.2. Some properties of FR-RAM
This subsection focus on the properties of FR-RAM. In Theorem1,we derive an analytical formula for the overall reliability
RT0(x) of the system, provided all the lifetimes of components have convex distributions. This formula is helpful to the
computation of reliability with convex lifetimes, (whichwill be discussed in Section 4). Theorems 2–4 discuss the sensitivity
of reliability RT0(x) in FR-RAM with respect to (w.r.t.) the threshold lifetime T 0.
Theorem 1. Assume that in the FR-RAM, the lifetimes ξi,j,k of components for i = 1, 2, . . . , s, j = 1, 2, . . . , ni, k = 1, 2, . . . , xij
are fuzzy random variables on probability space (Ω,Σ, Pr). Suppose for almost every ω ∈ Ω, ξi,j,k(ω) is a convex fuzzy variable
with membership function µωi,j, and µ
ω
i,1(v
ω
i,1) = µωi,2(vωi,2) = · · · = µωi,ni(vωi,ni) = 1 with xi,1vωi,1 ≤ xi,2vωi,2 ≤ · · · ≤ xi,nivωi,ni .
If we denote µωT the membership function of fuzzy variable T (x, ξ(ω)) for any ω ∈ Ω , then given any allocation x, the system
reliability is
RT0(x) =
∫
{ω|T0≤xs,1vωs,1}
1− µ
ω
T (T
0)
2
Pr(dω)+
∫
{ω|T0>xs,1vωs,1}
µωT (T
0)
2
Pr(dω) (10)
where for almost every ω ∈ Ω , µωT (t) is given by
µωT (t) =

s∧
i=1
µωi (t), t < x1,1v
ω
1,1
s∧
i=l+1
µωi (t), xl,1v
ω
l,1 ≤ t < xl+1,1vωl+1,1, 1 ≤ l ≤ s− 1
s∨
i=1
µωi (t), t ≥ xs,1vωs,1,
(11)
here we assume that x1,1vω1,1 ≤ x2,1vω2,1 ≤ · · · ≤ xs,1vωs,1 without losing any generality, and µωi (t) is calculated by
µωi (t) =

ni∨
j=1
µωi,j
(
t
xi,j
)
, t < xi,1vωi,1
l∧
j=1
µωi,j
(
t
xi,j
)
, xi,lvωi,l ≤ t < xi,l+1vωi,l+1, 1 ≤ l ≤ ni − 1
ni∧
j=1
µωi,j
(
t
xi,j
)
, t ≥ xi,nivωi,ni .
(12)
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Proof. First of all, recalling that all lifetimes are convex and the lifetimes of the same type of components are identically
distributed, given any i, j, and t > 0 we have
Pos
{ xi,j∑
k=1
ξi,j,k(ω) = t
}
= Pos
{
ξi,j,1(ω) = txi,j
}
= µωi,j
(
t
xi,j
)
for almost every ω ∈ Ω , which also is a convex fuzzy number. Furthermore,
Pos
{ xi,j∑
k=1
ξi,j,k(ω) = xi,jvωi,j
}
= µωi,j
(
vωi,j
) = 1
for i = 1, 2, . . . , s; j = 1, 2, . . . , ni and xi,1vωi,1 ≤ xi,2vωi,2 ≤ · · · ≤ xi,nivωi,ni . Therefore, by the minimum t-norm operation of
convex fuzzy numbers [38, Theorem 1], we obtain the membership function µωi (t) of
∧ni
j=1
∑xi,j
k=1 ξi,j,k(ω) is
µωi (t) =

ni∨
j=1
µωi,j
(
t
xi,j
)
, t < xi,1vωi,1
l∧
j=1
µωi,j
(
t
xi,j
)
, xi,lvωi,l ≤ t < xi,l+1vωi,l+1, 1 ≤ l ≤ ni − 1
ni∧
j=1
µωi,j
(
t
xi,j
)
, t ≥ xi,nivωi,ni ,
for i = 1, 2, . . . , s. Note that µωi (t) is also a convex fuzzy number, which is nondecreasing in [−∞, xi,1vi,1] and
nonincreasing in [xi,1vωi,1,∞] for all i, and x1,1vω1,1 ≤ x2,1vω2,1 ≤ · · · ≤ xs,1vωs,1, making use of themaximum t-norm operation
of convex fuzzy numbers [38, Theorem 1], the membership function µωT (t) of the system lifetime
T
(
x, ξ(ω)
)
=
s∨
i=1
[
ni∧
j=1
( xi,j∑
k=1
ξi,j,k(ω)
)]
can be given in the following form
µωT (t) =

s∧
i=1
µωi (t), t < x1,1v
ω
1,1
s∧
i=l+1
µωi (t), xl,1v
ω
l,1 ≤ t < xl,1vωl+1,1, 1 ≤ l ≤ s− 1
s∨
i=1
µωi (t), t ≥ xs,1vωs,1.
Since µωT (t) is nondecreasing in [−∞, xs,1vωs,1] and nonincreasing in [−∞, xs,1vωs,1], by the definition, we can calculate
Cr
{
T
(
x, ξ(ω)
)
≥ T 0
}
= 1
2
[
1+ sup
t≥T0
µωT (t)− sup
t<T0
µωT (t)
]
,
which implies
Cr
{
T
(
x, ξ(ω)
)
≥ T 0
}
=

1− µ
ω
T (T
0)
2
, T 0 ≤ xs,1vωs,1
µωT (T
0)
2
, otherwise.
That is
Cr
{
T
(
x, ξ(ω)
)
≥ T 0
}
= I{ω|T0≤xs,1vωs,1}(ω)
(
1− µ
ω
T (T
0)
2
)
+ I{ω|T0>xs,1vωs,1}(ω)
(
µωT (T
0)
2
)
,
for almost everyω ∈ Ω , where IA is the indicator function of set A. Integratingw.r.t.ω on the both sides of the above equation
deduces the required result (10). The proof of the theorem is complete. 
Example 3. Let us consider a 2-stage parallel–series system with 2 types component in the first subsystem and 1 type in
the second, and the redundancy allocation is x = (x1,1, x1,2, x2,1) = (2, 1, 1). Suppose that the fuzzy random lifetimes
ξ1,1,1, ξ1,2,1 and ξ2,1,1 are characterized by a discrete random variable which takes on values ω = ω1 with probability 0.4
and ω = ω2 with probability 0.6, and they have the distributions in Table 1. Selecting T 0 = 10, we calculate the reliability
R10(x) = Ch{T (x, ξ) ≥ 10} of the system.
S. Wang, J. Watada / Journal of Computational and Applied Mathematics 232 (2009) 539–557 545
Table 1
Lifetime of each component in Example 3.
ω = ω1 (Probability = 0.4) ω = ω2 (Probability = 0.6)
ξ1,1(ω1) = (2, 3, 4) ξ1,1(ω2) = (3, 4, 6)
ξ1,2(ω1) = (3, 5, 8) ξ1,2(ω1) = (5, 8, 10)
ξ2,1(ω1) = (6, 7, 8) ξ2,1(ω2) = (6, 8, 10)
Since the lifetime of the system T (x, ξ) = [(ξ1,1,1 + ξ1,1,2) ∧ ξ1,2,1] ∨ ξ2,1,1, we have
T
(
x, ξ(ωk)
)
=
[(
ξ1,1,1(ωk)+ ξ1,1,2(ωk)
)
∧ ξ1,2,1(ωk)
]
∨ ξ2,1,1(ωk)
for k = 1, 2. That is T (x0, ξ) takes on the fuzzy values [(4, 6, 8) ∧ (3, 5, 8)] ∨ (6, 7, 8) with probability 0.4, and
[(6, 8, 12) ∧ (5, 8, 10)] ∨ (6, 8, 10) with probability 0.6. For ω = ω1, from (12) in Theorem 1, we can calculate that
(4, 6, 8)∧(3, 5, 8) = (3, 5, 8). Furthermore,making use of (11), we obtain T (x, ξ(ω1)) = (3, 5, 8)∨(6, 7, 8) = (6, 7, 8) and
µ
ω1
T (t) =
{t − 6, 6 ≤ t < 7
8− t, 7 ≤ t < 8
0, otherwise.
We note that x2,1 = 1 and T 0 = 7 = x2,1vω12,1, therefore,
Cr
{
T
(
x, ξ(ω1)
)
≥ T 0
}
= 1− µ
ω1
T (7)
2
= 0.5.
Similarly, we obtain
µ
ω2
T (t) =
{
(t − 6)/2, 6 ≤ t < 8
(10− t)/2, 8 ≤ t < 10
0, otherwise.
Since T 0 = 7 < x2,1vω22,1 = 8, we have
Cr
{
T
(
x, ξ(ω2)
)
≥ T 0
}
= 1− µ
ω2
T (7)
2
= 0.75.
Consequently, from (10), we have
R7(x) =
∫
Ω
Cr
{
T
(
x, ξ(ω)
)
≥ 7
}
Pr(dω)
=
∫
{ω|7≤xs,1vωs,1}
1− µ
ω
T (7)
2
Pr(dω)
=
∫
Ω
1− µ
ω
T (7)
2
Pr(dω) = 0.5× 0.4+ 0.75× 0.6 = 0.65.
In the FR-RAMs I and II, we note that the reliability RT0(x) is predetermined by the decision-maker, and any changes of
the threshold lifetime T 0may influence the objective value of FR-RAM I and the reliability constraint of FR-RAM II, and finally
influence the allocation decision. Therefore, it is necessary to analyze the sensitivity of RT0(x)w.r.t. the threshold lifetime T 0.
Theorem 2. Let the lifetimes ξi,j,k of components in the FR-RAM for i = 1, 2, . . . , s, j = 1, 2, . . . , ni, k = 1, 2, . . . , xi,j be
fuzzy random variables on a probability space (Ω,Σ, Pr) such that for almost every ω ∈ Ω, ξi,j,k(ω) is a convex fuzzy variable.
If ξi,j,k(ω) for each i, j, k areis left continuous or upper semicontinuous, then the reliability RT0(x) is left continuous w.r.t. the
threshold lifetime T 0 ∈ R.
Proof. First of all, we deal with the case that ξi,j,k(ω) is left continuous. Denote µωi,j the membership function of ξi,j,k(ω) for
anyω ∈ Ω , and i = 1, 2, . . . , s, j = 1, 2, . . . , ni, k = 1, 2, . . . , xi,j. In the following, we prove that themembership function
of fuzzy variable
∧ni
j=1
∑xi,j
k=1 ξi,j,k(ω) denoted by µ
ω
i is left continuous for almost every ω ∈ Ω .
Without losing any generality, we assume that x1,1vω1,1 ≤ x2,1vω2,1 ≤ · · · ≤ xs,1vωs,1, recall that fuzzy variable ξi,j,k(ω) is
convex for almost every ω ∈ Ω , then from Theorem 1, we have
µωi (t) =

ni∨
j=1
µωi,j
(
t
xi,j
)
, t < xi,1vωi,1
l∧
j=1
µωi,j
(
t
xi,j
)
, xi,lvωi,l ≤ t < xi,l+1vωi,l+1, 1 ≤ l ≤ ni − 1
ni∧
j=1
µωi,j
(
t
xi,j
)
, t ≥ xi,nivωi,ni .
(13)
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For almost everyω ∈ Ω , from the assumption that fuzzy variable ξi,j,k(ω) is left continuous, that is, themembership function
µωi,j is a left continuous real-valued function for i = 1, 2, . . . , s, j = 1, 2, . . . , ni, therefore, for any t0 ∈ R,
lim
t→t0−0
µωi,1(t)
∨
µωi,2(t) = limt→t0−0µ
ω
i,1(t)
∨
lim
t→t0−0
µωi,2(t) = µωi,1(t0)
∨
µωi,2(t0),
and
lim
t→t0−0
µωi,1(t)
∧
µωi,2(t) = limt→t0−0µ
ω
i,1(t)
∧
lim
t→t0−0
µωi,2(t) = µωi,1(t0)
∧
µωi,2(t0).
Hence,µωi,1
∨
µωi,2 andµ
ω
i,1
∧
µωi,2 are left continuous. By themethod of induction, we can obtain that
∨n
j=1 µ
ω
i,j and
∧n
j=1 µ
ω
i,j
are left continuous real-valued functions for any finite positive integer n. Therefore, from (13), we have µωi (t) is left
continuous in (−∞, xi,1vωi,1),
[
xi,lvωi,l, xi,l+1v
ω
i,l+1
)
for 1 ≤ l ≤ ni − 1, and
[
xi,niv
ω
i,ni
,∞
)
, respectively. Thus, to prove the
left-continuity of µωi , it suffices to prove µ
ω
i is left continuous at xi,1v
ω
i,1, xi,2v
ω
i,2, . . . , xi,niv
ω
i,ni
for i = 1, 2, . . . , s. Given each
i, for xi,1vωi,1, we have
lim
t→xi,1vωi,1−0
µωi (t) = lim
t→xi,1vωi,1−0
ni∨
j=1
µωi,j
(
t
xi,j
)
= 1 = µωi (xi,1vωi,1), (14)
which implies that µωi is left continuous at xi,1v
ω
i,1. Next, for xi,lv
ω
i,l, 2 ≤ l ≤ ni, we have
lim
t→xi,lvωi,l−0
µωi (t) = lim
t→xi,lvωi,l−0
l−1∧
j=1
µωi,j
(
t
xi,j
)
=
l−1∧
j=1
µωi,j
(
vωi,l
) = µωi (xi,lvωi,l). (15)
That is, µωi is left continuous at xi,lv
ω
i,l for 2 ≤ l ≤ ni. As a consequence, we have proved that µωi is left continuous for any
i = 1, 2, . . . , s and almost every ω ∈ Ω . Furthermore, by the same reasoning, from the expression (11) of the membership
function µωT of T
(
x, ξ(ω)
)
, we can prove that µωT is also left continuous for almost every ω ∈ Ω .
In the following, we prove µωT is upper semicontinuous provided ξi,j,k(ω) is upper semicontinuous. Before this, we shall
prove that given i,
∨n
j=1 µ
ω
i,j and
∧n
j=1 µ
ω
i,j are upper semicontinuous real-valued functions for any finite positive integer n
provided µωi,j for j = 1, 2, . . . , n are upper semicontinuous. In fact, when n = 2, by the upper semicontinuity of µωi,1 and
µωi,2, we have for any  > 0, there exists a δ > 0 such that
µωi,1(t)
∨
µωi,2(t) <
(
µωi,1(t
0)+ )∨(µωi,2(t0)+ ) = (µωi,1(t0)∨µωi,2(t0))+ ,
and
µωi,1(t)
∧
µωi,2(t) <
(
µωi,1(t
0)+ )∧(µωi,2(t0)+ ) = (µωi,1(t0)∧µωi,2(t0))+ ,
for any t0 ∈ R. That is µωi,1 ∨µωi,2 and µωi,1 ∧µωi,2 are upper semicontinuous. By the method of induction, it is not difficult to
show
∨n
j=1 µ
ω
i,j and
∧n
j=1 µ
ω
i,j are upper semicontinuous real-valued functions for any finite positive integer n. Furthermore,
similarly as in the case that ξi,j,k(ω) is left continuous, to prove the upper semicontinuity ofµωi , from (13), it suffices to prove
thatµωi is upper semicontinuous at xi,1v
ω
i,1, xi,2v
ω
i,2, . . . , xi,niv
ω
i,ni
for i = 1, 2, . . . , s. Given i = 1, 2, . . . , s, for xi,1vωi,1, we have
lim sup
t→xi,1vωi,1
µωi (t) ≤ 1 = µωi (xi,1vωi,1),
which impliesµωi is upper semicontinuous at xi,1v
ω
i,1 for each i. As to xi,lv
ω
i,l, 2 ≤ l ≤ ni, we note from the proof of Theorem 1
that µωi is nonincreasing in [xi,1vωi,1,∞] for all i, hence we have
lim sup
t→xi,lvωi,l
µωi (t) ≤ lim sup
t→xi,lvωi,l−0
µωi (t) = lim sup
t→xi,lvωi,l−0
l−1∧
j=1
µωi,j
(
t
xi,j
)
. (16)
It follows from the upper semicontinuity of
∧l−1
j=1 µ
ω
i,j that
lim sup
t→xi,lvωi,l−0
l−1∧
j=1
µωi,j
(
t
xi,j
)
≤
l−1∧
j=1
µωi,j
(
vωi,l
) = µωi (xi,lvωi,l). (17)
Combining (16) and (17), we have µωi is upper semicontinuous at xi,lv
ω
i,l, for 2 ≤ l ≤ ni. So far, we have proved that µωi is
upper semicontinuous for any i = 1, 2, . . . , s and almost every ω ∈ Ω . Based on this fact, by the same reasoning, we can
prove that µωT is also upper semicontinuous for almost every ω ∈ Ω .
S. Wang, J. Watada / Journal of Computational and Applied Mathematics 232 (2009) 539–557 547
Therefore, we haveµωT is left continuous or upper semicontinuous according that ξi,j,k(ω) for each i, j, k is left continuous
or upper semicontinuous. Thus, by the left-continuity condition for the distribution functions of fuzzy random variable
(see [35, Corollary 3.3]), we have
lim
T→T0−0
Ch
{
T (x, ξ) ≥ T} = Ch{T (x, ξ) ≥ T 0}
for any T 0 ∈ R. That is the reliability RT0(x) is a left continuous function of the threshold lifetime T 0 ∈ R. 
Example 4. Consider a 2-stage parallel–series system with redundancy allocation x = (x1,1, x1,2, x2,1) = (1, 1, 2). The
components have the distributions as follows: fuzzy random lifetimes ξ1,1, ξ1,2 and ξ2,1 are characterized by a discrete
random variable which takes on values ω = ω1 with probability 0.8 and ω = ω2 with probability 0.2, and the membership
functions are left continuous and upper semicontinuous which are given as below:
µξ1,1(ω1)(t) =
{t − 2, 2 ≤ t ≤ 3
(4− t)/2, 3 < t ≤ 4
0, otherwise,
µξ1,1(ω2)(t) =
{t − 3, 3 ≤ t ≤ 4
(5− t)/2, 4 < t ≤ 5
0, otherwise;
µξ1,2(ω1)(t) =
{
(t − 3)/2, 3 ≤ t ≤ 5
(7− t)/4, 5 < t ≤ 7
0, otherwise,
µξ1,2(ω2)(t) =
{t − 5, 5 ≤ t ≤ 6
(7− t)/2, 6 < t ≤ 7
0, otherwise;
and
µξ2,1(ω1)(t) =
{t − 6, 6 ≤ t ≤ 7
(8− t)/2, 7 < t ≤ 8
0, otherwise,
µξ2,1(ω2)(t) =
{t − 7, 7 ≤ t ≤ 8
(9− t)/2, 8 < t ≤ 9
0, otherwise.
Now, we verify the left continuity of RT (x)w.r.t. T .
First of all, from Theorem 1, we have the membership function µω1T (t) of
T
(
x, ξ(ω1)
)
=
(
ξ1,1,1(ω1) ∧ ξ1,2,1(ω1)
)∨(
ξ2,1,1(ω1)+ ξ2,1,2(ω1)
)
is
µ
ω1
T (t) =
{
(t − 12)/2, 12 < t ≤ 14
(16− t)/4, 14 < t ≤ 16
0, otherwise.
Furthermore, we have
Cr
{
T
(
x, ξ(ω1)
)
≥ T
}
=

1, T ≤ 12
(16− T ) /4, 12 < T ≤ 14
(16− T ) /8, 14 < T ≤ 16
0, otherwise.
Similarly, we can obtain
µ
ω2
T (t) =
{
(t − 14)/2, 14 < t ≤ 16
(18− t)/4, 16 < t ≤ 18
0, otherwise,
and
Cr
{
T
(
x, ξ(ω2)
)
≥ T
}
=

1, T ≤ 14
(18− T ) /4, 14 < T ≤ 16
(18− T ) /8, 16 < T ≤ 18
0, otherwise.
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As a consequence, by the definition, we have
Ch
{
T (x, ξ) ≥ T} =

1, T ≤ 12
(17− T )/5, 12 < T ≤ 14
(50− 3T )/20, 14 < T ≤ 16
(18− T )/20, 16 < T ≤ 18
0, otherwise,
which is a left continuous function of T ∈ R. This result coincides with that of Theorem 2.
Theorem 3. Suppose that the lifetimes ξi,j,k of components in the FR-RAM for i = 1, 2, . . . , s, j = 1, 2, . . . , ni, k = 1, 2, . . . , xi,j
are fuzzy random variables on probability space (Ω,Σ, Pr) such that for almost everyω ∈ Ω, ξi,j,k(ω) is a convex fuzzy variable.
If ξi,j,k(ω) for each i, j, k is right continuous and lower semicontinuous, then the reliability RT0(x) is right continuous w.r.t. the
threshold lifetime T 0 ∈ R.
Proof. Under the assumption that for almost every ω ∈ Ω, ξi,j,k(ω) for each i, j, k is right continuous and lower
semicontinuous, by the same proof as in Theorem 2, we can proveµωi is also right continuous and lower semicontinuous for
i = 1, 2, . . . , s. Furthermore,we can similarly prove thatµωT is right continuous and lower semicontinuous for i = 1, 2, . . . , s
for almost every ω ∈ Ω . Thus from the right-continuity condition for the distribution functions of fuzzy random variable
(see [35, Theorem 3.7]), we have
lim
T→T0+0
Ch
{
T (x, ξ) ≥ T} = Ch{T (x, ξ) ≥ T 0}
for any T 0 ∈ R. That is the reliability RT0(x) is right continuous of T 0 ∈ R. 
Theorem 4. Assume that the lifetimes ξi,j,k of components in the FR-RAM for i = 1, 2, . . . , s, j = 1, 2, . . . , ni, k = 1, 2, . . . , xi,j
are fuzzy random variables on probability space (Ω,Σ, Pr) such that for almost everyω ∈ Ω , ξi,j,k(ω) is a convex fuzzy variable.
If ξi,j,k(ω) for each i, j, k is continuous, then we have the reliability RT0(x) is continuous w.r.t. the threshold lifetime T 0 ∈ R.
Proof. Similarly as in Theorem 3, we can prove that for almost everyω ∈ Ω ,µωi is continuous for all i provided that ξi,j,k(ω)
for each i, j, k is continuous. Furthermore, µωT is also continuous for almost every ω ∈ Ω . Therefore, by the continuity
condition for the distribution functions of fuzzy random variable (see [35, Theorem 3.10]), we have
lim
T→T0
Ch
{
T (x, ξ) ≥ T} = Ch{T (x, ξ) ≥ T 0}
for any T 0 ∈ R. That is the reliability RT0(x) is a right continuous function of T 0 ∈ R. 
4. Computation of reliability
Containing fuzzy randomparameters, the reliability functionRT0(x) in general cannot be calculateddirectly. Furthermore,
we note from the FR-RAMs I and II that the reliability function RT0(x) is the objective of FR-RAM I and a constraint of FR-RAM
II. Therefore, in order to solve the FR-RAMs, we first have to deal with the computation of the system reliability RT0(x).
Let ξ = (ξ1,1,1, . . . , ξ1,1,x1,1 , . . . , ξs,ns,1, . . . , ξs,ns,xs,ns ) be the fuzzy random vector involved in the fuzzy random
parallel–series system, where lifetime ξi,j,k can be any fuzzy random variable for i = 1, 2, . . . , s; j = 1, 2, . . . , ni; k =
1, 2, . . . , xi,j. The discussion of computing the reliability in this section is divided into three cases: reliability with discrete
lifetimes, reliability with convex lifetimes, and reliability with nonconvex (continuous) lifetimes.
4.1. Reliability with discrete lifetimes
ξ is a fuzzy random vector whose randomness is characterized by a discrete random vector ω assuming finite
number of values ωk, k = 1, 2, . . . ,N , with probability pk, k = 1, 2, . . . ,N , respectively; and for each k, ξ(ωk) =(
ξ1,1,1(ωk), . . . , ξ1,1,x1,1(ωk), . . . , ξs,ns,1(ωk), . . . , ξs,ns,xs,ns (ωk)
)
is a discrete fuzzy vector taking onMk values
ξ̂
k,j =
(
ξˆ
k,j
1,1,1, . . . , ξˆ
k,j
1,1,x11
, . . . , ξˆ
k,j
s,ns,1, . . . , ξˆ
k,j
s,ns,xs,ns
)
with possibility µjk > 0, k = 1, 2, . . . ,N, j = 1, 2, . . . ,Mk, and max1≤j≤Mk µjk = 1. In this case, the support of
ξ,Ξ =
{
ξˆ
k,j | k = 1, 2, . . . ,N, j = 1, 2, . . . ,Mk
}
, is a finite set. Hence, from the definition, we have
RT0(x) =
N∑
k=1
pkQk(x) (18)
where Qk = Cr{T (x, ξ(ωk)) ≥ T 0} is calculated by
Qk(x) = 12
[
max
{
µ
j
k | T
(
x, ξ̂
k,j
)
≥ T 0
}
+ 1−max
{
µ
j
k | T
(
x, ξ̂
k,j
)
< T 0
}]
. (19)
For the simplicity, we abbreviate the formula (18)–(19) of the reliability with discrete lifetimes to RDL.
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4.2. Reliability with convex lifetimes
In Section 3.2, we have proved Theorem 1 which supplies us with an analytical expression (10)–(12) of the reliability
when all the lifetimes of components have convex distributions. By using Theorem 1, we can compute the reliability with
convex lifetimes by the following random simulation method.
First of all, given a decision x, for any ω ∈ Ω , we calculate µωT (T 0) by formula (11)–(12). Furthermore, we note that
formula (10) for reliability RT0(x)with convex lifetimes can be rewritten as
RT0(x) = E
[
I{ω|T0≤xs,1vωs,1}(ω)
(
1− µ
ω
T (T
0)
2
)
+ I{ω|T0>xs,1vωs,1}(ω)
(
µωT (T
0)
2
)]
,
where E[·] is the expected value operator of random variable, IA is the indicator function of set A. Therefore, making use of
random simulation (see [44,43]), we can compute the reliability by
RT0(x)←
1
M
M∑
i=1
RT0(x, ωi), (M →∞) (20)
where
RT0(x, ωi) = I{ω|T0≤xs,1vωs,1}(ωi)
(
1− µ
ωi
T (T
0)
2
)
+ I{ω|T0>xs,1vωs,1}(ωi)
(
µ
ωi
T (T
0)
2
)
. (21)
Here,ωi for i = 1, 2, . . . , n are the random samples generated from the distribution of the randomparameter involved in the
fuzzy random vector ξ. It is well known that the random simulation (20) is characterized by convergence with probability 1
asM →∞, which is ensured by the strong law of large numbers. The above computation procedure is summarized as the
following algorithm.
Algorithm 1. Step 1. Set R = 0.
Step 2. Randomly generate a sample point ω̂ from the distribution of the random vector involved in ξ.
Step 3. Compute the RT0(x, ω̂) through (21).
Step 4. R← R+ RT0(x, ω̂).
Step 5. Repeat the Steps 2-4M times.
Step 6. Return the value of RT0(x) = R/M .
4.3. Reliability with nonconvex lifetimes
In order to compute the system reliability with nonconvex lifetimes, in this subsection, we apply a fuzzy random
simulation approach [27] to computing the reliability. Moreover, in order to attain the convergence, a discretization
method [39] of continuous fuzzy random variable is embedded into the fuzzy random simulation. The convergence of the
simulation approach for the RT0(x)with nonconvex lifetimes is discussed to end this subsection.
Suppose the randomness of ξ is characterized by a continuous random vector, and for any random realization ω ∈ Ω ,
ξ(ω) is a nonconvex continuous fuzzy vector with infinite support denoted by
Ξ =
K∏
k=1
[ai, bi] (22)
where K =∑si=1∑nij=1 xi,j, [ak, bk] is the support of ξk for k = 1, 2, . . . , K .
First of all, we employ the discretization method [39] to generate a sequence {ζl} of discrete fuzzy random vectors
which converges to the original continuous ξ. For the simplicity, we denote the fuzzy random vector ξ = (ξ1, ξ2 · · · , ξK ).
For each integer l = 1, 2, . . . , ζl = (ζl,1, ζl,2, . . . , ζl,K ) is constructed by the following method: define ζl,i = gl,i(ξi) for
i = 1, 2, . . . , K , where the functions gl,i’s are given by
gl,i(vi) =

ai, vi ∈
[
ai, ai + 1l
)
sup
{
ki
l
| ki ∈ Z, s.t. kil ≤ vi
}
, vi ∈
[
ai + 1l , bi
] (23)
and Z is the set of integers. In what follows, the sequence {ζl} of discrete fuzzy random vectors generated by (23) is referred
to as the discretization of ξ. It has been proved by [39] that
‖ζl(ω)(γ )− ξ(ω)(γ )‖ =
√√√√ K∑
j=1
[ζl,i(ω)(γ )− ξi(ω)(γ )]2 ≤
√
K
l
, (24)
for all (ω, γ ) ∈ Ω × Γ , which implies that the discretization {ζl} converges to ξ uniformly.
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Next, the fuzzy random simulation [27] is utilized to compute the RT0(x). Noting that lifetime T (x, ξ) is a positive fuzzy
random variable, the reliability function RT0(x) can be rewritten as
RT0(x) = Ch{T (x, ξ) ≥ T 0}
=
∫ 1
0
Pr{ω ∈ Ω | Cr{T (x, ξ(ω)) ≥ T 0} ≥ α}dα.
For any ω ∈ Ω , we first replace the ξ with its discretization {ζl} generated by (23), and estimate Cr{T (x, ξ(ω)) ≥ T 0} by
Cr{T (x, ζl(ω)) ≥ T 0}which can be calculated by (19). Furthermore, the value of
G(x,Ui) = Pr
{
ω ∈ Ω | Cr
{
T
(
x, ζl(ω)
)
≥ T 0
}
≥ Ui
}
, (25)
can be estimated with probability 1 by
G(x,Ui)← 1n
n∑
j=1
I{ω|Cr{T (x,ζl(ω))≥T0}≥Ui}(ωj), (n→∞), (26)
where Ui ∼ U(0, 1), i = 1, 2, . . . are random variables with uniform distributions, and IA is the indicator function of set A.
Finally, the reliability RT0(x) can be estimated by
RT0(x)←
1
n
n∑
i=1
G(x,Ui), (n→∞) (27)
with probability 1.
The fuzzy random simulation procedure for the RT0(x)with nonconvex lifetimes is summarized as follows:
Algorithm 2 (Fuzzy Random Simulation).
Step 1. Generate ζl(ω) from the supportΞ of ξ(ω) through (23), for any ω ∈ Ω .
Step 2. Calculate Cr{T (x, ζl(ω)) ≥ T 0} through formula (19) for any ω ∈ Ω .
Step 3. Compute G(x,Ui) in (25) through random simulation (26) for each Ui, i = 1, 2, . . . , n.
Step 4. Return the value of RT0(x) by random simulation (27).
The following Theorem 5 shows that RT0,ζl(x) converges to RT0(x) for almost every T
0 > 0, as l→∞. As a consequence,
the original reliability function RT0(x) can be well approximated by RT0,ζl(x) through Algorithm 2, provided l is sufficiently
large.
Theorem 5. Consider FR-RAMs I and II for a parallel–series system. Let ξ be the continuous fuzzy random lifetime vector of the
components in the system, which has the compact interval support (22), {ζl} be the discretization of ξ, and T 0 the preselected
threshold system lifetime. Then, for any feasible decision x, the approximating system reliability function RT0,ζl(x) converges to
the original system reliability function, i.e.,
lim
l→∞ RT0,ζl(x) = RT0(x),
provided RT (x) is continuous at T = T 0.
Proof. Recall that the lifetime of the parallel–series system is T (x, ξ) = ∨si=1 [∧nij=1 (∑xi,jk=1 ξi,j,k)], which is a continuous
function w.r.t. ξ, for any given x = (x1,1, . . . , x1,n1 , . . . , xs,1, . . . , xs,ns). Since the supportΞ =
∏K
i=1[ai, bi] of ξ is a compact
set inRK , where K =∑si=1∑nij=1 xi,j, T (x, ξ) is uniformly continuous onΞ . Hence, given a feasible x, for any  > 0, there is
a δ > 0 such that∣∣∣T (x, ξ̂ ′)− T (x, ξ̂ ′′)∣∣∣ <  (28)
whenever ξ̂
′
, ξ̂
′′ ∈ Ξ , and
∥∥∥̂ξ ′ − ξ̂ ′′∥∥∥ =
√√√√ s∑
i=1
ni∑
j=1
xi,j∑
k=1
(̂
ξ ′i,j,k − ξ̂ ′′i,j,k
)2
< δ.
Noting that the discretization {ζl} is a sequence of fuzzy random vectors which converges uniformly to ξ onΩ × Γ , for
the above δ, there exists a positive integer L such that for all (ω, γ ) ∈ Ω × Γ ,
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‖ζl(ω)(γ )− ξ(ω)(γ )‖ =
√√√√ s∑
i=1
ni∑
j=1
xi,j∑
k=1
(
ζ li,j,k(ω)(γ )− ξi,j,k(ω)(γ )
)2
< δ
provided l ≥ L. Combining (28), for all (ω, γ ) ∈ Ω × Γ ,∣∣∣T(x, ζl(ω)(γ ))− T(x, ξ(ω)(γ ))∣∣∣ < 
whenever l ≥ L. That is, the sequence {T (x, ζl)} of fuzzy random variables converges uniformly to T (x, ξ) on Ω × Γ . As a
consequence, for any  > 0, we have
lim
l→∞ Ch
{
|T (x, ζl)− T (x, ξ)| ≥ 
}
= 0.
Since convergence in chance implies convergence in distribution, we obtain
lim
l→∞ Ch
{
T (x, ζl) ≥ T 0
} = Ch{T (x, ξ) ≥ T 0} (29)
provided Ch{T (x, ξ) ≥ T } is continuous at T = T 0. The proof of the theorem is complete. 
5. The Algorithm
It is easy to see that the FR-RAMs I and II are tasks of fuzzy random integer programming problems. In this section, the
three computationmethods (formula RDL, Algorithms 1 and 2) of the reliability RT0(x) in different caseswill be incorporated
into the mechanism of genetic algorithm (GA) (see [40,41,16,42]) to search for the approximately optimal solution the FR-
RAMs I and II. In this hybrid algorithm, theGA is used to search for the best redundancy allocation and the computationmeth-
ods is used to calculate the objective value of the FR-RAM I, and to check the feasibility of each chromosome in the FR-RAM II.
5.1. Solution representation
A positive integer vector C = (C1, C2, . . . , CN) is used as a chromosome to represent a solution x = (x1,1, . . . ,
x1,n1 , . . . xs,1, . . . , xs,ns) of the FR-RAMs I and II, where N = n1 + n2 + · · · + ns.
5.2. Initialization process
We first generate randomly an integer vector C = (C1, C2, . . . , CN) from a positive integer set {1, 2, . . . , K}N , where K
is a sufficiently large integer. If C is feasible, it is taken as an initial chromosome, otherwise, regenerate the vector C from
{1, 2, . . . , K}N until the C is proved to be feasible.
Here, for the FR-RAM I, the feasibility of the chromosome C = (C1, C2, . . . , CN) is checked by
s∑
i=1
ni∑
j=1
cijCij ≤ c0 (30)
li ≤
ni∑
j=1
Cij ≤ ui, for i = 1, . . . , s. (31)
While in the FR-RAM II, to check the feasibility of the chromosomeC , we should compute the reliabilityRT0(C)by the formula
RDL, Algorithm 2, or Algorithm 3, according to the different distributions of lifetimes. Then, the following constraints are
checked
RT0(C) = Ch{T (C, ξ) ≥ T 0} ≥ R0 (32)
li ≤
ni∑
j=1
Cij ≤ ui, for i = 1, . . . , s. (33)
Repeating the above process pop_size times, we get pop_size initial chromosomes C1, C2, . . . , Cpop_size.
5.3. Selection Process
The selection process is done based on elitist strategy and spinning roulette wheel. Before spinning the roulette wheel, we
first calculate the objective function for each chromosome, i.e.,
RT0(C) for FR-RAM I,
and
s∑
i=1
ni∑
j=1
cijCij for FR-RAM II,
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respectively, and the pop_size chromosomes are rearranged fromgood to bad based on the values of their objective functions.
Here, the objective of the FR-RAM I is computed by using the formula RDL, Algorithm 1, or Algorithm 2 for the different cases
of lifetimes, respectively.
In order to ensure that the best chromosome C1 of current population can always be selected successfully as an offspring,
that is to move C1 directly into the next generation (elitist strategy). Then, we operate the selection process to the rest
pop_size − 1 chromosomes as follows: Employing the evaluation function, we assign a probability of reproduction to each
chromosome Ck, k = 2, 3, . . . , pop_size, so that the chromosome with the higher fitness will have more chance to be
reproduced. There are several kinds of evaluation functions. Here we adopt a popular one, rank-based evaluation function,
which is defined below:
eval(Ck) = a(1− a)k−2, k = 2, 3, . . . , pop_size,
where a ∈ (0, 1) is a system parameter, and k = 1 means the best individual, while k = pop_size the worst one. Next,
we calculate the cumulative probability pk for each chromosome Ck, k = 2, 3, . . . , pop_size as follows p1 = 0, pk =
eval(C2) + eval(C3) + · · · + eval(Ck), then normalize all p′ks dividing each pk, k = 2, 3, . . . , pop_size by ppop_size such that
ppop_size = 1. After that, generate a random number r ∈ (0, 1], the probability of pk−1 < r ≤ pk is the probability that
the kth chromosome will be selected for the new population for k = 2, 3, . . . , pop_size. Repeating the following process
pop_size− 1 times, we can select pop_size− 1 copies of chromosomes: generate a random number r ∈ (0, 1], and select the
kth chromosome Ck for 2 ≤ k ≤ pop_size if pk−1 < r ≤ pk. Combining the previous C1, we obtain pop_size offspring.
5.4. Crossover operation
In this process, a system parameter pc ∈ (0, 1) is predetermined as the probability of crossover. We repeat the following
process pop_size times to determine the parents for the crossover operation: generate a random number r from interval
(0, 1], the chromosome Ck is selected as a parent for crossover provided r < pc , where k = 1, 2, . . . , pop_size. Denote
C ′1, C
′
2, C
′
3, . . . the selected parents. They are divided into pairs: (C
′
1, C
′
2), (C
′
3, C
′
4), (C
′
5, C
′
6), . . .. The crossover operation on
each pair (C ′1, C
′
2) is done in the following way: Let
C ′1 =
(
C (1)1 , C
(1)
2 , . . . , C
(1)
N
)
, C ′2 =
(
C (2)1 , C
(2)
2 , . . . , C
(2)
N
)
.
We randomly choose an integer Nc between 1 and N as the crossover point. Then, exchange the genes of the chromosomes
C ′1 and C
′
2 and produce two children as follows:
C ′′1 =
(
C (2)1 , C
(2)
2 , . . . , C
(2)
Nc−1, C
(2)
Nc , C
(1)
Nc+1, . . . , C
(1)
N
)
C ′′2 =
(
C (1)1 , C
(1)
2 , . . . , C
(1)
Nc−1, C
(1)
Nc , C
(2)
Nc+1, . . . , C
(2)
N
)
.
If both children are feasible, then the parents are replaced by them. Otherwise, keep the feasible one if exists, and then
repeat the crossover process by generating a new crossover points until two feasible children are obtained.
5.5. Mutation operation
Similar to the crossover operation, a parameter pm ∈ (0, 1) is predetermined as theprobability ofmutation.We repeat the
following process pop_size times: randomly generate a real number r from (0, 1], the chromosome Ck is selected as parents
for mutation provided r < pm, where k = 1, 2, . . . , pop_size. On each selected parent, denoted C = (C1, C2, . . . , CN), the
mutation is done in the following way. We first randomly choose a mutation position Nm between 1 and N . Then, initialize
C ′1, C
′
2, · · · , C ′Nm−1, C ′Nm from integer set {1, 2, . . . , K}, and produce a new chromosome
C ′ =
(
C ′1, C
′
2, . . . , C
′
Nm−1, C
′
Nm , CNm+1, . . . , CN
)
.
If C ′ is feasible for the constraints, then replace C with it. Otherwise, repeat this process until a feasible child is obtained.
5.6. Algorithm procedure
Anewpopulation is produced after selection, crossover andmutation operation. Thenewcycles of evolutionwill continue
until a given number of cyclic repetitions is met. The algorithm for solving the FR-RAMs I and II is summarized as follows.
Algorithm 3. Step 1. Input the parameters: pop_size, pc , pm, and a.
Step 2. Initialize pop_size chromosomes from the positive integer set {1, 2, . . . , K}N . Here, the feasibility of the
chromosomes in FR-RAM II is checked by the formula RDL, Algorithm 1, or Algorithm 2.
Step 3. Compute the objective values of all chromosomes. Here, for FR-RAM I, the objective values are computed by
formula RDL, Algorithm 1, or Algorithm 2.
Step 4. Calculate the rank-based evaluation function for all the chromosomes according to their objective values.
Step 5. Select the chromosomes by spinning the roulette wheel with elitist strategy.
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Table 2
Lifetime and cost of each component in Example 5.
Component ij Cost cij Lifetime ξij Random parameter Yij
11 10 (2+ Y11, 3+ Y11, 5+ Y11) Y11 ∼ U(2, 3)
12 12 (3+ Y12, 4+ Y12, 6+ Y12) Y12 ∼ U(3, 5)
13 14 (4+ Y13, 5+ Y13, 6+ Y13) Y13 ∼ U(1, 3)
21 10 (1+ Y21, 3+ Y21, 4+ Y21) Y21 ∼ U(2, 4)
22 12 (2+ Y22, 4+ Y22, 5+ Y22) Y22 ∼ U(1, 3)
31 16 (4+ Y31, 6+ Y31, 8+ Y31) Y31 ∼ U(0, 2)
32 11 (3+ Y32, 4+ Y32, 5+ Y32) Y32 ∼ U(1, 3)
33 14 (4+ Y33, 5+ Y33, 6+ Y33) Y33 ∼ U(2, 3)
Step 6. Update the chromosomes by crossover and mutation operations. Again, for FR-RAM II, the feasibility of the
chromosomes is checked by the formula RDL, Algorithm 1, or Algorithm 2.
Step 7. Repeat Step 3 to Step 6 for a given number of cycles;
Step 8. Return the best chromosome as the optimal solution.
6. Numerical examples
Two numerical examples are covered in this section to illustrate the modelling ideas of the FR-RAMs I and II, as well as
the effectiveness of the designed solution algorithm. The numerical experiments are all performed on a personal computer,
Intel(R) Core(TM) 2 Duo CPU 2.00 GHz, 1.0 GB memory. The parameters of GA include the population size pop_size, the
probability of crossover pc , the probability of mutation pm, and the parameter a in the rank-based evaluation function.
Example 5. Consider a 3-stage parallel–series system, where there are 3 types of components in the first subsystem, 2 types
in the second and 3 types in the third. The redundancy allocation decision vector is
x = (x1,1, x1,2, x1,3, x2,1, x2,2, x3,1, x3,2, x3,3),
the vector of fuzzy random lifetimes is
ξ =
(
ξ1,1,1, . . . , ξ1,1,x1,1 , . . . , ξ2,1,1, . . . , ξ2,1,x2,1 , . . . , ξ3,3,1, . . . , ξ3,3,x3,3
)
in which fuzzy random lifetimes and the cost of each component are given in Table 2 (we use ξi,j and cij to represent the
distribution and the cost of all lifetimes ξi,j,k for k = 1, 2, . . . , xi,j, since they are the same type of components). The threshold
system lifetime T 0 = 6. The total available capital c0 = 300. For each subsystem i, i = 1, 2, 3, the lower and upper bounds
of the number of the redundant components are given as l1 = 3, u1 = 9; l2 = 2, u2 = 6; l3 = 4, u3 = 11, respectively.
Maximizing the reliability and making use of FR-RAM I, we can build a redundancy allocation model for this system as
follows:
max R6(x) = Ch {T (x, ξ) ≥ 6}
subject to
11x1,1 + 12x1,2 + 14x1,3 + 10x2,1 + 12x2,2 + 16x3,1 + 11x3,2 + 14x3,3 ≤ 300,
3 ≤ x1,1 + x1,2 + x1,3 ≤ 9,
2 ≤ x2,1 + x2,2 ≤ 6,
4 ≤ x3,1 + x3,2 + x3,3 ≤ 11,
xi,j ∈ N, for j = 1, . . . , ni, i = 1, . . . , 3,
(34)
where the system lifetime
T (x, ξ) =
3∨
i=1
[
ni∧
j=1
( xi,j∑
k=1
ξi,j,k
)]
. (35)
Noting that all the lifetimes of components have the convex distributions, therefore, at each given allocation decision
x = (x1,1, x1,2, x1,3, x2,1, x2,2, x3,1, x3,2, x3,3), the system reliability
R6(x) = Ch
{
T (x, ξ) ≥ 6}, (36)
can be calculated by the Algorithm1. Incorporating the Algorithm1 into the GA,we use Algorithm3 to search for the optimal
solution of problem (34).
The Algorithm 3 has been run with 400 generations in GA and 6000 times of random simulation (20) in Algorithm 1,
and in Table 3 we compare solutions by careful variations of parameters of GA with the same stopping rule. The parameters
are given in Table 3 from the first to the fifth column, and the computational results are provided in the sixth and seventh
columns. The eighth column provides the CPU time of the algorithm. Moreover, the relative error is given in the last column,
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Table 3
The parameters and comparison solutions of Example 5.
pop_size pc pm a Gen Optimal solution Objective value Time (min) Error (%)
20 0.2 0.2 0.05 400 (1, 1, 3, 1, 1, 2, 3, 1) 0.8854 9.2 0.84
20 0.3 0.2 0.10 400 (1, 1, 1, 2, 1, 2, 3, 3) 0.8850 9.4 0.88
20 0.3 0.2 0.05 400 (1, 1, 2, 1, 1, 3, 3, 1) 0.8856 9.8 0.81
20 0.3 0.1 0.10 400 (1, 1, 2, 1, 1, 2, 3, 1) 0.8883 9.6 0.50
20 0.3 0.1 0.05 400 (1, 1, 1, 2, 1, 2, 3, 1) 0.8836 9.7 1.04
30 0.2 0.2 0.05 400 (1, 1, 1, 1, 1, 3, 3, 1) 0.8886 10.6 0.48
30 0.3 0.2 0.10 400 (1, 1, 2, 1, 1, 2, 3, 1) 0.8883 10.8 0.50
30 0.3 0.2 0.05 400 (1, 1, 2, 1, 1, 2, 3, 1) 0.8883 10.4 0.50
30 0.3 0.1 0.10 400 (1, 1, 1, 1, 1, 2, 3, 1) 0.8929 10.5 0.00
30 0.3 0.1 0.05 400 (1, 1, 1, 1, 1, 2, 3, 1) 0.8929 10.8 0.00
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Fig. 2. The convergence of the objective value of Example 5.
which is defined by (objective value-optimal value)/optimal value× 100%. It follows from Table 3 that the relative error does
not exceed 1.04% when different parameters of GA are selected. In addition, the convergence of the objective value (system
reliability) is shown in Fig. 2. The performance implies the solution algorithm is robust to the parameter settings and effective
to solve the FR-RAM I.
Example 6. For the fuzzy random parallel–series system in Example 5, if the decision-maker intends to minimize the total
cost tomeet some reliability constraint, i.e., RT0(x) ≥ α0, then the problem can bemodelled by FR-RAM II. Here, we suppose
the lifetimes of components have the same costs as those in Example 5 but different distributions partly as listed in Table 4,
whereN +F (Y12, 4) is a positive normal fuzzy random variable defined in (4), and⊥(4+ Y13, 5+ Y13, 6+ Y13) is an inverse
triangular fuzzy random variable, in which the membership function of⊥(a, b, c) is given by
µ⊥(a,b,c)(r) =
{
(b− r)/(b− a), a ≤ r < b
(x− b)/(c − b), b ≤ r ≤ c
0, otherwise.
Taking the target reliability R0 = 0.8 and the threshold lifetime T 0 = 6, and the same lower and upper bounds of
numbers of the redundant components as in Example 6, a cost minimization based FR-RAM can be formed by
min 11x1,1 + 12x1,2 + 14x1,3 + 10x2,1 + 12x2,2 + 16x3,1 + 11x3,2 + 14x3,3
subject to
R6(x) = Ch {T (x, ξ) ≥ 6} ≥ 0.8,
3 ≤ x1,1 + x1,2 + x1,3 ≤ 9,
2 ≤ x2,1 + x2,2 ≤ 6,
4 ≤ x3,1 + x3,2 + x3,3 ≤ 11,
xi,j ∈ N, for j = 1, . . . , ni, i = 1, . . . , 3.
(37)
When using the Algorithm 3 (for FR-RAM II) to solve the problem (37), in the processes of initialization, crossover and
mutation, we need to check the feasibility of each chromosome, which means to compute R6(x) = Ch {T (x, ξ) ≥ 6} in each
checking.
We note from Table 4 that the lifetimes ⊥(4 + Y13, 5 + Y13, 6 + Y13) in subsystem 1, ⊥(1 + Y21, 3 + Y21, 4 + Y21)
in subsystem 2 and ⊥(3 + Y32, 4 + Y32, 5 + Y32) in subsystem 3 are nonconvex fuzzy random variables, the Algorithm 1
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Table 4
Lifetime and cost of each component in Example 6.
Component ij Cost cij Lifetime ξij Random parameter Yij
11 10 (2+ Y11, 3+ Y11, 5+ Y11) Y11 ∼ U(2, 3)
12 12 N +F (Y12, 4) Y12 ∼ U(2, 4)
13 14 ⊥(4+ Y13, 5+ Y13, 6+ Y13) Y13 ∼ U(1, 3)
21 10 ⊥(1+ Y21, 3+ Y21, 4+ Y21) Y21 ∼ U(1, 2)
22 12 (2+ Y22, 4+ Y22, 5+ Y22) Y22 ∼ U(1, 3)
31 16 N +F (Y12, 6) Y31 ∼ U(1, 3)
32 11 ⊥(3+ Y32, 4+ Y32, 5+ Y32) Y32 ∼ U(2, 4)
33 14 (4+ Y33, 5+ Y33, 6+ Y33) Y33 ∼ U(2, 3)
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Fig. 3. The convergence of the objective value of Example 6.
therefore is inapplicable to computing the system reliability R6(x). As a consequence, we use the fuzzy random simulation
(Algorithm 2) to compute R6(x). That is, for any realization Ŷ =
(
Yˆ11, Yˆ12, Yˆ13, Yˆ21, Yˆ22, Yˆ31, Yˆ32, Yˆ33
)
of random vector
Y = (Y11, Y12, Y13, Y21, Y22, Y31, Y32, Y33), we generate the discretization ζl =
(
ζ l1,1,1, . . . , ζ
l
1,3,x1,3
, . . . , ζ 33,3,x3,3
)
of ξ by
(23), where l is taken as 5000. Noting from (37) that
x1,1 + x1,2 + x1,3 ≤ 9, x2,1 + x2,2 ≤ 6, x3,1 + x3,2 + x3,3 ≤ 11,
hence, by (24) the discretization error E therefore can be controlled and
E ≤
√√√√ 3∑
j=1
x1,j +
2∑
j=1
x2,j +
3∑
j=1
x3,j
/
5000 ≤
√
26
5000
≈ 0.001.
After that, we calculate
Cr
{
3∨
i=1
[
ni∧
j=1
( xij∑
k=1
ζ li,j,k
(
Yˆij
))]
≥ 6
}
through formula (19) for all Yˆij, and can obtain R6(x) by the random simulation (26)–(27).
The above computation (Algorithm 2) is embedded into GA to search for the best solution of the problem (37). We run
the Algorithm 3with 6000 times of random simulation (26)–(27) in Algorithm 2, and 400 generations in GA, the comparison
solutions with different parameters are collected in Table 5, and the convergence of the objective value (total cost) is shown
in Fig. 3. We see from Table 5 that the relative error dose not exceed 8.57% which shows that Algorithm 3 is also robust to
the parameter settings and effective to solve the FR-RAM II.
7. Concluding remarks
In this paper, by considering a parallel–series system with fuzzy random lifetimes, we developed two redundancy
allocation models (FR-RAMs I and II) through reliability maximization and cost minimization, respectively. Some properties
on FR-RAM were discussed, where an analytical formula of reliability with convex lifetimes was derived (Theorem 1), and
the sensitivity of the reliability with respect to the threshold lifetime was studied (Theorems 2–4).
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Table 5
The parameters and comparison solutions of Example 6.
pop_size pc pm a Gen Optimal solution Objective value Time (min) Error (%)
20 0.2 0.2 0.05 400 (1, 1, 1, 2, 2, 1, 1, 3) 149 11.2 6.43
20 0.3 0.2 0.10 400 (1, 2, 1, 1, 1, 2, 2, 2) 152 11.4 8.57
20 0.3 0.2 0.05 400 (1, 2, 1, 1, 1, 2, 2, 2) 152 11.5 8.57
20 0.3 0.1 0.10 400 (2, 2, 2, 1, 1, 1, 1, 2) 149 11.8 6.43
20 0.3 0.1 0.05 400 (2, 1, 1, 2, 2, 1, 1, 2) 145 11.6 3.57
30 0.2 0.2 0.05 400 (1, 1, 1, 1, 1, 2, 2, 2) 140 12.3 0.00
30 0.3 0.2 0.10 400 (1, 1, 1, 1, 1, 2, 2, 2) 140 12.6 0.00
30 0.3 0.2 0.05 400 (1, 1, 1, 2, 3, 1, 1, 2) 147 13.1 5.00
30 0.3 0.1 0.10 400 (1, 2, 2, 1, 2, 2, 2, 1) 145 12.8 3.57
30 0.3 0.1 0.05 400 (1, 2, 2, 1, 2, 2, 2, 1) 145 12.4 3.57
The FR-RAMs are fuzzy random integer programming tasks, where the objective function of the FR-RAM I and the
constraints of FR-RAM II contain a fuzzy random reliability function, respectively. Since the reliability with fuzzy random
parameters in general cannot be calculated directly, the classical mathematical programmingmethods are not applicable to
the FR-RAMs. Thus, to solve the FR-RAMs, we dealt with the following two issues.
• The computation of reliability: Based on the analytical formulation (Theorem 1), we proposed a random simulation
method (Algorithm 1) to compute the reliability with convex lifetimes. Furthermore, we computed the reliability with
nonconvex lifetimes by combining the fuzzy random simulation with the discretization method (Algorithm 2), and the
convergence of the fuzzy random simulation was proved (Theorem 5).
• The solution algorithm: By incorporating three different computation methods for reliability into GA, a hybrid solution
algorithm (Algorithm 3) was produced to solve the FR-RAMs. Two numerical experiments were provided to illustrate the
performance of the solution algorithm.
There is much room for further development of our research. For instance, although the convergence of the fuzzy
random simulation for the reliability with nonconvex lifetimes was proved in this paper, such a bi-fold simulation is a
time consuming process, since it requires the generation of a sufficiently large number of discrete fuzzy random variables
to ensure the precision of the simulation. Therefore, a method to speed up the computation for this case is a significant
topic for future work. In addition, this paper modeled single-objective redundancy allocation problems under fuzzy random
environment, whilemulti-objective FR-RAMs has not yet been considered,which can be another interesting topic that needs
further investigation. Those open issues will be discussed in our forthcoming studies.
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