The capability to deposit charge and energy quantum-by-quantum into a specific atomic site could lead to many previously unidentified applications. Here we report on the quantum capacitor formed by a strongly localized field possessing such capability. We investigated the charging dynamics of such a capacitor by using the unique scanning tunneling microscopy that combines nanosecond temporal and subangstrom spatial resolutions, and by using Si(001) as the electrode as well as the detector for excitations produced by the charging transitions. We show that sudden switching of a localized field induces a transiently empty quantum dot at the surface and that the dot acts as a tunable excitation source with subangstrom site selectivity. The timescale in the deexcitation of the dot suggests the formation of long-lived, excited states. Our study illustrates that a quantum capacitor has serious implications not only for the bottom-up nanotechnology but also for future switching devices.
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field switching | silicon | soliton C harge and energy transfers play a key role in the chemical and physical processes in materials. Manipulating the flow of energy and charge quantum-by-quantum into a specific site with the subangstrom precision would not only shed light on excitation dynamics, but also provide the capability to control the interactions at the atomic and molecular level. Manipulating their flows typically takes a form of atomically localized, dynamically switchable external field. Understanding the interaction between charge and such field may help us to handle the challenges of bottom-up nanotechnology. Scanning tunneling microscopy (STM) is capable of providing the necessary spatial resolution and highly localized field (1, 2) . It had been demonstrated that the atomistic control of direct deposition of charge and energy is possible in many applications such as desorption (3) , single molecular synthesis (4) , dissociation (5, 6) , and configuration switching (7) just to name a few, by using STM.
Unexplored thus far, another route one may exploit to deposit charge and energy site selectively is the quantum dot. In a capacitor whose lateral dimension is in the subnanoscale, the strongly confined electric field between the electrodes would not only induce extra charge on their surfaces, but also place the charge in a quantum dot. Dynamic discharging and charging of such a quantum dot may serve as a unique excitation source. Conversely, energy dissipation through a quantum capacitor has serious implications for future switching devices by raising the unavoidable minimum energy cost for the logic operation (8) . Such a subnanosize capacitor can be realized between the STM tip and the conducting counterelectrode. On semiconductor surfaces without conducting surface states such as InAs(110), a zero-dimensional quantum dot is formed in the bulk by tip-induced localized band bending (9) . Typical STM geometry produces capacitance on the order of 10 −18 F (10), and thus the dot may be charged with only a few electrons per volt.
Ordinarily it would be difficult to study excitation driven by such a tiny amount of energy and charge, let alone their evolution in time. Typical dynamic interactions studied using STM relied on the detection of change in the tunneling current, which limits the bandwidth to several tens of kilohertz at best (11) (12) (13) . To avoid such constraints in sensitivity and bandwidth, we chose the following strategies. First, Si(001) surface was used as the counterelectrode as well as the sensor to detect the excitation from the quantum dot, as explained below. Second, a unique STM was employed to map out the time evolution of the quantum dot with nanosecond time resolution (SI Text). The site-specific temporal information was obtained by applying the field with incrementally longer duration in time. Finally, an algorithm was developed to run the STM in the fully automated scheme, which we call pulseand-probe, to detect the excitations and compile the statistics (see SI Text and Fig. S6 ). The detection scheme was essential to obtain a set of data consistently at the same atomic location. Recently, a similar electronic pump-probe scheme with nanosecond resolution was successfully applied to the measurements of spin relaxation times of individual atoms (14) .
In this study, we demonstrate the charging dynamics in a quantum capacitor by applying a unique time-resolved STM to the investigation of topological excitations on Sið001Þ-cð4 × 2Þ surface. We show that the energy transduction in the production of such excitations is mediated by the fast field switching (FFS) mechanism, not by the direct excitation through the carrier injection. Our spectroscopic technique and findings will be useful in studying dynamics of materials at nanoscale.
Results and Discussion
Commonly used in virtually all electronic devices, Si(001) is not only one of the most technologically important surfaces, but also one of the better understood surfaces. In the ground state, Si(001) surface is composed of one-dimensional rows of π-bonded Si dimers arranged in cð4 × 2Þ symmetry, in which each dimer is alternatingly buckled in the opposite direction relative to its own neighbors ( Fig. 1 A and B) . This geometry is equivalent to antiferromagnetic order if the tilt direction of each dimer is represented by an isospin (Fig. 1B) . In such a two-state isospin system, a phase kink constitutes a low-energy excitation, or a topological soliton, similar to the case of polyacetylene (15) . Fig. 1 C and D shows a pair of a soliton and an antisoliton produced at the threshold of production (see also Fig. S1 ). It was found that soliton pairs created near the threshold bias are always of zero length-i.e., bisolitons, as shown in Fig. 1C . When created at higher bias, solitons were produced en masse, usually with nonzero lengths (16-18) (see Fig. S2 ). Similarly structured bisolitons were also found on Ge surface (19) . Our local density functional calculations show that the bisoliton state is at about 0.2 eV above the ground state, but the return pathway is blocked by the barrier of about 0.1 eV, making it metastable (see SI Text).
Thus the bisolitons may be used as indicators of the excitations larger than 0.2 eV.
To investigate the charging dynamics in the quantum dot, the field between the tip and the surface was flipped for a brief period by abruptly switching from the positive imaging bias to the negative charging bias and back (see Fig. S6 ). The period was incremented from nanoseconds to microseconds. The result shows that the production rate of the bisolitons due to the charging of the capacitor was highly bias-and site-dependent. Fig. 2A shows the creation probability of bisolitons per pulse (bisoliton yield, in short), at the center of the trough between Si dimer rows, in relation to the charging pulses of varying bias but with fixed 1-μs width. Typically only two types of bisolitons-single bisolitons (SB) and pairs of bisolitons (PB)-were produced by the charging bias near the production threshold (see Fig. S3 ). Gaussian curves gave excellent fits to the bias-dependent behaviors ( Fig. 2 A and B) . The initially dominant SB yield gives way to the PB yield at more negative charging bias, as expected from the production cost of a PB higher than that of a SB. Increasing the imaging tunneling current reduces the tip-surface separation and leads to the increased field strength. As shown in Fig. 2B , the SB yield peak shifted significantly toward the Fermi level as the imaging current I R was increased. Clearly the SB production is associated with the single state on the surface side. In addition, the shifting peak position suggests that the SB production is not related to the energy of holes injected. And the SB yield peak intensity decreases at more negative bias, which is attributed to the opening of more energetic channels including the PB.
Varying the pulse width reveals the evolution of the dynamics in the bisoliton production. As the pulse width or equivalently the number of injected holes was increased, the SB yield swiftly increased initially and then saturated to an intermediate value less than 100% (Fig. 2C ). Such charging bias-dependent saturation of the yield indicates that an equilibrium is reached after a certain time and no further excitation is permitted beyond it. This becomes even more apparent when the bias-dependent SB yield per hole is considered (Fig. 2D ). The rapid decay in the yield per hole, as more holes were nominally injected, indicates that the time segment closer to the leading edge of the pulse contributes more to the yield.
If the charging of the quantum dot is a dynamic process, any delay in reaching the full charging bias should affect the yield. When switching from the imaging bias to the full pulse bias was delayed systematically, while other parameters were kept constant, the SB yield diminished exponentially (Fig. 2E) . In other words, once past a certain time limit, no excitation is possible anymore even when the full charging bias arrives later (see also Fig. S8 ). Relaxing the slope of the leading edge of the charging bias gave rise to similar effects (see Fig. S7 ). This result clearly demonstrates the significance of flipping the field with no delay, at the leading edge of the pulse waveform, in triggering the dynamic process. Fig. 3 illustrates the charging dynamics of the quantum capacitor and its energy transduction process for the metastable bisolitons. At liquid He temperature, with few thermally excited carriers in the bulk of Si, a wide depletion region is formed in the space charge layer, along with the very thinly populated π Ã -surface state to maintain the charge balance. Consequently, the surface state is easily influenced by electric field. Under the positive STM imaging bias, the field between the tip and the surface induces upward band bending, depopulating the π Ã -surface state ( Fig. 3 A and C) . If the bias is switched to negative polarity, the opposite occurs, with the downward band bending and the formation of a localized, charged dot ( Fig. 3 B and D) . Under the circumstances, if switching to negative field is proceeded adiabatically, no excitation is expected as the charge is redistributed under the quasi-equilibrium condition. However, if the field is switched from positive to negative polarity faster than the charge relaxation time of the surface, an unoccupied potential dot is formed with the field penetrating deep into the bulk. Such a two-dimensional empty potential well will be then charged by π Ã -electrons moving in from the surrounding area with the characteristic lifetime to shield away the field. The charging of such a quantum dot would provide the energy necessary to excite bisolitons through the transition of π Ã -electrons from the Fermi level to the lowest state (Fig. 3D) . Thus a negative bias pulse at or above the threshold has a finite probability to generate bisolitons until the field-induced quantum dot becomes occupied and reaches the new equilibrium with the local field.
The creation rate of the bisolitons by the energy released during the charging of a quantum capacitor can be modeled by introducing a coupling strength Y S that corresponds to the saturation yield and an effective lifetime τ Q of the quantum dot. The bisoliton yield Y ðΔt;τ Q Þ may then be written as
where Δt represents the time elapsed at the plateau of the square bias pulse (Fig. 3E) . The bisoliton yield is thus proportional to the probability of the quantum dot getting occupied, while the charging bias is applied. Eq. 1 gave excellent fits to all of our data (solid lines in Fig. 2 C-E) . This FFS mechanism provides natural explanations for both the existence of the yield peaks and its imaging current dependency of the peak position in Fig. 2B . The SB yield peak is attributed to the charging bias to pull the lowest state of the quantum dot deep enough to provide the transition energy for the bisoliton production. Increasing the imaging current enhances the field in the capacitor, which in turn increases band bending and deepens the energy levels in the quantum dot. The small separation of ca. 0.05 V between the SB and the PB peaks ( Fig. 2A) further provides a clue on the origin of the yield peaks. Considering that producing a PB costs twice as much in energy compared to an SB, the minor difference in bias indicates that two peaks are from the same spin-degenerate, lowest state of the quantum dot, with the SB and the PB corresponding to the singly and the doubly occupied states, respectively. However, as the quantum dot becomes more occupied, the improved screening reduced the field inside and relaxes the band bending. Thus the loss of the band bending, estimated to be less than 25 meV, has to be supplied by the extra bias. Assigning the SB and the PB to two separate states would lead to a quantum dot with fine energy spacing (<13 meV), which would be at odds with tunneling spectra (Fig. 2F) .
The exponential decay of the SB yield in Fig. 2E can also be understood within the mechanism. The initially electron-depleted potential well at the positive imaging bias (Fig. 3C) would be exponentially repopulated, however thin the density may be, during the delay at zero bias. Then the probability to have unoccupied low-lying states in the quantum dot driven by the subsequently arriving pulse is accordingly diminished, and hence the bisoliton yield.
Thus the FFS-induced quantum dot provides a unique means of the energy transduction across the vacuum gap by creating the bisolitons. It should be also noted that although this FFS is the primary driving force for the bisoliton production, this may not be the only factor involved in the bisoliton yield. Our first-principles calculation (see SI Text) indicates that strong local charging effect significantly enhances the stability of the soliton state and consequently the yield as well, as illustrated in Fig. 3F .
Comparison of the lifetime of the quantum dots ( Fig. 2 D  and E) indicates that SBs and PBs have an essentially identical lifetime at the threshold bias and that the lifetime for the case of negative charging bias is approximately 250 ns. The zero-bias cases show more dependence on the surface conditions and have longer lifetimes than the negative bias. The strong influence of the field to the lifetime was observed when the delay bias was increased toward the imaging bias: The lifetime at the delay bias strongly diverged. On the other hand, the longevity of the quantum dot points out that these lifetimes do not represent a time constant of charging for the quantum capacitor. One can obtain a rough estimate of a charging time from the 2D conductivity σ S ¼ ρe 2 ℓ∕m Ã e υ F , which gives ca. 4 × 10 −3 Ω −1 ∕□ when the Fermi velocity υ F ≈ 1 × 10 4 m∕s, the effective mass m Ã e ≈ 0.1m e , the carrier density ρ ≈ 2 × 10 12 ∕cm 2 , and the mean free path ℓ ≈ 10 nm of the surface state are used (20, 21) ; it takes approximately 10 −15 s for a quantum dot of 10-nm radius to be filled by 10 electrons at band bending of 0.1 V, which is too short by 8 orders of magnitude. The large discrepancy between the estimated charging time and our data raises the intriguing possibility that two different timescales exist in charging dynamics, one for charging of the quantum capacitor and another for deexcitation of a quantum dot. It is noteworthy that the lifetime of a quantum dot is comparable to that of a surface state exciton in Si(001) (>80 ns) (21) . . Our ab initio calculation shows that, under the positive field (black curve, or E > 0), the bisoliton state is 0.2-eV higher in energy than the ground state. However, the field-induced charging lowers the bisoliton state in energy (red curve, or E < 0), even favoring it over the N ¼ 0 state when the charging goes beyond 0.8 e − ∕dimer. Taken together with E, FFS first excites the local surface by creating the empty field-induced quantum dot (pink solid arrow), which then deexcites (dashed blue arrow) to the bisoliton state (N ¼ 1), which remains in the same state even after returning to the imaging mode (pink dashed arrow).
The existence of a quantum dot can be probed by STM. Fig. 2F shows that the tunneling spectra within the bulk band gap are marked by the pronounced peaks exhibiting negative differential resistance, which indicates the existence of atom-like narrow states (22) (23) (24) . Increasing the reference tunneling current shifted the negative differential resistance peaks to higher binding energies and increases the energy spacing between the peaks, anticorrelated with that of the SB yield curve (Fig. 2B) . Such behavior can be understood from the band bending caused by the increased external field, which pushes down the energy levels in the quantum dot, thus reducing the threshold bias for a bisoliton and hence the maximum yield bias. Thus the origin of the negative differential resistance can be attributed to the discrete states of the quantum dot (Fig. 3D) . One should note, however, that the peak positions in Fig. 2F represent those of the equilibrium state (namely, the fully occupied quantum dot), whereas the those in Fig. 2B are from dynamic, nonequilibrium states.
At this point, let us consider other possible mechanisms. The carrier injection mechanism has been most widely subscribed, in which the injected holes or electrons directly excites the bisolitons (19, 25) . Although this mechanism should be active at large bias, well away from the creation threshold (19) , our near-threshold data cannot be reconciled with the mechanism. First, the energy of injected holes is too low to excite a bisoliton, because the Fermi level lies close to the bottom of the π Ã -band at cryogenic temperature. Moreover, the threshold energy shifts with the size of imaging current (Fig. 2B) . The threshold bias would have been fixed if it were the injected hole producing bisolitons. Secondly, any mechanism that accumulates the probability to produce a bisoliton with each electron injected, such as the direct carrier injection one, should exhibit monotonously increasing yield all the way to 100%, regardless of the bias. As mentioned already, this does not happen. Alternatively, one can consider a more sophisticated model with the built-in self-limit; the modified carrier injection (MCI) model assumes that a carrier plays a dual role of creating or annihilating a bisoliton. An injected carrier may annihilate a preexisting bisoliton, if any, with the probability a 0 , or it may create a new bisoliton with the probability c 0 if none exists already. Then the bisoliton yield P n after the serial injection of n holes would be written in a recurrence relation, such as
An immediate consequence from Eq. 2 is that the yield P n increases with the number of injected holes n until it saturates to P ∞ → c 0 ∕ða 0 þ c 0 Þ, thus permitting the final yield to be less than 100%. When applied to the data, Eq. 2 provides remarkably good fits, as represented by dashed lines in Fig. 2 C and D. However, the MCI mechanism cannot explain the delay experiments (Fig. 2E) . If the MCI mechanism were valid, then the bisoliton yield should have stayed constant independent of the delay because the total number of injected holes was fixed in these cases. It is thus concluded that the carrier injection mechanism cannot be responsible for the bisoliton creation near the threshold. At the same time, as the MCI model depends only on the number of injected carriers, its failure consequently rules out any other mechanisms, such as local joule heating, that would depend on the pulse duration. The discussion of the bisoliton yield so far focused on a single site in the middle of the trough (Fig. 2A) . Our efficient pulse-andprobe algorithm allows spatial mapping of the yield in the entire unit cell. Fig. 4B shows the saturation yield map unveiling singular site dependency; the ratio between the highest and the lowest yields can be as much as 500%. Such a strong yield variation within the area less than 1 nm 2 may exclude any non-site-specific mechanisms such as joule heating. Even more remarkable is that, whereas the lowest yield is located on the dimer rows, the highest one is found in the trough (Fig. 4B) . It is striking that the trough site does not carry bisolitons nor the π Ã -state that carriers may be injected to. Thus this constitutes still more evidence against any carrier injection mechanisms in the bisoliton production.
The formation of a quantum dot relies on the field strength between the tip and the substrate to drive the local band bending. Thus the tip-surface distance should have a critical influence over the spatial yield. In order to quantify the effect, the yields at locations other than the trough were calculated by using only the experimental yield parameters obtained at the trough site. All nontrough sites provided only the relative topographic height Δz, directly read from the image in Fig. 4A (see SI Text). Comparison of the thus calculated map (Fig. 4C) to the experimental map (Fig. 4B) shows the strong qualitative agreements between these two. This is another manifestation of the dominant influence of the field in the bisoliton yield.
We investigated the energy transduction mechanism in a quantum capacitor formed by the STM tip and the Si(001) counterelectrode. The present approach to understanding the energy transduction at the nanoscale, by using a unique STM combined with nanosecond time resolution, should be applicable to the wide range of dynamics studies on molecules and surfaces. In its direct application, we demonstrated that low-energy topological excitations can be created and annihilated by using FFS (see Fig. S9 ). The FFS mechanism should be present in any materials where a localized field can induce a quantum dot. Fundamental understanding of excitation and deexcitation processes in the materials is critical to the advances in the nanotechnology, and we expect the capability demonstrated here would significantly contribute to elucidating such processes.
Materials and Methods
Time-Resolved Spectroscopy. Experiments were conducted in ultrahigh vacuum with the base pressure <2 × 10 −11 hPa, using a low-temperature STM (Omicron) cooled to 4.5 K. Standard procedures were used to clean highly doped n-type Si(001) samples to <0.1% defect density (26) . Home-built electronics and software were used to incorporate the pulse-and-probe algorithm. In the typical run of the experiments, our imaging bias was kept at þ0.5 V, where no excitations were induced, and the negative charging bias was applied in the form of a square wave pulse. The tunneling current during the charging was estimated from the I-V spectroscopy data. Prior to the charging, the tip was electrically disconnected from the preamp and grounded via a terminator, in order to avoid waveform distortion. The propagation of the pulse to the STM was analyzed by time-domain reflectometry and determined genuinely capacitative (see Fig. S5 ). During the spectroscopy runs, atom tracking was performed throughout to maintain the spatial accuracy, while the pulse-and-probe algorithm detected the excitations and restored the surface back to the unperturbed state. Typically the cycle was iterated about 1,000 times to assure enough statistics (see SI Text).
Pulse-and-Probe Algorithm. Compiling sufficient statistics on the response of a single site to a single or a few electrons for a multitude of different pulses posed a challenge in maintaining spatial accuracy and data throughput. The former was resolved by the atom-tracking method, and the latter by automating the measurements using the algorithm that accomplishes the detection of bisolitons, and the subsequent annihilation thereof to restore the surface to the initial pristine state repetitively. The detection was performed nonlocally by probing the surroundings of the pulsed site in a preset pattern for the difference before and after pulsing. Typically, the cycle was iterated about 1,000 times to assure enough statistics (see SI Text and Fig. S6 ).
Calculation of the Spatial Yield Map. The two-dimensional yield map was constructed by using the yield parameters obtained at the center site and the topographic displacement Δz extracted from the image in Fig. 4A . The SB yield at the saturation, Y S , is a Gaussian function of pulse bias V P as shown in Fig. 2B . Thus one can write Y S ∝ exp½−2ðΔV∕ΔV 0 Þ 2 , where ΔV ≡ V P − V Max is the deviation of the pulse bias from the maximum yield bias V Max , and V 0 its Gaussian width of the SB yield curve. All of these values are available from Fig. 2B . Clear from the inset in Fig. 2B , the maximum yield bias V Max is uniquely determined by the reference (imaging) tunneling current I R . And I R in turn depends exponentially on Δz, or I R ∝ expð−2Δz∕λÞ, where λ is the decay length of 0.1 nm, a measure of the effective tunnel barrier. Thus, for a given pulse bias, the corrugation Δz determines the SB saturation yield Y S through the tunneling current and the yield at the particular site on the map (Fig. 4C ). An implicit assumption here is that the tip-sample separation is the only factor that affects band bending.
First-Principles Calculations. First-principles calculations were performed with the local density approximation to the density functional theory, ab initio norm-conserving pseudopotential for Si, and pseudoatomic orbitals for the wavefunction expansion, as implemented in the SIESTA code (27) (28) (29) (30) . A supercell containing six layers of Si atoms is used to represent the Si surface, where dangling bonds at the bottom layer are passivated by hydrogen atoms. In our calculations, the presence of a bisoliton increases the total energy of the system by about 0.2 eV, corresponding to twice the cost of the single dimer flip, 0.10 eV (see SI Text and Fig. S4 ).
