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Abstract
Let Hn be the nth Hermite polynomial, i.e., the nth orthogonal on R polynomial with respect to
the weight w(x) = exp(−x2). We prove the following: If f is an arbitrary polynomial of degree
at most n, such that |f |  |Hn| at the zeros of Hn+1, then for k = 1, . . . , n we have ‖f (k)‖ 
‖H(k)n ‖, where ‖ · ‖ is the L2(w;R) norm. This result can be viewed as an inequality of the Duffin
and Schaeffer type. As corollaries, we obtain a Markov-type inequality in the L2(w;R) norm, and
estimates for the expansion coefficients in the basis of Hermite polynomials.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the result
Throughout this paper πn will mean the class of all algebraic polynomials of degree
at most n. A classical result in approximation theory, the inequality of the Markov broth-
ers [10,11] asserts that if f ∈ πn satisfies∣∣f (x)∣∣ 1, x ∈ [−1,1], (1.1)
then
‖f (k)‖C[−1,1] 
∥∥T (k)n ∥∥C[−1,1] for k = 1, . . . , n, (1.2)
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x ∈ [−1,1]. This result has been extended by Duffin and Schaeffer [6], who showed that
(1.2) persists under the weaker assumption that∣∣f (cos(νπ/n))∣∣ 1 for ν = 1, . . . , n. (1.3)
The points {cos(νπ/n)}nν=0 are the only points in [−1,1] at which |Tn| = 1, so we may
look at the refinement of the Markov inequality found by Duffin and Schaeffer to as a
comparison-type theorem: the inequality |f | |Tn| at the extremum points of Tn induces
inequalities between the (uniform) norms of f (k) and T (k)n . This observation gives rise to
the following definition (see, e.g., [13]).
Definition 1. A polynomial Q ∈ πn and a mesh ∆= {tν}nν=0 (t0 < t1 < · · ·< tn) are said
to admit an inequality of the Duffin- and Schaeffer-type if the assumption f ∈ πn and
|f | |Q| at the points from ∆ implies ‖f (k)‖ ‖Q(k)‖ for k = 1, . . . , n.
In Definition 1, ‖ · ‖ is a fixed norm, and the “check points” {tν}nν=0 are not necessarily
assumed to be extremum points for the majorant Q. For some inequalities of the Duffin
and Schaeffer type in the uniform norm ‖ · ‖C[−1,1] the reader is referred to [3,7,12–17].
In 1986 Bojanov proposed a scheme for derivation of Duffin- and Schaeffer-type in-
equalities in some weighted L2 norms (see [1]). In brief, Bojanov’s idea is the following:
According to a result of Markov [11], inequalities between the absolute values of two
polynomials p,q ∈ πn at n+ 1 interpolation points induce inequalities between |p(k)| and
|q(k)| on some set In,k ⊂R (see Lemma 5 below). The L2 norms of |p(k)| and |q(k)| can be
evaluated by a (n− k + 1)-point Gauss-type quadrature formula. Should the nodes of this
quadrature formula belong to In,k , one immediately obtains an inequality between the L2
norms of |p(k)| and |q(k)|. This approach has been exploited by some authors [4,8,9,22] to
obtain sharp polynomial inequalities in L2 norms for certain Jacobi weights.
The present paper deals with the L2 norm induced by the Hermite weight function
w(x)= exp(−x2), i.e.,
‖f ‖ :=
(∫
R
exp(−x2)∣∣f (x)∣∣2 dx
)1/2
.
As is well known (cf. [21, Chapter 5.5]), the associated with w(x) orthogonal polyno-
mials are the Hermite polynomials
Hm(x)= (−1)mex2 d
m
dxm
{e−x2}, m= 0,1, . . . .
We prove the following theorem.
Theorem 2. If f ∈ πn satisfies
|f | |Hn| at the zeros of Hn+1, (1.4)
then for k = 1, . . . , n,
‖f (k)‖ ∥∥H(k)n ∥∥. (1.5)
Moreover, equality in (1.5) holds if and only if f = cHn with |c| = 1.
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sequences of Theorem 2: estimates for the coefficients in the expansion of a polynomial
in the basis of Hermite polynomials (Corollary 6), and Markov-type inequality (Corol-
lary 7). Finally, we formulate an analogue of Theorem 2 concerning Laguerre polynomials
(Theorem 8).
2. Proof of Theorem 2
As was pointed out in the preceding section, the approach for derivation of weighted
L2 inequalities of the Duffin and Schaeffer type via quadrature formulae exploits some
observations from Markov’s paper [11]. These observations are formulated below in two
lemmas. For the reader convenience, we provide a proof.
Definition 3. Let p and q be two algebraic polynomials, which have only real and simple
zeros. The zeros of p and q are said to interlace, if one can trace all the zeros of both
polynomials, switching alternatively from a zero of p to a zero of q and vice versa, and
moving only in one direction. If, in addition, no zero of p coincides with a zero of q , then
the zeros of p and q are said to interlace strictly.
Obviously, the interlacing is possible only if p and q are of the same degree or of
degrees which differ by one. In the latter case, if p is of degree n+ 1, q is of degree n and
the zeros of p and q interlace strictly, we shall say shortly that the zeros of q separate the
zeros of p. The first Markov’s lemma reads as follows.
Lemma 4. Let p and q be two algebraic polynomials having only real and simple zeros. If
the zeros of p and q interlace, then the zeros of p′ and q ′ interlace strictly.
Proof. Consider first the case where p and q are polynomials of the same degree. We
start with showing that if a polynomial p has only real and simple zeros, then each zero
of p′ is a strictly monotone increasing function of any zero of p (see also [5]). Indeed,
let p(x) = (x − t1)(x − t2) . . . (x − tn) and t = (t1, . . . , tn), where t1 < t2 < · · · < tn. If
p′(τ )= 0, then τ = tj , j = 1, . . . , n, and differentiation with respect to tk (k ∈ {1, . . . , n})
of the identity p′(τ )/p(τ)= 0 yields
dτ(t)
dtk
= (τ − tk)
2
(τ − t1)2 + · · · + (τ − tn)2 > 0,
whence the desired monotonicity of τ (t) is established.
Now, let t˜ = (t˜1, t˜2, . . . , t˜n), where t˜1 < t˜2 < · · ·< t˜n, t˜ = t, and
t1  t˜1  t2  t˜2  · · · tn  t˜n. (2.1)
If q(x)= (x − t˜1)(x − t˜2) . . . (x − t˜n), then the above consideration shows that each zero
of q ′ is located to the right with respect to the corresponding zero of p′. By arguments of
continuity, the zeros of p′ and q ′ will interlace strictly if t˜ is sufficiently close to t. Thus,
the claim of the lemma will be proved if we show that a continuous perturbation of t to t˜
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coincides with the (j + 1)th zero of p′. Assuming the contrary, we would obtain
sign
{
p′′(τ )
}= (−1)n−2−j , sign{q ′′(τ )}= (−1)n−1−j ,
and there would exists λ0 > 0 such that
ψ ′(τ )=ψ ′′(τ )= 0, (2.2)
where ψ(x) = p(x) + λ0q(x). However, we shall show that the polynomial ψ(x) has
exactly n real zeros, counted with their multiplicities, and there is no zero of ψ(x) with
multiplicity greater than two. Then, by Rolle’s theorem,ψ ′(x) must have only single zeros,
a contradiction to (2.2). We consider separately two cases.
Case I. The zeros of p and q interlace strictly, i.e., only strict inequalities occur in (2.1).
Then
sign
{
ψ(t˜k)
}= sign{p(t˜k)}= (−1)n−k for k = 1, . . . , n,
and this together with sign{ψ(−∞)} = (−1)n sign{1+λ0} = (−1)n shows that in this case
ψ(x) has n distinct real zeros, a contradiction to (2.2).
Case II. The zeros of p and q do not interlace strictly. In this case we can single out
the common divisor of p and q , writing ψ(x)= r(x)(p1(x)+ λ0q1(x)), where the zeros
of the polynomials p1 and q1 interlace strictly. As in Case I, we deduce that the zeros of
p1(x)+ λ0q1(x) are all distinct and real. Since the same applies to the zeros of r(x), we
conclude that ψ(x) has n real zeros, and each of them is of multiplicity at most two. Again,
this contradicts to (2.2). The proof of Lemma 4 when p and q are polynomials of the same
degree is completed.
Finally, the claim of Lemma 4 in the case when p and q are of different degrees can be
derived by taking t˜n →∞ in the case already considered. ✷
Lemma 4 says that if the zeros of two polynomials interlace, then the interlacing prop-
erty is inherited by the zeros of their derivatives. For different proofs of Lemma 4, the
reader is referred to [19] or [18, Lemma 2.7.1]. An extension of the Markov inheritance
result to generalized polynomials is established in [2]. Lemma 4 is the basic ingredient in
the proof of the next important statement (see, e.g., [19, Lemma 2]).
Lemma 5. Let ω(t) = γ ∏nj=0(t − tj ) (γ ∈ R \ {0}) with t0 < t1 < · · · < tn. Let Q ∈ πn
have n distinct zeros which separate the zeros of ω.
(i) If f ∈ πn satisfies the inequalities∣∣f (tj )∣∣ ∣∣Q(tj )∣∣ for j = 0, . . . , n,
then for every k ∈ {1, . . . , n} there exists a set In,k = In,k(ω) such that∣∣f (k)(x)∣∣ ∣∣Q(k)(x)∣∣ for all x ∈ In,k. (2.3)
The set In,k is given by
In,k =
(−∞, αk1]∪ [βk1 , αk2]∪ · · · ∪ [βkn−k−1, αkn−k]∪ [βkn−k,∞),
with {αkj }n−k1 and {βkj }n−k1 being the ordered zeros of ω(k)n and ω(k)0 , respectively, where
ωj (x)= ω(x)/(x − tj ) for j = 0, . . . , n.
G. Nikolov / J. Math. Anal. Appl. 290 (2004) 405–413 409(ii) A point t ∈ R belongs to In,k if and only if ω(k)0 (t)ω(k)n (t)  0. In addition, t is an
interior points for In,k if and only if ω(k)0 (t)ω(k)n (t) > 0.
(iii) In (2.3) equality occurs at an interior point of In,k if and only if f (x)≡ cQ(x) with
|c| = 1.
Proof. Without loss of generality we may assume that the coefficients of Q are real num-
bers. For any pair of indices i, j, 0  i < j  n, the zeros of ωi(x) interlace (though not
strictly) with the zeros of ωj (x), the zeros of ωi(x) being greater than or equal to the cor-
responding zeros of ωj (x). Application of Lemma 4 implies the following arrangement for
the zeros {γν,i}n−kν=1 of ω(k)i (x):
γ1,n < γ1,n−1 < · · ·< γ1,0 < γ2,n < · · ·< γ2,0 < · · ·< γn−k,n < · · ·< γn−k,0 .
Since αkν = γν,n and βkν = γν,0, the above arrangement implies (ii). Moreover, we see that
for ν = 0, . . . , n− 1,
ω(k)ν (x)ω
(k)
ν+1(x) 0 for x ∈ In,k, (2.4)
the inequality being strict if x is an interior point for In,k .
If f ∈ πn satisfies the assumption of Lemma 5, then from Lagrange’s interpolation
formula we get
∣∣f (k)(x)∣∣=
∣∣∣∣∣
n∑
ν=0
ω
(k)
ν (x)
ων(tν)
f (tν)
∣∣∣∣∣
n∑
ν=0
∣∣∣∣ω
(k)
ν (x)
ων(tν)
∣∣∣∣∣∣f (tν)∣∣
n∑
ν=0
∣∣∣∣ω
(k)
ν (x)
ων(tν)
∣∣∣∣∣∣Q(tν)∣∣.
If x ∈ In,k , then the latter upper bound for |f (k)(x)| is equal to |Q(k)(x)|, since
Q(k)(x)=
n∑
ν=0
ω
(k)
ν (x)
ων(tν)
Q(tν)
and all the summands on the right-hand side have the same sign. To see this, one has to
take into account (2.4) and the fact that both {ων(tν)}n0 and {Q(tν)}n0 alternate in sign.
This proves part (i). Finally, part (iii) is settled by a careful examination of the equality
cases. ✷
Proof of Theorem 2. We apply Lemma 5 with Q=Hn and ω =Hn+1 (clearly, the zeros
of Q and ω interlace strictly). The proof makes use of the following properties of the
Hermite polynomials (cf. [21, Chapter 5.5]):
H ′m(x)= 2mHm−1(x) (2.5)
and
H ′′m(x)= 2xH ′m(x)− 2mHm(x). (2.6)
First, we show that if Hn(τ)= 0, then τ is an interior point for In,1. We have
ω0(x)= Hn+1(x), ωn(x)= Hn+1(x) .
x − t0 x − tn
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ω′0(τ )=−
Hn+1(τ )
(τ − t0)2 , ω
′
n(τ )=−
Hn+1(τ )
(τ − tn)2 ,
whence
sign
{
ω′0(τ )
}= sign{ω′n(τ )}=− sign{Hn+1(τ )} = 0. (2.7)
By Lemma 5(ii), each zero τ of Hn is an interior point for In,1. Even more, (2.7) shows
that the zeros of Hn interlace with the zeros of both ω′0, and ω′n. According to Lemma 4,
the interlacing property is inherited by the derivatives of the polynomials. In our case,
the zeros of H(k−1)n = c(k,n)Hn−k+1 interlace with the zeros of both ω(k)0 and ω(k)n (k =
1, . . . , n). Equivalently, for k = 1, . . . , n, the zeros of Hn−k+1 are interior points for In,k .
By Lemma 5(i),
|f (k)| ∣∣H(k)n ∣∣ at the zeros of Hn−k+1, (2.8)
and in (2.8) equality holds if and only if f = cHn with |c| = 1. Clearly, |f (k)|2 and |H(k)n |2
are polynomials of degree at most 2n− 2k. Therefore the weighted integrals ‖f (k)‖2 and
‖H(k)n ‖2 are calculated exactly by the (n− k+ 1)-point Gauss quadrature formula QGn−k+1
associated with the Hermite weight function w(x). The weights of QGn−k+1 are positive
and the abscissae of QGn−k+1 are the zeros of Hn−k+1. Therefore, from (2.8) we get
‖f (k)‖2 =
∫
R
exp(−x2)∣∣f (k)(x)∣∣2 dx =QGn−k+1[|f (k)|2]
QGn−k+1
[∣∣H(k)n ∣∣2]=
∫
R
exp(−x2)∣∣H(k)n (x)∣∣2 dx = ∥∥H(k)n ∥∥2.
Furthermore, Lemma 5(iii) shows that the inequality is strict unless f = cHn with |c| = 1.
Theorem 2 is proved. ✷
3. Corollaries and comments
The following is an immediate consequence of Theorem 2.
Corollary 6. If f (x)=∑nm=0 cmHm(x) satisfies (1.4), then
|cm|2  2n−m n
m
n!
m! for m= 1, . . . , n.
Proof. Property (2.5) and Theorem 2 applied with k = 1 yield
‖f ′‖2 =
n∑
4m2|cm|2h2m−1  ‖H ′n‖2 = 4n2h2n−1,
m=1
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|cm|2  n
2
m2
h2n−1
h2m−1
= 2n−m n
m
n!
m! . ✷
In particular, |cn|  1, i.e., f ∈ πn cannot have greater leading coefficient than Hn if
|f | |Hn| at the zeros of Hn+1. We note that the estimates for |cm| obtained from Theo-
rem 2 with k  2 are less precise.
Let
ϕn(x)=
[
Hn(x)
]2 + [Hn+1(x)]2
2(n+ 1) .
Since ϕn(x)=H 2n (x) at the zeros of Hn+1(x), we have the following corollary.
Corollary 7. Theorem 2 holds true with (1.4) replaced by∣∣f (x)∣∣ [ϕn(x)]1/2 in [−tn+1, tn+1], (3.1)
where tn+1 is the largest zero of Hn+1.
The function ϕn(x) has been applied for comparison of the magnitude of the local
extrema of Hn and of the weights in the Gauss quadrature formula associated with the Her-
mite weight function w(x)= exp(−x2) [23]. This approach (originating from Sonin [20])
allows us to replace (3.1) by a uniform restriction on |f |. Namely, the recurrence relation
Hn+1(x)= 2xHn(x)− 2nHn−1(x) (cf. [21, Eq. (5.5.8)]) and property (2.5) yield
ϕ′n(x)= 4x
[
Hn(x)
]2
,
hence min{ϕn(x): x ∈R} = ϕn(0). From H2m(0)= (2m)!/m! [21, Eq. (5.5.5)] we see that
(3.1) will certainly hold if
∣∣f (x)∣∣ (n+ 1
2
)m−n/2
n!
m! for x ∈ [−tn+1, tn+1], where m=
⌊
(n+ 1)/2⌋.
Though this condition seems easier to verify than (1.4) or (3.1), it is too restrictive, and the
resulting inequality is no longer sharp.
The condition of Lemma 5(ii) is easy to check in the cases when the majorant Q and
the mesh generating polynomialω are the classical orthogonal polynomials of Jacobi, Her-
mite and Laguerre, or related to these polynomials. What makes this scheme to work is the
fact that their derivatives are again orthogonal polynomials associated with the same (Her-
mite) or related weights (Jacobi, Laguerre), and, as a consequence, equations relating these
polynomials and their derivatives are available. Below we quote a theorem which furnishes
certain L2 inequalities involving Laguerre polynomials
Qn(x) := L(α)n (x)=
1
n!e
xx−α
(
d
dx
)n
{e−xxn+α}, where α >−1.
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L
(β)
n+1(x), where β = α or β = α − 1 and β >−1, then
∞∫
0
xk+βe−x
∣∣f (k)(x)∣∣2 dx 
∞∫
0
xk+βe−x
∣∣Q(k)n (x)∣∣2 dx for k = 1, . . . , n, (3.2)
and equality holds if and only if f = cQn with some constant c, |c| = 1.
(ii) Under the same conditions as in part (i) except for ω(x)= xL(β+1)n (x) with β = α
or β = α + 1, inequality (3.2) holds, and equality is possible if and only if f = cQn with
some constant c, |c| = 1.
We only outline the proof, sticking to the notation of Lemma 5. Making use of famil-
iar properties of Laguerre polynomials [21, Eqs. (5.1.10), (5.1.13) and (5.1.14)], it is not
difficult to see that the zeros of Qn and ω interlace. For part (i), the same properties of
Laguerre polynomials are used to verify that the zeros of L(β+1)n belong to In,1(ω), and,
as a consequence of Lemma 4, the zeros of L(β+k)n+1−k belong to In,k(ω). Then, according to
Lemma 5(i), |f (k)| is majorized by |Q(k)n | at the zeros of L(β+k)n+1−k . The proof of part (i) is
accomplished by calculation of the weighted integrals of |f (k)|2 and |Q(k)n |2 with the help
of the (n+ 1 − k)-point Gauss quadrature formula. The proof of part (ii) differs from that
of (i) by the use of appropriate (n+ 1 − k)-point Radau quadrature formula instead of the
Gauss quadrature formula. The details are left to the reader.
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