Numerical approximations and computational modeling of problems from Biology and Materials Science often deal with partial differential equations with varying coefficients and domains with irregular geometry. The challenge here is to design an efficient and accurate numerical method that can resolve properties of solutions in different domains/subdomains, while handling the arbitrary geometries of the domains. In this work, we consider 2D elliptic models with material interfaces and develop efficient high-order accurate methods based on Difference Potentials for such problems.
Introduction
Highly-accurate numerical methods (see Tadmor (2012) , etc.) that can efficiently handle irregular geometry and interface problems (usually described by mathematical models that have input data and solutions with discontinuities/non-smoothness across the interfaces), are crucial for the resolution of different temporal and spatial scales of physical, biological, biomedical problems, and problems from material sciences (models for composite materials, fluids, chemotaxis models, biofilms), to name a few. The major challenge here is to design a robust method that accurately captures certain properties of the solutions in different domains/subdomains (different regularity of the solutions in the domains, positivity, etc.), while handling the arbitrary geometries of the domains/subdomains. Moreover, any standard numerical method designed for smooth solutions, in general and in any dimension, will fail to produce accurate solutions to interface problems due to discontinuities in the model's parameters/solutions.
There is extensive literature that addresses problems in domains with irregular geometries and interface problems. Among finite-difference based methods for such problems are the Immersed Boundary Method (IB) Peskin (1977 Peskin ( , 2002 , etc., the Immersed Interface Method (IIM) LeVeque & Li (1994 , 1997 ; Li & Ito (2006) , etc., the Ghost Fluid Method (GFM) Fedkiw et al. (1999) , Liu et al. (2000) , Liu & Sideris (2003) , etc., the Matched Interface and Boundary Method (MIB) Zhou et al. (2006) ; Yu et al. (2007) ; Zhou et al. (2012) , etc., and the method based on the Integral Equations approach, Mayo (1984) , etc. Among the finite-element methods for interface problems are Babuška (1970) , Chen & Zou (1998) , Sinha & Deka (2005) , Mu et al. (2013) , Zahedi et al. (2013) ; Wadbro et al. (2013) , Guzman et al. (2015) , etc. These methods are sharp interface methods that have been employed to solve problems in science and engineering. For a detailed review of the subject the reader can consult Li & Ito (2006) . However, in spite of great advances in the past 40 years in the numerical methods for problems in arbitrary domains and/or interface problems, it is still a challenge to develop efficient numerical algorithms that can deliver high-order accuracy in space (higher than second-order), and that can handle general boundary/interface conditions. Therefore, we consider here an approach based on Difference Potentials Method (DPM) Ryaben kii (2002); Ryaben kiȋ (2012) . The DPM on its own, or in combination with other numerical methods, is an efficient technique for the numerical solution, as well as for the discrete modeling of interior and exterior boundary value problems in domains with arbitrary geometry (see for example, Ryaben kii (2002); Ryaben kiȋ (2012); Loncaric et al. (2001) ; Ryaben'kii & Tsynkov (1995) ; Tsynkov (1998) ; Medvinsky et al. (2012) ; Ryaben'kii et al. (2003) ; Ryaben kiȋ et al. (2006) ; Epshteyn (2012 Epshteyn ( , 2014 ; Epshteyn & Phippen (2015) ; Albright et al. (2015b,a) ). The main idea of DPM is to reduce uniquely solvable and wellposed boundary value problems to pseudo-differential boundary equations with projections. Methods based on Difference Potentials introduce computationally simple auxiliary domains (see for example Ryaben kii (2002) , Ryaben'kii et al. (2003) ; Ryaben kiȋ et al. (2006) ; Epshteyn (2014) ; Epshteyn & Phippen (2015) ; Albright et al. (2015b,a) , Medvinsky et al. (2012), etc) . After that, the original domains are embedded into auxiliary domains (and the auxiliary domains are discretized using regular structured grids). Next, DPM constructs discrete pseudo-differential Boundary Equations with Projections to obtain the value of the solution at the points near the continuous boundary of the original domain (at the points of the discrete grid boundary which straddles the continuous boundary from the inside and outside of the domain). Using the reconstructed values of the solution at the discrete grid boundary, the approximation to the solution in each domain/subdomain is obtained through the discrete generalized Green's formula. DPM offers geometric flexibility (without the use of unstructured meshes or body-fitted meshes), but does not require explicit knowledge of the fundamental solution. Furthermore, DPM is not limited to constant coefficient problems, does not involve singular integrals, and can handle general boundary and/or interface conditions.
The major computational cost of the methods based on Difference Potentials approach reduces to several solutions of simple auxiliary problems on regular structured grids. Methods based on Difference Potentials preserve the underlying accuracy of the schemes being used for the space discretization of the continuous PDEs in each domain/subdomain and at the same time are not restricted by the type of the boundary or interface conditions (as long as the continuous problems are well-posed), see Ryaben kii (2002) or some example of the recent works Britt et al. (2013) (2012) and Reznik (1982 Reznik ( , 1983 for a detailed theoretical study of the methods based on Difference Potentials, and Ryaben kii (2002); Ryaben kiȋ (2012); ; Loncaric et al. (2001) ; Ryaben'kii & Tsynkov (1995) ; Tsynkov (1998) Epshteyn (2012 Epshteyn ( , 2014 ; Epshteyn & Phippen (2015) ; Albright et al. (2015b,a) , etc. for the recent developments and applications of DPM.
In this work, we consider 2D elliptic models with material interfaces and develop efficient, high-order accurate (second-order and fourth-order) methods based on the Difference Potentials approach for such problems. This paper is an extension of the work in Epshteyn & Phippen (2015) to 2D models, and extension of the work in Ryaben'kii et al. (2003) ; Ryaben kiȋ et al. (2006) ; Epshteyn (2014) ; Epshteyn & Medvinsky (2015) to higher orders. A different example of an efficient and high-order accurate method, based on Difference Potentials and compact schemes for the Helmholtz equation in homogeneous media with the variable wave number in 2D, was recently developed and numerically tested in Medvinsky et al. (2012) and extended to the numerical simulation of the transmission and scattering of waves in Medvinsky et al. (2013) .
The paper is organized as follows. First, in Section 2 we introduce the formulation of our problem. Next, to simplify the presentation of the ideas for the construction of DPM with different orders of accuracy, we construct DPM with second and with fourth-order accuracy together in Section 3.2 for an elliptic type models in a single domain. In Section 4, we extend the second and the fourth-order DPM to interface/composite domain model problems. After that, in Section 5 we give a brief summary of the main steps of the proposed numerical algorithms. Finally, we illustrate the performance of the designed numerical algorithms based on Difference Potentials, as well as compare these algorithms with the Immersed Interface Method LeVeque & Li (1994) ; Beale & Layton (2006) , Mayo's method Mayo (1984) ; Beale & Layton (2006) and recently developed Edge-Based Correction Finite Element Interface method (EBC-FEI) Guzman et al. (2015) in several numerical experiments in Section 6. Some concluding remarks are given in Section 7.
Elliptic problem with material interface
In this work we consider interface/composite domain problem defined in some bounded domain Ω 0 ⊂ R 2 :
subject to the appropriate interface conditions:
and boundary conditions
where Ω 1 ∪ Ω 2 = Ω and Ω ⊂ Ω 0 , see Fig. 1 . Here, we assume L Ω s , s ∈ {1, 2} are second-order linear elliptic differential operators of the form
The piecewise-constant coefficients λ s 1 and σ s 0 are defined in larger auxiliary subdomains Ω s ⊂ Ω 0 s .The functions f s (x, y) are sufficiently smooth functions defined in each subdomain Ω s and α 1 , α 2 , β 1 , β 2 are constant coefficients. We assume that the continuous problem (2.1)-(2.3) is well-posed. Furthermore, we consider operators L Ω s which are well-defined on some larger auxiliary domain Ω 0 s : we assume that for any sufficiently smooth function f s (x, y) on Ω 0 s , the equation
s that satisfies the given boundary conditions on ∂ Ω 0 s . Here and below, the index s ∈ {1, 2} is introduced to distinguish between the subdomains.
Single domain
Our aim here is to construct high-order accurate numerical methods based on Difference Potentials that can handle general boundary and interface conditions for the elliptic interface problems (2.1)-(2.3). To
Example of the composite domain: domains Ω 1 and Ω 2 separated by the interface Γ , and the example of the points in the discrete grid boundary set γ for the 9-point stencil of the fourth-order method. Auxiliary domain Ω 0 can be selected here to coincide with the boundary of the exterior domain Ω 1 .
Example of an auxiliary domain Ω 0 , original domains Ω ⊂ Ω 0 , and the example of the points in the discrete grid boundary set γ for the 5-point stencil of the second-order method (left figure) and the example of the points in the discrete grid boundary set γ for the 9-point stencil of the fourth-order method (right figure).
simplify the presentation, we will first consider an elliptic problem defined in a single domain Ω :
subject to the appropriate boundary conditions
where Ω ⊂ Ω 0 and Γ := ∂ Ω , see Fig. 2 , and then extend the proposed ideas in a direct way to the interface/composite domain problems (2.1) -(2.3) in Section 4. Similar to the interface problem (2.1) -(2.3) we assume that L Ω is the second-order linear elliptic differential operator of the form
3)
The constant coefficients λ 1 and σ 0 are defined in a larger auxiliary subdomains Ω ⊂ Ω 0 .The function f (x, y) is a sufficiently smooth function defined in domain Ω . We assume that the continuous problem (3.1)-(3.2) is well-posed. Moreover, we consider here the operator L Ω which is well-defined on some larger auxiliary domain: we assume that for any sufficiently smooth function f (x, y) on Ω 0 , the equation L Ω 0 u = f (x, y) has a unique solution u Ω 0 on Ω 0 satisfying the given boundary conditions on ∂ Ω 0 .
Preliminaries to continuous potentials with projectors
The main focus of this paper is second-order linear elliptic equations of the form (3.1), (3.3). For the time being, we restrict our attention to constant coefficient elliptic operators (3.3). However, the main ideas of the method and definitions presented here extend in a straightforward way to elliptic models in heterogeneous media, see for example the recent work Epshteyn & Phippen (2015) -1D settings, 2nd and 4th -order methods; Epshteyn & Medvinsky (2015) -2D settings, 2nd -order method for elliptic models in heterogeneous media, where methods based on Difference Potentials have been developed for elliptic problems in heterogeneous media in 1D and 2D space dimensions. It will be part of our future work to extend high-order methods developed here and in Albright et al. (2015b,a) to efficient high-order methods (higher than 2nd-order methods in space) for elliptic and parabolic interface models in heterogeneous media in 2D. Recall here some mathematical preliminaries to continuous generalized Calderon's potentials with projectors (see also Ryaben kii (2002); Ryaben kiȋ et al. (2006) ; Medvinsky et al. (2012), etc.) . Difference Potentials (that will be employed here for construction of efficient and highly accurate algorithms for interface problems) are a discrete analogue of the continuous generalized Calderon's potentials with projectors. It is important to note that although this paper is focused on linear second-order elliptic problems, methods based on Difference Potentials are not limited by linear models or elliptic operators, Ryaben kii (2002), Utyuzhnikov (2009) .
Consider here the second-order linear elliptic equations with constant coefficients of the form (3.1), (3.3), where u(x, y) ∈ C ν+2+ε,Ω , ν = 0, 1, ..., 0 < ε < 1 is a solution to (3.1).
Recall, that the Cauchy data v Γ for an arbitrary continuous piecewise smooth function v(x, y) given on the boundary Γ := ∂ Ω and in some of its neighborhoods are defined as the vector-function
where ∂ ∂ n is the outward normal derivative relative to Ω , operator Tr Γ v denotes the trace of v(x, y) on the boundary Γ , and we assume that v| Γ ∈ C ν+2+ε,Γ , ∂ v ∂ n ∂Γ ∈ C ν+1+ε,Γ . Similarly to (3.4), denote u Γ to be the Cauchy data of a solution u of (3.1). Now, if G := G(x, y) is the fundamental solution of L Ω , then recall classical Green's formula for a solution u(x, y) of (3.1): 
Review of some properties of continuous generalized potential of Calderon type, see Ryaben kiȋ 1. For any density
2. In general, the trace of P ΩΓ ξ Γ will not coincide with ξ Γ = (ξ 0 , ξ 1 )| Γ : Tr Γ P ΩΓ ξ Γ = ξ Γ . However, if u(x, y) is the solution of the homogeneous equation: L Ω [u] = 0 on Ω , and if it happens that the density ξ Γ ≡ Tr Γ u is the trace of that solution u(x, y), then P ΩΓ ξ Γ = u(x, y), (x, y) ∈ Ω , and (3.6) becomes the classical Green's formula for the solution of the homogeneous problem:
In other words, it can be shown that a given density function
it satisfies the homogeneous Boundary Equation with Projection (BEP):
Here, projection P Γ ξ Γ is the Calderon projection defined as the trace on Γ of the potential P ΩΓ ξ Γ :
Note, that it can be shown that the operator P Γ ξ Γ is an actual projection operator: P Γ ξ Γ = P 2 Γ ξ Γ . 3. Similarly to (3.7), a given density function ξ Γ = (ξ 0 , ξ 1 )| Γ is the trace of a solution u(x, y) to the inhomogeneous equation L Ω [u] = f on Ω : ξ Γ = Tr Γ u, iff it satisfies the inhomogeneous Boundary Equation with Projection (BEP):
Here, G denotes the Green's operator, the inverse G f ≡ Ω G(x, y) f (y)dy, see classical Green's formula above (3.5).
Finally, after some density ξ Γ is obtained from (BEP) (3.9), the solution u(x, y) on Ω is obtained from the Generalized Green's Formula:
where ξ Γ = Tr Γ u.
(Similarly, in the homogeneous case: u = P ΩΓ ξ Γ .) 4. Note, that inhomogeneous (BEP) (3.9) has multiple solutions ξ Γ since the equation L Ω [u] = f on Ω has multiple solutions u on Ω (similarly, the homogeneous (BEP) (3.7) alone has multiple solutions ξ Γ since the equation L Ω [u] = 0 on Ω has multiple solutions u on Ω ). To find a unique solution u one must impose appropriate boundary conditions (3.2). Hence, one has to solve (BEP) together with the boundary conditions to find a unique density ξ Γ :
(3.12) (similarly, in the homogeneous case, to find a unique density ξ Γ , one has to solve ξ Γ − P Γ ξ Γ = 0 and 
High-order methods based on difference potentials
The current work is an extension of the work started in 1D settings in Epshteyn & Phippen (2015) to the 2D elliptic models. For time being we restrict our attention here to models with piecewise-constant coefficients. However, the construction of the methods presented below allows for a straightforward extension to models in heterogeneous media, which will be part of our future research. In this work, the choices of the second-order discretization (3.16) and the fourth-order discretization (3.17) below were considered for the purpose of the efficient illustration and implementation of the ideas, as well as for the ease of the future extension to models in heterogeneous media. However, the approach presented here based on Difference Potentials is general, and can be similarly used with any suitable underlying high-order discretization of the given continuous model: DPM is the method of building a discrete approximation to the continuous generalized Calderon's potentials, Section 3.1, (3.6) and to the continuous Boundary Equations with Projections (BEP), Section 3.1, (3.11)-(3.12), (3.10) (see Ryaben kii (2002) for the detailed theoretical foundation of DPM).
Similar to Epshteyn & Phippen (2015) , we will illustrate our ideas below by constructing the second and the fourth-order schemes together, and will only comment on the differences between them.
Introduction of the Auxiliary Domain: Place the original domain Ω in the computationally simple auxiliary domain Ω 0 ⊂ R 2 that we will choose to be a square. Next, introduce a Cartesian mesh for Ω 0 , with points x j = j∆ x, y k = k∆ y, (k, j = 0, ±1, ...). Let us assume for simplicity that h := ∆ x = ∆ y.
Define a finite-difference stencil N κ j,k := N 5 j,k or N κ j := N 9 j,k with its center placed at (x j , y k ), to be a 5-point central finite-difference stencil of the second-order method, or a 9-point central finite-difference stencil of the fourth-order method, respectively, see Fig. 3 :
(3.14) figure) and example (a sketch) of the 9-point stencil for the fourth-order scheme (3.14) (right figure).
Next, introduce the point sets M 0 (the set of all mesh nodes (x j , y k ) that belong to the interior of the auxiliary domain Ω 0 ), M + := M 0 ∩ Ω (the set of all the mesh nodes (x j , y k ) that belong to the interior of the original domain Ω ), and M − := M 0 \M + (the set of all the mesh nodes (x j , y k ) that are inside of the auxiliary domain Ω 0 but belong to the exterior of the original domain Ω ). Define N + := { j,k N κ j,k |(x j , y k ) ∈ M + } (the set of all points covered by the stencil N κ j,k when the center point (x j , y k ) of the stencil goes through all the points of the set M + ⊂ Ω ). Similarly define N − := { j,k N κ j,k |(x j , y k ) ∈ M − } (the set of all points covered by the stencil N κ j,k when center point (x j , y k ) of the stencil goes through all the points of the set M − ). Now, we can introduce γ := N + ∩ N − . The set γ is called the discrete grid boundary. The mesh nodes from set γ straddles the boundary Γ ≡ ∂ Ω . Finally, define
Remark: From here and below κ either takes the value 5 (if the 5-point stencil is used to construct the second-order method), or 9 (if the 9-point stencil is used to construct the fourth-order method).
The sets N 0 , M 0 , N + , N − , M + , M − , γ will be used to develop high-order methods in 2D based on the Difference Potentials idea.
Construction of the Difference Equations:
The discrete version of the problem (3.1) is to find u j,k ∈ N + such that
The discrete system of equations (3.15) is obtained here by discretizing (3.1) with the second-order 5-point central finite difference scheme (3.16) (if the second-order accuracy is desired), or with the fourthorder 9-point central finite difference scheme in space (3.17) (if the fourth-order accuracy is needed).
Here and below, by L h we assume the discrete linear operator obtained using either the second-order approximation to (3.1), or the fourth-order approximation to (3.1), and by f j,k a discrete right-hand side. Second-Order Scheme:
The right-hand side in the discrete system (3.15) is f j,k := f (x j , y k ) for the second-order method. Fourth -Order Scheme:
Again, the right-hand side in the discrete system (3.15) in case of fourth-order discretization (3.17) is
The standard second-order and fourth-order schemes (3.16) -(3.17) above are employed here as the underlying discretization of the continuous equation (3.1) similar to the 1D work, Epshteyn & Phippen (2015) . In general, the linear system of difference equations (3.15) will have multiple solutions as we did not enforce any boundary conditions. Once we complete the discrete system (3.15) with the appropriate discrete boundary conditions, the method will result in an accurate approximation of the continuous model (3.1)-(3.2) in domain Ω . To do so efficiently, we will construct numerical algorithms based on the idea of the Difference Potentials.
General Discrete Auxiliary Problem: Some of the important steps of the DPM are the introduction of the auxiliary problem, which we will denote as (AP), as well as definitions of the particular solution and Difference Potentials. Let us recall these definitions below (see also Ryaben kii (2002), Epshteyn & Phippen (2015) , Epshteyn & Medvinsky (2015) , etc.). DEFINITION 3.2 The problem of solving (3.18) -(3.19) is referred to as the discrete auxiliary problem (AP): For the given grid function q ∈ M 0 , find the solution v ∈ N 0 of the discrete (AP) such that it satisfies the following system of equations:
Here, L h is the same linear discrete operator as in (3.15), but now it is defined on the larger auxiliary domain Ω 0 (note that, we assumed before in Section 3 that the continuous operator on the left-hand side of the equation (3.1) is well-defined on the entire domain Ω 0 ). It is applied in (3.18) to the function v ∈ N 0 . We remark that under the above assumptions on the continuous model, the (AP) (3.18) -(3.19) is well-defined for any right-hand side function q j,k : it has a unique solution v ∈ N 0 . In this work we supplemented the discrete (AP) (3.18) by the zero boundary conditions (3.19). In general, the boundary conditions for (AP) are selected to guarantee that the discrete system L h [v j,k ] = q j,k has a unique solution v ∈ N 0 for any discrete right-hand side function q. Remark: The solution of the (AP) (3.18)-(3.19) defines a discrete Green's operator G h (or the inverse operator to L h ). Although the choice of boundary conditions (3.19) will affect the operator G h , and hence the difference potentials and the projections defined below, it will not affect the final approximate solution to (3.1) -(3.2), as long as the (AP) is uniquely solvable and well-posed.
Construction of a Particular Solution:
Let us denote by u j,k := G h f j,k , u j,k ∈ N + the particular solution of the discrete problem (3.15), which we will construct as the solution (restricted to set N + ) of the auxiliary problem (AP) (3.18) -(3.19) of the following form:
We now introduce a linear space V γ of all the grid functions denoted by v γ defined on γ, Ryaben kii (2002), Epshteyn & Phippen (2015) , etc. We will extend the value v γ by zero to other points of the grid N 0 . DEFINITION 3.3 The Difference Potential with any given density v γ ∈ V γ is the grid function u j,k := P N + γ v γ , defined on N + , and coincides on N + with the solution u j,k of the auxiliary problem (AP) (3.18) -(3.19) of the following form:
The Difference Potential with density v γ ∈ V γ is the discrete inverse operator. Here, P N + γ denotes the operator which constructs the difference potential u j,k = P N + γ v γ from the given density v γ ∈ V γ . The operator P N + γ is the linear operator of the density v γ : u m = ∑ l∈γ A lm v l , where m ≡ ( j, k) is the index of the grid point in the set N + and l is the index of the grid point in the set γ. Here, value u m is the value of the difference potential P N + γ v γ at the grid point with an index m : u m = P N + γ v γ | m and coefficients {A lm } are the coefficients of the difference potentials operator. The coefficients {A lm } can be computed by solving simple auxiliary problems (AP) (3.22) -(3.23) (or by constructing a Difference Potential operator) with the appropriate density v γ defined at the points (x j , y k ) ∈ γ.
Next, similarly to Ryaben kii (2002), Epshteyn & Phippen (2015) , etc., we can define another operator P γ : V γ → V γ that is defined as the trace (or restriction/projection) of the Difference Potential P N + γ v γ on the grid boundary γ:
We will now formulate the crucial theorem of DPM (see, for example Ryaben kii (2002), Epshteyn & Phippen (2015) , etc.).
THEOREM 3.4 Density u γ is the trace of some solution u to the Difference Equations (3.15): u γ ≡ Tr γ u, if and only if, the following equality holds (3.25) where G h f γ := Tr γ (G h f ) is the trace (or restriction) of the particular solution G h f ∈ N + constructed in (3.20) -(3.21) on the grid boundary γ.
Proof: The proof follows closely the general argument from Ryaben kii (2002) and can be found, for example, in Epshteyn & Phippen (2015) (the extension to higher-dimension is straightforward).
2 Remark: 1. Note that the difference potential P N + γ u γ is the solution to the homogeneous difference equation
and is uniquely defined once we know the value of the density u γ at the points of the boundary γ.
2. Note, also that the difference potential P N + γ u γ is the discrete approximation to the generalized potentials of the Calderon's type P ΩΓ ξ Γ (3.6):
3. Moreover, note that the density u γ has to satisfy discrete Boundary Equations u γ − P γ u γ = G h f γ in order to be a trace of the solution to the difference equation
4. The discrete boundary equations with projection u γ − P γ u γ = G h f γ , (3.25) is the discrete analogue of the continuous boundary equations with projection ξ Γ − P Γ ξ Γ = Tr Γ G f , (3.9).
Coupling of Boundary Equations with Boundary Conditions:
The discrete Boundary Equations with Projections (3.25) which can be rewritten in a slightly different form as:
is the linear system of equations for the unknown density u γ . Here, I is the identity operator, P γ is the projection operator, and the known right-hand side G h f γ is the trace of the particular solution (3.20) on the discrete grid boundary γ.
The above system of discrete Boundary Equations (3.26) will have multiple solutions without boundary conditions (3.2), since it is equivalent to the difference equations
We need to supplement it by the boundary conditions (3.2) to construct the unique density u γ ≈ u(x, y)| γ , where u(x, y) is the solution to the continuous model (3.1)-(3.2).
Thus, we will consider the following approach to solve for the unknown density u γ from the discrete Boundary Equations (3.26). One can represent the unknown densities u γ through the values of the continuous solution and its gradients at the boundary of the domain with the desired accuracy: in other words, one can define the smooth extension operator for the solution of (3.1), from the continuous boundary Γ = ∂ Ω to the discrete boundary γ. Note that the extension operator (the way it is constructed below) depends only on the properties of the given model at the continuous boundary Γ .
For example, in case of 3 terms, the extension operator is: 27) where π γΓ [u Γ ] defines the smooth extension operator of Cauchy data u Γ from the continuous boundary Γ to the discrete boundary γ, d denotes the signed distance from the point (x j , y k ) ∈ γ to the nearest boundary point on the continuous boundary Γ of the domain Ω (the signed length of the shortest normal from the point (x j , y k ) ∈ γ to the point on the continuous boundary Γ of the domain Ω ). We take it either with sign "+" (if the point (x j , y k ) ∈ γ is outside of the domain Ω ), or with sign "−" (if the point (x j , y k ) ∈ γ is inside the domain Ω ). The choice of a 3 term extension operator (3.27) is sufficient for the second-order method based on Difference Potentials (see numerical tests (even with challenging geometry) in Section 6, as well as Ryaben kii (2002), Epshteyn & Phippen (2015) , etc.). For example, in case of 5 terms, the extension operator is:
again, as in (3.27), π γΓ [u Γ ] defines the smooth extension operator of Cauchy data u Γ from the continuous boundary Γ to the discrete boundary γ, d denotes the signed distance from the point (x j , y k ) ∈ γ to the nearest boundary point on the continuous boundary Γ of the domain Ω . As before, we take it either with sign "+" (if the point (x j , y k ) ∈ γ is outside of the domain Ω ), or with sign "−" (if the point (x j , y k ) ∈ γ is inside the domain Ω ). The choice of a 5 term extension operator (3.28) is sufficient for the fourth-order method based on Difference Potentials (see Section 6, Epshteyn & Phippen (2015) , etc.). For any sufficiently smooth single-valued periodic function g(s) on Γ with a period |Γ |, assume that the sequence
tends to zero with increasing
Here, s can be thought as the arc length along Γ , and |Γ | is the length of the boundary. We selected arc length s at this point only for the definiteness. Other parameters along Γ are used in the numerical examples (polar angle for the circle and elliptical angle for the ellipse), see Section 6 and the brief discussion below. Therefore, to discretize the elements
Γ from the space of Cauchy data, one can use the approximate equalities:
where
are the set of basis functions to represent the Cauchy data on the boundary of the domain Γ and (c 0 ν , c 1 ν ) with (ν = 0, 1, ..., N 0 , ν = 0, 1, ..., N 1 ) are the unknown numerical coefficients to be determined.
Remark: For smooth Cauchy data, it is expected that a relatively small number (N 0 , N 1 ) of basis functions are required to approximate the Cauchy data of the unknown solution, due to the rapid convergence of the expansions (3.30). Hence, in practice, we use a relatively small number of basis functions in (3.30), which leads to a very efficient numerical algorithm based on Difference Potentials approach, see Section 6 for a numerical illustration of the method.
In the case of the Dirichlet boundary condition in (3.1) -(3.2), u(s)| Γ is known, and hence, the coefficients c 0 ν above in (3.30) are given as the data which can be determined as the minimization of
For other boundary value problems (3.1), the procedure is similar to the case presented for Dirichlet data. For example, in the case of Neumann boundary condition in (3.2), the coefficients c 1 ν in (3.30) are known and again found as the minimization
Example of the construction of the extension operator in case of circular domains and polar angle θ as the parametrization parameter, s ≡ θ : The elliptic equation in (3.1) can be rewritten in standard polar coordinates (r, θ ) as:
The coordinate r corresponds to the distance from the origin along the normal direction n to the circular interface Γ . Hence, extension operators (3.27)-(3.28) are equivalent to: where, as before, d = r −r 0 denotes the signed distance from a grid point (x j , y k ) ∈ γ on the radius r, to the nearest point (x, y) ∈ Γ on the original circle corresponding to the radius r 0 . The higher-order derivatives
, and the consecutive differentiation of the governing differential equation (3.31) with respect to r as illustrated below:
The expression (3.34) for
∂ r 2 is used in the 3-term extension operator (3.32) in the second-order method, and is used in the 5-term extension operator (3.33) in the fourth-order method.
Similarly, in the 5-term extension operator (3.33), terms 
2. Example of the construction of the extension operator in case of the elliptical domains, and elliptical angle θ as the parametrization parameter, s ≡ θ : Analogously to the above case of a circular domain, for the case of the domain where boundary Γ is defined by an ellipse x 2 /a 2 + y 2 /b 2 = 1, one possible convenient choice is to employ elliptical angle θ as the parametrization parameter s ≡ θ , and represent the extension operators (3.27) -(3.28) using such parametrization (see also Medvinsky et al. (2012) ).
Recall, that an elliptical coordinate system with coordinates (η, θ ) is given by the standard transformation:
x =ρ cosh η cos θ (3.38) y =ρ sinh η sin θ (3.39)
where η 0 and 0 θ < 2π, see Fig. 4 . Also, recall that the distance from the center of the ellipse to either foci is defined as ρ = √ a 2 − b 2 . In elliptical coordinates, the constant η = η 0 ≡ 1 2 ln a+b a−b , the coordinate line (isoline), is given by the ellipse:
Similarly, for constant θ = θ 0 , the coordinate line is defined by the hyperbola:
Now, let us recall that for the choice of elliptical coordinates the basis vectors are defined as:
The corresponding Lame coefficients in both directions are equivalent to H = ρ sinh 2 η + sin 2 θ . Consequently, the elliptic equation in (3.1) can be rewritten in the standard elliptical coordinates (η, θ ) as:
Similarly to the above example of a circular domain, the smooth extension operators (3.27)-(3.28) are equivalent to:
where, again as before, d = η − η 0 denotes the signed distance from a grid point (x j , y k ) ∈ γ on the coordinate line η, to the nearest point (x, y) ∈ Γ on the original ellipse corresponding to the contour line η 0 .
The higher-order derivatives 
where ∂ 4 u ∂ η 2 ∂ θ 2 is given by:
Note, that in formulas (3.47) -(3.48) term
∂ η 2 is replaced by expression given in (3.45). After the selection of the parametrization s of Γ and construction of the extension operator, we use spectral approximation (3.30) in the extension operator u γ = π γΓ [ũ Γ ] in (3.27) (for the second-order method), or in the extension operator u γ = π γΓ [ũ Γ ] in (3.28) (for the fourth-order method):
(3.49)
Therefore, boundary equations (BEP) (3.26) becomes an overdetermined linear system of the dimension |γ| × (N 0 + N 1 ) for the unknowns (c 0 ν , c 1 ν ) (note that |γ| >> (N 0 + N 1 )). This system (3.26) for (c 0 ν , c 1 ν ) is solved using the least-squares method, and hence one obtains the unknown density u γ . The final step of the DPM is to use the computed density u γ to construct the approximation to the solution (3.1) -(3.2) inside the physical domain Ω . Generalized Green's Formula:
Statement 3.1 The discrete solution u j,k := P N + γ u γ + G h f , (x j , y k ) ∈ N + is the approximation to the exact solution u(x j , y k ), (x j , y k ) ∈ N + ∩ Ω of the continuous problem (3.1) -(3.2).
Discussion: The result is the consequence of the sufficient regularity of the exact solution, Theorem 3.4, either the extension operator (3.27) (for the second-order scheme) or the extension operator (3.28) (for the fourth-order scheme), as well as the second-order and the fourth-order accuracy of the schemes (3.16), (3.17) respectively. Thus, we expect that the numerical solution u j,k := P N + γ u γ + G h f will approximate the exact solution u(x j , y k ), (x j , y k ) ∈ N + ∩ Ω of the continuous problem (3.1) -(3.2) with O(h 2 ) (for the second-order scheme) and with O(h 4 ) (for the fourth-order scheme) in the maximum norm. Furthermore, in Section 6, we confirm the efficiency and the high-order accuracy of the proposed numerical algorithms with several challenging numerical tests for the interface/composite domain problems.
Recall, in Reznik (1982 Reznik ( , 1983 it was shown (under sufficient regularity of the exact solution), that the Difference Potentials approximate surface potentials of the elliptic operators (and, therefore DPM approximates the solution to the elliptic boundary value problem) with the accuracy of O(h P−ε ) in the discrete Hölder norm of order Q + ε. Here, 0 < ε < 1 is an arbitrary number, Q is the order of the considered elliptic operator, and P = 2 (if the second-order scheme is used for the approximation of the elliptic operator), or P = 4 (if the fourth-order scheme is used for the approximation of the elliptic operator), see Reznik (1982 Reznik ( , 1983 or Ryaben kii (2002) for the details and proof of the general result.
Remark:
• The formula P N + γ u γ + G h f is the discrete generalized Green's formula.
• Note that after the density u γ is reconstructed from the Boundary Equations with Projection (3.26), the Difference Potential is easily obtained as the solution of a simple (AP) using Def. 3.3.
Schemes based on difference potentials for interface and composite domains problems
In Section 3.2 we constructed second and fourth-order schemes based on Difference Potentials for problems in the single domain Ω . In this section, we will show how to extend these methods to interface/composite domains problems (2.1) -(2.3). First, as we have done in Section 3 for the single domain Ω , we will introduce the auxiliary domains. We will place each of the original subdomains Ω s in the auxiliary domains Ω 0 s ⊂ R 2 , (s = 1, 2) and will state the auxiliary difference problems in each subdomain Ω s , (s = 1, 2). The choice of these auxiliary domains Ω 0 1 and Ω 0 2 , as well as the auxiliary difference problems, do not need to depend on each other. After that, for each subdomain, we will proceed in a similar way as we did in Section 3.2. Also, for each auxiliary domain Ω 0 s we will consider, for example a Cartesian mesh (the choice of the grids for the auxiliary problems will be independent of each other). After that, all the definitions, notations, and properties introduced in Section 3.2 extend to each subdomain Ω s in a direct way (index s, (s = 1, 2) is used to distinguish each subdomain). Let us denote the difference problem of (2.1) -(2.3) for each subdomain as:
The difference problem (4.1) is obtained using either the second-order (3.16) or the fourth-order scheme (3.17).
The main theorem of the method for the composite domains/interface problems is:
Statement 4.1 Density u γ := (u γ 1 , u γ 2 ) is the trace of some solution u ∈ Ω 1 ∪ Ω 2 to the Difference Equations (4.1): u γ ≡ Tr γ u, if and only if, the following equality holds
The obtained discrete solution u j,k : Discussion: The result is a consequence of the results in Section 3.2. We expect that the solution u j,k := P s N + s γ s u γ s + G h s f s , (x j , y k ) ∈ N + s will approximate the exact solution u(x j , y k ) ∈ Ω 1 ∪ Ω 2 , (x j , y k ) ∈ N + s ∩ Ω s , (s = 1, 2) with the accuracy O(h 2 ) for the second -order method, and with the accuracy O(h 4 ) for the fourth -order method in the maximum norm. Also, see Section 6 for the numerical results.
Remark: Similar to the discussion in Section 3.2, the Boundary Equations (4.2) -(4.3) alone will have multiple solutions and have to be coupled with boundary (2.3) and interface conditions (2.2) to obtain the unique densities u γ 1 and u γ 2 . We consider the extension formula (3.27) (second-order method) or (3.28) (fourth-order method) to construct u γ s , s = 1, 2 in each subdomain/domain.
Main steps of the algorithm
In this section, for the reader's convenience we will briefly summarize the main steps of the numerical algorithm.
• Step 1: Introduce a computationally simple auxiliary domain and formulate the auxiliary problem (AP).
•
Step 2: Compute a Particular solution, u j,k := G h f , (x j , y k ) ∈ N + , as the solution of the (AP). For the single domain method, see (3.20) -(3.21) in Section 3.2 (second-order and fourth -order schemes). For the direct extension of the algorithms to the interface and composite domains problems, see Section 4.
• Step 3: Next, compute the unknown densities u γ at the points of the discrete grid boundary γ by solving the system of linear equations derived from the system of Boundary Equations with Projection: see (3.26) -(3.27) (second -order scheme), or (3.26), (3.28) (fourth -order scheme) in Section 3.2, and extension to the interface and composite domain problems (4.2) -(4.3) in Section 4.
Step 4: Using the definition of the Difference Potential, Def. 3.3, Section 3.2, and Section 4 (algorithm for interface/composite domain problems), compute the Difference Potential P N + γ u γ from the obtained density u γ .
Step 5: Finally, obtain the approximation to the continuous solution from u γ using the generalized Green's formula, u(x, y) ≈ P N + γ u γ + G h f , see Statement 3.1 in Section 3.2, and see Statement 4.1 in Section 4.
Numerical tests
In this section, we present several numerical experiments for interface/composite domain problems that illustrate the high-order accuracy and efficiency of methods based on Difference Potentials presented in Sections 2 -4. Moreover, we also compare the accuracy of Difference Potentials methods with the accuracy of some established methods for interface problems, like Mayo's method Mayo (1984) ; Beale & Layton (2006) , and Immersed Interface method (IIM) LeVeque & Li (1994) ; Beale & Layton (2006) , as well as with the accuracy of a recently developed Finite Element method, Edge-Based Correction Finite Element Interface method (EBC-FEI), Guzman et al. (2015) . In all the numerical tests below, except the first test from Guzman et al. (2015) (Tables 1-2 ), the error in the approximation E h to the exact solution of the model is determined by the size of the relative maximum error:
Moreover, we also compute the relative maximum error in the components of the discrete gradient denoted ∇ x E h and ∇ y E h , which are determined by the following centered difference formulas:
In the first test below from Guzman et al. (2015) , Section 6.1, Tables 1 -2, we compute just maximum error in the solution and in the discrete gradient of the solution. Remark: 1. Below, in Section 6.1 we consider interface/composite domain problems defined in domains similar to the example of the domains Ω 1 and Ω 2 illustrated on Fig. 1 , Section 1. Hence, for the exterior domain Ω 1 we select auxiliary domain Ω 0 1 to be a rectangle with the boundary ∂ Ω 0 1 , which coincides with the boundary ∂ Ω 1 of the exterior domain Ω 1 . After that, we construct our method based on Difference Potentials as described in Sections 3.2 -5. To take advantage of the given boundary conditions and specifics of the exterior domain Ω 1 /auxiliary domain Ω 0 1 , we construct the particular solution (3.20) and Difference Potential (3.22) for the exterior auxiliary problem in Ω 0 1 using the discrete operator L h [u j,k ]. This discrete operator has a modified stencil near the boundary of the auxiliary domain Ω 0 1 for the fourth-order method (3.17) as follows (example of the point at "southwest" corner of the grid):
Other near-boundary nodes in Ω 0 1 are handled in a similar way in L h [u j,k ] for (3.17) (fourth-order scheme). Note, that to construct a particular solution (3.20) and Difference Potential (3.22) for the interior problem stated in auxiliary domain Ω 0 2 , we do not modify stencil in L h [u j,k ] for (3.17) (fourth-order scheme) near the boundary ∂ Ω 0 2 of the interior auxiliary domain Ω 0 2 . 2. In all numerical tests in Section 6.1, we select a standard trigonometric system of basis functions for the spectral approximation in (3.30), Section 3.2: φ 0 (s) = 1, φ 1 (s) = sin 
Second-order (DPM2) and fourth-order (DPM4): numerical results
The first test that we consider below (6.5)-(6.6) can be found in a recent paper, on Edge-Based Correction Finite Element Interface method (EBC-FEI), Guzman et al. (2015) , and a similar test problem was considered also in LeVeque & Li (1994) . In this test we illustrate that DPM2 and DPM4 captures the solution and the discrete gradient of the solution with almost machine-accuracy (compare to EBC-FEI results in Guzman et al. (2015) ). The test problem is defined similar to Guzman et al. (2015) : (6.5) subject to the interface and boundary conditions in the form of (2.2) -(2.3) (computed using the exact solution and Dirichlet boundary condition on the boundary of the exterior domain ∂ Ω 1 ). The exact solution for the test problem is
(6.6)
The interior subdomain and exterior subdomain for the test problem are:
, interior subdomain,
We employ for DPM the following auxiliary domains here:
Table 1 (maximum error in the solution) and Table 2 (maximum error in the discrete gradient of the solution) clearly illustrate almost machine precision accuracy for DPM2 and DPM4 as expected on such a test problem (the observed slight breakdown of the accuracy of the fourth-order scheme DPM4 on finer grids is due to the loss of significant digits). Table 1 . Here, we selected N to match h in the paper, Guzman et al. (2015) : N = 45 corresponds to h ≈ 4.4e − 02 and N = 1438 corresponds to h = 1.4e − 03. Grid convergence in the approximate solution. The interior domain Ω 2 is the circle with R = The other tests presented in Tables 3-50 consider ellipses b 2 = 1 with a different aspect ratio a/b as the interface curve. Note that we also performed the same tests using a circle as the interface curve and obtained a similar convergence rate: second-order and fourth-order convergence rate in the maximum error in the solution, as well as in the maximum error in the discrete gradient of the solution for DPM2 and DPM4, respectively. Furthermore, results presented in Fig. 5 show that the error in DPM Table 2 . Here, we selected N to match h in the paper, Guzman et al. (2015) : N = 45 corresponds to h ≈ 4.4e − 02 and N = 1438 corresponds to h = 1.4e − 03. Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom).
(DPM2 and DPM4) is not affected too much by the size of the aspect ratio of the considered elliptical domains. This demonstrates the additional robustness of the designed numerical schemes. The test problems for Tables 3-6 are defined similar to Beale & Layton (2006) :
subject to the interface and boundary conditions in the form of (2.2) -(2.3) (computed using the exact solutions and Dirichlet boundary condition on the boundary of the exterior domain ∂ Ω 1 ). The exact solution, see Fig. 6 , for the test problem in Beale & Layton (2006) , page 110 and in Tables 3 -4 below is defined as
The exact solution, see Fig. 7 for the test problem in Beale & Layton (2006) , page 112 and in Tables 5 -6 below is defined as
(6.9)
The interior domain and exterior domains for both test problems are:
Again, to use similar (but not exact) settings as in Beale & Layton (2006) we employ for DPM2 and DPM4 the following auxiliary domains here: Tables 3 -6 for DPM2 illustrate overall second-order rate of convergence in the relative FIG. 5 . Grid convergence using DPM2 (blue) and DPM4 (black) is compared for several different interfaces Γ : x 2 /a 2 + y 2 /b 2 = 1 with increasing aspect ratios a/b. The results are presented for the test problem (6.10), (6.11) with material coefficients λ 1 = λ 2 = 1 (left figure) and for the test problem (6.10), (6.12) with material coefficients λ 1 = λ 2 = 1 (right figure) . Similar results are produced by DPM for the same test problems but with different material coefficients in different subdomains, as well as for error in the gradient of the solution. maximum error in the solution and in the relative maximum error in the discrete gradient of the solution, and are either similar or better than the results for Mayo's method and IIM for the same test problems in Beale & Layton (2006) . Moreover, DPM4 gives a fourth-order convergence rate in the relative maximum error in the solution and in the relative maximum error in the discrete gradient of the solution, and the magnitude of the errors is much smaller than for DPM2, Mayo's method and IIM. Such high-order accuracy of DPM4 and the efficiency of numerical algorithms based on Difference Potentials is also crucial for time-dependent problems where lower-order methods will fail to resolve delicate features of the solutions to model problems Albright et al. (2015b,a) . Note, that we also used here different auxiliary domains for the interior and exterior subdomains -this is another flexibility of DPM. Table 3 . The interior domain Ω 2 is the ellipse with a = 0.7, b = 0.9 centered at the origin, and the exterior domain is [−1.1, 1.1] × [−1.1, 1.1]\Ω 2 . Test problem (6.7) -(6.8). The dimension of the set of basis functions is N 0 + N 1 = 2. In this test N denotes half of the number of subintervals in each direction as in Beale & Layton (2006) : compare results to Beale & Layton (2006) The next several tests are modified versions of the test problem from Li & Ito (2006) . Furthermore, we consider an interface model problem (2.1) with different diffusion/material coefficients in different subdomains (including a large jump ratio between diffusion/material coefficients λ 1 ∈ Ω 1 and λ 2 ∈ Ω 2 ) which makes it an even more challenging task for numerical methods. In all the following tables, N denotes the total number of subintervals in each direction. The test problems for Tables 7-24 Table 4 . Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom). Again, N denotes here half of the number of subintervals in each direction as in Beale & Layton (2006) : compare results to Beale & Layton (2006) , Table 5 . Grid convergence in the approximate solution. The interior domain Ω 2 is the ellipse with a = 0.7, b = 0.9 centered at the origin, and the exterior domain is [−1.1, 1.1] × [−1.1, 1.1]\Ω 2 . Test problem (6.7), (6.9). The dimension of the set of basis functions is N 0 + N 1 = 2. In this test N denotes half of the number of subintervals in each direction as in Beale & Layton (2006) : compare results to Beale & Layton (2006) , Table 6 . Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom). Again, N denotes here half of the number of subintervals in each direction as in Beale & Layton (2006) : compare results to Beale & Layton (2006) , Table 2 , page 112. similar to Li & Ito (2006) : 2 (6.10) subject to the interface and boundary conditions in the form of (2.2) -(2.3) (computed using the exact solutions and Dirichlet boundary condition on the boundary of the exterior domain ∂ Ω 1 ). The exact solution for the test problem in Tables 7 -24 below, see also Fig. 8 (and in Li & Ito (2006) ) is defined as
Results in
(6.11) Moreover, the exact solution for the test problem Tables 25 -42 below has a much higher frequency (oscillations) in the exterior subdomain Ω 1 , and is defined as:
(6.12)
We employ for DPM the following auxiliary domains here: Table 7 . Grid convergence in the approximate solution. The interior domain Ω 2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is
Test problem (6.10), (6.11) with material coefficients λ 1 = λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 17. Table 9 . Grid convergence in the approximate solution. The interior domain Ω 2 is the ellipse with a = 0.9, b = 0.3 centered at the origin, and the exterior domain is
Test problem (6.10), (6.11) with material coefficients λ 1 = λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 17. Table 11 . Grid convergence in the approximate solution. The interior domain Ω 2 is the ellipse with a = 1, b = 0.25 centered at the origin, and the exterior domain is
Test problem (6.10), (6.11) with material coefficients λ 1 = λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 17. Table 31 . Grid convergence in the approximate solution. The interior domain Ω 2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω 1 = [−2, 2] × [−2, 2]\Ω 2 . Test problem (6.10), (6.12) with material coefficients λ 1 = 1000 and λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 44.
As in previous tests, results in Tables 7 -42 illustrate an overall second-order rate of convergence for DPM2, and fourth-order convergence rate for DPM4 in the relative maximum error in the solution and in the relative maximum error in the discrete gradient of the solution. This confirms that designed methods based on Difference Potentials are high-order accurate sharp interface methods, which can also handle irregular geometry efficiently using simple grids. Table 43 . Grid convergence in the approximate solution using non-matching grids. The interior domain Ω 2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω 1 = [−2, 2] × [−2, 2]\Ω 2 . Test problem (6.10), (6.12) with material coefficients λ 1 = 1 and λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 58. Table 44 . Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom).
Finally, we use the same test problem (6.10), (6.12) to illustrate another flexibility of these methods: we consider non-matching grids for different subdomains, see Tables 43 -44 . We show that when we use a much coarser mesh in the domain Ω 2 with the less oscillatory solution, we obtain an accuracy which is very close to the accuracy we achieved while using the same fine mesh in both domains Ω 1 and Ω 2 , see Tables 45 -46 . We plan to develop this feature further and design adaptive algorithms based on DPM that will handle geometric singularities. Moreover, for the same test problem, (6.10), (6.12) we consider mixed-order DPM (we use different order of approximation in different domains), Tables 47 -48. We also show that when we use a lower order approximation in the domain Ω 2 with a less oscillatory solution, we obtain an accuracy which is very close to the accuracy achieved while using the same high-order approximation in both domains Ω 1 and Ω 2 (and better accuracy when we used the same lower-order in both domains Ω 1 and Ω 2 , see Tables 49 -50 Table 45 . Grid convergence in the approximate solution (the same mesh for domain Ω 1 and Ω 2 ). The interior domain Ω 2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω 1 = [−2, 2] × [−2, 2]\Ω 2 . Test problem (6.10), (6.12) with material coefficients λ 1 = 1 and λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 58. Table 46 . Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom).
The interior domain and exterior domains in tests in Tables 43 -46 are:
Again, we employ for DPM the following auxiliary domains in the above tables: Table 47 . Grid convergence using mixed-order DPM (Ω 1 is the fourth-order and Ω 2 is the second-order) in the approximate solution. The interior domain Ω 2 is the ellipse with a = 1, b = 0.5 centered at the origin, and the exterior domain is Ω 1 = [−2, 2]×[−2, 2]\Ω 2 . Test problem (6.10), (6.12) with material coefficients λ 1 = 1 and λ 2 = 1. The dimension of the set of basis functions is N 0 + N 1 = 61. Table 48 . Corresponding errors in the discrete gradient using mixed-DPM.
Conclusion
In this paper, we developed efficient high-order accurate methods based on Difference Potentials for 2D elliptic models with material interfaces. We presented the construction of Difference Potentials Methods with high-order accuracy for single domain, and for the interface/composite domain problems with non-matching interface conditions. The numerical discretization (for example, numerical methods with different orders of the approximation in different subdomains/domains), as well as meshes can be chosen Table 50 . Corresponding errors in the discrete gradient using DPM2 (Top) and DPM4 (Bottom).
totally independently for each subdomain/domain and the boundaries of the subdomains/interfaces do not need to conform/align with the grids. The constructed numerical algorithms are not restricted by the choice of boundary conditions, and the main computational complexity of the designed algorithms reduces to the several solutions of simple auxiliary problems on regular structured grids. Moreover, 2D numerical experiments clearly illustrate the capability of Difference Potentials approach to resolve discontinuities with high-order accuracy at the material interfaces. For near future research, we plan to develop p-and h-adaptive algorithms based on the Difference Potentials approach, as well as extend methods here and in Albright et al. (2015a) to models in heterogeneous media in 2D and 3D domains.
