We present an effective way to combine the information provided by edges and by feature points for the purpose of robust real-time 3-D tracking. This lets our tracker handle both textured and untextured objects. As it can exploit more of the image information, it is more stable and less prone to drift that purely edge or featurebased ones.
Introduction
Most markerless tracking systems rely on either contours or interest points because they are both abundant on everyday objects and easy to extract. Both these features have advantages and inconvenients. Interest points, such as in [6] are very well adapted to textured objects and robust to geometrical distorsion and to light changes. Unfortunately, they become rare and unstable on poorly textured objects, and they are not invariant to scale changes. By contrast, contour points are informative for scenes with sharp edges and strong contrast changes, but less so in cluttered and textured scenes. In practice, there is no such sharp distinction between textured objects and objects with sharp edges. Therefore, the two information sources are complementary, and it is interesting to combine them for markerless camera tracking.
The integration of these two sources should be straightforward: Once the image primitives have been matched with their correspondences on the 3D model, the camera viewpoint can be estimated by minimizing the reprojection error of the different primitives. Integrating the edge information into the interest pointbased tracker [20] tends to degrade the results instead of improving them. This is due to many errors made when matching contour primitives, mainly because of contour ambiguities. Such ambiguities can be due to strong texture on the object or background clutter. One may consider only the edges most likely to be stable. It is not a satisfying solution because it requires the user to manually select them. Furthermore, as shown in Fig. 5 , even if the object is perfectly sharp on an uniform background, moving the camera results in aspect changes and in some edges projecting very close to one another. Possible solutions would be to predict which edges are going to get close and to disable them, or alternatively to assign lower weight to those edges, but this would remove an important source of information.
We propose an efficient and simple approach considering multiple hypotheses. These hypotheses are first established using a technique similar to the one retained by state of the art edge-based trackers [5, 15] . In our case we keep several hypotheses instead of only one. Then, instead of keeping only the best one, we retain several. The correct one is selected during the optimization of the pose parameters, using a robust estimator that we developed for this purpose.
Considering several hypotheses makes the tracking more robust because it is not perturbed by strong misleading contours, and more accurate because all the information is used. Our method is also fast: there is not much additional computation cost, and the tracking easily runs in real-time. Finally, this method lets us consider a much larger search-space, leading to improved handling of large and high speed displacements.
As a result, we were able to increase the range of applicability of an earlier feature-points based tracker [20] by allowing it to also use edge information. Not only is the improved tracker able to handle both textured and untextured objects but, unlike the earlier one, does not require the use of keyframes to avoid drift. These improvements are highlighted by Figs 2, 3 and 1.
The generality and robustness of this method make it suitable for a direct application into AR scenarios, where it can be a key feature for solving the registration problem in real-time.
In the remainder of the paper, we first discuss related work. Section 3 explicits our approach to multiple hypotheses handling. Section 4 describes the integration of the two sources of information, and our experiments and results are presented in Section 5.
Related Work
While interest points can be reliably characterized by the neighbouring texture, contours information is much more ambiguous, and it is necessary to consider several possibilities when matching models against image contours.
In the context of contour-based object recognition, multiple hypotheses for such correspondences are always considered, for example by using a Generalized Hough transform [11] , a stochastic optimisation [3] , or a robust graph matching [13] . Unfortunately, the combinatorics can quickly become very large and make such approaches unpractical for real-time applications.
Condensation is a more efficient way to maintain multiple hypothesis over time while tracking, where particles represent the probability distribution of the target position. It has been used to successfully track poorly textured objects such as hands [9] or human bodies [19] in dense visual clutter. Unfortunately, the Condensation approach would be too slow in our context, the observation process being too costly to be applied to each particle. Another drawback of Condensation is its known tendancy to recover jittering trajectories [10] , that makes this solution not suitable for Augmented Reality applications. A post-processing can be applied, but obviously not for real-time tracking.
For efficiency reasons, edge-based camera trackers search the edge correspondents in a restricted area of the image, around their predicted positions. This search can be done for curves [18] , segments [14] or points sampled on the model edges [5, 15] . Then the pose is estimated by minimizing the reprojection error, using a robust estimator to remove the spurious matches. In these works, the correspondent is usually chosen as the point with the highest gradient value. Nevertheless there is no actual reason to justify this choice, and this can result in a failure when the tracking is "attracted" by an incorrect contour with a strong gradient, even if robust estimation is used to reject outliers. The solution we propose makes the tracking more robust because it is not perturbed by strong misleading contours, and more accurate because more information are used.
To our knowledge, there are relatively few published approaches to the integration of the texture and contour information. [4] combine optical flow and edge information but consider faces. [16] propose a nice extension of [12] to integrate contour information but is limited to planar objects. By contrast, our method is generic. It extracts interest points from the texture, which we believe to be more reliable than optical flow.
Considering Multiple Hypotheses when Tracking Edges
In this section we outline our edge matching approach that handles multiple hypotheses. We first describe how we generate these hypotheses, then we discuss how to select the correct one by means of our robust estimator.
Establishing Hypotheses
We rely on a similar approach than the one used in [15, 5] , and introduced earlier in the Moving Edges algorithm [1] and in the RAPID tracker [7] . The only difference at this stage is that we retain several hypotheses, instead of only one.
As described by Fig. 6 .a, during tracking, the CAD model of the scene is reprojected in the image at time t from the camera predicted position. To be general, we do not use any motion model and this predicted position is simply the viewpoint estimated for the image at time t − 1. Points e i,j are first sampled along the reprojection of the edges E i in the CAD model. Then, for each point e i,j , a local search is performed on a scan line in the direction of the reprojected contour normal. Previous methods attribute to e i,j one correspondent e i,j located at the strongest discontinuity along the scan line. By contrast, we attribute to e i,j all the local extrema of the gradient along the scanline as potential correspondents e i,j,k as shown in Fig. 6 .b.
The search is fast because it is limited to a mono dimensional search path and it does not require any prior edge extraction. As in [2] , we use a precomputed convolution kernel function of the contour orientation to find only edges with an orientation similar to the reprojected contour orientation, not all edges in the scanline.
In the single hypothesis case, this approach allows to estimate the camera viewpoint P t that minimizes v t given by:
where
is the squared distance between the 2D point e and the 3D contour E reprojected on the image plane according to the projection P t ;
• ρ is an robust estimator used for reducing the influence of wrong matches;
• N e is the number of sampled points e i,j along the reprojected contours.
We applied this technique to try and retrieve the camera trajectory for the corridor sequence of Fig. 3 . The camera internal parameters were known and fixed, and we used the Tukey estimator for the ρ estimator [8] .
The results are presented in the first column of Fig. 3 . The tracking is corrupted by misleading contours and quickly fails. In the following, we show how to consider multiple e i,j,k hypotheses to avoid such problems.
A Multiple Hypotheses Robust Estimator
In order to efficiently consider multiple hypotheses, we introduce a new robust estimator built on the Tukey estimator. The Tukey estimator ρ Tuk is computed as:
where c is a threshold chosen with respect to the standard deviation of the data.
Our new estimator denoted ρ * Tuk onwards is a multivariate function that can be expressed as:
For example, Fig. 7 depicts the function ρ * Tuk (u − u 1 , u − u 2 , u − u 3 ). Intuitively, this estimator takes several residuals, but only the residual closest to 0 has an influence on the final objective function. When all the values are too high, none of them has an influence.
We can now rewrite the term v t of Equ. 1 in order to take into account for each point e i,j the K i,j hypotheses e i,j,k established as described in the previous section. This term is now noted v * t to show that it uses our multiple hypotheses robust estimator:
We use a numerical non-linear optimization to estimate P t . This method has been used alone on the corridor sequence, the results are presented in the second column of Fig. 3 . Compared to the single hypothesis tracking, it helps to improve the tracking robustness, but still lacks accuracy. In Section 4 we will show how to solve this problem by adding the texture information. 
Relation with Gaussian Mixtures
Another approach to estimate the camera viewpoint using multiple hypotheses would be to maximize the likelihood:
p e i,j,1 , . . . , e i,j,Ki,j P.E i where P.E i represents the reprojection of the contour E i with respect to P . The term p i,j = p e i,j,1 , . . . , e i,j,Ki,j P.E i is an observation density that is usually expressed as a mixture of Gaussian distributions. More precisely, in our case the expression of p i,j would be:
This approach has a strong inconvenient in our case: when two hypotheses are too close to each other, the related peaks in the observation density tend to fuse. To illustrate this phenomenon, we have represented the graph of such a density in Fig. 7 .c, streched so that it can be compared to our estimator ρ * Tuk . That could result in an inaccuracy in the recovered pose because the minimum is not at the expected place, or a wrong hypothesis selection because the merged hypotheses have a larger weight. The second advantage of our robust estimator is that it relies on the Tukey estimator, that is known to be suitable to numerical optimization for camera registration [18, 2, 20] .
Integration
To coherently merge the information from edges and texture, we will rely on the same approach we implemented in [20] to combine reference frames and previous frame information.
The texture information is handled by detecting Harris interest points (denoted m i t onwards) in the source image at every time step t. The 2D points m i t−1 lying on the projected 3D model in the previous frame are matched with points m i t in the current frame. These points are the projection of 3D points lying on the 3D model. Therefore, we have to simultaneously optimize the reprojection errors in these frames over the 3D position of these points, and over the viewpoints related to the previous and the current frames. The problem becomes:
with
where the interest point m i t detected in the current frame is matched with the point m ν(i) t−1 detected in the previous frame. The term v * t has been introduced in Equ. 2 and corresponds to the edge contribution.
The important point here is that the 3D position M i of the tracked points are also optimized, but constrained to stay on the 3D model surface. The formulation of this objective function allows us to satisfy previously estimated. Equ. 3 can be rewritten as:
since v * t and v * t−1 are independent of the tracked points M i .
As in [17] , we eliminate the M i to simplify the minimization problem: Instead of estimating the M i , it is equivalent to estimate its projection in the two images. Then, according to [17] , the terms s i t can be approximated using a transfer function that involves only the point reprojection. As depicted Fig. 8 , such a transfer function Ψ(m 1 , P 1 , P 2 ) returns the point m 2 so that it exists a 3D point M belonging to the model surface m 1 = P 1 M and m 2 = P 2 M . Finally s i t is approximated by:
Efficient computation The computation of the transfer function Ψ can be theoretically prohibitive, but since estimated 3D points are then close to their actual position, we reasonably know the facet on which the point actually lies, and Ψ can be approximated by the homography induced by the facet. The robust estimator handles errors on facet assignments and false matches. Since we start from a good initial estimate provided by the previous frame, the optimization is very fast and converges in a couple of iterations. 
Results
In this section we show how our technique improves tracking robustness by reducing the ambiguity of the edge information and integrating the edge and texture information.
In order to verify the improvement brought by the multiple hypotheses method, we conduced the following experiment. We considered a corridor sequence, which is a 475 frames long PAL video in which the camera is displaced through a corridor undergoing aspect changes. We know the model of the corridor, which is composed by 3100 triangles; we just used some of the edges present in this complex model.
We first tracked the sequence using the edge information only, and compared the results obtained with the single hypothesis and with the multiple hypotheses. In one hypothesis case, the camera viewpoint was estimated using Eq. 1, and in the other case using Eq. 2. The results on the corridor sequence are shown in Fig. 3 and Fig. 1 . The precision of the first method is quite low, the tracking shakes and eventually fails at about frame 250. Considering multiple hypotheses as we propose makes the tracking more robust. Nevertheless the reprojected 3D model sometimes jitters. Integrating the texture information suppresses this problem.
Using the same sequence, we tested different ways of using the interest points information. As shown in Fig. 1 , using our previous tracker based on reference frames and interest points only, the 3D model edges are not always reprojected at the right place, even though four reference frames were used.
As mentioned in Section 1, integrating a single hypothesis per edge point in this previous tracker does not improve the accuracy, but often even degrades it. For example, as shown in Fig. 4 , the tracker gets confused by the edge of a cable lying on the floor. Estimating the camera trajectory using Eq. 5 gives much more precise results, and reduces the amount of user interaction since no reference frame was used.
In a second experiment, we tested the advantages of considering multiple hypotheses with the complex background of Fig. 2 .
In this sequence, a textured box was moving on a checkerboard. Obviously, the checkerboard creates numerous strong misleading edges. When the tracker uses interest points and considers only one hypothesis per edge point, the top edge of the 3D model is attracted by the strong edges on the checkerboard. Considering multiple hypotheses as we propose allows the 3D model to be correctly reprojected.
The tracking performances vary depending on which combination of information and how many features are adopted. The multiple hypothesis edge tracking alone runs at 30 frames per second on a PIV 2.6 GHz machine. When we add the feature points matching, the frame rate falls down to about 20, the interest-point matching being more demanding.
We used the method we just presented for building some Augmented Reality scenes. As shown in Fig. 9 , we exploited the tracking information and the model for adding virtual plants and the ISMAR logo to the corridor floor. Thanks to the accurate model and a correct registration over the whole sequence, we were able to handle the occlusions in a proper way.
Another augmented scene is presented in Fig. 10 . We track the position of the toy shuttle and we superimpose a virtual jet. We can also use the model infor-mation to find the silhouette of the real object and to turn the background into a space like, virtual one.
Conclusion
This paper presents a real-time 3D tracking approach that combines edges and interest point features. These two sources of information make it both robust and precise for textured and non textured objects. Our multiple hypotheses technique, by contrast to conventional approaches, allows to use the edges information even when the features to track are much weaker than the misleading features in the background.
We tested this method on difficult scenes and showed that our method brings major improvments with respect to state-of-the-art methods. We finally showed that the stability and robustness of our system make it suitable for practical AR applications by building some test augmented scenes. 
