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« The Answer » (Bad Religion)
Long ago in a dusty village
Full of hunger, pain and strife
A man came forth with a vision of truth
And the way to a better life
He was convinced he had the answer
And he compelled people to follow along
But the hunger never vanished
And the man was banished
And the village dried up and died
At a time when wise men peered
Through glass tubes toward the sky
The heavens changed in predictable ways
And one man was able to find
That he had thought he found the answer
And he was quick to write his revelation
But as they were scutinized
In his colleagues eyes
He soon became a mockery
Don’t tell me about the answer
’cause then another one will come along soon
I don’t believe you have the answer
I’ve got ideas too
But if you’ve got enough naivete
And you’ve got conviction
Then the answer is perfect for you
An urban sprawl sits choking on its discharge
Overwhelmed by industry
Searching for a modern day savior from another place
Inclined toward charity
Everyone’s begging for an answer
Without regard to validity
The searching never ends
It goes on and on for eternity

«Where We Start » (David Gilmour)
Where we start is where we end
We step out sweetly, nothing planned
Along by the river we feed bread to the swans
And then over the footbridge to the woods beyond
We walk ourselves weary, you and I
There’s just this moment
I light a campfire away from the path
We lie in the bluebells, a woodpecker laugh
Time passes slowly our hearts entwined
All of the dark times left behind
The day is done
The sun sinks low
We fold up the blanket, it’s time to go
We walk ourselves weary, arm in arm
Back through the twilight
Home again
We waltz in the moonlight and the embers glow
So much behind us
Still far to go
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Introduction
Contexte général
En 1908, Gustav Mie publie un article intitulé « Beiträge zur Optik trüber Medien, speziell kol-
loidaler Metallösungen » 1 dans la célèbre revue Annalen der Physik et pose, avec celui-ci, les fon-
dements de ce qu’on appellera 100 ans plus tard la plasmonique. Cette discipline récente est issue
de la nanophotonique, la branche de l’optique qui étudie les phénomèmes électromagnétiques à
l’échelle nanométrique, et se focalise sur les interactions entre la lumière et les électrons de conduc-
tion des interfaces métalliques et des nanoparticules métalliques. Les interactions entre lumière et
matière ont toujours été d’une importance capitale pour le développement du vivant et en parti-
culier de l’Homme. En effet, c’est grâce à ces interactions que nous sommes aujourd’hui capables
de voir le monde mais aussi de le manipuler à différentes échelles. De plus, ces interactions et
leurs effets changent fortement en fonction du rapport entre la taille du paramètre caractéristique
de la matière 2 et la longueur d’onde de la lumière. Les phénomènes électromagnétiques les plus
intrigants et les plus intéressants se produisent lorsque ce rapport se rapproche de l’unité et que
la longueur d’onde de la lumière est du même ordre de grandeur que la taille caractéristique du
système. La gamme de longueur d’onde de la lumière visible par l’homme se situant entre 400 nm
et 700 nm, on comprend pourquoi la nanophotonique s’est fortement développée et a acquis une
grande importance dans la recherche actuelle. Ces développements ont été rendus possibles grâce
aux avancées technologiques réalisées ces dernières années dans le domaine de la fabrication de
systèmes à l’échelle nanométrique. Il a ainsi été découvert que les nanoparticules individuelles et
les ensembles de nanoparticules possèdent des propriétés optiques remarquables, complètement
différentes des matériaux macroscopiques, qui dépendent fortement de leurs propriétés intrin-
sèques (géométrie, taille et matériau) et de leur environnement. En particulier, les nanoparticules
métalliques ont joué un rôle important dans la manipulation de la lumière à l’échelle nanométrique
en raison de leur habilité à produire des champs intenses confinés dans des régions très petites de
l’espace. Ces propriétés optiques remarquables trouvent leur origine dans les excitations collec-
tives des électrons de conduction du métal, nommées plasmons. Ces derniers ont donné leur nom
à la discipline, la plasmonique, dont l’objet est l’étude de leurs propriétés et leurs applications.
Si les plasmons sont importants d’un point de vue fondamental, ils trouvent également leur place
dans des développements technologiques innovants dans des domaines tels que le photovoltaïque,
1. « Contributions à l’optique des milieux troubles, en particulier des solutions colloïdales métalliques »
2. Ce paramètre est, par exemple, le rayon d’une particule sphèrique, l’épaisseur d’une couche mince ou encore le
pas d’un réseau.
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la détection de molécules biologiques, l’exaltation de signaux spectroscopiques et le traitement du
cancer.
La simulation en plasmonique
Durant ses premières années, la plasmonique s’est intéressée à l’influence de la géométrie
(forme et taille) et de l’environnement des nanoparticules sur leurs propriétés optiques, tant d’un
point de vue expérimental que théorique. Si les études expérimentales ont exigé d’inventer des
outils appropriés, il a également été nécessaire de développer de nouvelles approches théoriques
permettant de considérer des particules de formes arbitraires. En effet, la théorie publiée par Mie
en 1908 ne s’applique qu’au cas de sphères isolées. Bien que des travaux ultérieurs ont étendu
celle-ci aux cas de géométries cylindriques et sphéroïdales, il est difficile d’obtenir une formu-
lation complètement analytique du problème pour des particules de formes arbitraires, et il est
alors nécessaire d’avoir recours à l’outil informatique pour résoudre les équations de Maxwell de
manière numérique. Dans ce but, plusieurs approches ont été formulées et développées, chacune
possédant ses forces et ses faiblesses, et les plus utilisées sont :
– les différences finies en domaine temporel (FDTD), qui permettent de résoudre directement
les équations de Maxwell discrétisées dans l’espace et le temps ;
– la méthode des éléments finis aux frontières (BEM), basée sur la discrétisation des intégrales
de surface et des fonctions de Green ;
– et l’approximation des dipôles discrets (DDA), méthode qui découle de la discrétisation de
la formulation en intégrale de volume et des fonctions de Green.
Si le BEM a le mérite d’être rapide, il est par contre plus difficile à mettre à oeuvre et à appli-
quer pour des géométries complexes. A contrario, le DDA et la FDTD sont des méthodes qui se
montrent adaptées à l’étude de particules de formes arbitraires mais qui sont plus lentes et ont
besoin de plus de ressources informatiques.
A l’heure actuelle, la recherche en plasmonique se consacre aux systèmes complexes, composés
de plusieurs particules en interaction, qui se révèlent posséder des propriétés optiques supplémen-
taires (telles que les résonances de Fano, la transparence induite, des exaltations de champs plus
intenses et la possibilité de régler finement les largeurs et les positions des résonances) qui ne sont
possibles que grâce au couplage entre les différentes particules. Ces phénomènes sont essentiel-
lement dus à l’existence de modes couplés formés à partir des modes individuels des particules
isolées. Parmi ces modes, on distingue ceux possédant un moment dipolaire total non nul qui
interagissent avec la lumière (appelés « bright modes ») et les modes dont le moment dipolaire
total est nul et qui n’interagissent pas avec la lumière (dénommés « dark modes »). Bien que ces
derniers ne puissent pas être étudiés par les méthodes optiques traditionnelles, des expériences
récentes ont montré qu’il est possible d’explorer le spectre de réponse de particules et d’ensembles
de particules en mesurant le spectre de pertes d’énergie d’un faisceau rapide d’électrons focalisé à
divers endroits près du système considéré. En raison de la nature locale du champ produit par un
électron rapide, la condition d’excitation d’un mode ne dépend plus du moment dipolaire mais se
base sur des considérations géométriques et il est possible d’exciter les différents modes en variant
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le paramètre d’impact du faisceau.
Cette tendance à se tourner davantage vers l’étude de systèmes complexes accentue les fai-
blesses et les limitations des différentes méthodes numériques utilisées jusqu’à présent et il de-
vient nécessaire de développer de nouvelles approches capables de simuler, de manière précise et
efficace, les propriétés optiques de ces systèmes. Bien que des méthodes adaptées à des ensembles
de particules particulières (sphères, cylindres) ont été développées, notamment les méthodes ba-
sées sur les matrices de transition, il n’existe, à l’heure actuelle, pas encore de méthode générale
efficace dévouée à l’étude des propriétés optiques de systèmes couplés.
Description générale du travail de thèse
C’est dans ce contexte que vient s’inscrire ce travail de thèse consacré au développement d’une
méthode numérique innovante permettant de calculer les propriétés de réponse de systèmes cou-
plés, excités par des faisceaux optiques et des faisceaux d’électrons rapides.
Afin d’obtenir cette nouvelle méthode numérique, nous avons choisi de nous baser sur l’ap-
proximation des dipôles discrets (DDA) pour laquelle le Laboratoire de Physique du Solide de
l’Université de Namur possède une expertise reconnue, notamment au travers du code DDEELS
développé initialement par N. Geuquet et L. Henrard. Celui-ci utilise le DDA pour calculer les
spectres de pertes d’énergie d’électrons de nanoparticules de formes arbitraires. Par ailleurs, il
existe également le code DDSCAT, développé par B. T. Draine et P. J. Flatau, très utilisé lorsqu’il
s’agit de calculer les propriétés de diffusion, d’absorption et d’extinction de nanoparticules.
L’approche originale conçue dans le cadre de cette thèse, nommée EVE pour « EigenVector
Expansion », a été obtenue en utilisant un développement en modes propres des équations du
DDA. Cesmodes propres sont calculés à partir dematrices décrivant la géométrie des particules du
système étudié. Un sous-ensemble de ces modes propres est sélectionné sur base d’un critère qui
permet de ne retenir que ceux qui apportent la plus grande contribution à la réponse du système.
Cette sélection permet de réduire la taille du système d’équations à résoudre et donc de réduire les
ressources informatiques nécessaires à l’exécution du calcul.
Afin de tester les performances et la précision de la méthode ainsi développée, les spectres de
diffusion, d’absorption, d’extinction, de pertes d’énergie d’électrons et de cathodoluminescence de
divers systèmes plasmoniques ont été étudiés. Parmi ceux-ci, on trouve des assemblages de car-
rés d’argent, des structures en dolmen d’or et des cubes déposés sur substrat. Il a ainsi été mis en
évidence qu’un nombre assez faible de modes propres dans la base de décomposition permet d’ob-
tenir des spectres de réponse assez proches de ceux calculés par DDA. Cependant, les résultats ne
sont pas en concordance parfaite étant donné que notre approche consiste en une approximation
du DDA. Il est donc normal de constater certaines différences entre les deux méthodes. Néan-
moins, l’analyse des complexités algorithmiques a révélé que la méthode approchée peut, sous
certaines conditions, amener un gain de temps significatif. Ceci a été vérifié en mesurant et en
comparant les temps d’exécution réels.
Le développement de la méthode de décomposition en modes propres et son application aux
systèmes plasmoniques forment les contributions originales majeures de cette thèse. En plus de
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cela, la comparaison avec le DDA a également demandé de développer davantage le code DDEELS
afin d’y apporter des fonctionnalités supplémentaires. Cette thèse a donc été l’occasion d’implé-
menter la cathodoluminescence et les effets de substrat dans le code DDEELS. Ces apports sont
également considérés comme des contributions majeures faisant partie de cette thèse.
Organisation du manuscrit
La première partie de ce manuscrit, intitulée « Fondements », est un exposé relativement concis
des concepts théoriques et des méthodes numériques utilisés en électromagnétisme que le lecteur
averti pourra omettre sans nuire à la compréhension du texte. Elle comprend deux chapitres :
– le chapitre 1, « Rappels théoriques », expose de manière succincte, mais suffisamment ri-
goureuse et détaillée pour le lecteur non spécialiste, les éléments théoriques essentiels sur
lesquels reposent la description des phénomènes et le développements des méthodes numé-
riques ;
– le chapitre 2, « Méthodes numériques », reprend, dans le même esprit que le chapitre 1, les
formalismes et les éléments techniques des différentes méthodes numériques utilisées ac-
tuellement en plasmonique, les forces et faiblesses sont également discutées et comparées.
Deux autres chapitres composent la deuxième partie, « Développements et applications », qui ex-
pose les résultats originaux principaux de cette thèse :
– le chapitre 3, « Méthodes numériques pour les systèmes complexes », concerne les dévelop-
pements d’une méthode numérique innovante basée sur l’approximation des dipôles dis-
crets et adaptée aux systèmes couplés, la comparaison des complexités algorithmiques avec
l’approche traditionnelle y est également discutée ;
– le chapitre 4, « Applications aux systèmes plasmoniques », porte sur l’analyse de spectres
d’absorption, de diffusion, d’extinction, de pertes d’énergie d’électrons et de cathodolumi-
nescence de différents systèmes plasmoniques, obtenus par l’utilisation de la méthode nu-
mérique originale dans le cas de particules isolées, de particules couplées et de particules en
présence d’un substrat.
Première partie
Fondements
5

Chapitre 1
Rappels théoriques
Bien que les phénomènes auxquels nous nous intéressons se déroulent sur des échelles nano-
scopiques, une grande partie des observations expérimentales peut être comprise et analysée grâce
à l’électromagnétisme classique de Maxwell. Dans ce chapitre, les aspects importants de l’interac-
tion de la lumière avec la matière nécessaires à la compréhension du manuscrit sont exposés. Le
lecteur intéressé pourra trouver plus de détails dans les références [1–6].
1.1 Electrodynamique classique
Equations de Maxwell en présence de matière
Toute étude concernant le champ électromagnétique part des équations de Maxwell liant le
champ électrique E et le champ magnétique B aux densités de charge et de courant totales ρ et
J. En présence de matière, la connaissance de ces dernières est loin d’être triviale et l’on préfère
travailler avec les densités extérieures qui, elles, sont connues de l’expérimentateur. Formellement,
on opère une séparation en sources internes et externes telle que ρ = ρint + ρext et J = Jint + Jext et
l’on introduit les champs de déplacementD et d’inductionH qui permettent d’écrire les équations
de Maxwell sous la forme
∇.D (r, t) = ρext (r, t) , (1.1)
∇.B (r, t) = 0, (1.2)
∇× E (r, t) = −∂B (r, t)
∂t
, (1.3)
∇×H (r, t) = Jext (r, t) + ∂D (r, t)
∂t
, (1.4)
dans lesquelles ε0 et µ0 sont respectivement la permitivité diélectrique et la perméabilité magné-
tique du vide. La présence de courants et de charges extérieurs induit une polarisation P et une
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aimantation M du matériaux qui sont liées aux champs via les relations
D (r, t) = ε0E (r, t) + P (r, t) , (1.5)
H (r, t) =
1
µ0
B (r, t) +M (r, t) . (1.6)
N’étant pas intéressés par les matériaux magnétiques, nous pouvons laisser de côté la magnétisa-
tion et nous focaliser uniquement sur les effets de polarisation. Ceux-ci sont causés par l’aligne-
ment de dipôles microscopiques excités par un champ électrique extérieur et sont quantifiés par
le moment dipolaire par unité de volume donné par ∇.P = −ρint. Etant donné la séparation des
sources, la conservation de la charge traduite par
∂ρ (r, t)
∂t
+∇.J (r, t) = 0, (1.7)
implique que Jint =
∂P
∂t . Ces relations permettent ainsi d’obtenir une description des sources in-
ternes.
Pour compléter la description, il reste à introduire des relations constitutives des matériaux. Si
l’on se restreint à des milieux linéaires et isotropes, on peut écrire
D (r, t) = ε0
ˆ
dr′
ˆ
dt′ε
(
r− r′, t− t′) E (r′, t′) , (1.8)
B (r, t) = µ0
ˆ
dr′
ˆ
dt′µ
(
r− r′, t− t′)H (r′, t′) , (1.9)
où ε est la constante diélectrique du matériaux et µ sa permittivité relative. Cette dernière prend la
valeur µ = 1 pour les milieux non magnétiques, ce que nous supposons être le cas. La polarisation
peut être reliée directement au champ électrique grâce à la susceptibilité χ, donnée par ε = 1+ χ,
qui permet d’écrire
P (r, t) = ε0
ˆ
dr′
ˆ
dt′χ
(
r− r′, t− t′) E (r′, t′) . (1.10)
De la même manière, la densité de courant est reliée au champ électrique par l’intermédiaire de la
conductivité σ
Jint (r, t) =
ˆ
dr′
ˆ
dt′σ
(
r− r′, t− t′) E (r′, t′) . (1.11)
Afin de pouvoir résoudre les équations de Maxwell, il est nécessaire d’imposer des conditions
aux limites pour le problème considéré. Supposons l’existence de deux milieux séparés par une
interface abrupte et soit n12 le vecteur perpendiculaire à cette interface allant du milieu 1 au milieu
2. En tous points de la surface, les composantes tangentielles des champs doivent satisfaire
n12 × (E2 − E1) = 0, (1.12)
n12 × (H2 −H1) = Jext,s, (1.13)
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tandis que l’on a les relations suivantes pour les composantes perpendiculaires
n12. (D2 −D1) = ρext,s, (1.14)
n12. (B2 − B1) = 0, (1.15)
où Jext,s et ρext,s sont les densités surfaciques de courant et de charge à l’interface.
Equations de Maxwell dans l’espace de Fourier
Le cadre formel exposé précédemment peut être simplifié si l’on effectue une décomposition
des champs en ondes planes de la forme
f (r, t) =
1
(2π)4
ˆ
dk
ˆ
dωF (k,ω) ei(k.r−ωt), (1.16)
c’est-à-dire si l’on travaille dans l’espace de Fourier. Remarquons que la transformée est qua-
druple : elle porte à la fois sur la position (trois composantes) et le temps. Grâce à cette décom-
position, les produits de convolution (1.8), (1.10) et (1.11) deviennent alors de simples produits
ordinaires
D (k,ω) = ε0ε (k,ω) E (k,ω) , (1.17)
P (k,ω) = ε0χ (k,ω) E (k,ω) , (1.18)
Jint (k,ω) = σ (k,ω) E (k,ω) , (1.19)
et il est facile de montrer que la fonction diélectrique ε (k,ω) et la conductivité σ (k,ω) sont liées
par
ε (k,ω) = 1+
iσ (k,ω)
ε0ω
, (1.20)
en utilisant le fait que P (k,ω) = iωJ (k,ω), d’après la loi de conservation (1.7).
Dans ce cadre, les équations de Maxwell s’écrivent
ik.D (k,ω) = ρext (k,ω) , (1.21)
k.B (k,ω) = 0, (1.22)
k× E (k,ω) = ωB (k,ω) , (1.23)
ik×H (k,ω) = Jext (k,ω)− iωD (k,ω) , (1.24)
et il est d’usage, à ce stade, d’utiliser l’approximation locale qui stipule que la réponse en un point
du matériau dépend uniquement de l’excitation en ce point. Ceci se traduit par le fait que les
fonctions de réponse se mettent sous la forme
ε
(
r− r′, t− t′) = δ (r− r′) ε (t− t′) , (1.25)
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et, par conséquent, leurs composantes de Fourier sont indépendantes du vecteur d’onde, ce qui
donne les relations
D (k,ω) = ε0ε (ω) E (k,ω) , (1.26)
P (k,ω) = ε0χ (ω) E (k,ω) , (1.27)
Jint (k,ω) = σ (ω) E (k,ω) . (1.28)
Cette approximation est valable dans le cas où la longueur d’onde du champ dans le matériau est
beaucoup plus grande que les dimensions caractéristiques du problème telles et le libre parcours
moyen des électrons. En pratique, ce sera toujours le cas pour les métaux (l ≈ 0.1 nm) dans la
gamme du spectre visible (λ =350 - 700 nm). Nous discuterons plus en détails de la validité de
cette approximation dans le cas des plasmons de surface localisés à la section 1.6.
Etant donné que nous nous intéresserons aux propriétés de réponses en fonction de la fré-
quence, il est également commode d’utiliser comme point de départ d’un problème les équations
de Maxwell exprimées uniquement dans l’espace des fréquences
∇.D (r,ω) = ρext (r,ω) , (1.29)
∇.B (r,ω) = 0, (1.30)
∇× E (r,ω) = iωB (r,ω) , (1.31)
∇×H (r,ω) = Jext (r,ω)− iωD (r,ω) , (1.32)
avec D (r,ω) = ε0ε (r,ω) E (r,ω) et B (r,ω) = µ0H (r,ω).
Propagation d’ondes électromagnétiques
Un autre aspect intéressant de la théorie de Maxwell concerne les problèmes de propagation
des ondes électromagnétiques. Disposer d’un formalisme permettant d’étudier l’évolution des
champs est indispensable lorsque l’on s’intéresse à la diffusion de la lumière par des particules.
L’équation gouvernant cette évolution est obtenue en prenant le rotationnel de l’équation (1.3) et
en utilisant (1.4)
∇×∇× E (r, t) = −µ0 ∂
2D (r, t)
∂t2
− µ0 ∂Jext (r, t)
∂t
. (1.33)
Cette expression peut se simplifier si l’on se place dans l’espace des fréquences et on obtient
∇×∇× E (r,ω)− ε (r,ω) ω
2
c2
E (r,ω) = iωµ0Jext (r,ω) . (1.34)
où c = (µ0ε0)
−1/2 est la vitesse de propagation de la lumière dans le vide. Rappelons que le double
rotationnel est donné par
∇×∇× E = ∇ (∇.E)−△E, (1.35)
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où le laplacien est défini par△ = (∇.∇). Il est à noter que le premier terme du membre de droite
de cette expression est lié à la densité de charge extérieure en vertu de la première équation de
Maxwell. Une équation similaire existe pour le champ magnétique et est
∇×∇× B (r,ω)− ε (r,ω) ω
2
c2
B (r,ω) = µ0∇× Jext (r,ω) . (1.36)
Ondes longitudinales et ondes transverses
En l’absence de toutes sources extérieures, l’évolution du champ électrique dans un milieu
homogène non magnétique de fonction diélectrique ε (ω) s’obtient par la résolution du problème
aux valeurs propres
∇×∇× E (r,ω)− ε (ω) ω
2
c2
E (r,ω) = 0, (1.37)
et l’on remarque que la vitesse de propagation est donnée par v = c/n(ω) si l’on définit n (ω) =√
ε (ω), l’indice de réfraction du matériau. La fonction diélectrique est en général une fonction
complexe ε (ω) = εr (ω) + iε i (ω) et, par conséquent, on a n (ω) = nr (ω) + ini (ω) avec
n2r =
εr
2
+
1
2
√
ε2r + ε
2
i , (1.38)
ni =
ε i
2nr
. (1.39)
Comme nous le verrons un peu plus loin, la partie imaginaire quantifie l’absorption de la lumière
par le matériau. Dans le cas où ce dernier est parfaitement conducteur (métal parfait), l’absorption
est identiquement nulle.
En prenant la transformée de Fourier spatiale de (1.37), on a
− k (k.E) + (k.k) E (k,ω)− ε (ω) ω
2
c2
E (k,ω) = 0, (1.40)
et la première équation de Maxwell (1.21) devient
ε (ω) k.E (k,ω) = 0. (1.41)
On distingue alors deux types de solutions, notées E⊥ et E‖, qui vérifient respectivement 1 :
– k.E⊥ (k,ω) = 0 et ε (ω) 6= 0, qui sont des ondes dites transverses car polarisées perpendicu-
lairement par rapport au vecteur de propagation et satisfaisant à la relation de dispersion
k.k = ε (ω)
ω2
c2
, (1.42)
qui doit être vérifiée pour qu’une onde de fréquence donnée puisse se propager,
– k.E‖ (k,ω) 6= 0 et ε (ω) = 0, qui sont des ondes dites longitudinales car polarisées parallèle-
1. Nous vous voudrions attirer l’attention sur le fait que E⊥ et E‖ ne désignent pas les composantes d’un champ E
mais bien deux solutions distinctes de l’équation précédente.
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ment par rapport au vecteur de propagation.
Dans les deux cas, il est important de remarquer l’influence de la fonction diélectrique qui fixe
toutes les propriétés de propagation du champ électrique.
Description en terme de potentiels
Les 4 équations de Maxwell de premier ordre peuvent se ramener à un système de 2 équations
du second ordre grâce à l’introduction de potentiels.
Pour cela, remarquons tout d’abord qu’en vertu de (1.30), le champ magnétique peut toujours
s’écrire sous la forme d’un rotationnel
B (r,ω) = ∇×A (r,ω) , (1.43)
où A (r,ω) est le potentiel vecteur. En insérant cette equation dans (1.31), on trouve de la même
manière que
E (r,ω) = −∇φ (r,ω) + iωA (r,ω) , (1.44)
avec φ (r,ω) le potentiel scalaire total relié au potentiel des charges extérieures φext (r,ω) par
φ (r,ω) =
φext (r,ω)
ε (ω)
. (1.45)
Pour déterminer les équations gouvernant ces nouveaux potentiels, on remplace les champs
par leurs expressions en termes des potentiels dans (1.29) et (1.32) et on obtient les équations
∆φext (r,ω)− ε (ω) iω∇.A (r,ω) = −ρext (r,ω)
ε0
, (1.46)
∆A (r,ω) + ε (ω)
ω2
c2
A (r,ω) +∇
(
iω
c2
φext (r,ω)−∇.A (r,ω)
)
= −µ0Jext (r,ω) , (1.47)
qui peuvent finalement se ramener à sous la forme d’équations d’onde
∆φext (r,ω) + ε (ω)
ω2
c2
φext (r,ω) = −ρext (r,ω)
ε0
, (1.48)
∆A (r,ω) + ε (ω)
ω2
c2
A (r,ω) = −µ0Jext (r,ω) , (1.49)
si l’on impose la condition de Lorentz
∇.A (r,ω)− iω
c2
φext (r,ω) = 0. (1.50)
A la limite du cas électrostatique, il reste seulement à résoudre l’équation de Poisson
∆φext (r,ω) = −ρext (r,ω)
ε0
, (1.51)
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dont la résolution permet d’obtenir le champ électrique total donné par E (r,ω) = − 1ε(ω)∇φext (r,ω).
Lorsque la densité de charge est nulle, (1.51) se réduit à l’équation de Laplace
∆φ (r,ω) = 0. (1.52)
Fonctions et tenseurs de Green
Laméthode des fonctions de Green est une approche puissante pour la résolution des équations
de Helmoltz inhomogènes (1.48) et (1.49) traduisant la propagation d’une onde transverse dans un
milieu dans lequel se trouve des sources extérieures de charges et de courants.
Supposons l’existence d’un système homogène décrit par une fonction diélectrique ε (ω), la
fonction de Green G0 (r, r′,ω) de ce celui-ci est définie comme étant la solution à l’équation
∆G0
(
r, r′,ω
)
+ ε (ω) k2G0
(
r, r′,ω
)
= −δ (r− r′) , (1.53)
et une solution de l’équation de Helmoltz inhomogène (1.48) pourra s’écrire sous la forme
φext (r,ω) =
1
ε0
ˆ
V
dr′G0
(
r, r′,ω
)
ρext
(
r′,ω
)
, (1.54)
pour autant que l’on sache déterminer la fonction de Green. Cela peut se faire en résolvant (1.53)
en coordonnées sphériques et le résultat est donné par
G0
(
r, r′,ω
)
=
ei
√
εk|r−r′|
4π |r− r′| , (1.55)
avec la normalisation fixée par la forme du potentiel à la limite électrostatique
(√
εk |r− r′| → 0)
qui s’écrit
φext (r,ω) =
ˆ
V
dr′
ρext (r′,ω)
4πε0 |r− r′| . (1.56)
La fonction de Green permet ainsi de propager dans tout l’espace l’effet de sources localisées en
certains points du milieu.
D’une manière semblable pour (1.49), on trouve l’expression pour le potentiel vecteur
A (r,ω) = µ0
ˆ
V
dr′G0
(
r, r′,ω
)
Jext
(
r′,ω
)
, (1.57)
où Jext (r,ω) est la densité de courant externe.
Jusqu’à présent, nous avons considéré une équation de Helmoltz inhomogène scalaire qui per-
met de traiter la propagation des potentiels dans un milieu homogène en présence de sources
extérieures. Lorsque l’on s’intéresse aux champs électrique et magnétique, l’équation de propaga-
tion est vectorielle et l’on introduit alors le tenseur de Green G0, illustré à la figure 1.1 et défini
par
∇×∇×G0
(
r, r′,ω
)− ε (ω) k2G0 (r, r′,ω) = Iδ (r− r′) , (1.58)
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FIGURE 1.1 – Tenseur de Green dans un milieu homogène.
qui permet d’écrire le champ éléctrique comme
E (r,ω) = iωµ0
ˆ
V
dr′G0
(
r, r′,ω
)
Jext
(
r′,ω
)
. (1.59)
En insérant la condition de Lorentz (1.50) dans l’expression du champ (1.44), sachant que (1.45),
on trouve
E (r,ω) = iω
[
1+
1
ε (ω) k2
∇⊗∇
]
A (r,ω) , (1.60)
grâce à l’identité
[∇⊗∇] v = ∇ (∇.v) , (1.61)
où v est un vecteur et ⊗ désigne le produit dyadique. On utilise ensuite l’expression (1.57) du
potentiel vecteur en fonction de la fonction de Green pour obtenir
E (r,ω) = iωµ0
[
1+
1
ε (ω) k2
∇⊗∇
] ˆ
dr′G0
(
r, r′,ω
)
Jext
(
r′,ω
)
, (1.62)
qui peut se ramener sous la forme (1.59) en posant
G0
(
r, r′,ω
)
=
[
I +
1
ε (ω) k2
∇⊗∇
]
G0
(
r, r′,ω
)
, (1.63)
qui donne le tenseur de Green d’un milieu homogène ε (ω) en terme de la fonction du même nom
et donnée par (1.55).
Remarquons que la solution générale pour le champ électrique doit également faire intervenir
une solution de l’équation de Helmoltz homogène (sans sources). Elle s’écrira donc
E (r,ω) = E0 (r,ω) + iωµ0
ˆ
V
dr′G0
(
r, r′,ω
)
Jext
(
r′,ω
)
, (1.64)
où E0 (r,ω) est une solution homogène qui peut, par exemple, correspondre à une onde plane
incidente. De plus, l’expression du champ magnétique en fonction du tenseur de Green s’obtient
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grâce à (1.31) et s’écrit
B (r,ω) = B0 (r,ω) + µ0
ˆ
V
dr′
[∇×G0 (r, r′,ω)] Jext (r′,ω) , (1.65)
où B0 (r,ω) est une solution homogène.
Il est également intéressant de remarquer que la limite électrostatique du tenseur de Green est
G
s
0
(
r, r′,ω
)
=
1
ε (ω) k2
[∇⊗∇] Gs0
(
r, r′,ω
)
, (1.66)
avec la fonction de Green électrostatique donnée par
Gs0
(
r, r′,ω
)
=
1
4π |r− r′| . (1.67)
Lorsque le système est inhomogène, la fonction diélectrique devient fonction de la position.
La réponse de ce système à une excitation extérieure est alors décrite par le tenseur de Green
Gtot (r, r′,ω), solution de
∇×∇×Gtot
(
r, r′,ω
)− ε (r,ω) k2Gtot (r, r′,ω) = Iδ (r− r′) , (1.68)
qui permet d’écrire le champ total en fonction de la densité de courant externe comme
Etot (r,ω) = iωµ0
ˆ
V
dr′Gtot
(
r, r′,ω
)
Jext
(
r′,ω
)
. (1.69)
Cette expression montre que la connaissance de Gtot suffit pour obtenir le champ total en un point
quelconque du système et que cette fonction de réponse est une caractéristique propre au système.
Supposons maintenant qu’un ensemble de particules soient placées dans un milieu homogène
εb (ω) et que l’on écrive ε (r,ω) = εb (ω) + ∆ε (r,ω), avec ∆ε (r,ω) = 0 en dehors des particules
(fig. 1.2), une expression de Gtot en fonction de G0 peut être obtenue à partir de (1.58) et (1.68) et
est donnée par
Gtot
(
r, r′,ω
)
= G0
(
r, r′,ω
)
+ k2
ˆ
V
dr”G0 (r, r”,ω)∆ε (r”,ω) Gtot
(
r”, r′,ω
)
, (1.70)
qui est une équation de Dyson qui peut être résolue numériquement pour un système donné [7].
De plus, dans le milieu homogène, le champ total sera composé du champ incident et du champ
diffusé par les particules et on a alors que le champ diffusé peut se mettre sous la forme
Edif (r,ω) = iωµ0
ˆ
V
dr′Gdif
(
r, r′,ω
)
Jext
(
r′,ω
)
, (1.71)
où Gdif = Gtot −G0.
Finalement, dans le cas où il n’y a pas de sources extérieures dans le système inhomogène
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FIGURE 1.2 – Tenseur de Green total en présence d’une particule.
composé de particules, l’équation de Helmoltz inhomogène (1.34) devient
∇×∇× E (r,ω)− εb (ω) ω
2
c2
E (r,ω) = iωµ0Jind (r,ω) , (1.72)
où la densité de courant induit dans les particules s’écrit
Jind (r,ω) = −iωε0∆ε (r,ω) E (r,ω) . (1.73)
L’équation de propagation ainsi obtenue est du même type que (1.34) à la différence qu’elle décrit
le champ électrique dans un milieu homogène εb (ω) avec comme source la densité de courant
induit dans les particules. On a donc remplacé le milieu inhomogène vide de sources par unmilieu
homogène dans lequel les courants induits forment les sources extérieures. De ce fait, le champ
dans le milieu homogène est donné par la solution générale
E (r,ω) = E0 (r,ω) + iωµ0
ˆ
V
dr′G0
(
r, r′,ω
)
Jind
(
r′,ω
)
, r /∈ V, (1.74)
où G0 est le tenseur de Green du milieu homogène et V représente le domaine occupé par les
particules. Pour un point r situé dans le domaine V, il est nécessaire d’introduire un certain volume
principal δV qui permet d’exclure la singularité de G0 en r = r′ (fig. 1.3). Le champ prend alors la
forme
E (r,ω) = E0 (r,ω) + iωµ0 lim
δV→0
ˆ
V−δV
dr′G0
(
r, r′,ω
)
Jind
(
r′,ω
)
− i
ωε0εb (ω)
L (r) Jind (r,ω) , r ∈ V, (1.75)
où le tenseur L tient compte de la dépolarisation du volume exclu et dépend uniquement de la
géométrie de celui-ci. Explicitement, il est donné par
L (r) =
1
4π
‹
δS
dS′
n (r′) (r′ − r)
|r′ − r|3 , (1.76)
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FIGURE 1.3 – Calcul des champs à l’intérieur et à l’extérieur d’une particule dus au courant induit
à l’intérieur de celle-ci.
où l’intégration porte sur la surface δS du volume principal et prend la valeur L (r) = 1/3I lorsque
celui-ci est sphérique ou cubique.
Energie du champ électromagnétique et vecteur de Poynting
Le champ électromagnétique n’est pas une quantité mesurable en soi et il est dès lors préférable
de s’intéresser à la quantité d’énergie transportée par celui-ci. Le vecteur de Poynting
S (r, t) = E (r, t)×H (r, t) , (1.77)
donne le flux d’énergie et sa direction en tous points de l’espace et à chaque instant. Il est d’une
importance fondamentale pour tous les problèmes de diffusion, d’absorption et de propagation du
champ électromagnétique.
Le taux de transfert d’énergie au travers d’une surface A fermée, englobant un certain volume
V, peut être obtenue par intégration sur toute la surface de la composante du vecteur de Poynting
perpendiculaire à la surface
W = −
‹
A
S.ndA, (1.78)
où n est un vecteur unitaire pointant vers l’extérieur. Le signe - devant l’intégrale assure que,
lorsque les deux vecteurs sont opposés, on obtient une contribution positive au taux de transfert
d’énergie. Autrement dit, un W positif rend compte d’une absorption d’énergie par le volume V.
En pratique, il peut être difficile de suivre l’évolution temporelle du vecteur de Poynting et,
dans le cas où les champs ont une dépendence temporelle harmonique du type e−iωt, on préfèrera
s’intéresser à la moyenne temporelle donnée par
〈S (r,ω)〉 = 1
2
ℜ {E (r,ω)×H∗ (r,ω)} , (1.79)
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où ℜ désigne la partie réelle de l’argument entre accolades. Pour une onde transverse se déplaçant
dans un milieu non magnétique, cette dernière expression se simplifie en
〈S (r,ω)〉 = 1
2µ0c
|E (r,ω)|2 nk, (1.80)
avec nk un vecteur unitaire orienté selon la direction de propagation.
Dans la suite et sauf indication contraire, nous considérerons toujours la moyenne temporelle
du vecteur de Poynting et nous omettrons les chevrons par facilité d’écriture.
1.2 Modèles de fonction diélectrique
Modèle de Drude
Le formalisme présenté dans la section précédente a montré que les propriétés de réponse
d’un matériau non magnétique sont gouvernées par sa fonction diélectrique ε (ω). Dans le cas des
métaux nobles, il est possible de décrire, de manière assez précise, les propriétés optiques dans
le domaine infra-rouge à partir d’un modèle simple, initialement développé par Drude, appelé le
modèle plasma. Celui-ci suppose que les électrons sont libres de se déplacer dans un fond formé
par les ions positifs fixes et qu’ils sont ralentis par des collisions dont la fréquence Γ est telle qu’ils
n’ont pas le temps d’interagir par force coulombienne. Sous l’application d’un champ électrique
extérieur, le mouvement des électrons est dès lors décrit par
me
d2r (t)
dt2
+ meΓ
dr (t)
dt
= −eE (t) , (1.81)
où le terme dépendant de Γ est le terme d’amortissement dû aux collisions avec les autres électrons.
Pour aller plus loin, on fait l’hypothèse d’une dépendance harmonique du type E (t) = E0e−iωt
pour le champ électrique ainsi que pour le déplacement des électrons r (t) = r0e−iωt. Sous ces
hypothèses, la solution à l’équation (1.81) est
r0 =
eE0
me (ω2 + iωΓ)
, (1.82)
et la polarisation, définie comme P = −ener0 avec ne la densité électronique, vaut
P = − nee
2E0
me (ω2 + iωΓ)
. (1.83)
Se rappelant que P = ε0χ (ω) E0 et ε (ω) = 1+ χ (ω), on en déduit la formule de Drude pour la
fonction diélectrique
ε (ω) = 1− ω
2
p
(ω2 + iωΓ)
, (1.84)
où ω2p = nee
2/ε0me est la fréquence plasmon du gaz d’électrons libres, appellation qui sera justifiée
ci-après. Cette fréquence prend des valeurs comprises entre 5 eV et 15 eV pour les métaux tels que
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l’or, l’argent, l’aluminium, le cuivre et le platine. L’ordre de grandeur du facteur d’amortissement
varie de la dizaine à plusieurs centaines de meV en fonction du métal.
Dispersion du gaz d’électrons libres et plasmon de volume
Nous avons vu que les ondes propagatives peuvent être transverses ou longitudinales. Dans le
premier cas, la condition de propagation est donnée par la relation de dispersion (1.42), alors que
l’existence des secondes n’est possible que lorsque ε (ω) = 0.
La propagation d’ondes dans un gaz d’électrons libres peut être analysée si l’on prend comme
fonction diélectrique le modèle de Drude (1.84) pour lequel on néglige, dans un premier temps, le
terme d’amortissement (Γ = 0). Ainsi, la condition d’existence d’ondes longitudinales impose que
ce type d’ondes ne peut exister qu’à la fréquence ω = ωp. Etant donné que le modèle de Drude
suppose que l’ensemble de la densité d’électrons oscille en phase, cette onde longitudinale décrit
un mouvement collectif du gaz d’électrons à la fréquence ωp. Ce mouvement, appelé oscillation
plasma ou plasmon de volume, ne peut pas être excité par des ondes électromagnétiques trans-
verses et il faut avoir recours à des impacts de particules chargées telles que des électrons. Quand
l’effet des collisions entre les électrons du gaz n’est pas négligeable, le facteur Γ n’est plus nul et sa
présence dans les équations implique une décroissance exponentielle des amplitudes d’oscillations
du plasmon de volume.
Dans le cas des ondes transverses, l’utilisation du modèle de Drude (1.84) avec Γ = 0 dans la
relation de dispersion (1.42) conduit à
k.k =
ω2 −ω2p
c2
. (1.85)
Cette équation donne un vecteur d’onde k purement imaginaire lorsque ω < ωp, synonyme d’un
milieu réfléchissant dans lequel l’onde ne peut se propager. Pour ω > ωp, k est réel et l’onde
peut se propager dans le milieu qui est alors transparent. Lorsque Γ 6= 0, le vecteur d’onde est
une quantité complexe dont la partie réelle représente la propagation et la partie imaginaire la
dissipation.
Modèle de Lorentz
Malgré sa simplicité, le modèle de Drude rend très bien compte des propriétés optiques desmé-
taux idéaux pour lesquels les électrons sont libres de se déplacer. Pour un métal réel, les transitions
interbandes apparaissant dans la gamme visible limitent son utilisation au domaine infra-rouge.
Une extension du modèle de Drude a été proposée par Lorentz afin de remédier à ce problème
des transitions interbandes. La solution consiste à rajouter un terme de rappel à l’équation du
mouvement de l’électron pour obtenir
me
d2r (t)
dt2
+ meΓ
dr (t)
dt
+ meω
2
0r (t) = −eE (t) , (1.86)
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et qui permet de décrire des électrons liés avec une certaine fréquence de résonance ω0. Suivant le
même schéma de résolution que celui utilisé précédemment, on trouve la fonction diélectrique de
Lorentz donnée par
ε (ω) = 1+
ω2p(
ω20 −ω2 − iωΓ
) , (1.87)
où ωp est la fréquence plasmon. Plusieurs oscillateurs peuvent être ajoutés afin de rendre compte
de transisitions à des fréquences différentes.
Des modèles plus raffinés, faisant intervenir les concepts quantiques, permettent d’obtenir les
valeurs des fonctions diélectriques à partir de calculs de structures électroniques mais leur dis-
cussion sort du cadre de cette thèse. Le lecteur intéressé pourra toutefois se tourner vers les ré-
férences [6, 8]. Nous discuterons brièvement des effets quantiques sur les plasmons localisés à la
section 1.6.
1.3 Diffusion, absorption et extinction par des nanoparticules
Approche phénoménologique de l’absorption
Supposons une onde transverse se propageant dans la direction ez dans un milieu homogène
non magnétique, vide de sources et d’indice de réfraction n (ω) = nr (ω) + ini (ω). Sa forme géné-
rale est
E (z, t) = E0e
i(kzz−ωt), (1.88)
et le vecteur d’onde doit satistaire à la relation de dispersion (1.42), c’est-à-dire
kz =
ω
c
n (ω) = k0 (nr (ω) + ini (ω)) . (1.89)
En insérant cette expression dans l’équation précédente, on peut obtenir l’expression du profil de
l’intensité, définie comme le module du vecteur de Poynting, en fonction de la distance z
I (z) = |S (z,ω)| = I0e−α(ω)z, (1.90)
qui est une loi de Beer-Lambert dans laquelle I0 = |E0|
2
/2µ0c et où a on introduit le coefficient
d’absorption
α (ω) = 2ni (ω) k0 =
4π
λ
ni (ω) , (1.91)
avec λ la longueur d’onde dans le vide.
Cette approche phénoménologique permet de montrer de manière assez simple que l’absorp-
tion d’une onde électromagnétique par un milieu est déterminée par la valeur de la partie ima-
ginaire de son indice de réfraction. Ce résultat peut également être obtenu à partir du vecteur de
Poynting (1.80).
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Formulation générale de l’absorption et de la diffusion par une particule
Considérons une particule de forme et de taille arbitraires, caractérisée par une fonction di-
électrique ε (ω) et illuminée par un champ transverse incident. Par interaction avec la particule,
une certaine proportion de ce champ incident va être diffusée dans le milieu ambiant (milieu 1),
supposé homogène et non absorbant, et une autre sera absorbée par la particule (milieu 2).
Notons respectivement (Einc,Hinc), (Edif,Hdif) et (E2,H2) les champs incident, diffusé et in-
terne. Le champ total (E1,H1) dans le milieu ambiant est donné par la superposition des champs
incidents et diffusés
E1 = Einc + Edif, (1.92)
H1 = Hinc +Hdif. (1.93)
Dans l’espace des fréquences, les champs (Ei,Hi)i=1,2 doivent être solutions des équations deMax-
well sans sources
∇.Ei (r,ω) = 0, (1.94)
∇.Hi (r,ω) = 0, (1.95)
∇× Ei (r,ω) = iωµ0Hi (r,ω) , (1.96)
∇×Hi (r,ω) = −iωε0ε i (ω) Ei (r,ω) , (1.97)
avec le point r situé dans le milieu i correspondant. Ils doivent également satisfaire aux conditions
limites
n21 × (E1 − E2) = 0, (1.98)
n21 × (H1 −H2) = 0, (1.99)
n21. (ε1E1 − ε2E2) = 0, (1.100)
n21. (B1 − B2) = 0, (1.101)
en tous points de la surface de la particule, ainsi qu’aux équations de Helmoltz
∇2Ei (r,ω) + k2i Ei (r,ω) = 0, (1.102)
∇2Hi (r,ω) + k2i Hi (r,ω) = 0, (1.103)
où ki =
√
ε i (ω)ω/c en vertu de (1.42).
Si on entoure maintenant la particule par une sphère imaginaire de rayon r, le taux d’énergie
absorbée par celle-ci est donné par
Wabs = −
‹
A
S2.n21dA, (1.104)
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où S2 est le vecteur de Poynting (1.79) calculé dans le milieu ambiant
S2 (r,ω) =
1
2
ℜ {E2 (r,ω)×H∗2 (r,ω)} . (1.105)
Puisque que, par hypothèse, le milieu ambiant est non absorbant, cela correspond exactement au
taux d’absorption de la particule. De plus, le vecteur de Poynting peut se décomposer comme
S2 = Sinc + Sdif + Sext, (1.106)
où les différentes composantes sont
Sinc (r,ω) =
1
2
ℜ {Einc (r,ω)×H∗inc (r,ω)} , (1.107)
Sdif (r,ω) =
1
2
ℜ {Edif (r,ω)×H∗dif (r,ω)} , (1.108)
Sext (r,ω) =
1
2
ℜ {Einc (r,ω)×H∗dif (r,ω) + Edif (r,ω)×H∗inc (r,ω)} . (1.109)
Les deux premières équations donnent respectivement les vecteurs de Poynting des champs in-
cidents et diffusés. En ce qui concerne la troisième, elle possède des termes croisés qui trouvent
leur origine dans l’interaction entre les champs sus-mentionnés. Ceci étant posé, il est maintenant
possible de ré-écrire le taux d’absorption sous la forme d’une somme à 3 termes
Wabs = Winc −Wdif + Wext, (1.110)
avec
Winc = −
‹
A
Sinc.n21dA, (1.111)
Wdif =
‹
A
Sdif.n21dA, (1.112)
Wext = −
‹
A
Sext.n21dA. (1.113)
Remarquons l’absence du signe - dans la définition de Wdif, définition choisie afin que celui-ci
soit strictement positif et que l’on puisse ainsi écrire le bilan du transfert d’énergie comme une
soustraction entre l’énergie entrante et l’énergie sortante, moyennant le terme complémentaire
Wext.
Pour un milieu non absorbant, Winc est strictement nul et l’on peut dès lors interpréter Wext
comme étant la somme des taux d’absorption et de diffusion d’énergie
Wext = Wabs + Wdif, (1.114)
quantité que l’on nomme extinction et qui caractérise la dimininution de l’intensité de l’onde tra-
versant l’objet considéré. En divisant l’équation précédente par l’intensité du faisceau incident
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Iinc = |Einc|
2
/2µ0c, on obtient la relation entre les sections efficaces d’extinction, d’absorption et de
diffusion
Cext = Cabs + Cdif. (1.115)
On peut également associer à chacun des processus une efficacité définie par
Qext =
Cext
G
, Qabs =
Cabs
G
, Qdif =
Cdif
G
, (1.116)
où G est la surface de la projection de la particule dans le plan perpendiculaire au faisceau incident.
Théorème optique
En théorie de la diffusion, il existe une importante relation, appelée théorème optique, qui
stipule que la section efficace d’extinction est directement proportionnelle à la partie imaginaire de
l’amplitude du champ lointain diffusé dans la direction d’incidence.
Pour démontrer cette relation, on considère la diffusion d’une onde plane incidente, polarisée
selon npol et se propageant dans le vide dans la direction ninc
Einc (r,ω) = E0e
ikninc.rnpol, (1.117)
Hinc (r,ω) =
k
ωµ0
ninc × Einc (r,ω) . (1.118)
avec k = ω/c et npol.ninc = 0. Si l’on se place en champ lointain (kr → ∞), l’onde diffusée par
l’objet est alors une onde sphérique de la forme
Edif (r,ω) = E0
eikr
r
f (er,ω) , (1.119)
Hdif (r,ω) =
k
ωµ0
er × Edif (r,ω) , (1.120)
où f (er,ω) est une fonction, appelée amplitude de diffusion, qui dépend de la direction dans
laquelle l’onde est diffusée. Le vecteur er est un vecteur radial vérifiant er.f (er) = 0 en vertu de la
transversalité de l’onde diffusée. Lorsque kr → ∞, il est également possible de ré-écrire le champ
incident comme une combinaison d’ondes sphériques se propageant en sens opposé
Einc (r,ω) =
2πi
k
[
e−ikr
r
δ (er + ninc)− e
ikr
r
δ (er − ninc)
]
E0npol, (1.121)
expression qui découle de l’expansion d’une onde plane en ondes sphériques
eikrninc.er = 4π
∞
∑
l=0
il jl (kr)
l
∑
m=−l
Y∗lm (er)Ylm (ninc) , (1.122)
pour laquelle jl (kr) est la fonction de Bessel sphérique de première espèce d’ordre l et Ylm (er)
sont les harmoniques sphériques pour lesquelles le vecteur unitaire est utilisé comme une notation
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raccourcie pour les angles polaires et azimutaux des coordonées sphériques habituelles (r, θ, φ). Le
passage à la forme (1.121) utilise la limite aux grands arguments de la fonction de Bessel
jl (kr) =
kr→∞
1
kr
sin
(
kr− lπ
2
)
=
i
2k
e−ikril − eikri−l
r
, (1.123)
ainsi que la relation de complétude des harmoniques sphériques
∞
∑
l=0
l
∑
m=−l
Y∗lm (er)Ylm (ninc) = δ (ninc − er) , (1.124)
et la propriété de symétrie Ylm (−er) = (−1)l Ylm (er).
L’évaluation de la section efficace d’extinction se fait en intégrant le vecteur de Poynting (1.109)
sur une sphère située en champ lointain, c’est-à-dire de rayon r suffisamment grand pour que
l’approximation des ondes sphériques soit valide. En utilisant la forme des champs exposées ci-
dessus, la section efficace d’extinction
Cext (ω) = 2µ0c
−‚A Sext (r,ω) .erdA
|E0|2
, (1.125)
se réduit, tous calculs faits, à
Cext (ω) =
4π
k
ℑ
{
n∗pol.f (ninc,ω)
}
, (1.126)
dans laquelle ℑ désigne la partie imaginaire du terme entre accolades. Le théorème optique dé-
signe cette relation qui, par hypothèse, n’est valable qu’en champ lointain, c’est-à-dire loin de la
particule.
En utilisant les équations (1.80), (1.108), (1.119) et (1.120), on obtient de la même manière une
expression en fonction de l’amplitude de diffusion pour la section efficace de diffusion en champ
lointain
Cdif (ω) =
‹
4π
|f (er,ω)|2 dΩ, (1.127)
où l’intégration porte sur les 4π de la sphère d’angle solide dΩ = sin θdθdφ. L’absorption est
finalement calculée comme la différence Cabs = Cext − Cdif.
La puissance de ces résultats réside dans le fait que toutes les sections efficaces peuvent être
déterminée grâce à la seule connaissance de l’amplitude de diffusion f (er,ω), et ce, quelque soit
la particule considérée. Bien entendu, cette fonction sera dépendante de la particule et tout le jeu
consiste alors à déterminer cette fonction pour obtenir les propriétés optiques de la particule. En
pratique, elle peut s’obtenir analytiquement pour des systèmes simples (tels des sphères ou des
dipôles) mais il faudra recourir à l’outil informatique pour des géométries plus complexes.
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FIGURE 1.4 – Illustration d’un électron rapide se déplaçant sur une trajectoire rectiligne et inter-
agissant avec une particule.
1.4 Interaction d’électrons rapides avec des particules
Perte d’énergie d’électrons
Dans une expérience de mesure du spectre de pertes d’énergie d’électrons (EELS), un micro-
scope électronique à transmission est utilisé pour envoyer des électrons près d’une particule dont
on veut sonder les propriétés. Par rétro-action de la particule sur le faisceau d’électrons, ceux-ci
sont freinés et la mesure du spectre de pertes d’énergie donnent des informations caractéristiques
de la particule. La faiblesse des variations d’énergie cinétique des électrons, de l’ordre de quelques
eV pour une énergie incidente avoisinant la centaine de keV, ainsi que la largeur de focalisation
de l’ordre du nanomètre, nous permettent de décrire le faisceau comme un ensemble d’électrons
ponctuels se déplaçant le long d’une trajectoire rectiligne uniforme.
Plus formellement, supposons la présence d’une particule homogène de fonction diélectrique
ε (ω) et celle d’un électron se déplaçant dans le vide, à la vitesse v = vez, selon une trajectoire
re (t) = b0 + vt où b0 est le paramètre d’impact dans le plan xOy (fig. 1.4).
A cet électron en mouvement correspond des densités de charge et de courant
ρext (r, t) = −eδ (r− re (t)) , (1.128)
Jext (r, t) = ρext (r, t) v, (1.129)
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dont les transformées de Fourier temporelles sont 2
ρext (r,ω) = − e
v
δ (b− b0) e iωzv , (1.131)
Jext (r,ω) = ρext (r,ω) v, (1.132)
où e est la valeur absolue de la charge de l’électron et où la notation en coordonnées cylindriques
r = (b, z) est utilisée. En vertu de (1.59) et (1.63), le champ électrique associé à cette densité de
courant est
E (r,ω) =
eω
2πε0γv2
e
iωz
v
[
i
γ
K0
(
ωd
γv
)
ez − K1
(
ωd
γv
)
d
d
]
, (1.133)
avec Km la fonction de Bessel modifiée d’ordre m, d = b− b0 et d = |d|, la distance dans le plan
xOy entre l’électron et le point d’observation. Le facteur de contraction de Lorentz γ =
√
1− (v/c)2
a été introduit afin de tenir compte de la correction relativiste qui apparaît lorsque l’électron est
très rapide (pour un électron de 100 keV, on a v/c ≃ 0.51 et γ ≃ 0.86). L’expression (1.133) permet
de remarquer que le champ d’un électron en mouvement possède aussi bien une composante lon-
gitudinale (E ‖ v) que transverse (E ⊥ v) et c’est pourquoi ceux-ci sont de bons candidats pour
sonder les plasmons de volume.
Par interaction avec le champ électrique de l’électron, la particule va se polariser et le champ
électrique induit va, à son tour, agir sur l’électron et le freiner. La quantité d’énergie ainsi perdue
par l’électron est donnée par l’opposé du travail de ce champ le long de la trajectoire de l’électron
et sera fonction du paramètre d’impact b0, on a donc
∆EEEL (b0) = e
ˆ +∞
−∞
dtEind [re (t) , t] .v. (1.134)
Une expression plus utile est obtenue en passant dans l’espace des fréquences et est
∆EEEL (b0) =
e
2π
ˆ +∞
−∞
dt
ˆ +∞
−∞
dωv.Eind [re (t) ,ω] e
−iωt, (1.135)
qui, en utilisant Eind [re (t) ,−ω] = E∗ind [re (t) ,ω] et z + z∗ = 2ℜ {z}, peut se mettre sous la forme
∆EEEL (b0) =
e
π
ˆ +∞
−∞
dt
ˆ +∞
0
dωℜ
{
v.Eind [re (t) ,ω] e
−iωt
}
. (1.136)
Si l’on définit ΓEEL (b0,ω) comme étant la probabilité de perdre un quantum d’énergie à la fré-
quence ω, on a
ΓEEL (b0,ω) =
e
πh¯2ω
ˆ +∞
−∞
dtℜ
{
v.Eind [re (t) ,ω] e
−iωt
}
, (1.137)
2. On a utilisé la relation ˆ +∞
−∞
dx f (x) δ (g (x)) = ∑
xk∈{xk |g(xk)=0}
f (xk)
|g′ (xk)|
. (1.130)
.
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et on peut ré-écrire la perte d’énergie sous la forme intégrale
∆EEEL (b0) =
ˆ +∞
0
d (h¯ω) h¯ωΓEEL (b0,ω) , (1.138)
qui est une somme sur toutes les énergies avec comme facteur de pondération la probabilité de
perte.
Limite électrostatique
Il est intéressant de regarder l’expression de la perte d’énergie dans le cas où l’on s’approche de
la limite électrostatique (kr → 0). Cela nous sera utile lorsque nous étudierons la perte d’énergie
due à un dipôle.
A la limite électrostatique, le champ induit découle d’un potentiel scalaire φind (r,ω) et s’écrit
Eind [re (t) ,ω] = −∇φind [re (t) ,ω] , (1.139)
et, en insérant dans l’équation (1.137), on obtient
Γ (b0,ω) =
−ev
πh¯2ω
ˆ +∞
−∞
dtℜ
{
∂
∂z
(φind [re (t) ,ω]) e
−iωt
}
. (1.140)
On peut ensuite utiliser la transformée de Fourier spatiale selon z
φind [re (t) ,ω] =
1
2π
ˆ +∞
−∞
dkzφind [b0,kz,ω] e
ikzz, (1.141)
et l’introduire dans l’équation précédente, ce qui mène à
Γ (b0,ω) =
−ev
2π2h¯2ω
ˆ +∞
−∞
dt
ˆ +∞
−∞
dkzℑ
{
φind [b0,kz,ω] kze
i(kzz−ωt)
}
. (1.142)
L’intégrale sur le temps peut être effectuée sachant que z = vt et donne
ˆ +∞
−∞
dtei(kzz−ωt) = −2πδ (ω− kzv) . (1.143)
On procède ensuite à l’intégration sur kz grâce à la propriété (1.130) de la delta de Dirac et l’ex-
pression finale est
Γ (b0,ω) =
e
πh¯2v
ℑ
{
φind
[
b0,kz =
ω
v
,ω
]}
, (1.144)
qui exprime la perte d’énergie en fonction de la transformée de Fourier du potentiel induit.
Cathodoluminescence
La cathodoluminescence (CL) est le phénomène physique par lequel une particule excitée par
un faisceau d’électrons convertit l’énergie perdue par ces électrons sous forme d’un rayonnement
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de photons. Mathématiquement, l’énergie totale émise sous forme de photons est obtenue en in-
tégrant, sur l’ensemble du spectre, le vecteur de Poynting du champ diffusé dans toutes les di-
rections. Dans la limite du champ lointain (kr → ∞), les champs diffusés ont la forme (1.119) et
(1.120) et on peut utiliser (1.80) comme expression pour le vecteur de Poynting. L’énergie radiée
peut ainsi être écrite comme
∆ECL (b0) =
ˆ +∞
0
d (h¯ω) h¯ωΓCL (b0,ω) (1.145)
où ΓCL (b0,ω), qui traduit la probabilité d’émettre un photon d’énergie h¯ω, est donné par
ΓCL (b0,ω) =
1
2µ0ch¯
2ω
‹
4π
|f (er,ω)|2 dΩ, (1.146)
et l’on remarque le lien direct avec la section efficace de diffusion (1.127).
1.5 Plasmons de surface
Plasmon-polariton de surface
Outre les ondes longitudinales introduites précédemment dans le cas des plasmons de volume,
il existe une autre classe de plasmons. Ces derniers sont des ondes transverses qui se déplacent
à l’interface entre un milieu diélectrique et un métal et qui restent confinées dans les directions
perpendiculaires à celle-ci. Pour ces raisons, ces excitations électromagnétiques de surface sont
appelées plasmon-polaritons de surface.
Le cas le plus simple permettant d’introduire ce nouveau type d’excitation est celui d’une in-
terface plane dans le plan xOy entre deux milieux infinis, non magnétiques, vides de sources et
de fonctions diélectriques ε1 (z < 0) et ε2 (z > 0). Etant donné que nous voulons que l’onde se
propage parallèlement à ce plan, disons dans la direction ex, le champ électrique doit être perpen-
diculaire à celui-ci. Sous ces conditions, la forme du champ la plus générale qui est solution des
équations d’onde (1.102) et (1.103) est
Ei (x, z) = (Eix, 0, Eiz) e
−kiz|z|ei(qixx−ωt), (1.147)
Bi (x, z) =
(
0, Biy, 0
)
e−kiz|z|ei(qixx−ωt), (1.148)
où le vecteur d’onde dans le milieu i = 1, 2 est de la forme ki = (qix, 0, ikiz), ce qui correspond à
une onde propagative selon ex et évanescente selon ez, et dont la norme est
k2i = q
2
ix − k2iz = ε i
ω2
c2
. (1.149)
L’application de la condition (1.12), portant sur les composantes tangentielles du champ électrique,
mène à E1x = E2x = Ex et q1x = q2x = q. En vertu de l’équation (1.24) avec Jext = 0, les composantes
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tangentielles des champs sont liées par
ik1zB1y = −ω
c
ε1Ex, (1.150)
ik2zB2y =
ω
c
ε2Ex, (1.151)
et la condition de continuité (1.13) implique B1y = B2y, ce qui impose la relation
k1z
k2z
= − ε1
ε2
. (1.152)
Par insertion de (1.149) dans cette dernière équation, on obtient la relation de dispersion des
plasmon-polaritons de surface
q =
√
ε1ε2
ε1 + ε2
ω
c
. (1.153)
Les composantes q et kiz des vecteurs d’onde devant être réelles et positives pour garantir l’exis-
tence d’un plasmon-polariton de surface, les fonctions diélectriques doivent satisfaire les condi-
tions
ε1ε2 < 0, (1.154)
ε1 + ε2 < 0, (1.155)
ce qui implique qu’un plasmon-polariton de surface ne peut exister qu’à l’interface d’un milieu
diélectrique et d’un milieu conducteur.
Comme cas d’école, prenons celui d’une interface entre unmétal parfait, décrit par une fonction
diélectrique ε1 (ω) de type Drude (1.84) avec Γ = 0, et de l’air (ε2 = 1). Des plasmon-polaritons
pourront exister à l’interface aux fréquences vérifiant la condition
ω < ωs =
ωp√
2
, (1.156)
pour lesquelles la partie propagative du vecteur d’onde est
q (ω) =
ω
c
√
ω2p −ω2
ω2p − 2ω2
, (1.157)
et l’on remarque qu’elle sera toujours supérieure à k0 = ω/c, la constante de propagation de la
lumière dans le vide. A la limite lorsque ω → ωs, q (ω) → +∞ et l’onde de surface acquiert un
caractère électrostatique et stationnaire. Pour ces raisons, ce mode d’excitation est appelé plasmon
de surface.
Remarquons que, de manière générale, les conditions (1.154) et (1.155) portées dans l’équation
(1.153) donnent un vecteur d’onde q > k0, ce qui signifie qu’une onde électromagnétique incidente
à l’interface ne pourra jamais exciter un plasmon-polariton de surface. Cependant, il existe diverses
méthodes qui permettent d’outrepasser cette restriction et ainsi autoriser le couplage entre lumière
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et plasmon-polarition de surface. Les 3 principales sont :
– l’excitation par impact de particules ;
– le couplage par prisme, qui utilise la réflexion totale interne pour transmettre à l’interface une
onde évanescente dont le vecteur d’onde parallèle est augmenté par l’indice de réfraction du
prisme ;
– le couplage par réseau, qui permet de transférer au vecteur d’onde parallèle incident une
quantité entière de fois le vecteur du réseau réciproque.
Plasmon de surface localisé
La troisième grande classe d’excitation collective est celle des plasmons de surface localisés.
Ces modes apparaissent naturellement lorsque l’on s’intéresse aux propriétés de diffusion et d’ab-
sorption de nanoparticules métalliques excitées par un champ électrique oscillant. Sous l’effet de
celui-ci, le nuage électronique se déplace et, en raison du confinement de l’interface, une force de
rappel d’origine coulombienne tend à ramener celui-ci à la position d’équilibre. A certaines fré-
quences, ce phénomène devient résonant et ces résonances sont appelées plasmons localisés en
raison de leur caractère non propagatif. Contrairement aux plasmon-polaritons, les plasmons lo-
calisés peuvent se coupler directement avec de la lumière pour autant que le moment dipolaire
qui lui est associé n’est pas nul. Dans le cas contraire, il est nécessaire d’avoir recours à d’autres
méthodes d’excitation dont notamment celle par faisceau d’électron.
L’approche la plus élémentaire qui permet d’introduire ce concept est celle de la diffusion d’une
sphère métallique de fonction diélectrique ε (ω), plongée dans un milieu diélectrique homogène
et non absorbant de fonction εm et excitée par un champ incident dont la longueur d’onde λ est
beaucoup plus grande que le rayon a de la sphère. On peut dès lors utiliser l’approximation électro-
statique, consistant à résoudre l’équation de Laplace (1.52), pour déterminer la forme des champs
à l’intérieur et à l’extérieur de la particule. En coordonnées sphériques (r, θ, φ), la solution générale
à l’équation de Laplace est de la forme
Φ (r, θ) =
+∞
∑
l=0
+l
∑
m=−l
(
Al,mr
l + Bl,mr
−(l+1)
)
Ylm (θ, φ) , (1.158)
où Al,m et Bl,m sont des coefficients d’expansion et Ylm (θ, φ) les harmonique sphériques d’ordre
(l,m). Supposons maintenant le champ incident constant et orienté selon ez, i.e. E0 = E0ez. En rai-
son de la symétrie azimutale du problème et du caractère fini du potentiel à l’origine, les potentiels
à l’intérieur Φint et à l’extérieur Φext s’écrivent
Φint (r, θ) =
+∞
∑
l=0
(
Alr
l
)
Pl (cos θ) , (1.159)
Φext (r, θ) =
+∞
∑
l=0
(
Blr
l + Clr
−(l+1)
)
Pl (cos θ) , (1.160)
et les coefficients d’expansion peuvent être déterminé par l’application des conditions aux limites
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du champ électrique E = −∇Φ à la surface de la sphère. Sachant que Φext (r, θ) = −E0r cos θ
lorsque r → +∞, on a Bl = 0 pour l 6= 1 et B1 = −E0. La condition (1.12) demande la continuité
de la composante tangentielle, c’est-à-dire
∂Φint
∂θ
∣∣∣∣
r=a
=
∂Φext
∂θ
∣∣∣∣
r=a
, (1.161)
tandis que (1.14) exige la continuité de la composante perpendiculaire
ε
∂Φint
∂r
∣∣∣∣
r=a
= εm
∂Φext
∂r
∣∣∣∣
r=a
. (1.162)
L’application de ces conditions mènent finalement à
Ala
l = Bla
lδl1 + Cla
−(l+1), (1.163)
lAla
l−1ε = lBlal−1εmδl1 − (l + 1)Cla−(l+2)εm, (1.164)
ce qui se synthétise en la condition
ε = − (l + 1)
l
εm, (1.165)
lorsque l 6= 1. Etant donné le caractère électrostatique du problème, on peut se limiter au dévelop-
pement au premier ordre (approximation dipolaire) et les potentiels s’écrivent alors
Φint (r, θ) = −
(
3εm
ε+ 2εm
)
E0r cos θ, (1.166)
Φext (r, θ) = −E0r cos θ +
(
ε− εm
ε+ 2εm
)
E0
a3
r2
cos θ, (1.167)
et correspondent à un champ constant
Eint (r) =
(
3εm
ε+ 2εm
)
E0, (1.168)
à l’intérieur de la sphère et à une somme du champ appliqué et d’un champ diffusé, d’origine
dipolaire, à l’extérieur de la sphère, c’est-à-dire Eext = E0 + Edif avec
Edif (r) =
3n (n.p)− p
4πε0εmr3
, (1.169)
où p = ε0εmαE0 avec la polarisabilité donnée par
α = 4πa3
(
ε− εm
ε+ 2εm
)
. (1.170)
Cette équation exprime la polarisabilité macroscopique d’une sphère en fonction de sa fonction
diélectrique macroscopique. De par sa forme, elle rappelle la relation de Clausius-Mossotti qui,
elle, relie la polarisabilité microscopique à la fonction diélectrique macroscopique du matériau.
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L’analyse faite jusqu’ici s’est restreinte à la réponse électrostatique d’une sphère métallique
plongée dans un champ uniforme. Elle a permis de montrer que cette réponse peut être entière-
ment décrite par l’introduction d’un dipôle induit à l’endroit de la sphère. Etant intéressés par
les propriétés de diffusion, il faut que le dipôle puisse rayonner. Pour cela, supposons main-
tenant que le champ incident possède une dépendance harmonique dans le temps, c’est-à-dire
E (r, t) = E0 (r,ω) e−iωt. Par conséquent, le dipôle induit possède également cette dépendance et
s’écrit p (r, t) = p (r,ω) e−iωt avec
p (r,ω) = ε0εmα (ω) E0 (r,ω) , (1.171)
où, maintenant, on tient compte de la dépendance en fréquence de la polarisabilité.
On observe que les champs internes et externes atteignent leur amplitude maximale lorsque
ε (ω)+ 2εm → 0, condition qui, lorsque la partie imaginaire varie lentement, se simplie enℜ [ε (ω)] =
−2εm, c’est la condition de Fröhlich. Pour un métal parfait plongé dans l’air et ayant une fonction
de Drude du type (1.84) avec Γ = 0, cette condition est remplie à la fréquence ω1 = ωp/
√
3. Les
sections efficaces d’absorption et de diffusion étant respectivement liées aux champs interne et dif-
fusé, il y a une exaltation de celles-ci, et donc résonance, à cette fréquence et le mode correspondant
est appelé plasmon localisé dipolaire.
Plus précisement, un dipôle ponctuel oscillant situé en r0 possède une densité de courant
Jdip (r,ω) = −iωp (r,ω) δ (r− r0) et le champ électrique associé, donné par (1.59), s’écrit
Edip (r,ω) =
k2
ε0
G0 (r, r0,ω) p (r0,ω) , (1.172)
et sa forme explicite est
Edip (r,ω) =
1
4πε0εm
eikR
R
{
k2
[
I − n⊗ n]−(1− ik
R2
) [
I − 3n⊗ n]} p (r0,ω) , (1.173)
où R = r − r0 et n = R/R. Dans la limite de champ lointain (kR → +∞), cette expression se
simplifie en
Edip (r,ω) =
k2
4πε0εm
eikR
R
[(n× p (r0,ω))× n] , (1.174)
et on peut utiliser les approximations R = r− n.r0 et n = r/r pour ramener ce champ sous la forme
(1.119) avec
f (n,ω) =
k2
4πε0 |E0| e
−ikn.r0 [(n× p (r0,ω))× n] . (1.175)
Ceci permet d’utiliser (1.126) et (1.127) pour obtenir les expressions suivantes des sections efficaces
Cdif (ω) =
k4
6π
|α (ω)|2 , (1.176)
Cabs (ω) ≃ Cext (ω) = kℑ {α (ω)} , (1.177)
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qui montrent que ces dernières sont maximales à la condition de Fröhlich. Observons que pour les
petites particules (ka≪ 1), l’absorption est largement dominante et sera donc pratiquement égale
à l’extinction.
La condition de Fröhlich donne ainsi le critère de résonance dipolaire d’une particule dans
l’approximation quasi-statique, c’est-à-dire pour un champ excitateur oscillant tel que ka ≪ 1.
Dans ce cas, la réponse de la particule est décrite par un dipôle oscillant et est indépendante de
la géométrie de celle-ci. Remarquons également que la condition de Fröhlich est dépendante de
l’environnement de la particule (εm) et qu’il est ainsi possible de modifier la position fréquentielle
de la résonance plasmon dipolaire via ce paramètre. En effet, une augmentation de εm aura pour
effet de déplacer la fréquence plasmon dipolaire vers le rouge, c’est-à-dire vers les plus faibles
énergies.
En plus de la résonance dipolaire, il existe des modes d’ordres supérieurs (l > 1) qui appa-
raissent aux fréquences qui vérifient la condition (1.165), c’est-à-dire
ωl =
√
l
l + (l + 1) εm
ωp, (1.178)
dans le cas d’un métal de Drude avec amortissement nul. Ces modes d’ordres supérieurs appa-
raissent donc à des énergies plus élevées que la résonance dipolaire et se confondent à la fréquence
de Fröhlich ωF = ωp/
√
2εm à la limite l → +∞.
Lorsque la taille de la particule devient comparable à la longueur d’onde du champ incident,
l’approximation quasi-statique n’est plus valable. Pour déterminer l’énergie à laquelle les modes
de résonances apparaissent, il est alors nécessaire de résoudre les équations de Maxwell pour la
particule considérée. Cela peut se faire de manière analytique pour des sphères ou des cylindres
mais des géométries plus complexes demandent d’utiliser des approches numériques. Nous re-
viendrons en détails sur celles-ci au chapitre 2. En conséquence du caractère électrodynamique du
problème, le critère de Fröhlich n’est plus valable et les modes de résonances sont dépendants de
la géométrie, de la composition et de l’environnement de la particule.
1.6 Effets quantiques, non-localité et plasmons
Pour des particules suffisamment grandes, c’est-à-dire dont la dimension caractéristique est
supérieure à 10 nm, on peut utiliser sans problème de validité l’électromagnétisme de Maxwell
et la fonction diélectrique locale macroscopique du matériau pour obtenir les propriétés optiques
de ces particules. Cependant, lorsque cette dimension caractéristique est inférieure à 10 nm, des
effets quantiques apparaissent en raison du confinement des électrons. Le mouvement de ceux-ci
est perturbé par la présence de la surface de la particule et l’utilisation d’une fonction diélectrique
macroscopique devient dès lors insuffisante pour décrire les effets quantiques sur les plasmons
localisés. En particulier, il a été observé que les modes plasmons se décalent vers les plus hautes
énergies et qu’ils deviennent plus large à mesure que la taille diminue [9, 10]. Pour rendre compte
de ces observations, différentes approches ont été proposées. On distingue ainsi les approches
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classiques avec correction des approches purement quantiques.
Parmi les approches classiques, la plus simple est celle qui consiste à ajouter dans la fonction
diélectrique locale un facteur d’amortissement inversement proportionnel à la taille caractéristique
de la particule pour tenir compte des collisions des électrons avec la surface [11]. D’autres modèles
locaux ont été proposés. Il y a notamment celui dans lequel on suppose que le nuage électronique
se situe dans un puit quantique infini borné par la surface de la particule. Ce modèle permet de
calculer le spectre des états discrets et d’ensuite construire la fonction diélectrique de la particule à
partir d’une somme sur toutes les transitions électroniques pondérées par les forces d’oscillateurs
[9].
Malgré les améliorations qu’ils apportent, ces modèles locaux restent insuffisants et une des-
cription plus précise est obtenue grâce à l’utilisation d’une fonction diélectrique non-locale ε (k,ω)
et d’un modèle hydrodynamique [12–16]. Dans celui-ci, les perturbations produites par le champ
électromagnétique extérieur sur les électrons de conduction sont décrites par les densités de cou-
rant et de charges induits évoluant dans un gaz d’électrons non perturbé. Le mouvement des
électrons de conduction est alors gouverné par les équations de Navier-Stokes qui contiennent
des termes non-locaux en raison de la présence de la fonction ε (k,ω). Différentes approches ont
été proposées pour déterminer cette fonction. On peut notamment citer la procédure consistant à
rajouter un terme d’amortissement proportionnel à k [17] ou encore celle consistant soustraire la
fonction diélectrique de Drude et à ajouter la fonction diélectrique de Mermin à la fonction diélec-
trique locale, mesurée expérimentalement [18]. Mentionnons finalement l’approche proposée par
Luo et ses collaborateurs qui consiste à remplacer le métal non-local par un métal local sur lequel
est déposé une couche diélectrique [19].
Les calculs purement quantiques peuvent être réalisés grâce à la méthode ab initio de la théorie
de la fonctionnelle de la densité dépendante du temps (TDDFT) [20]. Celle-ci permet de détermi-
ner l’ensemble des états excités de la particule et d’en déduire la fonction de réponse à partir de
laquelle on peut calculer le spectre optique. Cette approche a beaucoup été utilisée pour étudier
l’influence des effets quantiques (principalement l’effet tunnel) qui apparaissent lorsque deux par-
ticules sont très proches l’une de l’autre [21–24]. Ces systèmes fortement couplés ont également été
étudié par le modèle hydrodynamique [25,26] et une étude comparative avec les résultats obtenus
par TDDFT a révélé que des différences notables apparaissent dans les spectres optiques, remettant
en doute la validité du modèle hydrodynamique dans le cas de particules fortement couplées [27].
Un traitement quantique ab initio des systèmes contenant de grandes particules demande
d’énormes ressources de calcul en raison du nombre gigantesque d’atomes. C’est pourquoi des
chercheurs se sont penchés sur le développment de modèles simples permettant de décrire l’effet
tunnel entre deux particules très proches. L’un d’eux consiste à décrire les particules par leurs fonc-
tions diélectriques locales et à considérer la présence d’un canal métallique fictif qui connecte les
deux particules [28]. Ce canal fictif, supposé cylindrique et paramétrisé par son rayon, est modélisé
par une fonction diélectrique locale dépendante de la distance entre les particules.
Finalement, des travaux récents ont été réalisés sur des calculs quantiques d’aggrégats ordon-
nés de particules d’argents sub-nanométriques [29]. L’approche proposée construit l’hamiltonien
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du système total à partir des états électroniques des particules individuelles obtenus par TDDFT
et calcule l’évolution de l’aggrégat sous l’effet d’un champ extérieur grâce à l’équation de Schrö-
dinger dépendante du temps.
1.7 Conclusions
Ce chapitre a permis d’introduire les concepts qui seront manipulés dans ce manuscrit de thèse
et d’établir les relations fondamentales des phénomènes d’interaction entre lumière et nanoparti-
cules. En particulier, nous avons abordé la diffusion et l’absorption d’ondes électromagnétiques
par des nanoparticules ainsi que l’interaction entre ces dernières et un faisceau d’électrons ra-
pides. Nous avons également dérivé des modèles simples pour la fonction diélectrique, quantité
qui gouverne les propriétés de réponse des matériaux. Ensuite, les notions de plasmon de volume,
de plasmon de surface et de plasmon localisé ont été exposées. Nous avons ainsi pu montrer l’exis-
tence de résonances dans le spectre des propriétés optiques des nanoparticules métalliques dont
l’origine est expliquée par les excitations collectives des électrons de conduction, c’est-à-dire les
plasmons. Finalement, les effets quantiques apparaissant sur les plasmons localisés des particules
très petites et des particules fortement couplées ont été brièvement discutés.

Chapitre 2
Approches numériques
L’objectif de ce chapitre est de donner un exposé assez succinct des différentes méthodes nu-
mériques de résolution des équations de Maxwell utilisées pour l’étude des propriétés de réponse
de nanoparticules métalliques. Une très bonne revue sur ce sujet a été écrite par Kahnert [30] et
celui-ci fait également l’objet de quelques chapitres du livre édité par Mischenko [31].
2.1 Théorie de Mie généralisée et matrices de transition
Une solution analytique au problème de la diffusion et de l’absorption par une particule sphè-
rique homogène de taille arbitraire a été apportée par GustavMie en 1908 [32]. Comme nous allons
le voir, celle-ci permet d’exprimer les champs internes et externes comme une série infinie d’ondes
sphériques vectorielles. En plus des sphères homogènes, la solution de Mie permet également de
traiter des sphères avec des multicouches de matériaux différents ou encore des particules pos-
sédant une symétrie de révolution tels des cylindres homogènes ou multicouches. Aujourd’hui
encore, la théorie de Mie est un outil utilisé de manière intensive pour étudier les propriétés op-
tiques de ce type de particules et elle fait l’objet de nombreux ouvrages dont les plus importants
sont [4, 6, 33].
En 1971, Peter Waterman [34, 35] généralise la solution de Mie pour des particules homogènes
de formes arbitraires et c’est dans les années 70 que Peterson et Ström [36–38] introduiront, sur
base des travaux de Waterman, un cadre formel permettant de traiter des problèmes de diffusions
multiples d’ondes tant électromagnétiques qu’élastiques et acoustiques. D’abord appliquée à des
ensembles de sphères [36,39–42], cette nouvelle approche, appelée méthode des matrices de transi-
tion ou théorie de Mie généralisée, se révèlera également utile, sous certaines conditions, pour des
systèmes de particules de formes arbitraires. Les ouvrages classiques sur le sujet sont [5, 6, 43, 44].
Matrices de transition
Supposons la présence d’une particule homogène de forme arbitraire à l’origine d’un système
de coordonnées dans un milieu non absorbant et vide de sources. Comme nous l’avons vu au
chapitre 1, la résolution du problème de diffusion et d’absorption d’une onde incidente par cette
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particule requiert de résoudre les équations (1.102) et (1.103). L’idée de base des matrices de tran-
sitions, qui est également l’idée de base de la solution de Mie, est de ramener ces équations sous
la forme d’une équation d’onde scalaire et d’écrire les champs en fonction des solutions de cette
équation.
Pour ce faire, remarquons que les champs électrique et magnétique sont liés entre eux par les
équations deMaxwell (1.94) à (1.97). Nous cherchons ainsi des solutions de l’équation de Helmoltz
homogène dont la divergence est nulle et qui sont liées entre elles par un rotationnel. Soit les
vecteurs
M = ∇× (rψ) , (2.1)
N =
1
k
∇×M, (2.2)
où r est un vecteur position et ψ une fonction scalaire. On peut montrer que
∇.M = 0, (2.3)
∆M+ k2M = ∇× [r (∆ψ+ k2ψ)] , (2.4)
et cette dernière expression sera nulle à la condition que ψ vérifie
∆ψ+ k2ψ = 0. (2.5)
De plus, on a
∆N+ k2N = 0, (2.6)
∇×N = kM, (2.7)
et les vecteurs M et N, appelés harmoniques vectorielles, ont ainsi toutes les propriétés requises
pour décrire les champs électrique et magnétique. Par ailleurs, on remarque que la fonction gé-
nératrice ψ doit être solution de l’équation de Helmoltz homogène. En coordonnées sphériques,
celle-ci admet deux types de solutions générales de la forme
Rgψlm (kr) = jl (kr)Ylm (θ, φ) , (2.8)
ψlm (kr) = hl (kr)Ylm (θ, φ) , (2.9)
qui sont respectivement régulière (Rg) et irrégulière à l’origine. Les fonctions radiales jl (kr) et
hl (kr) sont les fonctions de Bessel sphériques de première espèce et de Hankel sphériques et les
Ylm (θ, φ) sont les harmoniques sphériques. On introduit ensuite les ondes sphériques vectorielles
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définies par
RgMlm (kr) =
1√
l (l + 1)
∇× (rRgψlm) , RgNlm (kr) = 1k∇× RgMlm, (2.10)
Mlm (kr) =
1√
l (l + 1)
∇× (rψlm) , Nlm (kr) = 1k∇×Mlm, (2.11)
qui, en introduisant l’opérateur moment cinétique L = −ir × ∇ et les harmoniques sphériques
vectorielles
Ylm (θ, φ) =
1
i
√
l (l + 1)
LYlm (θ, φ) , (2.12)
Zlm (θ, φ) = ∇× LYlm (θ, φ) , (2.13)
s’écrivent
RgMlm (kr) = jl (kr)Ylm (θ, φ) , RgNlm (kr) = jl (kr)Zlm (θ, φ) , (2.14)
Mlm (kr) = hl (kr)Ylm (θ, φ) , Nlm (kr) = hl (kr)Zlm (θ, φ) . (2.15)
Etant donné que les harmoniques sphériques vectorielles vérifient les relations d’orthogonalité
ˆ
Y∗l′m′ .YlmdΩ = δll′δmm′ (2.16)ˆ
Y∗l′m′ .ZlmdΩ = 0, (2.17)
les ondes sphériques vectorielles (2.14) et (2.15) forment une base orthogonale sur laquelle on peut
développer les champs, c’est-à-dire
E (r,ω) = ∑
l,m

alm (ω)

RgMlm (kr)Mlm (kr) + blm (ω)

RgNlm (kr)Nlm (kr)

 , (2.18)
icB (r,ω) = ∑
l,m

blm (ω)

RgMlm (kr)Mlm (kr) + alm (ω)

RgNlm (kr)Nlm (kr)

 , (2.19)
en vertu de (1.96). Le choix entre fonctions régulières ou irrégulières dans ces expressions est dicté
par les conditions du problème considéré. De manière générale, si l’origine est le centre de la
particule, le champ incident peut se décrire par des fonctions régulières tandis que le champ diffusé
sera décrit par des fonctions irrégulières. Dans ce cas, supposons donc que les champs électriques
incidents et diffusés s’écrivent sous la forme
Einc (r,ω) = ∑
l,m
[alm (ω)RgMlm (kr) + blm (ω)RgNlm (kr)] , (2.20)
Edif (r,ω) = ∑
l,m
[plm (ω)Mlm (kr) + qlm (ω)Nlm (kr)] , (2.21)
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icµ0Hinc (r,ω) = ∑
l,m
[alm (ω)RgMlm (kr) + blm (ω)RgNlm (kr)] , (2.22)
icµ0Hdif (r,ω) = ∑
l,m
[plm (ω)Mlm (kr) + qlm (ω)Nlm (kr)] . (2.23)
Il a été montré qu’en champ lointain les sections efficaces sont données par [45]
Cext (ω) = − 1
k2 |E0|2 ∑l,m
ℜ {alm p∗lm + blmq∗lm} , (2.24)
Cdif (ω) =
1
k2 |E0|2 ∑l,m
(
|plm|2 + |qlm|2
)
, (2.25)
Cabs (ω) = Cext (ω)− Cdif (ω) , (2.26)
où |E0|2 représente l’intensité du champ incident. La connaissance des coefficients d’expansion
permet ainsi de calculer toutes les propriétés optiques de la particule et le noeud du problème
consiste à déterminer ces coefficients. En pratique, le champ incident est connu et, grâce aux rela-
tion d’orthogonalité (2.16) et (2.17), les coefficients correspondants sont donnés par la projection
sur les différentes fonctions de base. En conséquence de la linéarité des équations de Maxwell, on
peut introduire une matrice T qui relie les coefficients du champ incident à ceux du champ diffusé,
c’est-à-dire [
p
q
]
= T
[
a
b
]
=
[
11T 12T
21T 22T
] [
a
b
]
, (2.27)
et dont les éléments peuvent être déterminés par l’application des conditions aux limites (1.98) à
(1.101). Par conséquent, la matrice de transition dépend aussi bien de la géométrie que de la com-
position et de l’orientation de la particule. Par contre, elle est totalement indépendante du champ
incident et elle caractérise donc complètement la particule considérée. De ce fait, c’est l’élément
fondamental à déterminer. En pratique, cela doit se faire de manière numérique pour une particule
de forme arbitraire. Lorsque celle-ci est sphérique, les résultats sont analytiques et correspondent
à la solution de Mie pour laquelle la matrice de transition est diagonale et dont les coefficients sont
donnés par
11tl = −
ζl (ka) ζ
′
l
(√
εka
)−√εζ ′l (ka) ζ l (√εka)
κl (ka) ζ
′
l
(√
εka
)−√εκ′l (ka) ζ l (√εka) , (2.28)
22tl = −
√
εζl (ka) ζ
′
l
(√
εka
)− ζ ′l (ka) ζ l (√εka)√
εκl (ka) ζ
′
l
(√
εka
)− κ′l (ka) ζ l (√εka) , (2.29)
où ζl (x) = xjl (x) et κl (x) = xhl (x) sont les fonctions de Riccati-Bessel et ε est la fonction diélec-
trique de la sphère.
Méthode des conditions frontières étendues (ou méthode du champ nul)
Pour des particules de formes arbitraires, le calcul de la matrice de transition se fait numérique-
ment. L’idée initiale, due à Waterman, consiste à écrire les champs incidents et diffusés en fonction
2.1. THÉORIE DE MIE GÉNÉRALISÉE ET MATRICES DE TRANSITION 41
d’intégrales du champ total externe bornées à la surface de la particule. Pour ce faire, on part de la
formulation de Stratton-Chu, qui exprime le champ total en un point r′ d’un volume V borné par
une surface S comme une intégrale du champ total sur cette surface, donnée par
E
(
r′
)
=
‹
S
dS
{
iωµ0 [n×H (r)] .G0
(
r, r′
)
+ [n× E (r)] . [∇×G0 (r, r′)]} , r′ ∈ V, (2.30)
où (E,H) est le champ total à l’intérieur de V, n un vecteur unitaire pointant vers l’intérieur du
volume et G0 est la dyade de Green (1.63). On applique ensuite cette formulation pour les points
situés à l’intérieur et à l’extérieur de la particule. Soit Vint et Vext les volumes intérieur et extérieur et
Sint et Sext leurs surfaces respectives. Pour un point r
′ ∈ Vext, la surface Sext peut être décomposée
comme étant la somme de la surface de la particule Sint et d’une surface Sr appartenant à une
sphère entourant la particule et dont le rayon r tend vers l’infini (fig. 2.1). En vertu de (1.119) et
(1.120), le champ diffusé devient nul à l’infini et l’intégration sur cette surface Sr (r → +∞) donne
le champ incident. On peut donc écrire
Edif
(
r′
)
=
‹
Sint
dS
{
iωµ0 [nint ×H1 (r)] .G0
(
r, r′
)
+ [nint × E1 (r)] .
[∇×G0 (r, r′)]} , r′ ∈ Vext,
(2.31)
où nint est un vecteur unitaire pointant vers l’extérieur de Vint. Pour un point r
′ ∈ Vint, on fait
l’approximation du champ total nul, qui stipule que le champ incident à l’intérieur de la particule
est exactement compensé par le champ diffusé, ce qui permet d’obtenir
Einc
(
r′
)
= −
‹
Sint
dS
{
iωµ0 [nint ×H1 (r)] .G0
(
r, r′
)
+ [nint × E1 (r)] .
[∇×G0 (r, r′)]} , r′ ∈ Vint.
(2.32)
Ces deux équations forment la base de la méthode des conditions frontières étendues dont le nom
vient du fait que l’on étend le domaine de validité de (2.30) à Vint ∪Vext. En pratique, on détermine
le champ total externe à partir de (2.32) pour un champ incident donné et on utilise le résultat dans
(2.31) pour obtenir le champ diffusé.
Ceci étant établi, l’étape suivante consiste à écrire les champs selon leur développement (2.20)
et (2.21) et à en calculer les coefficients, sachant que la dyade de Green peut s’écrire sous la forme
G0
(
r, r′
)
= ik
+∞
∑
l=1
l
∑
m=−l
(−1)m

Ml,−m (kr)⊗ RgMlm (kr
′) +Nl,−m (kr)⊗ RgNlm (kr′) , r > r′
RgMl,−m (kr)⊗Mlm (kr′) + RgNl,−m (kr)⊗Nlm (kr′) , r′ > r
.
(2.33)
Soit r> le rayon de la plus petite sphère entourant la particule et r< celui de la plus grande sphère
inscrite dans la particule, le champ incident s’écrira
Einc
(
r′,ω
)
= ∑
l,m
[alm (ω)RgMlm (k1r) + blm (ω)RgNlm (k1r)] , r
′
< r<, (2.34)
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FIGURE 2.1 – Formulation de Stratton-Chu pour une particule dans un milieu infini.
avec k1 le vecteur d’onde à l’extérieur de la particule, et les coefficients sont donnés par
[
alm (ω)
blm (ω)
]
= k1 (−1)m
‹
S
dS
{
ωµ0 [n×H1 (r)] .
[
Ml,−m (k1r)
Nl,−m (k1r)
]
+− ik1 [n× E1 (r)] .
[
Nl,−m (k1r)
Ml,−m (k1r)
]}
. (2.35)
Pour le champ diffusé, on a
Edif
(
r′,ω
)
= ∑
l,m
[
plm (ω)Mlm
(
k1r
′)+ qlm (ω)Nlm (k1r′)] , r′ > r>, (2.36)
et
[
qlm (ω)
plm (ω)
]
= −k1 (−1)m
‹
S
dS
{
ωµ0 [n×H1 (r)] .
[
RgMl,−m (k1r)
RgNl,−m (k1r)
]
+− ik1 [n× E1 (r)] .
[
RgNl,−m (k1r)
RgMl,−m (k1r)
]}
. (2.37)
Les conditions aux limites (1.98) et (1.99) permettent de substituer le champ total externe par le
champ total interne dans les expressions des coefficients. Supposons que le champ interne puisse
s’écrire comme un développement de fonctions régulières
E2 (r,ω) = ∑
l,m
[clm (ω)RgMlm (k2r) + dlm (ω)RgNlm (k2r)] , r ∈ Vint, (2.38)
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H2 (r,ω) = ∑
l,m
[dlm (ω)RgMlm (k2r) + clm (ω)RgNlm (k2r)] , r ∈ Vint, (2.39)
où k2 est le vecteur d’onde à l’intérieur de la particule, et substituons ces expressions dans (2.35).
On obtient la relation entre les coefficients[
a
b
]
= Q
[
c
d
]
=
[
11Q 12Q
21Q 22Q
] [
c
d
]
, (2.40)
où
11Qlm,l′m′ = −ik1k2 J21lm,l′m′ − ik21 J12lm,l′m′ , (2.41)
12Qlm,l′m′ = −ik1k2 J11lm,l′m′ − ik21 J22lm,l′m′ , (2.42)
21Qlm,l′m′ = −ik1k2 J22lm,l′m′ − ik21 J11lm,l′m′ , (2.43)
22Qlm,l′m′ = −ik1k2 J12lm,l′m′ − ik21 J21lm,l′m′ , (2.44)
avec 

J11lm,l′m′
J12lm,l′m′
J21lm,l′m′
J22lm,l′m′

 = (−1)m
‹
S
dSn.


RgMl′m′ (k2r)×Ml,−m (k1r)
RgMl′m′ (k2r)×Ml,−m (k1r)
RgNl′m′ (k2r)×Ml,−m (k1r)
RgNl′m′ (k2r)×Nl,−m (k1r)

 . (2.45)
De même en substituant dans (2.37), on obtient
[
p
q
]
= −RgQ
[
c
d
]
=
[
−11RgQ −12RgQ
−21RgQ −22RgQ
] [
c
d
]
, (2.46)
où
11RgQlm,l′m′ = −ik1k2RgJ21lm,l′m′ − ik21RgJ12lm,l′m′ , (2.47)
12RgQlm,l′m′ = −ik1k2RgJ11lm,l′m′ − ik21RgJ22lm,l′m′ , (2.48)
21RgQlm,l′m′ = −ik1k2RgJ22lm,l′m′ − ik21RgJ11lm,l′m′ , (2.49)
22RgQlm,l′m′ = −ik1k2RgJ12lm,l′m′ − ik21RgJ21lm,l′m′ , (2.50)
avec 

RgJ11lm,l′m′
RgJ12lm,l′m′
RgJ21lm,l′m′
RgJ22lm,l′m′

 = (−1)m
‹
S
dSn.


RgMl′m′ (k2r)× RgMl,−m (k1r)
RgMl′m′ (k2r)× RgMl,−m (k1r)
RgNl′m′ (k2r)× RgMl,−m (k1r)
RgNl′m′ (k2r)× RgNl,−m (k1r)

 . (2.51)
Finalement en combinant les équations (2.40) et (2.46), on obtient la relation
T = − [RgQ] [Q]−1 , (2.52)
qui exprime les éléments de la matrice de transition en fonction de produits vectoriels de fonctions
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de base sphériques, intégrés sur la surface de la particule. Ces intégrales (2.46) et (2.51) sont calcu-
lées numériquement en utilisant un système de coordonnées adapté au problème et les techniques
d’intégration numérique habituelles. Une fois la matrice T déterminée, on peut ensuite calculer
toutes les propriétés d’absorption et de diffusion de la particule.
Diffusions multiples et matrice de transition d’agrégat
Jusqu’à présent, nous n’avons considéré que des systèmes de particules isolées qui peuvent
être de formes arbitraires. L’approche peut cependant se généraliser à des systèmes composés d’un
nombre quelconque de particules. Pour un tel système, le champ diffusé sera la somme des champs
diffusés par les particules individuelles
Edif =
N
∑
j=1
E
j
dif, (2.53)
et le champ incident sur une particule est la somme du champ appliqué et des champs diffusés
provenant des autres particules, c’est-à-dire
E
j
inc = E
j
app + ∑
i 6=j
Eidif, (j = 1, . . . , N) . (2.54)
Les champs individuels peuvent être développés en terme de fonctions de base sphériques centrées
à l’origine des particules correspondantes. Supposons que ces dernières soit positionnées en Rj par
rapport à une origine commune dans le système de coordonnées global (fig. 2.2), on a
E
j
inc = Einc
(
rj,ω
)
= ∑
l,m
[
a
j
lm (ω)RgMlm
(
krj
)
+ b
j
lm (ω)RgNlm
(
krj
)]
, (2.55)
Eidif = Edif (ri,ω) = ∑
l,m
[
pilm (ω)Mlm (kri) + q
i
lm (ω)Nlm (kri)
]
, (2.56)
où rj = r − Rj est le point d’évaluation par rapport à l’origine de la particule et dont la norme
vérifie rj > dj si dj est le rayon de la plus petite sphère entourant la particule j. Pour une particule
donnée, les coefficients sont liés entre eux par une matrice T
j
individuelle telle que
[
pj
qj
]
= T
j
[
aj
bj
]
, (2.57)
et que nous supposons connue et calculable comme expliqué précédemment.
Etant donné la forme (2.54) du champ incident, on peut également développer le champ appli-
qué et les champs diffusés en fonctions régulières centrées à l’origine de la particule j qui reçoit ces
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FIGURE 2.2 – Géométrie du problème de diffusion multiple.
champs, c’est-à-dire
E
j
app = ∑
l,m
[
a
j0
lm (ω)RgMlm
(
krj
)
+ b
j0
lm (ω)RgNlm
(
krj
)]
, (2.58)
Eidif = ∑
l,m
[
p
ji
lm (ω)RgMlm
(
krj
)
+ q
ji
lm (ω)RgNlm
(
krj
)]
, (2.59)
où
(
aj0,bj0
)
sont les coefficients du champ appliqué développé autour de Rj et
(
pji,qji
)
sont les
coeffficients du champ diffusé par la particule i développé autour de cette même origine. Cela
permet de ré-écrire (2.57) sous la forme
[
pj
qj
]
= T
j
{[
aj0
bj0
]
+ ∑
i 6=j
[
pji
qji
]}
(j = 1, . . . , N) . (2.60)
L’étape suivante consiste à exprimer les coefficients
(
pji,qji
)
en fonction des
(
pi,qi
)
afin d’obtenir
un système linéaire qui peut être résolu numériquement. Le problème qui se pose à nous est que
l’on dispose de deux origines locales différentes, Ri et Rj, pour les coefficients
(
pi,qi
)
et
(
pji,qji
)
. Il
existe cependant un théorème fondamental, appelé théorème d’addition, qui permet de translater
les fonctions de base d’une origine à l’autre. Celui-ci s’écrit
[
Mlm (kri)
Nlm (kri)
]
= ∑
l′,m′
[
Alm,l′m′
(
kRji
)
Blm,l′m′
(
kRji
)
Blm,l′m′
(
kRji
)
Alm,l′m′
(
kRji
)
] [
RgMl′m′
(
krj
)
RgNl′m′
(
krj
)
]
, rj < Rji, (2.61)
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avec Rji = Rj − Ri. Les coefficients Alm,l′m′
(
kRji
)
et Blm,l′m′
(
kRji
)
ont des expressions analytiques
relativement complexes qui peuvent être trouvées dans [5]. Grâce à ce théorème, on obtient finale-
ment le système linéaire
[
pj
qj
]
= T
j
{[
aj0
bj0
]
+ ∑
i 6=j
[
A
(
kRji
)
B
(
kRji
)
B
(
kRji
)
A
(
kRji
)
] [
pi
qi
]}
, (j = 1, . . . , N) , (2.62)
qui peut être résolu numériquement pour un champ appliqué donné si l’on connait les différentes
matrices T
j
. L’inversion de ce système donne
[
pj
qj
]
=
N
∑
i=1
T
ji
[
ai0
bi0
]
, (j = 1, . . . , N) , (2.63)
où les matrices T
ji
transforment les coefficients du champ appliqué centré autour de la particule
i en coefficients du champ diffusé centré autour de la particule j. Remarquons que ces matrices
ne dépendent pas du champ appliqué et rendent uniquement compte de la configuration du sys-
tème de particules (positions, orientations, matériaux et tailles). Une fois les coefficients
(
ai,bi
)
et(
pi,qi
)
déterminés, on peut obtenir les propriétés optiques via
Cext (ω) = − 1
k2 |E0|2
N
∑
i=1
∑
l,m
ℜ
{
ailm p
i,∗
lm + b
i
lmq
i,∗
lm
}
, (2.64)
Cdif (ω) =
1
k2 |E0|2
N
∑
i=1
∑
l,m
(∣∣∣pilm∣∣∣2 + ∣∣∣qilm∣∣∣2
)
, (2.65)
Cabs (ω) = Cext (ω)− Cdif (ω) , (2.66)
qui expriment la réponse totale du système comme une somme de réponses individuelles.
Il est possible d’aller encore un peu plus loin et de construire une matrice de transition T pour
l’agrégat de particules. Dans ce cas, le système est vu commu un ensemble dont les détails sont
contenus dans la matrice de transition. Celle-ci peut s’obtenir comme suit. Supposons que l’origine
de l’agrégat se trouve en R0, on peut alors écrire
Eapp = ∑
l,m
[alm (ω)RgMlm (kr0) + blm (ω)RgNlm (kr0)] , (2.67)
Edif = ∑
l,m
[plm (ω)Mlm (kr0) + qlm (ω)Nlm (kr0)] , (2.68)
avec [
p
q
]
= T
[
a
b
]
. (2.69)
Grâce aux formes alternatives du théorème d’addition, données par
[
RgMlm (kr0)
RgNlm (kr0)
]
= ∑
l′,m′
[
RgAlm,l′m′
(
kRj0
)
RgBlm,l′m′
(
kRj0
)
RgBlm,l′m′
(
kRj0
)
RgAlm,l′m′
(
kRj0
)
] [
RgMl′m′
(
krj
)
RgNl′m′
(
krj
)
]
, (2.70)
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et[
Mlm
(
krj
)
Nlm
(
krj
)
]
= ∑
l′,m′
[
RgAlm,l′m′
(
kR0j
)
RgBlm,l′m′
(
kR0j
)
RgBlm,l′m′
(
kR0j
)
RgAlm,l′m′
(
kR0j
)
] [
Ml′m′ (kr0)
Nl′m′ (kr0)
]
, r0 > R0j, (2.71)
on obtient les relations [
p
q
]
=
N
∑
j=1
[
RgA
(
kR0j
)
RgB
(
kR0j
)
RgB
(
kR0j
)
RgA
(
kR0j
)
] [
pj
qj
]
, (2.72)
[
ai0
bi0
]
=
[
RgA (kRi0) RgB (kRi0)
RgB (kRi0) RgA (kRi0)
] [
a
b
]
. (2.73)
Une fois celles-ci injectées dans (2.63), elles mènent à l’équation donnant l’expression de la matrice
de transition de l’agrégat
T =
N
∑
i,j=1
[
RgA
(
kR0j
)
RgB
(
kR0j
)
RgB
(
kR0j
)
RgA
(
kR0j
)
]
T
ji
[
RgA (kRi0) RgB (kRi0)
RgB (kRi0) RgA (kRi0)
]
. (2.74)
Celle-ci, une fois déterminée, peut être employée pour calculer les coefficients (p,q) qui, avec les
(a,b), sont utilisés pour l’évaluation des sections efficaces à une particule données par les équa-
tions (2.24) à (2.26).
Forces et faiblesses
La grande précision numérique atteinte par la méthode des matrices T fait de celle-ci une ré-
férence pour effectuer des comparaisons avec d’autres approches numériques. Un des avantages
principaux de cette méthode est de pouvoir décrire les particules par un objet (la matrice T) indé-
pendant de son environnement et d’exprimer toutes les propriétés optiques en fonction de celui-ci.
La matrice T pouvant être stockée, il n’est pas nécessaire de la ré-évaluer pour effectuer des calculs
ultérieurs sur des systèmes contenant la particule décrite par celle-ci. Remarquons que la matrice
T doit être calculée pour chaque énergie du spectre. Cet outil rend également possible le calcul des
propriétés optiques moyennes d’ensembles de particules orientées arbitrairement via des formules
analytiques relativement simples et efficaces.
Lorsque les particules sont hautement symétriques, le temps de calcul peut être fortement ré-
duit si l’on tient compte des symétries des particules. Un autre aspect pratique important concerne
l’évaluation des intégrales de surface. En effet, l’utilisation d’une quadrature adaptée à la géomé-
trie peut alléger le temps de calcul et rendre l’approche plus performante. Si les particules sont de
formes quelconques, la convergence est telle que les besoins en temps de calcul sont aussi impor-
tants que pour les autres méthodes exposées ci-après.
L’utilisation d’une base de fonctions sphériques est particulièrement adaptée aux géométries
sphéroïdales. Cependant, lorsque le rapport d’aspect de la particule devient trop important, le
système numérique perd en stabilité. Pour un ensemble composé de plusieurs particules avec un
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grand rapport d’aspect, des problèmes de convergence peuvent survenir lorsque celles-ci sont ar-
rangées de telle façon que les domaines d’expansion des champs se superposent, c’est-à-dire lors-
qu’il y a superposition des sphères entourant les particules et en dehors desquelles on développe
le champ diffusé.
Ainsi, malgré son efficacité redoutable à traîter des ensembles d’un grand nombre de sphères,
cette approche devient pratiquement inutile lorsque l’on est intéressé par le champ proche de par-
ticules avec un grand rapport d’aspect. Diverses solutions ont été envisagées pour remédier à cette
limitation et la méthode des matrices T est, à l’heure actuelle, très utilisée pour les géométries
axisymmétriques de tailles raisonnables.
2.2 Méthode des éléments finis aux frontières
Pour résoudre les équations de Maxwell dans le cadre du problème de diffusion par une par-
ticule, il existe toute une classe de méthodes intégrales basées sur le formalisme des fonctions de
Green. Ces intégrales peuvent porter sur la surface de la particule ou sur l’entièreté de son volume.
Dans le premier cas, on obtient la méthode des éléments finis aux frontières (BEM) que nous al-
lons exposer ci-dessous. Dans le second cas, la discrétisation des équations en éléments cubiques
mènent à l’approximation des dipôles discrets et sera traîtée en détails dans la section suivante.
Equations fondamentales
La forme moderne de la méthode des éléments finis aux frontières remonte à la fin des années
90 et est issue des travaux de Garcia de Abajo, Aizpurua et Howie [46–48]. L’idéemaîtresse consiste
à introduire et à calculer des densités de charge et de courant induites à la surface de la particule
excitée par le champ extérieur et d’utiliser ces densités pour déterminer les grandeurs d’intérêt.
Pour ce faire, on ré-écrit les équations de propagation des potentiels scalaire et vecteur (1.48) et
(1.49) en tenant compte de la dépendence spatiale de la fonction diélectrique. On arrive ainsi aux
nouvelles équations
∆φ (r,ω) + ε (r,ω)
ω2
c2
φ (r,ω) = − 1
ε0
[
ρext (r,ω)
ε (r,ω)
+ ρsurf (r,ω)
]
, (2.75)
∆A (r,ω) + ε (r,ω)
ω2
c2
A (r,ω) = −µ0
[
Jext (r,ω) +
1
µ0
Jsurf (r,ω)
]
, (2.76)
où les nouvelles densités de charge et de courant sont données par
ρsurf (r,ω) = D (r,ω) .∇
[
1
ε (r,ω)
]
, (2.77)
Jsurf (r,ω) = −iωε0µ0φ (r,ω)∇ε (r,ω) , (2.78)
et sont liées à la présence d’une discontinuité de ε (r,ω) et seront donc nulles excepté à la surface
de la particule. On introduit ensuite les densités ρlsurf et J
l
surf dans la particule (milieu l = 2) et dans
2.2. MÉTHODE DES ÉLÉMENTS FINIS AUX FRONTIÈRES 49
le milieu ambiant (l = 1) afin d’écrire la solution générale des potentiels sous la forme
φ (r,ω) =
1
ε0
[
1
ε l (ω)
ˆ
Vl
dr′Gl
(
r, r′,ω
)
ρext
(
r′,ω
)
+
‹
Sl
dsGl (r, s,ω) ρ
l
surf (s,ω)
]
, (2.79)
A (r,ω) = µ0
ˆ
Vl
dr′Gl
(
r, r′,ω
)
Jext
(
r′,ω
)
+
‹
Sl
dsGl (r, s,ω) J
l
surf (s,ω) , (2.80)
pour r ∈ Vl (l = 1, 2) et où Sl désigne la surface du milieu l et la fonction de Green est donnée par
Gl
(
r, r′,ω
)
=
ei
√
ε l(ω)k|r−r′|
4π |r− r′| . (2.81)
Des équations pour les densités ρlsurf et J
l
surf peuvent être otenues grâce à l’utilisation des conditions
aux limites. On obtient ainsi un système de 8 équations à 8 inconnues que l’on peut résoudre.
Explicitement, les conditions de continuité de la composante tangentielle du champ électrique
(1.12) et de la composante normale du champmagnétique (1.15) avec la condition de Lorentz (1.50)
donnent, en tous points de la surface de la particule,
G1ρ
1
surf − G2ρ2surf = φ2ext − φ1ext, (2.82)
G1J
1
surf − G2J2surf = A2ext −A1ext, (2.83)
où les produits Glρ
l
surf et GlJ
l
surf désignent une intégration sur la surface et φ
l
ext et J
l
ext sont les
potentiels créés par les densités extérieures de charge et de courant, c’est-à-dire
φlext (s,ω) =
1
ε0ε l (ω)
ˆ
Vl
dr′Gl
(
s, r′,ω
)
ρext
(
r′,ω
)
, (2.84)
Alext (s,ω) = µ0
ˆ
Vl
dr′Gl
(
s, r′,ω
)
Jext
(
r′,ω
)
. (2.85)
La continuité de la composante tangentielle du champ magnétique (1.13) et la continuité du po-
tentiel vecteur associées à la condition de Lorentz impliquent la continuité de [n.∇]A (r,ω) −
inωε0ε (r,ω) µ0φ (r,ω). Grâce aux relations (2.75) et (2.76), on trouve
H1J
1
surf − H2J2surf − inωε0µ0
(
G1ε1ρ
1
surf − G2ε2ρ2surf
)
=
[n.∇]
(
A2ext −A1ext
)
+ inωε0µ0
(
ε1φ
1
ext − ε2φ2ext
)
, (2.86)
avec le même genre de notation que précédemment et où
Hl
(
s, s′,ω
)
= [n.∇] Gl
(
s, s′,ω
)
+ 2πδ
(
s− s′) , (2.87)
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avec
[n.∇] Gl
(
s, s′,ω
)
=
n. (s− s′) Gl (s, s′,ω)
4π |s− s′|3
(
i
√
ε l (ω)k
∣∣s− s′∣∣− 1) ei√ε l(ω)k|s−s′|, s 6= s′.
(2.88)
Finalement, la continuité de la composante normale du champ électrique (1.14) se traduit par
G1ε1ρ
1
surf − G2ε2ρ2surf − inωε0µ0
(
G1ε1J
1
surf − G2ε2J2surf
)
=
n.
[
ε1
(
ikA1ext −∇φ1ext
)
− ε2
(
ikA2ext −∇φ2ext
)]
, (2.89)
toujours avec les mêmes notations.
La résolution des équations (2.82), (2.83), (2.86) et (2.89) permet de déterminer les densités de
charge et de courant ρlsurf et J
l
surf. Il est à noter que ces densités ne représentent pas des quantités
physiques réelles car elles peuvent êtres différentes de part et d’autre de la surface. Cependant,
une fois celles-ci connues, on peut utiliser (2.79) et (2.80) pour obtenir les potentiels et les champs
qui en découlent et qui, eux, ont une interprétation physique.
Discrétisation et procédure numérique
Les équations (2.82), (2.83), (2.86) et (2.89) doivent être vérifiées en tous points de la surface,
c’est-à-dire en un nombre infini de points. Pour ramener ce système à une taille finie, on procède
à une discrétisation de la surface en un ensemble de N éléments triangulaires suffisamment petits
pour que l’on puisse considérer les densités de charge et de courant comme constantes sur un
élément de surface. Ceci permet de ré-écrire les intégrales de surface comme des produits matrice-
vecteur de la forme [
Glρ
l
surf
]
i
=
N
∑
j=1
Gl,ijρ
l,j
surf, (2.90)
où
Gl,ij =
‹
δSj
ds′Gl
(
si, s
′,ω
)
, (2.91)
ρ
l,j
surf = ρ
l
surf
(
sj
)
, (2.92)
avec i et j des indices désignant les éléments de surface δS. La même procédure s’applique aux
autres quantités telles que Hl , J
l
surf, A
l
ext et φ
l
ext. On a aussi δ (s− s′) → δab et n et ε j deviennent
des matrices diagonales de la forme naδab et ε jδab. De cette façon, on obtient un système de 8N
équations à inverser, ce qui demande un temps de calcul proportionnel à (8N)3. Une approche
un peu différente permet d’obtenir un système d’équations dont la solution est obtenue après
6N3 opérations et donc de gagner un facteur 100 [48]. De plus, cette approche peut facilement se
généraliser à un système de particules et peut donc être utilisée pour des ensembles de particules.
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Forces et faiblesses
La méthode des éléments frontières étant basée sur une description de surface, seule cette der-
nière doit être discrétisée et le nombre de points est donc proportionnel à V
2
3 , si V est le volume
de la particule. La résolution du système nécessitant une inversion matricielle, le temps de calcul
pour une énergie du spectre est donc proportionnel à V2 et l’espace mémoire requis est de l’ordre
de V
4
3 . Le BEM est donc une méthode relativement économique du point de vue des ressources
informatiques. Cependant, elle souffre du même défaut que la méthode des matrices T , à savoir
la discrétisation de la surface. Cette étape peut, en effet, s’avérer assez fastidieuse pour des géo-
métries complexes. En pratique, le BEM a principalement été utilisé pour étudier des particules
possédant un axe de symétrie d’ordre fini ou infini.
Notons qu’une attention particulière doit être portée aux régions de la surface dont le rayon
de courbure est très petit et où le champ peut subir de fortes variations sur de petites distances. Il
est possible de tenir compte de ces variations en utilisant des grilles adaptatives pour lesquelles la
discrétisation est plus fine aux endroits où l’on s’attend à avoir de fortes variations du champ. Ce
gain en précision se fait cependant aux dépens du temps de calcul.
Par rapport à laméthode desmatrices de transition, il n’y a pas de formules analytiques simples
permettant de calculer des moyennes sur les angles d’incidences. Il est nécessaire de répéter les
calculs pour tous les angles d’incidence du champ appliqué.
2.3 Approximation des dipôles discrets
En 1973, Purcell et Pennypacker étudient les propriétés de diffusion et d’absorption de parti-
cules diélectriques de formes arbitraires. Pour ce faire, ils introduisent le formalisme de l’approxi-
mation des dipôles discrets (DDA) qui consiste à modéliser ces particules comme des ensembles de
dipôles en interaction et disposés sur un réseau cubique [49]. Cela amène à résoudre un système
d’équations linéaires dont la solution donne l’ensemble des valeurs des dipôles pour un champ
extérieur donné. Les quantités observables telles que l’absorption, la diffusion et l’extinction sont
alors calculables à partir de ces dipôles.
Le DDA gagne en popularité à partir de la fin des années 80 par l’intermédiaire de Draine et
Flateau qui développent le code DDSCAT 1, basé sur le DDA, et qui utilisent celui-ci pour étudier
les propriétés des gaz de poussières interstellaires de graphite [50,51]. Récemment, ils ont étendus
le DDA aux systèmes périodiques [52] et ont introduit le calcul du champ proche [53].
Si l’approche de Purcell et Pennypacker est quelque peu heuristique, il a été montré que le
DDA découle naturellement de la formulation en intégrale de volume du champ (c’est-à-dire des
tenseurs de Green) lorsque l’on discrétise la particule considérée en un nombre fini de cubes. Ces
deux approches mènent à des équations finales totalement équivalentes mais sont complémen-
taires dans la mesure où l’une est intuitive et l’autre mathématiquement rigoureuse. L’article de
revue de Yurkin et Hoekstra [54] reprend tout cela en détails.
1. https ://www.astro.princeton.edu/~draine/DDSCAT.html
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Actuellement, le DDA est utilisé intensivement pour étudier les propriétés optiques de nano-
particules de formes arbitraires. Etant le pilier central sur lequel s’appuie cette thèse, nous allons
maintenant en exposer le formalisme.
Approche heuristique
Supposons la présence d’une particule de forme quelconque située dans un milieu homogène,
non magnétique, de fonction diélectrique εm, et excitée par un champ appliqué Eapp. Discrétisons-
la en un ensemble de N dipôles p
(
rj,ω
)
localisés en rj (j = 1, . . . , N), régulièrement espacés d’une
distance d dans les trois directions de l’espace et donc de volume d3. Les moments dipolaires pj
sont liés au champ local en rj par
p
(
rj,ω
)
= ε0εmαj (ω) Eloc
(
rj,ω
)
, (2.93)
où αj est le tenseur de polarisabilité du dipôle et est donné par la relation de Clausius-Mossotti
αj = 3d
3
(
ε j (ω)− εm
ε j (ω) + 2εm
)
I, (2.94)
qui lie la polarisabilité microscopique du dipôle à la fonction diélectrique macroscopique de la
particule. Si la particule est homogène, tous les dipôles possèdent la même polarisabilité α.
Le champ local à la position du dipôle j est composé du champ appliqué évalué à cette position
et du champ provenant de l’ensemble des autres dipôles. On obtient donc le système linéaire
p
(
rj,ω
)
= ε0εmαj
[
Eapp
(
rj,ω
)
+
k2
ε0
N
∑
k 6=j
G0
(
rj, rk,ω
)
p (rk,ω)
]
, (2.95)
où G0
(
rj, rk,ω
)
est le tenseur de Green du milieu homogène et est donné par (1.63). Ce résultat est
celui obtenu initialement par Purcell et Pennypacker. La résolution de ce système fourni l’ensemble
des dipôles constituant la particule pour un champ appliqué donné.
Approche formelle
Voyons maintenant comment le système (2.95) découle de la formulation en intégrale de vo-
lume. Pour ce faire, décomposons le volume d’intégration V en un ensemble de N petits cubes de
volume ∆Vj tels que V = ∑
N
j=1 ∆Vj. Si ces éléments de volume sont suffisamment petits, on peut
considérer la densité de courant comme étant constante dans ce volume et on peut donc écrire
Jind (r,ω) = Jind
(
rj,ω
)
, r ∈ ∆Vj, (2.96)
où rj est un point quelconque du volume ∆Vj que l’on peut, sans perte de généralité, prendre
comme étant le point central du volume en question. Le champ dû au courant Jind
(
rj,ω
)
en un
point r /∈ ∆Vj sera donné par (1.74) alors qu’il sera donné par (1.75) dans le cas où r ∈ ∆Vj. En
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tenant compte de l’approximation (2.96), on obtient les champs
Eextj (r,ω) = iωµ0Gj (r,ω) Jind
(
rj,ω
)
, r /∈ ∆Vj, (2.97)
à l’extérieur de ∆Vj et
Eintj (r,ω) = iωµ0
[
M j (r,ω)− 1
εmk2
Lj (r)
]
Jind
(
rj,ω
)
, r ∈ ∆Vj, (2.98)
à l’intérieur de ∆Vj, avec les définitions
Gj (r,ω) =
[ˆ
∆Vj
G0
(
r, r′,ω
)
dr′
]
, (2.99)
M j (r,ω) =
[
lim
δV→0
ˆ
∆Vj−δV
G0
(
r, r′,ω
)
dr′
]
, (2.100)
Lj (r) =
1
4π
‹
δSj
dS′
n (r′) (r′ − r)
|r′ − r|3 . (2.101)
Le champ total en un point r = rj s’écrit donc
E
(
rj,ω
)
= Eapp
(
rj,ω
)
+ Eintj
(
rj,ω
)
+ ∑
k 6=j
Eextk
(
rj,ω
)
, (2.102)
qui exprime que le champ total au centre d’un élément de volume est égal à la somme du champ
appliqué Eapp, d’un champ d’auto-interaction E
int
j et des champs provenant des autres éléments de
volume Eextk (fig. 2.3). Le champ d’excitation local en ce point est alors donné par
Eloc
(
rj,ω
)
= E
(
rj,ω
)− Eintj (rj,ω) , (2.103)
qui traduit le fait que le champ d’auto-interaction n’est pas une excitation à proprement parler car
interne à l’élément de volume. Pour des volumes ∆Vj suffisamment petits, on peut faire l’approxi-
mation
Gj (r,ω) = ∆VjG0
(
r, rj,ω
)
, (2.104)
et supposer qu’en chaque point d’un élément de volume j règne un moment dipolaire constant
p
(
rj,ω
)
dont la densité de courant est donné par
Jind
(
rj,ω
)
=
−iω
∆Vj
p
(
rj,ω
)
. (2.105)
L’équation (2.102) se ré-écrit alors comme
Eloc
(
rj,ω
)
= Eapp
(
rj,ω
)
+ω2µ0 ∑
k 6=j
G0
(
rj, rk,ω
)
p (rk,ω) , (2.106)
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FIGURE 2.3 – Illustrations des différente contributions au champ total en un élément de volume.
et, si αj (ω) est la polarisibilité de l’élément de volume, (2.93) donne
p
(
rj,ω
)
= ε0εmαj (ω)
[
Eapp
(
rj,ω
)
+
k2
ε0
∑
k 6=j
G0
(
rj, rk,ω
)
p (rk,ω)
]
, (2.107)
qui est équivalent à (2.95) à la condition que αj (ω) s’écrive sous la forme (2.94).
Pour montrer que c’est le cas, on égalise les expressions de la densité de courant induit (1.73)
et (2.105), ce qui donne
ε0∆ε
(
rj,ω
)
∆VjE
(
rj,ω
)
= p
(
rj,ω
)
(2.108)
et, en vertu de (2.93) et (2.103), le moment dipolaire est lié au champ total par
p
(
rj,ω
)
= ε0εmαj (ω)
[
E
(
rj,ω
)− Eintj (rj,ω)] . (2.109)
En substituant l’expression dumoment dipolaire dans l’équation précédente, sachant que le champ
Eintj
(
rj,ω
)
est donné par (2.98), on obtient
[
εmαj (ω)− ∆ε
(
rj,ω
)
∆Vj
]
E
(
rj,ω
)
= εmαj (ω) iωµ0
[
M j
(
rj,ω
)− 1
εmk2
Lj
(
rj
)]
Jind
(
rj,ω
)
,
(2.110)
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relation qui se simplifie en utilisant (1.73) et devient
[
εmαj (ω)− ∆ε
(
rj,ω
)
∆Vj
]
E
(
rj,ω
)
= εm∆ε
(
rj,ω
)
αj (ω) k
2
[
M j
(
rj,ω
)− 1
εmk2
Lj
(
rj
)]
E
(
rj,ω
)
.
(2.111)
Cette égalité est respectée si
αj (ω) =
∆ε
(
rj,ω
)
εm
∆Vj
[
I − ∆ε (rj,ω) k2
[
M j
(
rj,ω
)− 1
εmk2
Lj
(
rj
)]]−1
, (2.112)
qui donne l’expresion générale de la polarisabilité dipolaire d’un élément de volume ∆Vj. On dis-
tingue alors la forme forte de la forme faible de l’approximation des dipôles discrets. Dans la forme
faible, le terme M j
(
rj,ω
)
est ignoré. De plus, si les éléments ont un volume cubique identique ∆V,
on a Lj
(
rj
)
= 1/3I. On trouve alors
αj (ω) = 3∆V
(
∆ε
(
rj,ω
)
3εm + ∆ε
(
rj,ω
)
)
I. (2.113)
Se rappelant que ∆ε
(
rj,ω
)
= ε
(
rj,ω
)− εm, on obtient finalement
αj (ω) = 3∆V
(
ε
(
rj,ω
)− εm
ε
(
rj,ω
)
+ 2εm
)
I, (2.114)
qui est bien la relation de Clausius-Mossotti (2.94).
Ceci montre que l’approche heuristique de Purcell et Pennypacker ne tient pas entièrement
compte de l’interaction d’un dipôle avec lui-même. Cependant, on peut corriger ce défaut en ajou-
tant à la polarisabilité dipolaire de Clausius-Mossotti un terme de correction radiative [55–57]. En
pratique, nous n’en tiendrons pas compte car le champ d’auto-interaction devient nul à la limite
où le volume de discrétisation tend vers 0. La correction est donc faible pour un volume de discré-
tisation suffisamment petit.
Mentionnons finalement que O. Martin et N. Piller ont montré que, lorsque l’on considère des
particules plongées dans un milieu polarisable, il est nécessaire de tenir compte du terme d’auto-
interaction pour atteindre une précision suffisante dans les résultats obtenus par DDA [58]. Dans
cet article, ils proposent également différentes façons de calculer ce terme, soit par intégration
numérique, soit analytiquement.
Expression des observables optiques
Il est possible d’obtenir des expressions analytiques pour les différentes sections efficaces ca-
ractérisant la réponse optique d’une particule. Pour cela, remarquons que le courant induit par
cette collection de dipôles s’exprime comme
Jind (r,ω) = −iω
N
∑
j=1
p (r,ω) δ
(
r− rj
)
, (2.115)
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et que le champ diffusé est alors
Edif (r,ω) =
k
ε0
2 N
∑
j=1
G0
(
r, rj,ω
)
p
(
rj,ω
)
. (2.116)
Ce dernier peut se mettre sous la forme (1.119) avec l’amplitude de diffusion donnée par
f (n,ω) =
N
∑
j=1
fj (n,ω) , (2.117)
où fj est l’amplitude de diffusion dans la direction n = r/r d’un dipôle situé en rj et qui, en vertu
de (1.175), à la forme
fj (n,ω) =
k2
4πε0 |E0| e
−ikn.rj [(n× p (rj,ω))× n] . (2.118)
La section efficace d’extinction est obtenue grâce au théorème optique (1.126) avec l’amplitude
de diffusion (2.117) et s’écrit
Cext (ω) =
k
ε0 |E0|
N
∑
j=1
ℑ
{
e−ikninc.rjn∗pol.
[(
ninc × p
(
rj,ω
))× ninc]} . (2.119)
Cette expression se simplifie si l’on se souvient que ninc.n
∗
pol = 0, en vertu de la transversalité du
champ, et on obtient
Cext (ω) =
k
ε0 |E0|
N
∑
j=1
ℑ
{
e−ikninc.rjn∗pol.p
(
rj,ω
)}
, (2.120)
qui, en supposant que le champ incident est une onde plane E0 (r,ω) = E0eikninc.rnpol, se met sous
la forme finale
Cext (ω) =
k
ε0E20
N
∑
j=1
ℑ {E∗0 (rj,ω) .p (rj,ω)} . (2.121)
La section efficace de diffusion s’obtient en intégrant l’amplitude de diffusion (2.117) comme
spécifié par (1.127). Cette intégration un peu laborieuse, dont le détail se trouve dans [59], donne
Cdif (ω) =
k
ε0E20
N
∑
j=1
[
ℑ {E∗0 (rj,ω) .p (rj,ω)}− β j ∣∣p (rj,ω)∣∣2] , (2.122)
où
β j =
1
ε0
[
ℑ
{
α−1j (ω)
}
− k
3
6π
]
, (2.123)
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et on déduit la section efficace d’absorption comme étant
Cabs (ω) =
k
ε0E20
N
∑
j=1
[
β j
∣∣p (rj,ω)∣∣2] . (2.124)
Expression de la perte d’énergie d’électrons
Dans une expérience de mesure du spectre de pertes d’énergie d’électrons, le paramètre d’im-
pact b0 est généralement de l’ordre d’une dizaine de nanomètres et l’on peut donc utiliser l’ap-
proximation quasi-statique (1.144) pour autant que la particule soit de taille raisonnable (une cen-
taine de nanomètres ou moins). Dans ce cas, on peut égaliser (1.139) et (2.116) et utiliser l’approxi-
mation (1.66) et la relation (1.61) pour obtenir l’expression du potentiel induit sur l’électron par la
collection de dipôles
φind [re (t) ,ω] =
−k2
ε0
N
∑
j=1
∇. (Gs0 [re (t) , rj,ω] p (rj,ω)) , (2.125)
qui, en utilisant l’expression de la fonction de Green (1.67) et en appliquant la divergence, s’écrit
φind [re (t) ,ω] =
1
4πε0
N
∑
j=1
[
re (t)− rj
]
∣∣re (t)− rj∣∣3 .p
(
rj,ω
)
. (2.126)
Se rappelant que re (t) = b0 + vtez et que z = vt, la transformée de Fourier selon z de cette
expression pour kz = ω/v est
φind
[
b0, kz =
ω
v
,ω
]
=
1
4πε0
N
∑
j=1
ˆ +∞
−∞
vdt
[
re (t)− rj
]
∣∣re (t)− rj∣∣3 .p
(
rj,ω
)
e−i
ω
v z, (2.127)
et se simplifie en
φind
[
b0, kz =
ω
v
,ω
]
=
v
e
N
∑
j=1
E∗e
(
rj,ω
)
.p
(
rj,ω
)
, (2.128)
si l’on introduit la transformée de Fourier temporelle du champ de l’électron donnée par
Ee (r,ω) =
−e
4πε0
ˆ +∞
−∞
dt
[r− re (t)]
|r− re (t)|3
eiωt, (2.129)
et dont la forme explicite est (1.133). Ce résultat mis dans (1.144) permet d’exprimer la perte d’éner-
gie comme
Γ (b0,ω) =
1
πh¯2
N
∑
j=1
ℑ {E∗e (rj,ω) .p (rj,ω)} , (2.130)
qui est très semblable à (2.121) à la différence qu’elle fait intervenir le champ de l’électron à la place
de l’onde plane. Remarquons que la probabilité d’émission de photons (cathodoluminescence),
donnée par (1.146), fait intervenir une intégrale identique à la section efficace de diffusion et se
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calculera donc de la même manière que cette dernière.
Le code DDEELS 2, développé à l’Université de Namur par N. Geuquet, S.-O. Guillaume et L.
Henrard, utilise ces résultats pour calculer les spectres de pertes d’énergie et de cathodolumines-
cence. Avec DDSCAT, ce sont les deux codes de référence pour comparer les résultats obtenus avec
la méthode développée dans le cadre de cette thèse.
Forces et faiblesses
La simplicité du DDA en fait une méthode facile à implémenter et généralement plus souple
pour décrire des particules complexes qui peuvent être inhomogènes, anisotropes et de formes
arbitraires. Le nombre de points de discrétisation étant proportionnel au volume V, le temps de
calcul pour une énergie évolue comme V3 étant donné que la résolution du système nécessite
une inversion matricielle. L’espace mémoire, quant à lui, évolue comme V2. Par rapport au BEM,
le DDA demande donc plus de ressources informatiques pour un calcul identique. Cette méthode
nécessite également de répéter les calculs avec toutes les orientations possibles du champ appliqué
pour obtenir des moyennes sur les propriétés optiques.
Pour des particules possédant des détails fins, une grille très fine doit être utilisée, ce qui aug-
mente considérablement le temps de calcul. L’utilisation de grilles adaptatives peut être envisagée
en gardant à l’esprit que la polarisabilité d’une cellule est fonction de sa géométrie et que la re-
lation de Clausius-Mossotti n’est valable que pour des grilles cubiques. Dans les autres cas, il est
nécessaire de tenir compte des effets du champ local.
De part sa facilité d’utilisation, le DDA est à l’heure actuelle une des méthodes les plus utilisées
pour étudier les propriétés optiques de particules isolées.
2.4 Différences finies en domaine temporel
Contrairement aux techniques exposées précédemment, la méthode des différences finies en
domaine temporel (FDTD), comme son nom l’indique, permet de travailler dans l’espace direct et
non dans l’espace des fréquences. Introduite par Yee en 1966 [60], celle-ci vise à résoudre directe-
ment les équations différentielles de Maxwell (1.1) à (1.4) au lieu de passer par une formulation
intégrale. L’ouvrage de référence sur le sujet est [61].
Algorithme de Yee
Dans l’approche de Yee, l’espace ainsi que le temps sont discrétisés et on peut dès lors rempla-
cer les dérivées spatiales et temporelles par des différences finies. Pour fixer les idées, supposons
que l’espace soit discrétisé selon un maillage rectangulaire de dimensions ∆x, ∆y et ∆z et dont un
point est localisé par un triplet d’indices (i, j, k) tel que r = (i∆x, j∆y, k∆z). Le temps est, quant
à lui, décrit par un intervalle ∆t et un entier n tel que t = n∆t. Dans ces conditions, on écrira
F (r, t) = Fn (i, j, k) .
2. http ://perso.fundp.ac.be/~lhenrard/ddeels/ddeels.php
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Ces notations introduites, les composantes de l’équation de Maxwell (1.3) pour un milieu non
magnétique de fonction diélectrique ε (r) s’écrivent
H
n+ 12
x
(
i, j +
1
2
, k +
1
2
)
= H
n− 12
x
(
i, j +
1
2
, k +
1
2
)
+
∆t
µ0
{
− 1
∆y
[
Enz
(
i, j + 1, k +
1
2
)
− Enz
(
i, j, k +
1
2
)]
+
1
∆z
[
Eny
(
i, j +
1
2
, k + 1
)
− Eny
(
i, j +
1
2
, k
)]}
, (2.131)
H
n+ 12
y
(
i +
1
2
, j, k +
1
2
)
= H
n− 12
y
(
i +
1
2
, j, k +
1
2
)
+
∆t
µ0
{
− 1
∆z
[
Enx
(
i +
1
2
, j, k + 1
)
− Enx
(
i +
1
2
, j, k
)]
+
1
∆x
[
Enz
(
i + 1, j, k +
1
2
)
− Enz
(
i, j, k +
1
2
)]}
, (2.132)
H
n+ 12
z
(
i +
1
2
, j +
1
2
, k
)
= H
n− 12
z
(
i +
1
2
, j +
1
2
, k
)
+
∆t
µ0
{
− 1
∆x
[
Eny
(
i + 1, j +
1
2
, k
)
− Eny
(
i, j +
1
2
, k
)]
+
1
∆y
[
Enx
(
i +
1
2
, j + 1, k
)
− Enx
(
i +
1
2
, j, k
)]}
, (2.133)
alors que pour les composante de l’équation de Maxwell (1.4), on a
En+1x
(
i +
1
2
, j, k
)
= Enx
(
i +
1
2
, j, k
)
+
∆t
ε0ε
(
i, j + 12 , k +
1
2
) {− 1
∆z
[
H
n+ 12
y
(
i +
1
2
, j, k +
1
2
)
− Hn+ 12y
(
i +
1
2
, j, k− 1
2
)]
+
1
∆y
[
H
n+ 12
z
(
i +
1
2
, j +
1
2
, k
)
− Hn+ 12z
(
i +
1
2
, j− 1
2
, k
)]
− Jn+ 12ext,x
(
i +
1
2
, j, k
)}
, (2.134)
En+1y
(
i, j +
1
2
, k
)
= Eny
(
i, j +
1
2
, k
)
+
∆t
ε0ε
(
i + 12 , j, k +
1
2
) {− 1
∆x
[
H
n+ 12
z
(
i +
1
2
, j +
1
2
, k
)
− Hn+ 12z
(
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2
, j +
1
2
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+
1
∆z
[
H
n+ 12
x
(
i, j +
1
2
, k +
1
2
)
− Hn+ 12x
(
i, j +
1
2
, k− 1
2
)]
− Jn+ 12ext,y
(
i, j +
1
2
, k
)}
, (2.135)
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FIGURE 2.4 – Cellule de Yee utilisée pour le calcul des champs.
En+1z
(
i, j, k +
1
2
)
= Enz
(
i, j, k +
1
2
)
+
∆t
ε0ε
(
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1
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H
n+ 12
x
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1
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− Hn+ 12x
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+
1
∆x
[
H
n+ 12
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(
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1
2
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1
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− Hn+ 12y
(
i− 1
2
, j, k +
1
2
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− Jn+ 12ext,z
(
i, j, k +
1
2
)}
. (2.136)
On obtient de cette façon une cellule, telle que celle illustrée à la figure 2.4 3, sur laquelle on calcule
les champs.
De manière raccourcie, on écrira
En+1 (r) = En (r) +
∆t
ε0ε (r)
[
∇×Hn+ 12 (r)− Jn+
1
2
ext (r)
]
, (2.137)
Hn+
1
2 (r) = Hn−
1
2 (r)− ∆t
µ0
∇× En (r) , (2.138)
et ces équations illustrent l’aspect itératif de la méthode de Yee. En effet, le champ électrique en un
point à l’étape n + 1 est calculé à partir du champ électrique à l’étape n et du champ magnétique
à l’étape n + 1/2. Ce dernier est lui même calculé à partir du champ électrique à l’étape n et du
champ magnétique à l’étape n − 1/2, et ainsi de suite jusqu’à un instant initial où le champ élec-
tromagnétique de la source est « allumé ». L’algorithme de Yee est ainsi une méthode explicite qui
permet de propager, dans l’espace et dans le temps, le champ électromagnétique issu d’une source
et interagissant avec diverses structures, et ce, sans devoir imposer les conditions aux limites habi-
tuelles. Cependant, les intervalles de discrétisation ne peuvent pas être choisis arbitrairement mais
3. Image originale sous license Creative Commons (http ://creativecommons.org/licenses/by-sa/3.0/).
Source : http ://en.wikipedia.org/wiki/Finite-difference_time-domain_method#mediaviewer/File :Yee-cube.svg
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doivent respecter la condition de Courant-Friedrichs-Levy
c∆t ≤ 1√
1
∆x2+∆y2+∆z2
, (2.139)
et les intervalles spaciaux doivent être également plus petit que λ/20 si λ est la longueur d’onde du
champ incident. Cette dernière condition a été déterminée de manière heuristique par l’usage et
montre de bonnes performances.
Le champ électromagnétique de la source est souvent choisi comme étant une onde plane ou
un pulse avec une dispersion gaussienne. Dans le premier cas, le calcul de l’évolution des champs
se fait jusqu’à atteindre un état stationnaire alors que dans le second, les calculs s’arrêtent lorsque
l’amplitude des champs est tombée en-dessous d’une valeur seuil.
Il est à noter que le champ calculé par la FDTD est le champ proche étant donné que le domaine
de calcul est relativement peu étendu afin de limiter le temps de calcul. La propagation du champ
proche dans la zone lointaine se fait en prenant la transformée de Fourier du champ proche et en
propageant celle-ci grâce à la méthode des fonctions de Green en considérant que l’intégrale du
champ proche sur le domaine de la particle est une source extérieure de courant. Les propriétés
optiques sont alors déterminées par les formules habituelles.
Conditions frontières absorbantes
L’implémentation de l’algorithme de Yee nécessite d’imposer des conditions aux frontières,
pour des raisons de stabilité numérique et de fiabilité des résultats, qui sont un facteur déterminant
dans le temps de calcul pour un problème donné.
Diverses approches ont été étudiées et développées dans l’histoire de la FDTD et la plus com-
mune, qui est actuellement utilisée, est celle des « couches absorbantes parfaitement adaptées » (ou,
en anglais, « perfectly matched layers », PML). Cette méthode consiste à introduire à la frontière
du domaine de calcul un matériau fictif tel que le coefficient de réflexion à l’interface entre celui-ci
et un milieu standard est nul pour toutes les longueurs d’ondes et tous les angles d’incidence. Ce
matériau permet ainsi d’absorber intégralement toutes les ondes qui sortent du domaine de calcul
sans les renvoyer dans celui-ci et donc d’éviter des incohérences physiques. Mathématiquement,
l’introduction de PML peut se réaliser par une transformation des coordonnées dans le domaine
complexe du type
x˜ →
xˆ
0
sx
(
x′
)
dx′, y˜ →
yˆ
0
sy
(
y′
)
dy′, z˜ →
zˆ
0
sz
(
z′
)
dz′, (2.140)
qui permet d’obtenir des exponentielles décroissantes dans les expressions des composantes des
champs et donc de simuler la présence d’unmilieu absorbant. Les détails techniques sont explicités
dans l’ouvrage de référence [61].
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Matériaux dispersifs
De manière générale, une particule possède une fonction diélectrique dépendante de la fré-
quence et est donc un milieu dispersif. Dans l’espace direct, cela se traduit par le fait que le champ
de déplacement D (r, t) est lié au champ électrique E (r, t) par un produit de convolution du type
(1.8). En vertu de (1.5) et (1.10), on a
D (r, t) = ε0E (r, t) + ε0
ˆ t
0
χ
(
r, t− t′) E (r, t′)dt′, (2.141)
pour champ initial allumé en t = 0 et où χ (r, t) est la susceptibilité. En faisant le changement de
variable t′ = t− τ et en utilisant la notation t = n∆t, on peut écrire
Dn (r) = ε0E
n (r) + ε0
ˆ n∆t
0
χ (r, τ) E (r, n∆t− τ)dτ, (2.142)
et l’intégrale peut se décomposer en une somme d’intégrale d’intervalle de temps ∆t
Dn (r) = ε0E
n (r) + ε0
n−1
∑
m=0
ˆ (m+1)∆t
m∆t
χ (r, τ) E (r, n∆t− τ)dτ. (2.143)
On fait ensuite l’approximation d’un champ constant sur l’intervalle [m∆t, (m + 1)∆t] donné par
une interpolation linéaire de la forme
E (r, n∆t− τ) = En−m (r) + E
n−m−1 (r)− En−m (r)
∆t
(τ −m∆t) , (2.144)
ce qui permet d’écrire
Dn (r) = ε0E
n (r) + ε0
n−1
∑
m=0
[
χm (r) En−m (r) +
(
En−m−1 (r)− En−m (r)
)
ξm (r)
]
, (2.145)
avec
χm (r) =
ˆ (m+1)∆t
m∆t
χ (r, τ)dτ, (2.146)
ξm (r) =
ˆ (m+1)∆t
m∆t
χ (r, τ)
(τ −m∆t)
∆t
dτ. (2.147)
L’expression de l’évolution du champ électrique est finalement obtenue en insérant l’expression
de Dn (r) dans
∇×Hn+ 12 (r) = Jn+
1
2
ext (r) +
Dn+1 (r)−Dn (r)
∆t
, (2.148)
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et on trouve
En+1 (r) =
1
(1+ χ0 (r)− ξ0 (r))
{
∆t
ε0
[
∇×Hn+ 12 (r)− Jn+
1
2
ext (r)
]
+
(
1− ξ0 (r)) En (r)
+
n−1
∑
m=0
[
En−m (r)∆χm (r) +
(
En−m−1 (r)− En−m (r)
)
∆ξm (r)
]}
, (2.149)
où
∆χm (r) = χm (r)− χm+1 (r) , (2.150)
∆ξm (r) = ξm (r)− ξm+1 (r) . (2.151)
L’utilisation de cette formulation itérative requiert l’évaluation des intégrales (2.146) et (2.147) qui,
en pratique, ne peut se faire que pour des formes analytiques de χ (r,ω). De telles formes existent
pour desmodèles simples de la fonction diélectrique tel que celui de Lorentz (1.87) pour lequel
χ (ω) =
ω2p
ω20 −ω− iωΓ
,
et dont la transformée de Fourier temporelle est
χ (t) =
ω2pe
− Γt2 sin
(√
ω20 − Γ
2
4 t
)
√
ω20 − Γ
2
4
Θ (t) ,
où la fonction de Heaviside Θ (t) garantit la causalité des évènements.
Forces et faiblesses
Comparée auxméthodes intégrales, l’approche des différences finies est conceptuellement simple,
assez facile à mettre en oeuvre et ne nécessite pas de résoudre de gros systèmes d’équations li-
néaires. Elle est également très flexible quant aux géométries des particules. En effet, elle peut être
utilisée pour des particules inhomogènes, anisotropes et de formes arbitraires.
Les deux principales faiblesses sont la nécessité d’utiliser un domaine spatial étendu englobant
la source et la particule considérée, et l’obligation d’avoir recours à des formes analytiques des
fonctions diélectriques (généralement une somme de plusieurs oscillateurs de Lorentz). Cepen-
dant, l’utilisation de sources polychromatiques permet d’obtenir le spectre via un unique calcul
dont le temps évolue linéairement avec V ′, le volume total du domaine, et ω/∆ω, qui donne le
nombre d’étape temporelle à la fréquence ω et pour une résolution ∆ω. Ce temps peut devenir
très long pour de grands domaines et des intervalles de temps très petits par rapport au temps de
stabilisation de la solution. De plus, le choix des conditions frontières absorbantes conditionnent
grandement la précision, la stabilité et la convergence des calculs. A nouveau, les propriétés op-
tiques moyennes demandent de recommencer autant de fois le calcul qu’il y a d’orientations pos-
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sibles pour le champ appliqué.
En pratique, la FDTD est probablement la méthode la plus utilisée actuellement pour étudier
les propriétés optiques de systèmes plus ou moins complexes.
2.5 Méthode du gradient conjugué
Motivation
Nous avons vu dans les sections précédentes que le BEM et le DDA requièrent la résolution
d’un système d’équations linéaires du type
Ax = b, (2.152)
où x est l’inconnue cherchée. Outre la méthode exacte (aux erreurs d’arrondi près) consistant à cal-
culer l’inverse de la matrice et à l’appliquer au membre de droite, il existe une méthode itérative
qui part d’une solution initiale inexacte et qui raffine celle-ci par un processus de minimisation jus-
qu’à ce qu’elle s’approche suffisamment de la vraie solution (dans la limite de la tolérance désirée).
Cette minimisation peut se faire de différentes manières et l’approche la plus connue est celle de la
méthode des gradients conjugués (CGM). Comme nous le verrons plus loin, la minimisation par
gradients conjugués a l’avantage d’être plus rapide qu’une inversion directe et permet de gagner
beaucoup de temps lorsque de gros systèmes doivent être résolus.
Bien que l’approche des gradients conjugués soit probablement l’algorithme le plus utilisé, il
existe une pléthore de techniques itératives permettant de résoudre les systèmes linéaires et le
lecteur intéressé trouvera son bonheur sur le sujet dans le livre de Saad [62].
Formalisme
Avant de présenter l’algorithme proprement dit, il est nécessaire d’introduire quelques notions
préliminaires qui permettront de dériver les équations fondamentales.
Soit A une matrice symétrique n× n et x, y deux vecteurs réels. On définit le produit A-scalaire
comme 〈
x|Ay〉 = x.Ay, (2.153)
et, puisque A est symétrique, on a la propriété
〈
x|Ay〉 = 〈Ax|y〉 . (2.154)
On dira que ces deux vecteurs sont A-conjugués si
〈
x|Ay〉 = 0, (2.155)
et que A est définie positive si 〈
x|Ax〉 > 0, (2.156)
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pour tout vecteur x non nul.
Introduisons la forme quadratique
f (x) =
1
2
〈
x|Ax〉− 〈x|b〉 , (2.157)
dont le gradient est donné par
∇ f (x) = 1
2
A
t
x+
1
2
Ax− b = Ax− b, (2.158)
en raison de la symétrie de A
(
A
t
= A
)
. Si x′ est tel que ∇ f (x′) = 0, on a
Ax′ − b = 0, (2.159)
et l’on remarque que la solution du système linéaire Ax = b est le vecteur x′ qui annule le gra-
dient de la forme quadratique, justifiant ainsi le nom de la méthode. Autrement dit, la recherche
de la solution du système linéaire peut être vue comme la recherche du minimum de la forme
quadratique.
Supposons maintenant qu’il existe un ensemble {p1, . . . ,pn} de directions mutuellement A-
conjuguées. Celles-ci forment une base complète de l’espace dans laquelle on peut décomposer la
solution x′ sous la forme
x′ =
n
∑
i=1
αipi, (2.160)
avec les coefficients donnés par
αi =
〈
pi|Ax′
〉
〈
pi|Api
〉 = 〈pi|b〉〈
pi|Api
〉 , (2.161)
la dernière égalité découlant du fait que x′ est la solution du système linéaire. Une manière de
résoudre ce dernier pourrait donc être de générer une base de vecteurs A-conjugués et de calculer
l’ensemble des coefficients αi. Bien qu’elle soit exacte en principe, cette approche n’est pas très utile
en pratique car elle demande beaucoup de temps de calcul et d’espace mémoire.
Plutôt que de chercher à résoudre directement le système, il est plus avantageux de voir la
méthode du gradient conjugué comme un algorithme itératif dans lequel on choisit une solution
de départ x0, a priori quelconque mais qui idéalement doit être le plus proche possible de la vraie
solution x′, et de corriger cette dernière à chaque étape de l’algorithme dans une direction A-
conjuguée. On génère ainsi la base au fur à mesure des itérations jusqu’à ce que la solution soit
suffisamment proche de x′, c’est-à-dire lorsque l’on a atteint la tolérance voulue sur l’erreur. Il est
a noter que si l’espace est à n dimensions, une solution exacte (aux erreurs d’arrondi près) est
obtenue après n itérations de l’algorithme.
Pour générer les directions A-conjuguées, on peut supposer sans perte de généralité que la
solution de départ x0 est le vecteur nul. Nous avons vu que la recherche de la solution revient à
trouver le minimum de la forme quadratique (2.157). Pour se rapprocher de la solution à partir
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du point x0, il faut donc se diriger vers ce minimum, c’est-à-dire prendre comme direction A-
conjuguée l’opposé du gradient au point x0 = 0. Celui est donné par (2.158) et le premier vecteur
de base est donc
p1 = b. (2.162)
Si l’on définit le résidu à l’étape k comme étant
rk = b− Axk, (2.163)
qui réprésente la direction de plus forte décroissance de la forme quadratique au point xk, les autres
vecteurs de la base sont donnés par
pk = rk −∑
i<k
〈
pi|Ark
〉
〈
pi|Api
〉pi, (2.164)
étant donné que les pk doivent être A-conjugués entre eux. Une fois la direction suivante (k + 1)
déterminée, la correction à la solution est obtenue en opérant
xk+1 = xk + αkpk, (2.165)
avec
αk =
〈pk|b〉〈
pk|Apk
〉 = 〈pk|rk−1〉〈
pk|Apk
〉 , (2.166)
la dernière égalité étant obtenue en remarquant que xk−1 et pk sont A-conjugués par construction.
Algorithme
Les équations (2.163)-(2.166) forment la base de l’approche itérative de la méthode des gra-
dients conjugués. En pratique, elle nécessite de conserver l’ensemble des directions A-conjuguées
et d’effectuer un grand nombre de produits matrice-vecteur à chaque étape. Comme nous allons
le montrer ci-dessous, il est possible de restreindre ce nombre de produit si l’on impose que les
résidus soient mutuellement A-conjugués. La méthode des gradients conjugués devient alors une
technique très efficace pour résoudre un système linéaire et nous allons maintenant en dériver
l’algorithme final.
En vertu de (2.165), le résidu à l’étape k + 1 peut s’écrire
rk+1 = rk − αk Apk, (2.167)
et est, par construction, A-conjugué à l’ensemble des pi tels que i < k. L’équation (2.164) se réduit
alors à
pk+1 = rk+1 + βkpk, (2.168)
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avec
βk = −
〈
pk|Ark+1
〉
〈
pk|Apk
〉 . (2.169)
En utilisant (2.167) et (2.154), le numérateur de ce coefficient peut être ré-écrit sous la forme
〈
pk|Ark+1
〉
=
−1
αk
〈rk+1|rk+1〉 , (2.170)
si l’on impose que
〈
rk|Ark+1
〉
= 0. Grâce à (2.167) et (2.168), le dénominateur devient
〈
pk|Apk
〉
=
1
αk
〈rk|rk〉 , (2.171)
car
〈
pk−1|Apk
〉
= 0 et le coefficient s’exprime dès lors comme
βk =
〈rk+1|rk+1〉
〈rk|rk〉 . (2.172)
Grâce à ces manipulations et au fait que l’on impose que les résidus soient mutuellement A-
conjugués, on obtient finalement l’algorithme (2.1). On remarque dans ce dernier que l’utilisateur
peut choisir une tolérance d’erreur, donnée par ǫtol et calculée sur le résidu, ainsi qu’un nombre
maximal kmax d’itérations. On voit également que l’algorithme ne requiert plus qu’un seul pro-
duit matrice-vecteur par itération et ne demande de conserver que les x, r et p calculés à l’étape
précédente, ce qui réduit considérablement l’espace mémoire nécessaire. La complexité de l’algo-
rithme sera donc O
(
n2m
)
pour une matrice de taille n × n si la convergence est atteinte après m
itérations. Cette complexité peut donc être très inférieure à celle d’une inversion directe qui est de
l’ordre O
(
n3
)
. C’est pourquoi elle est utilisée en BEM et DDA dont les temps de calcul deviennent
respectivement de l’ordre V
4
3 et V2 si V est le volume de la particule. En pratique, les matrices traî-
tées par le BEM et le DDA ne sont pas des matrices réelles et symétriques. On a donc recours à une
forme alternative des gradients conjugués valable pour des matrices complexes non-symétriques.
Cette variante, appelée méthode des gradients bi-conjugués stabilisée (BiCGStab), résout en pa-
rallèle le problème initial Ax = b et son dual A
t
x∗ = b∗ en utilisant une forme particulière des
résidus qui permet d’améliorer la stabilité et la convergence de l’algorithme. Le lecteur intéressé
par les détails techniques peut se référer à [62].
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Algorithme 2.1 Méthode des gradients conjugués
k ← 0, x ← 0, r ← b, δ← 〈r|r〉
while
(√
δ > ǫtol
)
and (k < kmax) do
k ← k + 1
if (k = 1) then
p ← r
else
β← δ/δold
p ← r+ βp
end if
w ← Ap
α← δ/ 〈p|w〉
x ← x+ αp
r ← r− αw
δold ← δ
δ← 〈r|r〉
end while
2.6 Conclusions
Dans ce chapitre, nous avons exposé les différentes méthodes numériques de résolution des
équations de Maxwell les plus couramment utilisées pour l’étude des propriétés de réponse de
nanoparticules métalliques. Parmis ces méthodes, on retrouve :
– la théorie de Mie généralisée, un cadre formel adapté aux problèmes de diffusion multiples
mais limité aux particules sphéroïdales ;
– la méthode des éléments finis aux frontières, basée sur une discrétisation de la surface et sur
l’utilisation des fonctions de Green ;
– l’approximation des dipôles discrets, qui découle de la discrétisation en éléments cubiques
de la formulation en intégrale de volume ;
– et les différences finies en domaine temporel, une approche qui vise à résoudre directement
les équations de Maxwell discrétisée dans l’espace et le temps.
En plus du formalisme de base, nous avons également discuté des forces et des faiblesses de cha-
cune des approches (voir tableau 2.1). Finalement, la méthode du gradient conjugué a été expo-
sée. Cette dernière est généralement utilisée pour résoudre numériquement de grands systèmes
d’équations linéaires en raison du gain de temps qu’elle offre par rapport à la résolution par inver-
sion directe.
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Matrice T BEM DDA FDTD
Avantages • précision numérique • peu gourmand en res-
sources informatiques
• discrétisation simple • spectre complet en un
calcul
• bien adapté pour la dif-
fusion multiple
• possibilité d’utiliser des
grilles adaptatives
• particules quelconques • simplicité d’implémen-
tation
• ré-utilisation de la ma-
trice T
• implémentation simple • particules quelconques
Inconvénients • limité aux géométries
sphéroïdales
• discrétisation complexe • gourmand en ressources
informatiques
• limité aux fonctions di-
électriques analytiques
• implémentation com-
plexe
• implémentation com-
plexe
• limité aux grilles cu-
biques
• nécessite un domaine
spatial étendu
• gourmand en ressources
informatiques
TABLE 2.1 – Comparaison des différentes méthodes numériques utilisées dans l’étude des propriétés optiques des particules.
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Chapitre 3
Méthodes numériques pour les systèmes
complexes
3.1 Motivation
Comme nous l’avons vu précédemment, la résolution numérique des équations de Maxwell
appliquée aux cas des nanoparticles métalliques peut se faire de différentes façons, chacune pos-
sédant ses avantages et ses incovénients. En particulier, l’approche des dipôles discrets se révèle
être une méthode efficace lorsque l’on s’intéresse à des particules isolées de formes arbitraires.
A contrario, le formalisme des matrices de transition offre un cadre naturel pour l’étude de sys-
tèmes denses composés de particules sphériques en interaction. Obtenir une méthode générale
permettant de traiter de manière efficace des systèmes de particules couplées de formes arbitraires
revient donc à créer une sorte de méthode hybride dont le DDA serait une approximation lorsque
le nombre de particules tend vers 1 et dont les matrices T seraient l’approximation lorsque la forme
des particules devient sphérique.
Afin d’atteindre cet objectif, deux possibilités ont été explorées dans le cadre de cette thèse. La
première est basée sur le formalisme des matrices de transition et fait usage de l’approximation
dipolaire dans la description des particules pour en calculer une matrice T individuelle qui est
ensuite utilisée pour le couplage inter-particule. La seconde, quant à elle, est basée sur un déve-
loppement limité en modes propres du formalisme DDA.
En pratique, c’est cette seconde approche qui a été retenue et ce pour des raisons pratiques que
nous allons maintenant détailler.
3.2 Première approche : méthode hybride T-DDA
Formalisme
Nous désirons construire un cadre formel et pratique permettant d’étudier les propriétés de
réponse de systèmes complexes. La première voie que nous avons exploré, la plus naturelle à
mettre en oeuvre, consiste à utiliser le DDA pour calculer la matrice T d’une particule de forme
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FIGURE 3.1 – Une particule vue comme un ensemble de petites sphères dipolaires.
arbitraire. Une fois celle-ci connue, on peut réaliser le couplage entre les différentes particules du
systèmes via le formalisme classique des matrices de transition exposé au chapitre 2. Ce dernier
étant bien établi, il reste à déterminer la façon dont il est possible de calculer une matrice T en
DDA, problème qui a été résolu en 2002 par Mackowski [63].
L’idée de base consiste à imaginer qu’une particule de forme quelconque peut être vue comme
un ensemble compact de N petites sphères, comme l’illustre la figure 3.1, dont les réponses in-
dividuelles sont essentiellement dipolaires. Cette description n’est évidemment pas sans rappeler
l’approche des dipôles discrets dont elle s’inspire fortement. Vu sous cet angle, la diffusion par la
particule devient alors un problème de diffusions multiples pour lequel on peut utiliser le forma-
lisme des matrices de transition pour obtenir la matrice T décrivant la particule entière.
Plus précisément, si à chaque petite sphère correspond unmoment dipolaire, le développement
du champ diffusé par celle-ci se limite au premier ordre. Suivant l’équation (2.56), on peut donc
écrire
E
j
dif (ω) =
1
∑
m=−1
q
j
1m (ω) N1m
(
krj
)
, j = 1, . . . , N, (3.1)
où les coefficients plm sont nuls car reliés à la composante magnétique. L’utilisation de petites
sphères nous permet d’utiliser le résultat de Mie, équations (2.28) et (2.29), qui stipule que les
éléments de la matrice de transition d’une sphère dipolaire sont de la forme
T
j
1m,1m′ = tjδm,m′ , (3.2)
où le coefficient de Mie tj est donné par
tj =
ik3
6π
αj, (3.3)
avec αj la polarisabilité du dipôle j. Cette dernière, comme en DDA, est reliée à la fonction diélec-
trique via la relation de Clausius-Mossotti (2.94).
Ce développement limité au premier ordre simplifie considérablement le système d’équations
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(2.62) qui devient
q
j
1 = T
j
1,1
[
b
j0
1 + ∑
i 6=j
A1,1
(
kRji
)
qi1
]
, (j = 1, . . . , N) , (3.4)
où q
j
1 =
(
q
j
1,m=−1, q
j
1,m=0, q
j
1,m=+1
)
et qui, comme en DDA, est un système à 3N dimensions que
l’on peut résoudre numériquement pour obtenir
q
j
1 =
N
∑
i=1
T
ji
1,1b
i0
1 , (j = 1, . . . , N) . (3.5)
La construction de la matrice T de la particule se réalise grâce à l’équation (2.74) qui, dans le cas
particulier de la limite dipolaire, s’écrit
T =
N
∑
i,j=1
[
RgB
(
kR0j
)
T
ji
1,1RgB (kRi0) RgB
(
kR0j
)
T
ji
1,1RgB (kRi0)
RgA
(
kR0j
)
T
ji
1,1RgB (kRi0) RgA
(
kR0j
)
T
ji
1,1RgA (kRi0)
]
. (3.6)
Remarquons que si les matrices T
ji
1,1 sont des matrices 3× 3, ce n’est pas le cas de la matrice T
totale qui peut être étendue à n’importe quel ordre (l,m) grâce aux coefficients de translation RgA
et RgB. En effet, de manière explicite, un élément de la matrice T est donné par
αβTlm,l′m′ =
N
∑
j=1
1
∑
n=−1
Jαlm,1n
(
kR0j
) N
∑
i=1
1
∑
n′=−1
T
ji
1n,1n′ J
β
1n′,l′m′ (kRi0) , (3.7)
où
Jαlm,l′m′
(
kRij
)
=

RgBlm,l′m′
(
kRij
)
, si α = 1
RgAlm,l′m′
(
kRij
)
, si α = 2
.
En pratique, les matrices T
ji
1,1 n’ont pas besoin d’être calculées. En effet, en utilisant les équa-
tions (3.5) et (2.73), le système (3.4) peut se ré-écrire sous la forme
N
∑
i=1
Λ
ji
N
∑
l=1
T
il
1,1
[
RgB (kRl0) a+ RgA (kRl0) b
]
= RgB
(
kRj0
)
a+ RgA
(
kRj0
)
b, (j = 1, . . . , N) ,
(3.8)
avec
Λ
ji
=
[
T
j
1,1
]−1
δji − A1,1
(
kRji
) (
1− δji
)
, (3.9)
et où les vecteurs a et b contiennent les coefficients d’expansion du champ appliqué développé
autour de l’origine de la particule. Ceux-ci étant indépendants, le système initial se scinde en deux
sous-systèmes
N
∑
i=1
Λ
ji
N
∑
l=1
T
il
1,1RgB (kRl0) = RgB
(
kRj0
)
, (j = 1, . . . , N) , (3.10)
N
∑
i=1
Λ
ji
N
∑
l=1
T
il
1,1RgA (kRl0) = RgA
(
kRj0
)
, (j = 1, . . . , N) , (3.11)
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qui peuvent être ramenés sous une forme explicite unique
N
∑
i=1
1
∑
n=−1
Λ
ji
1m,1n
N
∑
l=1
1
∑
n′=−1
Til1n,1n′ J
β
1n′,l′m′ (kRl0) = J
β
1m,l′m′
(
kRj0
)
, (j = 1, . . . , N) . (3.12)
Les matrices Λ
ji
et les éléments J
β
1m,l′m′
(
kRj0
)
étant connus, cette équation montre qu’il n’est pas
nécessaire de calculer explicitement les matrices T
il
1,1 et qu’il y a autant de systèmes 3N × 3N à
résoudre qu’il y a de « colonnes » (β, l′,m′) à déterminer dans la matrice αβTlm,l′m′ . Soit βTl′m′ , le
vecteur solution du système ci-dessus. Les éléments de la matrice T de la particule sont alors
donnés par la contraction
αβTlm,l′m′ =
N
∑
j=1
1
∑
n=−1
Jαlm,1n
(
kR0j
)
βT
j
1n,l′m′ , (3.13)
en vertu de (3.7).
Analyse de la méthode
En résumé, le calcul d’un élément de la matrice T d’une particule vue comme un ensemble de
sphères dipolaires nécessite de résoudre le système
Λ
∣∣∣βTl′m′〉 = ∣∣∣Jβl′m′〉 , (3.14)
et de calculer le produit scalaire
αβTlm,l′m′ =
〈
Jαlm
∣∣∣βTl′m′〉 . (3.15)
La notation en « bra-ket » a été utilisée pour illustrer l’aspect vectoriel du formalisme et simplifier
les notations.Ce processus doit être répété pour l’ensemble des coefficients de la matrice et dépend
donc de l’ordre maximal d’expansion des champs, ce dernier étant lui-même dépendant de la
géométrie de la particule. Si cet ordre maximal est lmax et que la matrice T est carrée
1, le nombre
d’éléments à calculer est
(
l2max + 2lmax
)2
, étant donné qu’à chaque l correspond 2l + 1 coefficients.
Dans un système à une particule, la méthode exposée ci-dessus a donc un temps de calcul pour une
énergie qui est proportionnel à O
(
l2maxN
2
)
si l’algorithme des gradients conjugués est utilisé pour
résoudre le système linéaire. Si cela peut apparaître inefficace comparé au DDA standard, dont
le temps de calcul de la solution est de l’ordre de O
(
N2
)
, il est à remarquer que la construction
de la matrice T pour une particule donnée ne doit se faire qu’une seule fois pour chaque énergie.
En effet, rappelons-nous que la matrice T est complètement indépendante du champ appliqué et
qu’elle peut être stockée pour être ré-utilisée dans des calculs ultérieurs.
Dans le cas d’un système de Npart particules identiques composées de Ndip dipôles, la méthode
hybride T-DDA demande de calculer la matrice T jusqu’à un certain ordre lmax, opération de com-
1. Une matrice T carrée implique que les développements du champ appliqué et du champ diffusé possèdent le
même nombre de coefficients.
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plexité O
(
l2maxN
2
dip
)
, et d’ensuite effectuer le couplage multipolaire via l’équation (2.62) dont la
résolution est de l’ordre de O
(
l4maxN
2
part
)
. La complexité totale de la méthode hybride est donc de
l’ordre de O
(
l2maxN
2
dip + l
4
maxN
2
part
)
au lieu de O
(
N2dipN
2
part
)
comparé au DDA standard. Pour des
systèmes composés d’un grand nombre de particules, on a donc un rapport de performance
γ ∝
N2dip
l4max
, (3.16)
entre le DDA et la méthode hybride. Lorsque ce rapport est supérieur à 1, la méthode hybride est
plus performante que le DDA standard et inversément lorsque le rapport est inférieur à 1. La limite
entre les deux méthodes s’obtient lorsque le rapport est égal à 1. Cette condition permet d’obtenir
la relation lmax =
√
Ndip entre l’ordre maximal pour lequel la méthode hybride est au moins aussi
performante que le DDA et le nombre de dipôles d’une particule du système. La courbe noire
de la figure 3.2 illustre cette frontière pour des valeurs typiques du nombre de dipôles. Dans la
zone située en-dessous de cette courbe, la méthode hybride est plus performante que le DDA et
inversément pour la zone située au-dessus de la courbe. En pratique, le nombre de dipôles par
particule est de l’ordre de 15000 et on dépasse rarement un lmax de 50, hormis pour des systèmes
très complexes. La figure 3.2 indique donc clairement l’intérêt, en terme de performance, d’utiliser
l’approche T-DDA pour des systèmes composés d’un grand nombre de particules.
Bien que cette approche permette de construire la matrice T d’une particule de forme quel-
conque, nous nous sommes aperçus qu’elle souffre du défaut inhérent à l’utilisation d’une base
de fonctions sphériques, à savoir que le développement du champ diffusé dans cette base n’est
valable qu’à l’extérieur d’une sphère entourant complètement la particule. Le calcul du champ
proche pour une particule avec un grand rapport d’aspect reste donc problématique et limite le
domaine d’application de la méthode à des ensembles de particules peu denses dont les rapports
d’aspect sont proches de l’unité.
3.3 Deuxième approche : décomposition en modes propres
Ces développements ont été publiés dans [64].
Formalisme à une particule
Pour pallier aux limitations de la méthode hybride T-DDA, une autre approche a été envi-
sagée. L’idée principale de celle-ci, basée sur les travaux originaux de Markel [59], consiste à se
dire que parmi l’ensemble des dipôles constituant la particule, seule une petite partie d’entre-eux
contribuent de manière significative à la réponse totale de la particule soumise à une excitation
extérieure. Cela se justifie par le fait que le champ proche est intense à certains endroits près de
la surface de la particule tandis qu’il est pratiquement nul à d’autres. On peut donc légitimement
penser que les dipoles localisés aux endroits où le champ proche est intense suffisent à obtenir
les propriétés de réponse de la particule, au moins dans une première approximation. De plus, la
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FIGURE 3.2 – Limite de validité de la méthode hybride.
localisation du champ proche est fonction de la géométrie de la particule, ce qui implique que le
choix des dipôles doit aussi être fonction de cette géométrie. Formellement, ces idées se traduisent
par l’utilisation d’une base finie de vecteurs (ou modes) propres dans laquelle on développe les
quantités physiques impliquées dans le DDA et dont les contributions successives à la réponse
totale sont de plus en plus faibles.
Supposons une particule de forme quelconque et introduisons la matrice M, décrivant les in-
teractions entre les dipôles qui la constituent, définie par
M (ω) =


1
ε0εmα1(ω)
I3x3 · · · − k2ε0 G0 (r1, rN ,ω)
...
. . .
...
− k2ε0 G0 (rN , r1,ω) · · · 1ε0εmαN(ω) I3x3

 , (3.17)
où G0 est donné par (1.63) et αj (ω) est la polarisabilité dipolaire (2.94). La dépendance en ω de
cette matrice traduit le fait qu’elle prend en compte les interactions retardées entre les dipôles (via
G0) et qu’elle a donc un caractère totalement électrodynamique. Le système d’équations (2.95) à
résoudre en DDA s’écrit 2
M |P〉 = ∣∣Eapp〉 , (3.18)
où
∣∣Eapp〉 et |P〉 sont des vecteurs à 3N composantes qui contiennent respectivement le champ
appliqué et les moments dipolaires des N éléments de discrétisation. Définissons maintenant la
2. Pour faciliter l’écriture, la dépendance explicite en ω a été omise dans la notation en bra-ket.
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matrice géométrique Q comme étant la limite électrostatique à trace nulle de M, c’est-à-dire
Q = M
∣∣
kr→0 −


1
ε0εmα1(ω)
I3x3 · · · 0
...
. . .
...
0 · · · 1
ε0εmαN(ω)
I3x3

 . (3.19)
La raison pour laquelle nous avons pris cette définition est qu’elle permet de s’affranchir de la
dépendance en fréquence. Par construction, cette matrice est symétrique et ne dépend que des
distances relatives
∣∣ri − rj∣∣ entre les constituants de la particule. Elle est donc caractéristique de la
géométrie de la particule. Introduisons les vecteurs propres |ql〉 tels que
Q |ql〉 = ql |ql〉 , l = 1, . . . , 3N, (3.20)
et puisque Q est symétrique, ceux-ci forment un ensemble complet de vecteurs orthogonaux. On
peut donc les prendre comme base de l’espace à 3N dimensions et écrire le champ appliqué et le
moment dipolaire comme une somme tronquée du type
∣∣Eapp〉 = lmax∑
l=1
el |ql〉 , (3.21)
|P〉 =
lmax
∑
l=1
pl |ql〉 . (3.22)
où 1 ≤ lmax ≤ 3N est le nombre de vecteurs propres utilisés dans le développement. La matrice
géométrique Q étant indépendante de la fréquence, les vecteurs propres de la base sont égale-
ment indépendant de la fréquence et il n’est nécessaire de les calculer qu’une seule fois pour une
géométrie donnée. En insérant les expressions précédentes dans (3.18) et en projetant sur 〈ql |, on
obtient
lmax
∑
l′=1
mll′ pl′ = el , (3.23)
avec les coefficients mll′ = 〈ql | M |ql′〉. Soulignons le fait que si les vecteurs propres de la base de
décomposition sont indépendants de ω, ce n’est pas le cas des différents coefficients (el , pl′ et mll′)
qui conservent leur caractère électrodynamique.
Une fois les vecteurs propres connus, le calcul des dipôles se fait donc en résolvant le système
(3.23) dont la taille est déterminée par le paramètre lmax. L’efficacité de la méthode est donc condi-
tionnée par celui-ci. En pratique, il peut être beaucoup plus petit que 3N à la condition de bien
choisir les lmax modes propres |ql〉. Dans ce contexte, « bien choisir » signifie prendre les modes
propres qui contribueront le plus à la réponse totale |P〉 pour un champ ∣∣Eapp〉 donné.
Pour faciliter la discussion, nous allons supposer que la particule est homogène et isotrope et
se situe dans le vide (εm = 1). Ce faisant, chaque dipôle peut être décrit par la même polarisabilité
scalaire α. Ceci posé, les modes les plus importants sont ceux qui donnent les lmax plus grandes
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valeurs du rapport
κl =
∣∣∣∣∣ elε0ql + 1α
∣∣∣∣∣ , (3.24)
où el = 〈ql
∣∣Eapp〉. La justification physique de ce critère est la suivante : κl représente la probabilité
d’excitation du mode propre l par le champ appliqué à la fréquence ω. Elle tient compte de la
compatibilité des symétries du champ appliqué et de la particule, traduite par le fait que el doit
être non nul, et d’une polarisabilité effective du mode propre donnée par 3
αl =
1
ε0ql +
1
α
=
α
ε0qlα+ 1
, (3.25)
et qui caractérise la réponse intrinsèque de ce mode. Le critère qui consiste à prendre les κl maxi-
mum peut donc être vu comme une façon de choisir les modes les plus « excitables » par le champ
appliqué. Des travaux récents menés par Fung et ses collaborateurs [65] ont montré que c’est bien
le produit de el et αl qui donne le meilleur critère de sélection, contrairement aux travaux originaux
de Markel [59] dans lesquels il ne considérait que la contribution de la polarisabilité effective.
Généralisation à un nombre quelconque de particules
Une des forces de l’approche exposée ci-dessus est sa simplicité à se généraliser à des ensembles
quelconques de Npart particules. En effet, pour cela, il suffit d’associer à chaque particule µ une
matrice M
µ
et de généraliser (3.18) en écrivant
M
µ |Pµ〉 = ∣∣Eµapp〉+ ∑
ν 6=µ
Λ
µν |Pν〉 , µ = 1, . . . , Npart, (3.26)
où Λ
µν
est une matrice de couplage donnée par
Λ
µν
(ω) = − k
2
ε0


G
µν
0 (r1, r1,ω) · · · Gµν0 (r1, rNν ,ω)
...
. . .
...
G
µν
0
(
rNµ , r1,ω
)
· · · Gµν0
(
rNµ , rNν ,ω
)

 , (3.27)
dans laquelle G
µν
0
(
ri, rj
)
est le propagateur qui connecte le dipôle j de la particule ν au dipôle i
de la particule µ. Ces équations montrent que, dans cette approche, les particules du système sont
vues comme indépendantes mais en interaction les unes avec les autres, contrairement au DDA
standard dans lequel les particules sont vues comme un tout indivisible.
En procédant de la même façon que précédemment, c’est-à-dire en développant
∣∣Eµapp〉 et |Pν〉
3. Remarquons que ε0ql a les dimensions inverses d’une polarisabilité.
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dans leurs bases respectives
∣∣Eµapp〉 = lmax∑
l=1
e
µ
l
∣∣qµl 〉 , (3.28)
|Pν〉 =
lmax
∑
l=1
pνl |qνl 〉 . (3.29)
et en projetant sur
〈
q
µ
l
∣∣, on obtient le système linéaire
lmax
∑
l′=1
m
µ
ll′ p
µ
l′ = e
µ
l + ∑
ν 6=µ
lmax
∑
l”=1
λ
µν
ll”p
ν
l”, µ = 1, . . . , Npart, (3.30)
où m
µ
ll′ =
〈
q
µ
l
∣∣ Mµ ∣∣qµl′〉, eµl = 〈qµl ∣∣Eµapp〉 et λµνll” = 〈qµl ∣∣Λµν ∣∣qνl”〉 est un coefficient de couplage
inter-particule dépendant de la fréquence. Si, a priori, rien n’impose de prendre un ordre maximal
lmax identique pour chaque particule, ce choix est préférable car il mène à la construction d’un
système carré de taille lmaxNpart que l’on peut résoudre, une fois l’ensemble des vecteurs et des
valeurs propres connu, en utilisant sans crainte les techniques habituelles d’inversion ou, préfé-
rentiellement, la méthode itérative des gradients conjugués.
Le choix des vecteurs propres de la base se fait comme dans le cas à une particule. On prend,
pour chaque particule du système, les lmax plus grandes valeurs de
κ
µ
l =
∣∣∣∣∣ e
µ
l
ε0q
µ
l +
1
αµ
∣∣∣∣∣ , (3.31)
avec q
µ
l les valeurs propres
(
Q
µ ∣∣qµl 〉 = qµl ∣∣qµl 〉) et αµ la polarisabilité des dipôles de la particule µ.
Analyse de la méthode
Puisque les matrices géométriques Q
µ
des particules sont uniquement fonctions des coordon-
nées relatives des dipôles et sont indépendantes de la fréquence ω, ainsi que de l’orientation et de
la position absolue des particules, la diagonalisation d’une matrice Q
µ
d’une particule donnée ne
doit se faire qu’une seule et unique fois. Si le résultat est stocké, il peut être ré-utilisé dans tous
les calculs ultérieurs portant sur des systèmes contenant cette particule dont la position absolue
et l’orientation peuvent être modifiées à volonté. L’utilisation d’une base de décomposition indé-
pendante de la fréquence permet de gagner du temps de calcul et n’enlève en rien le caractère
électrodynamique du problème. En effet, les matrices d’interaction et de couplage sont dépen-
dantes de la fréquence et ceci reste vrai pour les coefficients obtenus lors de la projection de ces
matrices dans la base.
Afin d’analyser la complexité de la méthode, nous allons nous placer dans le cas d’un sys-
tème comprenant Npart particules identiques composées de Ndip dipôles. Pour un tel système, le
calcul des modes propres ne doit se faire qu’une seule fois et cette opération est de l’ordre de
O
(
N3dip
)
. Cette étape effectuée, il est nécessaire de construire la matrice de couplage dont les élé-
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ments sont λ
µν
ll” =
〈
q
µ
l
∣∣Λµν ∣∣qνl”〉. Cette opération requiert lmax produits matrice-vecteur de com-
plexité O
(
N2partN
2
dip
)
et lmax produits scalaires de complexité O
(
NpartNdip
)
. Cette étape croit donc
comme O
(
lmaxN
2
partN
2
dip
)
. Finalement, la résolution du système linéaire par la méthode des gra-
dients conjugués se fait en O
(
l2maxN
2
part
)
. Si le spectre à calculer contient Nω fréquences, la com-
plexité totale de l’approche en décomposition en modes propres est donc
O
(
N3dip + NωlmaxN
2
partN
2
dip + Nωl
2
maxN
2
part
)
, (3.32)
alors que celle du DDA classique est O
(
NωNitN
2
partN
2
dip
)
où Nit est le nombre d’itérations né-
cessaire pour atteindre la convergence. A la limite où le nombre de particules devient grand, le
rapport de performance est
γ′ ∝
Nit
lmax
. (3.33)
Ceci montre que si le nombre d’itérations est plus grand que l’ordre de développement, alors la
méthode de décomposition en modes propres est plus rapide que le DDA classique. Comparée à
la méthode hybride, le rapport de performance est 4
γ” =
γ′
γ
∝
l3max
N2dip
. (3.34)
Ce rapport sera inférieur à 1 pour toutes les valeurs raisonnables 5 de lmax et Ndip, indiquant par là
que la méthode T-DDA est plus performante que la décomposition en modes propres. Cependant,
cette dernière ne souffre pas du problème de la sphère circonscrite et permet de calculer le champ
proche diffusé par des particules de rapports d’aspect importants et donc de réaliser du couplage
avec des distances d’interaction très petites (dans la limite de la discrétisation utilisée).
Algorithme et implémentation
La méthode de décomposition en modes propres a été implémentée dans un code appelé EVE.
Ce code a été développé de zéro et est à l’heure actuelle fonctionnel et disponible gratuitement
sous license libre. La figure 3.3 présente, de manière schématique, les différentes étapes de l’implé-
mentation de l’algorithme.
Après une phase d’initialisation dans laquelle les variables sont allouées, le programme com-
mence par lire les données qui décrivent le système à étudier et les paramètres du calcul, c’est-à-
dire :
– les positions relatives des dipôles de chaque type de particules 6,
– la position absolue du centre de chaque particule,
4. Le facteur Nit ayant été négligé dans l’évaluation de γ, il est ré-introduit ici par soucis de simplification des
expressions.
5. Les gammes typiques sont 1 ≤ lmax ≤ 50 et 1000 ≤ Ndip ≤ 15000.
6. Par « type de particules », on entend « géométrie ». Ainsi, deux particules sont de même type si elles ont la même
géométrie.
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– l’orientation absolue de chaque particule (caractérisée par les 3 angles d’Euler),
– les fonctions diélectriques dont sont composées les particules et la constante diélectrique du
milieu environant,
– la gamme d’énergie du spectre et le nombre de points désirés,
– l’observable à calculer (perte d’énergie, cathodoluminescence ou extinction optique),
– l’énergie cinétique et le paramètre d’impact de l’électron (dans le cas de l’EELS ou de la CL),
– l’ordre maximal d’expansion (lmax),
– les paramètres d’intégration pour la cathodolumuinescence,
– la tolérance pour l’algorithme des gradients conjugués.
Afin de pouvoir effectuer les calculs aux énergies désirées, il est nécessaire d’interpoler les fonc-
tions diélectriques. Ceci est réalisé à l’aide d’une routine de spline cubique dont l’algorithme est
basé sur [66]. Vient ensuite une boucle sur le type de particules dans laquelle on teste la présence
d’un fichier .ev qui contient l’ensemble des vecteurs et des valeurs propres de la matrice géomé-
trique Q du type en cours de traitement. Si le test est positif, le programme lit le fichier contenant
ces données. Dans le cas opposé, la matrice géométrique est construite à partir des positions re-
latives des dipôles et les vecteurs et valeurs propres sont calculés grâce à la routine DSYEV de
Lapack 7. Le résultat est ensuite stocké, si l’utilisateur le désire, dans un fichier .ev qui pourra être
ré-utilisé dans un calcul ultérieur.
L’étape suivante est une boucle sur les énergies qui peut tourner de manière séquentielle ou
parallèle grâce à l’utilisation de pragma OpenMP 8, une interface de programmation pour le calcul
en parallèle sur des architectures à mémoire partagée. Dans cette boucle, le champ appliqué est
évalué pour l’ensemble des positions absolues des dipôles composant les particules du système.
Ce résultat est ensuite utilisé dans une routine qui calcule les coefficients e
µ
l =
〈
q
µ
l
∣∣Eµapp〉 grâce
à la fonction Lapack CDOTC et qui sélectionne les lmax vecteurs de base suivant le critère (3.24)
pour chacune des particules. Le programme construit alors les matrices m
µ
ll′ =
〈
q
µ
l
∣∣ Mµ ∣∣qµl′〉 et
λ
µν
ll” =
〈
q
µ
l
∣∣Λµν ∣∣qνl”〉. Les produits matrice-vecteur et les produits scalaires nécessaires à la réalisa-
tion de cette étape sont effectués à l’aide de la routine et de la fonction Lapack ZGEMV et CDOTC
respectivement. La résolution du système linéaire ainsi construit est faite par la méthode des gra-
dients conjugués (dont l’algorithme a été exposé au chapitre 2) et livre les coefficients p
µ
l dont
la connaissance permet de calculer l’ensemble des dipôles |Pµ〉 qui composent le système. L’ob-
servable à évaluer est finalement obtenue en appliquant l’équation correspondante suivant que
l’utilisateur désire l’extinction (2.121), la perte d’énergie (2.130) ou la cathodoluminescence (1.146).
Lorsque la boucle sur les énergies arrive à son terme, l’ensemble des résultats est rassemblé
et sauvegardé dans un fichier qui peut être utilisé dans des traitements ultérieurs. Le programme
se termine par une phase de finalisation qui consiste essentiellement à dé-allouer les variables
utilisées.
7. http ://www.netlib.org/lapack/
8. http ://openmp.org/wp/
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FIGURE 3.3 – Algorithme de la méthode de décomposition en modes propres implémenté et utilisé
dans cette thèse.
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3.4 Conclusions
Dans ce chapitre, deux approches ont été proposées pour remédier aux limitations des mé-
thodes numériques existantes lorsqu’il s’agit d’étudier des systèmes complexes, c’est-à-dire des
systèmes composés de plusieurs particules de formes arbitraires en interaction mutuelle. Ces deux
approches utilisent une discrétisation en dipôles de type DDA à partir de laquelle on construit soit
la matrice T de la particule, soit une base de décomposition en modes propres. Si la première se
montre particulièrement rapide, elle ne s’applique pas aux formes arbitraires ou aux systèmes très
compacts. La seconde, quant à elle, n’est pas aussi performante mais elle permet de traîter des par-
ticules arbitraires dans des systèmes compacts tout en apportant un gain de temps considérable
par rapport au DDA standard. Pour ces raisons, c’est cette seconde approche qui a été retenue et,
afin d’en démontrer les capacités, celle-ci a été appliquée à divers systèmes plasmoniques dont les
résultats font l’objet du chapitre suivant.

Chapitre 4
Applications aux systèmes plasmoniques
Ce chapitre a pour objectifs d’illustrer l’application de la méthode de décomposition en modes
propres, développée au chapitre précédent, sur des systèmes plasmoniques simples et complexes
et de comparer les résultats et les performances avec le DDA standard. Pour ce faire, différents
types de systèmes sont considérés : des particules isolées, des systèmes de particules couplées et
des systèmes avec substrat. Les calculs DDA standard ont été réalisés avec les codes DDSCAT
pour l’optique et DDEELS pour les spectres de pertes d’énergie et de cathodoluminescence. Nous
attirons l’attention sur le fait que les calculs de spectres de cathodoluminescence et les effets de
substrat ont nécessité d’apporter des développements dans le code DDEELS. Ceux-ci ont été réa-
lisés pendant cette thèse en parallèle du développement du code implémentant la méthode de
décomposition en modes propres.
A la section (1.6), nous avons exposé les méthodes utilisées actuellement pour tenir compte
des effets quantiques apparaissant dans les particules très petites (taille caractéristique inférieure à
10 nm) et les systèmes fortement couplés (distance de séparation inférieure à 1 nm). Ces méthodes
sont principalement basées sur des calculs classiques avec une fonction diélectrique non-locale ou
sur des calculs purement quantique (TDDFT). Dans cette thèse, nous n’avons pas tenu compte
de ces effets et nous nous sommes concentrés sur le développement d’une méthode valable dans
le cadre de l’approximation locale de la fonction diélectrique. Les résultats obtenus sont donc à
prendre sous réserve de cette approximation, notre but étant de montré que notre méthode donne
des résultats comparables aux autres méthodes utilisant l’approximation locale.
4.1 Structures à base de carrés d’argent
Les résultats de cette section ont été publiés dans [64].
Particule isolée
Les géométries les plus simples à étudier en DDA sont celles qui peuvent être naturellement
décomposées en un ensemble régulier de petits cubes. Si un cube paraît être un choix judicieux,
nous lui préfèrerons, dans un premier temps, un carré qui a l’avantage de posséder moins de
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symétries que le cube et est donc plus simple à étudier. En effet, Fuchs a montré en 1975 que
ce dernier possède un nombre infini de résonances dans le spectre optique [67] et le cube fait, à
l’heure actuelle, encore l’objet de nombreuses recherches [17,68–75]. De plus, nous faisons le choix
de l’argent (fonction diélectrique tabulée tirée de [76]) comme matériau car celui-ci possède des
résonances assez étroites dans la gamme visible que l’on peut facilement sonder à l’aide de lasers
accordables en fréquence. Afin de limiter les effets de retards électrodynamiques, les dimensions
de notre particule carrée sont prises suffisamment petites, c’est-à-dire 24 nm de côté (dans le plan
xOy) et 4 nm de hauteur (selon l’axe z), et la discrétisation contient 3600 dipôles.
Le spectre d’extinction d’un tel carré, excité par une onde plane incidente se propageant selon
z et polarisée selon l’axe y, a été calculé par DDA et par la méthode de décomposition en modes
propres (dénommée ci-après EVE pour « EigenVector Expansion ») pour différents lmax et les ré-
sultats sont illustrés à la figure 4.1. On observe une résonance prononcée à 2.13 eV et un petit lobe
secondaire à 2.93 eV. Si les positions des résonances dans les spectres calculés par EVE concordent
dès lmax = 1 avec les résultats DDA, les intensités relatives sont plus faibles mais convergent au
fur et à mesure que lmax augmente. On constate également que la contribution d’un mode à l’in-
tensité totale est d’autant plus faible que celui-ci est d’un ordre élevé, comportement attendu d’un
développement convergent. De plus, la convergence du pic à 2.13 eV est relativement rapide avec
le nombre de modes. En effet, 55% de l’intensité totale est obtenue avec un mode propre et on
atteint 80% avec les trois principaux modes propres. Cependant, la convergence est comparati-
vement plus lente pour la résonance à 2.93 eV pour laquelle à peine 50% de l’intensité totale est
obtenue avec lmax = 10. Cette observation sera commentée ci-après lorsque nous discuterons des
spectres de pertes d’énergie. Mentionnons tout de même que la base complète comprend 10800
modes propres et que les résultats ci-dessus montrent qu’une description correcte, quoique appro-
chée, est obtenue avec seulement 0.1% des informations sur le système.
La contribution des modes d’ordre supérieur à trois étant relativement faible, nous laisserons
ces modes sur le côté dans la suite de la discussion. Il est, par contre, intéressant d’avoir une
représentation des trois modes utilisés dans la base à une énergie donnée. Cette représentation
n’est pas unique et peut être obtenue de diverses manières, l’important étant qu’elle permette
d’interpréter la physique sous-jacente. Notre approche, inspirée de [77], utilise la géométrie du
problème pour obtenir une représentation à deux dimensions, basée sur le module et la phase
de la charge intégrée sur l’épaisseur de la particule. Cette dernière étant petite, la phase peut être
considérée comme constante d’un côté à l’autre de la particule. A la fréquenceω, la charge intégrée
selon z est définie comme
Qz (x, y,ω) =
ˆ t
0
q (x, y, z,ω)dz, (4.1)
où t est l’épaisseur de la particule. La charge q (r,ω) en un point r = (x, y, z) est obtenue en
intégrant la densité de charges dans un volume V ′ autour de ce point
q (r,ω) =
ˆ
V′
ρ
(
r′,ω
)
dV ′, (4.2)
4.1. STRUCTURES À BASE DE CARRÉS D’ARGENT 89
FIGURE 4.1 – Spectres d’extinction d’un carré d’argent de 24 nm de côté et de 4 nm de hauteur
discrétisé par 3600 dipôles calculés par DDA et par la méthode de composition en modes propres
avec lmax = 1, 2, 3, 10.
et la densité de charges est liée à la polarisation via la relation
ρ (r,ω) = −∇.P (r,ω) . (4.3)
Dans le cadre de l’approximation des dipôles discrets, si le volume V ′ est pris comme une sphère
de rayon b, l’équation (4.1) s’écrit
Qz
(
xj, yj,ω
)
=
t
N
N
∑
n=1
q
(
xj, yj, zn,ω
)
, (4.4)
avec N le nombre de dipôles sur l’épaisseur de la particule et
q
(
rj,ω
)
= − 4πb
3
3N′V
N′
∑
n′=1
∇n′ .pn′ (ω) , (4.5)
où V représente le volume total de la particule et N′ le nombre de dipôles dans le volume V ′ centré
au point rj. Puisque nous travaillons dans l’espace des fréquences, le résultat obtenu est un nombre
complexe qui peut se mettre sous la forme
Qz
(
xj, yj,ω
)
= ̺z
(
xj, yj,ω
)
eiϕz(xj,yj,ω), (4.6)
et l’on voit que lemodule ̺z
(
xj, yj,ω
)
caractérise l’intensité de la charge en un point de la particule,
tandis que la phase ϕz
(
xj, yj,ω
)
rend compte du signe de la charge. Par ailleurs, cette forme met
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FIGURE 4.2 – Cartes du module normalisé (a,b) et de la phase (d,e) de la charge intégrée des deux
premiers modes propres et du calcul DDA (c,f) d’un carré d’argent de 24 nm de côté et de 4 nm de
hauteur excité par une onde plane de 2.13 eV. Le rayon d’intégration est b = 4 nm. Les signes des
charges ont été ajoutés pour visualiser les modes.
en exergue que deux points auront des charges de signes identiques (opposés) si la différence de
phase est un nombre entier de fois 2π (π). En pratique, le module est normalisé par rapport à sa
valeur maximale et la phase varie dans l’intervalle [−π,π].
L’application des formules exposées ci-dessus pour les deux premiers modes propres du carré
d’argent excité par une onde plane de 2.13 eV donne les cartes de charge intégrée présentées aux
figures 4.2(a-b,d-e). Celles-ci ont été obtenues avec un rayon d’intégration de b = 4 nm. Il apparaît
clairement que ces modes propres forment une paire dégénérée dont un élément est caractérisé
par la présence de charges de même intensité mais de signes opposés (en raison de la différence de
phase égale à π) localisées aux deux coins diagonalement opposés. Le troisième mode propre (qui
n’est pas illustré) possède également ses modules maximums en deux coins diagonalement oppo-
sés mais la charge oscille dans les parties centrales. Cette caractéristique en fait un mode propre
de valeur propre plus élevée et apporte donc une contribution moindre que les deux premiers
modes dans l’expansion des dipôles (i.e. dans l’extinction). Ceux-ci, comme le montre l’équation
(3.29), sont obtenus en opérant une combinaison linéaire des modes propres. Il en résulte que la
résonance à 2.13 eV est un mode dipolaire orienté dans la direction de polarisation du champ ap-
pliqué (direction y) et pour lequel les charges aux quatre coins sont d’intensité identique mais avec
des signes opposés entre les coins du haut et ceux du bas. Ce résultat est corroboré par les cartes
tracées à partir du calcul DDA standard [fig. 4.2(c,f)].
Il est également intéressant d’utiliser l’arsenal de la théorie des groupes pour étudier les pro-
priétés de symétrie des modes supportés par une nanoparticule carrée [78]. Pour simplifier la dis-
cussion, considérons que celle-ci est plate (approximation que l’on peut se permettre vu la faible
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C4v E 2C4 C2 2σv 2σd
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 -1 1 1 -1
B2 1 -1 1 -1 1
E 2 0 -2 0 0
TABLE 4.1 – Table des caractères du groupe C4v.
épaisseur) et travaillons dans le cas à deux dimensions. Le groupe de symétrie d’une telle géomé-
trie est le groupe C4v, dont la table de caractères est donnée dans le tableau 4.1.
Par analogie avec le modèle des liaisons fortes de la physique du solide [79, 80], il est possible
de décrire un mode plasmon |ψ〉 comme une combinaison linéaire d’états localisés aux coins et en
interaction mutuelle. Si |n〉 désigne l’état localisé au coin n, un mode plasmon s’écrira
|ψ〉 =
4
∑
n=1
cn |n〉 , (4.7)
avec cn des coefficients à déterminer. Soit Γ(
n) la réprésentation du groupe C4v dans la base {|n〉},
celle-ci peut s’écrire sous la forme d’une somme directe de représentations irréductibles
Γ(n) = ∑
l⊕
nlΓ
(l), (4.8)
où Γ(l) est une représentation irréductible du groupe C4v et nl le nombre de fois que celle-ci apparaît
dans la somme. Ces coefficients sont donnés par
nl =
1
g ∑
G
χl∗ (G) χn (G) , (4.9)
avec g le nombre d’éléments dans le groupe, χl (G) le caractère de l’élément G dans la représen-
tation Γ(l) calculé comme la trace de Γ(l) (G) et la somme porte sur les éléments du groupe. Les
caractères de la représentation Γ(n) sont
χn (E) = 4, χn (C4) = 0, χ
n (C2) = 0, χ
n (σv) = 0, χ
n (σd) = 2, (4.10)
et on obtient les coefficients
nA1 = 1, nA2 = 0, nB1 = 0, nB2 = 1, nE = 1. (4.11)
La représentation Γ(n) possède donc la décomposition en représentations irréductibles
Γ(n) = A1 ⊕ B2 ⊕ E, (4.12)
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auxquelles correspondent les combinaisons linéaires
A1 ⇒
∣∣∣ψA1〉 = 1
2
[|1〉+ |2〉+ |3〉+ |4〉] , (4.13)
B2 ⇒
∣∣∣ψB2〉 = 1
2
[|1〉− |2〉+ |3〉 − |4〉] , (4.14)
E⇒


∣∣ψE1 〉 = 1√2 [|1〉 − |3〉] ,∣∣ψE2 〉 = 1√2 [|2〉 − |4〉] .
(4.15)
La première est une combinaison de dimension 1 totalement symétrique. La seconde est également
de dimension 1 mais possède une symétrie quadrupolaire pour laquelle les coins ont la même
intensité mais alternent en signe et la dernière combinaison est à 2 dimensions avec une symétrie
dipolaire le long des diagonales. En comparant ces résultats avec les modes propres l = 1 et l = 2
[fig. 4.2(a,b)], il apparaît que ces derniers correspondent aux états
∣∣ψE1 〉 et ∣∣ψE2 〉 si les états de base
|n〉 sont pris comme décrivant une charge positive localisée (notée «+ »). De plus, le mode dipolaire
|ψd〉 de la figure 4.2(c) résulte de la combinaison |ψd〉 =
∣∣ψE1 〉+ ∣∣ψE2 〉. Mentionnons que ces résultats
sont en accords avec ceux obtenus par W. Zhang et ses collaborateurs qui se sont intéressés au lien
entre la symétrie d’un carré et les règles de selection d’excitation des modes plasmons dans un
cadre vectoriel et non scalaire [81].
Tournons maintenant notre attention sur les mesures de pertes d’énergie d’électrons. La symé-
trie carrée impose deux types de trajectoires de haute symétrie distinctes, une passant près d’un
coin et l’autre passant au niveau du milieu d’un côté. Les spectres pour ces deux trajectoires ont
été calculés par EVE avec lmax = 3 ainsi que par DDA et sont montrés à la figure 4.3. Outre le pic à
2.13 eV, présent pour les deux paramètres d’impact, on observe des résonances à 2.33 eV et 2.79 eV
lorsque l’électron passe près d’un coin. Pour un électron dont le paramètre d’impact se situe au
milieu d’un côté, le pic à 2.93 eV est beaucoup plus intense que dans le spectre d’extinction. Ces
résonances supplémentaires apparaissent dans le spectre caractéristique de la particule en raison
de la nature localisée des excitations par un faisceau d’électrons. Ce sont des résonances d’ordres
plus élevés qui ne peuvent pas être excitées par les méthodes optiques. On qualifie dès lors ces
dernières comme étant des résonances « dark », en référence au caractère inactif en optique. Les
résonances à composante dipolaire sont, par comparaison, appelées résonances « bright ».
Les signatures des résonances sont obtenues en calculant les cartes de la charge intégrée (4.1) et
sont respectivement identifiées comme étant des modes quadrupolaire [fig. 4.4(a,d)], octupolaire
[fig. 4.4(b,e)] et de côtés [fig. 4.4(c,f)]. Les différences en intensité entre des points symétriques sont
des artéfacts dus à une interaction plus forte avec l’électron, elle-même causée par une plus grande
proximité entre la particule et l’électron.
Le changement de champ appliqué a également pour effet de modifier la sélection des modes
propres. Par exemple, la résonance à 2.33 eV est composée d’un premier mode propre de symétrie
B2 dont l’état
∣∣ψB2〉 est composé de fonctions de base |n〉 formées de charges positives localisées
[fig. 4.5(a,d)]. Le second mode propre est de type dipolaire [fig. 4.5(b,e)] tandis que le troisième est
de nouveau à symétrie quadrupolaire mais d’ordre plus élevé [fig. 4.5(c,f)].
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FIGURE 4.3 – Spectres de pertes d’énergie d’électrons d’un carré d’argent de 24 nm de côté et de
4 nm de hauteur discrétisé par 3600 dipôles calculés par DDA et par la méthode de composition
en modes propres avec lmax = 3.
FIGURE 4.4 – Cartes du module normalisé (a,b,c) et de la phase (d,e,f) de la charge intégrée des
résonances d’un carré d’argent de 24 nm de côté et de 4 nm de hauteur à 2.33 eV (a,d), 2.79 eV (b,e)
et 2.93 eV (c,f) calculées à partir des résultats DDA. Le rayon d’intégration est b = 4 nm. Les signes
des charges ont été ajoutés pour visualiser les modes.
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Remarquons que les spectres montrés à la figure 4.3 sont semblables pour les deux méthodes,
hormis une différence d’intensité dont l’origine a été explicitée précédemment. Pour faciliter la
comparaison, les spectres obtenus ont été normalisés par rapport à leur intensité maximale. Ceci
permet de montrer que si les intensités des pics à 2.33 eV sont en coïncidence, ce n’est pas le cas
pour les résonances à 2.79 eV et 2.93 eV qui sont manifestement moins intenses en EVE qu’en DDA.
Cette observation s’explique par la géométrie plus complexe des résonances d’ordre plus élevé [fig.
4.5(g-r)] et, en conséquence, l’intensité totale est disbribuée parmi un plus grand nombre de modes
propres.
Finalement, mentionnons que les temps d’exécution moyens des deux méthodes, DDA et EVE,
ont été comparés. Il est de τDDA = 58 minutes et de τEVE = 14 minutes pour les spectres de 100
points calculés respectivement par DDA et par EVE avec lmax = 3. On a négligé l’étape de calculs
des vecteurs propres dans la mesure où cette étape de ne doit s’effectuer qu’une seule fois pour un
système donné. On a donc un rapport de temps τ = τDDA/τEVE ≈ 4, ce qui indique que la méthode
de décomposition en modes propres apporte un gain de temps dans l’exécution du calcul.
Dimère
Les systèmes composés de particules couplées peuvent supporter des résonances plus com-
plexes, généralement décrites dans le cadre d’une théorie d’hybridation s’inspirant des orbitales
atomiques [82–84]. Il est courant de considérer des assemblages de particules identiques appelés
oligomères [85–89]. Dans cette section, nous allons nous intéresser au plus simple des oligomères,
à savoir, le dimère. Etant donné la symétrie des particules, il existe deux arrangements possibles :
coin-coin, pour lequel les carrés sont alignés selon leurs diagonales, et arête-arête, pour lequel
les carrés sont côte à côte. Le comportement qualitatif des deux systèmes étant similaire, nous ne
considérerons que l’arrangement de type coin-coin. Vu les résultats obtenus dans la section précé-
dente, on fait le choix de réaliser les calculs avec trois modes propres. Le rapport de complexité
(3.33) est environ γ′ ≈ 20, sachant que le nombre d’itérations moyen sur un spectre de 100 points
a été évalué à approximativement 60. Ceci indique que l’utilisation de la méthode de décomposi-
tion en modes propres doit apporter un gain significatif en temps de calcul. En pratique, les temps
d’exécution moyens des deux méthodes ont été évalués à τDDA = 300 minutes et τEVE = 22 mi-
nutes, soit un rapport de temps τ = τDDA/τEVE ≈ 13. Le gain réel est donc inférieur au rapport de
complexité. Ceci s’explique par le fait que ce rapport est valable dans la limite où le nombre de
particules devient très grand, ce qui n’est valable dans le cas considéré ici.
Les spectres d’extinction et de pertes d’énergie pour une distance de séparation entre les coins
de 2 nm sont montrés à la figure 4.6. Dans celle-ci, les courbes de couleur correspondent aux trajec-
toires électroniques marquées par les points de même couleur (noir, rouge et vert) et les cercles
bleus représentent le spectre d’extinction pour un champ polarisé parallèlement à l’axe inter-
particule et se propageant perpendiculairement au plan du dimère.
Avant d’aller plus loin dans l’interprétation des courbes, il est bon de comparer les résultats
obtenus par la décomposition en modes propres [fig. 4.6(a)] et ceux calculés par DDA [fig. 4.6(b)].
Outre quelques différences mineures dans les intensités relatives, on note des différences plus
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FIGURE 4.5 – Cartes du module normalisé et de la phase de la charge intégrée des trois premiers
modes propres des résonances à 2.33 eV (a-f), 2.79 eV (g-l) et 2.93 eV (p-r) d’un carré d’argent de
24 nm de côté et de 4 nm de hauteur. Le rayon d’intégration est b = 4 nm. Les signes des charges
ont été ajoutés pour visualiser les modes.
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prononcées au niveau de la position de la résonance de plus faible énergie, qui est sous-évaluée
d’un peu moins de 0.05 eV en EVE par rapport au DDA, et de l’absence du petit pic à 2.21 eV
dans le spectre d’extinction calculé en EVE. Cependant, ces différences restent acceptables dans la
mesure où le nombre de vecteurs de base est fortement réduit et que la forme générale est assez
bien respectée dans tous les cas considérés.
Lorsque le faisceau d’électrons est focalisé dans l’espace inter-particule (courbe noire), des ré-
sonances sont observées à 2.21 eV et à 2.40 eV et correspondent à des modes symétriques dipolaire
et quadrupolaire respectivement, comme l’illustre les figures 4.7(b,e) et 4.7(c,f). Ces résonances
ne possèdent pas de moment dipolaire total (« dark modes ») et n’apparaissent donc pas dans
le spectre d’extinction optique [cercles bleus dans la fig. 4.6]. Pour une trajectoire passant près
d’un coin situé sur l’axe du dimère mais en dehors de l’espace inter-particule (courbe rouge),
le spectre EEL possède un pic à 1.99 eV dont la signature est de type dipolaire antisymétrique
(« bright mode ») [fig. 4.7(a,d)] et qui est également présent dans le spectre d’extinction. La réso-
nance à 2.21 eV est la même que celle observée dans le cas de la trajectoire noire, i.e. c’est un mode
dipolaire symétrique. Le troisième paramètre d’impact se situe près d’un coin mais pas sur l’axe
du dimère (courbe verte). Dans ce cas, il n’y a pas de couplage et le spectre est essentiellement le
même que celui d’une particule isolée. En effet, une seule résonance est observée à 2.13 eV pour
laquelle le mode dipolaire de la particule proche de l’électron est excité. Ceci s’explique par le fait
que les particules ne peuvent interagir qu’à la condition que les champs proches se recouvrent et
s’influencent mutuellement, c’est-à-dire s’ils sont localisés dans l’espace entre les particules. Pour
la trajectoire verte, le champ proche de la particule en interaction avec le faisceau d’électrons se
situe au niveau des coins perpendiculaires à l’axe inter-particule, ce qui ne permet pas le couplage.
A contrario, pour les trajectoires noire et rouge, les champs proches sont localisés dans l’espace
entre les particules et celles-ci peuvent dès lors interagir.
Puisque le couplage varie en fonction du recouvrement des champs proches et que ceux-ci
possèdent une dépendance spatiale, le couplage dépend in fine de la distance de séparation des
particules. Cet effet est illustré dans l’insert de la figure 4.6(a). Deux observations peuvent être
faites :
(1). l’interaction entre les modes dipolaires se produit pour de plus grandes distances que pour
les modes quadrupolaires et les déplacements en énergie sont plus prononcés,
(2). les modes symétriques (dark) se déplacent vers de plus hautes énergies tandis que l’opposé
se produit pour les modes antisymétriques (bright).
Ces observations peuvent s’expliquer par la plus grande extension spatiale du champ proche d’un
mode dipolaire par rapport à celle d’unmode quadrupolaire. En effet, le recouvrement des champs
proches des modes dipolaires de particules voisines se produit pour de plus grandes distances et
est de plus en plus important à mesure que les particules se rapprochent. A grande distance, le
recouvrement est nul et les particules se comportent comme des particules isolées.
Finalement, remarquons que l’on n’observe pas de mode quadrupolaire symétrique en raison
de la géométrie du système qui réduit fortement la probabilité d’exciter de tels modes.
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FIGURE 4.6 – Spectres d’extinction (cercles bleus) et de pertes d’énergie d’électrons (courbes noire,
rouge et verte) calculés en EVE avec lmax = 3 (a) et en DDA (b) d’un dimère coin-coin de carrés
d’argent de 24 nm de côté, de 4 nm de hauteur, séparés de 2 nm et discrétisés par 3600 dipôles.
L’insert de la figure (a) montre l’évolution du déplacement en énergie des résonances en fonction
de la distance entre les coins.
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FIGURE 4.7 – Cartes du module normalisé (a,b,c) et de la phase (d,e,f) de la charge intégrée des ré-
sonances d’un dimère coin-coin de carrés d’argent de 24 nm de côté, de 4 nm de hauteur et séparés
de 2 nm à 1.99 eV (a,d), 2.21 eV (b,e) et 2.40 eV (c,f). Le rayon d’intégration est b = 4 nm. Les signes
des charges ont été ajoutés pour visualiser les modes.
Quadrumère
Puisque la méthode de décomposition en modes propres est vouée à être utilisée sur des sys-
tèmes à plusieurs particules, nous l’appliquons maintenant à un quadrumère de carrés d’argent
afin de tester ses capacités. Le nombre de modes propres est maintenu à lmax = 3 et le nombre
d’itérations moyen par spectre de 100 points a été évalué à Nit = 100. On a donc un rapport de
complexité de l’ordre de γ′ ≈ 33.3 et donc un gain de temps espéré assez conséquent. En pra-
tique, les temps d’exécution moyens des deux méthodes ont été évalués à τDDA = 662 minutes et
τEVE = 54 minutes, soit un rapport de temps τ = τDDA/τEVE ≈ 12. Le gain réel est donc inférieur au
rapport de complexité pour la même raison que précédemment.
La géométrie du système est visible dans l’insert de la figure 4.8(a) et consiste en un quadru-
mère coin-coin composé de deux dimères coin-coin mis côte à côte afin d’obtenir une symétrie
carrée où les distances entre coins de particules voisines est de 2 nm. Pour ce système, deux trajec-
toires ont été considérées, l’une passant au point de symétrie centrale (courbe noire) et l’autre étant
contenue dans un plan de symétrie miroir et située à l’extérieur du quadrumère (courbe rouge). Le
spectre d’extinction (cercles bleus) a été calculé pour une onde plane polarisée parallèlement aux
côtés des carrés et se propageant perpendiculairement au plan du quadrumère.
Lorsque le faisceau est focalisé au point de symétrie centrale, un pic intense se manifeste à
2.32 eV et un plus petit apparaît à 2.95 eV. Dans le cas d’électrons passant à l’extérieur du qua-
drumère, on observe une résonance à 2.00 eV et une augmentation d’intensité de celle à 2.95 eV.
L’analyse des cartes de la charge intégrée (fig. 4.9) révèle que la résonance à 2.00 eV est une com-
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FIGURE 4.8 – Spectres d’extinction (cercles bleus) et de pertes d’énergie d’électrons (courbes noire
et rouge) calculés en EVE avec lmax = 3 (a) et en DDA (b) d’un quadrumère coin-coin de carrés
d’argent de 24 nm de côté, de 4 nm de hauteur, séparés de 2 nm et discrétisés par 3600 dipôles.
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FIGURE 4.9 – Cartes du module normalisé (a,b,c) et de la phase (d,e,f) de la charge intégrée des
résonances d’un quadrumère de carrés d’argent de 24 nm de côté, de 4 nm de hauteur et séparés
de 2 nm à 2.00 eV (a,d), 2.32 eV (b,e) et 2.95 eV (c,f). Le rayon d’intégration est b = 4 nm.
binaison de modes dipolaires alignés tandis que celles à 2.32 eV et 2.95 eV sont des combinaisons
totalement symétriques de modes dipolaires et de côté respectivement. La première possède donc
un moment dipolaire total non nul et se manifeste dans le spectre d’extinction, ce qui n’est pas le
cas des deux autres.
En raison de la symétrie du système, ces résonances peuvent être classifiées par rapport aux
représentations irréductibles du groupes C4v, à la condition de prendre la résonance d’un carré
individuel comme fonctions de base. On a ainsi que la première résonance est de symétrie E alors
que les deux autres sont de symétrie A1.
Remarquons finalement l’adéquation des résultats obtenus par EVE [fig. 4.8(a)] et par DDA [fig.
4.8(b)]. Ceux-ci sont en effet en très bon accord hormis un léger décalage de 0.04 eV du pic à 1.96 eV
qui, compte tenu du nombre de vecteurs propres utilisés, est tout à fait acceptable. Concluons en
soulignant à nouveau l’efficacité de la méthode de décomposition en modes propres qui nous a
permis d’obtenir des résultats comparables aux calculs DDA avec seulement trois modes propres
par particules, ce qui est vraiment très peu par rapport au nombre total de vecteurs constituant la
base complète.
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4.2 Structure en dolmen d’or
Des résultats similaires à ceux exposés dans cette section ont été publiés dans [90].
Résonance de Fano et transparence induite par plasmon
En 1961, Ugo Fano décrit le principe de l’effet à qui il a donné son nom, l’effet Fano ou réso-
nance de Fano, et permet ainsi d’expliquer la forme du spectre de diffusion inélastique d’électrons
par des molécules d’hélium [91]. Initialement découvert dans le cadre de la théorie quantique,
ce phénomène de nature ondulatoire s’est ensuite révélé apparaître également dans des systèmes
classiques composés de résonateurs couplés tels des ensembles de masses-ressorts [92], des cris-
taux photoniques ou des structures plasmoniques [93]. La revue de Miroshnichenko [94] donne un
aperçu des applications des résonances de Fano dans les systèmes à l’échelle nanoscopique.
De manière synthétique, l’effet Fano, illustré à la figure 4.10 reprise de la référence [95], est un
phénomène d’interférence entre une résonance discrète |d〉 et un continuum |c〉 qui produit des
pics de forme asymétrique dans le spectre de réponse du système. Le phénomène se produit à la
condition que la résonance discrète se trouve dans la gamme du continuum et qu’un couplage
entre les résonances soit possible. Dans le cas de structures plasmoniques, le rôle du continuum
est joué par une résonance dipolaire dont le caractère radiatif permet d’obtenir une largeur de
raie suffisante pour simuler un tel continuum. L’état discret, quant à lui, est obtenu grâce à des
modes non-radiatifs, c’est-à-dire, des résonances dont le moment dipolaire est proche de zéro et
qui n’interagissent pas avec la lumière (des dark modes). Ceci implique que les constantes de
couplages des modes avec l’excitation extérieure vérifient g ≫ w (fig. figure 4.10). Si les modes
radiatif et non-raditif peuvent se coupler via leurs champs proches (v 6= 0), l’effet Fano se produit
et le spectre de réponse optique présente alors des pics caractéristiques appelés résonances de
Fano.
FIGURE 4.10 – Illustration de l’effet Fano à l’origine des résonances asymétriques.
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FIGURE 4.11 – Arrangement périodique de structures en dolmen composées de nanoparticules
métalliques.
Grâce à l’utilisation de l’effet Fano, Zhang et ses collaborateurs ont proposé, en 2008, un dis-
positif possédant une fenêtre de transparence induite par plasmon [96]. L’intérêt de ce genre de
dispositif réside dans la possibilité d’obtenir de la lumière lente à la fréquence de transparence.
Il consiste en un arrangement périodique de méta-molécules composées d’un monomère et d’un
dimère de nanoparticules métalliques arrangés en une structure en dolmen (fig. 4.11).
L’étude détaillée de la réponse optique d’une méta-molécule de ce type, excitée par un champ
électrique polarisé parallèlement à l’axe du monomère, a montré que le spectre d’extinction pos-
sède des résonances de Fano causées par les interférences entre le mode dipolaire du monomère
et le mode quadrupolaire du dimère. Ce dernier est lui-même constitué d’une combinaison anti-
symétrique de modes dipolaires de ses constituants [90,97–103]. L’étude a révélé que, étant donné
cette configuration de la méta-molécule, l’énergie du mode dipolaire peut être pompée par le di-
mère via l’intermédiaire du champ proche pour exciter le mode quadrupolaire. Celui-ci rétro-agit
ensuite sur le mode dipolaire et tend à l’amortir en raison de son oscillation en opposition de
phase. Des interférences destructives sont alors créées entre l’excitation directe du monomère par
le champ extérieur et l’excitation indirecte par le dimère, ce qui donne naissance à une fenêtre de
transparence autour de la fréquence de résonance du mode dipolaire.
En analogie avec la théorie quantique des états électroniques, ce phénomène peut également
se voir comme une hybridation des modes dipolaire du monomère et quadrupolaire du dimère,
comme illustré à la figure 4.12 [82,83]. Dans ce cas, deux nouveaux modes hybrides sont composés
et se distinguent par la différence de phase entre les modes individuels, l’un est un mode liant
(ou sub-radiant) avec un moment dipolaire plus faible et l’autre est un mode anti-liant (ou super-
radiant) avec un moment dipolaire plus élevé.
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FIGURE 4.12 – Schéma d’hybridation des modes d’un dolmen.
Suite à ces travaux sur les dolmens, de nombreux chercheurs se sont intéressés aux réso-
nances de Fano dans les systèmes plasmoniques. En particulier, des recherches ont portés sur
l’élaboration de nouvelles géométries pouvant supporter des résonances de Fano [85–87, 103–117]
et des études ont été faites sur leurs propriétés (comme par exemple les caractéristiques spec-
trales [101, 117–119], la relation entre champ proche et champ lointain [102] ainsi que les pro-
priétés d’excitation [118, 120]) et sur leurs applications potentielles dans les senseurs [121], les
switchs [122], la transparence induite [96, 97, 114], l’augmentation de l’émission de lumière [123]
ou encore l’exaltation des signaux spectroscopiques [124].
Etude par la méthode de décomposition en modes propres
Etant donné les interactions un peu plus complexes dues aux interférences entre les consti-
tuants d’un dolmen, on se propose d’en étudier les propriétés optiques avec la méthode de dé-
composition en modes propres afin de déterminer si les comportements qualitatif et quantitatif
peuvent être décrits avec une base réduite.
La structure étudiée, illustrée à la figure 4.13(a), est composée d’un monomère de L1=250 nm
de longueur, W1=115 nm de largeur et H1=50 nm de hauteur et d’un dimère dont les constituants
ont L2=225 nm de longueur, W2=100 nm de largeur et H2=50 nm de hauteur. La distance entre les
deux particules du dimère est de D=50 nm et celle entre le monomère et le dimère est de G=10 nm.
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L’ensemble de la structure est discrétisé par 28600 dipôles et l’or a été modélisé par les données
tabulées dans [76]. Les dimensions du dolmen ont été choisies en s’inspirant des travaux publiés
dans [97] et qui nous permettent de confronter nos résultats numériques aux spectres expérimen-
taux obtenus dans cette étude.
La figure 4.13(b) montre les spectres d’extinction obtenus par DDA (courbe orange) et par EVE
(courbes violettes) pour un champ polarisé selon le grand axe du monomère, comme illustré dans
le panel (a). On peut observer que les résultats sont en désaccord total entre les deux méthodes. En
effet, dans le spectre DDA, on peut distinguer deux résonances à 1.08 eV et 1.44 eV et un pic assez
large aux alentours de 2.03 eV tandis que les spectres EVE exhibent une résonance près de 1.30 eV
et un pic large autour de 2.05 eV pour lmax = 10 et 2.20 eV lorsque lmax = 100.
Dans le cas du spectre DDA, l’analyse des cartes de la composante perpendiculaire du champ
induit [fig. 4.13(c)] a révélé que les résonances à 1.08 eV et 1.44 eV correspondent respectivement
aux modes sub- et super-radiant et qu’elles sont donc des résonances de Fano dont l’origine inter-
férentielle a été expliquée plus haut. Par ailleurs, le pic à 2.03 eV est essentiellement dû à l’excita-
tion des modes dipolaires transverses des constituants du dimère dont l’interaction avec le mode
dipolaire du monomère a pour effet de décaler leur position en énergie vers le rouge et d’en aug-
menter la largeur. Ces résultats sont en accord qualitatif avec les expériences publiées dans [97].
Le comportement qualitatif est, par contre, un peu différent en raison des dimensions légèrement
modifiées, pour des raisons pratiques, dans nos simulations.
En ce qui concerne les spectres EVE, les cartes de champmontrent que la résonance à 1.30 eV est
principalement due à l’excitation du mode dipolaire du monomère alors que le pic aux alentours
de 2.05 eV et 2.20 eV provient, comme en DDA, de l’excitation des modes dipolaires transverses
des constituants du dimère. Remarquons le déplacement assez prononcé de ce pic lorsque la taille
de la base passe de 10 à 100 vecteurs propres, comparé à celui observé pour la résonance à 1.30 eV
qui ne se déplace presque pas.
En utilisant la décomposition en modes propres, aucun couplage n’est donc observé entre le
mode dipolaire du monomère et le mode quadrupolaire du dimère. Le spectre d’extinction ne pré-
sente donc pas les résonances de Fano qui lui sont caractéristiques. La raison en est que les modes
propres composant la base sont choisis selon le critère (3.24) pour lequel on évalue la projection du
champ appliqué sur le mode considéré. Pour un champ polarisé selon le grand axe du monomère,
la projection sur le mode dipolaire est très grande. Par contre, le mode quadrupolaire du dimère
étant composé de modes dipolaires orientés perpendiculairement au champ extérieur, la projec-
tion de celui-ci sur ces modes est nulle et la probabilité que ceux-ci soient séléctionnés dans la base
tend vers zéro. Ceci signifie qu’il faudrait prendre un lmax suffisamment grand que pour inclure
des modes orthogonaux au champ appliqué. Si cela est possible en principe, en pratique, celui-ci
serait tellement grand que l’on perdrait tout l’intérêt de la méthode.
Le critère de sélection (3.31), établi dans le cas d’une particule isolée, se révèle donc inadapté
dans le cas considéré ici. Pour remédier à ce problème, diverses possibilités peuvent être envisa-
gées. L’une d’entre elles, celle que nous avons adoptée dans cette thèse, consiste à appliquer le
critère de sélection pour des champs appliqués fictifs orthogonaux au champ appliqué réel. La
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FIGURE 4.13 – (a) Structure en dolmen excitée par un champ incident polarisé selon le grand axe du
monomère. (b) Spectres d’extinction d’un dolmen d’or calculés par DDA et par EVE avec lmax = 10
et lmax = 100. (c) Cartes de la composante perpendiculaire du champ induit à 1.08 eV, 1.44 eV et
2.03 eV.
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base ainsi construite contient lmax modes propres dans chacune des 3 directions de l’espace et dont
deux tiers sont orthogonaux au champ appliqué réel.
Les courbes noires de la figure 4.14 présentent les spectres d’extinction obtenus grâce à la mé-
thode de sélection ad hoc expliquée ci-dessus. Pour lmax = 10, le spectre possède des résonances à
1.15 eV, 1.52 eV et 2.20 eV. On voit donc apparaître les modes sub- et super-radiant caractéristiques.
Lorsque lmax = 100, on constate également une amélioration des résultats et en particulier de la
position de la résonance à 2.05 eV. Cependant, des différences subsistent par rapport au calcul
DDA, principalement dans les intensités relatives des résonances mais aussi, dans une moindre
mesure, dans les positions en énergie. Ces dernières sont, en effet, surévaluées d’environ 0.1 eV.
Les résultats obtenus avec la méthode ad hoc restent cependant très bons compte tenu du fait que
l’on n’utilise que 300 vecteurs propres sur un total 85800.
Afin de confirmer l’origine des résonances de Fano, les propriétés optiques dumonomère et du
dimère ont été investiguées. On cherche à déterminer s’il y a effectivement couplage entre le mode
dipolaire du monomère et le mode quadrupolaire du dimère. Le premier étant de type « bright »,
on peut déterminer sa position en énergie via le spectre d’extinction. Le second est, quant à lui,
de type « dark » et nécessite donc de faire appel à l’excitation par faisceau d’électrons. La figure
4.14 compile les résultats obtenus par EVE (avec le critère de sélection original). Premièrement, les
courbes oranges montrent le spectre d’extinction dumonomère calculé pour un champ polarisé se-
lon le grand axe du monomère. On observe un maximum à 1.31 eV associé à l’excitation du mode
dipolaire [fig. 4.14(b)]. Dans un deuxième temps, le spectre de pertes d’énergie d’électrons du di-
mère (courbes violettes) a été calculé pour un faisceau focalisé au milieu de la petite arête d’un des
constituants du dimère. Le spectre présente un pic étroit aux alentours de 1.39 eV correspondant
à l’excitation du mode quadrupolaire [fig. 4.14(c)]. On peut donc clairement observer la proximité
en énergie des résonances du monomère et du dimère, une condition nécessaire pour que les inter-
férences à l’origine de l’existence des résonances de Fano puissent se produire. De plus, la position
du creux entre les modes sub- et super-radiant dans le spectre d’extinction du dolmen correspond
exactement à la position du mode quadrupolaire du dimère. Ceci est le signe que ce dernier, qui
ne peut interagir avec la lumière, pompe le mode dipolaire du monomère et réduit donc l’activité
de celui-ci à cette énergie. Finalement, remarquons que les spectres varient lentement avec la taille
de la base lorsqu’elle passe de 10 à 100 vecteurs propres.
Malgré ce bilan positif, soulignons le fait d’avoir utilisé une technique ad hoc pragmatique pour
obtenir ces résultats. Celle-ci n’est probablement pas la plus élégante et a le défaut d’étendre de
manière artificielle la base des vecteurs propres et donc de réduire l’efficacité de la décomposition
en modes propres. Cependant, cette technique ad hoc n’est nécessaire que lorsque le couplage
entre les particules fait intervenir des modes qui sont orthogonaux au champ appliqué. Des essais
sur des pentamères de disques d’or ont montré que le critère de sélection d’une particule isolée
est suffisant pour rendre compte des résonances de Fano dues à l’interaction entre des modes
dipolaires anti-parallèles.
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FIGURE 4.14 – (a) Spectres d’extinction du monomère (orange) et du dolmen (noir) et spectres de
pertes d’énergie d’électrons du dimère (violet) calculés par EVE avec lmax = 10 et lmax = 100. Les
spectres d’extinction du dolmen ont été obtenus avec le critère modifié. (b) Carte de la composante
perpendiculaire du champ induit à 1.31 eV du monomère. (c) Carte de la composante perpendicu-
laire du champ induit à 1.39 eV du dimère.
4.3 Effets de substrats
Jusqu’à présent, nous n’avons considéré que des (ensembles de) nanoparticules plongées dans
un espace vide, homogène et caractérisé par une constante diélectrique. En pratique, cette situation
se rencontre rarement, voire jamais, et les nanoparticules se retrouvent soit en suspension colloï-
dale, soit déposées sur un substrat, en fonction de la méthode de fabrication utilisée. Cet environ-
nement influence les propriétés optiques des nanoparticules et il est dès lors incontournable d’en
tenir compte si l’on veut obtenir des résultats quantitatifs. Dans le premier cas, il est possible de
modéliser les propriétés optiques des nanoparticules en solution en changeant la fonction diélec-
trique du milieu ambiant qui reste supposé homogène, approximation valable si la distance entre
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FIGURE 4.15 – Méthode des images.
les nanoparticules est suffisamment grande. Dans le cas de la présence d’un substrat, diverses
méthodes ont été développées pour le prendre en compte et, dans le cadre de l’approximation
des dipôles discrets, la plus simple est celle de la méthode des images que nous allons exposer
ci-dessous.
Méthode des images et approximation des dipôles discrets
La méthode des charges images est une approche bien connue pour résoudre des problèmes
de calculs de potentiels et de champs électrostatiques en présence d’interfaces [1, 2]. Dans le cadre
de l’étude des propriétés optiques de nanoparticules, l’idée générale de la méthode consiste à
remplacer le substrat, supposé semi-infini, par une particule image de même géométrie que la
particule réelle, située à la position miroir par rapport au plan de l’interface entre les deux milieux
semi-infinis (fig. 4.15) mais dont les propriétés électromagnétiques sont telles que les champs et les
potentiels à la position de l’interface satisfont aux conditions de raccord.
Dans l’approximation des dipôles discrets, une particule est vue comme un ensemble de di-
pôles en interaction mutuelle. D’après la méthode des images, l’interaction avec un substrat peut
être vue comme une interaction avec une particule image composée d’un ensemble de dipôles
images situés en miroir par rapport à l’interface. La valeur de ces dipôles images est déterminée
par les conditions de raccord à l’interface et les champs images associés permettent de rendre
compte de l’influence de ceux-ci sur la particule réelle et ainsi de modéliser la présence d’un sub-
strat.
Plus spécifiquement, si on suppose qu’un dipôle se situe dans un demi-espace infini (z > 0)
de fonction diélectrique ε1 et que l’autre demi-espace (z < 0) est rempli d’un matériau de fonction
diélectrique ε2 (fig. 4.16), il a été montré que le champ total est donné par
E (r,ω) =
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FIGURE 4.16 – Interaction d’un dipôle avec son image en présence d’une interface plane entre deux
milieux semi-infinis.
où G
1
0 est le tenseur de Green du milieu homogène ε1 et
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si r′im est la position image de r
′ [1, 2, 125, 126]. Etant donné la dernière relation, on peut introduire
un nouveau tenseur de Green, donné par
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qui donne le champ total créé en un point r d’un milieu ε1 par un dipôle situé en r
′ dans le même
milieu et par son image située en r′im dans un milieu ε2. Ce nouveau tenseur permet d’écrire le
champ total dans le milieu 1 comme
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Dans le cas où l’on a un ensemble de dipôles en présence d’un substrat, le champ total res-
senti par un dipôle est constitué du champ appliqué, des champs provenant des autres dipôles
en tenant compte de l’interaction avec le substrat et du champ image associé au dipôle considéré.
Explicitement, on a
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où la notation
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a été introduite. Remarquons que l’équation (4.21) ne fait intervenir que les dipôles réels et que
l’on obtient donc un système linéaire similaire au cas sans substrat, donné par (2.95), que l’on peut
résoudre par les méthodes habituelles.
Si cette approche des dipôles images est intuitive et simple à mettre en oeuvre, elle est toutefois
limitée aux cas où les distances d’interaction sont petites par rapport à la longueur d’onde en rai-
son du caractère électrostatique de la méthode. Afin de palier à cette restriction, d’autres approches
ont été développées pour inclure les effets de substrat dans l’approximation des dipôles discrets.
Une de celles-ci utilise la représentation spectrale angulaire du tenseur de Green pour construire
des tenseurs de Green qui rendent compte de la transmission et de la réflection à l’interface des
ondes s et p à partir des coefficients de Fresnel généralisés [2, 127]. Cette méthode possède l’avan-
tage d’être totalement électrodynamiquemais demande cependant d’évaluer des intégrales un peu
compliquées. Une autre approche, purement heuristique, consiste à ajouter une particule (réelle)
cylindrique, de rayon égal à la longueur de la nanoparticule étudiée et de même hauteur que celle-
ci, pour simuler la présence du substrat [128]. Si cette méthode s’est avérée fonctionner dans le
cas considéré dans l’étude, elle nous est apparue peu convaincante et quelque peu arbitraire lors
d’essais sur d’autres cas.
Remarquons qu’en toute rigueur, c’est le tenseur de Green électrostatique G
s
0, donné par (1.66),
qui aurait dû être utilisé dans les équations (4.16)-(4.22) étant donné le caractère purement électro-
statique de la méthode des images. Cependant, on utilise le tenseur de Green G0 afin d’étendre son
domaine de validité et d’augmenter la précision des résultats lorsque les distances d’interaction ne
sont pas suffisamment petites. Si cette approche n’est pas strictement rigoureuse, elle permet tout
de même de rendre compte des phénomènes et a déjà été utilisée avec succès [129].
Finalement, mentionnons que la méthode des images a inspiré une étude [130] qui a montré
qu’il est possible de tenir compte du substrat en considérant que la nanoparticule se trouve plongée
dans un milieu homogène de constante diélectrique effective (comme illustré à la fig. 4.17). Celle-
ci est calculée à partir de la constante diélectrique du milieu ambiant et d’autres quantités qui
dépendent de la géométrie du système considéré.
Méthode des images et méthode de décomposition en modes propres
Il est relativement aisé de transposer le formalisme de décomposition en modes propres dans
le cas où le système est composé de plusieurs particules et d’un substrat. En effet, il suffit de
substituer le tenseur G0 par Gsub dans les équations (3.17), (3.26) et (3.27) et de tenir compte de
l’interaction d’un dipôle avec son image via le tenseur Gim. On obtient ainsi le système d’équations
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FIGURE 4.17 – Méthode des images vue comme une particule plongée dans un milieu effectif.
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 , (4.24)
Λ
µν
sub (ω) = −
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ε0


G
µν
sub (r1, r1,ω) · · · Gµνsub (r1, rNν ,ω)
...
. . .
...
G
µν
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(
rNµ , r1,ω
)
· · · Gµνsub
(
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)

 . (4.25)
Ceci étant établi, on procède comme dans le cas sans substrat en développant
∣∣Eµapp〉 et |Pµ〉 de
(4.23) dans la base des vecteurs propres
∣∣qµl 〉 des matrices géométriques Qµ qui caractérisent les
différentes particules du système et qui, pour rappel, sont définies par (3.19). On obtient ainsi un
système similaire à (3.30) mais qui tient cette fois compte du substrat.
Remarquons qu’on aurait pu définir de nouvelles matrices géométriques à partir des M
µ
sub
comme
Q
µ
sub = M
µ
sub
∣∣∣
kr→0
−


1
ε0εmα1(ω)
I3x3 − k2ε0 G
µ
im (r1,ω) · · · 0
...
. . .
...
0 · · · 1
ε0εmαN(ω)
I3x3 − k2ε0 G
µ
im
(
rNµ ,ω
)

 ,
(4.26)
mais cela nécessiterait, pour un problème donné, de calculer les vecteurs propres pour un substrat
particulier. L’intérêt de garder la même définition réside dans le fait que celle-ci est complètement
indépendante de l’environnement extérieur et que l’on peut donc utiliser les informations qui en
découlent dans n’importe quel contexte. Ainsi, si l’on veut, par exemple, étudier l’effet d’un chan-
gement d’indice du substrat, il n’est pas nécessaire d’évaluer les vecteurs pour toutes les valeurs
de la fonction diélectrique du substrat. A la place, on calcule une seule fois la base pour une par-
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ticule isolée et on ré-utilise cette information dans tous les calculs avec des valeurs de substrats
différentes, ce qui permet un gain de temps assez conséquent.
Remarque sur le champ appliqué et le champ induit
Les équations (4.21) et (4.23) permettent de déterminer les valeurs des dipôles pour un champ
appliqué (onde plane ou électron) à une fréquence donnée. En présence du substrat, celui-ci est en
réalité un champ appliqué total composé du champ appliqué imposé par l’expérimentateur et du
champ appliqué image associé à ce dernier. Dans le cas d’une onde plane, il faut tenir compte de
l’onde réfléchie. Pour un électron, on associe un électron se propageant sur une trajectoire miroir
par rapport à l’interface image et dont la charge est donnée par
qim =
(
ε2 − ε1
ε1 + ε2
)
e.
Dans la majorité des expériences de mesure de pertes d’énergie d’électrons sur des nanopar-
ticules, le microscope électronique fonctionne en transmission. Ceci implique que le faisceau est
orienté perpendiculairement au substrat et qu’il traverse celui-ci avant d’être récolté pour mesurer
la perte d’énergie. Dans cette configuration, le champ appliqué total contient donc deux charges,
l’électron et son image, se propageant sur des trajectoires opposées. De plus, l’électron traverse
l’interface et cela introduit une discontinuité au niveau de l’expression du champ appliqué et du
champ induit. Ceci complexifie l’intégration (1.137) par laquelle nous avions obtenu l’équation
(2.130) qui donne la perte d’énergie en fonction de la fréquence. Par soucis de simplicité et afin
que l’on puisse continuer à utiliser les expressions obtenues précédemment, nous faisons l’hypo-
thèse qui consiste à négliger ces effets. Pour rester cohérent, on en fera de même pour les calculs
de spectres d’extinction. Les résultats exposés ci-après doivent donc être pris sous réserve de cette
approximation.
Mentionnons tout de même que des essais avec des trajectoires parallèles au substrat, pour
lesquelles la remarque concernant la discontinuité de l’expression du champ appliqué n’est plus
valable, ont été réalisés pendant cette thèse. Il a ainsi été constaté que le fait de négliger le champ
image a pour effet de modifier les intensités relatives des résonances des spectres de pertes d’éner-
gie mais que les mêmes modes sont excités.
Application aux cubes d’argent
Afin d’illustrer l’application de la méthode de décomposition en modes propres en présence
d’un substrat, nous avons considéré le cas d’un cube d’argent déposé sur un substrat de Si3N4 de
constante diélectrique εsub = 4.2025. L’argent est modélisé par la fonction diélectrique tabulée de
[76] et le cube est composé de 8000 dipôles. Le choix de ce système n’est pas innocent et a été fait en
raison de la littérature existante avec laquelle nous pouvons confronter nos résultats [70,71,73–75].
Dans un premier temps, une étude de convergence a été réalisée en comparant les spectres
d’extinction d’un cube isolé obtenus par DDA et par la décomposition en modes propres (EVE).
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FIGURE 4.18 – Spectres d’extinction normalisés d’un cube d’argent de 60 nm de côté discrétisé
par 8000 dipôles calculés par DDA et par EVE avec lmax = 10, 25, 50, 100. Les courbes en traits
discontinus représentent les spectres d’absorption (violet) et de diffusion (orange) calculés par
DDA.
Les résultats sont montrés à la figure 4.18 dans laquelle on remarque que, par rapport au cas du
carré traité précedemment, le nombre de vecteurs propres nécessaire pour obtenir un résultat suf-
fisamment précis est beaucoup plus élevé. En effet, si une bonne description était obtenue avec 3
vecteurs propres sur 10800 pour le carré, la position correcte du pic principal à 2.82 eV n’est at-
teinte qu’avec un minimum de 100 modes propres. Avec une base plus petite, la position du pic
principal est surévaluée et la forme générale est plus approximative. Ceci est d’autant plus vrai
que le nombre de vecteurs propres est faible, comme en témoigne le cas lmax = 10 pour lequel le
spectre (courbe rouge) exhibe deux pics intenses à 2.91 eV et à 3.18 eV.
Les spectres de pertes d’énergie (EEL) et de cathodoluminescence (CL) ont ensuité été calculés
par DDA et EVE avec 100 vecteurs propres. La figure 4.19 compare les résultats obtenus pour
deux paramètres d’impact, l’un passant au coin du cube (courbes violettes notées 1) et l’autre
au milieu d’une arête (courbes oranges notées 2). Mentionnons que les spectres EEL et CL ont été
normalisés par rapport à leurs maxima respectifs parmi les deux paramètres d’impact pour plus de
lisibilité. Un oeil attentif remarquera la présence de six résonances distinctes à 2.77 eV (i’), 2.82 eV
(i), 2.91 eV (ii), 3.14 eV (iii), 3.41 eV (iv) et 3.68 eV (v) ainsi qu’une concordance de ces résultats entre
les deux méthodes malgré quelques différences assez légères dans les intensités relatives lorsque
l’électron passe au niveau du milieu de l’arête (courbes oranges). Les résonances (i)-(v) ont été
identifiées par Zhang et ses collaborateurs en traçant les cartes de densité surfacique de charges
que nous avons reprises à la droite de la figure 4.19 [74]. On constate ainsi que les pics (i) et (ii)
correspondent respectivement à des résonances dipolaire et quadrupolaire localisées sur les coins.
Les deux résonances suivantes sont des modes d’arêtes dipolaires pour lesquels les arêtes des faces
perpendiculaires au dipôle supporte un octupôle (iii) et un hexadécapôle (iv). Ces deux modes
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possèdent un moment dipolaire total non nul et apparaissent donc dans les spectres d’extinction
et de cathodoluminescence (fig. 4.18). La résonance (v) est, quant à elle, une combinaison entre
un mode d’arêtes et un mode de faces qui possède également un petit moment dipolaire total.
Finalement, la dernière résonance (i’) n’apparaît que dans les spectres de cathodoluminescence et
correspond au pic de diffusion dipolaire, comme on peut s’en convaincre en regardant le spectre
de diffusion optique de la figure 4.18 (courbe orange discontinue). Ceci n’est pas étonnant lorsque
l’on connait le lien formel étroit entre cathodoluminescence et diffusion (voir section 1.4). La perte
d’énergie d’électrons étant plus proche de l’extinction, cela explique que le pic (i’) n’apparaît pas
dans les spectres EEL de la figure 4.19.
Au vu de la concordance des résultats obtenus avec lmax = 100 dans le cas du cube isolé, il
semble naturel de garder cette valeur du paramètre pour réaliser les calculs avec la présence du
substrat. Le spectre d’extinction a été calculé pour une onde polarisée parallèlement au substrat et
se propageant perpendiculairement à celui (insert de la fig. 4.20 gauche). Des trajectoires électro-
niques perpendiculaires au substrat et focalisées au coin et au milieu d’une arête ont été utilisées
pour les spectres d’EEL et de cathodoluminescence. Les résultats obtenus en EVE et en DDA sont
montrés à la figure 4.20. On voit immédiatement que si la forme générale des spectres est com-
parable, il y a cependant des différences assez prononcées au niveau des positions en énergie des
résonances. En DDA, celles-ci sont au nombre de six et sont situées à 2.14 eV (ip), 2.50 eV (iiip),
2.91 eV (id), 3.14 eV (iiid), 3.41 eV (ivd) et 3.68 eV (vp-vd), la notation sera explicitée ci-après. En
EVE, on remarque que les résonances (ip) se situent entre 2.36 eV et 2.54 eV en fonction du champ
excitateur et que la résonance (iiip) apparaît à 2.86 eV. Suite à cela, il n’est pas possible de faire la
distinction entre les résonances (iiip) et (id) dans les spectres d’extinction et CL 1 alors que cela est
très clair en DDA.
Afin d’amener des éléments d’explication sur l’origine de ces différences, nous devons nous
attarder un peu sur l’interprétation des spectres obtenus. Des travaux récents réalisés par diffé-
rents groupes de chercheurs ont montré que l’effet d’un substrat peut être modélisé comme une
interaction entre le cube et son image [74]. Il en résulte une hybridation induite par substrat des
résonances qui mène à classer celles-ci en deux catégories [69–71]. La première est dite proximale
et correspond à des résonances dont les densités de charges sont localisées au niveau des coins, des
arêtes et de la face en contact avec le substrat. A contrario, la catégorie distale reprend toutes les
résonances dont les charges sont localisées sur les coins, les arêtes et les faces libres du cube. Cette
hybridation a été illustrée de manière schématique par Nicoletti et ses collaborateurs, notamment
grâce à l’utilisation de DDEELS, et le résultat, repris et adapté de [71], est montré dans la partie
droite de la figure 4.20. Ces chercheurs ont considéré qu’une résonance d’un cube isolé peut être
vue comme une combinaison linéaire de modes de coins |C〉, d’arêtes |A〉 et de faces |F〉. L’ajout
d’un substrat introduit une brisure de symétrie qui scinde chacun de ces modes en une compo-
sante proximale et distale. Il en résulte un ensemble de six modes, comme illustré dans la partie
droite de la figure 4.20. Les résonances d’un cube sur un substrat peuvent ensuite être obtenues
par combinaison linéaire de ces modes. Avec ce modèle en tête, l’analyse des résonances via les
cartes de champ a révelé que les pics à 2.14 eV et 2.91 eV correspondent aux composantes proxi-
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FIGURE 4.19 – [Gauche] Spectres de pertes d’énergie d’électrons (EEL) et de cathodoluminescence
(CL) d’un cube d’argent de 60 nm de côté discrétisé par 8000 dipôles calculés par DDA et par EVE
avec lmax = 100.
[Droite] Cartes de densité surfacique de charges correspondant aux résonances (i)-(v).
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male et distale de la résonance (i) et que ceux à 2.50 eV et 3.14 eV sont les composantes distale et
proximale de la résonance (iii). A 3.41 eV, c’est la composante distale de la résonance (iv) qui est
excitée et la composante proximale ne semble pas apparaître. Etant donné que le déplacement en
énergie est faible, elle peut néanmoins être noyée dans le lobe aux alentours de 3.41 eV. De même,
les composantes distales et proximales de la résonance (v) se mélangent à 3.68 eV et il ne nous est
pas possible de les distinguer. L’indexation des résonances est maintenant justifiée.
Connaissant l’origine et la signature des résonances, on peut désormais avancer des pistes d’ex-
plications des différences observées dans les spectres calculés par la méthode de décomposition en
modes propres. En effet, nous avons vu que l’ajout d’un substrat a pour conséquence principale de
briser la symétrie des résonances du cube et de les séparer en composantes proximales et distales.
Or, les modes propres utilisés comme vecteurs de base sont choisis pour un cube isolé et sont, par
construction, liés à la symétrie du cube. Ainsi, on tente de rendre compte d’une distribution de
dipôles asymétrique à partir de distributions symétriques. Pour ce faire, il est donc nécessaire de
former les bonnes combinaisons linéaires qui vont annuler les dipôles aux bons endroits. Etant
donné la complexité du système et des résonances, ces combinaisons linéaires peuvent demander
un grand nombre de vecteurs de base pour arriver à une précision suffisante. Pour tester cette
hypothèse, des calculs supplémentaires ont été réalisés avec des valeurs plus grandes de lmax et
il a été constaté que les résonances tendent vers les bonnes positions en énergie au fur et à me-
sure que lmax augmente. Cependant, la position du pic (ip) est encore surévaluée de 0.2 eV lorsque
lmax = 2000. Cette constation est relativement peu favorable à la méthode de décompositon en
modes propres, étant donné que l’intérêt réside dans la possibilité de limiter la base à un petit
nombre d’éléments afin de gagner en performance. Néanmoins, le comportement qualitatif est ob-
tenu avec peu de vecteurs propres et rend tout de même possible l’analyse du couplage avec le
substrat et de l’hybridation des modes.
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FIGURE 4.20 – [Gauche] Spectres d’extinction, de pertes d’énergie d’électrons (EEL) et de cathodo-
luminescence (CL) d’un cube d’argent de 60 nm de côté discrétisé par 8000 dipôles sur un substrat
de constante diélectrique εsub = 4.2025 calculés par DDA et par EVE avec lmax = 100.
[Droite] Schéma d’hybridation induite par le substrat des modes de coins |C〉, d’arêtes |A〉 et de
faces |F〉 en composantes proximales ∣∣Cp〉, ∣∣Ap〉 et ∣∣Fp〉, et distales |Cd〉, |Ad〉 et |Fd〉.

Conclusion
Conclusions
L’objectif poursuivi tout au long de cette thèse était de développer une méthode numérique
innovante permettant de calculer les propriétés optiques (spectres d’absorption, de diffusion, d’ex-
tinction, de pertes d’énergie d’électrons et de cathodoluminescence) de nanoparticules métalliques
isolées et couplées. Pour obtenir cette méthode, nommée EVE pour « EigenVector Expansion »,
nous avons choisi d’utiliser une décomposition en modes propres du formalisme de l’approxima-
tion des dipôles discrets (DDA). Ces modes propres sont calculés à partir de matrices décrivant les
géométries des particules composant le système et totalement indépendantes de l’environnement
extérieur. Une fois ces modes propres connus, ils sont stockés et utilisés comme fonctions de base
à partir desquelles on développe le système linéaire à résoudre. Ce faisant, il a été montré qu’il est
possible d’obtenir un nouveau système linéaire dont la taille est déterminée par le nombre de vec-
teurs de base. Si ces modes propres sont indépendants de l’énergie, la décomposition des matrices
d’interaction et de couplage dans cette base ne nuit pas au caractère électrodynamique du pro-
blème étant donné que ces dernières conservent leurs dépendances en fréquence. Afin de limiter
la taille de la base de décomposition, un critère de sélection a été introduit sur base d’une évalua-
tion de la probabilité d’excitation des modes propres pour un champ extérieur donné. L’analyse de
la complexité de cette approche a révélé que le temps de calcul est principalement dû à la construc-
tion de la matrice de couplage entre les particules. Les conditions pour que cette complexité soit
moins élevée que celle du DDA ont été déterminée. En particulier, il a été montré que, dans le
cas d’un système composé d’un ensemble de particules identiques, le rapport des complexités est
proportionnel au rapport entre le nombre d’itérations nécessaire pour atteindre la convergence en
DDA et le nombre de modes propres constituant la base en EVE.
Notre approche a ensuite été éprouvée sur différents systèmes plasmoniques. Tout d’abord,
nous avons considéré des assemblages de carrés d’argent grâce auxquels nous avons pu montrer
que la méthode se révèle particulièrement efficace avec un nombre très faible de vecteurs propres.
En effet, des spectres avec une erreur maximale inférieure à 0.05 eV en terme de position en énergie
des résonances ont été obtenus avec trois modes propres sélectionnés parmi 10800. L’analyse des
modes a également été effectuée au moyen de cartes de densités de charge et a permis de mettre en
évidence la nature des résonances apparaissant dans les spectres. Les temps moyens d’exécution
en DDA et en EVE ont été comparés, ce qui a permis de montrer que l’utilisation de la méthode
de décomposition en modes propres apporte un gain de temps assez conséquent. Ainsi, les très
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bonnes performances obtenues pour ces systèmes nous conduisent à conclure que notre méthode
doit être particulièrement bien adaptée aux assemblages de particules identiques.
Ensuite, les résonances de Fano d’une structure en dolmen d’or ont été étudiées par la méthode
de décomposition en modes propres. Il a ainsi été constaté que le critère de sélection basé sur les
particules isolées se révèle inadapté pour rendre compte des phénomènes observés dans le spectre
d’extinction. Ceci provient du fait que ces phénomènes sont dus à l’interaction entre des modes
du monomère et du dimère qui sont orthogonaux entre eux et que les modes du dimère sont éga-
lement orthogonaux au champ appliqué. Pour remédier à cette limitation, nous avons étendu le
critère de sélection pour les trois directions de l’espace afin d’inclure des modes orthogonaux au
champ appliqué. Si cette technique ad hoc permet de rendre compte de l’apparition des résonances
de Fano dans le spectre d’extinction, elle a le désavantage d’agrandir artificiellement la base des
modes propres et donc de réduire l’efficacité de la méthode. Il a également été constaté que l’uti-
lisation d’un nombre faible de modes propres amène des imprécisions de l’ordre de 0.1 eV sur les
positions des résonances et que les intensités relatives sont mal décrites.
Finalement, les effets de substrat ont été étudiés dans le cas d’un cube d’argent déposé sur du
Si3N4. L’utilisation de la méthode de décomposition en modes propres a révélé que si les spectres
ont une forme générale assez bonne avec un petit nombre de modes propres, ce n’est pas le cas
des positions en énergies des résonances. Cette observation a été expliquée par la brisure de symé-
trie introduite par le substrat et par le fait que les modes propres sont, par construction, liés à la
symétrie des particules isolées. En conséquence, vu la complexité géométrique des résonances, il
est nécessaire d’agrandir la base pour obtenir de meilleurs résultats. Cependant, même avec une
base relativement étendue des différences subsistent et remettent en question l’applicabilité de la
méthode pour obtenir des résultats quantitatifs lorsque les effets de substrat entrent en jeu. Néan-
moins, le comportement qualitatif est obtenu avec peu de vecteurs propres. De plus, l’analyse du
couplage avec le substrat et de l’hybridation desmodes restent possibles dans une certainemesure.
Liste des contributions principales
Ci-dessous est présentée la liste des contributions principales réalisées dans le cadre de cette
thèse :
(1). développement d’une méthode numérique innovante pour calculer les propriétés optiques
de systèmes plasmoniques isolés et couplés ;
(2). implémentation de cette méthode dans le code EVE ;
(3). ajout du calcul du spectre de cathodoluminescence dans les codes DDEELS et EVE ;
(4). ajout du calcul avec substrat par la méthode des images dans les codes DDEELS et EVE ;
(5). analyse et comparaison des complexités algorithmiques de la méthode originale et du DDA
standard ;
(6). application de la méthode originale pour l’analyse du couplage de carrés d’argent, compa-
raison avec le DDA standard et discussion en termes de symétrie ;
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(7). utilisation de la méthode originale pour l’étude des résonances de Fano dans les dolmens
d’or et discussion d’un critère de sélection ad hoc adapté au problème ;
(8). analyse de l’influence des effets de substrat sur les spectres d’extinction, de pertes d’éner-
gie d’électrons et de cathodoluminescence d’un cube d’argent et comparaison avec le DDA
standard.
Perspectives
Cette thèse nous a permis de développer une méthode numérique, basée sur un développe-
ment en modes propres du DDA, dédiée à l’étude des propriétés de réponses électromagnétiques
de systèmes plasmoniques couplés. Nous avons montré qu’il est possible d’obtenir des spectres
d’absorption, de diffusion, d’extinction, de pertes d’énergie d’électrons et de cathodoluminescence
approchant ceux calculés par DDA avec un nombre de modes propres relativement faible. Cepen-
dant, notre méthode reste une approximation du DDA et les résultats obtenus ne sont pas en
concordance parfaite. Néanmoins, grâce à une complexité algorithmique plus avantageuse, elle
offre, sous certaines conditions, un gain de temps significatif.
Ces conclusions sont basées sur l’étude de différents systèmes plasmoniques. Malgré tout, cette
étude est loin d’être exhaustive et il semble nécessaire de compléter celle-ci en appliquant la mé-
thode de décomposition en modes propres à d’autres géométries et configurations. En particulier,
il serait bon de confirmer que notre méthode est particulièrement bien adaptée à l’étude des as-
semblages de particules identiques. A partir de ces résultats, il serait intéressant d’investiguer en
profondeur la relation entre la géométrie (ou la symétrie) d’une particule et la taille de la base
nécessaire pour atteindre une convergence suffisante dans les spectres. En parallèle, il pourrait
également être intéressant de se pencher sur d’autres possibilités pour générer et sélectionner les
modes propres constituant la base. Ceci pourrait, en effet, améliorer davantage les performances
de la méthode. Cela est d’autant plus vrai pour les systèmes comprenant un substrat pour lesquels
nous avons vu les difficultés d’obtenir des résultats quantitatifs.
Remarque finale
Nous espérons vivement que ce travail de thèse permettra d’inspirer des travaux ultérieurs et
de contribuer à l’élaboration d’une méthode numérique efficace adaptée à l’étude des propriétés
optiques des systèmes plasmoniques couplés. Pour encourager la poursuite des recherches enga-
gées dans cette thèse, le nouveau code que nous avons développé a été placé sous license libre et
est disponible gratuitement.
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