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Abstract
In 2013, Strauch asked how various sequences of real numbers defined from trigonometric functions
such as xn = (cosn)
n distributed themselves (mod 1). Strauch’s inquiry is motivated by several
such distribution results. For instance, Luca proved that the sequence xn = (cosαn)
n (mod 1) is
dense in [0, 1] for any fixed real number α such that α/pi is irrational. Here we generalise Luca’s
results to other sequences of the form xn = f(n)
n (mod 1). We also examine the size of the set
|{n ≤ N : r < | cos(npiα)|n}| where 0 < r < 1 and α are fixed such that α/pi is irrational.
Keywords: trigonometric functions; analtyic functions; density.
1 Introduction
In 2013, Strauch [7] asked how various sequences of real numbers defined from trigonometric functions,
such as xn = (cosn)
n, distributed themselves mod 1. Strauch’s inquiry is motivated by several such
distribution results. In 1995, Berend, Boshernitzan, and Kolesnik [2] proved that the sequence xn =
(logn) cos(nα) (mod 1) is dense in [0, 1]. In 1997 Bukor [4] proved that the sequence xn = (cosn)
n is
dense in [−1, 1], which was generalised to xn = (cosαn)n for any fixed α ∈ R such that α/π is irrational
by Luca [5]. There have also been other results on other properties of the distribution of such sequences.
First, a definition.
Definition 1. A distribution function g(x) of a sequence (xn)n such that 0 ≤ xn ≤ 1 is a non-decreasing
function with g(0) = 0, g(1) = 1, and such that there exists an increasing sequence of natural numbers
(Nk)k such that for every point of continuity x of g, we have
g(x) = lim
k→∞
| {n ≤ Nk : xn ≤ x} |
Nk
.
The sequence is called uniformly distributed if g(x) = x is the only distribution function of the sequence.
In 1953, Kuipers [6] proved that the sequence xn = cos(n + logn) is not uniformly distributed.
More recently, in 2011, Berend and Kolesnik [3] proved that the sequence xn = P (n) cosnα is uniformly
distributed for any non-constant polynomial P (n) and any α ∈ R such that cos(α) is transcendental.
Also, in 2013, Aistleitner, Hofer, and Madritsch [1] characterised all of the distribution functions of the
sequence xn = (cosn)
n.
Here we generalise Luca’s results to other sequences of the form xn = f(n)
n. Our main results are
the following:
Theorem 1. Let g be an analytic real-valued function on [−1, 1] and suppose that |g(x)| ≤ 1 for all
−1 ≤ x ≤ 1 and g(1) = 1. Also suppose g(r) 6= 1 for some −1 < r < 1. Also pick α ∈ R such that αpi is
irrational. Then the set {|g(cosαn)|n : n ∈ N} is dense in [0, 1]. Also, the set {|g(
sinαn)|n : n ∈ N} is dense in [0, 1].
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Theorem 2. Let g be an analytic real-valued function on [−1, 1] and suppose that |g(x)| ≤ 1 for all
−1 ≤ x ≤ 1 and g(1) = 1. Also, suppose there exists −1 < r < 1 such that g(r) 6= 1. Also let α ∈ R.
Then the set {|g(cosαn2)|n : n ∈ N} is dense in [0, 1]. Also, the set {|g(sinαn2)|n : n ∈ N} is dense in
[0, 1].
Theorem 3. Let α ∈ R. The set {{αn}n : n ∈ N} is dense in [0, 1] if and only if in the simple continued
fraction expansion of α = [a0; a1, a2, . . .], we have
lim sup
i→∞
a2i =∞. (1)
Remark 1. We deduce in Lemma 5 that for any α ∈ R the continued fraction expansion of α satisfies
(1) if and only if for every ǫ > 0 there exists a, b ∈ Z such that
a
b
− ǫ
b2
≤ α < a
b
.
In other words α is not badly approximable by rational numbers greater than α. Note that this does not
imply that α is not badly approximable by rational numbers less than α and that it is quite possible to
construct an α as a counterexample. Indeed, it can be deduced that α will be a counter example if and
only if the continued fraction expansion of α satisfies (1), but that there exists C > 0 such that a2i+1 < C
for all i ∈ N.
Thanks to Luca [5] we know that the sequence xn = | cosαn|n is dense in [0, 1], but we can also see
that most of the terms in this sequence will be very close to 0. This result begs the question on the
density of the number of N ∈ N that satisfy |{n ≤ N : r < | cos(nπα)|n}| for any fixed 0 < r < 1.
While it is to be expected that the density of such a set should be 0, it turns out that we can construct
an irrational number α that makes such a subset of N as large as desired so long as the density of this
subset in N is still 0.
Theorem 4. Let 0 < r < 1 and let f(n) : N → R such that
lim
n→∞
f(n) = 0. (2)
There exists α ∈ R \Q such that there exist infinitely many N ∈ N such that
|{n ≤ N : r < | cos(nπα)|n}| ≥ f(N) ·N.
On the other hand, our final result gives us a bound that holds for any irrational α.
Theorem 5. Let 0 < r < 1 and α ∈ R \Q. Then there exists infinitely many N ∈ N such that
|{n ≤ N : r < | cos(nπα)|n}| ≥ 5
1/4(1− r)1/4N1/4
2
√
π
.
2 Proofs
We require a couple of lemmas to prove Theorem 1.
Lemma 1 (Luca[5]). Let ζ, a, b, and γ be real numbers with ζ irrational, a, b > 0, 0 < γ < 1. Also let
r = 0, 1, 2, or 3 and s = 0 or 1. Then there exists infinitely many pairs of integers m,n such that
ζ − m
n
= ǫ
( a
n1+γ
+ Λ
)
where ǫ = ±1 and 0 < Λ < bn1+γ logn . Moreover, we can have the restrictions that n > 0, n ≡ r (mod 4),
and m ≡ s (mod 2).
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Lemma 2. Let f : R→ [0, 1] be periodic with irrational period T . Also suppose f(0) = 1 and that there
exists δ > 1 such that
lim
x→0
f(x)− 1
|x|δ = q < 0.
Then the set {f(n)n : n ∈ N} is dense in [0, 1].
Proof. Let c > 0 be a constant. By Lemma 1 there exists infinitely many pairs of integers m,n such that
∣∣∣∣ 1T −
m
n
∣∣∣∣ = cn1+1/δ + Λ
where 0 < Λ < 1
n1+1/δ log n
. Then
n−mT = ǫ
( c
n1/δ
+ Λ1
)
where 0 < Λ1 <
1
n1/δ logn
. Thus there are infinitely many integers n satisfying
f(n) = f
(
ǫ
( c
n1/δ
+ Λ1
))
where 0 < Λ < 1
n1+1/δ log n
. Let these integers be n1, n2, . . .. Then we have
lim
k→∞
f(nk)− 1(
c
n
1/δ
k
+ Λ1,k
)δ = limk→∞
f
(
ǫk
(
c
n
1/δ
k
+ Λ1,k
))
− 1
(
c
n
1/δ
k
+ Λ1,k
)δ = q.
Thus we can deduce
lim
k→∞
nkf(nk)− nk = qcδ.
Hence f(nk) = 1 +
qcδ
nk
(1 + o(1)) as k →∞. It follows that
lim
k→∞
f(nk)
nk = eqc
δ
.
since c > 0 was arbitrary, we have the result.
Proof of Theorem 1. Let f(x) = |g(cosαx)|. Then f has range [0, 1], is periodic with period 2piα , and
f(0) = 1. Since g is analytic, we have that h(x) = g(cosαx) is analytic on the real line and so h(x) must
have a Taylor series about x = 0. Since g isn’t identically 1, we can therefore deduce that there exists a
positive integer d such that the limit
lim
x→0
f(x)− 1
xd
.
exists, is finite, and is nonzero. Since
0 = h′(0) = lim
x→0
h(x) − 1
x
= lim
x→0
f(x)− 1
x
d must be at least 2. Applying Lemma 2 gives that the set {|g(cosαn)|n : n ∈ N} is dense in [0, 1].
Moreover, we can repeat this argument to derive that the set {|g(cosαn)|n : n ∈ N, n ≡ 1 (mod 4)} is
also dense in [0, 1]. Noticing that sin(nα) = cos
(
n
(
pi
2 − α
))
also gives that the set {|g(sinαn)|n : n ∈ N}
is dense in [0, 1].
The proof of Theorem 2 follows the same proof technique as Theorem 1 only we require analogous
results to Lemmas 1 and 2 with n being replaced as n2. Such analogous results can be proved from the
following theorem of Zaharescu [8].
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Theorem 6 (Zaharescu[8]). Let 0 < θ < 23 . Then for every real number ζ there exist infinitely many
pairs of integers m,n such that ∣∣∣ζ − m
n2
∣∣∣ < 1
n2+θ
. (3)
Lemma 3. Let ζ, a, b, and γ be real numbers with a, b > 0, 0 < γ < 23 . Then there exist infinitely many
pairs of integers m,n such that
ζ − m
n2
= ǫ
( a
n2+γ
+ Λ
)
where ǫ = ±1 and 0 < Λ < bn2+γ logn .
Proof. Without loss of generality, we may assume that ζ > 0. Let γ < θ < 23 . By Theorem 2 there exist
two increasing sequences of positive integers (ut)t and (vt)t such that (3) holds with m = ut and n = vt
for all t ∈ N. For the rest of the proof we’ll assume that ζ − ut
v2t
> 0. The negative case follows similarly.
By (3) we get
v2t ζ − ut < v−θt .
Thus
a
(ζv2t − ut)vγt
> avθ−γt .
Let A = a
(ζv2t−ut)vγt
. Let N = ⌊A1/(2+γ) + 1⌋. Since N increases with t, we can choose A sufficiently
large such that N < 2A. Then A < N2+γ so that we can deduce
a
N2+γv2+γt
< ζ − ut
v2t
.
To complete the proof it suffices to show that
ζ − ut
vt
− a
N2+γv2+γt
<
b
N2+γv2+γt log(nvt)
or
N2+γ <
a
(ζv2t − ut)vγt
+
b
(ζv2t − ut)vγt log(Nvt)
= A+
Ab
a(logN + log vt)
.
It therefore suffices to show that
(A1/(1+γ) + 1)1+γ < A+
Ab
a(log(2A) + log vt)
.
or (
1 +
1
A1/(1+γ)
)1+γ
− 1 < b
a(log(2A) + log vt)
. (4)
since A > avθ−γt , we have
vt <
(
A
a
)1/(θ−γ)
so that (4) follows if
(
1 +
1
A1/(1+γ)
)1+γ
− 1 < b
a(log(2A) + (θ − γ)−1 log(A/a)) .
Noticing that (
1 +
1
A1/(1+γ)
)1+γ
− 1 = O
(
1
A1/(1+γ)
)
and
b
a(log(2A) + (θ − γ)−1 log(A/a)) = O
(
1
logA
)
we can choose t and therefore A large enough so that we have our result.
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Lemma 4. Let f : R → [0, 1] be periodic and α ∈ R. Also suppose f(0) = 1 and that there exists δ > 1
such that
lim
x→0
f(x)− 1
|x|δ = q < 0.
Then the set {f(αn2)n : n ∈ N} is dense in [0, 1].
Proof. Let c > 0 be a constant and let T be the period of f . By Lemma 3 there exists infinitely many
pairs of integers m,n such that ∣∣∣α
T
− m
n2
∣∣∣ = c
n2+1/δ
+ Λ
where 0 < Λ < 1
n2+1/δ log n
. Then
αn2 −mT = ǫ
( c
n1/δ
+ Λ1
)
where 0 < Λ1 <
1
n1/δ logn
. Thus there are infinitely many integers n satisfying
f(αn2) = f
(
ǫ
( c
n1/δ
+ Λ1
))
where 0 < Λ1 <
1
n2+1/δ logn
. Let these integers be n1, n2, . . .. Then we have
lim
k→∞
f(αn2k)− 1(
c
n
1/δ
k
+ Λ1,k
)δ = limk→∞
f
(
ǫk
(
c
n
1/δ
k
+ Λ1,k
))
− 1
(
c
n
1/δ
k
+ Λ1,k
)δ = q.
Thus we can deduce
lim
k→∞
nkf(αn
2
k)− nk = qcδ.
Hence f(αn2k) = 1 +
qcδ
nk
(1 + o(1)) as k →∞. It follows that
lim
k→∞
f(nk)
nk = eqc
δ
.
Since c > 0 was arbitrary, we have the result.
Proof of Theorem 2. Let f(x) = |g(cosx)|. Then f has range [0, 1], is periodic, and f(0) = 1. Since g is
analytic, we have that h(x) = g(cosx) is analytic on the real line and so h(x) must have a Taylor series
about x = 0. Since g isn’t identically 1, we can therefore deduce that there exists a positive integer d
such that the limit
lim
x→0
f(x)− 1
xd
.
exists, is finite, and is nonzero. Since
0 = h′(0) = lim
x→0
h(x) − 1
x
= lim
x→0
f(x)− 1
x
d must be at least 2. Applying Lemma 3 gives that the set {|g(cosαn2)|n : n ∈ N} is dense in [0, 1].
Noticing that sin(n2α) = cos
(
n2
(
pi
2 − α
))
also gives that the set {|g(sinαn2)|n : n ∈ N} is dense in
[0, 1].
Lemma 5. Let α ∈ R have simple continued fraction expansion α = [a0; a1, a2, . . .]. The following two
statements are equivalent:
1) There exists c > 0 such that for all a, b ∈ Z, b ≥ 0 with α < ab , we have cb2 < ab − α.
2) There exists M > 0 such that ai < M for all even values of i.
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Proof. We first show that 1) implies 2). Suppose there exists c > 0 such that for all a, b ∈ Z, b 6= 0 with
α < ab we have
c
b2 <
a
b − α. Let pnqn be the nth convergent in the continued fraction expansion of α.
Suppose that n is odd. Then we have that α < pnqn . Thus
pn
qn
− α < 1
qnqn+1
.
Since qn+1 = an+1qn + qn−1, we have qn+1 > an+1qn. Thus
c
q2n
<
pn
qn
− α < 1
an+1q2n
.
So an+1 < c
−1 and 2) follows.
We now show that 2) implies 1). Suppose there exists M > 0 such that ai < M for all even is.
Let α < ab . If
a
b isn’t a convergent of α, then
1
2b2 <
a
b − α. Now suppose ab = pnqn , the nth convergent.
Since α < pnqn , n is odd. We have
1
2qnqn+1
<
pn
qn
− α.
Since qn+1 = an+1qn + qn−1, we have qn+1 < (an+1 + 1)qn. So
1
2(M + 1)q2n
<
1
2(an+1 + 1)q2n
<
pn
qn
− α.
Letting c = min{ 12 , 12(M+1)}, we have 1).
To prove Theorem 3 we first prove two lemmas.
Lemma 6. Let α ∈ R. Suppose for all δ > 0 there exists m,n ∈ Z such that α < mn and mn − δn2 < α.
Let a, ǫ > 0. Then there exists m,n ∈ Z such that
a < n2
(m
n
− α
)
< a+ ǫ.
Proof. By our hypothesis, there exists two sequences (ut)t, (vt)t in N and a function f : N → R+ with
limn→∞ f(n) = 0 such that
α =
ut
vt
− f(vt)
v2t
(5)
for all t ∈ N. Let A = af(vt) and let N = ⌊A1/2+1⌋. Since limt→∞ f(vt) = 0, we can choose t sufficiently
large so that
a <
N2a
A
< a+ ǫ. (6)
By (5), we can derive that A = avt(ut−αvt) . Thus
N2a
A
= N2v2t
(
Nut
Nvt
− α
)
so that by (6) we have our result.
Proof of Theorem 3. Let α = [a0; a1, a2, . . .]. First suppose that (1) doesn’t hold. Then by Lemma 5,
we have there exists c > 0 such that for all m,n ∈ Z with nα < m we have nα < m− cn . It follows that
{nα} < 1− cn for all n ∈ N. Thus
lim sup
n→∞
{nα}n ≤ e−c < 1.
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Thus {{αn}n : n ∈ N} isn’t dense in [0, 1].
Conversely, suppose (1) holds. Then by Lemma 5, we have that for all δ > 0 there exists m,n ∈ Z
such that α < mn and
m
n − δn2 < α. Let 0 < a < 1. Lemma 6 implies that there exists subsequences (ut)t
and (vt)t in Z and N respectively such that
lim
t→∞
v2t
(
ut
vt
− α
)
= − log a.
Thus we can derive
{vtα} = 1 + log a
vt
(1 + o(1)).
Hence
lim
t→∞
{vtα}vt = a.
Since 0 < a < 1 was arbitrary, {{αn}n : n ∈ N} is dense in [0, 1].
Proof of Theorem 4. Let 0 < r < 1 and let f(n) : N → R such that (2) holds. Let r < r′ < 1. Define
two increasing sequences of natural numbers (di)i and (Ni)i in the following way. First, pick N1 ∈ N
such that f(N1) < 1. Then pick d1 such that
log
(
2piN
3/2
1√−2 log r′
)
log(10)
< d1.
We define the rest of the two sequences recursively in the following way. Suppose we have decided on
the values of Ni and di for some i ∈ N. Pick Ni+1 > Ni such that f(Ni+1) ≤ 110di . Then pick di+1 such
that 2di ≤ di+1 and
log
(
2N
3/2
i+1√−2pi log r′
)
log(10)
≤ di+1. (7)
Consider the number
α =
∞∑
i=1
1
10di
.
Since 2di ≤ di+1 for all i ∈ N α is irrational. Let k,m ∈ N where k ≥ 2, m ≤ Nk10dk−1 and −2 log r
′ < Nk.
By (7), we have the following.
π{10dk−1mα} < 2πm
10dk−dk−1
≤ 2Nk
10dk
≤
√−2 log r′
N
1/2
k
.
By the limit
lim
x→0
1− cosx
x2
=
1
2
,
we have
lim sup
k→∞
max
1≤m≤ Nk
10
dk−1
m∈N
(1− | cos(10dk−1mπα)|)Nk
−2 log r′ ≤
1
2
.
We can therefore derive that
1 +
log r′
Nk
(1 + ok(1)) ≤ min
1≤m≤ Nk
10
dk−1
m∈N
| cos(10dk−1mπα)|.
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Thus
r′ ≤ lim inf
k→∞
min
1≤m≤ Nk
10
dk−1
m∈N
| cos(10dk−1mπα)|Nk ≤ lim inf
k→∞
min
1≤m≤ Nk
10
dk−1
m∈N
| cos(10dk−1mπα)|10dk−1m.
Since r < r′, it therefore follows that for sufficiently large k ∈ N we’ll have
r < | cos(10dk−1mπα)|10dk−1m
for all natural numbers m ≤ Nk
10dk−1
. Therefore for k sufficiently large we have
|{n ≤ Nk : r < | cos(nπα)|n}| > Nk
10dk−1
≥ Nkf(Nk).
To prove Theorem 5 we again require the following lemma on the number of rational numbers that
are relatively close to any given irrational number.
Lemma 7. Let a > 0 and α ∈ R \Q. Then there exists infinitely many N ∈ N such that
∣∣∣{n ≤ N : ∃m ∈ Z
∣∣∣α− m
n
∣∣∣ < a
n3/2
}∣∣∣ ≥ 51/4a1/2N1/4
2
.
Proof. Let α ∈ R \Q. Then there exists infinitely many u ∈ Z and v ∈ N such that
∣∣∣α− u
v
∣∣∣ < 1√
5v2
.
Label such values of v as an increasing sequence (vt)t and the corresponding values of u as (ut)t. Let t
be sufficiently large such that 51/3a2/3v
1/3
t > 2. Let
Nt = ⌊51/3a2/3v1/3t ⌋vt.
Let d ∈ N with
d ≤ ⌊51/3a2/3v1/3t ⌋.
Then we have
(dvt)
3/2
<
√
5av2t < a
∣∣∣∣α− utvt
∣∣∣∣
−1
so that ∣∣∣α− u
v
∣∣∣ < a
(dvt)
3/2
.
Letting d run from 1 to ⌊51/3a2/3v1/3t ⌋ gives us∣∣∣∣
{
n ≤ Nt : ∃m ∈ Z
∣∣∣α− m
n
∣∣∣ < C
n3/2
}∣∣∣∣ ≥ ⌊51/3a2/3v1/3t ⌋
≥ 5
1/3a2/3v
1/3
t
2
>
51/4a1/2N
1/4
t
2
.
8
Proof of Theorem 5. Let a =
√
1−r
pi and suppose we have the inequality∣∣∣α− m
n
∣∣∣ < a
n3/2
for some m ∈ Z and n ∈ N. Then we have the following:
| cos(παn)|n = |cos(παn− πm)|n > cosn
(
aπn−1/2
)
>
(
1− π
2a2
n
)n
> 1− π2a2 = r.
Thus for all N ∈ N, we have
|{n ≤ N : r < | cos(nπα)|n}| ≥
∣∣∣{n ≤ N : ∃m ∈ Z ∣∣∣α− m
n
∣∣∣ < a
n3/2
}∣∣∣ .
The result follows from Lemma 7.
3 Future Work
Our results give rise to more questions worth exploring. For instance can the lower bound in Theorem
5 be improved? How much can it be improved for certain values of α such as algebraic numbers or
Liouville numbers? What is an optimal bound that will work for all n ∈ N? In Theorem 2, can we
replace cos
(
αn2
)
with cos (αp(n)) where p(n) is any given polynomial?
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