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Abstract 
We consider recursions of the form x,,+ 1 =. (p, [x,], where (cp,,. n 2 0; is a stationary ergodic 
sequence of maps from a Polish space (E,W) into itself. and {x,,M > 0) are random variables 
taking values in (E,(5”). Questions of existence and uniqueness of stationary solutions arc of 
considerable interest in discrete event system applications. 
Currently available techniques use simplifying assumptions on the statistics of I cp,) ,, (such ;I s 
Markov assumptions), or on the nature of these maps (such as monotonicity). 
We introduce a new technique, without such simplifying assumptions, by weakening the 
solution concept: instead of a pathwise solution, we construct a probability measure on another 
sample space and families of random variables on this space whose law gives a stationary 
solution. The existence of a stationary solution is then translated into tightness of a sequence of’ 
probability distributions. Uniqueness questions can be addressed using techniques familiar 
from the ergodic theory of positive Markov operators 
K~J+~o&: Stochastic recursions: Ergodic theory; Queueing processes 
1. Introduction 
Let (Q, R, P) be a probability space. We assume that (Sz, 3) is a Polish space (i.e. 
s2 is a complete separable metric space and F is a sub-a-algebra of the Bore1 o-algebra 
of Q) - see, for instance, Parthasarathy (1967) for background on Polish spaces. Let 
0 be a measurable map from (!2,F) into itself such that P is O-invariant: 
P(t)- ‘(A)) = P(A) for all A E F. We assume that P is O-ergodic: if A E .F is such that 
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8-‘(A) = A up to sets of P-probability 0, then A has P-probability 0 or 1. Our 
reference for basic ergodic theoretic concepts will be Krengel (1985). 
Let (E, 8) be a Polish space and cpo a random variable defined on (Q, -9, P) that 
takes values in the space of measurable maps from (E,Q) into itself. Let 
p,,(w) = cpo(H”~). Then, under P, {cpn,n 3 0) is a stationary ergodic sequence of 
random maps from (E, 8) into itself. 
We are interested in solutions of recursions of the form 
%I+1 = %CX,I. (1) 
Here {x,, M 3 0) are random variables taking values in (E, 8) and to avoid con- 
fusion we have used square brackets to write (p,,[xn] for the evaluation of the map 
q,(o) at X,(U) E E. Given an initial condition, say x0 at time 0, there is, of course, no 
problem in constructing a pathwise solution to (1) for II 3 0. In view of the stationarity 
and ergodicity of (q3,},, one expects that, if some stability condition holds, the 
solutions constructed in this manner converge in some suitable sense to a stationary 
solution. By a stationary solution of the above recursion we mean a stationary process 
{x,, y1 2 0} that satisfies the recursion. 
The question of when such stationary solutions exist, whether they are unique, and 
whether there is convergence to a stationary solution starting from arbitrary initial 
conditions, is of considerable interest in discrete event system applications. This is 
because discrete event systems subject to random influences can often be described by 
recursions of the form (1). At the present time it is often the case in recursions of 
practical interest that stability conditions can be derived - and answers to the 
existence, uniqueness, and convergence questions can be given - only if one is willing 
to make strong simplifying assumptions about the statistics of {v,,}~. This situation is 
far from ideal, since such simplifying assumptions are typically not met in practice. 
Thus, there is an important role for the study of recursions of the form (1) in the 
general stationary ergodic context. 
The canonical example of such a recursion is 
xi?+ 1 = (Pnbn, 5nL (2) 
where { [,, n 2 0) is a stationary and ergodic sequence of random variables and q is 
a deterministic function. If one assumes that 50 is continuous in both variables and 
increasing in the first one, an idea due to Loynes (1962) can be used in certain cases to 
identify stability conditions and to explicitly construct stationary solutions. This 
technique has been developed to deal with a number of applications; see Baccelli and 
Bremaud (1993), Bambos and Walrand (1990), Konstantopoulos and Baccelli (1991) 
and Walrand (1988), for several examples. In many of these examples uniqueness 
conditions and convergence theorems can also be derived. However, the assumed 
monotonicity plays a key role in this development. 
Our purpose in this paper is to discuss a new technique for constructing stationary 
solutions to (1) that does not depend on the recursion being of the type (2) with 
monotonicity conditions. To achieve this we have to weaken the solution concept, 
along lines that are familiar from the theory of stochastic differential equations; see, 
for instance, Stroock and Varadhan (1979). That is, rather than constructing a path- 
wise solution to (I), we construct a probability measure on another sample space and 
families of random variables on this space whose law gives a stationary solution to ( 1). 
Our approach is based on the following construction: consider the product space 
!2 x E. endowed with the product o-field .F @ R and the new measurable shift 
O:RxE+RxEdefinedby 
O(f0.Y) = (Oto, fpo(w)[.Y]). (31 
Note the following composition rule. 
O”(tr1,\-) = (fP0,. qI”(8”P1to)qJlI” ‘(11) qY”((!,)[_Y]) 
The problem of existence of a stationary solution is then translated into the problenl 
of existence of a probability measure Q on (f2 x E, .F 0 8) that is invariant under 0. 
and whose fi marginal is P. Indeed, suppose it was possible to construct such 
a probability measure Q. Consider the new random variables 
X,,(P),, .Y) = s. @“((!j, .Y) = cp”(fO), 
defined on n x E and let 
X,,(fl~, .Y) = X,,(O”(w, u)), @,,(ro. x) = @“(O”(fIl, x)) 
for II > 0. X0 takes values in (E,&) and @” takes values in the space of measurable 
mappings from (E.6) into itself. A simple calculation shows 
X,,(Cf,..Y) = qJ,,_l(0~)cp,_,(to) . c/)n(o,)[.Y]. (41 
@,,(P,, u) = q&,((0). 
Thus, (X,, n > 0; solves the recursion 
Since Q is O-invariant, , n. ‘X @,,I, is stationary under Q. Since Q has c2 marginal F’. 
( Qn 1 ,I has the same distribution as {(p,, i n. We refer to such a measure Q as a ,\MI” 
stafiorz~rr’~ .solution for the recursion (1). 
We note that a point of view similar to the one presented here has been taken by 
Crauel (1987) and Arnold and Crauel (1991): recursions of the form (1) are called 
random dynamical systems. Analogous systems are also defined in continuous time. 
In this work, E has the structure of a smooth manifold and qo(tu) is assumed to be 
a diffeomorphism on E. One then studies the random dynamical system in connection 
with the linearized diffeomorphism on the tangent bundle and its associated 
Lyapunov exponents. However. in discrete event systems and stochastic networks 
applications. such a smooth structure is unrealistic. The map cpo(c~~) cannot bc 
assumed to be smooth or invertible. Stationary queueing systems have also been 
considered by Brandt et al. (1990): a concept of “stationary weak solution” is 
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introduced and several examples, where the solution is constructed on an “enlarged 
probability space” (because one does not exist on the original probability space) are 
treated in detail. What is made clear in our formulation is that it suffices to consider 
the product 0 x E as this enlarged probability space. Also, one should note that 
a technique for the construction of stationary solutions, based on the concept of 
“renovating events”, has been developed by Borovkov (see, for instance, Borovkov 
(1988) for applications to communication networks and Foss (1986)). 
In Section 2 we describe a technique to construct a probability measure Q on s2 x E 
of the desired type, when a certain tightness condition is satisfied. We also give 
a simple way of checking this criterion without reference to the construction of the 
product space fi x E. One should note that such a tightness criterion for stationarity 
has been a point of discussion in the applied probability community for quite some 
time now. Herein we just present a concrete proposal on how tightness implies 
stationarity. In Section 3 we illustrate our approach by reinterpreting some well- 
known existence results in simple queueing systems. We also show how our technique 
can be used to prove existence of solutions in non-monotonic recursions of type (2) 
which cannot be handled by previously available techniques. Of particular interest is 
the fact that a stationary recursion on a compact state space always admits a station- 
ary solution in our sense. In Section 4 we discuss the question of uniqueness of 
stationary solutions. Here we give a theorem on uniqueness along lines familiar from 
the ergodic theory of positive Markov operators on spaces of continuous functions 
_ see, for instance, Krengel (1985, Ch. 5). In Section 5 we demonstrate how the 
uniqueness theorem can be used to establish uniqueness of solutions in some of the 
examples of Section 3. Some concluding remarks are made in Section 6. 
2. Existence of stationary solutions 
Suppose {x,, y1 3 0} is a stationary solution to (1). In other words, this is a station- 
ary sequence on the original probability space (!&F, P) and can thus be termed 
a strong solution to (1). Consider the map e: Q + Sz x E given by 
Let Q = P 1 eP ‘. We note that Q has n marginal P, i.e., Q(A x E) = P(A) for all 
A E F. We also note that e(&ti) = @(e(m)). Indeed, from the definition of 0 in (3) 
@(e(w)) = (Ow,~o(o)[~O(~)]); but cpo(o)[xO(w)] = xi(w), because of the recursion 
(1); in addition, from the stationarity assumption for ix,,, y1 3 01, we have 
xi(w) = xO(O<o). So, @(e(o)) = (Hw,x,(Bw)) = e(8w). We thus demonstrated that 
Qo@-’ = Poe -1 o@-l = p~(f-‘oe-~ = Poe -l =Q. 
Hence, Q is invariant under 0. In particular, the (constant) sequence {Q 0 O-“, n 3 0} 
is tight (see below for the definition of tightness, and Billingsley (1968) for more 
details). 
On the other hand, let us start with an arbitrary probability QD on R x E whose 
R marginal is P. Let Qn denote the probability distribution Q. @ -‘I on R x E. 
A simple calculation shows Q,,(A x E) = P(mmm”A). By stationarity of P. 
P(O-“A) = P(A), so Qn also has n marginal P for all n 3 0. 
Suppose now that the sequence (Q,,, II > 0) is rig/Jr. i.e. that for any i: > 0 there k 
a compact set K G Q x E such that Q,,(K) > 1 ~ 2: for all II 3 0. This is cno~~gh to 
demonstrate the existence of a O-invariant probability distribution Q on R K E having 
(2 marginal P. To see this, let 
Q,, = ; (Qo + ... + Q,,- I)> II > I. 
Then ( Q,I, ~7 3 11 is also tight, and each Q,, has R marginal P. Let Q be an> 
subsequential limit of this sequence. say Q = lim,, , on,. (The existence of such a limit 
is guaranteed by Prohorov’s theorem ~~ see Billingslcy (196X)). Clearly, Q has (2 mar- 
ginal P. Also. for any measurable subset C G n x E. 
Q(O-‘(C)l = ,‘i~; &W’(C)) 
so Q is O-invariant. 
We have thus proved the following theorem. 
Theorem 1. Let Q,, he u probuhilit~~ distribution m Q x E ~those c2 margimrl is P. Lel 
Q,, denote the probability distribution Q. O-” 011 c2 x E. Suppose that the scqww’c 
(Q,,, n > 0) is tight. Then there is a stationary sequerwr ix,,, @,) ,, defifinrd on Q x E wit11 
[x,,],, taking cdues in (E,b) and {@pni,l ttzkiny zcl1ur.s in the space oj memurahlc fnnp:; 
fkonz (E. 6) into itself, such that I@,,), has the smne distribution (IS [ cp,,) ,, and ( X,,) ,, ohr~~:; 
x ,r+, = @,CX,,l, 11 2 0. 
Conwrsely, lf the stochastic recwsiorz x ,,+ 1 = qn [.&I, II > 0, adrnit.s (1 .slurior?irr!~ 
solution, there is a probability distribution Q on Q x E \vhose n rnrrrginrll is P. md slrc,h 
that the sequewe (Q 2 0 -“, n 3 0) is comtant (anti hence tiyht). 
At first sight it may appear that proving tightness of (Q,,, I? > 0) would be ditticult. 
However, the following simple result shows that the question of the existence of 
a stationary regime in our sense can often be settled without reference to the product 
construction. The value of this result will become clear in the examples discussed later in 
the paper. Recall that a sequence of random elements is said to be tight iff the sequence 
of their distributions is tight see Billingsley (1968). We now have the following: 
Lemma 1. Suppose thut,,for some x E E, the sequence iq?,,_, . qIo[.Y], II > 1; of’m- 
tlorn rlements dgjined on (a, F, P) is tight. Let QG denote the probability distributiorl 
P 0 6, on Rx E. Then the sequence (Qi, n > 0; is tight. 
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Proof. We first note that for any sequence {Qn, n > 0} having 52 marginal P, tightness 
is equivalent to tightness of the E marginals. Thus, it suffices to show that the 
E marginals of {Qi, II 3 0} are tight. But from (4), this is precisely the assumption of 
the lemma. 0 
3. Applications of the existence theorem 
In this section we consider several examples of stochastic recursions arising in 
discrete event system applications to illustrate the scope of our idea. 
3.1. The GIG11 queue 
A classical example of a stochastic recursion is the Lindley equation describing the 
workload seen by arriving customers into a G/G/l queue. On a sample space 
(a,g,P) admitting a shift 8 under which P is ergodic, we are given nonnegative 
random variables (go, re) satisfying E[cJ,] = ppl < co and E[z,] = 1-l < cc. Let 
(on, 5,) = (go 0 O”, r,, 0 V). Thus, {a,, r,}, is a stationary ergodic sequence. The inter- 
pretation of on is the work brought in by the nth customer to a server and r, denotes 
the interarrival time between the arrival of the nth customer and the n + 1st customer. 
The server works at rate 1 if there is work in the system. Let IV, denote the workload 
in the system seen by the nth customer. Then, starting from some initial condition, the 
workload evolves according to the equation 
W nfl = (W, + on - ?J+. (5) 
This recursion is of the form (2). It is also monotone in the state variable, and 
continuous in the state variable and the value of the driving process. Thus, the 
existence of stationary solutions can be studied pathwise using the idea of Loynes 
(1962). For details, see Baccelli and Bremaud (1993) or Walrand (1988). The pathwise 
construction works under the assumption that the shift has a measurable inverse, and 
leads to the conclusion that there is a unique stationary solution to the recursion if 
j. < p. The pathwise construction of the stationary solution involves constructing 
variables { W,,., - co < m < n < + co}, with the initial condition W,,, = 0. 
The monotonicity in the state variable gives that W,,,, increases when m decreases, 
and the limit is the desired stationary solution. If 2. < p, this can be shown to 
be proper. 
On the other hand, our approach yields the existence of a stationary solution for 
,? < p along slightly different lines. To begin with, we assume that (s2,Y) is a Polish 
space. Let cc, = rrO - rO, and 5, = 4,, 0 0” = cm - 7,. Let also cpO(o)[x] = (x + to(o))+ 
and W,,.(w) = cpnpl(co) ... cpo(w)[O]. Referring to Lemma 1 and the notation in the 
preceding paragraph, the existence of a stationary solution for 2 < p - which in this 
example means the existence of a O-invariant probability distribution on Sz x iw+ 
having Q-marginal P - follows if we can show that the sequence { WO,n, n 3 O$ is tight. 
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From (5). we write 
Since <,, = to O”, and due to the P-ergodicity of 0. the sequence I<,,, II 3 0) 6 
stationary and ergodic. Now, it,,, n 2 0) can be extended to [<,,II E Z) on an 
appropriate sample space. Consider the stationary process [f,I.~~ E 77; defined bl 
2 h,1 = <_,,_ Then we have 
= W* say. 
where 5 denotes equality in distribution, and <<,, denotes stochastic ordering 
for more on these concepts see, for example, Baccelli and Brkmaud (1993). If i < ,u. 
we have E&, < 0, from which it follows easily by Birkhoff’s ergodic theorem that W j’ 
is a proper random variable. Hence ( W,,n)n is tight. 
At first sight it may not appear that this proof is significantly different from that of 
the Loynes construction. However, an essential point is that monotonicity of (5) has 
not been explicitly used anywhere in the argument. This point is clarified further in the 
example of Section 3.2 below, 
non-monotone perturbation of 
cannot handle. 
3.2. A non-monotone recursion 
where our technique is used to handle a kind of 
Lindley’s equation which the Loynes construction 
In this section we consider a recursion which can be thought of as a non-monotone 
perturbation of the Lindley equation (5). The purpose is to illustrate the ease with 
which our technique yields the existence of stationary solutions for this recursion, 
albeit in a weak sense. Loynes’ technique cannot be employed (at least. not in 
a straightforward way) to establish the existence of a stationary solution to thi; 
recursion using pathwise techniques. 
Consider the function 9: R + R given by 
1 
0 if M < 0, 
.X 
Q(X) = 
if O<.u< 1, 
2(.x - 1) if 1 < .Y < 2, 
s if 2G.x. 
See Fig. 1 for a graph of g. 
Let (Q, .9, P) be a probability space supporting a real valued random variable &, 
with Et, < 0, and a measurable shift 0 such that P is O-invariant and ergodic. Let 
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Fig. I. Graph of the function q 
5, = to 0 (7, n > 0. We consider the recursion 
and seek a stationary solution to this recursion. Recursion (6) can be thought of as 
a perturbation of (5). Note that the recursion (6) is not monotone in the state variable. 
To address the question of existence of a stationary solution for (6) we assume that 
(L2, F) is a Polish space. The existence of a stationary solution for (6) - in the sense of 
the existence of a probability distribution Q on Sz x 1w+ that is O-invariant and has 
s2 marginal P ~ will follow if we can show that the sequence {flO,., n 3 O> is tight, 
where l@O,n denotes the solution of (6) started with I@,, = I@,,, = 0. 
To this end, we compare the sequence { I@O,n, IZ 3 0) to the sequence { WO,*, n 3 0) 
considered in Section 3.1. We claim that fl o n d Wo,, for all y1 3 0. This can be shown , 
by induction on n. It is clearly true for n = 0. Further, we have 
W o,n+1 = two,, + cJ+ 
3 m2.n + 5,)’ by inductive hypothesis 
> g(@o,n + 4,) from the definition of g 
= K+1,0, 
which completes the inductive step. Thus, the already established tightness 
{WOJ> n > 0) implies the tightness of {mo,n, n > 0}, which implies the existence of 
a stationary solution to (6). 
Remark. It should be clear that a similar technique could be used to show the 
existence of a stationary solution for a recursion that is dominated in a suitable sense 
by another recursion for which the existence of a stationary solution is known. We will 
not attempt to formalize this statement. 
3.3. The G/G/I;‘0 qstem 
Consider a single server systems with no buffer space to hold waiting customers. 
This system is driven by a stationary ergodic sequence lo,,. T,,],,, where (T,, represents 
the work brought in by the nth customer and T,~ denotes the interarrival time betweet) 
the arrival of the nth customer and the II + 1st customer. We assume E[g,,] < / and 
0 < E[T~~] < Y_‘. Let W, denote the workload in the system seen by the rlth custorncr. 
This customer is admitted to the system iff W, = 0. else he is rejected once and for all. 
The server works at rate 1 if there is work in the system. 
The recursion describing the system above is 
W 
,,+, = (w,, + (J-,,l(w,, = 0) - T,,)‘. (71 
If this recursion is expressed in the form (2) it is seen to lack monotonicity in the 
state variable. Thus. Loynes’ construction in its usual form cannot be used to analyze 
this system. This system has been analyzed in detail in Ch. 2 of Baccelli and Brkmaucl 
(1993). where examples are shown where (7) (i) does not admit a pathwise stationer!; 
solution. (ii) admits more than one stationary solution, and (iii) admits a unique 
stationary solution. It is pointed out that the existence of a stationary solution can be 
guaranteed in general if one is willing to augment the underlying sample space. and 
a general construction of stationary solution on an augmented sample space i:, 
described. 
In this section we will show that the existence of a weak stationary solution 
is an immediate and simple consequence of our construction. (In particular. 
the augmented probability space can always be taken to be Q x E). To this end. 
we assume the system is described on a sample space (Q,.F.P) supporting u,, 
and T,) and a measurable shift 0 such that P is II-invariant and crgodic and 
such that ((Tn. Tn ),I has the relevant statistics, where (c,, T,,) = ((TV), r,,) 0”. 
17 3 0. We also assume that (Q..F) is a Polish space. Let WC),,, denote the solw 
tion of (7) starting with the initial condition I+‘,, = WC,,” = 0. It is enough to 
show the tightness of ( Wo,,I, 17 > 0;. This is a simple consequence of the following 
observation. 
Proof. Let TL = T() + Tl + ‘.. + rA. It suffices to show that 
P(a,> T,i.o.‘=O I ’ 
where i.o. stands for “infinitely often”. Observe that 
f’(a, > Tk i.0.) < P{(o~ 3 k/Y’/2 i.o.) or (Tk < ,Q;_-l ‘2 i.0,); 
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Butxk,, P{ak 3 kR?/2) = Ck>,, , P{ao > ki,-l/2) < “cj, because of the finiteness 
of the expectation of oo. Hence, the Borel-Cantelli lemma shows that the first term of 
(8) is zero. Since T,/k “$2 -I, it follows that the second term of (8) is also zero, and this 
completes the proof. 0 
Now, {(on, z,J, IZ 3 O$ can be extended to ((g,,, r,), n E Zj on an appropriate sample 
space. We define the stationary process {(6,,,z”,), n E Z) by (6,,Z,) = (K~,z_,). We 
next observe the following bound for the workload seen by the nth arrival, II > 0, 
when arrival 0 sees the system empty 
Wo,, d max (cnpk - (T,-~ + ... + T,-~))+ 
1 <k<n 
dst max(6k - (f. + fl + “’ + fk))+ 
k>O 
= W* say, 
where the first step follows because the customer seen in the system by the nth arrival, 
if any, must be one of the previous customers. From Lemma 2 applied to 
((en, ?,,), y1 3 0}, W * is a.s. finite. Tightness of { WO,n, n > O> follows, and from this the 
existence of a stationary solution to the recursion (7). 
3.4. Compact state space 
A simple but rather nice consequence of Theorem 1 is the following. 
Theorem 2. Let (Sz, -9, P) be a probability space, and H a measurable map from (52, F) 
into itself such that P is &invariant and ergodic. We assume that (s2,F) is a Polish 
space. Let (E,b) be a compact Polish space and cpo a random variable defined on 
(9,F, P) that takes values in the space of measurable maps from (E, 8) into itself Let 
RI(u) = %(~noJ). 
Then the recursion (1) always admits a stationary solution, in the sense that there is 
a probability distribution Q on Sz x E that is O-invariant and has D marginal P, where 
0 is the shift on !S x E defined in (3). 
Proof. This is an immediate consequence of Lemma 1. Indeed, any sequence of 
probability distributions on a compact Polish space is tight. [7 
4. Uniqueness 
In this section we prove a uniqueness theorem that applies to recursions of type (1) 
under a broad range of conditions. This theorem is similar to theorems on unique 
ergodicity in topological dynamics - see, for instance, Theorem 9.2 of Mane (1987, 
p. 58) ~ more generally, in the ergodic theory of Markov operators on spaces of 
continuous functions ~ see, for instance, Proposition 1.3 Krengel (1985. p. 17X). Let 
Ch(!Z x E) denote the space of bounded continuous functions on n x E. 
Theorem 3. Supposr that jbr erery O-incariant prohahilit~~ distrihutiorz Q ott R x 1; 
h~rkzc_l !2 marginal P, and all f‘E Ch(L! x E) 
Esists Q-a.~. md is (I constant .for Q-tr.o. (OJ, u). Thm there is II uniqw O-irlrrrritrrlt 
prohahilitJ> distribution Q on !2 x E haciny I2 marginal P. Concerseiy, $thrrc is (1 uniyuc 
O-imwiant probability distribution Q on R x E hurimq s2 marginal P. then for rrll 
f E C,(R x E) the limit i~7 (9) e.\iists Q-U. a~?d is cwstmt ,fhr Q-a.~. (w, .Y). 
Proof. Suppose there are two O-invariant probability distributions Q, and Qz on 
fi x E having s2 marginal P. Hence convergence (9) to a constant ~~/i(.f‘) holds Qi-a.~.. 
i = I. 2. Since, a priori, the measures Q I, Q2 may have disjoint supports. we introduce 
the mixture Q = SQ, + +Q,. Then Q is also O-invariant, and has s2 marginal P. It 
follows from the assumption of the theorem that for any f E CD(Q x EL 
+~~~~ .f‘( Oj(o, x)) converges to a constant .d(J’) for Q-a.a. (w.Y). Henct:, 
di(,f) = d(‘(.f), Qi-a.s., i = 1,2. Since,f is bounded, the dominated convergence the- 
orem implies that 
.f(@j(cu,.y))dQi = d(,f). i = 1. 2. ( 1 (‘I) 
However Qi is O-invariant, i = 1.2, so that the left-hand side of (10) is just 
j<,.E.f'((~v~)dQi f or all n > 1. Since a probability distribution on Q x E is determined 
by its integrals against bounded continuous functions, it follows that Q, = QL. Thus. 
if there is a O-invariant probability distribution on n x E having 52 marginal P. it is 
unique. 
For the converse, let Q be a O-invariant probability distribution on SI! x E having 
n marginal P. By Birkhoff’s ergodic theorem see, for instance, Krengel(1985. p. 9). 
the limit on the left-hand side of (9) exists Q-a.s., call it ,d( ,f; (‘J. x). In fact, ,rJ( ,J (41. s) is 
equal to the Q-conditional expectations offwith respect to the a-field of O-invariant 
measurable subsets of n x E. Suppose that for some ,f’~ C,,(s2 x E) this limit is not 
Q-a.~. constant. Then there exists some scalar (I such that 
0 < Q ((wu): .d(,f.w,s) > ~1; < I 
But, if C denotes (&(Jux) > a), it is easily seen that O-‘(C) = C. Hence. Q is not 
ergodic. Thus. there exist probability distributions Q, # Q2 on !J x E which ate 
O-invariant and such that Q = pQ, + ( 1 ~ p)Qz for some 0 < p < 1. This means we 
also have Q 71-l =pQ1 n-‘+(I -~)Q~t’z-~. where 7r: nx E --$ S2 denotes the 
projection onto the first co-ordinate. Note that 
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so that Q 0 71 -r is O-invariant, and a similar argument implies Qi 0 rc- 1 is O-invariant, 
i = 1,2. Since Q has D marginal P, in fact Q 0 71-r is just P. But P is ergodic, so 
0 < p < 1 and the O-invariance of Qi c 7~~ ‘, i = 1,2, implies that Qi c r-- ’ = P, i = 1,2. 
Thus, we have found two distinct O-invariant probability distributions on Sz x E each 
having Sz marginal P, which would be impossible if there were a unique such 
distribution. 0 
An immediate consequence of the uniqueness theorem is the following. 
Corollary 1. Ifthe conditions of Theorem 3 are satisfied, then the unique weak station- 
ary solution Q is O-ergodic. 
5. An application of the uniqueness theorem 
In this section we illustrate the use of Theorem 3. There are several well known and 
important examples of recursions where the uniqueness of stationary solutions does 
not hold, including the example of Section 3.3 in certain cases - see, for example, 
Baccelli and Bremaud (1993). Non-uniqueness should therefore be thought of as being 
relatively common, and certainly not pathological. In such situations, one is interested 
in classifying the different stationary regimes. Theorem 3 is clearly not of much use for 
such investigations. Nevertheless, it provides a useful tool to prove uniqueness in 
some examples, as this section hopes to demonstrate. 
We consider the Lindley equation (5) of Section 3.1 for the G/G/l queue. In 
Section 3.1 we have demonstrated the existence of a probability distribution Q on 
Sz x R, that is O-invariant and has Q marginal P. To show the uniqueness of this 
distribution, by Theorem 3 we need to show that for every such distribution and every 
f~ Cr,(s2 x E) the limit on the left hand side of (9) exists Q-as. and is constant for Q-a.a. 
(Q, X). 
The Q-a.s. existence of the limit is a consequence of Birkhoff’s ergodic theorem, and 
we may call it &‘(f;w,x). Note that for Q-a.a. x, &‘(f,o,x) is well-defined for Q-a.a. 
o (or equivalently for P-a.a. w). Let us now show that for all .yl # x2 such that 
&(Jw,xJ is well-defined for Q-a.a. LL), i = 1, 2, we have 
.~(f,co,xl) = d(f,to,x,) Q-as. (11) 
This is an immediate consequence of the following lemma. 
Lemma 3. For all x1 # x2, there exists a P-as. ,$nite random time K(W) such that 
@(co, x1) = Oj(w, x2) for all j > K(W). 
Proof. Assume without loss of generality that x1 < x2, and define 
ICY = inf{ j > 0: Oj(,, x2) = 01. 
(12) 
(K, ((11) is defined similarly.) The P-as. finiteness of K~(CO) follows from the strong law 01 
large numbers for the sequence I<,,, II 3 0) and the fact that EC,) < 0. Indeed. 
i 
,I_ I 
P~(,J:J<~(c~J) > f?l) < P (fJ:.Y + 1 <j(W) > 0. fOi' all II < 171 
j= 0 1 
and the latter probability goes to zero as /II + Y_ since the partial sums I’,:(: <,((,,I 
diverge to ~ X. P-a.~. An examination of (5) reveals that K, (UJ) < ~c~(c~J) (admittedly 
we use monotonicity here). Letting K((II) = K~((~J). (I?) now follows immediately from 
the above observations. 0 
That Lemma 3 implies (1 1) is easily seen by examining the left-hand sides of (9) fat 
.Y , and _x:. 
We have thus demonstrated that .c/( .fI IL). s) is Q-a.s. a function only of VJ. so we may 
write .r/(,/: C'J, .x) = .d(,t tn). But ,c/( j’; C~J, z) is @-invariant, and being Q-a,~. equal tc‘l 
a function .~/(,f.(r~) defined on 0. this latter function is &invariant. But then. by 
ergodicity of P, it must be P-a.s. constant. Theorem 3 now implies the uniqueness o‘ 
the weak stationary solution for the Lindley equation. 
6. Concluding remarks 
We have proposed an approach to the study of stationary solutions for stochastic 
recursions driven by stationary ergodic processes, that we believe is novel, and which 
can be used to handle a much wider range of situations than the currently available 
techniques. Questions about the existence of stationary regimes for such recursions 
are of considerable importance in discrete event systems applications. Our results arc 
clearly only a start in this direction. in that questions regarding the classification of 
stationary regimes in situations where there is more than one such, and questions of 
convergence to stationary regimes from arbitrary initial conditions have not beet) 
addressed in this work. Nevertheless, several previously intractable non-monotonic 
recursions might conceivably be amenable to a partial treatment using this approach. 
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