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Abstract— The design of future multi-standard sys-
tems remains a challenge due to increasing flexibility
requirements. Promising solutions include designing
flexible radio architectures that exploit common as-
pects between the different set of standards cohabiting
in the device. In this paper, graph theory appears and
particularly the study of directed hypergraphs, which
helps in the research concerning minimum cost multi-
standard designs. A cost function which calculates the
cost of any possible option of implementation is men-
tioned but its derivations won’t be in the scope of this
paper. Our objective is to optimize this proposed cost
function to its minimum possible value and thus solving
the optimization problem that finds balance between
flexibility and computing efficiency. For this, we pro-
pose a Minimum Cost Design (MCD) algorithm capa-
ble of selecting the option which has the minimum cost
to pay and will present its complete set of instructions in
this paper. This algorithm exploits various definitions
and notations of directed hypergraphs.
Index Terms— Directed Hypergraphs, Software-
Defined Radio, graph structure, minimum cost design.
I. INTRODUCTION
Numerous standards have evolved and still are
rapidly evolving for various wireless applications.
Consequently, radio system designers must develop
flexible equipment that support different existing
standards and can no longer focus their attention
on one standard. Therefore, the flexible Software-
Defined Radio (SDR) concept [1] is emerging as
a potential solution for developing a device which
dynamically adapts to the radio environment, by
replacing conventional radio hardware with reconfig-
urable, reprogrammable radios.
The possibilities to design software radio architec-
tures range from the ”Velcro” approach to the ”Very
Fine Grain” approach. The former approach aims
to support several communication standards through
dedicated self-contained complex communication
components, while the latter is based on manipulating
small size operators to support different standards.
However, a promising approach to realize an SDR
multi-standard terminal is to identify the appropriate
common functions and operators between and inside
the standards. This is what’s called the ”parametriza-
tion” approach [2].
An approach for designing flexible multi-standard
radio systems is proposed, which consists in explor-
ing such designs at different levels of granularity
and selects the convenient level depending on each
designer’s needs. This is translated into a graph
structure of the multi-standard system in [3], which
describes the interrelationships between the different
components in the system. This graph representation
provides all the options of implementation capable of
realizing the multi-standard system. However, a cost
function which calculates the cost of each of these
options is introduced in [4].
In our work, we exploit the theory of graphs to
model and characterize various aspects of the SDR
multi-standard system. Graph theory [5] is the study
of graphs used to model pairwise relations between
objects from a certain collection. A ”graph” in
this context refers to a collection of vertices and a
collection of edges that connect pairs of vertices.
A graph may be undirected, meaning that there is
no distinction between the two vertices associated
with each edge, or its edge may be directed from one
vertex to another in which case it is called a digraph.
Hypergraphs [6] and directed hypergraphs [7] are
generalizations of graphs and digraphs respectively.
The area of our interest is to optimize the proposed
cost function to its minimum value possible. This
is a problem related to determining an optimal or
near-optimal resource sharing for multi-standard
systems which is faced with a complex cost/objective
function. All exact methods known for determining
an optimal solution require a computing effort which
increases exponentially with number of nodes, so that
in practice exact solutions can be attempted only on
problems involving fewer nodes. Thus, near-optimal
techniques were selected in [3] including the Sim-
ulated Annealing (SA) algorithm [8] and Genetic
Algorithm (GA) [9] which can find acceptable
good solutions rather than the best possible solution
(applied on examples of our optimization problem),
in less computing time.
In this paper, we present a new algorithm that finds
the minimum cost option capable of implementing
an SDR multi-standard system. It explores the
different options of implementation, excluding some
particular options proved inefficient for the search of
a minimum cost design in [10]. This algorithm, on
the contrary to SA and GA, is capable of providing
an exact optimal solution. Besides, it’s a new idea
algorithm which exploits various definitions and
notations of directed hypergraphs.
The rest of this paper is organized as follows. After
the present section, some basic required definitions of
directed hypergraphs are reported in section 2. In the
subsequent two sections, we briefly present the graph
modeling of the SDR multi-standard system and a
suggested cost function respectively, using graph the-
ory. In section 5, we introduce the MCD algorithm
whose role is to select an option of implementation
which has the minimum cost and that exploits various
notations of directed hypergraphs. Finally, a conclu-
sion’s section ends this paper.
II. DEFINITIONS OF DIRECTED HYPERGRAPHS
NOTIONS
A. Hypergraphs
A hypergraph H is defined by a pair H = (V,E),
where V = {x1, x2, · · · , xn} is the set of vertices of
H and E = {e1, e2, · · · , em}, with ei ⊆ V , ei 6= φ
for i = 1, 2, · · · ,m, denotes the set of hyperedges of
H . Clearly, when each edge ei contains exactly two
vertices of V , the hypergraph is a standard graph [6].
B. Directed hypergraphs
A directed hypergraph is a hypergraph but with
directed hyperedges (also called hyperarcs) where a
directed hyperedge e is an ordered pair e = (X,Y )
of (possibly empty) disjoint subsets of vertices; X
is the tail of e denoted by T (e) and Y is its head
denoted by H(e) [7]. Fig. 1 is an example of a
directed hypergraph H = (V,E) such that:
V = {x1, x2, x3, x4, x5, x6, x7, x8, x9}
E = {e1, e2, e3, e4, e5, e6} where:
e1 = ({x1, x2}, {x3})
e2 = ({x3}, {x7})
e3 = ({x3, x4}, {x5, x6})
e4 = ({x7}, {x1})
e5 = ({x1, x7}, {x8})
e6 = ({x9}, {x8})
Fig. 1. A directed hypergraph H = (V,E)
C. Forward and Backward star
Let H = (V,E) be a directed hypergraph and let
v ∈ V . The Forward Star and the Backward Star of
node v are defined by:
FS(v) = {ei ∈ e, v ∈ T (ei)} and
BS(v) = {ei ∈ e, v ∈ H(ei)} respectively [7].
As an example, the forward and backward stars of
node x3 in Fig. 1 are respectively:
FS(x3) = {e2, e3} and BS(x3) = {e1}.
D. Paths in directed hypergraphs
In a directed hypergraph H = (V,E),
a path from r to n (r, n ∈ V ) is de-
fined by a sequence of nodes and hyperarcs
P = (v1 = r, ei1, v2, ei2, v3, · · · , eiq, vq+1 = n)
such that: r ∈ T (ei1) , n ∈ H(eiq) and
vj ∈ H(ei(j−1)) ∩ T (eij) j = 2, · · · , q
This path is called an rn-path, where r is its origin
and n is its destination. The length of a path is equal
to the number of hyperarcs traversed along. Indeed,
we’ll denote V (P ) and E(P ) by the set of vertices
and hyperarcs respectively traversed via P . For exam-
ple, in Fig. 1, we haveQ = (x2, e1, x3, e2, x7, e5, x8)
is a path from x2 to x8 of length 3, where V (Q) =
{x2, x3, x7, x8} and E(Q) = {e1, e2, e5} [7].
E. BF-reductions of hyperarcs
Let e = (T (e), H(e)) be a hyperarc in a directed
hypergraph H . A BF-reduction of e is a hyperarc
({x}, {y}) where x ∈ T (e) and y ∈ H(e).
For example, we have ({x3}, {x5}), ({x3}, {x6}),
({x4}, {x5}), ({x4}, {x6}) are all BF-reductions of
the hyperarc e3 in Fig. 1.
F. Weight of a path
Let P = Prn = (v1 = r, ei1, v2, ei2, v3, · · · , eiq,
vq+1 = n) be an rn-path.
Let eij ∈ E(P ). We’ll define the BF-reduction of eij
via the path P by its particular BF-reduction obtained
by selecting the predecessor vertex to eij in the path
P as its specific tail node and the successor vertex
to eij in P as its head node. Denote BFP (eij) by
this BF-reduction of eij via P . Then according to
the definition, we get: BFP (eij) = ({vj}, {vj+1})
j = 1, 2, · · · , q.
Suppose that we have a directed hypergraph
H = (V,E) in which a positive integer weight is
assigned to every BF-reduction of any hyperarc in E.
For every P a path between r and n, we’ll denote
the weight of P by the product of the weights of the
BF-reductions via P of all the hyperarcs in E(P ). So
we can write:
w(P ) =
∏
eij∈E(P )
w(BFP (eij)), (1)
where w(P ) denotes the weight of the path P and
w(BFP (eij)) stands for the weight of BFP (eij) in
H .
G. Sub-Hypergraphs
Let H be a directed hypergraph. We say that X is
a sub-hypergraph of H if it satisfies that:
V (X) ⊆ V (H) & E(X) ⊆ E(H), where
T (e), H(e) ⊆ V (X) ∀e ∈ E(X).
Note that the forward and backward stars of node v in
X will be defined as:
• FSX(v) = {e ∈ E(X)/v ∈ T (e)}
• BSX(v) = {e ∈ E(X)/v ∈ H(e)}
Let X be a sub-hypergraph of H s.t E(X) 6=
E(H) and let e ∈ E(H) but e doesn’t belong to
E(X).
Define the sub-hypergraph X
′
of H obtained from X
and e such that: V (X
′
) = V (X) ∪ H(e) ∪ T (e)
and E(X
′
) = E(X) ∪ {e}. Then X ′ is called a
sub-hypergraph of H induced by X and e, and will
be denoted by X + e.
H. G-path with rootM
Let H be a directed hypergraph and M ⊆ V (H).
A G-path X of H with root M is defined by a sub-
hypergraph of H satisfying:
1) |FSX(u)| = 0 or 1 ∀ u ∈ V (X)
2) M ⊆ V (X)
3) ∀ u ∈ V (X), ∃ a path from v to u for some
v ∈ M
III. REPRESENTATION FOR SDR SYSTEM
IMPLEMENTATION USING GRAPH THEORY
In this section, we first explore a model for multi-
standard systems as a graph with different levels of
granularity, which enables to select the convenient
levels depending on each designer’s needs. After-
wards, we provide a theoretical representation of the
graph structure of the multi-standard system as a di-
rected hypergraph. Finally, we briefly present a sug-
gestion concerning a graphical representation of any
selected option of implementation.
A. Graph modeling of SDR systems
The multi-standard reconfigurable system was
represented as a graph with many different layers
(or levels) in [3]. Each Processing Element (PE)
occupies a certain layer depending upon its granu-
larity level, where more complex PEs have higher
granularity levels than less complex ones that can
form their functionalities. The goal of this approach
is to provide the options to the designer, to select a
set of operators, each of them at the most appropriate
level of granularity, as dictated by his needs.
A graph structure of two standards S & T is pre-
sented in Fig. 2. Each node represents an elementary
PE. In order to perform the functionalities of this PE,
it can be installed by itself in the design, as a unified
nondivisible block, or it can be realized by some
lower-level building blocks. A node of a higher level,
called a parent node, may have dependencies with
nodes of underlying levels, called descendant nodes.
Two node dependencies occur between nodes of
different levels. An ”OR” dependency (direct arrow),
as the hyperarc between A2 & B1 in Fig. 2, means
that one descendant node (B1) called several specific
times is necessary to implement the parent node
(A2). However, an ”AND” dependency (”inverted
Y” connection), as the hyperarc between A2 and
B2 & B3 in Fig. 2, signifies that all descendant
nodes via the ”AND” dependency (B2 & B3) are
needed to implement the parent node (A2) accompa-
nied with certain number of calls.
Fig. 2. A multi-standard directed hypergraph showing the break-
down of standards S and T .
For all what follow, we’ll denote = by the set of the
top level standards in the multi-standard system.
B. A mathematical model of the graph structure of
the SDR multi-standard system
A theoretical representation of the graph struc-
ture presented in subsection III-A can be concluded.
Formally speaking, the graph structure of a multi-
standard system can be viewed as a directed hy-
pergraph defined by the couple (V,E), where the
set of vertices V includes the blocks (functions and
operators) present in the graph structure (example
V = {S, T,A1, A2, A3, B1, · · · , D4, D5} in the
graph structure of Fig. 2) and a directed hyperedge
e ∈ E will include the parent node as a tail node
while all the necessary descendent node(s) capable
of performing its task will form the head node(s)
of e. So this means that whenever we have an
”AND” dependency, the hyperarc is formed such that
the parent node is the tail node and all the descen-
dent nodes via this ”AND” dependency are its head
nodes. Whereas when faced with an ”OR” depen-
dency, the hyperarc will have the parent node as the
tail node and only one of its descendent nodes (if
more than one exists) via the corresponding ”OR” de-
pendency will be the head node. In this way, we form
the set of hyperarcs E including all the ”OR” and
”AND” dependencies present in the corresponding
graph structure. For instance, we have ({A2}, {B1})
and ({A2}, {B2, B3}) belong to the set of hyperarcs
E of the directed hypergraph of Fig. 2.
C. A representation of one option of implementation
The graph structure of the multi-standard system
supplies us with all the alternatives that can imple-
ment the design. In this part, we are going to explain
how any one of these options of implementation can
be illustrated. Note, however, that a certain selected
option is characterized by the chosen common
operators to install inside the design.
An illustration of a specific realized option of
implementation will be defined by a generated
graph, which provides a pictorial view of this option.
A generated graph is a directed hypergraph obtained
from the graph structure of a multi-standard system
(introduced in III-A), by plotting the operators
chosen to install in the design in such a way that they
have empty forward stars, along with all the operators
that they build, step by step, until they reach the
functionalities of the top level standards.
Fig. 3 shows the generated graphs (obtained from
Fig. 2) of two different options of implementation
capable of realizing S and T . The first option is to
choose the operators D2, D3, D4, C1,&B3, whose
generated graph is illustrated on the left part of Fig.
3. As for the second option, we choose to install each
of D2, D3, D4, C1, B3&B4 in the design which is
also a feasible choice to implement the multi-standard
system of Fig. 2, and whose generated graph is the
one pictured on the right side of Fig. 3. Remark
that there is a small difference between these two
options. In the first, blocks D2, D3,&D4 are used
to realize the functionalities of both A1&A3 passing
through the C2&B4 blocks. As for the second op-
tion, D2, D3,&D4 are used to realize the A3 block
(again passing by C2&B4) whileB4 is chosen to im-
plement the functionalities of A1. The second case
option represents an alternative in which certain lower
level blocks are installed in the design, together with
higher level ones which can be built by these of lower
level (as B4 is installed in the design along with
D2, D3,&D4 which themselves can realize the func-
tionalities of B4). Since this is a possible feasible
option of implementation, so it was worth being con-
sidered.
Fig. 3. The generated graphs (obtained from Fig. 2) of two
different options of implementation
However, notice that the generated graph of the
first option is a G-path with root = while that of
the second is not, as it’s not a sub-hypergraph (the
vertex block B4 plot twice). Remark that options
resembling to the second choice always have a
duplicated part, which contradicts to the illustration
of a directed hypergraph and thus don’t correspond
to G-paths.
Consequently, the options of implementation can
be split into those whose generated graphs are G-
paths with root =, and those in which duplication oc-
curs. However, it has been proved in [10] that the op-
tions which admit a duplication part can’t in any way
correspond to minimum cost designs. Thus we can
restrict our choices to those of the form of G-paths
with root = when searching for a design with mini-
mum cost, where the cost is calculated via the cost
function presented in the following section. This idea
will be exploited in the proposed algorithm presented
in section V.
IV. THE COST FUNCTION
Recall that the graph structure of the multi-
standard system provides all the options capable
of implementing the standards to be supported. In
this section, we will present a cost function which
calculates the cost of any one of these options of im-
plementation chosen to implement the multi-standard
system.
Some necessary cost parameters were considered
in the cost function introduced in [4]. A Building
Cost (BC) and a Computational Cost (CC) were
associated on each PE of the system, where a BC
stands for the cost of the building PE capable of
realizing a certain function and is just paid once
independently of the number of times in which this
PE is going to be called, while a CC is considered
to be the time taken by a PE to compute a function
and is paid every time it is invoked. Moreover, a
parameter called the Number of Calls (NoCs) was
associated to every BF-reduction of each hyperarc,
corresponding to the necessary number of times in
which children nodes at lower levels will be called
by their parent node to perform the parent’s node
functionality.
Note that for what follows, the term weight will
be used to represent the NoCs associated to any BF-
reduction of a hyperarc in the directed hypergraph.
This means that the number of times block x calls
block y (which will be a number attached on the
BF-reduction ({x}, {y}) of a certain hyperarc e) will
be abbreviated by we(x, y).
An alternative theoretical formal expression of the
cost function in [4] was provided in [11], which ex-
ploits various definitions and notations concerning di-
rected hypergraphs. The cost function was written as:
CF =
∑
y/BS(y)=φ
(
∑
x/FS(x)=φ
∑
P yx−path
CC(x)× w(P )) +
∑
x/FS(x)=φ
BC(x).
(2)
where:
•
∑
x/FS(x)=φ
BC(x) represents the total sum of
BCs of the blocks x such that FS(x) = φ, which
stand for the installed blocks in the design.
•
∑
P yx−path
CC(x)× w(P ) is the necessary com-
putational cost imposed by the installed block x
responsible for realizing the standard y (y is a
highest level block because BS(y) = φ so it’s a
standard).
•
∑
x/FS(x)=φ
∑
P yx−path
CC(x)× w(P ) stands for
the total computational cost imposed by all the
installed PEs x in the design to perform the func-
tionality of the standard y.
•
∑
y/BS(y)=φ
(
∑
x/FS(x)=φ
∑
P yx−path
CC(x) ×
w(P )) represents the total computational cost
paid for all the standards.
The calculation process of the above cost function
is as follows: select a top level standard y and one
installed block x, then search for all paths P (in the
G-path associated to the choice of implementation)
from y to x (i.e yx-paths) in order to multiply the
weight of each such paths by the CC of the installed
block x. Repeat the same operation for each y
standard and x installed block. In this way, we get
the total CC of the system. Finally, we have to add
the BC of each installed block.
V. A MINIMUM COST DESIGN ALGORITHM
In this section, we will present an algorithm which
is capable of solving our optimization problem,
stated as follows: given a directed hypergraph H
representing all the alternatives capable of imple-
menting a multi-standard design, find the option
of implementation which yields the minimum cost
(based on the cost function of equation 2).
As mentioned in III-C, we can restrict our search to
the options which are illustrated as G-paths when
seeking minimum cost designs.
Let H be a directed hypergraph representing the
break-down of a multi-standard SDR system. Recall
that = ⊆ V (H) denotes the set containing the high-
est level blocks in H . We will define Hr, the directed
hypergraph obtained from H , as follows:
• V (Hr) = V (H) ∪ {r}.
• E(Hr) = E(H) ∪{Er}whereEr = ({r},=).
In fact, Hr is obtained by adding an imaginary top
level vertex r to V (H) and the hyperarc Er to E(H),
where {r} is the tail set ofEr and= is that of its head.
Since the vertex r plays the role of an imaginary high-
est level standard, so this changes the graph structure
of the multi-standard system H , which possibly con-
tains several top level blocks, intoHr which only con-
tains one.
The parameters assigned to the entities of Hr will
be:
• CC(v) in Hr = CC(v) in H ∀ v ∈ V (H)
• BC(v) in Hr = BC(v) in H ∀ v ∈ V (H)
• wEr(r, v) = 1 ∀ v ∈ =
• w(x, y) in Hr = w(x, y) in H
where x, y ∈ V (H)
Remark that no BC or CC is assigned to the vertex r
due to its unnecessity.
In our algorithm when calculating the cost of
an option, we will need to search for all the paths
from each of the standards in = to all the installed
blocks in a selected option. This will be equivalent
to searching for all the paths from only the vertex r
in Hr to the same installed blocks in the option, thus
reducing some steps of the algorithm. Besides, note
that the weights on all the BF-reductions of the Er
hyperarc are set to 1. It is so in order to ensure that a
path from r to an installed block will have the same
weight as that of a path from a certain vertex in =
to the same installed block, and thus the cost of the
design will not be influenced by the addition of the
new vertex r.
Our algorithm is called the Minimum Cost Design
(MCD) algorithm. The only input that it needs will be
the directed hypergraph Hr obtained from H (where
H represents the graph structure of a multi-standard
system), together with the entities of Hr. We will
also need to input the level of each block in Hr.
This algorithm will find all G-paths of Hr (repre-
senting certain options of implementation) in a step
by step manner, generating options from others. It
will compute the cost of every selected option to be
tested (using the cost function of equation 2) and
compare its cost to the previously examined G-paths
by the algorithm. Finally, it will exhibit as an output
the G-path with the minimum cost together with its
corresponding cost found.
During the iterations of the algorithm we will in-
troduce, for each G-path X selected, a vector kv as-
sociated to every vertex v ∈ V (X) defined recur-
sively from the highest level nodes inX to the lowest,
where the dimension of this vector will be derived as
follows:
{ dimkr = 1;
dimkv =
∑
E ∈ BSX(v)
∑
w ∈ T (E)
dim kw ∀v 6= r;
(3)
Note that r will be the top level vertex of every G-
path found.
notation: kv = (k1v, k2v, k3v, · · · , k(dim kv)v)
where each component of kv will correspond to the
weight of a path from r to v, and dimkv will represent
the number of such paths.
Furthermore in the algorithm, we will introduce a
set Q in which the vertices of the option X in hand
will be invoked bit by bit. However, a vertex to select
at each step fromQwill be that occupying the highest
level among those present inQwhich was imposed by
the recursive definition of the vectors kv for vertices
v occupying high levels to lower level ones. Thus,
the algorithm selects the element u in Q at every step
such that: l(u) = max{l(w);w ∈ Q}.
Many variables have been introduced in the algo-
rithm. We will explain the benefit of some of them.
• The variableRP is introduced to occupy the total
cost of the pth G-path, selected from the set of
options M .
• S is the variable in which we accumulate the cost
of a certain G-path.
• A is the set which will contain all vertices
v in the selected G-path X satisfying that
|FSX(v)| = 0
• SMin is an integer variable which will include
the least cost of a G-path obtained so far.
• K is the variable in which we reserve the G-path
with the least cost among those tested so far.
Here are the complete steps of the ”MCD” algo-
rithm:
Procedure(Hr, CC(v), BC(v), NoC(v))
begin
M = {({r}, φ)}, Rp := 0, p := 1, D := φ;
repeat
select and remove X ∈ M
if X = ({r}, φ)
go to step U
end-if
1
S := 0, A := φ ;
kr := k1r := 1 dim kr := 1;
for each v ∈ V (X)\{r} do
kv = 0 vector, dimkv := 0;
end-for
2
Q = {r};
repeat
select and remove v ∈ Q
for each E ∈ FSX(v) do
begin
for each h ∈ H(E) do
begin
Q := Q ∪ {h}
3
i := 1
repeat
if kih 6= 0
i := i+ 1
end-if
until kih = 0
4
if v 6= r
for each E ∈ BSX(v)
for each w ∈ T (E)
dim kv := dim kv + dim kw
end-for
end-for
end-if
5
j := 0
repeat
k(i+j)h = k(j+1)v × wE(v, h)
j := j + 1
until j := dim kv
6
if |FSX(h)| = 0
l := i
repeat
S := S + CC(h)× klh
l := l + 1
until l = i + dim kv
A := A ∪ {h}
end-if
7
end-for
end-for
until Q = φ
repeat
select and remove v ∈ A
S := S +BC(v)
until A = φ
8
Rp := S
if p = 1
SMin := Rp
K := X
end-if
9
p := p+ 1
Rp := 0
10
if p > 2
if Rp−1 < SMin
SMin := Rp−1
K := X
end-if
end-if
11
STEP U
for each u ∈ V (X) / FSX(u) = φ do
begin
for each E ∈ FSHr(u) do
M := M ∪ {X + E}
end-for
end-for
12
until M = φ
end-procedure.
Each of the 12 statements shown in the algorithm
has its own significance. We’ll explain the role of
some of them.
1) Step 1 ensures that if X = ({r},φ) is the se-
lected G-path fromM , then we have to skip the
calculation of the cost of X and go to Step U.
This is because this G-path X has no techni-
cal significance for the implementation of the
multi-standard SDR system, as r is an imagi-
nary vertex added to H .
2) In step 2, as an initialization for the calculation
of the cost of X , we fix kr = (1) vector and
kv = 0 vector ∀ v 6= r. Note that kv is a vector
with unknown dimension at this step.
3) step 3 (easy).
4) The role of step 4 is to identify the index i of
the first zero component kih of vector kh so that
we can update it after, rather than updating on
previously settled numbers.
5) Step 5 is the one in which we compute dim kv,
as it’s required for the next steps. This compu-
tation follows the equations in 3. Remark that
if v = r, then there will be no need to compute
the dimension because dim kr is initialized to 1
in step 2.
Note that since in this step we will need to
calculate the dimension of the selected vertex
v from Q, then all the entries of kv should
be already calculated and this is what imposed
choosing the highest level block from Q every
time we want to select a vertex. In face, if we
select a vertex v from Q which doesn’t occupy
the highest level, it might be that its vector kv
has not been fully completed, as for example a
higher level unselected vertex t from Q could
impose new entries in kv (if ∃ E ∈ FSX(t)
and v ∈ H(E)).
6) The sixth step consists in multiplying all the
components of kv by wE(v, h) in order to gain
the weight of all the paths from r to h passing
through v via the hyperarc E. However, we’ll
fill these new components of kh starting from
kih.
7) Step 7 is accessed only if |FSX(h)| = 0 (i.e if
h is an installed block) obeying the calculation
of the cost formulated in equation 2. In such
cases, we multiply the newly calculated com-
ponents of kh in step 6 by CC(h) and add each
one of them in the variable S. Moreover, the
vertex h is added to the set A since in this case,
h is a vertex with an empty forward star in X .
8) After having calculated the total computational
cost S of the G-path X , we still have to add
the Building Costs of all the installed blocks
(which are accumulated in the set A)into S.
This is achieved in step 8.
9) Step 9 consists in just putting the cost ”R1” of
the first selected option X in SMin with its cor-
responding G-path X in K, as this will be the
first and only option tested so far and thus will
represent the option with the least cost at this
point.
10) The tenth step is responsible of initializing the
next RP to zero, in which we will be associat-
ing later the cost of the following G-path cho-
sen from M .
11) Step 11 is responsible for updating SMin to the
possible lower cost found (if it was less) and to
update K to the corresponding lower cost G-
path.
12) The final step generates G-paths ofHr from the
G-path X . It searches for all vertices u which
have empty forward stars in X and for each,
find the hyperarcs E ∈ FSHr(u) in order to
add the generated option X + E to M . It can
be easily concluded that such generated options
are also G-paths.
The MCD algorithm clearly doesn’t seem to be a
fast algorithm due to the large number of instructions
and loops involved in its statements. Unfortunately,
we weren’t able to arrive to a simple form of the run-
ning time or memory space requirements of this algo-
rithm. Consequently, our idea is to examine its perfor-
mance by using a proposed program code of its state-
ments. It might be a good tool, to run the program on
various input examples in order to draw conclusions
on the algorithm’s complexity. This will be addressed
in future work.
VI. CONCLUSION
Our research dwells with the optimization of the
SDR multi-standard system using graph theory. This
will lead to the construction of an optimal design. In
this paper, we adopted various definitions and nota-
tions of directed hypergraphs to exhibit a new algo-
rithm whose role is to identify the option of imple-
mentation of a multi-standard system with the min-
imum cost. This MCD algorithm provides the best
optimal solution for our optimization problem. It
searches for all the necessary options of implemen-
tation (missing some of the proved inefficient options
for a minimum cost design in previous work) in a step
by step manner and compares their costs in order to
finally choose the option with the minimum cost.
Future work will include providing a program code
idea of such an algorithm, whose input is a directed
hypergraph and which needs to generate all the G-
paths and calculate the cost of each. This will help
establish the performance of this algorithm based on
key parameters of the graph structure of a multi-
standard system (number of levels, number of ver-
tices, · · · ).
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