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Abstract
Flood is causing devastating damages every year all over the world. One way to im-
prove the readiness of the different stakeholders is by providing flood extent and depth
maps promptly after the disaster, preferably in an automated way to reduce costs. The
availability of these flood maps becomes particularly vital to assist the local authorities
to plan rescue operations and evacuate the premises promptly. In the event of flooding,
a clear cloud-free image acquired instantaneously, is necessary to have a synoptic view
of the affected area. In this context, remotely-sensed images are suitable to map in-
undations, particularly when harsh climatic conditions are encountered and the access
to the affected site is impractical. Moreover, satellite-borne Synthetic Aperture Radar
(SAR) sensors have been extensively used in the last two decades to monitor many
flooding events by taking advantage of their ability to operate independently of the
sunlight, and in cloudy conditions which are common during inundations.
In the majority of previous studies working with SAR images for the detection of floods,
the inundation extent is essentially the only information extracted. Although, for
certain applications like the assessment of the damages caused, additional inundation
characteristics are needed to give a thorough analysis of the inundation hazard, like
the water level. The major advantage space-borne acquisitions have specifically over
gauging stations is the global-availability and the spatial-continuity of their data. A
semi-automated process was proposed in this thesis to estimate the flood depth locally
in the vicinity of an inundated building from a pair of high-resolution SAR images using
Genetic Algorithms followed by the inversion of an urban backscattering model. One
potential application of this method is to assist insurance companies in the assessment
of the damages incurred by buildings and structures in flooded urban areas.
Another way satellite SAR imagery can support decision makers in increasing the pre-
paredness, is through flood extent maps. The online web application presented in this
thesis addresses the issue of the flood extent mapping from SAR images promptly
following the disaster, using a supervised classifier trained automatically without any
intervention from the human user. This web application allowed to delineate the extent
of the flooding, and managed to reach an accurate classification of the SAR image in
a reasonable time. The important advantage to emphasize is the fact that the whole
process is quick and automatic, which makes it useful to assist response authorities and
the affected communities during emergency situations.
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ping, Synthetic Aperture Radar (SAR).
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Chapter 1
Introduction
1.1 Statistics about flood damages
Hydrological disasters have been the most recurrent type of natural hazards in 2014
with 153 occurrences (47.2% of natural disasters), and the deadliest with 58.7% of
the fatalities (Guha-Sapir et al., 2015b). Among this type of catastrophes, floods are
responsible of major financial losses, particularly the flood in the Jammu and Kashmir
region in India which has been the most destructive in 2014 from a financial point of
view with damages worth 16 billion US dollars. Besides, floods have caused in the same
year massive human deaths with 3634 casualties. A few years earlier, in 2011, Thailand
experienced a destructive series of floods which left damages evaluated at 45.7 billion
US dollars (Musulin et al., 2012), and is considered the costliest inundation event up
till now. In Europe, the flood in August 2002 cost Germany alone 10 billion euros to
recover from the damages provoked (Zwenzner et al., 2009).
The Emergency Events Database (EM-DAT) lists the natural and technological disas-
ters logged by the Centre for Research on the Epidemiology of Disasters (CRED) of the
Universite´ Catholique de Louvain (Guha-Sapir et al., 2015a). This regularly updated
database contains information about disasters that occurred since 1900, and which was
collected from governments, UN agencies, NGOs, and insurance companies. The disas-
ters are recorded only if the number of people displaced or lives lost are above certain
thresholds, or that the catastrophe overwhelms the local resources of the affected state
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which has to seek assistance from other countries. According to the data recorded in
the EM-DAT in the last decade (2008 - 2017), flood exceeded other natural disasters
in terms of the number of occurrences (1522 flood events), while affecting more peo-
ple than any other hazard (just below 730 million people) (IFRC, 2018). During the
same period, the International Federation of Red Cross and Red Crescent Societies
(IFRC) was involved, through its funding programmes or by being present directly on
the ground, in over a thousand crises worldwide with a third of the disasters being
caused by inundations. In this case also, floods represented the largest share among
events in which the IFRC intervened by providing its assistance. In 2017, in particular,
besides affecting more people than other natural disasters, floods also resulted in the
largest number of casualties (3331 deaths), even more than storms, principally due to
the flood in India in August of the same year which killed over 800 people (Below and
Wallemacq, 2018). The same trend was reported in the subsequent year (2018) con-
cerning the substantial number of people displaced or in need of basic necessities (food,
access to clean water and medication) usually provided by emergency responders and
humanitarian agencies during the flooding (CRED and UNISDR, 2019). Inundations
still led to tragic consequences in terms of lives lost even for a developed country like
Japan, where the death toll reached over 200 and the devastating damages registered
were worth almost 10 billion US dollars, following a single flood event in July 2018
(Podlaha et al., 2019). The 2018 annual report from an important insurance com-
pany (Podlaha et al., 2019) corroborates the figures presented above and relating to
the flooding being the most frequent natural disaster in 2018 (Figure 1.1), and being
second only to cyclones in terms of economic losses since 2000 (Figure 1.2).
According to MunichRe, the largest reinsurance company in the world, the financial
losses due to the flooding keep increasing every year as more people are attracted to
live close to the floodplains, thanks to the opportunities they offer to the agricultural,
commercial, and industrial sectors (Pu¨schel, 2005). Furthermore, the climate change
is causing a rise in the number of floods over the years, which is predicted to grow
even further in the future (Herrera-Cruz and Koudogbo, 2009). For these reasons,
the communities and the local authorities should adopt adequate measures to increase
their preparedness and their flood resilience, and to protect vulnerable areas by rapidly
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Figure 1.1: Number of occurrences of each type of natural disaster in 2018 (Podlaha
et al., 2019).
Figure 1.2: Economic losses caused by each type of natural disaster since 2000 (Podlaha
et al., 2019).
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recovering from the damages suffered.
1.2 Flood damage assessment
Messner (2007) provided general rules to be followed by European countries during
the evaluation of the damage to property caused by the flooding. This report aims to
draw the attention of different stakeholders, with distinct but not necessarily diverging
interests, to the importance of an accurate measurement of the potential future losses.
The governments and local authorities, for instance, look for ways to optimize the
resources allocated to flood-prone areas, while emergency responders focus on preparing
an efficient rescue plan in advance to use during evacuation operations. The other
stakeholders targeted are the insurance companies and the owners of private properties
at risk of a flooding which have to choose the adequate insurance policy that covers their
possessions. Most of the economic losses are suffered by urban areas characterized by
a higher population density, and therefore more private and public properties at risk
of flooding, and where the closure of inundated roads and railway tracks leads to a
decrease in the productivity (Jongman et al., 2012). In general, the impact of floods on
people and their environment can be separated into four types according to two factors
(Table 1.1). Tangible damages which can be appraised monetarily, like the damages
to infrastructures and properties, are distinguished from intangible ones such as the
negative effects of contaminated floodwater on human health. Furthermore, damaged
factories and farms are considered direct consequences of the inundation while the
resulting loss of productivity is an indirect one. All the damage assessment approaches
used in practice focus generally on direct tangible losses having a material monetary
value (Messner, 2007).
Several flood damage assessment models were proposed and are used by different
countries, such as FLEMO in Germany, Damage Scanner in The Netherlands, Multi-
Coloured Manual in the UK, and HAZUSMH in the US. The analysis of the flood risk
relies only on the water depth characteristic in the majority of the models. In this case,
a slight error when measuring the level of water leads accordingly to a considerable
over- or under-estimation of the losses’ costs, especially when the floodwater is shallow
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Table 1.1: Classification of the types of damages caused by the flooding (Messner,
2007).
Measurement
Tangible Intangible
F
o
rm
o
f
d
a
m
a
g
e Direct
Physical damage to assets: - Loss of life
- buildings - Health effects
- Contents - Loss of ecological goods
- Infrastructure
Indirect
- Loss of industrial production - Inconvenience of flood recovery
- Traffic disruption - Increased vulnerability
- Emergency costs
(Messner, 2007). Some models, however, include also the flow velocity and the duration
of the inundation to reduce the uncertainty in the assessment of the damages (Jongman
et al., 2012). In the same context, Merz et al. (2004) confirmed that the water depth
information alone is indeed insufficient to estimate the damages registered by flooded
properties. The monetary losses sustained by 4000 buildings following a number of
flood events in Germany, and recorded in a database, were used to see to what extent
parameters like the water depth and the building use (household, garage, factory...)
can predict the amount of damage. The entries in this flood damage database were
collected after a physical survey of the affected properties was conducted by the insur-
ance companies involved in the claim process. In the same study, a further distinction
between the affected buildings according to the construction materials used is suspected
to lead to a better assessment of the monetary value of the damage. Following the lat-
ter rationale, McGrath et al. (2016) presented an interactive flood damage assessment
tool which receives as input multiple building features such as the number of storeys
in the structure, its type (residential, commercial, industrial...), and the year it was
built, to first evaluate the building price. Then, the damage costs for each building are
calculated, using ad hoc damage functions which take into account the flood level, as
a percentage of the appraised property value.
1.3. Objectives 6
1.3 Objectives
The principal flood parameters to derive, either on the ground or from remotely-sensed
data, are its extent, representing the area flooded, and its depth. But, there are other
features which can be equally important in certain situations. For example, depending
on the building material exposed to floodwater, the longer the duration of the disaster,
the more serious the damages sustained. Similarly, when the flood hits agricultural
crops during the harvest season, the losses are normally expected to be more sub-
stantial. Nevertheless, in an operational context, information about flooded buildings
might be unavailable, and in situ surveys are normally slow and expensive. In fact,
physical surveys of 2000 properties, carried out to collect data about the land use,
were estimated to take 3 to 6 person-month (Messner, 2007). Moreover, even though
a SAR constellation like COSMO-SkyMed has a 12 hour repeat interval, its temporal
resolution constrains the accurate tracking of the progress of the flood in an emergency
situation. The crucial role of the water depth information during the assessment of
the flood damages has already been discussed in the previous section. As for the flood
extent maps derived from SAR images, besides showing the areas susceptible to be
flooded in the future, they were also used in Matgen et al. (2004) to calibrate hydraulic
models.
The automated mapping of the extent of the inundation is vital when the satellite data
is acquired systematically and the quantity downloaded daily is huge, as is the case with
the Sentinel-1 mission (Westerhoff et al., 2013). Furthermore, a rapid automated near
real-time system is the perfect alternative to the usual flood mapping done manually
(Herrera-Cruz and Koudogbo, 2009), in order to reduce the delay introduced in the
operational relief efforts by the delineation of the water extent, to improve the ”speed
of mapping / accuracy” ratio, and to eliminate the subjectivity related to human-
made inundation maps (Martinis et al., 2009). The current project aspires to deliver
an application that helps to reduce the delay between the moment the flooded SAR
image becomes available and the diffusion of the flood map to the civil protection
authorities and the decision makers to react quickly to the disaster with instantaneous
rescue operations. This objective is achieved with a fully-automated flood detection
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process that maps rapidly the extent of the flood. In this thesis, a strong emphasis is
thereby placed on performing the flood mapping from SAR images without requiring an
input from the user in order to tackle the gap found in most methods in the literature
regarding the lack of automation. In fact, the literature review of SAR flood mapping
techniques revealed that the human operator is often involved in the process to set one
or multiple thresholds manually, which slows down the delineation of the inundation
since the values to adjust subjectively change according to the dataset and the flood
event. On the contrary, the automation of the algorithm proposed during this PhD
allows it to be employed in near real-time when an overview of the affected areas
becomes essential.
The developed application should also be able to give an estimation of the flood
level semi-automatically and locally near an inundated structure from the SAR im-
age. Ideally, a suitable flood mapping method would be independent of ancillary data
and ground truths, which could be unavailable in operational modes. However, opti-
cal (Sentinel-2) and high spatial resolution elevation data (Digital Elevation Models,
DEMs), if accessible for free, can prove beneficial to facilitate the process. Furthermore,
global digital elevation models available at no charge like the 30 m-resolution one from
the Shuttle Radar Topography Mission (SRTM), or even for a relatively inexpensive
fee like the 12 m-resolution WorldDEM captured by TanDEM-X, will also be helpful
during the preprocessing of the SAR images.
Warning systems can be put in place to ensure the safety of people living on the flood-
plain by starting to evacuate the zones exposed to the flood hazard before the situation
had worsened. Such a flood forecasting service relies on models that get their data from
a continuous monitoring of the rivers levels and their flow rates, and from the output of
weather forecasting radars. Slow river flooding is naturally easier to predict and to react
to, than a typically sudden flash flood that occurs in Mediterranean countries (Messner,
2007). But, the extent and depth information extracted from flooded SAR images in
the following chapters of this thesis is intended to be used post-disaster, whereas any
forecasting of future flood events is beyond the scope of the current project.
In summary the main objectives of this project, which will be discussed in more detail
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in the next section, are:
1. The development of an algorithm to semi-automatically and efficiently estimate
the water depth around flooded buildings from SAR images.
2. Proposing a fully-automated process for the mapping of the flood extent from
SAR images, which is capable of running in near real-time and thereby aims to
accurately identify inundated areas in a minimum of time.
3. The implementation of a web-based tool that integrate the previous two meth-
ods into the same application. The human operator can then easily run these
algorithms and interact with and visualize the results via this software.
1.4 Novelty
This project’s principal goal was to develop a software that brings together novel meth-
ods, proposed during this PhD, for performing the flood mapping promptly and au-
tomatically in operational conditions. The idea was thereby to extract, with little or
no human intervention, the extent and depth flood features from SAR images. All
the stakeholders from the authorities involved in the implementation of the flood risk
management strategy to the people living in flood-prone areas can benefit from the
valuable information provided by flood maps. Moreover, it is even more important if
the flood map is produced automatically and rapidly for the emergency responders to
come to the assistance of inundation victims as quickly as possible.
In summary, the research carried out during this PhD contributed to the topic of flood
mapping on SAR images with the following novel aspects:
1.4.1 Semi-automated estimation of the local flood depth on SAR
images
The local flood depth in the vicinity of an inundated building was evaluated semi-
automatically from a pair of SAR images using a novel method, based on Genetic
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Algorithms and on the inversion of an existing electromagnetic model, which is de-
scribed in Chapter 5 of this thesis and in one of the author’s publications listed in
Section 1.5 below (Benoudjit and Guida, 2017). The electromagnetic model already
used in the literature to work out the height of a parallelepiped-shaped building from
the intensity of its double-bounce backscattering coefficient on the SAR image, was
again inverted. In this thesis, the problem is however approached from the opposite
direction to reduce the level of supervision. In this case, the known variable is the
building’s height which can be easily worked out from the building’s footprint on the
LiDAR (Light Detection and Ranging) DEM, whereas the parameter to be determined
is the double-bounce contribution. Once the building’s double-bounce contribution is
extracted from the pre-flood SAR image with Genetic Algorithms, the inversion of the
electromagnetic backscattering model to calculate the building’s heights in flooded and
unflooded conditions, and the estimation of the local flood depth are very straight-
forward. The estimated local flood depth was found to be under a metre on average
near the building studied in this thesis, considering that it took only a few seconds
to calculate it and that all that is required of the user is to determine the structure’s
corners.
1.4.2 Fully automated mapping of the flood extent on SAR images
using a supervised classifier
As explained in Chapter 5 of this thesis and in the author’s publications shown in
Section 1.5 below (Benoudjit and Guida, 2018, 2019), the novel flood extent mapping
method implemented during this PhD is based on a supervised classifier trained on
pixel samples selected in an automated way from a reference pre-event SAR image
with the support of an optical Sentinel-2 image acquired in similarly dry conditions.
This process targets to expand the relatively limited literature available on operational
flood mapping with SAR images, and operates therefore independently of user’s input.
The latter optical image comes initially into play to programmatically derive a 10 m-
resolution permanent water mask by thresholding a water index calculated beforehand,
and which, when overlaid on the pre-flood SAR image, permits to build a training
dataset of water and non-water pixels. After the classification of the flooded SAR
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image, graph cuts are employed as a post-processing to improve the accuracy of the
obtained flood map. The resulting flood map is validated against a ground truth
by calculating a number of accuracy metrics frequently used by the remote sensing
community. The flood mapping method was tested on SAR datasets taken by satellites
operating in C-band and X-band frequencies, and realized satisfying accuracy figures in
terms of the overall agreement with the ground truths, considering the challenges faced
by the classification in urban areas for example. In fact, the accuracies were above 90%
and around 77% for the latter two datasets, respectively. Furthermore, the flood maps
were produced automatically and in a few minutes only, including the preprocessing,
to meet the strict requirements of emergency responders.
1.4.3 Flood mapping web application
The previous two novel methods were integrated in a web application which serves as
an interface for the operator to run these two algorithms. This web tool was developed
in Python and mainly with Django web framework, but makes also use of other third-
party libraries for reading/writing geospatial images (Rasterio), for the preprocessing
of the SAR images (Snappy), and for the classification of the flood map (Scikit-learn),
among others. The inundation extent map produced can be displayed to the operator,
superimposed on a satellite map provided by Mapbox, to give a spatial context of the
affected areas and to show the type of land cover existing there. Similarly, the local
flood depth estimate is shown to the user via this application, as well as the accuracy
results obtained after validation of the flood map.
1.5 Research outputs
Below is a list of the papers published throughout this project:
1. Conference paper: A. Benoudjit and R. Guida, ”Semi-automated estimation of
the local flood depth on SAR images,” 2017 IEEE 3rd International Forum on
Research and Technologies for Society and Industry (RTSI), Modena, September
2017.
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2. Conference paper: A. Benoudjit and R. Guida, ”A Web Application for the Auto-
matic Mapping of the Flood Extent on SAR Images,” 2018 IEEE 4th International
Forum on Research and Technology for Society and Industry (RTSI), Palermo,
September 2018.
3. Journal paper: A. Benoudjit and R. Guida, ”A Novel Fully Automated Mapping
of the Flood Extent on SAR Images Using a Supervised Classifier.” Remote Sens.
April 2019, 11, 779.
1.6 Thesis structure
The thesis is structured into the following chapters:
Chapter 2 briefly defines the major causes of flooding as well as its devastating human
and financial losses. The negative effects it has on people’s lives and the economy are
particularly investigated. Furthermore, it also describes two main strategies to follow
in order to alleviate the potential flood damages.
Chapter 3 serves as an introductory chapter to the basic principles of SAR instruments,
where the properties of SAR satellites in general are examined. Then, it focuses on the
main types of reflectors that can be encountered in the real world, how the radar energy
interacts with the various land cover classes, and how the SAR sensor perceives them.
Furthermore, the peculiar characteristics of SAR images that make their interpretation
harder are finally covered.
Chapter 4 reviews the work done in the literature of flood mapping from SAR images,
and explores notably the techniques used in other studies to evaluate the flood depth
and to determine its extent. The preprocessing operations commonly applied on SAR
images, as well as the post-processing refinement methods, are also mentioned in this
same chapter. Moreover, the urban backscatter model presented in Franceschetti et al.
(2002) and used later on during the estimation of the local flood depth, was explained
at this stage of the thesis.
Chapter 5 introduces a method proposed to semi-automatically estimate the depth of
the floodwater near a parallelepiped-shaped urban structure, by relying on Genetic
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Algorithms and on the previous electromagnetic equation that models the radar return
from such a building as a function of its physical and dielectric parameters. This
chapter proceeds to analyse the automated process suggested to map the extent of the
flooding from a pair of SAR images based on a supervised classifier. The theory behind
the techniques that form an integral part of the latter methodology are studied at this
point.
Chapter 6 gives more details about the developed flood monitoring web application and
the libraries used to implement it. This application integrates the previous two depth
and extent mapping algorithms into the same interactive program. Afterwards, the
results obtained when each method was tested on SAR datasets showing actual flood
events, are discussed. The two processes were assessed first by calculating accuracy
metrics relatively to the available ground truths, then by measuring the computation
time of each operation.
In the concluding chapter, the thesis closes with a few comments about the proposed
flood depth estimation and extent mapping algorithms, the strengths and weaknesses
identified, and possible ways to improve these two methods in the future.
Chapter 2
Flood
Inundations leave devastating damages, and the government ends up spending vast
amounts of taxpayers’ money to recover from these catastrophes. For instance, the
floods in the winter of 2015 to 2016 in northern England cost overall £1.6 billion
(Harding et al., 2018), while the southern part of the country suffered losses worth
£1.3 billion in winter 2013 to 2014 following heavy rainfall (Chatterton et al., 2016).
Flooding is generally a naturally occurring phenomenon provoked by heavy rains, al-
though unsystematic or chaotic urban development tends to exacerbate the damages,
besides the climate change threat which is likely to increase the occurrences of this
disaster. A proactive approach to flood management consists in building flood defences
to protect the communities, and in designing resilient houses and infrastructure. Man-
made materials cannot soak up as much flood water as naturally permeable surfaces.
In this context, green infrastructure is gaining in popularity as a solution to mitigate
the flooding, particularly in urban areas. Moreover, embankments have for a long time
been constructed to safeguard settlements from swollen rivers bursting their banks due
to intense precipitation. This chapter discusses in more detail the causes and conse-
quences of floods and lists a few structural and non-structural measures to reduce the
losses.
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2.1 Definition of flooding
An area is considered flooded when it is unusually submerged by water (Commission,
2007). Floods can be divided into two main classes according to the source of flood-
water. Coastal flooding is when the sea level rises to the point of inundating the land
along the coast. The second type called inland flooding results either from a river
that has burst its banks and overflowed the floodplain (River flooding), or from heavy
rainfall spanning over a few hours that saturates the urban drainage system (Surface
water flooding) (Le Polain de Waroux, 2011).
2.2 Causes of flooding
Hasty and unregulated urban planning is often preceded by a massive deforestation and
a disruption of the hydrological processes, both of which constitute the main human-
induced causes of the consequent inundations. The damages are exacerbated by the
fact that asphalt and concrete being generally impenetrable materials, tend to absorb
less water than the natural soil and trees. Furthermore, following periods of heavy
rainfall, an old or outdated urban drainage system can rapidly become overwhelmed by
the water runoff. Urban areas register more substantial losses since cities are densely-
populated and are normally homes to important infrastructures and facilities (Svetlana
et al., 2015).
The flood risk can be especially increased by human factors like the interference in the
drainage basins, changes to the coastal geomorphology (Bush et al., 2001), and the
modification of the natural environment in general, which are carried out generally for
developmental purposes. In poor countries, people are driven to build settlements on
the floodplain thanks to the easy access to water, to facilitate waste disposal, and also
because the land is usually more arable there (Svetlana et al., 2015).
Among the principal natural causes of coastal floods are tsunamis and tides, themselves
consequences of earthquakes and the gravitational forces from the sun and the moon,
respectively. As for the inland flooding, it can occur following heavy rainfall, the
melting of glaciers and ice sheets, or after the failure of dams which can have tragic
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consequences as was the case in China in 1975 when the Banqiao and Shimantan Dams
broke (Le Polain de Waroux, 2011).
2.3 Impact of flooding
Flood has been the most common natural disaster globally in the last two decades with
43% of the occurrences (Wallemacq et al., 2018). According to the same source, it also
impacted over 2 billion people in the same period, and forced more than 8 million in 2017
to leave their homes. Both figures are more than any other disaster. Poorer countries
suffer the most from the flooding particularly in terms of human losses. Vulnerable areas
in developing countries are often ill-prepared to face the disaster, and fail to report the
damages registered accurately. This means that the losses are often underestimated
and are in reality worse than what has been recorded. The death toll from floods has
decreased considerably in advanced European countries in the last few years. Western
Europe (France, Germany, and the United Kingdom) for instance registers 10 to 15
deaths yearly, compared to the hundred of casualties caused by a dam collapse in the
South of France in 1959, or the thousands loss of life in the Netherlands and the United
Kingdom after the North Sea flood of 1953 (Vinet, 2017). The majority of flood victims
(two-thirds) die actually by drowning in floodwater (Vinet, 2017). The consequences
are on the other hand more dramatic in poorer countries. Flooding can be particularly
damaging to the agriculture, by being largely responsible of destroying crops and by
posing a serious threat to the safety of livestock according to the United Nations’ Food
and Agriculture Organization (FAO). This can have devastating consequences on the
population ranging from food shortages to famines (Wallemacq et al., 2018). On the
long term, flooding affects people’s health both physically and mentally. Among the
physical health issues reported a few months after the disaster are chronic diseases like
asthma and heart attacks. An increase in the instances of mental illnesses was also
observed among the flood victims especially Post Traumatic Stress Disorder (PTSD),
depression, and developing suicidal thoughts (Zhong et al., 2018).
Flooding is behind one third of the economic losses induced by natural disasters in
Europe. Moreover, an increase in the number of occurrences of floods was recorded
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recently, and the total economic damages due to weather-related catastrophes surged
from 9 billion euros in the 1980s to 13 billion euros in the 2000s in the European
continent alone (Albano et al., 2018). Globally, the annual financial cost of the flooding
rose dramatically from US$7 billion in the eighties to US$24 billion in the first decade
of the new millennium (GFDRR, 2014). Flooding impacts the economy indirectly too
by leading to a fall in the productivity, delays or cancelling of public transportations, by
disturbing the traffic, and can particularly overwhelm the healthcare system (Albano
et al., 2018).
The climate change contributes to the upward trend in the occurrence and the intensity
of flooding, because of the facility of hot air to hold more water vapour as expressed
by the Clausius-Clapeyron equation (Trenberth, 2011). It should be kept in mind how-
ever that the recent increasing tendency in the number of natural disasters reported
in general can be merely due to the rise in the attention given to these catastrophes
by the authorities and the media (Wallemacq et al., 2018). Meanwhile, the interna-
tional community is working together to limit gas emissions and put a cap on Earth’s
temperature increase at below 2°C above pre-industrial levels, according to the Paris
agreement signed by almost 200 countries in 2016 (Paris Agreement, 2015).
2.3.1 In the UK
Large sums of money are lost each year in the UK because of inundations. In fact, the
economic losses were estimated at £1 billion worth of damages a year. The financial bur-
den caused by the inundation to private properties is particularly considerable ranging
from the damages suffered to the decrease in the prices of houses located in flood-prone
areas. Moreover, the human risk also increases as 5 millions people in the UK live in
vulnerable areas. The need for preparedness by building resilient communities is vital
especially since flood is a cyclic natural disaster, and humans although responsible to
a certain extent, cannot prevent it from happening (McNulty and Rennick, 2013).
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2.4 Flood risk management
Inundations are natural and cyclic phenomena, even though the human factor worsens
the damage incurred. Communities inhabiting flood-prone areas have therefore to take
their responsibilities and learn to live with the flooding, in order to be better prepared
when it strikes. As for the relevant authorities, the recent tendency is to try to mitigate
and manage the flood risk and respond appropriately, instead of aiming to prevent
it altogether (Albano et al., 2018). Flood risk management measures as defined by
UNISDR (2009) are divided into two categories, structural and non-structural measures.
2.4.1 Structural measures
Structural measures are the traditional precautions taken by the stakeholders with the
aim of alleviating or preventing altogether the risk of flooding by building dams, river
embankments, flood defences that protect the structures and settlements, as well as
the emergency shelters provided during or after the disaster.
2.4.2 Non-structural measures
Non-structural measures, instead of modifying the landscape, focus on enforcing laws
and policies related to building regulations, besides relocating people living on the
floodplain prior to the disaster. Also included in non-structural measures are flood
forecasting and warning systems.
2.5 Conclusion
The figures highlighted above show that the monitoring of the propagation of the flood-
ing is of an utmost importance, both to avoid human casualties and to alleviate the
damage to private property and public infrastructure. Most of the time, the inun-
dation also perturbs and even completely interrupts business and economic activities.
The flooding can potentially present a human health risk when the drinking water is
contaminated after the situation has turned critical.
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The next chapter presents SAR sensors, which proved capable of capturing remotely-
sensed data despite the cloudy conditions prevalent during the flooding, and regardless
of the time of the day the images were acquired on (day or night). Significant achieve-
ments were accomplished recently in the area of flood mapping with SAR instruments
due to the fine spatial resolution of the sensors. SAR has found various other appli-
cations notably in the estimation of soil moisture and forest biomass, the monitoring
of sea ice which is shrinking due to climate change, and the assessment of earthquakes
damages (Moreira et al., 2013).
Chapter 3
Synthetic Aperture Radar (SAR)
This chapter introduces SAR sensors and related fundamental concepts used through-
out the rest of the thesis to discriminate the flooded areas from the rest of the pixels
on SAR imagery. For instance, inundated areas, and water in general, can be easily
discerned in most cases thanks to their low radar return. This chapter also covers the
properties of SAR sensors (radar frequency, spatial resolution, acquisition modes...),
and the way the microwave beam interacts with the different types of land cover ac-
cording to radars characteristics. In particular, the quantity of radar energy reflected
back to the sensor was found to be dependent on these instrument’s features besides
the surface roughness and the quantity of moisture in the target’s material. The cur-
rent chapter also shows the geometric distortions radar data suffers from due to the
side-looking set-up of the system, and the challenges that the interpretation of such
images presents. Moreover, other difficulties arise from the speckle noise inherent to
radar imagery.
3.1 Types of sensors
There are two types of sensors according to their source of illumination. In other
words, it all depends on whether the instrument uses its own energy to illuminate
the target (active sensor), or it only captures natural radiations either coming directly
from the Earth (thermal emission) or from the sunlight reflected against it (passive
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sensor). In the following subsections, examples of passive optical sensors (Sentinel-2)
and active ones (SAR satellites like Sentinel-1 and TerraSAR-X, and airborne LiDAR)
are also presented. Products acquired by these sensors in particular will be used in the
subsequent chapters to test the flood mapping techniques implemented.
3.1.1 Passive sensors
Passive sensors generally rely on the sun illumination to generate the energy radiated
from the ground, and are in this case operational only during the day like space-borne
optical missions (Landsat and Sentinel-2). A few exceptions to the latter rule are
thermal radiometers which can measure the heat emitted from Earth’s surface even at
night, and microwave radiometers which also work in all weather conditions. Examples
of passive sensors include optical multispectral and hyperspectral instruments, and
radiometers that conduct measurements of the radiations from a source in a specific
region of the spectrum, generally in the visible, the near-infrared, or the microwave.
The Sentinel-2 mission currently in orbit is one example of a passive optical sensor.
3.1.1.1 Sentinel-2
Sentinel-2 is one of the satellite missions of the Copernicus Programme, which is itself an
Earth observation and environmental monitoring initiative supported by the European
Union (EU) and developed by ESA. Sentinel-2 records images in the visible and infrared
regions of the spectrum to produce 13-band multispectral acquisitions of the Earth.
Depending on the band, the spatial resolution can be of 60 m, 20 m, or 10 m for the
visible and near-infrared bands. The Sentinel-2 mission consists of a constellation of
two satellites (Sentinel-2A and Sentinel-2B) launched in 2015 and 2017 respectively, and
orbiting the Earth 180° from one another to minimize the revisit time. In fact, the revisit
frequency was decreased to 5 days at the Equator, and a shorter revisit time at the
poles, after the second satellite of the constellation has started transmitting data to the
ground. This optical sensor is capable of capturing 270 km wide swath images, which
are larger than those acquired by Landsat satellites. Sentinel-2 products are distributed
for free online on the Sentinel Hub, with the ones captured by other satellites launched
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in the same programme (Sentinel-1, Sentinel-3, and Sentinel-5P). These optical images
are available either as Level-2A bottom-of-atmosphere reflectances, or as Level-1C top-
of-atmosphere images that must go through an atmospheric correction before being
processed.
3.1.2 Active sensors
An active sensor, in contrast to a passive one, transmits its own energy to illuminate
the target and records the wave echoed back from each object to its antenna. These
instruments can therefore work independently of the sun light. A well-known exam-
ple of an active sensor are microwave radars, who distinguish themselves from passive
sensors by being able to penetrate Earth’s atmosphere, clouds, and rain, thanks to
their long wavelength that varies between 1 mm and 1 m corresponding to a frequency
between 300 MHz and 300 GHz. The relatively long wavelength that characterises
radars, and SAR (e.g. Sentinel-1, TerraSAR-X) in particular, normally allows them
to collect the backscattered data from the ground even in cloudy conditions during a
flooding. However, the X-band radar pulse from COSMO-SkyMed, with its wavelength
of approximately 3 cm, was found to be attenuated by the precipitation (Pulvirenti
et al., 2014). LiDAR is another type of active sensor that measures distances of sur-
faces/targets from the sensor by counting the time the emitted light takes to be reflected
back from the target/surface to the antenna. LiDAR however works with shorter visible
and near-infrared wavelengths.
3.1.2.1 LiDAR
LiDAR is an active sensor like SAR but uses laser light instead of the microwave energy
to illuminate the ground and collect information related to its elevation. Thousands
of laser pulses per second are emitted in the direction of the Earth’s surface from a
LiDAR instrument mounted on an aircraft to measure the height of terrain features at
centimetric accuracy. The LiDAR energy is even capable of penetrating a forest canopy
and reaching the soil below it as long as the light can go through gaps in the vegetation.
Topographic imaging LiDARs operate in the near-infrared part of the electromagnetic
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spectrum over land, and with a green laser light for bathymetric applications (Campbell
and Wynne, 2011).
3.2 Microwave
Microwave offers a different perception of the Earth’s surface compared to sensors oper-
ating in the visible and infrared parts of the spectrum. Thanks to their long wavelength,
microwave sensors are able to penetrate clouds and sometimes even vegetation canopies
to collect information about the terrain underneath forests. On the other hand, these
instruments can gather information about many physical properties like the surface
roughness and the moisture content for instance (Ulaby et al., 2014). Radars are one
type of active microwave sensors.
3.3 Synthetic Aperture Radar
The SAR instrument is an imaging radar which illuminates the ground with microwave
pulses transmitted by its own antenna, and receives the echoed energy reflected back
from the target to the sensor, called the backscatter. SAR synthesizes a long antenna
by gathering the returned electromagnetic energy from targets on the ground as the
carrying aircraft or satellite travels along its route. This type of sensor manages thereby
to capture higher-resolution imagery of the ground from which the observed objects can
be easily distinguished (Ozdemir, 2012).
SAR’s main user in the past had usually been the military to carry out tasks related
to tracking and gathering intelligence about the enemy. Nevertheless, thanks to the
availability of civilian SAR sensors, this technology started being studied in the last
few decades by researchers, and it found a multitude of applications spanning from
archaeology, precision farming, the detection and the monitoring of sea ice, to disaster
management and the assessment of damages caused by floods which is the topic of this
thesis (Ozdemir, 2012).
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3.4 Products derived from SAR images
SAR products can reach a high spatial resolution while the sensor is operating indepen-
dently of the sunlight and the weather conditions, in contrast to optical ones (Ozdemir,
2012). Moreover, besides the amplitude of the backscattered complex signal, SAR also
captures the phase information which proved useful in interferometric techniques to
measure the ground deformations caused by earthquakes (Lee et al., 2017) and land-
slides (Raspini et al., 2015).
DEMs represent the topography of the Earth’s surface digitally. A DEM is usually
distributed as a raster, where each pixel value corresponds to the height of the area of
land covered. They find their application in many fields such as hydrological modelling,
the orthorectification of both optical and SAR images, and the prediction of flood and
erosion risks, among many others. The Digital Terrain Model (DTM) can be derived
from the DEM by stripping the latter from vegetation and buildings to keep only a
representation of the bare landscape. The original DEM including the features present
on the Earth’s surface is called a Digital Surface Model (DSM) (Wood, 2008).
The phase information captured by SAR can be employed in this regard to infer the
target’s elevation (mountain, vegetation, or building) using interferometry techniques
(Weissgerber et al., 2017). Based on the Interferometric Synthetic Aperture Radar
(InSAR) principle, SRTM included two radars (C-band and X-band) onboard to cap-
ture in a single pass two images processed into a 1 arc-second resolution (30 m) DEM
available globally. Similarly, TanDEM-X joined in orbit its twin X-band SAR satellite,
TerraSAR-X, in a close formation to produce a finer DEM (WorldDEM) in 2014, which
has a horizontal spatial resolution of 12 m and is available worldwide. Following the
same technique, DEMs can also be extracted from a pair of stereoscopic optical images
taken from two different positions. In ocean monitoring and weather forecasting appli-
cations, the sea surface height was measured in the Ku-band by the coarse-resolution
Synthetic Aperture Radar ALtimeter (SRAL) onboard ESA’s Sentinel-3 mission. As
for higher-resolution DEMs, they are usually generated by interpolating the point cloud
elevation data recorded by airborne LiDAR.
3.5. Properties of SAR sensors 24
3.5 Properties of SAR sensors
With the growing number of SAR satellite missions orbiting around the Earth in re-
cent years, a robust flood detection algorithm that works on multi-frequency data and
independently of the incident angle and the polarization is vital to process images ac-
quired by a variety of sensors in different configurations. The availability of various
SAR sensors increases the chances of monitoring unforeseen flash floods where the wa-
ter tends to recede promptly. Furthermore, when several swaths are joined together,
it is possible to track the evolution of large-scale floodings (Boni et al., 2015). But
despite the availability of various types of data, certain configurations result in more
accurate flood mapping than others. For example, HH-polarization provides the best
discrimination between water and land, and is thus the preferred polarization to use
for flood detection (Henry et al., 2006). Besides, the mapping of the flood in urban
areas requires a fine spatial resolution, which depends itself on the acquisition mode.
Finally, the capacity to access the inundated areas in a timely manner is essential to
ensure that the acquisition date of the SAR image is as close as possible to the flood
peak.
3.5.1 Incidence angle
The incidence angle (θ) is defined as the angle between the emitted radar beam and
the local normal to the surface in which the incident electromagnetic (EM) wave and
the reflected one both lay. Incidentally, the radar energy hits the Earth’s surface at a
point called the point of incidence. The angle between the satellite nadir and where its
antenna is pointing is called the look angle (Figure 3.1).
3.5.2 Frequency
The microwave spectrum was divided into multiple frequency bands, each one of them
identified by a letter. SAR satellites currently in orbit operate in a single frequency
band; TerraSAR-X and COSMO-SkyMed in X-band, Sentinel-1 and Radarsat-2 in C-
band, and PALSAR-2 in L-band. The different radar frequencies commonly used in
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Figure 3.1: Incident angle and look angle (Lillesand et al., 2008).
SAR sensors are shown in Table 3.1 with the corresponding wavelengths. The fre-
quency of the SAR sensor determines the remote sensing application and the kind of
information that can be extracted from its products (Campbell and Wynne, 2011).
It has been proven in Voormansik et al. (2014) that even X-band sensors with their
relatively small wavelength can ensure an accurate flood mapping under sparse vege-
tation canopies, at least during the leaf-off season. In the same study, L-band sensors,
although being the best with respect to canopy penetration (i.e. detecting the flood
Table 3.1: Commonly-used SAR frequency bands and their wavelengths (Campbell and
Wynne, 2011).
Band Wavelength
P-band 77 - 107 cm
L-band 15 - 30 cm
S-band 7.5 - 15 cm
C-band 3.75 - 7.5 cm
X-band 2.40 - 3.75 cm
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under vegetation canopies), were found to be quite inaccurate in the flood extent map-
ping. This is due to the fact that sown soil is approximately as smooth as calm open
water relatively to L-band’s long wavelength, which makes these two types of land
cover appear similarly dark in PALSAR images. Consequently, a relatively smooth
soil has greater chances to be misclassified as water (i.e. increasing false-alarms) with
L-band sensors, than with shorter-wavelength sensors. Figure 3.2 illustrates how the
radar beam has varying degrees of penetration according to its wavelength. To explain
this phenomenon on actual SAR images, in Figure 3.3, the same area is perceived dif-
ferently by a short-wavelength sensor compared to a long-wavelength one. Ultimately,
C-band sensors, thanks to their medium wavelength, reach a good compromise between
flood mapping and canopy penetration. It has to be mentioned that with the help of
multi-frequency data, the flood extent could be delineated more precisely by avoiding
difficulties to interpret complex backscatter variations in certain types of land cover
(Boni et al., 2015).
Figure 3.2: Penetration depths of X-band, C-band and L-band frequencies in a vegeta-
tion canopy, a dry soil, and a dry snow and ice (Podest, 2017).
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Figure 3.3: Different depths of penetration in a vegetation canopy with a long (P-band)
and a short (X-band) radar wavelength (Campbell and Wynne, 2011). The two SAR
magnitude images were taken in Colombia in 2006 by Fugro EarthData’s GEOSAR
airborne sensors (Shaffer, 2008). The X-band energy stops at the top layer of the
vegetation, while P-band could penetrate the canopy completely to reach the ground
(darker areas on the right).
3.5.3 Spatial resolution
The spatial resolution measures the capacity of sensors in general, and SAR in par-
ticular, to resolve targets on the ground. The higher the resolution, the finer are the
details on the produced SAR image. The resolution of SAR images is given in two
directions. The along-track (azimuth) resolution as the name implies is the resolution
along the flight direction, and the across-track (range) resolution is perpendicular to
the latter. X-band sensors currently in orbit (TerraSAR-X and COSMO-SkyMed) pro-
vide the highest spatial resolution among all SAR sensors (Voormansik et al., 2014).
COSMO-SkyMed reaches a spatial resolution of 1 m in the SpotLight mode used for
civilian applications, while TerraSAR-x is capable of achieving up to 25 cm spatial res-
olution in the Staring SpotLight mode. With these resolutions, flood could be detected
even in complex scenarios such as urban settlements where streets are relatively narrow
(Mason et al., 2014).
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3.5.4 Acquisition modes
The spatial resolution of the SAR image depends on the acquisition mode, and is
generally inversely proportional to the size of the swath captured. In the Spotlight
mode for instance (Figure 3.4-a), the radar’s antenna constantly points at the same
relatively small patch as the sensor moves around, achieving a fine resolution. In the
Stripmap mode (Figure 3.4-b) however, the fixed antenna follows the radar’s trajectory
by illuminating the strip of land parallel to the flight direction. The last mode, ScanSAR
(Figure 3.4-c), aims to ensure a larger coverage of the area of interest, though with a
coarse geometric resolution, by switching each time to a different sub-swath (Ozdemir,
2012).
(a) (b)
(c)
Figure 3.4: SAR acquisition modes (a) Stripmap mode (b) Spotlight mode (c) ScanSAR
mode (Ozdemir, 2012).
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3.5.5 Revisit time
Satellites such as TerraSAR-X need to be tasked to image a region of interest. Unfortu-
nately, in a flood situation the delay between the tasking and the effective acquisition
could be so long that the flood has retreated when the radar image is captured, and
thus the peak of the inundation would be missed. Moreover, a short-lasting flash flood
could recede before the SAR image has effectively been taken and would be missed,
knowing that the TerraSAR-X satellite needs at least 2.5 days to access the requested
site (Herrera-Cruz and Koudogbo, 2009). In this particular case, the automated ac-
quisition mode of the Sentinel-1 constellation would be of great help. In contrast, the
constellation formed by the four identical satellites of COSMO-SkyMed provides a re-
visit time of 7 hours on average at a latitude of 40°(E-GEOS, 2010). The exploitation of
the time series delivered by COSMO-SkyMed could enable the monitoring of the pro-
gression of the flood, thanks to the short revisit-time of this constellation (Pulvirenti
et al., 2011b). However, this same constellation has a response time of 24 to 48 hours
after being tasked (E-GEOS, 2010), which should be considered when calculating the
flood mapping time as it is the most time-consuming step of this process (IWG-SEM,
2018). The data delivery and the map production times are also included as shown in
Equation 3.1 (IWG-SEM, 2018).
timeMapping = timeTasking + timeData delivery + timeMap production (3.1)
3.6 Examples of satellite SAR sensors
Seasat, launched in 1978 by the National Aeronautics and Space Administration (NASA),
was the first satellite used for civilian applications to carry onboard a SAR sensor. This
mission had as an objective to monitor the ocean, but it was unfortunately short-lived
due to a technical failure on the same year it was launched (Ozdemir, 2012). After
this mission, many other SAR sensors from other countries were launched including
ESA’s ERS-1 and ERS-2 missions in 1991 and 1995 respectively, which contained radar
sensors in their payloads.
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More recently, many countries launched their Earth-observation SAR satellites allow-
ing higher-resolution acquisitions in the spotlight mode. These SAR sensors operate
in different frequency bands to serve a variety of applications ranging from agricul-
ture and urban mapping to disaster management and maritime surveillance. The short
wavelength X-band sensor carried aboard TerraSAR-X and CosmoSkyMed provides the
finest resolution in the market up to now. TerraSAR-X is a commercial X-band SAR
satellite launched in 2007 to meet the requirements of both the scientific community
and the defence industry. In 2010, TerraSAR-X was joined in orbit by its twin satellite
TanDEM-X. The constellation flies in a close formation to generate a global DEM. Cos-
moSkyMed consists of a constellation of four satellites used for civilian and military
applications that ensures a revisit time of 12 hours. The four satellites of the con-
stellation were launched into orbit between 2007 and 2010. The Canadian Radarsat-2,
launched by the end of 2007, operates in the medium wavelength C-band frequency and
manages to achieve a metric resolution. The first British satellite SAR sensor is the
low-cost NovaSAR-1 delivered into orbit in September 2018, and is primarily targeted
at maritime observation. NovaSAR-1 operates in the S-band to reach a 6 m-resolution
for a swath of 15 to 20 km (Cohen et al., 2017). The SAR sensor with the longest
wavelength is the Japanese L-band PALSAR-2 launched in 2014. The radar energy
from PALSAR-2 is theoretically capable of penetrating forest canopies thanks to its
wavelength. Sentinel-1 is different from the SAR commercial satellites just mentioned
in that its products are available free of any charge, and it acquires images system-
atically without being tasked, except after being requested in emergency situations.
Moreover, the revisit time offered by the constellation of Sentinel-1A and Sentinel-1B
is of 6 days only.
3.6.0.1 Sentinel-1
Sentinel-1 is a constellation of two identical SAR satellites (Sentinel-1A and Sentinel-
1B) launched in April 2014 and April 2016 respectively, in the frame of ESA’s Coper-
nicus Programme. Both satellites acquire data systematically without being tasked in
order to collect a long time series of SAR imagery. Similarly to Sentinel-2 images, the
radar data is available online openly and completely free of any charge on the Sentinel
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Hub. The Sentinel-1 C-band sensor, with its centre frequency of 5.405 GHz, provides
continuity with archived C-band images taken by previous European SAR missions
in the same frequency (ERS and ENVISAT ASAR). The revisit time is 12 days for
each satellite, but is halved to 6 days for the constellation flying 180° apart in tandem.
Sentinel-1 data is principally distributed as Level-1 products either as Single Look Com-
plex (SLC) images taken in the slant-range geometry, or as Ground Range Detected
(GRD) ones which were multilooked and projected to the ground with a resolution of
20 m. The most common acquisition mode is the Interferometric Wide (IW) swath
mode which captures large swaths of 250 km. The C-band instrument can operate
either in a single or a dual polarisation.
3.6.0.2 TerraSAR-X
TerraSAR-X is a German radar satellite launched in June 2007 that carries onboard
an X-band SAR instrument operating at a centre frequency of 9.65 GHz. This mission
provides high-resolution SAR images for both commercial and scientific uses. In fact,
it has reached a milestone in terms of the spatial resolution achieved for civilian appli-
cations. The spatial resolution depends on the acquisition mode, with images collected
in the SpotLight mode for instance having up to 1 m resolution for a swath width of 10
km, while an even higher sub-metric resolution was reached by the Staring SpotLight
mode. Most of the images taken by TerraSAR-X are in the 3 m-resolution StripMap
mode. Coarse resolution products are captured in the ScanSAR mode with an 18.5
m resolution but covering a larger swath of 100 km of width. All the polarisation
modes are supported by TerraSAR-X from the single- and dual-polarization, to quad-
polarisations. Concerning the repeat cycle, TerraSAR-X revisits the same point after
11 days with the capacity to access any area on Earth in a maximum of 2.5 days when
tasked. TerraSAR-X data can be freely ordered for research applications from an online
catalog managed by the DLR, after the research proposal submitted to them has been
accepted. TerraSAR-X’s twin satellite TanDEM-X was sent into orbit in June 2011.
The constellation of these two satellites orbits in a close formation with a baseline of
120 m to 500 m to produce the global Digital Elevation Model WorldDEM.
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3.7 Types of reflectors
Three types of reflectors can be distinguished on SAR imagery according to the geo-
metric configuration of the target, as well as its surface roughness which itself depends
on the radar’s wavelength and incidence angle. These three categories of reflectors are
shown in Figure 3.5 and described in the following subsections.
Figure 3.5: Types of reflectors encountered on radar imagery (Campbell and Wynne,
2011).
3.7.1 Specular reflectors
The specular reflection occurs when the transmitted pulse meets a surface considered
smooth relatively to the radar’s wavelength (λ). In this case, the smooth surface acts
like a mirror by reflecting the incoming energy away from the sensor in the specular
direction, which gives it its dark appearance on the SAR image. Examples of a specular
reflector include calm open-water and dry bare soil.
3.7.2 Diffuse reflectors
A surface which scatters the radar energy in all directions, with parts of it reflected
back to the sensor, is called a diffuse reflector. This kind of reflection happens when
the surface is rough compared to the radar’s wavelength (λ), and can be encountered
in windy seas.
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3.7.3 Dihedral corner reflectors
In the case of two orthogonal planes, the radar energy bounces against the first plane to-
wards the second one, and is reflected back to the sensor resulting in a high backscatter
coefficient, as can be encountered in urban areas (Ulaby et al., 2014).
3.7.4 Trihedral corner reflectors
Trihedral reflectors consist of three mutually orthogonal surfaces, in contrast to dihedral
ones which have only two. A metallic trihedral corner reflector is commonly deployed
on the ground as a calibration target that produces a strong and a priori known radar
return. The calibration tries to make the amplitude of the backscatter consistent with
the physical properties of the observed objects. Trihedrals are in fact more popular
than dihedrals for the calibration of SAR images, because the former is less strict with
its alignment than the latter, in terms of the expected high radar return (Garthwaite
et al., 2015)
3.8 Radar response from different types of land cover
In this section, the radar backscatter from dry and moist soil and vegetation, water
and ice, and urban areas, is explored in more detail. Moreover, the effect of the flood
on the radar return from these kinds of land cover is also examined.
It should be mentioned that even though SARs are supposed to work regardless of
weather conditions, X-band sensors, operating at a high frequency, are not fully ro-
bust to precipitation which has a particular signature on their SAR images (Schiavulli
et al., 2012). Furthermore, images of the Greenland Sea taken by C-band European
Remote Sensing Satellites (ERS-1 and ERS-2) suffered also from the effect of the rain.
Hydrometeors present in the atmosphere (rain, snow, ice...) were found to cause both
an attenuation and a scattering of the microwave signal, and these two effects are more
substantial with increasing SAR frequencies and intense precipitation. The attenua-
tion of the microwave leads to the appearance of dark areas on the SAR image (Alpers
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and Melsheimer, 2004). With this in mind, the sensitivity of X-band instruments to
precipitation, and the broad view offered by satellites, were exploited in Marzano and
Weinman (2008) by inverting a model to retrieve precipitation properties from X-band
SAR images.
3.8.1 Soil
The radar return is strongly influenced by the dielectric constant of the observed mate-
rial (Ulaby et al., 1996). Water has a high dielectric constant, one order of magnitude
larger than other materials found in the nature. Accordingly, an increase in the mois-
ture content of the soil can lead to an increase in the amount of backscatter compared
to a dry suface. Therefore, the soil moisture can be inversely determined from the
radar backscatter measured by SAR sensors using models such as the Integral Equa-
tion Model (IEM) (Fung et al., 1992). The penetration depth of the electromagnetic
wave was also found to be reduced greatly by the soil moisture content. For a long
wavelength L-band radar pulse for instance, the penetration depth decreased from a
scale of meters to centimeters for a moist soil. Following this reasoning, the microwave
radiation emitted by radars have been used to reveal archaeological and geological
features present beneath the sand cover in the Sahara desert (McCauley et al., 1982).
3.8.2 Vegetation
The types of scattering encountered in vegetated areas depend to a large extent on the
size of the radar wavelength and the geometrical properties of the vegetation observed.
Volume scattering stems in general from the particles within a medium. It arises in
different types of land cover, like tree leaves and the ice particles composing the snow.
Surface scattering happens at the layer separating two different media (Ulaby et al.,
2014). It is the type of scattering reflected by the soil surface for instance, and can
be either specular or diffuse depending on the surface roughness, as mentioned in the
previous section.
Surface and volume scattering (Figure 3.6) happen, respectively, at the top layers of the
forest canopy and within a vegetation medium, when the size of the radar wavelength (2
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- 6 cm) is comparable to the elements in the upper part of the tree (leaves, branches...).
In the case of the volume scattering, the radar energy bounces multiple times against
the different tree components situated at the top layer of the canopy, till it is returned
back to the sensor resulting in a bright radar signature. The base of the tree (its trunk)
or even the surface underneath can be reached by longer wavelengths (10 to 30 cm)
capable of penetrating deeply into the forest canopy (Lillesand et al., 2008).
Similarly to the radar response from soil, water content boosts the vegetation’s backscat-
ter by driving its dielectric constant higher. Another factor leading to a bright radar
return in vegetated areas, and relevant to this thesis, is the double-bounce effect in
inundated vegetation (Figure 3.6) between the plants stems or trees trunks and the
flooded soil below them (Hess et al., 1990). Nevertheless, the dependency of the vege-
tation radar backscatter on various parameters, related to the SAR sensor (frequency,
polarization) and the observed plants characteristics (size, texture, morphology), makes
the flood detection task more elaborated, notably if a constant empirical threshold is
to be employed (Martinis et al., 2015b).
Figure 3.6: Types of scattering of the radar energy in a forest (Brisco, 2015).
3.8.3 Water and ice
The specular scattering from calm and smooth bodies of water leads to a very low
or no backscatter. However, more radar energy is returned back to the sensor when
the sea surface is roughened by sea waves and wind. Studies showed particularly that
a sea wave propagating perpendicularly to the radar flight direction appears brighter
than those travelling in the parallel direction (Fu and Holt, 1982). In the context of
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flooding, the majority of automated inundation mapping algorithms concentrate on
totally submerged areas characterised by a low radar return, like water, thanks to the
ease of their retrieval using a thresholding.
Concerning the radar response from ice, several geophysical parameters affect its backscat-
ter, such as its surface roughness, the age of the ice, its temperature, whether a snow
is covering it, as well as many others (Lillesand et al., 2008). The volume scattering,
discussed in the previous section about vegetation’s backscatter, can also occur between
ice particles of dry snow, with the right radar wavelength size (Ulaby et al., 2014).
3.8.4 Urban areas
Built-up environments have a bright appearance in SAR images due primarily to the
double-reflection from rectangular parallelepiped structures such as buildings and set-
tlements. The strength of the signal response depends on the building’s orientation
(aspect) angle, as the backscatter is maximised for buildings having a front wall paral-
lel to the radar flight direction, and drops when the building is rotated by increasing it
aspect angle in the range between 0° and 45° (Brunner et al., 2008; Ferro et al., 2011).
This same phenomenon was also observed with sea waves and row-planted vegetation
(Lillesand et al., 2008).
Normally, water flooding in urban areas leads to a rising backscatter. In fact, it has
been proven that the double bounce between the ground and the building wall yields a
brighter return in the case of a flooded soil compared to the unflooded case, especially
on HH-polarised images (Watanabe et al., 2008). However, similarly to the increase
in backscatter in flooded vegetation, the change in the urban radar return is hard
to appreciate and to accurately measure due to its dependency on many parameters,
where some of them are not a priori known. For example, the presence of strong
metallic reflectors and the backscatter from neighbouring buildings make the urban
flood detection exercise even tougher (Pulvirenti et al., 2015).
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3.9 Challenges of SAR image processing
The difficulties faced during the interpretation of radar images are considered in this
section. Most of these challenges are specific to SAR products. Geometric distortions,
however, exist also in remotely-sensed optical imagery.
3.9.1 Speckle noise
The speckle, intrinsically present as a salt-and-pepper effect on SAR images, leads
to wrongly-classified areas, especially for pixel-based classification methods which are
misled by the noisy nature of these images into producing many false-alarms and false-
detections (Melrose et al., 2012). The speckle noise arises in SAR products when the
backscatter from different neighbouring targets is added up into the same resolution
cell in the image, creating a granular pattern (Reddy, 2006). That is why, SAR images
require a speckle-filtering to reduce the noise prior to any image interpretation.
3.9.2 Geometric distortions
Shadow and layover are caused by the side-looking nature of radars, and exist mainly in
SAR images of urban areas due to tall buildings and in mountains (Mason et al., 2014).
The flood does not affect the backscatter in shadowed areas (Giustarini et al., 2013),
and thus these dark areas might need to be masked out prior to the flood mapping
process to avoid introducing more false-positives.
3.9.2.1 Shadow
Shadow occurs essentially in mountain backslopes facing away from the SAR instru-
ment, and in the areas behind elevated objects in general, which the radar beam cannot
reach (Ulaby et al., 2014). It therefore appears dark on the SAR image since no echo
is reflected back to the sensor. Parameters such as the SAR look angle and the look
direction, besides the topography of the terrain feature illuminated, provoke the radar
shadow. The shadowing effect increases, the steeper the slope is, and also as the look
angle grows from the near range to the far range (Lillesand et al., 2008).
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3.9.2.2 Layover
Layover is a common distortion in SAR images, where steep terrains look as if they are
leaning towards the radar’s ground track. Radars being side-looking distance measuring
instruments, the top of an elevated object is in a closer range to the radar’s antenna
than its valley (Ulaby et al., 2014). This results in the echoed backscatter from higher
points in the mountain reaching the sensor first. In contrast to shadows, the layover
effect is more pronounced in the nearer range (Lillesand et al., 2008).
3.9.3 Soil moisture and wind-induced roughness
Smooth water surfaces act as specular reflectors returning a very low energy back to the
radar sensor. As a result, the detection of floods is made straightforward by looking for
areas with a low reflection. Nonetheless, difficulties arise from various environmental
parameters impacting the intensity of the backscatter, which make the discrimination
between water and land a complex operation. An example is given by the increase in the
backscatter over land due to moist soils, and over water bodies caused by wind-induced
roughness (Refice et al., 2013).
3.10 Conclusion
This chapter showed the characteristics of SAR that make it the ideal sensor to map
the floods. It also went in depth about the properties that differentiate one SAR
system from another (frequency, incidence angle, revisit time, and acquisition modes).
The fundamental advantage of SAR instruments over optical ones is in the consistent
observation of the Earth’s surface uninterrupted by cloudy conditions or by the absence
of sunlight. However, some features intrinsic to radar data like the speckle noise, as
well as the geometric peculiarities of SAR products (shadow and layover), render the
classification and segmentation of these images more complex.
In the next chapter, the literature on flood mapping from SAR images will be systemat-
ically reviewed, besides the techniques commonly used to pre-process and post-process
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the data. Flood mapping methods are initially separated into those that delineate the
extent of the inundation and the ones concerned with the estimation of the water level.
In each of these two sections, papers relying on the same algorithm to derive these flood
features will then be explained in the same subsection.
Chapter 4
Review of flood mapping
methods
In this chapter, a literature review was conducted on the mapping of floods using SAR
images, by classifying the existing methods according to the technique used. The extrac-
tion from SAR images of both the flood extent and the water depth features is covered.
Besides, a few flood extent mapping methods applied on optical images acquired by
different satellites are also listed. The inundation mapping techniques discussed can
also be divided according to several other criteria. For instance, some flood mapping
studies focus only on a single type of land cover over which the water is delineated (open
areas, vegetation, or urban settlements). Other more robust flood mapping techniques
with no supervision at all can also be distinguished. These fully-automated methods
give the possibility to detect the flood in real-time and in a critical situation, and can
ensure a successful flood mapping in an operational context. Moreover, after studying
the flood mapping techniques in the literature, weaknesses to tackle were identified and
a conclusion is drawn about the gaps that will be filled in the rest of this PhD thesis.
4.1 Flood depth estimation methods with SAR
Except for a few studies in the literature working with satellite SAR images for the
detection of floods, the inundation extent is mainly the only information extracted. Al-
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though, for certain applications like the assessment of the damages sustained, additional
inundation features are needed to have a more extensive and detailed understanding of
the disaster, like the water level (Zwenzner et al., 2009). Potentially, the flood depth
might also have a role to play in correcting hydraulic models (Matgen et al., 2007).
The studies proposed in the literature for the evaluation of the flood depth from SAR
images and ancillary data are explored below. An urban backscattering model was
put into application to get an estimation of the height of an inundated building, from
which the local water level can be worked out knowing the building height in normal
conditions. Other techniques also examined basically superpose a flood extent map on
topographic data to retrieve the water level. The flood depth information was finally
used in one experiment to calibrate a hydrodynamic model, that can simulate the
propagation of flood water.
4.1.1 Using a backscattering model
Iervolino et al. (2011) estimated the flood level in the neighbourhood of sensible targets
using a single SAR image. The electromagnetic model proposed in Franceschetti et al.
(2002) for urban areas, linking the building height to its double backscattering contri-
bution, was modified to fit the flooding situation and is inverted in order to retrieve the
building height from the double-bounce. The approach suggested in Guida et al. (2010)
for building height retrieval is adopted to evaluate the flood depth, which is given by
the difference between the building heights in unflooded and flooded cases. This work
was built upon and extended in Iervolino et al. (2015), where a global-scale flood level
estimation (TIArA) is achieved on a pair of pre-flood and post-flood SAR images.
4.1.2 Using the DEM
With the frequent airborne surveys providing high-resolution LiDAR DEMs, the pos-
sible fusion with SAR flood extent maps to produce accurate water depth maps has
become more feasible (Matgen et al., 2007). Matgen et al. (2007) and Zwenzner et al.
(2009) suggested to calculate the water level by overlaying a flood extent map, deter-
mined a priori, on top of a very high-resolution DEM. First, cross-section points are
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regularly distributed along the river flow. Afterwards, the water level on the left and
the right boundaries of the flood mask is measured with the help of the DEM. If the
left and the right elevations do not match, their positions need to be adjusted until
they become even, otherwise in the case of Matgen et al. (2007) the orthorectification
is reiterated. Then, an averaging is performed to minimize abrupt changes in the water
level, and the cross-sections elevations are interpolated to result in a continuous 3D
water map. Finally, the water depth is obtained from the interpolated elevations minus
the DEM.
A measure of the flood water level is essential for an accurate estimation of the economic
consequences of the inundation. In fact, the latter parameter typically guides the
economic models involved in the assessment of the damages provoked by the flooding.
The multi-temporal flood index presented in Cian et al. (2018a) was used again in
Cian et al. (2018b) to map the extent of the flooding. This index is based on pixel
statistics calculated across a time series of SAR images, and allowed, after an empirical
thresholding, to indicate areas where a change occurred due to the flooding. In the same
way as before, the flood depth is evaluated in Cian et al. (2018b) from the extracted
flood extent map and a LiDAR DEM, but on each inundated polygon separately. The
flood level is assumed to be constant for all the pixels in the same polygon, and is
calculated for each shape according to the elevation along its borders. Because of the
inconsistencies introduced by the presence of vegetation along flood edges and the noisy
nature of SAR images, height values above the 95% and below the 5% percentiles are
considered outliers that need to be left out of the flood depth estimation. This method
is supervised in that the operator has to adjust the polygon height manually, when
the elevations of the pixels along the polygon edge vary over a wide range of values.
Conversely, once the elevation of a polygon is set, the water level for each pixel inside
this polygon can then be straightforwardly calculated by subtracting its elevation from
the latter polygon height.
4.1.3 Calibration of a hydrodynamic model
Scarpino et al. (2018) examined the calibration of a hydrodynamic model using mul-
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titemporal SAR images and a high resolution DEM. Normally, the calibration of a
hydraulic model can rely on a network of gauging stations that monitor the level of
water bodies, among other parameters like the width and the depth of the river chan-
nel for example. However, this network is often not dense enough, and the inundation
has on many occasions destroyed hydrometric stations. In this experiment, first the
flood extent was automatically delimited from flooded SAR images using the method
described in Giustarini et al. (2013), and the resulting inundation map was segmented.
The flood level, which is considered a key parameter behind the flood damages, was
afterwards obtained with the same reasoning as in Cian et al. (2018b), by initially av-
eraging the elevations of the segment’s border points, and then subtracting the terrain
height in each segment point from the latter mean elevation. The flood extent and
depth information just extracted allowed to calibrate a hydrodynamic model capable,
later on, of predicting and tracking the propagation of floodwater. FLORA-2D was
employed to model hydraulically the flood progress in shallow areas by taking into ac-
count the presence of vegetation which resists the flow of water, and is an important
parameter in the case of shallow inundations (Cantisani et al., 2014). A set of values
for the Manning roughness coefficient, corresponding to different types of vegetation in
the floodplain and the river channel, were tested to constrain the hydraulic model. The
model’s simulations were validated against the flood data maps previously adopted as
input.
4.2 Flood extent mapping methods
In the event of flooding, a clear cloud-free image acquired instantaneously is neces-
sary to have a synoptic view of the affected area. In this context, remote sensing
derived maps are suitable to map inundations, particularly when harsh climatic condi-
tions are encountered and the access to the affected site is impractical (Refice et al.,
2013). Unfortunately, the presence of clouds during flood hazards blocks sun light from
penetrating, and thus hampers the use of satellite-borne optical imagery for the latter
purpose. Conversely, SAR, thanks to their all-weather and day-and-night capabilities,
are one of the most adequate tools to guarantee a constant monitoring of the disaster,
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which is fundamental for an early warning and a quick assessment of the affected ar-
eas. Besides, another advantage of SAR sensors over optical ones is the possibility to
recognize the presence of water even below vegetation canopies (Martinis et al., 2015b).
A larger part of spaceborne SAR-based flood detection techniques found in the liter-
ature are dedicated to rural flood, even though urban areas present a higher risk of
human and material damage when the flood strikes (Mason et al., 2010). Rural flood
mapping techniques need significant changes to be adapted to the urban flood case
where the presence of shadow and layover hampers the process of inundation detection
(Giustarini et al., 2013). In certain situations, the algorithm used for urban flood map-
ping is completely different from the one used on rural areas, owing to the fact that the
backscatter is increased in flooded urban settlements whereas submerged open areas
have low radar return (Mason et al., 2012).
4.2.1 With optical sensors
Satellite imagery gives a broad view of the affected area and is more cost-effective than
ground surveys. In fact, maps of flooded areas proved helpful to assist rescue operations
and to conduct post-disaster damage assessments, thanks to the automation of the flood
mapping and the availability of the technology able to run and meet the demands of
complex computational problems. Although, SARs are superior to optical sensors for
mapping flooding thanks to their all-weather and day and night capabilities, optical
satellites were nevertheless also used in this context. In fact, optical imagery is less
challenging to interpret, and the near-infrared (NIR) band can indicate the presence
of water which appears dark on it. The following sections present a few methods
found in the literature that address the issue of flood mapping from optical datasets of
different spatial resolutions (MODIS, Landsat 7, and WorldView-2). They also touch on
the derivation of inundation maps from images captured by UAVs (Unmanned Aerial
Vehicles), and show an experiment that demonstrates the potential of satellites to
process flooded images directly onboard.
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4.2.1.1 Onboard the satellite
Flood mapping was directly performed onboard a satellite, without downloading the
image on the ground, with NASA’s Autonomous Sciencecraft Experiment (ASE) (Ip
et al., 2006). The sensor is nevertheless not active, and the performances on cloud-
covered images need to be investigated further. The study in Ip et al. (2006) aims
to tackle the constraints imposed by the downlink speed of satellites and to avoid to
unnecessarily download data to the ground station, by filtering out the images and
autonomously performing the mapping of the flooding directly onboard. The ASE
software onboard the same satellite (EO-1) carrying the Hyperion instrument, classifies
the image pixels based on the spectral signature of water on the hyperspectral bands
selected. The classification of the floodwater is triggered only when the cloud coverage
on the image is below a fixed threshold. However, this technology is limited by the
processing power that can be allocated by the satellite to the flood mapping task.
4.2.1.2 With high-resolution optical satellites
Most of the flood mapping algorithms operating on optical satellite images look simply
for areas having a low reflectance in the near-infrared part of the spectrum. However,
this is not applicable to emergent vegetation which modifies the spectral signature of
the flood. Furthermore, based on the rationale that an accurate mapping of the flooding
requires a dataset with a spatial resolution of at least 5 m, Malinowski et al. (2015)
investigated the delineation of the inundation from a 2 m-resolution Worldview-2 (WV-
2) optical image using a decision tree. The features fed into the decision tree classifier
during the training phase are the eight spectral bands of the WV-2 image, water and
vegetation indices, like the NDVI (Normalized Difference Vegetation Index) and the
NDWI (Normalized Difference Water Index), plus supplementary variables produced
by the principle component analysis (PCA). Multiple decision trees were trained and
compared. These decision trees differ in the type of classification carried out (pixel-
based or object-based), as well as in whether the shadow and the elevated vegetation
are excluded prior to the flood mapping. Training samples were taken manually from
a 0.1 m resolution image acquired by aerial surveys, and categorized into different
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classes. The same data source was sampled again to retrieve the ground truth from it.
After validating the flood map, the object-based supervised classification was found to
produce more accurate results than the pixel-based ones. However, even with the high
spatial resolution of optical images, the flood beneath vegetation was under-estimated
and remains an obstacle to the accurate flood mapping with optical sensors.
4.2.1.3 With medium-resolution optical satellites
The method proposed by Gianinetto et al. (2006) aims to map the flooding starting
from a pair of medium-resolution multispectral Landsat Thematic Mapper (TM) or
Enhanced Thematic Mapper Plus (ETM+) images, taken prior and after the event.
The six bands from the pre-flood Landsat image and the other six from the post-flood
one were fused into the same 12-band product. A special variant of the PCA was applied
to the latter product to highlight areas where a spectral change occurred due to the
inundation. The DEM was used both to refine the flood map, and later to estimate
the flood depth. During the post-processing of the flood map, areas located on slopes
steeper than a certain threshold were eliminated. The flood level was evaluated along
the edges of the derived flood extent map with the help of the DEM. The volume of the
flood water can then be calculated and compared to ground truth measurements. This
method was tested on the flood that hit the Piemonte Region in Northern Italy in 1994
and captured by Landsat TM, as well as the Forked Deer and Obion Rivers flooding in
Tennesse (USA) in 2001 captured by Landsat ETM+. The difficulty encountered with
this method is common to all optical sensors. Sometimes, cloud-free optical images
cannot be acquired till a few weeks after the disaster.
4.2.1.4 With coarse-resolution optical satellites
The flood was mapped on MODIS’s red and NIR bands using decision trees, despite
the coarse 250 m resolution of these two bands (Sun et al., 2011). The thresholds
that separate between water and land were determined after training the decision tree
with the help of land cover maps. The NIR light is strongly absorbed by water. This
leads to virtually no water reflectance in this same band, making it easy to differentiate
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water from the rest of the land cover. Conversely, water is characterized by a spectral
reflectance larger than that of land, in the visible region of the spectrum. Based on
this rationale, the input variables of the decision tree during the learning phase were
the difference and the ratio between the NIR and red bands, besides the NDVI and the
NDWI. The NDVI can serve as a good discriminator too, since water usually has small
or negative NDVI values. Similarly, the NDWI was chosen to reveal the presence of
water in vegetation. A large archive of flood extents was also extracted from MODIS
images by the Dartmouth Flood Observatory for many flood events throughout the
world (Brakenridge, 2019).
4.2.1.5 With UAVs
The extraction of the flood in narrow urban streets requires highly detailed images with
a decimetric or centimetric resolution. Commercial instruments satisfying this criterion
in the visible and infrared range suffer from cloud coverage, that obstructs the optical
observation of the Earth by satellites. These satellite sensors are also restricted by
their long revisit time as well as the costly price of their products, since only medium
and coarse-resolution visible-band satellite data are free (e.g. MODIS, Landsat). In
this context, the application of UAVs to the monitoring of urban flood was studied in
Feng et al. (2015). The advantage of remotely piloted UAVs over manned aircrafts is
the easiness of taking off and landing, which is practical during inundations. However,
the drone utilised in this study is restricted by the autonomy of its batteries to stay
up in the air for an hour and a half at best. This limits the area on Earth that can
be captured by its camera to 10 to 15 km2. The UAV used in this experiment carries
an RGB camera and is capable of reaching a resolution of 20 cm, while flying at an
altitude of 350 m. Besides the impracticality of deploying small UAVs during storms,
the rules and regulations put in place represent another major legal obstacle.
Due to the similar visible reflectance between flooded and dry areas in certain types
of land cover (e.g. bare soil and muddy floodwater have the same brown colour), the
three RGB bands were complemented by the extracted texture information to efficiently
discriminate between the flood and non-flood classes. The Random Forest classifier
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was selected to fit on a learning dataset which includes visually-determined samples
for each class. As expected, the classification based only on the RGB features without
including the texture resulted in an underestimation of the flooding. Nonetheless, even
by including the texture, the flood in shadowed areas and under the vegetation canopies
was misclassified. The preprocessing consisting of a mosaicing and an orthorectification
takes eight hours and impose a heavy computational burden, whereas the classification
of the flood took one hour to finish.
4.2.2 With SAR sensors
Many image processing algorithms were applied to derive the extent of the flooding from
SAR images. The maps produced play a crucial role to support emergency responders
and to assist authorities in the evaluation of the damages post-disaster. Another use of
the flood extent data is to assimilate water levels into hydrodynamic models to improve
them. The most basic and straightforward flood mapping technique is the thresholding,
which distinguishes water from its dark appearance due to the specular reflection. The
optimal threshold that minimises the false alarms and the missed detections rates is
however delicate to find. Multiple strategies for the determination of the threshold
value can be found in the literature, among them the approximation of the radar
backscatter distribution, using fuzzy logic, with multi-temporal flood indices, or based
on local thresholds. Other methods seeking to improve the separation between the
flood and non-flood classes, especially in types of land cover where an increase in the
backscatter is observed (inundated vegetated and urban areas), take advantage of the
coherence information captured by the SAR sensor. Change detection is quite common
too, and allows to disregard permanent water bodies in the flood map, but it requires an
additional SAR image taken in dry conditions and with similar acquisition parameters.
Finally, fully-automated flood mapping services meant for operational situations were
also reviewed.
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4.2.2.1 Thresholding
Thresholding gained in popularity in image processing as a quick and basic operation,
thanks to its easiness of implementation. As an image segmentation technique, thresh-
olding allows to separate objects from their background when the image histogram is
bimodal. The challenge resides in finding automatically the threshold value that better
discriminates between the areas of interest. One algorithm addressing this particular
issue, based on the previous assumption related to the bimodality of the pixel values
distribution, is the Otsu thresholding method which works by minimizing the intra-
class variance and hence maximizes the inter-class one. In certain cases when the pixel
intensity varies across the image, an adaptive thresholding that splits the image into
multiple sub-images satisfying the bimodality condition, is more practical. Threshold-
ing, in its basic form, is applied on the input image pixel by pixel following the simple
equation below (Gonzalez and Woods, 2013):
Thresholded image(x, y) =

1, if image(x, y) ≥ T
0, otherwise
(4.1)
The majority of automated inundation mapping algorithms concentrate on totally sub-
merged areas characterised by a low backscatter and a dark appearance on SAR im-
ages, thanks to the ease of their retrieval using a thresholding. A Change Detection
and Thresholding (CDAT) process was introduced in Long et al. (2014) to map the
flooding in Namibia, based on thresholds derived from the statistical properties of the
difference between the flooded SAR image and a reference SAR image. Two thresholds
were calculated from the mean and the standard deviation of the difference image to
detect both the low radar return from open water and the increase in backscatter in
flooded vegetation. These two thresholds were determined empirically and are specific
to the studied datasets, in the sense that they needed to be adjusted according to the
statistical distribution of the backscatter on the SAR images. The same CDAT ap-
proach was altered in Clement et al. (2018) to extract the flooded areas from Sentinel-1
SAR images of the inundation which affected the Yorkshire region in England towards
the end of 2015. The same low backscatter threshold was complemented by a further
4.2. Flood extent mapping methods 50
manual thresholding to eliminate potential false-alarms in the thresholded difference
image, caused by the change in the land cover between pairs of SAR images acquired
in different seasons.
4.2.2.2 Split-based thresholding
Methods employing a global threshold for the whole image could be hampered in detect-
ing the local variations occurring on large high-resolution SAR images. Accordingly,
Martinis et al. (2009) proposed to tile the image into multiple splits having bi-modal
local histograms. Sub-images which may contain water and non-water classes are se-
lected by calculating the coefficient of variation as a measure of the susceptibility to
include flood and non-flood classes. Afterwards, different thresholding techniques, the
minimum error thresholding (Kittler and Illingworth, 1986) in particular, were applied
to each sub-image to calculate the local threshold. The global threshold was computed
either from the mean or median of the local thresholds, or from the fusion of the subsets’
histograms.
Martinis et al. (2013) linked two separate automated flood mapping systems developed
at the DLR. The first component detects the flood globally on a coarse-resolution
MODIS optical image, and triggers the acquisition of a high-resolution TerraSAR-X
image on which a finer-detail flood mapping will subsequently be applied (Martinis
et al., 2015b). The proposed approach profits from the high temporal frequency and
large swath of the MODIS sensor, and from the high-resolution and all-weather/day-
and-night capabilities of the TerraSAR-X radar sensor.
Operational flood mapping aims to reduce the delay between the acquisition of the
satellite image and the diffusion of the derived flood map to civil protection authorities
for instantaneous relief efforts. This objective is achieved with a fully automated flood
mapping service in Martinis et al. (2015b), based on an enhancement of the previous
work by the same author in Martinis et al. (2009). Briefly, the service is triggered
when the satellite data is downloaded to the FTP server, and consists roughly of the
same process chain followed in Martinis et al. (2009). Eventually, the flood map will
be available to visualise online in PostGIS format via a web interface. It should be
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mentioned that the radar pulse from COSMO-SkyMed, which operates in the X-band
like TerraSAR-X, was found to be attenuated by the precipitation due to its relatively
short wavelength (Pulvirenti et al., 2014). Besides, due to the time delay between the
tasking of TerraSAR-X during an emergency flood situation and the actual acquisition
of the image, the peak of the inundation might be missed since this satellite needs at
least 2.5 days to access the requested site (Herrera-Cruz and Koudogbo, 2009).
In this case, the systematic acquisition mode of the Sentinel-1 constellation would be
of great help to map the inundation during emergency situations. Twele et al. (2016)
modified the flood mapping service proposed in Martinis et al. (2015b) to process
Sentinel-1 SAR images. In particular, Martinis et al. (2015a) was improved by adding
a post-processing step which consists in eliminating from the flood map areas higher
than the nearest drainage network, using a thresholding. The process in Twele et al.
(2016) is in principle completely unsupervised yet the latter threshold was determined
empirically. The Sentinel-1 images were automatically downloaded and preprocessed
using SNAP, and then the classification carried on in a similar way to Martinis et al.
(2009). Twele et al. (2016) found out that among the polarisations offered by the
Sentinel-1 sensor, VV-polarised SAR images result in more accurate flood maps than
cross-polarised (VH) products. In the same context, Henry et al. (2006) suggested that
HH polarisation realises the highest accuracy in terms of flood mapping.
Contrarily to the split-based approach just discussed, the size of the tiles in Chini et al.
(2017) is not set beforehand, which enables it to be more flexible when the dimensional
properties of the SAR image change. At the end, the work done in Chini et al. (2017)
was integrated with the flood mapping process described in Giustarini et al. (2013).
4.2.2.3 Fuzzy thresholding
When the flood hits a forested or vegetated area, the double bounce between the in-
undated ground and a tree gives rise to an increase in the backscatter compared to
the unflooded case (Hess et al., 1990). However, the dependency of the vegetation’s
radar backscatter on various parameters related to the SAR sensor (frequency, polari-
sation) and the observed plants characteristics (size, texture, morphology), makes the
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flood detection task more elaborated, notably if a constant empirical threshold is to be
employed (Martinis et al., 2015a).
In the prospect of an operational flood mapping, Pulvirenti et al. (2011b) proposed
to detect the flood in vegetated, forested, and built-up areas, besides the normal low
backscatter flood (open water), using a fuzzy logic approach which has permitted to
combine data stemming from different sources (DEM, land cover map). The degree
of membership to the flooded areas characterized by a low radar return is determined
using the Z-function employed on the backscatter of the flooded image, while the one
describing flooded areas exhibiting an increase in the backscatter (flooded vegetation
and built-up areas) is defined in a similar way but with the S-function applied on the
difference in backscatter between the flooded image and a reference image instead.
The threshold values were retrieved from three selected backscattering models (for
agricultural, forested, and urban areas) applied, with varying radar parameters, to four
types of land cover (bare soil, agricultural terrain, forest, or urban area). To keep the
process simple, the threshold values are calculated by considering only a few specific
flood scenarios. As a result, it will be challenging to map the flood when, for instance,
the plant characteristics change and the backscattering model’s preconditions become
unsatisfied. Although, this issue has been addressed by allowing the user to adjust
manually the values of the default thresholds, this leads to a lack of automation in the
process as a consequence.
Two methods relying on an automatic fuzzy classification of the flooding were presented
in Amitrano et al. (2018) by taking advantage of the large archive of free SAR images
captured by the constellation of Sentinel-1 satellites. In the first process, textural
features were extracted from a single GRD SAR image, while the second one consisted
in a change detection between a pre-flood and a post-flood pair wherein a change index
was calculated. In both cases, the features derived were then classified using empirical
fuzzy decision rules. Regarding the first method, although the texture provides an
additional information to extract from the SAR image besides the backscatter, its
parametrisation (dimensions and direction of the filter) and the choice of the feature to
retrieve are often subjective and could vary from an application to another (Dasgupta
et al., 2018). The change index was also determined empirically and might require
4.2. Flood extent mapping methods 53
further validation.
4.2.2.4 Multi-temporal thresholding
The change detection and thresholding method in Long et al. (2014) inspired the
method applied to multi-temporal Sentinel-1 SAR datasets in Cian et al. (2018a). The
latter flood mapping technique is based on statistical measures like the min, the max,
and the average calculated for pixel values across a multi-temporal image sequence, in-
stead of the difference between a pre- and a post-event SAR pair. It exploits Sentinel-1
SAR images accessible online by building one sequence composed of reference images
only and another one mixing flooded with dry images. The Sentinel-1 archive is advan-
tageous for multi-temporal Earth-observation data analysis, since it provides images
captured with the same acquisition parameters (same mode, same orbit...) and that
underwent similar processing steps. Two indices were introduced to identify two differ-
ent types of flooded areas on SAR images. They were estimated from the normalised
differences between the mean and the min or the max, who in turn were individu-
ally evaluated for pixels in the previous two image series. Both the low backscatter
open-water flood and inundated small shrubs, characterised by an increase in the radar
return, were detected using the previous two indices. The thresholds for both indices
were then fixed empirically from the mean and the standard deviation, similarly to
Long et al. (2014), which means that the same weakness related to the necessity to
change the threshold value for other datasets applies also in this case. Eventually, a
post-processing, that involves morphological operations in addition to a sieve filter and
a removal of pixels situated on a sloped terrain, was achieved to improve the flood map.
4.2.2.5 Approximation of the backscatter distribution
Two automated flood mapping methods based on the estimation of the probability
density function (pdf) of water backscatter values have been proposed by Matgen et al.
(2011). First, the statistical distribution of the backscatter (σ0) from water surfaces
needs to be evaluated. According to Ulaby et al. (2014), the pdf of the backscatter
in homogeneous regions follows a gamma distribution. Except at a considerable wind
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speed, water has a smooth and homogeneous surface that could thus be approximated
with a gamma distribution. More specifically, K distribution was found to fit accurately
to the SAR backscatter from seawater even under windy conditions (Sun et al., 2018).
Water also acts as a specular reflector which intrinsically leads to a low radar return.
Therefore, water regions can be retrieved by looking for areas whose radar return
is below a given threshold. The threshold value is defined in Matgen et al. (2011)
as the point where the pdf of the backscatter on the SAR image and the gamma
distribution modelling the backscatter of the water start to diverge. The thresholded
flood mask obtained in the previous step is dilated using a region growing approach,
which adds neighbouring pixels to the flood map while keeping it homogeneous in terms
of backscatter. The method composed of the above-mentioned three steps is called M1,
while M2 adds to the previous process an optional change detection step with the aim
of reducing over-detection. The change detection is performed between a flooded image
and a reference pre-flood image. Giustarini et al. (2013) revised the method proposed in
Matgen et al. (2011) by presenting a more objective estimation of the region growing’s
tolerance criterion. In the context of image segmentation, the region growing cannot be
generalized as its cost function is not defined a priori, but is set empirically according
to the specific application instead. Furthermore, it fails in practice when the edges of
the object to detect are too smooth (Boykov and Funka-Lea, 2006).
4.2.2.6 Image segmentation
Image segmentation consists in grouping pixels together to form semantically meaning-
ful regions. The image is thereby clustered into multiple segments representing different
objects of interest. Pixels assigned to the same set share similar properties in terms
of intensity, colour, or texture, as well as being generally adjacent. The image can
therefore either be partitioned according to the latter similarity criteria, or in the case
of an edge detection, the subdivision is performed by identifying image discontinuities
(Gonzalez and Woods, 2013). Segmentation is a vital phase during the analysis of
medical imagery, besides being used in computer vision particularly in the context of
object tracking. The thresholding, explained above, is one example of a basic image
segmentation method.
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The process chain of Herrera-Cruz and Koudogbo (2009), made up of three independent
modules provided by the Definiens Developer software, was applied on pre- and post-
flood SAR images. It starts with a multiresolution segmentation based on a region-
growing technique that works from the bottom up (small to large-scale objects), and
merges adjacent segments according to homogeneity criteria. After that, the authors
used an assisted rule-based approach for the purpose of classifying flood and non-flood
segments. This last step is therefore supervised since the expert user is responsible of
setting the classification rules. The last module of the process concerns the refinement
of the obtained inundation map by making use of the reference pre-event image to
distinguish flood from permanent water, and to correct the inconsistencies shown in
regions detected as wet in the reference image but dry in the flooded one.
4.2.2.7 Backscattering models
Towards the aim of detecting the increase in backscatter in flooded vegetation, Pul-
virenti et al. (2011a) proposed to use a segmentation composed of the open and close
morphological operations, followed by the K-means clustering algorithm, and a final
subdivision step to divide the multitemporal SAR images into homogeneous and con-
tiguous regions. These operations were performed in combination with the electromag-
netic model from the Tor Vergata University of Rome (Bracaglia et al., 1995) in order to
extract and interpret backscattering signatures, which would permit the classification
of the segments as flooded or non-flooded. Each segment is classified as water, flooded
or unflooded bare soil, or flooded or unflooded vegetation by choosing the closest class
in terms of the Euclidean distance relatively to the model’s predictions. Similar steps
are followed in Pulvirenti et al. (2013), though the classification is performed this time
using a fuzzy thresholding algorithm trained on the same model (Ferrazzoli and Guer-
riero, 1995). Partially-submerged vegetation displayed in Figure 4.1 corresponds to the
scenario set up to simulate the electromagnetic model in this experiment. The drawback
of this approach is that it cannot generalise to every type of vegetation. For instance,
trees or plants which grow in other climates, have different physical characteristics from
the ones used during the model’s simulations.
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Figure 4.1: Simulated flooded vegetation (Pulvirenti et al., 2011a).
4.2.2.8 Change detection
Giustarini et al. (2013) addresses the challenging task of flood mapping in an un-
supervised way in urban areas by improving the method M2 (called M2a hereafter)
introduced by Matgen et al. (2011) to propose the method M2b. Although fixing the
tolerance threshold of the region growing at the 99th percentile of the gamma distribu-
tion gave acceptable results on the studied dataset in Matgen et al. (2011), yet it was
determined empirically and might need to be altered for other flooded SAR images.
The M2b method deals with this issue by automating the estimation of the tolerance
criterion using a calibration. As a result, the M2b method is considered fully-automated
and more objective than M2a. Furthermore, M2b is strengthened by the masking out
of permanent water and shadow, both of which exhibit very little or no change between
a reference image and the flooded image. This makes it ideal for urban flood detection
where it is necessary to tackle the over-detection caused by shadows.
4.2.2.9 Active contours
With the aim of mapping urban flooding in Mason et al. (2010), first an active contour
model (snake) is employed to detect the flood in rural areas on a flooded SAR im-
age. Then, a supervised Bayesian classification is carried out on adjacent high-priority
flooded urban areas, where the training data for the flood and non-flood classes is cho-
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sen respectively from the previously obtained rural flood map and from urban areas
situated higher than the rural water level on the LiDAR DSM. Finally, a region growing
is performed to group together disconnected inundated urban areas. This method is
semi-automated since the initialization of the snake and the selection of the training
dataset are both done manually. The active contour was not used for urban flood
detection because it would get stuck in narrow streets where high curvatures prevail.
In a similar fashion, further work by the same authors in Mason et al. (2011, 2012)
rely on a comparable principle and an analogous urban flood mapping, except that
a multiresolution segmentation and a thresholding are used instead to subdivide and
detect the flood in rural areas. The shortcomings noted are related to the fact that the
algorithm is unable to work in a completely unsupervised way, and that it would be
unsuitable when the flood is confined to the urban area only.
4.2.2.10 Supervised/unsupervised learning
Supervised and unsupervised learning methods were already applied, in a few studies,
to tackle SAR flood extent mapping problems. Skakun (2012) used a self-organizing
map (SOM), which is essentially an unsupervised artificial neural network, to segment
and then classify a flooded SAR image. SOM being originally a dimensionality reduc-
tion technique, a moving window centered around SAR image pixels forms a vector of
neighbouring pixels that are passed as input into the neural network to train it. At the
end of the learning process, the central pixel of each sliding window is mapped onto
one of the neurons of a 2D grid, with multiple image pixels possibly being assigned to
the same neuron. This results in the flooded SAR image being segmented, with each
neuron representing a cluster. However, the eventual classification of the neurons on
the grid into water and non-water was performed with the help of ground truth pixels
extracted manually. Notti et al. (2018) presented several semi-automatic and manual
methods to map inundations, by exploiting free satellite multispectral and SAR data.
The authors took advantage of water and vegetation indices like the NDVI and the
Modified Normalized Difference Water Index (MNDWI), although it was the variation
in these indices that was expected to reveal the presence of flooding. In another exper-
iment, a supervised classifier was also investigated for the same purpose by choosing
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samples manually from different types of land cover. But, the latter two methods were
applied separately and on multispectral optical images that could suffer from the cloud
cover. When the flood mapping was carried out on SAR images, the threshold was
manually-adjusted either on a single flooded image or on the log ratio between a pair
of images captured before and after the flood.
One way to address the issue of the automation of flood mapping is with a service
running regularly as in Westerhoff et al. (2013), which gets as input SAR images,
process them, and returns flooded areas extracted from them as fast as possible to
react quickly to flood hazards. In Westerhoff et al. (2013), multiyear ENVISAT ASAR
images are fragmented into splits of 1° longitude by 1° latitude, and the training step
is carried out by making use of the SRTM-derived SWBD (SRTM Water Body Data)
and the features extracted from each tile, which consist mainly of the backscatter
and the incidence angle. Subsequently, pixels from unlabeled flooded SAR images
can be classified using Bayes’ theorem to get probability maps of water and land,
after estimating the probability distributions for each class from trained histograms.
Nevertheless, the low spatial resolution of the water mask which is crucial to the training
phase, could impact negatively the precision of the classification, especially for smaller
rivers.
4.2.2.11 Coherence-based
Normally, flooding in urban areas leads to a rising backscatter for building features
under certain conditions. In fact, it has been proven that the double bounce between
a ground surface and the wall perpendicular to it yields a brighter return in the case
of a flooded soil compared to the unflooded case, especially on HH-polarised images
(Watanabe et al., 2008). However, similarly to the increase in backscatter in flooded
vegetation explained in previous sections, the change in the urban radar return is hard
to appreciate and to accurately measure due to its dependency on many parameters,
where some of them are unknown. For example, the orientation angle of observed build-
ings has a strong impact on the intensity of the double-bounce effect. Moreover, the
presence of strong metallic reflectors and the backscatter from neighbouring buildings
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make the urban flood detection exercise even tougher (Pulvirenti et al., 2015).
Taking advantage of the phase information in a SAR time-series analysis could help
overcoming the difficult interpretation of the change in the backscatter due to the flood
(Refice et al., 2013). Thanks to the availability of high-resolution missions providing a
high revisit-time and capable of capturing the interferometric information (e.g. Cosmo-
SkyMed), the measured coherence data could be employed for the detection of floods,
particularly in situations where the radar signature is too ambiguous to be interpreted
using the amplitude of the backscatter only. In Refice et al. (2013), the standard k-
means clustering was applied on the ratio of the two flooded SAR images available
and the coherence between these same two images. The high coherence in certain dark
areas prevented from wrongly-classifying them as flooded, while that would have been
the case if only the intensity was considered.
Pulvirenti et al. (2015, 2016) also introduced the coherence as an additional informa-
tion layer, besides the intensity, to deal with the difficulties to interpret the complex
variations of the radar return in flooded vegetation and urban buildings. The coher-
ence data is essential in situations where the slight increase in the backscatter cannot
be perceived using the amplitude data only. In these situations, the coherence might
be sensitive enough to the inundation by showing a decrease in its value, which could
be used as an indicator of a flooding. Four classes are considered according to the
change in the coherence and the intensity. Next, a region growing is performed on
each class wherein the starting seeds and the tolerance criteria were set a priori in a
supervised way. This dependence on user input slows down the flood mapping process
and prevents the method from operating in a timely manner in emergency conditions.
Lastly, agricultural regions showing low coherence and either an increase or a decrease
in the backscatter are considered inundated, whereas urban settlements are classified
as flooded if the coherence is decreased and the backscatter is increased.
The interferometric coherence information of multi-temporal medium-resolution Sentinel-
1 SAR images was also exploited by Chini et al. (2019) in order to map urban flood.
Thanks to the short temporal resolution (6 days) of the Sentinel-1 constellation, false
positives due to anthropogenic activities leading to a decrease in the coherence in ur-
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ban areas, could be avoided. In this method, the bright double-bounce contributions
corresponding to buildings on SAR images were extracted using the hierarchical split-
based approach (HSBA) presented in Chini et al. (2017), followed by the approximation
of the PDF of these features. The average coherence of the Sentinel-1 time-series is
thresholded at the end of the process to remove false alarms produced by vegetation,
which is characterized by a lower coherence compared to urban areas.
4.3 Conclusion
This chapter illustrated diverse approaches and procedures involved during the flood
mapping process. Iervolino et al. (2015)’s algorithm in particular demonstrates the
derivation of the water depth near an inundated building by inverting an ad-hoc scat-
tering electromagnetic model. In this same context, the majority of the techniques
for the estimation of the flood depth from SAR images need a high-resolution DEM
and a prior mapping of the flood extent. Moreover, the user has usually to adjust the
positions of the cross-section samples taken along the river channel to avoid errors in
the heights approximations. Methods considered in the literature review of flood extent
mapping encompass various image processing techniques from the thresholding and the
change detection to the approximation of the statistical distribution of the backscatter.
Most of the methods described depend on a human user to fine-tune a threshold value
or any other segmentation parameters. The rest of the thesis will therefore examine
two methodologies proposed to semi-automatically calculate the flood depth, and to
map the flood extent rapidly in an unsupervised manner in emergency situations. The
former builds on the results obtained in Iervolino et al. (2015), but improves it by
automating the delineation of the double-bounce contribution. As for the flood extent
mapping algorithm, the process relies on a fully-automatic classification which will be
similarly analysed in further detail in the next chapter.
Chapter 5
Methodology
In summary, the previous chapter gave an overview of the flood mapping algorithms
found in the literature. The methods examined take advantage of SAR images which are
becoming more and more widespread for civilian applications. However, after studying
these flood mapping techniques, shortcomings were identified mostly relating to the
automation of the flood detection in order to support operational emergency responses
with the produced inundation maps. Consequently, the current project tries to address
these gaps by proposing two novel algorithms for the extraction of the flood extent and
depth features from SAR images.
This chapter will start with definitions of the preprocessing workflow (calibration,
terrain-correction, speckle-filtering, and coregistration) required before any quantita-
tive analysis of SAR images. The local flood level is then estimated in the vicinity of
an inundated building on a pair of SAR images. This algorithm is interactive in the
sense that the building footprint is delineated manually by the user, to determine the
search space where a genetic algorithm will look for the double-bounce contribution on
the pre-flood SAR image. The inversion of an electromagnetic model allows to work
out the building heights in flooded and non-flooded conditions from the radiometry of
SAR images, and from which an estimation of the local flood depth can be calculated
in a straightforward way. The theory about this urban backscattering model will be
discussed in the current chapter. The second method proposed concerns the mapping of
the flood extent, which was performed with a supervised classifier trained automatically
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on samples extracted from a pre-flood SAR image, with the help of a thresholded water
mask derived from an optical image. The pixel-based classification was followed by a
post-processing that refines the obtained flood map, by taking into account the spatial
proximity between its pixels. Both methods depend therefore on the availability of a
pair of SAR images taken prior and after the flooding, as well as additional ancillary
data.
5.1 Preprocessing of SAR images
A standard preprocessing chain for SAR images involves a calibration, a terrain correc-
tion, a speckle filtering, and a potential coregistration between the resulting products.
In a nutshell, the radiometric calibration of a SAR image consists in the conversion of
its pixel values into physically meaningful measurements, so that it can be compared
with a dataset acquired by another sensor or other data from the same sensor. With
regard to the terrain correction, it serves to correct the geometric distortions the SAR
image is subject to as well as the radiometric distortions in the backscatter produced
by the topography, and is a necessary preliminary to a registration with optical data.
Speckle filters are used to reduce the noise intrinsically present on SAR images. Finally,
multiple images can be coregistered to match each ground location to the same pixels
on the stacked data. Each preprocessing step will be explained extensively in what
follows.
5.1.1 Radiometric calibration
The calibration of remotely-sensed images in general aims to convert the pixel values
into physical measurements of the targets on the ground. The radiometric calibration
of SAR data is required by inversion models such as those inferring the soil or vegeta-
tion moisture contents from the backscatter (Tupin et al., 2014), as well as by change
detection methods working with images acquired by different sensors with various radar
parameters (Ferro-Famil and Pottier, 2016).
The radar cross section parameter (σ) expresses the detectability of a target. The radar
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equation for a monostatic radar that uses the same antenna for the transmission and
the reception includes σ in its expression (Ulaby et al., 2014):
Pr
Pt
=
G2λ2
(4pi)3R4
· σ (5.1)
Where
Pr: Received power,
Pt: Transmitted power,
G: Gain of the antenna,
λ: Radar’s wavelength,
R: Distance between the antenna and the target.
In Earth-observation applications, the radar cross section is averaged per unit area to
assess the cross sections of different objects on the ground separately (Ulaby et al.,
2014):
σ0 =
σ
A
(5.2)
Where:
σ0: The dimensionless backscattering coefficient (normalized radar cross section),
σ: The radar cross section in m2,
A: The area in slant range in m2,
The dimensionless quantity calculated is called the backscattering coefficent or normal-
ized radar cross section (σ0). σ0 is often expressed in dB because of the wide range
of values it can assume. The backscattering coefficient σ0 is the quantity obtained at
each pixel after calibration of the distributed SAR image.
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After a few approximations in Equation 5.1, that equation can be written as (Ulaby
et al., 2014):
Pr = K · σ0 (5.3)
For a Synthetic Aperture Radar, K depends on radar parameters (e.g. λ, ϑ, Pt, the
antenna length l, and the length of the pulse τ), while σ0 is specific to the observed
target. The role of the calibration is in fact to calculate K, so that σ0 can be directly
linked to Pr. σ
0 can then provide estimates of the physical properties of the target
(Ulaby et al., 2014).
5.1.2 Coregistration
Methods dealing with multi-temporal or multi-sensor acquisitions (change detection,
image fusion and interferometry) depend on the accurate coregistration between the
images in the dataset. The coregistration is used to find the geometric transformation
(translation, rotation, scaling...) that aligns the slave images to the master image,
by taking into account the locations of the ground features common to both (e.g.
crossroads, road junctions, building corners). Beside these features, ground-control
points can also consist of corner reflectors installed on the ground to facilitate the
coregistration. The pixels positions as well as the dimensions of the land features in
the coregistered stack should eventually be the same for all the images in the stack (Leˆ,
2015).
5.1.3 Terrain-Correction
SAR images suffer inherently from geometric distortions (layover and foreshortening)
typical of side-looking radar images of elevated areas. The terrain-correction uses a
DEM to remove such distortions. The image geometry of terrain-corrected SAR images
is comparable to optical orthophotos, from which photogrammetric measurements can
be easily extracted. This preprocessing operation is therefore essential when the SAR
dataset is used in combination with an optical one. The terrain-corrected product
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obtained has a square resolution cell and is projected to the ground, in contrast to
complex slant-range images.
5.1.4 Speckle-Filtering
The speckle noise impedes the interpretation of SAR images. That is why, any classi-
fication of the SAR image is preceded by a speckle filtering, which tries to smooth out
and reduce the noise while preserving the texture and edge information (de Leeuw and
de Carvalho, 2009). Many methods for speckle reduction exist in the literature. The
multilooking is basically an averaging of a number of looks (images) in the azimuth
and/or range directions, that results in a loss in the spatial resolution of the SAR
image. The speckle present on SAR images is assumed to be a multiplicative noise,
since it grows proportionally to the signal. This phenomenon can be easily confirmed
in high-backscatter areas which appear grainier than darker ones. Adaptive filters like
Lee filter, Frost filter, and the Gamma MAP filter build on this assumption, and are
based on the local statistics of the image calculated within a moving window (Qiu et al.,
2004).
5.2 Estimation of the flood depth
In this section, an algorithm is introduced to estimate the local flood depth in the
vicinity of an inundated building. In summary, there are three main functionalities
executed sequentially to get the water level near the inundated building (Figure 5.1).
Each part of the algorithm will be explained more in detail in the following sections. In
an initial stage, the dataset was preprocessed and the user had to supply the footprint
of the building as input. After that, genetic algorithms were used to automatically
mark out the building’s double-bounce contribution on the pre-event SAR image, from
which the local flood depth can be determined using the electromagnetic model in
Section 5.2.2.
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Figure 5.1: Flowchart of the flood depth estimation.
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5.2.1 Genetic Algorithms
Genetic algoritms (GAs) are heuristics based on the principle of natural selection, which
were found to be well suited to solve optimisation problems. They were created between
the 1960s and the 1970s by John Holland (Mitchell, 1996). In its most basic implemen-
tation, the GA starts by initialising the first population with chromosomes generated
randomly. The following step consists of the selection, mutation, and crossover oper-
ations, explained in more detail below, performed on the population of chromosomes
for a given number of iterations. In each iteration, called a generation in genetic algo-
rithms’ terminology, new chromosomes produced with the previous genetic operators
are added to the population to replace those from anterior generations. The algorithm
runs iteratively for a given number of generations, or in certain implementations until
a predefined stopping criterion is met.
5.2.1.1 Chromosome
A chromosome is a sequence of genes that can usually be represented with an array
(Mitchell, 1996). Chromosomes present in a population evolve in each generation to
converge towards an optimal solution. Following the survival of the fittest strategy,
chromosome candidates compete to propagate their genes to the subsequent genera-
tions.
5.2.1.2 Fitness function
GAs are bio-inspired methods used to solve optimization problems by iteratively im-
proving the fitness of the chromosomes in the population. The fitness function is
defined, in this context, as a function that assesses and ranks the chromosomes in the
population according to a given metric. This objective function is either minimised
or maximised as the population evolves from one generation to the next towards an
optimum solution.
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5.2.1.3 Selection
The idea behind the selection is that by allowing only the best-performing individuals
to breed, the offspring created will be at least as fit as their parents, from which they
in fact inherit their characteristics. The selection is expected to drive the genetic
algorithm towards an optimal solution by encouraging only the fittest individuals in
the population to transmit their genes to the next generations.
5.2.1.4 Mutation
The mutation is performed, on chromosomes selected from the population, to avoid
getting stuck in a local minimum or a local maximum during the evolution of the GA
by introducing some randomness in the genetic process. During the mutation, a random
gene from the chromosome, corresponding to an image pixel for instance, is changed
arbitrarily.
5.2.1.5 Crossover
The crossover is analogous to the biologic reproduction, whereby genes from the fittest
chromosomes are passed on to the next generation. This type of mating is performed
between two highly-fit chromosomes to produce new offspring. The idea behind the
crossover is that by combining individuals with high evaluation scores, fitter offspring
can be added to the population. Similarly to the biological reproduction, the offspring
inherit genes from both parents.
5.2.2 Urban backscattering model
In Franceschetti et al. (2002), an electromagnetic model was proposed to represent the
backscattering from an isolated building on a rough ground surface. In this model, the
intensity of the double-bounce, which is the predominant contribution for a parallelepiped-
shaped building on a SAR image, can analytically be written in a closed form by apply-
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ing the Geometric Optics (GO) approximation for both bounces (Guida et al., 2010):
σ0 = h · f(p) (5.4)
f(p) =
|Spq|2l tanϑ cosϕ(1 + tan2 ϑ sin2 ϕ)
8pi2σ2(2/L2) cos2 ϑ
· exp
[
− tan2 ϑ sin2 ϕ
2σ2(2/L2)
]
(5.5)
Where the two variables relevant to this study, and appearing in Equation 5.4 are:
σ0: Intensity of the double-bounce backscattering coefficient,
h: Building’s height in metres,
p: Parameters listed just below.
From Equation 5.5, the radar parameters are:
ϑ: Radar incident angle in radians.
And the building parameters are:
l: Building length in metres,
ϕ: Building aspect angle (orientation angle) relatively to the satellite’s direction
of travel in radians,
σ: Root Mean Square height (RMS height) of the surface in metres,
L: Correlation length of the surface in metres,
Spq: Element of the scattering matrix with p, q ∈ {H,V }, where H is the horizon-
tal polarisation and V the vertical one. This element depends on the dielectric
constants of the ground and the wall (εg and εw respectively), besides the radar
incident angle ϑ and the building orientation angle ϕ.
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The GO-GO approximation (GO used to model both bounces, on the building wall
and the surface on which it is placed) in Equation 5.4 is applicable when the following
inequality involving the surface roughness is verified (Iervolino et al., 2015):
kσ  1 (5.6)
Where the wavenumber k is given by the following equation which depends on the radar
wavelength λ:
k =
2pi
λ
(5.7)
When Equation 5.6 is not completely verified for a given surface, the GO-GO approx-
imation can still be applied normally when kσ > 1. For the X-band sensor on board
TerraSAR-X and equipped with a 31 mm wavelength, the minimum RMS height of the
observed surface has to be σ = 4.93 mm. Water having its RMS height σ = 10 mm, it
is therefore safe to assume that kσ > 1 is verified also in the unflooded case, as natural
soil (bare, grassy, or tree-covered) tends to have a rougher surface compared to water.
The electromagnetic model shown above (Equation 5.4) can be inverted to work out
the height of a building h from its backscattering coefficient on a SAR image σ0. In
the following sections, the equation for the element of the scattering matrix is given,
in addition to an illustration of the two parameters (σ and L in Equation 5.5) defining
the physical surface roughness vertically and horizontally, respectively.
5.2.2.1 Scattering element
The equation for the element of the scattering matrix in the HH polarisation, appearing
under its generic form (Spq) in the electromagnetic model in Equation 5.5, depends on
the Fresnel coefficients (Γh and Γv) explained in the next section (Franceschetti et al.,
2002).
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Shh = 2
[
−Γh(ζ, ε)Γh(ψ, εw)cos2ϑcos2ϕ+ Γv(ζ, ε)Γv(ψ, εw)sin2ϕ
]
·
cosϑ
√
1 + tan2 ϑsin2ϕ (5.8)
Where:
Γh and Γv: Fresnel coefficients in the horizontal and vertical polarisations, re-
spectively.
With the angles ψ and ζ defined as follows (Franceschetti et al., 2002):
ψ = cos−1(sinϑ cosϕ) (5.9)
ζ = cos−1
(
cosϑ(tan2 ϑ sin2 ϕ+ 1)√
1 + tan2 ϑ sin2 ϕ
)
(5.10)
The equations for the scattering elements in the other polarisations are:
Shv = Svh = sin 2ϕ
[−Γh(ζ, ε)Γh(ψ, εw) + Γv(ζ, ε)Γv(ψ, εw)] ·
cos2 ϑ
√
1 + tan2 ϑsin2ϕ (5.11)
Svv = 2
[
−Γh(ζ, ε)Γh(ψ, εw) sin2 ϕ+ Γv(ζ, ε)Γv(ψ, εw) cos2 ϑ cos2 ϕ
]
·
cosϑ
√
1 + tan2 ϑsin2ϕ (5.12)
5.2.2.2 Fresnel coefficients
The roughness of a surface is strongly influenced by the wavelength and the incident
angle of the emitted radar energy. The longer the wavelength, the smoother is the
surface relatively to the radar. In fact, the same surface can at the same time appear
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rougher to an X-band sensor, while being smoother for an L-band one. Similarly,
surfaces look rougher in the near range where the incidence angles are steeper, compared
to those in the far-range. The Fresnel coefficients below define the reflection properties
of an electromagnetic wave against an observed medium in the horizontal and vertical
polarisations. Both responses depend on the incidence angle of the emitted beam and
the dielectric constant of the targeted surface (Hajnsek and Papathanassiou, 2005b):
Γh(ϑ, ε) =
cos(ϑ)−√ε− sin2(ϑ)
cos(ϑ) +
√
ε− sin2(ϑ) (5.13)
Γv(ϑ, ε) =
εcos(ϑ)−√ε− sin2(ϑ)
εcos(ϑ) +
√
ε− sin2(ϑ) (5.14)
Where:
ϑ: Incidence angle in radians,
ε: Dielectric constant of the material.
5.2.2.3 Surface roughness parameters
The roughness is expressed with the RMS height and the correlation length parameters
of the surface, which were denoted in the previous urban backscattering model expres-
sion by σ and L respectively. These two characteristics help modelling the backscatter
which is influenced by the texture of the surface, with rougher features resulting in a
stronger radar return (Ulaby et al., 2014). Knowing the surface roughness allows also
to estimate the soil moisture content from SAR images by inverting empirical scattering
models. In practice, the roughness of a terrain can be measured with a profilometer
that quantifies the surface variations. The RMS height describes the vertical variations
of the surface (Figure 5.2), while the correlation length characterises the roughness in
the horizontal direction (Figure 5.3) (Hajnsek and Papathanassiou, 2005a). The equa-
tions for the RMS height, the correlation function from which the correlation length
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is calculated, and the correlation length, are given in Equations 5.15, 5.16, and 5.17
respectively (Ulaby et al., 2014):
RMSheight =
√∑n
i=1(zi − z¯)2
n− 1 (5.15)
Where:
n: Number of surface height measurements,
zi: Single surface height measurement,
z¯: Average of the surface height measurements.
The correlation function expresses the correlation between surface height points, and is
given by the following expression in the case of a discrete variable (Ulaby et al., 2014):
ρ(x′) =
∑n+1−j
i=1 zizj+i−1∑n
i=1 z
2
i
(5.16)
Where:
j: Positive integer,
x′: Horizontal spacing equal to (j − 1)∆x.
Two heights chosen from the correlation function at a horizontal distance greater than
the correlation length (l) from one another are necessarily uncorrelated. The correlation
length is therefore equal to ∞ for a smooth surface, and is in general determined from
the correlation function as follows (Ulaby et al., 2014):
ρ(l) = e−1 (5.17)
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Figure 5.2: RMS height of a surface (Bloomfield, 2006).
Figure 5.3: Correlation length of a surface (Bloomfield, 2006).
5.2.3 Preprocessing
The preprocessing of the pair of complex SAR images needed to estimate the local flood
depth, includes a calibration to σ0, a terrain-correction with the SRTM DEM to project
these images from the slant-range to the ground-range geometry, and a subsetting to
obtain rectangular images from the parallelogram-shaped terrain-corrected ones (Figure
5.4). The preprocessed SAR images were coregistered with the LiDAR DSM, which
was chosen as a master thanks to its higher spatial resolution. The coregistration
allows to convert the two SAR images into the same geometry as the DSM, and will
be important later when the pixels on these three images will be required to match
the same ground features. More specifically, the building footprint determined from
the DSM represents the search space where the Genetic Algorithm will look for the
double-bounce contribution in the pre-flood SAR image, and therefore its locations on
the latter image needs to be the same as on the former one.
The flood depth estimation algorithm is supervised, since the user is initially asked to
delineate the building footprint manually from the DSM, as depicted on the flowchart
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in Figure 5.4. Unless the DSM subset is confined to the studied building, in which case
the building roof can be easily distinguished from the ground around it, the building
footprint needs to be defined by the user because any image clustering of DSM pixel
values by height risks returning other buildings having similar roofs elevations. Once
the building footprint is provided by entering its four corners interactively with the
mouse, the height of this same building can then be determined from the difference
between the average heights of the pixels inside its footprint, calculated from the DSM
and the DTM respectively:
HeightBuilding = ElevationDSM − ElevationDTM (5.18)
where:
HeightBuilding: The estimated building height,
ElevationDSM and ElevationDTM : refer to the average of the elevations taken
inside the building footprint, from the DSM and the DTM respectively.
5.2.4 Extraction of the building’s double-bounce
This part of the flood depth estimation process constitutes the core of the algorithm
(Figure 5.5). GAs, described in Section 5.2.1, were used to extract the building’s double-
bounce contribution from the non-flooded SAR image, after the building footprint has
been manually specified by the human operator on the DSM. The double-bounce ex-
traction from the pre-flood SAR image depends on the accurate coregistration between
DSM and SAR images, to ensure that the targeted double-bounce contribution in the
SAR image is located inside the DSM-derived building’s footprint. In theory, due to the
geometric concepts shown in Figure 5.6, it should appear precisely on the footprint’s
edge facing the radar. This was initially demonstrated by Franceschetti et al. (2003)
who developed a simulator that produces synthetic SAR images of built-up areas based
on the electromagnetic model proposed in Franceschetti et al. (2002).
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Figure 5.4: Flowchart of the preprocessing of the SAR image pair before the estimation
of the flood depth.
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Figure 5.5: Extraction of the double-bounce contribution using Genetic Algorithm.
5.2. Estimation of the flood depth 78
Figure 5.6: Backscattering contributions for a parallelepiped building (h is its height
and w is its width) on a SAR image (θ is the incident angle). The scattering contri-
butions are shown from the near-range (on the left) to the far range (on the right). a,
c, d: are the single scattering from the ground, the wall, and the roof, respectively, b:
the double-bounce between the ground and the wall, e: the shadow, and a+ c+ d: the
layover resulting from overlying the three single backscattering contributions (Brunner
et al., 2008).
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The genes in the current experiment are not pixels but parallel lines located inside the
building footprint. The blue lines consisting of yellow pixels in Figure 5.7-a correspond
to the population of genes that form the search space where the optimal solution is
looked for. The genes would have been represented by vertical lines parallel to the
azimuth axis if the building was parallel in its orientation to the radar flight direction.
The set of genes is generated inside the building footprint (Red rectangle in Figure
5.7-a) using the Digital Differential Analyzer (DDA) algorithm (Watt, 2000), which is
intended to rasterise lines. The latter algorithm is, firstly, employed to link the four
corner pixels of the building footprint. Then, using the same method, parallel lines
(genes) are drawn inside the building footprint from yellow pixels on one of the two
thick red lines (Figure 5.7-a) to the pixels facing them on the opposite thick red line.
The double-bounce candidates (individuals) to generate, called chromosomes in the
GA terminology, will be made up of a given number of adjacent parallel lines. Two
chromosomes, one consisting of three green lines and another one of three blue lines,
are illustrated in Figure 5.7-b. These chromosomes were created by slicing the list of
genes starting from a randomly picked line and ending a few lines after it, according to
the number of lines or genes per chromosome.
Generally, genetic algorithms work by iteratively optimizing the fitness of the chro-
mosomes in the population. The building height calculated in the previous section
(Equation 5.18), is taken as a reference during the evaluation of the fitness of each
chromosome, which is itself worked out according to Equation 5.19. The fitness of a
chromosome in the population expresses the error in its estimated height relatively to
the actual building height measured from the DSM and DTM, and has thereby to be
minimized.
Fitness =
∣∣hestimated − hexpected∣∣ (5.19)
where:
Fitness: The fitness of the chromosome,
hestimated: The estimated height of the chromosome.
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(a) (b)
(c) (d)
Figure 5.7: (a) Set of genes (blue lines consisting of yellow pixels) inside the building
footprint (red rectangle). (b) Two chromosomes (double-bounce candidates) consisting
of three genes (lines) (c) Mutation of a chromosome (Replacing random chromosome
pixels with pixels from adjacent extra lines in purple) (d) Crossover between two chro-
mosomes (swapping of last lines of genes). This scenario is valid for both descending
or ascending and left or right-looking radars observing a given building, since the only
thing that changes is the position of the optimal chromosome.
hexpected: The building height measured from the DSM and the DTM data.
hestimated which appears in Equation 5.19, was estimated for each chromosome from
the inversion of the electromagnetic model in Section 5.2.2, by taking as a backscatter
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value σ0 the average of the pixel intensities along this same double-bounce mask on
the pre-flood SAR image, and accordingly as a building length l the pixel spacing in
the azimuth direction. All the other variables in the same model, such as ε, εw, ϕ, σ,
and L, were supposed either known or measured a priori as reported in Iervolino et al.
(2015). The GO-GO approximation mentioned in the previous chapter was adopted as
long as kσ > 1 was verified for inundated and dry soils, as stated in Iervolino et al.
(2015).
The population of chromosomes produced in the previous step is evolved for a given
number of generations, by performing three genetic operations on the double-bounce
candidates: a selection, a mutation, and a crossover (Mitchell, 1996). In this case,
a tournament selection is carried out to pick the fittest chromosomes in the popula-
tion, which will be eligible to subsequently mutate and mate. This type of selection
performs a series of independent tournaments between randomly drawn chromosomes,
and chooses the fittest among the competitors each time. It thus does not necessarily
select only the fittest chromosomes in the population, which is convenient to promote
diversity in it.
Only a subset of the previously-selected chromosomes will be able to mutate and re-
produce, depending on two arbitrary probabilities pmutation and pcrossover, respectively.
The mutation implemented is performed on the given chromosomes to prevent the algo-
rithm from getting stuck in a local minimum. It simply consists in replacing a random
pixel in a chromosome with another one chosen randomly from the two adjacent gene
lines. An example of a mutated chromosome is displayed in Figure 5.7-c, where a few
yellow pixels from the adjacent purple lines were added to it to replace those that were
originally on the green lines.
The mutation is followed by a crossover that produces two new offspring from each
pair of chromosomes having odd and even indices in the set of candidates selected
before. Essentially, a single-point crossover is carried out by swapping pixels situated
after a random position between the two parents. To illustrate this operation, Figure
5.7-d shows two new chromosomes produced from a one-point crossover between the
chromosomes in Figure 5.7-b. At the end of every iteration, the parents will be replaced
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in the population by their offspring to keep the same number of individuals in every
generation, and the fitness is re-evaluated for these new chromosomes. After a given
number of iterations, the fittest chromosome realizing the optimal height approximation
in the population will be considered in the next step to estimate the local flood depth.
But prior to that, a post-processing consisting of a morphological closing with a 3 by 3
filter was carried out on the obtained double-bounce candidate, to fill the holes present
intrinsically in it due to the rasterisation of the lines and the mutation operation.
5.2.5 Estimation of the local flood depth
The previous step ended with the Genetic Algorithm returning the optimal double-
bounce candidate it had found inside the building footprint. The fittest double-bounce
chromosome was overlaid on top of the pre-flood SAR image, then the values of the
pixels corresponding to this double-bounce mask on the pre-flood SAR image were
subsequently averaged out to get a rough estimation of the backscatter from the building
wall facing the radar sensor. The urban backscattering model explained in detail in
Section 5.2.2 was inverted to get the height of the building in normal conditions from
its average backscatter. Thanks to the coregistration between the pair of preprocessed
radar images, the same process can be repeated on the post-event image to get the
height of the inundated building, by considering the soil flooded and changing the values
of the ground’s dielectric constant and surface roughness in the urban backscattering
model accordingly. The flood depth was eventually calculated in a straightforward way
by subtracting the inundated building height from the height of this same building when
non-flooded, as shown in Figure 5.8. It should be noted that any method that relies
on counting the number of pixels on the SAR image to approximate the dimensions of
a structure on the ground (its height for instance), results in an error proportional to
the size of the resolution cell on the SAR image (e.g. in the order of three metres for
a TerraSAR-X stripmap image). In contrast, methods based on radiometric properties
of the backscatter, like the one used here, are normally independent from the latter
variable (Iervolino et al., 2015). The error in the height retrieval is obviously propagated
to the calculated water depth in any case.
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Figure 5.8: Estimation of the local flood depth using the urban backscattering model.
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5.3 Mapping of the flood extent
The process chain shown in the flowchart in Figure 5.9 consists in a supervised classifier
trained automatically to build the model that maps the floodwater on the post-flood
SAR image. Briefly, a labelled training dataset of water and land classes is gathered
in an automated way from a Sentinel-2 optical image and a pre-flood SAR image, and
is next fed into the classification algorithm during the learning phase. Although the
classifier is normally supervised, in the sense that a labelled training dataset needs
to be provided beforehand to train it, the selection and the labelling of the training
samples is carried out automatically. Ultimately, the trained classifier will be ready to
discriminate the pixels individually in the flooded SAR image into water and non-water
pixels. Each phase of the process will be explained in more detail below.
5.3.1 Supervised and unsupervised learning
Machine learning methods can be divided into two main categories depending on
whether the algorithm is supervised or unsupervised. In supervised learning, the clas-
sifier is first trained on labelled samples, which are pairs of input and expected output
data. The derived model can be as simple as a function that maps the given input to
the corresponding output in the training dataset. Once trained, the model is then used
to predict the classes of an unlabelled test dataset. In a remote sensing application,
the training samples are either collected on the ground using in situ surveys, or man-
ually digitized by an expert from airborne or satellite data. There are a multitude of
methods considered supervised in machine learning, like decision trees, artificial neural
networks, and support vector machine, among others. Supervised learning algorithms
have been adopted by various sectors recently such as the manufacturing and the finan-
cial industries. Other applications that make extensive use of supervised learning are
virtual personal assistants, image recognition on social media, and autonomous cars.
The classifier used to map the extent of the flooding and presented in the next section
belongs to this type of learning algorithms.
Unsupervised learning methods, that work with unlabelled data instead, seek to group
the samples given as input according to similarity criteria. The user will usually have
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Figure 5.9: Flowchart of the automatic flood mapping process including the prepro-
cessing, the extraction of the training dataset, and the classification.
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to set the number of clusters before running the unsupervised algorithm. Examples of
unsupervised algorithms include the K-means clustering, in which the resulting data
partitions are highly-dependent on the randomly-chosen initial cluster centroids. In
Lloyd’s popular implementation of K-means (Lloyd, 1982), the algorithm assigns each
instance in the dataset to the cluster whose centre is the closest in terms of distance,
and then re-evaluates each centroid as the average of the points in that same cluster.
This process stops after a number of iterations or once the centres are not updated
anymore.
5.3.2 Stochastic Gradient Descent
The Gradient Descent (GD) is an iterative optimization algorithm which aims to find
the minimum of a loss (cost) function (Ge´ron, 2017). It is based on the rationale that
the error function is minimized by moving in the opposite direction to its gradient.
The learning rate η in Equation 5.20 serves in this particular case to regulate the steps
taken down the slope (i.e. the negative of the gradient):
ωi+1 = ωi − η∇ωiL(ωi) (5.20)
where:
ωi+1: The model parameters to estimate,
ωi: The model parameters estimated in the previous iteration,
η: The learning rate,
L: The loss function.
Fixing the value of the learning rate is challenging, considering that a large learning
rate will possibly make the algorithm miss the global minimum, while a smaller value
causes GD to be too slow to converge. The learning phase in the standard Gradient
Descent (called also the Batch Gradient Descent, BGD) requires that the derivative is
calculated for all the examples (instances) in the training dataset in every iteration.
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The Batch Gradient Descent is consequently computationally-intensive especially when
the training set is too large (Ge´ron, 2017):
ωi+1 = ωi − η
n∑
j=1
∇ωiLj(ωi)/n (5.21)
where:
ωi+1: The model parameters to estimate,
ωi: The model parameters estimated in the previous iteration,
n: The number of samples in the training dataset,
Lj : The loss function relatively to samplej .
The Stochastic Gradient Descent (SGD) used is another variant of the Gradient De-
scent, which is trained instead on a single randomly-chosen training example at a time.
This online learning faculty of SGD makes it more scalable by allowing it to be un-
constrained in terms of the execution time by the size of the training dataset (Bottou,
2012). SGD was in fact adopted in this study because in an operational context the
objective is to produce the flood map as quickly as possible, and therefore, satellite im-
ages being generally quite large, the classifier chosen needs to fit rapidly to the training
dataset regardless of the number of samples in it.
A regularization term R is also added to the loss function L in Equation 5.20 to help
the predicted model to generalize to unlabelled data. The idea is to penalize complex
models prone to overfitting, which are characterized by larger values for the parameters
ωi.
ωi+1 = ωi − η
[
α
∂R(ωi)
∂ωi
+
∂L(ωTi xj + b, yj)
∂ωi
]
(5.22)
where:
α: Constant,
5.3. Mapping of the flood extent 88
R: The regularization (penalty) term.
Furthermore, SGD takes advantage of a dynamically decreasing learning rate η (called
a learning schedule), which initially prevents it from getting stuck in a local minimum,
and then at the end stabilizes it around the global minimum:
η(t) =
1
α(t0 + t)
(5.23)
where:
α: Same constant used in the previous equation,
t0: The scaled inverse of the initial learning rate, which depends itself on α,
t: The time step.
The cost function used to train the classifier is the Hinge loss function given by:
L(xj , yj) = max(0, 1− yj · (ωxj + b)) (5.24)
where:
ω and b: The predicted model parameters,
xj : The input sample,
yj : The target class.
This function was chosen over the log loss function since there was no need in the case
of a binary classification to have an estimation of the probability of belonging to either
classes. The loss function acts as a classification metrics which appraises the linear
model predicted in every epoch of the learning phase, and modifies its two parameters
(ω, b) accordingly using Equation 5.20. In the case of the SGD classifier, ω corresponds
to the weight assigned to the backscatter feature in the decision function, and b is its
intercept. An interesting property of the Hinge loss function is that it punishes both
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misclassified samples and those who were correctly classified but with a low confidence,
in order to maximize the margin between the classes.
The regularization functions (R in Equation 5.22) commonly used are the L1-Norm
and the L2-norm given by the following equations:
L1 =
m∑
i=1
|ωi| (5.25)
L2 =
m∑
i=1
ω2i (5.26)
where:
m: Number of parameters (ωi) in the predicted model.
5.3.3 Methods for post-processing the flood map
The post-processing seeks to improve the flood map or any thematic map in general by
enabling the reduction of the noise resulting from popular pixel-based classification pro-
cesses, while preserving large polygonal features. The idea behind the post-processing
is to produce enhanced images easier to automatically interpret or to be visualised by
an analyst. The methods covered in the next sections are morphological operations,
sieve filtering, region growing, and graph cuts. The purpose of these techniques is more
or less the same, with all of them aiming at the removal of the residual noise left by
pixel-based segmentation methods.
5.3.3.1 Morphological operations
As the name suggests, morphological image processing methods act on the shape of
the image features regardless of the intensities of its pixels. The image given as in-
put to morphological filters is generally a binary one (e.g. flood extent map), and the
structuring element used in this case is analogous to a small convolution kernel. How-
ever, instead of weighting image pixel values with the kernel, morphological operations
5.3. Mapping of the flood extent 90
borrow concepts from the mathematical set theory to test the overlap between the
structuring element and the image objects. The most basic morphological operations
are the erosion and the dilation, which either shrink or enlarge the image features,
respectively. The erosion and the dilation are combined to thereby form two other
morphological operations, according to the order of these two fundamental filters. The
morphological closing consists in a dilation to close the holes in the image objects,
followed by an erosion. Conversely, the opening operation, joining the same primitive
filters but in reverse order, allows to get rid of the noise (Gonzalez and Woods, 2013).
Morphological operations were employed in Pulvirenti et al. (2011a, 2013) to segment
the SAR image, whereas they are more commonly used in the literature during the
refinement of the produced flood map to eliminate small artefacts improperly classified
as unflooded, while being located adjacent to or inside a large predominantly flooded
area (Cian et al., 2018a; Gstaiger et al., 2012). Conversely, when the structuring element
of the closing is composed of non-flooded values, this morphological operation will
accomplish the same goal as before except that the focus is on pixels in the latter class
instead.
5.3.3.2 Sieve filter
Analogously to the previous morphological opening, the sieve operation gets rid of
polygons having a number of pixels below a given threshold, but in this case regardless
of whether these shapes are classified as flooded or not. Under the hypothesis that both
flooded and non-flooded areas are contiguous and substantially large, all inundated or
dry features below a fixed surface area deemed to have been engendered by the speckle
are accordingly filtered out from the flood map. This type of post-processing was used
to improve the flood map in Cian et al. (2018a) and Gstaiger et al. (2012).
5.3.3.3 Region growing
Region growing is a bottom-up image segmentation method that starts from a set of
seeds, which expand by gradually adding neighbouring pixels to them according to
similarity criteria to eventually form a number of clusters. Pixels within the same
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cluster share similar texture, intensity, or colour properties, besides being adjacent
to one another. The stopping condition terminating this process is satisfied when no
further pixels are appended to the partitions created. A basic region growing equation
is shown below (Gonzalez and Woods, 2013):
Region(x, y) =

True, if |Intensity(x, y)− Intensity(seed)| ≤ T
False, otherwise
(5.27)
Where:
T : The tolerance criterion of the region growing.
In the context of flood mapping with SAR, region growing is generally used as a post-
processing to refine the flood map. The objective is to include in the flood map areas
detected as dry, but actually likely to be inundated due to the close proximity to
flooded ones. For instance, the above-mentioned flood mapping process in Giustarini
et al. (2013) utilised region growing to dilate the flood map. However, in the latter
study the tolerance criterion of the region growing is calculated instead of being set as
a constant as in Matgen et al. (2011).
5.3.3.4 Graph Cuts
A graph G = 〈V,E〉 is defined by its vertices (nodes) V linked by directed edges E, where
each edge connecting two nodes has a weight. Two terminal nodes, a source s and a
sink t, are added to the two extremities of the previous directed and weighted graph G
to form a flow network. In the context of a binary image segmentation, the image pixels
are represented by the non-terminal graph nodes, while the terminal nodes (s and t)
are the labels to assign to each pixel (Boykov and Kolmogorov, 2004). With this in
mind, an s-t cut divides the flow network into two subsets S and T, in such a way that
the source s belongs to S and the sink t to T. This kind of cut can be seen as a binary
classification or a labelling task, where each non-terminal node (pixel) is assigned either
to S or T, depending on whether the pixel belongs to the foreground or the background
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for instance. For edges too, two types can be distinguished in flow networks. N-links
join together pixel nodes located in the same neighbourhood on the image, whereas
t-links connect each pixel node to both terminals (s and t). The weight of a t-link
allows to penalize a node that was mislabelled compared to a prior knowledge, and
that of an n-link ensures a smooth and consistent labelling by encouraging pixels in the
same neighbourhood to be in the same class, after the graph is split. The weights of
n-links and t-links can be defined mathematically by the energy terms Esmooth(L) and
Edata(L) respectively, which appear in the energy function to minimize (Boykov and
Kolmogorov, 2004):
E(L) = Edata(L) + Esmooth(L) (5.28)
Graph cut methods intend to find the labelling L that minimizes the energy function
E in the previous equation. When each energy term is replaced with its respective
expression, the energy function becomes (Boykov and Kolmogorov, 2004):
E(L) =
∑
p∈P
Dp(Lp) +
∑
(p,q)∈N
Vp,q(Lp, Lq) (5.29)
where:
Dp: The data penalty term for a pixel p,
Vp,q: The smoothness or regularization term between neighboring pixels p and q,
P: The set of image pixels p,
N: The set of pairs of adjacent pixels (p, q),
Lp: The labelling to assign to a pixel p.
The network flow in Figure 5.10 shows two pixel nodes p0 and p1, besides the two
terminal nodes s and t, and illustrates how each edge connecting a pair of nodes is
assigned the adequate energy term.
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s
p0 p1
t
Dp0(Ls) Dp1(Ls)
Vp0,p1(Lp0 , Lp1)
Vp1,p0(Lp1 , Lp0)
Dp0(Lt) Dp0(Lt)
Figure 5.10: A flow network with a source node s, a sink node t, two non-terminal pixel
nodes p0 and p1, and the energies used as edges’ weights.
The cost of a cut C, that divides the graph nodes into two classes, is determined by
adding up the weights of the edges severed. The objective of any minimum cut method
is to split the graph into the two abovementioned subsets S and T, while minimizing the
cost. Finding the minimum cut is equivalent to maximizing the flow that goes from the
source to the sink in the graph. The Boykov-Kolmogorov min-cut/max-flow algorithm
(BKA), explained more in detail in Boykov and Kolmogorov (2004), belongs to the
family of augmenting paths algorithms like the Ford-Fulkerson method, and has been
successfully applied to many computer vision problems (Boykov and Veksler, 2006).
Briefly, it consists of a growth phase, then an augmentation phase, and finally an
adoption phase, run iteratively in this order. During the initial stage, two search trees
S and T are created by taking as roots the source s and the sink t respectively, as
illustrated in Figure 5.11. Each edge going from a parent node (vertex) to its children
in S or the other way around in T , is unsaturated. An edge is considered saturated
if its flow is equal to its capacity. Tree nodes can be either active if they lie at the
boundaries of the tree or passive for internal ones, whereas nodes that do not belong
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to either S or T are called free nodes. The idea is that only active nodes are capable of
growing the tree by absorbing adjacent free nodes, as long as the edge between the two
is unsaturated. Once the two trees have met, an augmenting path can then be drawn
from s to t (Figure 5.11), and this marks the end of the growth stage. As a reminder,
an augmenting path has positive capacities along its edges in the residual network flow,
and therefore the flow in a network is maximized when no augmenting path can be
found from the source to the sink i.e. the flow cannot be further increased.
The augmentation phase starts afterwards by increasing the flow that passes through
the path found before to the point of saturating some of its edges. The tree nodes
connected with saturated edges, considered invalid, to their parents become orphans,
and this leads to a fragmentation of the two trees S and T into a forest, which consists
of new trees having these orphans as their roots besides the two trees originating from
s and t.
In the adoption step that comes after, the aim is to go back to having only two trees
S and T by attempting to assign a parent to each orphan, provided that both are in
the same set (S or T ) and can be linked together with an unsaturated edge. If no
eligible parent satisfying these two criteria is found, the orphan is turned into a free
node and its children themselves into orphans. At the end of the adoption phase, all
the orphans have either been attached to parent nodes or transformed into free nodes.
The latter case requires to return to the growth stage and repeat the entire process for
a number of iterations, till the two trees are unable to expand and the edges between
them become saturated, which means that the max-flow was reached (Boykov and
Kolmogorov, 2004).
Graphs cuts based energy minimization techniques were already used in the past to
restore noisy binary images in Greig et al. (1989), who demonstrated that simulated
annealing could get stuck in a local minimum during the minimization of the energy.
The BKA graph cut algorithm, used in the current study, has proved effective in many
image processing applications like image segmentation, stereo matching, and image
restoration (Boykov and Kolmogorov, 2004). It extends the idea in Greig et al. (1989)
by proposing a graph cut algorithm that performs quickly and is even able to generalize
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Figure 5.11: The two search trees (S and T , containing red and blue vertexes respec-
tively) obtained at the end of the growth stage, with the path found from the source
s to the sink t shown in yellow. The vertex label A (resp. P) stands for Active (resp.
Passive) to accordingly denote an active or a passive node (vertex). Free vertexes are
illustrated in black in the middle of the graph (Kolmogorov, 2004).
to N-dimensional image segmentation problems (Boykov and Jolly, 2001). Analogously
to when they were first proposed in Greig et al. (1989), graph cuts will be integrated in
the current methodology as a post-processing to enforce the spatial continuity between
pixels assigned to the same class. In other words, the objective of graph cuts as a
post-processing in this case is to take into account the spatial proximity between the
pixels in the binary flood map, by reclassifying the noisy pixels resulting from the
previous pixel-based classification. Moreover, graph cuts were particularly used as a
post-processing in previous studies in the literature of water mapping from satellite
imagery, where they allowed to take into account the spatial context between pixels
besides their intensities. Elmi et al. (2016) used the near-infrared band from multi-
temporal MODIS optical images to carry out a time series analysis of the dynamics
of rivers’ segments in Central and West Africa. A preliminary water map extracted
with K-means clustering, was refined using the Dinic’s algorithm which, like Boykov
and Kolmogorov (2004), solves the maximum flow problem in a network. Graph cuts
were also used to post-process noisy thematic maps derived from SAR images. In this
case, errors in the classification are often caused by the speckle noise arising from the
radar returns corresponding to heterogeneous scatterers on the ground, that were added
up in the same image pixel. In Cao (2013), a change detection is initially performed
on the ratio of a pair of TerraSAR-X images taken before and during the flooding
using a thresholding and hypothesis testing. The same BKA maximum flow algorithm
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(Boykov and Kolmogorov, 2004) used in the current process, was subsequently applied
to improve the change map. The data penalty term was defined in Cao (2013) from the
probability distribution function (pdf) of the pixels already classified in the previous
step.
5.3.4 Preprocessing
The preprocessing, shown in Figure 5.12, seeks to prepare the dataset for the flood
mapping steps that come after it. Basically, the preprocessing operations explained in
Section 5.1 were done on the pair of SAR images, whereas for the optical image only
a few bands will be selected specifically for the subsequent training and classification
phases.
5.3.4.1 SAR images
The SAR images taken prior and after the flooding were radiometrically calibrated and
speckle-filtered with a 5x5 Gamma Map filter to avoid having a noisy flood map later.
Afterwards, masks of shadow and layover were extracted automatically from the SAR
images with the help of the free SRTM DEM. Pixels where these geometric distortions
appear will be systematically disregarded during the training and classified as unflooded
after that. However, smaller shadows, caused by the lines of trees at fields boundaries
for instance, could persist in the SAR images due to the medium spatial resolution of
the SRTM DEM (30 m). The persisting shadow is especially problematic on the post-
flood SAR image, as it could be confused with floodwater with which it shares the same
low backscatter. The SAR images with masked shadow and layover were eventually
converted to dB and projected to the ground-range with a terrain-correction using the
same DEM. The subsetting operation was left till the very end of the preprocessing to
get perfectly rectangular images after the terrain-correction.
5.3.4.2 Optical image
The Sentinel-2 optical image used to calculate the NDWI has to be atmospherically
corrected by processing it to a Level-2A product on the user side. This preprocess-
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Figure 5.12: Flowchart of the preprocessing of the SAR images and the optical one
before the mapping of the flood extent.
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ing step aims to remove the effect of the atmosphere (i.e. clouds, aerosols, gases...)
from optical satellite images, and is necessary before computing the NDWI. Recently,
the Sentinel Hub started distributing online products already processed as Level-2A
Bottom-Of-Atmosphere (BOA) Sentinel-2 products.
5.3.5 Extraction of the training dataset
The pre-flood SAR image needs to be collocated with the Sentinel-2 optical image prior
to the extraction of the SAR training samples from it, as shown in Figure 5.13. The
learning dataset is then generated to train the model that will predict the classes of
unlabelled data. With respect to the supervised classification of the flood, the training
dataset is selected from products derived from the optical image and the pre-flood SAR
one. First, the NDWI is calculated from the green and NIR bands of the Sentinel-2
image. This index is used by the remote sensing community to highlight the presence
of water.
The NDWI was initially presented in McFeeters (1996) to detect water bodies from
multispectral optical images. The NDWI mathematical expression is given by:
NDWI =
Green−NIR
Green+NIR
(5.30)
where, similarly to Du et al. (2016):
Green: Band 3 in the Sentinel-2 product,
NIR: Band 8 in the Sentinel-2 product.
It is based on the idea that water has at the same time a high reflectance in the
green band and a low one in the NIR one, while other types of land cover to disregard
(soil and vegetation) appear brighter in the latter band (Xu, 2006). The NDWI was
originally calculated from multispectral images captured by Landsat’s Multispectral
Scanner (MSS) (McFeeters, 1996), but was estimated in further works from Landsat’s
ETM+ bands (Xu, 2006), high-resolution Quickbird ones (McFeeters, 2013), and even
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Figure 5.13: Flowchart of the extraction of the training dataset from the collocated
pre-flood SAR image and the optical bands (Green, NIR).
5.3. Mapping of the flood extent 100
from Sentinel-2 images (Du et al., 2016). In rural areas, pixels with a positive NDWI
were expected to correspond to water. However, this could lead to false alarms in urban
areas where houses rooftops for instance were found to have positive NDWI values,
although lower than that of water. Consequently, a higher threshold was determined
in McFeeters (2013) (Equation 5.31) by the same author who proposed the NDWI,
in order to identify the water surfaces in swimming pools which constitute a common
place for mosquitoes to lay their eggs. The NDWI threshold could nevertheless fail to
detect water surfaces that are concealed by protruding vegetation or shadowed by trees
or buildings. On a positive note, the shadow appearing on the optical images tested
was not included in the water mask produced from the NDWI, and this prevents it
afterwards from being wrongly categorized with the water class in the SAR training
dataset.
Class =

Water, if NDWI ≥ 0.3
Land, otherwise
(5.31)
Other water indices were also proposed in the literature like the MNDWI (Xu, 2006),
which was calculated by replacing the NIR band in Equation (5.30) with the shortwave
infrared (SWIR) one. The central wavelengths of the green, NIR, and SWIR bands
in Sentinel-2 products are shown in Table 5.1. The MNDWI was proposed to prevent
the obtained water mask from including false positives from urban areas, based on the
observation that the spectral response from built-up land was higher in the SWIR band
compared to the green band. Therefore, built-up areas would be expected to result in
negative MNDWI values, in contrast to NDWI ones. However, the SWIR band used to
calculate the MNDWI has a 20 m spatial resolution in Sentinel-2 products, as opposed
to the 10 m spatial resolution of NIR and visible bands. As a result, the calculation of
the MNDWI from Sentinel-2 bands should be preceded either by a downsampling of the
green band to 20 m-resolution, or by a sharpening of the SWIR band to 10 m-resolution
(Du et al., 2016). Besides, according to a few experiments carried out on Sentinel-2
datasets, the MNDWI still required a threshold greater than zero to identify the water,
although it should be lower than the NDWI one according to Xu (2006). Lastly, most
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Table 5.1: Wavelengths of the green (Band 3), NIR (Band 8), and SWIR (Band 11)
bands in Sentinel-2 products (Du et al., 2016).
Band Central wavelength (nm)
Green 560
NIR 842
SWIR 1610
high-resolution optical satellite sensors currently in orbit have a NIR band but lack a
SWIR band.
In the current study, the NDWI index is calculated using Equation (5.30) from the green
and NIR bands of the Sentinel-2 BOA level-2A optical image, which was collocated
with the preprocessed pre-flood SAR one in the previous step. Then, by applying the
threshold in Equation (5.31) to the NDWI, a water mask is produced. The land mask
is simply the logical negation of the water mask. Both the NDWI-derived water and
land masks produced in the previous step were separately multiplied with the pre-flood
SAR image present in the same stacked product, to extract from the latter image the
pixels belonging to water and land classes, respectively. The previous step depends on
the accurate collocation between the optical and the pre-flood SAR image, so that the
location of one class (water or land) in the former product matches its location in the
latter one.
Both binary masks have zero pixels for areas to filter out, and one-valued pixels for
those to keep. Eventually, these water and land binary masks will take care of splitting
up the pre-flood SAR image pixels into two classes that form the training dataset, by
a simple pixel-by-pixel multiplication between the two:
TrainingWater = PreSAR ·WaterMask
TrainingLand = PreSAR ·WaterMask
(5.32)
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5.3.6 Classification of the flood
An equal number of samples (1000 samples/class) was taken randomly, and in an auto-
matic way, from the extracted water and land pixels, and was used as a training dataset
as depicted in Figure 5.14. Having training classes with the same number of samples
helps to avoid favouring the majority class in the subsequent step. One pre-requisite
is that the training samples are randomly shuffled prior to the learning phase (Bottou,
2012), to avoid that the classifier recognizes in the post-flood SAR image the last class
it was trained on better than the first one.
The learning dataset serves to train the supervised classifier to recognize water and land
in the post-flood SAR image using algorithms such as the SGD. Thanks to the online
learning ability of the SGD, the classification is performed very quickly even when
the training dataset is quite large. It is not necessary in this case that the training
and test datasets are normally distributed with zero mean and unit variance, since
there is only one feature (the backscatter in dB). Eventually, the trained classifier was
employed to segment the post-flood SAR image into water and non-water (land) classes.
In summary, the classifier is trained on water and land pixels from the pre-flood SAR
image, and used to categorize the post-flood SAR image pixels into the same two classes.
The classification is thereby based on the assumption that the flood has the same low
backscatter signature on the SAR image as permanent water bodies and rivers. This
supposition can be confirmed visually, as their similar low radar return makes them
easily distinguishable from the rest of the land cover. Therefore, the trained classifier
does not differentiate floodwater from permanent water bodies on the flooded SAR
image, since both of them are classified as water. However, wind roughening of the
water surface which raises its backscatter in the flooded image, as well as inundated
vegetation and urban structures producing the same high radar return, will not be
detected. The water map produced is specific only to the post-flood SAR image in the
sense that potential changes in rivers morphologies, relatively to the date of acquisition
of the pre-flood SAR image, are captured by the latter thematic map.
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Figure 5.14: Flowchart of the classification of the flood extent.
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5.3.7 Post-processing
Due to the pixel-wise nature of the previous classifier, a post-processing is essential
to improve the quality of the flood map by eliminating the persistent salt-and-pepper
noise. The post-processing is illustrated by the last operation in the flowchart in Figure
5.14. The min-cut/max-flow algorithm (Boykov and Kolmogorov, 2004) used during
the post-processing of the flood map requires to set the values of both the penalty and
the regularization energy terms. Knowing that the input flood map image has binary
values (pi), the penalty (data) term is null when the pixel is assigned the same label it
got after the previous classification, otherwise it is equal to one:
D =

pi , if xi = 0
1− pi , if xi = 1
(5.33)
where:
pi: The value of the pixel i in the input image,
xi: The label assigned to the pixel i.
For the smoothness term, an 8-connectivity neighborhood was considered so that each
pixel is connected with an n-link to the 8 pixels around it. The weights of n-links were
set empirically to a constant (V = 1) that matches the weights of the t-links (Equation
5.33) in terms of order of magnitude (D ∈ {0, 1}):
V = 1 (5.34)
The idea behind this regularization term is that a strong edge with a high weight
connecting a pair of adjacent nodes will not be broken during the cut, and these adjacent
pixels will therefore be encouraged to take the same label (Boykov and Veksler, 2006).
In a way, the smoothness term balances out the penalty one during the minimization of
the total energy. This post-processing of the flood map allows to take into account the
spatial contiguity between the image pixels in order to remove the noise created by the
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previous pixel-based classification. In fact, the higher the value of the regularization
term, the smoother the segmentation is.
5.4 Conclusion
In this chapter, the local water level near an inundated building was retrieved using a
method based on genetic algorithms. Moreover, a processing chain was also presented
to delineate the extent of the flooding in a fully-automated way using a supervised
classifier. These two inundation parameters will be important for disaster managers to
develop flood emergency plans and take the appropriate measures. In this context, the
extent and the depth of the flooding need to be derived accurately and rapidly. It is
in this perspective that the next chapter will evaluate the two approaches introduced
earlier, particularly in terms of the accuracy of the estimation/classification relatively
to the available ground truths and in terms of the computation time. The flood extent
mapping framework will be tested, in the next chapter, on two flood events that hit
South-West England in 2007 and Myanmar in 2015, and were captured by TerraSAR-X
and Sentinel-1, respectively. Validation maps were available to compute the accuracies
of the derived flood maps. The water depth estimated will be assessed against mea-
surements taken during the flooding by a gauging station located not too far from the
building of interest. Details about the implementation of these two methods and their
integration in a flood monitoring web application, will also be provided.
Chapter 6
Results and discussion
A web application was developed for the mapping of the flood extent, as well as the
estimation of the flood depth locally in the neighbourhood of an inundated building, by
integrating into the same software the two processes already explained in the previous
chapter. This chapter will start by introducing the tools employed to build this web
application. Furthermore, the parameters set prior to running each algorithm are shown
after presenting the datasets used to evaluate each method. It then progresses to give
some details about the implementation of the flood mapping techniques and the third-
party libraries used for that, followed by a discussion of the results obtained when these
methods were applied on SAR datasets capturing real flood events. The assessment
of these two components will be discussed below by relying on flood maps or depth
measurements provided by the local authorities and taken as ground truths to validate
the obtained results. The evaluation of the produced flood extent map was carried out
more extensively by mapping the location of the false positives and false negatives, and
by calculating the time it takes to execute each part of the process.
6.1 Tools
The flood depth estimation and extent mapping algorithms are called interactively from
a web application built with Django web framework. In both cases, the preprocessing
of the SAR images calls the requested SNAP operators via a Python API (Application
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Programming Interface). Each process ends with a visualization of either the build-
ing’s double-bounce contribution or the produced flood map rasters, both served by
GeoServer on a map of optical satellite images provided by Mapbox Inc. The devel-
oped application is cost-effective since all its dependencies are open-source libraries
(SNAP, Python, Scikit-learn, Django, PyMaxflow). Libraries needed specifically for
the extraction of either the extent or the depth inundation features will be mentioned
directly inside the appropriate section. The software is also cross-platform and can be
easily deployed on a server and queried remotely, thanks to its ability to be called from
the internet browser.
6.1.1 Django
Django is a free and open-source Python framework that enables the rapid development
of scalable web applications. The Django project started in 2003 by web developers for
an American newspaper company, and expanded over time thanks to an active commu-
nity and a comprehensive documentation. It comes bundled with various components
to manage user authentication, forms, and databases connections, among many other
features. Web applications built with Django are based on the Model-View-Template
(MVT) architecture, in order to have a loosely coupled source code. The framework
integrates an Object-Relational Mapping (ORM) which allows to programmatically in-
teract with the database at a higher level of abstraction (object-level), besides a Content
Management System (CMS) in its admin section for the website owner to conveniently
visualise and modify the data. Moreover, it also includes a lightweight web server that
can be used during the development and testing phases. Django is the backbone of
the flood monitoring web application built during this PhD, as the routing of the URL
(Uniform Resource Locator) queries to the appropriate views, the generation of forms,
and the rendering of templates, are all managed by this framework. However, this web
application does not take advantage of all the framework’s capabilities. For instance,
database connections were not exploited in this program, since reading and writing the
satellite images in the dataset directly from/on the disk is generally quicker in this case.
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6.1.2 SNAP
SNAP brings together in the same software multiple open-source toolboxes, that exploit
the large dataset provided by missions in the ESA’s Copernicus program (Sentinel-
1, Sentinel-2, and Sentinel-3) and by commercial satellites (TerraSAR-X and many
others). SNAP is supported by ESA and runs on major operating systems (OS) like
Windows, Mac OS, and Linux. This software includes also tools for the preprocessing
and analysis of both optical and radar images. Furthermore, SNAP’s Python API,
called Snappy, offers an interface to a set of operators (Subset, calibration, terrain-
correction...), that can be called from the flood mapping application to preprocess the
SAR images and prepare the dataset for the subsequent steps in the chain.
6.1.3 GeoServer
GeoServer is a an open-source map server implemented in Java that delivers Geographic
Information System (GIS) data over the HTTP protocol. The requests received by
the server follow open standards such as the WMS (Web Map Service) specification.
Popular geospatial raster and vector formats like GeoTIFF, Shapefile, and PostGIS, are
supported and served by GeoServer. Moreover, this server is easy to configure using its
administration web page, accessible from the browser, in order to visualise and publish
the spatial data. GeoServer was relied on in the flood mapping web application to
display the input flooded SAR image, as well as to show the extracted double-bounce
contribution and the resulting flood extent map, at the end of each process.
6.1.4 Mapbox
Mapbox is a company that provides interactive maps that can be accessed and visu-
alised from mobile as well as web and desktop applications. The maps distributed
by Mapbox have been used by social media companies like Facebook and Snapchat.
The geographic data served includes maps from OpenStreetMap and from commercial
high-resolution satellites such as DigitalGlobe. MapBox contributes also to the Open-
StreetMap project, for which it has developed the map editor. The high-resolution
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optical satellite maps provided by Mapbox, and used in the flood mapping web appli-
cation, are quite similar to those accessible from Google Earth. These maps help to
contextualise the images served by GeoServer, and overlaid on these maps, in terms of
the spatial location and the type of land cover present there.
6.2 Estimation of the flood depth
In the context of a flooding, a clear cloud-free SAR image proves mainly useful to
retrieve flood features that can provide an extensive understanding of the disaster.
Among these features and of extreme importance is the water depth estimated with a
semi-automated algorithm in the neighbourhood of a given building from a pair of SAR
images. The subsequent sections will report and discuss the results obtained when this
flood depth estimation algorithm was used to evaluate the water level near one building
of interest, considering that the needed physical and dielectric properties of the scene
were a priori known. In this study, two SAR images acquired during dry and flooded
conditions are necessary, as well as DSM and DTM ancillary data to give an a priori
knowledge of the height of the building and its footprint.
6.2.1 Case study and dataset
The flood event studied is the one that struck the UK in the summer of 2007 as
a consequence of the record-breaking heavy rainfall between the months of May and
July. This flood event was the costliest hydrological disaster worldwide in the same year,
and claimed 13 lives across the country (Pitt, 2008). The area under study concerns
particularly the town of Tewkesbury in Gloucestershire (South-West England), which
was flooded in July 2007. Tewkesbury is situated at the junction of the Severn and
the Avon rivers, and consequently the damages caused by the inundation there, were
considerable with the water propagating to the town centre.
The building in the neighbourhood of which the flood level will be estimated in this
section is shown in Figure 6.1-d on a 20 cm-resolution airborne optical orthophoto
acquired at the time of the inundation, on the 22nd of July 2007 (Defra Data Services
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Table 6.1: Radar parameters of the Tewkesbury 2007 SAR images.
Sensor Polarization Pixel spacing (after TC) Type of product
TerraSAR-X HH 2.2 m SSC (complex)
Platform, 2019). The flooded SAR image captured the flood in Tewkesbury on the 25th
July 2007, while TerraSAR-X was still in its commissioning phase. The dataset used
a pre-flood SAR image taken actually a year after the flooded image on the 22nd July
2008 in dry conditions. The availability of a pair of SAR images acquired in the same
configuration (3 m-resolution Stripmap and HH-polarized, as reported in Table 6.1)
over the same area and processed as Single Look Slant Range Complex (SSC) products,
makes this dataset suitable to conduct change detection analysis. The preprocessing of
the pre-flood and post-flood SAR SSC products was already explained in the previous
chapter. The double-bounce contribution corresponding to the building’s wall facing
the radar beam is shown in Figure 6.1-a and 6.1-b, on the pre-flood and the post-flood
SAR images respectively, with the footprint of the same building superimposed on each
of them in blue.
Airborne LiDAR surveys were carried out in the last 17 years across England to capture
the terrain elevation with a resolution ranging from 2 m to 25 cm. This dataset (Defra
Data Services Platform, 2019) is freely-distributed either as a DSM (Figure 6.1-c) or
as a DTM, which is basically a DSM where the vegetation and buildings were flatten
to leave only the bare-earth. The LiDAR DSM and DTM elevation data for Tewkes-
bury was reprojected from its original projection, the British National Grid projection
(EPSG:27700), to the standard WGS84 projection (EPSG:4326).
6.2.2 Implementation
The flood depth estimation process is divided into two main parts. First, an extraction
of the building’s double-bounce contribution using GAs, then the computation of the
building’s heights under normal and inundated conditions, which leads eventually to a
straightforward evaluation of the water level locally in the neighbourhood of this same
building. The next two subsections give the variable values set beforehand to configure
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(a) (b)
(c) (d)
Figure 6.1: Subset of the city of Tewkesbury, including the rectangular building foot-
print delineated manually in blue, on (a) the TerraSAR-X pre-flood image (b) the
TerraSAR-X post-flood image (c) the LiDAR DSM (d) a 20 cm-resolution airborne
optical orthophoto taken on the 22nd July 2007 showing the flooded building.
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the Genetic Algorithm, besides the physical parameters needed by the previous two
steps, which are assumed known a priori.
6.2.2.1 Genetic Algorithm
As already described in Section 5.2.4, the double-bounce extraction algorithm is based
on GAs (Mitchell, 1996), and was implemented using the DEAP (Distributed Evolu-
tionary Algorithms in Python) framework (De Rainville et al., 2012). All the genetic
operations needed to evolve the population of double-bounce candidates and attempt
to converge towards an optimal solution, are implemented in the latter library. The
retrieval of the double-bounce contribution from the pre-flood SAR image requires that
the values of the parameters reported in Table 6.2 are set before running the GA.
These values were determined in Section 6.2.2.2 below, by observing the evolution of
the fitness when these parameters were changed and choosing the ones minimizing it.
Table 6.2: Parameters of the genetic algorithm used for the extraction of the double-
bounce contribution from the pre-flood SAR image.
Pmut Pcross Ngen Sizepop Ntour Sizetour Sizeindv
0.75 1.0 500 300 indv Sizepop 10 indv 5 lines
Pmut: Probability of a mutation in each iteration,
Pcross: Probability of a crossover in each iteration,
Ngen: Number of generations (iterations),
Sizepop: Number of individuals (chromosomes or candidates) in the population,
Ntour: Number of tournaments in each iteration,
Sizetour: Number of individuals (chromosomes) competing in each tournament,
Sizeindv: Number of lines (genes) in each individual.
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6.2.2.2 Tuning of GA parameters
The optimal values for the GA parameters that minimize the fitness, given in Equa-
tion 5.19 in the previous chapter, are determined by studying the individual influence
of each parameter on it. The GA parameters examined are the probability of muta-
tion (Pmut), the probability of crossover (Pcross), the maximum number of generations
(Ngen), and the number of individuals in the population (Sizepop). The idea is for these
GA parameters to take their values from Table 6.3, and then to analyze the evolution of
the consequent fitness. For every parameter, its value is picked from the previous table,
while the rest of the parameters are fixed. For example, the impact the probability of
mutation has on the fitness is analyzed by setting Pmut each time to a different value
in the set {0.25, 0.5, 0.75, 0.1}, when the rest of the parameters are kept constant in all
cases (i.e. Pcross = 0.25, Ngen = 250, and Sizepop = 100). Since the GA operations
(selection, mutation, and crossover) are stochastic, it was run 100 times for each set of
parameters values, and the mean and standard deviation of the resulting fitness were
calculated each time. To ensure the reproductibility of the results and make the com-
parison fair, the randomness seed is set to the same value before each sequence of 100
executions. The four graphs obtained, each one corresponding to the evolution of the
fitness as one fo the four GA parameters varies, are displayed in Figures 6.2 and 6.3.
From Figure 6.2-b, it can be observed that the fitness improves (i.e. becomes smaller)
as the probability of crossover Pcross increases, with the minimum fitness value reached
at Pcross = 1.0. Similarly, the curve of the fitness as a function of Sizepop (Figure 6.3-b)
reaches its minimum as the value on the x-axis grows. This is in fact the same dynamic
as with Pcross, where, in this case, the larger the population the better the convergence.
However, the fitness seemed to stagnate when the population size went from 300 to 400
individuals, and therefore the smaller value between these two was chosen.
The graphs in Figures 6.2-a and 6.3-a, which illustrate the impact of different values
of Pmut and Ngen respectively on the fitness, show a quite similar trend for the mean
and standard deviation, where except for the smallest values of these parameters, the
curves are almost parallel to the x-axis. This implies that, particularly for the number
of generations, no significant improvement is gained by increasing it above the second
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Table 6.3: Values taken by the GA parameters during their tuning.
Pmut Pcross Ngen Sizepop
0.25 0.25 250 100
0.5 0.5 500 200
0.75 0.75 750 300
1.0 1.0 1000 400
smallest value tested, and could be easily explained by the fact that the GA stops
running if the fitness stagnates during 10 iterations. In other words, a GA with a
maximum of 1000 generations is not guaranteed to reach that number of iterations.
Accordingly, the second smallest size of the population was chosen to run the GA later
(i.e. Sizepop = 300). As for the probability of mutation, this parameter is meant to
introduce some diversity in the population, and is not normally supposed to be run in
every iteration. However, since the fitness curves at Pmut = 0.75 looked to be slightly
below the rest of the points, this value was thereby chosen in the subsequent tests.
6.2.2.3 Height estimation
The double-bounce contribution extracted with GAs is simply defined as a Numpy
array of pixel coordinates. Numpy is an open-source library that extends the Python
programming language with matrix operations and other functions for working with
arrays in general (Oliphant, 2006). The building heights in flooded and unflooded con-
ditions are then worked out for the optimal solution found in the population. In both
situations, the GO-GO approximation was chosen even though the soil roughness con-
dition was only partly verified (kσ > 1), similarly to Iervolino et al. (2015). The latter
approximation was employed by substituting into the inverted urban backscattering
model’s equation (Equations 5.4 and 5.5) the radar and scene parameters in Table
6.4. For the sake of this experiment, these parameters were supposedly measured in
advance on the ground, from the pre-flood SAR image (e.g. ϕ), or were assumed to
be already known like the dielectric constants and roughness properties of the soil and
wall materials. Furthermore, SAR acquisition parameters such as the radar incident
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(a)
(b)
Figure 6.2: Graphs showing the change in the fitness value by varying (a) the probability
of mutation (b) the probability of crossover.
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(a)
(b)
Figure 6.3: Graphs showing the change in the fitness value by varying (c) the number
of generations (d) the population size.
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angle ϑ and the pixel spacing are also normally provided in the metadata of the image
product. The building length l is in fact taken equal to the pixel spacing of the terrain-
corrected SAR image, since the backscatter σ0 is averaged along the pixels composing
the double-bounce contribution.
Table 6.4: Radar and scene’s physical parameters known a priori before the estimation
of the flood depth.
Ground Wall Radar
σ [m] L [m] ε εw ϕ [°] ϑ [°] l [m]
Pre 0.02 0.154 6.6− j2.8× 10−2
5.10− j3.3× 107 12.7 24 2.2
Post 0.01 0.2 55− j38
6.2.3 Discussion
The flood depth estimation methodology was assessed on the previous dataset with
the parameters listed above, by calculating the accuracy of the calculated water level
relatively to a ground truth and by measuring its computation time. Thanks to the
semi-automation of the double-reflection line retrieval, the execution time of the whole
process was reduced from a few minutes, the time to manually delineate the double-
bounce line, to the order of seconds, while having an error in the estimated flood depth
of under one metre on average.
6.2.3.1 Accuracy of the estimation
The water level of the Severn River as measured by the Mythe Bridge gauge station,
at the same time the post-flood TerraSAR-X image was acquired on, was used as a
ground truth to assess the results of the method proposed. The hydrograph reported
in Zwenzner et al. (2009) shows this water stage to be equal to 12.22 m AMSL (Above
Mean Sea Level), while in unflooded conditions it was 8 m AMSL when the studied
area was visited (Iervolino et al., 2015). It is worth mentioning that these water level
values are larger than those shown online in near real-time in Gov.uk (2019), as the
latter measurements are given relatively to the monitoring station’s vertical reference,
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Figure 6.4: Relationship between the river water levels before and after the disaster
near the studied building and the river embankment height (Iervolino et al., 2015).
which is already 7.5 m AMSL. Figure 6.4 illustrates how the reference local flood depth
(hvalidation) is worked out from the actual water depths AMSL in flooded (hf ) and
unflooded (huf ) situations near the building-of-interest, while taking into account an
embankment whose height (hemb) was assessed visually at 1.5 m (Iervolino et al., 2015).
This ground truth water level is therefore calculated according to the following equation
to validate the estimation later on:
hvalidation = hf − huf − hemb = 2.72 m (6.1)
However, this water gauge is located more than half a kilometre away from the building-
of-interest, and consequently the station monitors the water level of the Severn River
while the building is actually situated at the junction of the River Avon and the River
Severn. Because of the distance between the Mythe Bridge station and the studied
building, using this water gauge as a ground truth might become invalid due to the
fluctuation in the river level across different topographies on the one hand, and the
potential difference in the water depth between the two rivers on the other hand.
Moreover, only a visual estimation of the river embankment near the building was
given in Iervolino et al. (2015), and no accurate measurement was carried out.
The error in the estimated flood depth near the building relatively to the ground truth
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is calculated as follows:
Error = |hestimated − hvalidation| (6.2)
Because the proposed algorithm is stochastic in that the chromosomes are generated
and modified randomly, different executions will not necessarily produce the exact same
flood depth value, even when the building footprint given as input is fixed. Therefore,
this depth estimation algorithm was assessed by executing it 100 times while keeping
the same building footprint (i.e. same hpre), and eventually calculating the mean and
the standard deviation of the estimated water levels and their respective errors. The
standard deviation of a distribution expresses the variability of the samples belonging
to it. The average and standard deviation of the calculated water depths resulting from
the 100 executions of the algorithm were equal to 3.68 m and 42 cm, respectively. As
for the error, it was found to be on average equal to 96 cm with a standard deviation of
42 cm as reported in Table 6.5, while the error obtained in Iervolino et al. (2015) was
24 cm. Both of the two estimations were made relatively to a water level from which
was subtracted the embankment (Figure 6.4), knowing that its height was assessed only
visually without accurate measurements. In the latter paper, the double-reflection line
was manually delineated on the post-flood SAR image of the same dataset, then the
urban backscattering model was employed to get the local flood depth by assuming
that the height of the building’s wall in ordinary conditions was known (hpre = 5.53 m
in Table 6.5). The difference in the values of the pre-flood building’s height in Table 6.5
compared to Iervolino et al. (2015) is due to this parameter being retrieved differently
in the current experiment (hpre = 7.44 m) and, precisely, from the DEM’s footprint.
Therefore, the assumption that the calculated average building height is the same as the
height of the building’s front wall facing the radar and from which the double-bounce
contribution emanates, when the roof of the studied building is in fact clearly gabled
according to the DSM, could potentially constitute an important source of error. In
fact, by looking at this building’s height and the ground’s height on the DSM, it can
be confirmed that hpre is measured in this thesis practically to the top of the gable,
while the DSM elevation values for the building wall oriented towards the radar agree
instead with those in Iervolino et al. (2015).
6.2. Estimation of the flood depth 120
Table 6.5: The mean and the standard-deviation of the estimated flood levels and their
errors for 100 executions of the local flood depth estimation algorithm, compared to
Iervolino et al. (2015) and to the ground truth, in metre.
Pre height [m] Water depth [m] Error [m]
Current method 7.44
Avg: 3.68
Std-dev: 0.42
Avg: 0.96
Std-dev: 0.42
(Iervolino et al.,
2015)
5.53 2.96 0.24
Ground truth - 2.72 -
The error reported in Zwenzner et al. (2009), where the water level was calculated
on the same dataset studied in this thesis by overlaying a flood map on top of a
high-resolution LiDAR DEM, was around 35 cm near the Mythe Bridge water gauge
(i.e. the ground truth). In this case, the estimation of the water depth requires to
set cross section profiles along the river reach, which need to be shifted manually to
correct the measurements. The reason is that this method is sensitive to errors in the
flood extent map, especially where a missed detection happens due to the presence of
vegetation. Moreover, the slight inaccuracy in the flood map introduces even more
depth measurement errors in abrupt slopes.
In the current study, errors in the estimated flood depth might also have been caused
by an inaccurate coregistration, which leads to misalignments in the position of the
double-bounce contribution in the pre-flood and the post-flood SAR images relatively
to the building footprint retrieved from the DSM. Furthermore, the challenge faced
with buildings oriented obliquely relatively to the radar flight axis, is that the double-
bounce contribution is often longer than the building footprint delineated manually
from the DSM. For a parallelepiped-shaped building, this is due to both the front wall
facing the sensor and the side wall adjacent to it, and similarly visible to the radar,
contributing to the double-backscatter reflection on the SAR image. To summarise,
the double-bounce contribution is lengthened on SAR images, and even goes beyond
the footprint’s edges, when the building of interest is not parallel to the radar flight
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direction, because the sensor operates in a side-looking configuration. The latter issue
was thereby tackled, prior to the double-bounce extraction, by expanding the building
footprint programmatically to contain the entire double-reflection line. However, the
height of the building calculated from the DSM and the DTM was retrieved prior to the
lengthening of the building footprint, since the idea is to only enlarge the search space
of the GA. The elongation of the building footprint relies on basic geometry concepts
as shown in Figure 6.5. The corner point p3 is first projected on the line that passes
through the points p1 and p4 to get a new point p
′
4. The projection is in this case
non-orthogonal and parallel to the x-axis (range axis). Then, a new point p′3 is created
at the same distance on both axes from p3, as p
′
4 is from p4. The building footprint was
expanded this way, because the TerraSAR-X image was acquired with a right-looking
and descending configuration, which means that the double-backscatter contribution
arises from the long building wall on the right and the upper one on the side.
The lack of accuracy in the resulting double-bounce contribution relatively to the post-
flood SAR image in Figure 6.6-b, is because it was actually extracted from the pre-
flood SAR image (Figure 6.1-a) where it appears almost in the middle of the building
footprint and is thinner than it is in inundated conditions on the post-flood SAR image.
Moreover, trees slightly hiding the upper-left corner of the building in Figure 6.6-a might
also drive the GA to get stuck in a local minimum.
Finally, to demonstrate the gain in terms of accuracy brought by GAs, if the initial
population of double-bounce candidates, consisting of adjacent lines parallel to the
building front face, was not evolved for a number of generations with GAs, searching
for the candidate with the closest height approximation amounts to finding the fittest
one in the latter population. The average fitness value (i.e. error in the building height
estimated from the pre-flood SAR image) was above two metres in this case, while the
one obtained with the tuned GA parameters was zero. This is explained by the fact
that the bright double-bounce contribution is in general not necessarily continuous due
to the presence of windows and balconies for instance.
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Figure 6.5: Extension of the building footprint p1p2p3p4 by (1) horizontally projecting
its corner p3 to get p
′
4, (2) and creating a point p
′
3 at the same distance from p3, as p
′
4
is from p4.
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(a) (b)
Figure 6.6: (a) Green building of interest captured by an optical satellite, © Mapbox
(2019) (b) The double-bounce contribution obtained in red on top of the post-flood
SAR image, which shows the actual long double-bounce contribution in white on the
right.
6.2.3.2 Execution time
The processing time required to estimate the local flood height in the vicinity of one
building using a GA run for 300 generations was virtually steady and on average around
21 seconds, excluding the preprocessing of the pair of SAR images and their coregis-
tration with the DSM. By way of comparison, it might take up to a few minutes for a
human operator to manually extract a double-bounce contribution, depending on the
dimensions of the building’s front wall. These results were obtained on a workstation
equipped with an Intel Xeon X5650 CPU with 24GB of RAM. On a more powerful
machine (e.g. a cluster), the results will certainly improve in terms of speed, which
opens the possibility to estimate the flood depth on the whole SAR image, especially
if multiple calls to this algorithm are made in parallel to estimate the flood depth
near inundated buildings. However, a manual outlining of the buildings’ footprints is
still necessary if this method is to be applied on a larger scale. An estimation of the
water level near multiple buildings, when combined with a flood extent map, could
be interpolated to provide emergency services with a 3D visualization of the flooding
event.
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6.3 Mapping of the flood extent
When a populated area is inundated, flood extent maps derived ideally from remotely-
sensed data are fundamental to emergency responders to support vulnerable commu-
nities during the disaster. The method proposed to rapidly and automatically map
the flood extent using a supervised classifier was evaluated by calculating the accuracy
scores for flood maps produced for two flood events and, as before, by determining
the time taken to delineate the inundation. A more thorough assessment of the ac-
curacy was carried out by separately analysing the results for urban and non-urban
areas, owing to the availability of a 25 m-resolution land cover image for one of the two
datasets. Finally, the flood map was also compared in terms of performances to the
results achieved in other studies published in the literature.
6.3.1 Case studies
The flood extent mapping process which consists of the preprocessing of the images,
the extraction of the training dataset, and finally the classification, was assessed on
two flood events which occurred in Tewkesbury (England) in 2007 and in Myanmar in
2015, and were captured by TerraSAR-X and Sentinel-1, respectively. In both cases,
a pre-event SAR image, taken in the same configuration as the post-flood one, and
an optical Sentinel-2 image were available to train the supervised classifier to identify
the inundation on the flooded SAR image. The flood mapping method can thereby
be appraised on two datasets acquired with different frequencies (X-band and C-band)
and varying resolutions (high and medium resolution).
6.3.1.1 Case study of Tewkesbury 2007
The same SAR dataset used for the estimation of the flood depth was again employed
to test the process proposed for the mapping of the flood extent. Both the pre-flood
TerraSAR-X image (Figure 6.7-a) and a Sentinel-2 optical image of the studied area,
shown in Figure 6.7-c with the ground truth superimposed on it, are required to train
the supervised algorithm. The trained classifier will be subsequently used to classify a
6.3. Mapping of the flood extent 125
post-flood TerraSAR-X image (Figure 6.7-b) of the flooded town of Tewkesbury into
inundated and non-inundated pixels. The cloud-free Sentinel-2 optical image was ac-
quired in the same season and the same month as the pair of SAR images, but eight
years later than the pre-flood SAR image (19th July 2016).
To confirm that no change in the land cover occurred between the time the pre-flood
SAR image was taken and the acquisition of the Sentinel-2 optical image (Figure 6.7-
c), an optical image captured by the TM sensor of Landsat-5 (Figure 6.8) one month
before the pre-flood SAR image and in the same season (08th June 2008), was compared
visually with the latter Sentinel-2 image. Overall, the Landsat-5 and the Sentinel-2
images showed consistency in terms of water bodies, at least for the subset studied.
For future flood events, thanks to the 5-days revisit time of the Sentinel-2 constellation
currently in orbit, it should be easier to find a cloud-free optical image acquired in
the same season and the same year as the reference SAR image to avoid any potential
change in the land cover. In the current case study, the previous Landsat-5 product
could not be considered for the subsequent flood mapping methodology due to its coarse
30 m spatial resolution.
6.3.1.2 Case study of Myanmar 2015
Flooding hit Myanmar during the monsoon season between July and September 2015.
The study area is situated in the South-East of the country, where the Salween River
burst its banks in the month of August of the same year. Sentinel-1 took a SAR image
during the flooding on the 6th of August 2015 (Figure 6.9-b). Moreover, thanks to
the systematic acquisition plan of Sentinel-1, a pre-flood SAR image taken on the 19th
of March 2015 was also provided (Figure 6.9-a), in the same acquisition parameters
as the flooded SAR image, to capture the same area in normal conditions. Both 20
m-resolution SAR images were acquired in VV polarization and processed as GRD
products (Table 6.6). A cloud-free optical image was acquired a few years after the
flooding by Sentinel-2 (Figure 6.9-c) in the same season as the dry SAR image, to
avoid inconsistencies between this pair in terms of presence or dryness of water bod-
ies. Thanks to the open data policy of the Copernicus programme, the Sentinel-1 and
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(a) (b)
(c) (d)
Figure 6.7: Subset of the town of Tewkesbury (South-West of England) on (a) the pre-
processed pre-flood TerraSAR-X image in dB (22 July 2008), © DLR (2008) (b) the
preprocessed post-flood TerraSAR-X image in dB (25 July 2007), © DLR (2007) (c)
the Environment Agency’s ground truth in red (End of July 2007) (UK Environment
Agency, 2019) superimposed on the Sentinel-2 optical image (19 July 2016), © Coper-
nicus data (2016) (d) the flood map obtained in cyan superimposed on the post-flood
SAR image just above.
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Figure 6.8: Landsat-5 RGB optical image of Tewkesbury taken on the 08th June 2008,
which was compared with the Sentinel-2 optical image of 19th July 2016 in Figure 6.7-c.
Table 6.6: Radar parameters of the Myanmar 2015 SAR images.
Sensor Polarization Pixel spacing Type of product
Sentinel-1 VV 10.0 m GRD (detected)
Sentinel-2 images in this dataset are distributed online for free. Conversely, the com-
mercial images from TerraSAR-X used in the previous case study can only be made
freely available, in a limited number, for scientific purposes after a research proposal
has been accepted. This last point introduces a constraint in the access to the SAR
data following a flood disaster, and shows the advantages satellites belonging to the
Copernicus programme have over commercial ones in the same context.
6.3.2 Preprocessing
Typically, due to the large size of satellite images, subsets are extracted from the original
products using the given spatial coordinates (longitude, latitude), so that the processing
of the relatively smaller subsets takes a shorter amount of time. During the mapping of
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(a) (b)
(c) (d)
Figure 6.9: Subset of the city of Mawlamyine (southeastern Myanmar) on (a) the
preprocessed pre-flood Sentinel-1 SAR image in dB (15 March 2015), © Copernicus
data (2015) (b) the preprocessed post-flood Sentinel-1 SAR image in dB (06 August
2015), © Copernicus data (2015) (c) the United Nations’s ground truth vector in red
(06 August 2015) (UNITAR, 2015) superimposed on the Sentinel-2 optical image (04
March 2018), © Copernicus data (2018) (d) the flood map obtained in cyan.
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Table 6.7: The dimensions in pixels and before the preprocessing of the input pre-flood
SAR image used in each dataset to test the flood extent mapping algorithm.
Dataset Width Length
Tewkesbury 2007 2059 2431
Myanmar 2015 3979 4884
the flood extent experiment in the current section, the process was executed on subsets
of different sizes taken from the optical and SAR products. The size of the input pre-
flood SAR image in each dataset is shown in Table 6.7 and corresponds approximately
to 5 million pixels and 19 million pixels for the Tewkesbury 2007 and Myanmar 2015
events, respectively. The size of the post-flood SAR image varies slightly, since the
subsetting is done by geographical coordinates, not by pixels’ ones. The optical image
has higher or lower dimensions depending on its resolution relatively to the SAR one.
The shadow and layover pixels detected on the pair of SAR images showing the studied
area in Myanmar appear in a homogeneous black color on the mountains located to
the right of the river (Figure 6.9-a and 6.9-b). For the previous dataset of Tewkesbury,
no pixels were masked on the preprocessed SAR images, since the studied area is quite
flat and the geometric distortions were accordingly absent in that case.
6.3.3 Implementation
The SGD classification algorithm is implemented in Scikit-learn, which is an open-
source Python library that includes implementations of many machine learning algo-
rithms used for solving classification, regression, and clustering problems (Pedregosa
et al., 2011). The Scikit-learn project was created in 2007 by David Cournapeau during
the Google Summer of Code of the same year. It is based on Python libraries reputable
for numerical and scientific computation (Numpy), and has gained in popularity among
the machine learning community, especially with beginners, thanks to the simplicity
of its code. Over the years, Scikit-learn has counted many major companies among
its sponsors like Google, besides being supported by the French Institute for Research
in Computer Science and Automation (INRIA). The SGD classifier used to map the
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Table 6.8: The values of the hyperparameters used during the training of the SGD
classifier.
Number of iterations Loss function Regularization term Alpha
1000 Hinge loss l2 0.0001
extent of the flood is included in the Scikit-learn library. Despite the classifier being
normally supervised, the flood mapping operates without any human intervention, as
the labelled training dataset is extracted from the optical and the pre-flood SAR images
in a completely automated fashion.
The implementation of the max-flow algorithm (BKA) utilized for the post-processing
of the flood map is the one provided by a python wrapper (PyMaxflow) available in
PyMaxflow (2019), which is itself based on Boykov and Kolmogorov (2004).
6.3.3.1 Hyperparameters of the classifier
The optimal values for the hyperparameters (model’s parameters) in Table 6.8 and
explained theoretically in Section 5.3.2, which are the number of iterations of the SGD,
the loss function, the regularization term and its coefficient α, can be determined by
cross-validation where the classifier is trained on one part of the training dataset with
different values of these hyperparameters, and then validated on the rest of this same
dataset. The set of hyperparameters values producing the best accuracy scores during
the cross-validation can be used for the subsequent training on the whole learning
dataset. Because the training of the classifier and the test are performed in this case
on two distinct datasets (the pre-flood and the post-flood SAR images respectively), no
improvement in terms of accuracy was observed with the cross-validation. Furthermore,
for the sake of a quicker computation time, the default hyperparameters values of the
SGD were kept and are reported in Table 6.8, except for the number of iterations which
was increased to a 1000 iterations.
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6.3.4 Accuracy metrics
The following accuracy metrics were calculated to evaluate the resulting flood maps
relatively to the ground truth associated with them, according to the equations below
(Jensen, 2005):
Accuracy =
TP + TN
Total
· 100% (6.3)
where:
Accuracy: The overall accuracy of the classification,
TP : The number of true positive pixels,
TN : The number of true negative pixels,
Total: The total number of pixels.
Producer Accuracyi =
TPi
Total Targeti
· 100% (6.4)
where:
Producer Accuracyi: The producer’s accuracy for the class i,
TPi: The number of true positive pixels in class i,
Total Targeti: The number of pixels in the ground truth in class i.
User Accuracyi =
TPi
Total Predictedi
· 100% (6.5)
where:
User Accuracyi: The user’s accuracy for the class i,
TPi: The number of true positive pixels in class i,
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Total Predictedi: The number of pixels predicted in class i.
The overall accuracy of the classification is calculated in a straightforward way as the
ratio of the number of correctly-classified pixels over the total number of pixels. Besides
the overall accuracy, there are two other accuracy metrics commonly used in remote
sensing to assess the classification of each class separately. The producer’s accuracy
tells how accurate was the classification in a given class compared to the ground truth,
and complements consequently the omission error. The complement of the commission
error called the user’s accuracy is the percentage of TPs among those pixels categorized
in a given class, and gives a measure of how much the map produced can be trusted
(Banko, 1998).
In addition to the accuracy metrics reported above, the area flooded was also easily
calculated by multiplying the number of pixels classified as flooded by the surface area
of a single pixel on the SAR image:
area = n · s (6.6)
where:
area: The flooded area in km2,
n: The number of pixels flooded,
s: The pixel area in m2, which is equal to the squared pixel spacing.
6.3.5 Results
The flood extent mapping algorithm was evaluated by calculating, for the two datasets
of Tewkesbury and Myanmar, the values of the previous accuracy metrics on a pixel
basis relatively to the ground truth, as well as by comparing the inundated area in km2
on the flood map against the one on the validation data. The accuracy scores allow
to infer the agreement rate between the produced flood map and the corresponding
ground truth, and to tell whether the flood is underestimated or overestimated.
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6.3.5.1 Results for Tewkesbury 2007
The extent of the flooding mapped with the SGD in the town of Teweskbury is shown in
Figure 6.7-d. The flood map obtained was validated against a ground truth vector (the
red mask in Figure 6.7-c), which was collected by the Environment Agency using in
situ surveys and aerial photography (UK Environment Agency, 2019) in the same town
of Tewkesbury, but possibly on a different day than the acquisition of the post-flood
SAR image. In fact, the date range of the flood duration reported in the metadata of
the ground truth is between the 20th and the 24th of July 2007 for the town centre of
Tewkesbury, and from the 20th to the 31st of July 2007 for its vicinity, whereas the
post-flood SAR image was taken on the 25th of July of the same year. The ground
truth vector had to be rasterized and confined to the area of interest first, then the flood
map produced was compared with it on a pixel level. After an assessment of the results
obtained with the SGD classifier (Table 6.9), the accuracy of the classification was found
to be around 77%. Moreover, from the producer’s accuracy of the flood class (61.18%)
in the same table, it can be inferred that there is an underestimation of the inundation
and consequently an overestimation of the non-flooded areas. The under-estimation
of the floodwater is also clear from the flooded area presented in km2 in Table 6.10.
One type of land cover possibly responsible for the missed classifications are flooded
urban areas (clearly flooded in aerial images in Mason et al. (2010)) characterized by
an increase in the backscatter, while the classifier was not trained to recognize their
signatures. Furthermore, emergent vegetation at the flood edge will produce a high
return and is also likely to be wrongly classified as non-flooded for similar reasons.
However, it should be noted that the flooded SAR image was acquired on a different
day (25th of July 2007) than the ground truth (20-24th of July 2007), and therefore a
flood recession should not be ruled out between the two dates. In fact, the hydrograph
in Figure 6.10 shows that the water level measured by a water gauge located near the
studied area at the time of the acquisition of the aerial orthophoto (24th of July 2007),
from which parts of the ground truth were produced, was 30 cm higher than it was
on the day the post-flood SAR image was taken (25th of July 2007) (Zwenzner et al.,
2009; Mason et al., 2010).
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Figure 6.10: Hydrograph showing the water level measured during the flood by the
Mythe Bridge water gauge in Tewkesbury (Zwenzner et al., 2009).
Table 6.9: The producer’s and user’s accuracies for the flood and non-flood classes and
the overall accuracy of the classification for Tewkesbury 2007 dataset.
Class Producer’s accuracy User’s accuracy Overall accuracy
Non-flood 94.15% 69.19%
77.03%
Flood 61.18% 91.87%
Table 6.10: Area suffering from the flooding in Km2 on the obtained flood map and
on the ground truth for Tewkesbury 2007 dataset.
Product Flooded area
Flood map 7.58 Km2
Ground truth 11.39 Km2
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Table 6.11: The producer’s and user’s accuracies for the flood and non-flood classes
and the overall accuracy of the classification for Myanmar 2015 dataset.
Class Producer’s accuracy User’s accuracy Overall accuracy
Non-flood 98.96% 91.97%
93.47%
Flood 82.06% 97.43%
Table 6.12: Area suffering from the flooding in Km2 on the obtained flood map and
on the ground truth for Myanmar 2015 dataset.
Product Flooded area
Flood map 407.43 Km2
Ground truth 483.74 Km2
6.3.5.2 Results for Myanmar 2015
For the Myanmar 2015 dataset, the preprocessing step consisting of masking out geo-
metric distortions SAR images suffer from, allowed to get rid of parts of the topographic
shadows which otherwise could be misclassified as water due to the similar dark ap-
pearance on the SAR image. The results in Table 6.11 were superior to those realized
on the previous dataset, reaching an accuracy over 90%. Due to the larger pixel spacing
of Sentinel-1 SAR images (10 m in Table 6.6), the missed classification translates into
a larger difference between the area inundated in km2 on the flood map and on the
ground truth in Table 6.12.
6.3.6 Classification of urban and non-urban areas in Tewkesbury 2007
The validation of the results for Tewkesbury 2007 went one step further and the flood
maps were assessed separately in the urban and non-urban areas. With this in mind,
the urban mask was obtained by thresholding the 25 m-resolution land cover map for
the UK which was downloaded from Rowland et al. (2017), while the non-urban mask
was simply taken as the logical negation of the latter mask. The same process described
in the previous chapter was applied on the SAR image exactly as before, except that
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Table 6.13: The producer’s and user’s accuracies for the flood and non-flood classes
and the overall accuracy of the classification for the urban areas of Tewkesbury 2007.
Class Producer’s accuracy User’s accuracy Overall accuracy
Non-flood 99.1% 74.87%
74.7%
Flood 4.88% 65.6%
Table 6.14: The producer’s and user’s accuracies for the flood and non-flood classes
and the overall accuracy of the classification for the non-urban areas of Tewkesbury
2007.
Class Producer’s accuracy User’s accuracy Overall accuracy
Non-flood 91.67% 66.46%
77.68%
Flood 68.0% 92.19%
the validation was carried out on the two types of land use separately.
Tables 6.13 and 6.14 give an assessment of the results obtained by the SGD classifier
in the urban and the non-urban regions of the flooded SAR image of Tewkesbury, re-
spectively. As expected, the classification is slightly more accurate in non-urban areas
compared to urban areas (almost 77.68% against 74.7%, respectively). Nevertheless,
in terms of False Negatives the classification in urban settlements did a lot worse than
in non-urban ones (close to 5% of producer’s accuracy against 68%, respectively). As
stated in the previous subsection, this might be explained by the fact that the classi-
fier missed flooded urban settlements characterized by an increase in the backscatter,
while the training dataset identifies only dark open-water on the pre-flood SAR image.
Or, the same reason also referred to in the previous section regarding the different
acquisition dates of the flooded SAR image and the ground truth, could be possibly
responsible for the high missed detection in urban areas.
6.3.7 Maps of FNs and FPs
The maps of False Negatives (FNs) and False Positives (FPs) for Tewkesbury and
Myanmar datasets (Figures 6.11 and 6.12, respectively) were produced in QGIS from
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the flood and the ground truth binary maps using this equation:
Error =

FN, if (predict− valid) ·mask = −1
FP, if (predict− valid) ·mask = 1
(6.7)
where:
Error: The type of misclassification in the masked area,
FN : A false negative,
FP : A false positive,
predict: The predictions,
valid: The ground truth,
mask: The urban or non-urban mask, if applicable.
For Tewkesbury dataset, the FNs and FPs were extracted separately for urban and
non-urban areas thanks to the availability of the UK land cover map (Rowland et al.,
2017). The yellow field inside the red triangle in Figure 6.11-d was clearly not flooded on
the post-flood SAR image of Tewkesbury (Figure 6.7-b). This means that its inclusion
with the missed classifications was probably due to a flood recession in this area. There
were also some FNs in the urban regions of the same image (Figure 6.11-d) appearing
in yellow, but the resolution of the SAR image was not high enough to detect the flood
in narrow roads. As for the FPs appearing in magenta inside the red circle in Figure
6.11-c, this rural area is clearly flooded since it appears in dark due to the specular
reflection from the water. One possible explanation for it being considered a FP is
that because the ground truth and the SAR image were not acquired on the same
date, different areas were flooded on the two dates of acquisition. Other false alarms
appearing in magenta in the same image (Figure 6.11-c) might come from low grow
grass or bare fields which exhibit the same low backscatter that characterizes water on
radar imagery, whereas in the lower-left corner of the image the shadow from the trees
could have resulted in some FPs there.
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Figure 6.11: Superimposed on the post-flood SAR image are (a) the flood map pro-
duced from Tewkesbury 2007 TerraSAR-X image in cyan superimposed on the ground
truth in red (b) the urban mask extracted from the UK Land Cover map (Rowland
et al., 2017) in blue and the non-urban mask (negation of the urban mask) in green (c)
the FNs in yellow and the FPs in magenta, in non-urban areas (d) the FNs in yellow
and the FPs in magenta, in urban areas.
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(a) (b)
Figure 6.12: Superimposed on the post-flood SAR image are: (a) the flood map pro-
duced from Myanmar 2015 Sentinel-1 image in cyan superimposed on the ground truth
in red (b) The FNs in yellow and the FPs in magenta.
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Regarding the Myanmar 2015 flood map, the misclassification caused by FNs (yellow
pixels in Figure 6.12) is generally located on the boundaries of the flooded zones. It
is suspected that the speckle-filter smoothed out the boundaries of the flooding on the
post-event SAR image, which led the pixels constituting them to be wrongly-classified
as dry. The persistent dark topographic shadow which exists even after masking out the
geometric distortions, creates false positives visible in magenta inside the two red circles
in Figure 6.12. This might be explained by the relatively coarse resolution (around 30
m) of the DEM employed during the extraction of the shadow and layover from the
SAR images.
6.3.8 Computation time
Each operation performed during the flood mapping process was profiled individually
by measuring the time it takes to run. The time to upload the optical and SAR images
to process to the Web server as well as the time to load the web page are included in the
execution time. The upload time is not considerable when working locally, however it
very much depends on the internet speed and the size of the images if the flood mapping
Web application is deployed remotely. The computation times for the preprocessing
of the SAR images, the generation of the training dataset, and the classification plus
the post-processing, are shown in Table 6.15 and Table 6.16 when these operations
were executed on the Myanmar 2015 and the Tewkesbury 2007 datasets, respectively.
Overall, the processing time of the whole flood mapping chain for the Myanmar 2015
dataset is around 2 minutes and 40 seconds, considering that the input SAR subsets
have over 19 millions pixels each prior to the preprocessing. As for the Tewkesbury
2007 dataset, the total processing time is nearly 1 minute for SAR subsets of 5 million
pixels (Table 6.16).
6.3.9 Comparison with the literature
Mason et al. (2012), Martinis et al. (2009), and Twele et al. (2016) were chosen to
benchmark the flood extent mapping chain presented in the previous chapter, since
these methods were also tested on the Tewkesbury 2007 dataset. However, the perfor-
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Table 6.15: The execution time for each operation of the flood mapping process for
Myanmar 2015 dataset.
Operation Execution time [seconds]
Uploading SAR pair & optical image 0.87
Preprocessing SAR pair 96.82
Building training dataset 27.61
Training, classification, and post-processing 35.59
Total 160.89
Table 6.16: The execution time for each operation of the flood mapping process for
Tewkesbury 2007 dataset.
Operation Execution time [seconds]
Uploading SAR pair & optical image 1.58
Preprocessing SAR pair 36.91
Building training dataset 7.97
Training, classification, and post-processing 12.1
Total 58.56
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mances of the proposed flood mapping method in terms of computation time cannot
be objectively compared relatively to these methodologies, since they were run on ma-
chines with different characteristics and on image subsets of different dimensions. In
absolute terms, the method proposed finished the whole processing in under 5 minutes
(Table 6.17) on a large subset of Tewkesbury 2007 SAR dataset of more than 41 mil-
lion pixels (Figure 6.13), which is more than 8 times larger than the subset used in the
previous subsection (Section 6.3.8). Most of the execution time (more than 3 minutes)
was in fact dedicated to the preprocessing of the pair of SAR images, while the post-
processing with graph cuts also required a considerable amount of time to improve the
flood map (over 1 minute) because the image was quite large. The current approach is
thus suitable to operate in emergency situations, when it is necessary to have a quick
overview of the flood situation. In fact, the time taken to produce the flood map is
in the same order of magnitude as the targeted response time for critical calls in the
UK. According to the legislation, the Ambulance and the Fire & Rescue Services are
expected to arrive at the location of the reported incident in 8 and 10 minutes respec-
tively, 75% of the time (Coles et al., 2017). By way of comparison, a method with a
similar purpose of mapping the inundation in near real-time in Martinis et al. (2009)
took around 2.67 minutes on a smaller subset of 5.4 million pixels. Furthermore, for
Twele et al. (2016) who adapted the process in Martinis et al. (2009) to Sentinel-1 SAR
images, the whole chain took 45 minutes to map the flood on the entire GRD image,
but included the downloading of the SAR images which is normally dependent on the
internet speed. Accordingly, the process described in the current study extends the lit-
erature on operational flood mapping from SAR images with a novel method suitable
mainly for emergency situations.
The precision of the classification was assessed by running this algorithm on a worksta-
tion equipped with a 6-core 2.67 GHz Intel Xeon X5650 CPU and 24.0 GB of RAM. The
overall accuracy (90.66% in Table 6.17) was found to be comparable to other studies
in the literature of operational flood mapping (95.44% in Martinis et al. (2009)). The
accuracy was also assessed by land use (urban and rural), and was particularly close in
rural areas (90.81% in Table 6.17) to what Mason et al. (2012) achieved on a similar
subset of the same dataset (89%). The accuracies reached in rural and urban areas with
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Figure 6.13: The flood map produced from a large subset of Tewkesbury 2007 dataset in
cyan on top of the post-flood SAR image. The subset assessed before (Section 6.3.5.1)
is inside the red rectangle.
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Table 6.17: Accuracy results obtained with the proposed flood extent mapping method
on the large Tewkesbury 2007 subset in Figure 6.13 with the total execution time.
Method OA OA in urban/non-urban Time [minutes]
Current method 90.66%
Non-urban areas: 90.81%
4.74
Urban areas: 88.97%
the proposed process are not too far from one another as can be seen in Table 6.17
(90.81% for non-urban areas and 88.97% for urban ones), considering that the DEM
is too coarse to detect and eliminate the geometric distortions in Tewkesbury’s town
center and that the surface is quite flat. However, it is thanks to most of the urban area
being non-flooded that the accuracy figures were high there, since as already reported
in Table 6.13 the omission error is quite high in this type of land cover.
6.3.10 Training dataset
Besides the water and non-water classes, the automated process proposed gives the
possibility to train the classifier on other classes, if additional training subsets can be
extracted in an unsupervised way. However, it may prove difficult to collect training
datasets, for example, for flooded urban or vegetated areas at the time of the disaster.
In a separate experiment, the flood mapping classifier was effectively trained with a
dry vegetation class retrieved, similarly to the water class, by thresholding the NDVI
according to Bhandari et al. (2012). This vegetation index is calculated as follows:
NDV I =
NIR−Red
NIR+Red
(6.8)
where:
Red: Band 4 in the Sentinel-2 product,
NIR: Band 8 in the Sentinel-2 product.
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The vegetation threshold normally corresponds to the NDVI values exhibited by shrubs
and grassland, and is expressed by the following equation:
Class =

V egetation, if NDV I ≥ 0.2
Non− vegetation, otherwise
(6.9)
The previous heterogeneous non-water subset was thus split again into vegetation and
non-vegetation. But, the accuracy results for the large subset of Tewkesbury in partic-
ular decreased by almost 10% after considering the vegetation as a separate class. For
this reason, only water and non-water classes were maintained in the previous tests.
Finally, it was found that when the water is not well represented in the pre-flood SAR
image and the optical image, the classification using the previous method might later
fail to efficiently recognize the flooding on the post-event SAR image. Another detail
to point out concerns the muddy water present at the mouth of the River Severn near
the city of Bristol (Figure 6.14), which was not completely detected by the NDWI
threshold. The river mouth is located on the same Sentinel-2 optical image but to the
southwest of the subset taken around Tewkesbury.
6.4 Conclusion
The two processes proposed for the retrieval of the local flood depth near an inundated
building and for the mapping of the flood extent from SAR images, were evaluated
by comparing their results with water level measurements taken by a gauging sta-
tion nearby and against ground truth maps produced from data collected in situ at
the time of the flooding, respectively. The inundation depth calculated in the vicin-
ity of the flooded building using Genetic Algorithms and the inversion of an urban
backscattering model, reached an error of under a metre on average relatively to the
measurements given by the gauge, if the fluctuations in the water level are ignored. The
flood extent mapping component of the flood monitoring web application was tested
on a medium resolution Sentinel-1 SAR image of a flooding that hit Myanmar in 2015,
and on a high-resolution TerraSAR-X image that captured the flood in Tewkesbury in
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Figure 6.14: Mouth of the Severn River near the city of Bristol (on the east side of the
river), with the NDWI-derived water mask overlaid on it in cyan.
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2007. According to the assessment metrics calculated to evaluate the accuracy of the
classification, the results were reasonable for a small subset and more accurate for a
larger one for the Tewkesbury 2007 TerraSAR-X high-resolution dataset, considering
that the satellite images and the validation map were not acquired on the same date,
and accordingly show different flood situations. As for the Myanmar Sentinel-1 dataset,
the accuracy of the classification was above 90%, knowing that the rural area covered
by the satellite only shows completely submerged agricultural crops on both sides of
the River which are characterized by a low backscatter. The objective of the latter
experiment was particularly to demonstrate the capabilities of the flood extent map-
ping algorithm on SAR and optical data acquired by Sentinel-1 and Sentinel-2, that
can be accessed free of charge following the disaster when the affected area is promptly
imaged. In terms of processing time, the flood mapping algorithm also manages to
meet the expectations of the stakeholders, as the production of the maps showing the
affected areas only takes a few minutes, including the preprocessing of the pair of SAR
images.
Chapter 7
Conclusions
The goal of this thesis was to perform an operational mapping of the flooding on
SAR images in a minimum of time, and ideally in an automatic way. Any available
ancillary data was used when necessary, but free satellite data was preferred to make
the introduced algorithms accessible to any region prone to flooding, regardless of its
geographical location and its budget. Two processes were presented where the interest
is in measuring the local flood depth and in mapping the extent of the flood from SAR
images.
7.1 Summary
A semi-automated process was proposed to measure the flood depth locally in the vicin-
ity of an inundated building from a pair of high-resolution complex SAR images, one
acquired before and the other after the inundation, using a Genetic Algorithm followed
by the inversion of an urban backscattering model which links the height of a building
to the intensity of its double-backscattering coefficient. In reality, the extraction of the
double-bounce contribution from the pre-flood SAR image with a Genetic Algorithm
relies also on the inversion of the previous urban backscattering model to encourage
candidates closer to the optimal solution to survive and evolve throughout the genera-
tions. High-resolution DSM and DTM are required by this method to provide a prior
knowledge of the height of the building-of-interest in normal conditions.
Another novel method was also introduced to automatically derive the extent of the
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flooding from SAR images without the human user stepping in, at any stage of the
procedure, to manually delineate or correct the resulting inundation map. Regarding
the dataset needed in this study, a pre-flood SAR image and an optical one, showing
the same area, were used to automatically build a training dataset of water and non-
water classes. The learning phase is followed by a classification of the post-flood SAR
image into water and non-water pixels, and a potential post-processing with graph cuts
to refine the resulting binary map. This process proved capable of a quick and auto-
matic mapping of the extent of the inundation, which can assist response authorities
to prioritize during rescue operations. The rapidity of execution is a very important
factor especially when the main purpose of the flood map is to support relief efforts
at the time of the disaster. This approach was evaluated on two flood events captured
by SAR sensors operating in different wavelengths. The first SAR pair of images was
taken in X-band by TerraSAR-X while the other one was captured by the Sentinel-1
C-band sensor. As for the optical image, Sentinel-2 products were preferred to Landsat
ones due to the finer spatial resolution of the former satellite. Thanks to the availabil-
ity of a ground truth for one of the two flood events and a vector file produced by an
institute of the United Nations (UNITAR) for the other one, it was possible to assess
the algorithm proposed and discuss the results obtained.
The flood extent mapping process chain assumes the availability of non-flooded SAR
and optical images, besides the flooded SAR image. However, this does not constitute a
serious constraint since areas at risk of a flooding can ensure that these reference images
are at their disposal beforehand and regularly updated. Furthermore, the systematic
acquisition mode of the satellites launched in the Copernicus Programme (Sentinel-1
and Sentinel-2) increases the chances of finding suitable reference images (SAR and op-
tical products) in the archive. Like the SRTM DEM utilised to mask out the geometric
distortions where the flood cannot be detected (shadow and layover), Sentinel-1 and
Sentinel-2 images are distributed for free, in contrast to images acquired by commercial
satellite missions such as TerraSAR-X, and cover most of the Earth’s surface thanks to
the systematic acquisition plans of these satellites.
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7.2 Findings
The main contribution of the local flood depth estimation method is in the semi-
automation of the retrieval of the water level near an inundated building, for which
a number of dielectric and physical parameters need to be a priori known. A sig-
nificant improvement in this semi-automated method relatively to what has already
been presented in the literature (Iervolino et al., 2015), is in the fact that it is easier,
more practical and less time-consuming to delineate the building footprint manually
on the DSM and then let the Genetic Algorithm determine the optimal double-bounce
candidate on the SAR image, than to manually select, one by one, the pixels which
belong to the double-bounce contribution on the SAR image. Another strong point is
the rapidity of the estimation. In fact, the processing time was just over 20 seconds
for the building of interest tested, not counting the preprocessing of the images in the
dataset. One real-world application of this method is to assist insurance companies in
the assessment of the damages incurred by buildings and structures in flooded areas.
In this regard, the insurance sector is becoming more and more interested in the water
level information, which it could use as an indicator of the potential losses suffered by
flooded private and public properties (Zurich Municipal, 2017).
The flood extent mapping technique developed aims to address the subjectivity inherent
to human-made thematic maps and to minimize the computation time by mapping the
flood extent in an automated fashion from SAR images. This algorithm was found
to offer overall a good compromise between the execution time and the precision of
the classification, making it suitable for emergency situations. In fact, the inundation
maps produced for the two flood events studied in this thesis were in agreement with
the ground truths for over 90% of the pixels in the SAR images. Besides, the latter
process, including the preprocessing and the post-processing, took less than 5 minutes
to finish the flood mapping from a SAR image of more than 41 million pixels for the
dataset capturing the flood in Tewkesbury, and around 2 minutes and 40 seconds for
an image of 19 million pixels of the flood in Myanmar. Thanks to these performances,
the fully-automatic and rapid flood extent mapping process is thereby presented with
the particular aim of assisting emergency responders during their rescue operations.
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The previous two procedures are accessible to the user via a flood monitoring web
application developed during this PhD. This application runs on the internet browser
and could be installed, with its dependencies, on a server which does not have to be
physically located in the same area as the operators interacting with it. It could be
deployed for instance on a web server and queried remotely from the browser, like
any other web application on the Internet. Moreover, this web application is based
exclusively on open-source GIS software and tools backed by large online communities,
which has saved costs during its development stage.
7.3 Future work
The following improvements could be made in the future to render more robust and to
extend the flood mapping algorithms developed during this PhD:
1. In the case of a long-lasting flood event and if the SAR satellite is capable of
taking multiple acquisitions of the affected area during that time frame, it is
possible to produce a map showing the progress of the inundation using the
procedure described in this thesis applied on a time-series of flooded SAR images.
This would allow to study the hydraulic process involved in the movement of
the floodwater, and to infer additional flood features like the water velocity for
example.
2. The wind-roughening of the water surfaces is suspected to contribute in increas-
ing the rate of missed detection, and has to be taken into account to improve the
detectability of inundated areas. Furthermore, concerning the radar frequency,
for the moment the flood extent mapping process was only tested on SAR images
captured in the X-band and C-band. Longer wavelengths, such as the S-band
sensor of NovaSAR-S or the L-band one of PALSAR-2, should open a new per-
spective for the detection of inundated vegetation, as they allow to penetrate
more deeply in the vegetation canopy.
3. A 3D visualization of the flooding, which was unfortunately impossible in the
current study due to the lack of water level samples to interpolate along the flood
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plain, should be considered in the future by combining both the flood extent and
depth information.
4. Even though the NDWI threshold utilized for extracting the water mask from
the optical bands appeared generally to provide a good compromise between
over- and under-estimations, a thorough validation of this threshold on other
datasets preferably from different climates, than the ones studied in this thesis,
could become required in the future.
5. The NDWI threshold was found to fail in certain situations to identify the water
on the optical bands of the Sentinel-2 image (e.g. muddy water). It might there-
fore be more effective to resort to an alternative method to produce the water
mask from the optical bands with a higher accuracy.
6. The flood extent classifier showed satisfying results on the datasets examined,
however it might fail if the water bodies and rivers are too small to appear clearly
in the pre-flood SAR image and the Sentinel-2 product. In this particular case, the
classifier cannot be trained efficiently to recognize the water class. In the future,
the method proposed to delineate the extent of the inundation could benefit from
recent commercial optical sensors, capable of delivering metric or even sub-metric
resolution images, to address the abovementioned issue concerning narrow river
channels that cannot be distinguished with the 10 m-resolution optical bands of
Sentinel-2. Moreover, it is expected that SAR images of a higher spatial resolu-
tion could improve the accuracy of the classification in flooded urban areas. In
fact, any future work has to look more in depth into adapting and applying the
inundation extent mapping algorithm to urban areas, since they are at a higher
risk of human and financial losses. With this in mind, both TerraSAR-X with its
staring spotlight mode and its future successor TerraSAR-X NG (Janoth et al.,
2014) can take SAR images with up to 25 cm resolution, which is normally fine
enough to distinguish the affected buildings.
7. Finally, centimetric-resolution airborne LiDAR DEMs with finer horizontal and
vertical accuracies compared to the SRTM DEM used, should result in a more
precise terrain-correction and a more efficient masking out of the shadowed pixels
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from the SAR images, before the mapping of the flood extent. Besides, geo-
metrical distortions emerging from elevated buildings in urban areas require a
higher-resolution DEM, instead of the SRTM DEM, to be extracted. As for the
estimation of the water level from SAR images, it is strictly dependent on the
availability of high-resolution LiDAR DSM and DTM, which is not guaranteed
worldwide especially for poorer countries. Consequently, the building height needs
to be measured beforehand using field surveys.
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