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Abstract. In this article, we look for a new kind of smoothness concept, i.e. the Ho¨lder sta-
bility estimates for determination of convergence rates of Tikhonov regularization for linear and
non-linear inverse problems in Hilbert spaces. For linear inverse problems, we obtain the con-
vergence rates without the use of classical concept of spectral theory and for non-linear inverse
problems, we obtain the results by incorporaing both Ho¨lder stability estimates as well as the
inhomogeneous variational inequality. We also consider Lavrentiev’s regularization method for
non-linear inverse problems in Hilbert spaces and find the convergence rates of its regularized
solutions by incorporating Ho¨lder stability estimates as well as inhomogeneous variational in-
equality. The co-action between the variational inequalities and the Ho¨lder stability estimates
is also discussed for both linear and non-linear inverse problems.
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1. Introduction
After many years of the inception of the subject, a string of rates of convergence for both the
linear and non-linear inverse problems has been developed, see for instance [1, 2, 5, 9, 10, 16, 17,
20, 21]. The introduction of novel smoothness conditions, i.e. variational inequalities for obtain-
ing the convergence rates is motivated because of the motive of getting better rates (if possible)
or generalizing the existing smoothness conditions satisfied by exact solution of the problem
especially for non-linear problems. In this paper, we incorporate a novel smoothness concept
known as the Ho¨lder stability estimates and the inhomogeneous variational inequality sepa-
rately for obtaining the convergence rates. The convergence rates, which are in particular the
norm of difference between the regularized solution and the exact solution, describe the speed
of the approximation. In practice, there are two different approaches for determining the con-
vergence rates. First one is on the basis of source and non-linearity conditions, see for instance
[10, 16, 18, 20] for variational regularization (in particular Tikhonov regularization) and [5, 20]
for iterative regularization. The other one is exclusively on the basis of stability estimates which
have been derived in [15] for iterative regularization (in particular Landweber iteration method)
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in Banach spaces and in [11] for variational regularization methods. The results of Logarithmic
stability results can be found in [22, 23], in particular in [6] for Electrical Impedance Tomography
and results of Ho¨lder type stability estimates can be found in [7, 8].
Let T : X → Y be a bounded linear operator between Hilbert spaces X and Y . Whenever we
write F : D(X) ⊂ X → Y , we assume that F is a non-linear operator between Hilbert spaces X
and Y . For linear inverse problems, our main objective is to find the minimum-norm solution
x† ∈ X of the ill-posed operator equation
T (x) = y, y ∈ R(T )
where R(T ) is the range of T . The existence and uniqueness of such a minimum-norm solution
for each y ∈ R(T ) is already discussed in [10,Theorem 2.5]. Due to unavailability of the exact
data, we assume that we are available with the approximation yδ of y satisfying
‖yδ − y‖ ≤ δ, δ > 0. (1.1)
Since the operator equation T (x) = y is ill-posed, we look for the regularized approximations of
exact solution x†. There are quite a few regularization techniques for getting the stable approx-
imation of exact solution (e.g. iterative regularization, regularization with sparsity constraints,
discretization) but one of the facile technique is Tikhonov regularization which involves the
determination of unique minimizers {xδα, α > 0} of the Tikhonov functional
‖T (x)− yδ‖2 + α‖x‖2. (1.2)
Existence, uniqueness of the Tikhonov minimizers of (1.2) for arbitrary α > 0 and their con-
vergence to exact solution when α is properly chosen in accordance with δ is given in [10]. For
non-linear inverse problems, our main objective is to find the u0-minimum norm solution u
† of
the operator equation
F (u) = y, y ∈ R(F )
where R(F ) is the range of F and u0 is an a-priori guess of the original solution, i.e. u
† satisfies
‖u† − u0‖= inf{‖u− u0‖ | F (u) = y, u ∈ X}. (1.3)
Again in place of exact data y, we assume that we have some approximation yδ of y satisfying
(1.1) and as in case of linear problems, we need to exploit the regularization techniques to
get the approximations of exact solution. For these problems, we consider two regularization
techniques namely Tikhonov regularization and Lavrentiev’s regularization [14]. For Tikhonov
regularization, we find the minimizers {uδα, α > 0} of Tikhonov functional
‖F (u) − yδ‖2 +α‖u− u0‖
2. (1.4)
Existence, uniqueness of the Tikhonov minimizers of (1.3) for arbitrary α > 0 and their conver-
gence to exact solution when α is properly chosen in accordance with δ is given in [10, 16] with
additional assumptions that F : D(F ) ⊂ X → Y is sequentially closed with respect to the weak
2
topologies on X and Y and D(F ) 6= ∅. In contrast to Tikhonov regularization, Lavrentiev’s
regularization does not make use of the adjoint of the derivative. For this method, we construct
the approximate solutions uδα of F (u) = y by solving the equation
F (uδα) + α(u
δ
α − u0) = y
δ (1.5)
where u0 is the initial guess of exact solution u
†. Existence, uniqueness and convergence to exact
solution of Lavrentiev’s regularized solutions, when α is properly chosen in accordance with δ,
has been shown in [3] under the assumptions that F is hemicontinuous operator and globally
monotone, i.e.
〈F (u1)− F (u2), u1 − u2〉 ≥ 0 for all u1, u2 ∈ X. (1.6)
Coming back to the convergence rates, it is well known that we need to employ some kind
of smoothness of the exact solution to obtain convergence rates. For solution smoothness,
different kind of source conditions and their cross connections are given in [12]. To the best
of our knowledge, Ho¨lder stability estimates are introduced here for the first time to find the
convergence rates for linear as well as non-linear inverse problems and is based on the idea
gathered from [15]. Recently in [17], novel variational inequalities have been introduced for
obtaining the convergence rates in case of linear inverse problems. In continuation of that work,
we define these novel variational inequalities for non-linear inverse problems and obtain the
convergence rates for both the Tikhonov and Lavrentiev’s regularization using these inequalities.
Rest of the paper is organized in following manner: Section 2 comprises of some basic defini-
tions and inequalities which we use in our analysis. In Section 3, we give the convergence rates
using Ho¨lder stability estimates for linear inverse problems. Relation of the Ho¨lder stability es-
timates with the already existing smoothness concepts is also discussed in this section. Results
are further supported with the help of an example. Section 4 comprises of convergence rates
for non-linear inverse problems with respect to the Ho¨lder stability estimates as well as inho-
mogenous variational inequality. Section 5 involves the determination of convergence rates for
Lavrentiev’s regularization method via Ho¨lder stability estimates as well as the inhomogeneous
variational inequality. In the penultimate section, we discuss the interplay between the various
smoothness concepts for non-linear inverse problems and conclusion is made in the last section.
2. Preliminaries
Definition 2.1. Index function: A function ψ : [0,∞)→ [0,∞) is called an index function if it
is strictly monotonically increasing, continuous and ψ(0) = 0.
Next, we define the generalized versions of smoothness conditions defined in [17] for linear
inverse problems in Hilbert spaces.
Definition 2.2. Let X,Y be real Hilbert spaces and T : X → Y be a bounded linear operator.
We say that the exact solution x† of T (x) = y, y ∈ R(T ) satisfies
3
• the inhomogeneous variational inequality with respect to an index function ψ and for
µ ∈ (0, 1], if there exist constants η ≥ 0 and β ∈ [0, 1) such that
〈x†, x〉 ≤ η‖ψ(T ∗T )x‖µ+β‖x‖2 (2.1)
for every x ∈ X.
• the homogeneous variational inequality with the parameter ν ∈ (0, 1], if there exists a
constant η ≥ 0 such that
〈x†, x〉 ≤ η‖ψ(T ∗T )x‖ν‖x‖1−ν (2.2)
for every x ∈ X.
• the generalized source condition with respect to an index function ψ if
x† = ψ(T ∗T )x for some x ∈ X. (2.3)
Definition 2.3. Let T : X → Y be a bounded linear operator between Hilbert spaces X and
Y . Further, let x† denotes the minimum-norm solution of the operator equation T (x) = y for
y ∈ R(T ). Then, we say that the problem has
• a noise-free convergence rate of order σ if
‖xα − x
†‖≤ Aασ, for every α > 0, (2.4)
where A > 0 is some constant and xα is the minimizer of Tikhonov functional (1.2) with
yδ replaced by y.
• a convergence rate of order σ if
sup
{
inf
α>0
‖xα(y
′)− x†‖ : y′ ∈ Y, ‖y′ − y‖≤ δ
}
≤ Bδσ (2.5)
where B > 0 is some constant and xα(y
′) is the minimizer of the Tikhonov functional
(1.2) with yδ replaced by y′.
Next we give the results regarding co-action between the different smoothness concepts defined
in Definition 2.2. First of all, we relate the homogeneous and the inhomogeneous variational
inequality.
Lemma 2.1. The homogeneous variational inequality (2.2) with the parameter ν ∈ (0, 1] implies
the inhomogeneous variational inequality (2.1) with the parameter µ = 2ν1+ν .
Proof. For any x ∈ X, the homogeneous variational inequality with the parameter ν ∈ (0, 1] is
〈x†, x〉 ≤ η‖ψ(T ∗T )x‖ν‖x‖1−ν ,
where η > 0 is some constant. Now apply Young’s inequality ab ≤ a
p
p +
bq
q with the parameters
a = η‖ψ(T ∗T )x‖ν , b = ‖x‖1−ν , p = 21+ν , q =
2
1−ν in the right side of above inequality to obtain
〈x†, x〉 ≤
1 + ν
2
η
2
1+ν ‖ψ(T ∗T )x‖
2ν
1+ν+
1− ν
2
‖x‖2
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for every x ∈ X. Thus, the result. 
Next lemma is about the relation between the generalized source condition and the homoge-
neous variational inequality. For proof, see [21, Corollary 4.2].
Lemma 2.2. The generalized source condition (2.3) with the index function ψ implies the ho-
mogeneous variational inequality (2.2) with the parameter ν = 1.
We end this section by recalling a result which relates the inhomogeneous variational inequality
and the generalized source condition. For proof, see [17, Lemma 2].
Lemma 2.3. The inhomogeneous variational inequality (2.1) with the parameter µ = 1 and
index function ψ(t) = t
1
2 implies the generalized source condition (2.3) with the same index
function.
3. Convergence rates for linear problems via Ho¨lder stability estimates
In this section, we derive the convergence rates for linear ill-posed inverse problems by in-
corporating the Ho¨lder stability estimates as the smoothness condition. The novel thing in this
approach is the determination of convergence rates without the use standard theory based on
spectral theory.
Theorem 3.1. Let T : X → Y be a bounded linear operator between the real Hilbert spaces
X, Y and y ∈ R(T ). Further, let x† denotes the minimum-norm solution of T (x) = y and it
satisfies the Ho¨lder stability estimate
‖x− x†‖≤ C‖T (x)− T (x†)‖k, (3.1)
for 0 < k ≤ 1, C > 0 and x ∈ D(F ). Then, for the noisy data yδ ∈ Y satisfying (1.1), we have
‖xδα − x
†‖2≤
(1 + k)δ2
α
+ C1α
k
2−k ,
where xδα satisfies (1.2) for α > 0 and C1 is some positive constant.
Proof. By definition of xδα, we have
‖T (xδα)− y
δ‖2+α‖xδα‖
2≤ ‖T (x†)− yδ‖2+α‖x†‖2≤ δ2 + α‖x†‖2
and hence
‖T (xδα)− y
δ‖2+α‖xδα − x
†‖2≤ δ2 + α‖xδα − x
†‖2+α‖x†‖2−α‖xδα‖
2= δ2 + 2α〈x†, x† − xδα〉.
This with Cauchy-Schwarz inequality and (3.1) leads to
‖T (xδα)− y
δ‖2+α‖xδα − x
†‖2≤ δ2 + 2Cα‖x†‖‖T (xδα)− T (x
†)‖k.
5
Employing Young’s inequality ab ≤ a
p
p +
bq
q for a = 2Cα‖x
†‖, b = ‖T (xδα)−T (x
†)‖k, p = 22−k , q =
2
k in the last term of above inequality to obtain
‖T (xδα)− y
δ‖2+α‖xδα − x
†‖2≤ δ2 + C1α
2
2−k +
k
2
‖T (xδα)− T (x
†)‖2, (3.2)
where C1 =
(2−k)(2C‖x†‖)
2
2−k
2 . On using ‖x + y‖
2≤ 2(‖x‖2+‖y‖2) and (1.1) in the last term of
(3.2), we arrive at
(1− k)‖T (xδα)− y
δ‖2+α‖xδα − x
†‖2≤ (1 + k)δ2 + C1α
2
2−k .
Thus, for k ≤ 1, we get
‖xδα − x
†‖2≤
(1 + k)δ2
α
+ C1α
k
2−k . (3.3)

Remark 3.1. Note that the estimate (3.3) is similar to the one obtained when x† satisfies the
inhomogeneous variational equality (2.1) with ψ(t) = t
1
2 , see [17,Lemma 7]. This means we can
obtain the same convergence rates as obtained via inhomogeneous variational equality for the
linear inverse problems by incorporating Ho¨lder stability estimates.
Corollary 3.1. Let T : X → Y be a bounded linear operator between two real Hilbert spaces
X, Y and y ∈ R(T ). Further, let x† denotes the minimum-norm solution of T (x) = y and it
satisfies the Ho¨lder stability estimate
‖x− x†‖≤ C‖T (x)− T (x†)‖k,
for k = 2µ1+µ , µ ∈ (0, 1], C > 0 and x ∈ D(F ). Then, the problem has
(1) a convergence rate of the order µ2 in the case of non-noisy data.
(2) a convergence rate of the order µ1+µ for noisy data.
Proof. First part of the corollary is a direct consequence of (3.3) and δ = 0, i.e. (2.4) holds for
σ = µ2 . For the second part, by definition of infimum, we have
infα>0‖xα(y
′)− x†‖2 ≤ ‖xδ2−k (y
′)− x†‖2.
Therefore, (2.5) holds by incorporating (3.3) and k = 2µ1+µ . 
Next, we look for conditions under which the inhomogeneous variational inequality (2.1)
implies the Ho¨lder stability estimate (3.1).
Proposition 3.1. Let X and Y be the real Hilbert spaces, T : X → Y be a bounded linear
operator and y ∈ R(T ). Then, the inhomogeneous variational inequality (2.1) with respect to
ψ(t) = t1/2, µ ∈ (0, 1], i.e.
〈x†, x〉 ≤ η‖(T ∗T )1/2x‖µ+β‖x‖2, x ∈ X (3.4)
6
with β ∈ [0, 1) and η ≥ 0 implies the Ho¨lder stability estimate
‖x′ − x†‖≤ K‖T (x′)− T (x†)‖
µ
2 ,
under the condition
〈x′, x′ − x†〉 ≤ 0, (3.5)
where x′ = x† − x and K is some constant.
Proof. First of all, note that T ∗T and (T ∗T )1/2 are self-adjoint. This means for any x ∈ X, we
have
‖(T ∗T )1/2(x)‖2= 〈(T ∗T )1/2(x), (T ∗T )1/2(x)〉 = 〈T ∗T (x), x〉 = ‖T (x‖2.
So, we can write (3.4) as
〈x†, x〉 ≤ η‖T (x)‖µ+β‖x‖2, x ∈ X. (3.6)
Further, we do a bit of manipulation in the inhomogeneous variational inequality. For any
x ∈ X, x− x† is also an element of X and hence for each such x, there exists some x′ ∈ X such
that x = x† − x′. So, put x = x† − x′ in (3.6) to obtain
〈x†, x† − x′〉 ≤ η‖T (x′)− T (x†)‖µ+β‖x′ − x†‖2. (3.7)
Using (3.7), we get
‖x′ − x†‖2≤ 〈x′, x′ − x†〉+ η‖T (x′)− T (x†)‖µ+β‖x′ − x†‖2.
Above with (3.5) leads to
‖x′ − x†‖2≤
η
1− β
‖T (x′)− T (x†)‖µ
which is the desired inequality. 
Remark 3.2. Proposition 3.1 provides the estimate
‖x′ − x†‖2≤
η
1− β
‖T (x′)− T (x†)‖µ
which can also be put into the form
‖x‖2≤
η
1− β
‖T (x)‖µ, provided 〈x− x†, x〉 ≤ 0.
This represents a Ho¨lder stability estimate (3.1) with x† = 0 which is a very restrictive case.
Remark 3.3. Let {xδα}α>0 be the set of Tikhonov minimizers. If (3.4) is satisfied with x =
x† − xδα ∈ X, then the Tikhonov minimizers {x
δ
α}α>0 also satisfy the Ho¨lder stability estimate
(3.1) with k = µ2 provided (3.5) holds. So, one can not argue that Ho¨lder stability estimates can
be obtained directly from the inhomogeneous variational inequality but it can be obtained from
the inhomogeneous variational inequality of the type (3.7) under assumption (3.5).
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Further, in this section we discuss an example which facilitate in the comprehension of results
discussed in this section. This example is also discussed in [17] for proving the non equivalency
of the different kind of smoothness conditions discussed there.
Example 3.1. Let X be a separable Hilbert space over field of reals having orthonormal basis
{en}n∈N. Consider T : X → X defined by T (en) = 2
−nen be a compact linear operator. Let the
exact data is given to us, i.e.
y =
∞∑
n=1
2−
3
2
nen ∈ R(T ).
Here, we can easily prove that Moore-Penrose inverse T † is equal to T−1 and so
x† = T−1y =
∞∑
n=1
2−
n
2 en.
Now, we show that: (i) inverse problem T (x) = y is ill-posed.
(ii) Tikhonov minimizer xα of (1.2) with δ = 0 satisfies the inequality
〈xα, xα − x
†〉 ≤ 0. (3.8)
(iii) Tikhonov minimizer xδα of (1.2) satisfies the inequality (3.8) with some additional assump-
tion on α.
(iv) for given data, the inhomogeneous variational inequality is satisfied with respect to ψ(t) =
t1/2 and µ = 23 . In particular, Tikhonov minimizers (xα) satisfy the Ho¨lder stability estimates
but Tikhonov minimizers (xδα) satisfy the Ho¨lder stability estimates under some additional as-
sumptions.
(v) condition (3.5) is not necessary for the Ho¨lder stability estimates to hold.
Proof. For the first part, let y(δ,n) = y + δen where δ > 0, be the noisy approximation of the
exact data y and n ∈ N. Clearly ‖y(δ,n) − y‖≤ δ, but
‖T †(y(δ,n))− T †(y)‖= ‖T−1(y(δ,n))− T−1(y)‖
= ‖T−1(δen)‖= δ2
n →∞ as n→∞.
So, corresponding to small data error, we get a large error in the solution which clearly implies
that the problem is ill-posed.
For the (ii) part, we explicitly calculate the Tikhonov minimizers, i.e.
xα = argminx∈X{‖T (x)− y‖
2+α‖x‖2}
for α > 0. But before that, we argue that such a minimizer exists. For α > 0, let gα(x) =
‖T (x)− y‖2+α‖x‖2. As the function gα(x) is a strictly convex, bounded below and gα(x)→∞
as ‖x‖→ ∞, it has a unique minimizer. Since X has a countable orthonormal basis {en}n∈N,
any x ∈ X can be uniquely written as
x =
∞∑
n=1
bnen, where bn = 〈x, en〉.
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After substituting the values of x and y in xα, we get
xα = argminx∈X
{
‖T
( ∞∑
n=1
bnen
)
−
( ∞∑
n=1
2−
3
2
nen
)
‖2+α‖
∞∑
n=1
bnen‖
2
}
= argminx∈X
{ ∞∑
n=1
(2−nbn − 2
− 3
2
n)2 + α
( ∞∑
n=1
b2n
)}
.
Now to find the minimum value, we apply the first order necessary criteria (which is also sufficient
here), i.e.
∂xα
∂bn
= 0 for each n.
So, for each n, we have
2(bn2
−n − 2−
3n
2 )2−n + 2αbn = 0 =⇒ xα =
∞∑
n=1
bnen =
∞∑
n=1
2−
5n
2
2−2n + α
en.
Substituting xα and x
† in (3.8) yields
〈xα, xα − x
†〉 = 〈
∞∑
n=1
2−
5n
2
2−2n + α
en,
∞∑
n=1
2−
5n
2
2−2n + α
en −
∞∑
n=1
2−
n
2 en〉
=
∞∑
n=1
(
2−
5n
2
2−2n + α
)2
−
∞∑
n=1
2−3n
2−2n + α
=
∞∑
n=1
2−5n − 2−3n(2−2n + α)
(2−2n + α)2
< 0.
Thus, xα satisfies the estimate (3.8). Let us now consider the noisy case, i.e. if instead of y we
are given with some approximation yδ of y satisfying (1.1). Since yδ ∈ X, we can write
yδ = y +
∞∑
n=1
2−
3n
2 gnen, with ‖
∞∑
n=1
2−
3n
2 gnen‖ ≤ δ, (3.9)
which further implies that, for each n, we must have (if we look for the individual bound)
|gn|≤ 2
3n
2 δ, (3.10)
As in the case of non-noisy data, we need to find the minimizer of Tikhonov functional (1.3).
After putting the values of yδ and x in xδα, we arrive at
xδα = argminx∈X
{
‖T
( ∞∑
n=1
bnen
)
−
( ∞∑
n=1
2−
3
2
n(1 + gn)en
)
‖2+α‖
∞∑
n=1
bnen‖
2
}
= argminx∈X
{( ∞∑
n=1
bn2
−n − 2−
3
2
n(1 + gn)
)2
+ α
( ∞∑
n=1
b2n
)}
. (3.11)
After applying first order necessary criteria, (3.11) implies
2(bn2
−n − 2−
3n
2 (1 + gn))2
−n + 2αbn = 0 =⇒ bn =
2−
5n
2 (1 + gn)
2−2n + α
.
So, the regularized solution is
xδα =
∞∑
n=1
bnen =
∞∑
n=1
2−
5n
2 (1 + gn)
2−2n + α
en.
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Putting xδα (in place of xα) and x
† in (3.8) to obtain
〈xδα, x
δ
α − x
†〉 = 〈
∞∑
n=1
2−
5n
2 (1 + gn)
2−2n + α
en,
∞∑
n=1
2−
5n
2 (1 + gn)
2−2n + α
en −
∞∑
n=1
2−
n
2 en〉
=
∞∑
n=1
(
2−5n(1 + gn)
2
(2−2n + α)2
−
2−3n(1 + gn)
2−2n + α
)
=
∞∑
n=1
(1 + gn)[2
−5n(1 + gn)− 2
−5n − α2−3n]
(2−2n + α)2
=
∞∑
n=1
(1 + gn)[gn − α2
2n]
25n(2−2n + α)2
.
If we select α such that |gn|< α2
2n and 1 + gn ≥ 0 for each n, then the Tikhonov minimizer
clearly satisfies (3.8).
For part (iv), it is known that the given data fulfills the homogeneous variational inequality
with ψ(t) = t1/2 and ν = 12 , see [17, Example 5]. From Lemma 2.1, we can easily conclude that
the given data fulfills the inhomogeneous variational inequality with the parameter µ = 23 in
the noise free case. Further, as (3.4) holds good for any x ∈ X, in particular, it is also true for
x† − xα ∈ X. Thus, by the virtue of (ii), the Ho¨lder stability estimate is also satisfied by the
Tikhonov minimizers for noise free data. Similarly, we can deduce that Tikhonov minimizers xδα
satisfy the Ho¨lder stability s under some additional assumptions.
For proving part (v), take x = 12em where m ≥ 4. Then for this x, left hand side of (3.5) (with
x′ replaced by x) is
〈x, x− x†〉 = 〈
1
2
em,
(
1
2
em −
∞∑
n=1
2−
n
2 en
)
〉 =
1
4
− 2−
m
2
−1.
For m ≥ 4, we get 〈x, x− x†〉 > 0. Further,
‖x− x†‖2= 〈
(
1
2
em −
∞∑
n=1
2−
n
2 en
)
,
(
1
2
em −
∞∑
n=1
2−
n
2 en
)
〉 =
∞∑
n=1,n 6=m
2−n + (2−1 − 2−
m
2 )2
=
∞∑
n=1
2−n +
1
4
− 2−
m
2 =
5
4
− 2−
m
2 ≤
5
4
. (3.12)
Also, we have
‖T (x)− T (x†)‖2= 〈
(
2−(m+1)em −
∞∑
n=1
2−
3n
2 en
)
,
(
2−(m+1)em −
∞∑
n=1
2−
3n
2 en
)
〉
=
∞∑
n=1,n 6=m
2−3n + (2−(m+1) − 2−
3m
2 )2 =
∞∑
n=1
2−3n + 2−2(m+1) − 2−
5m
2 =
1
7
+ 2−2(m+1) − 2−
5m
2 .
For m ≥ 4, we have
1
7
≤ ‖T (x)− T (x†)‖2. (3.13)
So, from the estimates (3.12) and (3.13), we get
1
7
‖x− x†‖2≤
5
4
×
1
7
≤
5
4
‖T (x)− T (x†)‖2 =⇒ ‖x− x†‖2≤
35
4
‖T (x) − T (x†)‖2.
Thus, the Ho¨lder stability estimate is satisfied with the parameter k = 1 even though the
estimate (3.5) is not satisfied. 
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Next, we look for the condition(s) under which the Ho¨lder stability estimates imply the
inhomogeneous variational inequality.
Proposition 3.2. Let X and Y be real Hilbert spaces, T : X → Y be a bounded linear operator
and y ∈ R(T ). Then, for any x ∈ X, the Ho¨lder stability estimate (3.1) with k ∈ (0, 1] implies
the inhomogeneous variational inequality (2.1) with respect to ψ(t) = t1/2, β = 0, constant C1
and x replaced by x− x†.
Proof. Let x† satisfies (3.1) for some C > 0, i.e.
‖x− x†‖≤ C‖T (x)− T (x†)‖k, x ∈ X.
Using above, we get
〈x†, x− x†〉 ≤ |〈x†, x− x†〉|≤ ‖x†‖‖x− x†‖≤ C1‖T (x− x
†)‖k.
where C1 = C‖x
†‖. Thus, result. 
Remark 3.4. From Proposition 3.2, we conclude that for bounded linear operators, the inho-
mogeneous variational inequality of the type
〈x†, x− x†〉 ≤ η‖ψ(T ∗T )(x− x†)‖µ+β‖x− x†‖2 for every x ∈ X
with constants η ≥ 0, µ ∈ (0, 1], and β ∈ [0, 1) and index function ψ, is more general smoothness
concept than the Ho¨lder stability estimates.
At the end of this section, we briefly look for the co-action between the source condition (2.3),
homogeneous variational inequality (2.2) and the Ho¨lder stability estimate (3.1).
Proposition 3.3. Let X and Y be the real Hilbert spaces and T : X → Y be a bounded linear
operator. Then
(i) both the generalized source condition (2.3) with respect to the index function ψ(t) = t
ν
2 for
ν ∈ (0, 1] and the homogeneous variational inequality (2.2) with the index function ψ(t) = t
1
2 ,
ν ∈ (0, 1] imply the Ho¨lder stability estimate (3.1) with x replaced by x′ and k = νν+1 under the
condition (3.5) where x′ = x† − x, x ∈ X is arbitrary.
(ii) the Ho¨lder stability estimate (3.1) implies the source condition (2.3) with the index function
ψ(t) = t
1
2 .
Proof. Both the parts of (i) easily follows from Lemmas 2.2, 2.1 and Proposition 3.1. For (ii),
we have
〈x†, x− x†〉 ≤ |〈x†, x− x†〉|≤ ‖x†‖‖x− x†‖.
Using (3.1) in above to obtain
〈x†, x− x†〉 ≤ C1‖T (x)− T (x
†)‖k
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where C1 = C‖x
†‖. Substituting k = 1 in above leads to
〈x†, x− x†〉 ≤ C1‖T (x)− T (x
†)‖= C1‖(T
∗T )
1
2 (x− x†)‖.
Since x is arbitrary, x − x† ∈ X is also arbitrary and therefore, by [16, Lemma 8.21], result
holds. 
4. Convergence rates for Tikhonov regularization of Non-Linear problems
In this section, we find the convergence rates for non-linear inverse problems via Ho¨lder
stability estimates as well as inhomogeneous variational inequality. Throughout this section, we
assume that F : D(F ) ⊂ X → Y is sequentially closed with respect to the weak topologies on X
and Y and D(F ) 6= ∅. Classically, for non-linear inverse problems, we have to take into account
two conditions for obtaining the convergence rates, first one is on the smoothness of exact solution
and second one is on the non-linearity of operator F . In the recent years, variational inequalities,
which are a sophisticated tool to express the combination of non-linearity of forward operator
and solution smoothness, have been successfully incorporated to obtain the convergence rates for
non-linear problems in more general Banach space settings [16, 20]. Employing Ho¨lder stability
estimates has an advantage that we do not require any additional estimate on non-linearity of
the operator F as well as any condition on solution smoothness.
Now we define the different smoothness conditions for non-linear inverse problems analogous
to the one defined in Section 2. To the best of our knowledge, these inequalities are defined here
for the first time for non-linear inverse problems.
Definition 4.1. Let F be a non-linear operator between Hilbert spaces X and Y and u† be the
u0-minimum norm solution of the operator equation F (u) = y, y ∈ R(F ). Then, the problem
fulfills
• the inhomogeneous variational inequality for µ ∈ (0, 1], if there exist constants A ≥ 0
and β ∈ [0, 1) such that
〈u†, u〉 ≤ A‖F ′(u†)u‖µ+β‖u‖2, u ∈ X (4.1)
where F ′(u†) is Fre´chet derivative of F at u†.
• the homogeneous variational inequality with the parameter ν ∈ (0, 1], if there exist a
constant A ≥ 0 such that
〈u†, u〉 ≤ A‖F ′(u†)u‖ν‖u‖1−ν , u ∈ X (4.2)
where F ′(u†) is Fre´chet derivative of F at u†.
• generalized source condition with respect to an index function ψ, if
x† = ψν(F ′(u†)∗F ′(u†))u, for some u ∈ X and ν ∈ (0, 1]. (4.3)
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Definition 4.2. We say that the exact solution u† of the operator equation F (u) = y, y ∈ R(F )
satisfies the Ho¨lder-type stability estimate
‖u− u†‖≤ G‖F (u) − F (u†)‖k, u ∈ X (4.4)
for some constants G > 0 and 0 < k ≤ 1.
Remark 4.1. The inhomogeneous variational inequality (4.1) with u replaced by u−u† and the
estimate
‖u1 + u2‖
µ≤ 2µ(‖u1‖
µ+‖u2‖
µ), u1, u2 ∈ X, µ ∈ [0, 1]
imply that
〈u†, u− u†〉 ≤ A‖F ′(u†)(u− u†)‖µ+β‖u− u†‖2
≤ K1‖F (u)− F (u
†)− F ′(u†)(u− u†)‖µ+K1‖F (u) − F (u
†)‖µ+β‖u− u†‖2
with K1 = 2
µA. This with the non-linearity estimate
‖F (u) − F (u†)− F ′(u†)(u− u†)‖≤ K2‖u− u
†‖c1 , u ∈ X
where K2 > 0 and 0 < c1 ≤ 2, leads to
〈u†, u− u†〉 ≤ K1K2‖u− u
†‖µc1+K1‖F (u)− F (u
†)‖µ+β‖u− u†‖2.
Above inequality with µ = 1 and c1 = 2 is nothing but a variational inequality considered in
Banach spaces in [16]. Also, we get the similar variational inequality by employing the non-
linearity estimate
‖F (u)− F (u†)− F ′(u†)(u− u†)‖≤ K2‖F (u)− F (u
†)‖c2 , u ∈ X
with (4.1) where K2 > 0 and 0 < c2 ≤ 1. Therefore, inhomogeneous variational inequality with
the variety of non-linearity estimates can give generalized variational inequality, for instance,
see [20]. Moreover, convergence rates are also obtained via this generalized inequality in [20].
Now, we give another main result on the determination of convergence rates with the incor-
poration of a novel smoothness condition, i.e. Ho¨lder stability estimate satisfied by the exact
solution of the problem.
Theorem 4.1. Let F : ∅ 6= D(F ) ⊂ X → Y be a non-linear operator between Hilbert spaces X
and Y , yδ ∈ Y satisfies (1.1) and u† be the solution of (1.3). Moreover, assume that u† satisfies
the Ho¨lder stability estimate, i.e.
‖u− u†‖≤ G‖F (u) − F (u†)‖k, 0 < k ≤ 1 (4.5)
where G > 0 is some constant and u ∈ X in a sufficiently large ball B ⊂ D(F ) around u†. Then,
for the choice of α ∼ δ2−k, we have
‖uδα − u
†‖= O(δk) as δ → 0.
13
Here the notation ∼ means that if α ∼ δs for some s > 0, then there exist constants g1 and
g2 > 0 such that g1δ
s ≤ α(δ) ≤ g2δ
s.
Proof. By definition, uδα is a minimizer of (1.4) which means
‖F (uδα)− y
δ‖2+α‖uδα − u0‖
2≤ δ2 + α‖u† − u0‖
2
which further leads to
‖F (uδα)− y
δ‖2+α‖uδα − u
†‖2≤ δ2 + α(‖u† − u0‖
2+‖uδα − u
†‖2−‖uδα − u0‖
2)
= δ2 + 2α〈u† − u0, u
† − uδα〉. (4.6)
Now we claim that uδα is in some neighborhood of u
†. From above estimate, for α ∼ δ2−k and
r > 2‖u† − u0‖, we have
‖uδα − u
†‖2≤ Kδk + r‖u† − uδα‖
for some constant K > 0. If δ is sufficiently small, then (4.6) implies that uδα ∈ B = Bρ(u
†) for
fixed ρ > r and thus, claim holds. Therefore estimate (4.5) is applicable for u = uδα. Rest part
of the proof is analogous to one in Theorem 3.1 and we omit it here. 
Now, we deduce the convergence rates with respect to a more generalized version of the
inhomogeneous variational inequality (4.1) satisfied by the exact solution u† and a non-linearity
estimate satisfied by F .
Theorem 4.2. Let F : ∅ 6= D(F ) ⊂ X → Y be a non-linear, Fre´chet differentiable operator
between Hilbert spaces X and Y . Further, let yδ ∈ Y satisfies (1.1), u† denotes the solution of
(1.3) and
(1) F satisfies the non-linearity estimate
‖F (u)− F (u†)− F ′(u†)(u− u†)‖≤ K‖F (u)− F (u†)‖, u ∈ X (4.7)
for some K > 0 in a sufficiently large ball B ⊂ D(F ) around u†.
(2) F ′(u†) satisfies the inhomogeneous variational inequality, i.e.
2〈u† − u0, u
† − u〉 ≤ β‖F ′(u†)(u− u†)‖µ+ γ‖u− u†‖2, u ∈ X (4.8)
for µ ∈ (0, 1], β ≥ 0, γ ∈ [0, 1).
(3) µ and K satisfies 1− 2µ(K2 + 1) ≥ 0.
Then, for the choice of α ∼ δ2−µ, we have
‖uδα − u
†‖= O(δµ) as δ → 0.
Proof. By definition, uδα is a minimizer of (1.4) which means
‖F (uδα)− y
δ‖2+α‖uδα − u0‖
2≤ δ2 + α‖u† − u0‖
2
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which further leads to
‖F (uδα)− y
δ‖2+α‖uδα − u
†‖2≤ δ2 + α(‖u† − u0‖
2+‖uδα − u
†‖2−‖uδα − u0‖
2)
= δ2 + 2α〈u† − u0, u
† − uδα〉. (4.9)
Now on the lines of Theorem 4.1, one can easily see that uδα ∈ B (where B has same meaning
as described in Theorem 4.1). After employing the estimate (4.8) in (4.9), we arrive at
‖F (uδα)− y
δ‖2+α‖uδα − u
†‖2≤ δ2 + αβ‖F ′(u†)(uδα − u
†)‖µ+αγ‖uδα − u
†‖2.
Let us assume A = ‖F (uδα)− y
δ‖2 and B = ‖uδα − u
†‖2. Then, by using the Young’s inequality
ab ≤ a
p
p +
bq
q where
1
p +
1
q = 1, in the middle term of the right side of above inequality by taking
a = αβ, b = ‖F ′(u†)(uδα − u
†)‖µ, p = 22−µ and q =
2
µ , we get
A+ αB ≤ δ2 +
2− µ
2
(αβ)
2
2−µ +
µ
2
‖F ′(u†)(uδα − u
†)‖2+αγB.
This with
‖u1 + u2‖
p≤ 2p−1(‖u1‖
p+‖u2‖
p), u1, u2 ∈ X (4.10)
for p = 2, see [16,Lemma 3.20], leads to
A+α(1−γ)B ≤ δ2+
2− µ
2
(αβ)
2
2−µ +µ‖F (uδα)−F (u
†)−F ′(u†)(uδα−u
†)‖2+µ‖F (uδα)−F (u
†)‖2.
Further, (4.7) with above yields
A+ α(1− γ)B ≤ δ2 +
2− µ
2
(αβ)
2
2−µ + µ(K2 + 1)‖F (uδα)− F (u
†)‖2.
This with (4.10) for p = 2 and (1.1) implies that
A+ α(1 − γ)B ≤ δ2 +
2− µ
2
(αβ)
2
2−µ + 2µ(K2 + 1)(A + δ2).
After some minor rearrangements, we reach at
α(1 − γ)B ≤ (2µ(K2 + 1) + 1)δ2 +
2− µ
2
(αβ)
2
2−µ
where we employed the estimate 1− 2µ(K2 + 1) ≥ 0. This means
B = ‖uδα − u
†‖2≤ K1
δ2
α
+K2α
µ
2−µ (4.11)
where K1 =
2µ(K2+1)+1
1−γ and K2 =
2−µ
2(1−γ)β
2
2−µ are constants. Moreover, if α ∼ δ2−µ, then we
have
‖uδα − u
†‖= O(δµ) as δ → 0.

Remark 4.2. The non-linearity estimate of the type (4.7) expresses the high potential of F ′(u†)
to describe the behavior of F locally at u†. The tangential cone condition [10, equation 11.6] is
even stronger than this non-linearity estimate which is an important condition for the analysis
of convergence rates of non-linear Landweber iterative method, see [19] for discussion.
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Remark 4.3. Convergence rates obtained in Theorems 4.1 and 4.2 are of the same order. In
other words, for non-linear inverse problems, we obtain the same convergence rates by incor-
porating Ho¨lder stability estimates as well as the inhomogeneous variational inequality with a
particular non-linearity estimate as obtained in [13, Theorem 3.4]. Further, we can also obtain
the convergence rates by incorporating the homogeneous variational inequality with the same
technique.
Remark 4.4. Note that the estimate (4.11) obtained in Theorem 4.2, i.e.
‖uδα − u
†‖2≤ K1
δ2
α
+K2α
µ
2−µ
is exactly similar to the estimate obtained for linear problems when x† satisfies the inhomogeneous
inequality, see [17, Lemma 7] as well as x† satisfies the Ho¨lder stability estimate, see (3.3).
5. Convergence rates for Lavrentiev’s regularization of Non-Linear problems
In this section, we find the convergence rates for Lavrentiev’s regularization via Ho¨lder sta-
bility estimates. Let us assume that X is a separable infinite dimensional Hilbert space with
Y = X and F is globally monotone operator. Convergence rates for Lavrentiev’s regularization
via inhomogeneous variational inequality of type (4.8) with F ′(u†) replaced by F and µ = 1 has
been obtained in [3, Theorem 3].
Theorem 5.1. Let F : X → X be a monotone and hemicontinuous operator such that (4.5) is
satisfied in a sufficiently large ball B around u† for any k > 0. Moreover, we choose α such that
solutions uδα of (1.5) are in B for sufficiently small δ > 0. Then we have the estimate
‖uδα − u
†‖2≤
δ2
α2
+ 2G2(δ
k + αk‖u† − u0‖
k)
where G2 is some constant. In particular, for α ∼ δ
2
3 , we have
‖uδα − u
†‖= O(δ
1
3 ) for k ≥ 1 and ‖uδα − u
†‖= O(δ
k
3 ) for k < 1.
Proof. We know that uδα satisfies (1.5), i.e.
F (uδα) + α(u
δ
α − u0) = y
δ.
Testing above with F (uδα)− F (u
†) and uδα − u
† yields
‖F (uδα)− F (u
†)‖2+α〈F (uδα)− F (u
†), uδα − u
†〉+ α〈u† − u0, F (u
δ
α)− F (u
†)〉
+ 〈y − yδ, F (uδα)− F (u
†)〉 = 0 (5.1)
and
〈F (uδα)− F (u
†), uδα − u
†〉+ α‖uδα − u
†‖2+α〈u† − u0, u
δ
α − u
†〉+ 〈y − yδ, uδα − u
†〉 = 0. (5.2)
Using (1.6) and (1.1), (5.1) implies that
‖F (uδα)− F (u
†)‖≤ δ + α‖u† − u0‖. (5.3)
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Now, (5.2), (4.5) and (1.1) leads to
〈F (uδα)− F (u
†), uδα − u
†〉+ α‖uδα − u
†‖2= 〈yδ − y, uδα − u
†〉+ α〈u† − u0, u
† − uδα〉
≤ δ‖uδα − u
†‖+G1α‖F (u
δ
α)− F (u
†)‖k
where G1 = G‖u
† − u0‖. Using monotonocity condition (1.6), we further reach to
‖uδα − u
†‖2≤
δ
α
‖uδα − u
†‖+G1‖F (u
δ
α)− F (u
†)‖k. (5.4)
Employing (5.3), and (4.10) if k ≥ 1 or
||u1 + u2||k≤ (2max{||u1||, ||u2||})k = 2kmax{||u1||k, ||u2||k}) ≤ 2k{||u1||k+||u2||k})
for u1, u2 ∈ X and k ∈ (0, 1] in (5.4) to obtain
‖uδα − u
†‖2≤
δ
α
‖uδα − u
†‖+G2(δ
k + αk‖u† − u0‖
k) (5.5)
where G2 = G1max(2
k, 2k−1). Now incorporate the inequality
x2 ≤ 2ax+ b =⇒ x2 ≤ 4a2 + 2b, a, b ≥ 0
in (5.5) to obtain
‖uδα − u
†‖2≤
δ2
α2
+ 2G2(δ
k + αk‖u† − u0‖
k).
Further, for the a-priori choice α ∼ δ
2
3 , we also get the stated convergence rates. 
Remark 5.1. Lavrentiev’s regularization on incorporation of the inhomogenous variational in-
equality of the type
〈u† − u0, u
† − u〉 ≤ ‖F (u) − F (u†)‖+ γ‖u− u†‖2, u ∈ X
for γ ∈ [0, 1), provides the best possible rate of the order of δ
1
3 [3]. We also get the rates of the
order of δ
1
3 by employing Ho¨lder stability estimates for k ≥ 1.
Theorem 5.2. Let F : X → X be a monotone and hemicontinuous operator such that (4.7) and
(4.8) are satisfied in a sufficiently large ball B around u† with the same parameters. Moreover,
we choose α such that solutions uδα of (1.5) are in B for sufficiently small δ > 0. Then we have
the estimate
‖uδα − u
†‖2≤ K21
δ2
α2
+ 2(K2α
µ
2−µ +K3
δ2
α
+K4α)
where Ki, 1 ≤ i ≤ 4 are positive constants. In particular, for α ∼ δ
2
3 , we have
‖uδα − u
†‖= O
(
δ
µ
3(2−µ)
)
.
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Proof. On the similar lines of Theorem 5.1, we reach to
〈F (uδα)− F (u
†), uδα − u
†〉+ α‖uδα − u
†‖2= 〈yδ − y, uδα − u
†〉+ α〈u† − u0, u
† − uδα.〉
Using monotonocity condition (1.6) and (4.8), we further reach to
α‖uδα − u
†‖2≤ δ‖uδα − u
†‖+
αβ
2
‖F ′(u†)(uδα − u
†)‖µ+
αγ
2
‖uδα − u
†‖2.
Incorporating Young’s inequality ab ≤ a
p
p +
bq
q where
1
p +
1
q = 1, in the middle term of the right
side of above inequality by taking a = αβ2 , b = ‖F
′(u†)(uδα − u
†)‖µ, p = 22−µ and q =
2
µ , we get
α‖uδα − u
†‖2≤ δ‖uδα − u
†‖+
2− µ
2
(
αβ
2
) 2
2−µ
+
µ
2
‖F ′(u†)(uδα − u
†)‖2+
αγ
2
‖uδα − u
†‖2.
Now employing (4.10) with p = 2 in above to obtain
α
(
1−
γ
2
)
‖uδα − u
†‖2≤ δ‖uδα − u
†‖+
2− µ
2
(αβ)
2
2−µ ++µ‖F (uδα)− F (u
†)‖2
+µ‖F (uδα)− F (u
†)− F ′(u†)(uδα − u
†)‖2.
Further, (4.7) with above yields
α
(
1−
γ
2
)
‖uδα − u
†‖2≤ δ‖uδα − u
†‖+
2− µ
2
(αβ)
2
2−µ + µ(K2 + 1)‖F (uδα)− F (u
†)‖2.
This with the estimate (5.3) leads to
α
(
1−
γ
2
)
‖uδα − u
†‖2≤ δ‖uδα − u
†‖+
2− µ
2
(αβ)
2
2−µ + 2µ(K2 + 1)(δ2 + α2‖u† − u0‖
2).
Since 0 ≤ γ < 1, we have
‖uδα − u
†‖2≤ K1
δ
α
‖uδα − u
†‖+K2α
µ
2−µ +K3
δ2
α
+K4α (5.6)
where K1 =
2
2−γ ,K2 =
2−µ
2−γ β
2
2−µ ,K3 =
4µ(K2+1)
2−γ and K4 =
4µ(K2+1)‖u†−u0‖2
2−γ . Now incorporate
the inequality
x2 ≤ 2ax+ b =⇒ x2 ≤ 4a2 + 2b, a, b ≥ 0
in (5.6) to obtain
‖uδα − u
†‖2≤ K21
δ2
α2
+ 2(K2α
µ
2−µ +K3
δ2
α
+K4α).
For the a-priori choice α ∼ δ
2
3 , we also get the stated convergence rates. 
Clearly when µ → 1, rates obtained via inhomogeneous variational inequality are approxi-
mately of the order of δ
1
3 . Also, it is clear that rates obtained with the Ho¨lder stability estimates
with parameter k < 1 and inhomogeneous variational inequality are almost of the same order.
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6. Interplay between the different smoothness concepts
In this section, we look for the connections between the different kind of smoothness conditions
(4.1)-(4.4) defined in the preceding section. In particular, our focus is to find the conditions
under which the inhomogeneous variational inequality (4.1) implies the Ho¨lder stability estimate
(4.4) (if there exist any such relation) or vice-versa because relations between the homogeneous
variational inequality, the source conditions and the inhomogeneous variational inequality can
be established similarly as discussed in the case of linear problems. We also refer to [4] for the
interplay of variational inequalities and source conditions for non-linear ill-posed problems.
Lemma 6.1. Let F : X → Y be a non-linear operator between Hilbert spaces X and Y . Then,
the homogeneous variational inequality (4.2) with the parameter ν implies the inhomogeneous
variational inequality (4.1) with the parameter µ = 2νν+1 .
Proof. This can be proved on the similar lines of Lemma 2.1. 
Next proposition gives the relation between the inhomogeneous variational inequality and the
Ho¨lder stability estimate satisfied by u† in terms of F ′(u†) which can be proved on the similar
lines of Proposition 3.1.
Proposition 6.1. Let F : X → Y be a non-linear operator between Hilbert spaces X and Y .
Then, for any u ∈ X, the inhomogeneous variational inequality (4.1) implies that the exact
solution u† satisfies the Ho¨lder stability estimate in terms of derivative of F , i.e.
‖u′ − u†‖2≤
A
1− β
‖F ′(u†)(u† − u′)‖µ,
for 0 < µ ≤ 1, G > 0, under the condition
〈u′, u′ − u†〉 ≤ 0, where u′ = u† − u.
In next proposition, we find the relation between the inhomogeneous variational inequality
(4.1) satisfied by u† and the Ho¨lder stability estimate satisfied by the exact solution u† in terms
of F .
Proposition 6.2. Let F : X → Y be a non-linear operator between Hilbert spaces X and Y .
Then, for any u ∈ X, the inhomogeneous variational inequality (4.1) (with u replaced by u†−u)
and the non-linearity estimate (4.7) imply the estimate
‖u− u†‖2≤ H +G‖F (u) − F (u†)‖2
with constants G and H under the condition 〈u, u− u†〉 ≤ 0.
Proof. We have
‖u− u†‖2= 〈u− u†, u− u†〉 = 〈u, u− u†〉+ 〈u†, u† − u〉.
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Using (4.1) in the above inequality, we get
(1− β)‖u − u†‖2≤ 〈u, u− u†〉+A‖F ′(u†)(u† − u)‖µ.
Now incorporating Young’s inequality ab ≤ a
p
p +
bq
q with a = A, b = ‖F
′(u†)(u† − u)‖µ, p = µµ−2
and q = 2µ and then (4.10) for p = 2 in above, we arrive at
(1− β)‖u − u†‖2≤ 〈u, u− u†〉+A1 + µ(‖F (u)− F (u
†)− F ′(u†)(u− u†)‖2+‖F (u) − F (u†)‖2)
where A1 =
µ−2
µ A
µ
µ−2 . This with the estimate (4.7) yields
‖u− u†‖2≤
1
1− β
〈u, u − u†〉+
A1
1− β
+A2‖F (u)− F (u
†)‖2,
where A2 =
µ(K2+1)
1−β . Thus, result holds under the assumed condition. 
Corollary 6.1. The inhomogeneous variational inequality (4.1) (with u replaced by u†−u) with
A = 0, i.e.
〈u†, u† − u〉 ≤ β‖u† − u‖2, u ∈ X
and the non-linearity estimate (4.5) imply the Ho¨lder stability estimate (4.4) with the parameter
k = 1 under the condition 〈u, u− u†〉 ≤ 0.
Proof. If A = 0, then from Proposition 6.2, we get A1 =
µ−2
µ A
µ
µ−2 = 0. Thus, the assertion
follows. 
Next, we seek for the conditions under which the Ho¨lder stability estimates imply the inho-
mogeneous variational inequality. It can be seen that one can not reach to the inhomogeneous
variational inequality (4.1) by using the non-linearity estimate (4.7) and the Ho¨lder stability
estimate (4.4). Therefore, we consider the following non-linearity estimate
‖F (u) − F (u†)− F ′(u†)(u− u†)‖≤ K‖u− u†‖, u ∈ X (6.1)
for some K > 0, to find the required relation.
Proposition 6.3. For any u ∈ X, the Ho¨lder stability estimate (4.4) and the non-linearity
estimate (6.1) imply the estimate
〈u†, u− u†〉 ≤ A+ k(K2‖u− u†‖2+‖F ′(u†)(u− u†)‖2),
where A is some constant.
Proof. From (4.4), we get
〈u†, u− u†〉 ≤ ‖u†‖‖u− u†‖≤ G‖u†‖‖F (u) − F (u†)‖k.
Now, employing Young’s inequality ab ≤ a
p
p +
bq
q with parameters a = G‖u
†‖, b = ‖F (u) −
F (u†)‖k, p = 22−k and q =
2
k in above to obtain
〈u†, u− u†〉 ≤ A+
k
2
‖F (u)− F (u†)‖2,
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where A = 2−k2 (G‖u
†‖)
2
2−k . Using (4.10) with p = 2, we get
〈u†, u− u†〉 ≤ A+ k(‖F (u)− F (u†)− F ′(u†)(u− u†)‖2+‖F ′(u†)(u− u†)‖2).
After inserting (6.1) in above, we get the result. 
Corollary 6.2. For any u ∈ X, the Ho¨lder stability estimate (4.4) and the non-linearity estimate
(6.1) imply the inhomogeneous variational inequality (4.1) with parameter µ = 2 (with u replaced
by u− u†) in the case when u† = 0.
Proof. If A = 0, then from Proposition 6.3, A = 2−k2 (G‖u
†‖)
2
2−k = 0. So, either G = 0 or u† = 0.
But as G > 0, so we must have u† = 0. Thus, the result. 
So, we conclude that no smoothness condition implies the other one directly but by assuming
the stronger conditions, we can obtain one from other. Further, similar relations between the
homogeneous variational inequality, the Ho¨lder stability estimates as well as generalized source
condition can be established.
7. Conclusion
In this paper, we have introduced a new kind of smoothness condition termed as Ho¨lder
stability estimates for obtaining the convergence rates of the linear and non-linear inverse prob-
lems. Although the rates obtained via Ho¨lder stability estimates are exactly similar to the
one obtained via the inhomogeneous variational inequality (2.1), but from Proposition 3.2 it
is clear that for linear problems, the inhomogeneous variational inequality (slightly different)
is a weaker condition than the Ho¨lder stability estimates for obtaining the convergence rates.
For non-linear problems, rates obtained for Tikhonov regularization via the Ho¨lder stability
estimates are exactly similar to that of inhomogenous variational inequality, but we have a big
plus by incorporating the Ho¨lder estimates that we do not require two conditions to be satisfied
(Fre´chet differentiability and the non-linearity estimate). In case of Lavrentiev’s regulariza-
tion, we obtained better rates via Ho¨lder stability estimates than the inhomogeneous variational
inequality under the condition k ≥ 1.
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