Numerical simulations of grain growth based on the phase field method were performed in order to investigate effect of interfacial energy on kinetics of growth. From the theoretical analysis of the evolution equation with the Ginzburg-Landua type free energy functional, It is known that the gradient energy coefficient ,, and a parameter in a local free energy function affects interfacial energy of a materials. Numerical simulation results indicate that the average size is proportional to the square root of time and after a short transient time, the grain size distribution and the grain side distribution functions become time-independent. These results are in good agreement with these obtained by the mean field theory and the Monte Carlo simulation. Growth rate becomes larger with the increase of and growth rate becomes smaller with the increase of . These results are in good agreement with these obtained by conventional theories.
Introduction
Control of microstructure of a polycrystalline material is one of most important factors that determines properties of the materials such as strength, toughness, electrical conductivity and magnetic susceptibility. Understanding of kinetics of grain growth is thus of fundamental importance, not only for its intrinsic interest, but also for its technological significance. 1, 2) Due to the difficulty of incorporating topological features into analytical theories of grain growth directly [3] [4] [5] there has been increasing interest in the use of computer simulations to study grain growth. A variety of models have been proposed during the past decades. [6] [7] [8] [9] [10] [11] [12] The common feature of these models is that the grain boundaries are described as sharp interfaces with zero thickness. On one hand, this assumption has an advantage in modeling for its simplicity, on the other hand, however it has the disadvantage in predicting microstructure of practical materials. Recently, a rather different model for the microstructural evolution, in which interfaces are assumed to be diffuse with finite thickness, was proposed. [13] [14] [15] [16] [17] This model, the phase field model, is based on the Onsager's linear irreversible thermodynamics. It has been extensively applied to simulation of temporal and spatial evolution of microstructure. This model represents temporal evolutions in the chemical, crystallographic and structural fields. These state variables are called field variables. The polycrystalline microstructure is described by a set of orientation field variables; 1 ðrÞ; 2 ðrÞ; . . . ; p ðrÞ.
In this paper, we will deal with single-phase polycrystalline materials. The phase field model has been successfully aplied to grain growth in 2-dimensional 14, 15) and 3-dimensional 17) systems. The interfacial energy of a material is related to parameters in fundamental equations of the phase field models, ie. the gradient energy coefficient ,, and a parameter in a local free energy function ,. In order to investigate the effect of interfacial energy on kinetics of grain growth, computer simulations were performed under conditons with various and .
Model

Phase field model
In the phase field model for the grain growth of polycrystalline materials, microstructure of polycrystalline materials is described by set of orientation field variables, 1 ðrÞ; 2 ðrÞ; . . . ; p ðrÞ , where i ðrÞ ði ¼ 1; 2; . . . ; pÞ are called orientation field variables that distinguish different orientations of grains and p is the number of possible orientations. A schematic microstructure represented by orientation fields in 2-D is shown in Fig. 1 . Within the grain labeled by 1 , the absolute value for 1 is 1 while all other i for i 6 ¼ 1 is zero. Across the grain boundaries between the grain 1 , and its neighbor grains, the absolute value of 1 changes continuously from 1 to 0. The schematic profiles of 1 and 2 across the grain boundary between the grain 1 and 2 are shown in Fig. 2 . All other field variables this grain boundary having zero values. According to Cahn's and Fig. 1 A schematic illustration of a microstructure described using orientation variables.
Hilliard's treatment, 18) the total free energy functional of an inhomogeneous system is given by 
where ; and are phenomenological parameters. The only requirement for f 0 is that it has 2p minima with equal well depth at ð 1 ; 2 ; . . . ; p Þ ¼ ð1; 0; . . . ; 0Þ; ð0; 1; . . . ; 0Þ; . . . ; ð0; 0; . . . ; 1Þ; ðÀ1; 0; . . . ; 0Þ; ð0; À1; . . . ; 0Þ; . . . ; ð0; 0; . . . ; À1Þ. Therefore, has to be greater than =2 when we assume ¼ 1; ¼ 1. As will be shown in section 3.1, the gradient energy coefficient and parameter are considered to effect the interfacial energy.
Numerical solution to the kinetic equations
For the purpose of simulating the grain growth kinetics, the set of kinetic eq.(2) have to be solved numerically by discretizing them in space and time. In this paper, the Laplacian is discretized by the following equation,
where Áx is the discretizing grid size, j represents the first nearest neighbors of site i, and k represents the second nearest neighbors. For discretization with respect to time, we used the simple explicit Euler equation,
where Át is the time step for integration. The numerical simulation started from a liquid-like phase by assuming small random values to all field variables between -0.001 and 0.001. Periodic boundary conditions were applied.
Condition of simulation
All simulations were performed in 2-D systems. The following numerical parameters were used in the kinetic equations:
. The values of and were varied from 0.5 to 3.0 and from 0.5 to 3.5, respectively. Default value of and were ¼ 1:0; ¼ 2:0ði ¼ 1; 2; . . . ; pÞ. The grid sizes along both Cartesian coordinate axes were chosen as Áx ¼ 2:0, and the time step for integration, Át ¼ 0:1. Periodic boundary conditions were applied. The system sizes cells were chosen as 512x512 grid points to obtain distribution functions. Since, for small p, microstructural coarsening was dominated by coalescence between grains with the same orientation, the number of field variables was chosen as p ¼ 48.
As mentioned in the last section, the initial condition was specified by assigning small random values to all field variables at every grid point, e.g. À0:001 < i < 0:001, simulating a liquid-like phase. All kinetic data were obtained by averaging over several independent runs starting with different initial conditions. A typical simulation time for a system with 512x512 grid points and 10000 time steps requires about 7 h on a computer with Alpha-21264(666Mhz) processor.
Results and discussion
Evaluation of the Interfacial Energy
Let us relate to parameters and to interfacial energy with use of a simple model. 19) As we described in chapter 2, the total free energy functional of an inhomogeneous system F is given by We can express the total free energy functional as follows:
. . . ; pÞ ð 6Þ Let us consider the stationary solution which F= i ¼ 0.
19)
Since this solution implys the lowest saddle point which connects one valley of the free energy functional with the other valley, it is called saddle point solution. We consider an analytical solution i ðrÞ for a flat interface by assuming that the saddle point exists in yz-plane (perpendicular to x-axis). Substitution of eq.(4) into variational functional F= i ¼ 0 gives
Multiplying both sides of eq. (5) by d=dx, and integrate the left side from 0 to x, we have
where
To get the value of right-hand side, we assume that i ðxÞ reaches the equilibrium value, AE ffiffiffiffiffiffiffi ffi = p at x ! AE1. In this case we can get the following solutions:
We can express surface energy as follows:
If all other field variables than i and j are zero at and around grain boundaries between the grain i, the grain j, substitution of the flat interface solution eq.(7) into eq.(10) gives
It has been shown that the interfacial energy is proportional to 1=2 and decreases with the parameter .
Visualization of microstructural evolution
To visualize the microstructure evolution using the orientation field variables, the following function was defined:
An example of microstructural evolution in a system with 256x256 cells is shown in Fig. 3 . The bright regions are grain interiors and dark lines are grain boundaries. Furthermore, the line profile of ' along the center line of Fig.3 is shown in Fig. 4 . It is clear that the value of ' is 1.0 inside the grains, and significantly smaller at grain boundaries. If the grain size is large enough, and only two variables dominate the microstructure, the depth and the width of the potential wells remain constant. The average grain area as a function of time steps for the 512x512 system is shown in Fig. 5 . Excluding the early stage, the average area is found to be proportional to time. The grain size distribution obtained from the 512x512 system is shown in Fig. 6 . After a short transient time, the grain size distribution becomes time-independent. As shown in Fig. 7 . this size distribution function is in good agreement with that obtained by the Monte Carlo Simulation based on Potts model for two dimensional trianguler lattice. 20) 3.3 The effect of variable on grain growth Next, to investigate the effect of which is the coefficient of ðrÞ 2 term, we performed calculation in which the value of was fixed to be ¼ 1 and the value of was changed from 1.0 to 3.5 with step of 0.5. The effect of on the time dependent of average grain area is shown in Fig. 8 . The microstructions at t ¼ 5000 are shown in Fig. 9 , The profiles of ' along with the center lines of Fig.9 are shown in Fig. 10 . According to the mean field theory of interface motion, 3 ) the boundary velocity, V, is generally written as
where B is mobility, is the boundary energy, is the atomic volume, and ð 1 þ 2 Þ is the mean curvature. The relationship between and the square of growth rate nomalized at ¼ 2:0 is shown in Fig. 11 . According to eq. (11), we can say, is proportional to the square root of . This indicates that the result shown in Fig. 11 is in good agreement with the mean field theory. Figure 10 indicates that the thickness of grain boundary becomes broader with the increase of the value of . Thus the growth rate increases with the value of . In cases of ¼ 1:0 or 1:5, eq. (11) is not allways valid because the interface region which is dominated by only two variables is too small to detect. Since the change of affects growth rate, the time steps taken to reach the scaling region are dominated by the value of . However the size distribution and the side distribution functions in the scaling region are time-invariant. These results are in good agreement with these obtained by the Monte Carlo simulation. 21) 
The effect of variable on grain growth
To investigate the effect of on growth kinetics we performed calculations in which ¼ 2:0 were fixed and the value of was changed from 0.6 to 3.0. The effect of on the dependence of average grain area is shown in Fig. 12 . The microstructures at t ¼ 10000 are shown in Fig. 13 . The profiles of ' along the center line of Fig. 13 is shown in Fig. 14 .
According to Fig. 14 , we can find the fact that, the larger the value of is, the deeper and sharper the shape of surfaces becomes. In the case of ¼ 3:0, it is difficult to evaluate the width of the interface. Because the portion of interface region which is dominated by only two variables is too small to detect. The contribution to of the gradient energy term becomes smaller with the increase of the diffuseness of interface. But the decrease in energy can only be achieved by introducing more material at the interface. 18) As shown in Fig. 15 , in the region which the approximation of eq. (9) is applicable, the smaller becomes, the larger the value of will be. And the fact is in good agreement with the result shown in Fig. 12 . Since the change of affects growth rate, the time steps which taken to reach the scaling region is dominated by the value of . But the size distribution and the side distribution functions in the scaling region are time-invariant.
Conclusions
Numerical simulation of grain growth based on the phase field method were performed in order to investigate effect of interfacial energy on kinetics of growth. The following results are obtained.
. Based on the analysis of the stationary solution of the kinetic equation describing grain growth, it has been shown that the gradient energy coefficient ,, and a parameter in a local free energy function affects interfacial energy of a materials, . . The average size is proportional to the square root of time. After a short transient time, the grain size distribution and the grain side distribution functions become time-independent. These results are in good agreement with these obtained by the mean field theory and the Monte Carlo simulation. . Growth rate becomes larger with the increase of . And growth rate becomes smaller with the increase of . These results are in good agreement with these obtained by conventional theories. 
