Abstract-In this note, we develop algebraic approaches for fault identification in discrete-event systems that are described by Petri nets. We consider faults in both Petri net transitions and places, and assume that system events are not directly observable but that the system state is periodically observable. The particular methodology we explore incorporates redundancy into a given Petri net in a way that enables fault detection and identification to be performed efficiently using algebraic decoding techniques. The guiding principle in adding redundancy is to keep the number of additional Petri net places small while retaining enough information to be able to systematically detect and identify faults when the system state becomes available. The end result is a redundant Petri net embedding that uses 2 additional places and enables the simultaneous identification of 2 1 transition faults and place faults (that may occur at various instants during the operation of the Petri net). The proposed identification scheme has worst-case complexity of ( ( + )) operations where and are respectively the number of transitions and places in the given Petri net.
I. INTRODUCTION
A commonly used approach to fault diagnosis in dynamic systems is to introduce analytical redundancy (characterized in terms of a parity space) and diagnose faults based on parity relations [1] , [2] . The methodology in [3] uses a similar idea to monitor faults in discrete-event systems (DESs) that can be modeled by Petri nets [4] , [5] . This approach encodes the state (marking) of the original Petri net by embedding it into a redundant one in a way that enables the diagnosis of faults in the Petri net transitions and/or places via linear parity checks on the overall encoded state of the redundant Petri net embedding. Place faults are associated with conditions that cause the corruption of the number of tokens in a certain place of the Petri net whereas transition faults are associated with conditions that prevent tokens from being removed from (deposited at) the input (output) places of a particular transition.
In this note, we consider fault identification in a Petri net where activity (transition firing) is unobservable but the state (Petri net marking) is periodically observable. More specifically, at the end of a period we observe the final state (marking) of the redundant Petri net embedding and, based on this information, we aim at detecting and identifying faults that may have occurred during this period. To achieve this, we construct redundant Petri net embeddings in which the identification of multiple and mixed (transition and/or place) faults, even when certain state information is missing, can be done systematically via algebraic coding/decoding techniques. Apart from fault detection and identification guarantees, our goal in choosing an appropriate redundant Petri net embedding is to keep the amount of redundancy (as indicated by the number of additional places/sensors) small. As we show in this note, the use of a redundant Petri net embedding with 2k additional places (and the connections and tokens associated with them) allows the simultaneous identification of up to 2k 0 1 transition faults and up to k place faults. The worst-case complexity of the fault identification procedure involves O(k(m + n)) operations where m and n are the number of Petri net transitions and places, respectively. The identification procedure is based on algebraic techniques, such as traditional decoding methods (e.g., Berlekamp-Massey decoding [6] ) and more recently developed methodologies for solving systems of composite power polynomial equations [7] . Note that the efficiency in the identification process comes at the cost of adding redundancy into the original Petri net-in the form of additional places (sensors) and the connections (acknowledgments) associated with them. This redundancy is chosen strategically so as to guarantee diagnosability and enable fast detection and identification.
II. PROBLEM FORMULATION
The functionality of a Petri net S is best described by a directed, bipartite graph with two types of nodes: places (denoted by fP 1 ; P 2 ; . . . ; P n g and drawn as circles) and transitions (denoted by fT 1 ; T 2 ; . . . ; T m g and drawn as rectangles). is usually assumed to be a unit vector with a single nonzero entry at its j th position indicating that transition T j has fired. Note that transition T j is enabled at time epoch t if and only if q s [t] B 0 (:; j) (where the inequality is taken element-wise and B 0 (:; j) denotes the j th column of B 0 ).
We consider two types of faults that may occur in a Petri net. i)
A transition fault models a fault in the mechanism that implements a certain Petri net transition. We say that transition T j has a postcondition fault if no tokens are deposited at its output places (even though the tokens from its input places are consumed). Similarly, we say that transition Tj has a precondition fault if the tokens that are supposed to be removed from the input places are not removed (even though tokens are deposited at the corresponding output places). As will be shown shortly, each postcondition fault can be indicated by an error of "+1," whereas each precondition fault can be indicated by an error of "01;" thus, in terms of coding theory terminology, transition faults are measured under the Lee distance metric [6] . ii)
A place fault models a fault that corrupts the number of tokens in a single place of the Petri net. Note that place faults are measured in terms of the number of faulty places, independent of the number of erroneous tokens in each faulty 0018-9286/$20.00 © 2005 IEEE place. Thus, in terms of coding theory terminology, place faults are measured under the Hamming distance metric [6] . Note also that, when state information from a certain place is unobservable or missing, one can treat this situation as an erasure [6] . Clearly, a precondition (postcondition) fault on a transition that has n T input (output) places can also be treated as a combination of n T place faults. In order for the fault identification algorithm to be able to resolve such conflicts, we aim at determining the minimum number of transition and/or place faults that explain the behavior observed in the Petri net. The underlying assumption in this formulation is that the most likely explanation is the one that involves the minimum number of faults (as would be the case if all transition and/or place faults are equally likely and independent). Note that multiple faulty firings of the same transition are allowed in our model (but count toward the maximum number of transition faults that we can tolerate).
We assume that the firing of transitions in the redundant Petri net is not directly observable while the Petri net marking is periodically observable. We aim to identify faults based on the observed marking at the end of a period. We use the term "nonconcurrent" to capture the fact that diagnosis is performed over a period of several time epochs, in this case once every N time epochs. We assume that within the epoch interval [1; N], each transition may suffer possibly multiple precondition or postcondition faults, but not both (actually, if a particular transition suffers both a pre-condition and a postcondition fault within [1; N], their effects will be canceled, making their nonconcurrent detection impossible).
III. FAULT IDENTIFICATION
The operations involved in the Petri net state evolution in (1) are regular integer operations. The proposed fault identification schemes, however, will actually be performed based on operations in a finite field due to the simplicity of the resulting identification algorithm. More specifically, our identification algorithms will operate in GF(p), the finite field of order p where p is prime: GF(p) consists of the set f0; 1; 2; . . . ; p01g with all arithmetic operations taken modulo p. Due to page limitations, we omit most mathematical derivations regarding assertions about fault identifiability and the identification procedure. The readers who are interested in these mathematical details are referred to [7] , [8] for the analysis of transition faults, and to [6] for the analysis of the identification procedure for place faults.
A. Redundant Petri Net Embeddings
The identification of faults in a given Petri net S can be facilitated by the construction of a redundant Petri net embedding H [3] . More specifically, d places are added to the original Petri net S to form a composite Petri net H whose state (marking) q h [t] is -dimensional ( = n + d; d > 0) and under fault-free conditions satisfies 
In [3] , it is shown that if matrices C and D have integer nonnegative entries and satisfy CB + 0D 0 and CB 0 0D 0 (element-wise), then a properly initialized redundant Petri net embedding H (i.e., one that satisfies (2) at t = 0) admits any firing sequence that is admissible in the original Petri net S.
B. Identification of Transition Faults
Recall that within the epoch interval Note that a transition fault corresponds to a Lee ("61") error [6] , with "+1" meaning a single postcondition fault and "01" meaning a single precondition fault as indicated by (6 adopting the approach in [7] , we can identify up to k transition faults with complexity of O(km) operations. The details of translating these results to the set-up here can be found in [8] . Note that matrix C does not directly enter the development here and we consider it later when we discuss the identification of place faults.
Note that, for k = 1, the first row of matrix D in (7) Note that e P is an dimensional vector and can model faults on all places of the Petri net, including the redundant ones. We are interested in identifying up to k place faults, which implies that eP has Hamming weight up to k. The place fault syndrome is given by (11) i.e., the identifiability of place faults is exclusively determined by matrix C.
We (14) where the multiplication and inversion operations are defined in GF(p) and The complexity of the identification procedure is O(k) operations [6] .
When a few places are unobservable, we can set the number of tokens in the unobservable places to zero 2 and apply error-and-erasure decoding which is again empowered by the Berlekamp-Massey algorithm (cf. [6] ). In such a case, the error correction capability is characterized by f + 2t 2k, where f denotes the number of unobservable places and t denotes the number of place faults (among observable places).
D. Simultaneous Identification of Transition and Place Faults
In this section, we show that with 2k additional places it is possible to simultaneously identify 2k01 transition faults and k place faults. As in the previous sections, we assume that no transition suffers simultaneous precondition and postcondition faults during the epoch interval [1; N] and that the number of erroneous tokens added to or subtracted from each place does not exceed +(p 0 1)=(2).
By combining (6) and (11) (16) Recall that the identification schemes for transition faults and place faults that we presented earlier were essentially based on operations in GF(p) (modulo p operations). To identify both types of faults simultaneously, the key idea is to incorporate regular integer operations into the design of matrices D and C, as well as in the identification procedure (note that the marking consists of nonnegative integers rather than elements in GF(p)). For notational simplicity, we ignore the subscript " 2k " in the sequel. Let p be a prime number larger than both m and , and let D follow the design in (7) and C be chosen such that P 4 = [C I] (modp) satisfies (14) . Define D 3 and P 3 by
where 1 is a 2k 2 n matrix with all entries being 1.
Note that the design in (17) and (18) negative. It is possible, however, that after the occurrence of a fault some firings that are enabled in the original Petri net become disabled in the redundant Petri net embedding due to the (erroneous) marking of the additional places. Clearly, this is not an issue if the enabling and disabling of transitions is not influenced by the number of tokens in the additional places. Even when the additional places function as controllers (as in [9] , for instance), this problem can be avoided in straightforward ways (e.g., by adding a sufficiently large number of extra tokens to each additional place and ignoring this extra number of tokens when performing parity checks at the end of time epoch N ). We now address the identification procedure. Clearly, the syndrome
By left multiplying by 8 on both sides of (19), we obtain the modified
When k or less place faults occur, they can be identified by the Berlekamp-Massey algorithm based on s 0 P . Once the place faults have been successfully identified and e P has been obtained, we can
which immediately enables us to identify up to 2k 0 1 transition faults using the algorithm discussed in the previous section (note that the symbol "=" denotes integer equality). Overall, the identification of place faults requires O(k) = O(k 2 + kn) operations and the identification of transition faults requires O(km) operations; thus, the entire identification complexity is O(k(m + )) operations. Note that in the approach presented previously the identification of transition and place faults is essentially separated. As a result, no matter how many transition faults occur, place faults are always identifiable, as long as no more than k place faults happen.
E. Distributed Fault Identification
Consider a Petri net which can be conveniently decomposed into a set of M interacting subsystems fS1; S2; . . . ; SMg that have disjoint sets of transitions and share (a small number of) places. If we design a redundant Petri net embedding for each of the subsystems separately (utilizing our developments in this section), then when a transition associated with a shared place fires in subsystem Si, its effect on the other subsystems S j ; j 6 = i, will be treated as a place fault in the shared place.
One way to overcome this limitation is to compensate for the fault syndrome in each subsystem S j ; j 6 = i, by appropriately adjusting the number of tokens in its additional places. Note that the decomposition of a Petri net into subsystems with disjoint sets of transitions and shared places is essentially an arbitrary assignment of transitions into subsystems; a good choice, however, would be one that minimizes the interactions between the transitions of one subsystem and the places of another. This would be the case, for example, if the number of shared places is small. More details can be found in [8] .
IV. EXAMPLE
The Petri net shown in Fig. 1 appears in [10] and represents the control logic for three machines and three robots. There are twelve transitions (i.e., m = 12) and eighteen places (i.e., n = 18). The initial marking of the Petri net, as indicated in Fig We describe the details for a fault diagnosis scheme in which we aim to simultaneously detect and identify two transition faults and one place fault. We assume that the number of faulty tokens in any place is bounded by [05; 5] . By our development in Section III, we need two redundant places (d = 2) and, since the smallest prime number that it is greater than both m = 12 and = 18 + 2 = 20 is 23, we set p = 23. Following the construction in Section III, we obtain D 3 ;H and C 3 as in Fig. 2 . The weights to (from) the redundant places from (to) the transitions in the original system (shown in Fig. 3 Assume that the applied firing sequence is T 7 ; T 1 ; T 2 ; T 8 ; T 3 ; T 9 , and that the following faults occur: A precondition fault in transition The resulting syndrome is s [6] We quickly realize that there does not exist a proper solution. Similarly, we eliminate the possibility of both faults being postcondition faults. We then try the case of a precondition fault and a postcondition fault, which translates to solving
These equations are easily shown to have a unique solution with x1 = 9 and x 2 = 2. Therefore, we conclude that transition T 2 suffered a precondition fault and transition T 9 suffered a postcondition fault, which
is consistent with what took place during the operation of the system. Note that, during the operation of the redundant Petri net system in our example, the number of tokens in the additional places becomes negative (at time epoch 6). If the additional places function as controllers (as in [9] ), then this implies that the firing of transition T 9 during time epoch 6 would be inhibited in the redundant Petri net system but not in the original one. This issue can be avoided by adding a sufficiently large number of extra tokens to each redundant place (and ignoring this extra number of tokens when performing parity checks).
V. CONCLUSION
In this note, we have presented algebraic approaches to fault identification schemes in discrete event systems that are described by Petri nets. Our setting assumes that system events (transition firings) are not directly observable but that the system state (marking) is periodically observable, and aims at capturing faults in both Petri net transitions and places. To achieve this, we introduce redundancy and construct a redundant Petri net embedding whose additional places encode information in a way that enables error detection and identification to be performed using algebraic decoding techniques. Our approach does not need to reconstruct the various possible state evolution paths associated with a given discrete event system and the identification algorithm has low complexity.
Robust Boundary Control of an Axially Moving String by Using a PR Transfer Function
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I. INTRODUCTION
The control problem of axially moving continua occurs in such high performance mechanical systems as cranes, strips in a thin metal-sheet production line, high-rise elevators, chains and belts, high-speed magnetic tapes, and deployable robot arms. However, the applications of axially moving systems are limited because of undesirable vibrations in the lateral direction. An active vibration control becomes an important solution to reduce vibrations and thus improve performance in many of the axial transport processes.
The published papers on the vibration control of axially moving strings include [1] - [3] , and those on beams and belts include [4] - [7] . However, the control laws in most papers are derived either not considering the effect of actuator dynamics or considering the effect of mass only. In this note, an axially moving string with a hydraulic touch-roll actuator at the right boundary is specifically focused on. The use of a class of positive real transfer functions has been proposed for the stabilization and disturbance rejection of flexible structures in [8] , [9] . However, the actuator dynamics proposed in [8] , [9] are difficult to apply to axially moving flexible systems in which the actuator mechanism must operate with the moving structure. Also, the controller proposed in this work is more effective for disturbance rejection because the transfer function of the controller is not proper but positive real.
In this note, a control-oriented model for axially moving strings with a hydraulic touch-roll actuator is derived. An implementable finite dimensional boundary control law incorporating the dynamics of the actuator is proposed. The transfer function of the controller is a PR function of the complex variable s and contains a pair of complex conjugate poles at s = 6j! 1 ; ! 1 6 = 0, provided that the residue corresponding to the poles is nonnegative. The closed-loop system coupled with a partial differential equation (PDE) and an ordinary differential equation Now, by using Hamilton's principle for translating continua (see [5] ), the equations of motion and boundary conditions of the axially moving string are derived as w tt + 2v s w xt + v 2 s w xx = T s w xx ; 0 < x < l (2) w(x; 0) = w 0 (x) w t (x; 0) = w t0 (x) (3)
where w(0) = w(0; t) and w(l) = w(l; t) for notational brevity. Equation (2) is a linear PDE governing the transverse motion of the string and it can be rewritten by using (1) as w = Tswxx; 0 < x < l:
Equations (3)- (5) denote the initial and boundary conditions, respectively. Note that right boundary condition (5) is an ODE that describes the equation of motion of the hydraulic actuator in compliance with the transversal control force at x = l. The moving speed vs, to avoid a divergence of the solution, should be smaller than the critical speed [2] . The control objective is now to asymptotically stabilize the vibration energy of the string with a time-varying control action at x = l. The mechanical energy E m (t) of the string system is given as The time derivative of Em(t) in (7) is now evaluated by applying the one-dimensional transport theorem of moving material (see [5] ) as fol- 
From (9), it is seen that the transverse support force T s w x at x = 0 on material particles with convective transverse velocity component v s w x decreases the mechanical energy, while that at x = l increases it [2] . Hence, it is concluded that for the traveling string, the string force occurring on the right boundary should be properly handled in order to decrease the mechanical energy E m (t).
III. ROBUST BOUNDARY CONTROLLER
To suppress the vibration energy of the axially moving string as well as to attenuate the effect of the disturbance at the output of the controller, a finite-dimensional dynamic boundary controller is proposed as PR function. It is seen from the right boundary condition given by (15) that the input signal is the material velocity at x = l and the output is the transverse force at x = l. Using (15) as well as (3)-(4), the solution of (2) can be evaluated.
Remark 2: The boundary control laws (10)- (12) are given in terms of velocity wt(l), slope wx(l), and slope rate wxt(l) at x = l. The slope rate w xt (l) can be implemented by the backward differencing of the signal of an encoder that measures the slope w x (l) on the actuator [3] . In the remainder of this section, the boundedness of all signals in the closed-loop system given by (2)- (5) and (10)- (12) is analyzed. To achieve the control objective, i.e., the asymptotic stability of the system, the convergence of the actuator displacement w(l) to zero should also be satisfied. Thus, the modification of Em(t) in (17) 
Hence, a positive functional V (t), as the total energy of the moving string system including the actuator, is defined as The functional V (t) in (18) is considered as a Lyapunov function candidate in order to show the stabilization of the closed-loop system. The last term in (18) has been added as a pseudoenergy to ensure that the desired final state (w; _ w; w(l); w t (l); 1 ; 2 ) = (0; 0; 0; 0; 0; 0) j desired (19) is the unique minimum of V (t) in (18) . From (17) , it is straightforward to confirm that the positive system parameters guarantee V 0 and that indeed the global minimum of V = 0 is attained only at the desired state in (19) . By using (4)- (5), (8), and (10) Hence, it can be concluded that all the signals in the closed-loop system are bounded. In next section, the asymptotic stability of the closed loop system is proved. Further, the robustness of the boundary controller is analyzed through the effect on the output _ w(x; t)j x=l of the controller when the controller is corrupted by a disturbance.
IV. STABILITY AND DISTURBANCE REJECTION
In order to analyze the asymptotic stability of the closed-loop system, the state-space = is first defined as = (w; _ w; w(l); wt(l); 1; 2) T j w 2 H In the space =, the inner product is defined as ii) the semigroup T (t) generated by A is asymptotically stable, that is, all solutions of (24) converge to zero as t ! 1.
Proof: The theorem is proved by following the procedure in [8] w(s)) sinh 0 (x 0 s)ds (25) where c1 = wx(0)=0; c2 = 01 Ts 01
, and 0 = c2 are constants, and sinh ( 1 ) is the hyperbolic sine function. Hence, the following is easily obtained: 
Since g() > 0 for all > 0; (g() sinh 0 l + T s 0 cosh 0 l) > 0 for all > 0 ; accordingly, the constant c 1 can be uniquely determined from (26) . The remaining unknowns _ w; w(l); wt(l); 1; 2 can then be found from (I 0A)z =z. Therefore, it follows that I 0A : = ! = is onto for all > 0. Finally, it is concluded from the Lumer-Phillips theorem [11, p. 14] that A generates a C0-semgroup of contractions T (t) on =.
To prove assertion ii), LaSalle's invariance principle extended to infinite-dimensional systems [12, p. 168 ] is used. According to this principle, all solutions of (24) asymptotically tend to the maximal invariant subset of the set S = fz 2 =j _ V = 0g (27) provided that the solution trajectories for t 0 are precompact in =.
Since the operator A : = ! = generates a C0-semigroup of contractions on =, the precompactness of the solution trajectories is guaranteed if the resolvent operator (I 0 A) 01 : = ! = is compact for some > 0 (see [12, p. 179 
]).
To see that 0A 01 exists and is a compact operator on =;Az = 0z should be evaluated 
From (30), the constant c3 can be uniquely determined, and this implies that A 01 exists; also, A 01 is a compact operator which can be easily seen by following [8] . It is then concluded that the operator (I 0 A) 01 : = ! = is a compact operator for any 2 (A).
Thus, it can be concluded that the solution trajectories of (24) are precompact in = for t 0. Hence, by the extended invariance principle, the solutions asymptotically tend to the maximal invariant subset of S in (27) . Thus, to prove that all solutions of (24) asymptotically tend to the zero solution, it suffices to show that S contains only the zero solution.
To prove that S contains only the zero solution, _ V = 0 in (20) is given, which results in w x (0) = 0 and _ w(x; t)j x=l = 0. By considering the Laplace transform of (2), the solution w( 1 ) of (24) Thus, by using the method of the separation of variables in [8] , it is easily concluded that the only possible solution is w(x; t) = 2 = 0. Therefore, it is concluded that the only solution of (24) which lies in the set S is zero solutions.
Finally, by the invariance principle, it is concluded that the solutions of (24) asymptotically tend to the zero solution.
Remark 3: The stability result of Theorem 1 is similar to that, with a constraint on ! 1 , given in [8] . However, here, Theorem 1 holds without any constraint on ! 1 due to the characteristics of the axially moving wave equation in which the waves of nonzero solution propagate to the right boundary at the translating speed v s . Now, the effect of the controller given by (10)- (12) on the moving string system given by (2)-(5), when the output of the controller is corrupted by a disturbance n(t), is investigated. In this case, (12) 
where g(s) is given by (16) andn(s) is the Laplace transform of the disturbance n(t).
Let the initial conditions be zero. To find the transfer function from n(t) to _ w(x; t)j x=l , the solution of w ( 1 ) in (31) (16) which is derived by dynamic boundary controller (10)- (12), the dynamic controller can be used for disturbance rejection. That is, if the disturbance n(t) has frequency components in an interval of frequencies The method is presented through the following three cases under the assumption that the disturbance n(t) has a band-limited frequency spectrum, that is, n(t) has frequency components in an interval of fre-
Case 1: If the structure of n(t) is known, e.g., n(t) = a cos ! 0 t, then the PR function g(s) in (16) can be chosen to minimize M (!) in (37) by setting as !1 = !0 (see [8] ).
Case 2:
Even the case that the structure of n(t) is unknown, g(s)
can still be chosen to minimize M (!). Note that the PR function g(s)
is not proper, as shown in (16) . This implies that the transfer function G 0 (l; s)=G(l; s) in (36) is strictly proper with relative degree 1 due to m c s. Thus, it is easily seen via the Bode diagram of (37) that the effect of the disturbance n(t) can be eliminated here by choosing the PR function g(s) with a sufficiently large k 1 .
Case 3: Further, in the case that n(t) has unknown high frequency components, the disturbance (or noises) n(t) are eliminated by the high frequency filter characteristics of the boundary controller. This is supported by the argument of Case 2. Figs. 2-4 show the simulation results of the moving string with the boundary controller proposed. Fig. 2(a) and (b) depict the displacement of the whole string under the disturbance given as n(t) = cos10t, in which the control parameters have been set as k 1 = 1; k 2 = 10;! 1 = 10, and k 1 = 1; k 2 = 0; ! 1 = 10, respectively. As analyzed in Case 1 of Section IV, it is seen from Fig. 2(a) that the initial vibrations dissipate asymptotically despite the disturbance via the boundary control action. However, as shown in Fig. 2(b) , the string vibrations under the controller with k2 = 0 do not dissipate to zero and remain level, in this case g(s) given by (16) has no pair of complex conjugate poles at s = 6j!0 ; hence, M (!) in (37) cannot satisfy M (!0) = 0. Now, consider a disturbance n(t) which is coupled with an unknown higher frequency such as n(t) = cos10t + sin30t. Fig. 3 shows the simulation result of the moving string with the control parameters k1 = 1; k 2 = 10;! 1 = 10 under the coupled disturbance. From Fig. 3 , it is seen that the unknown disturbance is also effectively eliminated by the proposed controller, as mentioned in Case 3 of Section IV.
However, if m c in g(s) is too small to handle the unknown disturbance, the string vibrations cannot be suppressed due to the effect of the un-eliminated unknown disturbance. This problem can be solved by choosing a large k 1 , as determined in Case 2 of Section IV. Fig. 4(a) and (b) describe the effectiveness of k1, where k1 = 0:01 and k1 = 2:5 has been given, respectively, under mc = 0:01. that the unknown disturbance n(t) at the output of the controller can also be effectively eliminated by choosing an appropriately large k 1 .
VI. CONCLUSION
In this note, a robust boundary control scheme using a nonproper but PR transfer function for an axially moving string has been investigated. The finite-dimensional dynamic boundary controller can achieve the suppression of the vibration of the entire string despite the disturbance at the output of the controller and without any constraint on !1. The disturbance can be rejected by appropriately choosing the control parameters in cases where the frequency spectrum of the disturbance is known and/or unknown. The application of the proposed control scheme can be expanded to various translating continua systems. 
Polynomial Extended Kalman Filter

I. INTRODUCTION
This note investigates the problem of state estimation for nonlinear discrete-time stochastic systems of the type:
where x(k) 2 IR n is the system state, y(k) 2 IR q is the measured output, f : Z + 2 IR n 7 ! IR n ; h : Z + 2 IR n 7 ! IR q are timevarying smooth nonlinear maps, denoted state-transition map and stateoutput map, respectively. The state and output noises v(k) and w(k) are assumed to be independent white sequences (independent sequences of zero-mean independent random vectors), not necessarily Gaussian.
The initial state x 0 is a random vector independent of both the noise sequences.
It is well known that the minimum variance state estimate requires the knowledge of the conditional probability density, whose computation, in the general case, is a difficult infinite-dimensional problem [3] , [8] , [9] . Only in few cases does the optimal filter have a finite dimension [28] . For this reason, a great deal of work has been made to devise suboptimal implementable filtering algorithms. A way to approach the problem is to find finite-dimensional approximations of the conditional density using, e.g., Gaussian sum approximations as in [1] , [16] , or discrete distributions as in particle filters [24] .
An alternative approach consists in finding an approximation of the stochastic system for which known filtering procedures are available. In this framework, the extended Kalman filter (EKF) is the most widely used algorithm (see, e.g., [2] , [5] , [6] , [13] - [15] , [17] , [19] , [21] , and [23] ). Because of its local nature, the EKF performs well if the initial estimation error and the disturbing noises are small enough (in [22] conditions are given for the boundedness of the error variance). Improved versions of the EKF are the iterated EKF and the second order EKF (see [14] , [17] ). An effective modification of the EKF is the unscented Kalman filter (UKF) [18] , that uses the so-called un- scented transform for the state and output prediction steps in the EKF equations.
The filter here proposed is a polynomial extension of the EKF (denoted PEKF throughout the note) and belongs to the last group of methods. The PEKF is obtained by the application of the optimal polynomial filter of [10] , [11] to the Carleman approximation of a nonlinear system (see [20] , [25] ), whereas the standard EKF applies the classical Kalman filter to the linear approximation of nonlinear systems. The Carleman approximation of order of a nonlinear system is achieved by suitably defining an extended state made of the Kronecker powers of the original state up to a given order . The analogous definition of an extended output is also required for the construction of a polynomial filter. In the stochastic discrete-time framework the Carleman approximated system consists of a bilinear system (linear drift and multiplicative noise) with respect to the extended state. The extended output turns out to be a linear function of the extended state, corrupted by multiplicative noise. Once the approximation is obtained, the recursive equations of the optimal polynomial filter of order are available and can be applied with no further approximations (see [10] and [11] ). It is interesting to note that the implementation of the PEKF of a given degree does not require the complete knowledge of the noises distributions: Only the moments up to order 2 are needed. When = 1 the PEKF reduces to the classical EKF. As in the case of the classical EKF, the polynomial EKF (PEKF) is a time-varying recursive algorithm whose performances depend on the specific application. A better behavior with respect to the classical EKF is expected for two reasons: i) a higher degree of approximation of the nonlinear system is adopted; ii) the optimal polynomial estimate is implemented for the approximate system, instead of the linear Kalman estimate of the EKF.
It is important to stress that the Carleman approximation of continuous time nonlinear systems is a bilinear system w.r.t. the input, whereas discrete-time systems are approximated by means of bilinear system w.r.t. the input and some of its powers. For the continuoustime case the tool of Carleman bilinearization has found some applications in problems of systems approximation [26] , [27] , [29] , since there are many reasons for finding a bilinear approximation of a nonlinear system (see [7] ). In recent times, such method has been successfully used in the problem of reduction of large scale systems [4] . On the other hand, the Carleman approach has never been used for the approximation of discrete-time systems, mainly because of the presence of the powers of the input in the approximate model, that makes not useful the approach for control applications. However, in the filtering framework the presence of the powers of the input noise does not constitute a significative limitation: the Carleman approximation for system (1) provides a stochastic bilinear system with respect to the extended state and an extended input noise. For this class of systems the optimal polynomial filter is already available in literature without any further approximation [10] , [11] . Surprisingly, to the authors' knowledge, this technique has not been used so far for the construction of suboptimal filters. Preliminary results on this field have been presented by the authors in [12] .
The note is organized as follows: the next section presents the Carleman approximation of stochastic nonlinear systems of the type (1); in section three the polynomial minimum variance filter for the Carleman approximation (PEKF) is derived; Section IV displays some numerical results where the performances of the PEKF and of other existing algorithms are compared. An Appendix reports some formulas needed for the implementation of the PEKF. . . . ; (here superscripts in square brackets denote the Kronecker powers of vectors and matrices; for a quick survey on the Kronecker algebra see [11] ). The update equations for these sequences are
Under standard analyticity hypotheses the nonlinear functions (f + v) [m] and (h + w) [m] can be approximated in a suitable neighborhood of a given pointx using Taylor polynomials of degree
Hm;i(k;x)(x(k) 0x) [ 
where ' m;i (k;x; v(k)) and # m;i (k;x; v(k)) are suitably defined polynomials of v(k) and w(k) (see [12] ), and (6) with rx = [@=@x1 1 11 @=@xn] . Note that rx is the standard Jacobian of the vector function .
The expansion of the powers of the binomials in the summations in (3) and (4) allow to write these as polynomials of x(k) of degree (see [12] 
where
with n = n + n 2 + 111 + n and q = q + q 2 + 111 + q , and 
From (35), in Appendix, it is clear that the terms V (k;x) and W (k;x) are bilinear functions of the extended state X (k) and of zero-mean random vectors uncorrelated with X (k) of the type
these are white sequences). This fact allows to state that the Carleman approximation (8) has a bilinear structure with respect to an extended white noise sequence. Moreover, exploiting the same arguments used in [10] , [11] , it is not difficult, though tedious, to prove that V (k;x) and W (k;x) are uncorrelated sequences of zero mean uncorrelated random vectors, and that the extended state X (k) is uncorrelated with W (j;x) 8 j and with V (j;x) for k j (this result is a direct consequence of the fact that the noises v(k) and w(k) in the original system (1) are independent and white, and that the original state x(k)
is independent of w(j) 8j and independent of v(j) for k j).
In order to ensure that all random vectors in (8) (X (k); Y (k); V (k;x) and W (k;x)) have finite means and covariances, it is necessary to assume that the noises and the initial state of the original system have finite moments up to order 2
for i = 1; . . . ; 2. The moments v i (k); w i (k), and 0 i are needed for the recursive computation of the covariances 9 V (k;x) and 9 W (k;x) of the extended noises V (k;x) and W (k;x) (see Appendix). The mean and covariance of the extended state X (k), also needed for the computation of 9 V (k;x) and 9 W (k;x), can be recursively computed using standard formulas for bilinear systems (see Appendix and also [11] ). It is worthwhile to note that, differently from what may happen in continuous-time, the Carleman Approximation for discrete-time systems never exhibits finite escape time phenomena.
III. FILTERING ALGORITHM
The previous section has described the th-order Carleman approximation of a stochastic nonlinear system. The result is a bilinear system driven by white noise, given by (8) . For the filter construction it is assumed that the output of the original system (1) is generated in fact by the approximate model (8) , and thus in the filter equations Y m (k)
will coincide with y
[m] (k). For a system of the type (8) the optimal linear filter (linear w.r.t. the extended measurements) provides the optimal -degree polynomial filter w.r.t. the original measurements, and can be constructed without any further approximation (see [10] and [11] ). Since the extended noises V (k;x) and W (k;x) in (8) are uncorrelated sequences of uncorrelated zero-mean vectors, as discussed in the previous section, the optimal linear filter is implemented by the standard Kalman filter equations. According to the same philosophy of the standard EKF, the system matrices and the covariances needed in the Riccati equations are computed using, at each step, the equations of the Carleman approximation around the current state estimate and prediction. In particular, the state estimate is used instead ofx for the computation of matrices A ; U and 9 V , while the state prediction is used for the computation of matrices C ; 0 and 9 W , according to the formulas reported in the Appendix. Note that the estimatex(k) and predictionx(k + 1jk) of the original state are computed by selecting from the estimate and prediction of the extended state,X (k) andX (k + 1jk), respectively, the first n componentŝ
The steps of the PEKF algorithm are summarized here.
I)
Computation of the initial conditions of the filter (the a priori estimate of the initial extended state and its covariance) X (0 j 0 1) = IEfX (0)g P P (0) = Cov(X (0)) k = 01 inizialization of the counter:
Computation of the matrices of the th degree approximation of the extended output equation around the pointx(k +
[the first two equations are obtained from (11) 
Computation of the error covariance matrix:
P (k + 1) = I n 0 K(k + 1) C (k + 1) P P (k + 1): (18) VI) Computation of the extended state estimateX (k + 1) and of the estimatex(k + 1) of the original state:
VII) Increment of the counter: k = k + 1.
VIII) Computation of the matrices of the th degree approximation of the state-transition around the pointx(k)
A (k) = A (k;x(k)) from eq.'s (10) and (30) U (k) = U (k;x(k)) from eq.'s (10) and (34) 9 V (k) = 9 V (k;x(k)) from eq. (38): (20) IX) Computation of the extended state prediction:
X)
Computation of the one-step prediction error covariance matrix:
XI) GOTO STEP II).
Remark 1:
For consistency with all the developments made in the note, the PEKF algorithm has been here presented in a form that is not computationally optimized, in that the Kronecker powers contain redundant components (if x 2 IR n then x [i] 2 IR n , but onlyñ i = n+i01 i monomials are independent). Such redundancies can be avoided through the definition of reduced Kronecker powers, containing the independent components of ordinary Kronecker powers (see [10] ). More in detail, denoting with x (i) 2 IR n the reduced ith Kronecker power of x, it is always possible to define a selection matrix T i (n) 2 IRñ 2n made of 0's and 1's, such that:
(note that the choice of matrix T i (n) is not univocal). Similarly, the ordinary Kronecker power x [i] is recovered from the reduced power x (i) through multiplication with a suitable matrixT i (n) 2 IR n 2ñ .
Straightforward but tedious substitutions in the previous PEKF algorithm provide a filter with a reduced computational burden, and this last should be considered for efficient implementations.
IV. SIMULATION RESULTS
The performances of the PEKF with = 2 and = 3 (quadratic and cubic PEKF, respectively) have been compared with those of the standard EKF, the second-order PEKF [14] and the UKF in the augmented state version [18] through computer simulations. In most cases the quadratic and cubic PEKF have given better performances, in terms of error variance. This section reports simulation results obtained in The noise sequences v1(k); v2(k); w(k) are zero-mean and independent, and obey the following discrete distributions: P fv 1 (k) = 01g = 0:6 P fv1(k) = 0g = 0:2 P fv 1 (k) = 3g = 0:2 P fv 2 (k) = 01g = 0:8 P fv2(k) = 4g = 0:2 P fw(k) = 07g = 0:3 P fw(k) = 3g = 0:7:
The initial state x(0) is also a random variable independent of both the state and output noises, with independent components, following the distribution: P fx1(0) = 0:4g = 0:2 P fx2(0) = 0:1g = 0:2 P fx 1 (0) = 0:8g = 0:8 P fx 2 (0) = 0:4g = 0:8: (26) Table I reports the sample error variances in a typical simulation over a 1.000 points horizon.
In this example, the EKF, the EKF2, and the UKF have a very similar behavior, while the quadratic and cubic PEKF perform better. In particular, the quadratic PEKF achieves 15% and 24% reduction of the error variance of the two state components, respectively, w.r.t. standard EKF, while the cubic PEKF achieves 50% and 98% variance reduction. Figs. 1 and 2 report the true and estimated states. For the clarity of the representation, only a window of 70 time steps is reported and the EKF and UKF estimates are not reported because they are extremely similar to those provided by the second-order EKF. Note that in Fig. 2 the cubic state estimate and the true state are quite indistinguishable.
The computational times required by the PEKF and by the other algorithms used for comparison have been evaluated in term of CPU time on a PC with 1.8 GHz clock. All algorithms have been implemented in MATLAB. The CPU time required by the standard EKF implementation is T EKF = 0:35 s, the time required by the EKF2 is T EKF2 = 0:62 s, the time of the UKF is T UKF = 0:69 s, the times of the PEKF 2 and PEKF3 are TPEKF = 5:89 s and TPEKF = 23:34 s, respectively.
The performances of the PEKF have been compared also with those of the particle filter [24] , denoted PF in the following. Both the PEKF and the PF have the same feature of improving the error variance by increasing the algorithm complexity. Note that the complexity of the PEKF depends on the chosen polynomial degree, while the complexity of the PF depends on the number of particles used. A zero-mean Gaussian noise has been added to the measurement equation of the system (24) in order to apply the PF in a standard form (the output noise should not obey a discrete distribution). Many simulations have been performed for different values of the variance of the Gaussian component of the noise and for different numbers of particles. It results that for variances ranging from 0.4 to 1 the PF with about 140 particles (PF140) requires a CPU time similar to the one of the PEKF 3 . However, the error variance of the PEKF 3 is about 20% lower than the error variance of the PF140. The PF with about 250 particles achieves an error variance similar to the one of the PEKF3. However, in this case the CPU time required by the PF 250 is increased of about 60%. It should be noted that, due to its stochastic nature, the repeated application of a PF to the same sequence of measurements may provide significantly different results, both in term of error variance and CPU time.
V. CONCLUSION
A polynomial extension of the standard EKF for the state estimation of nonlinear discrete-time systems has been proposed in this note. The polynomial algorithm is based on two steps: First the nonlinear system is approximated by a bilinear system using the Carleman approximation of a chosen degree ; next, the minimum variance filter for the approximating system among all the th degree polynomial transformations of the measurements is computed. This step is based on the theory of suboptimal polynomial estimation for linear and bilinear state space representations studied in [10] , [11] . When = 1, the proposed algorithm gives back the standard EKF. The performances of the proposed filter have been compared with those of other existing filters via computer simulations.
APPENDIX
