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Abstract
Let P be a not necessarily bounded polycycle of an analytic vector ﬁeld on an open set of
the plane. Suppose that the singularities which appear after desingularization of the vertices of
P are hyperbolic. Consider the function T deﬁned by the return time near P. It is shown that
the function T and its derivative T ′ have asymptotic expansions similar to the series of Dulac
but with negative powers.
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1. Introduction
Let E be an analytic ordinary differential equation on an open subset of the plane
R2 and let P be a polycycle of E. Here a polycycle is a ﬁnite connected union of
singularities (vertices of P) and integral curves (sides of P) of E such that a one-sided
return function exists.
Let us consider a transversal section  for the polycycle and a local coordinate s
along the section whose origin is the intersection of  with P. There exist two functions
deﬁned on : the ﬁrst return map R and the return time function T. The number T (s)
is the time required for the integral curve of E through a point of , with a small
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enough coordinate s, to intersect  again, for the ﬁrst time, at R(s). In the case that
the polycycle is a boundary of an annulus of periodic orbits, that is when R is the
identity map, the return time function is called the period function.
We are interested in the qualitative behavior of T. We would like to know the behavior
of T (s) when s approaches zero, in particular if T is a nonoscillatory function. Here
a function is nonoscillatory if the set of its critical points does not have accumulation
points.
In [9], we proved that T as well as its derivative T ′ has an asymptotic expansion
in the scale {s}∈R and {s log s}∈R, under the assumption that all the vertices of
the polycycle are formally linearizable (after a convenient desingularization). From
this, we obtained an almost complete description for the behavior of the return time
function associated with an unbounded polycycle in the polynomial case. In this case,
the differential equation has a natural extension to the Poincaré sphere, and a polycycle
is called unbounded if it is not completely contained in the embedded plane R2, that
is, when one of the vertices is contained in the equator.
In this work we adopt the same notation as used in [9]. That is, X˜ denotes the
vector ﬁeld obtained after the desingularization of the vertices of P and P˜ is the
corresponding polycycle with desingularized vertices (the Jacobian matrix of X˜ at a
vertex is not nilpotent) [3,10]. We say that (E, P ) is hyperbolic after desingularization
if the vertices of P˜ are hyperbolic, that is, if none of the eigenvalues of the Jacobian
matrix of X˜ at a vertex are zero. Since P has a one-sided return function, these
eigenvalues have opposite signs. We prove, in this case, that both T and its derivative
T ′ have asymptotic expansions in the scale {s(log s)n}∈R , n∈N∪{0}. More precisely,
our main result is:
Theorem 1. If (E, P ) is hyperbolic after desingularization, then the return time func-
tion T of P has an asymptotic expansion T̂ given by
T̂ (s) =
∑
k∈N
skPk(log s), s > 0, (1)
where the sequence {k} of real numbers is strictly increasing and unbounded and
Pk is a polynomial with real coefﬁcients. Moreover, the asymptotic expansion of the
derivative T ′ of T is the formal derivative of T̂ , denoted T̂ ′.
From this we conclude that the return time function has a nonoscillatory behavior
whenever the asymptotic expansion of T ′ is different from zero. This is the case when
at least one of the vertices of P is at a ﬁnite distance. It follows that the return time
function is monotone. More precisely, we have
Corollary 1. If (E, P ) is hyperbolic after desingularization and P has at least one
vertex at a ﬁnite distance, then the ﬁrst term in series (1) has the form s(log s),
with 0,  = 0, 1 and (, ) = (0, 0). In particular, the function T is monotone on
a neighborhood of P.
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In order to prove Theorem 1 we follow the same method used in [9]. That is we
reduce our problem to a local one. Hence, ak , k = 1, 2, . . . , r denote the vertices of
P˜ and Lk , k = 1, 2, . . . , r the sides indexed in such a way that Lk runs from ak−1 to
ak (k > 1) and L1 runs from ar to a1. We assume that ak is crossed by running ﬁrst
through Lk and then Lk+1. If k denotes the passage time of the corner ak and k is
the passage time of the side Lk then the return time function T is given by
T (s) =
r∑
k=1
k(Rk(s)) +
r∑
k=1
k(Sk(s)), (2)
where the functions Rk and Sk are a composition of correspondence maps and Poincaré
functions. See Section 3 of [9].
From [9], we know that the functions k are analytic, or meromorphic with a pole at
zero. Moreover, if the vertices ak are formally linearizable, the functions k and their
derivatives have asymptotic expansions of form (1) linear in log. Therefore, since the
functions Rk and Sk belong to the Dulac group [2], in order to prove Theorem 1, it
sufﬁces to prove that the functions k and its derivative ′k have asymptotic expansions
of form (1), when ak is not formally linearizable.
2. Proof of Theorem 1
Let a be a vertex which is not formally linearizable. In this case, the ratio between
the eigenvalues of the Jacobian matrix of X˜ at a is the strictly negative rational number
−p/q, where p, q ∈ N and p and q are relatively prime, that is the g.c.d. of p and
q is 1. From the formal normal theory of resonant differential equations [2,6] and an
argument of [8], on a neighborhood of a there exist C∞ coordinates (x, y) such that
the x- and y-axis are the sides of P˜ at a and the vector ﬁeld X˜ becomes
X˜ = xmyng(x, y)
(
qx(1 + (xpyq)k) 
x
− py(1 + (xpyq)k) 
y
)
,
where m and n are integers, k ∈ N, g is a strictly positive C∞ function and ,  ∈ R,
with  −  = 1. When a comes from the desingularization of a vertex at a ﬁnite
distance, m and n are positive numbers. If m or n are negative, the vertex is at inﬁnity.
On a neighborhood of a, the differential equation associated with X˜ is given by
dt = − 1
pxmyng(x, y)(1 + (xpyq)k)
dy
y
= 1
qxmyng(x, y)(1 + (xpyq)k)
dx
x
.
Let  = { (x, 1) : 0x < 1} and  = { (1, y) : 0y < 1}. Suppose that the positive
semi-orbit x0 of X˜ through (x0, 1) intersects  at (1, y0). Recall that y0 = d(x0) is the
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correspondence map of the corner a and belong to the Dulac group [4]. The passage
time of the corner a is the integral
(x0) = − 1
p
∫
x0
x−my−n 1
g(x, y)(1 + (xpyq)k)
dy
y
. (3)
More generally, let us consider the functions xrysG(x, y), where r, s ∈ Z and G is a
C∞ function which is nonzero when restricted to the x or y-axis in any neighborhood
of (0, 0). We are going to prove that the line integral V (x0) =
∫
x0
xrysG(x, y)
dy
y
has
an asymptotic expansion of form (1). To study this integral, we recall the following
concepts introduced already in [9]. A function f for which there exists a pair (r, s) ∈ Z2
and a C∞ function G on R2 such that f (x, y) = xrysG(x, y), will be called a good
function. We call (r, s) a good pair for f. Note that r or s may be negative, and f need
not be well deﬁned on all R2. However, a good function is always well deﬁned for all
(x, y) ∈ R2 with x = 0, and y = 0. For each good function f, a unique pair (r0, s0) can
be found such that the function x−r0y−s0f (x, y) extends uniquely to a C∞ function
G0 on R
2 such that G0(x, 0) = 0, if x = 0 and G0(0, y) = 0, if y = 0. We introduce
a partial order  on Z2 such that (r, s)(r ′, s′) if and only if rr ′ and ss′. With
respect to  , the pair (r0, s0) is maximal among all good pairs for f. This particular
pair will be called the order of f.
We now introduce a concept which is a little more general than the one given in
[9]. Let Cx0 for x0 ∈]0, 1[ be a curve in R2, beginning at (x0, 1) and ending at a point
(1, y(x0)). We say that Cx0 satisﬁes the fundamental property ()g if, for each good
function f = xrysG there exist C∞ functions V0, V1 and h satisfying the following
conditions:
(i) V0(x0) = axr0 log x0 + bxr0 + cxs0 , where a, b, c ∈ R. If the order of f is (r, s) then
one of the constants a, b or c is not zero.
(ii) The function h is o(V0) and has an asymptotic expansion of form (1).
(iii) The function V1 is o(V0) and is an integral V1(x0) =
∫
Cx0
f1(x, y)
dy
y
, where f1
is a good function (whose order is necessarily strictly greater than that of f).
(iv) The integral V (x0) =
∫
Cx0
f dx
x
satisﬁes the equality V (x0) = V0(x0) + h(x0) +
V1(x0).
By the same arguments used in the proof of the Proposition 1 of the Appendix of
[9], we deduce the following proposition:
Proposition 1. If a curve Cx0 , x0 > 0 satisﬁes the fundamental property ()g , and f
is a good function of order (r, s), then the function V (x0) =
∫
Cx0
f (x, y) dx
x
has an
asymptotic expansion of type (1) of order min{r, s}.
Next, we prove the following lemma:
Fundamental Lemma 1. The orbit arc x0 of X˜ joining (x0, 1) to (1, y0) satisﬁes
the fundamental property ()g , with  = pq .
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Proof. Let xrysG be a good function and consider V (x0) =
∫
x0
xrysG(x, y)
dy
y
. We
distinguish two cases, (a) r − s < 0; and (b) r − s = 0. The case r − s > 0 leads
to Case (a) changing y into x.
Let us consider Case (a). We know that there exists a C∞ function A on R2 such
that G(x, y) = G(0, y) + xA(x, y). Therefore
V (x0) =
∫
x0
xrysG(0, y)
dy
y
+
∫
x0
xr+1ysA(x, y) dy
y
.
From Lemma A.2 of the Appendix, we obtain V (x0) =
(∫ 1
0 y
s−r
 G(0, y) dy
y
)
xr0 +
h(x0) + V1(x0), where
h(x0) = y
r

0
∫ y0
0
y
s−r
 G(0, y)
dy
y
and,
V1(x0) = r
kp
∫
x0
(∫ 1
0
u
s−r
 G(0, uy)
du
u
)
xr+kp ys+kq
(1 + xkpykq)
dy
y
+
∫
x0
xr+1ysA(x, y) dy
y
.
Hence, V1(x0) =
∫
x0
xr+1ysB(x, y) dy
y
, where
B(x, y) = r
kp
(∫ 1
0
u
s−r
 G(0, uy)
du
u
)
xkp−1 ykq
(1 + xkpykq) + A(x, y).
We know that y0 = d(x0) has a Dulac expansion whose principal part is d0(x0) =
ax0 , with a > 0 [2]. Hence, using the Taylor expansion at zero of the function
G(0, y), we deduce that h has an asymptotic expansion of form (1) whose principal
part is h0(x0) = cxs0 , with c > 0. It follows that h is o(xr0).
To prove that V1(x0) is o(xr0), we remark that the curve x0 is contained in [0, 1] ×[0, 1]. On this compact set, | B | is bounded by a positive constant K. Consequently,
for all x0 ∈]0, 1[, we have
| V1(x0) | K
∫
x0
xr+1ys dy
y
.
From Lemma A.1 of the Appendix, there exist c1, c2 and c3 ∈ R such that∫
x0
xr+1ys dy
y
= c1xr+10 + c2ys0 + o(xk0 ),
where k = min{r + 1, s}. We deduce that the function V1 is o(xr0). This concludes the
proof in the case (a).
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Let us consider the case (b) r − s = 0. We know that there exist two C∞ functions
g1 and g2 on R and a C∞ function C on R2 such that
G(x, y) = g(0, 0) + xg1(x) + yg2(y) + xyC(x, y).
Therefore,
V (x0) = g(0, 0)J (x0) +
∫
x0
xrys+1g2(y)
dy
y
+
∫
x0
xr+1ys(g1(x) + yC(x, y))dy
y
,
where
J (x0) =
∫
x0
xrys
dy
y
.
To study the function J, we use the following equality:
y0 = x0
(
1 − 
kq
x
kp
0 ln x0 + R
(
x
kp
0 , x
kp
0 ln x0
))
, (4)
where R is a C∞ function, with R(0, 0) = 0, and the jacobian matrix of R at (0, 0) is
the zero matrix. Equality (4) is proved using (6) (see the Appendix) and the Implicit
Function Theorem. Hence, from (4) and Lemma A.3, there exists a constant a ∈ R,
such that J (x0) = axr0 ln x0 +J1(x0), where J1(x0) is o(xr0 ln x0) and has an asymptotic
expansion of form (1). From Lemma A.2, there exist c ∈ R such that
∫
x0
xrys+1g2(y)
dy
y
= cxr0 + y
r

0
∫ y0
0
yg2(y)
dy
y
+ r
kp
I1(x0),
where
I1(x0) =
∫
x0
(∫ 1
0
ug2(uy)
du
u
)
xr+kp ys+kq
(1 + xkpykq)
dy
y
.
We deduce that V (x0) = ag(0, 0)xr0 ln x0 + h(x0) + V1(x0), where
h(x0) = g(0, 0)J1(x0) + cxr0 + y
r

0
∫ y0
0
g2(y)dy and
V1(x0) =
∫
x0
xr+1ysB(x, y) dy
y
,
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where
B(x, y) = r
kp
(∫ 1
0
g2(uy) du
)
xkp−1 ykq
(1 + xkpykq) + g1(x) + yC(x, y).
By Lemma A.1 of the Appendix (since | B | is bounded on [0, 1] × [0, 1],) we obtain
that V1(x0) is o(xr0 ln x0)). Moreover, using the Taylor expansion at zero of the function
g2(y), we obtain that h is o(xr0 ln x0) and has an asymptotic expansion of form (1).
This proves the case (b). 
Corollary. The function  and its derivative have asymptotic expansions of form (1).
Proof. The asymptotic expansion of  follows directly from Proposition 1.
Letting v = xkpykq , we get
(x0) =
∫ ykq0
x
kp
0
y
m
 −nv−
m
kp
1
g
(
v
1
kp y−
1
 , y
) dv
v2
.
Thus, the derivative of  with respect to x0 may be written
′(x0) = kq 1
g(1, y0)
y
−n−1−kq
0 y
′
0(x0) − kp
1
g(x0, 1)
x
−m−1−kp
0
+
(m

− n
)
kp(x−10 (x0) + x−kp−10 (x0)) + I1(x0) + I2(x0),
where
I1(x0) = (kqx−10 + kqx−kp−10 )
∫
x0
x−m+1y−n 
x
(
1
g
)
(x, y)
1
1 + xkpykq
dy
y
and
I2(x0) = −
(
kpx−10 + kpx−kp−10
) ∫
x0
x−my−n+1 
y
(
1
g
)
(x, y)
1
1 + xkpykq
dy
y
.
We expand the function 1
g(x0,1) into its Taylor series at x0 = 0. Moreover, we know
that y0 has a Dulac expansion so that 1g(1,y0) and y
′
0(x0) have asymptotic expansions
of form (1). Besides, according to what we have just proved, the functions , I1 and
I2 have asymptotic expansions of the form given in Equality (1). It follows that  ′ has
an asymptotic expansion which is the formal derivative of the asymptotic expansion
of . 
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Appendix
With the notations introduced in Section 2 we now formulate and prove the lemmas
used in the proof of the Fundamental Lemma 1.
Lemma A.1. Let
J (x0) =
∫
x0
xrys
dy
y
, x0 ∈ ]0, 1[ ,
where r, s ∈ R, . If s − r = 0 then
J (x0) = 
s − r x
r
0 −

s − r y
s
0 +
r
kp(s − r) J1(x0),
where
J1(x0) =
∫
x0
xr+kpys+kq
(1 + xkpykq)
dy
y
.
Moreover, if s − r < 0 then the function J1(x0) is o
(
xs0
)
. If s − r > 0, the function
J1(x0) is o(xr0).
Proof. Letting v = xkpykq , where x, y > 0, the system associated with X˜, up to a
linear coordinate change, has the form⎧⎪⎪⎨⎪⎪⎩
dv
dt
= v2,
dy
dt
= −y(1 + v).
(5)
Moreover, the transversals  and  become
 = {(v, 1) / 0v < 1} and  = {(v, y) / v = ykq, 0y < 1},
respectively, and integrating with respect to v, we get
J (x0) = −
∫
x0
ys−
r
 v
r
kp
−2
(1 + v) dv,
where x0 is the orbit arc that joins
(
x
kp
0 , 1
)
∈  to the point
(
y
kq
0 , y0
)
∈ . We
consider ﬁrst the integral
∫
x0
yavb dv, with a = 0.
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The function I (v, y) = vye− 1v is a ﬁrst integral of system (5), thus x0 can be
parameterized by v →
(
v,Kv−e 1v
)
, where xkp0 vy
kq
0 and
K = xkp0 e
− 1
x
kp
0 = ykq+10 e
− 1
y
kq
0 . (6)
Using integration by parts and considering equality (6), we get
∫
x0
yavb dv = 1
a
x
kpb+2kp
0 −
1
a
y
a+kqb+2kq
0 +
(
b + 2
a
− 
)∫
x0
yavb+1 dv. (7)
It follows that J (x0) = s−r (ys0 − xr0) − rkp(s−r)J1(x0),
where
J1(x0) =
∫
x0
ys−
r
 v
r
kp
−1
dv.
That is,
J (x0) = 
s − r (y
s
0 − xr0) +
r
kp(s − r)
∫
x0
xr+kpys+kq
(1 + xkpykq)
dy
y
.
This proves the ﬁrst part of Lemma A.1. Now, from (7), there exist c1, c2 and c3 ∈ R
such that
J1(x0) = c1xr+kp0 + c2ys+kq0 + c3J2(x0), with J2(x0) =
∫
x0
ys−
r
 v
r
kp dv.
Suppose ﬁrst s − r < 0. Since yy0, we get |J2(x0)| ys−
r

0
∣∣∣∫x0 v rkp dv
∣∣∣ . Thus, if
r
kp
= −1 then |J2(x0)| 
∣∣∣ kpkp+r (ys+kq0 − ys− r0 xr+kp0 )∣∣∣ . Since y0 = x0 (1 + o(1)) with
 = p
q
, we obtain that J1(x0) is o
(
xs0
)
. If r
kp
= −1 then |J2(x0)| 
∣∣∣ys+kq0 ln ykq0
−ys+kq0 ln xkp0
∣∣∣ . We obtain again that J1(x0) is o (xs0 ).
Suppose now that s − r > 0. Since y1, we have |J2(x0)| 
∣∣∣∫x0 v rkp dv
∣∣∣ . By
calculus similar to those used above, we obtain that J1(x0) is o(xr0). This proves our
assertion. 
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Lemma A.2. Let g be a C∞ function on R2 and I (x0) =
∫
x0
xrysg(y)
dy
y
, x0 ∈ ]0, 1[.
If s − r > 0 then
I (x0) =
(∫ 1
0
y
s−r
 g(y)
dy
y
)
xr0 + y
r

0
∫ y0
0
y
s−r
 g(y)
dy
y
+ r
kp
I1(x0),
where
I1(x0) =
∫
x0
(∫ 1
0
u
s−r
 g(uy)
du
u
)
xr+kp ys+kq
(1 + xkpykq)
dy
y
.
Proof. From Stone–Weierstrass Theorem and Uniform Convergence and Integration
Theorem, we can assume that g(y) is a polynomial with real coefﬁcients. That is,
g(y) = ∑sj=0 pjyj , s0. Thus
I (x0) =
s∑
j=0
pj
∫
x0
xrys+j dy
y
.
From Lemma A.1 we deduce the result. 
Lemma A.3. Let J (x0) =
∫
x0
xrys
dy
y
, x0 ∈ ]0, 1[, r, s ∈ R, and s − r = 0. We
have
(a) If r = 0, J (x0) = ln y0.
(b) If r = kp, J (x0) = kp ln x0 − kq ln y0 + xkp0 − ykq0 .
(c) If r = 0 and r = kp then
J (x0) = kp
(
x
r−kp
0 − ys−kq0
r − kp +
xr0 − ys0
r
)
.
Proof. Letting v = xkpykq , we know that (see proof of Lemma A.1)
J (x0) = −
∫
x0
v
r
kp
−2
(1 + v) dv.
Thus, Lemma A.3 follows by direct calculation. 
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