Abstract. A finite quiver Q without loops or 2-cycles defines a CY3 triangulated category D(Q) and a finite heart A(Q) ⊂ D(Q). We show that if Q satisfies some (strong) conditions then the space of stability conditions Stab(A(Q)) supported on this heart admits a natural family of semisimple Frobenius manifold structures, constructed using the invariants counting semistable objects in D(Q). In the case of An evaluating the family at a special point we recover a branch of the Saito Frobenius structure of the An singularity y 2 = x n+1 . We give examples where applying the construction to each mutation of Q and evaluating the families at a special point yields a different branch of the maximal analytic continuation of the same semisimple Frobenius manifold. In particular we check that this holds in the case of An, n ≤ 5.
Introduction
There is a strong formal analogy between wall-crossing structures for invariants enumerating semistable objects in abelian and triangulated categories and certain data attached to a semisimple Frobenius manifold. We refer to the wall-crossing theory developed in [12, 14, 15] and in particular to the structures described in [4, 5, 8, 9, 12, 16] , as well as to the connections between spaces of stability conditions and semisimple Frobenius manifolds discovered by Bridgeland (see e.g. [2, 3] ).
The purpose of the present paper is to present an approach for turning this formal analogy into precise results, at least for some special examples.
We work with a well-studied class of CY 3 triangulated categories D = D(Q, W ) attached to quivers with potential (Q, W ), see e.g. [6, Section 7] . An important example is the CY 3 category D(A n ) = D(A n , 0) attached to the Dynkin quiver A n . Here we do not consider the difficult problem of identifying (a quotient of) Stab(D) globally with a manifold which is known a priori to admit a natural Frobenius structure (see e.g. [3, 6, 17] ). Instead we first study in detail the different, local problem of constructing a germ of a semisimple Frobenius manifold using only the invariants enumerating semistable objects in D. In the second part of the paper we work out how this germ changes under mutation of Q, and relate this to analytic continuation of the germ, in some special examples. So the structures we describe do not live on (a quotient of) Stab(D), but rather on the natural domain of definition of n-dimensional semisimple Frobenius structures, the configuration space of n points in C. More precisely we develop two main ideas.
(A) Fixing a finite heart A ⊂ D, with n isomorphism classes of simple objects, we study how to use the invariants enumerating semistable objects in D to endow the space of stability conditions Stab(A) ∼ =H n supported on A with the structure of a semisimple Frobenius manifold. The canonical coordinates u 1 , . . . , u n allow us to regard this semisimple Frobenius structure as living on an open subset of the configuration space C n (C) = {(u 1 , . . . , u n ) ∈ C n : i = j ⇒ u i = u j }/Σ n .
Such a structure may then be continued analytically to the universal cover C n (C).
(B) Suppose A ′ = A ′ (Q ′ , W ′ ) ⊂ D is another heart, where (Q ′ , W ′ ) is obtained from (Q, W ) by quiver mutation. Via the canonical coordinates u ′ i this gives a different semisimple Frobenius structure on another open subset of C n (C). Since the categories D(Q), D(Q ′ ) are equivalent, it seems natural to ask if the two structures are related by analytic continuation, i.e. if they belong to the same semisimple Frobenius manifold structure on C n (C). This would give a way to understand the Frobenius manifold in terms of stability conditions (with different branches corresponding to tilts of the original heart).
Under (very) restrictive conditions we can make the above picture precise.
(A) If A ⊂ D is a finite heart as above then by the results of [1] (based on [4, 14] and especially on the work of Joyce [12] ) there is a well-defined, canonical (but infinite-dimensional) Frobenius type structure on an auxiliary bundle over Stab(A), defined over a ring of formal power series C[[s]], s = (s 1 , . . . , s n ), depending only on categorical data. There is a formal parameter s i for each class of a simple object. Joyce's original, formal construction in this case is recovered at the special point s J = (s 1 = 1, . . . , s n = 1). The notion of a Frobenius type structure is due to Hertling and arises in the construction of Frobenius manifolds in singularity theory [11] . By general results of Hertling, a section ζ A of this auxiliary bundle can be used to pull back this structure to the tangent bundle T Stab(A), and one can give conditions under which this pullback is Frobenius. We say that the heart A ⊂ D is good if there is a (good) section ζ A such that the pullback along ζ A gives a nontrivial jet (quadratic or higher) of semisimple Frobenius manifold structures, i.e. if the pullback is a Frobenius structure modulo terms which lie in (s) p for some p ≥ 3. By general theory such jets can always be lifted 1 to genuine families of semisimple Frobenius manifolds, which can then be evaluated at the geometrically meaningful Joyce point s J . We give a characterisation of good sections ζ A (Corollary 28), and work out the quadratic jets of the Stokes data (generalised monodromy) of the corresponding semisimple Frobenius manifolds (Lemma 34). Our whole construction is summarised in Theorem 52. We provide several examples, and we treat in detail the special case of D(A n ) 2 (Corollary 56), proving the following result.
Theorem 1. Let A(A n ) ⊂ D(A n ) be the standard heart. The construction described above (that is Theorem 52 and Corollary 56) endows the space of stability conditions Stab(A(A n )) with the structure of a semisimple Frobenius manifold, and this coincides with a branch of the Saito Frobenius structure on the unfolding space of the A n singularity y 2 = x n+1 .
(B) We extend Theorem 1 to all mutations of A n , and we give examples where all the quivers in a mutation class admit good sections, such that evaluating at s J yields different branches of the same semisimple Frobenius manifold on C n (C). Our examples currently include A n for n ≤ 5 ( Figure  1 ) as well as some other quivers obtained from triangulations of marked bordered surfaces ( Figure 2 ).
Theorem 2. Let Q be a quiver mutation equivalent to A n , A(Q) ⊂ D(Q) ∼ = D(A n ) the corresponding heart. (i) The construction described in (A) (that is Theorem 52 and Lemma 59) endows Stab(A(Q)) with the structure of a semisimple Frobenius manifold. (ii) Suppose n ≤ 5. Then this semisimple Frobenius manifold coincides with a branch of the maximal analytic continuation of the Saito Frobenius structure for the A n singularity y 2 = x n+1 .
We expect that the statement (ii) can be generalised to all values of n. In the simplest case this gives a way to reconstruct the Saito Frobenius structure for the A 2 singularity y 2 = x 3 from the CY 3 category D(A 2 ).
Recall that analytic continuation of semisimple Frobenius manifolds can be understood in terms of a braid group action on Stokes matrices. We prove Theorem 2 (ii) by writing down explicit braid relations for mutations of the basic quiver A n . For simple mutations we observe a neat correspondence between mutations and braidings, but the general picture seems quite complicated (we were informed of a similar phenomenon in ongoing work of Cotti, Dubrovin and Guzzetti on the quantum cohomology of Grassmannians).
Plan of the paper. Section 2 contains background material about the infinite-dimensional Frobenius type structure on Stab(A). Section 3 uses 2 In this case the jet is of order n, and all the natural lifts coincide with the canonical one. Figure 1 . Mutation equivalent quivers corresponding to hearts for D(A 3 ). They also correspond to different branches of the A 3 Frobenius manifold. Figure 2 . Mutation equivalent triangulation quivers for the annulus. They also correspond to different branches of the same semisimple Frobenius manifold.
this to construct jets of families of finite-dimensional, semisimple Frobenius type structures, and Section 4 discusses how to lift these jets naturally to genuine families. Both sections contain some explicit examples. Section 5 recalls the notion of a Frobenius manifold, due to Dubrovin [7] , and then uses Hertling's pullback to turn our structures into families of semisimple Frobenius manifolds. There are further explicit examples in Section 6. Section 7 contains the proof of Theorem 1. Section 8 discusses the relation between mutations and analytic continutation and contains the proof of Theorem 2.
The finiteness condition is especially restrictive. It implies that the Grothendieck group K(D) (generated by isomorphism classes of objects modulo the relations given by exact triangles) is isomorphic to Z n .
By the CY 3 condition this is a skew-symmetric bilinear form on K(D).
To a category D as above with a fixed heart A ⊂ D of finite length one can associate a quiver.
Definition 4. Let A ⊂ D be a finite heart. We define a quiver Q(A) given by
• the set of vertices is the set of isomorphism classes of simples S i ∈ A;
• there are n ij = ext 1 A (S i , S j ) arrows between the vertices i and j. The main point is that, fixing a choice of potential, one can essentially reverse this construction.
Theorem 5 ([6, Theorem 7.2]). Let (Q, W ) be a quiver with reduced potential. Then one can construct a C-linear, finite type CY 3 category D(Q, W ), and a finite heart A = A(Q, W ) ⊂ D(Q, W ), such that the associated quiver Q(A) is isomorphic to Q. In particular the simple objects of A are in natural bijection with vertices of Q, and the extension spaces between them are based by the arrows in Q.
In the rest of this paper we write A for a category A(Q, W ), with its natural embedding
In particular the natural inclusion of Grothendieck groups K(A) ֒→ K(D) is an isomorphism. So K(A) is the lattice generated by the classes of simples [S i ], i = 1, . . . , n.
Definition 6. The effective cone K(A) >0 ⊂ K(A) is the submonoid generated by the classes of simples [S i ], i = 1, . . . , n. Equivalently it is the submonoid of K(A) generated by classes of nonzero objects.
Let us denote byH the semi-closed upper half plane H ∪ R <0 .
Definition 7. The space of stability conditions Stab(A) is the open subset
Thus Stab(A) is a complex manifold, biholomorphic toH n . We refer to points Z ∈ Stab(A) as central charges. A stability condition for D is determined by a pair (A, Z), consisting of a heart A and a central charge Z (see e.g. [6, Section 7.5] ).
There is a well-defined enumerative theory for semistable objects of a given class in D, [13, Chapter 7] . Definition 8. We denote by DT A (α, Z) ∈ Q the Donaldson-Thomas type invariant virtually enumerating objects in D of class α ∈ K(D) ∼ = K(A) which are semistable with respect to the stability condition determined by the pair (A, Z).
The shift functor [1] ∈ Aut(D) preserves the class of semistable objects and acts on K(D) as −I, so we have
We turn to describing the natural infinite-dimensional Frobenius type structure on the space of stability conditions Stab(A). We need some preliminary notions.
Definition 9.
We denote by C[K(A)] the twisted group-algebra on K(A). It is generated by x α , α ∈ K(A), with commutative product
It is a Poisson Lie algebra with the bracket
give a canonical basis of K(A) with respect to which we decompose every other class,
We write
where [a i ] ± denote the positive and negative parts, i.e.
Let s 1 , . . . , s n denote formal parameters. We denote this collection of formal parameters by s, and set
− is a monomial, not just a Laurent monomial. We denote the maximal ideal and its powers by
Let us introduce the coefficients
where the sum is over all connected trees T with vertices labelled by {1, ..., k}, endowed with a compatible orientation.
Definition 10. For α = 0 we introduce the complex-valued formal power series in s given by
where J k : (C * ) k → C are the sectionally holomorphic functions introduced by Joyce [12] . Note that this is well-defined because there are only finitely many decompositions in (2.1) modulo (s) N for N ≫ 1. The holomorphic generating function of DT A is the holomorphic function with values in
Remark 11. The original, formal definition of a Joyce holomorphic generating function is recovered at the special point
We do not know how to give a meaning to this specialisation in general. In the following we will reduce to a finite-dimensional context and specialise to the point s J after the reduction. Let us also recall the notions of Frobenius structure on the fibres of an arbitrary holomorphic vector bundle. 
hold. Moreover we require that g is covariant constant with respect to ∇ r , and that C, U are symmetric and V is skew-symmetric with respect to g.
The function DT A determines a Frobenius type structure on a bundle over Stab(A). The endomorphism U and Higgs field C are given essentially by the central charge Z and its exterior differential. The endomorphism V and flat connection ∇ r are given essentially by the adjoint action of the holomorphic generating function. • a connection
• a 1-form with values in endomorphisms
(acting as C X (x α ) = XZ(α)x α for all holomorphic vector fields X)
]-linear Frobenius type structure. Note that here we use the Lie algebra structure on C[K(A)] just to describe endomorphims of K, i.e. we work with a vector bundle not a principal bundle.
Although we do not reproduce the proof of the Proposition here, we should point out that it follows quite easily from Joyce's work [12] . In particular we note that
• flatness of ∇ r s follows from a partial differential equation satisfied by Φ s (Z), which in turn follows easily from results in [12] ;
• the covariant constancy of g with respect to ∇ r s uses the triangulated and CY 3 properties of D in an essential way.
What is needed for the latter condition is the equality
for all α, β ∈ K(D). In our case this follows from
which holds since [1] ∈ Aut(D) preserves semistability, and α, β = − β, α which follows from the CY 3 property.
Approximate finite-dimensional Frobenius type structures
Let K → M be a holomorphic vector bundle with Frobenius type structure (∇ r , C, U , V, g) on a complex manifold M . Write T M for the holomorphic tangent bundle to M . A holomorphic section ζ ∈ H 0 (M, K) can be contracted with the Higgs field C to give a map
i.e. minus the derivative of the section ζ along the Higgs field.
Theorem 15 (Hertling [11, Theorem 5.12] ). Suppose that ζ is a global section of K such that • it is a flat section with respect to the flat connection of the Frobenius type structure, ∇ r (ζ) = 0, • it is homogeneous with respect to the endomorphism V, i.e. we have
Then the pullback of (∇ r , C, U , V, g) along the map (3.1) gives a Frobenius manifold structure on M with unit field given by the pullback of the section ζ and with conformal dimension 2 − d.
We would like to apply Theorem 15 to the Frobenius type structure on the bundle K → U given by Proposition 14, where U ⊂ Stab(A) is a suitable open subset. Note that for a fixed holomorphic section ζ of K the map −C • (ζ) = dZ(ζ) is onto the finite rank subbundle defined by
It is natural to ask when ζ is in fact a section of the bundle K(ζ).
Lemma 16. We have ζ ∈ K(ζ) if and only if there are elements α 1 , . . . , α r ∈ K(A), linearly independent over R, such that where I ′ ⊂ K(A) and the c α (Z, s), α ∈ I ′ are formal power series which do not vanish identically. Let X be a holomorphic vector field. We compute
So ζ ∈ K(ζ) if and only if there exists a holomorphic vector field X such that for all α ∈ I ′ we have
Choose a maximal set of elements α 1 , . . . , α r of I ′ which are linearly independent over R. The functions Z(α 1 ), . . . , Z(α r ) are part of a local coordinate system u 1 , . . . , u n on Stab(A) with u i = Z(α i ) for i = 1, . . . , r. The general solution X to Xu i = 1, i = 1, . . . , r is a vector field The following result is clear from the proof of Lemma 16.
is injective (and so an isomorphism) if and only if in Lemma 16 we have r = n and the functions c 1 (Z, s), . . . , c n (Z, s) are nowhere vanishing on U . In this case K(ζ) ⊂ K is the subbundle generated by
. . , n (following the notation of Lemma 16).
We will always assume that we are in the situation of Corollary 17. Thus ζ is a section of the bundle K(ζ) and the natural map −C • (ζ) : T U → K(ζ) is an isomorphism, so we can contemplate applying Theorem 15.
Definition 18. Let us denote by π ζ : K → K(ζ) the orthogonal projection onto K(ζ) with respect to the quadratic form g of Proposition 14. Note that K is infinite-dimensional, but we will only apply π ζ to sections of K for which it is well-defined. We write ∇ r,ζ s , C ζ , U ζ , V ζ s , g ζ for the connection, endomorphisms and quadratic form given respectively by
The holomorphic data
give a formal family of structures on K(ζ) parametrised by s. This is not in general a family of Frobenius type structures, and moreover ζ is not in general a flat or V s -homogeneous section of K(ζ): the Frobenius type, ζ-flatness and conformal conditions do not hold modulo terms in s of arbitrarily high degree.
However one can still ask whether this formal family osculates a family of Frobenius type structures on K(ζ) to some order. More precisely we ask whether the Frobenius type, ζ-flatness and conformal conditions hold modulo some power (s) p of the ideal (s) = (s 1 , · · · , s n ) with p ≥ 3, i.e. modulo terms which are at least cubic.
In the rest of this section we study this problem. Even if it makes sense more generally we will restrict to the case when the bundle K(ζ) is preserved by the Higgs field and the endomorphism U . This condition is clarified by the following result.
Lemma 19. Let ζ be a holomorphic section of K (we do not assume a priori that ζ is a section of K(ζ)). The following are equivalent:
• K(ζ) is preserved by the Higgs field C = −dZ, • K(ζ) is preserved by the endomorphism U = Z,
• the section ζ has the form
where α 1 , . . . , α r ∈ K(A) are linearly independent over R.
where I ⊂ K(A) and the c α (Z, s), α ∈ I are formal power series which do not vanish identically. Then by construction sections of the bundle
as X varies in the space of holomorphic vector fields on U . In order to simplify the notation we set ζ X = dZ(X)(ζ). Acting with the Higgs field C = −dZ contracted with a holomorphic field Y we find
So C Y ζ X is a section of K(ζ) if and only if there exists a holomorphic field W = W (X, Y ) such that for all α ∈ I we have
Let α 1 , . . . , α r denote a maximal set of R-linearly independent elements of I. Suppose there is a nontrivial α ∈ I \ {α 1 , . . . , α r }. Decomposing α = a 1 α 1 + · · · + a r α r we find
where the second equality follows from applying (3.2) to each α i . On the other hand applying (3.2) to α gives
On the other hand (3.4) gives for all k = l
It follows that a k or a l vanish for all k = l, i.e. α must be a multiple of one of α 1 , . . . , α r . By (3.3) for all k we have
On the other hand (3.4) gives for all k
k . It follows that we must have a k = 0 or a k = 1 for all k. Since we already know that at most one a k does not vanish we see that α must be one of α 1 , . . . , α r , a contradiction. Thus the section ζ must take the form
Conversely a straightforward computation shows that for a section ζ of this form and arbitrary fields X, Y we can find a vector field W (X, Y ) as above, so K(ζ) is preserved by C.
The argument for the endomorphism U is almost identical and we leave it to the reader.
In the following we always assume that the bundle K(ζ) is preserved by the Higgs field C and the endomorphism U , and that the map −C • (ζ) : T U → K(ζ) is an isomorphism. According to Corollary 17 and Lemma 19 this holds precisely when the section ζ takes the form
where α 1 , . . . , α n ∈ K(A) are a basis over R and the functions c i (Z, s) are nowhere vanishing on U . Our family of structures on K(ζ) is then given by
). Lemma 20. Pick a section ζ of the form (3.5) (so ζ is a section of K(ζ) and the latter is preserved by C and U ). Fix i, j = 1, . . . n, and p ≥ 3. Suppose the following conditions hold:
Then the curvature component g(x α j , F (∇ r,ζ s )x α i ) vanishes modulo terms which are of order at least p in s.
Proof. Under the assumptions the bundle K(ζ) is the subbundle generated by the sections x α 1 , . . . , x αn . Let us write the connection ∇ r,ζ s with respect to this local trivialisation. We compute
So the connection matrix of 1-forms A in this local trivialisation is given by
and the curvature form dA + A ∧ A is the matrix of 1-forms
We see from this expression that if len
for all α = 0 (summing over decompositions with β, γ = 0). In our case we choose α = α j − α i and write the PDE in the form
where in the last term we sum over decompositions with β ′ , γ ′ not equal to
It follows that
s )(x α i ) vanishes modulo terms which are of order at least p in s. Remark 21. We can choose the exponent p = p ij as a function of i, j (so we get different vanishing conditions of the various curvature components). Note also that the quadratic condition (3.6) involves only our choice of basis α i and the Euler form, while the vanishing condition (3.7) involves the invariants DT A through the holomorphic generating functions.
Let us take a closer look at the quadratic equations appearing in Lemma 20.
Lemma 22. Fix p ≥ 3. Let α i be a basis of K(A) ⊗ R. The quadratic equations in Lemma 20 hold for all i, j = 1, . . . , n, that is for all pairwise distinct i, j, k we have
if and only if for all i, j = 1, . . . , n we have
where ǫ ij = ±1 is a skew-symmetric tensor and λ is a fixed arbitrary constant, such that for all pairwise distinct i, j, k we have
A particular solution is given by choosing ǫ ij = −1 for all i < j such that len(α j − α i ) < p.
Proof. We set x ij = α i , α j , so x ij = −x ji . The quadratic equations hold if and only if x
for all pairwise distinct i, j, k. Cyclically permuting i → j → k in (3.9) and subtracting from (3.9) gives
jk = 0 for all pairwise distinct i, j, k, so we must have x ij = ǫ ij λ for a skewsymmetric tensor ǫ ij and a fixed, arbitrary constant λ. Plugging this into (3.9) turns it into 1 + ǫ ij ǫ jk + ǫ ji ǫ ik + ǫ ik ǫ kj = 0. (3.10) Direct computation shows that a skew-symmetric index ǫ ij with ǫ ij = −1 for all i < j is a solution.
Remark 23. We may regard (3.10) abstractly as a system of quadratic constraints on a skew-symmetric tensor ǫ ij = ±1, without reference to a basis α i for K(A)⊗R. Many other solutions are possible, e.g. when rank(K(A)) = 3 the possibilities are
up to overall multiplication by ±1. We will consider these solutions further in Section 6. Note that when rank(K(A)) = 2 the condition (3.10) is empty.
Similarly we take a closer look at the vanishing condition 3.7. At least in the simplest case p = 3 (i.e. when we are only looking at quadratic jets) there is a natural, simpler condition which implies it, and which does not involve the Euler form or DT A invariants. Lemma 24. Let α i be a basis of K(A) ⊗ R. Suppose that for all i, j = 1, . . . , n, i = j we have either • α j − α i is the class of a simple object or its shift, or • α j − α i is the sum of two classes of simple objects or their shifts of the form α j − α k , α k − α i , or • α j − α i is not the sum of two classes of simple objects or their shifts. Then the vanishing condition in Lemma 20 holds for p = 3 and all i, j = 1, . . . , n, that is for all nontrivial decompositions α j − α i = β + γ with β, γ not equal to
Proof. This is obvious from the definition of the grading by length.
If [S i ] is the basis of K(A) given by classes of simple objects, another basis α j for K(A) ⊗ R satisfies the assumptions of Lemma 24 if and only if for all i = j we have either
for some simple S, or
where, for some k,
This condition clearly depends only on the rank of K(A).
Example 25. Let rank(K(A)) = n. If [S i ] are the classes of simple objects, a possible solution α j to the conditions of Lemma 24 is given by the triangular basis
so e.g. in ranks 2, 3 we have
Another possible solution is given by
so e.g. in rank 3 we have
Lemma 26. Suppose that the conditions of Lemma 20 hold for fixed i, j = 1, . . . , n and p ≥ 3. Then we have g(x α j , ∇ r,ζ s (V ζ s )x α i ) = 0 modulo terms which are of order at least p in s.
Proof. We compute
So in the local trivialisation of K(ζ) given by x α 1 , . . . , x αn the endomorphism V ζ s is given by the skew-symmetric matrix
We have
using the explicit form of A ij , (V ζ s ) ij found in Lemma 20 and above. Arguing as in the proof of Lemma 20 we see that if the conditions of that Lemma are satisfied for fixed i, j = 1, . . . , n and p then ∇ r,ζ s (V ζ s ) vanishes modulo terms which are of order at least p in s.
The following result is straightforward.
Lemma 27. Suppose that ζ is of the form (3.5) (so ζ is a section of K(ζ) and the latter is preserved by C and U ). Then we have
Moreover g| K(ζ) is covariantly constant with respect to ∇ r,ζ s , and C| K(ζ) , U | K(ζ) are symmetric and V ζ s is skew-symmetric with respect to g.
Here is an immediate consequence of Lemmas 20, 26 and 27.
Corollary 28. Pick a section ζ of the form (3.5) and suppose that the conditions of Lemma 20 hold for all i, j = 1, . . . , n, with the same p ≥ 3.
Definition 29. We call a section ζ for which the conclusions of Corollary 28 apply a good section, and we say that the heart A is good if there exists a good section ζ : U ⊂ Stab(A) → K. Similarly we say that the basis of K(A) ⊗ R underlying ζ is a good basis.
Thus Corollary 28 gives a characterization of good bases and sections. The finite-dimensional Frobenius type structures obtained via Corollary 28 are only approximate, that is they are order p jets of families of Frobenius type structures on the bundle K(ζ). Before we may apply Hertling's result (Theorem 15) we need to consider the problem of lifting them to genuine Frobenius type structures. This problem will be solved in the next section.
Remark 30. The structure on K(ζ) specified by (∇ r,ζ
) depends on the choice of a section ζ of the form (3.5) such that the conditions of Lemma 20 hold for all i, j = 1, . . . , n. The section ζ encodes moduli given by the choice of basis α i for K(A) ⊗ R (satisfying the strong constraints of Lemma 20), as well as those given by the choice of holomorphic functions c i (Z, s). However it is clear from the results of this section that the structure only depends on the the choice of basis. This is in contrast to the Frobenius manifolds we will construct by using Theorem 15, which will depend on the c i (Z, s) moduli as well (through the pullback along −C • (ζ) : T U → K(ζ)).
Lifting to finite-dimensional Frobenius type structures
This section is devoted to proving the following result.
Proposition 31. The approximate Frobenius type structure given by Corollary 28 can be lifted canonically to a genuine Frobenius type structure. In other words the solutions to the equations F (∇ r,ζ s ) = 0 and (2.2) given by Corollary 28, which are defined modulo (s) p , can be lifted canonically to solutions to all orders in s, and these lifted formal power series solutions converge provided ||s|| is sufficiently small. Moreover the conditions on the metric g| K(ζ) are also preserved.
The proof of Proposition 31 uses the general theory of isomonodromy for a family of meromorphic connections on P 1 with poles divisor 2 · 0 + 1 · ∞, and in particular the relevant notions of Stokes factors and matrices (see e.g. [5] ).
We consider the family of meromorphic connections on the holomorphically trivial vector bundle on P 1 modelled on K(ζ) (more precisely, a fibre of the trivial bundle K(ζ)) given by
with parameter space U ⊂ Stab(A). This induces a family of connections on the holomorphically trivial principal bundle on P 1 with fibre
Definition 32. Let P be the holomorphically trivial principal bundle on P 1 with fibre the complex affine algebraic group
We define the family of connections ∇ 
Lemma 33. The family of connections on P given by ∇ ζ s,p (Z) has constant generalised monodromy as Z varies in U .
Proof. By Corollary 28 we have F (∇ r,ζ s,p ) = 0 and the equations (2.2) hold in the bundle P . This can be stated equivalently by introducing a connection on the pullback of P to U × P 1 , given by
which is then flat. It is well known that flatness of this connection is precisely the isomonodromy condition (see e.g. [5, Section 3.3] ).
Let us focus for a moment on the special case p = 3, i.e. quadratic jets of Frobenius type structures. For generic Z the generalised monodromy of ∇ ζ s,3 (Z) can be computed explicitly. We introduce the set of roots (eigenvalues of ad(U )) {Z(α i − α j ), i = j} ⊂ C and assume its elements are distinct. We write E ij for the elementary matrices. Finally we introduce the function
Lemma 34. The generalised monodromy of the connection ∇ 
• the corresponding Stokes factors The following result allows to compute the monodromy modulo (s) 3 in the situation of Lemma 24.
Corollary 35. Suppose α i − α j is the class of a simple object or the sum of classes of simple objects of the form α i − α k , α k − α j . Then we have
Proof. If α i − α j is the class of a simple object or its shift then according to (4.1) we have modulo (s) 3
In the other case we have similarly modulo (s) 3
Let log(z) denote the branch of the complex logarithm branched along [0, +∞). According to the formulae for holomorphic generating functions in [4] we have modulo (s) 3
On the other hand we have modulo (s) 3
Moreover the quadratic condition gives
The claim follows.
Example 36. Suppose A = A(A 2 , 0) for the quiver A 2 = • → •. The simple objects are S 1 = C → 0, S 2 = 0 → C. Since rank(K(A)) = 2 the quadratic conditions (3.6) are empty. Setting p = 3, a basis α i for K(A) satisfying the vanishing conditions (3.7) is found by applying Lemma 24. As already observed we may choose
. According to Corollary 35 we have
This example can be readily adapted to the generalised Kronecker quiver
Example 37. Suppose A = A(A 3 , 0) where
Let E = C → C → 0 be the unique extension between S 1 and S 2 . In particular S 2 is a subrepresentation of E. We choose the basis
] so by Lemma 24 the vanishing conditions (3.7) for p = 3 are satisfied. The quadratic conditions (3.6) also hold since α i , α j = −1 for all i < j. According to Corollary 35 we have
More generally for the quiver
Note that for any p ≥ 3 [5, Section 4.5] gives the analogue of Lemma 34.
Lemma 38. The generalised monodromy of ∇ ζ s,p (Z) is given by the Stokes rays ℓ ij (Z) = R >0 Z(α i − α j ) ⊂ C * , for i = j, and the corresponding Stokes factors S ℓ ij (Z) are the reduction modulo (s) p of
where M m+1 : (C * ) m+1 → C are the iterated integrals defined in [5, Definition 4.4].
In the rest of this section we let S ℓ (Z) denote the matrices of Lemma 38 corresponding to a choice of central charge Z.
Corollary 39. Let V ⊂ C * be a convex open sector.
• The clockwise ordered product
is constant as a function of Z as long as the rays ℓ(Z) do not cross ∂V .
• The Stokes multiplier of the connection ∇ ζ s,p (Z) with respect to the admissible ray R >0 , which by definition is given by the clockwise ordered product
is in fact constant as a function of Z ∈ U ⊂ Stab(A).
Proof. Both statements are well-known characterisations of isomonodromy, see e.g. [5, Sections 2.7, 2.8].
Definition 40. The canonical liftS 0 of the Stokes multiplier S given by (4.3) to GL(K(ζ)[s]) is S(Z) regarded as an element of GL(K(ζ)[s]).
Note that we haveS 0 | s=0 = I.
Example 41. In Example 36 we find
Evaluating at the special point s J gives the Cartan matrix of the underlying quiver. The A 2 case corresponds to λ = 1 and the matrix 
In order to check that this agrees with the calculation when E is stable we need to recall the well-known fact that in this case
from whichS 0 = S 12 S 13 S 23
Evaluating at the special point s J gives the Cartan matrix of the underlying quiver. The A 3 case corresponds to λ = 1 and the matrix 
Example 43. We can repeat the calculations in Examples 36, 37 for the same quivers with opposite orientations. Alternatively we may think of this as computing for the same orientation with an opposite choice of triangular
a different section ζ). The upshot in any case is respectivelỹ
There is also a finite set of non-canonical, but natural lifts of the Stokes matrix. To define these we lift each Stokes factor S ℓ (Z) ∈ GL(K(ζ) [ . This is good since α i , α j = −1 for all i < j. Two possible determinations of the product (4.4) in different chambers arẽ
Indeed one can check that these are the only values of (4.4) on Stab(A).
Proposition 46. For fixed Z and sufficiently small ||s|| there is a canonical choice of a connection∇
with Stokes multiplier with respect to the admissible ray R >0 given by the canonical liftS 0 . The connection matrixṼ 
) is defined as the collection of holomorphic objects
• the connection ∇ r given bỹ
• the Higgs field C, endomorphism U and metric g given by the re-
Of course one can give an identical definition for any other choice of a natural liftS.
) is a Frobenius type structure on the bundle K(ζ) → U , depending holomorphically on s for ||s|| sufficiently small. The same holds for any other choice of a natural lift S.
Proof. For fixed s, with ||s|| sufficiently small, the family of connections ∇ ζ s (Z) has constant generalised monodromy as Z varies in U . By a wellknown characterisation of isomonodromy (see e.g. [5, Section 3.3] ), the family of connections on P pulled back to
is flat. This is equivalent to the equations F (∇ r,ζ s ) = 0 and (2.2). The conditions on g can be checked directly.
Proof of Proposition 31. This follows at once from Corollary 48.
Pullback to Frobenius manifolds
Let K(ζ) → U the bundle constructed in Section 3 (where U ⊂ Stab A denotes an open subset where −dZ(ζ) is an isomorphism, as usual). Under suitable assuptions Corollary 28 endows K(ζ) with a Frobenius type structure defined modulo terms which lie in (s) p . In this section we fix a natural lift of this jet to a genuine Frobenius type structure, depending holomorphically on s in a sufficiently small polydisc ∆ (see Proposition 31 and Corollary 48). We denote this lifted, genuine Frobenius type structure, depending holomorphically on the parameters s, by
We briefly recall the main ingredients in a Frobenius manifold, and then apply Theorem 15 to endow U ⊂ Stab(A) with the structure of a semisimple Frobenius manifold (with Euler field and flat identity).
Definition 49. A Frobenius manifold is a complex manifold M such that the fibres of the holomorphic tangent bundle T M are endowed with a commutative, associative product •. Moreover we assume that there are a unit field e, an (Euler) field E, and a nondegenerate holomorphic quadratic form g M on the fibres of T M (the metric) such that the following conditions hold.
• The metric g M is flat. Denote its Levi-Civita connection by ∇ g M .
• Introducing a Higgs field
• The unit field e is flat, i.e. ∇ g M (e) = 0.
• Taking Lie derivatives along the Euler field we have 
Frobenius type structure on the fibres of T M .
Suppose (∇ r , C, U , V, g) is a Frobenius type structure on an auxiliary bundle K → M with a section ζ. Denote by v the natural morphism −C • (ζ) : T M → K. Theorem 15 can then be restated by saying that, under the assumptions spelled out in the Theorem, the pullbacks
define a Frobenius type structure on the tangent bundle T M , and moreover that this Frobenius type structure comes from a genuine Frobenius manifold as in Lemma 50. According to [11, Lemma 4 .1] the multiplication • on T M is given by
while the flat identity e is uniquely defined by requiring
Note that the multiplication • is uniquely characterised by the property
As explained in the statement of [11, Theorem 5.12] and its proof, the flat identity is in fact given by e = v −1 (ζ), while the Euler field is E = U (e). Proof. These are well-known consequences of isomonodromy, see e.g. [7, Lecture 3] . Restricting U if necessary we may assume that dZ(ζ) is still an isomorphism.
It satisfies
We can now summarise all our results so far.
Theorem 52. Let d(s)
2 be an eigenvalue ofṼ ζ s . There exists a semisimple Frobenius manifold structure on U ⊂ Stab(A) such that
• the canonical coordinates are given by
• the flat identity and Euler field are
• the flat metric is given by
It is given by pulling back the Frobenius type structure (5.1) along dZ(ζ), where ζ is a section of K → U as in Corollary 5.2.
Moreover if we have α i − α j ∈ ±K(A) >0 for all i = j then this can be analytically continued to a Frobenius manifold structure on all Stab(A), without monodromy.
In the following we refer to the structure given by Theorem 52 simply as the semisimple Frobenius manifold structure on Stab(A) (at the point s). Notice that flatness of e comes from flatness of ζ and that
By construction we can easily understand the Stokes multiplier.
Lemma 53. The Frobenius type structure (5.1) and the semisimple Frobenius manifold structure on Stab(A) have the same Stokes multiplierS (given by Definition 44).
Proof. This is clear computing in the basis
From our point of view the main object of interest is the section ζ of the bundle K. It determines the conformal dimension and the metric of the Frobenius manifold structure on Stab(A). Computing ζ = ζ(S) as a (multi-valued) function of the Stokes multiplier is an instance of the (hard) inverse problem for semisimple Frobenius manifolds (see e.g. [10] ).
Examples
In this section we discuss several examples to which we may apply the general theory developed so far. We concentrate on the case p = 3 for these examples. By Theorem 52 these determine (possibly several) natural families of semisimple Frobenius manifold structures, sharing the same quadratic jet. An important example of higher order jets is discussed in the next Section. 6.1. A general construction. Fix positive integers n, λ. Write [S k ] for the standard basis of the the lattice Z n . Choose n linearly independent elements α i of Z n such that for all i = j we have either
Pick a skew-symmetric tensor ǫ ij , 1 ≤ i, j ≤ n, with values in {±1}, giving a solution to the quadratic equations (3.9).
Let Q be a quiver with n vertices and let A = A(Q) ⊂ D(Q). Then K(A) is identified with Z n and the canonical basis [S i ] is the basis of classes of simple objects. Similarly the lattice elements α i are canonically identified with elements of K(A). Since α i is a basis (6.1) there exist (several) skewsymmetric bilinear forms −, − on K(A) such that
Our general construction implies the following.
Lemma 54. Let Q be a quiver with Euler form −, − satisfying (6.1). In particular we can choose Q as the quiver with vertices labelled by [S i ] and with
Then the assumptions of Theorem 52 hold and so there is a canonical family of Frobenius manifold structures on Stab(A) for each choice of a natural liftS. (Figures 3 -5) give the quivers for which this is a good basis (i.e. the basis underlying a good section) up to rank 4 and the jet of the corresponding Stokes matrix. In the case of rank 4 we only list half the solutions, up to reversing all arrows (which acts nontrivially on the Stokes matrix). The rank 4 case contains a free parameter κ = α 1 , α 4 since len(α 1 − α 4 ) = 3. Figure 3 . Good quivers for τ 2 and their Stokes matrix. Figure 4 . Good quivers for τ 3 and their Stokes matrix. Setting λ = 1 we find δ 3 is a good basis precisely for the quivers in Figure  6 .
Fixed triangular basis.
We run the construction above with λ = 1 and the fixed choice of triangular basis α i = n r=i [S r ] (i.e. the ith basis element α i is the ith row of the upper triangular rank n matrix τ n,ij = 1 for i ≤ j). The tables1 2 G G 1 −s 1 1 1 2 o o 1 s 1 11 2 3 G G G G 1 2 3 o o o o 1 2 3 o o G G   1 −s 1 1 −s 2 1     1 s 1 s 1 s 2 1 s 2 1     1 s 1 −s 1 s 2 1 −s 2 1   1 2 3 G G o o 1 2 3 2 2 ❆ ❆ ❆ ❆ ❆ 2 o o c c ⑦ ⑦ ⑦ ⑦ ⑦ 1 2 3 ❅ ❅ ❅ ❅ ❅ 2 G G } } ④ ④ ④ ④ ④   1 −s 1 1 s 2 1     1 s 1 1 −s 2 1     1 −s 1 −s 1 s 2 1 s 2 1  1 −1+κ 1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ G G 2 4 3 o o 1 −1+κ 1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 2 o o 4 3 o o 1 −1+κ −1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ G G 2 4 3 o o    1 −s1 1 −s2 1 −s3 1       1 s1 −s1s2 1 −s2 1 −s3 1       1 s1 1 −s2 1 −s3 1    1 −1+κ 3−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 2 o o 4 3 o o y y 1 1+κ 1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 2 o o 4 ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ c c c c ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ 3 o o 1 1+κ 1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ G G 2 4 3 o o y y    1 −s1 −s1s2 1 s2 −s2s3 1 −s3 1       1 −s1 s1s2 1 s2 1 −s3 1       1 −s1 1 s2 −s2s3 1 −s3 1    1 1+κ −1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ G G 2 4 ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ c c c c ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ 3 o o 1 −1+κ 1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 2 o o 4 3 o o y y 1 1+κ −1−κ ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 1 1 ❄ ❄ ❄ ❄ ❄ ❄ ❄ ❄ 2 o o 4 ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ c c c c ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ 3 o o    1 −s1 1 s2 1 −s3 1       1 s1 s1s2 1 s2 −s2s3 1 −s3 1       1 s1 s1s2 1 s2 1 −s3 1   
A n quivers
Examples 36 and 37 can be generalised to give a canonical quadratic jet of a family of semisimple Frobenius manifold structures on Stab(A(A n )). Figure 6 . Good quivers for δ 3 and their Stokes matrix.
We first show how to do this and then we prove that a slight modification of our construction enhances this quadratic jet to a jet of order n.
We run the construction of Section 6 with λ = 1, p = 3 and the special solutions to the quadratic equations (3.9) and vanishing conditions (3.7) given by
To check that the latter indeed gives a solution we note that
We regard (6.1) as a linear system to be solved for [S i ], [S j ] for i < j. A little thought shows that in the present case the unique solution is given by
Therefore the quiver Q of Lemma 54 is A n = • → · · · → • (n vertices), endowed with the ordered collection of stable objects
According to Theorem 52 this determines (several) families of Frobenius manifolds whose underlying complex manifold is Stab(A(A n )), one for each choice of a natural liftS (since α i − α j ∈ K >0 (A) for all i = j, they are welldefined on all Stab(A(A n )), i.e. the monodromy there is trivial). All these families agree modulo (s) 3 . We can also compute the Stokes multiplier S modulo (s) 3 . Recall this is constant in Z and so we can compute it assuming that only the simple objects are stable. With this assumption and using (7.1), Corollary 35 shows that the only nontrivial Stokes factors S ij modulo (s) 3 (up to exchanging i, j) are
so we have
We now show that a slight modification of our construction for A n resolves the ambiguity in the choice ofS and gives a single canonical family. The following simple observation is the crucial point.
Lemma 55. Fix the oriented quiver A n with triangular basis α 1 , . . . , α n as above. Let i, j ∈ {1, . . . , n}. Then the quadratic condition (3.6) holds and the vanishing condition (3.7) holds modulo terms of order len(α i − α j ) + 1.
Proof. We have already observed that setting ǫ hk = −1 for h < k gives a solution to (3.9) for all i, j (i.e. with p = n + 1). For the claim concerning the vanishing condition (3.7) we need to show
for all nontrivial decompositions α j − α i = β + γ with β, γ not equal to α j − α k , α k − α i . We can assume i < j. For A n with triangular basis we
, so a decomposition α j − α i corresponds uniquely to a set partition A ∪ B = {i, i + 1, . . . , j − 1} with A ∩ B = ∅. For such a decomposition we have
By (2.1) we always have f
We claim that if A contains a gap (i.e. it is not a subset of consecutive integers in {i, i+1, . . . , j -1}) |A|+1 . This can be shown by induction on |A|, starting from the fact that f
integers. To prove this note that for h = k we have
and for A n we have DT(
The argument above applies equally to B, so f 
Then the structure on K(ζ) given by
) is a Frobenius type structure modulo terms which are of order at least n+1 in s. In particular its Stokes matrix S given by (7.2) is in fact constant modulo (s) n+1 , that is the canonical liftS 0 and all the natural liftsS coincide with S though of as an element of GL(K(ζ)) [s] .
Proof. It is enough to prove that the product
is constant in Z modulo (s) n+1 . By Lemma 55 the (i, j) entry (S) ij ofS is constant modulo (s) len(α i −α j )+1 . Now choose 0 < q < n − len(α i − α j ) and look at the component of the polynomial (S) ij of total degree len(α i −α j )+q. By our choice of A ′ , V ′ and the explicit formula for Stokes factors in terms of connection coefficients given in [5, Theorem 4.5] (i.e. the higher order analogue of (4.1)) a contribution to (S) ij of this degree involves at least len(α i − α j ) + q distinct factors in the product and so corresponds to a decomposition of α i −α j with at least len(α i −α j )+q nonvanishing summands in K(A),
It follows that we must have γ h ∈ −K >0 (A) for some h, a contradiction since we are taking the product over the positive half-planeH.
Example 57. Let us revisit the case of A 4 discussed in Example 45. Recall that looking only at the Stokes factors modulo (s) 3 we found two different chambers for the productS(Z), namelỹ
The problem is resolved by looking at Stokes factors modulo (s) 5 . Indeed this gives an additional factorS 14 , and a lengthy direct computation shows
, Z))s 1 s 2 s 3 which contributes to the second factorisation giving
as required.
We can now prove our main result in the case of the standard A n quiver.
Proof of Theorem 1. By Corollary 56 we have a jet of a family of Frobenius manifold structures on K(ζ) over Stab(A(A n )) modulo (s) n+1 . This can be lifted canonically since all the natural liftsS coincide. According to [7, Corollary 4.7] the Stokes matrixS given by (7.2) evaluated at the special point s J = (s 1 = 1, · · · , s n = 1) (for a unique choice of eigenvalue d(s J )) is precisely the Stokes matrix of a branch of the unfolding space of the A n singularity, so we recover this branch from A(A n ).
The construction of the present Section applies equally to all quivers with the same underlying unoriented graph as A n . The proofs are just the same.
Lemma 58. Setting ǫ ij = ±1 for i = 1, · · · , n − 1 and all i < j and evaluating at s J gives 2 n−1 Frobenius manifold structures onH n , corresponding to the 2 n−1 orientations of the A n unoriented graph. Their Stokes matrices for n ≤ 4 are given in Figures 3, 4 and 5 (choosing κ = ±1 for the latter).
Note that all these quivers are mutations of A n with its standard orientation. It turns out that the corresponding Frobenius manifolds are always related by analytic continuation, i.e. they are different branches of the same semisimple Frobenius structure on C n (C). We describe this (including more general mutations) in the next Section.
Mutations and analytic continuation
In this Section we extend Theorem 1 to all mutations of A n , and then provide examples where mutation-equivalence for quivers can be related directly to analytic continuation for semisimple Frobenius manifolds. The main result concerns A n for n ≤ 5, although we expect this holds for all A n . We refer to [6, Section 7] for basic material on quiver mutation and its categorification, and to [7, 
Thus a natural equivalence relation is that the two structures should be branches of the same simisimple Frobenius manifold on C n (C). This can be checked via the Stokes matrices as follows.
Fixing A ∈ M n (C) an upper triangular matrix with eigenvalues 1, we introduce an elementary braiding matrix β i,i+1 (A), i = 1, . . . , n − 1 by perturbing the identity I with a block
with upper left entry corresponding to the ith diagonal entry, so e.g.
For the inverse operator β
Fix a semisimple Frobenius structure on open subset of C n (C), and let S denote the corresponding Stokes matrix. We can assume without loss of generality that S is upper triangular. The set of Stokes matrices corresponding to analytic continuations of the structure is precisely the orbit of S under the action of Br n+1 , combined with the standard action of permutation matrices P and change of sign matrices I i ,
i . This is the equivalence relation we check in our examples.
In the following we fix a reference quiver Q and consider its orbit under mutations. It is important to recall that if Q i , i = 1, 2 are mutation equivalent there is a canonical bijection between their vertices and so a canonical bijection between the simples of A(Q i ). We fix once and for all a labelling of the vertices of Q, corresponding to a labelling S i for the simples of A(Q). We will also use this specific induced labelling when writing bases of K(A(Q i )) for mutation-equivalent Q i .
8.1.
A n quivers. Let µA n be a quiver in the (finite) mutation orbit of A n . Our aim is to write down good bases of K(A(µA n )) for which the conclusions of Lemma 55 and Corollary 56 hold.
(1) If the unoriented graph underlying µA n is the same as A n , then choose the basis
(2) If a clockwise oriented triangle appears,
(3) Triangles can be combined. This is straightforward if they are not overlapping, otherwise take
The last possible configuration we need to consider is
An admissible basis is
Arguing as for Lemma 55 and Corollary 56 we obtain the following.
Lemma 59. Let µA n be mutation-equivalent to A n . Then combining the configurations (8.1) -(8.4) above yields bases for K(A(µA n )) for which the conclusions of Lemma 55 and Corollary 56 hold.
Proof of Theorem 2 (i). This follows immediately from Lemma 59.
Our next aim is to understand enough of the Stokes matrices of these semisimple Frobenius manifolds in order to prove part (ii) of Theorem 2 (which is restricted at present to the case n ≤ 5). We present the computations below. In all cases it is possible to choose a central charge Z so that the only stable objects are either simples or extensions between two simples, so Corollary 35 is sufficient to perform the computation.
Mutation classes of A 2 .
Mutation classes of A 3 . We may now evaluate the Stokes matrices at the special point s J and compare them.
Proof of Theorem 2 (ii). Write S for S |s=1 (A n ) and S(µA n ) for S |s=1 (µA n ) for brevity. First we observe that when µ is a simple mutation then S(µA n ) and S are actually related by the action of permutation and diagonal matrices I or that of the braid group. Specifically: if µ = µ 1 then S(µA n ) = β 1,2 .S, if µ = µ k , k = 2, . . . , n − 1, then S(µA n ) = β k,k+1 . P k,k+1 SP k,k+1 , if µ = µ n then S(µA n ) = I n SI n , where I k , k = 1, . . . , n, is the matrix which differs from the identity only for the sign of the (k, k) entry. This is enough to cover the case n ≤ 3.
For n = 4, 5 we can use various symmetries and reduce the claim to checking a small number of cases, namely (8. After evaluation at s J , S and S ′ may be compared and we have S = I 1 I 2 P 2,3 S ′ P 2,3 I 2 I 1 .
