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The Dirac Hamiltonian formalism is applied to a system in (2+1)-dimensions consisting of a Dirac
field ψ minimally coupled to Chern-Simons U(1) and SO(2, 1) connections, A and ω, respectively.
This theory is connected to a supersymmetric Chern-Simons form in which the gravitino has been
projected out (unconventional supersymmetry) and, in the case of a flat background, corresponds
to the low energy limit of graphene. The separation between first-class and second-class constraints
is performed explicitly, and both the field equations and gauge symmetries of the Lagrangian for-
malism are fully recovered. The degrees of freedom of the theory in generic sectors shows that the
propagating states correspond to fermionic modes in the background determined by the geometry
of the graphene sheet and the nondynamical electromagnetic field. This is shown for the follow-
ing canonical sectors: i) a conformally invariant generic description where the spinor field and the
dreibein are locally rescaled; ii) a specific configuration for the Dirac fermion consistent with its spin,
where Weyl symmetry is exchanged by time reparametrizations; iii) the vacuum sector ψ = 0, which
is of interest for perturbation theory. For the latter the analysis is adapted to the case of manifolds
with boundary, and the corresponding Dirac brackets together with the centrally extended charge
algebra are found. Finally, the SU(2) generalization of the gauge group is briefly treated, yielding
analogous conclusions for the degrees of freedom.
I. INTRODUCTION
Supersymmetry (SUSY) is a natural –and perhaps unique– way to unify internal and spacetime symmetries in the
description of fundamental particles and interactions. In spite of its elegant appeal, it is puzzling that no evidence
of supersymmetry has been seen in the current phenomenology. In the seminal work of Wess and Zumino, an action
principle based on the idea of a supergauge symmetry was examined in a Lagrangian consisting of spin-0 and spin-1/2
fields, the Wess-Zumino (WZ) model. The conclusion there was that in order for this symmetry to close, its parameter
had to be a Killing spinor of the background spacetime [1]. This indicates that the existence of supersymmetry requires
spacetime itself to possess some symmetry that allows for the existence of some sort of Killing spinors. Indeed, the
superalgebra behind the WZ model is an extension of the Poincare´ algebra, whose geometric interpretation calls for
a maximally symmetric spacetime, namely Minkowski space.
In the WZ model and in most supersymmetric particle models, the fields form an irreducible vector representation
of the super-Poincare´ algebra, a supermultiplet. This implies that bosons and fermions come in pairs with equal
mass and other quantum numbers, but with spins differing by ~/2 (superpartners). Since no such duplication of the
particle spectrum has been observed, it is argued that SUSY must be broken at the energy scales that we have been
able to explore, but it is supposedly restored at a sufficiently high energies. An alternative to this picture, where the
fields do not form a vector multiplet but rather enter as parts of a connection can also be considered, and in that case
degenerate superpartners are not necessarily present [2, 3]. This is a generic feature, for example, of supersymmetric
Chern-Simons (CS) theories, where bosonic and fermionic fields combine to form a connection for the supersymmetric
graded Lie algebra [4–6].
It is well known that CS theories in three dimensions for any Lie algebra have no local degrees of freedom [7]. This
is true also for CS theories based on graded Lie algebras [8], like in the case of the CS supergravity for the osp(2|2)
algebra. By contrast, a massive spin-1/2 field in a fixed three-dimensional background of has 2n propagating degrees
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2of freedom, where n = 1 for Majorana and n = 2 for Dirac spinors [9, 10]. Now, if in the osp(2|2) CS theory the
gravitino field χαµ is split into a spin-1/2 Dirac spinor ψ
α and the vielbein eaµ, the fermionic sector of the reduced
theory describes a Dirac fermion in a curved background, minimally coupled to u(1) and so(2, 1) gauge connection
one-forms A = Aµdx
µ and ωab = ω
a
bµdx
µ, respectively [2]. It is therefore only natural to inquire whether this reduced
theory has zero local degrees of freedom (DOF) as the original CS system, or has four local degrees of freedom of a
spin-1/2 Dirac fermion. The question is further complicated by the fact that in the reduced Lagrangian the dreibein
are not Lagrange multipliers (their time derivatives e˙a appear explicitly in the action) and therefore eaµ are in principle
dynamical fields as well.
The identification of the physical degrees of freedom can be addressed by direct application of Dirac’s analysis of
constrained Hamiltonian systems [11], which systematically separates the dynamical fields from the gauge degrees of
freedom. In the case of CS theories, however, the separation between first and second-class constraints is a delicate
issue, and the system considered here is not an exemption. The reduced action in [2] reads
I[ψ, e, A, ω] =
∫
1
2
[
ψ/e(
←−
D −
−→
D)/eψ +AdA+
1
2
ωabdω
b
a +
1
3
ωabω
b
cω
c
a
]
, (1)
where /e ≡ Γae
a = Γae
a
µdx
µ and eaµ are the dreibein (see Appendix A for notation). In addition to the local U(1) ×
SO(2, 1) symmetry and spacetime diffeomorphisms, this action is invariant under local Weyl rescalings,
eaµ → λe
a
µ , ψ → λ
−1ψ , ψ¯ → λ−1ψ¯ , (2)
where λ(x) is a non-vanishing, real and differentiable function. All of these symmetries are in principle associated
with first-class constraints that reduce the physical phase space.
Varying the action with respect to ψ yields the Dirac equation with a mass term m = 12|e| ǫ
µνρηabe
a
µDνe
b
ρ (including
hermiticity corrections), while varying with respect to eaµ implies the vanishing of the energy-momentum tensor,
T µν = 12|e|η
abEµa
δL
δebν
+ (µ ↔ ν), with Eµa the inverse dreibein. In particular, the vanishing of the trace T
µ
µ = 0 is
consistent with the local scale invariance of the action.
For a fixed background the local degrees of freedom should correspond to the 2n independent components of the
Dirac field in flat spacetime. A quick analysis suggests that six out of the nine components of the dreibein can be
eliminated by the conditions T µν = 0, while the remaining three can be gauged away via two spatial diffeomorphisms
and a Weyl scaling. In CS theories, time diffeomorphisms are not independent, which means their phase space
generators are linear combinations of the remaining first-class constraints [7].
As noted in [2], the closure the supersymmetry for (1) requires the parameter of the SUSY transformation to satisfy
a subsidiary condition to ensure the variation δψ to have spin-1/2, like ψ itself. This subsidiary condition is satisfied
if the SUSY parameter is required to be a Killing spinor of the background and, like in the original WZ system, this
means that supersymmetry is a global (rigid) symmetry [3]. Since this is not a gauge symmetry, it is not generated
by a first-class constraint that would further reduce the number of physical degrees of freedom.
II. HAMILTONIAN ANALYSIS
Splitting the fields and their derivatives into time (t) and spatial components (i, j = 1, 2), the Lagrangian (1) can
be written, up to a boundary term, as
L = ǫij
[
−ηabe˙
a
i e
b
jψ¯ψ −
˙¯ψΓijψ + ψ¯Γijψ˙ +
1
2
ηabω˙
a
i ω
b
j +
1
2
A˙iAj
]
− eatKa + ω
a
t Ja +AtK , (3)
where we defined Γij := e
a
i e
b
jΓab, ω
a := 12ǫ
abcωbc, and
Ka := 2ǫ
ij
[
ηabT
b
ijψ¯ψ − e
b
i(ψ¯ΓaΓb
−→
D jψ + ψ¯
←−
D jΓbΓaψ)
]
, (4)
Ja := ǫ
ijηab(
1
2
Rbij − ǫ
b
cde
c
ie
d
j ψ¯ψ) , (5)
K := ǫij(∂iAj − iψ¯Γijψ) , (6)
where Ra = dωa+ ǫabcω
bωc is the Lorentz curvature and T a = dea+ ǫabcω
bec is the torsion tensor of the background.
Lagrangian (3) describes the evolution of (21 + 4n) coordinate fields: eaµ (nine), ω
a
µ (nine), Aµ (three), ψ (2n) and
3ψ¯ (2n); among them there are seven (eat , ω
a
t and At), whose time derivatives do not appear in the Lagrangian and
are therefore Lagrange multipliers with vanishing canonical momenta. For the remaining components the Lagrangian
contains only first time derivatives and therefore each momentum is a function of the coordinate fields. Thus, the
following (14 + 4n) primary constraints are obtained
ϕia = p
i
a + 2ǫ
ijηabe
b
jψ¯ψ ≈ 0 ,
Ω = χ+ ǫijΓijψ ≈ 0 ,
Ω¯ = χ¯− ǫijψ¯Γij ≈ 0 , (7)
φia = π
i
a −
1
2
ǫijηabω
b
j ≈ 0 ,
φi = πi −
1
2
ǫijAj ≈ 0 .
The seven combinations Ka, Ja, K in (3) are then secondary constraints associated to the Lagrange multipliers.
Moreover, the canonical Hamiltonian weakly vanishes and the total Hamiltonian can be taken as an arbitrary linear
combination of all the constraints1,
HT =
∫
d2x
[
eatKa − ω
a
t Ja −AtK + ϕ
i
aλ
a
i + φ
i
aΛ
a
i + Λ¯Ω + Ω¯Λ + λiφ
i
]
. (8)
It can be proved that the following seven linear combinations are first-class constraints (see Appendix B for details)
J˜a := Ja + ǫacϕ
j
be
c
j +
1
2
(Ω¯Γaψ − ψ¯ΓaΩ) +Djφ
j
a ,
K˜ := K −
i
2
(Ω¯ψ − ψ¯Ω) + ∂jφ
j ,
Υ := −ebjϕ
j
b + Ω¯ψ + ψ¯Ω , (9)
Hi := e
a
iKa − e
a
iDjϕ
j
a + T
a
ijϕ
j
a + ψ¯
←−
D iΩ+ Ω¯
−→
D iψ − ω
a
i J˜a −AiK˜ + φ
jFij + φ
j
aR
a
ij .
Here the (spatial) covariant derivative Di acts on each field according to its transformation properties, as in (A7).
Using (4)-(7), the generators Hi can be expressed as
Hi = (∂iAj − ∂jAi)π
j −Ai∂jπ
j +
(
∂iω
a
j − ∂jω
a
i
)
πja − ω
a
i ∂jπ
j
a
+
(
∂ie
a
j − ∂je
a
i
)
pja − e
a
i ∂jp
j
a + ∂iψχ+ χ∂iψ ,
which can be readily seen to generate spatial diffeomorphisms on phase space functions F as {F,
∫
ξiHi} = LξF . This
in turn means that
{Hi(x),Hj(y)} = Hi(y)∂
(y)
j δ
(2)(x− y)−Hj(x)∂
(x)
i δ
(2)(x− y) , (10)
as expected from generators of spatial diffeomorphisms [12]. On the other hand, it can be directly checked that J˜a,
K˜ and Υ generate SO(2, 1)×U(1)×Weyl transformations over all the fields and momenta. Indeed, they satisfy the
(weakly vanishing) Poisson relations (B4) with all the constraints, and one finds
{J˜a, J˜b} = ǫ
c
ab J˜c ,
{K˜, K˜} = {Υ,Υ} = {K˜,Υ} = 0 , (11)
{J˜b, K˜} = {J˜b,Υ} = 0 .
Together with the generators of spatial diffeomorphisms these then form a first-class Poisson algebra.
1 Hereafter we perform the integrations over the spatial slices Σ given by t = constant, for which we do not consider a boundary. The
cases where ∂Σ 6= ∅, which yield asymptotic charges, are discussed in Section IIC.
4Note that performing a shift in the Lagrange multipliers of the form
λai → λ
′a
i = −ve
a
i + λ
a
i ,
Λ′α → Λ′α = vψα + Λα , (12)
Λα → Λ
′
α = vψα + Λα ,
produces a shift in the total Hamiltonian (8),
HT → H
′
T = HT +
∫
vΥd2x . (13)
This accounts for the Weyl invariance (2) of the system. However, the absence of spatial derivatives in Υ implies that
such symmetry is generated by a purely local constraint with no associated asymptotic charges, as explained in detail
below (recent examples of this fact can be found in [13] and references therein, see [14] for a thorough discussion).
Weyl symmetry is thus a local redefinition of the fields without any observable effects. The corresponding symmetry
breaking, however, leads to physical consequences as we will discuss.
A. Generic conformally invariant sector
We now assume that in a generic2 background the (14+4n) time preservation equations of the primary constraints
fix an equal number of Lagrange multipliers (see Appendix C for details). The other seven parameters remain free in
the total Hamiltonian (8), to form a linear combination of the first-class constraints. Choosing {Hi, J˜a, K˜, Υ} as the
basis of these generators, the total Hamiltonian can be written as
HT =
∫
d2x
[
ξiHi + vΥ− ω
a
t J˜a −AtK˜
]
, (14)
Here the Lagrange multipliers ξi, v, ωat and At are real and arbitrary functions on equal footing. As the Hamiltonian is
a combination of first-class constraints, the time preservation relations are fulfilled by construction, and no additional
(tertiary) constraints are produced in the Dirac algorithm. Note further that for any phase space function F the
Poisson bracket {F,HT } coincides with the corresponding Dirac bracket.
Now, the expression (14) was obtained from (8) by choosing
eat = ξ
ieai . (15)
This means that the three components eat are functions of the two free parameters ξ
i, while it also implies a degenerate
dreibein, |e| = 0. Although this may seem puzzling for a metric interpretation, it is dynamically consistent and allows
to do the correct counting of the local degrees of freedom (see e.g., [7] and Appendix C). The choice (15) is equivalent
to the gauge N⊥ = 0 in gravitation, which is perfectly acceptable as well as generic choices in ordinary gauge systems,
i.e. Yang-Mills [15, 16]. Furthermore, it also allows to write the generator of temporal diffeomorphisms as a linear
combination of generators of local spatial diffeomorphisms, rescalings, Lorentz and U(1) transformations3,
H = ξiHi + vΥ− ω
a
t J˜a −AtK˜ . (16)
Note that the degenerate condition |e| = 0 remains invariant under local Weyl symmetry. Next, we consider a choice
in which the Weyl symmetry is broken and the eat remains arbitrary so that the vielbein need not to be degenerate.
B. Pure spin-1/2 generic sector
We now examine a specific sector of the theory in which (15) is not imposed but the Weyl invariance is fixed instead.
We consider a generic sector for the fields e and ψ that restricts the fermionic excitations to have spin-1/2 only. A
2 Following [7] we understand by generic sectors those with a maximum number of degrees of freedom or, equivalently, a minimum number
of independent first-class constraints.
3 It can be explicitly shown that {· · · ,
∫
NH} ≈ L
N ∂
∂t
(· · · ), which is a general property of coordinate invariant systems [9].
5fermionic field χαa transforms as a vector in the index a and as a spinor in the index α and therefore belongs to a
representation 1⊗ 1/2 = 3/2⊕ 1/2 of the Lorentz group. There is a unique decomposition of this field into irreducible
representations χa = χ
(3/2)
a + χ
(1/2)
a , where
[δba −
1
3
ΓaΓ
b]χ
(1/2)
b = 0 , (17)
Γaχ(3/2)a = 0 . (18)
In the case of the field ψ, the condition that it only carries spin-1/2 requires that Dµψ also belongs to the spin-1/2
representation and should therefore be in the kernel of the spin-3/2 projector, namely,4
[δµν −
1
3
ΓνΓ
µ]Dµψ = 0 , (19)
where Γµ ≡ e
a
µΓa. This implies that the system does not generate local spin-3/2 excitations –no gravitini– through
parallel transport of the fermion. It may be regarded as a consistency condition for the system (1) if it is meant to
describe a Dirac spinor. The general solution of (19) is
Dµψ = Γµξ , (20)
where ξ is an arbitrary Dirac spinor.
Next, in order to study the dynamical content of the sector, we perform a partial gauge fixing. As shown in
[2], the field equations for the action (1) require the torsion to be covariantly constant, DT a = 0, where D is the
Lorentz covariant exterior derivative (see Appendix A). The general solution of this equation, with an appropriate
local rescaling of the dreiben –using the freedom due to Weyl symmetry– is of the form
T a = αǫabce
bec , (21)
where α is an arbitrary (dimensionful) constant. Now, inserting (20), (21) in (4) we obtain
Ka = 2ǫ
ijebie
c
j
[
2αǫabcψ¯ψ − (ξ¯ΓaΓbΓcψ − ψ¯ΓcΓbΓaξ)
]
. (22)
In order for the constraint condition Ka ≈ 0 not to introduce additional restrictions on the fields, the right-hand-side
of (22) must identically vanish. This demands ξ = αψ and therefore, this selects the sector 5
Dµψ = αΓµψ . (23)
Multiplying both sides by Γµ, this reduces to the Dirac equation where the mass m = 3α is an integration constant
related to the torsion of the background, in complete agreement with [2].
Both (21) and (23) break local scale invariance, leaving only a global symmetry under ea → λea, ψ → λ−1ψ,
m→ λ−1m for constant λ. In analogy with SUSY, this rigid symmetry does not interfere with the counting of local
DOF. As pointed out in [2, 18], the introduction of a dimensionful mass constant m enables us to finally determine
the scale for the theory.
In Appendix C, we show that the sector equations (21) and (23) can be used to consistently solve and preserve the
remaining constraints. In fact, in this case one is enabled to explicitly determine the time evolution of e and ψ, which
is equivalent to the fact that Lagrange multipliers in the total Hamiltonian are also found in closed form (without
using the degenerate gauge (15)). We now show how the first-class generators arise to recover the residual symmetries
of (21,23). In principle we will only assume the spatial components of these equations to hold, while the temporal
parts will be recovered from Hamilton equations. Thus, note first that in this sector the combinations
K˜a = Ka −Diϕ
i
a + 2αǫ
b
ace
c
iϕ
i
b + α(Ω¯Γaψ − ψ¯ΓaΩ)
+2iebi ψ¯Γabψφ
i + 2ǫbace
c
i ψ¯ψφ
i
b , (24)
4 Formally, if the scale has not been fixed the sector should be defined as the equivalence class of configurations satisfying (19) up to Weyl
transformations. A manifestly covariant condition can be attained by introducing a gauge field for scale invariance Dµ → Dµ +Wµ, as
originally proposed by Weyl [14].
5 The projector (19) is a generalization of the so-called ‘twistor operator’, which defines conformal Killing spinors (20) in the absence of
torsion [1, 17]. Equation (23) can be regarded as the Killing spinor equation for a curved background [18]. Remarkably, (20) and (23)
are completely equivalent by virtue of the Dirac equation.
6are first-class constraints, as can be directly checked computing the Poisson brackets:
{K˜a,Ω} ≈ {K˜a, Ω¯} ≈ {K˜a, ϕ
i
b} ≈ 0 , (25)
{K˜a, φ
i
b} ≈ {K˜a, φ
i} ≈ 0 , (26)
{K˜a, K˜b} ≈ 0 . (27)
These three constraints are the generators of spacetime diffeomorphisms supplemented by gauge transformations and
projected on the tangent space. This is seen from the identity
{· · · , eai K˜a} ≈ {· · · ,Hi +AiK˜ + ω
a
i J˜a} . (28)
We now set the Lagrange multipliers associated to the primary constraints in order to accommodate the seven first-
class generators. The total Hamiltonian reads
HT =
∫
d2x
[
eatKa − ω
a
t Ja −AtK + ϕ
i
aλ
a
i + φ
i
aΛ
a
i + Λ¯Ω + Ω¯Λ + λiφ
i
]
=
∫
d2x
[
−ωat J˜a −AtK˜ + e
a
t K˜a
]
=:
∫
d2xH . (29)
Note that here we are implicitly fixing the Weyl freedom, i.e. we have assumed v = 0 in the shift (13). This is
required to preserve the sector. Indeed, the time evolution for the fields (eai , ψ, Ai, ω
a
i ), by virtue of the Hamilton
equations, leads to
Dtψ = ψ˙ −
i
2
Atψ +
1
2
ǫabcωbtΓcψ = αΓtψ , (30)
T ait = ∂ie
a
t − e˙
a
i + ω
a
bie
b
t − ω
a
bte
a
i = 2αǫ
a
bce
b
ie
c
t , (31)
Fit = ∂iAt − A˙i = 2ie
a
i e
b
tψ¯Γabψ , (32)
Rait = ∂iω
a
t − ω˙i + ǫ
abcωbiωct = 2ǫ
a
bce
b
ie
c
tψ¯ψ , (33)
These are readily seen to recover the temporal parts of equations (21,23) and the constrains (5,6), thus agreeing with
the Euler-Lagrange equations.
As stated, an interesting feature of this gauge is that eat is not restricted at all, which is equivalent to the statement
that the three constraints K˜a are first-class. For regular configurations with |e| 6= 0, it is clear that (H,Hi) are then
three independent constraints generating temporal and spatial diffeomorphisms, respectively. Nevertheless, even for
a degenerate vielbein it is possible to define
H⊥ := ǫ
a
bce
b
1e
c
2K˜a , (34)
which corresponds (up to normalization) to the generator of diffeomorphisms normal to the surfaces t = constant,
modulo gauge transformations. Defining the Lagrange multipliers eat , At and ω
a
t as
eat = N
⊥ǫabce
b
1e
c
2 + e
a
iN
i , (35)
At = λ−AiN
i , (36)
ωat = λ
a − ωaiN
i , (37)
the generator of time evolution takes the more familiar form [12]
H = N⊥H⊥ +N
iHi − λK˜ − λ
aJ˜a. (38)
We thus find the expected SO(2, 1) × U(1) × Diff residual symmetries and their corresponding generators. We
anticipate that even though in this gauge choice there exist a different set of first-class contraints associated to
diffeomorphisms, the number of DOF is the same and this is therefore a generic sector. This will be discussed in
Section III.
7C. Bosonic Vacuum
The purely bosonic vacuum ψ¯ = 0 = ψ corresponds to a very particular configuration. In principle, it should not be
regarded as a subsector of the previous case because it acquires additional degeneracies in the Dirac matrix6 which lead
to new first-class constraints. This is a direct consequence of the whole energy-momentum tensor of the Lagrangian
formalism vanishes identically and there are no field equations to determine eaµ, so the dreibein is a non-propagating
gauge field in this case. Nevertheless, some of the first-class constraints found in the previous section turn out to be
not functionally independent and therefore compensate the situation. As we will show, the whole picture results into
an equal number of DOF, thus we can think of the vacuum as a generic sector.
First note if the fermions vanish, (B3) and (4)-(6) imply
{ϕia, ϕ
j
b} = {ϕ
i
a,Ω} = {ϕ
i
a, Ω¯} = {ϕ
i
a, φ
j} = {ϕia, φ
j
b} = 0 , (39)
{ϕia,K} = {ϕ
i
a, Ja} = {ϕ
i
a,Ka} = 0 , (40)
(where we have set ψ¯ = 0 = ψ after computing the Poisson brackets). Thus, we find six additional first-class
constraints ϕia ≈ 0, which generate arbitrary changes in the spatial components of the dreibein,
δeai = {e
a
i ,
∫
d2x λbjϕ
j
b} = λ
a
i . (41)
As the time component eat is already a Lagrange multiplier, this in turn means that the dreibein is completely arbitrary
(in particular it can be chosen to be invertible). In this sector, the first-class constraints (9) read
J˜a = Ja + ǫ
b
acϕ
j
be
c
j +Djφ
j
a , (42)
K˜ = K + ∂jφ
j , (43)
Υ = −ebjϕ
j
b , (44)
Hi = e
a
iKa − e
a
iDjϕ
j
a + T
a
ijϕ
j
a − ω
a
i J˜a −AiK˜ . (45)
Note that the Weyl invariance has not been fixed so the torsion components T aij remain undetermined. In this sector
one can also identify Ka ≈ 0 as a first-class constraint (which is identically fulfilled). However, since (4) is quadratic
in the fermionic variables, it can be shown that it does not act on the phase space,
{Ka, F} = 0 , (46)
for any function of the physical fields. AsKa :=
∂L
∂eat
can be regarded as the (t−a) components of the energy-momentum
tensor, (46) is a consequence of the fact that the linearized version of T µν = 0 is fulfilled identically. Considering this
functional degeneracy ofKa, we see that diffeomorphisms (45) are composed only of gauge transformations plus certain
particular displacements of the vielbein. Moreover, it is clear that the SO(2, 1)×U(1)×Diff×Weyl transformations
are generated by a linear combination of the first-class constraints J˜a, K˜ and ϕ
i
a only. The remaining constraints,
corresponding to Ω, Ω¯, φjb and φ
j , are second-class as can be checked from their Poisson brackets (B3).
1. Dirac brackets and charge algebra
As the rank of the Dirac matrix is constant for a neighborhood of the vacuum in the phase space (the generic
property is defined for open regions [7]), the above classification of constraints can in fact be applied for a small
perturbation with ψ 6= 0. We now illustrate this by computing the Dirac brackets. According to (B3) and the
definition of Dirac brackets [11], one finds
{Ai, Aj}D = ǫij , {ω
a
i , ω
b
j}D = ǫijη
ab, {ψ¯β , ψ
α}D = Γˆ
α
β ,
{eai , p
j
b}D = δ
j
i δ
a
b , {p
j
b, ψ}D = 2ǫ
ijeai ΓˆΓabψ, {p
j
b, ψ¯}D = 2ǫ
ijeai ψ¯ΓˆΓab , (47)
6 The Dirac matrix is defined as ΩAB := {φA, φB}, where the indexes A,B range over all the constraints [11].
8where ǫijǫ
ik = δkj and the matrix Γˆ is defined such that
2ǫij(Γij)
α
β(Γˆ)
β
γ = δ
α
γ , (48)
(explicitly, Γˆ = − 14|e|gttE
t
aΓ
a). Note that the phase space reduces to the fields (Ai, ω
a
i , ψ, ψ¯, e
a
i , p
j
b) after the second-
class constraints are strongly implemented. With this simplification the first-class generators (9) read
J˜a = Ja + ǫ
b
acϕ
j
be
c
j , (49)
K˜ = K , (50)
Υ = −ebjϕ
j
b = −e
b
jp
j
b , (51)
Gi := Hi + ω
a
i J˜a +AiK˜ = e
a
iKa − e
a
iDjϕ
j
a + T
a
ijϕ
j
a . (52)
where Gi is the generator of improved diffeomorphisms [7] (under the Weyl fixing of Section II B it simply reads
Gi = e
a
i K˜a). As we will show, under appropriate boundary conditions Gi does not contribute to asymptotic charges,
i.e. it corresponds to proper gauge transformations. Following the Regge-Teitelboim approach [19], the smeared gauge
generator must be supplemented by a boundary term Q depending on the asymptotic gauge parameters, so it reads
S[ξi, λ, λa, v] =
∫
d2x(ξiGi + λK˜ + λ
aJ˜a + vΥ) +QG[ξ
i] +QK˜ [λ] +QJ˜ [λ
a] . (53)
These boundary terms correspond to the asymptotic charges associated to (global) gauge symmetries7. As stated
above, the Weyl scaling does not have an associated charge. In Appendix D we give the form of the variation of the
charges and integrate them. It is shown that setting the fermionic fields (ψ, ψ¯) to vanish asymptotically8 yields no
boundary term QG[ξ
i], so the conserved charge due to diffeomorphisms Hi is solely due to SO(2, 1) × U(1) gauge
transformations, as usual for CS systems in 2 + 1 dimensions [20].
Once the boundary terms have been determined one is able to recover the gauge transformations globally generated
by S under the Dirac bracket. For instance, direct computation yields explicit relations for the improved diffeo-
morphisms (D7,D8). As can be readily checked, the smeared constraints K˜, J˜a and Υ also yield the corresponding
transformations. Finally, as shown in Appendix D, the asymptotic algebra induced by these symmetries splits into a
(local) direct product SO(2, 1)× U(1) with the corresponding central extensions:
{QK˜ [λ], QK˜ [ζ]}D = CK˜ [λ, ζ] , (54)
{QJ˜ [λ
a], QJ˜ [ζ
a]}D = QJ˜ [ǫ
a
bcλ
bζc] + CJ˜ [λ
a, ζa] , (55)
where the central terms CK˜ and CJ˜ given in (D4,D5), do not depend on the dynamical fields but only on the gauge
parameters. A further refinement of this algebra can be obtained by the well known procedure of imposing asymptotic
conditions for the bosonic sector (ωµ, Aµ) [21].
III. DEGREE OF FREEDOM COUNT
In a theory with N dynamical field components (that is, excluding Lagrange multipliers), F first-class and S
second-class constraints, the number of DOF is given by [22]
g =
2N − 2F − S
2
. (56)
In the system discussed here there are N = 14 + 4n dynamical field components, Ai, ω
a
i, e
a
i , ψ, ψ¯. The following
table gives the values of F and S in different cases:
7 These conserved charges are determined by the boundary terms that must be added to the action (1) in order to have well defined
functional derivatives with respect to the fields. In [20], for instance, the normalization factor is chosen to be k
4pi
, where k is the CS
level.
8 This condition is preserved under all the gauge symmetries considered here (see Appendix D for details). However, regarding supersym-
metry, one needs to check the stability under such transformation by solving the Killing spinor equation for a certain background, as
shown in [2] for the BTZ case.
9Sector Gauge Generators F S
Any generic N⊥ = 0 J˜a, K˜,Hi,Υ 7 14 + 4n
Spin-1/2 v = 0 J˜a, K˜, K˜a 7 14 + 4n
Vacuum — J˜a, K˜, ϕ
i
a 10 8 + 4n
In all cases, formula (56) gives g = 2n, in complete agreement with the naive counting of Section I. Note that the
first two sectors share the same number of independent first-class constraints. For the second, one finds an additional
diffeomorphism generator instead of the Weyl scaling.
As the possibility of finding another first-class combination cannot be ruled out in general, one could in principle
find a sector where all the three diffeomorphism generators and the Weyl scaling (in addition to J˜a and K˜) are
independent, even though such a configuration would certainly be non-generic by definition. However, this would
lead to an odd number of second-class constraints and a non-integer result for g, according to (56).
IV. DISCUSSION AND SUMMARY
We have carried out the Dirac analysis for constrained Hamiltonian systems for the action composed of a spin-1/2
Dirac field minimally coupled to an electromagnetic potential and to the Lorentz connection in (2 + 1)-dimensions.
The action of the entire system (1) is obtained from a CS form for an osp(2|2) connection, in which the spinorial
component of the connection was split as χαµ := e
a
µ(Γa)
α
βψ
β . This splitting has a number of nontrivial consequences
for the dynamical contents of the theory: i) Instead of zero degrees of freedom of a generic CS action, this system has
the four propagating DOF of a Dirac spinor; ii) The system acquires a proper Weyl rescaling symmetry, i.e., it has no
associated Noether charge and can be directly fixed; iii) The metric structures –the dreibein and the induced metric–
are invariant under SUSY, and therefore there is no need to include spin-3/2 fields (gravitini); iv) Supersymmetry
is reduced from a gauge symmetry to a rigid/global invariance that is contingent on the features of the background
geometry and the gauge fields; v) For the vacuum sector the dreibein becomes pure gauge and diffeomorphisms
degenerate into SO(2, 1)× U(1) transformations.
The Dirac formalism completely recovers the Lagrangian equations. The equations for the gauge fields (ω,A) follow
from the constraints and the Hamilton equations for these fields. Furthermore, it can be shown that the Dirac equation
and equation T µν = 0 are respectively equivalent to (C4,C5) for an invertible dreibein. In fact, after Weyl fixing and
computing the temporal evolution one gets Dtψ = e
a
t ζa and T
a
ti = e
b
te
c
iT
a
bc. Then, equations (C4,C5) together with
the constraint (4) can be covariantized to give
T aµνψ¯ψ = ψ¯Γ
aΓ[µ
−→
Dν]ψ + ψ¯
←−
D [νΓµ]Γ
aψ , (57)
ΓµDµψ =
1
4
T aµνΓ
νµΓaψ . (58)
The degeneracy of these equations follows from the fact that T µµ is proportional to (57) and is a combination of the
Dirac equation -plus its conjugate-, and therefore identically vanishes for this theory, which is in turn equivalent to
Weyl invariance.
It should be stressed that g = 2n is an upper bound for the number of local DOF, since in non-generic sectors
there might be additional accidental first-class constraints and therefore fewer degrees of freedom, as it happens in
some sectors of higher-dimensional CS systems [7]. The general counting performed in Section IIA proceeds under
the assumption that this is not the case. The argument given there, using the degenerate gauge, even holds for the
spin-1/2 sector of Section II B, but for that configuration it is illustrative to explicitly use the Weyl fixing instead (see
the end of Appendix C).
In that sense, the purpose of choosing a specific sector such as the spin-1/2 is twofold: On the one hand the
Lagrange multipliers can be readily solved, allowing for an explicit solution of (C4,C5) leading to a full realization of
the first-class constraints. On the other, the Weyl symmetry is “gauged away” in this case, providing a symmetry
breaking mechanism. One is left with a global version of the scale invariance which is broken by fixing the fermion
mass or the normalization of the dreibein.
In this system SUSY seems to play a marginal role. It starts out as part of the gauge invariance of the action (1),
then it is seen as a global (rigid) symmetry without first-class constraints associated to it, contingent on the existence
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of some spacetime symmetry, which need not occur in every spacetime background. The action and the equations are
invariant under
δψ =
1
3
/Dǫ , δψ =
1
3
ǫ
←−
/D
δA = −
i
2
(
ψ/eǫ + ǫ/eψ
)
δωa = −ψ
(
ea + ǫabce
bΓc
)
ǫ− ǫ
(
ea − ǫabce
bΓc
)
ψ , (59)
δea = 0
where ǫ satisfies the no-spin-3/2 condition, [δµν − (1/3)ΓνΓ
µ]Dµǫ = 0. This condition can be fulfilled provided the
spacetime and the connection fields admit a Killing spinor of a certain kind [3]. This is the case for the vacuum: AdS
or Minkowski space without fermions or electromagnetic fields. This background is a full-BPS state preserving full
supersymmetry, but there are configurations preserving 1/2 or 1/4 of SUSY, just like in 2+1 supergravity [18, 23]. A
bosonic vacuum ψ = 0 remains invariant under (59) provided /Dǫ = 0, which is also a requirement that the background
admit a Killing spinor.
This unconventional SUSY can by extended to describe fermions in the fundamental representation of a non-
Abelian internal group like SU(2) [18]. As we have seen above, the constraints associated to internal U(1) and
Lorentz SO(2, 1) symmetries decouple from the diffeomorphism and Weyl ones. By the same token, in a generic
supersymmetric extension of an internal non-Abelian gauge symmetry, the fermion excitations turn out to be the only
contribution to the local DOF. In order to illustrate this, let us consider the split Lagrangian for the SU(2) theory,
which, up to a global factor, reads [18]9
LSU(2) = ǫ
ij
[
−ηabe˙
a
i e
b
jψ¯Aψ
A − ˙¯ψAΓijψ
A + ψ¯AΓij ψ˙
A +
1
2
ηabω˙
a
i ω
b
j +
1
2
δIJA˙
I
iA
J
j
]
−eatKa + ω
a
t Ja +A
I
tKI , (60)
Here the indexes A = 1, 2 transform under the 2×2 vector representation of SU(2) (Pauli matrices), while I = 1, 2, 3
refers to the adjoint representation (we follow the conventions of [18]). The primary constraints (ϕia, φ
i
a, φ
i
I ,Ω
A, Ω¯A)
are defined in an analogous fashion to their U(1) counterparts. If one omits the contraction in the A index, i.e.
ψ¯Aψ
A = ψ¯ψ, the secondary constraintsKa and Ja adopt exactly the same form as (4,5) where the covariant derivatives
are now gauged by SO(2, 1)× SU(2). The remaining constraint reads
KI = ǫ
ijδIJ(
1
2
F Jij − iψ¯Γijσ
Jψ) = ǫijδIJ (∂iA
J
j +
1
2
ǫJKLA
K
i A
L
j − iψ¯Γijσ
Jψ) . (61)
Then, one can show that
J˜a := Ja + ǫacϕ
j
be
c
j +
1
2
(Ω¯Γaψ − ψ¯ΓaΩ) +Djφ
j
a ,
K˜I := KI −
i
2
(Ω¯σIψ − ψ¯σIΩ) +Djφ
j
I ,
Υ := −ebjϕ
j
b + Ω¯ψ + ψ¯Ω , (62)
Hi := e
a
iKa − e
a
iDjϕ
j
a + T
a
ijϕ
j
a + ψ¯
←−
D iΩ+ Ω¯
−→
D iψ − ω
a
i J˜a −A
I
i K˜I + φ
j
IF
I
ij + φ
j
aR
a
ij .
correspond to F = 9 first-class combinations generating SO(2, 1)×SU(2)×Weyl×Diff transformations, respectively.
In account of these and the remaining S = 18 + 8n second class constraints, the original phase space of N = 18 + 8n
variables only contains
gSU(2) =
2N − 2F − S
2
= 4n (63)
9 The CS form also contains an abelian form b associated to the central charge in su(2, 1|2). However, b decouples from the action and
therefore does not enter in the dynamical analysis.
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degrees of freedom for a generic sector, exactly matching the double of the U(1) case due to the doubling of the fermion
fields. SUSY is again not realized as a first-class constraint, but is a rigid transformation for certain backgrounds.
Such matters, together with the computation of the asymptotic charges, were already treated in the original work.
Unconventional supersymmetries can also be constructed in higher dimensions based on a gauge superalgebra
containing so(2n, 2) or so(2n − 1, 1) as a proper subalgebras. In odd dimensions D = 2n + 1 ≥ 5, a similar CS
construction can be set up, while for D = 2n ≥ 4, since the CS forms are not defined, the construction requires
a metric and the action can be of a Yang-Mills type. In both cases the fermionic part of the connection can be
construed as a composite of a vielbein and a spin-1/2 Dirac field [3]. For all D ≥ 4, it can be expected that, as in the
three-dimensional case discussed here, the vielbein would not contribute to the dynamic contents unless it possesses
an independent kinetic term of its own; the effective gauge symmetry would correspond to the bosonic part of the
superalgebra, and supersymmetry would be reduced to a rigid invariance conditioned by the existence of globally
defined Killing spinors of the background. In other words, supersymmetry would be at most an approximate feature
in some vacuum spacetime geometries, and the main footprint of its presence in the theory would be in the field
content, the type of couplings and the parameters in the action.
The conduction properties of graphene [24–26] can be very well described by the π-electrons in the two sublattices
of the honeycomb structure as massless fermions in the long-wavelength limit [27]. It was already conjectured that
the system studied here could reproduce the behavior of these π-electrons [2, 18], while the very strong σ-bond of
the remaining available electrons of the carbon atoms keep the geometry of the graphene layer fixed. Therefore it
is expected that in the low energy (long wavelength) regime, the dynamical contents are essentially in the fermion
sector, as pointed out here. Nevertheless, note that we have introduced a torsional mass term, which is required in
principle by hermiticity. Such construction not only leads to a symmetry breaking mechanism but, it also allows
the massive fermion to trigger a backreaction into the background, provided we use the contorsion as an effective
cosmological constant. This implies a constant curvature background as illustrated in [2]. Following that line, an idea
to be experimentally explored is whether specific graphene layers (or graphene-like material) can be manufactured
which admit Killing-spinors in order to measure some induced supersymmetric effects. This would provide low-energy
graphene models to test high-energy physics theories, whose observable effects are beyond reach in current particle
accelerators [28].
Besides providing a rigorous tool for identifying the dynamical DOF, the Hamiltonian formalism could be the
preliminary warm-up towards a quantization procedure [10, 11], eventually leading to a quantum theory of graphene.
In the system described here, the only dynamical degrees of freedom are those of the Dirac fermion; the bosonic
connections A and ω are described by Chern-Simons actions and therefore have no local degrees of freedom, while
the dreibein is an artifact that can be gauged away. This means that the bosonic fields do not contribute to the
quantum field theory other than as classical external fields; their quantum excitations are produced by nontrivial
global holonomies of a topological nature. Such fields do not propagate and hence do not generate perturbative
corrections. In particular, there should be no perturbative corrections generated by quantum fluctuations of the
bosonic fields in graphene, the system should behave like a free electron field propagating in a curved classical
background and would therefore be renormalizable.
Further insight comes from the AdS3/CFT2 duality and its generalizations in 2 + 1 gravity [20, 29, 30], which are
realized through a centrally extended canonical algebra in the asymptotic region associated to a quantum theory at
the boundary. In the broader gauge/gravity context, the holographic description of graphene in the IR regime has
been recently studied by means of a 3+1 D-brane embedding, exhibiting also conformal symmetry breaking due to
the introduction of a mass gap scale as an integration constant [31].
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Appendix A: General definitions and useful properties
Through this work we extensively use the Clifford algebra in D = 3. Some basic properties and definitions are10
{Γa,Γb} = 2ηab , Γab := Γ[aΓb] =
1
2
[Γa,Γb] , Γab = ǫabcΓ
c ,
1
2
[Γab,Γc] = ηbcΓa − ηacΓb , Γabc = ǫabc =
1
2
{Γab,Γc} = Γ[a|ΓbΓ|c]
Let ψ be a two-component Dirac spinor with Grassman parity odd. We define its Dirac conjugate by
ψ = iψ†Γ0. (A1)
or explicitly as ψ¯β = iψ
α∗(Γ0)αβ , α, β = 1, 2. With this prescription, we have the conjugacy properties
(χψ)∗ = ψχ,
(χΓaψ)
∗ = −(ψΓaχ). (A2)
(Γaψ) = −ψΓa
The starting point for the this model is to take the connection for the full osp(2|2) algebra [2]
A = AZ+ ωaJa +Q/eψ + ψ/eQ, (A3)
where Z is the U(1) generator, {Ja} is the set of generators of the Lorentz algebra SO(2, 1), and {Qα,Q
α} is the set
of SUSY generators. The symbol /e is a compressed notation for /e = eaΓa. The algebra reads
[Ja,Jb] = ǫabcJ
c, [Ja,Q
α] = −
1
2
(Γa)
α
βQ
β ,
[
Ja,Qα
]
=
1
2
(Γa)
β
αQβ ,
[Z,Qα] =
i
2
Qα,
[
Z,Qα
]
= −
i
2
Qα,
{
Qα,Qβ
}
= (Γa)αβJa − iδ
α
βZ, (A4)
where the other (anti-)commutators are zero.
The action (1) is given by
I[ψ, e, A, ω] =
∫
〈A, dA〉 +
2
3
〈A,A2〉 (A5)
where the (super-)invariants traces are
〈Ja,Jb〉 =
1
2
ηab, 〈Z,Z〉 =
1
2
, 〈Qα,Q
β〉 = δβα, 〈Q
α,Qβ〉 = −δ
α
β . (A6)
The covariant derivative Dµ induced by (A4) appears naturally in (1). Acting on a Lorentz vector Σa and 1/2-
spinors (ψα and ψα) this reads
DµΣa = ∂µΣa + ǫ
c
ab ω
b
µΣc,
−→
Dµψ
α = ∂µψ
α −
i
2
Aµψ
α +
1
2
ωaµ(Γa)
α
βψ
β , (A7)
ψα
←−
Dµ = ∂µψα +
i
2
Aµψα −
1
2
ψβ(Γa)
β
αω
a
µ = (
−→
Dµψ)α.
10 We adopt the convention ǫ012 = −ǫ012 = 1 and the definition T[a1...ap] =
1
p!
δ
b1...bp
a1...apTb1...bp . In the coordinate basis, ǫij := ǫtij .
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Appendix B: Momenta, Constraints and Poisson brackets
For the starting action (3), the canonical momenta associated to the dynamical fields are given by
πi ≈
∂L
∂A˙i
=
1
2
ǫijAj , π
i
a ≈
∂L
∂ω˙ai
=
1
2
ǫijηabω
b
j , p
i
a ≈
∂L
∂e˙ai
= −2ǫijηabe
b
jψψ
χα ≈
∂LL
∂ψ˙α
= −ǫij(Γij)
α
βψ
β , χα ≈
∂RL
∂ψ˙α
= ǫijψβ(Γij)
β
α. (B1)
The non-vanishing Poisson brackets between the fields and their respective momenta are defined as in [10] 11
{
Ai, π
j
}
= −
{
πj , Ai
}
= δji ,
{
ωai , π
j
b
}
= −
{
πjb , ω
a
i
}
=
{
eai , p
j
b
}
= −
{
pjb, e
a
i
}
= δji δ
a
b ,{
ψα, χβ
}
=
{
χβ , ψ
α
}
= δαβ ,
{
ψα, χ
β
}
=
{
χβ , ψα
}
= −δβα. (B2)
It is worth to note the relative sign between the two brackets on the last line: This choice is consistent with ψα =
iψβ∗(Γ0)βα and χα = iχ
β∗(Γ0)βα. Now, the primary constraints (7) satisfy
{ϕia, ϕ
j
b} = 4ǫ
ijηabψ¯ψ, {Ω, ϕ
j
b} = 2ǫ
ijeai ΓaΓbψ, {Ω¯, ϕ
j
b} = 2ǫ
ijeai ψ¯ΓbΓa,
{Ω¯,Ω} = 2ǫijΓij , {φ
i, φj} = −ǫij , {φia, φ
j
b} = −ǫ
ijηab . (B3)
Using (B3) and the definitions (9) one can show that the generators J˜a, K˜ and Υ satisfy the following:
{J˜a, φ
i
b} = ǫ
c
ab φ
i
c, {J˜a,Ω} = −
1
2
ΓaΩ, {J˜a, Ω¯} =
1
2
Ω¯Γa, {J˜a, ϕ
i
b} = ǫ
c
ab ϕ
i
c ,
{J˜a, Jb} = ǫ
c
ab Jc , {J˜a,Kb} = ǫ
c
ab Kc, {K˜,Ω} =
i
2
Ω, {K˜, Ω¯} = −
i
2
Ω¯, (B4)
{Υ, ϕja} = −ϕ
j
a, {Υ,Ka} = −Ka, {Υ,Ω} = Ω, {Υ, Ω¯} = Ω¯,
where the remaining brackets with constraints (4)-(7) vanish strongly. We then conclude that the constraints J˜a,
K˜,Υ, together with the generator Hi, are first-class.
The consistency of the primary constraints (7) with respect to the extended Hamiltonian (8) yields the following
set of equations
0 =
{
φi, HT
}
= ǫij
(
∂jAt + 2ie
a
t e
b
iψΓabψ − λj
)
,
0 =
{
φia, HT
}
= ǫij
(
ηabDjω
b
t + 2ǫabce
b
te
c
jψψ − ηabΛ
b
j
)
,
0 =
{
ϕia, HT
}
= 2ǫij
(
ǫabcω
b
te
c
jψψ − iAte
b
jψΓabψ − 2ηab∂j
(
ebtψψ
)
− ǫabcω
b
je
c
tψψ (B5)
+ebt(ψ
←−
D jΓaΓbψ + ψΓbΓa
−→
D jψ) + 2ηabλ
b
jψψ + e
b
j
(
ΛΓbΓaψ + ψΓaΓbΛ
))
,
0 = {Ω, HT } = −ǫ
ij
(
iAte
a
i e
b
jΓabψ + ǫabcω
a
t e
b
ie
c
jψ + 2ηabe
a
t T
b
ijψ − 2e
a
t e
b
iΓaΓbDjψ
+2Dj
(
eat e
b
iΓbΓaψ
)
+ 2λai e
b
jΓbΓaψ − 2e
a
i e
b
jΓabΛ
)
,
0 =
{
Ω, HT
}
= ǫij
(
iAte
a
i e
b
jψΓab − ǫabcω
a
t e
b
ie
c
jψ − 2ηabe
a
t T
b
ijψ + 2e
a
t e
b
i(ψ
←−
D j)ΓbΓa
−2
(
eat e
b
iψΓaΓb
)←−
D j − 2λ
a
i e
b
jψΓaΓb − 2e
a
i e
b
jΛΓab
)
.
This system of (14 + 4n) equations determines up to an equal number of Lagrange multipliers, leaving seven free
parameters. This means that in a generic sector (maximum rank), there are S = 14+4n second-class and F = 7 first-
class constraints. Also, if one choose (eat , ω
a
t , At) as the free parameters, the consistency of the secondary constraints
Ka, Ja and K can be readily shown to follow. In Appendix C we exhibit a solution for (B5).
11 Hereafter we will omit the δ2(x− y) factors when computing the brackets. Spinor indexes may also be omitted for simplicity.
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Appendix C: Solving the consistency equations
Let us now choose tensors ζa and T
a
bc = T
a
[bc], depending on the dynamical fields, such that
T abce
b
ie
c
j = T
a
ij (C1)
= Die
b
j −Dje
b
i ,
eai ζa = Diψ . (C2)
Equation (C1) relates the 9 Lorentz covariant components T abc to the 3 field dependent quantities on the RHS.
Similarly, equation (C2) expresses the vector-spinor ζa as functions of 2 components on the RHS. This means there are
six real and one spinorial indeterminate components respectively 12, which will be fixed by the consistency equations.
Now, let us take the Lagrange multipliers in equation (8) as
λbj = −ve
b
j − ǫ
b
cdω
c
t e
d
j +Dje
b
t + T
b
ace
a
t e
c
j ,
Λ = vψ +
i
2
Atψ −
1
2
ωctΓcψ + e
a
t ζa ,
Λ¯ = vψ¯ −
i
2
Atψ¯ +
1
2
ωct ψ¯Γc + ζ¯ae
a
t , (C3)
Λbj = Djω
b
t + 2e
c
te
a
j ǫ
b
caψ¯ψ ,
λj = ∂jAt + 2ie
a
t e
b
jǫabcψ¯Γ
cψ .
After inserting (C3) into the consistency conditions (B5), these reduce to
0 = ebte
c
j(ηadT
d
cbψ¯ψ − ψ¯ΓaΓ[cζb] − ζ¯[bΓc]Γaψ) , (C4)
0 = |e|ǫabc(Γabζc −
1
2
ΓaΓdT
d
bcψ) . (C5)
together with the conjugate of the last equation. For an arbitrary dreibein, equation (C5) can be used to fix the
remaining free component of ζa as a function of the dynamical fields and T
a
bc. On the other hand, using the constraint
Ka ≈ 0, one can show that (C4) correspond to 6 independent equations for an equal number of free components in
T abc, once ζa is replaced.
Note now that the parameter v does not show up in (C4,C5), this indicates that the complete set of equations is
not independent. In fact, one can readily check that the following shift
T abc → T
a
bc + 2βδ
a
[bE
t
c], ζc → ζc − βE
t
cψ , (C6)
leaves (C1,C2) and (C4,C5) invariant. This is related to the Weyl invariance, shifting the multiplier v → v−β in (C3).
We thus have the following picture: If the three components eat remain arbitrary, then one can solve the (14 + 4n)
multipliers as in (C3), but this leaves a degeneracy in v to be fixed afterwards. Otherwise one may restrict one of the
components eat while leaving the scaling parameter v completely free, as we explain below. In view of the counting
argument of Section III, we expect in general that one combination among the 8 parameters (At, ω
a
t , e
a
t , v) will be
found fixed in a generic sector, so that the number of functionally independent first-class constraints is reduced to
F = 7. Note that the degeneracy in v also suggests there could be certain configurations of the dynamical fields such
12 For |e| 6= 0, one can put for instance ζa = EiaDiψ + E
t
aξ and T
a
bc = E
i
bE
j
cT
a
ij + E
t
[b
Ei
c]
ξai for arbitrary ξ and ξ
a
i .
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that (C4,C5) have no solution: The consistency equations would lead to secondary constraints in this sectors.
The above reasoning is illustrated with the spin-1/2 sector described in Section II B. In that case one chooses the
gauge v = 0 a priori, and then proceed to count the DOF considering the residual symmetries. This gauge fixing is
equivalent to choose the solution
T abc = 2αǫ
a
bc , (C7)
ζa = Γaψ , (C8)
for (C1,C2) and (C4,C5), provided (21,20). Inserting this into the multipliers (C3) and then into the total Hamiltonian
(8), one directly gets the form (29). Note that this Hamiltonian preserves the gauge, and possesses only 7 free
parameters (At, ω
a
t , e
a
t ) corresponding to the generators of residual symmetries.
On the other hand, in a generic sector one can always use the ”degenerate gauge” (15) for counting purposes. Using
Ka ≈ 0, this election is readily seen to close the consistencies (C4,C5) and puts the total Hamiltonian in the form
(14). However, by doing so one needs to assume there is in fact a solution for ζa and T
a
bc, in order to extend the
sector for non-degenerate choices with |e| 6= 0. Thus, in any generic sector a realization of the first-class constraints
can be easily obtained by means of the degenerate gauge, leaving also F = 7 free parameters (At, ω
a
t , ξ
i, v).
Appendix D: Asymptotic charges on the bosonic vacuum
In order to compute the charges in the smeared generator (53), we demand that the boundary terms induced by
its variations with respect to the dynamical fields be well defined. That is, the variations of Q should compensate the
boundary contributions coming from the integration by parts on the bulk term. Varying the action (53) with (49-52),
and upon integrating by parts one finds
δQG[ξ
i] = −
∫
∂Σ
dxlξi[2(ψ¯Γilδψ + δψ¯Γliψ) + ǫjlδ(e
a
i p
j
a)− ǫilδe
a
kp
k
a] , (D1)
δQJ˜ [λ
a] = −2
∫
∂Σ
dxlηabλ
aδωbl , (D2)
δQK˜ [λ] = −2
∫
∂Σ
dxlλδAl , (D3)
where ∂Σ the boundary of the spatial slice t = constant. It is clear that δQJ˜ and δQK˜ can be readily integrated, i.e.
the δ can be removed, but for δQG[ξ
i] we need to give certain boundary conditions. If we impose ψ and ψ¯ to vanish
at the boundary13, then we are led to also fix pka = 0 by consistency with ϕ
k
a ≈ 0. These (gauge-consistent) conditions
then annihilate the charge associated to Gi, while leaving the variation of the dreibein completely undetermined, as
was discussed for the vacuum configuration in the bulk region. The conditions can thus be regarded as the natural
asymptotic extension of such sector.
With these global charges, the smeared generator S has well defined functional derivatives and consistently acts on
the fields (Ai, ω
a
i , ψ, ψ¯, e
a
i , p
j
b) through the Dirac bracket. Upon gauge fixing the bulk term in S is identically dropped,
leading to the so-called asymptotic charge algebra
{QK˜ [λ], QK˜ [ζ]}D = {QK˜ [λ], S[0, ζ; 0]}D
= δK˜[ζ]QK˜ [λ]
= 2
∫
dΣ
dxlλ∂lζ
= CK˜ [λ, ζ] , (D4)
13 More generally, one could consider for instance ψ ∼ ψ¯ ∼ O( 1
r2
), where the asymptotic region is defined by r → ∞. Then the leading
order in pij ≈ 2ǫ
ijηabe
b
jψ¯ψ depends on the fall-off of the dreibein, and if e
a
i ∼ O(r), all the asymptotic contributions in (D1) still vanish.
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and similarly,
{QJ˜ [λ
a], QJ˜ [ζ
a]}D = QJ˜ [ǫ
a
bcλ
bζc] + 2
∫
dΣ
dxlηabλ
a∂lζ
b , (D5)
{QJ˜ [λ
a], QK˜ [λ]}D = 0 . (D6)
We see that the asymptotic algebra precisely corresponds to that of the CS theory for the direct product SO(2, 1)×
U(1), including the central extensions.
A short remark regarding the gauge consistency of the boundary conditions is now appropriate. Obviously, the
fermion cannot be excited in the asymptotic region by an SO(2, 1) × U(1) transformation (nor by diffeomorphisms
or Weyl scaling, in contrast with SUSY). Also, as J˜a and K˜ are first class they preserve the constraint ϕ
i
a = 0 and
thus our boundary conditions are gauge invariant. As a consequence, we see that δK˜QG = δJ˜QG = 0 is consistent,
i.e., valid in any gauge. Now, one could ask if δGQK˜ = {QK˜ , QG} = 0 also holds, and the same for δGQJ˜ . In order
to see this, let us compute explicitly the transformations generated by the improved diffeomorphisms. They read14
{eai , S[ξ
i; 0]}D = Di(ξ
jeaj ) + ξ
jTji , {ψ, S[ξ
i; 0]}D = ξ
iDiψ , {ψ¯, S[ξ
i; 0]}D = ξ
iψ¯
←−
D i , (D7)
{Ai, S[ξ
i; 0]}D = ξ
jFji , {ω
a
i , S[ξ
i; 0]}D = ξ
jRaji . (D8)
By virtue of (D8) and the constraints (5,6), we conclude the SO(2, 1)×U(1) gauge fields are invariant under improved
diffeomorphisms in the asymptotic region. This in turn yields δGQK˜ = δGQJ˜ = 0, as expected. A far simpler argument
can be repeated for the Weyl generator Υ, which is consistent with the algebra (11).
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