Abstract. We show that the quotient of two caloric functions which vanish on a portion of an H k+α regular slit is H k+α at the slit, for k ≥ 2. In the case k = 1, we show that the quotient is in H 1+α if the slit is assumed to be space-time C 1,α regular. This can be thought of as a parabolic analogue of a recent important result in [DSS14a], whose ideas inspired us. As an application, we show that the free boundary near a regular point of the parabolic thin obstacle problem studied in [DGPT13] with zero obstacle is C ∞ regular in space and time.
This result establishes regularity of the quotient one order higher than one might expect. Indeed, the classical Schauder estimates imply that u, v are C k,α up to the boundary. Then, by the Hopf Lemma, we have u ν > 0, from which one can assert that the quotient v u is C k−1,α up to the boundary. However, Theorem 1 remarkably states that the ratio is in fact C k,α up to the boundary. The special case k = 0 of this result is the boundary Harnack principle mentioned above, see [CFMS81] and [JK82] . Very recently, such a result has been generalized to the parabolic case in [BG15] .
Besides being an interesting regularity result in its own right, a direct application of Theorem 1 above implies C ∞ smoothness of a priori C 1,α free boundaries for the classical obstacle problem with zero obstacle without the use of the hodograph transformation as in [KN77] , [KNS78] , a tool which has thus far been the standard way of establishing smoothness of free boundaries starting from C 1,α . Having said this, we would like to mention that the hodograph transformation in [KN77] , [KNS78] does in fact imply real-analyticity of the free boundary, which is instead not implied by Theorem 1. Nevertheless, Theorem 1 provides a new perspective in the study of Schauder theory and free boundary problems.
Theorem 1 was subsequently generalized by De Silva and Savin to slit domains in [DSS14a] . In order to state their result, we first introduce the following notations, which should not be confused with the ones we will use beginning in Section 2. We write the points of R n+1 as X = (x, x n+1 ), where points of R n are denoted with x = (x ′ , x n ), for x ′ ∈ R n−1 .We denote the n−dimensional slit in R n+1 by P = {X ∈ R n × R | x n+1 = 0, x n ≤ g(x ′ )}, where g is assumed to be in C k+1+α for k ≥ 0. In particular, we will assume g(0) = 0, ∇ x ′ g(0) = 0, and g C k+1+α ≤ 1. We also define Γ = {X ∈ R n × R | x n+1 = 0, x n = g(x ′ )}.
Given X = (x, x n+1 ), let d denote the signed distance in R n from x to Γ. Furthermore, let r = x 2 n+1 + d 2 .
Theorem 2. Let k ≥ 0. Let U > 0 be a solution of ∆U = 0 and u be a solution of ∆u = (Γ∩B 1 ) ≤ 1. Assume that U, u ∈ C(B 1 ), that both are even in x n+1 and vanish continuously on P. Furthermore, assume that Γ ∈ C k+1+α , u L ∞ (B 1 ) ≤ 1 and U ( ≤ C,
where C = C(n, k, α).
Similar to the case of the classical obstacle problem, a direct application of Theorem 2 implies (see Theorem 1.2 in [DSS14a] ) smoothness of the free boundary near regular points for the thin obstacle, or Signorini, problem with zero obstacle studied in [ACS08] (see also [AC04] , [CSS08] ). Note that real analyticity of the free boundary near regular points in the thin obstacle problem was recently established in [KPS14] by using a method based on the hodograph transformation.
These recent results and their applications to free boundary problems motivated us to investigate their parabolic counterpart. While difficulties arise in using the methods of [KPS14] in the parabolic setting, the methods of De Silva and Savin carry over much more naturally from the elliptic case. Our main result, Theorem 3, constitutes the parabolic analogue of Theorem 2 above. In the present paper we make the observation that to generalize the ideas in [DSS14a] to the parabolic situation, one needs to make delicate adaptations due to different scalings of the space and time variables. Similar to the elliptic case, an application of Theorem 3 implies smoothness of the free boundary near regular points for the parabolic Signorini problem with zero obstacle studied in [DGPT13] . However, we would like to mention that unlike in the elliptic case, in order to apply our result to the parabolic Signorini problem, one needs to know that the time derivative of the solution vanishes on the free boundary near such regular points. To put things in perspective, it was established in [DGPT13] that the solution u is 3 4 -Hölder continuous in the time variable via monotonicity methods. With this result alone, it would not be immediately possible to apply our Theorem 3 to get smoothness of the free boundary. However, it was very recently established in [PZ15] that the time derivative is in fact continuous near regular points, thereby allowing the application of our result (see also the recent preprint [ACM16] where the same result was independently established). It remains to be seen whether one can establish real analyticity of the free boundary in the space variable near such regular points, similar to the results obtained for the classical parabolic obstacle problem in [KPS14] .
The paper is organized as follows. In Section 2 we introduce various notations and state our main results. Section 3 contains the proofs of these results. Finally, in Section 4, we establish the higher regularity of the free boundary near regular points for the parabolic Signorini problem with zero obstacle as an application of our results.
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Notation and preliminaries
Hereafter, when we say that a constant is universal, we mean that it depends exclusively on n, k and α.
Throughout the paper we use following notation. We write the points of R n as x = (x ′ , x n ), where x ′ = (x ′′ , x n−1 ) ∈ R n−1 and x ′′ ∈ R n−2 . Points of R n × R are written as X = (x ′ , x n , t).
For parabolic functional spaces, we use notations similar to those in [Lie96] and [DGPT13] . In particular, H l,l/2 (E), for l = m + γ, m ∈ N ∪ {0}, γ ∈ (0, 1] is the space of functions such that the partial derivatives ∂ α x ∂ j t u are γ-Hölder in x and γ/2-Hölder in t for the derivatives of parabolic order |α| + 2j ≤ m and (1 + γ)/2-Hölder in t if |α| + 2j ≤ m − 1. L p (E) stands for the Lebesgue space, and W 2m,m p (E) is the Sobolev space of functions such that ∂ α x ∂ j t u ∈ L p (E) for |α| + 2j ≤ 2m. We also denote by W 1,0 p (E) the Banach subspaces of L p (E) generated by the norm
We also define Hölder spaces as follows. Given β ∈ (0, 2] and f defined on Ω ⊂ R n+1 , we let, for (x 0 , t 0 ) ∈ Ω,
and f β;Ω := sup (x 0 ,t 0 )∈Ω f β;(x 0 ,t 0 ) . For any a > 0, we write a = k + α, where k is a nonnegative integer and α ∈ (0, 1], and we define
and we let H a (Ω) := {f : |f | a < ∞}. We consider domains in R n × R from which we remove an n-dimensional "slit"
where g is assumed to be in H k+1+α . In particular, we will assume g(0) = 0, ∇ x ′ ,t g(0) = 0, and
We also let Ψ + r = Ψ r ∩ {x n > 0}, with corkscrew point A r = (0, 2r, −(1 + µ)r 2 ).
Given X = (x ′ , x n , t) ∈ R n × R, we denote by d the signed Euclidean distance in R n−1 from x ′ to Γ t := {y ′ : (y ′ , t) ∈ Γ}, with d > 0 in the e n−1 direction. We define
Remark 1. Note that from the regularity assumptions on g, it follows that |d t | ≤ C||g|| C 1+α . Definition 1. The order of a monomial x ′a r b t c is defined as |a| + b + 2c where for a multi-index a = (a 1 , ....a n−1 ), we define |a| = Σ n−1 i=1 a i . The degree of a polynomial P in (x ′ , t, r) is defined to be the order of the highest order non-zero monomial in the polynomial expression for P .
Definition 2. Let k ≥ 0. We say that a function f is pointwise H k+α in the (x ′ , t, r) variables at 0 ∈ Γ if there exists a (tangent) polynomial P 0 (x ′ , t, r) of parabolic degree k such that
We denote this by f ∈ H k+α x ′ tr (0), and define f H k+α x ′ tr (0) as the smallest M for which both P 0 ≤ M and |f (X)
Remark 2. This notion of H k+α coincides with the standard notion.
Lastly, let H be the heat operator Hu = ∆u − u t in R n × R. With the assumptions on P and g as above, we can now state our main result:
Theorem 3. Let k ≥ 0. Let U > 0 be a solution of HU = 0 and u be a solution of Hu =
, that both are even in x n and vanish continuously on P. Furthermore, assume that u L ∞ (Ψ 1 ) ≤ 1 and U (A 3/4 ) = 1.
Remark 3. In the case k = 0, though we assume C 1+α regularity in both space and time as opposed to H 1+α regularity, this does not prevent application of the result to the parabolic Signorini problem, as we will show.
We will treat the case k = 0 separately after dealing with k ≥ 1. The main ingredient of the proof of Theorem 3 in the case k ≥ 1 is the following Schauder-type estimate:
The proof of Theorem 4 relies on the following special case when Γ is straight:
and it vanishes continuously on P. Then, for any k ≥ 0 there exists a polynomial P 0 (x ′ , t, r) of parabolic degree k so that U 0 P 0 is caloric in Ψ 1 \ P and u U 0 − P 0 ≤ C|X| k+1 , with C = C(n, k).
Boundary Harnack Inequality
In this section, we prove our main result Theorem 3. We will return to the proofs of Theorems 4 and 5 later. For now, we will use them to prove Theorem 3. To this end, we start by proving the following pointwise estimate: Proposition 1. Let k ≥ 1. Let 0 < U ∈ C(Ψ 1 ) be a solution of HU = 0 in Ψ 1 \ P, even in x n and vanishing continuously on P with U (A 3/4 ) = 1. Let u ∈ C(Ψ 1 ) be even in x n such that it vanishes on P, u L ∞ (Ψ 1 ) ≤ 1, and
where |F (X)| ≤ r −1/2 |X| k+α , R(x ′ , t, r) is a polynomial of parabolic degree k and R ≤ 1. Then there is a polynomial P (x ′ , t, r) of parabolic degree k + 1 such that
where C = C(n, k, α, u(A 3/4 )) and P ≤ C.
Proof of Proposition 1. First notice that after a dilation we may assume g H k+1+α ≤ δ, |R| ≤ δ and |F | ≤ δr −1/2 |X| k+α . Our first goal is to obtain an expression for U in terms of U 0 . With this in mind, we apply the Schauder estimate, Theorem 4, with U in the place of u. Thus, near 0 ∈ Γ,
where P 0 is a polynomial of parabolic degree k. We will show below, in Lemma 1, that the constant term of P 0 is nonzero, hence after multiplying U by a constant we can assume that
where Q 0 is of parabolic degree k, Q 0 ≤ 1, and the constant term of Q 0 is zero. At this point we go back to the claim that the constant term of P 0 is nonzero and show the nondegeneracy of U (X)/U 0 (X) in the following lemma: Lemma 1. P 0 has nonzero constant term.
Proof of Lemma 1. We first show that U ≥ Cr near the boundary.
Step 1. We show that U ≥ c 0 |x n | in a small slab Ψ 1/2 ∩ {0 < x n < c n }.
First, note by the Harnack inequality that there exists δ 0 > 0 such that U ≥ δ 0 on Ψ 1 ∩{x n = c n }. Applying Lemma 11.8 in [DGPT13] , we obtain U ≥ c 0 |x n | in Ψ 1/2 ∩ {0 < x n < c n }.
Step 2. We claim that U (x, t) ≥ Cr in Ψ + 1/4 . Notice that, since x n is not always proportional to r, we must adjust the point at which our estimate is centered. Let (x, t) ∈ Ψ + 1/4 and consider the point (
Moreover, from the regularity assumptions on Γ, it follows that the distance of (x * , t * ) from Γ is proportional to r, therefore, by interior Harnack, we then obtain that U (x, t) ≥ Cr for (x, t) ∈ Ψ + 1/4 . Now we argue by contradiction. Suppose on the contrary, the constant term of P 0 is zero. Since U 0 grows like r 1/2 , therefore for (x, 0) ∈ {r ≥ |x ′ |} ∩ Ψ + 1/4 , we have that U ≤ Kr 3/2 which is inconsistent with the fact that U ≥ Cr near the boundary. This establishes the lemma.
To continue the proof of Proposition 1, we follow De Silva's and Savin's method of "approximating polynomials" (see [DSS14] and [DSS14b] ), which we will define in Definition 3. We begin by computing some preliminary estimates. Given m ≥ 0, notice that
Letting i denote the multi-index with of all zeros except a 1 in the i-th position, we have for |µ| + m + 2s ≤ k + 1 with µ n = 0 that
using that U is caloric. We first note that d ∈ H k+1+α in a neighborhood of Γ (see pages 241-243 in [Lie96] ). By Taylor expansion at the origin and recalling that ∇ x ′′ ,t g(0) = 0, we find that
∆d = ∆d(0) + . . . , and d = x n−1 + . . . .
Thus we see that
with b µm σl nonzero only for |µ| + m − 1 + 2s < |σ| + l + 2s ≤ k. Furthermore, we have
where p µm σl is nonzero only for |µ|+m−1+2s < |σ|+l+2s ≤ k. This follows from the representations
and
which are shown in Lemma 4 and Lemma 5. Note that the terms b µm σl x σ r l t s and p µm σl x σ r l t s have strictly higher degree than the first terms. Moreover, the coefficients satisfy the estimates b µm σl ≤ Cδ and p µm σl ≤ Cδ since they are linear combinations of the coefficients of the tangent polynomials at 0 of d∆d, dd t , and dd i .
Hence we find that
where c µm σl is nonzero only for |µ| + m − 1 + 2s < |σ| + l + 2s ≤ k and c µm σl ≤ Cδ. Therefore, for a polynomial P = a µmη x µ r m t η of degree k + 1, we obtain
for |σ| + l + 2s ≤ k with
Notice that a σ(l+1)s can be written in terms of A σls and a linear combination of a µmη with either |µ| + m + 2η < |σ| + l + 1 + 2s, or |µ| + m + 2η = |σ| + l + 1 + 2s and m < l + 1. Therefore the above equation uniquely determines the coefficients a µmη for given A σls and a µ0η .
We are now ready to specify what it means to be an approximating polynomial.
Definition 3. We define P to be approximating for u/U at 0 if the coefficients A σls are the same as the coefficients of R.
The rest of the proof of Proposition 1 relies on the following Lemma:
Lemma 2. There exist universal constants C, ρ, and δ depending solely on n, k, α such that if P is an approximating polynomial for u/U in Ψ λ \ P with P ≤ 1 and
then there is an approximating polynomial P for u/U in Ψ ρλ \ P with
Proof of Lemma 2. First, let u = U P + λ k+3/2+αũ (X) whereX = (x/λ, t/λ 2 ). Since P is approximating, we have
Note that by hypothesis we have |ũ(X)| ≤ 1 and |Hũ(X)| ≤ Cδr −1/2 in Ψ 1 . Denote the rescalings of Γ, P, U 0 , and U from Ψ λ to Ψ 1 byΓ,P,Ũ 0 , andŨ . We splitũ into two parts,ũ =ũ 0 +ṽ with Hũ 0 = 0 in Ψ 1 \P,ũ 0 =ũ on ∂ p Ψ 1 ∪P and |Hṽ| ≤ Cδr −1/2 in Ψ 1 \P,ṽ = 0 on ∂ p Ψ 1 ∪P. Here ∂ p Ψ 1 refers to the parabolic boundary of Ψ 1 . Moreover, we have the following estimate:
In order to establish (3.2), we use as lower (upper) barriers multiples of v = −U 0 + U 2 0 similar to the ones used in the proof of (5.6) in [DSS14b] . In this regard , we first note that v 0 ≤ 0 in Ψ 1 . Moreover from Remark 1 and calculations similar to those in the proof of (5.6) in [DSS14b] , we have that
The above estimate (3.3) implies that suitable multiples of v can be used as barriers to establish (3.2). Now to estimateũ 0 , note that as δ tends to 0,Γ converges to {x n−1 = 0}, andũ 0 is uniformly Hölder continuous in Ψ 1/2 . Then by compactness, for δ small enough, we can approximateũ 0 in Ψ 1/2 by a solution of the flat case Γ = {x n−1 = 0}. By Theorem 5 and the fact thatŨ →Ũ 0 uniformly as δ → 0, we
for a polynomial Q of degree k + 1 with Q ≤ C. Moreover, since U 0 Q is caloric, we conclude from the linear system we found earlier that the coefficients of Q satisfy (l + 1)(l + 2 + 2σ n−1 )q σ(l+1)s + (σ n−1 + 1)q (σ+n−1)ls
noting that the c µm σl 's are 0 in the flat case. Now using that ṽ
by choosing ρ and then δ sufficiently, and universally, small. This gives us
in Ψ ρλ . But P (X) + λ k+1+α Q(X) is not quite an approximating polynomial and so we must modify our Q to some Q. We choose Q such that it is approximating for R = 0, and hence its coefficients solve the system (l + 1)(l + 2 + 2σ n−1 )q σ(l+1)s + (σ n−1 + 1)q (σ+n−1)ls Then taking δ small enough and setting P = P + λ k+1+α Q(X), we find
We now finish the proof of Proposition 1. Note that since U ≥ Cr 1/2 ≥ C 1 U 0 (which can be seen using the nondegeneracy we showed in Lemma 1), the pointwise Schauder estimate gives us that |ũ 0 | ≤ C ′Ũ 0 ≤ CU where C = C(n, k, α, U (A 3/4 )). From (3.2), we have ṽ L ∞ (Ψ 1 ) ≤ CδŨ (due to the nondegeneracy). Combining these, we get |ũ| ≤ CŨ in Ψ 1/2 , thus the hypothesis of the proposition can be improved to
After multiplying u by a small constant, the hypotheses of the lemma are satisfied for some small starting λ 0 . We then iterate the lemma, obtaining a limiting approximating polynomial P 0 with P 0 ≤ 1 and
in Ψ 1 . By the preceding remark, we can improve the right hand side, replacing it by CU |X| k+1+α . Thus
We claim that Proposition 1 implies Theorem 3 for the case k ≥ 1. Indeed, notice that by assumption we have f (X) = R(x ′ , t, r) + h(X), where R is a polynomial of degree k and h(X) = O(|X| k+α ). Then F = U 0 r h(X) satisfies the hypothesis of Proposition 1 and Theorem 3 follows for k ≥ 1. Now we return to the proofs of Theorems 4 and 5. We start with Theorem 5.
Proof of Theorem 5. We start by proving that u is C ∞ in the x ′′ , t variables. We first note that since P = {x n−1 ≤ 0} satisfies the Wiener type criterion (see (3.2) in [PS14] ) and is scale invariant, u is Hölder continuous in Ψ 1/2 . Moreover since the equation is invariant after differentiating in the x ′′ and t variables (one can take difference quotients in x ′′ , t as an intermediate step and pass to the limit), we have that ∇ x ′′ u, u t are uniformly Hölder continuous in Ψ 1/2 . Now since the norms of the derivatives are controlled by the L ∞ norm of u in the interior, repeatedly differentiating with respect to x ′′ , t (i.e. by first taking difference quotients) establishes that u is C ∞ in the x ′′ , t variables.
We rewrite the equation as
and solve (3.4) in the two dimensional planes (x ′ , t) ≡ constant. Due to invariance of the equation in x ′′ , t, u and f have the same regularity properties.
To this end, consider the transformation u(z) = u(z 2 ), f (z) = f (z 2 ) where z = y n−1 + iy n . Then u solves ∆u = 4|z| 2 f and vanishes on y n−1 = 0. After an odd reflection in y n−1 , we find that (3.4) is satisfied with u, f even in y n and odd in y n−1 such that u and f have the same regularity properties. This implies that u is C ∞ in z. Additionally, we can expand u at 0 as
for some polynomial P of degree k. Rewriting P as a polynomial in x n−1 = Rez 2 = y 2 n−1 − y 2 n and r = |z| 2 = y 2 n−1 + y 2 n of degree k and noticing that U 0 = y n−1 , we obtain the expansion
from which the desired result follows for a polynomial P 0 (x ′ , t, r) after considering the C ∞ dependence on the x ′′ , t variables. To see that U 0 P 0 is in fact caloric, we expand P 0 as a sum of homogeneous polynomials,
Notice that v is caloric. Defining the rescalings v λ (X) := We now return to Theorem 4. Analogously to our approach to Theorem 3, we start by proving a pointwise estimate.
Proposition 2. Let k ≥ 1 and Γ ∈ H k+1+α . Let u ∈ C(Ψ 1 ) be even in x n and vanish continuously on P. Assume that u L ∞ (Ψ 1 ) ≤ 1 and Hu(X) = U 0 r R(x ′ , t, r) + F (X) in Ψ 1 \ P, for R a polynomial of parabolic degree k − 1 with R ≤ 1 and |F (X)| ≤ r −1/2 |X| k−1+α . Then there is a polynomial P 0 (x ′ , t, r) of parabolic degree k satisfying
in Ψ 1 \ P for C = C(n, k, α, u(A 3/4 )) and P 0 ≤ C.
Proof of Proposition 2.
After an initial dilation, we can assume that g H k+1+α ≤ δ, |R| ≤ δ, and |F | ≤ δr −1/2 |X| k−1+α . We compute
Recalling that ∇ x ′′ ,t g(0) = 0 and using the Taylor expansions d i = δ i n−1 + . . ., ∆d = ∆d(0) + . . ., and d = x n−1 + . . ., as in the proof of Proposition 1, we obtain
with c µm σl = 0 only for |µ| + m − 1 + 2s < |σ| + l + 2s ≤ k − 1. Note additionally that |c µm σl | ≤ Cδ. For a polynomial P = a µmη x µ r m t η of degree k, we have
with A σls = (l + 1)(l + 2 + 2σ n−1 )a σ(l+1)s + (σ n−1 + 1)a (σ+n−1)ls
µm σl a µms . As in the proof of Proposition 1, this systems determines the coefficients a µmη once A σls and a µ0η are given, since a σ(l+1)s can be expressed in terms of A σls and a linear combination of a µmη with either |µ| + m + 2η < |σ| + l + 1 + 2s, or |µ| + m + 2η = |σ| + l + 1 + 2s and m < l + 1.
We define an approximating polynomial P for u/U 0 to be a polynomial P = a µmη x µ r m t η as above where the coefficients A σls coincide with the coefficients of R. The rest of the proof rests on an improvement of flatness lemma as in the proof of Proposition 1:
Lemma 3. There exist universal constants C, ρ, and δ depending on n, k, α such that if P is an approximating polynomial for u/U 0 in Ψ λ \ P such that P ≤ 1 and
then there is an approximating polynomial P for u/U 0 in Ψ ρλ \ P with
Proof of Lemma 3. First, let u = U 0 P + λ k+1/2+αũ (X) whereX = (x/λ, t/λ 2 ). Since P is approximating, we have
Note that by hypothesis we have |ũ(X)| ≤ 1 and |Hũ(X)| ≤ Cδr −1/2 in Ψ 1 . Denote the rescalings of Γ, P, U 0 , and U from Ψ λ to Ψ 1 byΓ,P,Ũ 0 , andŨ . Now we splitũ into two parts,ũ =ũ 0 +ṽ with Hũ 0 = 0 in Ψ 1 \P,ũ 0 =ũ on ∂ p Ψ 1 ∪P and |Hṽ| ≤ Cδr −1/2 in Ψ 1 \P,ṽ = 0 on ∂ p Ψ 1 ∪P. By constructing barriers, we find that
(Use as barriers multiples of v = −U 0 +U 2 0 as before). Now to estimateũ 0 , note that as δ tends to 0, Γ converges to {x n−1 = 0}, andũ 0 is uniformly Hölder continuous in Ψ 1/2 . Then by compactness, for δ small enough, we can approximateũ 0 in Ψ 1/2 by a solution of the flat case Γ = {x n−1 = 0}. By Theorem 5, we find
for a polynomial Q of degree k with Q ≤ C. Moreover, since U 0 Q is caloric, we conclude from the linear system we found earlier that the coefficients of Q satisfy (l + 1)(l + 2 + 2σ n−1 )q σ(l+1)s + (σ n−1 + 1)q (σ+n−1)ls
in Ψ ρλ . But P (X) + λ k+α Q(X) is not quite an approximating polynomial and so we must modify our Q to some Q. We choose Q such that it is approximating for R = 0, and hence its coefficients solve the system (l + 1)(l + 2 + 2σ n−1 )q σ(l+1)s + (σ n−1 + 1)q (σ+n−1)ls Then taking δ small enough and setting P = P + λ k+α Q(X), we find
The boundary Harnack inequality gives us that |ũ 0 | ≤ CŨ 0 ( see [PS14] and the Remark below). Since ṽ L ∞ (Ψ 1 ) ≤ CδŨ 0 , we get |ũ| ≤ CŨ 0 in Ψ 1/2 . Thus the hypothesis of the proposition can be improved to
Consequently, we can improve the right hand side of our previous estimate by replacing it with CU 0 |X| k+α , and thus
Moreover, since P 0 is approximating, we find
Remark 4. In the argument above, although U 0 is not caloric, one can still apply boundary Harnack with U 0 because it is comparable to a caloric function H 0 such that H 0 vanishes on P. Here are the relevant details: Assume δ << 1. Let V 1 = (1 + Cδr)U 0 . Then from calculations similar to proposition 3.2 in [DSS11], we have that V 1 is a subsolution to the heat equation which vanishes on P ′ for C sufficiently large. Similarly, V 2 = (1 − Cδr)U 0 is a supersolution to the heat equation which also vanishes on P. Furthermore, we can assume that Cδ < 1 2 which implies
Therefore, by the Perron Process, there exists a caloric function H 0 which vanishes on P and is comparable to U 0 by (3.5).
Proof of Theorem 4. First, by noting the expansion of f as f (X) = R(x ′ , t, r) + O(|X| k−1+α ) where R has parabolic degree k − 1, we see that the assumptions of the proposition are satisfied. By applying the proposition, we directly obtain the first estimate in Theorem 4, namely that
The second estimate in Theorem 4 will follow by using the following estimates for the derivatives of u close to Γ.
Lemma 4. Let u be as in Proposition 2. Let 1 ≤ i ≤ n − 1. Then
in the cone {|(x n−1 , x n )| ≥ max(|x ′′ |, |t| 1/2 )}, where P i 0 has parabolic degree k and (U 0 /r)P i 0 is obtained through formal differentiation of U 0 P 0 at 0 in the x i direction.
Proof of Lemma 4. We first note that in the cone {|(x n−1 , x n )| ≥ max(|x ′′ |, |t| 1/2 )}, r ≥ Cmax(|x ′′ |, |t| 1/2 ). As in the proof of the previous lemma, takeũ so that
Then Hũ =F and ũ L ∞ (Ψ 1 ) ≤ C, wherẽ
where P i 0 has degree k. We conclude that
To finish the proof of Theorem 4, we first note thatF is uniformly Hölder continuous in P ∩ C. Since ∇ x ′ u vanishes on P, from C 2,α Schauder estimates forũ in C ′ , we have that |∇ x ′ u| ≤ Cr. Since U 0 is comparable to r 1/2 in C ′ , (3.6) can be improved to |∇ x ′ũ| ≤ CŨ 0 , and hence we can improve our conclusion to (3.7)
.e, we have estimates in non-tangential cones to Γ. The second estimate in Theorem 4 follows from (3.7), by decomposing f = R(x ′ , t, r) + F, where R is a polynomial of degree at most k and F = O(|X| k−1+α ), and by employing arguments similar to Remark 5.6 in [DSS14b] .
Lemma 5. Take Γ and U as in Proposition 1. Then
where P r 0 has degree k and
Proof. By Lemma 4 above, we have that
for 1 ≤ i ≤ n − 1 and
in the cone C 0 = {|(x n−1 , x n )| > max(|x ′′ |, |t| 1/2 )}. Then since |∂ xn r| ≤ r −1/2 U 0 , we get
in C 0 , and the conclusion follows by arguing as in the proof of Lemma 4.
At this point we prove Theorem 3 in the case k = 0. The proof follows the same basic strategy as the proof for the case k ≥ 1, but we need to use regularized versions r, d, and U 0 of r, d, and U 0 due to their lack of regularity. We begin with the Schauder estimate in the case k = 0.
Theorem 6. Let u ∈ C(Ψ 1 ) be a solution of Hu = U 0 r f in Ψ 1 \ P with |f | ≤ r α−1 . Assume that u is even in x n , that it vanishes continuously on P, u L ∞ (Ψ 1 ) ≤ 1 and Γ ∈ C 1+α . Then
To prove the theorem, we will need a number of properties of the regularized functions r and U 0 . We state these in the following lemma, whose proof we will delay to the end. Lemma 6. Let Γ C 1+α ≤ δ. Then there exist smooth functions U 0 and r such that, for a universal constant C,
Now we prove the improvement of flatness lemma analogous to that in the case k ≥ 1.
Lemma 7. Suppose |Hu| ≤ δr −3/2+α in Ψ 1 \ P, where u ∈ C(Ψ 1 ), is even in x n , and vanishes continuously on P with Γ C 1+α ≤ δ. If there exists a constant a with |a| ≤ 1 such that
for some λ > 0, then there exists a constant b and ρ > 0 such that |a − b| ≤ Cλ α and
for sufficiently small δ.
Proof. By Lemma 6 we can assume u − aU 0 L ∞ (Ψ λ ) ≤ 2λ 1/2+α . Let u = aU 0 + 2λ 1/2+αũ (X) whereX = (x/λ, t/λ 2 ). Then again by Lemma 6, using the bound for HU 0 , we find that in Ψ 1 |ũ| ≤ 1 and |Hũ| ≤ Cδr −3/2+α . We splitũ asũ =ũ 1 +ũ 2 where
Now ũ 1 L ∞ ≤ CδŨ 0 with C not depending on δ, which can be shown by using a multiple of
as a barrier. The fact that V is a barrier follows from Lemma 6 and calculations similar to Lemmma 5.2 in [DSS14a] . Thusũ 1 → 0 uniformly as δ → 0. Forũ 2 , by compactness we can for δ universally and sufficiently small approximate in Ψ 1/2 by a solution of the problem in the case where Γ is straight, and therefore by Theorem 5 (which we proved for k ≥ 0),
for a constant c with |c| ≤ C.
As a consequence, we find that
and subsequently
Applying Lemma 6 once more, we find
Theorem 4 now follows from Lemma 7 as in the case k ≥ 1 by iterating the Lemma above and by using boundary Harnack. In this regard, we would like to mention that, similarly to the case k ≥ 1, one can apply boundary Harnack with U 0 . This follows from an elementary computation similar to Lemma 5.2 in [DSS14a] , which shows we have that
is a supersolution and
is a subsolution, both of which vanish on P and are comparable to U 0 . Therefore, by the Perron process, there exists a caloric function H which vanishes on P and is comparable to U 0 .
We now state the k = 0 version of Proposition 1, from which the k = 0 case of Theorem 3 follows, exactly as in the k ≥ 1 case.
Proposition 3. Let 0 < U ∈ C(Ψ 1 ) be a solution of HU = 0 in Ψ 1 \ P, such that U is even in x n , and it vanishes continuously on P with U (A 3/4 ) = 1. Let u ∈ C(Ψ 1 ) be even in x n , 0 on P such that u L ∞ (Ψ 1 ) ≤ 1, and
with |F (X)| ≤ r −1/2 |X| α and |a| ≤ 1. Then there is a polynomial P (x ′ , r) of parabolic degree 1 such that P ≤ C and
a i x i + a n r.
We compute that (3.8) H(U P ) = a n U Hr + 2
By Theorem 6, |u − aU 0 | ≤ C|X| α U 0 for some constant a with |a| ≤ C.
Lemma 8. Assume additionally that u is caloric, then for a.e. X ∈ Ψ 1/2 ,
We delay the proof of Lemma 8 to the end of the paper. However, with this result in hand, we can suppose after multiplying by a constant and dilating that (3.9)
and (3.10)
Now given Lemma 8 (applied to U ), (3.8) , (3.9), (3.10) and the estimates in Lemma 6, by calculations identical to ones following (4.4) in [DSS14a] , we obtain that
We define P (x ′ , r) to be an approximating polynomial for u/U at the origin if a n−1 + 2a n = a. With this definition and the following lemma, whose proof is identical to that of Lemma 3 for the case k ≥ 1, Proposition 3 follows.
Lemma 9. There exist universal constants C, ρ > 0 such that if P is an approximating polynomial for u/U in Ψ λ \ P with P ≤ 1 and
then there exists an approximating polynomial P for u/U in Ψ ρλ \ P with
Proof. Follows as the proof of Lemma 3.
We now focus on the proofs of Lemmas 6 and 8, which will conclude the proof of Theorem 3 for k ≥ 0.
Proof of Lemma 6. Recall that by assumption ||Γ|| C 1+α ≤ 1. Notice that d, r and U 0 are locally Lipschitz continuous, therefore are differentiable a.e. Whenever we write their derivatives, we assume we are at a point where they are differentiable.
Step 1: We start by smoothing out the signed distance function d. Define, for small λ, the following neighborhood of Γ:
Let ρ ∈ C ∞ 0 (Ψ 1/8 ) be symmetric in x n−1 , such that R n+1 ρdX = 1, and define
Since Γ H 1+α ≤ 1, for a point x 0 on the x n−1 axis we have
from which we conclude that (3.12)
Moreover, since
we find that
We now interpolate between the d λ 's with λ = λ l = 4 −l in the annular sets A λ := {X ∈ R n+1 : λ < d(X) < 4λ}. More precisely, define
where ψ ∈ C ∞ 0 (Ψ 1 ) is such that (3.14)
To obtain such a function one might take, for instance,
λ , where
and h is smooth in between.
A direct computation using (3.13) and (3.14) leads to
Step 2: We smooth out r in an analogous way. Define r λ := d 2 λ + x 2 n in R λ := {X ∈ R n+1 : λ/2 < r(X) < 4λ}. Note that r, r λ , and λ are all comparable in R λ and R λ ⊆ D 4λ . We have, using (3.13), |r
From the above equation it follows that (3.15)
we have, using (3.13) and (3.15),
Furthermore, (3.16) and (3.12) give
which together with (3.13) and the identity
Now, (3.15) and (3.18) give us
Finally,
Analogously to the procedure with d, we iteratively glue together the r λ 's in the annular regions {X ∈ R n+1 : λ l < r(X) < 4λ l }, where λ l = 4 −l , by defining
where ψ satisfies the properties in (3.14). Thus as above we find
In R 2 λ we have that U 0 , (U 0 ) λ , and |x n |λ −1/2 are comparable and
Thus one proves as above that
Finally, since ∂ xn d λ = 0 and ∂ xn r λ = x n /r λ , (3.20) leads to (assuming
Consequently, since
we obtain
λ we have, for λ small,
Collecting the results above, the proof of Lemma 6 is complete.
We turn to Lemma 8.
Proof of Lemma 8. Without loss of generality, let X 0 = (x 0 , 0) be a point at distance λ from Γ, and, furthermore, assume that the closest point to X 0 on Γ at t = 0 is the origin. Therefore from our assumption that the space normal at origin is e n−1 , we get that x 0 belongs to the hyperplane {x ′′ = 0}. Let
n . Not only do U * 0 and r * coincide with U 0 and r at X 0 , but moreover if d, r, and U 0 are differentiable at X 0 , we have ∇d = e n−1 , ∇U 0 = ∇U * 0 , and ∇r = ∇r * at X 0 . Using that Γ C 1+α ≤ δ, we find
in the cone C = {max(|x ′′ |, |t| 1/2 ) < r * } ∩ {λ/2 < r * < 2λ}. So in C,
This is because u − aU * 0 is caloric and vanishes on Q where Q is a smooth slit which contains origin and is at a distance comparable to λ from X 0 . This follows from the fact that the slit P is C 1,α and sufficiently flat near the origin and is comparable to {x n−1 ≤ 0}. Therefore one can find such a Q for which the corresponding U ′ 0 will differ from U 0 and U * 0 by order of λ 1/2+α in C. This implies (3.21). Then from the gradient estimates in C, we can obtain that
at X 0 . that Thus replacing U * 0 by U 0 in these inequalities we find that for arbitrary X ∈ Ψ 1/2 where differentiability holds, if π(X) is the projection of X on Γ at a fixed time level and a π(X) is the corresponding constant then |∇u − a π(X) ∇U * 0 | ≤ Cr −1/2+α , |∇ x ′ u − a π(X) ∇ x ′ U 0 | ≤ CU 0 r −1+α .
Using that |∇U 0 | ≤ Cr −1/2 , |∇ x ′ U 0 | ≤ CU 0 /r, r ≤ |X|, and |a π(X) − a| ≤ C|π(X)| α ≤ C|X| α , the lemma is proved.
4. Higher regularity of the free boundary in the parabolic Signorini problem
Let Ω ⊆ R n be a domain with a sufficiently regular boundary ∂Ω, and M be a relatively open subset of ∂Ω. Define S := ∂Ω\M. We consider the parabolic Signorini problem for the heat equation The function ϕ is called the thin obstable, since v must stay above ϕ on M T .
We say that a function v ∈ W The free boundary is defined as Γ(v) := ∂ M T {(x, t) ∈ M T | v(x, t) > ϕ(x, t)}, where ∂ M T denotes the boundary in the relative topology of M T .
Regarding the existing literature, the reader can find the existence and uniqueness of v in [Bré72] , [DL80] , [AU88] and [AU96] . The Hölder continuity of the spatial derivatives ∂ x i v, for i = 1, . . . , n, on compact subsets of Ω T ∪ M T was proved by Athanasopoulos (see [Ath82] ) and subsequently by Uraltseva in [Ura85] , and with more relaxed assumptions on the boundary data by Arkhipova and Uraltseva in [AU88] . An extensive treatment of this problem and the optimal regularity of the solution, v ∈ H 3/2,3/4 loc (Ω T ∪ M T ), was recently proved by Danielli, Garofalo, Petrosyan and To (see Theorem 9.1 in [DGPT13] for a flat thin manifold M contained in R n−1 × {0}, assuming ϕ ∈ H 2,1 (Ω T ). There the authors establish an ingenious truncated version of Poon's parabolic counterpart to Almgren's frequency formula (see [Poo96] ). With a frequency formula in hands, the authors systematically classified the free boundary points by considering the limit of the generalized frequency function at the free boundary point in question.
To state the main result of this paper, we need to describe this classification. We consider Γ * (v) := {(x ′ , t) | v(x ′ , 0, t) = ϕ(x ′ , t), ∂ xn v(x ′ , 0, t) = 0}.
and assume (0, 0) ∈ Γ * (v), ϕ ∈ H l,l (B 1 ∩ R n−1 ), with l = k + γ ≥ 2 and 0 < γ ≤ 1. Letin a full neighborhood of the free boundary point. Indeed, the free boundary may fail to even exist at future times.
Theorem 7. R(v) is locally C ∞ .
Proof. We have that (4.7) v(x ′′ , g(x ′′ , t), 0, t) = 0.
Therefore, by differentiating equation (4.7) with respect to the variables x 1 , ...x n−2 , t, we obtain that (4.8)
This implies that if we take u = D i v and U = D n−1 v in Theorem 3, we obtain from (4.8) that D ′′ g ∈ H 1+α . Similarly, with u = D t v and u = D n−1 v, Theorem 3 leads to the conclusion that D t g ∈ H 1+α (note that this relies crucially on the fact that D t v vanishes on the free boundary). This implies that g ∈ H 2+α , i.e., the free boundary is H 2+α regular. We now proceed inductively as follows. Suppose we know that g, and hence the free boundary, is in H k+α for some k ≥ 2. Then, by applying Theorem 3 to u = D i v and U = D n−1 v, we obtain from (4.8) that D ′′ g ∈ H k+α . Similarly, with u = D t v and U = D n−1 v, we find that D t g ∈ H k+α , implying that g ∈ H k+1+α . Therefore, we can repeatedly apply Theorem 3 to conclude that R(v) is smooth.
