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Abstract
We discuss scalar quantum field theories in a Lorentz-invariant three-dimensional
noncommutative space-time. We first analyse the one-loop diagrams of the two-
point functions, and show that the non-planar diagrams are finite and have infrared
singularities from the UV/IR mixing. The scalar quantum field theories have the
problem that the violation of the momentum conservation from the non-planar di-
agrams does not vanish even in the commutative limit. A way to obtain an exact
translational symmetry by introducing an infinite number of tensor fields is pro-
posed. The translational symmetry transforms local fields into non-local ones in
general. We also discuss an analogue of thermodynamics of free scalar field theory
in the noncommutative space-time.
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1 Introduction
Quantum field theories in noncommutative space-times with the noncommutativity [xµ, xν ] =
iθµν are interesting in pursuing the new possibilities of quantum field theories in quantum
space-times. Remarkably, this kind of noncommutativity between coordinates appears in
string theory, for instance, in the toroidal compactification of Matrix Theory [1] and in open
string theory [3]-[7] with a B-field background. Thus it may be expected that field theories
in this kind of noncommutative space-times are controllable in some way. On the other hand,
however, perturbative analyses show that these noncommutative field theories have interesting
but unusual behaviours [8]-[21]. Infrared singularities in the correlation functions were shown
to appear even for massive theories [8]-[11]. In the case with space-time noncommutativity
with θ0i 6= 0 [15]-[18], the causality is violated in interesting ways [15], and S-matrix does not
satisfy unitarity constraints [18]. Thus, before we become able to handle such noncommutative
quantum field theories consistently, there still seems to remain a lot to learn about them.
An obvious direction to learn more would be to generalise the class of noncommutative
space-time. A constant background of θµν violates Lorentz symmetry in more than two-
dimensional space-time. Since Lorentz symmetry is one of the fundamental components in
the present theoretical physics, in this paper we consider a Lorentz-invariant three-dimensional
space-time with the noncommutativity [xµ, xν ] = 2ilP ε
µνρxρ
1. Though this noncommutativity
is different from that obtained from the constant background of the two-form field in string
theory, a similar kind of noncommutativity between more than two coordinates appears on the
boundary string of a membrane in M-theory with a non-vanishing background of the three-
form field [26, 27], and also on a D2-brane in a non-constant two-form field background in
string theory [28]. Another motivation comes from that this noncommutative space-time may
be regarded as a fuzzy space-time with a Lorentz-invariant space-time uncertainty relation
[29] derived from a gedanken experiment in which only the general relativity and quantum
mechanics are used [30]-[34]. Concerning the questions whether there is any relationship
between the space-time uncertainty relation and quantum gravity or string theory [35], as
well as whether the properties obtained so far for the specific noncommutative quantum field
theories are general in other noncommutative space-times, it would be interesting to investigate
quantum field theories in that noncommutative three-dimensional space-time. As for the latter
1A noncommutative space-time with this commutation relation is often quoted a quantum sphere. For
example, see [22]-[24]. In this paper, the noncommutative space-time is three-dimensional, rather than a
two-dimensional subspace in it. See also [25].
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question, since the time-coordinate is also noncommutative in the space-time we consider, it
should be the most radical case with the above-mentioned violations of causality and unitarity
[15]-[18]. In this paper, we shall discuss only scalar field theories in the noncommutative space-
time.
The organisation of this paper is as follows. In section 2, we discuss the group theoretical
structure of the one-particle Hilbert space of free scalar field theory. In section 3, we define the
action and derive the Feynman rules. In section 4, we compute some one-loop diagrams. The
non-planar diagrams are shown to be finite and have infrared singularities from the UV/IR
mixing. We encounter the feature that the violation of the momentum conservation from the
non-planar diagrams does not vanish even in the commutative limit lP → 0. In section 5, we
propose a translationally symmetric theory to remedy the defect. In section 6, we discuss a
noncommutative analogue of the thermodynamics of free scalar field theory and compare the
result with the qualitative estimation given previously in [32]. Section 7 is devoted for the
summary and discussions.
2 One-particle Hilbert space
In the paper [29], one of the present authors discussed the momentum space representa-
tion of the one-particle Hilbert space of free scalar field theory in a Lorentz-invariant three-
dimensional noncommutative space-time. There the noncommutativity of the space-time is
motivated by a space-time uncertainty relation derived from a certain gedanken experiment
[29]-[32]. In this section we discuss the group theoretical structure of the one-particle Hilbert
space.
2.1 Construction via ISO(2, 2) algebra
The three-dimensional noncommutative space-time in [29] is represented by the following
SO(1, 2) Lorentz-invariant commutation relations between the coordinates and momentum
operators2:
[xˆµ, xˆν ] = 2ilP ǫ
µνρxˆρ,
[pˆµ, pˆν ] = 0,
2 We have rescaled the numerical constant of the algebra by a factor of 2 from that in the previous paper
[29].
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[pˆµ, xˆν ] = −iηµν
√
1 + l2P pˆ
2 + ilP ǫ
µνρpˆρ, (1)
where the greek indices run through 0 to 2, and the numerical constant lP should be in the
order of Planck length.
Now let us consider the lie algebra of ISO(2, 2),
[Jˆmn, Jˆkl] = −i(ηmkJˆnl − ηmlJˆnk − ηnkJˆml + ηnlJˆmk),
[Jˆmn, pˆk] = −i(ηmkpˆn − ηnkpˆm),
[ pˆm, pˆn] = 0, (2)
where the roman indices run through −1 to 2, and the signature is given by ηmn = (−,−,+,+).
By identifying
xˆµ = lP (Jˆ−1,µ − 1
2
ǫµ
αβJˆαβ),
pˆµ = pˆm=µ, (3)
and imposing a constraint
1 + l2P pˆ
mpˆm = 0, (4)
we can easily show that the commutation relations (1) can be derived from (2). The momentum
square pˆmpˆm is one of the Casimir operators of the algebra (2), and hence we may consistently
impose the constraint (4). The remaining three independent generators in (2) are now the
SO(1, 2) Lorentz generators of the noncommutative space-time (1).
The representation of the algebra (1) is obtained from that of ISO(2, 2), which is given
by Jˆmn = i(pm
∂
∂pn
− pn ∂∂pm ) in the momentum space representation. In order to impose the
constraint (4), the following “polar” coordinate is convenient:
p−1 = rcoshχ cos θ,
p0 = rcoshχ sin θ,
p1 = rsinhχ cosφ,
p2 = rsinhχ sinφ. (5)
This coordinate is only valid in the neighbourhood of the hyperboloid 1 + l2Pp
mpm = 0, but
this is enough for our purposes. Since Jˆmnp
lpl = 0 and Jˆmn do not contain r-derivative, we
can restrict the representation space to the functions on the hyperboloid, i.e. the functions
depending only on χ, θ, φ. Thus the natural inner-product that makes Jˆmn, pˆm hermite in the
restricted representation space is given by
〈Φ1|Φ2〉 = 2
∫
d4p δ(1 + l2Pp
mpm)Φ
∗
1(p)Φ2(p). (6)
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After integrating over p−1, this inner product is identical to that obtained previously in [29].
The constraint (4) shows that the mass square −pµpµ in the noncommutative space-time
should have an upper bound −pµpµ ≤ 1/l2P , and also that, coming from the choices of the
sign of p−1, there exists two-fold degeneracy in the momentum space of the noncommutative
space-time. These features agree with the results obtained in [29].
2.2 SL(2, R) structure of the momentum space
In the previous subsection, we have shown that the momentum space is the hyperboloid,
1 + l2Pp
mpm = 0. This hyperboloid can be mapped to the group manifold SL(2, R) as follows.
Let us define the matrices
x0 = lPσ
2 = lP
(
0 −i
i 0
)
,
x1 = lP iσ
3 = lP
(
i 0
0 −i
)
,
x2 = lP iσ
1 = lP
(
0 i
i 0
)
, (7)
which satisfy
xµxν = −l2Pηµν + ilP ǫµνλxλ. (8)
Then the map between the hyperboloid and the group elements of SL(2, R) is defined by
g = lP
(
p−1 − p1 p0 − p2
−p0 − p2 p−1 + p1
)
= lPp−1 + ix
µpµ = e
ikx. (9)
By a direct computation, we can verify pµ = kµsinh(lP
√
k2)/lP
√
k2. As discussed in [29], this
relation is identical to the relation between kµ and the pˆµ-eigenvalue of the state e
−ikxˆ|0〉,
where |0〉 denotes the momentum-zero eigen-state with p−1 = 1. Thus the one-particle Hilbert
space can be parameterised by the group manifold SL(2, R):
|p(g)〉 = eik(g)xˆ|0〉, (10)
where pm(g) and kµ(g) are defined by (9). This parameterisation with SL(2, R) elements is
superior to the parameterisation by the space-time momentum pµ, because distinct choices of
the signs of p−1 correspond to distinct group elements and we do not need to worry about the
two-fold degeneracy in the momentum space representation.
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For later convenience, we collect some useful formulae in the followings. From (8) and (9),
we can show that the group multiplication can be expressed in terms of pm by
p(gh)−1 = lP (p(g)−1p(h)−1 + p(g)
αp(h)α),
p(gh)µ = lP (p(g)−1p(h)µ + p(g)µp(h)−1 − ǫµαβp(g)αp(h)β). (11)
Note that tr(g) = 2p(g)−1 = ±2
√
l−2P + pµ(g)p
µ(g). Since an adjoint action keeps the trace
invariant, it keeps pµp
µ invariant. Hence the adjoint action of SL(2, R) corresponds to the
SO(1, 2) Lorentz transformation of the space-time. Under the adjoint action, p(h)m transforms
as
p(g−1hg)−1 = p(h)−1,
p(g−1hg)µ = p(h)µ(1 + 2a
αaα)− 2p(h)αaαaµ − 2ǫµαβp(h)αaβa−1, (12)
where am = lPp(g)m.
After a short computation, we can verify that the inner product defined in (6) is just the
integration over the SL(2, R) group manifold with the invariant measure,
dµ(g) =
1
2 3!
tr(g−1dg)3 = 2d4p δ(1 + l2Pp
mpm). (13)
Hence we have
dµ(g) = dµ(gh) = dµ(hg). (14)
The above formulas will be used in computing one-loop diagrams in section 4.
3 Action and Feynman rules
In this section, we construct the actions of interacting scalar field theories in the noncommu-
tative space-time and derive the Feynman rules3.
A scalar field in the noncommutative space-time is defined by associating momentum space
wave functions Φ(g) to “vertex operators” as follows:
Φˆ =
∫
dµ(g)Φ(g)eik(g)xˆ,
|Φ〉 =
∫
dµ(g)Φ(g)eik(g)xˆ|0〉 =
∫
dµ(g)Φ(g)|p(g)〉, (15)
3A similar derivation of action and Feynman rules was carried out for a deformed Minkowski space in [36].
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where p(g) and k(g) are defined by (9). We impose the reality condition on the field Φˆ, i.e.
Φˆ† = Φˆ. We can define the product of the vertex operators by Hausdorff formula, following
the line of [25]. Since the Hausdorff formula is nothing but the group multiplication, we obtain
eik(g1)xˆ ∗ eik(g2)xˆ = eik(g1g2)xˆ. (16)
Making use of this ∗-product, we can construct interaction terms. For example, the action of
noncommutative φ3-theory can be defined in the following way:
S[Φ] =
−1
2
〈0|Φˆ ∗ (pˆ2 +m2)Φˆ|0〉+ λ
3
〈0|Φˆ ∗ Φˆ ∗ Φˆ|0〉, (17)
where pˆ2 = pˆµpˆ
µ.
For practical computation, it is convenient to rewrite this action in the momentum space
representation with SL(2, R) elements, and, for this, we need to evaluate 〈0|eik(g)xˆ|0〉 =
〈0|p(g)〉. From the definition of the inner product, we can show that 〈0|p(g)〉 is a δ-function
with respect to the invariant measure dµ(g), which has a support at the unit element of
SL(2, R):
〈0|Φ〉 ≡
∫
dµ(g)〈0|p(g)〉〈p(g)|Φ〉 ⇔ Φ(g = 1) =
∫
dµ(g)〈0|p(g)〉Φ(g). (18)
Henceforth, we denote this δ-function as δ(g).
Now we can write down the momentum representation of the action as
S[Φ] =
−1
2
〈0|Φˆ ∗ (pˆ2 +m2)Φˆ|0〉+ λ
3
〈0|Φˆ ∗ Φˆ ∗ Φˆ|0〉
=
−1
2
∫
dµ(g)Φ(g−1)(p2(g) +m2)Φ(g)
+
λ
3
∫ 3∏
i=1
dµ(gi)δ(g1g2g3)Φ(g1)Φ(g2)Φ(g3). (19)
Assuming an appropriate path integral measure, we can perform perturbative computation.
Z[J ] =
∫
[DΦ] exp
(
iSfree[Φ] + iSint[Φ] + i
∫
dµ(g)J(g−1)Φ(g)
)
= exp
(
iSint
[
δ
iδJ
])
exp
(
1
2
∫
dµ(g) iJ(g−1)
−i
p2(g) +m2
iJ(g)
)
×
∫
[DΦ] exp
(
i
2
∫
dµ(g)(Φ− 1
p2 +m2
J)(p2 +m2)(Φ− 1
p2 +m2
J)
)
(20)
We may assume the last Gaussian path integral just gives a constant. Thus, generalising to
arbitrary φn interactions, we obtain the following Feynman rules,
propagator :
∫
dµ(g)
−i
p2(g) +m2
,
6
n−vertex : iλnδ(g1 . . . gn) (21)
Note that, since momentums are SL(2, R) elements, we have noncommutativity at the vertex.
In the following section, we compute some one-loop diagrams, using these rules.
4 One-loop computation
In this section we shall compute the one-loop diagrams of the two-point functions from φ3 and
φ4-interactions defined in the previous section. We will show that the non-planar one-loop
diagrams are finite and have infrared singularities from the UV/IR mixing [8]-[11]. We will
also find that those diagrams cause a problem concerning the conservation of momentums. In
this section, we set lP = 1 for simplicity.
4.1 The planar diagram of the two-point function from φ4-interaction
In the first place, we shall compute the simplest graph to show our computational strategy:
the one-loop planar diagram of the two-point function from φ4-interaction as in fig.(1).
1
g
h h 2
Figure 1: The one-loop planar diagram of the two-point function.
From the Feynman rules in the preceding section, the amplitude of this diagram is given
by
Γ
(2)
P =
∫
dµ(g)iδ(g−1h2h1g)
−i
p2(g) +m2
= δ(h2h1)
∫
dµ(g)
1
p2(g) +m2
. (22)
The polar coordinate (5) is convenient for the explicit evaluation of this integral, and we further
perform the change of the variable, x = cosh2χ. With this parameterisation, we obtain
p(g) = (x
1
2 sin θ, (1 + x)
1
2 cosφ, (1 + x)
1
2 sin φ),
7
pi−µx
pi+µx −µx
µx
p
p0 z
-1
Figure 2: (m2 − iǫ)-prescription
p2(g) +m2 = (p(g)−1)
2 − 1 +m2 = x cos2 θ − cos2 µ,
dµ(g) =
∫ 2pi
0
dφ
∫ 2pi
0
dθ
∫ ∞
1
dx
2
, (23)
where sin µ = m (0 ≤ µ ≤ π/2).
Since this integration turns out to be divergent, we introduce a momentum cut-off Λ in
the x-integration.
Γ
(2)
P = δ(h2h1)
∫ 2pi
0
dφ
∫ 2pi
0
dθ
∫ Λ2
1
dx
2
1
x cos2 θ − cos2 µ
= 2π2 δ(h2h1)
∫ Λ2
1
dx
x
∫ 2pi
0
idθ
2πi
1
cos2 θ − cos2 µx
= 2π2 δ(h2h1)
∫ Λ2
1
dx
x
∫ 2pi
0
idθ
2πi
1
sin(µx + θ) sin(µx − θ) , (24)
where we have defined cosµx = cosµ/x.
By the change of the integration variable z = eiθ, the integration over θ is now a contour
integration on a unit circle in the z-plane. There are poles at z = ±eiµx ,±e−iµx . Since they are
on the unit circle, we adopt (m2− iǫ)-prescription to make the integral well-defined. Then we
just pick up the residues at z = ±e−iµx as shown in fig.(2). Thus the result of the integration
is given by
Γ
(2)
P = 2π
2i δ(h2h1)
∫ Λ2
1
dx
x
x√
x− (1−m2)√1−m2
= −4π2i δ(h2h1)
(√
m2
1−m2 −
√
Λ2
1−m2
)
, (25)
where we have neglected the terms that vanish as Λ → ∞. We need to renormalize the
divergence of the second term by a mass counter term.
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1 h 2h
g
Figure 3: The non-planar one-loop diagram of the two-point function
4.2 The non-planar diagram of the two-point function from φ4-
interaction
Next we consider the non-planar diagram of fig.(3). The amplitude is given by
Γ
(2)
NP =
∫
dµ(g)iδ(h2g
−1h1g)
−i
p2(g) +m2
. (26)
The integration over g is performed for the solutions to h2g
−1h1g = 1. Thus this integral is
non-vanishing only if h1 and h2 belong to the same conjugacy class, so both p(h1)µ and p(h2)µ
must be time-like or space-like, simultaneously. We shall evaluate this integral when both the
momentums are time-like. Without loss of generality, we may assume p(h1)µ is in the time
direction, and p(h2)µ is represented by a vector obtained by boosting a vector p(h
′
2)µ which is
in the time direction:
p(h′2)µ = (p(h
′
2)0, 0, 0),
p(h2)µ = p(g
−1
2 h
′
2g2)
= (p(h′2)0 cosh2χ2, p(h
′
2)0 sinh2χ2 sin φ2, −p(h′2)0 sinh2χ2 cosφ2). (27)
We can rewrite
Γ
(2)
NP =
∫
dµ(g)δ(h′2g2g
−1h1gg
−1
2 )
1
p2(g) +m2
=
∫
dµ(g)δ(h′2g
−1h1g)
1
p2(gg2) +m2
, (28)
where we have changed the integration variable g to gg2. An adjoint action is simplified when
acting on a vector in the time-direction:
p(g−1h1g)0 = p(h1)0(1 + 2(p
2
1 + p
2
2)),
p(g−1h1g)i = 2p(h1)0(p0pi + ǫi
jp−1pj), (29)
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where we have abbreviated pm = p(g)m. We can show the following formula
4:
δ(gh) = |p(h)−1| θ(p(g)−1p(h)−1) δ(3)(p(g) + p(h)). (30)
Making use of it, we obtain
Γ2NP = |p(h1)−1| 2
∫
d4p δ(1 + pmpm)
×θ(p(g−1h1g)−1p(h′2)−1) δ(3)(p(g−1h1g) + p(h′2))
1
p2(gg2) +m2
= |p(h1)−1| 2
∫
d4p δ(1 + pmpm)
×θ(p(h1)−1p(h′2)−1) δ(p(h1)0(1 + 2p21 + 2p22) + p(h′2)0)
×δ(2p(h1)0(p0p1 − p−1p2)) δ(2p(h1)0(p0p2 + p−1p1)) 1
p2(gg2) +m2
. (31)
The integrations over p1 and p2 can be trivially performed by the 2nd and 3rd δ-functions,
picking up the values p1 = p2 = 0 and giving the Jacobian factor 1/4(p(h1)0)
2(p2−1 + p
2
0) =
1/(−4p2(h1))(p2−1 + p20):
Γ
(2)
NP =
|p(h1)−1|
−4p2(h1) θ(p(h1)−1p(h
′
2)−1) δ(p(h1)0 + p(h
′
2)0)
×2
∫
dp−1dp0 δ(1− p2−1 − p20)
1
p2(gg2) +m2
∣∣∣∣
p1=p2=0
. (32)
Thus the integration reduces to the contour integral on a unit circle in (p−1, p0)-plane. We
evaluate this integral by (m2 − iǫ)-prescription:
Γ
(2)
NP =
|p(h1)−1|
−4p2(h1) θ(p(h1)−1p(h
′
2)−1) δ(p(h1)0 + p(h
′
2)0)
∫ 2pi
0
dθ
1
cosh2χ2 cos2(θ +
φ2
2
) + cos2 µ
=
|p(h1)−1|
−4p2(h1) θ(p(h1)−1p(h
′
2)−1) δ(p(h1)0 + p(h
′
2)0)
2πi√
(sinh2χ2 + sin
2 µ) cos2 µ
(33)
Taking into account the relation sinh2χ2 = −12
(
p(h1)·p(h2)
p(h1)2
+ 1
)
and an identity,
θ(p−1q−1) δ(p0 + q0) =
√
−p2
|p−1| θ(−p0q0) δ(p−1 − q−1),
4Abbreviating p(g) = p and p(h) = q,∫
dµ(g)δ(gh)φ(g) = 2
∫
d4p δ(1 + pmpm) |p−1|θ(p−1q−1) δ(3)(p+ q)φ(p)
= 2
∫
dp−1 δ(q
2
−1 − p2−1) |p−1|θ(p−1q−1) φ(p−1,−qµ)
=
∫
dp−1{δ(q−1 − p−1) + δ(q−1 + p−1)}θ(p−1q−1) φ(p−1,−qµ)
= φ(q−1,−qµ) = φ(h−1),
where the step function θ(p−1q−1) is needed to discard the contribution from g = −h.
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(34)
we finally obtain the following Lorentz invariant result:
iΓ
(2)
NP =
−π√
2(1−m2)
θ(−p(h1)0p(h2)0) δ(p(h1)−1 − p(h2)−1)√
(1− 2m2)p2(h1) + p(h1) · p(h2)
. (35)
This result shows that the non-planar diagram has an infrared singularity coming from the
UV/IR mixing [8]-[11] irrespective of massive theory. We can also see that the momentum is
not conserved while the momentum square is. One might expect that the momentum would be
conserved in the commutative limit lp → 0, since, in this limit, the commutation relations (1)
have the translational symmetry xˆµ → xˆµ+vµ with a c-number vector vµ. However this is not
true. In the commutative limit, m approaches to zero, and the factor 1/
√
p2(h1) + p(h1) · p(h2)
in the amplitude Γ
(2)
NP has an infinite peak at pµ(h1) + pµ(h2) = 0. Although the momentums
are conserved at this peak, we can easily show that the factor 1/
√
p2(h1) + p(h1) · p(h2) is not
a δ-function under the measure dµ(g). Thus, in this theory, the momentum conservation is
violated substantially even in the low-energy limit. The problem of the violation of momentum
conservation was observed in another noncommutative space-time in [36]. We shall discuss
this problem further in section 5.
4.3 The two-point function from φ3-interaction
The one-loop contributions to the two-point function from φ3-interaction can be computed in
the same way as in φ4-interaction. There are two diagrams as in figs.(4).
1 h 2h
1g
g 2 1 h 2h
1g
g 2
Figure 4: (a) The one-loop planar diagram (b) The one-loop non-planar diagram
The contribution from the diagram (4)-(a) is given by
Γ
(2)
P =
∫
dµ(g1)dµ(g2)iδ(g
−1
2 h1g1)iδ(g
−1
1 h2g2)
−i
p2(g1) +m2
−i
p2(g2) +m2
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=∫
dµ(g)δ(h2h1)
1
p2(g) +m2
1
p2(h1g) +m2
. (36)
In this case the three-momentum pµ conserves, so we may assume, without loss of generality,
p(h1)µ = −p(h2)µ = (sin θ1, 0, 0) for time-like three-momenta. Parameterising the loop
momentum by the polar coordinate as in eq.(23), we have p2(h1g) = cosh
2χ cos2(θ + θ1) − 1.
Thus
Γ
(2)
P = δ(h2h1)
∫ 2pi
0
dφ
∫ 2pi
0
dθ
∫ ∞
1
dx
2
1
x cos2 θ − cos2 µ
1
x cos2(θ + θ1)− cos2 µ
=
π
1−m2 δ(h2h1)
−1
sin θ1
I(θ1), (37)
where
I(θ1) =
∫ 2pi
0
dθ
1
sin 2θ
log
(
cos2(θ − 1
2
θ1) sin(θ +
1
2
θ1 + µ) sin(θ +
1
2
θ1 − µ)
cos2(θ + 1
2
θ1) sin(θ − 12θ1 + µ) sin(θ − 12θ1 − µ)
)
. (38)
Now let us compute the first derivative I ′(θ1) with respect to θ1. The θ-integral can be
rewritten as a contour integral on a unit circle in the z = eiθ plane. There appears several
poles on the contour. These poles originate from the poles of the propagators in (37) at
cos(θ ± 1
2
θ1) = ±
√
(1−m2)/x, where we have shifted θ by −1
2
θ1 from that of (37). These
poles are treated by the (m2 − iǫ)-prescription as the preceding subsections. Then, since the
poles of I ′(θ1) at cos(θ± 12θ1) = 0 come from the x =∞ contributions of the integral (37), we
see that these poles are in fact degenerate pairs of poles in the inside and those in the outside
of the unit circle. By an explicit computation, it turns out that the contributions from those
poles cancel. Out of the poles of I ′(θ1) at sin(θ ± 12θ1 ± µ) = 0, which come from the x = 1
contributions of the integral (37), only the poles at sin(θ± 1
2
θ1+µ) are inside. Evaluating the
residues, we obtain
I ′(θ1) = 2πi
(
1
sin(θ1 − 2µ) −
1
sin(θ1 + 2µ)
)
. (39)
Using 1/ sinx = (log tan(x/2))′, we obtain
I(θ1) = 2πi log
(
tan(µ− 1
2
θ1)
tan(µ+ 1
2
θ1)
)
, (40)
where the integration constant is determined by I(0) = 0. Thus we reach the result
iΓ
(2)
P =
2π2
1−m2 δ(h2h1)
1
sin θ1
log
(
tan(µ− 1
2
θ1)
tan(µ+ 1
2
θ1)
)
, (41)
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Figure 5: The bold line corresponds to the continuous spectrum of two-body states
where µ should be understood as µ− iǫ. This expression has the branch cuts which represent
the continuous spectrum of two-body states as in the fig.(5).
As in φ4-interaction, the contribution from fig.(4)-(b) also violates the conservation of the
three-momentum. We have computed the amplitude in the case that the external momenta
are time-like. The result is
iΓ
(2)
NP =
π√
1−m2 θ(−p0p
′
0) δ(p−1 − p′−1)
× 1√
1
4
(p+ p′)2 −m2p2
2(1−m2)p2 − 1
4
(p+ p′)2
−(1
4
(p+ p′)2)2 − 4(1−m2)(1
4
(p+ p′)2 −m2p2) (42)
where pm = p(h1)m, p
′
m = p(h2)m. This amplitude has the same problems discussed for the
non-planar diagram from φ4-interaction.
4.4 Some comments on higher loops and renormalization
In the preceding subsections, we see that the one-loop contributions to the two-point function
conserve p2 while they do not conserve pµ. In higher loops, the p
2 is not conserved either. To
see this, let us consider the diagram of fig.(6) as an example. The amplitude is proportional
to ∫
dµ(g1)dµ(g2)dµ(g3)δ(g1g
−1
2 h2h1)δ(g
−1
1 g3g2g3) ∼
∫
dµ(g1)dµ(g3)δ(g1g
−1
3 g
−1
1 g3h2h1). (43)
Thus h1 and h2 do not need to belong to the same conjugacy class, and therefore p
2 is not
conserved.
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Figure 6: A p2-violating graph
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Figure 7: A divergent tad-
pole graph
k
1
2
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Figure 8: A non-planar tad-
pole graph
As for the renormalization at one-loop order, the only divergent graphs are planar tadpole
graphs such as fig.(7). These can be calculated simply by replacing the external momenta of
the result of subsection 4.1. Then their external momentum dependence becomes δ(h1 . . . hn),
and these divergences can be absorbed by n-point counter terms and renormalizable. No
non-planar graphs such as fig.(8) diverge. This is because those graphs can be evaluated
only by replacing the external momenta (h1, h2) of the result of subsection 4.2 with those of
appropriate channel (h1 . . . hk, hk+1 . . . hn). Notice that the group manifold δ-function at the
vertex reduces the dimensions of loop-momentum integration and has an effect similar to the
Moyal phase factor which serves as a damping factor. For example, in the non-planar graphs
such as figs.(3) and (8), the loop momentum runs only over the one-dimensional subgroup of
SL(2, R) determined from the external momenta.
Beyond the one-loop order, we do not know whether the noncommutative scalar field theory
we are discussing is renormalizable or not. In the case of scalar field theory with the Moyal
type noncommutativity, renormalizability is shown up to two-loop [37] and also a convergence
theorem of Feynman integral has recently been well understood [19]. For the noncommutative
YM and QED cases, renormalizability is shown up to one-loop [38]-[40], [9]. In order to
investigate the issue in our field theory from perturbative analysis, we need first a systematic
evaluation of Feynman integral as was done in [19]. In the present work, this is out of our
scope.
5 Translational symmetry
In the previous section, we have shown that the contributions from the non-planar diagram
violates the momentum conservation. This violation comes from the fact that the commutation
relations of the coordinate operators (1) do not respect the naive translational invariance,
xˆµ → xˆµ+ vµ with a c-number vector vµ. Since the translational invariance is recovered in the
commutation relations in the commutative limit lP → 0, one naively expects that the violation
should vanish in this limit. But this naive expectation is not true as we saw for the non-planar
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one-loop results in the preceding section. Since this violation exists substantially in the low
energy limit while the momentum conservation is one of the fundamental components in the
present theoretical physics, we need an exact symmetry in the noncommutative space-time,
which corresponds to the translational symmetry in the commutative limit.
To introduce such symmetry, let us define a field
Ψˆ =
∑
n=0
∫
dµ(g) Φ(g)µ1···µn pˆ
µ1 · · · pˆµn exp(ikµ(g)xˆµ), (44)
where Φ(g)µ1···µn are c-number tensor fields. This can be regarded as a non-local generalisation
of the scalar field defined in (15).
Let us define a unitary operator
U(v) = exp(ivµpˆ
µ). (45)
The pµ = 0 eigen-state |0〉 is invariant under this unitary operator
U |0〉 = |0〉. (46)
We define the translational transformation of the field Ψˆ by
Ψˆ→ U †ΨˆU. (47)
Then this translational transformation is a symmetry of the following type of action
S =
∑
〈0|(Ψˆ†)mf(pˆ)Ψˆn|0〉. (48)
In usual commutative cases, the translational transformation just generates a phase shift
exp(−ikµvµ), and the tensor fields Φˆ(g)µ1···µn do not mix. Hence we may truncate the fields
only to the scalar sector. However, in our noncommutative case, since the commutation
relations are given by (1), the tensor fields mix. Thus the translational symmetry transforms
local fields into non-local ones in general.
This coordinate dependence of locality would not be ridiculous when we recall the initial
motivation of considering the noncommutative space-time. One of the authors regarded the
noncommutative space-time (1) as a space-time realizing a space-time uncertainty relation de-
rived from a gedanken experiment [29]. We have no means to obtain a coordinate system more
accurate than the limit specified by the space-time uncertainty relation. The uncertainty will
become larger if a space-time event is farther from the origin of the coordinate system. Thus
15
the space-time spread of an event is not an invariant notion anymore under the translational
symmetry.
In places where the general relativity and quantum mechanics play major roles simultane-
ously, similar kinds of issues have already been observed in the literatures. The subtlety of
the locality of an event has appeared already as an aspect of the black hole complementarity
of Susskind [41]. For instance, he argued that the location of the baryon violation in a black
hole geometry is an observer dependent notion. Moreover, in the holographic description of
the world [42, 43], a space-time event is mapped to a screen, and the spread of the image will
depend on the relative locations of the event and the screen [41].
Lastly we see that the action (48) may be derivable from a pregeometric action5 in the
form
Spreg = 〈0|g(Ψˆ†, Ψˆ)|0〉. (49)
An action with a kinetic term would be generated in a certain background of the field Ψˆ = Ψˆ0.
For example, starting from a cubic pregeometric action and considering the background of Ψˆ0
with Φ0 = m
2 and Φµν0 = η
µν , we obtain an action with a kinetic term and cubic interactions
for the fluctuation field Ψˆ1 in Ψˆ = Ψˆ0 + Ψˆ1. The action (49) would be more interesting than
(48), since it has more symmetry.
6 Thermodynamics
In this section, we will discuss an analogue of thermodynamics of free scalar field theory in the
noncommutative space-time. Reflecting the noncommutativity of the space-time, we find a
non-trivial behaviour at high temperature. Following the common trick in usual commutative
field theories, we will take the Euclidean metric and calculate the partition function, imposing
the periodicity of the inverse temperature in the time-direction.
In the Euclidean metric with signature ηµν = (1, 1, 1) 6, the consistency with the Jacobi
identity changes the last commutation relation of (1) to
[pˆµ, xˆν ] = −iηµν
√
1− l2P pˆ2 + ilP ǫµνρpˆρ. (50)
Thus the coordinate operators in the momentum representation are given by
xˆµ = i
√
1− l2Pp2
∂
∂pµ
− ilP ǫµνρpν ∂
∂pρ
, (51)
5A pregeometric action in string theory was proposed in [44].
6The results in this section are the same for the signature ηµν = (−1,−1,−1).
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where we have ignored the possible ambiguity [29].
We now use a parameterisation
p0 =
1
lP
cosω sin θ,
p1 =
1
lP
sinω cosϕ,
p2 =
1
lP
sinω sinϕ, (52)
where the ranges of the parameters are given by
0 ≤ θ < 2π, 0 ≤ ω ≤ π
2
, 0 ≤ ϕ < 2π. (53)
Then the measure is given by
(1− l2Pp2)−
1
2d3p = dθdωdϕ sinω cosω. (54)
Using this parameterisation, the coordinate operators are rewritten as
x0 = ilP
(
∂
∂θ
− ∂
∂ϕ
)
,
x1 = ilP
(
tanω sin(θ − ϕ) ∂
∂θ
+ cos(θ − ϕ) ∂
∂ω
− cotω sin(θ − ϕ) ∂
∂ϕ
)
,
x2 = ilP
(
tanω cos(θ − ϕ) ∂
∂θ
+ sin(ϕ− θ) ∂
∂ω
+ cotω cos(θ − ϕ) ∂
∂ϕ
)
. (55)
Because of the noncommutativity of the coordinate operators, it is impossible to find an
operator which shifts x0 by a certain c-number while x1,2 remain intact. Below we shall just
find an operator which shifts x0 by β but does not change the expectation values 〈φ|x1,2|φ〉,
where |φ〉 is an eigen-state of x0.
From (55), we see that the eigen-function of the operator x0 is given by
φ = eid(θ−ϕ)f(θ + ϕ, ω). (56)
The periodicities of the wave function under θ → θ + 2π, ϕ→ ϕ+ 2π constrain the values of
d as
d =
nd
2
, (57)
where nd is an integer, and leads to that f must satisfy
f(y, ω) = (−1)ndf(y + 2π, ω). (58)
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A candidate of the shift operator with U †x0U = x0 + β is given by
U(β) = exp
(
− i
lP
βθ
)
, (59)
where, in order to satisfy the periodicity with respect to θ,
β = lPnβ (60)
with a positive integer nβ . Since U
†x1U = x1 + β tanω sin(θ − ϕ), we find
〈φ|δx1|φ〉 = 〈φ|(U †x1U − x1)|φ〉
= β
∫
dθdωdϕ sinω cosω|f(θ + ϕ, ω)|2 tanω sin(θ − ϕ)
= 0. (61)
Similarly 〈φ|δx2|φ〉 = 0. The shift operator U could contain ϕ-derivative in order to satisfy
only the above features. However, since ϕ-derivative generates a spatial rotation which we do
not need, we assume that (59) is the appropriate operator.
The thermodynamic partition function for the inverse temperature β is obtained by taking
the trace with respect to the states satisfying U |φ〉 = |φ〉. Hence we sum up over the states
with θ = 2πlPn/β, where n is an arbitrary integer. Thus we obtain
lnZ = −1
2
TrU=1
(
ln(p2 +m2)
)
= − 1
8π
∞∑
n=−∞
∫
dθd2q δ
(
θ − 2πlPn
β
)
ln
(
1
l2P
sin2 θ + q2 cos2 θ +m2
)
. (62)
The overall numerical constant is determined by comparing with the usual commutative case
in the limit β →∞7. The integration over θ can be done by the contour integration with the
new variable z = eiθ after applying the formula
∑
m e
2pimti =
∑
n δ(t− n) to (62). The result
is
lnZ = − 1
2π
∫ 1
lP
0
qdq ln
(
y
β/2lP
+ − y−β/2lP+
)
,
y+ =
√
1 +
−q2 + 1/l2P
q2 +m2
+
√
−q2 + 1/l2P
q2 +m2
. (63)
The logarithm of the partition function (63) has the usual behaviour ∼ −1/β2 in the low
temperature. If we ignore the quantisation of β (60), it has the behaviour ∼ − log β at the
7Since the momentum space is doubly degenerate, we equate (62) in the β → ∞ limit with the usual
thermodynamic partition function of two real scalar fields.
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high temperature β ≪ lP . This suggests the reduction of the degrees of freedom in the high
energy region. If we can apply the usual first law of thermodynamics to this system, we
obtain the entropy density s ∼ − ln β and the energy density e ∼ 1/β at the high temperature
β ≪ lP . Thus s/
√
e decreases when the temperature increases. On the other hand, in the low
temperature region, s/
√
e ∼ 1/√β, and it increases with the temperature. Thus there is an
upper bound of s/
√
e, in agreement with the qualitative argument given in [32].
However, it is not clear whether we can really regard β as the inverse of the temperature,
and can use the first law of thermodynamics to obtain the energy and entropy. To have a
reliable discussion on these issues, we have to construct statistical thermodynamics in the
noncommutative space-time. To do so, we need a Hamiltonian and its spectra. Moreover, in
usual commutative cases, a thermodynamic system is put in an imaginary box and the states
are well regularized by the infrared cut-off given by the size of the box. Since these issues are
non-trivial in the noncommutative space-time, the construction of statistical thermodynamics
remains unsolved.
7 Summary and discussions
In this paper, we have analysed scalar field theories in the noncommutative three-dimensional
space-time characterised by [xµ, xν ] = 2ilP ǫ
µνρxρ. The one-particle Hilbert space in momen-
tum representation is represented by the SL(2, R) group manifold. Since momentums are
elements of SL(2, R), the interaction vertices have definite ordering of legs coming from the
noncommutativity of the group elements. We have performed some one-loop computations,
which can be evaluated explicitly by contour integrations in complex planes. The non-planar
one-loop diagrams of the two-point functions from φ4 and φ3-interactions were shown to be
finite and have the infrared singularity coming from the UV/IR mixing.
The most peculiar feature of the noncommutative space-time is that the commutation
relations among the coordinates do not respect the translational symmetry. This violation of
translational symmetry is natural from the view point of a fuzzy space-time [29]. If an event is
farther from the origin of a reference frame, the location of the event will become more fuzzy
by the quantum fluctuation of the space-time. Since the translational symmetry is recovered
in the lP → 0 limit in the commutation relations (1), one might expect that the momentum
conservation would be recovered in this limit. However we have shown explicitly that this
is not true for the non-planar contributions. To remedy this defect, we had to introduce an
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infinite number of tensor fields. We leave the analysis of the messy theory with an infinite
number of tensor fields for future work.
On the other hand, the noncommutativity at the boundary of a membrane in the C-field
background in M-theory is the loop-space noncommutativity [xµ(σ), xν(σ′)] ∼ iǫµνρx′ρ(σ)δ(σ−
σ′) [26, 27]. This noncommutativity obviously respects the translational symmetry. Since
the noncommutative string theory comes from a limit of M-theory, the theory might be con-
trollable. Thus, concerning the interests in noncommutative field theories in more than two-
dimensions, the noncommutative string theory might be interesting.
We have finally discussed an analogue of thermodynamics of noncommutative free scalar
field theory. What we have computed is the partition function of free scalar field theory in
a noncommutative three-dimensional space with Euclidean signature, following the common
trick in usual commutative field theories. The result shows the reduction of the degrees of
freedom in the ultraviolet, which comes essentially from the compactness of the momentum
space in the case of Euclidean signature. However it is not clear to us whether the partition
function is really related to the thermodynamics of the noncommutative field theory, since the
noncommutativity of the time coordinate makes it hard to define statistical thermodynamics
in a convincing way.
There seem to exist several puzzles on the three-dimensional noncommutative field theory
such as unitarity and renormalizability. To analyse these issues perturbatively, we need to
develop further the computational technic of SL(2, R) group theoretic Feynman integral. We
hope that the present work may be meaningful as a primitive step toward consistent treatment
of quantum field theories in more than two-dimensional noncommutative space-times.
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