Abstract. Though a plethora of techniques have been used to build gene regulatory networks (GRN) from time-series gene expression data, stabilities of such techniques have not been studied. This paper investigates the stability of GRN built using dynamic Bayesian networks (DBN) by synthetically generating gene expression time-series. Assuming scale-free topologies, sample datasets are drawn from DBN to evaluate the stability of estimating the structure of GRN. Our experiments indicate although high accuracy can be achieved with equal number of time points to the number of genes in the network, the presence of large numbers of false positives and false negatives deteriorate the stability of building GRN. The stability could be improved by gathering gene expression at more time points. Interestingly, large networks required less number of time points (normalized to the size of the network) than small networks to achieve the same level stability.
Introduction
Biological activities are due to interactions between genes and/or gene products (mainly proteins). These interactions are causal in the sense that the expression of one gene causes another gene to be up-or down-regulated. Transcription factors are a group of master proteins that bind to promoter regions and initiate transcription of genes. They positively or negatively mediate ensuing complex activities and enable control of several pathways, simultaneously. A set of genes that coherently interact to achieve a specific biological activity constitute to gene regulatory networks (GRN). Genetic and biochemical networks of cells are constantly subjected to random perturbations and must withstand substantial random perturbations. Therefore, the principles of efficiency and stability of such networks through feedback mechanisms are inherent in biological networks.
GRN represents regulations among genes in a directed graph where nodes denote genes and edges regulatory connections. Microarrays are able to gather expression patterns of thousands of genes, simultaneously, and if collected over time or many experiments, underlying GRN can be constructed and inferences on gene regulations can be made. Reconstruction of genetic networks from gene expression data has many applications including inferring underlying biological mechanisms and identification of key biomarkers for drug discovery. A plethora of computational approaches have been introduced in the literature to infer GRN from microarray data, using boolean networks [1] , [2] , differential equations [3] , concept networks, [4] , and Bayesian networks [5] , [6] , [7] , [8] , [9] , [10] . However, investigation of their stability of building GRN has evaded the research community.
Dynamic Bayesian networks (DBN) have recently become increasingly popular in building GRN from gene expression data because of their ability to model causal interactions [11] . Genes are represented at the nodes and regulatory interactions between two genes are represented by conditional probabilities of expressions of the two genes. Sensitivity of GRN in the Bayesian framework has been studied previously by sampling time-series from the posterior distribution [10] . However, the stability of networks of different sizes and its dependence on the number of time points in constructing GRN have not been evaluated. In this paper, we investigate the stability of building GRN with DBN by extensive simulations. Gene expression datasets of varying time points were generated by GRN, using scale-free topologies. Stability measures of estimating the structure are obtained by using bootstrapped time-series datasets. The effect of the number of time points and genes on the stability are also investigated.
Gene Regulatory Networks
A Bayesian network (BN) models the likelihood of a set of random variables by taking into account their conditional independences. When gene regulatory networks (GRN) are modeled by BN, genes are represented at the nodes and regulatory interactions are parameterized over the connections by conditional probabilities of gene expressions. Suppose that expressions x = (x i ) I i=1 of I number of genes indexed by set {i} I i=1 are given. If s denotes the structure and θ the parameters of the network, the likelihood of gene expressions is given by
where p(x i |a i , θ i ) is the conditional probability of gene expression x i of gene i, given the set of gene expressions a i of its parents; and θ = (θ i )
where θ i denotes the parameters of the conditional probability. The BN decomposes the likelihood of gene expressions into a product of conditional probabilities conditioned on the expressions of parent genes.
Dynamic Bayesian Networks
Dynamic Bayesian networks (DBN) extends the BN framework to better capture the temporal characteristics of gene expressions by assuming a first-order stationary Markov chain. Suppose that the time-course of gene expression of gene i is given by x i = (x i (t)) T t=1 where x i (t) denotes the expression of gene i at time t and T is the total number of time points at which the expressions of genes are gathered. The time points are assumed to be equally spaced. The graph structure of DBN represents regulations from genes in the previous time point to the genes at the present point.
Suppose that gene expressions are discretized into K levels (or states). The parent gene expressions a i will have q i = K |ai| number of states where |a i | denotes the number of parents of gene i.
By using the property of decomposability, the likelihood (1) can be written as
where
denotes the total number of counts of parents' state a(i) being j when the gene i takes the value k in the preceding time point. Note that conditional probabilities are given by the conditional probability distribution (cpd) table: θ = {θ ijk } I×Ji×K .
Maximum Likelihood Estimate of the Structure
Marginalizing (2) over the parameters:
where p(θ|s) denotes the prior densities of the parameters. Assuming that the densities of conditional probabilities are independent:
and substituting (2) and (4) in (3), we get
Assuming Dirichlet priors for conditional densities:
where hyperparameters α ijk correspond to parameters of Dirichlet prior of θ ijk . Substituting (6) in (5), the likelihood is given by
where N ij = K k=1 N ijk and Γ denotes the gamma function. Here we take α ij = 1.0/( √ q i ). The Dirichlet priors enable modeling of complex interactions among the genes in regulatory networks [5] .
Using Lagrange theory, the maximum likelihood (ML) estimates of the parameters can be derived from (7):
Structure Learning
The structure of GRN is obtained by the maximum a posteriori (MAP) estimation:
In order to find the optimal structure, Markov chain of structures is formed with Markov chain Monte Carlo (MCMC) simulation which converges to the optimal structure at the equilibrium. The Metropolis-Hastings method of MCMC is adopted, which associates an acceptance mechanism when new sample structures are drawn. The acceptance of new structure s new is given by
where the Metropolis-Hastings acceptance ratio:
Sampling new structures by using the above procedure generates a Markov chain converging in distribution to the true posterior distribution. In practice, a new network structure is proposed by applying one of the elementary operations such as deleting, reversing, or adding an edge, and then discarding those structures that violate the acyclic condition. The first term of the acceptance ratio, the ratio of likelihoods, is computed using (7). The second term or Hastings ratio is obtained by Q(s new |s)
where N denotes the size of the neighborhood obtained by elementary operations on structure s and counting of the valid structures.
Stability
The stability of building GRN was evaluated by drawing time-series samples of gene expressions from a given network topology. The structure s is defined by a connectivity matrix c = {c ii } n×n where c ii = 0 or = 0 depending on the presence or absence of a regulatory connection between two genes, i and i . Stability was evaluated by sampling gene expression time-series from GRN represented by a DBN with known structure and parameters. The distance based similarity criteria were used to evaluate the stability of estimating structure and parameters of GRN.
Simulation of Gene Expression Time-Series
The likelihood of gene expressions x(t) of genes at t is given by
and the gene expression value of gene i is estimated bŷ
If the gene expressions at t = 1 is initialized,
, subsequent time points are generated by sampling from GRN by using (14) and adding Gaussian noise N (0, σ 2 ).
Algorithm 1. Sampling gene expression data
Given: structure s, parameters θ, and Gaussian noise s.
Stability of Estimation of Structure
We propose a similarity based stability criterion for evaluating GRN building algorithms, which is measured by the mean over all pairwise Hamming distances among all detected connections over different datasets.
Let Using the stability of two networks in (15), the stability of GRN structure is obtained by averaging over B number of structures. The average of pairwise stability given in (15) over the bootstrapped samples is then used as the stability of the network structure:
The stability of an independent connection is defined as the average of bootstrap samples
Experiments and Results

Network Topology
Multiple time-series datasets of gene expressions were generated for a given network topology. In this study, various scale-free networks with varying number of genes (nodes) were generated using Barabasi-Albert model [12] as most real world networks, such as biological networks, are scale-free. Assuming that large GRNs adhere to the topology of scale-free networks, synthetic structures of GRN were built by initiating a small number of nodes. New nodes and edges were added with preferential attachment because probability of addition of new nodes to the existing node is not uniform. A node with high number of edges attracts higher number of new nodes compared to a node with no connection. This phenomena in fact leads to power-law distribution where probability P (i) of preferential attachment of a new gene to existing gene i is given by
where d i denotes the number of adjacent edges not initiated by gene i itself (which approximates to the in-degree of gene i). The parameters γ denotes the power of preferential attachment and b the attractiveness of the gene with no adjacent edges. New edges are added until a pre-specified number of edges are achieved. Since, GRN are causal we randomly flipped the direction of edges to create feedback loops while generating the network. 
Performance Evaluation
Scale-free network topologies were generated with in-degree set to a maximum of 5 genes. Figure 1 illustrates scale-free networks of 50 and 100 genes. GRNs defined by scale-free networks of 50, 100 and 250 genes were simulated and the parameters, or the cumulative probability distribution (cpd) ta-
, were randomly initialized. The genes were assumed to take three states { −1, 0, +1} representing down-, no-, and up-regulation of genes. Genes with no parents were set to up-regulation with corresponding CPD = {0.1, 0.1, 0.8}, for all remaining genes the state was determined by the dominant state in parent set.
Accuracy. In order to study the effects of the number of time points on the size of the network being built, gene expression values were sampled at T ∈ {10, 50, 100, 200, 250} time points from GRN by using Algorithm 1. First, gene expression at the first time point were initialized randomly; second, gene expressions at other time points were sampled from DBN, using (13); and third, Gaussian noise with variance σ 2 = 0.2 were added. Structural learning was done using MCMC simulations until convergence. For a given I number of genes and T number of time points, B = 100 bootstrap time-series datasets were generated. Performance measures such as precision 1 , recall 2 , accuracy 3 , and F-measure 4 were evaluated using true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN), respectively. Table 1 shows the performance of each method with varying numbers of genes and time points. As seen, the number of time points equaling the number of genes produced over 90% of accuracy of networks consisting of more than 50 genes. However, precision and recall measures were low, indicating that the performance was adversely affected by the presence of large numbers FN and FP (more by FP). Increase in the number of time points improved overall performance; note that the improvement was higher for larger networks. Stability. The heatmap of figure 2 shows that the stability of learning GRN structure by using DBN decreases with the number of time points relative to the network size. Interestingly, small networks required more number of time points, relative to the number of nodes in the networks, than the large networks. 
Conclusions
Biological networks are constantly subjected to random perturbations and noise, and efficient feedback and compensatory mechanisms naturally provide stability. Gene expressions gathered from microarray experiments are confounded not only by biological noise and variations but also by measurement errors and artifacts. As seen, although the accuracy is high, GRN built from time-series of gene expressions are often unstable or non-reproducible. In this paper, we investigated stability of building GRN in DBN framework by using simulations. By bootstrapping gene expression time-series datasets synthetically from scale-free networks (taken as topology closer to biological networks), stability of building GRN of different sizes, with varying number of time points were studied. Although a number of time points equal to the number of genes in the network provide accuracy as high as 90%, the presence of false negatives and false positives were high, especially when the number of time points are relatively less than the size of the network. This could only be reduced by increasing the number of time points at which gene expressions are gathered.
This work with synthetic data provides a foundation for future studies of stability of building GRN with real data. In practice, although gene expressions of a large number of genes are gathered simultaneously, repetition over many time points is limited due to high cost and time involved, and the nature of experiments. In such scenarios, either bootstrapping or regularization of time samples of gene expressions is needed to study the stability and reproducibility of computationally derived GRN. Investigation on real data is beyond the scope of the present manuscript but the application to real data remains an important and challenging problem in functional genomics and systems biology.
