ABSTRACT This paper aims to effectively preserve the spatial and spectral information of hyperspectral (HS) images. For this purpose, the author proposed a new image fusion method based on coupled tensor decomposition (CTD). First, the wanted high spatial resolution HS (HRHS) images were decomposed into the core tensor and basis matrices. Assuming that the basis matrices can be calculated from low spatial resolution HS (LRHS) images, the core tensor was estimated from the high spatial resolution multispectral (HRMS) images based on the relationship between HRHS and HRMS images. Finally, the HRHS images were obtained by reconstructing the core tensor with basis matrices. Owing to the good properties of tensor, the proposed method achieved better fusion results on different data sets than those of the contrastive methods. The research findings shed new light on hyperspectral pansharpening.
I. INTRODUCTION
In the past decade, there has been a boom in research into the fusion of multispectral (MS) images and panchromatic images [1] - [3] , that is, the integration of spectral information in MS images with the spatial details in panchromatic images. With the advancement of remote sensing, increasingly more data on hyperspectral (HS) images can be collected by imaging satellites. Nevertheless, the spatial resolution of HS images is still limited because it is negatively correlated with spectral resolution [4] - [6] , making it difficult to apply HS images directly to remote sensing tasks such as target classification and recognition [7] , [8] . By contrast, MS images boast high spatial resolution (HR) due to the lack of bands with low spectral resolution (LR). Thus, the spatial resolution of HS images can be improved by fusing the spatial information of high spatial resolution multispectral (HRMS) images with that of low spatial resolution hyperspectral (LRHS) images. This strategy is called the fusion of HRMS and LRMS images.
Despite the relatively short research history, many techniques have been developed for the fusion strategy. Some researchers extend MS-panchromatic fusion methods to fuse HRMS and LRHS images. For example, classic methods such as principal component analysis (PCA) [9] and GramSchmidt (GS) transformation [10] have been adopted for HRMS-LRHS fusion. The GS transformation is sometimes combined with adaptive technology as the GS adaptive (GSA) method [11] , in which the weights are calculated by minimizing the mean square error. Alternatively, the multiresolution analysis (MRA) [12] was also adopted to fuse HRMS and LRHS images. By this method, the LRHS image is interpolated to an equal-sized HRMS image, and the two images are separately processed by MRA. Then, the highand low-frequency data are fused by different rules, and high spatial resolution hyperspectral (HRHS) images are produced through the inverse transformation of MRA [13] . In [14] , the wavelet coefficients of HRMS images and inverse wavelet coefficients of LRHS images are combined to obtain HRHS.
Reference [15] puts forward the fusion method of smoothing filter-based intensity modulation (SFIM), which produces degraded images with a linear time-invariant low-pass filter (LPF) and injects different details into LRHS images to obtain HRHS images. In [16] , the Laplacian pyramid (LP) is proposed to extract the high frequencies and then combine them with other injection plans to form additional fusion methods, namely, the MTF-generalized Laplacian pyramid (MTF-GLP) [17] and MTF-GLP with high-pass modulation (MTF-GLP-HPM) [18] .
Unlike the above methods, the coupled non-negative matrix factorization (CNMF) [19] solves the fusion problem with the unmixing framework. First, HRMS and LRHS images are alternately optimized to yield the endmember matrix and the abundance matrix; then, the two matrices are multiplied to produce HRHS images. In [20] , the total variation is employed to model the high frequencies, and then, the fusion results are enhanced through the optimization of a convex regularization problem. Recently, the Bayesian analysis framework has been adopted for the fusion task. For instance, [21] introduces the prior of Gaussian naive Bayes into the maximum a posteriori (MAP) framework and achieves the fusion task by solving a Sylvester equation. Reference [22] regularizes the fusion problem using sparsitypromoted Gaussian prior and adaptive sparse regularization. The fusion strategies in these two references can greatly promote the fusion results, because the HS images are simulated with proper priors. The problem is that the formulation is too complex to implement easily. Considering the non-negative properties of HRMS and LRHS images, [23] presents a new fusion method based on the sparse prior and realizes the preservation of the spectral information in HS images.
With the development of mathematical theories, tensor [24] has become an important tool to handle complex data, e.g., the complex structures and information of HS images. Reference [25] - [26] create HS image restoration method, which measures the low-rank structure with a new sparsity regularizer. Focusing on nonlocal similarity in MS images, [27] develops a tensor-based dictionary learning to denoise MS images. Based on sparse tensors and nonlinear compressed sensing (CS), Yang et al. [28] proposed a compressive HS imaging approach to accurately maintain the image structure with a limited number of sensors. All these methods can achieve desirable results, owing to the good property of tensor.
In light of the above, this paper puts forward an HRMS-LRHS fusion method based on coupled tensor decomposition. The method holds that the wanted HRHS image can be decomposed into a core tensor with three basis matrices by Tucker decomposition [29] . The core tensor was calculated from the HRMS image, considering the relationship between HRMS and HRHS images. The three matrices were obtained from LRHS images, assuming that they were shared between HRHS and LRHS images. Then, the HRHS images were produced by multiplying the core tensor with the three basis matrices. Finally, the proposed method was compared with other fusion approaches through experiments.
The remainder of this paper is organized as follows: Section II introduces the preliminaries on tensor. Section III describes the proposed fusion method based on tensor. Section IV experimentally investigates the performance of the proposed method. Section V wraps up this research with some meaningful conclusions.
II. PRELIMINARIES ON TENSOR
In our research, tensors and matrices are respectively denoted by Euler script letters and boldface capital letters. Since tensors are the higher-order generalizations of vectors and matrices, tensor-based methods can fully utilize all information in all dimensions and gain insights into data.
Tensors can be projected effectively to much smaller subspaces through canonical polyadic (CP) decomposition [30] , Tucker [31] decomposition, and other underlying decompositions. Being a form of higher-order PCA, Tucker decomposition splits a tensor into the product of a core tensor and a matrix in each dimension and reflects the main nature of the original tensor. Let X ∈ R I ×J ×K , and then, the Tucker decomposition model in a three-dimension array can be expressed as:
where A ∈ R I ×P , B ∈ R J ×Q and C ∈ R K ×R are the factor matrices (normally orthogonal), i.e., the principal components in each dimension. G ∈ R P×Q×R is the core tensor whose entries reflect the level of interaction between the different components. Figure 1 shows the Tucker decomposition of a three-dimension array. If the core tensor is diagonal, then Tucker decomposition will degenerate into CP decomposition. This means the CP decomposition can be viewed as a special case of Tucker decomposition, where the core tensor is super-diagonal and P = Q = R. In this sense, CP decomposition breaks down a tensor into a number of rank 1 tensors. In spite of its simple theory, the CP decomposition consumes too much time due to the numerous rank matrices.
For N-dimensional tensors, the Tucker decomposition model can be generalized as:
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III. PROPOSED IMAGE FUSION METHOD
Let X ∈ R h×w×B , Y ∈ R H ×W ×b , and Z ∈ R H ×W ×B be the LRHS images, HRMS images, and HRHS images, respectively. Note that h and H are the height, w and W are the weight, and b and B are the number of bands of these images. In general, h < H , w < W , and b < B. By Tucker decomposition, it is assumed that the wanted HRHS images can be decomposed into the following formula:
where T 1 , T 2 , and T 3 are the basis matrices; C ∈ R L×M ×N is the core tensor; and L, M , and N are the dimensions of the core tensor. The basis matrices were regarded as the dictionaries in different dimensions and C as the coding coefficient tensor. In this case, high-order singular value decomposition was introduced to estimate the value of formula (3). After adding the orthogonal constraints on the basis matrices, formula (3) can be rewritten as:
where T is the transpose of a matrix. Since the HRHS images are unknown, it is difficult to learn the dictionaries in different dimensions. At this point, it is only possible to obtain the LRHS images. However, the LRHS images differ from the HRHS images in spatial size. To solve the problem, the LRHS images were upsampled to the size of the HRHS images. The upsampled images are denoted as X ∈ R H ×W ×B . Since the LRHS and HRHS images were taken from the same scene, it is assumed that the dictionaries of different dimensions or basis matrices learned from the LRHS images can be shared with the HRHS images. Then, the LRHS images can be decomposed into the same form with formula (3), and the dictionaries can be learned from:
where G ∈ R L×M ×N is the core tensor or coefficient tensor. Now, the dictionaries can be learned from the LRHS images by Tucker decomposition. Thus, the difference between X and Z can be reflected as that between the corresponding G and C, and the basis matrices can be obtained by formula (5). Nevertheless, the core tensor C in formula (3) is still unknown. Fortunately, the core tensor C can be obtained from the HRMS images. As is known to all, the HRMS images can be regarded as the spectral degradation of the HRHS images. The relationship between the two kinds of images can be expressed as:
where D is the spectral degradation matrix. Substituting formula (3) into formula (6), we have:
Based on the basis matrices T 1 , T 2 , and T 3 obtained from formula (5), the core tensor C can be calculated from formula (7) . Considering the orthogonality of the basis matrices, the calculation equation of the core tensor can be expressed as:
It is obvious that DT 3 is not orthogonal. Thus, the mode-3 unfolding of formula (8) was adopted to calculate the core tensor C. The core tensor can be obtained by minimizing the following objective function:
where W (3) is the mode-3 unfolding of
is the mode-3 unfolding of the core tensor C; and λ is a penalty parameter against overfitting. Obviously, formula (9) has a closed form solution and can be optimized effectively by gradient descent.
Hence, the mode-3 unfolding matrix C (3) of core tensor C was obtained according to formula (9) . Then, the core tensor C is the mode 3-fold version of C (3) . Finally, the HRHS images can be obtained by formula (3) .
Since the core tensor and basis matrices are inferred simultaneously from HRMS and LRHS images, the proposed image fusion method is named the coupled tensor decomposition (CTD) fusion method. The workflow of the proposed method is illustrated in Algorithm 1.
Algorithm 1 The Fusion Steps for CTD
Input: HRMS images Y ∈ R H ×W ×b and LRHS images X ∈ R h×w×B ; Calculate basis matrices from X by (5); Calculate core tensor from Y by (9); Produce Z ∈ R H ×W ×B by (3); Output: HRHS images Z.
IV. EXPERIMENTAL RESULTS
This section compares the CTD fusion method with other image fusion strategies through experiments on different databases. The contrastive methods include PCA [9] , GS [10] , CNMF [19] , and nonlinear scale-space representation (NSSR) [23] . The three parameters of our method L, M, and N were set to 256, 256, and 3, respectively. Then, the parameters were analyzed against the selected datasets.
A. DATASETS
Two datasets were collected for our experiments: One was obtained from Pavia, Italy, and the other from Washington D.C., USA. The reference images of the Pavia dataset are 256 × 256 × 98 in size, and those of the DC dataset are 256 × 256 × 191. Based on the reference images, the LRHS images were produced via downsampling and blur operation. The HRMS images of the Pavia dataset were generated by GeoEye-like reflectance spectral responses in the spectral domain, and those of the D.C. dataset were generated by uniform spectral response functions corresponding to Landsat TM bands 1∼5 and 7, which cover the 450∼520 nm, 520∼600 nm, 630∼690 nm, 760∼900 nm, 1,550∼1,750 nm, and 2,080∼2,350 nm regions. Thus, the HRMS images of the Pavia dataset have 4 bands, and those of the D.C. dataset have 6 bands. Then, the fused images were obtained from LRHS and HRMS images and compared with the reference images.
B. EVALUATION INDICES
To measure the difference between reference images and the fused images, we used five evaluation indices to measure the quality of fused images. The indices are correlation coefficient (CC) [32] , spectral angle mapper (SAM) [33] , universal image quality index (UIQI) [34] , root mean square error (RMSE) [35] , and erreur relative globale adimensionnelle de synthèse (ERGAS) [35] .
1) CC
CC is the correlation coefficient, and it can be calculated by the following equation:
where F is the fused results and X is the reference images, whose size are I × J , andF andX are the mean value of the fused result and the reference images, respectively. The idea value of CC is 1.
2) SAM
The spectral angle mapper (SAM) is calculated by:
where n F and n X are the vector of each band from the fusion result and the reference images. The idea value of SAM is 1.
3) UIQI
UIQI is the universal image quality index. It is calculated by:
where σ FX is the covariance of the reference image and fusion result. σ x and µ x are the standard variance and the mean value of the image, respectively. The idea value of UIQI is 1.
4) RMSE
RMSE is the root mean squared error, which is the standard measure of difference between two images. The ideal value is 0. It is defined as:
where F is the fused results, X is the reference image.
5) ERGAS
The ERGAS (erreur relative global adimensionnelle de synthèse) is the relative adimension globale error in synthsis. It represents the difference between the result images and the reference images. For an ideal fused images, the ERGAS index should be zero.
where p is the spatial resolution of the HRMS images and q is the spatial resolution of the LRHS images. (p/q) is the ration between the pixel sizes in the HRMS and LRHS images. B is the number of bands in the HS images. µ (i) is the mean value of the i-th band of the reference HS images.
C. COMPARISON ON THE PAVIA DATASET
The performance of the CTD fusion method was first evaluated against the Pavia dataset. From the dataset, the 30 th and 70 th bands were selected to compare the fusion quality of different methods. As shown in Figures 2 and 3 , the two images in the first row are the 30 th and 70 th bands of the reference images; the first to fifth columns are the results of PCA, GS, CNMF, NSSR and CTD, in that order; and the third and fifth rows are the differences between the result of each method and the reference images. From Figure 2 , it can be seen that all methods have improved the spatial information in their results; however, there are still very large differences between the results and the reference images. Comparatively, the result of the CTD method had the slightest difference. According to the quality indices of all methods (Table 1) , the CTD method produced better index values than those of all the contrastive methods.
Similar results can be observed from Figure 3 . It is clear that the result of CTD preserved more spatial information from the reference images and contained clearer spatial details than that of any other method. The numerical results in Table 2 also prove that CTD achieved the best values of CC, SAM, UIQI, RMSE, and ERGAS. In general, the CTD method outperformed all the contrastive methods in image fusion. 
D. COMPARISON ON THE WASHINGTON D.C. DATASETS
The performance of the CTD fusion method was then evaluated against the D.C. dataset. From the dataset, the 70 th and 130 th bands were selected to compare the fusion quality of different methods. As shown in Figures 4 and 5 , the two images in the first row are the 70 th and 130 th bands of the reference image; the first to fifth columns are the results of PCA, GS, CNMF, NSSR, and CTD, in that order; and the third and fifth rows are the differences between the result of each method and the reference image.
From Figure 4 , it is observed that all methods have achieved similar fusion results to the reference images. Figure 5 . Further comparison shows the fusion image of CTD carried the highest similarity with the reference bands. The numerical results in Table 3 reveal that CTD method achieved the best values of all variables.
As shown in Figure 5 , all the methods have preserved more spatial information than the Pavia dataset. However, the fusion result of the PCA was darkness, with an obvious difference from the reference images. Compared with other methods, the CTD result contained a slight distortion and a minor difference from the reference images. Overall, the proposed method produced a satisfactory fusion result. The results of evaluation indices in Table 4 show that the best results of all indices belonged to CTD method. This result means that CTD method can produce the best performance.
E. PARAMETER SELECTION
To disclose the effects of CTD parameters on the fusion results, this subsection explores the impacts of the dimensions of the core tensor, L, M , and N on the Pavia dataset. that the numerical results first improved but then worsened with an increase in N value. Thus, N was set to 3 to ensure the optimal performance of CTD. For the D.C. dataset, the effects of the CTD parameters on fusion results were examined in the same manner. The optimal values for the D.C. dataset were determined as L = 256, M = 256, and N = 4.
V. CONCLUSIONS
For better preservation of spatial and spectral information, this paper proposes a new HRMS and LRHS image fusion method based on tensor decomposition. First, the LRHS images were decomposed to produce core tensor and basis matrices and then were fused with the HRMS images, as the two types of images were acquired from the same scene. Then, the core tensor was estimated from the HRMS images by gradient descent. Finally, the HRHS images were calculated by multiplying the core tensor with the three basis matrices. Several experiments were performed on two datasets. The fusion results show that the proposed method outperformed common methods such as PCA, GS, CNMF, and NSSR. Due to the involved folding and unfolding of tensor, the proposed method needs high space complexity.
