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I. INTRODUCTION
F ALSE measurements are referred to as clutter in radar/sonar signal and data processing for target detection, tracking and recognition, etc. There are at least three things associated with the term "clutter density": 1) its spatial density, which quantifies how "dense" the clutter measurements are; 2) its spatial distribution, which describes how the clutter measurements are distributed in space; 3) distribution of the signal amplitude/intensity of the clutter measurements. This paper deals only with the spatial density of the clutter measurements mainly for target tracking.
There are two concepts of clutter spatial density: a physical one and a mathematical one. The physical one is the density of the false measurements received by the observation system for signal and data processing. It is in general not constant over time or space. The mathematical one is the parameter of the Poisson model in Assumption A2 below.
Clutter density is an important scenario parameter. Its knowledge has significant effect on the performance of a target tracking algorithm. In practice, it is usually not known or at most known partially. The use of a more accurate knowledge of clutter density in a tracker will improve its performance significantly.
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For example, in the original (parametric) version of the probabilistic data association filter (PDAF) [2] , [1] , which is one of the most popular and cost-effective algorithms for target tracking in the presence of clutter, the clutter density is assumed to be known perfectly, an assumption not true in most practical situations. Since this density cannot be obtained easily and accurately in practice, shortly after the development of the parametric PDAF, a nonparametric version of the PDAF was introduced as an option [1] based on the use of a noninformative diffuse prior, which is equivalent to assuming a complete ignorance of this clutter density. One consequence of this assumption is that it implies the use of the following estimator of the clutter density:
, where is the number of the total measurements in the gate at time generated by the target and clutter and is the volume of the gate. This estimator does not make good sense: The clutter density should be approximately the number of false measurements, rather than the total number, over the gate volume. The following would make much better sense, for , , where is the probability of target detection and is the gate probability, i.e., the probability that the target-originated measurement falls inside the gate, assuming the target is detected.
In the Integrated PDAF (IPDAF) [6] , the following more appealing formula for the clutter density was used without derivation, explanation, or justification: (1) where denotes the sequence of the (sets of) measurements through time and is the (predicted) "track quality;" that is, the probability that the target exists at time given . This estimator avoids the two extreme assumptions made in the two versions of the PDAF. It is, however, only a heuristic one without a solid theoretical foundation. More such heuristic estimators may be proposed without a theoretically sound justification. For example, the following estimator (2) would be more appealing than (1) since is needed in the estimator of (1) anyway and the extra information in the conditioning should improve the estimation accuracy, even though the clutter density assumed in the Poisson model is a purely predicted value. In short, inspired by (1) from [6] , it would be much better if estimators with a solid theoretical foundation could be used instead. There is a strong hope that such estimators will improve the performance of a tracker.
If the clutter density is either time-variant or space-variant, its estimation is inherently difficult for the following reasons: A good model for the temporal evolution or spatial distribution of is not available although sometimes a clutter map is available for spatial distribution of clutter, which is however not an accurate model. Consequently, it is not clear how the observations at other times or from other regions can be used to estimate at a particular time over a particular region since most estimation methods for random processes assume the availability of such a model. On the other hand, parameter estimation techniques cannot be directly applied either, because they assume the invariance of the quantity to be estimated. More specifically, a batch estimator in general does not provide benefit over a recursive estimator because data collected at different times or regions may correspond to different clutter densities. A recursive estimator seems more appropriate, but it is at least not clear how the recursion can be obtained without a model for the evolution in time and/or distribution in space.
Another difficulty in clutter density estimation with a Bayesian approach is that the required probability distribution of the clutter density, if deemed random, is not available in the literature or in practice, although a variety of models are available for the probability distribution of the intensity of clutter (i.e., the signal strength of the false measurements), such as the Weibull, log-normal and distribution models. As a result, if a Bayesian estimator is desired, the estimator should be distribution free.
To the authors' knowledge, there is no prior work on clutter density estimation from the tracking (data processing) viewpoint, although several heuristic techniques have been used in radar/sonar signal processing. Most trackers assume that the clutter density is available. In practice, however, it is often the case that clutter density is either not estimated or estimated rather crudely by the signal processor and handed over to the trackers. This paper, as a refinement and extension of [4] , presents two classes of theoretically solid estimators of the clutter density. They are based on the Bayesian (conditional mean) estimation (Section III) and the maximum likelihood method (Section IV). The method of moments estimators are also presented (Section V). Section II presents the common assumptions used and relevant results on target perceivability. Some common issues of the proposed clutter estimators are discussed in Section VI. Simulation results are given in Section VII to demonstrate the validity and superiority of the proposed estimators. Mathematical details are provided in the Appendix.
Further results on this topic are reported in a forthcoming paper, including least-squares and maximum likelihood estimators of the clutter density in a more effective framework of using the number of the validated measurements alone (i.e., without the locations) and the relaxation of some restrictive assumption for the conditional mean estimator.
II. ASSUMPTIONS AND RELEVANT RESULTS
A true observation is one originated from a target and every other observation, be it from clutter or false alarm, is referred to as a false one. Denote by a (true or false) observation that may include feature (e.g., amplitude or identity) as well as kinematic information of the target. Let be the sets of validated observations (i.e., those in the validation gate), where is the th observation, and is the total number of (true and false) observations at time . Denote by the sequence of the sets of observations through time (or the -algebra generated).
A. Common Assumptions
For clarity, the common assumptions used repeatedly are presented below.
A1) The number of validated true measurement per target, denoted by , is a binary (0 or 1) random variable at any given time with the following conditional probability mass functions (pmf) where is the Kronecker delta function, defined by undefined otherwise and For convenience, we will use to denote either , , or . These three pmfs imply that at any time there is either one or no validated true measurement. The probability of having one validated true measurement depends on the data sets used: given past data, past data and the current number of validated measurements, and past and current data, respectively, there is exactly one validated true measurement with probabilities , , and , respectively. It is also assumed that is an independent sequence, where for , or . In addition, the number of measurements originated from a target is also assumed independent of any other target. A2) The number of validated false measurements in any region of the gate at any given time can be described by a suitable Poisson model with a spatial density . For example, the probability of the total number of false measurements in the gate of a volume is given by (3) It is also assumed that is an independent sequence, where . Also, only random clutter is considered in this paper (i.e., constant clutter is assumed to have been removed). This assumption is reasonable since the validation gate is usually large enough to assure the validity of Poisson approx-imation of the more accurate but less convenient binomial distribution and small enough to assume a constant density in space within the gate. The topic of this paper is estimation of this clutter density . A3) The detection of the target is independent of false detections. As a result, the sequences and are independent. These assumptions are all more or less "standard" in target tracking.
Note that
In other words, all information concerning probabilities of the number of true/false measurements contained in , , and , respectively, is summarized by , and , respectively.
B. Expected Number of Target Measurement
Various expected numbers of validated target-originated measurement per target can be found [3] , [7] to be: using Assumption A1 (4) (5) (6) where (7) and the last equations in (5)-(6) are shown in [3] , [7] via a long derivation. In the above, is the event that the target is perceivable at time . A target is perceivable if it exists and can be detected by the sensors used. It is not perceivable if it either does not exist or cannot be detected by the sensors used. See [3] , [7] for details. Note that is a better measure of the expected number of target-originated measurement than . is an even better measure. However, and are functions of the clutter density at time while depends only on the clutter densities at previous times.
III. CONDITIONAL MEAN ESTIMATION
When a Bayesian viewpoint is taken, it is important to note that the Poisson model (3) and its parameter are quantities "prior" to the observations at time . This is clear from, for example, the derivation of the PDAF (see [1, Sec. 3.4 .10]).
The key to clutter density estimation using conditional mean is to obtain the conditional expected number of false measure- 
Remark 3: and depend on the true clutter density through and , respectively. See Section VI for a discussion on how to handle this dependence.
Remark 4: Note that because is not known given .
Remark 5:
Since is the conditional mean, it is unbiased and thus its mean-square error is equal to its variance. Theoretically speaking, if the unknown clutter density is replaced with its estimate , the associated error variance should be accounted for in the tracker to further improve the performance. This variance is not given here because it appears quite complicated to account for this extra uncertainty and it is believed that the effect of this extra uncertainty on the performance of a tracker is small if not minimal.
Remark 6: This estimator can be extended to the multipletarget case in a straightforward way. See Section V for details.
Remark 7: The above conditional estimates of the clutter density are always positive if and , which makes sense.
Clearly, is related to somehow. Due to the lack of a good model for this relation, it may be acceptable to assume the following model for the prediction of the clutter density , or equivalently
Note that there is a subtle but important difference between and . It is currently under investigation to replace this assumption with a more reasonable one, such as one based on a Markov assumption.
Once the prediction model is assumed, the key to clutter density estimation is the update step; that is, from to . This can be done using the result of Theorem 1 by replacing and with and , respectively. A potential weakness of this recursive estimator is that it requires proper initialization (i.e., to set a proper initial clutter density estimator ). In practice, may be available from the signal processor that provides data for tracking. Otherwise, a batch estimator may be used, such as the one based on the maximum likelihood or least squares estimation, proposed later and in a forthcoming paper.
IV. MAXIMUM LIKELIHOOD ESTIMATION
In the maximum likelihood estimation (MLE), the clutter density at each time is assumed unknown but nonrandom. For convenience, the Bayesian notation of putting on the right side of the conditioning line is used, such as instead of the non-Bayesian notation , although it is not the authors' intention to advocate the Bayesian viewpoint here.
One significant advantage of the maximum likelihood estimation over the conditional mean estimation is that it does not need initialization. For clutter density estimation, it can be used either as the primary estimator or to provide the initial estimate required by another estimator whenever initialization or reinitialization is deemed appropriate.
Two different classes of maximum likelihood estimators can be developed for clutter density. The first one maximizes the marginal likelihood and the second one maximizes the joint likelihood , where is the vector of clutter densities through time . More specifically, we have , , where and denotes the estimated clutter density at time based on the joint likelihood through time . Clearly, it is also possible to develop maximum likelihood estimators that maximize the marginal or joint likelihood of the clutter density given only the number of observations without other information of the observations: , , , where . Theoretically, the joint maximum likelihood estimator is superior to the marginal maximum likelihood estimator . However, except in some very special cases, such as when the observation-set sequence is independent, the joint maximum likelihood estimator is not appropriate for real-time applications because it is a batch estimator unless a recursion is found: The estimates of the clutter densities at all time instants need to be recalculated from scratch once a new observation is available. That is the reason for the notation , as opposed to the simpler one , which is reserved for the marginal MLE. In addition, to carry out the joint maximum likelihood estimation, it is usually necessary to make additional assumptions on the relationship between and . Nevertheless, it is still useful in some special cases, as is clear later.
No results of and will be presented in this paper because they are theoretically inferior to and not significantly simpler than the ones presented.
In view of the above, the primary maximum likelihood estimators of this paper belong to the class based on the marginal likelihood. They are presented in the following theorem.
Theorem 2 (Marginal MLE of Clutter Density):
With Assumptions A1-A3, the marginal maximum likelihood estimators of are, for
where and are given by (7). Remark 1: There is a singular case for these two estimators: If and (or ), then (or ). This is another limitation of the estimators: Although is a strong indication that the only validated measurement is from the target and thus there is no false measurement, it is not a guarantee. Furthermore, the fact that there is no false measurement at a particular time does not exclude the possibility of a nonzero clutter density. We explain below why this is the case, dropping Thus, the likelihood is a product of a decreasing exponential function of and a straight line with a positive slope passing through , whose peak for is located either at if or at 0 if . Remark 2: In the case of , the above estimators and both lead to since by (10)
As explained before, such an estimate is problematic. Unfortunately, this is an inherent limitation of the marginal MLE because it relies entirely on the information contained in the current observation. In other words, the marginal MLE ignores the information prior to the current time , which is the only hope to prevent the clutter density estimate from being zero. In this case, it is much more appropriate to use joint maximum likelihood estimation. This is presented in Theorem 3 below for the more general case in which there is no validated measurements from time through time . 
V. METHOD OF MOMENTS
The method of moments (MOM) is actually a heuristic approach since it does not optimize any optimality criterion and in general does not possess any optimality property. Nevertheless, it is one of the most popular estimation methods because of its simplicity.
The most natural and simplest clutter density estimation by method of moments is to use the sample mean of the number of false measurements.
A. Single-Target Case
For a single-target case, the sample of the number of false measurements always has a size 1 (i.e., only one realization/observation of the number is available) for any given time if the clutter density is not invariant with respect to the gate (i.e., if it is not a constant for different gate either because itself is time-varying or because gate varies). In other words, the sample mean is simply equal to the sample itself (since it has a size of 1). Thus, we have where has been replaced by its sample mean .
It leads to
This estimator is identical to (1) as used but not justified in [6] .
B. Multiple-Target Case
In the multiple-target case, suppose there are tracks with nondisjoint gates associated with targets. The th track has an expected number of target measurement and a gate of volume at time ; is the number of the measurements in its gate at time . Let and be the sets of validation gates and the expected numbers of target-originated measurements, respectively. If it can be reasonably assumed that , that is, the clutter density over the gates of these tracks are the same (e.g., in the case where these gates have a large overlap), then the joint MOM estimator is based on the following relation, with Assumption A2 where , and stands for the volume of the union of all gates and are the number of total measurements, total false measurements and total target-originated measurements in all gates.
Under Assumption A1, the total number of target-originated measurements is the sum of independent binary random variables with parameters , where subscript denotes quantities pertaining to the th target. The distribution of is in general complicated unless 's are equal to each other, in which case it is binomial with parameter . The expected value can, however, be obtained easily:
. The associated variance by Assumption A1 is var . Consequently, the joint MOM estimator of the clutter density is given by
Consider next the marginal MOM estimation of the clutter density. Note that even if the elements of the sample are correlated, the formula for the sample mean is valid, although the variance of the sample mean differs from the true variance of the population divided by the sample size because of the correlation. Thus where subscript denotes quantities pertaining to the th target, which leads to the estimator It is clear that the marginal MOM estimator is never larger than the joint estimator since . Note that in the case where , like other clutter density estimators, the above MOM estimators are also problematic in that they will lead to negative estimates and thus has to be set to zero. In such a case, it is recommended that the ML estimator of Theorem 3 be used assuming the clutter density is invariant over the period of several scans.
VI. DISCUSSIONS
If an estimator presented in this paper is a function of , it has three versions , and ; that is, can be replaced with , or . As the expected number of target-originated measurements, is the most accurate and is the least accurate. Thus is in general most accurate. and , however, require a knowledge of while requires only to know . Note that to be more rigorous, of (8) should be replaced by the solution of A practical solution is to start with and to obtain or and then use or . An iteration could be used if desirable. In principle, the superiority of to in performance is probably not significant because the extra information about contains in that is not in is usually not much. In addition, requires more computation. depends on through , , and , which are the probabilities of target perceivability, a fundamental concept for target tracking (see [3] , [7] for more details). These probabilities can be calculated recursively by [3] , [5] , [7] where In the above, are the transition probabilities of the assumed Markov chain for target perceivability ;
is the probability of target detection given that the target is perceivable; is the gate probability, that is, the probability of the true measurement falling inside the gate given that the target is detected; is the number of total validated measurements; and is a scalar sufficient statistic for perceivability that summarizes all information contained in the observations at time (see [3] , [5] and [7] for details).
Note that the last two perceivability probabilities above at time depend on the clutter density at . On the other hand, it should not be surprised that the clutter density estimate depends on the perceivability. Fortunately, all recursive estimators of the clutter density presented rely on the perceivability probability only through either or , which can be calculated from the clutter density estimate at the previous time.
Most real-world problems are too intricate to have a precise mathematical formulation with an exact and tractable solution. A simplification similar to the above parameterization of clutter density estimators by the probabilities is inevitable for most practical problems.
All estimators based on the current observation only are doomed to be problematic in the case . Clutter density estimation is actually a constrained optimization problem where the clutter density is subject to a nonnegativity constraint. Since is a scalar, this constrained optimization problem can be solved as if it were an unconstrained problem and then the nonnegativity constraint was imposed. If the solution does not satisfy the constraint, then the boundary point is checked to see if it is a solution to the constrained problem.
VII. SIMULATION VERIFICATION
To test the proposed estimators for clutter density, the scenario as used in [6] was simulated. The area under surveillance was 1000 m long and 400 m wide. The number of false measurements satisfied a Poisson distribution with some spatial density . A single target was moving in the area at a constant velocity perturbed by a zero-mean noise which accounts for small target maneuvers. The target motion was modeled in Cartesian coordinates as , where is the target state vector and consists of position and velocity in each of the two coordinates , the transition matrix is with sample period . The plant noise is zero-mean white Gaussian noise with the known covariance , where is the Kronecker delta function and
The sensor introduced independent errors in and coordinates with root mean square value m. Since our task was to evaluate clutter density estimators rather than track formation schemes, the track was initiated based on the first three true measurements in the first three scans without any false measurements as follows. The first two true measurements were used to form a preliminary track by the two-pointdifferencing technique. The third true measurement was used to update the preliminary track to an initial track.
False measurements were introduced from the fourth scan on. Measurements at the fourth scan were classified into two groups, one for updating tracks and the other as new initiators. A measurement was treated as an initiator if and only if it was not used for updating tracks. From the fifth scan on, measurements were classified into three groups with the following priority: for updating tracks, for forming new preliminary tracks if it fell in the initial square gate of an initiator at the previous scan, and as initiators. Each measurement belongs to one and only one group. Newly initialized tracks might be formed successively at each scan after the fourth. If there were new initial tracks formed from preliminary tracks, the predicted probability of target perceivability was set to . Fig. 1 gives the evaluation and comparison of the following six estimators using 100 Monte Carlo runs, each with 21 scans: 1) heuristic estimator (denoted as Musicki), which uses (1), as proposed in [6] ; 2) heuristic estimator (Huris1) of (2); 3) heuristic estimator (Huris2), given by (13) 4) conditional mean estimator (MMSE1) of (8); 5) conditional mean estimator (MMSE2) of (9); 6) maximum likelihood estimator (MLE) of (11). In each run, the target would reappear with m/s . Clearly, the estimators proposed in this paper outperform the heuristic ones (Musicki, Huris1 and Huris2) substantially in all the four cases. Note that the six estimators considered are all computationally efficient and have virtually the same computational complexity.
VIII. CONCLUSIONS
A number of theoretically solid estimators of the spatial density of false measurements, known as clutter density, have been presented. They include the conditional mean, maximum likelihood, and method of moments estimators. This is the first effort known to the authors for clutter density estimation in the tracking community that does not rely on heuristics. These estimators have some nice features: They are distribution free in the sense that they are valid no matter what probability distribution the clutter density is (assumed); they are computational efficient because they use only quantities already obtained in a tracking filter, such as the IPDAF. These estimators are complementary to each other. They are good in different situations. Some of these estimators can be applied to multiple target case as well as single target case. It is verified through computer simulation of the integrated PDAF in a generic tracking example that estimators have substantially better performance than the heuristic ones used before.
APPENDIX

A. Proof of Theorem 2
Based on Assumptions A1-A3, it is shown in Proposition 3 of [3] The second derivative is given by which shows that MLE is really the maximum point of the likelihood (15).
