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ASYMPTOTIC COMPLETENESS OF A SCALAR QUASILINEAR WAVE
EQUATION SATISFYING THE WEAK NULL CONDITION
DONGXIAO YU
Abstract. We prove an asymptotic completeness result for a scalar quasilinear wave equa-
tion satisfying the weak null condition. This is accomplished in three steps. First, we derive
a new reduced asymptotic system for the quasilinear wave equation by modifying Ho¨rman-
der’s method. Next, we construct an approximate solution, by solving our new reduced
system given some scattering data at infinite time. Finally, we prove that the quasilinear
wave equation has a global solution which agrees with the approximate solution at infinite
time.
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1. Introduction
This paper is devoted to the study of the long time dynamics of a scalar quasilinear wave
equation in R1+3t,x , of the form
(1.1) g˜αβ(u)∂α∂βu = 0.
Here we use the Einstein summation convention with the sum taken over α, β = 0, 1, 2, 3
with ∂0 = ∂t, ∂i = ∂xi , i = 1, 2, 3. We assume that g˜
αβ(u) are smooth functions of u, such
that g˜αβ = g˜βα and g˜αβ(0)∂α∂β =  = ∂
2
t −∆x.
The study on global well-posededness theory of (1.1) started with Lindblad’s paper [16].
Given the initial data
(1.2) u(0) = εu0, ∂tu(0) = εu1, where u1, u2 ∈ C∞c (R3) and ε > 0 small enough,
Lindblad conjectured that (1.1) has a global solution if ε is sufficiently small. In the same
paper, he proved the small data global existence for a special case
(1.3) ∂2t u− c(u)2∆xu = 0, where c(0) = 1
1
for radially symmetric data. Later, Alinhac [1] generalized the result to general initial data
for (1.3). The small data global existence result to the general case (1.1) was finally proved
by Lindblad in [17].
In this paper, we study the asymptotic completeness of (1.1), which is closely related to
the global well-posedness theory. Precisely, our goal is two-fold. First, we seek to identify
a good notion of asymptotic profile for this problem, and an associated notion of scattering
data. Then, for this asymptotic profile, we find a matching solution.
We start our paper with the derivation of a new reduced system of (1.1). We modify
Ho¨rmander’s method and use the ansatz u ≈ εr−1U(s, q, ω) where s = ε ln t, r = |x|,
ω = x/r and q = q(t, r, ω) is a solution to the eikonal equation corresponding with the
metric g˜αβ(u). By introducing the auxiliary variable µ = qt − qr, we are able to derive a
system of asymptotic equations for µ and Uq in the coordinate set (s, q, ω). See (1.11).
To solve the reduced system explicitly, we need to assign the initial data at s = 0. We set
µ|s=0 = −2 and Uq(0, q, ω) = A(q, ω) for an arbitrary A(q, ω) ∈ C∞c (R× S2). Here A(q, ω) is
defined as the scattering data for our asymptotic completeness result. We can then recover
U(s, q, ω) from Uq along with the restriction limq→−∞ U(s, q, ω) = 0.
Next, we construct an approximate solution to (1.1). For any small ε > 0, we construct
an approximate solution q(t, r, ω) to the eikonal equation by solving
qt − qr = µ(ε ln(t)− δ, q(t, r, ω), ω), q(t, 0, ω) = −t.
Here δ > 0 is a sufficiently small constant depending only on the scattering data. We then
define the approximate solution uapp(t, x) which is in C
∞
c (R
3) for each fixed t, such that
uapp(t, rω) = εr
−1U(ε ln(t)− δ, q(t, r, ω), ω)
near the light cone {t = r} for sufficiently large t. It can be proved that uapp is an approximate
solution to (1.1).
Finally, we show that there is an exact solution to (1.1) which behaves asymptotically the
same as uapp as time goes to infinity. Fixing a large time T > 0, we solve a backward Cauchy
problem for v = u−uapp with zero data for t ≥ 2T , such that v+uapp solves (1.1) for t ≤ T .
We then prove that v = vT converges to some function v∞ as T →∞, and u∞ = v∞ + uapp
is a solution to (1.1) such that (∂t − ∂r)u∞(t, x) ≈ −2εr−1A(q(t, r, ω), ω) as t→∞. This is
the asymptotic completeness result we want.
1.1. Background. The equation (1.1) is a special case for a general scalar nonlinear wave
equation in R1+3t,x
(1.4) u = F (u, ∂u, ∂2u).
Here
(1.5) F (u, ∂u, ∂2u) =
∑
aαβ∂
αu∂βu+O(|u|3 + |∂u|3 + |∂2u|3).
The sum in (1.5) is taken over all multiindices α, β with |α| ≤ |β| ≤ 2, |β| ≥ 1 and
|α|+ |β| ≤ 3.
Since 1980s, there have been many results on the lifespan of the solutions to the Cauchy
problem (1.4) with initial data (1.2). In [9, 10], John proved that (1.4) does not necessarily
have a global solution for all t ≥ 0: any nontrivial solution to u = ut∆u or u = u2t
blows up in finite time. In contrast, (1.4) in R1+d for d ≥ 4 has small data global existence,
proved by Ho¨rmander in [7]. For arbitrary nonlinearities in three space dimensions, the
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best result on the lifespan is the almost global existence: the solution exists for t ≤ ec/ε,
for sufficiently small ε and some constant c > 0. The almost global existence of (1.4) was
proved by Lindblad in [15]. We also refer to John and Klainerman [11], Klainerman [13],
and Ho¨rmander [6, 8] for some earlier work on the almost global existence.
In contrast to the finite-time blowup in John’s examples, it was proved by Klainerman
in [14] and by Christodoulou in [3] that if the null condition is satisfied, then (1.4) has the
small data global existence. The null condition was first introduced by Klainerman in [12].
It states that for each 0 ≤ m ≤ n ≤ 2 with m+ n ≤ 3, we have
(1.6) Amn(ω) :=
∑
|α|=m,|β|=n
aαβω̂
αω̂β = 0, for all ω̂ = (−1, ω) ∈ R× S2.
Note that the null condition is sufficient but not necessary for the small data global existence.
For example, the null condition fails for (1.1), but (1.1) still has the small data global
existence.
Later, in [18, 19], Lindblad and Rodnianski introduced the weak null condition. To state
the weak null condition, we start with the asymptotic equations first introduced by Ho¨rman-
der in [6–8]. We make the ansatz
(1.7) u(t, x) ≈ ε
r
U(s, q, ω), r = |x|, ωi = xi/r, s = ε ln(t), q = r − t.
Plug this ansatz into (1.4) and we can derive the following asymptotic PDE for U(s, q, ω)
(1.8) 2∂s∂qU +
∑
Amn(ω)∂
m
q U∂
n
q U = 0.
Here Amn is defined in (1.6) and the sum is taken over 0 ≤ m ≤ n ≤ 2 with m + n ≤ 3.
We say that the weak null condition is satisfied if (1.8) has a global solution for all s ≥ 0
and if the solution and all its derivatives grow at most exponentially in s, provided that the
initial data decay sufficiently fast in q. In the same papers, Lindblad and Rodnianski made
a conjecture that the weak null condition is sufficient for small data global existence. To the
author’s knowledge, this conjecture remains open until today.
There are two remarks about the weak null condition and the corresponding conjecture.
First, the weak null condition is weaker than the null condition. In fact, if the null condition
is satisfied, then (1.8) becomes ∂s∂qU = 0. In addition, though the conjecture above remains
open, there are many examples of (1.4) satisfying the weak null condition and admitting
small data global existence at the same time. The equation (1.1) is one of several such
examples: the small data global existence of (1.1) has been proved by Lindblad in [17];
meanwhile, the asymptotic equation (1.8) now becomes
(1.9) 2∂s∂qU = G(ω)U∂
2
qU,
where
G(ω) := gαβω̂αω̂β, g
αβ =
d
du
g˜αβ(u)|u=0, ω̂ = (−1, ω) ∈ R× S2,
whose solutions exist globally in s and satisfy the decay requirements, so (1.1) satisfies
the weak null condition. There are also many examples violating the weak null condition
and admitting finite-time blowup at the same time. u = ut∆u and u = u
2
t are two of
such examples: the corresponding asymptotic equations are (2∂s − Uq∂q)Uq = 0 (Burger’s
equation) and ∂sUq = U
2
q , respectively, whose solutions are known to blow up in finite time.
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1.2. Asymptotic equations. Instead of working with Ho¨rmander’s asymptotic system
(1.9) directly, in this paper we will construct a new system of asymptotic equations. Our
analysis starts as in Ho¨rmander’s derivation in [6–8], but diverges at a key point: the choice
of q is different. One may contend from the paper that this new system is more accurate
than (1.9), in that it both describes the long time evolution and contains full information
about it. In addition, if we choose the initial data appropriately, our reduced system will
reduce to linear first order ODEs on µ and Uq, so it is easier to solve it than to solve (1.9).
To derive the new equations, we still make the ansatz (1.7), but now we replace q = r− t
with a solution q(t, r, ω) to the eikonal equation related to (1.1)
(1.10) g˜αβ(u)∂αq∂βq = 0.
In other words, q(t, r, ω) is an optical function. There are two reasons why we choose q in
this way. First, if we plug u = εr−1U(s, q, ω) in (1.1) where q(t, r, ω) is an arbitrary function,
we get two terms in the expansion
εr−1g˜αβ(u)qαβUq + εr
−1g˜αβ(u)qαqβUqq.
All the other terms either decay faster than ε2r−2 for t ≈ r → ∞, or do not contain U
itself (but may contain Uq, Uqq, Usq and etc.). If q satisfies the eikonal equation, then the
second term vanishes. From the eikonal equation, we can also prove that the first term is
approximately equal to a function depending on Uq but not on U . Thus, in contrast to the
second-order PDE (1.9) on U , we expect to get a first-order ODE on Uq which is simpler.
Second, the eikonal equations have been used in the previous works on the small data
global existence of (1.1). In [1], Alinhac followed the method used in Christodoulou and
Klainerman [4], and adapted the vector fields to the characteristic surfaces, i.e. the level
surfaces of solutions to the eikonal equations. In [17], Lindblad considered the radial eikonal
equations when he derived the pointwise bounds of solutions to (1.1). When they derived
the energy estimates, both Alinhac and Lindblad considered a weight w(q) where q is an
approximate solution to the eikonal equation. Their works give us a hint that the eikonal
equation may play an important role in long time behavior of solutions to (1.1).
Since u is unknown, it is difficult to solve (1.10) directly. Instead, we introduce a new
auxiliary function µ = µ(s, q, ω) such that qt − qr = µ. From (1.10), we can express qt + qr
in terms of µ and U , and thus solve for all partial derivatives of q, assuming that all the
angular derivatives are negligible. Then from (1.1), we can derive the following asymptotic
equations for µ(s, q, ω) and U(s, q, ω):
(1.11)

µs = −1
4
G(ω)µ2Uq,
∂sUq =
1
4
G(ω)µU2q .
The derivation of these two equations is given in Section 3.
To solve (1.11) explicitly, we need to assign the initial data at s = 0. Note that if
qt − qr = µ and if q˜ = F (q, ω), then we have q˜t − q˜r = (∂qF )µ. Thus, by choosing the
function F approriately, we can prescribe µ|s=0 freely. We set µ|s=0 = −2, since we expect
q ≈ r− t. The initial data of Uq can be chosen arbitrarily, so we set Uq(0, q, ω) = A(q, ω) for
an arbitrary A(q, ω) ∈ C∞c (R × S2). Here A(q, ω) is defined as the scattering data for our
asymptotic completeness result. We also assume that limq→−∞ U(s, q, ω) = 0, which allows
us to solve U(s, q, ω) uniquely from Uq.
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To construct an approximate solution, we make a change of coordinate. For a small ε > 0,
we set s = ε ln(t)− δ, where δ > 0 is a sufficiently small constant to be chosen. We remark
that this choice of s is related to the almost global existence, since now s = 0 if and only if
t = eδ/ε. Let q(t, r, ω) be the solution to
qt − qr = µ(ε ln(t)− δ, q(t, r, ω), ω), q(t, 0, ω) = −t.
Then, any function on (s, q, ω) induces a new function on (t, r, ω). With an abuse of notation,
we set
U(t, r, ω) = U(ε ln(t)− δ, q(t, r, ω), ω).
Here U(t, r, ω) is the asymptotic profile for our asymptotic completeness result. We can
prove that, near the light cone {t = r}, εr−1U(t, r, ω) is an approximate solution to (1.1),
and q(t, r, ω) is an approximate optical function, i.e. an approximate solution to the eikonal
equation corresponding with the metric g˜αβ(εr−1U). See Section 4 for the explicit formulas
and the estimates of q and U .
1.3. The main result. Given the asymptotic equations (1.11), we can now ask the fol-
lowing two questions. First, as time goes to infinity, can any small global solution to the
Cauchy problem (1.1) with (1.2) be well approximated by a solution to our reduced sys-
tem (1.11)? For example, can we recover the scattering data A(q, ω), approximate optical
function q(t, r, ω) and asymptotic profile U(t, r, ω) from an exact solution? Second, given a
scattering data A(q, ω), can we use (1.11) to construct an exact solution to (1.1) which has
this scattering data at infinite time? In scattering theory, the first problem is the existence
of the wave operator, and the second one is the asymptotic completeness.
There are some previous results on these two questions. In [5], Deng and Pusateri used
the original Ho¨rmander’s asymptotic system (1.9) and proved a partial existence result of
wave operator for (1.1). In [20], Lindblad and Schlue proved the asymptotic completeness
for the semilinear models of Einstein’s equations. To the author’s knowledge, there is no
previous result on the asymptotic completeness of (1.1).
In this paper, we will answer the second question, i.e. concerning asymptotic completeness.
Let Z be one of the commuting vector fields: translations ∂α, scaling t∂t + r∂r, rotations
xi∂j − xj∂i and Lorentz boosts xi∂t + t∂i. Our main theorem is the following.
Theorem 1. Consider a scattering data A(q, ω) ∈ C∞c (R× S2) where supp(A) ⊂ [−R,R]×
S
2 for some R ≥ 1. Fix an integer N ≥ 2 and any sufficiently small ε > 0 depending
on A and N . Let q(t, r, ω) and U(t, r, ω) be the associated approximate optical function and
asymptotic profile. Then, there is a CN solution u to (1.1) for t ≥ 0 with the following
properties:
(i) The solution vanishes for |x| = r ≤ t− R.
(ii) The solution satisfies the energy bounds: for all |I| ≤ N − 1 and all t≫R 1, we have∥∥∂ZI(u− εr−1U)(t)∥∥
L2({x∈R3: |x|≤5t/4})
+
∥∥∂ZIu(t)∥∥
L2({x∈R3: |x|≥5t/4})
.I εt
−1/2+CIε.
(iii) The solution satisfies the pointwise bounds: for all (t, r, ω) with t≫R 1, we have
|(∂t − ∂r)u+ 2εr−1A(q(t, r, ω), ω)| . εt−3/2+Cε.
Moreover, for all |I| ≤ N − 1 and all (t, x) with t≫R 1,
|∂ZI(u− εr−1U)(t, x)|χ|x|≤5t/4 + |∂ZIu(t, x)|χ|x|≥5t/4 .I εt−1/2+CIε〈t + r〉−1〈t− r〉−1/2,
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|ZI(u− εr−1U)(t, x)|χ|x|≤5t/4 + |ZIu(t, x)|χ|x|≥5t/4 .I min{εt−1+CIε, εt−3/2+CIε〈r − t〉}.
We have two remarks on the main theorem. First, the solution in the main theorem is
unique in the following sense. Suppose N ≥ 7. Suppose u1, u2 are two CN solutions to (1.1),
such that both of them satisfy the energy bounds and pointwise bounds in the main theorem.
Then, we have u1 = u2, assuming ε ≪ 1. We also remark that u does not depend on the
value 5/4 in the estimates: for each fixed κ > 1, if uκ is a solution satisfying all the estimates
above with 5/4 replaced by κ, then u = uκ for ε≪κ 1, where u is the unique solution from
the main theorem. We will prove these statements after the proof of the main theorem.
In addition, in Theorem 1, we have the pointwise bounds for t = r:
|∂ZI(u− εr−1U)(t, x)| .I εt−3/2+Cε
and
|ZI(u− εr−1U)(t, x)| .I εt−1+CIε.
If we consider the forward Cauchy problem u = 0, then from Theorem 6.2.1 in [8], we get
similar pointwise bounds with −3/2 and −1 replaced by −2. This is not surprising. For
u = 0, if we also assume
∫∞
−∞
A(q, ω) dq = 0, then our construction also gives t−2 on the
right hand side in the pointwise bounds. In fact,
∫∞
−∞
A(q, ω) dq = 0 implies that U , i.e. the
Friedlander radiation field for u = 0, is compactly supported for fixed time. This method
cannot be applied in the general case (1.1). The dependence on s = ε ln(t)− δ of U prevents
us from making U(t, ·) compactly supported for all t by only putting restrictions on A(q, ω).
To resolve this problem, we introduce a cutoff function ψ(r/t) which causes the loss of power
of t.
There is another remark on our future work. This paper can be viewed as a preparation of
the study on scattering of the forward Cauchy problem (1.1) and (1.2). To achieve this goal,
we should consider whether the setting in this paper fits in a forward Cauchy problem. For
example, in a forward Cauchy problem, given an arbitrary approximate optical funtion q, we
usually do not have the equality qt−qr = −2 everywhere for a fixed time corresponding with
s = 0. Thus, we need to explain why we can set µ|s=0 = −2 in the asymptotic completeness
problem. For the same reason, we set s = ε ln(t) − δ instead of ε ln(t) or ε ln(t + 1), since
now s = 0 corresponds with the time Tε = exp(δ/ε). Such a Tε also appears in the almost
global existence result. In fact, in a forward Cauchy problem (1.1), we expect the solution
u constructed in Lindblad [17] to behave as a solution to a linear wave equation for t ≤ Tε.
1.4. Idea of the proof. Here we outline the main idea of the construction of u in Theo-
rem 1. First, we construct an approximate solution to (1.1). Let q(t, r, ω) and U(t, r, ω) be
the approximate optical function and asymptotic profile associated to some scattering data
A(q, ω). We set
(1.12) uapp(t, x) = εr
−1η(t)ψ(r/t)U(ε ln(t)− δ, q(t, r, ω), ω)
for all t ≥ 0 and x ∈ R3. Here ψ ≡ 1 when |r− t| ≤ t/4 and ψ ≡ 0 when |r− t| ≥ t/2, which
is used to localize εr−1U near the light cone {r = t}; η is a cutoff function such that η ≡ 0
for t ≤ 2R, which is used to remove the singularity at |x| = 0 and t = 0. We can check that
uapp is a good approximate solution to (1.1) in the sense that
g˜αβ(uapp)∂α∂βuapp = O(εt
−3+Cε), t≫R 1.
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Next we seek to construct an exact solution matching uapp at infinite time. Fixing a large
time T , we consider the following equation
(1.13) g˜αβ(uapp + v)∂α∂βv = −χ(t/T )g˜αβ(uapp + v)∂α∂βuapp, t > 0; v ≡ 0, t ≥ 2T.
Here χ ∈ C∞(R) satisfies χ(t/T ) = 1 for t ≤ T and χ(t/T ) = 0 for t ≥ 2T . Note that
uapp + v is now an exact solution to (1.1) for t ≤ T . In Section 6 we prove that, if ε is
sufficiently small, then (1.13) has a solution v = vT for all t ≥ 0 which satisfies some decay
in energy as t → ∞. To prove this, we use a continuity argument. The proof relies on the
energy estimates and Poincare´’s lemma, which are established in Section 5. Note that the
small constant δ > 0 is not chosen until the proof of Poincare´’s lemma, and we remark that
δ depends only on the scattering data A(q, ω). We also remark that the energy estimates
and Poincare´’s lemma in our paper are closely related to those in [1, 17].
Finally we prove in Section 7 that vT does converge to some v∞ in suitable function spaces,
as T →∞. Thus we obtain a global solution uapp+v∞ to (1.1) for t ≥ 0, such that it “agrees
with” uapp at infinite time, in the sense that the energy of v
∞ tends to 0 as t → ∞. By
the Klainerman-Sobolev inequality, we can derive the pointwise bounds in the main theorem
from the estimates on the energy of v∞.
Note that to obtain a candidate for v∞, we have a more natural choice of PDE than (1.13).
We may consider the Cauchy problem (1.1) for t ≤ T with initial data (uapp(T ), ∂tuapp(T )).
The problem with such a choice is that for uapp constructed above, Z
I(u−uapp)(T ) does not
seem to have a good decay in T if ZI only contains the scaling S = t∂t + r∂r and Lorentz
boosts Ω0i = t∂i + xi∂t. For example, we can consider the linear wave equation u = 0. We
set v = u− uapp, then v = vt = 0 at t = T . Then, at t = T we have S2v = t2vtt = −t2uapp.
However, in the linear case, uapp = εr
−1F0(r − t, ω) for t ≈ r and thus uapp = O(εr−3).
The power −3 cannot be improved, so we can only get S2v = O(εr−1) for t ≈ r, while we
expect S2v = O(εr−3/2+Cε) for t ≈ r from Theorem 1. Similarly, the same applies for Skv
if k ≥ 3. In the linear case, one possible way to deal with this difficulty is to consider more
terms in the asymptotic expansion of the solutions, say take
uapp =
N∑
n=0
ε
rn+1
Fn(r − t, ω)
where F0 is the usual Friedlander radiation field, and Fn satisfies some PDE based on Fn−1.
However, this method does not seem to work in the quasilinear case (1.1). Such a difficulty
does not appear in (1.13), since v ≡ 0 for all t ≥ 2T .
1.5. Acknowledgement. The author would like to thank his advisor, Daniel Tataru, for
suggesting this problem and for many helpful discussions.
2. Preliminaries
2.1. Notations. We use C to denote universal positive constants. We write A . B or
A = O(B) if |A| ≤ CB for some C > 0. We write A ∼ B if A . B and B . A. We use Cv
or .v if we want to emphasize that the constant depends on a parameter v. The values of
all constants in this paper may vary from line to line.
In this paper, R is reserved for the radius of the scattering data in q, i.e. A(q, ω) = 0
unless |q| ≤ R. We always assume that t ≥ TR > 0 for some sufficiently large constant TR
depending on R (denoted by TR ≫ 1, or t≫R 1). We also assume ε > 0 is sufficiently small
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(denoted by ε≪ 1). TR and ε are allowed to depend on all other constants, and ε can also
depend on TR.
We always assume that the latin indices i, j, l = 1, 2, 3 and the greek indices α, β = 0, 1, 2, 3.
We use subscript to denote partial derivatives, unless specified otherwise. For example,
uα = ∂αu, qr = ∂rq =
∑
i ωi∂iq, Aq = ∂qA and etc. For a fixed integer k ≥ 0, we use ∂k to
denote either a specific k-th partial derivative, or the collection of all k-th partial derivatives.
To prevent confusion, we will only use ∂ω to denote the angular derivatives under the
coordinate (s, q, ω), and will never use it under the coordinate (t, r, ω). We use ∂cω to denote
∂c1ω1∂
c2
ω2∂
c3
ω3 for a multiindex c = (c1, c2, c3).
2.2. Commuting vector fields. Let Z be any of the following vector fields:
(2.1) ∂α, S = t∂t + r∂r, Ωij = xj∂i − xi∂j , Ω0i = xi∂t + t∂i.
For any multiindex I with length |I|, let ZI denote the product of |I| such vector fields.
Then we have Leibniz’s rule
(2.2) ZI(fg) =
∑
|J |+|K|=|I|
CIJKZ
JfZKg, where CIJK are constants.
The vector fields Z have many good properties. First, we have the commutation properties.
(2.3) [S,] = −2, [Z,] = 0 for other Z;
(2.4) [Z1, Z2] =
∑
|I|=1
CZ1,Z2,IZ
I , where CZ1,Z2,I are constants;
(2.5) [Z, ∂α] =
∑
β
CZ,αβ∂β, where CZ,αβ are constants.
2.3. Several pointwise bounds. We have the pointwise estimates on partial derivatives.
Lemma 2.1. For any function φ, we have
(2.6) |∂φ| ≤ C(1 + |t− r|)−1
∑
|I|=1
|ZIφ|
and
(2.7) |(∂t + ∂r)φ|+ |(∂i − ωi∂r)φ| ≤ C(1 + t + r)−1
∑
|I|=1
|ZIφ|.
Finally, we have the Klainerman-Sobolev inequality.
Proposition 2.2. For φ ∈ C∞(R1+3) which vanishes for large |x|, we have
(2.8) (1 + t + |x|)(1 + |t− |x||)1/2|φ(t, x)| ≤ C
∑
|I|≤2
∥∥ZIφ(t, ·)∥∥
L2(R3)
.
We also state the Gronwall’s inequality.
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Proposition 2.3. Suppose A,E, r are bounded functions from [a, b] to [0,∞). Suppose that
E is increasing. If
A(t) ≤ E(t) +
∫ b
a
r(s)A(s) ds, ∀t ∈ [a, b],
then
A(t) ≤ E(t) exp(
∫ t
a
r(s) ds), ∀t ∈ [a, b].
The proofs of these results are standard. See, for example, [8, 17, 21] for the proofs.
We also need the following lemma, which can be viewed as the estimates on Taylor’s series
adapted to Z vector fields.
Lemma 2.4. Fix ε > 0, an integer k ≥ 0 and a multiindex I. Suppose there are two
functions u, v on (t, x) such that |u| + |v| ≤ 1 for all (t, x). Suppose f ∈ C∞(R) with
f(0) = f ′(0) = 0. Then, for all (t, x), we have
(2.9)
|∂kZI(f(u+ v)− f(u))|
.k,I
∑
k1+k2≤k, |I1|+|I2|≤|I|
pk,I |∂k1ZI1v(t, x)|(|∂k2ZI2v(t, x)|+ |∂k2ZI2u(t, x)|).
where
pk,I(t, x) = 1 + max
k1+|J |≤(k+|I|)/2
(|∂k1ZJu(t, x)|+ |∂k1ZJv(t, x)|)k+|I|.
Proof. By the chain rule and Leibniz’s rule, ∂kZI(f(u)) can be written as a sum of terms of
the form
f (l)(u)∂k1ZI1u∂k2ZI2u · · ·∂klZIlu
where l ≤ k+|I|, ki+|Ii| > 0 for each i and
∑
i ki = k,
∑
i Ii = I. Thus, ∂
kZI(f(u+v)−f(u))
can be written as a sum of terms of the form
f (l)(u+ v)∂k1ZI1(u+ v)∂k2ZI2(u+ v) · · ·∂klZIl(u+ v)− f (l)(u)∂k1ZI1u∂k2ZI2u · · ·∂klZIlu
= (f (l)(u+ v)− f (l)(u))∂k1ZI1(u+ v) · · ·∂klZIl(u+ v)
+
l∑
j=1
f (l)(u)∂k1ZI1u · · ·∂kj−1ZIj−1u · ∂kjZIjv · ∂kj+1ZIj+1(u+ v) · · ·∂klZIl(u+ v)
where ki + |Ii| > 0 for each i and
∑
i ki = k,
∑
i Ii = I. When l = 0, we must have
k = |I| = 0, so (2.9) follows from
|f(u+ v)− f(u)| ≤ sup
β∈[0,1]
|f ′(u+ βv)||v| ≤ sup
|z|≤1
|f ′′(z)| · sup
β∈[0,1]
|u+ βv| · |v| ≤ C(|u|+ |v|)|v|.
Note that now p0,0 = 2. When l ≥ 1, since ki + |Ii| > (k + |I|)/2 > 0 for at most one i and
since the product of all other terms of the form ∂kiZ
Ii(u + v) can be controlled by pk,I , we
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have
|(f (l)(u+ v)− f (l)(u))∂k1ZI1(u+ v) · · ·∂klZIl(u+ v)|
≤ sup
β∈[0,1]
|f (l+1)(u+ βv)||v · ∂k1ZI1(u+ v) · · ·∂klZIl(u+ v)|
≤ Ck,Ipk,I |v|
∑
k1≤k,|J |≤|I|
(|∂k1ZJu|+ |∂k1ZJv|).
When l = 1, we have
|f ′(u)∂kZIv| ≤ C|u||∂kZIv|.
When l ≥ 2, since ki + |Ii| > (k + |I|)/2 for at most one i and since the product of all other
terms of the form ∂kiZ
Ii(u+ v) or ∂kiZ
Iiu can be controlled by pk,I , we have
|f (l)(u)∂k1ZI1u · · ·∂kj−1ZIj−1u · ∂kjZIjv · ∂kj+1ZIj+1(u+ v) · · ·∂klZIl(u+ v)|
≤ Ck,Ipk,I
∑
k1+k2≤k, |I1|+|I2|≤|I|
|∂k1ZI1v|(|∂k2ZI2u|+ |∂k2ZI2v|).

2.4. A function space. Suppose ε ≪ 1. Let D be a region in R1+3t,x . We assume that
D ⊂ {t ≥ TR, −R ≤ r − t . tCε} where TR ≫ 1. We introduce the following definition
based on D, which is useful in Section 4.2.
Definition. For any smooth function F = F (t, r, ω), we say F ∈ Sm = SmD for a fixed m ∈ R
if |ZIF | .I tm+CIε for any multiindex I and (t, r, ω) ∈ D. Here ZI is a product of |I| vector
fields in (2.1). We also set εnSm = {εnF : F ∈ Sm} for 0 < ε < 1. We allow F to depend
on ε, so εn1Sm ⊂ εn2Sm if n1 ≥ n2.
For example, we have tm, rm ∈ Sm, ∂mωi ∈ S−m and r − t ∈ S0.
We have the following two lemmas.
Lemma 2.5. Sm has the following properties.
(a) For any F1 ∈ Sm1 and F2 ∈ Sm2, we have F1 + F2 ∈ Smax{m1,m2} and F1F2 ∈ Sm1+m2.
(b) For any F ∈ Sm, we have ZF ∈ Sm, (∂t + ∂r)F ∈ Sm−1 and (∂i − ωi∂r)F ∈ Sm−1.
Proof. Note that (a) and ZF ∈ Sm in (b) are obvious from the definition and the Leibniz’s
rule. It remains to prove (∂t + ∂r)F ∈ Sm−1 and (∂i − ωi∂r)F ∈ Sm−1.
Note that
∂t + ∂r =
∑
i ωiΩ0i + S
r + t
, ∂i − ωi∂r = Ω0i + (t− r)ωi∂t
t
−
∑
j ωjωiΩ0j + ωiS
r + t
.
Let f−1 be any element in S
−1 and we allow f−1 to vary from line to line. Since r−t, ZIωi ∈ S0
and t−1, (r + t)−1 ∈ S−1, by applying (a) of this lemma, we can write ∂t + ∂r and ∂i − ωi∂r
as
∑
|J |=1 f−1Z
J . We claim that for each I
ZI(∂t + ∂r)F = (∂t + ∂r)Z
IF +
∑
|J |≤|I|
f−1Z
JF.
10
We can induct on |I|. If |I| = 0, there is nothing to prove. If this equality holds for all
|I| < k, then for |I| = k, by writing ZI = ZZI′ we have
ZI(∂t + ∂r)F
= Z(∂t + ∂r)Z
I′F +
∑
|J |<k
Z(f−1Z
JF )
= (∂t + ∂r)Z
IF + [Z, ∂t + ∂r]Z
I′F +
∑
|J |<k
((Zf−1)Z
JF + f−1ZZ
JF )
= (∂t + ∂r)Z
IF +
∑
|K|=1
((Zf−1)Z
K + f−1[Z,Z
K ])ZI
′
F +
∑
|J |<k
(f−1Z
JF + f−1ZZ
JF )
= (∂t + ∂r)Z
IF +
∑
|J |≤k
f−1Z
JF.
Since F ∈ Sm, we have f−1ZJF ∈ Sm−1 for all |J | ≤ |I| by (a). Since by Lemma 2.1 we
have
|(∂t + ∂r)ZIF | . 〈t + r〉−1
∑
|J |≤|I|+1
|ZJF |,
we conclude that for each I, in D we have
|ZI(∂t + ∂r)F | .I tm−1+CIε.
Thus (∂t+∂r)F ∈ Sm−1. Following the same proof, we can also show (∂i−ωi∂r)F ∈ Sm−1. 
Lemma 2.6. If f ∈ C∞(R) with f(0) = f ′(0) = 0, and if u, v ∈ εnS−m with n,m ≥ 1,
ε≪ 1, and TR ≫ 1 in D, then f(u)− f(v) ∈ ε2nS−2m.
Proof. Since n,m ≥ 1, we have |u|+ |v| . εt−1+Cε, so when ε≪ 1 and t ≥ TR ≫ 1, we have
|u|+ |v| ≤ 1. Note that here ε and TR do not depend on I. Now we can apply Lemma 2.4
to ZI(f(u)− f(v)). We have
p0,I(t, x) = 1 + max
|J |≤|I|/2
(|ZJu(t, x)|+ |ZJv(t, x)|)|I|
≤ 1 + (CIεnt−m+CIε)|I|
≤ 1 + C |I|I εn|I|t−m|I|tCI |I|ε
≤ (1 + CI)|I|tCI |I|ε.
The last inequality holds since n,m ≥ 1. Thus, we have
|ZI(f(u)− f(v))| .I tCIε
∑
|I1|+|I2|≤|I|
|ZI1v|(|ZI2u|+ |ZI2v|) .I ε2nt−2m+CIε.
We are done. 
3. The Derivation of the Asymptotic Equations
3.1. The asymptotic equations for (1.1). Let u be a global solution to (1.1). Let q(t, r, ω)
be a solution of the eikonal equation (1.10) related to (1.1), and let µ = qt − qr. Suppose u
has the form
(3.1) u(t, x) ≈ ε
r
U(s, q, ω)
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where ωi = xi/r, s = ε ln(t) and q = q(t, r, ω). Our goal in this section is to derive the
asymptotic equations for (µ, U).
We make the following assumptions:
(1) Every function is smooth.
(2) There is a diffeomorphism between two coordinates (t, r, ω) and (s, q, ω), so any
function F can be written as F (t, r, ω) and F (s, q, ω) at the same time.
(3) ε > 0 is sufficiently small, t, r > 0 are both sufficiently large with t ≈ r.
(4) All the angular derivatives are negligible. In particular, ∂i ≈ ωi∂r.
(5) µ, U ∼ 1 and ν . εt−1, where ν := qt + qr. The same estimates hold if we apply ZI
or ∂as∂
b
q∂
c
ω to the left hand sides.
Here are two useful remarks. First, the solutions (µ, U) to the reduced system may not
exactly satisfy the assumptions listed above. They only satisfy some weaker versions of those
assumptions. For example, instead of µ ∼ 1, we may only get t−Cε . |µ| . tCε; by solving
qt− qr = µ, instead of an exact optical function, i.e. a solution to (1.10), we may only get an
approximate optical function q in the sense that g˜αβ(u)qαqβ = O(t
−2+Cε). Such differences
are usually negligible, so our assumptions at the beginning make sense.
Second, it may seem strange that we ignore the angular derivatives of q which is . t−1
but keep ν . εt−1. This, however, is reasonable according to the form of (1.1) and (1.10).
For example, if we expand the eikonal equation, we get (3.3) below. The angular derivatives
are either squared or multiplied by εr−1U , while the major terms in (3.3) are of the order
εt−1. On the other hand, ν is not negligible since there is a term µν in the expansion.
Recall that
u = r−1((∂t − ∂r)(∂t + ∂r)− r−2∆ω)ru
where ∆ω =
∑
i<j Ω
2
ij is the Laplacian on the sphere S
2. By chain rule we have
∂t = εt
−1∂s + qt∂q, ∂r = qr∂q.
By the assumptions, we have
u ≈ εr−1(∂t − ∂r)(∂t + ∂r)U ≈ εr−1µ∂q(εt−1Us + νUq)
≈ ε2(tr)−1µUsq + εr−1µνqUq + εr−1µνUqq.
Since
qt =
1
2
(µ+ ν) ≈ 1
2
µ, qi ≈ ωiqr ≈ ωi
2
(ν − µ) ≈ −1
2
ωiµ,
qtt ≈ 1
2
µt ≈ 1
2
µqqt ≈ 1
4
µµq, qit ≈ 1
2
µi ≈ 1
2
µqqi ≈ −1
4
ωiµµq,
qij ≈ −1
2
ωiµj ≈ −1
2
ωiµqqj ≈ 1
4
ωiωjµqµ,
we have
gαβqαqβ ≈ 1
4
G(ω)µ2, gαβqαβ ≈ 1
4
G(ω)µµq,
where
G(ω) = gαβω̂αω̂β, g
αβ =
d
du
g˜αβ(u)|u=0, ω̂ = (−1, ω) ∈ R× S2.
And since
Utt ≈ Uqqqtt + Uqq2t , Uit ≈ Uqqqiqt + Uqqit, Uij ≈ Uqqqiqj + Uqqij,
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we have from (1.1)
(3.2)
0 = g˜αβ(u)∂α∂βu ≈ u+ gαβu∂α∂βu
≈ ε2(tr)−1µUsq + εr−1µνqUq + εr−1µνUqq + ε2r−2gαβU(Uqqαβ + Uqqqαqβ)
≈ ε2(tr)−1µUsq + εr−1µνqUq + εr−1µνUqq + 1
4
G(ω)ε2r−2(µµqUUq + µ
2UUqq).
By the eikonal equation, we have
(3.3) 0 = g˜
αβ(u)qαqβ ≈ q2t −
∑
i
q2i + εr
−1gαβUqαqβ ≈ µν + 1
4
εr−1G(ω)µ2U,
so we conclude that
ν ≈ −1
4
εr−1G(ω)µU, νq ≈ −1
4
εr−1G(ω)(µqU + µUq).
Plug everything back in (3.2). We thus have
0 ≈ ε2(tr)−1µUsq − 1
4
ε2r−2G(ω)(µqU + µUq)µUq
− 1
4
ε2r−2G(ω)µ2UUqq +
1
4
G(ω)ε2r−2(µµqUUq + µ
2UUqq)
= ε2(tr)−1µUsq − 1
4
ε2r−2G(ω)µ2U2q .
Assuming that t = r, we get the first asymptotic equation
Usq =
1
4
G(ω)µU2q .
Meanwhile, note that from (∂t − ∂r)ν = (∂t + ∂r)µ, we have
νqµ ≈ νqµ+ εt−1νs = µqν + εt−1µs
and thus
µs ≈ tε−1(νqµ− µqν) ≈ tε−1(−1
4
εr−1G(ω)(µqU + µUq)µ+
1
4
εr−1G(ω)µUµq)
≈ − t
4r
G(ω)µ2Uq.
Again, assuming that t = r, we get the second asymptotic equation
µs = −1
4
G(ω)µ2Uq.
In conclusion, our system of asymptotic equations is
(3.4)

∂sµ = −1
4
G(ω)µ2Uq,
∂sUq =
1
4
G(ω)µU2q .
Now we can solve (3.4) if we assign some reasonable initial data. Since we expect q ≈ r− t
and since (∂t−∂r)(r− t) = −2, we choose µ|s=0 = −2. Since there is no restriction on Uq, we
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choose arbitrarily U |s=0 = A(q, ω) ∈ C∞c (R × S2). Note that the two asymptotic equations
imply that (µUq)s = µsUq + µUsq = 0, so we have µUq = −2A. Thus, we get two ODEs
(3.5)

∂sµ =
1
2
G(ω)A(q, ω)µ,
∂sUq = −1
2
G(ω)A(q, ω)Uq.
Then we can solve µ and Uq easily. See (4.2) and (4.4) in Section 4 for the explicit formulas.
We can compare our system (3.4) with Ho¨rmander’s system
2∂s∂qU = G(ω)U∂
2
qU.
One advantage of our system is that it reduces to a linear first-order ODE (3.5) after we
choose the appropriate initial data. The solution to (3.4) is thus of the simpler form than
the solution to Ho¨rmander’s system.
3.2. Asymptotic equations for general case. Though (3.5) is already enough for this
paper, let’s also do the computation in a more general case. Instead of the fully nonlinear
wave equation (1.4), we consider the following quasilinear wave equation
(3.6) g˜αβ(u, ∂u)∂α∂βu = f(u, ∂u).
Assume that we have Taylor expansions
g˜αβ(u, ∂u) = −mαβ + gαβu+ gαβλ∂λu+O(|u|2 + |∂u|2),
f(u, ∂u) = f0u
2 + fαu∂αu+ f
αβ∂αu∂βu+O(|u|3 + |∂u|3).
Here mαβ , g∗, f0, f
∗ are all real constants.
We still make the ansatz (3.1) with the same s, ω, r, assuming that q is now the solution
to the eikonal equation
(3.7) g˜αβ(u, ∂u)∂αq∂βq = 0.
Again, we take µ = qt − qr and ν = qt + qr.
From (3.1) and (3.6), we have
0 ≈ ε2(tr)−1µUsq + εr−1µνqUq + εr−1µνUqq + ε2r−2gαβUUαβ + ε2r−2gαβλUλUαβ
− ε2r−2f0U2 − ε2r−2fαUUα − ε2r−2fαβUαUβ
≈ ε2(tr)−1µUsq + εr−1µνqUq + εr−1µνUqq + ε2r−2gαβU(Uqqqαqβ + Uqqαβ)
+ ε2r−2gαβλUqqλ(Uqqqαqβ + Uqqαβ)− ε2r−2f0U2 − ε2r−2fαUUqqα − ε2r−2fαβU2q qαqβ .
By (3.7) and computation in the previous subsection, we have
0 ≈ µν + εr−1gαβUqαqβ + εr−1gαβλUqqαqβqλ ≈ µν + ε
4r
G2(ω)µ
2U − ε
8r
G3(ω)µ
3Uq,
where G2(ω) = g
αβω̂αω̂β and G3(ω) = g
αβλω̂αω̂βω̂λ for ω̂ = (−1, ω). Similarly we can define
F1(ω) = f
αω̂α and F2(ω) = f
αβω̂αω̂β. Thus,
ν ≈ − ε
4r
G2(ω)µU +
ε
8r
G3(ω)µ
2Uq,
νq ≈ − ε
4r
G2(ω)(µqU + µUq) +
ε
8r
G3(ω)(µ
2Uqq + 2µµqUq).
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By letting t ≈ r, we have
0 ≈ µUsq + µ(−1
4
G2(ω)(µqU + µUq) +
1
8
G3(ω)(µ
2Uqq + 2µµqUq))Uq
+ gαβUUqqαβ + g
αβλUqqλUqqαβ − f0U2 − fαUUqqα − fαβU2q qαqβ
≈ µUsq − 1
4
G2(ω)µ
2U2q +
1
8
G3(ω)µ
3UqqUq +
1
8
G3(ω)µ
2µqU
2
q
− f0U2 + 1
2
F1(ω)µUUq − 1
4
F2(ω)µ
2U2q .
Besides, since νqµ+ εt
−1νs = µqν + εt
−1µs, we have
µs ≈ tε−1(νqµ− µqν)
≈ µ(−1
4
G2(ω)(µqU + µUq) +
1
8
G3(ω)(µ
2Uqq + 2µµqUq))
− µq(−1
4
G2(ω)µU +
1
8
G3(ω)µ
2Uq)
≈ −1
4
G2(ω)µ
2Uq +
1
8
G3(ω)µ
3Uqq +
1
8
G3(ω)µ
2µqUq.
Note that now
(µUq)s ≈ f0U2 − 1
2
F1(ω)µUUq +
1
4
F2(ω)µ
2U2q .
Definition. We define the following reduced system of (3.6) for (µ, U)(s, q, ω)
(3.8)
{
(µUq)s = f0U
2 − 1
2
F1(ω)µUUq +
1
4
F2(ω)µ
2U2q
µs = −14G2(ω)µ2Uq + 18G3(ω)µ3Uqq + 18G3(ω)µ2µqUq
.
Remark. It is unclear to the author whether the lifespan of this new reduced system is the
same as that of (1.8). In the special case f ≡ 0 and g˜αβ(u, ∂u) = g˜αβ(∂u), the answer is yes.
Now G2(ω) ≡ 0 and (µUq)s ≡ 0, and our new reduced system admits a finite-time blowup
in s, unless the null condition holds, i.e. G3(ω) ≡ 0. In fact, since (µUq)s = 0, with the same
choice of initial data µ|s=0 = −2 and Uq|s=0 = A ∈ C∞c (R × S2), we have µUq = −2A for
all s. Thus,
µs =
1
8
G3(ω)µ
2(µUq)q = −1
4
G3(ω)Aq(q, ω)µ
2, µ(0, q, ω) = −2,
whose solution is
µ(s, q, ω) = (
1
4
G3(ω)Aq(q, ω)s− 1
2
)−1.
If G3(ω) 6≡ 0 and A(q, ω) 6≡ 0, we can choose (q, ω) such that G3(ω)Aq(q, ω) > 0. We
are able to do this because A(q, ω) has a compact support. This would lead to a blowup
at s = 2/(G3(ω)Aq(q, ω)). Such a blowup can be related to the blowup of Ho¨rmander’s
approximate equation (1.8), which is now a Burgers’ equation. We refer to Lemma 6.5.4
in [6]. This result implies that our new reduced system may work in a more general case
than (1.1).
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4. The Asymptotic Profile and the Approximate Solution
Our main goal in this section is to construct an approximate solution uapp to (1.1). Fix
a scattering data A(q, ω) ∈ C∞c (R× S2) with supp(A) ⊂ [−R,R] × S2 for some R ≥ 1. Fix
a sufficiently small ε > 0 and a sufficiently large TR > 0, both depending on A(q, ω). Let
(µ, U)(s, q, ω) be the solution to (3.4) with (µ, Uq)|s=0 = (−2, A) and limq→−∞ U(s, q, ω) = 0.
Let q(t, r, ω) be the solution to the ODE
(∂t − ∂r)q(t, r, ω) = µ(ε ln(t)− δ, q(t, r, ω), ω), q(t, 0, ω) = −t
and set
U(t, r, ω) = U(ε ln(t)− δ, q(t, r, ω), ω).
Here δ > 0 is a sufficiently small constant depending only on the scattering data. Note that
near the light cone {t = r + R}, εr−1U(t, r, ω) and q(t, r, ω) are the approximate solution
to (1.1) and the approximate optical function, respectively, in the sense that for all (t, r, ω)
with t ≥ TR and |q(t, r, ω)| ≤ R, we have
g˜αβ(εr−1U)∂α∂β(εr
−1U) = O(εt−3+Cε),
g˜αβ(εr−1U)qαqβ = O(t
−2+Cε).
For all t ≥ 0 and x ∈ R3, we set
uapp(t, x) = εr
−1η(t)ψ(r/t)U(ε ln(t)− δ, q(t, r, ω), ω).
Here ψ ≡ 1 when |r − t| ≤ t/4 and ψ ≡ 0 when |r − t| ≥ t/2, which is used to localize
εr−1U near the light cone {r = t}; η is a cutoff function such that η ≡ 0 when t ≤ 2R. The
definitions of ψ and η will be given later.
Our main proposition in this section is the following.
Proposition 4.1. Fix a scattering data A(q, ω) ∈ C∞c (R×S2) with supp(A) ⊂ [−R,R]×S2
for some R ≥ 1. Fix a sufficiently small ε > 0 depending on A(q, ω). Let uapp be the function
defined as above. Then, for all (t, x) with t ≥ TR, we have
|∂uapp(t, x)| . ε(1 + t)−1.
Moreover, for all multiindices I and for all (t, x) with t ≥ 0, we have
|ZIuapp(t, x)| .I ε(1 + t)−1+CIε,
|ZI(g˜αβ(uapp)∂α∂βuapp)(t, x)| .I ε(1 + t)−3+CIε.
Remark. If we have 0 < δ < 1, then all the constants involved in this section are uniform
in δ. Thus, it would not impact any result in this section if we do not choose the value of δ
until the proof of Poincare´’s lemma in the next section.
This proposition is proved in three steps. First, in Section 4.1, we construct q(t, r, ω)
and U(t, r, ω) for all (t, x) with t > 0, by solving the reduced system (3.4) and qt − qr = µ
explicitly. Next, in Section 4.2, we prove that εr−1U(t, r, ω) is an approximate solution to
(1.1) near the light cone {t = r + R} when t is sufficiently large. To achieve this goal we
prove several estimates on q and U when |q(t, r, ω)| ≤ R. Finally, in Section 4.3, we define
uapp and prove the pointwise bounds for large t. To define uapp, we use cutoff functions to
restrict εr−1U in a conical neighborhood of {t = r} and remove the singularities at |x| = 0
or t = 0.
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4.1. Construction of q and U . Fix a sufficiently small ε > 0. Fix a scattering data
A(q, ω) ∈ C∞c (R × S2) with A(q, ω) = 0 for |q| > R ≥ 1. Also fix 0 < δ < 1 depending on
A(q, ω) but not on ε. Its value will be chosen in Section 5.
Suppose the Taylor expansion of g˜αβ at 0 is
g˜αβ(u) = −mαβ + γαβ(u) = −mαβ + gαβu+O(|u|2), with (mαβ) = diag(−1, 1, 1, 1).
We define q(t, r, ω) by solving
(4.1) (∂t − ∂r)q(t, r, ω) = µ(ε ln(t)− δ, q(t, r, ω), ω), q(t, 0, ω) = −t,
where
(4.2) µ(s, q, ω) := −2 exp(1
2
G(ω)A(q, ω)s),
where
G(ω) := gαβω̂αω̂β, ω̂ := (−1, ω) ∈ R× S2.
Note that (4.1) has a solution q(t, r, ω) for all t > 0. In fact, if we apply method of char-
acteristics, for z(τ) = q(τ, r + t − τ, ω) and s(τ) = ln(τ) we have an autonomous system of
ODEs {
z˙(τ) = µ(εs(τ)− δ, z(τ), ω)
s˙(τ) = exp(−s(τ))
with initial data (z, s)(r + t) = (−r − t, ln(r + t)). Note that whenever |z(τ)| ≥ R, we have
z˙(τ) = −2 because of the support of A(q, ω). Thus, |z(τ)| cannot blow up when τ > 0.
Neither can |s(τ)| since s(τ) = ln(τ). We are thus able to solve this system of ODEs for all
τ > 0 by Picard’s theorem.
We have
(4.3) q(t, r, ω) = −(r + t)−
∫ r+t
t
µ(ε ln(τ)− δ, q(τ, r + t− τ, ω), ω) dτ.
Note that if G(ω) ≡ 0, we have µ ≡ −2 and thus q = r − t, which concides with the choice
of q in Ho¨rmander’s setting.
We also define U(s, q, ω) by solving the following equation
(4.4) (∂qU)(s, q, ω) = A(q, ω) exp(−1
2
G(ω)A(q, ω)s), lim
q→−∞
U(s, q, ω) = 0.
The equation (4.4) has a solution U(s, q, ω) for all s, which comes from taking the following
integral:
(4.5) U(s, q, ω) =
∫ q
−∞
A(p, ω) exp(−1
2
G(ω)A(p, ω)s) dp.
It is clear that U(s, q, ω) = 0 unless q ≥ −R and U(s, q, ω) = U(s, R, ω) for q ≥ R. Also note
that U and all its derivatives are ≤ CeCs. Here C is uniform for all (s, q, ω) ∈ R× R× S2.
From now on, we use U to denote the function on (t, r, ω):
(4.6) U = U(t, r, ω) = U(ε ln(t)− δ, q(t, r, ω), ω).
Such a U is the asymptotic profile used in this paper. Note that
(∂t − ∂r)U = µUq + εt−1Us = −2A+O(εt−1+Cε).
This explains the meaning of A(q, ω) in our construction.
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4.2. Estimates on q and U . Define
(4.7) D := {(t, r, ω) : t ≥ TR, |q(t, r, ω)| ≤ R},
for some constant TR ≥ 1 to be chosen. Here we always assume that TR is sufficiently large
and depends only on A(q, ω). Our main goal now is to prove that εr−1U(t, r, ω) ∈ εS−1 and
g˜αβ(εr−1U)∂α∂β(εr
−1U) ∈ εS−3, where εS−1 and εS−3 are defined in Section 2. In other
word, εr−1U has some good pointwise bounds and is an approximate solution to (1.1) in D.
We start with a more precise description of the region D. From Lemma 4.2, we can see
that D is contained in a conical neighborhood of the light cone {t = r} when t≫R 1.
Lemma 4.2. For all (t, r, ω) with t ≥ TR, there exist 0 < t0 < t1 = (t+ r +R)/2 such that
(4.8) |q(τ, r + t− τ, ω)| ≤ R ⇐⇒ τ ∈ [t0, t1];
(4.9) q(τ, r + t− τ, ω) = R + 2(t0 − τ), ∀τ ≤ t0;
(4.10) q(τ, r + t− τ, ω) = r + t− 2τ, ∀τ ≥ t1.
We also have
(4.11) t1 − t0 = O((t+ r)Cε),
(4.12) q(t, r, ω)− (r − t) = O((t+ r)Cε).
When r ≤ t−R, we have q = r − t.
In addition, for (t, r, ω) ∈ D, we have t0 ≤ t ≤ t1 and
(4.13) −R ≤ r − t . tCε
which implies that t ∼ r in D.
Proof. Note that µ ≡ −2 for |q| ≥ R and −2eCs ≤ µ ≤ −2e−Cs for all (s, q, ω). Then the
existence of t0, t1 and the estimates related to τ directly follow from (4.3). We also have
q = r − t if r ≤ t−R. Now we can assume r ≥ t− R i.e. t ≤ t1. We have
|q(t, r, ω)− (r − t)| = |
∫ r+t
t
(µ(ε ln(τ)− δ, q(τ, r + t− τ, ω), ω) + 2) dτ |
≤
∫
[t,r+t]∩[t0,t1]
|µ(ε ln(τ)− δ, q(τ, r + t− τ, ω), ω)|+ 2 dτ
=
∫
[t,r+t]∩[t0,t1]
−µ(ε ln(τ)− δ, q(τ, r + t− τ, ω), ω) + 2 dτ
≤ 2R + 2(t1 −max{t0, t}).
Moreover, we have
−2R =
∫ t1
t0
µ(τ, r + t− τ, ω) dτ ≤ −2e−Cδ
∫ t1
t0
τ−Cε dτ ≤ −2e−C(t1 − t0)t−Cε1 .
It follows that
t1 −max{t, t0} ≤ t1 − t0 . tCε1 .R (t + r)Cε
and thus
|q(t, r, ω)− (r − t)| ≤ 2R + CR(t+ r)Cε .R (t+ r)Cε.
Here we use t + r +R ≤ 2(t+ r) if t ≥ TR ≥ R.
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When (t, r, ω) ∈ D, it is clear that t0 ≤ t ≤ t1. Thus,
r − t+R
2
= t1 − t .R (r + t)Cε
By choosing TR in (4.7) sufficiently large (e.g. TR ≥ 2 + 2R) and ε sufficiently small (e.g.
Cε ≤ 1/4), we have
r
t
− 1 ≤ r − t+R
t
.R t
−1+Cε(1 +
r
t
)Cε .R (1 +
r
t
)1/2.
This forces r/t ≤ C ′R for some constant C ′R, which implies that
|q − (r − t)| .R (t+ C ′Rt)Cε .R tCε
and
|r − t| ≤ |q|+O(tCε) ≤ R + CtCε . tCε.
Finally, note that r − t < −R implies q < −R. We are done. 
We now move on to estimates on ∂q. In Lemma 4.3, we give the pointwise bounds on
ν = qt + qr and λi = qi − ωiqr. In Lemma 4.4, we find the first terms in the asymptotic
expansion of ν and νq in D.
Lemma 4.3. For t ≥ TR,
(4.14) ν(t, r, ω) := (∂t + ∂r)q = O(ε(t+ r)
−1+Cε).
(4.15) λi(t, r, ω) := (∂i − ωi∂r)q = O((t+ r)−1+Cε).
Proof. Fix (t, r, ω). We have
(4.16) (∂t − ∂r)ν = (∂t + ∂r)µ = (∂qµ)ν + ε
2t
G(ω)Aµ.
By Lemma 4.2, for all t > TR, we have∫ r+t
t
|∂qµ| dτ =
∫
[t0,t1]∩[t,r+t]
1
2
|G(ω)∂qA| · |ε ln(τ)− δ| · |µ| dτ
. (ε ln(t + r) + 1)
∫
[t0,t1]∩[t,r+t]
|µ| dτ
. (ε ln(t + r) + 1)|q(t1, r + t− t1, ω)− q(t0, r + t− t0, ω)|
. ε ln(t + r) + 1.
Here the integral is taken along the characteristic (τ, r + t − τ, ω) for τ ≥ TR, as in (4.3).
Similarly, we have∫ r+t
t
|G(ω)Aµ ε
2τ
| dτ . ε
t0
∫
[t0,t1]∩[t,r+t]
|µ| dτ . ε(t+ r)−1.
Here we use the fact that for ε≪ 1 and t ≥ TR ≫R 1, we have
t0 ≥ t1 − |t0 − t1| ≥ t + r +R
2
− C(t+ r)Cε ≥ r + t
4
.
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Now, we integrate (4.16) along the characteristic and then apply Gronwall’s inequality. Note
that the initial value of (∂t + ∂r)q is 0 as q = r − t for r ≤ t − R, by Lemma 4.2. So we
conclude (4.14). The proof for (4.15) is similar. We have
(4.17)
(∂t − ∂r)λi = (∂i − ωi∂r)µ+ r−1λi
= (µq + r
−1)λi +
1
2
(ε ln(t)− δ)
∑
l
∂ωl(GA) ·
δil − ωiωl
r
µ
= (µq + r
−1)λi +O(r
−1|ε ln(t)− δ| · |µ|)χ|q|≤R.
Here χ|q|≤R = 1 if |q(t, r, ω)| ≤ R and χ|q|≤R = 0 if |q(t, r, ω)| > R. This term exists in (4.17)
since A ≡ 0 if |q| > R. Note that λi ≡ 0 when r < t−R and that for 0 < t−R ≤ r, we have
0 ≤
∫ t1
t
(r + t− τ)−1 dτ = ln 2r
r + t−R ≤ ln 2
and∫ t1
t
(r + t− τ)−1|ε ln(τ)− δ||µ|χ|q|≤R dτ ≤
∫
[t,t1]∩[t0,t1]
(r + t− τ)−1(ε ln(τ) + 1) · |µ| dτ
≤ ε ln(t + r) + 1
r + t− t1 · 2R . (t+ r)
−1+Cε.
Apply Gronwall’s inequality again and we are done. 
Remark. Since |µ| ≥ 2ct−Cε for some small constant c > 0, we conclude that qt, qr 6= 0 for
all t ≥ TR if ε is small enough. In particular, for ε≪ 1 and t≫R 1,
qr =
−µ+ ν
2
≥ ct−Cε − Cε(t+ r)−1+Cε ≥ c
2
t−Cε.
So for each fixed t ≥ TR, r 7→ q(t, r, ω) is strictly increasing and continuous for each fixed t,
and limr→∞ q(t, r, ω) = ∞. This implies that for each t and q0 ≥ −t, there exists a unique
r such that q(t, r, ω) = q0. So (t, r, ω) 7→ (ε ln(t) − δ, q(t, r, ω), ω) has an inverse map
(s, q, ω) 7→ (e(s+δ)/ε, r(s, q, ω), ω). By inverse function theorem, the map (t, r, ω) 7→ (s, q, ω)
is a diffeomorphism.
From now on, any function V can be written as both V (t, r, ω) and V (s, q, ω) at the same
time. Thus, for any function V on (t, r, ω), we can define ∂as∂
b
q∂
c
ωV using the chain rule and
Leibniz’s rule. Note that in this paper, ∂ω will only be used under the coordinate (s, q, ω)
and will never be used under the coordinate (t, r, ω).
Lemma 4.4. For (t, r, ω) ∈ D,
(4.18) ν +
εG(ω)
4t
µU = O(εt−2+Cε),
(4.19) νq +
εG(ω)
4t
µqU +
εG(ω)
4t
µUq = O(εt
−2+Cε).
20
Proof. We have
(4.20)
(∂t − ∂r)(ν + εG(ω)
4t
µU) = (∂t + ∂r)µ+
εG(ω)
4t
(∂t − ∂r)(µU)− εG(ω)
4t2
µU
= µqν + µs
ε
t
+
εG(ω)
4t
(∂q(µU)µ+ ∂s(µU)
ε
t
)− εG(ω)
4t2
µU
= µq(ν +
εG(ω)
4t
µU) +
ε2G(ω)
4t2
(Us +
1
2
G(ω)AU)µ− εG(ω)
4t2
µU.
In particular, note that µs + εG(ω)µ
2Uq/4 = 0.
Fix (t, r, ω) ∈ D, so now we have t ∼ r. Integrate this equation along the characteristic
(τ, r + t− τ, ω). Note that U vanishes if τ ≥ t1 and U, Us = O(tCε). We have∫ r+t
t
ε|G(ω)|
4τ 2
|µU | dτ ≤
∫ t1
t
Cε(t+ r)Cε
4t2
|µ| dτ . εt−2+Cε
and ∫ r+t
t
∣∣∣∣ε2G(ω)4τ 2 (Us + 12G(ω)AU)µ
∣∣∣∣ dτ ≤ Cε2 ∫ t1
t
(t+ r)Cε
t2
|µ| dτ . ε2t−2+Cε.
Finally, since
∫ r+t
t
|µq| dτ . ε ln(t + r) + 1 . ε ln(t) + 1 and since ν = U = 0 at τ = r + t,
by Gronwall’s inequality we conclude (4.18).
To prove (4.19), we first prove it with ∂q replaced by ∂r. By (4.20), we have
(4.21)
(∂t − ∂r)∂r(ν + εG(ω)
4t
µU) = ∂r(∂t − ∂r)(ν + εG(ω)
4t
µU)
= µq∂r(ν +
εG(ω)
4t
µU) + qrµqq(ν +
εG(ω)
4t
µU)
− εG(ω)
4t2
(µU)qqr +
ε2G(ω)
4t2
∂q((Us +
1
2
G(ω)AU)µ)qr.
Again, by integrating along the characteristic, we have∫ r+t
t
|qrµqq(ν + εG(ω)
4τ
µU)| dτ .
∫
[t,r+t]∩[t0,t1]
(|ν|+ |µ|)|µ|ετ−2+Cε dτ
. εt−2+Cε0 . εt
−2+Cε,∫ r+t
t
|εG(ω)
4τ 2
(µU)qqr| dτ .
∫
[t,r+t]∩[t0,t1]
ετ−2(|A|+ |µqU |)(|µ|+ |ν|) dτ
.
∫
[t,r+t]∩[t0,t1]
ετ−2+Cε|µ| dτ +
∫
[t,r+t]∩[t0,t1]
ε2τ−3+Cε dτ
. εt−2+Cε0 . εt
−2+Cε
and ∫ r+t
t
|ε
2G(ω)
4τ 2
∂q((Us +
1
2
G(ω)AU)µ)qr| dτ .
∫
[t,r+t]∩[t0,t1]
ε2τ−2+Cε|µ| dτ
. ε2t−2+Cε0 . ε
2t−2+Cε.
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Again, since
∫ r+t
t
|µq| dτ . ε ln(t+ r) + 1, ν = U = 0 at τ = r + t and ∂r = qr∂q with
|qr| = |ν − µ|
2
≥ |µ|
2
− |ν|
2
& t−Cε − Cεt−1+Cε & t−Cε, if ε≪ 1,
by Gronwall’s inequality we conclude (4.19).

Remark. The proof of (4.19) actually gives an estimate not just in D. For t ≥ t1, everything
in (4.19) is 0. For t0 ≤ t ≤ t1, we have t ∼ r. For t ≤ t0, we have proved in Lemma 4.3 that
t0 & t + r. By applying Gronwall’s inequality, we thus have
(4.22) νq +
εG(ω)
4t
µqU +
εG(ω)
4t
µUq = O(ε(t+ r)
−2+CεtCε) = O(ε(t+ r)−2+Cε)
for all t ≥ TR ≫ 1.
Most of the estimates in the previous three lemmas will still hold in D, if ZI is applied to
the left hand sides for each multiindex I.
Lemma 4.5. We have q ∈ S0. In other word, for all (t, r, ω) ∈ D and I,
(4.23) |ZIq(t, r, ω)| .I tCIε.
Similarly, we have ∂as∂
b
q∂
c
ω(µ, U,A) ∈ S0 for all a, b, c. We also have ν ∈ εS−1, λi ∈ S−1,
and
ν +
εG(ω)
4t
µU ∈ εS−2, νq + εG(ω)
4t
µqU +
εG(ω)
4t
µUq ∈ εS−2.
Proof. We use f0 to denote any element in S
0 which is defined in Section 2. For example, f0
can be a finite sum of terms of the form
CZI1ωi1Z
I2ωi2 · · ·ZIpωip.
We allow f0 to vary from line to line. By Lemma 2.5, we have Zf0 = f0. In addition,
[Z, ∂t − ∂r] = [Z, ∂t] +
∑
i
([Z, ωi]∂i + ωi[Z, ∂i]) = f0∂,
∂α = f0(∂t − ∂r) + f0(∂t + ∂r) +
∑
i
f0(∂i − ωi∂r).
We claim that for all multiindices I, we have
(4.24) (∂t − ∂r)ZIq = ZIµ+
∑
|J |<|I|
f0Z
Jµ+
∑
|J |<|I|
[f0(∂t + ∂r)Z
Jq +
∑
i
f0(∂i − ωi∂r)ZJq].
To see this, we first prove that
(4.25) (∂t − ∂r)ZIq = ZIµ+
∑
|J |<|I|
f0∂Z
Jq.
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We can prove this by induction on |I|. For |I| = 0, (4.25) is (4.1). In general, by writing
ZI = ZZI
′
, we have
(∂t − ∂r)ZIq = Z(∂t − ∂r)ZI′q + [∂t − ∂r, Z]ZI′q
= ZZI
′
µ+
∑
|J |<|I′|
Z(f0∂Z
Jq) + f0∂Z
I′q
= ZIµ+
∑
|J |<|I|
f0∂Z
Jq.
We use the induction hypothesis on the second line. Moreover, for each I we have
∂ZIq = f0(∂t − ∂r)ZIq + f0(∂t + ∂r)ZIq +
∑
i
f0(∂i − ωi∂r)ZIq.
It follows from (4.25) that
(∂t − ∂r)ZIq = ZIµ+
∑
|J |<|I|
[f0(∂t − ∂r)ZJq + f0(∂t + ∂r)ZJq +
∑
i
f0(∂i − ωi∂r)ZJq].
Then (4.24) follows by induction.
Now we prove (4.23) by induction on |I|. The case |I| = 0 is obvious since |q| ≤ R in D.
Suppose (4.23) holds for all |I| ≤ k and fix |I| = k+1. By the chain rule and Leibniz’s rule,
ZIµ can be expressed as as a sum of terms of the form
(4.26) f0 · ∂aq ∂bs∂cωµ · ZI1q · · ·ZIaqZJ1(ε ln(t)− δ) · · ·ZJb(ε ln(t)− δ)
∏
l
ZKl,1ωl · · ·ZKl,clωl
where all |I∗|, |J∗|, |K∗,∗| are nonzero, and the sum of them is k + 1. The only term with
some |I∗| > k is µqZIq; all the other terms are controlled by tCε|µ|, by induction hypotheses
and (4.2). For the same reason, if |J | ≤ k, we have ZJµ = O(tCε|µ|). Moreover, by Lemma
2.1, we have
|(∂t + ∂r)ZJq|+
∑
i
|(∂i − ωi∂r)ZJq| . (1 + t+ r)−1
∑
|K|=1
|ZKZJq|.
In conclusion, if we integrate (4.24) along the characteristic and take the sum over all |I| =
k + 1, we have ∑
|I|=k+1
|ZIq(t1, r + t− t1, ω)− ZIq(t, r, ω)|
.
∫ t1
t
(|µq|+ (1 + t+ r)−1)
∑
|I|=k+1
|ZIq|+ τCε|µ|+ τ−1+Cε dτ
.
∫ t1
t
(|µq|+ (1 + t+ r)−1)
∑
|I|=k+1
|ZIq| dτ + 2RtCε + t−1+Cε(t1 − t).
Also note that ZIq(t1, t + r − t1, ω) = O(1), since Z(r − t) = O(1) when r = t − R and
t≫R 1. Thus we are done if we apply Gronwall’s inequality and Lemma 4.2.
Now we finish the proof on the remaining statements. By the chain rule and Leibniz’s
rule, we can expand ZIU as a sum of terms of the form (4.26) with µ there replaced by
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U . We then get U ∈ S0 from q ∈ S0. Similarly, we can show ∂as∂bq∂cω(µ, U,A) ∈ S0 for all
(a, b, c).
In addition, since λi = (∂i − ωi∂r)q with q ∈ S0, by Lemma 2.5 we have λi ∈ S−1. To
prove
ν ∈ εS−1, ν + εG(ω)
4t
µU ∈ εS−2, νq + εG(ω)
4t
µqU +
εG(ω)
4t
µUq ∈ εS−2,
we only need to prove the second estimate on ν+ εG(ω)
4t
µU . If we get the second estimate, the
first estimate follows from εG(ω)
4t
µU ∈ εS−1, and the third estimate follows from ∂q = q−1r ∂r
and q−1r ∈ S0. Here q−1r ∈ S0 since qr ∈ S0 and |qr| & t−Cε as proved in Lemma 4.4.
To prove the second estimate, we start with (4.20). If we let fm denote any element in S
m
where fm is allowed to vary from line to line, we have
(∂t − ∂r)V = µqV + εf−2µ
where
V = ν +
εG(ω)
4t
µU.
We can prove by induction that for each I,
(∂t − ∂r)ZIV = µqZIV +
∑
|J |<|I|
f0Z
JV + ε
∑
|J |≤|I|
f−2Z
Jµ
+
∑
|J |<|I|
(f0(∂t + ∂r)Z
JV +
∑
i
f0(∂i − ωi∂r)ZJV ).
Now we can induct on |I| and conclude |ZIV | .I εt−2+CIε by applying Gronwall’s inequality.
The proof here is very similar to that of q.

The next lemma can be viewed as a direct application of Lemma 4.5.
Lemma 4.6. In D we have
(4.27) gαβqαqβ − 1
4
G(ω)µ2 ∈ S−1,
(4.28) q2t −
∑
i
q2i − µν ∈ S−2.
Then we have
(4.29) g˜αβ(εr−1U)qαqβ ∈ S−2.
In other words, q is an approximate optical function in D.
Moreover,
(4.30) gαβqαβ − 1
4
G(ω)µqµ ∈ S−1,
(4.31) q − (1
2
(µqν + νqµ) +
ε
2t
µs + r
−1µ) ∈ S−2.
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Proof. Since qt = (µ+ ν)/2 and qi = λi + ωi(ν − µ)/2, by applying Lemma 4.3 we have
gαβqαqβ
= g00(
µ+ ν
2
)2 + 2g0i(
µ+ ν
2
)(λi +
ωi(ν − µ)
2
) + gij(λi +
ωi(ν − µ)
2
)(λj +
ωj(ν − µ)
2
)
=
1
4
G(ω)µ2 +
1
2
(g00 − gijωiωj)µν + (g0i − gijωj)µλi + 1
4
g00ν2 +
1
2
g0iν(2λi + ωiν)
+
1
4
gij(2λi + ωiν)(2λj + ωjν)
=
1
4
G(ω)µ2 mod S−1.
Replace gαβ with −mαβ , and note that ∑i ωiλi =∑i ωi∂i − ω2i ∂r = 0. Thus,
q2t −
∑
i
q2i = µν −
∑
i
λ2i = µν mod S
−2.
Thus we have
g˜αβ(εr−1U)qαqβ = q
2
t −
∑
i
q2i + γ
αβ(εr−1U)qαqβ
= µν +
ε
4r
G(ω)µ2U −
∑
i
λ2i + (γ
αβ(εr−1U)− gαβεr−1U)qαqβ
= µ(ν +
ε
4t
G(ω)µU) +
t− r
4tr
µ2U mod S−2 ∈ S−2.
Note that we have (γαβ(εr−1U)− gαβεr−1U) ∈ ε2S−2 by Lemma 2.6.
In addition, we have
εt−1νs = νt − qtνq = (νt + νr)− ννq,∑
l
∂iωlνωl = νi − qiνq = (νi − ωiνr)− λiνq.
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Both of these two terms are in εS−2 by Lemma 2.5. Thus,
qtt = ∂t(
µ+ ν
2
) =
1
4
µq(µ+ ν) +
ε
2t
µs +
1
4
νq(µ+ ν) +
ε
2t
νs
=
1
4
µqµ+
1
4
µqν +
ε
2t
µs +
1
4
νqµ mod εS
−2,
qti = ∂i(
µ+ ν
2
) =
1
2
(µq + νq)(λi +
ωi(ν − µ)
2
) +
1
2
∑
l
(µωl + νωl)∂iωl
= −1
4
ωiµqµ mod S
−1,
qij = ∂i(λj +
ωj(ν − µ)
2
)
= ∂iλj +
1
2
∂iωj(ν − µ) + 1
2
ωj(νq − µq)(λi + ωi(ν − µ)
2
) +
1
2
ωj
∑
l
(µωl + νωl)∂iωl
=
1
4
ωiωjµµq + ∂iλj − 1
2
µ∂iωj − 1
4
ωjµq(2λi + ωiν)
− 1
4
ωjνqωiµ+
1
2
ωj
∑
l
µωl∂iωl mod εS
−2.
Thus,
gαβqαβ =
1
4
G(ω)µqµ mod S
−1.
Replace gαβ with −mαβ , and note that∑i ωi∂iωj =∑i ωiλi = 0,∑i ∂iωi = 2/r,∑i ωi∂rλi =
∂r(
∑
i ωiλi) = 0. Thus,
q = −
∑
i
(
1
4
ω2i µµq + ∂iλi −
1
2
µ∂iωi − 1
4
ωiµq(2λi + ωiν)− 1
4
ω2i νqµ+
1
2
ωi
∑
l
µωl∂iωl)
+
1
4
µqµ+
1
4
µqν +
ε
2t
µs +
1
4
νqµ mod S
−2
=
1
2
µqν +
ε
2t
µs +
1
2
νqµ+ r
−1µ−
∑
i
(∂i − ωi∂r)λi mod S−2
=
1
2
µqν +
ε
2t
µs +
1
2
νqµ+ r
−1µ mod S−2.

Finally we prove that εr−1U has good pointwise bounds and is an approximate solution
to (1.1) in D.
Proposition 4.7. We have
(4.32) εr−1U ∈ εS−1, g˜αβ(εr−1U)∂α∂β(εr−1U) ∈ εS−3.
In other word, for (t, r, ω) ∈ D,
(4.33) |ZI(εr−1U)| .I εt−1+CIε,
(4.34) |ZI(g˜αβ(εr−1U)∂α∂β(εr−1U))| .I εt−3+CIε.
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Note that we have a better bound for ∂(εr−1U): for all (t, r, ω) ∈ D,
(4.35) |∂(εr−1U)| . εt−1.
Proof. Since r−1 ∈ S−1 and U ∈ S0 which is proved in Lemma 4.5, we have εr−1U ∈ εS−1
by Lemma 2.5. In addition,
∂t(εr
−1U) = εr−1(Uqqt + Usεt
−1),
∂i(εr
−1U) = εr−2ωiU + εr
−1(Uqqi +
∑
j
Uωj∂iωj).
Note that 2Uqqt = Uq(µ + ν) = −2A + O(εt−1+Cε) and 2Uqqi = Uq(ν − µ)ωi + 2Uqλi =
2A+O(t−1+Cε). Thus, |∂(εr−1U)| . εt−1.
Next, we have
Utt = −Usεt−2 + 2Usqqtεt−1 + Ussε2t−2 + qttUq + q2tUqq
= Uqqtt + Uqqq
2
t mod S
−1,
Uit = Uqqqtqi + Uωlqqt∂iωl + Uqqit + Usqqiεt
−1 +
∑
l
Usωl∂iωlεt
−1
= Uqqqtqi + Uqqit mod S
−1,
Uij = Uqqqiqj +
∑
l
Uqωl(qi∂jωl + Uqωlqj∂iωl) + Uqqij +
∑
l,l′
Uωlωl′∂iωl∂jωl′
= Uqqqiqj + Uqqij mod S
−1.
Thus,
U = −Usεt−2 + 2Usqqtεt−1 + Ussε2t−2 + qttUq + q2tUqq
−
∑
i
(Uqqq
2
i +
∑
l
2Uqωlqi∂iωl + Uqqii +
∑
l,l′
Uωlωl′∂iωl∂iωl′)
= Uqq(q
2
t −
∑
i
q2i ) + Uqq + 2Usqqtεt
−1 −
∑
i,l
2Uqωlqi∂iωl mod S
−2
= Uqqµν + Uq(
1
2
(µqν + νqµ) +
ε
2t
µs + r
−1µ) +
ε
t
µUsq mod S
−2.
The last line holds by Lemma 4.6 and
∑
i
qi∂iωl =
∑
i
λi∂iωl +
∑
i
ωiqr∂iωl =
∑
i
λi∂iωl ∈ S−2.
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By Lemma 4.5, we get
U = −Uqqµ · εG(ω)
4t
µU − 1
2
Uqµq · εG(ω)
4t
µU − 1
2
Uqµ · εG(ω)
4t
µUq − 1
2
Uqµ · εG(ω)
4t
µqU
+
ε
2t
µsUq + r
−1µUq +
ε
t
µUsq mod S
−2
= (2Aq + µqUq) · εG(ω)
4t
µU − 1
2
Uqµq · εG(ω)
4t
µU − εG(ω)
2t
A2 +
εG(ω)
4t
AµqU
+
ε
4t
GAµUq − 2Ar−1 − ε
2t
GAµUq mod S
−2
=
εG(ω)
2t
AqµU − 2Ar−1 mod S−2.
Besides, by Lemma 2.6 we have
γαβ(εr−1U)− gαβεr−1U ∈ ε2S−2
Thus,
g˜αβ(εr−1U)∂α∂β(εr
−1U)
= (εr−1U) + γαβ(εr−1U)(εr−1U)αβ
= εr−1U + 2εr−2ωiUi + g
αβε2r−2UUαβ − 2giβε2r−3ωiUUβ
+ gijε2r−4U2(3ωiωj − δij) + (γαβ(εr−1U)− gαβεr−1U)(εr−1U)αβ
= εr−1U + 2εr−2Uqqr + g
αβε2r−2UUαβ mod ε
2S−3.
Note that
εr−1U + 2εr−2Uqqr + g
αβε2r−2UUαβ
= εr−1(
εG(ω)
2t
AqµU − 2Ar−1)− εr−2µUq + ε2r−2U(Uqqgαβqαqβ + Uqgαβqαβ) mod εS−3
= εr−1(
εG(ω)
2t
AqµU − 2Ar−1) + 2εr−2A
+ ε2r−2U(Uqq · 1
4
G(ω)µ2 + Uq · 1
4
G(ω)µµq) mod εS
−3
= εr−1
εG(ω)
2t
AqµU + ε
2r−2U(−(2Aq + µqUq)1
4
G(ω)µ+ Uq · 1
4
G(ω)µµq) mod εS
−3
=
ε2(r − t)
2r2t
AqµU mod εS
−3 ∈ εS−3.
The last equality holds since r − t ∈ S0. Done.

4.3. Approximate solution uapp. Let TR be the constant used in the definition of D, such
that all the estimates in Section 4.2 hold for t ≥ TR. Choose η ∈ C∞(R) such that η ≡ 1
on [2TR,∞) and η ≡ 0 on (−∞, TR]. In addition, choose ψ ∈ C∞c (R) such that ψ ≡ 1 on
[3/4, 5/4] and ψ ≡ 0 outsides [1/2, 3/2].
We now define the approximate solution uapp by
(4.36) uapp(t, x) := εr
−1η(t)ψ(r/t)U(ε ln(t)− δ, q(t, r, ω), ω), r = |x|, ωi = xi/r.
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Note that uapp(t, x) is defined for all (t, x) ∈ [0,∞)×R3. If t ≤ TR, then we have uapp ≡ 0. If
t ≥ TR ≥ 2R, since U ≡ 0 for r ≤ t− R, uapp has no singularity at |x| = 0. Moreover, since
ψ ≡ 1 when |t− r| < t/4, we have ψ ≡ 1 in D if t ≥ TR ≫ 1; since ψ ≡ 0 when |t− r| > t/2,
we have uapp ≡ 0 unless t ∼ r.
We now prove the estimates on uapp in Proposition 4.1. The estimates are in fact the
same as those in Proposition 4.7. However, note that in Proposition 4.7 we assume that
(t, r, ω) ∈ D while here we only assume t ≥ 0.
Proof of Proposition 4.1. When t ≤ TR, we have uapp ≡ 0. When TR ≤ t ≤ 2TR, we have
ZIuapp = OR(ε). This is because the support of uapp lies in |x| ∼R 1, and because U, η, ψ and
all their derivatives are O(1). Also note that ε ≤ (2TR)Mεt−M for each M and all t ≤ 2TR.
Suppose t ≥ 2TR. Now η plays no role since η(t) = 1 for all t ≥ 2TR ≫ 1. For (t, r, ω) ∈ D,
all the estimates follow directly from Proposition 4.7. If q(t, r, ω) ≤ −R i.e. r − t ≤ −R,
or if r > 3t/2, then uapp ≡ 0 so there is nothing to prove. So now we can assume t ≥
2TR, q(t, r, ω) ≥ R and t − R ≤ r ≤ 3t/2. By construction, we now have U(t, r, ω) =
U(ε ln(t) − δ, R, ω). By applying chain rule and Leibniz’s rule, for all k and I, we have
∂kZIU = O(t−k+Cε). Since ∂kZI(r/t) = O(t−k) for t ∼ r and r > t − R ≫ 1, we have
∂kZI(ψ(r/t)) = O(t−k) for all t ≥ TR. In particular, we have ∂(ψ(r/t)) = ψ′∂(r/t) = O(t−1).
In addition, ∂kZIr−1 = O(t−1−k) for t ∼ r. Now all the estimates follow directly from the
Leibniz’s rule.

5. Energy estimates and Poincare’s lemma
We now derive the energy estimates and Poincare´’s lemma, which are the main tools in
the proof of our main theorem. The results in this section were essentially proved in [1, 17].
5.1. Setup. Suppose t ≥ TR ≫ 1 and ε≪ 1. Assume that u is a solution of (1.1) vanishing
for r ≤ t− R and satisfying the pointwise estimates: for all t ≥ TR ≫ 1 we have
(5.1) |u| . εt−1+Cε, |∂u(t, x)| . εt−1;
if q(t, r, ω) ≤ t1/4 and t ≥ TR, we have
(5.2) |u− εr−1U | . εt−5/4+Cε.
Recall that U = U(t, r, ω) is the asymptotic profile defined in (4.6). In Section 6 we will
check these estimates when we apply the energy estimates.
We first prove the following two lemmas.
Lemma 5.1. Suppose t ≥ TR. Then
(5.3) qt =
µ+ ν
2
=
µ
2
+O(ε(t+ r)−1+Cε),
(5.4) qi = λi +
ωi(ν − µ)
2
= −ωiµ
2
+O((t+ r)−1+Cε),
(5.5) q2t −
∑
i
q2i = µν −
∑
i
λ2i = µν +O((t+ r)
−2+Cε).
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Proof. Note that (5.3) and (5.4) follow directly from Lemma 4.3, and (5.5) follows from the
proof of Lemma 4.6. Note that these three inequalities hold for all (t, r, ω) with t ≥ TR, not
just in D. 
Lemma 5.2. Suppose t ≥ TR and −R ≤ q(t, r, ω) ≤ t1/4. Then,
(5.6) − R ≤ r − t . t1/4,
(5.7) ν +
εG(ω)
4t
µU = O(εt−7/4+Cε),
(5.8) gαβqαqβ =
1
4
G(ω)µ2 + O(t−1+Cε).
Proof. By Lemma 4.2, we have
|r − t| ≤ |q|+ C(t+ r)Cε . t1/4 + (t+ r)Cε.
This implies that
0 < r/t . 1 + t−3/4 + t−1+Cε(1 + r/t)Cε . 1 + (1 + r/t)Cε.
Thus we have r/t . 1 and then we conclude (5.6).
The proof of (5.7) is essentially the same as that of (4.18). The only difference is that we
have ∫ t1
t
|µ(τ, r + t− τ, ω)| dτ = R + q(t, r, ω) ≤ R + t1/4,
while we put 2R on the right hand side in Lemma 4.4.
The estimate (5.8) follows from the computations in Lemma 4.6 and Lemma 4.3. 
5.2. Energy estimates. Fix a smooth function φ(t, x) with φ(t) ∈ C∞c (R3) for each t ≥ TR
and φ is supported in r ≥ t− R. We define the energy
(5.9)
Eu(φ)(t) =
∫
R3
w(t, x)(2g˜0α(u)φtφα − g˜αβ(u)φαφβ)(t, x) dx
=
∫
R3
w(t, x)(|∂φ|2 + 2γ0α(u)φtφα − γαβ(u)φαφβ)(t, x) dx.
The weight function w is defined by
(5.10) w(t, x) = exp(c0ε ln(t) · σ(q(t, r, ω)))
with
σ(q) = (R + q + 1)−1/16.
Here q(t, r, ω) is defined in Section 4; c0 > 0 is a large constant to be chosen, which depends
only on the scattering data A. Note that φ ≡ 0 unless r ≥ t− R, and q(t, r, ω) ≥ −R when
r ≥ t−R. So w(t, x) is well-defined in the support of φ.
We remark that the exact value of the power in σ is not important. We can replace −1/16
with any fixed constant λ ∈ (−1/8, 0).
We also remark that this type of the weight w was already used in the previous work on
small data global existence by Lindblad [17] and Alinhac [1]. It can be viewed as an extended
version of the method of ghost weight introduced by Alinhac. See [2].
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Our goal is to prove the following energy estimates.
Proposition 5.3. For 1≪ TR ≤ t ≤ T , we have
(5.11)
Eu(φ)(t) ≤ Eu(φ)(T ) +
∫ T
t
2
∥∥g˜αβ(u)∂α∂βφ(τ)∥∥L2(w) ‖∂φ(τ)‖L2(w) + Cετ−1 ‖∂φ‖2L2(w) dτ.
Here ‖f‖2L2(w) :=
∫
R3
|f |2w dx and C > 0 is a constant (may depend on u, ∂u).
The proof starts with a computation of d
dt
Eu(φ)(t). For simplicity, we write g˜
αβ = g˜αβ(u).
Then, by applying integration by parts, we have
d
dt
Eu(φ)(t)
=
∫
R3
wt(2g˜
0αφtφα − g˜αβφαφβ)
+ w(2g˜0αφttφα + 2g˜
0αφtφαt + 2∂tg˜
0αφtφα − 2g˜αβφαtφβ − ∂tg˜αβφαφβ) dx
=
∫
R3
wt(2g˜
0αφtφα − g˜αβφαφβ) + w(2g˜0αφαtφt − 2g˜iβφitφβ + 2∂tg˜0αφtφα − ∂tg˜αβφαφβ) dx
=
∫
R3
wt(2g˜
0αφtφα − g˜αβφαφβ) + 2wig˜iβφtφβ
+ w(2g˜0αφαtφt + 2g˜
iβφtφiβ + 2∂tg˜
0αφtφα + 2∂ig˜
iβφtφβ − ∂tg˜αβφαφβ) dx
=
∫
R3
−wtg˜αβφαφβ + w(2g˜αβφαβφt + 2∂αg˜αβφtφβ − ∂tg˜αβφαφβ) + 2wαg˜αβφtφβ dx.
By setting Tα := qt∂α − qα∂t, we have φα = q−1t (Tαφ+ qαφt). Note that
wt = c0(εt
−1σ(q) + ε ln(t)σ′(q)qt)w, wi = c0ε ln(t)σ
′(q)qiw.
Thus,
−g˜αβφαφβqt + 2g˜αβφtφβqα = −g˜αβq−1t (Tαφ+ qαφt)(Tβφ+ qβφt) + 2g˜αβqαφtq−1t (Tβφ+ qβφt)
= −g˜αβq−1t TαφTβφ+ g˜αβq−1t qαqβφ2t
and
−wtg˜αβφαφβ + 2wαg˜αβφtφβ = c0ε ln(t)σ′(q)w(−g˜αβq−1t TαφTβφ+ g˜αβq−1t qαqβφ2t )
+ c0εt
−1σ(q)w(g˜00φ2t − g˜ijφiφj).
Note that T0 = 0, (−g˜ij) = (δij+O(εt−1+Cε)) is positive definite for ε≪ 1 and t ≥ TR ≫ 1;
σ′(q) = − 1
16
(R + q + 1)−17/16 < 0; by Lemma 4.3 we have
qt = (µ+ ν)/2 ≤ −ct−Cε + Cε(t+ r)−1+Cε < 0.
We conclude that
−c0ε ln(t)σ′(q)wg˜αβq−1t TαφTβφ ≥ 0.
In addition, we claim that
(5.12) |c0ε ln(t)σ′(q)wg˜αβq−1t qαqβφ2t | ≤ Cc0εt−1σ(q)wφ2t .
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Case 1. Suppose q(t, r, ω) ≤ t1/4. By Lemma 2.4 and Lemma 5.2, we have
g˜αβ(u)qαqβ = q
2
t −
∑
i
q2i + γ
αβ(εr−1U)qαqβ + (γ
αβ(u)− γαβ(εr−1U))qαqβ
= µν −
∑
i
λ2i + g
αβεr−1Uqαqβ + g
αβ(u− εr−1U)qαqβ +O(ε2t−2+Cε)
= −εG(ω)
4t
µ2U +
εG(ω)
4r
µ2U +
1
4
G(ω)µ2(u− εr−1U) +O(t−2+Cε)
= O(t−5/4+Cε).
Note that we use the assumption u − εr−1U = O(εt−5/4+Cε) in the last inequality. Since
1
16
ln(t) ≤ t1/16 and |qt| ≥ |µ|/2− |ν|/2 & t−Cε, we have
|c0ε ln(t)σ′(q)wg˜αβq−1t qαqβφ2t | = c0ε ln(t) ·
1
16
(q +R + 1)−17/16w|q−1t g˜αβ(u)qαqβ|φ2t
≤ c0εt1/16σ(q)(q +R + 1)−1 · Ct−5/4+Cεwφ2t
≤ Cc0εσ(q)t−1wφ2t .
Case 2. Suppose q(t, r, ω) ≥ t1/4. Then
(q +R + 1)−1|g˜αβ(u)qαqβ | = (q +R + 1)−1|q2t −
∑
q2i + γ
αβ(u)qαqβ|
. t−1/4(|µν|+
∑
i
λ2i +O(|u||∂q|2))
. t−5/4+Cε.
Here we use (5.1) and Lemma 5.1. So we also have
|c0ε ln(t)σ′(q)wg˜αβq−1t qαqβφ2t | = c0ε ln(t) ·
1
16
(q +R + 1)−17/16w|q−1t g˜αβ(u)qαqβ|φ2t
≤ c0εt1/16σ(q)(q +R + 1)−1|q−1t g˜αβ(u)qαqβ|wφ2t
≤ Cc0εt−1σ(q)wφ2t .
Now we finish the proof of (5.12).
Since
g˜00φ2t − g˜ijφiφj = |∂φ|2 +O(|u||∂φ|2) ∼ |∂φ|2,
we have
−g˜αβφαφβwt + 2g˜αβφtφβwα ≥ −Cc0εt−1σ(q)w|∂φ|2.
In conclusion,
d
dt
Eu(φ)(t) ≥
∫
R3
w(2g˜αβφαβφt + 2∂αg˜
αβφtφβ − ∂tg˜αβφαφβ)− Cc0εt−1σ(q)w|∂φ|2 dx
≥
∫
R3
−2w|g˜αβφαβ||φt| − Cεt−1w|∂φ|2 dx
≥ −2 ∥∥g˜αβφαβ∥∥L2(w) ‖φt‖L2(w) − Cεt−1 ‖∂φ‖2L2(w) .
Integrate this inequality with respect to t on [t, T ] and we conclude (5.11).
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5.3. Poincare´’s lemma. Fix a smooth function φ(t, x) with φ(t) ∈ C∞c (R3) for each t ≥ TR
and φ is supported in r ≥ t−R. As in the previous sections, we shall assume that t ≥ TR ≫ 1
and ε≪ 1.
Lemma 5.4. For φ as above, we have
(5.13)
∫
R3
〈t− r〉−2|φ|2 dx .
∫
R3
|∂φ|2 dx.
Proof. We have∫
〈t− r〉−2|φ|2 dx .R
∫
S2
∫ ∞
0
(r − t+R + 1)−2|φ|2 r2drdSω
=
∫
S2
∫ ∞
0
|φ|2 r2∂r(−(r − t+R + 1)−1) drdSω
=
∫
S2
∫ ∞
0
∂r(|φ|2r2)(r − t+R + 1)−1 drdSω
=
∫
S2
∫ ∞
0
(2|φ|2r + 2φφrr2)(r − t+R + 1)−1 drdSω
.R
∫
S2
∫ ∞
0
2|φr−1 + φr| · |φ|〈t− r〉−1 r2drdSω
.
(∫
〈t− r〉−2|φ|2 dx
)1/2(∫
|φr−1 + φr|2 dx
)1/2
.
Since ∫
2φφrr
−1 dx =
∫
S2
∫ ∞
0
∂r(φ
2)r drdSω =
∫
S2
∫ ∞
0
−φ2 drdSω = −
∫
φ2r−2 dx,
we have ∫
|φr−1 + φr|2 dx =
∫
φ2r dx.
We then conclude (5.13). 
We can also prove a weighted version of Poincare´’s lemma. Note that the value of δ in
s = ε ln(t)− δ is chosen in the proof of this lemma.
Lemma 5.5. For φ as above, we have
(5.14)
∫
φ2q2r 〈q〉−2w dx .
∫
|∂φ|2w dx.
Proof. Note that 〈q〉 ∼ (q +R + 1) since φ is supported in q ≥ −R.
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If |q| ≤ R, we have
∂q(qr)w + qrwq
= w(∂q(qr)− qrc0ε ln(t) · 1
16
(q +R + 1)−17/16)
≤ 1
2
w(νq − µq − c0ε ln(t) · 1
16
(q +R + 1)−17/16(ν − µ))
≤ −w
2
(−1
2
G(ω)Aq(ε ln(t)− δ) + c0ε
16
ln(t) · (q +R + 1)−17/16)|µ|+O(εt−1+Cεw)
≤ (C(ε ln(t) + δ)− c0ε
16
(2R + 1)−17/16 ln(t))w|µ|+ Cεt−1+Cεw
≤ Cδwqr + ε(C ln(t)|µ| − c0C−1 ln(t)|µ|+ Ct−1+Cε)w
≤ Cδwqr.
The last inequality holds because if c0 ≫R 1, the second term is negative. Also note that
|µ| ≫ t−1+Cε.
If q > R, then µ ≡ −2, so qr = (ν − µ)/2 = 1+O(ε(t+ r)−1+Cε) ∈ (1/2, 2) by (4.14), and
∂q(qr) = νq/2 = O(ε(t+ r)
−2+Cε) by (4.22). Besides, by Lemma 4.2, we have
2R + 1 < q +R + 1 = r − t +R + 1 +O((r + t)Cε) ≤ 2(r + t).
Then,
∂q(qr)w + qrwq
= w(∂q(qr)− qrc0ε ln(t) · 1
16
(q +R + 1)−17/16)
≤ w(Cε(t+ r)−2+Cε − c0
32
ε ln(t) · (q +R + 1)−17/16)
≤ w(Cε(t+ r)−2+Cε − c0
64
ε ln(t) · (t + r)−17/16)
≤ 0.
The last inequality holds if we have ε≪ 1, t ≥ TR ≫ 1 and c0 ≫R 1.
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Now we have∫
|φ|2q2r〈q〉−2w dx
.R
∫
S2
∫ ∞
0
|φ(t, rω)|2r2q2r(q +R + 1)−2w drdSω
=
∫
S2
∫ ∞
0
(q +R + 1)−1∂r(φ
2r2qrw) drdSω
=
∫
S2
∫ ∞
0
(q +R + 1)−1[2φφrr
2w + 2φ2rw + φ2r2∂q(qr)w + φ
2r2qrwq]qr drdSω
≤
∫
S2
∫ ∞
0
(q +R + 1)−1(2φφr + 2φ
2r−1)r2qrw drdSω
+
∫
S2
∫ ∞
0
(q +R + 1)−1φ2r2 · Cδqrwχ|q|≤R · qr drdSω
≤ 4
(∫
(|φr|2 + r−2|φ|2)w dx
)1/2(∫
φ2〈q〉−2q2rw dx
)1/2
+ CRδ
∫
〈q〉−2φ2q2rw dx.
Here we use the fact that 〈q〉 ∼R 1 when |q| ≤ R. Here CR in the second term only depends
on R and on the scattering data, and in particular it does not depend on ε, t or TR. Thus,
by choosing δ := 1
4CR
, we conclude that∫
|φ|2q2r〈q〉−2w dx .R
∫
(|φr|2 + r−2|φ|2)w dx.
Now recall that r ≥ t− R when φ 6= 0. If q ≤ t1/2 we have 〈q〉2 ≤ Ct and qr ≥ C−1t−Cε,
as proved before. Thus, if t ≥ TR ≫ 1,∫
q≤t1/2
r−2φ2w dx . (t− R)−2 · CtCε · Ct
∫
φ2q2r〈q〉−2w dx
.R t
−1+Cε
∫
φ2q2r〈q〉−2w dx.
If q ≥ t1/2, we have w(q) ≤ exp(Cc0ε ln(t) · t−1/32) ≤ C for t ≫R 1 and ε ≪ 1. Besides,
we also have w ≥ 1. Thus, by Hardy’s inequality,∫
q≥t1/2
r−2φ2w dx .
∫
r−2φ2 dx .
∫
|∂φ|2 dx .
∫
|∂φ|2w dx.
By choosing TR ≥ 1 and ε≪ 1, we have∫
|φ|2q2r 〈q〉−2w dx ≤ CR
∫
|φr|2w dx+ CR
∫
q≥t1/2
r−2|φ|2w dx+ CR
∫
q<t1/2
r−2|φ|2w dx
≤ CR
∫
|∂φ|2w dx+ CRt−1+Cε
∫
φ2q2r〈q〉−2w dx
≤ CR
∫
|∂φ|2w dx+ 1
2
∫
φ2q2r〈q〉−2w dx.
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This finishes the proof. 
Lemma 5.6. Suppose φ is supported in |x| − t ≥ −R and φ(t) ∈ C∞c (R3) for each t. Let
F := gαβ∂α∂βuapp where uapp is defined in (4.36). Then for t ≥ TR ≫ 1, we have
‖φF‖L2(w) . εt−1 ‖∂φ‖L2(w) .
Proof. Write F = ε
4r
G(ω)qrAq + F2. By the weighted Poincare´’s lemma, i.e. Lemma 5.5, we
have ∥∥εr−1G(ω)qrAqφ∥∥2L2(w) . ε2(t− R)−2 ∫ q2r〈q〉−2φ2w dx . ε2t−2 ‖∂φ‖2L2(w) .
For |q| ≤ R, uapp = εr−1U . Following the proof of Proposition 4.7, we can show
F =
ε
4r
G(ω)(µ2Uqq + µµqUq) +O(εt
−2+Cε) =
ε
4r
G(ω)qrAq +O(εt
−2+Cε),
so we have F2 = O(εt
−2+Cε) in D. For |q| ≥ R, note that uapp is only supported for t ∼ r,
we have F2 = F = O(εt
−3+Cε) outsides D by Proposition 4.1. Since 1 ≤ w ≤ CtCε,
‖φF2‖2L2(w) =
∥∥φF2χ|q|≤R∥∥2L2(w) + ∥∥φF2χ|q|≥R∥∥2L2(w)
.
∫
|q|≤R
ε2t−4+Cε|φ|2 dx+
∫
q>R,r.t
ε2t−6+Cε|φ|2 dx
.
∫
ε2t−2〈t− r〉−2φ2 dx
. ε2t−2 ‖∂φ‖2L2(R3) . ε2t−2 ‖∂φ‖2L2(w) .
Here we use the Poincare´’s lemma, i.e. Lemma 5.4. We are done. 
6. Continuity Argument
6.1. Setup. Fix χ(s) ∈ C∞c (R) such that χ ∈ [0, 1] for all s, χ ≡ 1 for |s| ≤ 1 and χ ≡ 0 for
|s| ≥ 2. Also fix a large time T > 0. Consider the equation of v = vT (t, x)
(6.1) g˜αβ(uapp + v)∂α∂βv = −χ(t/T )g˜αβ(uapp + v)∂α∂βuapp, t > 0; v ≡ 0, t ≥ 2T.
We have the following results.
(a) By the local existence theory of quasilinear wave equations, we can find a local smooth
solution to (6.1) near t = 2T .
(b) The solution on [T1,∞) can be extended to [T1 − ǫ,∞) for some small ǫ > 0 if∥∥∂kv∥∥
L∞([T1,∞)×R3)
<∞, for all k ≤ 4.
(c) The solution to (6.1) has a finite speed of propagation: vT (t, x) = 0 if r + t > 6T or
r < t− R, so ZI(t/T ) = O(1) when T/2 ≤ t ≤ 2T .
(d) If the solution exists for t ≤ T , we have g˜αβ(u)∂α∂βu = 0 for t ≤ T and u = uapp + v.
The proofs of these statements are standard. We refer to [21] for the proofs of (a) and
(b). In this section, our goal is to prove the following proposition.
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Proposition 6.1. Fix an integer N ≥ 6. Then there exist constants εN > 0 which depend
on N and R, such that for any 0 < ε < εN , (6.1) has a solution v = v
T (t, x) for all t ≥ 0.
In addition, v ≡ 0 if r < t− R; for all |I| ≤ N , we have
(6.2)
∥∥∂ZIv(t)∥∥
L2(R3)
.I ε(1 + t)
−1/2+CIε, ∀t ≥ 0.
Recall that we choose R based on the support of our scattering data A(q, ω).
It should be pointed out that the N in this proposition is different from the N in the main
theorem.
We use a continuity argument to prove this proposition. From now on we assume ε≪ 1,
which means ε is arbitrary in (0, εN) for some fixed small constant εN depending on N .
First we prove the result for t ≥ TN,R, where TN,R ≫N,R 1 is a sufficiently large constant
depending on N . We start with a solution v(t, x) for t ≥ T1 such that for all t ≥ T1 ≥ TN,R
and k + i ≤ N ,
(6.3) Ek,i(t) :=
∑
l≤k,|I|≤i
Eu(∂
lZIv)(t) ≤ Bk,iε2t−1+Ck,iε,
(6.4) |u| ≤ B0εt−1+C0,2ε/2, |∂u| ≤ B1εt−1.
Here u := v + uapp and Eu is defined in (5.9). We remark that Ck,i, Bk,i depend on k, i but
not on N . Our goal is to prove that (6.3) and (6.4) hold with Bk,i, B0, B1 replaced by smaller
constants B′k,i, B
′
0, B
′
1, and with Ck,i unchanged, assuming that ε ≪ 1 and TN,R ≫ 1. To
achieve this goal, we first induct on i, and then we induct on k for each fixed i. For each
(k, i), we want to prove the following inequality
(6.5)
∑
l≤k,|I|≤i
∥∥g˜αβ(u)∂α∂β∂lZIv∥∥L2(w) ≤ CNεt−1Ek,i(t)1/2
+ CNεt
−1+Cε(Ek−1,i(t)
1/2 + Ek+1,i−1(t)
1/2)
+ Cεt−3/2+Cε.
Here E−1,· = E·,−1 = 0, and C,CN are constants whose meanings will be explained later. We
then combine (6.5) with the energy estimates (5.11) to derive an inequality on Ek,i(t).
We remark that the proof in this section is closely related to that of the energy estimates
in Section 9 of Lindblad [17].
In the following computation, let C denote a universal constant or a constant from the
previous estimates on q and uapp (e.g. from Proposition 4.1). Here C is allowed to depend
on (k, i) or N , but we will never write it as Ck,i or CN . We will choose the constants in the
following order:
C → C0,0, B0,0 → C1,0, B1,0 → · · · → CN,0, BN,0
→ C0,1, B0,1 → · · · → CN−1,1, BN−1,1
→ C0,2, B0,2 → · · · → CN−2,2, BN−2,2
. . .
→ C0,N , B0,N
→ B0, B1 → CN → TN,R → ε.
In particular, if a constant A appears before a constant B, then A cannot depend on B.
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In addition, since ε ≪ 1 and TN,R ≫ 1 are chosen at the end, we can control terms like
CNε and CNT
−γ+CN ε
N,R for γ > 0 for any k, i by a universal constant, e.g. 1.
To end the setup, we derive a differential equation on ZIv from (6.1). If we commute (6.1)
with ZI , we have
(6.6)
g˜αβ(u)∂α∂βZ
Iv
= [, ZI ]v + [γαβ(u), ZI ]∂α∂βv + γ
αβ(u)[∂α∂β, Z
I ]v
− ZI(χ(t/T )(γαβ(u)− γαβ(uapp))∂α∂βuapp)− ZI(χ(t/T )g˜αβ(uapp)∂α∂βuapp)
=: R1 +R2 +R3 +R4 +R5
with ZIv ≡ 0 for t ≥ 2T .
6.2. Pointwise bounds (6.4). In the next few subsections, we always assume t ≥ TN,R ≫ 1.
Since 1 ≤ w ≤ CtCε, by (6.4) and (5.9) we have
(6.7) C−1 ‖∂φ‖L2(R3) ≤ ‖∂φ‖L2(w) ∼ Eu(φ)1/2 ≤ CtCε ‖∂φ‖L2(R3) .
Here we can choose ε≪ 1 and TN,R ≫ 1 so that all constants in this inequality are universal.
If we combine this inequality with (6.3), we have∥∥∂ZIv(t)∥∥2
L2(R3)
≤ CEu(ZIv)(t) ≤ CB0,iε2t−1+C0,iε, |I| = i ≤ N,
so by the Klainerman-Sobolev inequality, we have
(6.8) |∂ZIv(t)| ≤ CB1/20,i+2εt−1/2+C0,i+2ε/2(1 + t+ r)−1〈t− r〉−1/2, |I| = i ≤ N − 2.
Note that ∫ 2t
0
(1 + t+ ρ)−1〈t− ρ〉−1/2 dρ ≤ (1 + t)−1
∫ 2t
0
〈t− ρ〉−1/2 dρ
≤ 2(1 + t)−1
∫ t
0
(1 + ρ)−1/2 dρ
. (1 + t)−1/2,∫ ∞
2t
(1 + t+ ρ)−1〈t− ρ〉−1/2 dρ .
∫ ∞
2t
(1 + ρ)−3/2 dρ . (1 + t)−1/2.
Thus, by integrating ∂rZ
Iv(t, ρω) from ρ = t−R to ρ = r, we conclude that
(6.9) |ZIv(t)| ≤ CB1/20,i+2εt−1+C0,i+2ε/2, |I| = i ≤ N − 2.
If we let I = 0 in (6.8) and (6.9), we have
|∂v| ≤ CB1/20,2 εt−3/2+C0,2ε/2, |v| ≤ CB1/20,2 εt−1+C0,2ε/2.
Note that |uapp| ≤ Cεt−1+Cε and |∂uapp| ≤ Cεt−1. This allows us to replace B0, B1 with
B0/2, B1/2 in (6.4) as long as we choose TN,R, B0, B1 sufficiently large and ε sufficiently
small (e.g. CB
1/2
0,2 < B0/4, C < B0/4; same for B1; TN,R > 10; C0,2ε < 1/4).
In the following computation, we will use (6.8) and (6.9) directly instead of (6.4) for the
pointwise bounds, so the choice of Ck,i, Bk,i will be independent of B0, B1.
We remark that if N ≥ 6, (6.8) and (6.9) allow us to extend the solution v(t, x) of (6.1)
below t = T1, by the local existence theory of quasilinear wave equations. Moreover, these
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two pointwise bounds, together with ZIuapp = O(ε(1 + t)
−1+Cε), allow us to use Lemma 2.4
freely, as long as ε≪ 1 and TN,R ≫ 1.
6.3. Energy estimate (6.3) with k = i = 0. Let k = i = 0 and fix T1 ≤ t ≤ 2T . Now
R1 = R2 = R3 = 0 in (6.6).
For R4, since |χ(t/T )| ≤ 1, we have
‖R4‖L2(w) ≤
∥∥gαβv∂α∂βuapp∥∥L2(w) + C ∥∥|v|(|uapp|+ |v|)|∂2uapp|∥∥L2(w)
≤ Cεt−1 ‖∂v‖L2(w) + CNε2t−2+CN ε
∥∥|v|〈t− r〉−1∥∥
L2(w)
≤ Cεt−1Eu(v)(t)1/2.
Here we apply Lemma 2.4 in the first inequality, Lemma 5.6 in the second inequality, Lemma
5.4 and (6.7) in the third inequality.
For R5, since uapp is supported in the ball centered at origin with radius 2t, by Proposition
4.1 we have
‖R5‖L2(w) ≤ Cεt−3/2+Cε.
Thus, by (5.11), we conclude that
Eu(v)(t) ≤
∫ 2T
t
CNετ
−1Eu(v)(τ) + Cετ
−3/2+CεEu(v)(τ)
1/2 dτ
≤
∫ 2T
t
CNB0,0ε
3τ−2+C0,0ε + CB
1/2
0,0 ε
2τ−2+(C+C0,0/2)ε dτ
≤ CCNB0,0ε3t−1+C0,0ε + CB1/20,0 ε2t−1+(C+C0,0/2)ε.
In particular, the constants C do not depend on CN or Ck,i, Bk,i in (6.3). If ε ≪ 1 (say
CCNε ≤ 1/4) and C0,0, B0,0 are large enough (say C0,0/2 + C < C0,0, C
√
B0,0 < B0,0/4), we
obtain (6.3) with B0,0 replaced by B0,0/2.
6.4. Energy estimate (6.3) with i = 0 and k > 0. Let i = 0 and k > 0 and fix T1 ≤ t ≤
2T . Now R1 = R3 = 0.
For R2, we have
‖R2‖L2(w) ≤
∥∥[gαβu, ∂k]∂α∂βv∥∥L2(w) + ∥∥[γαβ(u)− gαβu, ∂k]∂α∂βv∥∥L2(w)
≤ C
∑
k1+k2≤k,k1>0
∥∥|∂k1u||∂k2+2v|∥∥
L2(w)
+ C
∑
k1+k2+k3≤k,k3<k
∥∥|∂k1u||∂k2u||∂k3+2v|∥∥
L2(w)
.
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The second sum comes from Lemma 2.4. By writing u = v + uapp, we have the following
terms in the sums:∥∥|∂uapp||∂k2+2v|∥∥L2(w) ≤ Cεt−1Ek,0(t)1/2, k2 < k;∥∥|∂k1uapp||∂k2+2v|∥∥L2(w) ≤ Cεt−1+CεEk−1,0(t)1/2, k1 + k2 ≤ k, k1 > 1;∥∥|∂k1v||∂k2+2v|∥∥
L2(w)
≤ CNεt−3/2+CN εEk,0(t)1/2, k1 + k2 ≤ k, k1 > 0;∥∥|∂k1uapp||∂k2uapp||∂k3+2v|∥∥L2(w) ≤ Cε2t−2+CεEk,0(t)1/2, k1 + k2 + k3 ≤ k, k3 < k;∥∥|∂k1uapp||∂k2v||∂k3+2v|∥∥L2(w) ≤ CNε2t−2+CN εEk,0(t)1/2, k1 + k2 + k3 ≤ k, k3 < k;∥∥|∂k1v||∂k2v||∂k3+2v|∥∥
L2(w)
≤ CNε2t−2+CN εEk,0(t)1/2, k1 + k2 + k3 ≤ k, k3 < k.
Here we use Proposition 4.1, (6.8) and (6.9). We take L2(w) norm on the derivative of v
with the highest order, and apply pointwise bounds on the derivatives of uapp or derivatives
of v with lower orders. Here we need N/2 + 1 ≤ N − 2, i.e. N ≥ 6, to apply the pointwise
bounds. Thus, we have
‖R2‖L2(w) ≤ Cεt−1Ek,0(t)1/2 + Cεt−1+CεEk−1,0(t)1/2.
The constants here are universal, as long as we choose ε ≪ 1 (say CNε < 1) and TN,R
sufficiently large (say CN/
√
TN,R ≤ 1).
For R4, since ∂
l(χ(t/T )) = O(1) for all l, by Lemma 2.4 we have
‖R4‖L2(w) ≤ C
∑
k1≤k
∥∥gαβ∂k1v∂α∂βuapp∥∥L2(w) + C ∑
k1+k2≤k, k2>0
∥∥|∂k1v||∂k2+2uapp|∥∥L2(w)
+ C
∑
k1+k2+k3≤k
∥∥|∂k1v|(|∂k2uapp|+ |∂k2v|)|∂k3+2uapp|∥∥L2(w) .
By Lemma 5.6, the first sum has an upper bound
Cεt−1
∑
k1≤k
∥∥∂∂k1v∥∥
L2(w)
≤ Cεt−1Ek,0(t)1/2.
By Lemma 5.4, the second sum has an upper bound
Cεt−1+Cε
∑
k1<k
∥∥∂k1v〈t− r〉−2∥∥
L2(w)
≤ Cεt−1+Cε
∑
k1<k
∥∥∂∂k1v∥∥
L2(R3)
≤ Cεt−1+CεEk−1,0(t)1/2.
The third sum is controlled by the second one, because |∂k2uapp| ≤ Cεt−1+Cε ≤ 1, and at
least one of |∂k1v| and |∂k2v| is ≤ CNεt−1+CN ε ≤ 1 (since min{k1, k2} ≤ k/2 ≤ N − 2). In
conclusion,
‖R4‖L2(w) ≤ Cεt−1Ek,0(t)1/2 + Cεt−1+CεEk−1,0(t)1/2.
The constants here are again universal.
For R5, we have
‖R5‖L2(w) ≤ Cεt−3/2+Cε.
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Thus, by (5.11), we have
Ek,0(t) ≤
∫ 2T
t
CNε(1 + τ)
−1Ek,0(τ) + CNετ
−1+CεEk−1,0(τ)
1/2Ek,0(τ)
1/2
+ Cετ−3/2+CεEk,0(τ)
1/2dτ
≤
∫ 2T
t
CNBk,0ε
3τ−2+Ck,0ε + CNBk,0ε
3τ−2+(C+Ck,0/2+Ck−1,0/2)ε
+ CB
1/2
k,0 ε
2τ−2+(C+Ck,0/2)ε dτ
≤ CCNBk,0ε3t−1+Ck,0ε + CCNBk,0ε3t−1+(C+Ck,0/2+Ck−1,0/2)ε
+ CB
1/2
k,0 ε
2t−1+(C+Ck,0/2)ε.
Similarly we can prove (6.3) with Bk,0 replaced by Bk,0/2, if we assume that Bk,0, Ck,0 are
large enough and ε≪ 1 (say CCNε < 1/8, Ck,0 ≥ Ck−1,0, C
√
Bk,0 ≤ Bk,0/8).
6.5. Energy estimate (6.3) with k = 0 and i > 0. Let k = 0 and i > 0 and fix T1 ≤ t ≤
2T . Also fix ZI with |I| = i.
For R2, we have
‖R2‖L2(w) ≤
∥∥[gαβu, ZI ]∂α∂βv∥∥L2(w) + ∥∥[γαβ(u)− gαβu, ZI ]∂α∂βv∥∥L2(w)
≤ C
∑
|J1|+|J2|≤i, |J1|>0
∥∥|ZJ1u||∂2ZJ2v|∥∥
L2(w)
+ C
∑
|J1|+|J2|+|J3|≤i, |J3|<i
∥∥ZJ1uZJ2u∂2ZJ3v∥∥
L2(w)
.
The second sum comes from Lemma 2.4. Note that the second sum is controlled by the first
sum. In fact, since |J1|, |J2| cannot be greater than i/2 at the same time, without loss of
generality we assume |J1| ≤ i/2 ≤ N − 2. Thus |ZJ1u| ≤ CNεt−1+CN ε ≤ 1 by (6.9) if we
choose ε≪ 1. For the first sum, by writing u = v+ uapp, we have the following terms in the
sum: ∥∥|ZJ1uapp||∂2ZJ2v|∥∥L2(w) , |J1|+ |J2| ≤ i, |J1| > 0;∥∥|ZJ1v||∂2ZJ2v|∥∥
L2(w)
, |J1|+ |J2| ≤ i, |J1| > 0.
The first term has an upper bound
Cεt−1+CεE1,i−1(t)
1/2.
By Lemma 2.1, we can see that the second term is controlled by
C
∥∥|〈t− r〉−1ZJ1v||∂ZZJ2v|∥∥
L2(w)
, |J2| < i.
If |J1| ≤ N − 2, then by (6.8) we have
|〈t− r〉−1ZJ1v| ≤ 〈t− r〉−1
∫ r
t−R
|∂ρZJ1(t, ρω)| dρ ≤ C
∥∥∂ZJ1v(t)∥∥
L∞(R3)
≤ CNεt−3/2+CN ε,
which implies that
C
∥∥|〈t− r〉−1ZJ1v||∂ZZJ2v|∥∥
L2(w)
≤ CCN t−3/2+CN εE0,i(t)1/2.
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If |J1| ≥ N − 1, then |J2| ≤ 1. In this case, by (6.8), (6.7) and Lemma 5.4, we have
|∂ZZJ2v| ≤ CNεt−3/2+CN ε,
∥∥〈t− r〉−1ZJ1v∥∥
L2(w)
≤ CtCε ∥∥〈t− r〉−1ZJ1v∥∥
L2(R3)
≤ CtCε ∥∥∂ZJ1v∥∥
L2(R3)
≤ CtCεE0,i(t)1/2.
Thus, the term above is controlled by
CCNεt
−3/2+(CN+C)εE0,i(t)
1/2.
For R3, following the same discussion as above, we have
‖R3‖L2(w) ≤ C
∑
|J |<i
∥∥|u||∂2ZJv|∥∥
L2(w)
≤ Cεt−1+Cε
∑
|J |<i
∥∥∂2ZJv∥∥
L2(w)
+ C
∑
|J |<i
∥∥|v||∂2ZJv|∥∥
L2(w)
≤ Cεt−1+CεE1,i−1(t)1/2 + CCNεt−3/2+(CN+C)εE0,i(t)1/2.
For R4, since Z
J(χ(t/T )) = O(1) for all J by finite speed of propagation, we have
‖R4‖L2(w) ≤ C
∑
|J |≤i
∥∥gαβZJv∂α∂βuapp∥∥L2(w) + C ∑
|J1|+|J2|≤i,|J2|>0
∥∥|ZJ1v||∂2ZJ2uapp|∥∥L2(w)
+ C
∑
|J1|+|J2|+|J3|≤i
∥∥|ZJ1v|(|ZJ2v|+ |ZJ2uapp|)|∂2ZJ3uapp|∥∥L2(w)
≤ Cεt−1E0,i(t)1/2 + Cεt−1+CεE0,i−1(t)1/2.
The proof is very similar to the proof on estiamte of R4 in the case i = 0 and k > 0.
For R5, again we have
‖R5‖L2(w) ≤ Cεt−3/2+Cε.
For R1, we have
|[, ZI ]v| .
∑
|J1|+|J2|<i
|ZJ1ZJ2v| .
∑
|J |<i
|ZJv|
.
∑
|J |<i
|ZJ(g˜αβ(u)∂α∂βv)|+ |ZJ(γαβ(u)∂α∂βv)|
.
∑
|J |<i
|ZJ(χ(t/T )g˜αβ(u)∂α∂βuapp)|+ |ZJ(γαβ(u)∂α∂βv)|.
Here all the constants are universal which depend only on i, N . The first term is simply
R4 + R5 with a lower order I. The second term can be controlled in the same way as we
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control R2, R3. In conclusion,
E0,i(t) ≤
∫ 2T
t
CCNετ
−1E0,i(τ) + CCNετ
−1+CεE1,i−1(τ)
1/2E0,i(τ)
1/2
+ Cετ−3/2+CεE0,i(τ)
1/2 dτ
≤
∫ 2T
t
CCNB0,iε
3τ−2+C0,iε + CCNB0,iε
3τ−2+(C+C1,i−1/2+C0,i/2)ε
+ CB
1/2
0,i ε
2τ−2+(C+C0,i/2)ε dτ
≤ CCNB0,iε3t−1+C0,iε + CCNB0,iε3t−1+(C+C0,i/2+C1,i−1/2)ε
+ CB
1/2
0,i ε
2t−1+(C+C0,i/2)ε.
Again, we can choose B0,i, C0,i sufficiently large such that (6.3) holds with B0,i replaced by
B0,i/2. Note that B1,i−1, C1,i−1 are already chosen when we consider the case k = 0, i > 0.
6.6. Energy estimate (6.3) with k, i > 0. Let k, i > 0 and fix T1 ≤ t ≤ 2T . Also fix ZI
with |I| = i. This case can be viewed as a combination of the case k = 0, i > 0 and the case
i = 0, k > 0.
For R2, we have
‖R2‖L2(w) ≤
∥∥[gαβu, ∂kZI ]∂α∂βv∥∥L2(w) + ∥∥[γαβ(u)− gαβu, ∂kZI ]∂α∂βv∥∥L2(w)
≤ C
∑
k1+k2≤k,|J1|+|J2|≤i,k1+|J1|>0
∥∥|∂k1ZJ1u||∂2+k2ZJ2v|∥∥
L2(w)
+ C
∑
k1 + k2 + k3 ≤ k
|J1|+ |J2|+ |J3| ≤ i
k3 + |J3| < k + i
∥∥∂k1ZJ1u∂k2ZJ2u∂2+k3ZJ3v∥∥
L2(w)
.
The second sum is again easy to handle. For the first sum, we consider the following three
cases: k1 = 0 and |J1| > 0; k1 = 1 and |J1| = 0; all the remaining choices of (k, J1). For
the first case, we apply Proposition 4.1, Lemma 2.1 to obtain a factor 〈t− r〉−1 with one ∂
replaced by Z; for the second case, we use |∂u| ≤ CNεt−1; for the third, we use (6.8) directly.
The proof here is very similar to the proof in the previous cases. We thus have
‖R2‖L2(w) ≤ CNεt−1Ek,i(t)1/2 + CNεt−1+Cε(Ek−1,i(t)1/2 + Ek+1,i−1(t)1/2).
For R3, we have
‖R3‖L2(w) ≤ C
∑
k1≤k,|J |<i
∥∥|u||∂k1+2ZJv|∥∥
L2(w)
.
We can use Proposition 4.1 and Lemma 2.1 to obtain
‖R3‖L2(w) ≤ CNεt−1Ek,i(t)1/2 + CNεt−1+Cε(Ek−1,i(t)1/2 + Ek+1,i−1(t)1/2).
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For R4, we have
‖R4‖L2(w) ≤ C
∑
k1≤k,|J |≤i
∥∥gαβ∂k1ZJv∂α∂βuapp∥∥L2(w)
+ C
∑
k1+k2≤k,|J1|+|J2|≤i,k2+|J2|>0
∥∥|∂k1ZJ1v||∂k2+2ZJ2uapp|∥∥L2(w)
+ C
∑
k1 + k2 + k3 ≤ k
|J1|+ |J2|+ |J3| ≤ i
k3 + |J3| < k + i
∥∥|∂k1ZJ1v|(|∂k2ZJ2v|+ |∂k2ZJ2uapp|)|∂k3+2ZJ3uapp|∥∥L2(w)
≤ CNεt−1Ek,i(t)1/2 + CNεt−1+Cε(Ek−1,i(t)1/2 + Ek+1,i−1(t)1/2).
This can be handled in the same way as we handle R4 in the case k = 0, i > 0 or i = 0, k > 0.
For R5, again we have
‖R5‖L2(w) ≤ Cεt−3/2+Cε.
For R1, since [, ∂
kZI ] = ∂k[, ZI ], we can conclude that the L2(w) norm of R1 can be
controlled by the bounds of the L2(w) norms of all other Ri.
In conclusion, we have
Ek,i(t) ≤
∫ 2T
t
CCNετ
−1Ek,i(τ) + CCNετ
−1+Cε(Ek−1,i(τ)
1/2 + Ek+1,i−1(τ)
1/2)Ek,i(τ)
1/2
+ Cετ−3/2+CεEk,i(τ)
1/2 dτ
≤
∫ 2T
t
CCNBk,iε
3τ−2+Ck,iε + CCNBk,iε
3τ−2+(C+Ck+1,i−1/2+Ck−1,i/2+Ck,i/2)ε
+ CB
1/2
k,i ε
2τ−2+(C+Ck,i/2)ε dτ
≤ CCNBk,iε3t−1+Ck,iε + CCNBk,iε3t−1+(C+Ck+1,i−1/2+Ck−1,i/2+Ck,i/2)ε
+ CB
1/2
k,i ε
2t−1+(C+Ck,i/2).
Again, we can choose Bk,i, Ck,i sufficiently large such that (6.3) holds with Bk,i replaced by
Bk,i/2. Note that Bk+1,i−1, Ck+1,i−1, Bk−1,i, Ck−1,i are already chosen when we consider the
case k, i > 0.
6.7. Existence for 0 ≤ t ≤ TN,R. In the previous subsections, we prove that there exists
a solution v to (6.1) for all t ≥ TN,R with (6.2) hold for all |I| ≤ N and t ≥ TN,R. Now we
finish the proof of Proposition 6.1 by extending the solution to all t ≥ 0. At a small time,
uapp does not approximate u well, but uapp and all its derivatives stay bounded for all (t, x)
with 0 ≤ t ≤ TN,R. See Proposition 4.1. So, it is better to use (1.1) to control u directly
instead of using (6.1).
Fix N ≥ 6. By using the pointwise bounds in Proposition 4.1 and the support of uapp, we
have ∥∥ZIuapp(t)∥∥L2(R3) .I,N,R ε, 0 ≤ t ≤ TN,R.
Thus, it suffices to prove that the solution u to (1.1) with u = v + uapp for t ≥ TN,R exists
for 0 ≤ t ≤ TN,R, with∥∥∂ZIu(t)∥∥
L2(R3)
.I,N,R ε, 0 ≤ t ≤ TN,R, |I| ≤ N.
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If we apply ZI to (1.1), we have
(6.10) g˜αβ(u)∂α∂βZ
Iu = [, ZI ]u+ [γαβ(u), ZI ]∂α∂βu+ γ
αβ(u)[∂α∂β, Z
I ]u.
We can now set up the continuity argument. Suppose that we have a solution u to (1.1)
for T1 ≤ t ≤ TN,R for some 0 ≤ T1 ≤ TN,R, such that
(6.11)
∥∥∂ZIu(t)∥∥
L2(R3)
≤ Bε, |I| ≤ N, T1 ≤ t ≤ TN,R.
Here B = BN depends on N . We remark that (6.11) implies (6.2) for t ≤ TN,R, where the
power is the same but the constant in .I now depends on N . This is because 1 .N t
−1/2+CIε
for t ≤ TN,R, assuming ε≪ 1.
By Klainerman-Sobolev inequality, we conclude that for t ≥ T1
|∂ZIu(t, x)| ≤ CBε(1 + t+ r)−1〈t− r〉−1/2, |I| ≤ N − 2
and
|ZIu(t, x)| ≤ CBε(1 + t)−1/2, |I| ≤ N − 2.
The proof of the second estimate is similar to that of (6.9). Thus, assuming ε ≪ 1, from
(6.10) we have for |I| ≤ N
|g˜αβ(u)∂α∂βZIu| ≤ C
∑
|J |+|K|≤|I|,|K|<|I|
|ZJu||∂2ZKu|
≤ C
∑
|J |+|K|≤|I|,|K|<|I|
〈t− r〉−1|ZJu||∂ZZKu|
≤ CNε
∑
|J |≤|I|
(|∂ZJu|+ 〈t− r〉−1|ZJu|).
Here we apply Lemma 2.4 in the first inequality and the pointwise bounds in the third one.
Note that if |J |+ |K| ≤ |I| and |K| < |I|, then min{|J |, |K|+ 1} ≤ N/2 + 1 ≤ N − 2 when
N ≥ 6.
Now we can use the standard energy estimates, say Proposition 2.1 in Chapter I in Sogge
[21] or Proposition 6.3.2 in Ho¨rmander [8]. We apply Poincare´’s lemma, i.e. Lemma 5.4, to
〈t− r〉−1|ZJu|, so its L2(R3) norm is controlled by the that of |∂ZJu|. By setting
EN(t) =
∑
|I|≤N
∥∥∂ZIv(t)∥∥2
L2(R3)
,
for small ε≪ 1, we have
EN(t)
1/2 ≤ 2(EN(TN,R)1/2 + CNε
∫ TN,R
t
EN (τ)
1/2 dτ) exp(
∫ TN,R
t
CNε dτ)
≤ CNε+ CNB1/2ε2.
Then by choosing ε small enough and B large enough, both depending on N , we can replace
B with B/2 in (6.11). We are done.
Finally, we remark that for each |I| ≤ N and ε ≪ 1, we can apply Proposition 6.1 with
N replaced by N ′ = max{6, |I|} ≤ N . Note that when ε < εN ≤ εN ′ and T > TN,R ≥ TN ′,R,
the solution for N and the solution for N ′ are exactly the same. But the constants in (6.2)
now depend on max{6, |I|} instead of N . This allows us to remove the dependence of N in
the coefficients of (6.2).
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7. Limit as T →∞
Our goal for this section is to prove the following proposition.
Proposition 7.1. Fix N ≥ 6. Then for the same εN in Proposition 6.1 and for 0 < ε < εN ,
there is a solution u to (1.1) in CN−4 for all t ≥ 0, such that for all |I| ≤ N − 5
(7.1)
∥∥∂ZI(u− uapp)(t)∥∥L2(R3) .I ε(1 + t)−1/2+CIε, t ≥ 0.
Besides, for all |I| ≤ N − 5 and t≫R 1,
(7.2) |∂ZI(u− uapp)(t, x)| .I εt−1/2+CIε〈r + t〉−1〈t− r〉−1/2,
(7.3) |ZI(u− uapp)(t, x)| .I min{εt−1+CIε, εt−3/2+CIε〈r − t〉}.
It should be pointed out that the value of “N” in the main theorem is equal to N − 4 for
the N in this proposition.
From now on, the constant C is allowed to depend on all the constants in the previous
sections (say Ck,i, Bk,i, N), but it must be independent of ε and T .
7.1. Existence of the limit. Fix N ≥ 6 and T2 > T1 ≫ 1. By Proposition 6.1, for each
0 < ε < εN , we get two corresponding solutions v1 = v
T1 and v2 = v
T2 which exist for all
t ≥ 0. Our goal now is to prove that v1−v2 tends to 0 in some Banach space as T2 > T1 →∞.
Recall that εN , TN,R are independent of the choice of T , as long as T > TN,R. In addition,
v1 and v2 satisfy (6.2), (6.3), (6.4), (6.8) and (6.9), as shown in the continuity argument,
for t ≥ TN,R, and they satisfy (6.11) along with the pointwise bounds for 0 ≤ t ≤ TN,R. All
the constants involved in these estimates are independent of T . We define u1 = v
T1 + uapp,
u2 = v
T2 + uapp and v˜ = v
T2 − vT1. Then, for t ≥ T1 and |I| ≤ N , by (6.2), we have∥∥∂ZI v˜(t)∥∥
L2(R3)
≤ ∥∥∂ZIv1(t)∥∥L2(R3) + ∥∥∂ZIv2(t)∥∥L2(R3) ≤ Cε2T−1+Cε1 .
In addition, for t ≤ T1 (now χ(t/T1) = χ(t/T2) = 1) and for each |I| ≤ N , we have
(7.4)
g˜αβ(u1)∂α∂βZ
I v˜ = [, ZI ]v˜ + [γαβ(u1), Z
I ]∂α∂β v˜ + [γ
αβ(u2)− γαβ(u1), ZI ]∂α∂βv2
+ γαβ(u1)[∂α∂β , Z
I ]v˜ + (γαβ(u2)− γαβ(u1))[∂α∂β, ZI ]v2
− ZI((γαβ(u2)− γαβ(u1))∂α∂βuapp)− (γαβ(u2)− γαβ(u1))∂α∂βZIv2.
Define a new energy
E˜k,i(t) :=
∑
l≤k,|I|≤i
Eu1(∂
lZI v˜)(t).
Here Eu1 is defined in (5.9) with u replaced by u1. For k + i ≤ N − 3 with |I| = i, and for
t ≥ TN,R we have
(7.5)
∥∥g˜αβ(u1)∂α∂β∂kZI v˜∥∥L2(w) ≤ Cεt−1E˜k,i(t)1/2 + Cεt−1+Cε(E˜k−1,i(t)1/2 + E˜k+1,i−1(t)1/2)
with E˜−1,· = E˜·,−1 = 0. This is a simple application of Lemma 2.1, Lemma 2.4 and the
estimates on u1, v1, u2, v2. We skip the detail of the proof here, since it is very similar to the
proof of (6.5) on Ek,i. However, we should always put L
2(w) norm on the terms involving
v˜ and put L∞ norm on terms involving u1, u2, v1, v2. The pointwise bounds only holds for
|I| ≤ N − 2, as seen in (6.8) and (6.9), so we need to assume k + i ≤ N − 3 instead of
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k+ i ≤ N above. Besides, there is no term like R5 in the previous section, so we expect E˜k,i
to have a better decay than Ek,i.
Since (6.8) and (6.9) hold for v1, we can apply energy estimate (5.11) on Eu1 . Thus, for
all TN,R ≤ t ≤ T1 and for k + i ≤ N − 3,
E˜k,i(t) ≤ Cε2T−1+Cε1 +B
∫ T1
t
ετ−1E˜k,i(τ) dτ
+ Cε
∫ T1
t
τ−1+Cε(E˜k−1,i(τ)
1/2 + E˜k+1,i−1(τ)
1/2)E˜k,i(τ)
1/2 dτ.
Using this estimate, we claim that E˜k,i(t) ≤ Cε2T−1+Cε1 for all k + i ≤ N − 3. Here C
may depend on k, i. To prove this claim, we first induct on i = 0, 1, . . . , N and then on
k = 0, . . . , N − 3− i for each fixed i. If we fix (k, i) and let V (t) = Vk,i(t) be the right hand
side, then we have
dV/dt = −Bεt−1E˜k,i(t)− Cεt−1+Cε(E˜k−1,i(t)1/2 + E˜k+1,i−1(t)1/2)E˜k,i(t)1/2
≥ −Bεt−1V (t)− Cεt−1+Cε(E˜k−1,i(t)1/2 + E˜k+1,i−1(t)1/2)V (t)1/2.
Thus,
d
dt
(tBε/2
√
V ) =
1
2
Bεt−1+Bε/2
√
V + tBε/2
dV/dt
2
√
V
=
1
2
√
V
tBε/2(Bεt−1V + dV/dt)
≥ −Cεt−1+(C+B/2)ε(E˜k−1,i(t)1/2 + E˜k+1,i−1(t)1/2)
≥ −Cε2t−1+CεT−1+Cε1 .
The last line holds by induction hypothesis. We then have
tBε/2
√
V (t) ≤ TBε/21
√
V (T1) +
∫ T1
t
Cε2τ−1+CεT
−1/2+Cε
1 dτ
≤ CεT−1/2+Cε1 ,
and thus for all t ≥ TN,R, we have
E˜k,i(t) ≤ V (t) ≤ tBεV (t) ≤ Cε2T−1+Cε1 .
Here C in different places may denote different values.
For 0 ≤ t ≤ TN,R, we can also prove that∥∥∂ZI(v2 − v1)(t)∥∥L2(R3) ≤ CNε2T−1+CN ε1 .
The proof is very similar to the proof in Section 6. We can use the equation
g˜αβ(u1)∂α∂β(u2 − u1) = −(γαβ(u2)− γαβ(u1))∂α∂βu2
and apply the standard energy estimates to establish the continuity argument. Again, we
can remove the dependence of N in the constants, using the same argument in Section 6.
By (6.7), for each |I| ≤ N − 3 and ε≪ 1, we have
sup
t≥0
∥∥∂ZI(v2 − v1)(t)∥∥L2(R3) ≤ CεT−1/2+Cε1 → 0
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as T2 > T1 →∞. By Klainerman-Sobolev inequality and∫ ∞
0
(1 + t+ ρ)−1〈t− ρ〉−1/2 dρ . (1 + t)−1/2,
for all |I| ≤ N − 5, we have
sup
t≥0, x∈R3
|∂ZI(v2 − v1)(t, x)| ≤ CεT−1/2+Cε1 → 0
sup
t≥0, x∈R3
|ZI(v2 − v1)(t, x)| ≤ CεT−1/2+Cε1 → 0,
as T2 > T1 → ∞. Then, there is v∞ ∈ CN−4({(t, x) : t ≥ 0}), such that ∂ZIvT → ∂ZIv∞
and ZIvT → ZIv∞ pointwisely for t ≥ 0 as T → ∞, for each |I| ≤ N − 5. It is clear that
the pointwise bounds (6.8) and (6.9) also hold for v∞ for |I| ≤ N − 5. By Fatou’s lemma,
for each |I| ≤ N − 5 we have
(7.6)
∥∥∂ZIv∞(t)∥∥
L2(R3)
≤ lim inf
T→∞
∥∥∂ZIvT (t)∥∥
L2(R3)
≤ CIε(1 + t)−1/2+CIε.
Meanwhile, if N ≥ 6, then by taking T →∞ in
g˜αβ(uapp + v
T )∂α∂βv
T = −χ(t/T )g˜αβ(uapp + vT )∂α∂βuapp,
we conclude that u∞ := v∞ + uapp is a solution to (1.1) for t ≥ 0.
7.2. End of the proof of Theorem 1. If t≫R 1 and t ∼ r, we have U(t, r, ω) = U(ε ln(t)−
δ, R, ω), so ∂kU = O(t−k); besides, ∂k(ψ(r/t)) = O(t−k). Thus, for t ≫R 1 and for each I,
we have
|∂ZI(uapp − εr−1U)(t, x)|χ|x|≤3t/2 .I εt−2+CIε
and ∥∥∂ZI(uapp − εr−1U)(t)∥∥L2({x∈R3: |x|≤3t/2})
=
∥∥∂ZI((1− ψ(r/t))εr−1U)(t)∥∥
L2({x∈R3: 5t/4≤|x|≤3t/2})
.I εt
−2+CIε · |{x ∈ R3 : 5t/4 ≤ |x| ≤ 3t/2}|1/2
.I εt
−1/2+CIε.
These two bounds allows us to get the estimates in the main theorem from (7.1), (7.2) and
(7.3), since
u− uapp = (u− εr−1U)χ|x|≤3t/2 − (uapp − εr−1U)χ|x|≤3t/2 + uχ|x|>3t/2.
We also remark that starting from the estimates in the main theorem, we can also derive
(7.1), (7.2) and (7.3), using the essentially same derivation here.
By (7.6), for t≫R 1, we have
|(∂t − ∂r)(u∞ − uapp)(t, x)| . εt−1/2+CIε(1 + t+ r)−1.
Since ψ ≡ 0 unless t ∼ r, for t≫R 1 we have
(∂t − ∂r)uapp = (∂t − ∂r)(εr−1ψ(r/t)U)
= −εr−2ψU + εr−1ψµUq + ε2r−1t−1ψUs
+ εr−1t−2(t− r)ψ′U
= −2εr−1ψA+O(εt−2+Cε),
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we conclude that for all t≫R 1 we have
(7.7) |(∂t − ∂r)u∞ + 2ε
r
A(q(t, r, ω), ω)| . εt−3/2+Cε.
Note that A(q(t, r, ω), ω) = 0 unless ψ(r/t) = 1 for t≫R 1, so we do not have ψ(r/t). So we
gets the last estimates in the main theorem.
7.3. Uniqueness. Now we give a brief proof of the uniqueness statement given in the remark
of Theorem 1. It suffices to prove the uniqueness of Proposition 7.1, assuming N ≥ 11 and
ε ≪ 1. This is because (7.1), (7.2) and (7.3) are equivalent to the estimates in the main
theorem, even if we replace 5/4 with a fixed constant κ > 1. We refer to Section 7.2 for the
proof.
Now, suppose we have two CN−4 solutions u1, u2 constructed in Proposition 7.1. Fix
T ≫ 1. We can prove that ∥∥∂ZI(u1 − u2)(t)∥∥ . εT−1/2+Cε for all t ≥ 0 and |I| ≤ N − 10.
Here the constants are independent of T . The proof is essentially the same as that in Section
7.1. Let T →∞ and we get u1 ≡ u2.
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