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Abstract—We present two-dimensional and three-dimensional
interleaving techniques for correcting two- and three-dimensional
bursts (or clusters) of errors, where a cluster of errors is charac-
terized by its area or volume. Correction of multidimensional er-
ror clusters is required in holographic storage, an emerging appli-
cation of considerable importance. Our main contribution is the
construction of efficient two-dimensional and three-dimensional
interleaving schemes. The proposed schemes are based on t-
interleaved arrays of integers, defined by the property that every
connected component of area or volume t consists of distinct
integers. In the two-dimensional case, our constructions are
optimal: they have the lowest possible interleaving degree. That
is, the resulting t-interleaved arrays contain the smallest possible
number of distinct integers, hence minimizing the number of
codewords required in an interleaving scheme. In general, we
observe that the interleaving problem can be interpreted as a
graph-coloring problem, and introduce the useful special class of
lattice interleavers. We employ a result of Minkowski, dating back
to 1904, to establish both upper and lower bounds on the inter-
leaving degree of lattice interleavers in three dimensions. For the
case t  0mod 6, the upper and lower bounds coincide, and the
Minkowski lattice directly yields an optimal lattice interleaver.
For t 6 0mod6, we construct efficient lattice interleavers using
approximations of the Minkowski lattice.
Index Terms—Bursts, chromatic number, clusters, error-cor-
recting codes, lattices, L1-distance, multidimensional interleaving,
power graphs of 3.
I. INTRODUCTION
Aone-dimensional error burst of length is a set of errorsconfined to consecutive locations [28]. In this paper, we
generalize the concept of one-dimensional error bursts to two
and three dimensions. Namely, we consider errors confined to
a connected area or volume of size Most two-dimensional
burst error-correcting codes that have been studied in the
literature so far [1], [4], [5], [11], [14], [19], [20], correct
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error bursts of a given rectangular shape, say Several
papers study other shapes as well. For instance, a “circular”
type of bursts is studied in [2]. In [10], [13], [30], the authors
consider metrics given by the rank of an array: a particular case
is the correction of “criss-cross” errors. Metrics for different
channels, including two-dimensional clusters, are presented
in [12].
An important recent application where correction of two-
dimensional and three-dimensional error clusters is required
is holographic storage [21]. Since our results are very much
relevant in this context, we briefly review the holographic
recording principles in what follows. For further information,
we refer the reader to [3], [18], and [31].
Holographic storage: In holographic recording, a laser
illuminates a programmable spatial light modulator (SLM),
thereby generating an object beam, which represents a two-
dimensional page of data. The data page consists of a pattern
of zeros and ones, where a one is represented by light and
a zero by the absence of light. A reference beam, which is a
simple plane wave generated by the same laser, interferes with
the object beam at a spot on the recording medium and writes
a grating pattern, that is the hologram. The original page of
data is retrieved at a later time by illuminating the medium
with the same reference beam that was used to record it. The
data is then collected on a photosensitive array of detectors,
known as a charge-coupled device (CCD). Several holograms
can be recorded in the same physical spot using a scheme
known as angular multiplexing, based on varying the angle
of propagation of the reference beam. Such a collection of
holograms is called a stack. Since an entire page of data
can be retrieved all at once, holographic data storage holds
the promise of very high data rate. Furthermore, since many
holograms can be recorded in one stack, it also holds the
promise of very high data density.
A holographic storage system may be viewed as a noisy
channel, which we call the holographic data channel. We
define noise as anything that distorts the data signal, whether
in a systematic or in a statistical fashion. There are many
possible noise sources that affect the performance of this
channel. The most dominant source is the loss in diffraction
efficiency due to the multiplexing of several holograms in
a single stack. It is fairly well accepted [6], [22], [25] that
as the number of holograms written in a stack increases,
the diffraction efficiency for retrieving a single hologram
decreases as The noise due to scatter of the reference
beam in the retrieval process is independent of the number of
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holograms, and so the signal-to-noise ratio (SNR) is degraded
by the same factor of Another noise source is crosstalk
from adjacent holograms, but the SNR degradation due to
crosstalk is believed to be on the order of , and so appears
to be a less serious problem [7], [17]. However, improvements
in optics as well as materials may change this situation.
There are many other noise sources. For instance, there
may be nonuniformities in the object beam or reference beam.
Defects in the storage medium itself can introduce distortions.
Since the object beam is really a spatial Fourier transform
of the data pattern, the finite extent of the storage medium
causes a low-pass filtering effect, so that data content at high
spatial frequencies may be lost. Finally, at the detector itself,
there are several sources of noise. Quantum noise can cause
photon-counting errors. Noise in the camera electronics, as
well as rotations and distortions, can cause pixel registration
errors, namely, erroneous matching of the CCD pixels to the
SLM pixels.
How can we protect the data from these various noise
sources? For some problems, such as rotations causing pixel
registration errors, fiduciary marks can be imposed to help
match CCD pixels to SLM pixels. For other sources of noise,
the data can be coded so as to reduce the undesirable effects
of the noise.
User data is usually encoded via an error-correction code
(ECC) and then a modulation code. The purpose of the modu-
lation code is to adapt the recorded data to the characteristics
of the channel—in other words, to “shape” the data in a way
that is less likely to be corrupted by noise. For instance, a
modulation code can be used to compensate for loss of high-
frequency data content [3], [32]. The purpose of the ECC is to
correct errors: the ECC adds redundancy to the data, so that
error-corrupted data patterns can be retrieved correctly. It is
shown in [26] how ECC can be used to fight the phenomenon
of degradation in SNR, and therefore improve the
overall capacity.
Both kinds of coding—modulation and error-correction—
are performed digitally. On the other hand, the outputs from
the CCD are essentially analog (photon counts). So, before the
modulation decoder can process the data, a detection scheme
must make a digital decision on the outputs from the CCD.
Ultimately, the detection scheme, the modulation code, and
the ECC should be designed in concert so that they work
well together. For instance, the detection scheme can use
information based on the constraints of the modulation code,
and the ECC may need to correct clusters of errors caused by
the modulation decoder.
Multidimensional interleaving: A conventional magnetic
or optical storage system is usually regarded as a one-
dimensional channel since each track carries the information
contained in a one-dimensional stream of data. If one takes
into account the effects of neighboring tracks, then such a
system may be also regarded as a two-dimensional channel.
Since holograms represent inherently two-dimensional pages
of data, the holographic data channel is naturally viewed as
a two-dimensional channel. With angular multiplexing taken
into account, it becomes a three-dimensional channel. In
general, it is fair to say that the theory and practice of coding
and detection is much better developed for one-dimensional
channels than for higher dimensional channels.
The most common approach to dealing with one-dimen-
sional error bursts is interleaving. The idea is to assign con-
secutive symbols in a data sequence to a number of sepa-
rate codewords (or codes). For example, to implement the
correction of bursts of length , one can use three different
codewords in a single-error-correcting code, while encod-
ing (or interleaving) the one-dimensional data sequence as
follows: Here, the
symbols , , and correspond to the first, second, and
third codewords, respectively. This straightforward interleav-
ing scheme, requiring different single-error-correcting codes
to correct bursts of length , is optimal in the sense that there is
no other interleaving scheme that can correct a burst of length
up to and requires less than different codes.
However, in higher dimensions, it is not at all obvious
how to interleave a minimal number of codes so that any
cluster of size can be corrected. Our main contribution
is the construction of efficient two-dimensional and three-
dimensional interleaving schemes. In the two-dimensional
case, our constructions are optimal in the sense that they
require the smallest possible number of distinct codes. We
note here that a related construction, with the constraint that
the error burst has a rectangular shape, was presented in [8].
Next, we formalize the problem of constructing two-
dimensional interleaving schemes by introducing appropriate
notation. This notation is further generalized to three
dimensions in Section III. We will refer to locations, or
positions, in a finite multidimensional array as elements of
the array. We say that an element in a two-dimensional
array is connected to elements
and provided those elements exist. A path of
length from an element to and element in a two-
dimensional array is a sequence of distinct elements
such that is connected to for all
Definition 1.1: A set of elements in a two-dimensional
array is a cluster of size , if any two elements in belong
to a path that is contained in
The concept of a cluster of size generalizes to two
dimensions the concept of a burst of size in one dimension.
For example, the ’s in the array below constitute a cluster
of size .
As we shall see in Section III, the foregoing definition of a
cluster easily extends to multiple dimensions. We now define
-interleaved arrays and interleaving degree.
Definition 1.2: Let be a two-dimensional array of inte-
gers; that is, the elements of are labeled by integers. We say
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that is -interleaved if every cluster of size in is labeled
by distinct integers. The total number of distinct integers used
to label the elements of is called the interleaving degree
of and denoted by
Notice that if the integers in a -interleaved array represent
different codewords, as in the one-dimensional case, then any
error cluster of size up to can be corrected. Furthermore, if
the interleaving degree is , and each of the codewords is
drawn from a code that corrects at least errors, then any
clusters of size up to can be corrected.
Example 1.1: The following array is -interleaved with
interleaving degree .
In terms of the foregoing notation, our goal in this paper may
be concisely described as constructing -interleaved arrays, in
two and three dimensions, with minimal interleaving degree.
We point out that this goal can also be phrased as a graph-
coloring problem, where the underlying graph is the grid graph
on the set of vertices , or for higher
dimensions. Different integers in the array can be interpreted
as different colors, and we want to make sure that the coloring
is such that two vertices of the same color never appears
twice in a cluster of size This is equivalent to coloring the
power graph in such a way that adjacent vertices have
different colors. Notice that is a power of a Cartesian
product of graphs. Determining the chromatic number of a
Cartesian product is easy: it is well-known [33], [34] that
and hence for all However, determining the
chromatic number of a power is not at all easy. To the best of
our knowledge, the chromatic numbers of the kind of graphs
that we are interested in have not been previously studied in
the literature.
Notice that in the one-dimensional case, the minimal inter-
leaving degree coincides with the size of the burst we want
to correct. This is no longer true in two or more dimensions,
as we will see in what follows. In the next section we present
optimal two-dimensional interleaving schemes. In Section III
we generalize our methods to three (and more) dimensions.
In Section IV, we introduce lattice interleavers, and analyze
their properties.
II. TWO-DIMENSIONAL INTERLEAVING
In this section, we present two optimal constructions for -
interleaved arrays in two dimensions. We start by presenting
lower bounds on the interleaving degree of -interleaved
arrays.
A. Lower Bounds
The following theorem is a simple sphere-packing lower
bound on the interleaving degree. As we shall see later in this
section, this bound is exact in two dimensions.
Theorem 2.1: Let be a sufficiently large two-dimensional
-interleaved array. Then the interleaving degree of is
bounded by
for even
for odd.
(1)
Proof: For every , we define the appropriate two-
dimensional sphere The key idea of the proof is to show
that any two elements in such a sphere belong to some cluster
of size at most Hence all the elements in a sphere
must be assigned distinct integers in a -interleaved array.
The spheres are defined recursively, while distinguishing
between odd and even Consider an array. The sphere
is a single element in the array. The sphere is a
subarray. The sphere is constructed from
by appending to all the elements of the array that are
connected to some element of
Next we show that, for every , any two elements of
are connected by a path of length at most that is wholly
contained in The proof of this claim is by induction on
The claim is obviously true for and Now assume
that it is true for , and consider the sphere Let
be two arbitrary elements of By construction, is
contained in If and are both elements of , then
by induction hypothesis there is a path of length at most
between them. Otherwise, we observe that by construction, an
element of that is not also in is connected to an
element of Hence, there is a path of length at most
between and , which proves the induction step.
It follows that any belong to some cluster of size
at most , namely, the path of length that connects them.
Thus all the elements of must be labeled distinctly in a -
interleaved array, and It is now straightforward
to verify that for even and
for odd which completes the proof of the theorem.
Example 2.1: The first six spheres are labeled by
in the following:
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Notice that our proof of Theorem 2.1 also shows that two
elements and in a two-dimensional array
belong to the same cluster of size at most , if and only if
the distance between them is strictly less than , namely, if
This observation further shows that
the “spheres” that we have defined as are indeed spheres
of radius in the metric, centered at the origin. The
distinction between the odd and even cases in this context may
be expressed by indexing the arrays with for odd ,
and with for even For more details
on this, see the next section.
B. Constructions
Next we present elementary constructions of two-dimen-
sional -interleaved arrays with optimal interleaving degree.
Namely, the interleaving degree of both constructions attains
the lower bound of Theorem 2.1. First we describe what we
call the toroidal interleaving scheme.
Construction 2.1: Let be a two-dimensional array, and
let be a positive integer. We label the coordinates of the
array toroidally on , namely, we assign the same label to
elements and of if and mod-
ulo Let be a fixed positive integer. Then, for each
the elements , with both
coordinates taken modulo , are labeled by the integer
Example 2.2: Consider a array; Construction 2.1 with
and produces the following labeling of the array:
It is easy to verify that the array above is -interleaved.
Similarly, if we consider a array with and
, we obtain:
The reader can easily verify that the above array is -
interleaved.
It is obvious from the definition of Construction 2.1 that the
interleaving degree is precisely Furthermore, as we can see
in Example 2.2, given an array labeled by Construction 2.1,
in order to find if the array is -interleaved, it is enough to
consider any subarray. This is so because the labeling
of the whole array can then be obtained by tiling it with
copies of the subarray. Whether the subarray,
and hence the entire array , is -interleaved depends only
on the choice of the integer Thus the problem reduces to
an appropriate choice for These observations lead to the
following two theorems.
Theorem 2.2: Let be an odd integer. Then Construction 2.1
with parameters and produces
a -interleaved array.
Theorem 2.3: Let be an even integer. Then Construc-
tion 2.1 with parameters and produces
a -interleaved array.
We defer the proof of Theorem 2.2 and Theorem 2.3 to
Section IV. Both theorems can be proved in elementary terms;
however, a more concise proof follows directly from the
general results on lattice interleavers developed in Section IV.
Example 2.3. Consider the case According to Theo-
rem 2.3, we should take and in Construction 2.1.
Therefore, to ensure that an arbitrary array is -interleaved,
we can tile it with copies of the following array:
For , we should take and according
to Theorem 2.2. Therefore, to ensure that an array is -
interleaved, we can tile it with the array, shown at the
top of the following page:
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Theorems 2.2 and 2.3 give optimal two-dimensional inter-
leaving schemes for any , since they meet the sphere-packing
lower bound of Theorem 2.1. We now present an alternative
optimal construction for the case of even This construction
is again elementary.
Construction 2.2: Let be even. We take two
arrays and and label every element in distinctly,
using some distinct integers, say
The -interleaved array then consists of the chess-board-like
tiling using the arrays and
Example 2.4. For , Construction 2.2 produces the
following:
and
Theorem 2.4: For every even , the array in Construction
2.2 is -interleaved.
Proof: A path connecting any two elements with the
same label, say the label in array , must pass through the
other array Hence, the length of such a path is at least
III. THREE-DIMENSIONAL INTERLEAVING
In this section we extend the results of the previous section
to the case of three dimensions. These results can be further
extended to higher dimensions, but we will not do it here.
First, we briefly adapt some of the definitions given
in Section I to the three-dimensional case. We say that
an element in a three-dimensional array is con-
nected to elements
and provided those
elements exist. Notice that this definition trivially extends to
higher dimensions. In general, in an -dimensional array, an
element is connected to other elements of the array (the
kissing number of is ). With this new meaning of the
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term “connected elements,” the definitions of path and cluster
remain unchanged. Similarly, Definition 1.2 extends in the
obvious way to three-dimensional arrays.
A. Lower Bounds
As in the previous section, we start with a sphere-packing
lower bound. In contrast with the two-dimensional case, how-
ever, we will show later in this section that the sphere-packing
bound is not exact in three dimensions.
Theorem 3.1: Let be a sufficiently large three-dimen-
sional -interleaved array. Then the interleaving degree of
is bounded by:
for even
for odd .
(2)
Proof: The proof is similar to that of Theorem 2.1. We
again define the spheres recursively, while distinguishing
between odd and even Consider a three-dimensional array.
The sphere is a single element in the array. The sphere
is a subarray. The sphere is constructed
from by appending to all the elements of the array
that are connected to some element of An inductive
argument similar to the one used in Theorem 2.1 shows that
in any three-dimensional -interleaved array
Finally, it is straightforward to verify that
for even , and for odd , which completes
the proof of the theorem.
Example 3.1. The first six spheres are depicted below
(3)
The arrays in (3) represent the projections of three-dimen-
sional spheres on the plane of the paper. These projections
are two-dimensional spheres, as described in the previous
section. The numbers in (3) indicate how many elements in the
three-dimensional sphere project on the corresponding position
of the two-dimensional sphere. For example, the number
indicates that there is one element above and one element
below the plane of the paper.
It might be worthwhile to provide a general expression
for the volume of an -dimensional sphere For odd
, this is given by:
(4)
while for even , we have
The proof of (4) is straightforward and may be found in [15],
while the proof of the above expression for amounts
to a simple induction on the dimension Generalizing the
arguments of Theorems 2.1 and 3.1, we immediately obtain
that the expression in (4), and its extension for even , are
lower bounds on the interleaving degree of an -dimensional
-interleaved array
B. Constructions
We now provide some constructions that give upper bounds
on the interleaving degree of a three-dimensional -interleaved
array. In most cases, we cannot attain the sphere-packing lower
bound of Theorem 3.1. In at least one case, we know that this
bound is, in fact, unattainable, as will be shown in the next
subsection. In general, it is an open problem to determine the
exact bounds for
In what follows, we describe a toroidal interleaving scheme,
which is a generalization of the one given in the previous
section.
Construction 3.1: Let be a three-dimensional array, and
let be a positive integer. We label the coordinates of
toroidally on , namely, we assign the same label to
elements and of if
and modulo Let be fixed integers. Then, for
each the elements with
all coordinates taken modulo , are labeled by the integer
Construction 3.1 gives a three-dimensional interleaving
scheme with interleaving degree Let denote the minimum
Lee distance between the elements labeled by the integer ,
all contained in an torus. Then it is easy to see
that the array labeled by Construction 3.1 is -interleaved.
Since elements with different labels are
translates of each other, it is enough to consider the case
to determine the minimum Lee distance in the torus.
Example 3.2: Consider Construction 3.1, with the follow-
ing parameters: and The elements labeled
by are with all coordinates taken mod-
ulo . Explicitly, they are as shown at the bottom of this page.
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TABLE I
BOUNDS ON THE INTERLEAVING DEGREE OF THREE-DIMENSIONAL t-INTERLEAVED ARRAYS
It can be readily verified that the minimum Lee weight is .
Therefore, the resulting array is -interleaved, namely, every
cluster of size is labeled distinctly. Since for , the
lower bound on the interleaving degree is , this construction
is optimal.
In order to obtain the maximal from Construction 3.1,
we optimize over all possible values of and This gives
an upper bound on the interleaving degree, for a given In
Table I, we have compiled lower bounds based on Theo-
rem 3.1 and upper bounds based on Construction 3.1, that
were obtained by computer search. We also include in Table I
the values of and that optimize the construction. Of course,
these values are not necessarily unique.
We describe next an interleaving scheme for even , that
is somewhat similar to Construction 2.2 given in the previous
section.
Construction 3.2: The construction is recursive in As-
sume that is even, and let be a -interleaved
array with interleaving degree We replace each label
in by a array , with all
of labeled distinctly. The result is an array
with interleaving degree
Using an argument similar to the one used in the proof of
Theorem 2.4, one can show that the array resulting from
Construction 3.2 is -interleaved.
Example 3.3. Consider Construction 3.2 with Thus
is a -interleaved array, and we can use an optimal
interleaving scheme for , which has interleaving degree
For example, array may be tiled by the
torus:
with the two arrays above representing the two planes
of the torus. According to Construction 3.2, we replace each
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by the array consisting of the following two planes:
and furthermore replace each by the array consisting
of the planes:
The result is a -interleaved array It is easy to see that
the interleaving degree of is , which is times the
interleaving degree that we had for
Assuming the availability of an optimal interleaving scheme,
namely, a construction meeting the lower bound of Theo-
rem 3.1 for a certain , we can prove the following result.
Proposition 3.2: Given an optimal three-dimensional -
interleaved array , application of Construction 3.2 produces
a -interleaved array with interleaving degree away
from the lower bound when is even, and away from the
lower bound when is odd.
Proof: We will prove the proposition for even The odd
case can be proved similarly. By Theorem 3.1, the interleaving
degree of the optimal -interleaved array is
Hence the degree of the -interleaved array resulting from
Construction 3.2 is given by:
We include the interleaving degrees resulting from Con-
struction 3.2 in Table I. Notably, this construction improves
upon Construction 3.1 for the case
In Construction 3.2, we substituted a array for
each label in to obtain a -interleaved array This
idea can be easily generalized to the substitution of a
array for each label in In fact, it is not difficult to see that
this generalized version of Construction 3.2 is equivalent to
scaling a -interleaved array by an integer constant to obtain
a -interleaved array. In three dimensions, the interleaving
degree increases by a factor of This notion of scaling in the
context of interleaving schemes will become apparent when we
discuss lattice interleavers in the next section.
C. The Sphere-Packing Bound is not Exact
We have seen in Section II that the sphere-packing lower
bound is exact in two dimensions: namely, for all , this bound
correctly predicts the minimum possible interleaving degree
of a -interleaved array. Herein, we show by a counterex-
ample that the sphere-packing bound ceases to be exact in
three dimensions. According to Table I, the first value of
for which this might happen is , and we will prove
that, indeed, a three-dimensional interleaving scheme with
interleaving degree of does not exist.
This will follow from a more general result that an optimal
-dimensional -interleaving scheme implies a close-packing
of the -spheres , along with a detailed analysis of a
certain proof presented in [15]. But first, we need to introduce
some notation.
Given a subset , we define the density of as the
ratio of the number of points in to the number of points
in contained in an open cube of side , in the limit as
(provided the limit exists). Thus if denotes the
cube of side centered at the origin, the density of
is given by:
It is obvious that for any finite set , but we
will be primarily interested in infinite sets in this subsection.
In particular, we consider infinite arrangements of the -
spheres , defined in the previous section. Here, we will
need a slightly more precise definition of these spheres. Given
two points and
in , we let
denote the distance between them. Then, for odd , the
-sphere centered at a point may be defined as
Now let be an infinite arrangement of disjoint spheres
of this kind. We shall say that is a tiling if every point
of is contained in some sphere in We say that is a
close-packing if Notice that a tiling is also a close-
packing, but not necessarily vice versa, since the definition
of density involves a limiting argument. There could be an
infinite number of points not contained in a close-packing ,
as long as this number grows as
For even , it is more convenient to consider a coset of the
integer lattice , rather than the lattice itself. Specifically,
let Then, for even , the sphere
centered at a point may be defined as
Notice that the -radius of is always regardless
of whether is odd or even. Furthermore, replacing with
, the notation introduced in the foregoing paragraph,
in particular the terms tiling and close-packing, extends in the
obvious way.
We say that an -dimensional -interleaved array is
optimal if it attains the sphere-packing bound with equality,
namely, if We can always assume without
loss of generality that the array is sufficiently large.
Equivalently, we could simply consider an infinite array whose
elements are indexed by the integer lattice if is odd, or
by the coset if is even. We will refer to such infinite
arrays as interleaving schemes.
Lemma 3.3: For all and , the existence of an optimal
interleaving scheme implies the existence of a close-
packing of the -spheres
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Proof: Let denote the degree of so that
and is labeled by the integers
For each let denote the set of points
in labeled by the integer If and are two points in
, then obviously since otherwise is not
-interleaved (as shown in Theorem 2.1.). Now let be the
infinite arrangement of the -spheres , centered at the
points of for odd , or at the points of
for even Since the -radius of is , the triangle
inequality (in the metric) implies that all the spheres in
are disjoint. This further shows that for each point in ,
there are precisely points in Hence for all
we have
(5)
On the other hand, the sets are disjoint, and
taken together constitute a tiling of , or of if is
even. This implies
(6)
It now follows from (6) that (5) must hold with equality,
namely, for all But then
the first equality in (5) further implies that Thus
each of the sets is a close-packing of the
-spheres
We now analyze the proof of a result obtained by Golomb
and Welch [15]. Golomb and Welch [15, Theorem 5] show
that the sphere does not tile the integer lattice , but
in our context we need a slightly stronger result that a close-
packing of the spheres does not exist. This result follows
by looking at the proof in [15] closely, and observing that
it employs only local arguments. Specifically, the proof of
Theorem 5 in [15] actually establishes the following. Let
be an arrangement of disjoint spheres , such that one of
them is centered at the origin . Further, let be the
following set of eight points:
and let be the isometry group of order ,
consisting of coordinate permutations and sign changes in
Let be the orbit of under Then it is
shown in [15] that at least one of the sets
contains at least one point which is not in
Notice that are all subsets of the open cube
of side centered at the origin. Hence we can prove the
nonexistence of a close-packing of the spheres as follows.
We partition into disjoint open cubes of side , with
one of them centered at the origin. Obviously, each of these
cubes contains exactly points of Now let
be an arbitrary arrangement of disjoint spheres It is easy
to see that each of the cubes of side in our partition
contains at most 1330 points of Indeed, consider the point
at the center of such a cube If this point is not in , we are
done. Otherwise, some sphere in contains this point. Let
be the center of this sphere. We can now consider the cube
of side , centered at It is obvious that , and
according to the aforementioned proof in Golomb and Welch
[15] at least one point in is not contained in It follows
that Thus we have established
Theorem 3.4: The sphere-packing lower bound is not exact
for and
We observe that the techniques described in this subsection
could be, in principle, used to show that the sphere-packing
bound is unattainable for other values of and In fact,
[15, Appendix] may be used as an argument alternative to
our analysis of [15, Theorem 5], although such an argument
would be much less concrete. In particular, [15, Appendix]
shows that if a close-packing of certain shapes exists then
these shapes must admit a tiling. We also observe that Lem-
ma 3.3 in conjunction with [15, proof of Theorem 6] imply
that, in three dimensions, the sphere-packing bound is unattain-
able for all sufficiently large In fact, it is possible to show
that this statement is true for any fixed dimension
IV. LATTICE INTERLEAVERS
In this section we introduce multidimensional interleaving
schemes based on lattices. We will refer to such schemes as
lattice interleavers. We observe that Constructions 2.1, 2.2,
3.1, and 3.2—that is, all the constructions presented in the
foregoing two sections—are actually special cases of lattice
interleavers. This will enable us, in particular, to provide a
concise proof for Theorems 2.2 and 2.3. Furthermore, we will
show that for three-dimensional lattice interleavers, there is a
much stronger lower bound on the interleaving degree than
Theorem 3.1. This bound is based on the fundamental result
of Minkowski [23], [24] on lattice packings of octahedra in
the three-dimensional Euclidean space Minkowski [16],
[24] also constructs a lattice which attains the lower bound
with equality. Whenever , this lattice directly
produces the optimal lattice interleaver. For , we
construct lattice interleavers using certain approximations of
the Minkowski lattice. This reproduces all of the results listed
in Table I, and improves upon this table in two cases.
A. Preliminaries
We start with some notation and definitions. Henceforth,
we will say that an interleaving scheme which guarantees that
every cluster of size is labeled distinctly is an interleaver
of strength Suppose that we can partition into cosets
such that the minimum -distance within
each coset is at least Then, by assigning a different integer
to each coset, such partition of produces an interleaving
scheme of degree and strength The easiest way to partition
into cosets, such that all of them have the same minimum
distance, is to consider the translates of a sublattice of
A lattice is a discrete, nowhere dense, additive subgroup
of the real -space Without loss of generality, we can
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assume that
(7)
where is a set of linearly independent vectors
in A lattice defined by (7) is a sublattice of if
and only if and we will be interested
in sublattices of unless stated otherwise. The vectors
are called a basis for , and the matrix
.
.
.
.
.
.
.
.
.
having these vectors as its rows is said to be a generator
matrix for The volume of a lattice , denoted , is
inversely proportional to the number of lattice points per unit
volume. More precisely, the quantity may be defined
as the volume of the fundamental parallelotope , which
is given by
for
The significance of volume in our context derives from the
following well-known [9] observation: the index of a sublattice
of in is equal to its volume, that is, the order of the
group is precisely There is a simple expression
for the volume of , namely:
Thus given a lattice of volume , the
integer lattice can be partitioned into additive cosets
for some
The coset representatives in this partition can be easily found
as follows:
(8)
This is certainly not the only possible choice of coset repre-
sentatives, but it will suffice for our purposes. In two and three
dimensions, there are efficient algorithms [27] for computing
the coset representatives, given a generator matrix for ,
using the expression in (8).
Since a lattice is an additive group, the minimum -
distance between points of is equal to the minimum -norm
of a nonzero point in In what follows, we let
(9)
denote the minimum -norm of According to the fore-
going discussion, is the strength of interleaving in the
-dimensional interleaving scheme based on
This is essentially all one needs to know about lattices in
the context of this paper. We refer the interested reader to
Conway and Sloane [9] for an encyclopedic treatment of this
subject. Herein, we can summarize all of the above with the
following theorem.
Theorem 4.1: Let be a sublattice of generated by an
integer matrix Then a partition of into cosets
of produces an -dimensional interleaving scheme of
strength and degree
We observe that in two and three dimensions, the minimum
-norm of an arbitrary sublattice of can be computed
in time or , respectively. In three dimensions, this
can be done by simply going through all the nonzero points
with integer coordinates that are contained in the
octahedron:
(10)
and checking whether any one of them is contained in Since
negation preserves the -norm and constitutes a symmetry
of every lattice , we may in fact consider only half the
octahedron. Namely, we can assume that in (10),
and if then , and finally if then
Thus verifying that for an arbitrary sublattice
of involves considering at most points.
It follows that for any given sublattice of or , both
the degree and the strength of the corresponding interleaving
scheme can be efficiently computed.
B. Lattice Interleavers in Two Dimensions
In this subsection, we describe certain specific two-dimen-
sional lattice interleavers, in particular those that correspond
to the constructions presented in Section II. First, consider the
lattices and generated by:
and
for even and odd , respectively. These
lattices are illustrated in Fig. 1 for and
Theorem 4.2: Lattice interleavers based on the lattices
and are optimal.
Proof: According to Theorem 4.1, the interleaving de-
gree is given by the volume of and Trivially, we
have:
Hence, according to Theorems 2.1 and 4.1, all we need to
show is that the minimum -norm of both lattices is at
least For even , this follows directly by observing
that is just a scaling by a factor of of the familiar
checkerboard lattice generated by and ,
whose minimum -norm is obviously . For odd ,
we write a generic nonzero point as follows:
for some integers and , not both zero. Since negation is a
symmetry of , we may assume without loss of generality
(w.l.o.g.) that If and , then
If and , then This
leaves the case , in which case we can further assume
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(a)
(b)
Fig. 1. Optimal lattice interleavers in two dimensions. (a) Even t = 6.
(b) Odd t = 7:
w.l.o.g. that Thus and , so that
It is easy to see (cf. Example 2.4) that Construction 2.2 is
precisely the lattice interleaver based on It is also easy
to see that Theorems 2.2 and 2.3 produce lattice interleavers
based on the lattices and , generated by
for odd and even , respectively. It is not
difficult to show that and are just variations of
and , respectively. We illustrate this for the case of odd
The operation of negating the first coordinate is an isometry in
with respect to the metric: it is clear that this operation
does not change the volume or the minimum distance of
a lattice. Negating the first coordinate of , we obtain a
lattice generated by
Now, we observe that
and
so this lattice is precisely A similar, although more com-
plicated argument, shows that is essentially a variation
of with the same volume and minimum -distance.
Therefore, the proof of Theorem 4.2 also establishes Theorems
2.2 and 2.3.
C. Lattice Interleavers in Three Dimensions
In three dimensions, we observe that Construction 3.1 also
produces lattice interleavers. These interleavers are based on
lattices generated by a matrix of the following special form:
It is obvious that , and hence the interleaving degree
is precisely The special form of makes it possible to
compute the minimum distance of the lattice generated by
in a manner different from (10), as explained in Section III.
Finally, Construction 3.2 is equivalent to scaling a lattice
interleaver (or any partition of into cosets) by a factor of .
Obviously, this increases the volume by a factor of while
increasing the interleaving degree by a factor of . This can
be generalized to scaling by any constant We shall see in a
later subsection that such scaling operation produces optimal
lattice interleavers whenever .
We now describe a lower bound on the interleaving degree
of lattice interleavers in three dimensions, that is gener-
ally much stronger than the sphere-packing lower bound.
The bound is based on the following fundamental result of
Minkowski [24], dating back to 1904.
Theorem 4.3 (Minkwoski 1904): Let be the regu-
lar three-dimensional octahedron of -radius , defined by
Then the density of any lattice packing of disjoint translates
of is at most
It is easy to see by straightforward integration that the
volume of the octahedron is This immediately estab-
lishes the following lower bound on the interleaving degree of
three-dimensional lattice interleavers.
Theorem 4.4: Let be a three-dimensional interleaving
scheme of strength based on a lattice Then
Proof: Let be a sublattice of with Then
octahedra of -radius centered around the points of
are disjoint. The volume of such an octahedron is
Since the number of lattice points per unit volume is ,
the density of the resulting lattice packing of octahedra is
This density cannot exceed the Minkowski
bound in Theorem 4.3. Hence we have
(11)
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By the discussion in Section IV-A, the interleaving degree of
the three-dimensional interleaving scheme based on is
given by , and the theorem follows directly
from (11).
The lower bound of Theorem 4.4 is stronger than the sphere-
packing lower bound of Theorem 3.1 for all The values
of this bound for are listed in Table II.
A well-known conjecture [29] says that the Minkowski
bound of on the density of lattice packings of octa-
hedra in fact holds for any octahedral packing in If this
conjecture is true, then it is easy to see that the lower bound
of Theorem 4.4 applies to any three-dimensional interleaving
scheme of strength
D. Interleavers Based on the Minkowski Lattice
In his seminal papers [23], [24], Minkowski not only
established a lower bound on the density of lattice packings
of octahedra, but also exhibited the lattice which attains this
bound with equality. Specifically, Minkowski [24] studied the
integer span of of the following matrix:
(12)
We shall refer to the lattice generated by the matrix in (12)
as the Minkowski lattice, and denote it by It is easy to see
that , and Minkowski [24] showed
that which can be also verified directly. Hence
produces a lattice packing of octahedra of optimal
density
Here, we are interested in packings of octahedra of -
radius , for integer Such packings can be obtained by
scaling the Minkowski lattice by a factor of It is obvious
from (12) that scaling by a factor of produces a sublattice
of if and only if . Thus we have
Theorem 4.5: For , scaling the Minkowski lat-
tice by a factor of produces a three-dimensional lattice inter-
leaver of strength and
This interleaver has the lowest possible degree among all
lattice interleavers of strength
For , the lattice that results from scaling the
Minkowski lattice by a factor of is still the optimal lattice
packing of octahedra , but it is not a sublattice of
Hence cannot be used directly to produce an interleaving
scheme of strength
A reasonable thing to do in this case is to approximate the
scaled version of the Minkowski lattice by a sublattice of
For example, for , the lattice is generated by
Each of the three generators in is contained in a unit cube
whose vertices are points of , as depicted in Fig. 2. For
instance, the first generator is contained
in the unit cube with vertices at
(13)
Each of the vertices of this cube may be used to approxi-
mate ; that is, rounding to any one of the eight points
in (13) alters the geometry of only slightly. A similar
approximation technique can be used for the remaining two
generators in
In general, there are different ways to approximate each
generator in , and different ways to approximate
the entire lattice in this manner. For each of the resulting
512 sublattices of , we can verify in time whether
the interleaving strength is still , using the procedure
described in Section IV-A. The interleaving degree can be
straightforwardly computed as the determinant of the corre-
sponding generator matrix. Thus we can find in time
the approximation of which has the lowest interleaving
degree among all the approximations of interleaving strength
at least
The results of this computation are compiled in Table II.
We note that in many cases, more than one approximation
of of strength attains the interleaving degree reported in
Table II. However, we include only one set of generators in the
table, which is selected arbitrarily if the best approximation is
not unique. We observe that Table II improves upon the upper
bounds of Table I in two cases, namely, for and
The results of Table II at least equal those of Table I in all
cases but one, namely, for For , the lowest
interleaving degree obtained with first-order approximations
of the Minkowski lattice is 422. However, this can be reduced
to the interleaving degree of 421 (same as in Table I), by
considering second-order approximations. Namely, we can
consider approximations of the three generators
in by the points of contained in the cubes
of side centered at The corresponding set of
generators for is
In principle, this approach could be extended by considering
approximations of third-order, fourth-order, and so on. How-
ever, we quickly reach a point of diminishing returns. The
case of above is the only one where we were able to
find lattice interleavers better than first-order approximations
of the Minkowski lattice. On the other hand, the complexity
of computation increases rapidly. Already for the second-
order approximation, we have to consider different
lattices.
We conclude this section by observing that the Minkowski
lattice also provides the solution to the asymptotic problem
of finding the best three-dimensional lattice interleavers of
strength for Asymptotically, the lowest possible
interleaving degree for lattice interleavers in three dimensions
grows as The lower bound is that of Theorem 4.2. As
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Fig. 2. Approximating the Minkowski lattice.
TABLE II
BOUNDS ON THE INTERLEAVING DEGREE OF THREE-DIMENSIONAL LATTICE INTERLEAVERS
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an upper bound, we can simply scale the Minkowski lattice
by the smallest integer , such that and .
Since , the resulting interleaving degree is
Thus it is fair to say that, asymptotically, the problem of
finding the best lattice interleaver in three dimensions is
closed.
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