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An understanding of the underlying mechanism of side–branching is paramount to control and/or
potentially form mammalian organs, such as lungs, kidneys, and glands. Motivated by an activator–
inhibitor approach that is believed to dominate the initiation of side–branching, I show that the mech-
anism stems from the nonlinear (subcritical) Turing bifurcation to periodic and spatially localized
solutions that are essential for excitation at the differentiation–front propagation. The results demon-
strate a distinct robust mechanism of side–branching through numerical analysis of model equations
that have been employed to study branching in the lungs.
Several essential epithelial-based organs in mammals,
such as the lungs, kidneys, pancreas, and mammary
glands, self–organize in tree-like branched architectures,
a form that assists in exploiting a large active surface
area while preserving a small volume [1–14]. While the
mechanism of side–branching remains obscured due to
multiscale processes that range from molecular to tissue
levels [15], recent experimental studies indicate that bio-
chemical signaling at the mesoscale is the dominant fea-
ture in the initiation of branches [3, 9, 14, 16–21], i.e.,
roughly speaking the interactions between proteins, lig-
ands and receptors, e.g., similar signaling paths (albeit
with distinct subsets) were drawn for ingrowths of the
lung, salivary gland and kidney [11]. Specifically, this
work is motivated by suppression of side–branches in
the lungs upon addition of matrix GLA protein (MGP),
which is the inhibitor of the bone morphogenetic pro-
tein (BMP) activator [3], as shown in the reused Fig. 1.
Biochemical circuits often point towards Turing’s
morphogenesis mechanism [22] as a plausible activator–
inhibitor (AI) modeling framework also for the branch-
ing mechanism, ranging from mammalian organs to
plant roots [3, 14, 23–25]. However, although numerical
simulations show a similarity to empirically observed
branched dichotomy [5, 13, 26–32], the explicit mech-
anism remains hindered, especially for side–branching
nucleation [15]. The main barrier is the linearity of Tur-
ing’s mechanism that is valid for infinitesimal perturba-
tions and short time scales, whereas peaks and fronts are
beyond these limits [33].
In this Letter, I use an activator-inhibitor model that
has been employed in the context of lungs develop-
ment [3], to reveal the side–branching nucleation mech-
anism. I show that spatially localized peaks that arise
in a subcritical Turing bifurcation are those that initiate
side–branching upon differentiation–front propagation.
Due to the relatively cumbersome form of the model
equations, the study mostly involves bifurcation anal-
ysis via the numerical path continuation method in one-
(a)
(b)
FIG. 1. (a) Lung morphology casts and (b) pulmonary vas-
cular pattern from wild type littermates and MGP transgenic
mice. The dashed-line rectangle in (b) demonstrates side–
branching (dark lines), where segments evolve perpendicular
to the main branch in contrast to splitting that follows a Y-
shape dichotomy. This research was originally published in
the Journal of Biological Chemistry [3] the American Society
for Biochemistry and Molecular Biology.
space dimensions (1D) and validations by direct numer-
ical simulations (DNS) in 1D and 2D. In the end, I dis-
cuss possible implications that could shed new light on
other biochemical feedbacks, where side–branching is
needed (e.g., mammalian organs and plant roots) or in-
hibit them when it is known to be notorious (e.g., metas-
tasis).
I start the study with AI model equations that have
been proposed by Meinhardt in 1976 [34] as a branch-
ing framework and later on employed in the context of
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FIG. 2. Snapshots of DNS of (1) showing the activator field, A, computed on a circular domain of diameter 30 and Neumann
boundary conditions, where the initial condition is a circular domain with a diameter of about 20; dark color indicates higher
values of A and differentiated Y. Parameters: (a) ρH = 3.0 10−5 and (b) ρH = 2.5 10−5.
pulmonary vascular and lung development [3]
∂A
∂t
= FA(A, H, S,Y) + DA∇2A,
∂H
∂t
= FH(A, H, S,Y) + DH∇2H, (1)
∂S
∂t
= FS(S,Y) + DS∇2S, ∂Y∂t = FY(A,Y),
where FA = cSA2/H − µA+ ρAY, FH = cSA2 − νH +
ρHY, FS = c0−γS− εYS, FY = dA− eY+Y2/(1+ fY2).
In (1) A, H, and S are diffusible concentrations of activa-
tor (BMP), inhibitor (MGP), and substrate, respectively,
while the Y represents an irreversible marker for cell dif-
ferentiation that is generated solely by the activator. For
a detailed description of the biochemical signaling the
reader is referred to [3]. Following the experimental re-
sults [3], I also use the inhibitor secreted by cells, ρH ,
as a control parameter while keeping all other parame-
ters fixed: c = 0.002, µ = 0.16, ρA = 0.005, ν = 0.04,
c0 = 0.02, γ = 0.02, ε = 0.1, d = 0.008, e = 0.1, f = 10,
DA = 0.001, DH = 0.02, DS = 0.01. I note that no fluctu-
ations in parameter values are employed and at the end
I explain their need in [3, 29, 34].
Previous studies of Eqs. 1 have explored numerically
the phenomenology of branching in 2D and 3D [28, 31,
32] and in some cases linear analysis was also incor-
porated to gain insights [29, 30]. The most prominent
feature of these works is propagation of new branches
which are characterized by a peak shape activator con-
centration at the front of the differentiated marker (i.e.,
outside the Turing unstable region). The spatially lo-
calized concentrations have been identified as propagat-
ing peaks. However, it should be emphasized that un-
like typical propagating solitary waves (e.g., excitable
pulses) that biasymptote in space to the same rest state,
localized solutions of (1) are in fact fronts with an over-
shot structure, bearing a similarity to actin polymeriza-
tion that manifests the dynamics of circular dorsal ruf-
fles [35]. Next, I show that in addition to these fronts
(with an overshoot form), these are the 1D coexisting
stationary periodic and localized solutions on top of the
uniform activator that trigger the 2D side–branching.
To demonstrate the nucleation phenomenology, I ini-
tialize DNS with a front-like solution for two values
of ρH , as shown in Fig. 2. (To eliminate the effects of
boundary conditions, the phenomenon is demonstrated
on circular domains.) For the high value of ρH there are
a few nucleations of peaks that appear without a spe-
cific length scale, after a relatively long period of time,
as shown in Fig. 2(a). At the nucleation, the peak am-
plitudes are the largest and then they saturate through
the side–branch propagation, e.g., times t = 1440 and
t = 1460. As ρH is decreased, the nucleation starts at
a much earlier time (t = 230) and the forming peaks
become separated in specific spatial scale along the cir-
cumference, see t = 250 in Fig 2(b). After the initial
nucleation no additional nucleations occur and the side–
branches form a “corona–type” shape during their prop-
agation, see t = 1000. The former case implies, in gen-
eral, absence of side–branching the latter case supports
side–branching, consistently with [3] (although here no
fluctuations in c0 where used). Thus, to reveal the origin
behind this nucleation mechanism and relating it to side
branching, a nonlinear analysis is performed in what
follows.
I start the analysis by solving (1) for uniform so-
lutions. In addition to the ‘trivial’ stable solution
(A, H, S,Y) = (0, 0, c0/γ, 0) there are additional regions
in which further three or five nontrivial solutions coex-
ist of which only one is stable (marked by the solid line
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FIG. 3. (a) Bifurcation diagram showing the activator values,
A, and the Turing instability onset, ρTH ' 1.0 10−5, where the
inset depicts the configuration of the spatial eigenvalues (λ) at
the onset according to (2) about the uniform solution; the loca-
tions are not to scale The reals are about±3 and±880 while the
imaginary are ±iLT. Solid/dashed lines mark stable/unstable
solutions. (b) Bifurcation diagram for nonuniform periodic
(LT ' 2.89) and localized (Lh = 50) solutions that bifurcate
from the Turing onset, ρH = ρTH , computed via path continua-
tion [36] of (2); a logarithmic scale is used for Amax. The inset
shows the respective profiles at saddle–nodes that are marked
by ‘•’.
in Fig. 3(a), while other solutions are not shown). The
region of interest is thus related to loss of stability of
the nontrivial solution. Next, I turn to the emergence of
spatially nonuniform solutions from the nontrivial uni-
form solution by identifying, via standard linear analy-
sis to periodic infinitesimal perturbations [37], the Tur-
ing (finite wavenumber) instability onset ρH = ρTH , see
Fig. 3(a). To obtain the nonuniform solutions of (1)
and their organization, I exploit the spatial dynamics
method, i.e., I seek steady–state solutions by removing
the time derivatives and rewrite (1) as first-order differ-
ential equations in space and add a weak diffusion for
the Y field (DY = 10−7  DA) for numerical regularity:
Ax = −a, ax = FA(A, H, S,Y)/DA,
Hx = −h, hx = FH(A, H, S,Y)/DH , (2)
Sx = −s, sx = FS(S,Y)/DS,
Yx = −y, yx = FY(A,Y)/DY.
Although stability of the steady–state solutions is of a
lesser importance here, it is complemented by standard
eigenvalue computations using (1).
(a) (b)
(c)
FIG. 4. Space–time DNS of (1) showing both the activator A
(top) and cell differentiation Y (bottom) fields for: (a) ρH =
3.0 10−5 and (b) ρH = 2.0 10−5, where non–uniform solutions
coexist. DNS was performed on a spatial domain x ∈ [0, 5]
and times t ∈ [0, 3000]; dark color indicates higher values of
both fields and the (red) dashes at the bottom mark the rela-
tive locations of the activator peaks. Boundary conditions are
Neumann and the initial condition is a front at x = 0.5. (c)
Two front profiles are taken from Fig. 4(b), showing a solution
before peak formation (dark/blue line, time 2910) and at the
beginning of peak formation (light/green line, time 2996). The
inset shows the nullclines of (1) in the A− Y plane, the unsta-
ble fixed points (light/red ‘•’), stable fixed points (dark/blue
‘•’), and the heuristic trajectory of fronts (dashed lines), where
the left trajectory corresponds to bottom profile; the arrow in-
dicates the direction of the peak as also indicated in the main
figure by the dashed arrow at the top profile.
Using (2), I numerically obtain (using path-
continuation package AUTO [36]) the primary branch
of bifurcating Turing solutions, i.e., solutions with
periodicity LT = 2pi/kT ' 2.89, where kT is the critical
wavenumber at the onset ρH = ρTH . The periodic
solutions, LT, bifurcate subcritically, that is, towards the
stable direction of the uniform state (see Fig. 3(b)), and
are unstable (marked by the dark dashed line). Typi-
cally, periodic solutions of Turing type are accompanied
by spatially localized solutions (homoclinic connections
in space) that organize in a “snakes and ladders”
structure [38]. By performing continuation on large
domains, Lh  LT, I indeed find periodic solutions
(light line) but these are only single-peak states and
do not form a typical homoclinic snaking structure.
Homoclinic snaking phenomena [39] (including AI
media [40, 41]) stems from the Hamiltonian–Hopf bifur-
4cation in space, where the configuration of the spatial
eigenvalues corresponds to a double multiplicity at the
imaginary axis, cf. [42, 43]. For system (2), linearization
about the stable uniform state, leads to eight spatial
eigenvalues (λ) of which four indeed show double
multiplicity at the imaginary axis (marked by ‘•’) while
the other four are real (marked by ‘×’), as shown in
the inset of Fig. 3(a). Here the large real eigenvalues
go to infinity for DY → 0, i.e., for DY → 0 there
are six spatial eigenvalues. The arrows indicate the
direction of the splitting of the imaginary eigenvalues
(marked by ‘•’) for ρH > ρTH while for ρH < ρTH the
splitting occurs on the imaginary axis. I note that in
this region there are additional coexisting solutions and
additional details but the interest here is solely in the
side–branching mechanism so that a more complete
analysis will be conducted elsewhere, through analysis
about Hamiltonian–Hopf and Belyakov-Devaney bifur-
cations [44]. The saddle-node (SN) of localized solutions
(labeled as Lh) extends beyond the existence region
of periodic Turing states (LT), i.e., for larger values of
ρH . The inset in Fig. 3(b) shows that the periodic and
the localized solutions have the same form, although
LT  Lh, as demonstrated via the profiles at both SN.
Notably, other periodic solutions also coexist in this
range, up to the SN of Lh.
The existence of spatially periodic and localized solu-
tions in 1D is related to the nucleation phenomenology
in 2D that were demonstrated in Fig. 2. To show this
connection, I first demonstrate how a 1D front propa-
gation looks like, see Fig. 4. For a high value of ρH
that is outside the coexistence region of localized solu-
tions, DNS show that a single peak forms at early times
and then propagation of a front is without an overshoot
(Fig. 4(a)). For ρH values that are within the subcritical
Turing regime (Fig. 4(b)), front propagation involves lo-
calized oscillations at the front line. These are manifes-
tations of the AI kinetics and can be deduced using the
nullclines, i.e., in the (A,Y) plane with invariant mani-
folds FA = FH = 0. In Fig. 4(c), I plot two front profiles,
one before peak formation (bottom line) and the other
through the peak formation (top line) while in the inset
plotting the nullclines (solid lines) along with heuristic
trajectories (dashed lines) of the spatial solution in the
(A,Y) plane. Front propagation increases locally A due
to jump in Y, therefore, if ρH is in the subcritical Tur-
ing region, the trajectory goes above the top nullcline
(as indicated in the inset by the arrow) along the man-
ifold of the spatially localized solution. Since, the peak
height is about Amax ' 0.5 (see inset in Fig. 3(b)), the
trajectory makes a large excursion (the overshoot) be-
fore connecting to the trivial state at (A,Y)=(0,0). In the
absence of such peaks, the perturbation falls on the left
trajectory and connects to the trivial state and thus, has
the profile does not show any overshoot. The peak is
unstable at the front line and its decay is associated with
(a) (b) (c) (d)
FIG. 5. Snapshots of DNS of (1) showing the cell differentia-
tion field, Y, computed on a circular domain (as in Fig. 2) with
Neumann boundary conditions, where the initial condition
depicted in (a); dark color indicates higher values of Y. Param-
eters: (b) ρH = 2.0 10−5, (c) ρH = 2.5 10−5, (d) ρH = 3.0 10−5.
fast inhibition transport for which the large excursion
decreases along the top nullcline (in a reversed direc-
tion) to restore a front solution without an overshoot.
The latter behavior different from a with two-variable
AI system [45]. Note that the first nucleations in 1D
occur at about the same time as for the 2D case, about
t = 200 (see Fig. 2(b)). The periodicity of the coexisting
1D solutions is also manifested in the length scale of the
peaks at the circumference (see Fig. 2(b)) while outside
the subcritical regime nucleation may still occur but it
would be through singular events as in Fig. 2(a)).
Finally, I turn to validation via 2D DNS at the ρH > ρTH
regime. To generalize the impact of front solutions, I
initialize the DNS with a relatively small square seed,
as shown in Fig. 5(a). Specifically, this initial condi-
tion has well defined high curvature regions that force
the branching initiations. While the existence regions
in 2D need not coincide with the 1D [46, 47], the qual-
itative behavior still persists. In Figs. 5(b-d), I show
that near the Turing onset, the development of side–
branches emerges spontaneously (see (b,c)), where the
time to side–branch initiation increases with distance
from the Turing’s onset. Outside the subcritical Tur-
ing regime the side–branches are inhibited, as shown in
Fig. 3(d).
To conclude, using the numerical bifurcation analysis
of activator–inhibitor system in 1D, I showed that the
nucleation mechanism of side–branches is related to the
interplay between a front propagation and a nonlinear
(Turing) instability to nonuniform solutions (spatially
periodic or localized), where periodic solutions indicate
the spatial length scale at which side–branches appear.
Outside the coexistence region of nonuniform solutions,
where the inhibition (in (1) by cell differentiation) is
large enough, side–branching is suppressed. While fo-
cusing here on a relatively narrow parameter region, the
obtained results reflect on theoretical implications that
are known to exist in other parameter choices. For ex-
ample, the subcritical nature of the Turing instability ex-
plains the need for parameter fluctuations that were ob-
tained in previous DNS of (1) [34], i.e., fluctuations of
c0 lead to large perturbations about the trivial state that
in turn produce side branching and form patterns as in
5Fig. 1(b) [3, 29]. Moreover, the results open intriguing
questions about the homoclinic snaking phenomenon
that exhibits both complex and real spatial eigenvalues,
yet, these are beyond the scope of this paper and will be
discussed elsewhere.
While control over the side–branching mechanism is
essential to the development of organs [15], suppres-
sion of side–branching however, can provide insights
into pathologies related to cancer, such as the rele-
vance of epithelial/mesenchymal phenotypes transition
to metastasis [48–51]. More broadly, it can be specu-
lated that the activator–inhibitor insights can be incor-
porated into the formation of plant roots [52, 53], forma-
tion of somites [54] and into inhibition of spike peplom-
ers in coronaviruses (e.g., COVID-19) [55] or budding
morphogenesis in influenza [56].
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