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Kapitel 1
Einleitung
1.1 Motivation fu¨r die Entwicklung einer Brille mit
Geda¨chtnis
Eines der ha¨ufigsten Missgeschicke, die einem tagta¨glich passieren, ist, dass man einen
Gegenstand verlegt hat und ihn partout nicht wiederfinden kann. Wer wu¨rde sich in sol-
chen Situationen nicht einen Assistenten wu¨nschen, der jederzeit eine Antwort auf Fragen
wie z.B. ”Wo ist mein Schlu¨sselbund?” hat? Fu¨r die viele Probleme im allta¨glichen Le-
ben gibt es inzwischen computergestu¨tzte Gera¨te, die einem den Alltag erleichtern. Dies
ist aufgrund der kontinuierlichen Steigerung der Rechnerkapazita¨ten bei parallel fort-
schreitender Miniaturisierung mo¨glich geworden. So ist es heute vo¨llig normal, dass man
mit seinem Handy nicht nur telefonieren, sondern nebenbei noch Fotos machen und sogar
Filme aufnehmen kann. Mit einem modernen Handy kann man Radio ho¨ren und MP3-
Musikdateien abspielen oder man la¨sst sich per GPS den Weg leiten. Ein lu¨ckenhaftes
Geda¨chtnis in Bezug auf anstehende Termine, Geburtstage und andere Daten auszuglei-
chen, geho¨rt fu¨r ein modernes Handy zu den selbstversta¨ndlichen Funktionen.
?
Dieses Beispiel zeigt, dass die Entwicklungsgeschwindigkeit in diesem Bereich die Vor-
stellungen von vor 20 Jahren um ein Vielfaches u¨bersteigt. Wieso gibt es also noch kein
computergestu¨tztes Gera¨t, welches einem hilft, verlegte Gegensta¨nde wiederzufinden?
Warum kann man noch nicht in einen gewo¨hnlichen Computerdiscounter gehen und so
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etwas wie eine ”Brille mit Geda¨chtnis” kaufen? Eine leicht zu tragende Brille, die
mich sta¨ndig begleitet und welche aufmerksam mich und meine Umgebung beobachtet
und mir hilft, wenn ich etwas verlegt habe, indem sie mir dessen Standort mitteilt und
somit die Lu¨cken in meinem Geda¨chtnis schließt. Da es diese Geda¨chtnisstu¨tze nicht gibt,
resultiert daraus die Frage, inwiefern sich die Funktionalita¨t einer Brille mit Geda¨chtnis
von den oben genannten Funktionen eines Handys oder anderer moderner Gera¨te unter-
scheidet. Geht man dieser Frage nach, so trifft man auf die ungeheure Komplexita¨t, die
die Konstruktion eines solchen Gera¨tes mitbringen wu¨rde.
Eine Person mit einem guten Geda¨chtnis, welche einen sta¨ndig beobachtet, wa¨re leicht
imstande, den Ort eines Gegenstandes, den man verlegt hat, mitzuteilen. Aber welche
Kenntnisse und Fa¨higkeiten sind die Voraussetzungen dafu¨r? Und wie kann man diese
in einem computergestu¨tzten System realisieren, um solche Aufgaben zu bewa¨ltigen?
Die Liste der beno¨tigten Fa¨higkeiten ist lang und basiert auf zwei essentiellen Vor-
aussetzungen: Als erstes mu¨sste ein solches System ein mit dem Benutzer1 gemeinsames
Versta¨ndnis von der Umgebung haben. Dieses gemeinsame Versta¨ndnis impliziert die
Kenntnis des Ortes des Benutzers ebenso wie seine Blickrichtung. Dabei muss ein solches
System die Objekte in der Umgebung und deren Lage im Raum kennen oder zumindest
die Mo¨glichkeit bieten, unbekannte Objekte zu erlernen.
Die zweite essentielle Bedingung fu¨r die Entwicklung einer Brille mit Geda¨chtnis ist,
dass es einen Weg geben muss, u¨ber den das System mit dem Benutzer auf mo¨glichst
multimodale Weise und bidirektional kommuniziert. Das System muss dem Benutzer
mitteilen ko¨nnen, wo sich verlegte Objekte befinden und falls ein neues Objekt erlernt
werden muss, ist die Versta¨ndigung mit dem Benutzer u¨ber das neu zu erlernende Wis-
sen notwendig. Diese Kommunikation zwischen Mensch und Maschine setzt dabei das
gemeinsame Versta¨ndnis voraus. Dazu reicht es nicht, die verbale Frage nach dem Ort
eines Gegenstandes beispielsweise mittels eines Spracherkennungssystems zu erkennen.
Vielmehr liegt die eigentliche Herausforderung darin, dass das System die kontextuelle
Semantik der Frage verstehen muss, na¨mlich dass etwas gesucht wird, um welche Art
Objekt es sich handelt oder auf welches Objekt der Benutzer gerade z.B. mit einer Zei-
gegeste referenziert.
Die Erfu¨llung dieser beiden Bedingungen fu¨hrt wiederum zu einer vielschichtigen Pro-
blemkomplexita¨t, und viele dazu notwendigen Teilaufgaben sind bis zum heutigen Zeit-
punkt noch nicht zufriedenstellend gelo¨st oder aber nicht in ein computergestu¨tztes,
mobiles System ohne weiteres integrierbar.
In Anbetracht dieser Entwicklungslu¨cken zielt diese Arbeit auf die Entwicklung eines
trainierbaren mobilen Objekterkennungssystems als Kernstu¨ck einer solchen Brille mit
Geda¨chtnis. Der Schwerpunkt dieser Entwicklung wird dabei auf die interaktive Trai-
nierbarkeit und Lernfa¨higkeit des laufenden Systems gelegt. Der Benutzer dient dabei
als Experte, welcher dem System das notwendige Wissen vermittelt. Natu¨rliche Wege
zur Mensch-Maschine-Kommunikation werden als Teil des Systems vorgestellt, welches
sowohl Objekte als auch Gesten und Sprache erkennt und welches fa¨hig ist, zur Laufzeit
1Um eine bessere Lesbarkeit zu gewa¨hrleisten, wird hier nur die ma¨nnliche Form verwendet. Die weib-
lichen Benutzerinnen sind damit selbstversta¨ndlich ebenfalls gemeint.
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neues Objektwissen in einer Interaktionsschleife zwischen Mensch und Maschine sowohl
aufzunehmen als auch mit Hilfe ku¨nstlicher neuronaler Netze zu erlernen. Es wird aufge-
zeigt und diskutiert, dass die Komplexita¨t einzelner Aufgaben fu¨r die Realisierung eines
solchen mobilen Systems reduziert werden muss, wofu¨r praktikable Lo¨sungen vorgestellt
werden.
1.2 Aufbau der Arbeit
Die Arbeit beginnt mit einer Darstellung der funktionalen Anforderungen eines inter-
aktiv trainierbaren mobilen Objekterkenners. Anschließend werden die verschiedenen
Informatikdisziplinen, welche in dieser Arbeit beru¨hrt werden, aufgefu¨hrt und aktuelle
Entwicklungen in den einzelnen Bereichen vorgestellt. Dabei werden Computer-Vision-
Systeme, kognitive Systeme und die Entwicklung und Anwendung moderner Augmented-
Reality-Systeme aufgefu¨hrt. Am Ende des ersten Teils wird das technische Setup und
das Szenario vorgestellt, welches fu¨r die Entwicklung verwendet wurde.
Im anschließenden Teil folgt die Beschreibung der praktischen Umsetzung einzelner
Teilaufgaben, welche fu¨r verschiedene komplexere Funktionen beno¨tigt werden. Die-
se Basiskomponenten sind die Voraussetzung der komplexen Abla¨ufe bei der Mensch-
Maschine-Interaktion. Dabei werden verschiedene Modalita¨ten der Kommunikation und
verschiedene Wege auf dem Weg zum notwendigen gemeinsamen Versta¨ndnis zwischen
Mensch und Maschine dargestellt. Die visuelle Aufmerksamkeit des Computersystems
verknu¨pft mit dem Nutzen der menschlichen Intelligenz wird als wichtiger Aspekt auf-
gezeigt.
Der Hauptteil dieser Arbeit befasst sich anschließend mit dem interaktiven Lernen von
Objekten. Der Teil beginnt mit einer U¨bersicht u¨ber das Gesamtsystem und dem hier-
archisch strukturierten Aufbau der realisierten Funktionen. Diese werden im einzelnen
vorgestellt, wobei der Schwerpunkt dieser Arbeit auf die beiden Hauptfunktionen ge-
legt wird. Zum Einen wird ein online-trainierbares Objekterkennungssystem vorgestellt.
Zum Anderen wird ein semiautomatisches Verfahren beschrieben, welches fu¨r das Erstel-
len einer Trainingsmenge fu¨r den Objekterkenner durch die Verwendung unu¨berwachter
Lernverfahren entwickelt wurde. Bei der Bewa¨ltigung dieser Aufgaben zur Laufzeit fun-
giert der Benutzer als Wissensvermittler fu¨r das ku¨nstliche kognitive System.
Die Arbeit schließt mit der Vorstellung des Gesamtsystems des Projektes ab. Dazu
werden die Arbeiten der Projektpartner aufgefu¨hrt und die Integration der einzelnen
Komponenten und des vorgestellten Systems in das Gesamtsystem dargelegt. Am Schluss
folgt ein Ausblick u¨ber mo¨gliche weitere Entwicklungen als sinnvolle Fortfu¨hrung dieses
Projektes und der hier erlangten Erkenntnisse.
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Teil I
Der Weg zur Brille mit
Geda¨chtnis
9

In diesem ersten von vier Teilen werden die Entwicklungsanforderungen an das an-
gestrebte System, der Stand der Forschung und die Entwicklungsumgebung vorgestellt,
bevor dann in den na¨chsten drei Teilen die Realisierung des Systems beschrieben wird.
Der erste Teil beginnt mit einem U¨berblick u¨ber die Vielzahl der beno¨tigten Funktionen,
die fu¨r die Realisierung einer ”Brille mit Geda¨chtnis” notwendig sind. Dabei werden
die ”Brille mit Geda¨chtnis” und ihre Funktionalita¨t als Vorstufe zur Entwicklung eines
perso¨nlichen Assistentensystems vorgestellt.
Im Anschluss werden die verschiedenen Forschungsbereiche pra¨sentiert, welche bei die-
ser Arbeit beru¨hrt werden. Dabei wird der Schwerpunkt auf die Bereiche des maschinellen
und kognitiven Sehens, der Erweiterten Realita¨t (Augmented Reality) und des interak-
tiven Objektlernens gelegt. Es wird aufgezeigt, welche Arten von verwandten Systemen
bereits entwickelt wurden, um die Herausforderungen des in dieser Arbeit entwickelten
Systems zu verdeutlichen.
Der erste Teil schließt mit der Beschreibung der Entwicklungsumgebung. Hier-
bei werden das Entwicklungsszenario, die verwendete Hardware sowie die Software-
Entwicklungsumgebung vorgestellt.
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Kapitel 2
Entwicklungsanforderungen
2.1 Die Brille mit Geda¨chtnis als Teil eines perso¨nlichen
Assistentensystems
Das Entwicklungsziel dieser Arbeit ist die Konstruktion einer Brille mit Geda¨chtnis gewe-
sen. Diese Brille mit Geda¨chtnis ist dabei als erster Schritt der Entwicklung eines mobilen
computergestu¨tzten Bu¨ro-Assistentensystems anzusehen. Das Bu¨ro-Assistenten-System
dient der Erforschung aktiver visueller Geda¨chtnisprozesse und deren interaktive Abfra-
ge und bildet dabei die praktische Experimentierplattform in Form eines Prototypen.
Die Erforschung solch komplexer Themen ist dabei nicht von einzelnen Arbeitsgruppen
zu leisten, sondern bedarf vielmehr der Zusammenarbeit von Wissenschaftlern aus ver-
schiedenen Forschungsbereichen. Die Umsetzung dieses Forschungsvorhabens war das
Ziel des von der EU gefo¨rderten Projektes VAMPIRE (Akronym fu¨r Visual Active
Memory Processes and Interactive REtrieval)(siehe VAMPIRE Consortium (2002–5)).
Das zu entwickelnde mobile Vision-System soll eine Person in einem Raum beobachten
und deren Umgebung wahrnehmen, um sie bei Geda¨chtnisprozessen zu unterstu¨tzen.
Dabei sollen sowohl Gegensta¨nde als auch Personen und Handlungen im Umfeld des
Benutzers wahrgenommen, abspeichert und nach Anfrage zur Verfu¨gung gestellt wer-
den. Zusa¨tzlich soll das System einer Person bei bestimmten Handlungsabla¨ufen durch
Hilfestellung assistieren. Hierfu¨r beno¨tigt das notwendige visuelle Geda¨chtnis einerseits
Wissen u¨ber die Objekte in der Umgebung und deren Position im Raum, und anderer-
seits ist ein Versta¨ndnis u¨ber Aktionen des Benutzers und ggf. von weiteren anwesenden
Personen erforderlich. Somit sollte das ku¨nstliche Geda¨chtnis Objekt- und Aktionswissen
repra¨sentieren und zur Verfu¨gung stellen ko¨nnen. Das Ablegen des visuell Perzipierten
auf unterschiedlichen Abstraktions- und Organisationsebenen in einem klar strukturier-
ten ku¨nstlichen Geda¨chtnis stand dabei im Zentrum der Verknu¨pfung einzelner For-
schungsaufgaben, u¨ber die im Kapitel IV ein U¨berblick gegeben wird. Das Vermitteln von
Information als auch die Abfrage von Informationen aus dem Geda¨chtnis fu¨hrt zu einem
weiteren Schwerpunkt des Projektes. Dieser besteht aus der Entwicklung zweckma¨ßiger
und natu¨rlicher Wege der Mensch-Maschine-Interaktion fu¨r ein mobiles System.
Die Geda¨chtnisprozesse, welche fu¨r die Realisierung eines kognitiven Assistentensy-
stems notwendig waren, sind die Basis des anvisierten generellen visuellen Geda¨chtnisses.
Fu¨r diese allgemein gefasste Aufgabe wurden weitere Belange im Kontext von Videoan-
notation eines Tennisszenarios untersucht (Messer u. a. (2005),Christmas u. a. (2005)).
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2.2 Funktionale Anforderungen an das System
Die vorliegende Arbeit zielt auf die Entwicklung des Teils des Assistentensystems, wel-
cher als ”Brille mit Geda¨chtnis”bezeichnet werden kann. Diese Brille mit Geda¨chtnis
ist ein computergestu¨tztes mobiles System, welches ein ku¨nstliches visuelles Objekt-
geda¨chtnis entha¨lt, das sowohl interaktiv erweiterbar als auch interaktiv verfu¨gbar sein
soll. Die im Gesamtsystem anvisierte Handlungserkennung anwesender Personen steht
nicht im Fokus dieser Arbeit. Im Folgenden wird die erforderliche Funktionalita¨t des
wa¨hrend dieser Arbeit entwickelten Prototyps einer solchen Brille vorgestellt. Diese
Funktionalita¨tsanforderungen dienen als Grundlage fu¨r die technische Realisierung der
einzelnen Teilaufgaben, welche in den anschließenden Kapiteln beschrieben werden.
Bei der Entwicklung einer Brille mit Geda¨chtnis stehen die beiden in der Einlei-
tung erwa¨hnten Aspekte im Mittelpunkt. Einerseits beno¨tigt die Brille ein gemeinsames
Versta¨ndnis der Umgebung mit dem Benutzer. Andererseits muss es mo¨glich sein, Wis-
sen untereinander auszutauschen, d.h. das System muss auf irgendeine Art und Weise
mit dem Benutzer kommunizieren. In dieser Arbeit wurde dabei Wert darauf gelegt, dass
die Mensch-Maschine-Kommunikation mo¨glichst natu¨rlich abla¨uft.
Wie also kommunizieren Menschen miteinander? Zwei Sinnesmodalita¨ten stehen bei
der Kommunikation zwischen Menschen im Mittelpunkt. Zum einen spielt die visu-
elle Wahrnehmung von Gestik und Mimik eine wichtige Rolle. Zum anderen werden
die meisten Informationen durch die akustische Generierung und Wahrnehmung von
Sprache ausgetauscht. Hierbei werden bei der Kommunikation zwischen Menschen nicht
nur die Inhalte des Gesprochenen, sondern auch Informationen durch die Mimik und
den Tonfall, wie z.B. u¨ber den aktuellen Gemu¨tszustand, ausgetauscht. Dieser Aspekt
soll hier jedoch keine Rolle spielen. Die sachliche Kommunikation u¨ber Sprache und
Gestik steht hier im Mittelpunkt. Dabei sollen fu¨r eine mo¨glichst natu¨rliche Mensch-
Maschine-Kommunikation keine zusa¨tzlichen Input-Gera¨te notwendig sein (Oviatt und
Cohen (2000)). Die Brille mit Geda¨chtnis soll keine Verwendung einer Computermaus
oder gar eines Datenhandschuhs wie in anderen Systemen, wie z.B. im Tinmith-Projekt1,
notwendig machen. Des Weiteren soll das System fu¨r die Erfu¨llung der Aufgabe, an den
Ort eines verlegten Gegenstandes zu erinnern, keine zusa¨tzliche Information, wie z.B.
Miniatursender an allen Gegensta¨nden, verwenden, sondern auf mo¨glichst natu¨rlichem
Wege ohne in die Umgebung einzugreifen, arbeiten. Nur die natu¨rlichen Kana¨le der visu-
ellen und der akustischen Wahrnehmung sollen dem System einerseits dazu dienen, dem
Benutzer Informationen mitzuteilen und andererseits Informationen aus der Umgebung
und von dem Benutzer wahrzunehmen. Das Gera¨t beno¨tigt somit Perzeptionskana¨le fu¨r
visuelle und akustische Signale und die Mo¨glichkeit, visuelle und akustische Informatio-
nen dem Benutzer zuga¨nglich zu machen.
Die Kernaufgabe einer mobilen Brille mit Geda¨chtnis ist es, die Frage zu beantworten,
wo sich z.B. der verlegte Schlu¨ssel befindet. Der natu¨rlichste Weg einer solchen Abfrage
wa¨re, verbal nach dem Schlu¨ssel zu fragen. Das System muss also die Mo¨glichkeit haben,
akustische Signale aufzunehmen und die Frage aus diesem Signal heraus zu erkennen und
1http://www.tinmith.net/tinmith.htm
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Abbildung 2.1: Links: Benutzer mit dem mobilen System. Das Kamerabild der zwei klei-
nen am Helm befestigten Kameras wird in das Display eingeblendet und
mit Systeminformationen erga¨nzt. Zur akustischen Kommunikation die-
nen ein Funkmikrophon und Kopfho¨rer. Rechts: In den laufenden Vi-
deostreams eingeblendete zuletzt wahrgenommene Position des gesuch-
ten Schlu¨ssels in der Schreibtischschublade.
zu verstehen. Die gestellte Frage muss vom System anschließend in der Art interpretiert
werden, dass es nun in seinem Geda¨chtnis die Information u¨ber den Aufenthaltsort des
Schlu¨ssels findet und diese dem Benutzer in einer fu¨r ihn versta¨ndlichen Art und Weise
mitteilt. In der natu¨rlichen Mensch-zu-Mensch Kommunikation hieße dies, dass man
entweder den Ort verbal mitteilt oder auf den Ort des verlegten Objektes zeigt.
Das hier entwickelte System soll dem Benutzer den Ort des Objektes dadurch zei-
gen, dass es das gesuchte Objekt in seiner zuletzt wahrgenommenen Umgebung zeigt.
Fu¨r das Zeigen dieser Information und den gesamten Austausch visueller Informationen
wurde ein System verwendet, bei dem der Benutzer einen Helm tra¨gt, auf dem zwei
Kameras montiert sind, welche den Blickwinkel des Benutzers aufnehmen und diesen
Bilddatenstrom dann u¨ber ein mobiles Display, welches sich direkt vor seinen Augen
befindet, einblendet (siehe Abb.2.1, links). Dadurch wird ermo¨glicht, dass Systeminfor-
mationen u¨berlagert werden ko¨nnen, wie in diesem Beispiel ein Bild von der zuletzt
wahrgenommenen Position des gesuchten Schlu¨ssels in seiner aktuellen Umgebung, der
Schreibtischschublade. Diese Information u¨ber den Aufenthaltsort des Objektes sollte in
der Regel genu¨gen, um die Geda¨chtnislu¨cke des Benutzers zu schließen. Durch die Positio-
nierung der Kameras entspricht das eingeblendete Bild dem Blickwinkel des Benutzers,
so dass er problemlos den Aufenthaltsort des gesuchten Objektes wieder erkennen kann.
Fu¨r die Aufnahme bzw. Wiedergabe des akustischen Signals wurde ein mobiles Funk-
mikrofon respektive ein Kopfho¨rer verwendet. Das gesamte technische Setup ist von
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Mitarbeitern des Projektpartners der Technischen Universita¨t Graz2 entwickelt worden.
Technische Details werden in Kap. 4.1.2 beschrieben. Der Schwerpunkt dieser Entwick-
lung lag dabei nicht auf einer maximal zu erreichenden Miniaturisierung, sondern auf
einer rekonstruierbaren, hohen Funktionalita¨t mit der Mo¨glichkeit, weitere Sensoren an-
zubringen, welche fu¨r andere Teilaufgaben bei der Entwicklung des Gesamtsystems, wie
die 3-D-Positionserkennung (siehe Teil IV), notwendig sind.
Um den Ort des Objektes auf die in Abb. 2.1 gezeigte Art mitzuteilen, beno¨tigt
das System somit ein Geda¨chtnis u¨ber den aktuellen Aufenthaltsort des Schlu¨ssels.
Das ku¨nstliche visuelle Geda¨chtnis, welches fu¨r die Entwicklung dieses Prototypen ent-
wickelt wurde und spa¨ter als eine Teil des hierarchisch aufgebauten ku¨nstlichen visuellen
Geda¨chtnisses eingehen soll, ist somit ein Bildergeda¨chtnis. Dieses Bildergeda¨chtnis muss
so aufgebaut sein, dass die Bildinformation u¨ber die verbale Frage nach dem Objekt-
namen zugreifbar sein muss. Das Bildergeda¨chtnis besteht somit aus einem gelabelten
Bildspeicher.
Dieses visuelle Objektgeda¨chtnis muss dem System vermittelt werden, was ebenfalls
auf mo¨glichst natu¨rliche Art und Weise passieren soll. D.h., das System soll die Objekte
in der Umgebung des Benutzers wahrnehmen ko¨nnen und erlernen, um welche Objekte
es sich handelt. Die Information, welches das System fu¨r die Erstellung des Objekt-
geda¨chtnisses und somit fu¨r das Erlernen von Objekten verwendet, soll ausschließlich
der Bilddatenstrom der beiden Kameras liefern. Daher bietet sich die Verwendung ei-
nes ansichtsbasierten Objekterkenners an. Im Gegensatz zu anderen Objekterkennungs-
ansa¨tzen beno¨tigt so ein System keine 3-D-Oberfla¨chenmodellierung oder geometrische
Modelle um Objekte neu zu erlernen, sondern kann die Information zum Erlernen neuer
Objekte ebenfalls aus dem Bildstrom gewinnen, wodurch ansichtsbasierte Objekterken-
ner komfortabel zu nutzen sind (vgl. Koenderink und van Doorn (1979); Murase und
Nayar (1995); Mel (1997)).
Aus diesem Bildstrom muss nun dem System mitgeteilt werden ko¨nnen, wo im Bild
sich welche Objekte aufhalten. Es muss also mo¨glich sein, dem System ein identisches
Versta¨ndnis von Gegensta¨nden in der Umgebung zu vermitteln. Die Frage nach dem
”Wo befinden sich Objekte im Bild?”, kann durch eine Aufmerksamkeitssteuerung er-
langt werden, die auf a¨hnliche Reize im Bild reagiert, die auch beim Menschen zu ei-
nem genauen Hinschauen fu¨hren. Details zur Generierung der visuellen Aufmerksamkeit
finden sich in Kapitel 5. Diese Aufmerksamkeitssteuerung soll dazu fu¨hren, dass dem
System mo¨gliche Orte von Gegensta¨nden im Bild vorliegen. Diese Orte mu¨ssen auf ge-
eignete Objekten untersucht werden und die entdeckten Objekte erkannt werden. Diese
Information muss anschließend in das visuelle Bildergeda¨chtnis u¨berfu¨hrt werden. Wenn
Objekte im Bild nicht bekannt sind, muss das System fa¨hig sein, diese neu zu lernen.
Fu¨r einen ansichtsbasierten Objekterkenner, welcher auf einer mobilen Plattform arbei-
ten soll, ist es dabei notwendig, Objekte sowohl in unterschiedlicher Skalierung als auch
in verschiedenen Ansichten, also aus verschiedenen Perspektiven, zu erlernen.
Fu¨r das Erlernen neuer Objekte soll das Wissen des Benutzers ”angezapft” werden.
Der Benutzer soll hier als Experte fungieren, um dem System die notwendige Information
2http://www.emt.tu-graz.ac.at/ pinz/
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Abbildung 2.2: Notwendige Funktionalita¨ten fu¨r die Realisierung einer Brille mit
Geda¨chtnis.
zu vermitteln. Das Erlernen neuer Objekte soll dabei so natu¨rlich und komfortabel wie
mo¨glich geschehen.
Hierfu¨r sollen zwei Mo¨glichkeiten zur Verfu¨gung gestellt werden. Die eine Mo¨glichkeit
besteht darin, dem System direkt Objekte in verschiedenen Ansichten zu pra¨sentieren
und diese dann per Spracheingabe zu benennen. Andererseits soll das System geeignete
Objektansichten selbststa¨ndig u¨ber die Aufmerksamkeitssteuerung aufnehmen, welche
dann in einer Interaktionsschleife mit dem Benutzer benannt werden ko¨nnen.
Fu¨r die erste Mo¨glichkeit ist es notwendig, dass das System erkennt, welches Objekt der
Benutzer dem System beibringen mo¨chte. Das Objekt muss also von dem Benutzer refe-
renziert werden. Um dies zu ermo¨glichen, soll das System Zeigegesten erkennen, so dass
der Benutzer durch Zeigen mit dem Finger ein Objekt referenzieren kann. Anschließend
sollen dem System verschiedene Ansichten des Objektes pra¨sentiert und anschließend
benannt werden.
Da die Performanz eines so trainierten Objekterkenners auf einer geringen Anzahl von
Ansichten weniger Objekte beruht, soll diese gesteigert werden, indem komfortabel eine
gro¨ßere Trainingsmenge erstellt werden kann. Dazu sollen automatisch, nur u¨ber das
ku¨nstliche Aufmerksamkeitssystem gesteuert, mo¨gliche Kandidaten fu¨r Objekte aufge-
nommen werden. Diese umfangreiche Bildersammlung von Objekten muss komfortabel
fu¨r den Benutzer zu benennen sein.
Anschließend kann der Objekterkenner sein Wissen erweitern, indem er mit den neu
gewonnenen, gelabelten Daten weiter lernt.
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Diese Vielzahl an beno¨tigten Funktionen muss dabei dem Benutzer leicht versta¨ndlich
verfu¨gbar gemacht werden. Hierfu¨r soll ein Funktionsmenu¨ entwickelt werden, welches
u¨ber das Display angezeigt wird. Dieses Menu¨ soll einerseits u¨ber die Sprache zu be-
dienen sein und andererseits bei Problemen mit der Spracherkennung, z.B. bei starken
Umgebungsgera¨uschen, dadurch robuster gemacht werden, dass es auch u¨ber Fingerbe-
wegungen zu steuern ist.
Robustheit soll das System ebenfalls dadurch erlangen, dass sowohl die Spracherken-
nung als auch die Gestenerkennung an sich a¨ndernde Umgebungen angepasst werden
ko¨nnen.
Diese Vielzahl an beno¨tigten Fa¨higkeiten wird in Abb. 2.2 veranschaulicht.
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Stand der Forschung
Nachdem vorausgehend die Entwicklungsanforderungen an eine ”Brille mit Geda¨chtnis”
vorgestellt wurden, soll nun der Stand der Forschung zu den hierzu relevanten Be-
reichen dargestellt werden. Die Problemkomplexita¨t bei der Entwicklung einer Brille
mit Geda¨chtnis spiegelt sich in der Vielfalt der Informatikdisziplinen wieder, die dabei
beru¨hrt werden. Sie reichen von Maschinellem Sehen u¨ber Mensch-Maschine-Interaktion,
ku¨nstliches Lernen mittels Neuronaler Netze, ku¨nstliche visuelle Geda¨chtnisse bis zur
Sprach- und Zeigegestenerkennung.
In der vorliegenden Arbeit liegen die beiden Schwerpunkte auf der Mensch-Maschine-
Interaktion und der Lernfa¨higkeit eines computergestu¨tzten visuellen Systems.
Das zentrale Fachgebiet in dieser Arbeit ist das Maschinelle Sehen, i.e. die Compu-
ter Vision. Computer Vision befasst sich mit der Be- und Verarbeitung von natu¨rlichen
und ku¨nstlichen Bildern mit Hilfe leistungsfa¨higer Computer. Die Grundlage der digi-
talen Bildverarbeitung sind hochdimensionale Daten. In modernen Systemen resultiert
diese hohe Dimensionalita¨t aus der Verwendung hochauflo¨sender Bildern mit einer ho-
hen Farbtiefe, die spa¨testens bei der Bearbeitung von Bildfolgen, beispielsweise Video-
sequenzen, an die Leistungsgrenzen auch moderner Rechner schon bei vergleichsweise
einfachen Operationen sto¨ßt. Neben der hohen Dimensionalita¨t der Datenbasis wa¨chst
die Problemkomplexita¨t der zu lo¨senden Aufgaben im Bereich Computer Vision durch
die hohe Mannigfaltigkeit aufgrund der unendlichen Anzahl von Ansichten, Skalierungen
und Beleuchtungssituationen. In der Industrie finden daher vor allem Anwendungen Ge-
brauch, die aufgrund einer sehr eingeschra¨nkten Doma¨ne handhabbar sind, wie z.B. Ma-
terialu¨berwachungen in Produktionssta¨tten oder die U¨berwachung von Schweißna¨hten
an Flugzeugen (Liu u. a., 2008). Einen U¨berblick u¨ber industrielle Anwendungen findet
man bei Malamas u. a. (2003).
Im Gegensatz zu diesen industriellen Anwendungen bestehen die Herausforderungen
der Zukunft an neue Technologien jedoch daraus, dass sie den Alltag des Menschen er-
leichtern sollen und nicht nur fu¨r einzelne Aufgaben eingesetzt werden ko¨nnen. Moderne
Systeme sollen in einer gewissen Weise mitdenken und den Anforderungen entsprechend
reagieren. Die Entwicklung solcher Systeme ko¨nnen verschiedenster Art sein. Ein Bei-
spiel dafu¨r sind die intelligenten Ra¨ume (Wisneski u. a., 1998), in denen der Wohnkom-
fort durch ”mitdenkende”, den Benutzer umgebende Medien in Mo¨beln und Wa¨nden
durch eine Vielzahl von Anwendungen gesteigert wird (sogenannte ambient intelligence,
siehe Mahesh S. Raisinghani und Schmedding (2004)). So ko¨nnen bei Bedarf physisch
erfassbare Verbindungen mit entfernten Personen hergestellt werden; die Sicherheit der
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Geba¨ude vor Einbrechern kann mit Hilfe von Gesichtserkennung des Bewohners erho¨ht
werden; der Ku¨hlschrank kann sich durch autonome Bestellung selbst fu¨llen, etc.
Im Bereich der Computer Vision versucht man bei der Entwicklung solcher Technolo-
gien fu¨r den allta¨glichen Gebrauch der hohen Problemkomplexita¨t in natu¨rlichen Umge-
bungen dadurch zu begegnen, dass einerseits die Bildinformationen auf das wesentliche
beschra¨nkt werden und andererseits eine ho¨here Flexibilita¨t durch die Verwendung von
artifizieller Lernfa¨higkeit gewa¨hrleistet wird. Die Einschra¨nkung erreicht man, indem
man geschickt die beno¨tigten Merkmale aus den gegebenen Daten extrahiert (Beispie-
le hierfu¨r finden sich in Kap. 5). Im Folgenden soll besonders der zweite Aspekt der
ku¨nstlichen Adaptionsfa¨higkeit von visuellen Systemen betrachtet werden, welcher in
den Bereich der Cognitive Vision fa¨llt.
3.1 Kognitives Sehen
Der Begriff Cognitive Vision wurde durch das Bestreben gepra¨gt, Computer
Vision-Systeme durch die Verwendung kognitiver Fa¨higkeiten robuster, flexibler und
lernfa¨higer zu machen. Cognitive Vision-Systeme sollen sich robust an unvorhersehba-
ren Vera¨nderungen der visuellen Umgebung anpassen ko¨nnen und das Auftreten von
Objekten oder Ereignissen antizipieren (nach Vernon (2005)).
Cognitive Vision besteht aus einer Kombination von Computer Vision undKognition
(Vernon, 2008). Im Folgenden wird gekla¨rt, was unter Kognition verstanden wird und
welche Bedingungen erfu¨llt werden mu¨ssen, um ein ku¨nstliches, kognitives System zu
realisieren.
Zur Erkla¨rung des Begriffs Kognition wird nach Vernon (2008) zwischen der kogni-
tivistischen und der emergenten Position unterschieden, bevor anschließend die beiden
Ansa¨tze auf ihre Notwendigkeit zur Verko¨rperung von kognitiven Systemen hin u¨berpru¨ft
werden. Nach der kognitivistischen Position umfasst Kognition die Manipulation von
expliziten Repra¨sentationen eines Zustands oder Verhaltens der externen Welt, um an-
gemessene, erlernte, antizipatorische und effektive Interaktionen zu ermo¨glichen. Das
hieraus hervorgegangene, gespeicherte Wissen ermo¨glicht in zuku¨nftigen Situationen ein
begru¨ndetes Schlussfolgern. Fu¨r diese Sichtweise der Kognition ist die Verko¨rperung kei-
ne notwendige Voraussetzung fu¨r ein ku¨nstliches System. Im Gegensatz dazu zeigt Ver-
non, dass fu¨r die emergente Position Kognition einer Verko¨rperung des Systems bedarf.
Nach der emergenten Position ist Kognition ein Prozess von Selbstorganisation, wobei
sich das System kontinuierlich in Echtzeit aufgrund der System-Umgebungsinteraktion
rekonstituiert. Fu¨r die Verko¨rperung entscheidend ist dabei die Fa¨higkeit zur Interaktion
und Perzeption.
Eine a¨hnliche Sichtweise vertritt auch Christensen (2003), der Kognition als das Ge-
nerieren von Wissen, basierend auf bestehenden Modellen, Lernen, logischem Denken
oder Schlussfolgern und der Perzeption versteht. Demnach ist Kognition nicht nur ein
passiver, sondern auch ein aktiver Prozess, der sowohl Kommunikation als auch Inter-
aktion mit der Umgebung beinhaltet. Die Aufnahme, das Speichern und das Abfragen
von Wissen sind dazu notwendige Komponenten. Ohne Perzeption und der Mo¨glichkeit,
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das Wahrgenommene zu verarbeiten oder zu manipulieren, kann kein Wissen aufgebaut
werden. Neben der Mo¨glichkeit des Lernens impliziert kognitive Vision eine Art Auf-
merksamkeitskontrolle und eine Mo¨glichkeit, die Priorita¨ten bei der Speicherung von
Wissen zuzuordnen. Dies erfordert kontextabha¨ngiges Schlussfolgern und Kategorisie-
ren, also eine Art kontextuelles Bewusstsein. Die Voraussetzungen hierfu¨r ko¨nnen nach
Christensen, ebenso wie bei Vernon, nur erfu¨llt werden, wenn das System in irgendeiner
Art und Weise verko¨rpert wird.
Diese Verko¨rperung eines kognitiven Systems bezieht sich auf die Annahme, dass das
System eine Form von Ko¨rper mit einer sensomotorischen Apparatur besitzt, durch
welche es in einer virtuellen oder realen Umwelt perzipieren und operieren kann (Ziemke,
2005; Anderson, 2003a,b).
Diese Verko¨rperung kann in Form von Robotern oder anderen mechatronischen Teilen
gegeben sein. Eine weitere Mo¨glichkeit, die eben genannte Voraussetzung des sogenann-
ten Perzeptions-Aktions-Kreislaufes zu erfu¨llen, kann nach Bauckhage u. a. (2005) durch
Interaktion mit einem mobilen System erreicht werden.
Das Entwicklungsziel der vorliegenden Arbeit, eine ”Brille mit Geda¨chtnis” zu kon-
struieren, impliziert automatisch das Verwenden eines mobilen Systems. Der Benutzer
steht bei dem Lernprozess des Systems in einer Art Ru¨ckkopplungs- oder Interaktions-
schleife, in der das System von dem Wissen des Benutzers einerseits profitieren soll und
andererseits Wissenslu¨cken des Benutzers ausgleichen kann (im Englischen oft als hu-
man in the loop bezeichnet, vgl. Bauckhage u. a. (2005)). Bei fehler- oder lu¨ckenhaften
Kenntnissen des Systems kann der Benutzer korrigierend eingreifen.
Sollen die kognitiven Aspekte der Interaktionsfa¨higkeit und des Lernens, also dem
Generieren von Wissen aus Modellen heraus, in solch ein System integrierbar sein, muss
das System einerseits die Umgebung in vergleichbarer Art und Weise wie der Benutzer
wahrnehmen und andererseits dem Benutzer das eigene Wissen vermitteln ko¨nnen. Eine
Mo¨glichkeit, sowohl die von dem Benutzer wahrgenommene visuelle Information wahrzu-
nehmen als auch sogleich visuell ku¨nstlich Information dem Benutzer anzuzeigen, bietet
die sogenannte Augmented Reality.
3.2 Erweiterte Realita¨t - Augmented Reality
Der Begriff der Augmented Reality (abgeku¨rzt AR), also der Erweiterten Realita¨t, grenzt
sich von dem Begriff der Virtual Reality, der virtuellen Realita¨t (abgeku¨rzt VR), ab. Die
VR projiziert den Benutzer in eine ku¨nstliche virtuelle Welt. VR-Entwicklungen sind
vor allem fu¨r die Spieleentwicklung von großem Interesse, wodurch der Begriff deutlich
sta¨rker verbreitet ist als die AR.
In der AR wird die eigentliche Sinneswahrnehmung der realen Umgebung des Be-
nutzers durch ku¨nstlich erzeugte U¨berlagerungen erweitert. Diese ku¨nstlichen Erweite-
rungen ko¨nnen sich auf alle Perzeptionskana¨le beziehen. Am weitesten verbreitet ist
jedoch die visuelle Verwendung. Die u¨berlagerte Information kann dabei sowohl aus den
natu¨rlichen menschlichen Perzeptionskana¨len resultieren als auch fu¨r Menschen nicht
zuga¨ngliche Informationen visualisieren. Der Benutzer nimmt also die reale Welt wahr
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Abbildung 3.1: Links: Ivan Sutherland mit dem ersten HMD. Mitte und rechts: Moder-
ne mobile Displays, welche an handelsu¨blichen Brillengla¨sern montiert
werden ko¨nnen (Mitte von Limus, rechts von Brother).
und bekommt zusa¨tzlich von einem ku¨nstlichen computergestu¨tzen System Informatio-
nen, die den Benutzer bei bestimmten Prozessen unterstu¨tzen. Dabei werden vor allem
2- und 3-D-Modelle visuell u¨berlagert, die so mit der realen Welt koexistieren.
Meist geschieht dies mittels am Kopf befestigter oder in der Hand gehaltener Displays.
Das erste AR-Interface wurde von Ivan Sutherland 1965 entwickelt. Er entwickelte zwei
am Kopf tragbare Miniaturbildro¨hren in Verbindung mit einem mechanischen Tracker.
Dieses erste am Kopf befestigte Display (HMD - engl. fu¨r Head Mounted Display) konnte
das virtuelle Drahtmodell eines Wu¨rfels der realen Welt u¨berlagern. Abb. 3.1 zeigt den
Prototypen im Vergleich zu modernen Displays.
Im Gegensatz zur VR bieten AR-Anwendungen verschiedene Vorteile. Kiyokawa
(2000) verglich die Performanz von VR mit AR mit Hilfe einer einfachen Zeige-Aufgabe.
Die Benutzer mit AR waren signifikant schneller, da sie sich mit Hilfe von nicht verba-
ler Kommunikation besser versta¨ndigen konnten. In der AR ist der Arbeitsraum, z.B.
bei dem Hantieren von Objekten auf einem Tisch, der gleiche wie der Kommunikati-
onsraum. Billinghurst und Poupyrev (2000) machten einen Versuch mit einer einfachen
Puzzleaufgabe unter drei verschiedenen Konditionen: a) Zusammenarbeit in natu¨rlicher
Umgebung einander gegenu¨ber sitzend, b) Zusammenarbeit mittels AR mit virtuellen
Objekten und c) gemeinsames Arbeiten an virtuellen Objekten, die auf einen Bildschirm
projiziert waren. Auch wenn die Benutzer die Bedingungen als stark unterschiedlich emp-
fanden, so verwendeten sie doch die anna¨hernd gleiche non-verbale Kommunikation bei
der Verwendung der AR. Auch die deiktischen Sprachmuster waren in der AR-Umgebung
und in der realen Umgebung identisch. Die Manipulation von Objekten wurde in realer
und in der AR-Umgebung als gleich leicht empfunden. Billinghurst untersuchte ebenfalls
das Empfinden von Versuchspersonen bei einer AR-Version von Telekonferenzen, in der
die abwesende Person in 3-D eingeblendet war (Billinghurst und Kato, 2000). Auch hier
stellte Billinghurst fest, dass non-verbale Kommunikation im Gegensatz zur 2-D Tele-
konferenz aufgrund der wahrgenommenen Pra¨senz des Gegenu¨bers versta¨rkt eingesetzt
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und registriert wurde. Des Weiteren ist die Anzahl der Kommunikationspartner nicht so
eingeschra¨nkt.
Weitere Vorteile der Verwendung von AR-Systemen im Kontext der Kollaboration
wurden in dem Projekt Studierstube sichtbar. Dabei wurde das kollaborative Arbeiten
an virtuellen 3D-Objekten untersucht. Sie benannten die folgenden fu¨nf wesentlichen
Vorteile von kollaborativem Arbeiten mittels AR-Apparaturen:
• Virtualita¨t: Objekte, die nicht existieren, ko¨nnen untersucht und bearbeitet wer-
den;
• Erweiterung: reale Objekte ko¨nnen durch virtuelle Annotation erweitert werden;
• Kooperation: Benutzer ko¨nnen sich sehen und miteinander arbeiten;
• Unabha¨ngigkeit: jeder Benutzer kontrolliert seine Blickrichtung unabha¨ngig von
den anderen;
• Individualita¨t: u¨berlagerte Information kann fu¨r jeden einzelnen Benutzer unter-
schiedlich sein.
Diese Vorteile bieten die Mo¨glichkeit einer Vielzahl von Anwendungen. Die meisten
davon sind jedoch auf die Forschung eingeschra¨nkt und nur wenige haben bisher kom-
merzielle Anwendung gefunden. Eine Beispielanwendung entwickelten Billinghurst und
Kato (2001) mit dem ”Magic Book”. Dieses Buch im normalen Format ermo¨glicht mittels
eines in der Hand gehaltenen AR-Displays Szenen des Buches realer durch Einbettung
von 3-D Szenen zu erleben. Ein weiteres Feature ermo¨glicht es, dass verschiedenen Perso-
nen das Buch gemeinsam betrachten, jede aus dem eigenen Blickwinkel und jede Person
wird von den anderen als eine virtuelle Person am Rande wahrgenommen.
Der Vorteil fu¨r den Benutzer, nicht sichtbare Informationen der Realita¨t visuell zu
u¨berlagern, bietet in vielen Anwendungsbereichen neue Perspektiven. Eine der ersten
und besonders zweckma¨ßigen Anwendungsfelder der AR ist die Medizin. Bereits 1997
stellte Azuma in seinem U¨berblick u¨ber AR-Anwendungen eine medizinische Anwen-
dung vor, in der einem Chirurgen bei einer Operation durch ein semi-transparentes
Display die Mo¨glichkeit gegeben wurde, Ro¨ntgenaufnahmen der behandelten Organe
ortsgetreu eingeblendet zu bekommen und so den Operationserfolg durch fu¨r ihn sonst
nicht sichtbare Information zu optimieren (Azuma, 1997a). Ein fortgefu¨hrtes Projekt des
BMBF, MEDARPA, ermo¨glicht minimalinversive Herzchirurgie, in der schwere Opera-
tionen durch die zusa¨tzlich eingeblendete Information von CT- und Ro¨ntgenaufnahmen
ohne das O¨ffnen des Brustkorbes durchgefu¨hrt werden ko¨nnen (siehe Abb. 3.21).
Weitere Anwendungen finden sich im Flugzeugbau, um Leitungen im Flugzeug zu
verlegen (Curtis u. a., 1998) oder um fu¨r Bauprojekte Strukturen hinter Wa¨nden zu
visualisieren, wie im Vibal-Projekt des Fraunhofer IAIS 2.
1aus http://www.igd.fraunhofer.de/igd-a7/projects/medarpa/medarpa.html
2http://www.iais.fraunhofer.de/805.html
23
Kapitel 3 Stand der Forschung
Abbildung 3.2: Beispielhafte Anwendungen von AR. Links: Das MEDARPA- System
assistiert einem Chirurgen bei minimalinversiver Herzchirugie. Rechts:
Das System des Projektes Studierstube dient als Navigationshilfe und
Stadtfu¨hrer.
Eines der gro¨ßten Probleme all dieser Anwendungen ist das Ausrichten bzw. Abglei-
chen der virtuellen Welt bzw. der ku¨nstlichen Erweiterungen mit der realen Welt im
dreidimensionalen Raum (von Azuma (1997b) als registration issue bezeichnet).
In dem Projekt STARMATE wird durch sehr exaktes Tracking und Nutzen von La-
serpointern als Zeigern versucht, dieses Problem zu reduzieren (Schwald u. a., 2003).
Doch selbst mit modernster 3D-Trackertechnologie bleibt dieses Problem bestehen. Wenn
hingegen die Perzeptionskana¨le des ku¨nstlichen Systems die gleichen sind, wie die des
Benutzers, kann ein Großteil des Problems der Ausrichtung von realer und erweiterter
Welt umgangen werden. Ein Beispiel hierfu¨r ist das bereits genannte Projekt Studierstu-
be (Reitmayr und Schmalstieg, 2004; Schmalsteig, 1996). Die hier verwendete Apparatur,
in der dem Benutzer das Bild von zwei u¨ber seinen Augen befindlichen Kameras in ein
mobiles Display vor seinen Augen u¨bertragen wird, ist Vorbild bzw. Vorla¨ufer fu¨r das
in dieser Arbeit entwickelte System (siehe Kap. 4.1.2). Abb. 3.2 zeigt das verwendete
System als Navigationshilfe und Stadtfu¨hrer.
3.3 Interaktives Objektlernen
In den beiden letzten Abschnitten wurden die Notwendigkeit der Verko¨rperung fu¨r ein
kognitives System aufgezeigt und die Anwendungsmo¨glichkeiten und Vorteile von AR-
Systemen wiedergegeben. Betrachtet man beide Aspekte gemeinsam, ergibt sich, dass
die Voraussetzungen von Kognition im Sinne der Verko¨rperung durch die Verwendung
eines mobilen AR-Systems erfu¨llt werden ko¨nnen. Fu¨r ein AR-System, welches die glei-
che Blickrichtung wie der Benutzer verwendet, wie in Abb.3.2 des Projektes Studier-
stube gezeigt, fu¨hrt Hanheide den Begriff Ego-Vision-System (EVS, Hanheide (2006))
ein. Da hier die visuelle Perzeption von Mensch und Maschine einander entspricht, kann
dieser Kanal ebenfalls fu¨r die Einblendungen von Informationen verwendet und somit
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die Kommunikation zwischen Mensch und System erleichtert werden. Durch die Akti-
vita¨t des Benutzers wird der Blickwinkel des Systems gesteuert. Wird zusa¨tzlich vom
System auf die sich wechselnden Bedingungen reagiert, z.B. durch das automatische
Anpassen von Parametern an variierende Beleuchtungssituationen, wird das System als
active vision system bezeichnet. Durch den Aufbau eines EVS wird die Konstruktion
eines kognitiven Systems ermo¨glicht, in welchem der Mensch, wie oben beschrieben, in
einer Interaktionsschleife die Lernfa¨higkeit des ku¨nstlichen Systems steigert und steuert.
Diese Adaptionsfa¨higkeit kann sich dabei sowohl auf die Anpassung an sich a¨ndernde
Verha¨ltnisse als auch auf das Erlernen von neuen Gegebenheiten beziehen.
In der vorliegenden Arbeit soll ein System entwickelt werden, dessen Adapti-
onsfa¨higkeit sich insbesondere auf die Erkennung und das Erlernen von Objekten bezieht
und welches fa¨hig sein soll, interaktiv zur Laufzeit neue Objekte zu erlernen.
Das Erlernen und Erkennen von Objekten ist fu¨r den Menschen eine so selbst-
versta¨ndliche Fa¨higkeit, dass es einem kaum bewusst wird, wie robust diese Aufgabe
selbst in schwierigen Situationen auf eine Art und Weise erledigt wird, die bisher nicht
ansatzweise von ku¨nstlichen Systemen erreicht werden kann und somit noch zu den
großen Herausforderungen ku¨nstlicher intelligenter Systeme geho¨rt.
Die ku¨nstliche visuelle Objekterkennung verfolgt dabei grob zwei Richtungen
bezu¨glich der verwendeten Wissensrepra¨sentation: einerseits modellbasiert und anderer-
seits ansichtsbasiert (Riesenhuber und Poggio, 2000b). Grundlage der ersten Vorgehens-
weise sind vorher erlernte geometrische 2- oder 3-D-Modelle von Objekten, welche bei
dem Erkennungsvorgang mit dem real aufgenommenen Bild verglichen werden und so bei
hinreichender U¨bereinstimmung zur Erkennung von Objekten fu¨hren. Der bekannteste
Ansatz basiert dabei auf einer Objektrepra¨sentation, welche aus einer Dekomposition
der Objekte in basale geometrische Formen besteht, wie bei Hummel und Biederman
(1992). Der Vorteil des modellbasierten Ansatzes besteht darin, dass durch die vor-
handenen Modelle die Erkennungsleistung weitgehend unabha¨ngig von dem jeweiligen
Blickwinkel und der Skalierung ist. Der Nachteil liegt allerdings in der sehr aufwa¨ndigen
Erstellung exakter 3D-Modelle. Des Weiteren ist die Erkennungsleistung dadurch be-
grenzt, dass die Modelle in einer ku¨nstlichen labora¨hnlichen Umgebung erstellt werden
und sich somit fu¨r natu¨rliche Umgebungen und einer teilweisen Verdeckung nur bedingt
eignen. Eine Mo¨glichkeit, dieses Handicap zu umgehen, zeigt Mian u. a. (2006), indem
er zwar ebenfalls offline unter großem Rechenaufwand 3D-Modelle erstellt, diese jedoch
auf Tensoren basieren, die eine Erkennung selbst in teilverdeckten Szenarien ermo¨glicht.
Den Nachteil der aufwa¨ndigen Modellerstellung versuchten Khan u. a. (2007) durch einen
hybriden Ansatz aus modellbasierter und ansichtsbasierter Objekterkennung zu umge-
hen, indem sie durch homographische Transformation ihre geometrischen Modelle aus
Trainingsansichten von Objekten erstellten.
Der zur Zeit dominierende Ansatz ist die ansichtsbasierte Objekterkennung (vgl. (Be-
longie u. a., 2001; Carmichael und Hebert, 2002; Viola und Jones, 2001). Erste wertvolle
Beitra¨ge aus dem Bereich der Gesichtserkennung lieferten Turk und Pentland (1991). Ein
generellerer Ansatz zur ansichtsbasierten Objekterkennung wurde von Murase und Nayar
(1995) vorgestellt. Der große Vorteil der ansichtsbasierten Objekterkennung ist darin zu
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sehen, dass man ohne eine Modellierung auskommt und direkt u¨ber die aufgenommenen
Bilder die Trainingsmenge fu¨r das Objekterkennungssystem gewinnt. Dadurch ist die
Beschreibung durch ein geometrisches Modell nicht notwendig, und schon einzelne An-
sichten ko¨nnen von Anfang an zum Erlernen neuer Objekte verwendet werden. Die hohe
Mannigfaltigkeit von Objektansichten, wie Verdeckungen und Beleuchtungsvariationen,
werden direkt u¨ber die Bildtrainingsmenge mitgelernt.
Das einfachste und zugleich aufwa¨ndigste Verfahren, welches heute vor allem zu
Vergleichen der Klassifikationsperformanz herangezogen wird, ist der nearest-neighbor -
Klassifikator. Dieser arbeitet auf dem gesamten zu betrachtenden Bildausschnitt im
Rohformat, also mit der Dimension des Bildes (Pixelbreite x Pixelho¨he x Anzahl der
Farbkana¨le), wodurch er einen sehr hohen Bedarf an Speicherplatz und Rechenzeit hat.
Die Funktionsweise beruht darauf, dass ein zu klassifizierender Bildausschnitt mit allen
Bildausschnitten seiner Datenbasis verglichen wird und der Klasse zugewiesen wird, von
welcher der Auschnitt den minimalsten euklidischen Abstand zu einem der Bilder aus
der Datenbasis besitzt. Neben dem Nachteil des hohen Rechen- und Speicherplatzauf-
wands ist das Problem bei der Verwendung dieser Art von Klassifikation, dass fu¨r gute
Klassifikationsergebnisse eine sehr umfangreiche Datenbasis zur Verfu¨gung stehen muss,
um die Vielzahl von Objektansichten durch unterschiedliche Skalierung, Translationen,
Rotationen und A¨nderungen der Lichtverha¨ltnisse abzudecken.
Um diese Probleme zu umgehen, sucht man nach geeigneten Repra¨sentationen der Bil-
der von Objekten, um die fu¨r ein Objekt charakteristischen Merkmale zu extrahieren.
Einerseits geht man dabei rein ku¨nstliche Wege, andererseits benutzt man die Erkennt-
nisse aus der Neurophysiologie des Menschen, um die Art und Weise, wie der Mensch
diese Aufgaben erledigt, zumindest vom Grundprinzip her zu rekonstruieren.
Eine der prominentesten Ansa¨tze entwickelte Lowe (1999a) mit den sogenannten
SIFT-Features (engl. fu¨r Scale Invariant Feature Transform). Diese Bildmerkmale haben
a¨hnliche Eigenschaften wie die Neuronen des inferioren Temporallappens, welche bei Pri-
maten fu¨r die Objekterkennung zusta¨ndig sind und eine von der Skalierung weitgehende
unabha¨ngige Repra¨sentation ermo¨glichen.
Die Merkmalsextraktion wird zunehmend in Objekterkennungsarchitekturen inte-
griert. Die neurophysiologischen und psychophysikalischen Erkenntnisse u¨ber die visuelle
Verarbeitung bei ho¨heren Vertebraten, welche nach Hubel und Wiesel (1959) in einem
hierarchischen Netzwerk organisiert wird, sind die Grundlage von aktuellen Forschungs-
ansa¨tzen. Das hierarchische Neuronennetz besteht demnach aus einzelnen Schichten.
Zum einen sind dies Schichten aus den sogenannten simple cells, welche als einfache
Merkmalsextraktoren fu¨r Balken in verschiedenen Ausrichtungen agieren. Die Informa-
tion dieser Schichten wird in den darauffolgenden Schichten aus den complex cells weiter
verarbeitet. Als Vorreiter fu¨r biologisch motivierte hierarchische Feedforward-Modelle
gilt Fukushima (1980). Er stellte mit dem Neocognitron den ersten ku¨nstlichen Objek-
terkenner vor, welcher mit ku¨nstlichen neuronalen Netzen diese Struktur und Funkti-
onsweise rekonstruierte. Riesenhuber und Poggio (2000a) entwickelten diesen Ansatz
mit dem HMAX-Modell weiter, welches als Grundlage fu¨r die Arbeiten von Wersing und
Ko¨rner (2003) einging.
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Auf diesen Modellen basierend entwickelte Bax (2007) parallel zu dieser Arbeit
im Rahmen des VAMPIRE-Projektes ein generalisiertes Hierarchisches Feedforward-
Objekterkennungsmodell, welches eine Vielzahl an Objekten aufgrund von Bildausschnit-
ten selbst bei Verdeckungen, unterschiedlichen Skalierungen und Translationen und vor
einem vo¨llig konfusen Hintergrund mit einer hohen Performanz erkennt. Als Erweite-
rung zeigte er, dass die Flexibilita¨t des Modells unter Zuhilfenahme einer zusa¨tzlichen
Schicht es ermo¨glicht, simultan neben der Objekterkennung mit hoher Performanz unter
schwierigen Bedingungen ebenfalls die Objekte zu lokalisieren.
Bei den meisten ku¨nstlichen Objekterkennungsansa¨tzen geht der eigentlichen Anwen-
dung eine rechenaufwa¨ndige Lernphase des Klassifikators mit Hilfe einer großen Daten-
basis als Trainingsmenge voraus. Im Vergleich dazu wird Objektwissen beim Menschen
nach den heutigen Kenntnissen in der Neurologie und Psychologie etappenweise abgespei-
chert. Das verbreitetste Geda¨chtnismodell geht bereits auf Hebb (1949) zuru¨ck und teilt
das Geda¨chtnis in Kurzzeitgeda¨chtnis (STM engl. fu¨r short term memory) und Langzeit-
geda¨chtnis (LTM, engl. fu¨r long term memory) ein, welche sich durch unterschiedliche
Dauer der Speicherung von Entita¨ten und der Kapazita¨t unterscheiden. Vorgeschaltet
befindet sich das sogenannte sensorische Geda¨chtnis, welchem allerdings noch keine be-
wussten Geda¨chtnisprozesse zugeschrieben werden. Das STM ermo¨glicht schnelles Ler-
nen schon mit einer geringen Wissensbasis. Das Erinnerungsvermo¨gen ist allerdings nur
von kurzer Dauer und es ko¨nnen nur eine geringe Anzahl von Geda¨chtnisinhalten ge-
speichert werden. Das STM wird auch als Arbeitsgeda¨chtnis bezeichnet und teilt sich
wiederum in ein zentrales Kontrollsystem auf, welches von dem visuell-ra¨umliche Skiz-
zenblock und der phonologischen Schleife unterstu¨tzt wird (Baddeley, 2003). Der visu-
elle Teil des STM ermo¨glicht das sofortige Erkennen von Objekten nach nur einmaligem
Pra¨sentation (Norman und O’reilly, 2003). Diese Art des Objektlernens, bei denen nur
eine Ansicht eines Objektes zum Lernen verwendet wird (im engl. one-shot-learning),
fu¨hrte zu den ersten technischen Ansa¨tzen des sogenannten Online-Lernens (Car-
penter u. a., 1991). Das Online-Lernen bezieht sich auf die Fa¨higkeit eines ku¨nstlichen
Systems, zur Laufzeit neues Objektwissen zu erlangen und anwenden zu ko¨nnen. Das
Online-Lernen ermo¨glicht eine interaktive Kontrolle und Korrektur des Lernprozesses
zur Laufzeit. Um dies zu ermo¨glichen, beno¨tigen solche Lernsysteme neben der Klassifi-
kationsfa¨higkeit die Fa¨higkeit der Interaktion zwischen Mensch und Maschine.
Steels und Kaplan (2000) pra¨sentierten ein Beispiel fu¨r einfaches Objektlernen durch
verbale Mensch-Maschine-Interaktion, indem sie dem Roboterhund Aibo drei simple Ob-
jekte beibrachten. Durch die einfache Struktur und Farbe der Objekte war es mo¨glich,
diese online auf Basis von geometrischem Hashing zu erlernen. Ein weiteres Beispiel fu¨r
interaktives Objektlernen stellte Makihara vor, in dem ein Roboter aufgefordert wird,
bestimmte Objekte aus einem Ku¨hlschrank zu holen. Ist das Objekterkennungsergebnis
falsch, werden durch direkte verbale Kommunikation mit dem Roboter die Parame-
ter des Objekterkennungssystems auf Basis von Farbfiltern online angepasst (Makihara
u. a., 2004, 2005). Diese Ansa¨tze weisen jedoch nur eine geringe Kapazita¨t des Objekt-
geda¨chtnisses auf.
Beim Menschen muss fu¨r die anhaltende Speicherung von einer Vielzahl von
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Geda¨chtnisinhalten das Wissen vom STM in das LTM u¨berfu¨hrt werden, welches nahezu
unendliche Kapazita¨ten aufweist. Die U¨berfu¨hrung beno¨tigt jedoch Zeit, und Untersu-
chungen weisen darauf hin, dass diese U¨berfu¨hrung vor allem im Schlaf passiert (Maquet,
2001).
In dieser Arbeit soll ebenfalls zwischen robustem und umfangreichem Langzeit-
geda¨chtnis und schnell erlernbarem Kurzzeitgeda¨chtnis unterschieden werden (siehe
Teil III). Das System kopiert die Funktionalita¨t des menschlichen Geda¨chtnisses in Be-
zug auf die Funktion. D.h., dass es auf Basis weniger Ansichten Objekte neu erlernen
kann und ihm dieses Wissen schnell zur Verfu¨gung steht. In beila¨ufigen Prozessen wird
dann, wenn das System nicht voll ausgelastet ist, das LTM erstellt, welches eine deutlich
gro¨ßere Anzahl an Objekten robust erkennt. Die beiden Geda¨chtnisprozesse erga¨nzen
sich jedoch nicht inkrementell. Eine Weiterentwicklung dieser Idee stellten Kirstein u. a.
(2008) mit einem Objekterkennungssystem vor, welches online durch Interaktion seine
Objekterkennungsperformanz erho¨hen kann und dabei inkrementell auf den vom STM
erstellten Repra¨sentationen von Objekten das LTM aufbaut.
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Entwicklungsumgebung
Im vorangegangenen Kapitel ist der Stand der Forschung dargelegt worden. Darauf auf-
bauend wird nun die Entwicklungsumgebung des im Rahmen dieser Arbeit entstandenen
Systems vorgestellt. Die Entwicklungsumgebung besteht im Einzelnen aus dem verwen-
deten Szenario, der Hardware sowie der verwendeten Software-Entwicklungsumgebung.
4.1 Szenario und Systemaufbau
Fu¨r die Entwicklung eines trainierbaren Objekterkenners fu¨r allta¨gliche Anwendungen
sollte eine Umgebung gewa¨hlt werden, die sowohl rekonstruierbar ist als auch verschie-
dene Mo¨glichkeiten und Schwierigkeitsgrade bietet. Hier wurde ein gewo¨hnliches Bu¨ro
gewa¨hlt, welches diese Bedingungen erfu¨llt. Ein Bu¨ro bietet einerseits die Mo¨glichkeit
fu¨r die ersten Entwicklungsschritte unter Labor a¨hnlichen, eingeschra¨nkten Bedingun-
gen zu arbeiten, wie z.B. unter kontrolliertem ku¨nstlichen Licht bei heruntergelassenen
Vorha¨ngen auf einem aufgera¨umten Schreibtisch und mit statischer Kamera. Anderer-
seits werden bei einfallendem Tageslicht und in einem ”normalen” unaufgera¨umten Bu¨ro
ohne Einschra¨nkung des Blickfeldes mit einer mobilen Kamera sehr große Anforderungen
an ein solches System gestellt.
Nicht nur die Umgebung, sondern auch die Vielfalt an Objekten in einem Bu¨ro birgt
fu¨r die Entwicklung eines Objekterkenners eine große Spanne an Herausforderungen,
die es zu bewa¨ltigen gilt. Dabei bleibt die Entwicklungsumgebung nachvollziehbar bzw.
rekonstruierbar, da es eine Vielzahl an mehr oder weniger typischen Objekten gibt. Diese
Objekte unterscheiden sich stark im Hinblick auf verschiedene Parameter, wie Form,
Gro¨ße, Umriss etc.
In gewo¨hnlichen Bu¨ros geht die Spanne von kleinen kompakten Objekten, wie z.B.
einem Anspitzer, einer Tasse oder einem Tacker, bis hin zu einem Schreibtisch oder
einem Regal. Letztere sind allein durch ihre Gro¨ße immer nur teilweise sichtbar oder
teilweise verdeckt und liefern dadurch eine andere Anforderung an ein solches System.
Ebenso bieten die Umrisse von Objekten sehr unterschiedliche Schwierigkeitsgrade. Auch
hier reicht die Spanne von kleinen kompakten Objekten zu sehr kompliziert geformten
Objekten, die dazu auch noch eine große Variabilita¨t im Hinblick auf den Blickwinkeln
liefern, wie z.B. gro¨ßere Zimmerpflanzen.
Aufgrund dieser unterschiedlichen Anforderungen wurde das System in zwei Schritten
entwickelt. Die ersten Schritte fu¨r die Entwicklung des Subsystem zur Aufmerksamkeits-
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steuerung und fu¨r die Entwicklung und Evaluation des Subsystems zur Zeigegestener-
kennung, wie in Kap. 5 bzw. Kap. 7.2 beschrieben, wurden in einem statischen Szenario
durchgefu¨hrt. Die fortgeschrittene Entwicklung und die mobilen Fa¨higkeiten wurden in
der gleichen Umgebung (vgl. 4.1.1), allerdings mit einer mobilen AR-Ausru¨stung durch-
gefu¨hrt (vgl. 4.1.2).
4.1.1 Szenario mit statischer Kamera
Die ersten Schritte der Entwicklung fanden in einem Bu¨roszenario statt, in dem der Be-
nutzer vor seinem Schreibtisch sitzt und mit typischen Bu¨roobjekten hantiert. Wie in
Abb. 4.1 gezeigt liegen auf dem Schreibtisch vor dem Benutzer Objekte, wie ein Anspit-
zer, ein Tacker, ein Telefon etc. Im Regal hinter dem Benutzer ist eine statische Kamera
so montiert, dass sie die Region vor dem Benutzer in etwa aus seiner Blickrichtung
aufzeichnet.
Sowohl in dem statischen als auch in dem mobilen Scenario la¨uft das System unter
dem Betriebssystem Linux, welches eine stabile Unterstu¨tzung von IEEE 1394 Treibern
fu¨r den Betrieb von Firewire-Kameras bietet.
Im statischen Szenario wurde die digitale Firewire-Kamera DFW VL 500 von SONY
verwendet, die dem IEEE1394 Standard entspricht. Sie liefert eine Wiedergaberate von
30 Bildern pro Sekunde mit einer VGA-Auflo¨sung (640x480) in nicht komprimiertem
YUV (4:2:2). Die Kamera zeichnet sich durch ein 12-fach-Zoomobjektiv mit einstellba-
ren Parametern, wie Zoom, Iris und Fokus, aus. Die benutze Treibersoftware basiert
auf den Standardbibliotheken libdc1394 und libraw1394. Die Bibliothek libdc1394 wurde
entwickelt, um eine hochwertige Programmierschnittstelle fu¨r die Kontrolle von IEEE
1394 Kameras, welche die 1394 basierte Digitale Kamera Spezifikation erfu¨llen, anzu-
bieten. Die Bibliothek libraw1394 liefert direkten Zugriff auf den IEEE 1394 Bus. Die
verwendeten Linux-Treiber sind ieee1394, raw1394 und ohci1394.
4.1.2 Mobiles Szenario
Im Zentrum der Arbeit stand die Entwicklung des mobilen Systems, welche ebenfalls im
Bu¨ro stattfand. Im Unterschied zum statischen Szenario ist der Benutzer nicht darauf
eingeschra¨nkt, sich in dem von der statischen Kamera beobachteten Bereich zu bewe-
gen, sondern kann sich frei im Bu¨ro bewegen. In diesem Szenario tra¨gt der Benutzer
eine AR-Apparatur wie die in Abb. 4.2. Die Basis dieser Apparatur besteht aus einem
handelsu¨blichen Bergsteigerhelm. Dieser kann verha¨ltnisma¨ßig bequem getragen werden
und bietet die Mo¨glichkeit zur Montage der beno¨tigten elektrischen Gera¨te. Auf dem
Helm sind zwei ”ku¨nstliche Augen” in Form von zwei kleinen Kameras angebracht, die
die Umgebung anna¨hernd in Blickrichtung des Benutzers aufnehmen. Die aufgenommene
Bildsequenz der Kameras, bei Bedarf u¨berlagert mit Systeminformationen, wird direkt
in ein Display eingeblendet, welches sich unterhalb der Kameras und somit direkt vor
den Augen des Benutzers befindet. Daneben kommt ein Funkmikrofon als ein Weg zur
Kommunikation mit dem System zum Einsatz.
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Abbildung 4.1: Links: Der Benutzer sitzt vor seinem Schreibtisch und zeigt auf ein Ob-
jekt vor ihm (hier ein Anspitzer). Rechts: Die am Regal montierte Ka-
mera hinter und oberhalb des Benutzers im statischen Szenario.
Das Stereo-Kamerapaar besteht aus FIRE-I CCD Webcams der Firma UNIBRAIN.
Fu¨r die mobile Anwendung sind sie aufgrund der leichten Bauweise gut geeignet. Zudem
liefern sie ein gutes Bild in einer VGA-Auflo¨sung mit einer Bildwiederholrate von bis
zu 30 Bildern pro Sekunde (YUV 4-1-1). Die Treibersoftware basiert ebenfalls auf den
Bibliotheken libdc1394 und libraw1394.
Fu¨r die Darstellung des Bildes wird das 3-D I-Visor 4400VPD Display benutzt. Die
Auflo¨sung des wiedergegebenen Bildstroms ist SVGA, also mit einer Auflo¨sung von 800
mal 600 Pixeln in Stereo mit 60, 70 und 75 Hz im VESA-Standard-Modus. Das Blickfeld
fu¨r beide Augen hat jeweils eine Ausdehnung von 31 Grad.
Fu¨r die Spracheingabe wurden Komponenten der kabellosen Serie ew 100 G2 von
SENNHEISER verwendet. Zum einen sind das das mobile, am Kopf befestigte Mikrofon
ME3, verbunden mit dem tragbaren Receiver EK 100 G2, und zum anderen der statische
Empfa¨nger EM100G2.
Das mobile System wurde in zwei Varianten entwickelt: einerseits als selbststa¨ndiges
Demonstrationssystem und andererseits als Komponente eines mit kabellosem Netz-
werk verbundenen Gesamtsystems. Im selbsta¨ndigen System werden alle Berechnungen,
die Visualisierung, die Verarbeitung des Sprachinputs etc. auf einem 1.8 GHz Laptop-
Computer der Firma DELL ausgefu¨hrt, welcher auf einem eigens dafu¨r modifizierten
Rucksack getragen werden kann. Durch diese Einschra¨nkung der verfu¨gbaren Rechner-
kapazita¨t und der Voraussetzung der Echtzeitfa¨higkeit sind einige Algorithmen fu¨r die
Demonstrationsversion angepasst worden. Z.B. wurde das Aufmerksamkeitsmodul, wie
in Kapitel 5 beschrieben, weitestgehend minimiert, soweit das die Erhaltung der wesent-
lichen Charakteristik zuließ.
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Abbildung 4.2: Benutzer mit dem mobilen System. Das Kamerabild der zwei kleinen
am Helm befestigten Kameras wird in das Display eingeblendet und mit
Systeminformationen erga¨nzt.
Als Komponente des Gesamtsystems wurde ein Datenaustausch zwischen dem
mobilen System und einem Rechnernetzwerk mittels kabelloser Netzwerkverbindung
gewa¨hrleistet. In diesem Falle kamen die optimierten Algorithmen zum Einsatz (die
genaue Beschreibung folgt in den einzelnen Kapiteln).
4.2 Die Software-Entwicklungsumgebung NESSY
Als Programmierumgebung dient das von Gunther Heidemann entwickelte NESSY1.
NESSY steht fu¨r ”NEural viSion SYstem”. Diese Softwareumgebung bietet dem Ent-
wickler eine große Anzahl an Computervision und Neuronale Netze Bibliotheken in der
Programmiersprache C, eine hoch entwickelte Programmierumgebung, um vielschichtige
Prozessarchitekturen zu konstruieren und eine ma¨chtige grafische Benutzeroberfla¨che mit
der Mo¨glichkeit laufende Prozesse zu kontrollieren und ggf. Fehler zu beseitigen. Die Bi-
bliotheken bieten eine Vielzahl an implementierten Funktionen und Algorithmen. Diese
reichen von einfachen Vektor- und Matrixoperationen u¨ber Bildfilter, Schnittstellen fu¨r
den Zugriff auf Kameras bis hin zu Implementierungen von umfangreichen Algorithmen,
1http://www.techfak.uni-bielefeld.de/ags/ni/projects/compvis/Nixdorf/hp/NEssyEn.html
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Abbildung 4.3: Grafische Oberfla¨che der Programmierumgebung NESSY. Links: Im
Schaltplanfenster stehen einzelne Operatoren u¨ber Dra¨hte als Symbol
fu¨r stattfindenden Datenaustausch in Verbindung. Rechts: Im laufenden
System ko¨nnen die Parameter jedes dieser Operatoren u¨ber eine grafische
Benutzerschnittstelle vera¨ndert werden.
wie dem in Kapitel 6 beschriebenen VPL-Klassifikator.
Abb. 4.3 zeigt ein Beispiel fu¨r die grafische Oberfla¨che mit der Visualisierung des so-
genannten NESSY-Schaltplanes”, welcher den Verarbeitungsablauf der Bild- und Merk-
malsverarbeitung widerspiegelt. Es gibt in dem typischen NESSY-Schaltplan drei Arten
von grafischen Symbolen, die jeweils mit Dra¨hten als Symbol fu¨r stattfindenden Da-
tenaustausch verbunden sind. Die blauen Symbole stehen fu¨r einzelne Operatoren mit
dahinter liegender unterschiedlicher Komplexita¨t, die von einfachen Bildfiltern bis zum
Klassifikator reichen. Die grauen Symbole geben die einzelnen Bilder von den Eingabe-
bildern einer oder mehrerer Kameras u¨ber die Zwischenergebnisse der Operatoren bis zu
den Ergebnisbildern wieder. Neben der Mo¨glichkeit, Ergebnisse von Operatoren in Form
von Bildern zu u¨bergeben, symbolisieren die orangen Icons die U¨bergabe von Parame-
tern anderer Datenformate. Klickt man auf die Operatorensymbole, erscheint ein Fenster
(siehe Abb. 4.3, rechts), mit dem zur Laufzeit des Programmes Parameter gea¨ndert wer-
den ko¨nnen und so die Operatoren an die gegebenen Anforderungen anpasst werden.
Wa¨hlt man die Bildsymbole, kann man sich die einzelnen Bilder, z.B. das Ergebnis ei-
ner Faltungsoperation, in beliebiger Gro¨ße darstellen lassen. Zusa¨tzlich ko¨nnen in diesen
Fenstern errechnete Ergebnisse, wie z.B. Fokuspunkte, eingeblendet werden.
Durch diesen modularen Aufbau ist NESSY insbesondere fu¨r die Entwicklung kom-
plexer Systeme sehr gut geeignet. Die Funktionalita¨t ermo¨glicht es, in einem komplexen
System die Verarbeitungsergebnisse einzelner Module zur Laufzeit zu sehen und somit
sowohl die Funktionsweise als auch die Parameter je nach Notwendigkeit fu¨r das Gesamt-
system zu variieren. Die im weiteren Verlauf vorgestellten Module des Systems basieren
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dabei zum Teil aus einer Kombination mehrerer Operatoren und zum Teil aus einzelnen
Operatoren. Diese Operatoren stammen entweder aus den umfangreichen Bibliotheken
oder sie wurden speziell fu¨r dieses System entwickelt.
Ein weiterer Vorteil von NESSY ist das komfortable Zusammenstellen des Schalt-
plans durch eine einfach aufgebaute Konfigurationsdatei. Dadurch kann der Verarbei-
tungsablauf in ku¨rzester Zeit vera¨ndert oder es ko¨nnen einzelne Module ausgetauscht
werden. Aufgrund dieser Vielseitigkeit wurde NESSY gewa¨hlt, da es sich bereits in vor-
herigen Projekten als stabiles, variables und komfortables Werkzeug in verschiedensten
Bildverarbeitungs- und Neuronale-Netze-Anwendungen gezeigt hat und somit als Basis
fu¨r die Entwicklung des Online-Lernsystems sehr gut geeignet ist.
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Teil II
Basiskomponenten
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Nach der Darlegung der Anforderungen an eine ”Brille mit Geda¨chtnis” in Teil I
der Arbeit, werden in diesem Teil die Basiskomponenten des Gesamtsystems vorgestellt,
damit in dem anschließenden Teil das Zusammenwirken dieser Komponenten fu¨r die
komplexen Mensch-Maschine-Interaktionen des lernfa¨higen Systems beschrieben werden
kann.
Das in dieser Arbeit beschriebene mobile Augmented-Reality-System wurde entwickelt,
um zur Laufzeit visuelles Objektwissen zu erlernen und dieses einem Benutzer verfu¨gbar
zu machen. Fu¨r die komfortable Verwendung eines trainierbaren, mobilen Systems ist die
Basis eine robust funktionierende natu¨rliche Mensch-Maschine-Kommunikation. Diese
wird genutzt, um durch die intelligente Verknu¨pfung des Expertenwissens des Benutzers
die Leistungsfa¨higkeit der Maschine nach dem bereits vorgestellten Prinzip des ”human-
in-the-loop” zu steigern. Das menschliche Expertenwissen wird dabei zum einen bei der
Steuerung der visuellen Aufmerksamkeit und zum anderen bei den Lernprozessen verwen-
det. Da weder eine Tastatur noch eine Maus oder andere zusa¨tzliche Eingabegera¨te ver-
wendet werden sollen, ist fu¨r die Mensch-Maschine-Kommunikation die Verwendung von
Sprache und Gestik obligatorisch. Dabei sind drei Kategorien von Aufgaben zu bewa¨ltigen:
• Die Kommunikation mit dem System u¨ber die Umgebung, d.h. vor allem das Len-
ken der Aufmerksamkeit auf Objekte und die Anfrage nach bereits ins Geda¨chtnis
eingepra¨gten Objekten.
• Die Kontrolle des Systems, wie z.B. das Wechseln zwischen den einzelnen System-
funktionen und den dazugeho¨rigen Anzeigemodi.
• Die Readaptation der Mensch-Maschine-Schnittstelle fu¨r den Fall, dass durch ex-
terne Faktoren, wie vera¨nderte Beleuchtungsbedingungen oder starke Umgebungs-
gera¨usche, die Kommunikation gesto¨rt wird.
In diesem Teil werden die Basiskomponenten fu¨r die Mensch-Maschine-Interaktion be-
schrieben und in Teilen bereits evaluiert. Das robuste Funktionieren dieser Basiskompo-
nenten ist die Voraussetzung fu¨r die spa¨ter beschriebenen komplexen Mensch-Maschine-
Interaktionen, die Hauptaufgaben des Systems, also das Iterative Labeln von Bilddaten,
das Online-Lernen von Objekten und deren Abfrage. Die Basiskomponenten des Systems
sind die Module fu¨r die visuelle Aufmerksamkeit, welche die Referenzierung von Objek-
ten mit Hilfe von Zeigegestenerkennung integriert, und die durch Sprache und Gestik
gesteuerte Menu¨kontrolle. Durch die Anforderung an das System, in Echtzeit zu arbei-
ten, mu¨ssen Wege gefunden werden, um mit der hochdimensionalen Mannigfaltigkeit im
Pixelraum durch das vielgestaltige Bild von Objekten unter unterschiedlichsten Bedin-
gungen und Ansichten umzugehen. Bei der Beschreibung der einzelnen Module werden
daher an verschiedenen Stellen Verfahren vorgestellt, mit denen man die Komplexita¨t
des Problems erheblich reduzieren kann. Im darauf folgenden Teil wird dann das Zusam-
menwirken dieser Komponenten fu¨r die komplexen Aufgaben des Systems beschrieben.
Die Abb. 4.4 zeigt die verschiedenen Mensch-Maschine-Kommunikationskana¨le des ent-
wickelten Systems, welche sich aus den Systemanforderungen ergeben.
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Abbildung 4.4: U¨berblick u¨ber die verschiedenen Mensch-Maschine-Kommunikations-
kana¨le.
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Aufmerksamkeit
Grundlage fu¨r die Funktionalita¨t der anvisierten Brille mit Geda¨chtnis ist das Speichern
von Wissen u¨ber die Aufenthaltsorte von Objekten in der Umgebung des Benutzers.
Die Erstellung eines visuellen Objektgeda¨chtnisses teilt sich in den meisten aktuellen
ku¨nstlichen Objekterkennungsarchitekturen in die beiden Komponenten der Objektlo-
kalisation und der Objektklassifikation. Objektlokalisation, also das Auffinden von Ob-
jekten im Bild, wird dabei von einem artifiziellen Aufmerksamkeitssystem bewerkstelligt,
um geeignete Orte im Bild zu finden, welche dann von dem Erkennungssystem auf das
Vorkommen von bekannten und unbekannten Objekten untersucht wird.
Wie bereits in Kaptitel 3 beschrieben gibt es neuere Ansa¨tze (wie z.B. Bax (2007)),
welche versuchen, beide Aufgaben mit dem gleichen ku¨nstlichen neuronalen System zu
bewerkstelligen. In dieser Arbeit wird jedoch aufgrund von verschiedenen Funktionen,
die beno¨tigt werden, insbesondere fu¨r die Integration des menschlichen Expertenwissens,
diese Funktionalita¨t aufgeteilt in ein ku¨nstliches Aufmerksamkeitssystem und ein auf
neuronalen Netzen basierenden Objekterkenner. Im Gegensatz zu integrierten Systemen
dient das Aufmerksamkeitssystem nicht nur als Lieferant fu¨r mo¨gliche Orte von Objekten
im Bild, sondern ermo¨glicht zum einen die Steuerung der Aufmerksamkeit durch den
Benutzer und zum anderen die Erkennung von Bewegungen des Benutzers, welche sowohl
fu¨r die Interaktion mit dem System als auch fu¨r die semiautomatische Erstellung einer
Bilddatenbank (siehe Kaptitel 10) beno¨tigt wird.
5.1 Ku¨nstliche visuelle Aufmerksamkeit
Die ku¨nstliche visuelle Aufmerksamkeit ist ein komplexes Gebiet in der Informatik und
wird auf unterschiedliche Art und Weise in ku¨nstlichen Systemen realisiert. Die Art der
Realisierung einer ku¨nstlichen Aufmerksamkeit ist in den meisten Systemen biologisch
motiviert und basiert auf dem Wissen von der visuellen Aufmerksamkeit des Menschen,
bzw. von Primaten. Diese kann man mit einem Scheinwerfer vergleichen, der von einem
Ort zum anderen wechselt, dabei Regionen u¨berspringt, um dann eine Zeit auf einer
interessanten Region zu verweilen.
Diese Aufmerksamkeit ist nicht gleichzusetzen mit der Augenbewegung. Die Verschie-
bung der visuellen Aufmerksamkeit ist etwa viermal schneller. Jedoch ist nach der
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Independence-Hypothese, welche von der Mehrheit der Aufmerksamkeitsforscher ver-
treten wird, die Verschiebung der visuellen Aufmerksamkeit zwar ein eigensta¨ndiger
Prozess, sie ist aber nicht vo¨llig unabha¨ngig von der Augenbewegung (Sheperd, 1986).
Fu¨r die Perzeption von Objekten spielt die visuelle Aufmerksamkeit eine entscheidende
Rolle. Nach dem heutigen Stand der Forschung besteht die Perzeption von Objekten beim
Menschen aus drei hintereinander ablaufenden Schritten:
• Ein Bild von einem Objekt und seiner Umgebung wird auf das visuelle System
projiziert. Atomare Merkmale werden schon hier detektiert (Graham, 1980).
• Ein Objekt wird aus der Umgebung heraus isoliert, indem nicht relevante Merkmale
verworfen werden.
• Die u¨brig gebliebenen relevanten Merkmale werden in einer fu¨r den Beobachter
zuga¨nglichen Form integriert (Treisman, 1980).
Diese drei Verarbeitungsstufen sind notwendig und laufen in dieser Reihenfolge ab. Bei
allen drei Stufen spielt die Aufmerksamkeit eine Rolle. Die bekannteste und anerkann-
teste Theorie u¨ber die visuelle Aufmerksamkeit ist die ”Feature Integration Theorie”
(FIT) von Treisman (Treisman, 1980, 1988, 1982, 1992). Nach der zentralen Pra¨misse
dieser Theorie ist fu¨r die korrekte Wahrnehmung von Objekten die fokale Aufmerk-
samkeit essentiell (Treisman, 1980). Die FIT wurde in neueren Untersuchungen immer
wieder diskutiert (wie z.B. in Duncan (1992)) und leicht gea¨ndert (Treisman, 1992), die
grundsa¨tzlichen Eigenschaften der Theorie sind aber weitestgehend unbestritten. Die
Theorie basiert auf der Unterteilung der visuellen Aufmerksamkeit in die endogene und
die exogene Aufmerksamkeit. Die exogene Aufmerksamkeit wird nur durch die Stimu-
li im visuellen Feld hervorgehoben, ist also rein datengetrieben und wird daher auch
als pra¨attentive oder ”Bottom-up”-Aufmerksamkeit bezeichnet. Ihr steht die endoge-
ne Aufmerksamkeit gegenu¨ber, die willentlich getrieben ist, und auch als ”Top-down”-
Aufmerksamkeit bezeichnet wird. Die Trennung der beiden Arten von Aufmerksamkeit
gelang durch die sogenannten ”Precuing” Experimente. Hierbei wird Aufmerksamkeit
von Probanden auf ein Target gelenkt, nachdem man bei ihnen eine gewisse Erwartung
fu¨r bestimmte Bereiche geweckt hat (Schneider, 1977).
Die Grundlage der FIT ist, dass fu¨r die visuelle Aufmerksamkeit pra¨attentiv einzelne
Merkmale parallel vom visuellen System ausgewertet und in Form von intradimensio-
nalen und retinotopen Merkmalskarten (im engl. als feature maps bezeichnet) verwaltet
werden. Darauf basierend folgt dann die endogen beeinflusste Komponente.
Durch diese Art der Verarbeitung findet die Theorie ebenfalls Einzug in viele
ku¨nstliche visuelle Systeme, da Merkmale direkt aus dem Bild heraus und modular ver-
arbeitet werden. Somit besteht die Mo¨glichkeit, vorhandene Bildverarbeitungsmethoden
zu verwenden und miteinander und mit neuen Methoden zu kombinieren.
Das in dieser Arbeit entwickelte System beruht ebenfalls auf der Feature Integration
Theorie und basiert auf Arbeiten von Rae (2000) und Heidemann (1998a). Es a¨hnelt in
der Verarbeitung der datengetriebenen Komponenten dem Aufmerksamkeitssystem von
Backer u. a. (2001) fu¨r die Blickrichtungskontrolle eines Active Vision Systems. A¨hnliche
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Architekturen verwenden Walther u. a. (2002a) und Itti u. a. (1998), welche teilweise auf
dem hierarchischen Modell von Walther u. a. (2002b) basieren.
Die hier vorgestellte Architektur ermo¨glicht es, sich einer der gro¨ßten Herausforde-
rungen in der Mensch-Maschine-Kommunikation zu stellen, na¨mlich dem Erzielen eines
gemeinsamen Aufmerksamkeitsfokus von Mensch und Maschine.
Ein ku¨nstliches Aufmerksamkeitssystem, welches u¨ber die Integration verschiedener
Merkmalskarten arbeitet, muss fu¨r die Objektlokalisation zuerst die Regionen im Bild
finden, die sich als potentielle Kandidaten fu¨r den Aufenthaltsort von Objekten eignen,
die sogenannten ”regions of interest” (kurz ROI). Diese ROIs werden dabei u¨ber die Aus-
wertung verschiedener Merkmale, wie Farbe, Ecken, Kanten, Symmetrien etc., bestimmt.
In diesen Regionen mu¨ssen dann stabile Fokuspunkte (kurz FP) gefunden werden, wel-
che als Zentren fu¨r die Erkennung von Objekten aufgrund von Bildausschnitten dienen.
Diese FPs ko¨nnen einerseits Maxima von Merkmalskarten oder aber die Zentren von
ROIs sein (fu¨r Details vergleiche (Heidemann, 1998a)).
5.2 Referenzierung von Objekten
Die rein datengetriebene Fokussierung der Aufmerksamkeit wird in der hier vorgestellten
Architektur u¨ber die Erkennung von Zeigegesten und deren Integration gesteuert, um
eine gemeinsame Aufmerksamkeit von Mensch und Maschine zu erreichen. Im Gegen-
satz zu den meisten anderen Systemen wird diese Aufgabe hier nicht u¨ber die spa¨tere
Verarbeitung auf einer symbolischen Ebene erreicht, sondern bereits auf einem subsym-
bolischen Level. Es wird im Folgenden ein Aufmerksamkeitssystem vorgestellt, welches
neben dem Auffinden von interessanten Bildregionen durch die Auswertung von einfa-
chen, bottom-up-verarbeiteten Bildmerkmalen auch die Steuerung der Aufmerksamkeit
top-down durch Zeigegesten des Benutzers ermo¨glicht. Durch die Integration des Ex-
pertenwissens des Menschen, welcher die Aufmerksamkeit des Systems durch eine Geste
steuern kann, auf einem subsymbolischen Level, werden verschiedene Nachteile beim
maschinellen Auswerten von Zeigegesten umgangen. Wenn eine Person einer anderen
etwas zeigt, wird die Geste nicht mit extrem hoher Pra¨zision gemacht, sondern der Zei-
gende setzt ein gewisses Versta¨ndnis des Kommunikationspartners u¨ber die gemeinsam
betrachtete Umgebung voraus. Des Weiteren sind deiktische Gesten ohne sprachliche
Erla¨uterungen nicht pra¨zise (McNeil, 1992; Wexelblat, 1998; Quek u. a., 2002). Wenn
mehrere Objekte auf einem Tisch stehen und auf eines gezeigt wird, dann reicht es dem
Gegenu¨ber, wenn klar ist, in welche ungefa¨hre Richtung gezeigt wird, wenn also klar fu¨r
ihn erkennbar ist, dass die Zeigerichtung einem Objekt am na¨chsten ist. Es ist dadurch
nicht notwendig, dass die Zeigerichtung in einer maximal zu erreichenden Genauigkeit
erkannt wird, da sie einerseits nicht so genau ausgefu¨hrt wird und andererseits durch
Nutzen von Kontextinformationen nicht so exakt interpretiert werden muss. Der Kon-
text besteht hier aus der Kenntnis der Orte von Objekten, die mo¨glicher Weise gemeint
sein ko¨nnten. Dadurch wird die Auswertung der Zeigegeste auf einige wenige diskrete
Werte beschra¨nkt. Diese Art des Umgangs mit menschlichen Zeigegesten wird hier durch
die subsymbolische Integration der ausgewerteten Zeigegeste erreicht. Diese Integration
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wird u¨ber die Repra¨sentation des visuellen Aufmerksamkeitsfokus in Form einer soge-
nannten kortikalen Karte erreicht. Die kortikale Karte ermo¨glicht eine Verarbeitung der
visuellen Aufmerksamkeit, die der FIT von Treisman a¨hnelt, und hat folgende Vorteile:
• Durch die rein datengetriebene Bestimmung mo¨glicher Aufenthaltsorte von Objek-
ten erha¨lt das System ein basales Versta¨ndnis von der Umgebung. Dies ermo¨glicht
die Einschra¨nkung der kontinuierlichen Zeigerichtungsmo¨glichkeiten auf einen dis-
kreten Satz. Kontextfreie Aufmerksamkeitsmechanismen, wie die Detektion von
Entropy, Symmetrie und von Kanten, liefern mo¨gliche ROIs. Dadurch ”antizipiert”
das System mo¨gliche Ziele der Zeigegesten.
• Die Verarbeitung der Aufmerksamkeit durch zweidimensionale Karten ermo¨glicht
ebenfalls eine einfache Integration symbolischer Information. So ko¨nnen durch
Sprachsteuerung mit Kommandos, wie ”weiter links” oder ”dahinter”, Teilregionen
in Bezug auf den aktuellen Aufmerksamkeitsfokus im Bild ausgeblendet werden.
• Die subsymbolische Integration der Zeigegeste ermo¨glicht eine bessere Mensch-
Maschine-Kommunikation, da die subsymbolische Verarbeitung gut durch ein aku-
stisches Feedback ru¨ckgemeldet werden kann und somit dem Benutzer hilft, das
System zu steuern.
Im Folgenden wird zuerst ein U¨berblick u¨ber die Verarbeitungsarchitektur fu¨r die be-
nutzergesteuerte visuelle Aufmerksamkeit gegeben. Anschließend werden die einzelnen
Merkmalskarten und deren Integration in die kortikale Karte vorgestellt und die Anpas-
sung der Merkmale an verschiedene Doma¨nen beschrieben. Erst danach wird die Erken-
nung der Zeigegesten erla¨utert, welche gemeinsam mit weiteren mo¨glichen endogenen
benutzergesteuerten sogenannten Manipulatorkarten in die visuelle Aufmerksamkeitsbe-
rechnung einfließen kann.
5.3 Verarbeitungsarchitektur des Aufmerksamkeitssystems
Die Abbildung 5.1 zeigt die Architektur fu¨r die Verarbeitung der benutzergesteuerten
visuellen Aufmerksamkeit. Auf Basis der Kamerabilder werden zuerst drei Merkmals-
karten berechnet. Die Merkmalskarten ko¨nnen grundsa¨tzlich variiert werden. Hier hat
sich eine Kombination von Merkmalskarten unter der Verwendung der lokalen Entropy,
der Symmetrie und der Grauwertkanten bewa¨hrt. Das ATM-Modul (engl. fu¨r Attention
Modul) berechnet aus den basalen Merkmalskarten eine gewichtete Summe u¨ber eine
adaptive Gewichtungsfunktion. Die Maxima dieser Berechnung korrespondieren mit den
Bereichen, die mo¨glicher Weise fu¨r das System interessant sind, und dienen als mo¨gliche
Ziele fu¨r die Referenzierung des Benutzers durch eine Zeigegeste.
Parallel dazu la¨uft die Zeigegestenerkennung. Diese beginnt mit der Hautfarbenseg-
mentierung. Fu¨r die Entwicklung der Zeigegestenerkennung wurde einerseits die vorge-
stellte AR-Apparatur verwendet und andererseits eine kleine an einer handelsu¨blichen
Brille befestigte Kamera, welche eine geringere Brennweite hat und somit einen gro¨ßeren
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Abbildung 5.1: Prozessarchitektur fu¨r die Integration der Zeigerichtung in die Aufmerk-
samkeitssteuerung inklusive auditivem Feedback.
Bildausschnitt liefert. Je nach verwendeter Kamera kann somit einerseits die komplet-
te Hand im Bild sein und andererseits nur der zeigende Finger. Fu¨r beide Fa¨lle wurde
eine Erkennung der Zeigegeste entwickelt. Der Klassifikator (als VPL bezeichnet, siehe
Kap. 6) klassifiziert dann, ob es sich bei dem gefundenen Bildausschnitt um eine Zeige-
geste handelt oder um ein anderes Objekt, bzw. eine nicht zeigende Hand handelt. Wenn
eine zeigende Hand erkannt wurde, ist das Klassifikationsergebniss eine Scha¨tzung der
2D-Zeigerichtung. Die gefundene Richtung wird anschließend durch den SST (Akronym
fu¨r engl. Symbol Signal Transformer) wieder auf die subsymbolische Ebene transfor-
miert. Dabei wird eine sogenannte Manipulatorkarte erstellt, welche multiplikativ auf der
gewichteten Summe der berechneten Merkmalskarten im ATM-Modul u¨berlagert wird.
Dadurch werden die Aufmerksamkeitsmaxima in Zeigerichtung hervorgehoben, wa¨hrend
andere Maxima unterdru¨ckt werden. Um dies zu erreichen, besteht die Manipulator-
karte aus einem Konus mit hoher Gewichtung in Zeigerichtung, die zu beiden Seiten
gaussfo¨rmig abnimmt und im Zentrum der zeigenden Hand beginnt. Die so bestimm-
te Objektreferenz wird in der AR-Apparatur bei Bedarf hervorgehoben. Das Wechseln
von einem bottom-up-verarbeiteten Aufmerksamkeitsmaximum des ATM-Moduls zum
Na¨chsten bei variierender Zeigegeste wird im FSD-Modul (Akronym, engl. fu¨r Focus
Shift Detection) verarbeitet und akustisch wiedergegeben.
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5.4 Merkmalskarten
Im Folgenden werden die im Prototypen verwendeten Merkmalskarten vorgestellt. Diese
Karten wurden gewa¨hlt, da sie ein breites Spektrum an fu¨r den Menschen wichtigen
Bildmerkmalen abdecken und somit je nach erforderlichen Aufgaben bestimmte Merk-
male hervorgehoben werden ko¨nnen. Da die Verarbeitung auf einzelnen Karten basiert,
ist eine Erga¨nzung bzw. ein Austausch leicht mo¨glich.
5.4.1 Entropie
Lokale Entropie als Kriterium fu¨r die Interessantheit eines Bildes zu verwenden, basiert
auf der Informationstheorie, die von Shannon eingefu¨hrt wurde (Shannon, 1948). Die
zugrunde liegende Annahme ist, dass sich interessante Bereiche in einem Bild durch
ein hohes Maß an Entropie auf der Pixelebene auszeichnen. Die hier benutzte Methode
basiert auf den Arbeiten von Kalinke und von Seelen (1996). Dieser Algorithmus wurde
schon erfolgreich in anderen Bildverarbeitungsarchitekturen angewendet (Kalinke und
Handmann, 1997; Handmann u. a., 2000). Der Berechnung der Entropiekarte ME liegen
die Grauwerte, gewo¨hnlich in niedriger Auflo¨sung, zugrunde. Die Berechnung folgt der
Gleichung:
ME(x, y) = −
∑
q
P (x, y, q) · logP (x, y, q), (5.1)
P (x, y, q) =
N (x, y, q)∑
q′
N (x, y, q′) . (5.2)
Hierbei bezeichnet N (x, y, q) das Histogramm der Grauwerte innerhalb eines nE × nE-
Fensters um das Pixel (x, y) (wobei gelten muss nE ≥ 3 und ungerade) mit q als Index
fu¨r den Histogrammeintrag. Die Histogrammauflo¨sung sollte so gewa¨hlt werden, dass die
Anzahl der Gruppierungen NB nicht zu groß gewa¨hlt wird, um zu gewa¨hrleisten, dass
(nE)2 Werte der Pixel im Fenster noch zu einer guten Approximation der Grauwertver-
teilung fu¨hren ko¨nnen. Details zur Parametrisierung werden in Kapitel 5.5.1 vorgestellt.
Der entscheidende Parameter bei der Berechnung ist die Fenstergro¨ße in Verbin-
dung mit der Auflo¨sung des Intensita¨tsbildes. Diese Relation bestimmt die Ausdeh-
nung von Mustern, die dadurch hervorgehoben werden. Wenn ein sehr kleines Fenster
gewa¨hlt wird, tendiert die Entropiekarte wie ein Kantendetektor dazu, nur kleine Struk-
turen, bzw. Grauwerta¨nderungen mit geringer Ausdehnung hervorzuheben. Diese Auf-
gabe u¨bernimmt in diesem System der Harrisdetektor (siehe Kap. 5.4.2). In den meisten
Anwendung wird hier eine Fenstergro¨ße von nE = 7 und eine Quantisierung von NB = 4
gewa¨hlt um die Aufmerksamkeit auch noch auf gro¨ßere Objekte in dem Szenario zu
lenken. Die Variabilita¨t der Verwendung der Entropiekarte wird in Abbildung 5.2 wie-
dergegeben. Die Abbildung zeigt zwei unterschiedliche Parametrisierungen, welche dazu
fu¨hren, dass in einem Fall große Objekte, wie eine Person oder eine Zimmerpflanze, her-
vorgehoben werden und im anderen Fall kleine Objekte auf einem Schreibtisch, wie ein
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Abbildung 5.2: Entropiekarten fu¨r verschiedene Doma¨nen. Oben: Segmentierung großer
Objekte (Pflanze, Poster, Person) in einer Bu¨roumgebung (Bildgro¨ße
320 × 240, zweifach verkleinert, nE = 15, NB = 3). Unten: Die Pa-
rameter sind so gewa¨hlt, dass die Entropiewerte der Objekte groß und
die der dahinter liegenden Textur (Holz, Skript) vernachla¨ssigt werden.
(Bildgro¨ße 320× 240, zweifach verkleinert, nE = 11, NB = 2).
Stift oder Anspitzer. Bei der spa¨teren Berechnung der ROIs durch den Grassfirealgorith-
mus liefern diese Karten jeweils ganz unterschiedlich dimensionierte zusammenha¨ngende
Regionen (siehe Kap. 5.7).
Grundsa¨tzlich kann Entropieberechnung auch auf Farbbilder erweitert werden. Dies
fu¨hrt allerdings zu einer sehr viel aufwa¨ndigeren Quantisierung. Da NB, die Anzahl der
Pixel, die zur Berechnung herangezogen werden, bei solch einer Anwendung klein ist,
kann keine sinnvolle Quantisierung fu¨r den hochdimensionalen Pixel-Farbraum gefunden
werden, sondern bedarf wiederum aufwa¨ndiger Anpassungen an die jeweilige Situation.
Dies mu¨sste je nach Applikation durch weitere Parameter erreicht werden, was neben
der erheblichen Erho¨hung des Rechenaufwands ein weiterer Grund war, weshalb hier die
Entropie nur auf dem Intensita¨tsbild ausgewertet wird.
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5.4.2 Harris
Die Merkmalskarte fu¨r die Hervorhebung von sehr kleinen Objekten und Objektdetails
sowie fu¨r Kanten und Ecken resultiert aus dem von Harris und Stephens vorgeschla-
genen Detektor (Harris und Stephens, 1988). Der Harrisdetektor wurde gewa¨hlt, da er
in zahlreichen Applikationen erfolgreich verwendet wird und sich im Vergleich zu ande-
ren Kantendetektoren als besser erwiesen hat (Schmid u. a., 2000). Er basiert auf der
Scha¨tzung der Autokorrelationsfunktion des Signals:
A(p) =
( 〈I2x〉W (p) 〈IxIy〉W (p)
〈IxIy〉W (p) 〈I2y 〉W (p)
)
, (5.3)
mit 〈 · 〉W (p) fu¨r die gewichtete Mittelung u¨ber ein FensterW (p) mit Pixel p als Zentrum.
Als Gewichtsfunktion innerhalb des Fensters wird eine Gauß-Funktion verwendet. Der
Wert des Detektors ist hoch, wenn beide Eigenwerte von A groß sind.
Zum Einsparen von Rechenzeit wird die Merkmalskarte wie folgt berechnet:
MHarris(p) = det(A)− α · (spur(A))2 . (5.4)
Die Varianz der gaußschen Gewichtsfunktion fu¨r die Komponenten von A innerhalb W
ist σ = 2. Der Wert fu¨r die Konstante α betra¨gt 0.06, wie von Schmid u. a. (2000)
vorgeschlagen.
5.4.3 Symmetrie
In einer ku¨nstlichen von Menschen erschaffenen Umgebung bietet sich die Symmetrie
als weiteres Merkmal fu¨r die Lenkung der Aufmerksamkeit geradezu an. Auch dieses
Merkmal ist biologisch motiviert. Bereits Bruce und Morgan (1954) und Locher und
Nodine (1987) zeigten durch gezielte psychologische Experimente, dass die visuelle Auf-
merksamkeit des Menschen stark durch symmetrische Strukturen gelenkt wird. In dem
hier vorgestellten System wird die lokale Grauwert-Symmetrie, wie von Reisfeld et al.
vorgestellt (Reisfeld u. a., 1995), verwendet. Wa¨hrend lokale Entropie fu¨r die Lokalisa-
tion gro¨ßerer Objekte unabha¨ngig von ihrer Struktur verwendet werden kann, fu¨hrt die
Symmetrie-Karte MSym zu einer sta¨rkeren Fokussierung auf Objektdetails, welche loka-
le Symmetrien aufweisen. Dass der Algorithmus von Reisfeld u. a. (1995) die ku¨nstliche
visuelle Aufmerksamkeit vergleichbar mit der menschlichen auf symmetrische Objekte
lenkt, konnte bereits durch Eyetracking-Experimente von Privitera und Stark (2000) ge-
zeigt werden. Die Symmetriekarte zeichnet sich weiterhin durch eine relative Unempfind-
lichkeit gegenu¨ber unterschiedlichen Blickwinkeln, Beleuchtungsa¨nderungen und leichten
Bildsto¨rungen aus, wie von Heidemann (2004b) gezeigt wurde. Fu¨r die Berechnung der
Symmetriekarte wurde der Algorithmus in einer effizienteren Version als das Original
von Reisfeld verwendet.
Das Ergebnis der Merkmalskarte MSym(p) an einem bestimmten Pixel p = (x, y)
basiert auf den beiden Ableitungen Ix(p), Iy(p), aus dem der Grauwertgradient GI(p) =√
Ix(p)2 + Iy(p)2 und seine Richtung θI(p) = arctan (Iy(p)/Ix(p)) berechnet werden
kann. Die Ableitungen Ix, Iy werden u¨ber 5 × 5 – Sobel-Filter bestimmt (vgl. Ja¨hne
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(1991)). Der Symmetriewert MSym(p) ist die Summe u¨ber alle Pixelpaare (pi, pj), die in
einer kreisfo¨rmigen Umgebung Γ(p) um das Pixel p mit dem Radius R liegen:
MSym(p) =
∑
(i,j)∈Γ(p)
PWF(i, j) ·GWF(i, j), (5.5)
Γ(p) = {(i, j) | (pi + pj)/2 = p ∧ ‖pi − pj‖ ≤ 2R } (5.6)
Hierbei steht PWF fu¨r die Phasengewichtungsfunktion (engl. fu¨r Phase Weight Func-
tion) und GWF fu¨r die Gradientengewichtungsfunktion (engl. fu¨r Gradient Weight Func-
tion). Die PWF ist ein Maß fu¨r den Likelihood-Scha¨tzung, dass die Gradienten γi, γj bei
pi, pj zu der Kontur eines symmetrischen Objektes geho¨ren:
PWF(i, j) = [1− cos(γi + γj)] · [1− cos(γi − γj)] , (5.7)
Dabei bezeichnen γi, γj die Winkel zwischen der Linie pipj , welche pi und pj verbindet
und dem dazugeho¨rigen Gradienten bei pi respektive pj . Die komplexe geometrische
Bedeutung der PWF wird ausfu¨hrlich in der originalen Arbeit beschrieben (Reisfeld
u. a., 1995). Die GWF gewichtet die Werte fu¨r die Pixel (pi, pj) ho¨her, wenn beide auf
Kanten liegen, da Kanten auf Objektgrenzen hindeuten:
GWF(i, j) = log(1 +GI(pi)) · log(1 +GI(pj)). (5.8)
Der Logarithmus fu¨hrt zu einer Abschwa¨chung des Einflusses von sehr starken Kan-
ten. Die Abb. 5.3 zeigt ein Beispiel fu¨r die Symmetriekarte MSym mit unterschiedli-
cher Parametrisierung von R, bei dem die Symmetriemaxima einerseits auf den kleinen
symmetrischen Kno¨pfen der Fernbedienung und andererseits im Zentrum der gro¨ßeren
Kno¨pfe auf der Tastatur liegen.
5.5 Doma¨nenanpassung
Das Aufmerksamkeitssystem dient zur Selektion mo¨glicher Orte von Objekten bzw. Ob-
jektteilen. Das Ausrichten der Aufmerksamkeit fu¨r die Selektion von Objekten oder die
Referenzierung von Objekten durch Zeigegesten bei der Kommunikation zwischen zwei
Personen wird durch Hintergrundwissen wesentlich gesteuert. Die semantische Bedeu-
tung der Aufforderung ”Gib mir mal den Anspitzer!” im Vergleich zu ”Nimm dir den
roten Stuhl!” fu¨hrt durch die endogene Aufmerksamkeitskomponente in einem Fall dazu,
dass das Gegenu¨ber nach einem kleinen, vorzugsweise auf einem Schreibtisch stehenden
Objekt sucht und in dem anderen Fall nach einem großen, roten auf dem Boden stehen-
den Objekt. Dieses Vorwissen fu¨hrt zu einem wesentlich zielgerichteteren Suchen. Das
Vorwissen u¨ber die Objektgro¨ße kann in dem vorgestellten System vom Menschen durch
Variation der Merkmalskartenparameter auf das Aufmerksamkeitsmodul u¨bertragen
werden. Auf den ersten Blick wirkt dies womo¨glich als wesentliche Einschra¨nkung. Wie
in dem oben geschilderten Beispiel fu¨hrt es jedoch dazu, dass bei dem ku¨nstlichen Sy-
stem das Fehlen des semantischen Versta¨ndnisses einer Szene durch die Interaktion mit
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Abbildung 5.3: Doma¨nenanpassung der Symmetriekarten. Die Bilder haben eine
Auflo¨sung von 320 × 240. Ein Symmetrieradius von R = 2 hebt die
Kno¨pfe der Fernbedienung hervor (oben), wa¨hrend die Symmetrie der
gro¨ßeren Objekte ignoriert wird. R = 5 fu¨hrt zu Symmetriewertmaxima
auf den einzelnen Tasten der Tastatur (unten).
dem menschlichen Experten kompensiert wird und somit die Kommunikation zwischen
Mensch und Maschine zielgerichteter ablaufen kann. Diese Parameteradaptation wird
durch die Verarbeitung der verschiedenen Merkmalskarten in dem Aufmerksamkeitsmo-
dul ermo¨glicht. Der Benutzer kann durch einfache Mensch-Maschine-Interaktion (siehe
Kap. 9) eine u¨berschaubare Menge von voneinander unabha¨ngigen Parametern variieren
und somit die Aufmerksamkeit des Systems bei Bedarf an die gewu¨nschte Objektdomai-
ne anpassen. Der zweite Aspekt des oben genannten Beispiels, die Fokussierung auf ein
Objekt in einer bestimmten Farbe, kann ebenfalls durch die Integration von geeigneten
Merkmalskarten und deren manipulierbarer Gewichtung hervorgehoben werden.
5.5.1 Parametrisierung der Merkmalskarten
Alle Parameter der drei vorgestellten Merkmalskarten aus den Kapiteln 5.4.1–5.4.3 die-
nen zur Ausrichtung der Aufmerksamkeit auf unterschiedliche Skalierungen. Die Skalie-
rungsparameter von ME und MSym sind die Fenstergro¨ße nE und der Radius R. Die
Abbildungen 5.2 und 5.3 zeigen jeweils zwei Beispiele, wie sich unterschiedlich gewa¨hlte
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Parameter zur Anpassung an bestimmte Doma¨nen auf die zu fokussierenden Objekte
auswirken. Große und mo¨glicherweise nicht symmetrische Objekte werden am besten
durch die Entropiekarte hervorgehoben. Demgegenu¨ber eignet sich die Symmetrie da-
zu, die Aufmerksamkeit auf kleine, symmetrische Objekte bzw. Objektteile zu lenken.
Da beide Merkmalskarten nur einen zu variierenden Parameter haben, ist die Selektion
einfach. Da die Entropiekarte vorzugsweise zur Detektion gro¨ßerer Objekte dient, eignet
sich zur Berechnung ein runterskaliertes Eingabebild. Dies hat den Vorteil, dass dadurch
erheblich an Rechenzeit gespart werden kann. Es muss nur beachtet werden, dass ggf.
fu¨r die Detektion notwendige Texturen durch die niedrigere Skalierung nicht verloren
gehen, sondern sichtbar bleiben.
Grundsa¨tzlich kann auch die Harriskarte MHarris durch Variation der Standardabwei-
chung σ der Gaußschen Gewichtungsfunktion an die Doma¨ne angepasst werden. Da aber
die lokale Berechnung besonders fu¨r die Detektion von kleinen Ecken und Kanten ent-
worfen wurde, wird sie auch hier fu¨r ihren urspru¨nglichen Zweck verwendet. Dabei wird σ
so klein wie mo¨glich gewa¨hlt, so dass es eben noch keinen Effekt auf die Kantendetektion
hat.
5.5.2 Integration anderer Merkmalskarten
Das System ermo¨glicht die Integration jeder mo¨glichen Art von Merkmalsdetektoren fu¨r
unterschiedlichste Applikationen, solange diese in Form einer Merkmalskarte MF (x, y)
abgebildet werden ko¨nnen. Dabei ist eine Normalisierung nicht notwendig, da diese durch
die Gleichungen des Algorithmus (Gl. 5.11, 5.12) der kortikalen Karte automatisch durch
den Adaptationsprozess ausgeglichen wird. Es ko¨nnen sowohl vo¨llig neue Merkmalsdetek-
toren integriert werden als auch weitere Instanzen der vorgestellten Merkmalskarten in
unterschiedlichen Parametrisierungen. So ko¨nnten verschiedene Entropiekarten mit Ein-
gabebildern in verschiedenen Auflo¨sungen fu¨r die Hervorhebung unterschiedlich großer
Objekte parallel verwendet werden.
Merkmalskarten, die auf Farbe basieren, ko¨nnen ebenfalls gut in das System integriert
werden. Ein Beispiel dafu¨r wa¨re die Verwendung einer von Heidemann (2004b) vorgestell-
ten Farbsymmetriekarte, welche besonders bei mangelndem Schwarz-Weiß-Kontrast zum
Einsatz kommen ko¨nnte. Da die Verarbeitung jedoch sehr rechenaufwa¨ndig ist, ist sie
eher perspektivisch einzusetzen, wenn zuku¨nftig neue Rechnergenerationen eine gestei-
gerter Rechnerperformanz bieten. Eine Mo¨glichkeit, die Aufmerksamkeit auf auffa¨llige
Farbpartien zu lenken, wird bei Fislage u. a. (1999) vorgestellt. Diese Farbmerkmale
wa¨ren besonders fu¨r Referenzierungen, wie im obigen Beispiel auf einen roten Stuhl, von
großem Nutzen.
5.6 Manipulator-Karten
Die Manipulatorkarten dominieren das Verhalten der Merkmalskarten durch die multi-
plikative U¨berlagerung bei der Berechnung der Kortikalen Karte (siehe Kap. 5.7).
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SST – Symbol Signal Transformer
Wie in der Abb. 5.4 der Prozessarchitektur des Aufmerksamkeitssystems gezeigt, liefert
die Hautfarbensegmentierung und der VPL-Klassifikator die Position der Hand (xH , yH)
und die Zeigegestenrichtung α (die ausfu¨hrliche Beschreibung folgt in Kap. 7.2 bzw.
Kap. 6). Diese beiden Informationen befinden sich auf der symbolischen Ebene und
werden durch die Manipulatorkarte MMm zuru¨ck auf die sub-symbolische Ebene trans-
formiert. Diese Karte besteht aus einem konusfo¨rmigen Strahl in Richtung der erkann-
ten Zeigerichtung mit gaußschem Abfall zu beiden Seiten. Dieser hebt die Werte der
Merkmalskarten MFi a¨hnlich wie der Lichtkegel eines Scheinwerfers im Zentrum sta¨rker
hervor, wird zu beiden Seiten schwa¨cher und unterdru¨ckt außerhalb die Werte:
MM (x, y) =
1√
2piσ2c
exp
(
−(arctan(
y−yH
x−xH )− α)2
σ2c
)
, (5.9)
hier zur Vereinfachung in der Form fu¨r den ersten Quadranten (vgl. Abb. 5.4). Der
Konus gewichtet den Bereich in Zeigerichtung ho¨her und hebt somit Aufmerksamkeits-
punkte in dieser Region hervor.
Um die Selektion von Objekten unterschiedlicher Gro¨ße zu ermo¨glichen, kann die Stan-
dardabweichung des gaußschen Konus σc durch die Art der Benutzerbewegung gesteuert
werden.
Die Zeigerichtung α und die Handposition (xH , yH) wird dazu u¨ber die letzten sechs
Frames aufgezeichnet. Variiert sie stark, wird davon ausgegangen, dass der Benutzer auf
ein gro¨ßeres Objekt zeigen, bzw. eine gro¨ßere Region hervorheben mo¨chte. Um dies im
Aufmerksamkeitsmodul zu beru¨cksichtigen, wird σ des SST erho¨ht. Wenn der Benutzer
la¨ngere Zeit pra¨zise und still in eine Richtung zeigt, wird vorausgesetzt, dass der Benut-
zer sehr genau auf ein kleineres Objekt zeigen mo¨chte. Dazu wird σ reduziert, so dass
die Zeigerichtung als ”virtueller Laserpointer” in die Berechnung einfließt. Beispiele fu¨r
unterschiedliche Wahlen des Parameters σ zeigt die Abb. 5.4, rechts. Zusa¨tzlich wird die
Grob-, bzw. Feinselektion dadurch unterstu¨tzt, dass die apriori Gewichte ξi der Glei-
chung 5.12 fu¨r Referenzierung auf gro¨ßere Regionen bzw. Objekte fu¨r die Entropiekarte
ME erho¨ht werden und im Gegensatz dazu die Gewichte fu¨r die Symmetriekarte MSym
und fu¨r den Harrisdetektor MHarris fu¨r die Fokussierung auf Details angehoben werden.
5.7 Kortikale Karte
Die adaptive Integration der Merkmalskarten MFi (x, y), i = 1, . . . , NF und der Mani-
pulatorkarten MMi (x, y),i = 1, . . . , NM findet, wie in Abb. 5.4 dargestellt, im Aufmerk-
samkeitsmodul statt. Die grundlegende Idee zur Integration und Gewichtung geht zuru¨ck
auf die Arbeiten von Rae (2000). Im vorgestellten System bestehen die vorher genannten
Merkmalskarten aus der Entropiekarte, der Symmetriekarte und der Harriskarte. Somit
ist die Anzahl der Merkmalskarten NF = 3. Je nach aktuell zu bearbeitender Aufgabe
werden unterschiedliche Manipulatorkarten, wie hier der SST, multiplikativ u¨berlagert.
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Abbildung 5.4: Links: Die Verarbeitungsreihenfolge des ATM-Moduls (der zentralen
Komponente aus Abb. 5.1). Die kortikale Karte (attention map) C ist das
Resultat aus der adaptiv gewichteten additiven U¨berlagerung der Merk-
malskarten mit der multiplikativen U¨berlagerung der Manipulatorkarten.
Rechts: Beispiele fu¨r die Manipulatorkarte des SST als ”Lichtkegel der
Aufmerksamkeit”. Ein weiter Kegel wird verwendet, wenn der Benutzer
auf große Objekte oder Regionen die Aufmerksamkeit lenken mo¨chte, ein
schmaler Kegel dient zur Referenzierung von Details.
Das Ergebnis des Aufmerksamkeitsmoduls wird hier kortikale Karte genannt. Deren
Ergebnisbild C(x, y) wird berechnet als eine gewichtete Summation der Eingabemerk-
malskarten und das Produkt der verwendeten Manipulatorkarten:
C(x, y) =
NF∑
i=1
wi ·MFi (x, y) ·
NM∏
j=1
MMj (x, y), (5.10)
wobei negative Werte von MFi (·, ·) abgeschnitten werden. Das Maximum des Outputs
der Kortikalen Karte C(·, ·) dirigiert das System auf den na¨chsten zu fokussierenden
Punkt als mo¨glichen Ort eines Objektes. Wird die Manipulatorkarte fu¨r die Erkennung
der Zeigegeste verwendet, ist das Maximum der kortikalen Karte der mit dem Benutzer
geteilte Fokus der Aufmerksamkeit in Richtung der erkannten Zeigegeste und somit das
vermeintliche Ziel auf welches der Benutzer zeigt.
Um den Einfluss der verschiedenen Merkmalskarten in gleicher Weise zu
beru¨cksichtigen, wird die globale Kartenaktivita¨t Si als Summe u¨ber alle Pixel jeder
einzelnen Karte MFi berechnet. Um eine anna¨hernde Gleichgewichtung der Si zu errei-
chen, werden die Kartengewichte wi iterativ in Richtung der Zielgewichte wsi adaptiert:
wi(t+ 1) = wi(t) + (wsi (t)− wi(t)), 0 <  ≤ 1, (5.11)
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Abbildung 5.5: Darstellung der einzelnen Verarbeitungsschritte bei der Berechnung der
gemeinsamen Aufmerksamkeit in der Laborumgebung. Der Benutzer re-
ferenziert per Zeigegeste auf einen Knopf eines Netzgera¨tes (point of com-
mon attention).
Als Zielgewichte werden die Gewichtes wsi gewa¨hlt:
wsi =
1
NF
2 ·
∑NF
k=1 Sk
Si
mit (5.12)
Si =
∑
(x,y)(M
F
i (x, y) + γ)
ξi
, (5.13)
dabei erzwingt γ eine Grenze fu¨r die Gewichtszunahme. Die automatische Gewichts-
anpassung wird detailliert in Fislage u. a. (1999) beschrieben. Die Parameter ξi ko¨nnen
verwendet werden, wenn einzelne Merkmalskarten a priori ho¨her gewichtet werden sollen,
um z.B. fu¨r die Suche nach bestimmten Objekten durch eine ho¨here Gewichtung die Cha-
rakteristik einzelner Merkmalskarten hervorzuheben. Ein Beispiel hierfu¨r wurde bereits
im Kapitel 5.5.1 beschrieben, indem Entropy beim Zeigen auf große zusammenha¨ngende
Gegensta¨nde ho¨her gewichtet wird und im Gegensatz dazu beim Zeigen auf Objektde-
tails, wie einzelne Kno¨pfe eines technischen Gera¨tes, niedriger gewichtet wird.
Gewinnung der Fokuspunkte
Das Ergebnis der kortikalen Karte ha¨ngt von der jeweiligen Aufgabe und somit von
den aktuell verwendeten Manipulatorkarten ab. Das vermeintliche Ziel einer Zeige-
geste ist das Maximum der kortikalen Karte nach der Multiplikation mit der SST-
Manipulatorkarte. Einen U¨berblick u¨ber die einzelnen Verarbeitungsschritte fu¨r die Er-
langung des gemeinsamen Fokuses von Mensch und Maschine durch die Referenzierung
eines Schalters auf einem Netzgera¨t per Zeigegeste zeigt Abb. 5.5.
Fu¨r andere Aufgaben bedarf es einer Lokalisation mo¨glichst aller im Bild befindlichen
Objekte. Da aufgrund der Verarbeitung der kortikalen Karte, mehrere Maxima auf ein
und demselben Objekt in unmittelbarer Na¨he liegen ko¨nnen, wird zur Objektlokalisation
ein mehrschrittiges Verfahren angewendet. Zu Beginn wird die kortikale Karte mit einem
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Abbildung 5.6: Links: Bildausschnitt aus dem Kamerabild. Rechts: Output des Aufmerk-
samkeitsmoduls. Der weiße Rahmen umgibt die berechneten ROIs. Das
Kreuz markiert den Schwerpunkt der ermittelten Regionen.
5×5-Gaußkernel gefaltet. Die Varianz des Kernels wird so gewa¨hlt, dass Objektgrenzen,
welche im Ergebnis der kortikalen Karte erkennbar sind, miteinander verschmelzen. An-
schließend wird das Bild binarisiert. Auf diesem binarisierten Bild werden mit Hilfe des
Grassfire-Algorithmus zusammenha¨ngende Regionen ermittelt. Die Schwerpunkte dieser
Regionen sind dann die Fokuspunkte des Systems. Dies hat den Vorteil, dass die FPs im
Gegensatz zu einzelnen Maxima der kortikalen Karte bei leichten Beleuchtungsvariatio-
nen bzw. Bewegungen nicht hin- und herspringen, sondern verha¨ltnisma¨ßig stabil sind.
Die x- und y-Ausdehnung dieser zusammenha¨ngenden Regionen begrenzen dann die vom
System ermittelten ROIs. Abbildung 5.6 zeigt das Ergebnis der Objektlokalisation mit
den ermittelten ROIs und den dazugeho¨rigen Fokuspunkten.
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Kapitel 6
Das neuronale Klassifikationssystem
Fu¨r die Klassifikation von Objekten und von Zeigegesten wird in dem vorgestellten Sy-
stem ein auf neuronalen Netzen basierender Klassifikator verwendet. Wie bereits im
Kap. 3 beschrieben, gibt es viele verschiedene Ansa¨tze Objekte visuell zu klassifizieren.
Fu¨r das vorliegende Vorhaben ist die Wahl auf den von Heidemann (1998b) entwickel-
ten VPL-Klassifikator gefallen, weil dieser den Vorteil hat, dass er fu¨r die vielseitigen
Funktionen des Systems auf unterschiedliche Art und Weise eingesetzt werden kann.
Die im Folgenden beschriebene Trennung der einzelnen Schichten der Klassifikatorarchi-
tektur erweist sich vor allem beim online-Lernen, wie in Kap.12 genauer beschrieben,
als sehr hilfreich. Aufgrund seiner Robustheit gegenu¨ber variierenden Bedingungen und
einfachen und unempfindlichen Parametrisierung wurde er bereits in vielfa¨ltigen Anwen-
dungen erfolgreich eingesetzt (z.B.Heidemann und Ritter (2003)).
VPL
Der VPL-Klassifikator kombiniert die Extraktion visueller Merkmale mit der Klassifika-
tion. VPL steht fu¨r die drei Verarbeitungsschritte Vektor Quantisierung, Hauptkompo-
nentenanalyse, (PCA, engl. fu¨r principal component analysis) und LLM (engl. fu¨r local
linear maps). Abb. 6.1 zeigt die drei Verarbeitungsschritte. Die Eingaben fu¨r den Klassi-
fikator sind die Bildausschnitte im Rohformat um die Fokuspunkte, welche das Aufmerk-
samkeitsmodul liefert. Das sind je nach Anwendung die Bildausschnitte der zeigenden
Hand oder von vermeintlichen Objekten. Diese Bilddaten x ∈ IRD werden im ersten
Schritt durch eine Vektorquantisierung auf NV Referenzvektoren ~ri ∈ IRM , i = 1 . . . NV
partitioniert. Fu¨r die Vektorquantisierung wurde der Activity Equalization-Algorithmus
aus Heidemann und Ritter (2001) verwendet. Dieser Algorithmus zeichnet sich dadurch
aus, dass die Verteilung der Daten auf die Referenzvektoren durch die Beru¨cksichtigung
der Aktivita¨t vermeidet, dass einzelne Referenzvektoren unangetastet bleiben. Im An-
schluss wird auf jede Partition der Daten eine lokale PCA berechnet. Die lokale PCA
(Tipping und Bishop, 1999) mit dem vorherigen Vektorquantisierungsschritt kann als
nicht-lineare Erweiterung der einfachen globalen PCA angesehen werden (Jolliffe, 1986).
Die Hauptkomponentenanalyse basiert auf dem von Sanger (1989) vorgestellten Ver-
fahren. Zu jedem Referenzvektor ~ri wird ein einschichtiges Feedforward-Netz fu¨r die
sukzessive Berechnung der Hauptkomponenten (PCs) verwendet, welches die Eingabe-
vektoren ~x auf die NP < D PCs mit den gro¨ßten Eigenwerten projiziert:
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Abbildung 6.1: Architektur des Klassifikationssystems (nach Heidemann u. a. (2005)).
~x→ ~pl(~x) ∈ IRNP , l = 1 . . . NV . Diese erhebliche Dimensionsreduktion ermo¨glicht es, fu¨r
jedes einzelne der NV verschiedenen PCA-Netze einen eigenen Klassifikator als Experte
fu¨r diese Teilmenge zu verwenden. Der Klassifikator ist vom LLM-Typ. Die Funktions-
weise kann hier nur kurz beschrieben werden, fu¨r Details siehe z.B. Ritter u. a. (1992).
Das LLM-Netz bildet dann als letzten Schritt mit ~pl(~x)→ ~y ∈ IRN in den Ausgaberaum
ab. Das LLM-Netz ist verwandt mit den Selbstorganisierten Karten von (Kohonen, 1984)
und dem BRBF-Ansatz von Moody und Darken (1988). Das LLM-Netz ermo¨glicht eine
Approximation nichtlinearer Funktionen durch einen Satz von lokal gu¨ltigen linearen
Abbildungen. Dazu wird der Eingaberaum in unu¨berwacht trainierte Voronoizellen par-
titioniert. Und anschließend werden fu¨r die einzelnen Zellen u¨berwacht erlernte lokal
gu¨ltige Abbildungen in den Ausgaberaum vollzogen.
Die drei Verarbeitungsschritte werden sukzessiv trainiert, zuerst die beiden
unu¨berwacht trainierten Schritte der Vektorquantisierung und der Ermittlung und Pro-
jektion auf die Hauptkomponenten und anschließend das u¨berwachte Training des LLM-
Netzes. Fu¨r die Klassifikation eines Eingabevektors ~x wird zuerst der best-match Refe-
renzvektor ~rn(~x) bestimmt, dann wird ~x auf die zugeho¨rigen ~pn(~x)(~x) Hauptkomponenten
mit dem jeweiligen PCA-Netz projiziert und schließlich werden die ~pn(~x)(~x) auf die Aus-
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gabe y durch das LLM mit ~pn(~x)(~x) → ~y abgebildet. Der Ausgabevektor → ~y variiert
dabei je nach Aufgabe. Details dazu sind bei den einzelnen Anwendungen beschrieben.
Fu¨r Objekterkennungsaufgaben liegt der Hauptvorteil des VPL-Klassifikators dar-
in, dass man eine große Anzahl von hochgradig spezifischen Merkmalsdetektoren zur
Verfu¨gung hat, diese aber nur NV +NP Filteroperationen pro Klassifikation beno¨tigen.
Der Klassifikator wurde bereits vielfach erfolgreich eingesetzt (z.B. in Heidemann und
Ritter (2003)). In Heidemann (2004a) wurde gezeigt, dass die Merkmalsextraktion des
VPL ebenfalls in der Doma¨ne des content based image retrieval sehr effizient zur Re-
pra¨sentation einer großen Menge von sehr unterschiedlichen Bilddaten eingesetzt werden
kann.
In den bisherigen Anwendungen konnte ebenfalls gezeigt werden, dass sich die Genera-
lisierungsfa¨higkeit und die Klassifikationsperformanz bei der A¨nderung der Hauptpara-
meter, also NV , NP und die Anzahl der Knoten im LLM-Netz NL, gutmu¨tig verha¨lt (Hei-
demann u. a., 2000).
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Kapitel 7
Handgestenerkennung
Die Erkennung von Handgesten ist ein weites Feld in der Informatik. Dabei stellt sich
die Frage, was genau als Geste bezeichnet wird. In der Mensch zu Mensch Kommunika-
tion ist eine Geste eine Bewegung, die einen kommunikativen Aspekt fu¨r das Gegenu¨ber
tra¨gt und nicht nur eine reine manipulierende Handlung, wie das Manipulieren eines
Reglers an einem elektronischen Gera¨t (vgl. G. Kurtenbach (1990)). Nach Quek (1995)
ist es in der Mensch-Maschine-Kommunikation durchaus sinnvoll, auch manipulierende
Handbewegungen als Gesten aufzufassen. Die Verwendung von Handbewegungen in die-
ser Arbeit stu¨tzen diese These, da die Gesten sowohl einen kommunikativen als auch
manipulierenden Charakter haben. Daher wird im Folgenden bei allen fu¨r die Mensch-
Maschine-Kommunikation relevanten, ausgewerteten Handbewegungen von Gesten ge-
sprochen.
Aufgrund der hohen Anzahl an Freiheitsgraden der Hand ist die Erkennung von Hand-
gesten eine schwierige Aufgabe. Glu¨cklicherweise wird bei den vom Menschen verwen-
deten Gesten nur ein geringer Anteil dieser theoretischen Mannigfaltigkeit verwendet.
Fu¨r dieses System werden lediglich zwei Arten von Handgesten beno¨tigt. Somit wird die
Mannigfaltigkeit fu¨r die hier verwendete ansichtsbasierte Erkennung handhabbar und es
wird keine weitere Hardware, wie Datenhandschuhe, beno¨tigt. Zum einen werden Hand-
gesten fu¨r die Steuerung der visuellen Aufmerksamkeit vom Benutzer verwendet, bei der
Zeigegesten ausgewertet werden, die ein Objekt referenzieren und somit ein gemeinsames
Versta¨ndnis der Umgebung von Mensch und Maschine gewa¨hrleisten. Andererseits muss
der Benutzer die verschiedenen Funktionen des Systems auswa¨hlen ko¨nnen. Dazu wur-
de ein Menu¨ entwickelt, dass im Kap. 9.2 detailliert vorgestellt wird. Die Menu¨fu¨hrung
soll intuitiv ohne die Verwendung von zusa¨tzlicher Hardware, allein durch das Dru¨cken
von virtuellen, im Display eingeblendeten Kno¨pfen realisiert werden. Hierzu wird das
Auftreten und die Bewegung einer Fingerspitze ausgewertet. Sowohl fu¨r die Zeigegeste-
nerkennung, als auch fu¨r die Fingerspitzenerkennung ist eine Erkennung der Hautfarbe
essentiell.
7.1 Hautfarbenerkennung
Fu¨r die Handgestenerkennung mu¨ssen die im Bild befindlichen Finger bzw. Ha¨nde vom
System gefunden werden. Hautfarbenerkennung dient hier zur Selektion von geeigneten
Bildregionen zur Erkennung von Fingern bzw. der Hand. Realisiert ist sie durch einen
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zum Aufmerksamkeitsmodul parallel laufenden Verarbeitungsstrang. Da die Ha¨nde nicht
als erlernbare Objekte dem System dienen und die Erkennung der Ha¨nde nicht von den
vom System gefundenen interessanten Regionen abgelenkt werden sollen, sind die zwei
Verarbeitungsstra¨nge von einander getrennt.
Die Hautfarbenerkennung ist stark abha¨ngig von den jeweiligen Beleuchtungsbedin-
gungen. Um bei wechselnder Beleuchtung die Hautfarbe korrekt zu segmentieren, gibt
es verschiedene, zum Teil sehr rechenaufwa¨ndige Verfahren, wie z.B. das von Lo¨mker
(2004) vorgestellte, bei dem zusa¨tzlich zur Farbinformation die Bewegung ausgewertet
wird. Durch eine Kombination von einer rein farbbasierten Regionenbewertung mit einer
bewegungsbasierten Regionenbewertung u¨ber Wahrscheinlichkeitsmodelle und mit Hilfe
von Kallmanfiltern werden so die Handtrajektorien verfolgt und dadurch die Parameter
zur Hautfarbensegmentierung angepasst.
In dem vorgestellten, mobilen System wurde ein weniger rechenaufwa¨ndiges Verfahren
verwendet, welches durch die einfache Interaktion mit dem Benutzer eine Adaptation an
gea¨nderte Beleuchtungsbedingungen zula¨sst. Dazu wurde ein Hautfarbenerkenner auf
der Basis des Modells von M. Stoerring und Granum (2001) verwendet. Danach gibt es
im r − g-Farbraum einen muschelfo¨rmigen Bereich der Hautfarbenverteilung, skin locus
genannt. Der r − g-Farbraum ist durch r = R/(R + G + B) und g = G/(R + G + B)
festgelegt. Dieser Farbraum la¨sst sich gut durch zwei Parabeln eingrenzen und somit
identifizieren (Soriano u. a. (2000)). Beim Start des Systems werden die vordefinierten
Standardparameter fu¨r die Parabeln verwendet. Wenn diese nicht mehr den aktuellen
Bedingungen genu¨gen und die Farbsegmentierung fehlerhaft wird, ko¨nnen sie durch den
Benutzer, wie im Kap. 14 beschrieben, durch einfache Mensch-Maschine-Interaktion an
die vera¨nderte Beleuchtungssituation angepasst und der skin locus adaptiert werden.
7.2 Zeigegestenerkennung
Fu¨r die Realisierung einer Brille mit Geda¨chtnis wurden zwei Verfahren zur Zeigegeste-
nerkennung verwendet. Abha¨ngig von der Brennweite der Kamera unterscheiden sich die
Anforderungen an die Auswertung der Zeigegesten erheblich. Da zu Beginn der Arbei-
ten die Art der spa¨ter verwendeten Kamera noch nicht feststand und um eine ho¨here
Flexibilita¨t zu gewa¨hrleisten, wurde die Zeigegestenerkennung sowohl fu¨r Kameras mit
kleiner als auch mit großer Brennweite entwickelt. In beiden Fa¨llen sollte die Kamera aus
der Perspektive des Benutzers die Szene aufzeichnen. Somit waren bei kleiner Brennwei-
te ein gro¨ßerer Teil der Szene und bei Zeigegesten die gesamte Hand im Bild zu sehen,
wie in Abb. 5.5 gezeigt. Bei großer Brennweite war der Bildausschnitt entsprechend ge-
ringer, so dass fu¨r die Mensch-Maschine-Interaktion nur der im Bild befindliche Finger
und nicht die gesamte Hand verwendet wurde, da es sonst zu großen Verdeckungen der
Szene gefu¨hrt ha¨tte. Diese Handhabung des Systems wurde intuitiv von allen Benutzern
je nach Kameratyp in dieser Art und Weise gemacht.
Fu¨r jegliche Erkennung der Handgesten ist die Hautfarbensegmentierung ein notwen-
diger Schritt, um die Finger bzw. die Hand zu lokalisieren. Durch die vorher vorge-
stellte Integration der erkannten Zeigerichtung in das Aufmerksamkeitsmodul auf einer
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subsymbolischen Ebene ist jedoch zum einen die Anforderungen an die Pra¨zision der
Richtungsauswertung nicht sehr hoch, da aus dem kontinuierlich mo¨glichen Zeigerich-
tungsbereich nur eine diskrete Anzahl an Zeigerichtungen wahrscheinlich ist, die durch
die Objektlokalisation gefunden wurden. Zum anderen erfolgt auf den farbsegmentierten
Regionen, genau wie bei der Objektlokalisation, die Analyse der ROIs durch die Erken-
nung der zusammenha¨ngenden Regionen und der FPs als Schwerpunkt dieser Region.
Diese FPs liefern das Zentrum der Bildausschnitte, welche spa¨ter fu¨r die Klassifikati-
on zur Verfu¨gung stehen. Bei sich vera¨ndernden Beleuchtungsbedingungen fransen diese
Regionen vor allem am Rand aus. Die Schwerpunkte der erkannten Regionen bleiben
aber bis zu einem gewissen Grade stabil, so dass sich erst starke Vera¨nderungen negativ
auf die Gestenerkennung auswirken.
Durch die aufgrund der Brennweite der Kamera unterschiedlichen Anforderungen wur-
den zwei Verfahren zur Erkennung der Zeigegesten entwickelt:
• i) bei kleiner Brennweite wird die Zeigerichtung aufgrund des Bildausschnitts der
gesamten Hand mit Hilfe des VPL klassifiziert,
• ii) bei großer Brennweite dient die ermittelte hautfarbene Region in dem entspre-
chenden Bildbereich zur Klassifikation der Geste und der Zeigerichtung.
7.2.1 Zeigegestenerkennung bei kleiner Kamerabrennweite
Im ersten Fall bei kleiner Brennweite der Kamera ergibt sich das Problem, fu¨r
die ansichtsbasierte Erkennung eine ausreichende Trainingsmenge zu bekommen. Der
u¨berwacht lernende, ansichtsbasierte VPL-Klassifikator beno¨tigt in der Trainingspha-
se eine große Menge an gelabelten Bilddaten. Die Bilddaten von der Hand sind u¨ber
das Aufmerksamkeitsmodul in Kombination mit dem Hautfarbenerkennung leicht zu er-
halten. Um jedoch zu erkennen, ob die Hand zeigt und vor allem in welche Richtung
die Hand zeigt, mu¨ssen diese Bilddaten gelabelt werden. Fu¨r diese Aufgabe wurde ein
unu¨berwachtes Lernverfahren, die sogenannten Selbstorganisierende Karten (engl. self
organizing maps, Akronym SOM) fu¨r die Vorstrukturierung der Bilddaten und dem
anschließenden Labeln der Daten verwendet. Dieses Verfahren diente als Vorstufe fu¨r
das Labeln von Bilddaten im mobilen System und wird daher im Kap. 10 detailliert
vorgestellt.
Der u¨ber die Hautfarbensegmentierung ermittelte Bildausschnitt mit der hautfarbenen
Region im Zentrum dient dem Klassifikator als Eingabe ~x. Der VPL bildet ~x → ~y, ~x ∈
IRD, ~y ∈ IRN ab. Dabei entspricht die Eingabedimension D der Anzahl der Pixel des
gefundenen Ausschnitts. Der Vektor x wird auf den dreidimensionalen Ausgabevektor
~y ∈ IR3 projiziert: Die ersten zwei Ausgabedimensionen stehen fu¨r die Klasse, die dritte
fu¨r die Zeigerichtung. Die Klasse wird in den ersten beiden Komponenten in der Form
(1, 0) fu¨r eine zeigende Hand und in der Form (0, 1) fu¨r ein anderes Objekt kodiert.
Die dritte Komponente besteht aus einem kontinuierlichen Wert fu¨r die Zeigerichtung
in Form eines Winkels α = y3 zur Horizontalen des Kamerabildes. Die Klassifikation
unbekannter Ausschnitte wird durch die Klasse k mit dem maximalen Output der beiden
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Abbildung 7.1: Zeigegeste auf der mobilen AR-Apparatur. Links: Originalbild. Mitte:
Ergebnis der Hautfarbensegmentierung. Rechts: U¨berlagerung des Ka-
merabildes mit dem Ergebnis der Zeigegestenerkennung, welche hier al-
lein auf Basis des zeigenden Fingers erkannt wird.
Komponenten k = argmaxi=1,2(~yi(~x)) bestimmt. Nur wenn eine Zeigegeste vorliegt, ist
der Winkel α relevant.
Der Klassifikator wird auf den handgelabelten Bildausschnitten der zeigenden Hand
und Bildausschnitten von Objekten einer Ru¨ckweisungsklasse trainiert. Die Trainings-
menge der Ru¨ckweisungsklasse entha¨lt entweder Bildausschnitte anderer Objekte oder
anderer Handgesten. Ein Nachteil des verwendeten Klassifikators ist, dass er nur mit vor-
her erlernten Objekten zu korrekten Klassifikationsergebnissen kommt. Sollte ein voll-
kommen unbekanntes Objekt die Hautfarbensegmentierung passieren, ko¨nnte dies zur
Fehlklassifikation kommen, da es keine universelle Ru¨ckweisungsklasse gibt. Der Klassifi-
kator ist dadurch bis zu einem gewissen Grade auf das bekannte Szenario eingeschra¨nkt.
7.2.2 Zeigegestenerkennung bei großer Kamerabrennweite
Bei großer Brennweite der verwendeten Kamera kann kein Bildausschnitt der gesam-
ten Hand verwendet werden. Bei der Evaluation des Systems hat sich gezeigt, dass der
Benutzer intuitiv nur mit einem Finger in das Bild geht, um nicht zu große Teile der
Szene zu verdecken. Die Abbildungen 7.1 und 7.2 zeigen jeweils Kamerabilder, welche
mit den Kameras des Prototypen aufgenommen wurden. Man erkennt, dass nur der
zeigende Finger im Bild ist. Der Benutzer ermo¨glicht hier durch sein an das System an-
gepasstes Verhalten, dass mit sehr geringem Rechenaufwand die Zeigerichtung ermittelt
wird. Dazu werden nur im unteren Bereich des Bildes hautfarbene Regionen ausgewertet.
Auf dem farbsegmentierten Bildausschnitt wird die zusammenha¨ngende Region mit sei-
ner Ausdehnung und seiner Hauptachse bestimmt. Entspricht die Ausdehnung der eines
la¨nglichen Fingers, wird die Hauptachse der Region als Zeigerichtung gedeutet. Diese
Einschra¨nkungen ermo¨glichen eine sehr schnelle Auswertung und sind nur gegenu¨ber
unten im Bild befindlichen hautfarbenen und la¨nglichen Objekten empfindlich, was sich
in der Praxis nie sto¨rend auswirkte. Abb. 7.1 zeigt das Rechenzeit sparende Verfahren.
Links ist das Originalbild zu sehen, in dem die Hautfarbe segmentiert wird (Mitte).
Im Display erscheint dann die erkannte Zeigerichtung als Lichtstrahl, welcher dem Bild
u¨berlagert wird.
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7.3 Erho¨hung der Bedienungsperformanz durch
Systemfeedback
In diesem Kapitel wird auf die Bedeutung und Funktionalita¨t von akustischem und
visuellem Feedback fu¨r die anwendungsfreundliche Bedienung eines mobilen Systems
eingegangen. Die Funktionalita¨t von ku¨nstlichen Systemen wird durch multimodale
Mensch-Maschine-Interaktionen deutlich erho¨ht (Stiedl, 2006). Das Systemfeedback fu¨r
den Benutzer besteht bei diesem System einerseits aus der U¨berlagerung der Verarbei-
tungsergebnisse als visuelle Erweiterungen im Display und andererseits aus akustischem
Feedback, welches fu¨r verschiedene Ereignisse jeweils ein pra¨gnantes Systemgera¨usch
verwendet. Dies erho¨ht die Benutzerfreundlichkeit und die Bedienungsperformanz. Ex-
emplarisch wurde fu¨r das Zeigen auf Objekte eine Evaluation durchgefu¨hrt, welche den
Nutzen von Multimodalita¨t und Systemru¨ckmeldungen belegt. Bei einem System, in dem
der Mensch mit der Maschine kommunizieren kann, ist es mo¨glich, dass der Benutzer
eine fehlerhafte Verarbeitung des Systems durch angepasstes eigenes Handeln ausgleicht.
Die folgende Evaluation verdeutlicht diesen Aspekt. In den vorigen Kapiteln wurde be-
reits die Zeigegestenerkennung beschrieben. Sie dient dazu, Objekte per Zeigegeste zu
referenzieren und so ein gemeinsames Versta¨ndnis der Umgebung von Benutzer und Ma-
schine zu erreichen, indem das System erkennt, welches Objekt vom Benutzer gemeint
ist. Nehmen wir an, dass der Benutzer in Abb. 7.2 auf die Espressotasse zeigen mo¨chte,
das System aber die Zeigerichtung falsch auswertet und dadurch den gemeinsamen Fo-
kus auf den Anspitzer setzt. Sobald der Benutzer dies zuru¨ckgemeldet bekommt, kann er
darauf reagieren. In der Abbildung wird durch den hervorgehobenen Lichtkegel die Zei-
gerichtung visualisiert und durch den gelben Rahmen das Objekt hervorgehoben, welches
das System als das refenzierte erkannt hat. Wu¨rde in diesem Fall der Rahmen auf dem
Anspitzer liegen, ko¨nnte der Benutzer seine Zeigerichtung entsprechend leicht vera¨ndern,
bis das gewu¨nschte Objekt im Fokus des Systems liegt, und somit Ungenauigkeiten bei
der Auswertung der Zeigerichtung ausgleichen.
Nicht nur visuelle Erweiterungen, sondern auch ein akustisches Feedback kann bereits
den Benutzer bei der Bedienung des Systems unterstu¨tzen. Bei der Zeigegeste ist die
Information, wann das System den Fokus von einem Objekt zum na¨chsten wechselt, fu¨r
den Benutzer sinnvoll. Wie im Kap. 5.3 vorgestellt, befindet sich im Aufmerksamkeits-
system integriert das FSD-Modul auf der subsymbolischen Ebene. Dieses Modul stellt
plo¨tzliche ra¨umliche Spru¨nge des ermittelten gemeinsamen Fokus fest, wenn also das
zu referenzierende Objekt wechselt (Bax u. a., 2003). Dieses Ereignis wird durch einen
”bop”-Sound akustisch untermalt, wenn der Fokus zu einem anderen Maximum sˆj der
kortikalen Karte C wechselt. Solch ein Ereignis wird detektiert, wenn gilt:∣∣∣∣∣
(
1
∆t
∆t∑
i=1
sˆ∗(t− i)
)
− sˆ∗(t)
∣∣∣∣∣ > d, (7.1)
wobei sˆ∗(t) das Maximum von C bezeichnet, welches dem aktuellen gemeinsamen Fo-
kus der Aufmerksamkeit zum Zeitpunkt t am na¨chsten liegt. Der Parameter ∆t muss
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Abbildung 7.2: Zeigegeste auf der mobilen AR-Apparatur.
aufgrund der Verarbeitungsgeschwindigkeit an die Framerate angepasst werden. Der
Schwellenwert d kann auf Basis der Distanzmatrix der Maxima sˆ∗i abgescha¨tzt werden.
Evaluation
Um die Systemperformanz in Abha¨ngigkeit von verschiedenen Feedbacks zu evaluieren,
wurde eine leicht nachzuvollziehende einfache Zeigeaufgabe verwendet. Dazu sollte ein
Proband, wie in Abb. 7.3 links gezeigt, einen von sechs weißen Kreisen auf schwarzem
Hintergrund per Zeigegeste referenzieren. Der Abstand zwischen der Hand und den Ziel-
kreisen betra¨gt ca. 40 cm. Somit haben die Kreise eine Ausdehnung von ca. 1,7◦. Der
Abstand zwischen den Kreismittelpunkten wird von 4◦ bis 28◦ variiert. Um die Genauig-
keit der Zeigegestenbestimmung fu¨r das Zeigen auf Details zu ermitteln, wurde erga¨nzend
mit kleineren Kreisen mit einem Durchmesser von 0,9◦ und einem Abstand von 2◦ ein
zusa¨tzlicher Experimentteil durchgefu¨hrt.
Bei dem Experiment wurde der Proband durch Nennung der Nummer aufgefordert,
auf einen der sechs Kreise zu zeigen. Diese Nummer wurde zufallsgeneriert. Um Randef-
fekte zu vermeiden, wurden nur die inneren Kreise verwendet. Ein Treffer wurde geza¨hlt,
wenn der Proband innerhalb von 3 Sekunden erreicht hat, dass der Fokus des Systems
auf dem Kreis liegt. Das Experiment wurde unter folgenden drei Bedingungen wieder-
64
7.3 Erho¨hung der Bedienungsperformanz durch Systemfeedback
1,5 cm 3 cm 5 cm 10 cm 15 cm 20 cm
(~2°) (~4°) (~7°) (~14°) (~21°) (~28°)
0
20
40
60
80
100
m
a
tc
he
s 
in
 %
target distance
Abbildung 7.3: Links: Evaluationsumgebung. Rechts: Ergebnisse der Untersuchung zur
Exaktheit der Zeigegestenerkennung.Die blauen Balken geben die Er-
gebnisse ohne jedes Feedback wieder. Die Ergebnisse werden durch aku-
stisches Feedback (gru¨n) und besonders stark durch visuelles Feedback
(blau) erho¨ht.
holt: Im ersten Fall erhielt der Proband keinerlei Ru¨ckmeldung u¨ber den Erfolg seiner
Zeigegeste bzw. u¨ber die Systemergebnisse. Bei der Bedingung auditory feedback erhielt
der Benutzer das oben geschilderte akustische Signal eines ”bop”-Sounds, wenn das Sy-
stem den Fokuspunktwechsel von einem Zielpunkt auf den na¨chsten erkannt hat. Bei full
visual feedback sah der Proband das Ergebnis der Auswertung auf einem Display einge-
blendet. Abb. 7.3 zeigt, dass die besten Ergebnisse erreicht wurden, wenn der Proband
die Erkennungsergebnisse visualisiert bekommt. Die Ergebnisse ganz ohne Feedback sind
am schwa¨chsten. Bereits bei einem Abstand der Kreise von 14◦ sinkt der Anteil der Tref-
fer auf unter 60%. Unter Verwendung des akustischen Feedbacks werden bei Absta¨nden
ab 7◦ vergleichbar gute Werte erreicht wie mit visuellem Feedback. Erst bei geringeren
Absta¨nden fu¨hrt das akustische Feedback zu keiner signifikanten Steigerung.
Als wesentliche Ru¨ckschlu¨sse, die man aus diesen Testergebnissen schließen kann,
sind zu nennen, dass eine Systemru¨ckmeldung die Systemperformanz wesentlich stei-
gern kann, da der Benutzer
1. einzelne Zeigegesten auf einen Zielpunkt adjustieren und
2. sich an das Systemverhalten anpassen kann.
Durch die Anpassung seines Verhaltens an das System kann somit die effektive
Auflo¨sung der Zeigegestenerkennung signifikant gesteigert werden, da sie nicht allein von
der Genauigkeit der Systemantwort abha¨ngt, sondern vom Benutzer gesteuert werden
kann. Diese Verhaltensanpassung des Benutzers konnte schon allein bei der Verwendung
des akustischen Feedbacks beobachtet werden, da hier die Probanden beim Hin- und
Herzeigen sinnvolle Informationen vom System zuru¨ckgemeldet bekommen haben, mit
denen sie ihre Zeigegesten anpassen konnten. Der Mensch in einer Interaktionsschleife
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mit dem ku¨nstlichen System steigert somit deutlich die Performanz, da Systemungenau-
igkeiten aufgrund der Systemru¨ckmeldungen vom Benutzer ausgeglichen werden ko¨nnen.
7.4 Fingerspitzenerkennung
7.4.1 Bedienung des Menu¨s
Fu¨r die Auswahl der einzelnen Systemfunktionen wurde ein Menu¨ entwickelt, welches
im rechten Teil des Displays als visuelle Erweiterung eingeblendet wurde. Dieses be-
steht aus einzelnen Menu¨punkten, welche als halbtransparente, rechteckige Tasten mit
dem entsprechenden Label der Funktion (meist in abgeku¨rzter Form) dem aktuellen Ka-
merabild u¨berlagert werden. Fu¨r die Bedienung des Menu¨s sollten keine zusa¨tzlichen
Hilfsmittel verwendet werden, vielmehr sollte die Navigation allein durch Fingergesten
oder durch Sprache gesteuert werden ko¨nnen. Um eine verla¨ssliche Bedienung des Menu¨s
zu gewa¨hrleisten, mu¨ssen alle Tasten zuerst selektiert werden, bevor sie gedru¨ckt bzw.
aktiviert werden. Die Selektion kann per Sprache durch das Kommando ”Wa¨hle Knopf
x” oder durch eine Geste erfolgen. In diesem Fall wa¨hlt der Benutzer eine Taste aus,
indem er den Finger auf die virtuelle Taste legt (vgl. Abb .7.4).
Abbildung 7.4: Links: Menu¨kontrolle per Fingerspitze: Der Benutzer hat bereits den
Menu¨punkt fu¨r die Darstellung der Fokuspunkte gewa¨hlt und fu¨hrt nun
eine ”Dru¨ckbewegung” aus, um die Objekterkennung anzuschalten. Das
System analysiert die Position und die Bewegungstrajektorie, um die
Ereignisse ”Taste selektiert” und ”Taste gedru¨ckt” zu erkennen. Rechts:
Fingerspitzenschablone, mit der die hautfarbensegmentierte Region ge-
matched wird.
Nach der Selektion kann die Taste gedru¨ckt werden, indem der Benutzer den Finger
nach innen gerichtet bewegt. Per Spracherkennung muss nach der Selektion das Kom-
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mando ”Dru¨cke Knopf x” gegeben werden. Die Menu¨operationen werden sowohl durch
visuelles als auch durch akustisches Feedback fu¨r die Selektion und das Dru¨cken wieder-
gegeben. Die Tasten wechseln je nach Zustand ihre Farbe, so dass der Benutzer jederzeit
u¨ber den Zustand informiert ist und bei der Bedienung des Menu¨s ein Feedback be-
kommt, ob das System die Auswahl eines Menu¨punktes entweder per Fingerspitzen-
oder Spracherkennung erkannt hat. Es gibt drei Zusta¨nde, die jeweils mit einer Farbe
gekennzeichnet werden: i) im Ruhezustand sind die Kno¨pfe blau, ii) wenn sie per Finger
oder per Sprache selektiert werden sind sie hellgru¨n und iii) wenn sie dann gedru¨ckt
worden sind, sind sie gelb. Es gibt zwei Arten von Menu¨punkten: Die sogenannten ”Tog-
glebutton” sind Menu¨punkte, die, wenn sie gedru¨ckt werden, ein einmaliges Ereignis
auslo¨sen und dann in den Ursprungszustand zuru¨ck gehen. Die sogenannten ”Switch-
buttons” bleiben nach dem Dru¨cken in dem ausgelo¨sten Zustand und zeigen somit einen
Systemzustand an, wa¨hrend eine bestimmte Funktion anhaltend ausgefu¨hrt wird.
7.4.2 Verfahren zur Analyse der Menu¨operation per Fingerbewegung
Fu¨r die Erkennung der Selektion und des Dru¨ckens einer Taste wird als erster Schritt wie
bei der Zeigegestenerkennung die Hautfarbe segmentiert. Anschließend werden die zu-
sammenha¨ngenden Regionen analysiert. Nur der Bereich um das eingeblendete Menu¨ im
Display oben rechts wird dabei beru¨cksichtigt. Anschließend wird die U¨bereinstimmung
der erkannten Region mit einer bina¨ren Maske, wie in Abb. 7.4, rechts, berechnet. Fu¨r
das Dru¨cken einer Taste darf die Differenz zwischen einer Maske M b mit dem Zentrum
auf dem Tastenmittelpunkt einer Taste b und der segmentierten Region S u¨ber eine
gewisse Anzahl an Frames nF einen Schwellwert λ nicht u¨bersteigen, so dass gilt:
| 1
nF
nF∑
t=1
∑
x,y
M bx,y − Sx,y(t)| < λ. (7.2)
nF ist abha¨ngig von der Verarbeitungsgeschwindigkeit des Systems und liegt bei einer
realen Zeit von ca. 1,5 s. Erst dann wird die Taste als selektiert visualisiert. Ab diesem
Zeitpunkt wird die Trajektorie der segmentierten Region verfolgt. Bewegt sich diese
horizontal um mehr als eine halbe Tastenbreite nach innen gerichtet, wird das Dru¨cken
der jeweiligen Taste erkannt.
7.4.3 Evaluierung
In dieser Evaluation soll die Effizienz der Menu¨kontrolle mit Hilfe der Fingerspitze-
nerkennung unter zwei Gesichtspunkten u¨berpru¨ft werden. Zum einen sollte analysiert
werden, wie robust das Verfahren auch bei unterschiedlichen Beleuchtungssituationen
funktioniert und wie groß dabei die Anzahl der einzelnen Menu¨items, welche eingeblen-
det werden, sein kann, ohne die Performanz erheblich zu senken. Aus diesen Ergebnissen
sollte dann die Anzahl der zu verwendenden Menu¨punkte fu¨r das Menu¨design abgelei-
tet werden. Zum anderen sollte analysiert werden, wie komfortabel die Bedienung des
Menu¨s mit dem Finger ist, d.h. wie schnell sich der Benutzer an das Verfahren gewo¨hnt
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und sich somit ein gewisser Gewo¨hnungseffekt auf die Bedienungsgeschwindigkeit und
-genauigkeit auswirkt.
Fu¨r die Evaluation wird ein Proband aufgefordert, eine bestimmte Taste zu dru¨cken.
Die Nummer der Taste wird zufallsgeneriert. Eine erfolgreiche Bedienung der genannten
Taste wird geza¨hlt, wenn der Proband innerhalb von 5 s die Taste auswa¨hlt und dru¨ckt,
also das System diese beiden Aktionen richtig erkannt hat. Das Experiment wurde in dem
Bu¨roszenario durchgefu¨hrt, so dass der Hintergrund sehr heterogen war. Der erste Teil
der Evaluation ist unter den folgenden variierenden Parametern durchgefu¨hrt worden:
1. Um die ra¨umliche Auflo¨sung der Fingerspitzenerkennung zu analysieren, wurde
die Anzahl der Tasten zwischen 3 und 11 variiert. Die Tasten wurden a¨quidistant
verteilt im rechten Bildrand dargestellt, so dass der Bereich fu¨r jede Taste in der
vertikalen Ausdehnung zwischen einem Drittel und einem Elftel des Bildes betrug.
2. Um die Robustheit der Hautfarbensegmentierung gegenu¨ber verschiedenen Be-
leuchtungssituationen zu testen, wurden vier verschiedene Beleuchtungsbedin-
gungen verwendet: natu¨rliches Tageslicht, ku¨nstliche Raumbeleuchtung und eine
ku¨nstliche Lichtquelle in Form eines Strahlers, welcher einmal von hinten und ein-
mal von vorne die Szene erhellt.
Fu¨r den ersten Teil des Experimentes bekamen die Probanden eine kurze Zeit zur Ein-
gewo¨hnung, indem die ersten 20 Items nicht ausgewertet wurden. Anschließend wurden
160 Items mit jeweils 40 unter gleicher Beleuchtungsbedingung ausgewertet. Die Er-
gebnisse wurden u¨ber fu¨nf Probanden und die verschiedenen Beleuchtungsbedingungen
gemittelt. Tabelle 7.1 zeigt, dass die Fingerspitzenerkennung mit bis zu sieben einzel-
nen Menu¨punkten effizient und robust funktioniert. Eine gro¨ßere Anzahl von bis zu neun
Punkten wa¨re mo¨glich, jedoch verla¨ngert dies die Bedienungszeit, so dass aus den Ergeb-
nissen abgeleitet werden kann, dass fu¨r das Design des Menu¨s bis zu sieben Menu¨punkte
zweckma¨ßig sind. Daru¨ber hinaus sollte das Menu¨ durch Untermenu¨s strukturiert wer-
den.
Dass nicht nur die Beleuchtungsbedingungen und der heterogene Hintergrund eine
Rolle fu¨r die Performanz der Fingerspitzenerkennung spielen, sondern vor allem die An-
passungsfa¨higkeit des Benutzers an die ”Systemeigenarten”, sollte in einem zweiten Ex-
periment u¨berpru¨ft werden. Dazu wurde bestimmt, wie schnell sich ein Proband an die
Bedienung des Systems gewo¨hnt. Als Maß fu¨r die Gewo¨hnung sollte die Geschwindigkeit,
mit der der Proband erfolgreich einen Menu¨punkt auswa¨hlt und dru¨ckt, dienen, welche
im Laufe einer Anpassung an das System zunehmen wu¨rde. Das Testszenario entspricht
dem ersten Experiment, jedoch mit gleichen Beleuchtungsvariationen und der konstanten
Zahl von sieben Menu¨punkten. Fu¨r das Experiment wurden fu¨nf komplett unerfahrene
Probanden wie im vorigen Experiment aufgefordert, einen bestimmten Menu¨punkt per
Fingerspitze auszuwa¨hlen. Ein Versuchslauf bestand aus 15 Items. Die Abbildung 7.4.3
(links), zeigt, dass im Schnitt schon bei dem zweiten Versuchsdurchlauf die Anzahl der
Treffer auf u¨ber 12 pro 15 Items steigt. Bereits beim dritten Durchlauf liegt die Quote
bei fast 95 %. Nach dem fu¨nften Durchlauf erzielten nahezu alle Probanden eine 100%ige
68
7.4 Fingerspitzenerkennung
Tabelle 7.1: Trefferraten fu¨r die Menukontrollevaluierung.
Number of buttons 3 5 7 9 11
Matches 98.6 97.3 90.6 74.6 57.3
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Abbildung 7.5: Links: Durchschnittliche Trefferquote der zweiten
Menu¨kontrollevaluierung. Rechts: Durchschnittliche Zeiten in ms,
die eine Versuchsperson beno¨tigt, um bei der zweiten Menukontrol-
levaluierungd einen Menu¨punkt auszuwa¨hlen. Der obere Graf zeigt
die Zeit einschließlich der Fehler, der untere Graf repra¨sentiert die
durchschnittliche Zeit der korrekten Auswahl eines Menu¨punktes.
Trefferquote. Die Abbildung rechts zeigt die durchschnittliche Zeit, die beno¨tigt wird,
um einen Menu¨punkt zu selektieren und dann zu dru¨cken. Der obere Graph in der Ab-
bildung gibt die durchschnittliche Geschwindigkeitszunahme fu¨r alle Versuche wieder,
der untere nur die erfolgreichen. Bereits bei dem dritten Versuchsdurchlauf beno¨tigten
die Probanden im Durchschnitt unter 3,5 s. Nach dem fu¨nften Durchlauf wurden fu¨r
das erfolgreiche Bedienen des Menu¨s unter 3 s beno¨tigt. Das Experiment zeigt, dass die
erfolgreiche Bedienung somit in erster Linie von der Anpassungsfa¨higkeit des Benutzers
abha¨ngt. Durch das Feedback des Systems, dass also die erfolgreiche Selektion und das
Dru¨cken eines Menu¨punktes sowohl visuell als auch akustisch untermalt wird, kann der
Benutzer sein Verhalten schnell an die Verarbeitungscharakteristik des Systems anpas-
sen. Der Mensch erho¨ht auch hier durch die Integration in die Verarbeitungsschleife die
Performanz eines ku¨nstlichen computergestu¨tzten Systems.
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Spracherkennung
Fu¨r die Spracherkennung zur Steuerung des Systems wurde das von Gernod A. Fink
entwickelte ESMERALDA verwendet (Fink, 1999). ESMERALDA steht fu¨r Environ-
ment for Statistical Model Estimation and Recognition on Arbitrary Linear Data Arrays
und ist eine integrierte Umgebung fu¨r die Entwicklung von Spracherkennungssystemen.
Die akustische Modellierung erfolgt durch Hidden-Markov-Modelle auf den durch Vek-
torquantisierung aus dem Signal extrahierten Merkmalen. Die Sprachmodellierung ba-
siert auf n-Grammen. Beide sind im Bereich der Spracherkennung etablierte Verfahren
(vgl. Ephraim und Merhav (2002); Huang u. a. (2001)). Dem Nachteil, dass ein solches
System eine große Trainingsmenge beno¨tigt, um Sprache generell zu verstehen, wird
hier begegnet, indem fu¨r die Bedienung des Systems sowohl der Wortschatz als auch die
Grammatik stark eingeschra¨nkt werden kann. Das deklarative grammatikalische Wissen
wird in Form einer Grammatik, die von einem LR(1)-Parser (Aho u. a., 1986) geparsed
wird, formuliert.
ESMERALDA wurde bereits mit Hilfe der sprecherunabha¨ngigen spontanen Spra-
cherkennungsaufgabe der VERBMOBIL-Umgebung evaluiert und erwies sich dabei als
einer der besten Erkenner in diesem Benchmark-Test (Fink, 1999). Aufgrund des robu-
sten, sprecherunabha¨ngingen Klassifikationsverhaltens und der einfachen Einschra¨nkung
durch eine kontextfreie Grammatik wurde ESMERALDA bereits in verschiedenen Ob-
jekterkennungssystemen und in der Robotik verwendet (McGuire u. a., 2002; Wachsmuth
u. a., 2000). Fu¨r die Integration in das hier verwendete System konnte eine hohe Ro-
bustheit erreicht werden, da der Wortschatz lediglich auf die zu verwendenden Wo¨rter
eingeschra¨nkt werden konnte und die Bedienung des Menu¨s, welches im na¨chsten Ka-
pitel detailliert erla¨utert wird, nur einer einfachen und knapp formulierten Grammatik
bedurfte, welche in Abb 8 gezeigt wird. Die Nichtterminalsymbole der Grammatik sind
durch das vorausgehende $-Zeichen gekennzeichnet. Dem Startsymbol geht ein doppeltes
$-Zeichen voraus.
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Abbildung 8.1: Vereinfachte regula¨re Grammatik des Prototypen. $-Zeichen markieren
die Nichtterminalsymbole.
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73

Ein Merkmal kognitiver Systeme ist es, mit der Umgebung zu interagieren und auf
vera¨nderte Umweltbedingungen reagieren zu ko¨nnen. Die meisten technischen Systeme,
welche eine gewisse ku¨nstliche Intelligenz aufweisen und eine Lernfa¨higkeit besitzen, er-
lernen ihr Wissen in einer offline-Trainingsphase. Im Hinblick auf kognitive Eigenschaf-
ten ist dies unbefriedigend, da wa¨hrend der Laufzeit dieser Systeme kein neues Wis-
sen erlangt werden kann und solch ein System somit nur in engen Grenzen auf sich
a¨ndernde Bedingungen reagieren kann. Im Gegensatz dazu ermo¨glicht das vorgestellte
System, wa¨hrend der Laufzeit auf neue Reize in der Umgebung zu reagieren, indem es
- von dem menschlichen Experten geleitet - neues Objektwissen erlernen kann. Dieses
interaktive Erlernen neuen Wissens, speziell Objektwissens, wird in diesem Teil vorge-
stellt.
Um einem mobilen System zur Laufzeit Objektwissen zu vermitteln, spielt die Interak-
tion zwischen Mensch und Maschine eine wichtige Rolle. Nachdem im vorigen Teil einige
wichtige Basiskomponenten fu¨r die Kommunikation vorgestellt wurden, soll nun gezeigt
werden, wie diese in den komplexen Funktionsabla¨ufen fu¨r die Umsetzung der erforder-
lichen Funktionalita¨t einer Brille mit Geda¨chtnis eingesetzt werden. Die verschiedenen
Funktionen werden dabei von einer Vielzahl von einzelnen Modulen und durch mehrfache
wechselseitige Kommunikation bewerkstelligt. Diese Abla¨ufe machen eine Organisation
auf der Systemseite notwendig. Dazu wurde als zentrale Schaltstelle des ku¨nstlichen Sy-
stems ein Controller entwickelt, welcher vom Benutzer durch Kommunikation gesteu-
ert, die teils synchrone und teils iterative Bearbeitung der Einzelaufgaben durch Aktivie-
rung von Perzeptionskana¨len, Verarbeitungsprozessen und geeigneter Kommunikation
ermo¨glicht. Die dem Benutzer zur Verfu¨gung stehenden Systemfunktionen sind dabei in
Form eines Menu¨s strukturiert. Die beiden Hauptfunktionen des Systems, das iterati-
ve Labeln von Bilddaten und das Lernen neuer Objekte zur Laufzeit, stellen neben der
Abfrage aktueller Objektaufenthaltsorte zum Wiederfinden verlorener Gegensta¨nde den
Kern des Menu¨s dar. Dieser Teil der Arbeit wird anhand des hierarchisch strukturierten
Menu¨s vorgestellt. Als erstes wird die Architektur und die Kontrolle des Systems erkla¨rt.
Im Anschluss daran wird der hierarchische Aufbau des Menu¨s erla¨utert, welcher die fol-
genden Kapitel gliedert. Die Darstellung der Umsetzung der einzelnen Systemfunktionen
mit den dazugeho¨rigen Untermenu¨s bildet den Hauptteil. Hier wird detailliert beschrie-
ben, wie durch Mensch-Maschine-Interaktion die Systemanforderungen umgesetzt wur-
den. An den entsprechenden Stellen werden die gewa¨hlten Verfahren in den Teilkapiteln
evaluiert.
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Systemsteuerung
9.1 Systemarchitektur und Kontrolle
Wie in Abb. 9.1 gezeigt, besteht das entwickelte System aus verschiedenen, teils un-
abha¨ngig voneinander laufenden Modulen, die in einer flachen Architektur organisiert
sind. An dieser Stelle soll nur ein U¨berblick u¨ber den Aufbau gegeben werden. Die ein-
zelnen Abla¨ufe und Funktionen werden anschließend in den entsprechenden Kapiteln im
Detail erkla¨rt.
Das System besteht im Wesentlichen aus drei Basistypen von Modulen:
• Eingabemodule fu¨r die Verarbeitung von Bild und Sprache;
• Ausgabemodule fu¨r die Darstellung des Bildes einschließlich der ku¨nstlichen Er-
weiterungen und des Menu¨s und die akustischen Signale als Feedback fu¨r den
Benutzer;
• Kontrollmodul als zentrale Komponente zur U¨berwachung der anderen Module.
Ein vierter Typ wird einzig durch das SOM-Modul repra¨sentiert, welches ausschließlich
indirekt u¨ber das Kontrollmodul mit den Eingabe- und den Ausgabemodulen in Verbin-
dung steht. Die einzelnen Eingabemodule arbeiten unabha¨ngig voneinander und liefern
einen fortlaufenden Strom an Verarbeitungsergebnissen. Die Hautfarbensegmentierung
und die Merkmalskarten werden direkt auf dem RGB-Bild berechnet. Die Kortikale
Karte basiert hingegen auf den Ergebnissen der Merkmalskarten und liefert zusammen
mit dem Originalbild die Eingabe fu¨r das Objekterkennungsmodul. Zusa¨tzlich wird die
Kortikale Karte zusammen mit den Ergebnissen der Hautfarbenerkennung fu¨r die Zei-
gegestenerkennung verwendet.
Parallel zur Bildverarbeitung wird das Audiosignal des mobilen Mikrophons vom Spra-
cherkennungsmodul verarbeitet.
Die zentrale Komponente des Systems ist der Controller, der als Zustandsmaschine
realisiert ist. Die einzelnen Zusta¨nde korrespondieren zur aktuell zu bearbeitenden Auf-
gabe, wie z.B. der Aufnahme von Bilddaten oder der Strukturierung von Bilddaten mit-
hilfe der SOM, und werden durch das Einblenden des entsprechenden Menu¨s visualisiert.
Abha¨ngig vom Zustand wertet der Controller die jeweils relevanten Daten der Eingabe-
module aus, schaltet gegebenenfalls zwischen den Zusta¨nden hin- und her und sendet
je nach Bedarf Daten entweder zum SOM-Modul oder zu den Ausgabemodulen. Diese
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Abbildung 9.1: Systemarchitektur: Eingabemodule verarbeiten, vom als Zustandsma-
schine realisierten Kontrollmodul gesteuert, parallel Daten. System-
zusta¨nde entsprechen den variierenden Modi und Aufgaben. Das Kon-
trollmodul liefert die Informationen fu¨r die visuellen und akustischen
Ausgabemodule. Das SOM-Modul erha¨lt seine Eingaben und liefert sei-
ne Ausgaben u¨ber den Controller.
liefern dem Benutzer, u¨ber das Kontrollmodul gesteuert, die angeforderten Ausgaben.
Das AR-Modul u¨berlagert dem im Display dargestellten Kamerabildstrom verschiedene
Systeminformationen. Je nach Zustand und Aufgabe ko¨nnen dies die segmentierte Haut-
farbenregion, errechnete Fokuspunkte, erkannte Objektlabel oder die Visualisierung der
SOM sein.
Das Menu¨modul stellt die aktuellen Menu¨punkte einerseits als Visualisierung des ak-
tuellen Zustandes dar und zeigt andererseits dem Benutzer die verfu¨gbaren Funktio-
nen. Neben der visuellen Darstellung liefert das akustische Signal-Modul verschiedene
Gera¨usche, um auf Verarbeitungsergebnisse hinzuweisen, dies kann z.B. ein akustisches
Signal sein, welches erklingt, wenn das Spracherkennungsmodul ein Kommando erkannt
hat oder ein Menu¨punkt erfolgreich ausgewa¨hlt wurde etc.
Um Rechnerkapazita¨ten freizugeben, aktiviert und deaktiviert das Kontrollmodul zur
Zeit nicht verwendete Module.
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9.2 Design des Menu¨s
Im Folgenden wird ein kurzer U¨berblick u¨ber die verschiedenen Funktionalita¨ten der De-
moversionen des Systems gegeben und das hierarchisch aufgebaute Menu¨ mit den jeweilig
dazugeho¨renden Funktionen vorgestellt. Diese Strukturierung wird in den folgenden Ka-
piteln aufgegriffen und die einzelnen Punkte des Hauptmenu¨s werden an entsprechender
Stelle im Detail vorgestellt. Abbildung 9.2 zeigt den baumfo¨rmigen Aufbau des Menu¨s.
Das Hauptmenu¨, welches Kern dieses Abschnitts ist, ist in der zweiten Spalte darge-
stellt. Die jeweiligen Untermenu¨s aus der dritten und vierten Spalte werden bei der
Beschreibung der einzelnen Funktionen in den jeweiligen Kapiteln erkla¨rt.
Alle Menu¨s werden im Display auf der rechten Seite in Form von einzelnen
Menu¨punkten eingeblendet, so dass sie mit der rechten Hand bedienbar sind. Die ein-
zelnen Menu¨punkte werden als rechteckige Tasten mit dem entsprechenden Label der
Funktion (meist in abgeku¨rzter Form) eingeblendet. Da es sich bei VAMPIRE um ein
internationales EU-Projekt handelt, sind die Menu¨punkte Abku¨rzungen der Funktionen
in englischer Sprache.
Im Grundzustand befindet man sich außerhalb des Hauptmenu¨s, und nur die Taste
Menu ist oben rechts im Bild zu sehen, so dass die Verdeckung im Bild mo¨glichst gering
ist. Dru¨ckt man per Sprachkommando oder per Fingergeste den Menu-Knopf, gelangt
man in das Hauptmenu¨.
Fu¨r das Verlassen des Hauptmenu¨s oder eines Untermenu¨s ist jeweils der unterste
Menu¨punkt eine Exit- respektive eine Cancel-Taste. Das Hauptmenu¨ ist bei den bei-
den beschriebenen Versionen der Demos leicht unterschiedlich. In der ersten Version der
Online-Lern-Demo ist der erste Menu¨punkt Focus Point. Ist dieser Knopf aktiv, wird
das Zentrum der interessanten Bildregionen, die das Aufmerksamkeitsmodul gefunden
hat, mit einem Kreuz markiert. Die Ausdehnung der dazugeho¨rigen ROI wird mit ei-
nem eingrenzenden Rechteck angezeigt. Dieser Menu¨punkt wird in der Hauptdemo des
hier vorgestellten Systems aufgrund der vorher ermittelten sinnvollen Anzahl von sieben
Menu¨punkten durch den Punkt SOM ersetzt und der Menu¨punkt Focus Point wird in das
Learn Obj-Untermenu¨ verschoben. Durch Auswahl des Menu¨punktes SOM gelangt man
in das SOM-Menu¨, welches das iterative Labeln von Bilddaten steuert und in Kap. 10
detailliert beschrieben wird.
Der zweite Hauptmenu¨punkt tra¨gt die Bezeichnung Object Rec und geho¨rt wie der
Menu¨punkt Focus Points zu der Kategorie der ”Switchbuttons”. Ist diese Taste ge-
dru¨ckt, ist sie solange aktiv, bis sie erneut gedru¨ckt wurde. Es werden dabei die erkannten
Objektlabels rechts neben den dazugeho¨rigen Fokuspunkten eingeblendet. Diese Label
werden pro Frame ausgewertet und aktualisiert. In Kap. 11 wird die Objekterkennung
mit einem Rechenzeit minimierenden Verfahren vorgestellt. Der dritte Hauptmenu¨punkt
Pointing aktiviert die Zeigegestenerkennung. Sobald nun ein zeigender Finger im Bild
erkannt wird, visualisiert ein gelblicher Kegel von der Fingerspitze ausgehend die Rich-
tung der erkannten Zeigegeste. Die Intensita¨t des gelben Kegels nimmt dem Aufmerk-
samkeitsmodul entsprechend nach außen gaussfo¨rmig ab. Zusa¨tzlich wird eine erkannte
Zeigegeste mit einem anhaltenden surrenden Gera¨usch akustisch untermalt. Der na¨chste
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Menu¨punkt Learn Obj fu¨hrt in das Untermenu¨ zum interaktiven Objektlernen, welches in
Kap. 12 beschrieben wird. Mit Hilfe dieses Menu¨s ko¨nnen dem System zur Laufzeit neue
Objekte durch Pra¨sentation von verschiedenen Objektansichten beigebracht werden.
Der Hauptmenu¨punkt Retrieve Obj fu¨hrt in den Abfragemodus. In diesem Zustand
wartet das System auf die Frage nach einem Objekt. Hier wird die eigentliche Anforde-
rung an die Brille mit Geda¨chtnis erfu¨llt, indem das System die Antwort auf die Frage
”Wo ist mein Schlu¨ssel?” gibt. Ist das nachgefragte Objekt im Bild, wird dieses durch
einen roten Rahmen hervorgehoben. Ist das gesuchte Objekt nicht im aktuellen Kame-
rabild zu sehen, wird die letzte Ansicht dieses Objektes verkleinert eingeblendet. Diese
Ansicht sollte dem Benutzer genu¨gen, das Objekt wiederzufinden. Die entsprechenden
Abla¨ufe werden in Kap. 13 beschrieben.
Der sechste Hauptmenu¨punkt Settings fu¨hrt in das Untermenu¨ fu¨r die Systemeinstel-
lungen. Dieses Menu¨ dient dazu, im laufenden System Parameter an wechselnde Umwelt-
bedingungen anzupassen, einzelne Funktionen bei fehlerhafter Funktion auszuschalten
oder deren Auswertung zu unterdru¨cken oder aber bestimmte Datenmengen zu sichern,
sei es die Bilddatenbank oder aber ein trainierter Klassifikator (Details siehe Kap. 14).
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Make Exset
Rm Wids
Rec Wids
Do Exset
Rm Exset
Load Default
Cancel
Retrain Som
Show Example
Add to Exset
Apply SubEx
Add to VPL
Learn Obj
Cancel
Apply Som
Cancel
Record
Reset
Apply
Cancel
Adjust Skin
Reset OR
Load OR
Save OR
Fingertip Off
Speech Off
Cancel
Rec View
Discard
Pointing
Apply
Cancel
SOM
Object Rec
Pointing
Retrieve Obj
Settings
Learn Obj
Exit
Menu
Abbildung 9.2: Design des Menu¨s. Die zweite Spalte zeigt das Hauptmenu¨. In der drit-
ten und vierten Spalte wird der hierarchische Aufbau der Untermenu¨s
pra¨sentiert.
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Kapitel 10
Lernen von Objekten in der Umgebung
durch iteratives Labeln
10.1 Motivation
Fu¨r die Antwort auf die Frage nach dem Aufenthaltsort eines bestimmten Objektes
beno¨tigt ein System einen Objekterkenner. Bereits in den vorigen Kapiteln wurde der
hier verwendete ansichtsbasierte Objekterkenner vorgestellt. Der Vorteil der ansichts-
basierten Objekterkennung liegt darin, dass das Wissen u¨ber Objekte komfortabel aus
den Ansichten erlangt werden kann und keine aufwa¨ndige 2- oder 3-D-Modellierung
notwendig ist (vgl. Koenderink und van Doorn (1979); Murase und Nayar (1995); Mel
(1997)). Im Gegensatz zu Laborbedingungen oder den Bedingungen in industriellen Pro-
duktionsstraßen sind die Herausforderungen, in einer natu¨rlichen Umgebung Objekte zu
erkennen, erheblich gro¨ßer. Objekterkennung in einer natu¨rlichen Umgebung auf Basis
von Ansichten muss einen weiten Bereich in Bezug auf verschiedene Bedingungen ab-
decken. Die Objekte sollten aus unterschiedlichen Blickwinkeln, aus unterschiedlicher
Entfernung und unabha¨ngig von der Beschaffenheit des Hintergrundes erkannt werden.
Ein weiterer wichtiger Aspekt in einer natu¨rlichen Umgebung ist, dass das Licht im
Laufe des Tages erheblich variiert. Dies bezieht sich sowohl auf die Intensita¨t als auch
auf die spektrale Zusammensetzung, welche in einem Szenario, wie einem Bu¨ro, durch
die Verwendung verschiedener Lichtquellen hervorgerufen wird. Fu¨r die ansichtsbasier-
te Objekterkennung bedeutet dies, dass eine große Anzahl an verschiedenen Ansichten
von Objekten unter verschiedensten Bedingen zum Trainieren, also fu¨r den Lernprozess,
vorliegen muss, um trotz schwankender Bedingungen robust eine hohe Klassifikationsper-
formanz zu gewa¨hrleisten. Diese Ansichten mu¨ssen dem u¨berwachten Lernverfahren eines
Klassifikators entsprechend richtig gelabelt sein. Somit stellt sich die Frage, wie man (wie
in Abb. 10.1 visualisiert) einen gelabelten Datensatz aus einer natu¨rlichen Umgebung
erha¨lt.
Die Aufgabe besteht darin, einerseits eine ausreichend große Zahl von Ansichten zu
erzeugen und diese andererseits zu labeln. Unter Laborbedingungen ko¨nnen Objekt-
ansichten verha¨ltnisma¨ßig leicht z.B. durch die Verwendung von Roboter gesteuerten
Aufnahmen mit Hilfe eines Drehtellers erzeugt werden, wie bei der Erstellung der eta-
bliertesten Objektdatenbank COIL (Murase und Nayar, 1995; Nene u. a., 1996b). Bei der
Verwendung eines mobilen Systems in einer natu¨rlichen Umgebung eignen sich solche
ku¨nstlich erzeugten Datenbanken zum Trainieren des Klassifikators nicht. Die Ansichten
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Abbildung 10.1: Wie erzeugt man komfortabel gelabelte Bilddaten fu¨r die Trainingspha-
se eines ansichtsbasierten Objekterkenners?
der Objekte mu¨ssen der Perspektive des mobilen Systems und des Benutzers entsprechen
und die heterogene Umgebung mit abdecken. Daher ist es unabdingbar, die Ansichten
aus der Benutzerperspektive in der Umgebung des Einsatzzwecks zu erlangen und dann
in ”Handarbeit” zu labeln.
Eine Variante ist es, kleinere Objekte direkt dem System in verschiedenen Ansich-
ten zu pra¨sentieren. Diese Mo¨glichkeit wird in Kap. 12 vorgestellt. Dieses Verfahren
beno¨tigt jedoch pro Objekt einen hohen Aufwand und ist daher nur auf wenige Objek-
te beschra¨nkt. Außerdem ko¨nnen auf diese Weise nur Objekte unter bestimmten Vor-
aussetzungen komfortabel pra¨sentiert werden. Insbesondere gro¨ßere Objekte oder auch
kombinierte Objekte, wie z.B. ein typisches Bu¨cherregal, lassen sich auf diese Art nicht
sinnvoll aufnehmen.
Vom kognitiven Standpunkt aus betrachtet, deckt dieses Verfahren ebenfalls nicht die
Spannweite ab, mit der Kinder Objekte erlernen. Kinder erlernen die meisten Objekte
nicht in einer einmaligen Phase, indem man ihnen Objekte zur Ansicht in die Hand gibt
und den Namen nennt. Vielmehr erkunden sie ihre Umgebung und bilden sich Objekt-
konzepte durch Beobachtung und den Umgang und die Interaktion mit den Objekten,
oft noch bevor sie den Namen des Objektes erlernen.
Diese U¨berlegungen fu¨hrten dazu, fu¨r das System ein Modul zu entwickeln, welches
unu¨berwacht Objektansichten sammelt und aufgrund von Bildmerkmalen gruppiert, um
so allein auf Basis der Ansichten eine Vorstrukturierung der aufgenommen Bilddaten
in eine Art Objektkategorien zu erreichen. Das bereits beschriebene Aufmerksamkeits-
modul ermo¨glicht aufgrund der kontextfreien Merkmalskarten bereits eine Lokalisation
von potentiell interessanten Bildregionen. Um diese ROIs sollen nun Bildauschnitte ge-
sammelt werden, wa¨hrend sich der Benutzer in seiner Umgebung frei bewegt. Diese
Ausschnitte, welche zu einem mo¨glichst großen Teil Ansichten von Objekten beinhalten,
sollen ohne gro¨ßeren Arbeitsaufwand des Benutzers vorstrukturiert werden. Ziel ist es,
auf Basis dieser Vorstrukturierung mit erheblich geringerem Aufwand die gesammelten
Bilddaten vom Benutzer komfortabel zu labeln.
Fu¨r diese Vorstrukturierung von Bilddaten eignen sich sehr gut die von Kohonen vor-
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geschlagenen Selbstorganisierenden Karten (Kohonen, 1995). Dieses unu¨berwachte Lern-
verfahren bietet sich fu¨r diese Aufgabe an, da es die Projektion von hochdimensionalen
und hochgradig nicht linearen Datenverteilungen auf nur zwei Dimensionen ermo¨glicht
und dabei die lokalen Nachbarschaftsbeziehungen aufgrund von A¨hnlichkeiten der Bild-
merkmale erha¨lt und auf ein leicht zu visualisierendes zweidimensionales Gitter abbil-
det (vgl. Martinetz und Schulten (1994); Villmann u. a. (2003)). SOMs werden bereits
vielfach fu¨r unu¨berwachtes Clustern von hochdimensionalen Daten und fu¨r deren Vi-
sualisierungen durch Projektion auf zwei Dimensionen eingesetzt, wie z.B. in Somervuo
und Kohonen (1999) oder Tokutaka u. a. (1999). Eine mit diesem System vergleichbare
Anwendung ist das PICSOM-System, welches Bilder durch baumfo¨rmige SOMs struktu-
riert und dadurch einen Anwender bei der Suche nach Bilddaten unterstu¨tzt (Laaksonen
u. a., 2002). Einen U¨berblick u¨ber die vielfa¨ltigen Anwendungen von Selbstorganisieren-
den Karten geben Oja u. a. (1999).
Bereits fu¨r die Zeigegestenerkennung (Kap. 7.2) ergab sich das Problem, geeignete
gelabelte Bilddaten fu¨r das Training des Klassifikatorts zu bekommen. In einem ersten
Vorversuch wurde ein Verfahren entwickelt, diese Bilddaten, die aufgrund der Doma¨ne
sta¨rker eingeschra¨nkt sind, unter Zuhilfenahme von Selbstorganisierenden Karten mit
dem Werkzeug VALT zu labeln (Heidemann u. a., 2004b). VALT steht fu¨r Visualisa-
tion And Labelling Toolkit und wurde von Saalbach (2001) vorgestellt. Das Verfahren
wird im folgenden Abschnitt beschrieben. Aufgrund der einfacheren Datenbasis und der
Mo¨glichkeit, das Training verteilt auf mehreren Rechnern offline durchzufu¨hren, war hier
die Verwendung der Rohbilddaten mo¨glich.
Fu¨r das Iterative Labeln von Objektbilddaten mit einem mobilen System eignet sich
diese Datenrepra¨sentation nicht. Um mit den großen Datenmengen auf einem mobilen
System vernu¨nftig umgehen zu ko¨nnen, bedarf es einer erheblichen Dimensionsreduktion.
Da die Vorstrukturierung nur so gut sein kann, wie die Datenrepra¨sentation es zula¨sst,
wird eine Dimensionsreduktion beno¨tigt, welche die charakteristischen Bildeigenschaften
und die Datenvarianz erha¨lt und hochgradig diskriminativ abbildet. Nur wenn diese
Bedingungen erfu¨llt sind, kann die Verwendung der SOM zu sinnvollen Clustern fu¨hren
und das Labeln von Bilddaten ermo¨glichen.
Im Kontext von Datenkompressionen stellten Manjunath u. a. (2001) und Sikora
(2001) die MPEG-7 Merkmale vor, welche effizient die Mehrheit der Bildcharakteristi-
ka erhalten. Die einzelnen MPEG-7-Deskriptoren bilden verschiedene Eigenschaften von
Bilddaten ab. Dabei reicht die Spanne von inhaltsbasierten Merkmalen wie Farbe und
Kanten bis zu semantischen Beschreibungen von Inhalten. In der Bildverarbeitung wer-
den in erster Linie die visuellen Deskriptoren verwendet, welche kontextfrei auf Basis der
reinen Bilddaten errechnet werden. Um die Varianz der Bilddaten in Bezug auf verschie-
dene Aspekte zu erhalten, eignet sich insbesondere eine Kombination von verschiedenen
Typen von Merkmalsdetektoren, wie bereits bei Deselaers u. a. (2004) gezeigt wurde. Fu¨r
das iterative Labeln sollten die ausgezeichneten Eigenschaften der MPEG-7 Diskriptoren
verwendet werden. Welche Kombinationen von MPEG-7-Merkmalen sinnvoll sind, wurde
auf Basis der statistischen Analysen der Merkmale von Eidenberger (2003) und Eiden-
berger (2004) entschieden. Eidenberger verwendete die statistischen Verfahren: Mittel-
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wert und Varianz der Deskriptorelemente, ihre Verteilung, hierarchische und topologische
Clusteranalyse und Faktorenanalyse. Er zeigte, dass die Gesamtheit der Merkmale hoch-
gradig redundant ist und somit eine geeignete Kombination einzelner Merkmale zu einer
erheblichen Dimensionsreduktion fu¨hrt, ohne dabei die diskriminativen Eigenschaften zu
verlieren. Die verwendeten Merkmale werden in Kap. 10.5 beschrieben. Fu¨r das mobile
System bildet eine Kombination dieser Merkmale die Datenbasis, auf der mit Hilfe der
SOM die Daten geclustert und anschließend im Display visualisiert werden. Mit die-
ser Vor-Kategorisierung ist es dem Benutzer mo¨glich, einzelne Bildmengen, welche ein
bestimmtes Objekt darstellen, mit einem Label zu versehenen und andere ungeeignete
Bildausschnitte (zum Beispiel mit Hintergrundstrukturen) zu verwerfen.
10.2 Vorversuch fu¨r das Labeln von Zeigegesten
Fu¨r die Gewinnung der Datenbasis fu¨r den Klassifikator der Zeigegestenerkennung wurde
ein Verfahren entwickelt, welches einerseits die Aufnahme der Bilddaten automatisiert
und anderseits mit einem halbautomatischen Verfahren mit geringem Aufwand ein La-
beln dieser Daten ermo¨glicht.
Fu¨r die Erkennung von Zeigegesten wird das weite Spektrum von menschlichen Ge-
sten nur auf zeigende Ha¨nde in verschiedene Richtungen eingeschra¨nkt. Alle anderen
Gesten sollen nicht ausgewertet werden. Um Bildausschnitte einer zeigenden Hand zu
erlangen, wurde das in Kap. 7.2 beschriebene Verfahren angewendet. Dabei sitzt der
Benutzer in seiner gewohnten Umgebung am Schreibtisch und zeigt auf vor im stehen-
de Objekte. Mit Hilfe der Hautfarbenerkennung und der darauf folgenden Erkennung
von zusammenha¨ngenden Regionen liefert das System Bildausschnitte der Hand. Der
Benutzer wurde aufgefordert, nicht nur in verschiedene Richtungen zu zeigen, sondern
auch andere Handgesten zu machen, damit fu¨r das Klassifikatortraining eine ausreichend
große Bildmenge fu¨r die Ru¨ckweisungsklasse vorhanden war. Wie bereits in Kap.7.2.1 be-
schrieben, war das Klassifikationsergebnis einerseits, ob es sich um eine zeigende Hand
handelte, und andererseits, in welche Richtung die Hand zeigt. Die Aufgabe bestand
somit darin, die Bilddaten so zu labeln, dass Bilder von Ha¨nden, die in die gleiche Rich-
tung zeigen, ein gemeinsames Label erhalten, so dass Bilder auf Basis der Zeigerichtung
gruppiert werden und von nicht zeigenden Ha¨nden unterschieden werden. Aufgrund der
Kameraperspektive aus dem Blickwinkel des Benutzers schra¨nkte sich die Bildmenge
automatisch auf Bilder ein, die im unteren Bildrand grob in die Bildvertikale zeigten.
Durch die Feedback-gesteuerte Anpassung des Benutzers an das Systemverhalten war
dabei eine mo¨glichst pra¨zise Erkennung nicht notwendig. Somit wurde eine Einteilung
in fu¨nf verschiedene Zeigerichtungen gewa¨hlt. Fu¨r diese Einteilung der Bilddaten wurde
das Werkzeug VALT verwendet. VALT ist eine grafische Benutzeroberfla¨che, mit der
man SOMs auf Daten trainieren und auf verschiedene Art und Weise visualisieren kann.
Dabei kann man unter anderem die Dimension der SOM selbst bestimmen und verschie-
dene Ansichten fu¨r die einzelnen Knoten wa¨hlen. Dies kann entweder die Visualisierung
der berechneten Prototypvektoren der SOM oder der dem jeweiligen Prototypen am
na¨chsten liegenden Trainingsbeispiele sein. Die Daten, die auf einen bestimmten Knoten
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abgebildet werden, ko¨nnen dann in einem Schritt mit der Benutzeroberfla¨che komforta-
bel gelabelt werden. Abb.10.2 zeigt den gesamten Vorgang fu¨r das Labeln der Bilddaten.
Class 2Class 1
Unordered set of
selected windows
User defines
classes
Images
Hand colour segmentation
Classifier
Projection to SOM
Training sets
Abbildung 10.2: Aufnahme von gelabelten Bilddaten. Eine Kamera nimmt Sequenzen
einer zeigenden Hand auf. Segmentierung von hautfarbenen zusam-
menha¨ngenden Bildbereichen fu¨hrt zu einem ungeordneten Satz an
Bildausschnitten einer zeigenden Hand. Dieser Datensatz wird auf ei-
ner eindimensionalen SOM projiziert, visualisiert und mittels einer in-
teraktiven Benutzeroberfla¨che in Gruppen mit Bildausschnitten mit
anna¨hernd gleicher Zeigerichtung sortiert und benannt. Diese Teil-
mengen dienen dem Klassifikator als Trainingsmenge (Heidemann u. a.
(2004b)).
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10.2.1 Partitionieren großer Bilddatensa¨tze mit Hilfe der SOM
Fu¨r das Labeln der Bilddaten fu¨r die Zeigegestenerkennung und auch fu¨r das spa¨ter
beschriebene iterative Labeln von Objektbilddaten wurde eine Standard-SOM, wie sie
von Kohonen (1995) vorgeschlagen wurde, verwendet. Die Selbstorganisierenden Kar-
ten ermo¨glichen eine topologieerhaltende Abbildung hochdimenionaler Daten auf ein
niedrigdimensionales Gitter. Dadurch ko¨nnen die Daten unter Einbehaltung der Entfer-
nungsbeziehungen im hochdimensionalen Raum visualisiert werden (Vesanto, 1999).
Die SOM besteht aus einem Satz von Prototyp- oder Gewichtsvektoren wi ∈ IRn, wel-
che mit den Knoten eines regula¨ren niedrigdimensionalen Gitter korrespondieren. Nach
der Initialisierung mit Zufallswerten werden die Prototypen iterativ mit der folgenden
Lernregel trainiert:
wi(t+ 1) = wi(t) + α(t) · hc(x),i(t) · (x(t)−wi(t)), (10.1)
mit t als Index der einzelnen Iterationsschritte. c(x) steht fu¨r den Prototypvektoren
mit der geringsten euklidischen Distanz zu dem zufa¨llig ausgewa¨hlten Trainingsdaten-
satz (hier z.B. einem Bildausschnitt der Hand) x(t) ∈ IRn. Die Adaption wird durch
die Nachbarschaftsfunktion hc(x),i(t) und die Lernratenfunktion α(t) kontrolliert. Beide
Funktionen fallen monoton mit der Zeit t. Normalerweise wird eine Gaußsche Nachbar-
schaftsfunktion verwendet:
hc(x),i(t) = exp
(
−||ri − rc(x)||
2
2σ2(t)
)
, (10.2)
mit ri und rc(x) fu¨r die korrespondierenden Gitterknoten. Die Standardabweichung
der Nachbarschaftsfunktion wird durch eine monoton fallende Funktion σ(t) variiert. Im
Gegensatz zu anderen Vektorquantisierungsalgorithmen erzwingt die Nachbarschafts-
funktion die Erhaltung der Topologie. Daher sind die SOMs besonders gut fu¨r die Parti-
tionierung und Visualisierung von Bilddaten fu¨r die beiden vorgestellten Labelverfahren
geeignet.
10.2.2 Komfortable Gewinnung der Datenbasis zur
Zeigegestenerkennung
Um den Klassifikator benutzerunabha¨ngig zu trainieren, wurden fu¨r die Gewinnung der
Datenbasis zum Trainieren des Klassifikators Zeigegesten und andere Handposturen von
drei Personen aufgenommen. Diese sollten auf zufa¨llig auf den Tisch verteilte Objekte
zeigen und fu¨r die Ru¨ckweisungsklasse beliebige andere Gesten durchfu¨hren. Dabei wur-
de 3000 Bildauschnitte der Hand aufgenommen. Die Beleuchtungsbedingungen wurden
nicht variiert, so dass die Hautfarbensegmentierung zuverla¨ssig war. Da die aufgenom-
menen Handgesten in einer zweidimensionalen Ebene liegen und in eine Richtung zeigen,
wurde eine eindimensionale SOM verwendet.
Wie Abb. 10.3 zeigt, ermo¨glicht eine 10×1-SOM eine ausreichende Pra¨zision der Zeige-
richtung. In der Abbildung werden beide Visualisierungsmo¨glichkeiten von VALT gezeigt.
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(a) Gewichtsvektoren einer zufallsinitialisierten 10× 1-SOM
(b) Trainingsbeispiele mit der gro¨ßten U¨bereinstimmung mit den zufa¨llig initialisierten Prototy-
pen der SOM
(c) Gewichtsvektoren der SOM nach 10000 Trainingsschritten
(d) Trainingsbeispiele mit der gro¨ßten U¨bereinstimmung mit den Prototypen der trainierten
SOM
Abbildung 10.3: Benutzung einer 10× 1-SOM zur Strukturierung von Bilddaten:a) und
b) vor dem Training mit zufa¨llig initialisierten Gewichten.c) und d) nach
10000 Trainingsschritten repra¨sentieren benachbarte Knoten a¨hnliche
Zeigerichtungen. a) und c) zeigen die Gewichtsvektoren, b) und d) die
Trainingsbeispiele mit der gro¨ßten U¨bereinstimmung mit dem Gewicht
jedes Knotens.
Die oberen zwei Reihen zeigen den zufallsgenerierten Anfangszustand. Abb. 10.3 c) zeigt
die zu den Knoten korrespondierenden Prototypen und d) die dem Prototypen na¨chsten
Traingsbeispiele nach dem erfolgten Training. Am Anfang erkennt man noch keinerlei
Ordnung bei den abgebildeten Traingsbeispielen. Nach 10.000 Trainingsschritten mit
einer exponentiell abnehmenden Lernschrittweite von 0.5 zu 0.01 sind die Prototypen
und die dazugeho¨rigen best-match-Beispiele auf Basis der Zeigerichtung angeordnet. Mit
VALT ko¨nnen dann die auf den Prototypen abgebildeten Trainingsbeispiele einer Zei-
gerichtung sehr komfortabel zugeordnet werden. Pro Person beno¨tigt dadurch die Auf-
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nahme der Daten nur ca. 10 Minuten. Das Training der SOM dauerte weniger als eine
Minute auf einem Standard-PC und konvergiert mit hoher Zuverla¨ssigkeit zu einer SOM-
Konfiguration, wie in Abb. 10.3. Das Zuordnen der Klassen durch eine Zeigerichtung u¨ber
die Prototypvektoren dauerte weitere fu¨nf Minuten.
Die Ergebnisse zeigen, dass das Verfahren zur Erlangung gelabelter Bilddaten fu¨r diese
Aufgabe sehr gut geeignet ist und im Vergleich zum Labeln von Bilddaten per Hand viel
Zeit spart. Dies war die Motivation, fu¨r die Gewinnung von gelabelten Objektbilddaten
auf dem mobilen System ebenfalls SOMs als Hilfsmittel zur Vorstrukturierung der Daten
zu verwenden.
10.3 Iteratives Labeln mit dem mobilen System
Das vorher vorgestellte Verfahren basierte auf einer einfach zu erlangenden Bildmenge,
und der Prozess des Labelns wurde mit einer grafischen Benutzeroberfla¨che an einem
normalen PC mit Tastatur und Maus absolviert. Im Gegensatz dazu ist die Portierung
einer vergleichbaren Funktionsweise auf ein mobiles System deutlich aufwa¨ndiger. So-
wohl die Aufnahme der Bilddaten als auch der Prozess des halbautomatischen Labelns
unterscheiden sich wesentlich. Die begrenzte Rechnerkapazita¨t bedingt dabei die Not-
wendigkeit, die Daten unter Erhaltung der Varianz zu komprimieren. Im Folgenden wird
anhand der Struktur des Untermenu¨s fu¨r das Iterative Labeln die Realisierung der einzel-
nen Funktionen vorgestellt. Sowohl die Art der Interaktion als auch die Verwendung der
Merkmalskombinationen auf Basis der MPEG-7 Deskriptoren wird zuna¨chst beschrieben
und anschließend evaluiert.
Aufbau des Untermenu¨s zum iterativen Labeln
In Kap. 9 wurde bereits das Hauptmenu¨ des Systems vorgestellt. An dieser Stelle soll die
Funktionsweise des iterativen Labelns detailliert anhand des SOM-Untermenu¨s beschrie-
ben werden, welches separat in Abb. 10.4 gezeigt wird. Das SOM-Menu¨ besteht aus zwei
Menu¨punkten, die wiederum jeweils in ein Untermenu¨ fu¨hren. Fu¨r die Bildaufnahme
zur Erstellung der Datenbasis wa¨hlt der Benutzer den Menu¨punkt Make Exset, fu¨r die
Vorstrukturierung der Daten mit Hilfe einer SOM muss Apply SOM gewa¨hlt werden.
10.4 Bildaufnahme
DurchMake ExSet (engl. fu¨r example set) gelangt man in das Aufnahme-Untermenu¨. Die
Aufnahme von Bildausschnitten wird u¨ber das in Kap. 5 vorgestellte Aufmerksamkeits-
modul kontrolliert. Dieses liefert Fokuspunkte als Zentren auffa¨lliger Bildregionen, die
vermeintlich Objekte bzw. Objektteile enthalten (Abb. 10.5). Befindet man sich in diesem
Menu¨, werden die stabilen Fokuspunkte mit einem Kreuz visualisiert. Dies ermo¨glicht
dem Benutzer eine erste Einscha¨tzung, ob aktuell ermittelte Bildausschnitte eine sinn-
volle Datenbasis fu¨r den Objekterkenner darstellen und somit fu¨r die Gewinnung der
Trainingsmenge geeignet sind. Nur verla¨sslich vom Aufmerksamkeitsmodul ermittelte
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Abbildung 10.4: SomMenu
Bildausschnitte eignen sich fu¨r das Training des Klassifikators, da dieser auf der gleichen
Grundlage im laufenden System die Bildausschnitte zur Klassifikation geliefert bekommt.
Bei der Aufnahme von Bildausschnitten mu¨ssen zwei Faktoren beru¨cksichtigt werden:
1. Fokuspunkte, welche durch schnell wechselnde Bedingungen, wie z.B. durch die Be-
wegung des Benutzers, hervorgerufen werden und nur in einzelnen Frames ermittelt
wurden, eignen sich nicht. Entweder handelt es sich nicht um stabile Fokuspunkte,
oder aber der Bildausschnitt ist durch die Bewegung verschwommen.
2. Bewegt sich der Benutzer nicht, sind die Fokuspunkte stabil. Wenn das System um
die Fokuspunkte Bildausschnitte aufnimmt, fu¨hrt das zu anhaltenden Aufnahmen
von anna¨hernd gleichen Ansichten von Objekten, wodurch die Trainingsdatenmen-
ge durch eine geringe Varianz ungeeignet wird.
Um die Sto¨rungen durch die Bewegung des Benutzers zu umgehen, wurde ein Algorith-
mus entwickelt, welcher die Bewegung aufgrund der Vera¨nderung der Fokuspunkte er-
kennt und die Bildaufnahme in diesem Fall unterdru¨ckt. Der Algorithmus berechnet den
Ort von u¨ber die Zeit korrespondierenden Fokuspunkten FP im Verlauf der letzten Fra-
mes. Ein Fokuspunkt F ti korrespondiert mit F
t−1
j , wenn gilt: F
t−1
j = minkd(F
t
i , F
t−1
k ) <
t1, mit der Distanz in der Bildebene d(·, ·) und einem Schwellwert t1 fu¨r die maximal
fu¨r die Korrespondenz zula¨ssige Distanz. Um durch Sto¨rungen hervorgerufene instabile
FPs nicht zu beru¨cksichtigen, gehen in die Bewegungsberechnung nur FPs ein, die u¨ber
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mindestens drei Frames stabil im Sinne der Korrespondenz sind. Da die Bildqualita¨t
leidet, wenn die Bewegung zu stark ist, wird die Bildaufnahme gestoppt. Die Bewegung
wird als zu stark angenommen, wenn der Schwellwert fu¨r die Sta¨rke der Bewegung t2
wie folgt u¨berschritten wird:
1
n
n∑
j=1
| 1
∆t
∆t∑
i=1
F tj − F t−ij | < t2, (10.3)
wobei n die Anzahl der ermittelten stabilen Fokuspunkte Fj ist. Wenn die Bewegung
abnimmt, werden die Bildausschnitte einmalig aufgenommen. Dadurch wird der 2. Fak-
tor beru¨cksichtigt und Aufnahmen gleicher Ansichten von Objekten in statischen Szenen
vermieden. Somit werden jeweils die Bilddaten fu¨r das Training des Klassifikators nach
jeder Bewegung aufgenommen, und erst nach Abschluss der na¨chsten Bewegung werden
erneut Bildausschnitte abgespeichert.
Diese Aufnahmefunktion wird aktiviert, indem Rec Wids gedru¨ckt wird. Solange die-
ser Menu¨punkte aktiv ist, wird aufgenommen. Wird die Taste erneut gedru¨ckt, wird die
Aufnahme beendet. Falls die Aufnahme fehlerhaft war, z.B. weil die Taste versehent-
lich aktiviert wurde, ko¨nnen die soeben aufgenommenen Bilddaten mit Rm Wids wieder
gelo¨scht werden. Um einen Datensatz fu¨r das Labeln zusammenzustellen, ko¨nnen mehr-
fach Sequenzen aufgezeichnet und ggf. wieder gelo¨scht werden. Um diese Daten zu labeln
mu¨ssen die gespeicherten Daten in einen Datensatz fu¨r das Training der SOM u¨berfu¨hrt
werden. Dies geschieht, indem der Menu¨punkt Do Exset gewa¨hlt wird. Dazu werden
die ausgewa¨hlten Bildausschnitte mit den dazugeho¨rigen MPEG-7-Merkmalsvektoren in
einen Trainingsdatensatz u¨berfu¨hrt. Auch hier gibt es die Mo¨glichkeit, die Auswahl wie-
der mit Rm Exset zu lo¨schen. Fu¨r Demonstrationszwecke wird bei der Auswahl von Load
Default ein Beispieldatensatz geladen. U¨ber Cancel verla¨sst man dieses Untermenu¨ und
gelangt in das SOM-Menu¨.
10.5 MPEG-7 – visuelle Bildmerkmale
Fu¨r die Datenkompression unter Einbehaltung der Varianz wurden Merkmale des
MPEG-7 Standard verwendet. Dieser Standard definiert Deskriptoren, welche Eigen-
schaften aus medialen Inhalten extrahieren. Entwickelt wurde MPEG-7 im Gegensatz
zu den vorherigen MPEG-Standards nicht als Kompressionsstandard, vielmehr standar-
disiert MPEG-7 die Merkmalsbeschreibung und nicht die Methodik zur Erlangung der
Deskriptoren. Unter anderem wurden Deskriptoren fu¨r die Beschreibung visueller Me-
dien zur Bildanalyse und -komprimierung entwickelt. Die grundlegenden Deskriporen
sind: Color Layout, Color Structure, Dominant Color, Scalable Color, Edge Histogram,
Homogenous Texture, Texture Browsing, Region–based Shape, Contour–based Shape, Ca-
mera Motion, Paramtric Motion and Motion Activity. Die verschiedenen Deskriptoren
haben sich bereits in der inhaltsbasierten Bildersuche etabliert(Manjunath u. a., 2001).
Eine Studie von Eidenberger zeigte, dass viele der extrahierten Eigenschaften in ver-
schiedenen Deskriptoren redundant auftreten (Eidenberger, 2003, 2004). Er zeigte, dass
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Abbildung 10.5: Als Basis fu¨r das iterative Labeln dienen die vom Aufmerksamkeits-
modul gelieferten Bildausschnitte um ermittelte Fokuspunkte. Links:
Bildausschnitt der Kamera. Rechts: Ergebnis des Aufmerksamkeitsmo-
duls. Die weißen Ramen umgeben die errechneten ROIs. Das Kreuz
markiert den Schwerpunkt der ermittelten Region als Fokuspunkt, um
den Bildausschnitte einer bestimmten Gro¨ße abgespeichert werden.
eine Kombination weniger Deskriptoren ausreicht, den Großteil der Varianz in den Daten
abzubilden. Basierend auf dieser Analyse wird in der vorliegenden Arbeit eine Kombi-
nation aus drei zum Teil abgewandelten Bildmerkmalen verwendet, um trotz der ein-
geschra¨nkten Rechnerresourcen des mobilen Systems so viele diskriminative Bildeigen-
schaften wie mo¨glich zu erhalten.
1. Der Kantenhistogramm-Deskriptor (im Original Edge Histogram) repra¨sentiert die
Verteilung der Kanten. Er deckt einen großen Bereich der Datenvarianz bei allen
Arten von Bilddaten ab.
2. Der Color Layout-Deskriptor extrahiert die ra¨umliche Verteilung der Farbe.
3. Der Scalable Color -Deskriptor entspricht einer Repra¨sentation eines HSV-
Farbhistogramms und hat sehr gute deskriminative Eigenschaften auf dem Corel-
Datensatz gezeigt und eignet sich insbesondere fu¨r ku¨nstliche Objekte.
Im Folgenden werden die Deskriptoren beschrieben. Detaillierte Beschreibungen finden
sich in Manjunath u. a. (2001).
Die Vollsta¨ndigkeitsanalyse in der Arbeit von Eidenberger offenbarte, dass der
Kantenhistogramm-Deskriptor und der Scalable Color -Deskriptor Lu¨cken in ihren Ab-
bildungsspektren haben und empfiehlt vor allem fu¨r den Kantenhistogramm-Deskriptor
eine feinere Auflo¨sung des Operators. In dieser Arbeit wurde er durch eine A¨nderung
der Originalversion optimiert.
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Number of Blocks 128 256 512 1024 2048
Edge Length of Block 12 8 6 4 2
Tabelle 10.1: Blockgro¨ßen und korrespondierende Kantenla¨ngen der einzelnen Blo¨cke fu¨r
die Berechnung des Kantenhistogramms auf dem Testdatensatz COIL 20.
10.5.1 Kanten Histogramm-Deskriptor
Die ra¨umliche Verteilung von Bildkanten wird mit dem Kantenhistogramm-Deskriptor
erfasst. Zuerst werden dafu¨r die Bildausschnitte in 4 × 4 Unterabschnitte eingeteilt.
Der Standard MPEG-7 Deskriptor berechnet fu¨r jedes dieser Teilbilder ein Kantenhisto-
gramm. Dazu werden die Kanten in fu¨nf prototypische Richtungen horizontal, vertikal,
45◦, 135◦ und ungerichtet unterteilt. Die Auflo¨sung des Histogramms wird durch die
wa¨hlbare Anzahl an Blo¨cken festgelegt, in die jedes Teilbild zur Kantenberechnung auf-
geteilt wird. Fu¨r die Berechnung werden diese Blo¨cke als 2× 2 Pixel Bilder betrachtet.
Die Grauwerte dieser Vier-Pixel-Bilder resultieren aus den Mittelwerten der jeweils zu
den vier Pixeln korrespondierenden Grauwerten. Die Kantensta¨rke jedes Blockes wird
durch die Faltung mit den 2 × 2-Filtern fu¨r jede Richtung berechnet (fu¨r Details siehe
Manjunath u. a. (2001)).
Im Standard MPEG-7 Deskriptor wird nur die dominante Kantenausrichtung jedes
Blockes betrachtet. Wenn dieser einen bestimmten Schwellwert u¨berschreitet, wird das
als Eintrag zu dem korrespondierenden Histogrammwert geza¨hlt. Das Verhalten dieses
Deskriptors ha¨ngt von der gewa¨hlten Anzahl der Blo¨cke ab. Tab. 10.1 gibt die Anzahl der
Bildpixel pro Block abha¨ngig von diesem Parameter fu¨r Bilder der Gro¨ße 128×128 (vor-
herrschendes Bildformat fu¨r die weitere Evaluation) wieder. Da im Standard-Deskriptor
nur der vorherrschende Kantentyp zu dem Histogramm beitra¨gt und die Ergebnisse der
anderen Filteroperationen fu¨r die anderen Kantenrichtungen nicht weiter betrachtet wer-
den, wurde nachfolgend ein abgewandelter Deskriptor verwendet. Um die Information
der anderen Faltungen nicht zu verwerfen, werden hier alle fu¨nf Ergebnisse als kontinu-
ierliche Werte fu¨r die lokale Kantensta¨rke betrachtet, so dass ein kontinuierlicher Wert
fu¨r alle fu¨nf Richtungen pro Teilbild erhalten bleibt.
In beiden Fa¨llen resultieren aus den 16 Teilbildern mit jeweils fu¨nf Richtungseintra¨gen
80 Werte. Zusa¨tzlich wird die Performanz dieses Deskriptors erho¨ht, indem fu¨r jede
Richtung ein globaler, gemittelter Wert (wie von Park u. a. (2000) vorgeschlagen) an
den Merkmalsvektor angeha¨ngt wird, so dass dieses Merkmal als 85-dimensionaler Vektor
repra¨sentiert wird. Die Performanz fu¨r beide Deskriptoren in Abha¨ngigkeit zur Anzahl
der Blo¨cke wird in Abschnitt 10.7.2 verglichen.
10.5.2 Color Layout-Deskriptor
Das auffa¨lligste visuelle Merkmal ist die Farbe. Um die ra¨umliche Farbverteilung von
Bildern zu beru¨cksichtigen, wurde der kompakte Color Layout-Deskriptor verwendet,
welcher die repra¨sentativen Farben auf einem Gitter bestimmt und anschließend mit
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einer diskreten Cosinus-Transformation die Koeffizienten berechnet.
Dazu werden die RGB-Werte zuerst in den YCrCb-Farbraum transformiert. Anschlie-
ßend wird das Bild in 64 Blo¨cke auf einem 8× 8-Gitter unterteilt. Fu¨r jeden Block wird
der mittlere Farbwert errechnet. Hierdurch wird eine gewisse Skalierungsinvarianz er-
reicht. Auf diesem 8×8-Gitter wird nun die diskrete Cosinus-Transformation berechnet.
Fu¨r den hier verwendeten, kombinierten Merkmalsvektor werden die niedrigfrequenten
Koeffizienten durch das sogenannte Zig-Zack-Scanning selektiert.
Wie von Manjunath u. a. (2001) vorgeschlagen, werden hier sechs Y-, drei Cr- und drei
Cb-Koeffizienten verwendet. Neben der Farbe zeigte Eidenberger (2004), dass sich der
Color Layout-Deskriptor ebenfalls sehr gut fu¨r die Beschreibung globaler Umrisse eignet.
Er zeigte, dass eine Komponente des Color Layout Deskriptors bereits den Großteil des
gesamten Region Based Shape-Deskriptors widerspiegelt.
10.5.3 Scalable Color-Deskriptor
Der Scalable Color -Deskriptor extrahiert globale Farbmerkmale. Er basiert auf einem
Histogramm im HSV-Farbraum und einer hocheffizienten anschließenden Haartransfor-
mation, um das Histogramm skalierbar zu machen.
Im Folgenden werden nur die wesentlichen Schritte dargestellt (Details siehe Man-
junath u. a. (2001)). Im ersten Schritt werden die RGB-Bildausschnitte in den HSV -
Farbraum transformiert (Akronym fu¨r Hue Saturation Value). Der HSV -Farbraum wird
in 256 Elemente quantisiert, welche die Ha¨ufigkeiten der Farben darstellen und aus 16
Stufen fu¨r H, 4 Stufen fu¨r S und 4 Stufen fu¨r V bestehen. Die Quantisierung erfolgt nicht
linear zu einem 11 bit-Wert (Manjunath u. a., 2002). Ho¨here Signifikanz fu¨r kleinere Wer-
te ho¨herer Wahrscheinlichkeit wird durch eine nichtlineare Quantisierung zu 4-bit Werten
vor der Haartransformation erreicht. Schließlich werden durch die Haartransformation
die Hochpasskoeffizienten durch eine Differenzoperation der benachbarten Bins und der
Tiefpasskoeffizienten durch die Summationsoperation benachbarter Bins bestimmt.
Abbildung 10.6: Ablauf der Extraktion des Scalable Color Deskriptors aus Manjunath
u. a. (2002)
Betrachtet man das Histogramm als 16 × 16 Matrix, wird die Halbierung der Hi-
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stogrammeintra¨ge erreicht, indem Paare benachbarter Histogrammzellen aufsummiert
werden. Wird dieser Schritt iterativ durchgefu¨hrt, erha¨lt man so aus der Haartransfor-
mation Histogramme mit 128, 64, 32, . . . Elementen. Die Skalierung wird somit durch
die Anzahl der Iterationen dieses Schrittes bestimmt. Abbildung 10.5.3 zeigt schematisch
die Generierung des Deskriptors.
Die Hochpasskoeffizienten repra¨sentieren die Informationen in einer feineren
Auflo¨sung. Da der Erwartungswert hoch ist, dass benachbarte Farben nur leicht va-
riieren, ist die Differenz der benachbarten Elemente niedrig, so dass sie auf 8-bit Werte
durch lineare Quantisierung abgebildet werden ko¨nnen. Der Merkmalsvektor beinhaltet
diese Integer-Werte der gewu¨nschten Anzahl an Quantisierungsstufen. In dieser Arbeit
wird dieses Merkmal durch eine Quantisierung auf 64 Stufen repra¨sentiert.
10.6 Ablauf des iterativen Labelns
Wenn eine gro¨ßere Menge Bildausschnitte u¨ber das Make Exset-Untermenu¨, wie in
Kap. 10.4 beschrieben, aufgenommen wurde, erfolgt automatisch bei der U¨berfu¨hrung
in das Exset die Extraktion der MPEG-7 Bildmerkmale fu¨r jeden Ausschnitt. Die ein-
zelnen Bildausschnitte, welche in einer Bu¨roumgebung aufgenommen werden, ko¨nnen
sehr unterschiedliche Strukturen und Farbverla¨ufe enthalten, wie z.B. Bildausschnitte
von Teilen von Bu¨cherregalen oder Postern an der Wand, von Tischecken oder aber von
einzelnen Objekte auf dem Schreibtisch vor dem Benutzer. Um alle irrelevanten Bildaus-
schnitte zu verwerfen, wird in einem ersten Schritt mit Hilfe einer SOM eine Vorselektion
der Bildausschnitte gemacht, bevor dann durch das iterative Labeln die Bildausschnit-
te fu¨r die spa¨tere Klassifikation Label erhalten. Das Labeln der Daten erfolgt iterativ
durch die Projektion der Daten auf SOMs, ihrer Visualisierung und dem anschließenden
Zuordnen der Objektnamen. Der Merkmalsvektor fu¨r das Training der SOM besteht aus
der Zusammensetzung der einzelnen Merkmalsvektoren der MPEG-7-Deskriptoren, wie
in Kap. 10.5, beschrieben. Dabei werden die einzelnen Komponenten fu¨r Farbe und fu¨r
die Kanten unterschiedlich gewichtet, so dass der Benutzer das Training der SOM auf
die Doma¨ne abstimmen kann. Der Merkmalsvektor x ist somit eine Konkatenation der
gewichteten Merkmalskomponenten:
x? = (we ∗ x1, . . . , we ∗ xne , wc ∗ xne+1, . . . , wc ∗ xn), (10.4)
mit einem gemeinsamen Gewicht we fu¨r den ne-dimensionalen Kantenhistogramm-
Merkmalsvektor und einem Gewicht wc fu¨r den (n− ne)-dimensionalen Block der Farb-
merkmale. Fu¨r den ersten Schritt werden die Gewichte we und wc so berechnet, dass die
einzelnen Blo¨cke u¨ber die Varianz normiert sind.
Wa¨hlt man aus dem SOM-Menu¨ den Punkt Apply SOM, wird eine zweidimensionale
Standard-SOM, wie in Kap. 10.2.1 beschrieben, auf den Vektoren x? fu¨r jeden Bildaus-
schnitt trainiert. Fu¨r die Visualisierung der SOM mu¨ssen nicht nur die Merkmalsvekto-
ren, sondern auch die dazu korrespondierenden originalen Bildausschnitte abgespeichert
werden. Die SOM wird anschließend automatisch im Display visualisiert, indem fu¨r je-
den Knoten der am besten passende Bildausschnitt dargestellt wird. Im rechten Teil des
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Displays erscheint das entsprechende Untermenu¨ fu¨r das iterative Labeln. Abbildung
10.7, oben, zeigt ein Beispiel fu¨r eine eingeblendete SOM auf Basis von Bildausschnitten
des Bu¨roszenarios. Die maximal mo¨gliche Knotenanzahl ist durch die Darstellung des
Displays begrenzt. Bei einer maximalen Knotenanzahl von 8× 8 lassen sich die Bildaus-
schnitte im Display noch gut erkennen. Die Indizierung der Knoten beginnt unten links
bei dem Knoten (0,0) und endet bei der (7,7).
Um zu sehen, wie gut die Vorstrukturierung der Bildausschnitte mit Hilfe der SOM
funktioniert hat und zur nachfolgenden Bearbeitung beim Labeln, kann man sich die
einzelnen Bildausschnitte pro Knoten visualisieren lassen, in dem der Menu¨punkt Show
Examples gewa¨hlt wird. In der Abb. 10.7, unten, sieht man die auf den ausgewa¨hlten
Knoten (7,7) abgebildeten Bildausschnitte. Man erkennt, dass auf diesem Knoten relativ
kompakte Objekte, welche auf dem holzfarbenen Schreibtisch liegen, projiziert worden
sind. Die Auswahl des Knotens kann entweder mit einem Sprachkommando wie ”Zeige
mir Knoten 7 7” getroffen werden oder dadurch, dass die jeweilige Zeile und Spalte per
Fingerspitze gewa¨hlt wird. Die Art der Selektion mit der Fingerspitze erfolgt wie bei der
Menu¨fu¨hrung.
Je nachdem wie die Bildausschnitte, deren korrespondierende Merkmalsvektoren auf
einen Knoten abgebildet worden sind, aussehen, hat der Benutzer drei Mo¨glichkeiten:
(1) Der Benutzer verwirft Bildausschnitte, wenn sie irrelevant oder aufgrund von
schlechter Aufnahmequalita¨t verschwommen und daher nicht zur Klassifikation
geeignet sind.
(2) Wenn alle Bildausschnitte eines Knotens das gleiche Objekt, mo¨glichst aus ver-
schiedenen Ansichten oder unter unterschiedlichen Bedingungen, enthalten, kann
der Benutzer den Bildausschnitten unmittelbar eine Bezeichnung zuweisen und als
Teil des Trainingsdatensatzes fu¨r den Klassifikator abspeichern.
(3) Wenn, wie in der Abb. 10.7, unten, verschiedene Objekte auf einen Knoten proji-
ziert wurden, kann der Benutzer diesen Bildausschnitten eine Gruppen-ID zuwei-
sen. Wenn die benachbarten Knoten eine Mischung derselben Objekte enthalten,
bekommen sie dieselbe Gruppen-ID.
Der Labelprozess fu¨r die Bildausschnitte aus (1) und (2) ist somit abgeschlossen. Fu¨r
die restlichen Bildausschnitte des 3. Falls kann erneut eine SOM trainiert werden, so
dass der Prozess des Labelns in einer Schleife wiederholt wird. Werden bei großen Da-
tenmengen fu¨r die Bildausschnitte verschiedener Knoten Gruppen-IDs vergeben, kann
jeweils pro Gruppe eine SOM auf den Daten trainiert werden. Dieser iterative Prozess
wird solange durchgefu¨hrt, bis alle Objekte gelabelt sind. Die folgenden Evaluationska-
pitel werden zeigen, dass meist 2-3 Schritte genu¨gen, bis eine vollsta¨ndige Trennung der
Objektbilder und somit eine korrekte Zuweisung der Namen erfolgt. Die Effizienz kann
dabei gesteigert werden, indem der Benutzer aufgrund der Bildausschnitte entscheidet,
ob entweder die Farb- oder Kantenmerkmale diskriminativer sind, und diese hebt der Be-
nutzer durch Vera¨nderung der relativen Merkmalsgewichte we/wc hervor. Anschließend
kann auf dem gelabelten Datensatz der Klassifikator trainiert werden.
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Abbildung 10.7: Oben: Eingeblendete SOM, welche mit 15000 Schritten und gleicher
Gewichtung der Kanten- und Farbmerkmale trainiert wurde. Die abge-
bildeten Bildausschnitte korrespondieren zu den Merkmalsvektoren, die
den Prototypen der Knoten am na¨chsten sind. Die Zahlen unten links
in den Bildausschnitten geben die Anzahl der projizierten Vektoren pro
Knoten an. Im Hintergrund sieht man das aktuelle Kamerabild mit ei-
nem Poster eines Frosches, welches ebenfalls auf einem Bildausschnitt
auf der SOM zu sehen ist. Der Benutzer wa¨hlt den Menu¨punkt Show
Example mit der Fingerspitze. Unten: Die auf den ausgewa¨hlten Knoten
(7,7) abgebildeten Bildausschnitte werden eingeblendet.
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10.7 Evaluierung auf einem Standarddatensatz
Fu¨r die Evaluation der Performanz des Labelprozesses und zur Parametrisierung des
Systems wurde eine Standardbilddatenbank verwendet, um reproduzierbare Ergebnisse
zu erzielen. Dazu wurden zwei Datensa¨tze auf Basis der COIL-Datenbank (Akronyum
fu¨r Columbia University Object Image Library erstellt (Nene u. a., 1996a). Die COIL
100-Datenbank ist eine etablierte Bilddatenbank, welche bereits fu¨r eine Vielzahl von
Evaluationen verwendet wurde. Sie besteht aus Bildern von 100 Objekten, welche mit
Hilfe eines Drehtellers aus 72 verschiedenen Ansichten aufgenommen wurden. Aus dieser
Datenbank wurden die folgenden zwei Testdatensa¨tze erstellt:
”Orig”: Eine Teilmenge von 20 Objekten der COIL-100 Datenbank mit jeweils
72 Ansichten pro Objekt. Der Datensatz besteht somit aus 1440 RGB-Bildern im
Format 128× 128 Pixeln (Beispiele dafu¨r in Abb. 10.10).
”Distort”: Die Bilder des Datensatzes Orig wurden manipuliert, indem die Ob-
jekte zufallsgeneriert im Bereich von +/- 5 Pixel in x- und y-Richtung translatiert
und um +/- 10% skaliert wurden.
Als erstes wurden die Klassifikationseigenschaften der MPEG-7 Deskriptoren getestet.
Anschließend wurden mit Hilfe der SOM die diskriminativen Eigenschaften einer ab-
gea¨nderten Version des Kantenhistogramm-Deskriptors im Vergleich zum Original ana-
lysiert. Im letzten Teil wird die Performanz des gesamten Labelprozesses evaluiert.
10.7.1 Performanz der Merkmale
Die diskriminativen Eigenschaften der MPEG-7-Deskriptoren bzw. von einer Kombinati-
on dieser Merkmale zur Klassifikation wurden auf den beiden vorgestellten Datensa¨tzen
Orig und Distort evaluiert. Auf diesen Datensa¨tzen wurden die MPEG-7 Merkmale
berechnet, so dass jedes Bild auf einen ne-dimensionalen Vektor fu¨r den Edge histo-
gram-Deskriptor, einen nc-dimensionalen Vektor fu¨r den Color Layout-Deskriptor und
einen ns-dimensionalen Vektor fu¨r den Scalable Color -Deskriptor abgebildet wurde. Als
einfaches, rekonstruierbares Maß fu¨r die diskriminativen Eigenschaften wurde die Klas-
sifikationsrate eines Nearest neighbor -Klassifikators ermittelt. Die Datenbasis fu¨r den
Klassifikator bestand (i) aus den Originalbildern der Testdatensa¨tze, (ii) jeweils aus den
zu (i) korrespondierenden drei Merkmalsvektoren und (iii) aus einer Kombination der
drei Deskriptoren in Form eines zusammengesetzten ne + nc + ns-dimensionalen Merk-
malsvektors. Die Klassifikationsrate fu¨r die einzelnen Datensa¨tze wurde in Abha¨ngigkeit
von der Anzahl der Trainingsansichten bestimmt. Abbildung 10.7.1, links, zeigt die er-
mittelten Ergebnisse fu¨r den Orig-Datensatz, rechts fu¨r den Distort-Datensatz. Die ex-
akten Werte fu¨r die ersten zehn Trainingsansichten werden noch einmal in Tabelle 10.2
pra¨sentiert.
Die Ergebnisse zeigen, dass auf den Datensa¨tzen besonders die Farbmerkmale sehr
diskriminativ sind und trotz der erheblichen Dimensionsreduktion ho¨here Klassifikati-
onsraten als die Originalbilder ermo¨glichen. Der Kantenhistogramm-Deskriptor erreicht
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Abbildung 10.8: Verlauf der Klassifikationsrate eines Nearest Neighbor -Klassifikator auf
den Datensa¨tzen (links) Orig und (rechts) Distort in Abha¨ngigkeit
von der Anzahl der Trainingsansichten.
deutlich niedrigere Raten. Dies liegt vermutlich an der einfachen Datenbasis, da sich
die Objekte meist klar in der Farbe unterscheiden und vor schwarzem Hintergrund auf-
genommen wurden. Die besten Klassifikationsraten erzielt die Kombination der drei
MPEG-7 Deskriptoren. Bereits bei drei Trainingsansichten ermo¨glicht die Kombina-
tion eine Klassifikationsrate von u¨ber 98% auf dem Orig-Datensatz und ein a¨hnlich
gutes Ergebnis auf dem durch Translation und Skalierung vera¨nderten Datensatz. Be-
reits auf diesen einfachen Datensa¨tzen konnte sich die Kombination der Merkmale als
a¨ußerst effektiv erweisen. Diese Ergebnisse ko¨nnen nur als Indiz fu¨r die Diskriminati-
vita¨t auf Bildern in natu¨rlicher Umgebung verstanden werden. Hier wird vermutlich der
Kantenhistogramm-Deskriptor eine deutlich gro¨ßere Rolle spielen. Auf Basis dieser Er-
gebnisse und der Ergebnisse von Deselaers u. a. (2004) kann in jedem Fall besta¨tigt wer-
den, dass eine Kombination von MPEG-7 Merkmalen sehr gut geeignet ist, die Varianz
von Bilddaten und damit die Diskriminativita¨t trotz erheblicher Datenkomprimierung
zu erhalten.
10.7.2 Anpassung des Kantenhistogrammdeskriptors
Bereits aus der Beschreibung des Kantenhistogramm-Deskriptors aus Kap. 10.5.1 geht
hervor, dass die Anzahl der Blo¨cke bei der Berechnung des Deskriptors ein entscheidender
Parameter ist. Das urspru¨ngliche Entwicklungsziel der visuellen MPEG-7-Deskriptoren
war der Einsatz fu¨r das sogenannte image retrieval, also der inhaltsbasierten Suche in
Bilddatenbanken. Wa¨hrend in dieser Doma¨ne vor allem mit großen Bildern gearbeitet
wird, sollen hier die diskriminativen Eigenschaften von kleinen Bildausschnitten extra-
hiert werden. Daher sollte das Verhalten des Deskriptors an diese Doma¨ne angepasst
werden. Die Performanz des originalen Deskriptors auf hochauflo¨senden großen Bil-
dern ist ausgezeichnet, jedoch werden die Informationen u¨ber Kantenrichtungen, welche
nicht die dominierenden Kanten in einem Block sind, nicht fu¨r die Histogrammeintra¨ge
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Bild Kombination Scalable Color Color Layout Local Edge
# orig distort orig distort orig distort orig distort orig distort
1 73.3 72.7 92.9 90.9 92.3 92.0 76.6 79.0 60.1 47.7
2 76.3 76.1 95.4 92.9 96.2 95.8 83.4 84.0 64.8 54.5
3 89.1 86.5 98.4 97.9 98.0 97.7 95.2 91.3 78.7 65.1
4 92.0 87.2 99.4 97.6 98.8 97.6 97.5 93.1 77.2 65.0
5 92.3 90.0 99.5 98.1 99.3 98.8 97.3 93.6 84.4 71.1
6 96.1 93.7 99.7 99.4 99.7 99.5 98.1 95.9 85.5 73.1
7 95.6 93.6 99.7 99.4 99.7 99.4 98.6 96.5 90.9 75.5
8 96.1 94.1 99.8 99.4 100.0 99.4 98.7 96.5 87.6 75.0
9 96.1 94.5 100.0 99.1 99.4 99.7 99.7 96.2 90.8 76.6
10 96.5 95.4 100.0 98.8 99.8 99.7 99.5 96.1 91.5 78.4
Tabelle 10.2: Klassifikationsergebnisse eines Nearest neighbor -Klassifikators auf verschie-
denen COIL-Datensa¨tzen in Abha¨ngigkeit von der Anzahl der Trainings-
ansichten (aus Bekel u. a. (2005b)).
beru¨cksichtigt. Fu¨r die kleinen Bildausschnitte wurde der Deskriptor so abgea¨ndert, dass
die Informationen der nicht dominanten Kantenrichtungen mit in die Berechnung einge-
hen.
Die diskriminativen Eigenschaften der abgea¨nderten Version wurden mit Hilfe einer
SOM mit dem Original verglichen; dabei wurde die optimale Parametrisierung bestimmt.
Diese Evaluation erfolgte auf den beiden Datensa¨tzen Orig und Distort der COIL-
Datenbank, auf welchen jeweils die entsprechenden Merkmalsvektoren mit variierenden
Kantenla¨ngen der Blo¨cke fu¨r die beiden Deskriptoren berechnet wurden (vgl. Tab. 10.1).
Auf diesen Merkmalsvektoren wurde eine SOM mit 8× 8 Knoten in 15000 Schritten mit
exponentiellem Abfall der Schrittweite α von 0.9 bis 0.1 und σ von 2.0 bis 1.0 trainiert
(aus der Gl. 10.2).
Diese Parametrisierung wurde ebenfalls fu¨r die weitere Evaluation und fu¨r das mobile
System beibehalten, da sie geringe Fehlerraten und ein gleichma¨ßiges ”Hineinlegen” des
SOM-Gitters im Merkmalsraum erzielt.
Alle Objekte, welche auf einen SOM-Knoten abgebildet wurden, erhielten die glei-
che Bezeichnung. Die Bezeichnung fu¨r jeden SOM-Knoten ist der Name des Objek-
tes, welches am ha¨ufigsten auf diesen Knoten projiziert wurde. Alle anderen Objekte
wurden als Fehler geza¨hlt. Die Abb. 10.9 zeigt die gemittelten Fehlerraten fu¨r 10 Trai-
ningsla¨ufe auf beiden Datensa¨tzen und fu¨r fu¨nf verschiedene Blockgro¨ßen. Bei dem origi-
nalen Kantenhistogramm-Deskriptor sinkt die Fehlerrate mit abnehmender Blockgro¨ße.
Der modifizierte Deskriptor erreicht insgesamt deutlich geringere Fehlerraten. Bei der
Blockgro¨ße von 4 × 4 Pixeln erreicht er fu¨r beide Datensa¨tze ein klares Minimum. Die
modifizierte Version erha¨lt somit die diskriminativen Eigenschaften bei kleinen Bildaus-
schnitten besser als das Original. Daher wurde der modifizierte Deskriptor mit dieser
Parametrisierung fu¨r das mobile System und in der folgenden Evaluation verwendet.
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Abbildung 10.9: Fehlerraten des Standard Edge Histogramm-Deskriptors (histo) im Ver-
gleich mit der gea¨nderten Version (local) fu¨r die Dantensa¨tze Orig und
Distort der COIL-Datenbank (aus Bekel u. a. (2005a)).
10.7.3 Evaluation der System-Performanz
Um zu beurteilen, ob das vorgeschlagene Verfahren fu¨r ein mobiles System geeignet ist,
mu¨ssen verschiedene Aspekte betrachtet werden. Zum einen sind die Rechnerressourcen
begrenzt, so dass fu¨r eine komfortable Verwendung des Systems im laufenden Betrieb
der Rechenaufwand gering sein muss. Durch die Verwendung der Merkmalskombination
aus den Deskriptoren kann diese Bedingung erreicht werden. Das Training einer 8× 8–
SOM mit 15000 Schritten beno¨tigt auf dem Datensatz Orig mit 1440 RGB-Bildern der
Dimension 128 × 128 Pixel im Mittel lediglich 5,3 sec auf einem Standard Pentium IV
2.5 GHz Prozessor.
Ein weiterer zu evaluierender Aspekt ist der Aufwand, den der Benutzer fu¨r das Labeln
der Daten investieren muss. Als Maß fu¨r den Aufwand wurde die Anzahl der Knoten
verwendet, die der Benutzer fu¨r das Labeln eines Datensatz ”anfassen” muss, also die
Anzahl der Knoten, auf denen mehr als nur ein Objekt abgebildet wurde, so dass auf
diesen Daten nachtrainiert werden muss. Ein weiteres wichtiges Maß ist die Fehlerrate
der ersten SOM, welche wie in Kap. 10.7.2 bestimmt wurde. Die Fehlerrate, also die An-
zahl der Objekte, welche nicht die Mehrheit pro Knoten darstellen, ist ein Anhaltspunkt
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Abbildung 10.10: Projektion der COIL-Testdatensa¨tze auf eine SOM.
fu¨r die Beurteilung des weiteren Aufwandes. Knoten mit einer Fehlerrate von nur 1%
fu¨hren mit hoher Wahrscheinlichkeit schon im na¨chsten Iterationsschritt zu einer per-
fekten Trennung. Im Gegensatz dazu sind bei einer Fehlerrate von 49% wahrscheinlich
ha¨ufiger mehrere Schritte no¨tig.
Tabelle 10.3 zeigt die Ergebnisse fu¨r eine 8 × 8-SOM: In der ersten Spalte stehen
die verwendeten Deskriptoren, Kante steht fu¨r den Edge Histogram-Deskriptor, Farbe
fu¨r den zusammengesetzten Merkmalsvektor aus dem Scalable Color - und dem Color
Layout-Deskriptor und Kombi fu¨r die Kombination aller drei verwendeten Deskripto-
ren. Die zweite Spalte gibt den Datensatz an, und zwar entweder den unvera¨nderten
COIL-Datensatz Orig oder den durch Translation und Skalierung manipulierten Dis-
tort-Datensatz. Die Ergebnisse nach einmaligem Training sind unter Erstes Training
aufgelistet, unter Nachtrainieren stehen die Ergebnisse nach dem zweiten Iterations-
schritt mit jeweils pro Gruppe/Knoten einmaligem Nachtrainieren auf den noch nicht
getrennten Bildausschnitten. Die Spalten Treffer geben die Anzahl der Knoten an, auf
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Erstes Training Nachtrainieren
Merkmal Datensatz Treffer Fehler Fehlerknoten Fehler Treffer
Kombi Orig 33.5 1.083 3.1 0.069 13.2
Kombi Distort 33.9 1.861 3.9 0.083 19.7
Farbe Orig 34.0 2.013 4.3 0.333 18.3
Farbe Distort 31.7 2.569 4.5 0.243 19.9
Kante Orig 56.4 16.736 36.8 – –
Kante Distort 57.2 16.125 39.0 – –
Tabelle 10.3: Fehlerraten und Anzahl von Fehlerknoten des SOM-Trainings (Details in
Abschnitt 10.7.3.)
denen Objekte projiziert wurden, Fehler gibt den prozentualen Anteil der Objekte an,
welche nicht in der U¨berzahl pro Knoten sind, und Fehlerknoten gibt die Anzahl der Kno-
ten wieder, auf denen mehr als ein Objekt abgebildet wurde. Bereits nach dem ersten
Training betra¨gt die Fehlerquote fu¨r den schwierigeren Datensatz unter Verwendung der
vorgeschlagenen Merkmalskombination weniger als 2 % und fu¨r den Originaldatensatz
nur wenig u¨ber 1 %. Dabei spielt die Farbe auf dem COIL-Datensatz eine entscheidende
Rolle, da der Fehler auf den Farbmerkmalen nur geringfu¨gig ho¨her ist; die Kantenmerk-
male kommen hingegen auf Werte von gut 16 %.
Der Aufwand fu¨r den Benutzer ist dabei selbst auf einem mobilen System handhabbar,
da bei der Verwendung der Merkmalskombination im Durchschnitt je nach Datensatz
lediglich auf 3-4 Knoten unterschiedliche Objekte projiziert wurden und somit nur diese
das Training einer zweiten SOM in einem weiteren Iterationsschritt notwendig machen.
Nach einmaligem Nachtrainieren ist der Fehler bereits im Mittel auf unter 0,1 % gesun-
ken, da sich die bisher auf einen oder wenige Knoten verteilten verschiedenen Objekte
bei der zweiten SOM auf 13-19 Knoten verteilen und dabei fast immer eine vollsta¨ndige
Trennung der Daten erfolgt.
Die Abbildung 10.10 zeigt die klare Strukturierung der SOM in Bereiche von jeweils
sich a¨hnelnden Objekten. Die Strukturierung erfolgt sowohl durch die Farbe als auch
durch die Form der Objekte. Im oberen linken Bereich der SOM finden sich rote Objekte,
direkt darunter braune, wobei fu¨r beide Farben im linken Teilbereich kompakte, eher
runde Objekte abgebildet sind und im rechten eher la¨ngliche. Somit erkennt man, dass
die Kombination der Merkmale zu einer sinnvollen Strukturierung fu¨hrt.
Die Abbildung 10.11 zeigt im Gegensatz dazu eine Auswahl von Objekten, die oft ge-
meinsam im ersten Iterationsschritt auf einzelne Knoten projiziert wurden. Die Zahlen
zeigen die Ha¨ufigkeiten in den entsprechenden Konfusionsmatrizen einmal bei der Ver-
wendung der Merkmalskombination aus allen drei Deskriptoren und einmal nur aus den
beiden Farb-Deskriptoren an. Die Verwechslungsha¨ufigkeit der ersten beiden Objekte,
die Spielzeugkatze und die Tasse, unter Verwendung der Farbmerkmale zeigt, dass hier
die diskriminativen Eigenschaften vor allem durch den Kantenhistogramm-Deskriptor
kodiert werden. Wenn die gesamte Merkmalskombination verwendet wird, werden diese
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zwei Objekte nicht mehr verwechselt. Die beiden Holzbauklo¨tze erweisen sich als die
schwierigsten Objekte, da sie sich nicht durch die Farbe unterscheiden und die Form bei
beiden je nach Ansicht stark variiert und sich viele dieser Perspektiven einander a¨hneln,
so dass fu¨r solche Objekte eine Trennung immer aufwa¨ndig bleibt. Dennoch zeigt die
rechte Spalte von Tab. 10.3, dass auch diese Objekte bereits im zweiten Schritt komplett
getrennt und gelabelt werden ko¨nnen.
Insgesamt kann aus den Ergebnissen geschlossen werden, dass sich die Kombination
der Merkmale sehr gut zur Vorstrukturierung von Bilddaten eignet und der Aufwand
fu¨r das Labeln von Bilddaten mit dem beschriebenen System dabei so gering ist, dass es
selbst auf einem mobilen System handhabbar ist. Besonders im zweiten Schritt ko¨nnen
die Objekte durch die Integration des Benutzers als Experten in der Interaktionsschleife
noch effektiver getrennt werden, indem der Benutzer auf Grund seiner Einscha¨tzung die
entsprechenden Gewichte fu¨r die Kanten- oder Farbmerkmale erho¨ht.
Abbildung 10.11: Links: Objektpaare, welche ha¨ufiger gemeinsam auf einzelne SOM-
Knoten projiziert wurden. Die Zahlen geben die Werte aus der Konfu-
sionsmatrix an, einmal fu¨r die beiden Farbmerkmale color und einmal
fu¨r die Kombination aller drei Deskriptoren all. Rechts: Bu¨roobjekte
der Knoten mit gleicher ID aus Abb. 10.7, welche bereits im zweiten
Nachtrainieren getrennt werden ko¨nnen (siehe 10.7.4).
10.7.4 Beispiele aus einer Bu¨roumgebung
Um die Funktionalita¨t des Systems in einer realen Umgebung zu demonstrieren, wurde
im Bu¨roszenario ein Datensatz mit dem in 10.4 beschriebenen Verfahren aufgenom-
men. Dazu bewegt sich der Benutzer im Bu¨ro fu¨r einen Zeitraum von ca. fu¨nf Minuten
mo¨glichst natu¨rlich und schaut sich dabei in dieser Umgebung um. Nach jeder Bewegung
werden dann aus dem ersten Kamerabild in Ruheposition die Bildausschnitte, welche das
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Aufmerksamkeitsmodul liefert, aufgenommen. Dabei wurden 670 Bildausschnitte aus 220
Frames aufgenommen, welche den Bewegungsfilter passiert haben.
Die Bildausschnitte, die dabei vom System abgespeichert wurden, beinhalten Objekte,
wie Teile des Schreibtisches, Lampen, Pflanzen, Teile der im Bu¨ro ha¨ngenden Poster etc.
Die Bildausschnitte, auf einer SOM nach dem ersten Training projiziert, welche dem
Kamerabild u¨berlagert wird, zeigt Abb. 10.7. Das Ergebnis ist eine klar strukturierte
SOM auf welcher helle Bildausschnitte oben links und dunkle unten rechts abgebildet
sind. Bei Objekten, welche vor dem Benutzer auf dem Schreibtisch liegen, dominiert die
Schreibtischfarbe, welche zu einer Region oben rechts fu¨hrt, in der kompakte Objekte
auf dem Schreibtisch abgebildet werden. Die gru¨nen Ausschnitte des Poster befinden
sich rechts von der Mitte in direkter Nachbarschaft von gru¨nen Pflanzen. Objekte mit
gro¨ßeren Blauanteilen, wie die VAMPIRE-Projekttasse sind unten links abgebildet. Die-
se Organisation der Daten auf die SOM zeigt, dass sich die Datenrepra¨sentation durch
die Kombination der MPEG-7-Merkmale auch in dieser heterogenen Umgebung als Da-
tenbasis eignet, um mit Hilfe der SOM eine Vorkategorisierung der Daten zu erreichen.
Dadurch ist es mo¨glich, dass in nur wenigen Arbeitsschritten auch hier die Daten gela-
belt werden ko¨nnen. Abb. 10.7, unten, zeigt mit einem blauen Rahmen hervorgehoben
die Bildausschnitte, welche auf einem einzelnen Knoten (7,7) projiziert wurden. Die be-
nachbarten Knoten zeigen eine a¨hnliche Kombination von kompakten Objekten welche
auf dem Schreibtisch liegen und somit fu¨r den Benutzer wichtige Objekte darstellen, die
potentiell verlegt werden ko¨nnen. Diese Knoten erhielten die gleiche Gruppen-ID und
auf diesen Ausschnitten wurde gemeinsam im zweiten Iterationsschritt eine 4× 4-SOM
trainiert. Aufgrund der einheitlichen Hintergrundfarbe des Schreibtisches und der Ob-
jektfarbe, hat der Benutzer die Kantenmerkmale als diskriminativer eingescha¨tzt und
das entsprechende Gewicht erho¨ht. Abb. 10.11 zeigt das Ergebnis. Bereits im zweiten
Schritt wurden alle Objekte separiert, indem sie auf einzelne Knoten projiziert wurden
und so gelabelt werden konnten.
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Objekterkennung
Das Kernstu¨ck einer Brille mit Geda¨chtnis ist der Objekterkenner. Der verwendete Ob-
jekterkenner wurde bereits in Kap. 6 vorgestellt. Die Performanz des ansichtsbasierten
Objekterkenners in einem mobilen System in heterogener Umgebung ist immer abha¨ngig
von den aktuellen Bedingungen im Vergleich zu den Bedingungen, bei denen der Klas-
sifikator trainiert wurde. Im vorigen Kapitel wurde bereits gezeigt, wie das System be-
nutzergesteuert zur Laufzeit neue Trainingsdaten aufnehmen und labeln kann. Dieses
Verfahren ist immer dann notwendig, wenn die Objekte nicht mehr richtig erkannt wer-
den, sei es durch einen Wechsel der Bedingungen in der aktuellen Umgebung oder z.B.
durch einen Raumwechsel.
Der Benutzer als Teil der Verarbeitsschleife (”human in the loop”) nimmt dabei die
Rolle des Experten an, welcher die aktuelle Klassifikationsperformanz ohne Weiteres
beurteilen kann. Dazu beno¨tigt er jedoch das Feedback vom System, wo und als was
Objekte im laufenden Bildstrom erkannt wurden. Im Hauptmenu¨ kann der Benutzer
den zweiten Hauptmenu¨punkt mit der Bezeichnung Object Rec wa¨hlen und erha¨lt so das
Feedback u¨ber die Objekterkennungsergebnisse des VPL.
Der Objekterkenner wertet
Abbildung 11.1: Eingeblendete Fokuspunkte und
Objektlabels.
in jedem Frame eine quadra-
tische Bildregion um die Fo-
kuspunkte, die vom Aufmerk-
samkeitssystem geliefert wer-
den, mit einer Dimension von
n × n-Pixeln aus. (Aufgrund
der Auflo¨sung der Kamera wur-
de hier n = 41 gewa¨hlt.) So-
lange dieser Menu¨punkt aktiv
ist, werden die erkannten Ob-
jektlabels, wie in Abb. 11.1 ge-
zeigt, rechts neben den dazu-
geho¨rigen Fokuspunkten einge-
blendet. Diese Label werden pro
Frame ausgewertet und aktuali-
siert. Die Klassifikation pro Fra-
me erfordert auf den Rohbildern einen erheblichen Rechenaufwand, der insbesondere von
der Dimension des Klassifikators abha¨ngt. Um aufgrund der begrenzten Rechnerressour-
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cen eines mobilen Systems den Rechenaufwand mo¨glichst gering zu halten und um trotz-
dem eine Klassifikationsperformanz auf hohem Niveau zu erhalten, wurde ein Verfahren
entwickelt, welches Berechnungsergebnisse des Aufmerksamkeitssystems nutzt, um die
Klassifikation zu beschleunigen. Dieses Verfahren wird im folgenden Abschnitt im Detail
erla¨utert.
Reduktion der visuellen Komplexita¨t
In einer vom Menschen erschaffenen Umgebung, wie z.B. einem Bu¨ro, gibt es allein auf-
grund dessen, dass der Mensch mit Objekten hantiert, eine Vielzahl von Objekten wie
z.B. Stifte, welche eine la¨ngliche Ausdehnung aufweisen. Das visuelle Erkennungssystem
des Menschen ist weitestgehend rotationsinvariant. D.h. wenn der Mensch einen Stift auf
einem Tisch liegend sieht, ist es fu¨r ihn verha¨ltnisma¨ßig egal, ob der Stift senkrecht oder
waagerecht liegt. Um zu u¨berpru¨fen, ob zwei auf dem Tisch liegende Stifte gleich sind,
rotiert der Mensch die beiden Bilder im Kopf und legt sie u¨bereinander. Fu¨r einen an-
sichtsbasierten Objekterkenner stellt dies jedoch ein Problem dar. Fu¨r ihn sind sich zwei
waagerecht liegende la¨ngliche Objekte, wie z.B. ein Stift und eine Heftklammer, deutlich
a¨hnlicher als zwei Stifte, welche einmal horizontal und einmal vertikal auf dem Tisch
liegen, da die meisten ansichtsbasierten Objekterkenner auf der Distanzberechnung im
Pixelraum oder auf ortsgetreuen Merkmalen basieren. Bei dem VPL-Klassifikator fu¨hrt
die Verarbeitung der ersten zwei Schritte, also die Partitionierung durch die Vektorquan-
tisierung und die anschließende lokale PCA, zu Prototypvektoren, die mit rezeptiven
Feldern verglichen werden ko¨nnen, mit denen die Bildausschnitte wa¨hrend des Klassifi-
kationsprozesses gematched werden. Diese rezeptiven Felder sind fu¨r la¨ngliche Objekte
kaum selektiv. Zur Verdeutlichung dieses Aspektes wurde ein VPL mit den Parametern
NV = 5, NP = 8 und NL = 20, im Folgenden als 5-8-20-VPL bezeichnet, mit jeweils 20
Ansichten von fu¨nf verschiedenen la¨nglichen Objekten trainiert. Abbildung 11.2, links,
zeigt die ersten acht Hauptkomponenten von den fu¨nf Prototypvektoren. Diese Proto-
typvektoren differenzieren sich nicht im Hinblick auf die verschiedenen Objekte, sondern
sind fu¨r einzelne Rotationsrichtungen spezifisch. D.h., die Ausrichtung der la¨nglichen
Objekte spielt eine wesentlich gro¨ßere Rolle als das Aussehen der Objekte selbst. Um
auf solch einer Datenbasis die la¨nglichen Objekte gut klassifizieren zu ko¨nnen, mu¨sste
der VPL entsprechend hoch dimensioniert sein, was die Rechenzeit entsprechend stark
beeinflusst.
In dem hier vorgestellten System eignet sich ein einfacher Trick, um dies zu vermeiden.
Da die Objekterkennung in diesem System Bildausschnitte vom Aufmerksamkeitssystem
geliefert bekommt und dieses bereits die Ausdehnung der Objekte als ROIs berechnet
hat, kann die Ausrichtung dieser ROIs fu¨r eine bessere Objekterkennung verwendet wer-
den. Dazu werden Objekte, bei denen das Verha¨ltnis der vertikalen zur horizontalen
Ausdehnung einen bestimmten Schwellwert θ u¨bersteigt (als sinnvoll erwiesen sich Werte
von 1, 5 < θ < 2), als la¨ngliche Objekte betrachtet. Diese Bildausschnitte werden, bevor
sie dem VPL als Eingabe dienen, in Richtung ihrer Hauptachse gedreht. Dies fu¨hrt zu
sehr viel a¨hnlicheren Eingaben der gleichen la¨nglichen Objekte, wie man in Abb.11.3
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Abbildung 11.2: ”Rezeptive Felder” zweier VPL’s. Links: trainiert ohne vorherige Rota-
tion der Objekte. Rechts: Rotations-2D-Alignment durch die Rotation
des Bildausschnittes in Richtung der Hauptachse des Entropyblobs. Je-
de Spalte zeigt die ersten acht Hauptkomponenten fu¨r jeweils einen der
fu¨nf Prototypvektoren des Vektorquantisierungsschrittes.
sieht. In diesem einfachen Datensatz erkennt man, dass sich die Ansichten der einzel-
nen la¨nglichen Objekte im Wesentlichen nur noch durch die Skalierung unterscheiden.
Das Ergebnis dieser Rotation fu¨hrt daher zu sehr viel selektiver wirkenden, rezeptiven
Feldern des Klassifikators, wie die Abb. 11.2, rechts, zeigt. Man erkennt, dass so bereits
die Vektorquantisierung des VPLs zu einer Trennung der Objekte fu¨hrt. Die vorherige
Ausrichtung von la¨nglichen Objekte entlang der Hauptachse fu¨hrt somit bei gleicher Di-
mensionierung der ersten zwei Stufen des VPL, also der Anzahl der Prototypvektoren
und der Hauptkomponenten, zu deutlich verbesserten Klassifikationsergebnissen. Tabel-
le 11.1 zeigt die Klassifikationsfehler auf einem Testdatensatz aus jeweils 20 Ansichten
von den 12 in Abb. 11.3 gezeigten Objekten. Schon bei diesem kleinen Datensatz zeigt
sich die Steigerung der Performanz durch die Rotation deutlich, und der Klassifikations-
fehler sinkt bei einzelnen Objekten um das Zehnfache. Die Ausnutzung der Information
des Aufmerksamkeitssystems ermo¨glicht somit unter Erhaltung der Klassifikationsperfor-
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Abbildung 11.3: Verschiedene Objektansichten von Objekten auf einem Schreibtisch. Die
Variation der la¨nglichen Objekte ist auffa¨llig gering, da sie in die gleiche
Ausrichtung rotiert wurden.
Methode Stift Heftklammer Telefon Tacker Textmarker
Unrotierte Objekte 2,534 3,926 0,647 3,571 7,004
Rotierte Objekte 0,0 0,617 0,0 0,396 0,772
Tabelle 11.1: Klassifikationsfehler mit und ohne Rotation der Objekte in Richtung der
Hauptachse der ROIs.
manz die Verwendung eines deutlich niedriger dimensionierten Klassifikators und somit
eine deutliche Reduktion der Rechenzeit.
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Objektlernen durch Pra¨sentation von
Ansichten
Bereits in Kap. 10 wurden die zwei Wege beschrieben, auf denen ein Kind Objekte in
seiner Umgebung erlernt. Der eine Weg ist das Bilden von Objektkonzepten durch das
Hantieren bzw. durch das Sammeln von Erfahrungen mit den Objekten. Der zweite Weg
soll hier kurz anhand eines Beispiels betrachtet werden, ohne dabei zu sehr in die Tiefe
der neurologischen Forschung zu gehen: Beobachtet ein Kind zum ersten Mal die Mutter
beim Zusammenheften von einzelnen Dokumenten mit Hilfe eines gewo¨hnlichen blauen
Tackers, wird es sicherlich neugierig fragen, was dies ist. Fu¨r gewo¨hnlich gibt die Mutter
daraufhin dem Kind das Objekt und nennt dabei den Namen des Objektes. Das Kind
betrachtet das Objekt von verschiedenen Seiten und hat somit genau dieses blaue Ob-
jekt als Tacker kennengelernt. Wenige Ansichten genu¨gen dem Kind, um das Objekt zu
erlernen. Begleitet das Kind die Mutter zum ersten Mal ins Bu¨ro, lernt es dabei eine
Vielzahl neuer Objekte kennen. Dabei wird es voraussichtlich die meisten Objekte direkt
nach dem Erlernen richtig benennen ko¨nnen. Von langer Dauer ist dies allerdings noch
nicht und so werden sicherlich nicht alle Objekte beim na¨chsten Besuch richtig erkannt.
Bei dieser Art des Lernens werden Objekte sehr schnell in das Kurzzeitgeda¨chtnis bzw.
das Arbeitsgeda¨chtnis u¨berfu¨hrt, welches direkt zur Verfu¨gung steht. Die U¨berfu¨hrung
in das Langzeitgeda¨chtnis ist zeitaufwa¨ndiger. Dies geschieht beim Menschen vor allem
in einer Phase, in der die meisten Perzeptionskana¨le keinen weiteren Input liefern, al-
so in der Ruhephase im Schlaf. Dieses grundlegende Konzept aus einer Kombination
aus schnellem, aber begrenztem Lernen und einer la¨nger dauernden U¨berfu¨hrung in ein
Geda¨chtnis mit gro¨ßerer Kapazita¨t und Robustheit war Grundlage fu¨r die Entwicklung
des Online-Lernens des vorgestellten Systems.
Im Gegensatz zu Systemen, in denen in einer offline-Trainingsphase eine Menge von ge-
labelten Objektansichten fu¨r das Training verwendet werden, welche unter Verwendung
von Drehtellern und Roboterarmen automatisiert in ku¨nstlicher Umgebung erzeugt wur-
de, soll das vorgestellte System neu auftretende Objekte in der natu¨rlichen Umgebung
erlernen ko¨nnen. Eine automatisierte Erstellung von Trainingsdaten ist zwar sehr kom-
fortabel, eignet sich allerdings nur fu¨r begrenzte Doma¨nen im Hinblick auf die Anzahl der
Objekte, der Objektgro¨ßen, der Beleuchtungsbedingungen und der Kameraperspektiven.
In dem mobilen System in einer natu¨rlichen Umgebung eignet sich das Verfahren kaum.
Die Umgebung zeichnet sich zudem durch eine Vielzahl von Objekten aus, welche das
Erlernen aller Objekte zu einer nahezu unlo¨sbaren Aufgabe macht. Daneben beno¨tigt
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ein mobiles System in einer natu¨rlichen Umgebung eine Flexibilita¨t gegenu¨ber komplett
neu auftretenden Objekten.
Um diese Flexibilita¨t zu Erlangen und um ohne lange Trainingsphasen neue Objekte
direkt fu¨r die Arbeit mit dem System zur Verfu¨gung zu haben, wurde ein Verfahren
entwickelt, mit dem zur Laufzeit neue Objekte durch einfache Pra¨sentation erlernt wer-
den ko¨nnen. Dazu werden dem System einzelne Objekte vom Benutzer pra¨sentiert, so
dass das System diese Objekte auf Basis weniger Ansichten vergleichbar mit dem Bei-
spiel des Kindes erlernen kann. Dieses Wissen wird in einem ersten Schritt in eine Art
Kurzzeitgeda¨chtnis u¨berfu¨hrt, welches fast unmittelbar zur Verfu¨gung steht. Somit kann
zumindest eine begrenzte Anzahl von Objekten direkt erlernt werden, mit denen gear-
beitet werden kann.
Wenn einem artifiziellen Objekterkenner auf diese Weise Objekte vermittelt werden,
mu¨ssen an anderer Stelle Kompromisse eingegangen werden. Aufgrund der Geschwin-
digkeit des Erlernens kann die Erkennung dieser Objekte nicht besonders robust sein,
sondern beschra¨nkt sich auf die aktuelle Situation. Dem menschlichen Vorbild nachemp-
funden, wird in einer Phase, in dem das System Kapazita¨ten frei hat, die Erkennung
robuster gemacht und somit das Wissen in eine Art Langzeitgeda¨chtnis mit gro¨ßerer
Kapazita¨t u¨berfu¨hrt.
Neben dem Erlernen neuer Objekte ermo¨glicht das Verfahren ebenfalls ein schnelles
Beheben von Erkennungsfehlern. So kann z.B. die Vielfalt von Objekten mit gleicher
Bezeichnung, wie ein roter Tacker mit einer vo¨llig anderen Form, durch Pra¨sentation
zur Laufzeit erlernt und dadurch diese Objektkategorie erweitert werden oder aber die
Erkennung von anderen Objekte bei vera¨nderten Beleuchtungsbedingungen robuster ge-
macht werden.
12.1 Funktionsweise der Bilddatenaufnahme
Bei dem entwickelten Prototypen gelangt man u¨ber den Hauptmenu¨punkt Lern Obj
in das Untermenu¨ zum Erlernen neuer Objekte durch Pra¨sentation. Die Pra¨sentation
von Objekten aus verschiedenen Ansichten bedarf einer umfangreichen Interaktion und
Kommunikation zwischen dem menschlichen Experten und dem System in der Rolle des
Lernenden. Voraussetzung dafu¨r ist eine Versta¨ndigung u¨ber das Objekt, welches im
aktuellen Bild neu erlernt werden soll bzw. welches falsch erkannt wurde und fu¨r welches
die Erkennung nun verbessert werden soll. In dem System wurden zwei Mo¨glichkeiten
dazu realisiert: Erstens kann dem System per Zeigegeste vermittelt werden, welches
Objekt erlernt werden soll.
Eine zweite Vorgehensweise hat sich in der Praxis allerdings als komfortabler erwiesen.
Dazu nimmt das System an, dass sich das zu erlernende Objekt im Zentrum des Bildes
befindet. Dies wird erreicht, indem innerhalb des Aufmerksamkeitsmoduls eine Manipu-
latorkarte u¨berlagert wird, welche im Zentrum des Bildes die Aufmerksamkeit hervorhebt
und gaussfo¨rmig zu allen Seiten abfallen la¨sst. In beiden Fa¨llen wird das vermeintlich
referenzierte Objekt durch einen eingeblendeten roten Rahmen hervorgehoben.
Entspricht das vom System hervorgehobene Objekte nicht dem gewu¨nschten, tritt der
112
12.2 Training des Objekterkenners
Benutzer auch hier als Experte auf, indem er entweder durch Bewegung des Kopfes und
somit A¨nderung der Kameraperspektive oder aber durch eine Variation der Zeigegeste
den Fokus auf das richtige Objekt lenkt.
Die aktuelle Ansicht dieses Objektes kann nun aufgenommen werden. Das Aufmerk-
samkeitssystem liefert in beiden Fa¨llen das Zentrum des gewu¨nschten Objektes, so dass
u¨ber die Menu¨steuerung ein Bildausschnitt um diesen Fokuspunkt abgespeichert wird.
Dazu kann entweder per Fingerspitze oder per Sprachkommando der Menu¨punkt Rec
View gedru¨ckt werden. Als Ru¨ckmeldung vom System erklingt bei erfolgreicher Aufnah-
me das typische Gera¨usch eines Kameraauslo¨sers, so dass der Benutzer u¨ber den Erfolg
seiner Anweisung informiert ist. Anschließend kann der Benutzer in gleicher Art und Wei-
se dem System verschiedene Ansichten des Objektes pra¨sentieren und aufnehmen lassen.
Je mehr Ansichten dem System pra¨sentiert werden, desto robuster ist die Klassifikation.
Die Anzahl der aufgenommenen Ansichten liegt somit im Ermessen des Benutzers. Je
nach aktueller Aufgabe und Komplexita¨t des Objektes kann der Benutzer die Anzahl
variieren und alle relevanten Ansichten des Objektes aufnehmen. Fu¨r kompakte Objekte,
welche von allen Seiten aus gleich aussehen, wie z.B. fu¨r einen einfarbigen Ball, reichen
deutlich weniger Ansichten als z.B. fu¨r einen asymmetrischen Bilderrahmen. Sollten bei
der Aufnahme Fehler passieren, indem beispielsweise der Fokuspunkt bei der Aufnah-
me zu einem anderen Objekt springt, ko¨nnen mit Discard diese Bildausschnitte wieder
verworfen werden.
Im Anschluss an die Bildaufnahme kann durch Wahl des Menu¨punktes Apply eine
Objektbezeichnung per Sprachkommando gegeben werden. Wenn ein Objekt mit gleicher
Bezeichnung bereits dem System bekannt ist, werden die neuen Ansichten der bereits
bestehenden Wissensrepra¨sentation hinzugefu¨gt. Nach einer kurzen Trainingszeit von
wenigen Sekunden steht nun das neue Objektwissen zur Verfu¨gung, und das System ist
wieder betriebsbereit. Unbemerkt vom Benutzer werden im Hintergrund u¨berschu¨ssige
Systemressourcen verwendet, um eine robustere Version des Klassifikators zu trainieren.
Die beiden Trainingvarianten werden im Detail in den folgenden Kapiteln beschrieben.
12.2 Training des Objekterkenners
12.2.1 Virtuelle Vergro¨ßerung des Bilddatensatzes
Um trotz der wenigen aufgenommenen Ansichten mo¨glichst robuste Erkennungsergeb-
nisse zu erreichen und den Aufwand des Benutzers bei der Bildaufnahme mo¨glichst
gering zu halten, wird der online aufgenommene Bilddatensatz vor dem Training des
Klassifikators ku¨nstlich mit zwei verschiedenen Verfahren vergro¨ßert:
Scherung und Skalierung: Das Erscheinungsbild von Objekten ha¨ngt im Wesent-
lichen von der Kameraperspektive ab. Je nach Blickwinkel erscheint das Objekt in ei-
ner kleineren oder gro¨ßeren Skalierung und Scherung. Durch ku¨nstliches Skalieren und
Scheren der Bildausschnitte wird der Trainingsdatensatz virtuell um diese Ansichten
erweitert.
Translation: Das Aufmerksamkeitsmodul ermittelt nicht immer das genaue Zentrum
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eines Objektes, um den Bildausschnitt fu¨r den Klassifikator zu positionieren. Um den
Klassifikator gegen solche Verschiebungen des Bildausschnitts robust zu machen, werden
die aufgenommenen Bildausschnitte ku¨nstlich in verschiedene Richtungen translatiert
und dem Datensatz hinzugefu¨gt.
12.2.2 Trainingsvarianten
Die Aufteilung des VPL-Klassifikators in verschiedene Verarbeitungsschichten macht es
mo¨glich, einerseits fu¨r eine Art Kurzzeitgeda¨chtnis nahezu in Echtzeit neue Objekte zu
erlernen und andererseits einen robusteren Erkenner durch ein vollsta¨ndiges Training im
Hintergrund zu erstellen. Der VPL besteht aus den drei Schichten fu¨r die Vektorquanti-
sierung, die lokale PCA und die LLM-Netze (vgl. Kap. 6). Die ersten beiden Schichten
beinhalten eine Vektorquantisierung der vorhandenen Bilddaten im Rohformat und einer
anschließenden Hauptkomponentenanalyse auf die in Voronoizellen eingeteilten Gruppen
dieser Bilddaten. Diese beiden Schritte sind durch die hohe Dimensionalita¨t des Merk-
malsraums und durch den Umfang der Datenbasis sehr rechenintensiv. Die Rechenzeit
ha¨ngt anna¨hernd linear von der Anzahl der Objekte ab. Der aufwa¨ndigste Schritt ist
dabei die Berechnung der Hauptkomponenten durch das Sangernetz.
Die Projektionen der Bilddaten auf die Hauptkomponenten dienen anschließend den
LLM-Netzen als Eingabevektoren. Diese Vektoren haben eine deutlich niedrigere Di-
mensionalita¨t. Im Prototypen wurden meist VPLs mit der Dimension 5-8-20 verwendet,
also fu¨nf Vektoren fu¨r die Vektorquantisierung und acht Hauptkomponenten. Da fu¨r jede
Zelle der einzelnen Prototypvektoren des Quantisierungsschrittes ein LLM-Netz trainiert
wurde, besteht das Training der letzten Stufe aus dem Training von 5 LLM Netzen auf
achtdimensionalen Merkmalsvektoren. Dieser Schritt dauert auf einem handelsu¨blichen
Rechner weniger als eine Sekunde. Wenn bereits ein Objekterkenner trainiert wurde
und somit bereits eine Merkmalsextraktion durch die V und P-Schicht vorliegt, kann
unter der Annahme, dass diese Merkmale auch neue Objekte abdecken, nur die letzte
Schicht neu trainiert werden. Diese Trainingsvariante wird im Folgenden als Schnelles
Training (ST) bezeichnet. Trainiert man fu¨r eine Art von Kurzzeitgeda¨chtnis nur die-
se Schicht neu, ist unmittelbar ein aktualisierter Klassifikator betriebsbereit, mit dem
die neuen Objekte zumindest in der aktuellen Umgebung und unter den aktuellen Be-
dingungen erkannt werden ko¨nnen. Wie beim menschlichen Kurzzeitgeda¨chtnis sind die
Objekte auf diese Weise schnell erlernbar, das neu erlangte Wissen weist jedoch sowohl
eine begrenzte Kapazita¨t als auch eine geringere Robustheit auf (vgl. Kap. 12.3). Die
Mannigfaltigkeit der Objektansichten unter verschiedenen Bedingungen kann so nicht
komplett abgedeckt werden, da die Merkmalsextraktion der ersten Schichten des VPL-
Klassifikators die erweiterte Doma¨ne nicht optimal abdecken kann.
Eine robustere Klassifikation erreicht der VPL, indem die ersten beiden Schichten die
diskriminativen Merkmale der Objekte in dem erweiterten hochdimensionalen Merkmals-
raum in Form von rezeptiven Feldern extrahieren. Sowohl die Tesselierung der Daten mit
dem Activity Equalisation Vector Quantisation-Algorithmus als auch die Hauptkompo-
nentenanalyse durch das iterative Trainieren der verschiedenen Sangernetze sind auf den
Rohdaten deutlich rechenaufwa¨ndiger als das Training der LLM-Netze. Fu¨r ein mobiles
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System, welches sofort verfu¨gbar neues Wissen akquirieren soll, eignet sich diese Art des
Trainings nicht. Angelehnt an das menschliche Vorbild, kann das Erlernen des robusten
Wissens jedoch im Hintergrund geschehen. Dazu werden alle drei Schichten auf der neu-
en Datenbasis trainiert (im Folgenden als kompletter Trainingsmodus KT bezeichnet).
A¨hnlich wie bei der U¨berfu¨hrung von Geda¨chtnisinhalten in das Langzeitgeda¨chtnis beim
schlafenden Menschen kann bei dem ku¨nstlichen System in ”Ruhephasen” das komplette
Training in eigenen Threads im Hintergrund laufen und nicht genutzte Systemressourcen
verwenden, ohne die aktuelle Funktion zu beeinflussen.
12.3 Evaluation
Bei der Entwicklung eines Systems mit den beiden vorgestellten Trainingsvarianten er-
geben sich folgende Fragestellungen, welche in einer Evaluation u¨berpru¨ft werden sollen:
1. Wie stark ha¨ngt die Klassifikationsperformanz und die Trainingszeit von der Di-
mensionierung des VPLs ab?
2. Wie verha¨lt sich das schnelle Lernen im Vergleich zu der Trainingsvariante des
kompletten Lernens?
3. Welche Rolle spielt die Vielfalt der bereits erlernten Objekte und somit die Variabi-
lita¨t der bestehenden rezeptiven Felder auf die Performanz des schnellen Lernens?
Fu¨r die Evaluation der beiden Trainingsvarianten wurden Bilddaten von zwo¨lf typi-
schen Bu¨roobjekten wie z.B. einem Tacker, einem Bleistiftanspitzer oder einen Textmar-
ker unter festgelegten Bedingungen aufgenommen. Dazu wurden auf sechs markierten
Positionen auf einem Schreibtisch jeweils 10 zufa¨llig ausgewa¨hlte Ansichten von jedem
Objekt aufgenommen, so dass pro Objekt 60 Ansichten zur Verfu¨gung standen. Der Da-
tensatz bestand somit aus 720 Bildausschnitten der Dimension 61 × 61 Pixel. Fu¨r das
Trainieren wurden die 120 Bilder einer Referenzposition im Zentrum des Schreibtisches
verwendet. Die restlichen 600 Bildausschnitte dienten als Testdatensatz. Somit stellte die
Evaluation hohe Anforderungen an einen Klassifikator, da sich der Blickwinkel zwischen
Trainings- und Testdatensatz erheblich unterscheidet, dadurch konnten die Unterschiede
der beiden Modi besser aufgezeigt werden.
Abb. 12.1 zeigt die Performanz des VPL-Klassifikators im Verha¨ltnis zur beno¨tigten
Trainingszeit im kompletten Trainingsmodus unter Variation der VPL-Dimensionen. Der
3-3-20-VPL bleibt zwar bis zu einer Objektanzahl von sieben Objekten noch unter ei-
ner Minute, jedoch sinkt die Erkennungsrate bei dieser Anzahl bereits auf unter 70
Prozent. Bei der Erho¨hung der Dimension der einzelnen VPL Schichten werden be-
reits bei dem 5-5-20-VPL gute Klassifikationsergebnisse auf dem anspruchsvollen Da-
tensatz erzielt. Jedoch steigt die Trainingszeit fu¨r das komplette Training schnell auf
u¨ber zwei Minuten, was dazu fu¨hrt, dass dies im laufenden System unpraktikabel wird.
Die Dimensionierung des VPL steht somit in engem Zusammenhang mit der Klassifikati-
onsperformanz und korreliert mit dieser positiv. Im Gegensatz dazu steigt die Rechenzeit
115
Kapitel 12 Objektlernen durch Pra¨sentation von Ansichten
Abbildung 12.1: Klassifikationsrate und Trainingszeit in Abha¨ngigkeit von der unter-
schiedlichen Dimensionierung der einzelnen Schichten eines VPLs im
Hinblick auf eine variiernde Anzahl von Objekten bei komplettem Trai-
ning. Die Zahlen in den Symbolen stehen fu¨r die Anzahl der Objekte
(aus Bekel u. a. (2004)).
kontinuierlich einerseits bei Erho¨hung der Datenbasis, auf der trainiert wird, und ande-
rerseits in Abha¨ngigkeit von der Erho¨hung der Dimensionierung des rechenaufwa¨ndigen
Vektorquantisierungs- und des PCA-Schrittes.
Die Ergebnisse zeigen einerseits, dass selbst beim kompletten Training die Vielzahl
von Objekten in einer natu¨rlichen Umgebung erzwingt, dass die Dimension des Klassi-
fikators deutlich gesteigert werden muss, und andererseits, dass dies selbst bei steigen-
der Rechnerkapazita¨t zuku¨nftiger Systeme zu Trainingszeiten fu¨hren wu¨rde, die fu¨r ein
online-Lernen zur Laufzeit kaum geeignet sind.
Die Frage, die daraus resultiert, ist, ob eine Kombination von schnellem und komplet-
ten Lernen diesen Nachteil umgehen kann. Dazu wurden auf Basis von VPLs, welche
mit einer variierenden Anzahl von Objekten im kompletten Trainingsmodus trainiert
wurden, u¨berpru¨ft, wie sich das schnelle Training bei weiter steigender Objektanzahl in
Bezug auf Klassifikationsperformanz und Trainingszeit verha¨lt. Um das Verhalten gut
dokumentieren zu ko¨nnen, wurde die Gro¨ße des VPL konstant mit der geringen Dimen-
sion von 3-8-30 gehalten. Abb. 12.2, links, zeigt die Ergebnisse im Hinblick auf die Klas-
sifikationsperformanz. Die einzelnen Linien spiegeln die Performanz des Klassifikators
im schnellen Trainingsmodus wider, welcher anfa¨nglich mit 2, 4, 6, 8 und 10 Objekten
im kompletten Modus trainiert wurde. Es zeigt sich, dass die Klassifikationsperformanz
im schnellen Trainingsmodus im Wesentlichen von der vorher bereits bestehenden Merk-
malsextraktion der V- und P-Schicht abha¨ngt. Je gro¨ßer die Datenbasis, auf der der
VPL komplett trainiert wurde, ist, umso besser sind die Klassifikationsergebnisse selbst
116
12.3 Evaluation
65
70
75
80
85
90
95
100
0 2 4 6 8 10 12
R
ec
og
ni
tio
n 
Ra
te
 (%
)
Number of Objects
2 Obj.
4 Obj.
6 Obj.
8 Obj.
10 Obj.
Abbildung 12.2: Links: Verlauf der Klassifikationsrate fu¨r den schnellen Trainingsmo-
dus: Jede Kurve visualisiert den Abfall der Klassifikationsrate fu¨r einen
Klassifikator der anfa¨nglich im kompletten Trainingsmodus mit 2, 4,
6, 8 und 10 Objekten trainiert wurde und der dann im schnellen Trai-
ningsmodus weitere Objekte erlernt hat. Die Dimension des verwende-
ten VPLs ist 3-8-20 (Heidemann u. a. (2007)). Rechts: Trainingszeiten
fu¨r den schnellen Trainingsmodus verglichen mit dem kompletten Trai-
ningsmodus (aus Bekel u. a. (2004)).
bei einer steigenden Anzahl von Objekten. Die Linien fallen nicht mehr so stark ab und
bleiben bei einer umfangreichen Datenbasis, auf der die beiden Schichten V und P neu
trainiert wurden, fast konstant.
In Abb. 12.2, rechts, wird die Trainingszeit im kompletten Modus im Vergleich zum
schnellen Training gezeigt. Bereits bei dem niedrig dimensionierten VPL steigt die Trai-
ningszeit im kompletten Training anna¨hernd linear und beansprucht fu¨r jedes weitere
Objekt im Schnitt ungefa¨hr 16s mehr (durchgezogene Linie). Im Gegensatz dazu bleiben
die Kurven im schnellen Trainingsmodus deutlich darunter. Unabha¨ngig von der Gro¨ße
der Datenbasis steigt die Trainingzeit pro hinzugefu¨gtem Objekt lediglich um ca. 4s.
Daraus kann geschlossen werden, dass das schnelle Training gut geeignet ist, wenn auf
Basis eines vielseitig trainierten Objekterkenners wenige neue Objekte erlernt werden
sollen. Dies entspricht genau dem eigentlichen Zweck des Verfahrens, der darin besteht,
in der aktuellen Situation ”auf die Schnelle” eine fehlerhafte Erkennung zu korrigieren
bzw. dem System schnell neues Objektwissen zu vermitteln, welches mo¨glichst sofort
verfu¨gbar ist.
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Objektretrieval - Wo ist mein Schlu¨ssel?
Perspektivisch zielt die Entwicklung einer ”Brille mit Geda¨chtnis” auf die Unterstu¨tzung
von demenzkranken Personen oder Patienten mit limbischer Enzephalitis oder a¨hnlichem
pathologischen Befund ab, bei denen die kognitiven Leistungen besonders im Bereich des
Kurzzeitgeda¨chtnisses gesto¨rt sind. Personen, die unter solch einer Erkrankung leiden,
sind nicht in der Lage, sich an den Aufenthaltsort von Objekten zu erinnern, welche sie
erst Minuten zuvor weggelegt haben.
Daraus ergibt sich die Aufgabe einer Brille mit Geda¨chtnis, welche darin besteht,
den Aufenthaltsort von Objekten aus dem Umfeld einer Person in einer fu¨r die Person
versta¨ndlichen Art und Weise mitzuteilen. (Im Informatikkontext wird dafu¨r der eng-
lische Begriff ”Retrieval” fu¨r Wiedergewinnung bzw. Auffinden verwendet.) Dies kann
einerseits durch eine Lagebeschreibung in Relation zum aktuellen Aufenthaltsort sein,
also in Form von Mitteilungen der Art ”Der gesuchte Schlu¨ssel befindet sich rechts von
Ihnen” oder aber absolut durch eine Beschreibung des aktuellen Aufenthaltsortes, wie
”Der gesuchte Schlu¨ssel befindet sich auf dem Schreibtisch unter dem Buch”. Zu der
Funktionalita¨t des Gesamtsystems, welches im Teil IV vorgestellt wird, geho¨rt die ge-
naue Orientierung im dreidimensionalen Raum. Die Aufgabe der Selbstlokalisation wird
durch Tracking planarer Targets und durch eine Positionsscha¨tzung durch Inertialsenso-
ren gewa¨hrleistet (Projektpartner der Technischen Universita¨t Graz). Dadurch kann die
relative Beschreibung von Orten erfolgen.
Der hier vorgestellte Prototyp dient als Baustein, welcher spa¨ter in das Gesamtsystem
des Projektes integriert wurde (siehe Kap. 18). Dennoch sollte bereits der Prototyp den
Aufenthaltsort versta¨ndlich mitteilen ko¨nnen. Anstelle der verbalen Mitteilung u¨ber den
absoluten Ort eines Objektes wurde die Idee entwickelt, dass der Aufenthaltsort eines
Objektes ebenso gut durch ein Bild des Objektes in seiner zuletzt wahrgenommenen
Umgebung zum Wiederfinden des Objektes verwendet werden kann. Auf Basis dieser
Idee wurde ein Bildergeda¨chtnis entwickelt, welches spa¨ter ebenfalls im Gesamtsystem
als Teil in das VAM (also des Visual Active Memorys) integriert wurde.
Funktionsweise des Objektretrievals
Im laufenden System werden in jedem Frame die Objekte im Bild, deren Lage das
Aufmerksamkeitssystem ermittelt hat, klassifiziert. Wird nun nach einem bestimmten
Gegenstand gefragt, welcher im Bild vorhanden ist, wird dieser durch einen Rahmen
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hervorgehoben. In der Regel ist dies jedoch nicht der Fall, sondern es handelt sich um
eine Nachfrage eines Objektes, von dem der Aufenthaltsort vergessen wurde und wel-
ches somit nicht im aktuellen Bild zu erkennen ist. Unter der Annahme, dass ein Bild
der Ansicht des Objektes in seiner zuletzt wahrgenommenen Position als Information
fu¨r das Wiederfinden eines Objektes genu¨gt, wurde ein Bildergeda¨chtnis entwickelt. Das
Geda¨chtnis besteht aus einer gelabelten Menge von Bildern. Diese Bilder werden im
laufenden System folgender Maßen abgespeichert:
1. Das letzte Bild aus dem Bilderstrom wird tempora¨r gespeichert. Dabei werden mit
dem gleichen Algorithmus, wie in Kap. 10.4 vorgestellt, immer nur die relevanten
Bilder im Anschluss an eine Bewegung (von dem Benutzer oder durch Bewegungen
im Bild) abgespeichert.
2. Wenn im aktuellen Frame Objekte nicht mehr erkannt werden, die im letzten Bild
noch erkannt wurden, wird das tempora¨r gespeicherte letzte Bild auf ein Viertel
der Bildgro¨ße runterskaliert und als Bild der letzten Ansicht dieses Objektes und
somit als Information u¨ber den aktuellen Aufenthaltsort des Objektes mit dem
dazugeho¨rigen Objektlabel abgespeichert.
Wird nun im Retrieval -
Abbildung 13.1: Die Antwort des Systems auf die Fra-
ge nach dem Schlu¨ssel: Eingeblendeter ist
der aktuelle Aufenthaltsort des gesuch-
ten Objektes in der vom System zu-
letzt wahrgenommenen Umgebung, hier der
Schreibtischschublade.
Modus nach einem Ob-
jekt gefragt, wird u¨ber
das vom Spracherkenner
erkannte Objektlabel in
dem Geda¨chtnis das Bild
des Objektes in seiner
zuletzt wahrgenommenen
Position im Bild einge-
blendet. Abb. 13.1 zeigt
ein Beispiel, in dem der
gesuchte Schlu¨ssel gezeigt
wird, der zuletzt in der
Schublade des Schreib-
tisches vom System er-
kannt wurde und somit
in dieser Position dem
Benutzer in einer kleine-
ren Auflo¨sung in dem ak-
tuellen Bild eingeblendet
wird. Das Beispiel zeigt,
dass die Ansicht eines Ob-
jektes in seiner Umge-
bung im Allgemeinen reicht, um das Wiederfinden eines Objektes zu ermo¨glichen.
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Der sechste Hauptmenu¨punkt Settings fu¨hrt in das Untermenu¨ fu¨r die Systemeinstel-
lungen. Abb. 14.1 zeigt noch einmal den Aufbau dieses Untermenu¨s. Es dient dazu, im
laufenden System Parameter an wechselnde Umweltbedingungen anzupassen, einzelne
Funktionen bei fehlerhafter Funktion auszuschalten oder deren Auswertung zu unter-
dru¨cken, oder aber bestimmte Datenmengen zu sichern. Wechselnde Umweltbedingungen
ko¨nnen sich auf alle Erkennungsleistungen des Systems auswirken. Diese Umweltfakto-
ren ko¨nnen einerseits akustische sein, welche sich auf den Spracherkenner auswirken, wie
beispielsweise starke Hintergrundgera¨usche, oder aber andererseits die visuelle Wahrneh-
mung beeinflussen. Sollte die Hintergrundlautsta¨rke so hoch sein, dass es eine fehlerfreie
Menu¨fu¨hrung durch die Erkennung der Sprachkommandos unmo¨glich macht, kann das
System allein durch die Fingerspitzenerkennung gesteuert durch den Menu¨punkt Spe-
ach Off die Spracherkennung ausgeschaltet werden. Somit kann es nicht mehr zu einer
Fehlklassifikation und dadurch verursacht zu unerwu¨nschtem Systemverhalten kommen.
Variieren die Beleutungsbedingungen sehr stark und ist eine fehlerfreie Hautfarbener-
kennung nicht mehr gewa¨hrleistet, kann diese im laufenden System nachjustiert werden,
indem in das Untermenu¨ Adjust Skin, welches in Kap. 14 beschrieben wird, gewa¨hlt
wird. Sollte dies nicht zum Erfolg fu¨hren oder sollte der Erkenner durch andere Ur-
sachen nicht fehlerfrei arbeiten ko¨nnen, kann durch den Menu¨punkt Fingertip Off die
Erkennung der Fingerspitze und somit die Menu¨fu¨hrung u¨ber die visuelle Wahrnehmung
der Fingerspitze ausgeschaltet werden.
Besonders in der Demoversion war es sinnvoll, flexibel im Hinblick auf Fehleingaben
zu bleiben. Wenn versehentlich beim Lernen neuer Objekte Fehler gemacht wurden und
der Klassifikator beispielsweise Objekte falsch gelabelt hat oder auf falschen Trainings-
daten trainiert wurde, kann eine stabil funktionierende Version geladen und die aktuelle
verworfen werden. Dazu kann einerseits eine Defaultversion durch Reset OR oder an-
dererseits eine zu letzt abgespeicherte stabile Version geladen werden, indem Load OR
gewa¨hlt wird. Dazu kann, wenn der Objekterkenner neue Objekte erlernt hat oder aber
robuster mit neuen Ansichten trainiert wurde, diese Version des aktuellen VPL mit Save
OR abgespeichert werden. Anschließend kann durch Cancel das Setting-Menu¨ wieder
verlassen werden.
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Abbildung 14.1: Das Untermenu¨ fu¨r die Anpassung des Systems an gea¨nderte Bedin-
gungen zur Laufzeit (fu¨r Details siehe Text).
Anpassung der Hautfarbensegmentierung
Wenn die Hautfarbensegmentierung fehlerhaft ist, kann der Benutzer in kurzer Zeit die
Segmentierung an die vera¨nderten Bedingungen adaptieren.
Ist das Adjust Skin-Untermenu¨ aktiv, werden die Pixel, die vom Hautfarbenerkenner
als Hautfarbe erkannt worden sind, gelb dargestellt, und ein rotes Rechteck erscheint
in der Mitte des Bildes, wie in Abb. 14.2. Der Benutzer agiert auch hier als Experte
und kann entscheiden, ob er mit dem Erkennungsergebnis zufrieden ist und das System
korrekt arbeitet. Ist die Hautfarbenerkennung fehlerhaft und werden die hautfarbenen
Pixel im Bild nicht erkannt oder aber zu viele andere Pixel als Hautfarbe erkannt, kann
die Hautfarbenerkennung neu eingestellt werden, indem der Hautfarbenerkenner neu
trainiert und somit an die aktuellen Bedingungen adaptiert wird. Die Verteilung der
Hautfarbe im r-g-Farbraum wird dabei aus Bildauschnitten von der Hand des Benutzers
abgeleitet. Dazu ha¨lt der Benutzer die Hand vor den rot angezeigten Rahmen im Bild-
zentrum. Dieser Bildausschnitt wird u¨ber den Menu¨punktRecord aufgenommen, wobei
jeweils die Pixel in dem rot angezeigten Rechteck aufgenommen und zum Trainieren des
Erkenners benutzt werden. Das Zentrum der Farbverteilung dieser Pixel und die Stan-
dardabweichung der Verteilung in r - und g- Richtung werden dabei bestimmt und die
Parameter der quadratischen Funktion, welche im Erkenner den Skinlokus eingrenzen,
dementsprechend angepasst (vgl. Kap. 7.1). Dazu werden die r -Koordinaten der Schei-
telpunkte der beiden quadratischen Funktionen auf die Ho¨he des Verteilungsschwerpunk-
tes gelegt und die g-Koordinaten um den doppelten Abstand der Standardabweichung
vom Schwerpunkte der Verteilung verschoben. Werden versehentlich falsche Bildberei-
che aufgenommen, kann mit Reset in den vorherigen Zustand mit dem vorher trainierten
Klassifikator zuru¨ckgegangen werden.
Nach jeder Aufnahme der Pixel im rechteckigen Fenster werden der Klassifikator neu
trainiert und das neue Ergebnis direkt angezeigt. Der Benutzer entscheidet, wie vie-
le Bildausschnitte fu¨r die Bestimmung der Hautfarbenverteilung no¨tig sind, damit die
Segmentierung robust ist. Ist die Hautfarbensegmentierung korrekt, wird die Parametri-
sierung des Klassifikators durch Dru¨cken von Apply u¨bernommen und in das Hauptmenu¨
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Abbildung 14.2: Hautfarbenadaption: Links: Die Visualisierung der als Hautfarbe er-
kannten Pixel zeigt, dass die Segmentierung fehlerhaft ist und in erster
Linie die Tischfarbe als Hautfarbe erkannt wird. Der Benutzer ha¨lt nun
die Hand unter das Zielrechteck und nimmt mehrere Bildausschnitte zur
Readaptation des Hautfarbenklassifikatrs auf. Rechts: Nach der Adap-
tation arbeitet die Segmentierung pra¨zise und ermo¨glicht wieder eine
korrekte Interaktion von Mensch und Maschine durch Handgesten.
zuru¨ckgegangen.
Durch das Ausnutzen des Einscha¨tzungsvermo¨gens des Benutzers in Kombination mit
der einfachen Readaptation durch die Mensch-Maschine-Interaktion empfiehlt sich die-
ses Verfahren fu¨r ein mobiles System, da die rechenaufwa¨ndigen Verfahren zur Hautfar-
bensegmentierung, welche auf Wahrscheinlichkeitsmodellen und Trackingmechanismen
beruhen, umgangen werden ko¨nnen. Dieses Beispiel zeigt erneut, dass der Nachteil un-
pra¨ziser Ergebnisse des maschinellen Systems durch die Verwendung einfacher Verfahren
vo¨llig unproblematisch durch geschicktes Ausnutzen des Benutzers als Experten mittels
einfacher Mensch-Maschine-Interaktion umgangen werden kann.
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Teil IV
Einbettung in das u¨bergeordnete
System
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Das bisher beschriebene System in Form eines Prototypen einer Brille mit Geda¨chtnis
ist nur ein Teil des u¨bergeordneten Ziels des Projektes VAMPIRE, der Entwicklung eines
Bu¨roassistentensystems. Um aus dem hier vorgestellten lernfa¨higen Objekterkennerpro-
totypen perspektivisch so etwas wie eine ”Brille mit Geda¨chtnis” oder gar ein Assisten-
tensystem zu erstellen, bedarf es weiterer wesentlicher Funktionalita¨ten.
Im Rahmen des Projektes steht hinter der umgangssprachlichen Beschreibung der
”Brille mit Geda¨chtnis” eine vielschichtige Architektur mit einem visuellen aktiven
Geda¨chtnis (VAM) als zentrale Komponente. Dieses visuelle aktive Geda¨chtnis geht deut-
lich u¨ber die Mo¨glichkeiten des Bildgeda¨chtnisses im hier beschriebenen Subsystem hin-
aus. Das Bildergeda¨chtnis, welches zusa¨tzlich eine 3-D-Position der Objekte entha¨lt, be-
findet sich auf der sensorischen Geda¨chtnisebene eines hierarchisch strukturierten und
in vier Ebenen unterteilten VAM. Die weiteren Schichten sind ein merkmalsbasiertes
Geda¨chtnis, ein episodisches Geda¨chtnis und ein kategorisches Geda¨chtnis auf der ober-
sten Hierarchieebene. Ein U¨berblick u¨ber die Geda¨chtniskomponenten und die dazu not-
wendigen Fa¨higkeiten liefert die Abb.14.3. Sowohl die Konzeption des VAM als auch die
Realisierung der weiteren Systemkomponenten wurden innerhalb des Projektes von den
verschiedenen Projektpartnern bearbeitet.
Die Kernbereiche der einzelnen Projektpartner bestehen aus i) grundlegenden
Trackingverfahren, ii) der Annotation von Bildsequenzen, iii) der Integration des Kon-
textes und iv) der Lernfa¨higkeit des Systems auf verschiedenen Ebenen.
Die folgende Liste gibt einen U¨berblick u¨ber die beteiligten Projektpartner
und der Zuordnung der einzelnen Aufgaben, welche schwerpunktma¨ßig von
den einzelnen Partnern des Projektes VAMPIRE bearbeitet werden:
• Technische Universita¨t Graz
– Konstruktion und Inbetriebnahme der Hardware
– Selbstlokalisation durch Tracking planarer Targets
– Positionsscha¨tzung durch Inertialsensoren
• Angewandte Informatik, Universita¨t Bielefeld
– Systemintegration und -koordination
– Vernetzung des Systems durch XCF
– Konstruktion der Geda¨chtnisstrukturen und -funktionalita¨ten
– einfache Handlungserkennung
• Universita¨t Nu¨rnberg-Erlangen
– Tracking von Objekten basierend auf Hyperplanes, Farbhistogrammen und
Kantenmerkmalen
• University of Surrey
– Erkennung zusammenha¨ngender Oberfla¨chen oder auch Mosaiking
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– Konstruktion eines episodischen Geda¨chtnisses in Form von Entschei-
dungsba¨umen im Kontext eines Wimbelton-Tennismatches
3. Kontext2. Annotation von Bildsequenzen
1. Grundlegendes Tracking
Modell VisualisierungBild Sequenz
LokalizationTracking/Segmentierung
Objekt Erkennung Bewegungsanalyse Kontextklassifikation
Kontextuelle Szenen Analyse
Kategorisierung
Inhaltsbasierter Abruf
4. Lernen
Bildgedächtnis
Gedächtnis
Kategorisches
Episodisches
Gedächtnis
Merkmalsbasiertes
Gedächtnis
Abbildung 14.3: Aufbau des Gesamtsystems (http://www.vampire-project.org/)
Die einzelnen Komponenten des Gesamtsystems werden in den folgenden Abschnit-
ten na¨her beschrieben, wenngleich fu¨r detaillierte Beschreibungen auf die einzelnen Ar-
beiten verwiesen wird. Schwerpunkt dieses Teils ist die Vorstellung des Gesamtsystems
um die Integration der vorliegenden Arbeit als wichtige Komponente des VAMPIRE-
Assistentensystems aufzuzeigen.
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U¨berblick u¨ber die weiteren
Systemkomponenten
15.1 Mosaiking
Die visuelle Perzeption des vorgestellten Systems basiert auf der Aufnahme von einer
zeitlichen Abfolge von visuellen zweidimensionalen Informationen. Um ein komplettes
ra¨umliches Modell einer dreidimensionalen Szene aus dem vorhandenen Bildstrom zu
gewinnen und um dynamische Vera¨nderungen in der Szene besser zu erkennen, wur-
de von der Arbeitsgruppe aus Surrey um Josef Kittler ein Mosaiking-Verfahren ent-
wickelt. Dieses Verfahren ermo¨glicht, ra¨umliche Zusammenha¨nge u¨ber sich vera¨ndernde
Perspektiven und u¨ber den begrenzten Bildausschnitt der Kamera hinaus durch eine Mo-
dellierung zusammenha¨ngender Fla¨chen zu erreichen. Bei der Interpretation der Daten
des beschriebenen Systems geht jeglicher raum-zeitlicher Zusammenhang zwischen den
Einzelbildern verloren. Des Weiteren ko¨nnen zwar Teile von großen Objekten erkannt
werden, ihre ra¨umliche Relation und die Interpretation als zusammenha¨ngendes Objekt
kann das vorliegende System jedoch nicht erkennen. Diese Nachteile kann das Mosaiking-
Verfahren umgehen. Die dreidimensionale Welt, welche durch die sich bewegende Ka-
mera aufgenommen wird, soll dabei in eine Repra¨sentation eines zusammenha¨ngenden
2-D Bildes u¨berfu¨hrt werden. Diese Transformation ist allerdings grundsa¨tzlich nicht
wohldefiniert und somit ohne Verluste bzw. umkehrbar zu erhalten. Eine 2-D Ansicht
eines 3-D Objektes kann, wie bereits mehrfach in den vorigen Kapiteln gezeigt, vo¨llig
unterschiedlich sein. Die Transformation von 2-D-Koordinaten auf 3-D-Koordinaten ist
somit unterrepra¨sentiert. Das Problem wird in Mosaikingverfahren umgangen, indem
die Bewegung der Kameraperspektive eingeschra¨nkt wird, wie es z.B. in der Doma¨ne
des Tennisszenarios der Fall ist. In einem mobilen AR-System ist diese Einschra¨nkung
jedoch unerwu¨nscht. Eine weitere Mo¨glichkeit, die Wohldefiniertheit der Transformation
zu erreichen, kann man durch ein Mosaikingverfahren erreichen, bei dem als Grundla-
ge von einer planaren Oberfla¨che ausgegangen wird, so dass eine der 3-D-Koordinaten
sich nicht vera¨ndert und bei den notwendigen Transformationen auf 0 gesetzt werden
kann. Somit wird die 3-D-Szene in planare Sub-Szenen zerlegt, welche fu¨r die Erkennung
in einer von Menschen geschaffenen Umgebung wertvolle Informationen erha¨lt, da alle
Arbeitsplattformen, wie z.B. der Schreibtisch, eine (allein schon wegen der Gravitation
sinnvolle) zweidimensionale Fla¨che aufweisen (Gorges u. a., 2004). Die Lokalisation der
Objekte im Hinblick auf den Kontext ist somit einfacher einzuordnen und kontextuelle
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Geda¨chtnisinhalte, wie Die Tasse steht auf dem Tisch, sind mo¨glich.
15.2 Selbstlokalisation und 3-D Positionsbestimmung
Das in dieser Arbeit beschriebene System verwendet zur Vermittlung u¨ber die
Geda¨chtnisinhalte des Aufenthaltsortes von Objekten ein Bildergeda¨chtnis, welches ein
Objekt in seiner zuletzt wahrgenommenen Position zeigt. Da diese Bilddaten auf-
grund der Bauweise des EVS aus dem Blickwinkel des Benutzers aufgenommen wur-
den, genu¨gen diese Bilddaten in den meisten Fa¨llen fu¨r die Lokalisation der gesuchten
Objekte.
Das kontextuelle Geda¨chtnis, welches ebenfalls Handlungen des Benutzers in einen
Kontext einordnen soll und somit gegebenenfalls bei bestimmten Handlungen durch
Anweisungen assistieren soll, bedarf einer Repra¨sentation der dreidimensionalen Szene.
Fu¨r diese Repra¨sentation ist einerseits die Bestimmung der Position des Benutzers und
andererseits die dreidimensionale Lokalisation der Objekte aus dem zweidimensionalen
Kamerabild in einem globalen dreidimensionalen Koordinatensystem notwendig.
Zur Bestimmung der Pose des Benutzers, also der
Abbildung 15.1: Hardware
mit CMOS-
Kamera
Kombination aus Position und Orientierung, wurde
ein Verfahren entwickelt, bei dem u¨ber das visuel-
le Verfolgen planarer, sogenannter Ka¨seecken-Targets
die sechs Freiheitsgrade fu¨r die Position und Orientie-
rung berechnet werden ko¨nnen. Diese kontrastreichen
schwarzen Targets auf weißem Hintergrund in Form
einer Ka¨seecke weisen sieben Ecken mit bestimmten
Orientierungen auf, welche die Berechnung der Pose
ermo¨glichen (M. K. Chandraker und Pinz, 2003). Um
auch wa¨hrend der Bewegung des Benutzers in Echtzeit
die Freiheitsgrade mo¨glichst pra¨zise zu bestimmen, wird
im Gesamtsystem eine CMOS-Kamera verwendet, wel-
che auf dem Helm positioniert ist. Dadurch kann die
Pose mit 15 Hz bestimmt werden. Unterstu¨tzt wird die
Posenerkennung durch das Auswerten von Daten vom
am Kopf befindlichen Inertialsensoren.
Fu¨r die kontextuelle Einordnung der dreidimensiona-
len Szene ist neben der Posenbestimmung des Benut-
zers die Lokalisation der umgebenden Objekte essentiell.
Biologisch motiviert, kann die Entfernung zu Objekten
aus der Disparita¨t von Stereobildern berechnet werden.
Die verwendete Hardware verfu¨gt, wie bereits beschrie-
ben, u¨ber Stereokameras. Da aus der Posenberechnung
der Blickwinkel des Benutzers bekannt ist, kann durch
die Verwendung der Kamerabilder die Objektposition bestimmt werden.
Fu¨r die kontextuelle Interpretation einer 3-D-Szene kann weiterhin eine Kombina-
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tion der beiden Verfahren des Mosaiking fu¨r die Erkennung planarer Ebenen mit der
Selbstlokalisation durch das Tracken der planaren Targets ermo¨glicht werden. Unter der
Annahme, dass sich die Objekte in einer ku¨nstlichen Umgebung immer an oder auf
planaren Fla¨chen befinden, kann bei bekannter Pose mit nur einer Kamera der Aufent-
haltsort eines Objektes in Relation zu der bereits ermittelten Fla¨che bestimmt werden
(Hanheide, 2006).
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Handlungserkennung mit Hilfe
verschiedener Trackingverfahren
Erweitert man die Idee der Brille mit Geda¨chtnis zu einem Assistentensystem, so ist nicht
nur das Versta¨ndnis u¨ber den Aufenthaltsort von Objekten notwendig, sondern das Sy-
stem muss erkennen, was der Benutzer mit den Objekten macht. Einfache Beispiele fu¨r
Handlungen im Bu¨roszenario sind das Telefonieren, wobei das Objekt Telefon vom Tisch
aufgenommen und an das Ohr gefu¨hrt wird oder das Arbeiten am Computer, wobei ent-
weder die Finger die Tastatur bedienen oder die PC-Maus mit der Hand gefu¨hrt wird.
Werden diese Aktionen erkannt, so ko¨nnen sie in das kontextuelle Geda¨chtnis u¨berfu¨hrt
werden und das Assistentensystem kann darauf reagieren. Ein erweitertes Beispiel fu¨r
ein Assistentensystem ko¨nnte perspektivisch einen Benutzer dabei unterstu¨tzen, neu er-
worbene Mo¨bel zusammen zu bauen. Auch hierfu¨r hantiert der Benutzer mit Objekten,
und das System muss fu¨r die Unterstu¨tzung bei der Ta¨tigkeit erkennen ko¨nnen, was der
Tra¨ger des mobilen Systems zur Zeit mit den Bauteilen zusammengebaut hat. Dann kann
das System entsprechend reagieren und durch Anweisungen ggf. die Handlung korrigie-
ren. An den Beispielen kann erkannt werden, dass es bei der Handlungserkennung nicht
um einfache Bewegungserkennung geht, sondern vielmehr um Bewegungen im Kontext
mit der Umgebung bzw. den umgebenen Objekten und deren Auswirkungen auf diese.
Im Projekt VAMPIRE werden die Basisinformationen fu¨r solch eine Handlungserken-
nung von der Objekterkennung, der Posenerkennung und der kontextuellen Einordnung
der Umgebung durch die Kombination aus den Ergebnissen des Mosaiking und der Ob-
jekterkennung geliefert. Diese Informationen dienen als Grundlage fu¨r einen trajektori-
enbasiertes Verfahren zur Handlungserkennung.
Zusa¨tzlich zu diesen Informationen muss die raum-zeitliche Trajektorie der Hand bzw.
von Objekten in der Hand erkannt werden. Die Verwendung des mobilen Systems stellt
dabei eine große Herausforderung dar, da sich sowohl das Kamerabild als auch das Ob-
jekt bzw. die Hand im Bild bewegen. Fu¨r diese Aufgabe wurden von dem Projektpart-
ner der Universita¨t Nu¨rnberg-Erlangen zwei echtzeitfa¨hige robuste Trackingverfahren
entwickelt, einerseits ein Regionentracking, welches aus dem Bereich des sogenannten
Hyperplanetrackings stammt (Gra¨ßl u. a., 2005), und andererseits ein Farbhistogramm-
basiertes, sogenanntes Kernel-based Tracking (Bajramovic u. a., 2005).
Von der Arbeitsgruppe der Angewandten Informatik der Universita¨t Bielefeld wur-
den diese Verfahren verwendet, um einerseits die Trajektorie von Objekten in der Hand
und andererseits die Bewegung des Hintergrundes durch die Kamerabewegung zu be-
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Abbildung 16.1: Handlungserkennung aus einer Kombination von Hintergrund- und Ob-
jekttracking mit kontextuellen Informationen des Geda¨chtnisses (aus
Hanheide (2006)).
stimmen. Hieraus wird dann die eigentliche Trajektorie der Handlung bestimmt und
unter Verwendung der Informationen des Objekterkenners, der kontextuellen Lagebe-
stimmung der Objekte und des Benutzers im Raum die Handlung erkannt. Den Ablauf
der Handlungserkennung zeigt Abb. 16.1.
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XCF-System
Aufgrund der Herausforderung, die vorgestellten Algorithmen verteilt auf verschiedenen
Rechnern laufen zu lassen, eine Kommunikation zwischen diesen zu ermo¨glichen und
dabei echtzeitfa¨hig zu bleiben, wurde ein neues Framework entwickelt. Diese Herausfor-
derungen wurden auf einer XML basierenden Integrationsplattform oder Middleware,
dem sogenannten XCF (XML enabled Communication Framework), gelo¨st. Diese von
Sebastian Wrede entwickelte Middleware ist ein leicht zu benutzendes Werkzeug, um
objektorientiert verteilte Systeme zu konstruieren. XCF bietet ein XML standardisiertes
Framework fu¨r eine einfach zu benutzende Software in Form einer Integrationsplattform
an. Es basiert hauptsa¨chlich auf ZeroC’s Internet Communication Engine (ICE) als ob-
jektorientierte Middleware und nutzt als Datenbasis die native XML Datenbank von
Berkeley (DBXML, (Berkeley, 2004)).
Es bietet die Mo¨glichkeit der Verarbeitung von synchronen Datenstro¨men, RPC (re-
mote procedure calls) und RMIs (engl. fu¨r Remote Method Invocation).
Fu¨r das Speichern der Geda¨chtnisinhalte des Gesamtsystems wurde XML gewa¨hlt,
da es sehr flexibel einsetzbar ist und eine einfache abstrakte Konzeptbeschreibung
ermo¨glicht.
Fu¨r die Kommunikation u¨ber die Geda¨chtnisinhalte des Systems werden Daten in
XML-Syntax binarisiert u¨bermittelt (nach der XOP-Konvention, engl. fu¨r XML-binary
Optimized Packaging). Zusa¨tzlich dazu besteht die Mo¨glichkeit, gro¨ßere Datenmengen,
wie z.B. Bilder, bina¨r zu u¨bertragen. Durch die Spezifikation von XML Schemata ist
die Laufzeittypsicherheit garantiert, und die Programmierung von Schnittstellen ist auf-
grund der API intuitiv und auch fu¨r Middleware-Einsteiger leicht zu erlernen.
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Integration des vorgestellten Systems in
das Gesamtsystem
Der vorgestellte Prototyp diente der Entwicklung verschiedener Teilkomponenten des
VAMPIRE Gesamtsystems. Der urspru¨nglich beabsichtigte Schwerpunkt der Entwick-
lung eines lernfa¨higen Objekterkenners wurde dabei ausgeweitet, indem fu¨r die interakti-
ve Lernfa¨higkeit als ersten Schritt die Entwicklung einer mo¨glichst natu¨rlichen Mensch-
Maschine-Interaktion in den Vordergrund ru¨ckte.
Aus der Entwicklung des vorgestellten Prototypen gingen folgende Komponenten ganz
oder zumindest teilweise in das Gesamtsystem ein:
1. die Entwicklung eines semi-transparenten virtuellen Menu¨s
2. die Entwicklung einer per Sprache und Fingerspitze zu bedienenden Menu¨fu¨hrung
3. die Zeigerichtungserkennung und deren Visualisierung
4. die Objekterkennung und das interaktive Objektlernen durch Pra¨sentation von
Objektansichten
5. die Objektlokalisation durch die Verwendung eines Bildergeda¨chtnisses
6. die Idee der Systemsteuerung der Input- und Outputkana¨le u¨ber einen XML-
basierten Kontroller
Die koordinierende Zentrale im Gesamtsystem besteht aus dem von M. Hanheide ent-
wickelten VAM (Hanheide, 2006). Ein vom VAM gesteuerter Server u¨bernimmt die Vi-
sualisierung des Menu¨s und der fu¨r den Benutzer wichtigen Daten, wie Objektlabels,
Zeigerichtung etc. Die Spracherkennung la¨uft separat auf dem Gesamtsystem und kom-
muniziert ebenfalls u¨ber das VAM.
Somit gehen die Teile des vorgestellten Systems in das Gesamtsystem ein, welche
dem VAM die Information u¨ber die Zeigegestenerkennung, die Objekterkennung und die
Fingerspitzenerkennung fu¨r die Menu¨fu¨hrung liefern. Dazu la¨uft auf dem Gesamtsystem
auf einem Thread eine NESSY-Instanz, welche die notwendigen Daten auswertet und
u¨ber XCF dem VAM zur Verfu¨gung stellt.
Fu¨r die Kommunikation werden drei XML-Objekte verwendet:
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1. Fu¨r die Menu¨fu¨hrung wird ein XML Objekt erstellt, welches Informationen u¨ber
den Interaktionsstatus (also ob ein Menu¨punkt gewa¨hlt oder gedru¨ckt wurde), u¨ber
die Position des Fingers und u¨ber die aktuelle Frame-Nummer liefert.
2. Das Ergebnis der Zeigerichtungserkennung wird in ein XML Objekt verpackt, wel-
ches u¨ber die Zeigerichtung und die Handposition informiert.
3. Pro erkanntes Objekt wird jeweils ein XML-Objekt gesendet, welches das Label,
die x- und y-Koordinaten im Bild, die umgebende Region, die Klassifikationswahr-
scheinlichkeit, die Na¨he zur Hand und die Wahrscheinlichkeit, ob auf das Objekt
gezeigt wird, entha¨lt.
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Kapitel 19
Zusammenfassung und Ausblick
19.1 Zusammenfassung
Informatische Forschung bescha¨ftigt sich zumeist mit der Spezialisierung auf einen be-
stimmten Bereich und der Entwicklung optimierter Verfahren fu¨r eine bestimmte Aufga-
be. Innerhalb des Projektes VAMPIRE wurde das ehrgeizige Ziel verfolgt, ein umfassen-
des Gesamtsystem in Form eines computergestu¨tzten Assistentensystems zu entwickeln,
welches eine Vielzahl an Funktionalita¨ten bieten soll. Bei dieser Entwicklung wurden
ebenfalls die zu lo¨senden Aufgaben auf verschiedene Arbeitsgruppen aufgeteilt und von
den jeweiligen Experten bearbeitet.
In dieser Arbeit lag der Hauptfokus darauf, ein hochgradig integriertes und vor allem
lernfa¨higes Gesamtsystem in Form eines Demonstrators zu konstruieren, welcher bereits
eine Vielzahl von Funktionen des spa¨teren Assistentensystems integrieren sollte. Der
Schwerpunkt lag hier nicht auf der Spezialisierung in einem bestimmten Bereich, sondern
vielmehr darauf, eine Vielzahl von beno¨tigten Verfahren zu finden, fu¨r die Aufgabe zu
modifizieren und gemeinsam in ein System zu integrieren, um eine Brille mit Geda¨chtnis
u¨berhaupt realisieren zu ko¨nnen.
Technische Basis fu¨r die Realisierung einer Brille mit Geda¨chtnis ist eine Augmented
Reality-Apparatur, deren Kernstu¨ck aus zwei Kameras und einem 3-D-Display besteht
und welche fu¨r die akustische Kommunikation u¨ber ein Mikrophon und u¨ber Kopfho¨rer
verfu¨gt. Dies ermo¨glicht, dass die visuelle Perzeption von Mensch und Maschine identisch
ist und Systeminformationen sowohl visuell als auch akustisch mitgeteilt werden ko¨nnen.
Auf dieser Hardwareplattform wurde ein System entwickelt, das eine Vielzahl von
Funktionen so integriert, dass es auf natu¨rliche Weise mit dem Benutzer interagieren und
Geda¨chtnislu¨cken des Benutzers in Bezug auf verlegte Gegensta¨nde schließen kann. Das
System kann einerseits Objekte erlernen und andererseits dem Benutzer sein erlangtes
Wissen mitteilen.
Bei der Entwicklung eines solchen Systems ist die große Herausforderung in der Kombi-
nation von Echtzeitfa¨higkeit und der komplexen Funktionsweise in einem mobilen System
zu sehen. Um ein System zu entwickeln, welches zur Laufzeit Wissen durch mo¨glichst
natu¨rliche Mensch-Maschine-Kommunikation erlangen und wiedergeben kann, mussten
Wege gefunden werden, mit denen bei der Verarbeitung Rechenzeit gespart werden kann.
Eine der Kernideen fu¨r die Lo¨sung dieses Problems bestand darin, den Benutzer als Ex-
perten fu¨r die Korrektur bzw. die Steuerung des Systems zu verwenden. In dieser Arbeit
wird aufgezeigt, dass erst die Integration des menschlichen Experten in die Verarbei-
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tungsprozesse des ku¨nstlichen Systems die Verwendung von Verfahren ermo¨glicht, welche
zwar eine geringere Leistungsfa¨higkeit bieten als vergleichbare komplexere Algorithmen,
dafu¨r aber einen sehr geringen Rechenaufwand beno¨tigen und somit u¨berhaupt erst fu¨r
ein mobiles System in Frage kommen. Die fehlende Robustheit und Fehlerfreiheit der in-
formatischen Verfahren wird durch die enge Interaktion mit dem menschlichen Experten
kompensiert.
Um den Benutzer eines solchen Systems als Experten fu¨r die Korrektur von Syste-
mungenauigkeiten oder gar -fehlern mit einbeziehen zu ko¨nnen, wurde in dieser Arbeit
ein System entwickelt, mit dem u¨ber die natu¨rliche Kommunikation durch Sprache und
Gestik ein gemeinsames Versta¨ndnis von Mensch und Maschine im gegebenen Kontext
erlangt werden konnte. Dabei kann der Benutzer sowohl durch Zeigegesten die Aufmerk-
samkeit des Systems lenken als auch durch natu¨rliche Bewegungen mit dem Finger die
Systemfunktionen u¨ber ein virtuelles Menu¨ steuern. Alternativ kann die Steuerung des
Systems verbal erfolgen.
Fu¨r den Fall, dass die visuelle Erkennung der Gestik durch gea¨nderte Licht-
verha¨ltnisse oder die akustische Erkennung der Sprache durch Sto¨rgera¨usche fehlerhaft
sind, gewa¨hrleistet die Kombination dieser beiden Kommunikationsmo¨glichkeiten, dass
der Benutzer das System u¨ber den alternativen Kommunikationsweg an die vera¨nderten
Bedingungen anpassen kann, so dass in beiden Fa¨llen die Funktionalita¨t erhalten bleibt.
Das System kann dem Benutzer sowohl durch akustische Signale als auch u¨ber das Dis-
play Informationen, wie beispielsweise u¨ber die Systemzusta¨nde oder Verarbeitungser-
gebnisse, mitteilen; auf diese kann der Benutzer bei Bedarf reagieren und damit das
System steuern.
Neben der Funktion zur Systemsteuerung ist die natu¨rliche Kommunikation eine wei-
tere wesentliche Voraussetzung fu¨r die Entwicklung eines online trainierbaren und somit
lernfa¨higen Objekterkenners. Dem Objekterkenner des entwickelten Demonstrators kann
neues Objektwissen einerseits durch Pra¨sentation von Objekten vermittelt werden. An-
dererseits kann das System selbststa¨ndig, von einem Aufmerksamkeitssystem gesteuert,
Bilddaten aufnehmen und diese interaktiv durch Kommunikation mit dem Benutzer fu¨r
den Objekterkenner verfu¨gbar machen.
Die erste Mo¨glichkeit interaktiven Objektlernens besteht darin, dass dem System
durch den Benutzer neue Objekte in natu¨rlicher Art und Weise aus mehreren Ansichten
pra¨sentiert werden. Das System nimmt dabei die Bilddaten auf und erlernt die Objekte
nach Nennung des Namens. Diese Variante eignet sich insbesondere fu¨r das Erlernen von
solchen Objekten, mit denen der Benutzer hantiert.
Dagegen ermo¨glicht die zweite Variante, dass auch Objekte aus der Umgebung des Be-
nutzers komfortabel gelernt werden. Dazu werden, von einem Aufmerksamkeitssystem
gesteuert, Bilddaten aufgenommen, wa¨hrend sich der Benutzer ganz natu¨rlich in seiner
Umgebung bewegt. Diese Bilddaten ko¨nnen anschließend unter Zuhilfenahme Selbstor-
ganisierender Karten strukturiert, im Display visualisiert und anschließend komfortabel
gelabelt werden. Die so nach Objekten getrennten Bilddaten werden dem Klassifika-
tor zum Erlernen u¨bertragen. Fu¨r die Strukturierung der Daten wurden Bildmerkmale
nach dem MPEG-7 Standard in der originalen oder in einer fu¨r die Aufgabe optimier-
142
19.2 Schlussfolgerung und Ausblick
ten Version verwendet. Diese entsprechen dabei grob zwei unterschiedlichen Kategorien,
einerseits Farbmerkmalen und andererseits kanten- oder strukturbasierten Merkmalen.
Die Gewichtung der Merkmale kann der Benutzer je nach Charakteristik der Bildda-
ten variieren. In der Arbeit wird an zwei unterschiedlichen Datensa¨tzen aufgezeigt, dass
es die Clusterung der Bilddaten durch die SOM ermo¨glicht, dass eine große Anzahl an
Bildausschnitten in wenigen Schritten nach Objekten getrennt werden und interaktiv
vom Benutzer gelabelt werden kann. Dabei erho¨ht die Mo¨glichkeit, die Gewichtung der
Merkmale zu variieren, die Trennungseffizienz der Bilddaten.
Fu¨r beide Arten des online-Lernens von Objekten wurde ein kognitiv motiviertes Lern-
verfahren entwickelt, bei dem einerseits, wie beim menschlichen Kurzzeitgeda¨chtnis, Wis-
sen u¨ber eine kleine Menge von Objekten nahezu unmittelbar zur Verfu¨gung stehen kann
und andererseits nach la¨ngerer Zeit eine Vielzahl von Objekten in einer Art Langzeit-
geda¨chtnis gespeichert werden kann.
Diese zwei Lerngeschwindigkeiten werden dabei von der in drei Verarbeitungsebe-
nen unterteilten Architektur des verwendeten VPL-Klassifikators ermo¨glicht. Dazu wird
beim schnellen Erlernen von Objektwissen nur die letzte Schicht neu trainiert, was zu
einer geringeren Robustheit fu¨hrt und wodurch die Erkennungperformanz nur bei einer
geringen Anzahl von Objekten zufriedenstellend ist. Zu einem Zeitpunkt, an dem das
System nicht ausgelastet ist und somit Ressourcen frei sind, findet das robustere und
zeitaufwa¨ndigere Erlernen u¨ber alle Schichten statt. Wie sich die Performanz der beiden
Verfahren bei variierender Objektanzahl im Hinblick auf die Rechenzeit verha¨lt, wurde
an Standarddatensa¨tzen ermittelt.
Der Objekterkenner ist die Basis fu¨r das Wiederfinden von Objekten. Dazu entha¨lt
das System eine Vorstufe des VAMs in Form eines Bildergeda¨chtnisses, in welchem die
zuletzt wahrgenommenen Aufenthaltsorte jedes Objektes abgelegt werden und auf Nach-
frage vom Benutzer visuell pra¨sentiert werden ko¨nnen. Somit ko¨nnen verlegte Objekte
vom Benutzer erfragt werden. Das Bild von dem gesuchten Objekt in seiner zuletzt
vom System wahrgenommenen Position wird eingeblendet und ermo¨glicht so ein leichtes
Wiederfinden.
19.2 Schlussfolgerung und Ausblick
Die Entwicklung von verschiedenen Systemen aus dem Bereich des sogenannten wearable
computing ist zur Zeit eine der gro¨ßten Herausforderungen in der Informationstechno-
logie. Die Leistungsfa¨higkeit der Systeme nimmt stetig zu, wobei die komfortable Be-
dienbarkeit und die Interaktion mit dem Benutzer immer noch in den Kinderschuhen
stecken.
Diese Arbeit zeigt Wege auf, wie moderne Mensch-Maschine-Interaktion aussehen kann
und wie man im Bereich des wearable computing in Zukunft die Systeme intelligenter
machen kann. Bei der Entwicklung dieses Demonstrators konnte aufgezeigt werden, dass
es prinzipiell mo¨glich ist, so etwas wie eine ”Brille mit Geda¨chtnis” zu entwickeln. Jedoch
beno¨tigt die Umsetzung dieser Funktionalita¨t eine Integration von vielen verschiedenen
Verfahren, welche teilweise noch nicht fu¨r die Anforderungen in mobilen Systemen zu-
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friedenstellend entwickelt sind. Der Demonstrator bietet einige interessante Lo¨sungen,
wobei dennoch klar ist, dass es sich um ein System handelt, welches von der Serienreife
noch weit entfernt ist.
Die gro¨ßte Herausforderung ist dabei, dass ku¨nstliche Systeme bei weitem nicht die
Fa¨higkeiten des menschlichen Sehsystems erreichen ko¨nnen. Deutlich wird dies bei der
sinkenden Performanz des ku¨nstlichen visuellen Aufmerksamkeitssytems und des Erken-
ners bei stark variierenden Bedingungen. Das hier verwendete Aufmerksamkeitssystem
verwendet Bildmerkmale, welche bei homogenen Hintergru¨nden und bei nicht zu stark
variierender Skalierung sehr gut funktionieren.
Die Wahl geeigneter Merkmale ist immer auch kontextabha¨ngig. Dennoch ermo¨glichen
einige Ansa¨tze, wie die von Lowe 1999 entwickelten SIFT-Feature, eine weitgehende
Unabha¨ngigkeit im Hinblick auf variierende Skalierung, Translation und Rotation (Lowe,
1999b, 2004).
Die kontextabha¨ngige Bedeutung verschiedener Bildmerkmale ko¨nnte perspektivisch
zu einer sinnvollen Weiterentwicklung des SOM-Trainings fu¨hren, indem das Verfah-
ren selbststa¨ndig aus dem Verhalten des Benutzers erlernt, wann welche Kategorie von
Bildmerkmalen ho¨her zu gewichten ist. Erga¨nzend ko¨nnten SOM-Verfahren verwendet
werden, die automatisiert die Dimension der SOM mit Hilfe von aufgabenorientiert opti-
mierten Abstandsmaßen bestimmen bzw. selbsta¨ndig die Knotenanzahl des SOM-Gitters
erho¨hen.
Ein Nachteil des vorgestellten Verfahrens besteht sicherlich darin, dass der verwendete
Klassifikator im Vergleich zu anderen Klassifikatoren eine geringere Performanz hat.
Dieser Nachteil wird jedoch durch die Mo¨glichkeit des ”Simulierens” eines Kurzzeit- und
eines Langzeitgeda¨chtnisses zum Teil kompensiert.
Perspektivisch kann eine deutlich bessere Erkennungsleistung durch die Verwendung
hierarchischer Feedforward-Netze erreicht werden. Angestrebt ist die Integration des von
Ingo Bax im Rahmen des Projektes entwickelten Objekterkenners (Bax, 2007). Dieser
integriert durch die Verwendung einer zusa¨tzlichen Schicht ebenfalls eine robuste Ojekt-
lokalisation. Im Vergleich zu dem hier vorgestellten System zeigt diese Art der Objekt-
lokalisation besonders bei reich strukturierten Hintergru¨nden und teilweiser Verdeckung
der Objekte eine hohe Performanz. Das vorgestellte System ist dagegen in erster Linie
fu¨r ein Szenario gut geeignet, in dem sich Objekte in einer vom Menschen erschaffenen
Umgebung vor einheitlichen Hintergru¨nden befinden. Auch gegenu¨ber Rotation und der
Variation der Skalierung erweist sich der Erkenner von Bax als sehr robust.
Dass in der vorgestellten Arbeit dennoch ein vom Klassifikator getrenntes Aufmerk-
samkeitssystem verwendet wird, la¨sst sich dadurch begru¨nden, dass es zusa¨tzlich fu¨r
andere Aufgaben, wie der Lokalisation von Objekten fu¨r das iterative Labelverfahren,
herangezogen werden kann. Diese Modularisierung der einzelnen Verarbeitungsschritte
wa¨re eine Herausforderung fu¨r zuku¨nftige Weiterentwicklungen der dem menschlichen
Sehsystem nachempfundenen hierarchischen Netze. Dass dieses Feld noch immer offene
Forschungsfragen entha¨lt und nur durch die fa¨cheru¨bergreifende Versta¨ndigung zwischen
Psychologen, Biologen und Informatikern zu neuen Erkenntnissen fu¨hren kann, zeigen
Frintrop u. a. (2010). Sie versuchen durch ihren U¨berblick aus verschiedenen Perspekti-
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ven auf das Feld der visuellen Aufmerksamkeit zu der Versta¨ndigung der verschiedenen
Wissenschaftszweige beizutragen.
Eine Mo¨glichkeit, die Klassifikationsleistungen ku¨nstlicher Systeme zu erho¨hen, indem
neurobiologische Kenntnisse zur Optimierung Computer gestu¨tzter Systeme verwendet
werden, zeigen Bauckhage u. a. (2008) auf. Sie zeigen, dass eine Integration des Kon-
zeptes des Visual Active Memories eine wesentliche Voraussetzung fu¨r die kognitiven
Fa¨higkeiten ku¨nstlicher Systeme darstellt und erst dadurch Objekterkennung generali-
sierungsfa¨higer werden kann.
Die Trennung von Kurzzeit- und Langzeitgeda¨chtnis des vorgestellten Systems ist
ebenfalls dem biologischen Vorbild nachempfunden. Ein Manko dieses Systems ist es
jedoch, dass fu¨r das komplette Training des Klassifikators fu¨r eine Art Langzeitgeda¨chtnis
die Verarbeitungsschritte des Kurzzeitgeda¨chtnisses nicht verwendet werden. Kirstein
u. a. (2008) entwickelten die hier vorgestellte Idee der Zweistufigkeit des Lernens weiter,
indem sie ein online trainierbares Hierarchisches Feedforward-Objekterkennungsmodell
konstruierten, bei dem auf den vom STM erstellten Repra¨sentationen von Objekten das
LTM aufbaut. So kann prinzipiell auch fu¨r das insgesamt zeitaufwa¨ndigere Trainieren
des LTMs Rechenzeit gespart werden.
Neben der Lernfa¨higkeit von Objektwissen hat diese Arbeit insbesondere in Bezug auf
die natu¨rliche Mensch-Maschine-Interaktion neue Wege aufgezeigt. Die hier pra¨sentierte
Idee, ein mobiles System zu entwickeln, bei dem die Interaktion zwischen Mensch und
Maschine aus einer Kombination von Gestik und Sprache und durch die Verwendung
eines AR-Systems in beide Richtungen mo¨glich ist, wurde von Li und Jia (2010) auf-
gegriffen. Die Autoren verwenden ebenfalls ein mobiles AR-System zum Labeln von
Objektdaten durch Kommunikation per Sprache und Gestik. Die Idee des virtuellen
Menu¨s wurde von ihnen fortgefu¨hrt und um ein virtuelles Touchpad erweitert, welches
u¨ber Zeigegesten bedienbar ist.
Die Idee der Multimodalita¨t der Interaktion und der Menu¨fu¨hrung eines AR-Systems
wurde auch von Irawati u. a. (2006) aufgegriffen, die ein System entwickelten, mit dem
Mo¨bel virtuell im Raum positioniert werden ko¨nnen.
Die Auswertung von Gesten auf einem mobilen System stellt bei all diesen Forschungs-
bereichen immer noch eine Herausforderung dar. In der vorliegenden Arbeit wird die
Objektreferenzierung durch eine Zeigegeste in 2-D ausgewertet. Es gibt bereits auf den
hier pra¨sentierten Ideen basierte Fortentwicklungen, bei denen ebenfalls 2-D Merkmals-
karten verwendet wurden und die daru¨ber hinaus durch die Kombination mit Dispa-
rita¨tsbasierten Auswertungen zu einer dreidimensionalen Interpretation der Zeigegeste
kommen (Jia u. a., 2007)
Dass insbesondere die Forschung im Bereich der Augmented Reality stetig zunimmt,
zeigen Du¨nser u. a. (2008) in einer Literaturrecherche zum Thema AR in den Datenban-
ken der fu¨hrenden Verlage im Bereich der informatischen Forschung. Du¨nser u. a. (2008)
zeigen, dass allein in den Jahren 1992 bis 2007 insgesamt 6071 Vero¨ffentlichungen den
Begriff der AR enthielten. Der Schwerpunkt der Recherche lag in der Untersuchung von
Vero¨ffentlichungen zum Thema der Benutzerevaluation. Die Studie zeigt, dass sich mit
8% nur ein sehr geringer Anteil der Vero¨ffentlichungen der wichtigen Aufgabe stellte,
145
Kapitel 19 Zusammenfassung und Ausblick
Benutzerevaluationen durchzufu¨hren, wie es die vorliegende Arbeit macht (vgl. Heide-
mann u. a. (2004a)). Doch insbesondere die Bedienbarkeit solcher Systeme ist von hohem
Stellenwert, wie auch Koelsch u. a. (2006) aufzeigen.
Natu¨rliche Interaktion mit mobilen Systemen und die Verwendung von kognitiven
Fa¨higkeiten in mobilen Systemen bietet noch ein breites Forschungsfeld fu¨r die Zukunft.
Hierfu¨r bietet die vorliegende Arbeit Ideen und Impulse zur Weiterentwicklung.
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