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Abstract
This article presents results on the concentration properties of the smoothing and
filtering distributions of some partially observed chaotic dynamical systems. We show
that, rather surprisingly, for the geometric model of the Lorenz equations, as well as
some other chaotic dynamical systems, the smoothing and filtering distributions do
not concentrate around the true position of the signal, as the number of observations
tends to infinity. Instead, under various assumptions on the observation noise, we show
that the expected value of the diameter of the support of the smoothing and filtering
distributions remains lower bounded by a constant times the standard deviation of the
noise, independently of the number of observations. Conversely, under rather general
conditions, the diameter of the support of the smoothing and filtering distributions
are upper bounded by a constant times the standard deviation of the noise. To some
extent, applications to the three dimensional Lorenz 63’ model and to the Lorenz 96’
model of arbitrarily large dimension are considered.
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MSC classification: 37N10, 37D45, 62F15
1 Introduction
The filtering and smoothing problems are ubiquitous in many areas, such as statistics,
engineering, econometrics and meteorology; see for instance [4] and the references therein.
Such problems are concerned with inference of the current (filtering) or past (smoothing)
positions of a partially observed dynamical system conditional upon sequentially observed
data. Perhaps the most well-studied class of filtering and smoothing problems are those for
which the unobserved signal follows a Markov chain in discrete time, and the observations
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at the current time are, conditional upon the signal at the current time, independent of
all other random variables. This is the so-called state-space or hidden Markov model; see
for instance [2] for a book length introduction. For the aforementioned models, a wealth
of results on long-time behaviour and concentration of the system exist; see for instance
[2, 5, 24]. Potentially less studied in the literature are such results for the case for which the
unobserved system is deterministic, with unknown initial condition (see [13] for examples
of this type of models). Such models have a wide class of applications, for instance, in
weather prediction (especially when the dynamics are chaotic), but there are relatively few
mathematical results on the concentration of the smoother and filter on the true position;
see [17, 3, 19, 9, 10]. We include a detailed comparison with the latter two papers in Section
1.2. We note that [17] has studied this problem from a practical perspective, but the
key statement (iii) in Section 3.3 is only applicable to uniformly hyperbolic systems, which
excludes most practically relevant models (such as the Lorenz 63’ model). The concentration
properties of the smoother and the filter are important particularly when assessing the ability
to fit such models to data.
In this paper we investigate the behaviour of the smoothing and filtering distributions
of partially observed deterministic dynamical systems of the general form
du
dt
= −Au−B(u,u) + f , (1.1)
where u : R+ → H is a dynamical system in a Hilbert space H, A is a linear operator on H,
f ∈ H is a constant vector, and B(u,u) is a bilinear form corresponding to the nonlinearity.
In this paper we will work with finite dimensional systems, thus we assume that
H := Rd for some d ∈ Z+. (1.2)
This is required due to the fact that in general it is not easy to obtain precise distributional
information about an infinite dimensional system based on finite dimensional observations
(unless only a finite dimensional part of the system is important, and the rest is negligible).
For t ≥ 0, let v(t) denote the solution of (1.1) started from some v ∈ Rd. This can be
shown to exist locally. The derivatives of the solution v(t) at time t = 0 will be denoted by
Div :=
div(t)
dti
∣∣∣∣
t=0
for i ∈ N, (1.3)
in particular, D0v = v , Dv := D1v = −Av −B(v,v) + f (the right hand side of (1.1)),
and D2v = −AD1v −B(D1v,v)−B(v,D1v).
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In order to ensure the existence of a solution to the equation (1.1) for every t ≥ 0, we
assume that there are constants R > 0 and δ > 0 such that
〈Dv,v〉 ≤ 0 for every v ∈ Rd with ‖v‖ ∈ [R,R+ δ]. (1.4)
We call this the trapping ball assumption. Let BR := {v ∈ Rd : ‖v‖ ≤ R} be the ball of
radius R. Using the fact that
〈
d
dtv(t),v(t)
〉
= 12
d
dt‖v(t)‖2, one can show that the solution
to (1.1) exists for t ≥ 0 for every v ∈ BR, and satisfies that v(t) ∈ BR for t ≥ 0.
The equation (1.1) was shown in [19] and [14] to be applicable to three chaotic dynamical
systems, the Lorenz 63’ model, the Lorenz 96’ model, and the Navier–Stokes equations on
the torus; such models have many applications. We note that instead of the trapping ball
assumption, they consider different assumptions on A and B(v,v). As we shall explain in
Section 1.1, their assumptions imply (1.4), and thus the trapping ball assumption is more
general.
This article will consider results associated to the concentration properties of the smoother
and filter. In particular, for the geometric model of the Lorenz equations, as well as some
other chaotic dynamical systems the following is established. In case of uniform observation
noise, the diameter of the smoother and the filter are random variables depending on the
observations. We show that their expected value remains lower bounded by a constant times
the standard deviation of the noise, independently of the number of observations. In the
case of Gaussian observation noise, we show similar results for the diameter of the region of
points whose likelihood is no smaller than a constant times likelihood at the true position.
In addition, for the geometric model, under uniform noise assumption, we show that asymp-
totically in time, the smoother concentrates around a small line segment whose length is
proportional to the standard deviation of the noise. Due to the substantial complexity of
the dynamics of chaotic systems, such as the Lorenz 63’ model, even the simple property of
the sensitivity to the initial conditions have been only recently established by Tucker in [23].
In this work a complex computer assisted proof was developed. We have only rigorously
verified our assumptions required for the lower bounds for the geometric model of the Lorenz
63’ equations. However, in order to show the practical relevance of our work, we include
some numerical illustrations of the assumptions that are adopted, that seem to justify them
in case of the Lorenz 63’ and 96’ models. It is stressed that establishing the conditions in
such scenarios seems to require a concerted effort, which is beyond the scope of the current
work.
We also consider upper bounds. For bounded noise distributions, under rather general
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conditions on the dynamics, the observation operator and the number of observations, the
diameter of the support of the smoothing and filtering distributions are upper bounded by a
constant times the standard deviation of the noise. This is generalised to noise distributions
with unbounded support, where it is shown that the mean square error of some appropriate
estimators for the initial position are of the same order as the variance of the observation
noise. The assumptions required by these results are rigorously checked for the Lorenz 63’
and Lorenz 96’ models. We also check them for the case of randomly chosen coefficients.
The lower bounds essentially tell us what is the best possible theoretical precision achiev-
able by filtering/smoothing methods. They suggest that for such deterministic chaotic dy-
namical systems, noisy observations that are far in the future (or far in the past) typically
do not contain much information that is useable for more accurate estimation of the ini-
tial position (or the current position, respectively). These novel results are, to the best
of our knowledge, the first in this area. They are also perhaps quite surprising, given the
structure of the dynamical system. The upper bounds imply that high precision filtering
and smoothing is theoretically possible in almost every partially observed deterministic dy-
namical system given sufficiently precise observations (the only requirement is that given
sufficient amount of noise-free observations, the initial position of the system is uniquely
determined).
The structure of the paper is as follows. In Section 1.1, we show some preliminary results
about dynamical systems of the form (1.1). Section 2 introduces the Lorenz 63’ equations,
and their corresponding geometric model. Our lower bounds for the geometric model are
also presented in this section. Section 3 generalises the results to a larger class of dynamical
systems. We state results for both uniform and Gaussian additive observation errors. In
Section 4, we give upper bounds for the smoothing and filtering distributions for partially
observed dynamical systems of the form (1.1). The Appendix contains the proofs of a few
technical lemmas for the geometric model and the proofs of some lower bounds based on
assumptions on the return map to a plane.
1.1 Preliminaries
We now give some notations and basic properties of systems of the form (1.1) for use in the
later sections.
The one parameter solution semigroup will be denoted by Ψt, thus for a starting point
u ∈ Rd, the solution of (1.1) will be denoted byΨt(u), or equivalently, u(t). The coordinates
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of the solution of (1.1) will be denoted by Ψ1t (u), . . . ,Ψ
d
t (u), or equivalently, u1(t), . . . , ud(t).
[19] and [14] have assumed that the nonlinearity is energy conserving, i.e. 〈B(v,v),v〉 =
0 for every v ∈ Rd. They also assume that the linear operator A is positive definite, i.e.
there is a λA > 0 such that 〈Av,v〉 ≥ λA 〈v,v〉 for every v ∈ Rd. As explained on page 50
of [14], (1.1) together with these assumptions above implies that for every v ∈ Rd,
1
2
d
dt
‖v‖2 ≤ 1
2λA
‖f‖2 − λA
2
‖v‖2. (1.5)
From (1.5) one can show that set BR is an absorbing set for any R > ‖f‖λA (thus all paths
enter into this set, and they cannot escape from it once they have reached it). This in turn
implies the existence of a global attractor (see e.g. [22], or Chapter 2 of [21]). Moreover,
the trapping ball assumption (1.4) holds. In the two applications considered in this paper
(the Lorenz 63’ and 96’ models), the energy conserving property of B and the positive
definiteness of A were checked in [12] and [11], respectively.
For a differentiable function g : Rd → Rd with components g(v) = (g1(v), . . . , gd(v)),
we define its Jacobian for every v ∈ Rd, denoted by Jg(v) or equivalently Jv(g), as a d× d
matrix with elements
(
∂gi(v)
∂vj
)
1≤i,j≤d
(so the ith row contains the partial derivatives of gi).
Based on (1.1), we have that for any two points v,w ∈ BR, any t ≥ 0,
d
dt
(v(t) −w(t)) = −A(v(t)−w(t))− (B(v(t),v(t) −w(t))−B(w(t) − v(t),w(t))),
and therefore by Grönwall’s inequality, we have that for any t ≥ 0,
exp(−Gt)‖v −w‖ ≤ ‖v(t)−w(t)‖ ≤ exp(Gt)‖v −w‖, (1.6)
for a constant
G := ‖A‖+ 2‖B‖R, (1.7)
where ‖A‖ denotes the L2 norm of A, and ‖B‖ := supv,w∈Rd:‖v‖=1,‖w‖=1 ‖B(v,w)‖.
Let Ψtk(BR) := {Ψtk(v) : v ∈ BR}, then from inequality (1.6), it follows that Ψtk :
BR → Ψtk(BR) is a one-to-one mapping, which has an inverse that we are going to denote
as Ψ−tk : Ψtk(BR)→ BR.
We are going to describe next our assumptions about the observations. The system is
observed at time points tj = jh for j = 0, 1, . . ., with observations Yj := Hu(tj)+Zj , where
H : Rd → Rdo is a linear operator, and (Zj)j≥0 are i.i.d. centered random vectors taking
values in Rdo describing the noise. We assume that these vectors have distribution η that
is absolutely continuous with respect to the Lebesgue measure. We assume a prior q on the
initial condition, that is absolutely continuous with respect to the Lebesgue measure, and
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zero outside the ball BR (where the value of R is determined by the trapping ball assumption
(1.4)).
The main quantities of interest of this paper are the smoothing and filtering distributions
corresponding to the conditional distribution of u(t0) and u(tk), respectively, given the ob-
servations Y0, . . . ,Yk. The densities of these distributions will be denoted by µ
sm(v|Y0, . . . ,Yk)
and µfi(v|Y0, . . . ,Yk), and they can be expressed as
µsm(v|Y0, . . . ,Yk) =
[
k∏
i=0
η (Yi −HΨti(v))
]
· q(v)/Zsmk for v ∈ BR, and (1.8)
µsm(v|Y0, . . . ,Yk) = 0 for v /∈ BR
µfi(v|Y0, . . . ,Yk) (1.9)
=
[
k∏
i=0
η (Yi −HΨti−tk(v))
]
· det(JΨ−tk(v)) · q(Ψ−tk(v))/Zfik for v ∈ Ψtk(BR), and
µfi(v|Y0, . . . ,Yk) = 0 for v /∈ Ψtk(BR),
where det stands for determinant, and Zsmk , Z
fi
k are normalising constants independent of v.
Since the determinant of the inverse of a matrix is the inverse of its determinant, we have
the equivalent formulation
det(JΨ−tk(v)) =
(
det(JΨ−tk (v)Ψtk)
)−1
. (1.10)
In accordance with the usual definition in the literature, we will call the support of the
smoother the set of points v in BR where the density (1.8) is non-zero (and analogously
where (1.9) is non-zero for the filter).
For t ≥ 0, let v(t) denote the solution of (1.1) started from some v ∈ Rd. Using (1.1)
and (1.4), we have that
sup
v∈BR,t≥0
∥∥∥∥dv(t)dt
∥∥∥∥ ≤ vmax := ‖A‖R+ ‖B‖R2 + ‖f‖, and (1.11)
sup
v∈BR
∥∥∥∥Jv
(
dv
dt
)∥∥∥∥ ≤ amax := ‖A‖+ 2‖B‖R. (1.12)
By induction, we can show that for any i ≥ 2, and any v ∈ Rd, we have
Div = −A ·Di−1v −
i−1∑
j=0
(
i− 1
j
)
B
(
Dj ,Di−1−jv
)
. (1.13)
From this, it follows that for any i ≥ 0, v ∈ BR we have
∥∥Div∥∥ ≤ C0Cider · i!, and (1.14)∥∥Jv (Div)∥∥ ≤ CiJ · i!, (1.15)
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where C0 := R +
‖f‖
‖A‖ , Cder := ‖A‖ + ‖B‖R + ‖B‖‖A‖‖f‖, and CJ := 2Cder. To see this, it
suffices to first verify (1.14) and (1.15) for i = 0 and i = 1, and then use induction and
the recursion formula (1.13) for i ≥ 2. It is possible to prove the existence and finiteness of
JΨtk(v) for any v ∈ BR, tk ≥ 0 based on (1.15) and the Taylor expansion (if tk < C−1J , then
the Taylor expansion converges, while if tk ≥ C−1J , then we can write it as tk = a1+ . . .+ al
for some 0 < a1, . . . , al < C
−1
J , and use the chain rule in computing JΨa1(. . .Ψal(v) . . .) ).
1.2 Comparison with the work of Lalley and Nobel
[9] has studied the statistical behaviour of hyperbolic maps, and the results were extended in
[10] under weaker assumptions. They consider invertible maps F : Λ→ Λ for some compact
set Λ ∈ Rd, such that F (i)(x) exists for every i ∈ Z and x ∈ Λ (F (i)(x) = (F−1)(i)(x) for
i < 0). In practice this means that Λ is usually chosen as an attractor of the system.
[10] calls an invertible map F : Λ → Λ expansive if there is an absolute constant ∆ > 0
such that for every v,v′ ∈ Λ with v 6= v′, sups∈Z ‖F (s)(v) − F (s)(v′)‖ > ∆. Based on this
assumption (which can be proven for hyperbolic maps), they show that if we observe the
system with bounded observation noise whose maximum size ε satisfies that ε ≤ ∆/5,
then as we get more and more two sided observations (both from the future and the
past), the position of the system can be determined with arbitrary precision. They pro-
pose an algorithm called Smoothing Algorithm D that allows one to recover the positions
F (k)(u), F (k+1)(u), . . . , F (n−k)(u) given observations Y0:n when k and n tends to infinity at
the right rate. [10] also considers Gaussian observation errors, and shows that under some
conditions (in particular, for hyperbolic systems), even if we would have all the observa-
tions (Ys)s∈Z, there would still not exist any measurable function that recovers the initial
position.
The results of the present paper differ from these earlier results in several ways. Firstly,
we do not assume that the state space Λ is invariant with respect to the map F , thus
the inverse F−1 and its iterates might not be defined at every point v ∈ Λ (indeed, the
differential equation (1.1) cannot in general be solved backwards in time globally for every
v ∈ BR). Secondly, we do not assume hyperbolicity, or expansiveness of the map. Finally,
because we consider the smoothing and filtering distributions, i.e. the distributions of u(t0)
and u(tn) given Y0:n, we do not have access to two sided observations, thus the Smoothing
Algorithm D of [10] and its variants are not applicable. Therefore even if at first sight it
might seem that our lower bounds contradict the fact that [10] proves that the path can be
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recovered if the size of the bounded noise if sufficiently small, this is due to the fact that they
use two sided observations, while we do not. We have verified that even for Smale’s solenoid
mapping (an example of [9]), the lower bounds of Theorems 3.1 and 3.2 are applicable.
Since our main object of interests are chaotic differential equations of the form (1.1), our
results are presented in terms of continuous time mappings, in contrast with the discrete
time mappings of [10]. Although they could be rewritten as discrete time mappings, we feel
that this would introduce additional abstraction, and make the presentation less clear.
2 The Lorenz equations, and their geometric model
In this section we study the behaviour of the smoothing and filtering distributions for the
geometric model associated to the Lorenz equations. We introduce the model in Section 2.1.
This is followed by lower bounds on the diameter of the support of the smoother and filter,
assuming bounded observation noise, deduced in Sections 2.2 and 2.3. Finally, we analyse
the limit of the support of the smoothing distribution as the number of observations tends
to infinity in Section 2.4.
2.1 Introduction to the model
Lorenz has introduced the following system of equations in [15],
du1
dt
= a(u2 − u1), (2.1)
du2
dt
= ru1 − u2 − u1u3, (2.2)
du3
dt
= −bu3 + u1u2. (2.3)
Lorenz has set the values of the parameters as a = 27, b = 83 , and r = 10. For these choice of
parameters, it was observed that these equations have bounded solutions, but surprisingly,
they are very sensitive to the choice of initial conditions. For almost every two starting
points u and v, the solutions u(t) and v(t) are eventually further apart than some absolute
constant ξ > 0 for some t > 0. This chaotic behaviour was quite different from the behaviour
of previously studied dynamical systems. Since then, considerable effort has been spent on
understanding such systems, in particular due to the application of such models to weather
forecasting. Rigorously justifying the chaotic behaviour for the original Lorenz equations
nevertheless has proven to be a challenging problem, which was only settled rather recently
by Tucker, who has given a computer assisted proof [23]. One key difficulty is the fact
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that the equations cannot be solved analytically. Another is that the solution might spend
arbitrarily long time near the origin (which is a stationary point).
Since the chaotic behaviour of the Lorenz equations was difficult to analyse directly, [8]
and [1] have independently proposed the so-called geometric model associated to the Lorenz
equations. This is still a 3 dimensional dynamical system which can be described by time
independent differential equations, and it was conjectured that it shares many features of
the original equations. Due to its particular form, it is analytically solvable, and in [8] it
was shown that it has sensitive dependence to initial conditions.
In this section we define the geometric model and describe some of its properties. The
description is based on [8] and [7]. Although this is a rather simple analytically solvable
model, we believe that its behaviour is similar to many other more complex chaotic systems
(and, as we shall see in Section 3, we generalise some of the results obtained for this model
to some other chaotic dynamical systems).
The geometric model of the Lorenz equations consists of two parts. In the first part, the
flow is going downwards from a square S to one of two cusps Σ+ or Σ− (see Figure 1a). In
the second part, the flow is going upwards from these two cusps back to the square S (see
Figure 1b). Note that this flow is only defined for points inside a bounded set (consisting
of the union of paths started from S until they first return to S). In the following few
paragraphs, we give a precise definition of the flow and explain how is it related to the
Lorenz 63’ equations.
One particular feature of the Lorenz equations is that near the origin, through conjuga-
tion they can be shown to be equivalent to a linear system of the form
(
du1
dt
,
du2
dt
,
du3
dt
)
= (λ1u1,−λ2u2,−λ3u3), with 0 < λ3 < λ1 < λ2.
The solution of these equations is given by
Ψlint (u) =
(
u1e
λ1t, u2e
−λ2t, u3e−λ3t
)
. (2.4)
This particular form means that nearby points can take arbitrarily long time to escape from
the neighbourhood of the origin.
Let us denote the so called return square by
S := {(u1, u2, 1) : |u1| ≤ 1/2, |u2| ≤ 1/2}.
This square is in transverse direction to flow (2.4), which is going downwards in direction
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Figure 1: Illustration of the geometric model of the Lorenz 63’ equations
u3 when passing through it. Let
S− := {(u1, u2, 1) ∈ S : u1 < 0}, S+ := {(u1, u2, 1) ∈ S : u1 > 0}, S∗ = S− ∪ S+,
Γ := {(u1, u2, 1) ∈ S : u1 = 0},Σ := {(u1, u2, u3) : |u1| = 1}.
In the geometric model, the points started from S start according to equations (2.4) until
they reach Σ (the points on Γ will converge to the origin and never reach Σ).
Based on (2.4), we can see that the time it takes for a path started from a point u ∈ S∗
to reach Σ is τΣ(u) :=
1
λ1
log(1/|u1|). The location of the exit point will be
ΨlinτΣ(u)(u) =
(
sgn(u1), u2e
λ2τΣ(u), eλ3τΣ(u)
)
=
(
sgn(u1), u2|u1|
λ2
λ1 , |u1|
λ3
λ1
)
.
Let α := λ3λ1 and β :=
λ2
λ1
, then 0 < α < 1 < β, and
L(u) := ΨlinτΣ(u)(u) = (sgn(u1), u2|u1|β , |u1|α). (2.5)
As we can see on Figure 1a, the function L maps the two half squares S− and S+ into cusps
(triangles with curved edges). We denote these cusps by Σ− and Σ+, respectively.
The vertices of these cusps are given by
Σ+1 := (1, 0, 0), Σ
−
1 := (−1, 0, 0),
Σ+2 :=
(
1,
(
1
2
)1+β
,
(
1
2
)α)
, Σ−2 :=
(
−1,
(
1
2
)1+β
,
(
1
2
)α)
,
Σ+3 :=
(
1,−
(
1
2
)1+β
,
(
1
2
)α)
, Σ−3 :=
(
−1,−
(
1
2
)1+β
,
(
1
2
)α)
.
Once the paths have reached cusp Σ+ (or Σ−), they move back to the return square S
via a linear transformation which is a composition of a rotation around the line (1, u2, 1) (or
(−1, u2, 1)) by 3pi2 , an expansion in the u1 direction by a factor θ, and translation by − 12 in
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the u1 direction and by − 14 in the u2 direction (or by 12 in the u1 direction and by 14 in the
u2 direction, respectively, for Σ
−).
This means that a point v ∈ Σ will be mapped to the point on S defined as
ΨΣ→S(v) :=
{
(θv3 − 12 , v2 − 14 , 1) for v ∈ Σ+,
(−θv3 + 12 , v2 + 14 , 1) for v ∈ Σ−.
(2.6)
In order for the construction to be consistent (that is, none of the paths started at different
points of S intersect until their first return), we make the following assumptions on the
eigenvalues λ1, λ2, λ3 and the parameter θ.
Assumption 2.1. Suppose that
1. the coefficient α = λ3λ1 satisfies that
1√
2
< α < 1,
2. the coefficient β = λ2λ1 satisfies that β >
log(6)
log(2) − 1,
3. the coefficient θ satisfies that 2
α√
2α
< θ < 2α.
This process is illustrated on Figure 1b.
[7] has defined the three transformations (rotation, expansion, and translation) precisely.
These specify ΨΣ→S(v), however, the exact time evolution of the process from Σ to S was
not given because this was not needed for the purpose of showing the sensitivity of the
model with respect to initial conditions (except that they have assumed that we reach S
from any point on Σ in a bounded amount of time). For the sake of completeness, here
we make a specific choice of this evolution. Any point on Σ+ (or Σ−) will take 3pi2 time to
reach the return square S (the time parameter t expresses the angle of the rotation). For
the evolution of the points of Σ+, we will use the polar coordinate system
(u1, u2, u3) = (1 + r sin(ϕ), u2, 1− r cos(ϕ)).
In this coordinate system, ϕ represents the angle of rotation we have done along the line
(1, u2, 1), r represents the distance from the line (1, u2, 1), and finally u2 represents the
u2-coordinate.
The evolution of the angle ϕ can be chosen linearly in time, that is, ϕ(s) = s for
0 ≤ s ≤ (3/2)pi. The transformation of the coordinate u2 from u2 to u2 − 14 can be defined
to happen linearly in time too, that is,
u2(s) = u2 − 1
4
· s
(3/2)pi
. (2.7)
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Finally, due to (2.6), the evolution of r(s) has to satisfy the conditions that r(0) = 1 − u3
and r
(
3
2pi
)
= 32 − θu3. These are satisfied by the linear interpolation
r(s) := 1− u3 +
(
1
2
− (θ − 1)u3
)
· s
(3/2)pi
for 0 ≤ s ≤ 3
2
pi. (2.8)
Thus the flow from Σ+ to S for time 0 ≤ s ≤ (3/2)pi is given by the equations
Ψrots (u) :=
(
1 + r(s) sin(s), u2 − 1
4
· s
(3/2)pi
, 1− r(s) cos(s)
)
for u ∈ Σ+. (2.9)
Similarly, using the same definition of r(s), we can write the flow from Σ− to S for time
0 ≤ s ≤ (3/2)pi as
Ψrots (u) :=
(
−1− r(s) sin(s), u2 + 1
4
· s
(3/2)pi
, 1− r(s) cos(s)
)
for u ∈ Σ−. (2.10)
It is not difficult to see that these two flows do not intersect at any time point 0 ≤ s ≤ (3/2)pi.
Firstly, for 0 ≤ s ≤ pi, we have u1(s) ≥ 1 for the flow started from Σ+, and u1(s) ≤ −1
for the flow started from Σ−. For the flow started at Σ+, we have u2 ≤
(
1
2
)1+β
, so for
pi < s ≤ (3/2)pi, we have u2(s) <
(
1
2
)1+β − 14 · 23 < 0 by Assumption 2.1. It can be shown
similarly that u2(s) > 0 for pi < s ≤ (3/2)pi for the flow started from Σ−. Therefore the two
flows started at S+ and S−, respectively cannot intersect until their return to S.
By the definition of the model, the return times from u ∈ S∗ to S are given by
τ(u) := τΣ(u) +
3
2
pi =
1
λ1
log(1/|u1|) + 3
2
pi. (2.11)
The semigroup of the dynamics of the geometric model, Ψgeot (u), consists of repeated com-
positions of the semigroup Ψlin from S∗ to Σ and Ψrot from Σ back to S.
The state space where Ψgeot (u) is defined is denoted by Λ
geo, which consists of the union
of the points of all of the paths started from S and evolved according to the geometric model
until their first return to S (the paths started from points on Γ do not return to S, but the
points on them are included in Λgeo nevertheless).
The dynamics Ψgeot (u) defines a return map P (u) from S
∗ to S. An important property
of the return map P (u) is that two points that were equal in u1 coordinate stay equal in
u1 coordinate even after their return. Thus the u1 coordinate of P (u) only depends on u1,
and thus we can write
P (u) := (f(u1), g(u1, u2)), (2.12)
where f : [−1/2, 1/2] \ {0} → [−1/2, 1/2] is defined as
f(u1) :=
{
θ|u1|α − 12 if u1 > 0,
−θ|u1|α + 12 if u1 < 0,
(2.13)
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and g : ([−1/2, 1/2] \ {0})× [−1/2, 1/2]→ [−1/2, 1/2] is defined as
g(u1, u2) :=
{
u2|u1|β − 14 if u1 > 0,
u2|u1|β + 14 if u1 < 0.
(2.14)
Figure 1c displays f . Based on Assumption 2.1, one can see that this function satisfies
|f ′(u1)| >
√
2 on [−1/2, 1/2] \ {0}. This means that the dynamics are expanding in the
direction u1 and this causes the high sensitivity to initial conditions. The following result
summarises some important statistical properties of the map f .
Proposition 2.1 (Proposition 2.2 of [7]). The one-dimensional map f admits a unique
invariant probability distribution µf on [−1/2, 1/2] that is absolutely continuous with respect
to the Lebesgue measure m on the interval, it is ergodic and so in particular it is a physical
measure for the map. Moreover,
dµf
dm is of bounded variation, in particular, it is bounded.
Now we are going to state two more useful properties of the geometric model. Firstly,
based on equations (2.4) and (2.9), one can show that the speed of the dynamics ‖ dudt ‖ at
any u ∈ Λgeo is bounded by
vgeomax := 4 + λ1 + λ2 + λ3. (2.15)
For s ≥ 0, we let
WSs := {w ∈ Λgeo : w1 ∈ [−1, 1], w2 ∈ [−1, 1], w3 ∈ [1− s, 1 + s]}, (2.16)
this is the region of points in Λgeo not further away than s from the plane S. Based on
equations (2.4) and (2.9), it is possible to show that for any u ∈WS0.1 ∩ Λgeo, the dynamics
of the geometric model satisfies that
du3
dt
≤ −vgeomin for vgeomin := min
(
1
4
, 0.9λ3
)
. (2.17)
2.2 Lower bounds for the smoother of the geometric model
In this section, we give some lower bounds for the smoothing distribution of the geometric
model of the Lorenz equations. First, we show the existence of the so-called leaf sets, a
rather surprising property of the dynamics of the geometric model.
Theorem 2.1. For Lebesgue almost every point u ∈ Λgeo, there exists a continuous curve
U(u) ⊂ Λgeo called a leaf set such that {‖v − u‖∞ : v ∈ U(u)} = [0, dmax(u)] for some
constant dmax(u) > 0, and for any v ∈ U(u), any t > 0,
‖v(t)− u(t)‖∞ ≤ Cg‖v − u‖∞ exp(−λg · t), (2.18)
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where Cg > 0 and λg > 0 are constants only depending on the parameters of the model.
Moreover, we can choose
U(u) :=
{
v ∈ Λgeo : v1 = u1, v3 = u3, |v2 − u2| < 1
3
− 1
2β
}
. (2.19)
Thus the leaf set U(u) satisfies that for any v ∈ U(u), the distance between the paths
u(t) and v(t) decreases rapidly in t. This is a rather unusual property since in general two
paths started from nearby points diverge quickly. Using this, we obtain our lower bound for
the smoother.
Theorem 2.2. Suppose that we observe the geometric model started at u at time points
ti = ih for i = 0, 1, . . . with observation matrix H, and that the observation errors are
uniformly distributed on [−ε, ε]do. Suppose that the prior q satisfies that q(v) > 0 for every
v ∈ Λgeo. Then for Lebesgue almost every initial point u ∈ Λ, for ε ·h sufficiently small, the
smoothing distribution given the observations up to time tk for any k ∈ N satisfies that the
expected diameter of its support is at least csmhε‖H‖∞ for some constant csm > 0 only depending
on the parameters of the model.
Remark 2.1. To make the argument transparent, we only consider the uniform case here,
but the result could be easily generalised to other observation error distributions with bounded
support.
Proof of Theorem 2.1. Let U(u) be as in (2.19). Then v ∈ U(u) and u can only differ in
the second coordinate. Using the condition that |v2−u2| < 13 − 12β , it follows that it cannot
happen that v is an element of the flow from Σ+ to S while u is an element of the flow from
Σ− to S, or vice-versa (since the two flows are at least 13 − 12β away in the second coordinate
in the region above S). Using this fact, and the definition of the dynamics, we can see that
the second coordinate does not influence the evolution of the first and third coordinates,
thus v1(t) = u1(t) and v3(t) = u3(t) for every t ≥ 0. Now from (2.4), it follows that the
difference in the second coordinate decreases at a rate e−λ2t during the flow from S to Σ.
Moreover, the time it takes to get from S∗ to Σ is at least 1λ1 log(2). After this period of
contraction, we can see that the dynamics keeps ‖u(t)− v(t)‖∞ constant during the phase
from Σ back to S, which takes 32pi time. By combining these facts, the result follows with
constants λg := λ2 · log(2)/λ1log(2)/λ1+(3/2)pi and Cg := exp
(
3
2piλg
)
.
Proof of Theorem 2.2. Suppose that we observe a point x ∈ Rd with observation error
that is uniform in [−ε, ε]do, and obtain an observation Y . Then for any z ∈ Rdo with
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‖z − x‖∞ < ε, we have
P(‖z − Y ‖∞ > ε) ≤ P(‖x− Y ‖∞ > ε− ‖z − x‖∞) ≤ do‖z − x‖∞
2ε
. (2.20)
Outside of this event, z is still within the support of the posterior distribution. Based on this
observation, and inequality (2.18), we can see that the probability that a point v ∈ U(u) is
not in the support of the smoothing distribution with observations taken into account until
time t is bounded by
j∑
i=1
‖H‖∞Cg do‖v − u‖∞ exp(−λgih)
2ε
≤ ‖v − u‖∞ · doCg‖H‖∞
2λghε
.
Thus the probability that a point v ∈ U(u) is in the support of the smoothing distribution
given any amount of observations is at least 12 if ‖v − u‖∞ ≤ ελghdo‖H‖∞Cg . Let m(u) :=
supv∈U(u) ‖v − u‖∞. Then m(u) > 0 for Lebesgue almost every u ∈ Λ, and assuming that
εh ≤ do‖H‖∞Cgm(u)λg , there is a v∗ ∈ U(u) such that ‖v∗ − u‖∞ =
εhλg
do‖H‖∞Cg . Since u is in
the support of the smoother, and v∗ is included with probability at least 12 , therefore the
expected diameter of the smoother is at least csmεh‖H‖∞ , where csm :=
λg
2doCg
.
2.3 Lower bounds for the filter of the geometric model
Our first theorem in this section shows the existence of the so-called anti-leaf sets. For any
v ∈ Λgeo, we call
O(v) = (O1(v), O2(v), O3(v)) ∈ S (2.21)
the origin of v on S. This is defined as the unique point in S such that if we start the the
geometric model (as defined in Section 2.1) from O(v), its path will cross v before returning
to S. The time taken to reach v from O(v) is denoted by τO(v). For any u,v ∈ Λgeo, t ≥ 0,
we let u(t) := Ψgeot (u) and v(t) := Ψ
geo
t (v) (it is evolved according to the geometric model
for time t).
Theorem 2.3. Then there is an absolute constant hmax > 0 such that for h ≤ hmax, for
µf -almost every x ∈ [−1/2, 1/2] (µf was defined in Proposition 2.1), for every u ∈ Λgeo with
O1(u) = x, for every k ∈ N, there exists a sequence of continuous curves U˜(u, k) ⊂ Λgeo
(called anti-leaf sets) and constants d˜max(u, k) ≥ 0, CU˜ (u, k) <∞ such that
1. {‖v(tk)− u(tk)‖∞ : v ∈ U˜(u, k)} = [0, d˜max(u, k)],
2.
∑k
i=0 ‖v(ti)− u(ti)‖∞ ≤ CU˜ (u, k)‖v(tk)− u(tk)‖∞, and
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3. there is an infinite sequence of indices i1(u), i2(u), . . . such that for any j ≥ 1,
CU˜ (u, ij(u)) ≤ CU˜ (u) and d˜max(u, ij(u)) ≥ d˜max(u), where d˜max(u) > 0 and CU˜ (u) <
∞ are some constants that are independent of j.
The anti-leaf sets behave the opposite way to the leaf set considered in the previous
section, because for v ∈ U˜(u, k), the distance ‖v(t) − u(t)‖∞ increases rapidly in t for
0 ≤ t ≤ tk. This is the typical behaviour of paths of a chaotic system started from nearby
points, so their existence is not surprising. Nevertheless, the proof of Theorem 2.3 is quite
technical, so we have included it in Section A.1 of the Appendix. The key idea is that we
can exploit the expansion property of the one dimensional map f by looking at the time
evolution of a small line segment parallel to the axis u1 passing through O(u).
Based on the existence of anti-leaf sets, the following theorem shows lower bounds for
the diameter of the filtering distribution for the geometric model.
Theorem 2.4. Suppose that we observe the geometric model started at position u ∈ Λgeo,
with observation matrix H, at time points ti = ih for i = 0, 1, . . ., with observation errors
that are uniform on [−ε, ε]do , and h ≤ hmax (defined as in Theorem 2.3). Suppose that the
prior q satisfies that q(v) > 0 for every v ∈ Λgeo. Then for µf -almost every x ∈ [−1/2, 1/2],
every u ∈ Λgeo with O1(u) = x, for every j ≥ 1, any 0 < ε ≤ doCU˜ (u)d˜max(u) ‖H‖∞, the
expected diameter of the support of the filter after observations up to time tij(u) is larger
than or equal to ε/(2doCU˜ (u) ‖H‖∞).
Thus the theorem states that for infinitely observation times ti1(u), ti2(u), . . ., the ex-
pected diameter of the support of the filter is lower bounded by a constant times the stan-
dard deviation of the noise, and thus it does not tend to a Dirac-δ around the current
position. Note that this result is weaker than our lower bound for the smoother (Theorem
2.2) in the sense that it only holds at some specific time points and not for every tk. Indeed,
for the geometric model, the path u(t) can approach the origin (0, 0, 0) infinitely often, and
its speed ‖ ddtu(t)‖ can get arbitrarily slow in the neighbourhood of the origin. At such
positions, the filtering distribution can get highly concentrated, since we have many inde-
pendent observations about positions that are very close to the current position. Therefore
one cannot expect a time uniform lower bound of the same form as for the smoother.
Proof of Theorem 2.4. Using the condition that ε ≤ doCU˜ (u)d˜max(u) ‖H‖∞, based on The-
orem 2.3, for any j ≥ 1, there is a point v ∈ U˜(u, ij(u)) satisfying that
‖v(tij(u))− u(tij(u))‖∞ =
ε
doCU˜ (u) ‖H‖∞
.
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For this v, by Theorem 2.3, we have
ij(u)∑
i=0
‖v(ti)− u(ti)‖∞ ≤ CU˜ (u)‖v(tij(u))− u(tij(u))‖∞ ≤
ε
do ‖H‖∞
.
Using (2.20) and the union bound, the probability that v(tij(u)) is included in the support
of the filter given observations up to time tij(u) is at least 1−‖H‖∞ · do2ε · εdo‖H‖
∞
= 12 , and
since u(tij(u)) is included in the support, the stated result follows.
2.4 Characterisation of the support of the smoother of the geomet-
ric model as time tends to infinity
In Section 2.2 we have shown that for the geometric model, in the case of uniform observation
errors in the interval [−ε, ε], the expected value of the diameter of the support of smoothing
distribution does not go to zero, but instead stays above c(u)hε for some constant c(u) only
depending on the model parameters and the initial point u. Let
U(u, ε) := {v ∈ R3 : v1 = u1, v3 = u3, |v2 − u2| < 2ε}, (2.22)
which we will call the 2ε-cropped leaf set of u, a small line segment in the u2 direction
centered at u. Our main result in this section characterises the support of the smoothing
distribution by showing that it concentrates around the leaf set as the number of observations
tends to infinity.
Theorem 2.5 (Characterisation of the limit of the support of the smoother). Suppose
that the observation matrix H = Id×d (the identity matrix). Let Sk be the support of
the smoothing distribution of the geometric model based on the observations Y0, Y1, . . . , Yk.
Then there are some positive constants hmax and εmax such that for any 0 < ε ≤ εmax,
0 < h ≤ hmax, for Lebesgue almost every u ∈ Λgeo,
sup
v∈Sk
d(v, U(u, ε))→ 0 as k →∞ almost surely in the observations, (2.23)
where d(v, U(u, ε)) := infw∈U(u,ε) ‖v −w‖.
Remark 2.2. In Lemma 3.1 of Section 3, we prove a more precise formulation of the
probability that a point v is included in the support of the smoother. Using that formulation,
it is possible to show that every point in the 2ε-cropped leaf set U(u, ε) have a positive
probability of being included in the support of the smoother of the geometric model.
The proof of this theorem is based on a few preliminary definitions and results. Since
the support of smoother, Sk, are compact sets, if we let S∞ := ∩∞k=1Sk, then one can show
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that the statement of Theorem 2.5 is equivalent to showing that
S∞ ⊂ U(u, ε) almost surely, (2.24)
where U(u, ε) denotes the closure of the 2ε-cropped leaf set U(u, ε). Indeed, the fact that
(2.23) implies (2.24) is immediate. In the other direction, suppose that (2.24) holds but
(2.23) does not hold, then there is sequence of indices i1 < i2 < . . ., a sequence of points
v(i1) ∈ Si1,ε,v(i2) ∈ Si2,ε, . . ., and a positive constant c > 0 such that d(v(ij), U(u, ε) > c
for every j ≥ 1. Due to the fact that Sk are compact sets, and Sk ⊂ Sl for l < k, we can see
that the sequence v(ij) has at least one limiting point v∗, which is in S∞, and by continuity
of the distance function, satisfies that d(v∗, U(u, ε)) ≥ c, contradicting (2.24).
The next lemma establishes a useful expansion property of the return map f .
Lemma 2.1. For every a, b ∈ [−1/2, 1/2] with |a− b| ≤ 0.1, we have
|f(a)− f(b)| ≥
√
2|a− b|.
Proof. If both a and b have the same sign, then this follows from the fact that f ′(x) >
√
2
for every x ∈ [−1/2, 1/2]\ 0. If they have different sign, then by (2.13) and Assumption 2.1,
|f(a)− f(b)| ≥ 1− 2θ · (0.1)α ≥ 1− 4 · (0.1)1/
√
2 > 0.1
√
2, so the stated result holds.
In order to fully exploit this expansion property, we will need to assume that the path
u(t) := Ψgeot (u) from the initial point u crosses S infinitely many times, that is,
u(t) ∈ S for infinitely many t ≥ 0. (2.25)
Based on the definition of the model, it is not difficult to show that this assumption is
satisfied for Lebesgue-almost every u ∈ Λgeo. So for the purpose of proving Theorem 2.5,
for the rest of this section, we are going to assume that (2.25) holds.
Let B∞2ε (u) := {v ∈ Λgeo : ‖v − u‖∞ ≤ 2ε}, tmax := 0.05vgeomax (see (2.15)), and define the
time-shifted 2ε-cropped leaf set of u as
W (u, ε, tmax) :=
{
v ∈ B∞2ε (u) for which there is a w ∈ U(u, ε) and t ∈ [−tmax, tmax]
such that either t ≥ 0 and w(t) = v or t < 0 and v(−t) = w}. (2.26)
Based on the expansion property of the return map f , the following lemma shows that only
the points in the time-shifted 2ε-cropped leaf set W (u, ε, tmax) can be included in S∞.
Lemma 2.2. Let hmax :=
1
80
vgeomin
(vgeomax)2
and εmax :=
1
80
vgeomin
vgeomax
, then for any 0 < ε ≤ εmax,
0 < h ≤ hmax, we have S∞ ⊂W (u, ε, tmax).
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Proof. First note that since the maximum speed of the dynamics is bounded by vgeomax (see
(2.15)), we have that
v /∈ S∞ if ‖v(t)− u(t)‖∞ > 2ε+ 2hvgeomax for some t ≥ 0, (2.27)
since otherwise there would certainly exist some k ∈ N such that ‖v(tk)− u(tk)‖∞ > 2ε.
Since S∞ ⊂ B∞2ε (u), we only need to check the points v ∈ B∞2ε (u) \W (u, ε, tmax). Note
that since we have assumed in (2.25) that u(t) crosses S infinitely often, we can also assume
without loss of generality that v(t) crosses S infinitely often, otherwise v /∈ S∞ by (2.27).
Suppose first that u,v ∈ WS0.1 with u3 ≥ 1 and v3 < 1 (thus u is above S and v is below
S on Figure 1a) . Then define u′ as the first intersection of u(t) and S for t ≥ 0, and let
v′ := O(v) (the origin of v on S, see (2.21)).
Now we compare the first coordinates u′1 and v
′
1. If u
′
1 = v
′
1, and v ∈ S∞, then from
the definition of the process, we can see that there must exist a point w ∈ U(u) and a
constant s > 0 such that w(s) = v. Moreover, from (2.17) it follows that s ≤ 2εmax
vgeomin
≤ tmax,
so therefore v must be in W (u, ε, tmax), which we do not need to check.
Alternatively, if u′1 6= v′1, then by Lemma 2.1, after sufficient amount of returns, the first
coordinates will satisfy that |f (k)(u′1) − f (k)(v′1)| > 0.1 (here f (k)(x) denotes the k times
composition of f with itself). However, if ‖v(t) − u(t)‖∞ ≤ 2ε + 2hvgeomax for every t ≥ 0,
then by (2.17) and (2.15) we know that the return points on S cannot be further away than
(2ε+ 2hvgeomax) +
(2ε+ 2hvgeomax)
vgeomin
· vgeomax < 0.1.
Thus ‖v(t)− u(t)‖∞ ≤ 2ε+ 2hvgeomax cannot hold for every t ≥ 0, and by (2.27), v /∈ S∞.
In the case when u,v ∈ WS0.1 with u3 < 1 and v3 ≥ 1, we define u′ := O(u) and v′
as the first intersection of v(t) and S for t ≥ 0. Finally, in every other situation we define
u′ := O(u) and v′ := O(v). The rest of the argument is the same as in the case we have
considered above.
Now we are ready to prove the main result of this section.
Proof of Theorem 2.5. Based on (2.24) and Lemma 2.2, it suffices to check points v in the
2ε-cropped time-shifted leaf set W (u, ε, tmax) (see (2.26)). For such points, let ∆(v) denote
the value of t in the definition (2.26), this is the time shift of v, satisfying that |∆(v)| ≤ tmax.
For 0 < s ≤ tmax, let us define the restrictions of the time-shifted leaf set as
W+(u, ε, s) := {v ∈W (u, ε, tmax) : ∆(v) > s}, and
W−(u, ε, s) := {v ∈W (u, ε, tmax) : ∆(v) < −s}.
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For h ≤ hmax (defined as in Lemma 2.2), one can see that there are going to be an infinite
sequence of observation times ti1 , ti2 , . . . such that u(tij ) ∈WS0.05 (see (2.16)). At these time
points, using (2.17), for 0 < s ≤ tmax, we have
inf
v∈W+(u,ε,s)
v3(tij ) ≥ u3(tij ) + svgeomin and sup
v∈W−(u,ε,s)
v3(tij ) ≤ u3(tij )− svgeomin.
Let Z3ij denote the third component of the observation noise at time tij , then if Z
3
ij
<
−ε+ svgeomin, then none of the points in the restriction of the 2ε-cropped time-shifted leaf set
W+(u, ε, s) are in the limiting set S∞. This event has probability sv
geo
min/2ε > 0, and since
there are infinitely many such indices ij , and (Z
3
ij )j≥1 are independent, thereforeW+(u, ε, s)
andW−(u, ε, s) are almost surely disjoint with S∞. Since we can writeW (u, ε, tmax)\U(u, ε)
as a countable union
W (u, ε, tmax) \ U(u, ε) = ∪i≥1 (W+(u, ε, tmax/i) ∪W−(u, ε, tmax/i)) ,
therefore almost surely only the points v in U(u, ε) can be included in the limiting set S∞,
and thus (2.23) follows via (2.24).
3 Lower bounds for a class of chaotic dynamical systems
In Section 2.2, we have given lower bounds for the smoother and the filter of the geometric
model. In this section, we will extend such results to a class of chaotic dynamical systems
satisfying some appropriate assumptions. We treat the cases of both uniform and Gaussian
error distributions. Our results are organised into four subsections. In Section 3.1, we
consider lower bounds on the diameter of the support of the smoother and the filter under
uniform error distributions. This is followed by Section 3.2, where we consider bounds
for Gaussian error distributions. Finally, Section 3.3 gives some numerical simulations that
seem to indicate the validity of the assumptions of the previous three sections for the Lorenz
63’ and Lorenz 96’ models.
3.1 Lower bounds for uniform noise
In this section, we will first consider the support of the smoothing and filtering distributions
((1.8) and (1.9)) when we have observation matrix H , and the noise variables (Zi)i≥0 are
i.i.d., uniformly distributed in [−ε, ε]do. The L1 norm of a vector v ∈ Rd is defined as
‖v‖1 :=
∑d
i=1 |vi|. For a matrix M ∈ Rd1×d2 , we let its L1 norm be the induced norm
‖M‖1 := supv∈Rd2 ,‖v‖1≤1 ‖Mv‖1. The following lemma is a key tool in this section.
20
Lemma 3.1 (Bounding the probability that a point is in the support). Let Yi = Hu(ti)+Zi
be the noisy observations at time points 0 ≤ ti ≤ tk obtained from (1.1) started at some
initial point u ∈ BR. Suppose that observation errors are uniformly distributed in [−ε, ε]do .
Suppose that v ∈ BR is a fixed point, and the prior q satisfies that q(v) > 0 and q(u) > 0. Let
Sk denote the support of the smoothing distribution µ
sm(·|Y0, . . . ,Yk). Then the probability
that v is included in the support of the smoothing distribution is given as
P(v ∈ Sk|u) =
k∏
i=0
do∏
j=1
(
1− |(Hu(ti))j − (Hv(ti))j)|
2ε
)
+
. (3.1)
Let D
(1)
k (u,v) :=
∑k
i=0 ‖v(ti)− u(ti)‖1, and Mk(u,v) := max0≤i≤k ‖Hv(ti)−Hu(ti)‖∞.
Then the probability of the inclusion can be lower bounded as
P(v ∈ Sk|u) ≥ exp
(
−D
(1)
k (u,v)‖H‖1
ε
)
for ε ≥Mk(u,v). (3.2)
Moreover, if do = d and H is not singular, then we have the upper bound
P(v ∈ Sk|u) ≤ exp
(
−D
(1)
k (u,v)
2ε‖H−1‖1
)
for any ε > 0. (3.3)
Proof. Let w ∈ R, and W be uniformly distributed in w − ε, w + ε. Then the probability
that another point r ∈ R is less than ε away from W is
P(|r −W | ≤ ε) = (2ε− |r − w|)+
2ε
=
(
1− |r − w|
2ε
)
+
.
Using this and the independence of the components of the noise vectors (Zi)0≤i≤k, we have
P(v ∈ Sk|u) = P (‖v(ti)− Yi‖∞ ≤ ε for 0 ≤ i ≤ k|u)
= E
(
k∏
i=0
1 [‖Hv(ti)− (Hu(ti) +Zi)‖∞ ≤ ε] |u
)
=
k∏
i=0
do∏
j=1
(
1− |(Hu(ti))j − (Hv(ti))j)|
2ε
)
+
.
The upper bound (3.3) follows by taking the logarithm of both sides and using the inequality
log((1 − x)+) ≤ −x for x > 0. The lower bound (3.2) follows from the fact that 1 − x ≥
exp(−2x) for 0 ≤ x ≤ 12 .
A consequence of this lemma is that if supk∈ND
(1)
k (u,v) = ∞, and H is not singular,
then the probability that v is in the support of the smoother tends to 0 as k → ∞. Con-
versely, if supk∈ND
(1)
k (u,v) <∞, then for ε sufficiently large (larger than supk∈NMk(u,v)),
the probability that v is included in the support of the smoother is lower bounded by
exp
(
− 1ε supk∈ND(1)k (u,v)
)
, independently of k. Due to this property, we have found that
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the following assumption is useful for establishing lower bounds on the diameter of the
smoothing distribution.
Assumption 3.1. Suppose that there is a set of points U(u) ⊂ BR, called the leaf set of
u, such that {‖v − u‖1 : v ∈ U(u)} = [0, dmax(u)] for some dmax(u) > 0, and that there is
a finite constant C
(1)
U (u) such that for every v ∈ U(u),
sup
k∈N
D
(1)
k (u,v) ≤ C(1)U (u)‖v − u‖1. (3.4)
The assumption essentially means that there exists a curve U(u) containing u such that
for every point v ∈ U(u), the distance between u(t) and v(t) tends to 0 as t tends to infinity
(at a sufficiently quick rate). This concept of leaf set is similar to the concept of a leaf of a
foliation used in [23], see also [25]. Note that it is also similar to the concept of stable set
(also called local stable manifold) used in the theory of dynamical systems (see e.g. page
18 of [20]). Note that in this assumption, h is fixed and does not tends to zero (and the
constant C
(1)
U (u) depends on h). In the case of the geometric model, Theorem 2.1 has shown
the existence of a leaf set in U(u), and based on (2.18), one can see that the condition (3.4)
of the above assumption is satisfied for any h > 0.
The following theorem gives a lower bound for the smoother based on the above as-
sumption. Section 3.3 includes numerical tests of this assumption for the Lorenz 63’ and
96’ models.
Theorem 3.1 (Lower bound on the diameter of the support of the smoother). Suppose
that Assumption 3.1 holds, we have observation matrix H, and that the observation noise is
uniformly distributed in [−ε, ε]do. Suppose that the prior q satisfies that q(v) > 0 for every
v ∈ U(u). Then for ε ≤ dmax(u) · C(1)U (u) · ‖H‖1, we have
E(diam1suppµ
sm(·|Y0, . . . ,Yk)|u) ≥ 1
e
· ε
C
(1)
U (u) · ‖H‖1
, (3.5)
where diam1supp denotes diameter of the support with respect to the L1 norm.
Proof. Let v ∈ U(u), then based on Lemma 3.1 and Assumption 3.1, we have that for
ε ≥Mk(u,v),
E(diam1suppµ
sm(·|Y0, . . . ,Yk)|u) ≥ exp
(
−C
(1)
U (u)‖H‖1‖v − u‖1
ε
)
· ‖v − u‖1.
Using the fact that ε ≤ dmax(u)C(1)U (u)‖H‖1, we can choose v ∈ U(u) such that ‖v−u‖1 =
ε
C
(1)
U (u)‖H‖1
. For this choice of v, we have
ε = ‖H‖1C(1)U (u)‖‖v − u‖1 ≥ ‖H‖1D(1)k (u,v) ≥Mk(u,v),
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so the result follows by the above inequality.
After the smoother, now we show some lower bounds for the filter that are analogous to
those we have obtained for the geometric model (see Theorem 2.4). We use the following
assumption.
Assumption 3.2. Suppose that for the initial position u ∈ Rd, there are sets U˜(u, k) ⊂ Rd,
called anti-leaf sets, such that {‖v(tk) − u(tk)‖1 : v ∈ U˜(u, k)} = [0, d˜max(u, k)], and for
every point v ∈ U˜(u, k), we have
D
(1)
k (u,v) ≤ CU˜ (u, k) · ‖v(tk)− u(tk)‖1, (3.6)
for some constants CU˜ (u, k) and d˜max(u, k). Moreover, suppose that there are infinitely
many indices i1 < i2 < . . . such that for every ij, we have
CU˜ (u, ij) ≤ CU˜ (u), and d˜max(u, ij) ≥ d˜max(u), (3.7)
for some constants CU˜ (u) <∞ and d˜max(u) > 0.
This assumption essentially means that there are anti-leaf sets U˜(u, k), which are curves
containing u such that for points v ∈ U˜(u, k), ‖u(t) − v(t)‖ is typically growing in t up
to time point tk. They behave in the exact opposite way when compared to leaf sets,
hence the name anti-leaf set. This is a rather natural assumption if the system behaves
chaotically, and the path of almost every two nearby points get far away eventually. The
definition is somewhat similar to the definition of unstable sets (also called local unstable
manifolds) used in the theory of dynamical systems (see e.g. page 18 of [20]).In the case
of the geometric model, Theorem 2.3 has established the existence of anti-leaf sets, which
also satisfy conditions (3.6) and (3.7) of the above assumption. A numerical test of this
assumption for the Lorenz 63’ model is included in Section 3.3.
Theorem 3.2 (Lower bound on the diameter of the support of the filter). Under Assump-
tion 3.2, if we have observation matrix H, the observation noise is uniformly distributed
in [−ε, ε]do, and the prior satisfies that q(v) > 0 for every v ∈ ∪k∈NU˜(u, k), then for any
ε ≤ d˜max(u)CU˜ (u)‖H‖1, and any j ≥ 1, we have
E
[
diam1suppµ
fi(·|Y0, . . . ,Yij )|u
] ≥ 1
e
· ε
CU˜ (u)‖H‖1
.
Proof. The proof is analogous to the proof of Theorem 3.1. We choose v ∈ U˜(u, ij) such
that ‖v(tij )−u(tij )‖1 = εcU (u)‖H‖1 (by the assumption on ε, this is possible), and the result
follows from inequality (3.2) of Lemma 3.1.
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For the geometric model, we have been able to explicitly characterise the limit of the
support of the smoother as the number of observations tends to infinity (see Theorem 2.5).
It is possible to generalise this result to other chaotic dynamical systems satisfying the
following assumptions.
Assumption 3.3. For any ε > 0, s > 0, let
U(u, ε) :=
{
v ∈ BR :
∞∑
i=0
‖v(ti)− u(ti)‖∞ <∞, sup
i≥0
‖v(ti)− u(ti)‖∞ < 2ε
}
(3.8)
W (u, ε, s) :={v ∈ BR : ‖u− v‖∞ < 2ε, and there is some w ∈ U(u, ε) and t ∈ [−s, s]
such that either t ≥ 0 and w(t) = v or t < 0 and v(t) = w}. (3.9)
We call U(u, ε) as the 2ε-cropped leaf set of u, and W (u, ε, s) the time shifted 2ε-cropped
leaf set of u. Suppose that there is some constant vmin(u) > 0 such that∥∥∥∥ ddtu(ti)
∥∥∥∥
∞
≥ vmin(u) for infinitely many i ∈ N. (3.10)
Suppose that there is sequence of reals (ρi(u, ε))i∈N such that limk→∞ ρk = 0, and for any
v ∈ U(u, ε), we have
∞∑
i=k
‖v(ti)− u(ti)‖∞ ≤ ρk(u, ε). (3.11)
Suppose that there is a constant tmax(u, ε) ∈ (0, vmin(u)6amaxvmax ) such that for any v /∈W (u, ε, tmax(u, ε)),
we have
‖v(ti)− u(ti)‖∞ > 2ε for some i ≥ 0. (3.12)
In the above assumption, vmax and amax are defined according to (1.11) and (1.12). This
assumption contains the essential properties of the dynamics that were used in the proof
of Theorem 2.5 for the geometric model. In that case, the 2ε-cropped leaf set U(u, ε) was
defined in equation (2.22), condition (3.10) was implied by (2.17), and the condition (3.12)
was proven in Lemma 2.2.
The following result shows that under Assumption 3.3, as the number of observations
tends to infinity, the support of the smoother gets concentrated around the 2ε-cropped leaf
set U(u, ε).
Theorem 3.3 (Characterisation of the limit of the support of the smoother). Suppose that
Assumption 3.3 holds, and that q(v) > 0 for every v ∈ U(u, ε). Suppose that the observation
matrix H = Id×d and the observation errors are uniformly distributed on [−ε, ε]d. Then
sup
v∈suppµsm(·|Y0,...,Yk)
d(v, U(u, ε))→ 0 as k →∞ almost surely in the observations, (3.13)
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where d(v, U(u, ε)) = infw∈U(u,ε) ‖v −w‖. Moreover, for every point v ∈ U(u, ε), we have
inf
k∈N
P(v ∈ suppµsm(·|Y0, . . . ,Yk)|u) > 0.
The proof of this theorem is similar to the proof of Theorem 2.5. It is included in Section
A.2 of the Appendix.
3.2 Lower bounds for Gaussian noise
In this section we generalise the results of the previous section to Gaussian noise. In this
case, the quantity of interest will be the diameter of the support of the set of points whose
likelihood is no less that 1/e times the likelihood of the true position. The following lemma
is a key tool in this section.
Lemma 3.2 (Bounding the probability that a point has large likelihood). Let Yi = Hu(ti)+
Zi be the noisy observations at time points 0 ≤ ti ≤ tk obtained from (1.1) started at some
initial point u ∈ BR. Suppose that observation errors satisfy that Zi/ε has do dimensional
standard Gaussian distribution for every 0 ≤ i ≤ k. Let
D
(2)
k (u,v) :=
k∑
i=0
‖Ψti(v)−Ψti(u)‖22, and (3.14)
D
(2)
k (u,v,H) :=
k∑
i=0
‖HΨti(v)−HΨti(u)‖22 ≤ ‖H‖22D(2)k (u,v). (3.15)
Suppose that q(u) > 0, then for any v ∈ BR, we have
P
[
µsm(v|Y0, . . . , Yk)
µsm(u|Y0, . . . , Yk) ≥
q(v)
q(u)
· exp
(
−D
(2)
k (u,v,H)
2ε2
)∣∣∣∣∣u
]
≥ 1
2
, and (3.16)
P
[
µfi(v(tk)|Y0, . . . , Yk)
µfi(u(tk)|Y0, . . . , Yk) ≥
q(v)
q(u)
· det(JΨtk(u))
det(JΨtk(v))
· exp
(
−D
(2)
k (u,v,H)
2ε2
)∣∣∣∣∣u
]
≥ 1
2
. (3.17)
Proof. By the definition of the smoothing distribution µsm, we have
µsm(v|Y0, . . . , Yk)
µsm(u|Y0, . . . , Yk) =
q(v)
q(u)
· exp
(
− 1
2ε2
·
k∑
i=0
(‖Hv(ti)− Yi‖2 − ‖Hu(ti)− Yi‖2)
)
=
q(v)
q(u)
· exp
(
− 1
2ε2
·
k∑
i=0
(‖Hv(ti)−Hu(ti)‖2 + 2 〈Hv(ti)−Hu(ti),Zi〉)
)
=
q(v)
q(u)
· exp
(
− 1
2ε2
·
(
D
(2)
k (u,v,H) + 2
k∑
i=0
〈Hv(ti)−Hu(ti),Zi〉
))
,
and (3.16) follows from the fact that
∑k
i=0 〈Hv(ti)−Hu(ti),Zi〉 is a Gaussian random
variable with mean 0. The proof of (3.17) is similar.
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Assumption 3.4. Suppose that there is a set of points U(u) ⊂ BR called the leaf set of u
such that {‖v − u‖2 : v ∈ U(u)} = [0, d(2)max(u)] for some d(2)max(u) > 0, and that there is a
finite constant C
(2)
U (u) such that for every v ∈ U(u),
sup
k∈N
D
(2)
k (u,v) ≤ C(2)U (u)‖v − u‖22. (3.18)
Similarly to Assumption 3.1, this assumption essentially means that there exists a leaf set
U(u), which is a curve containing u such that for every point v ∈ U(u), ‖u(t)− v(t)‖ → 0
as t→∞ (at a sufficiently quick rate). In the case of the geometric model, based on (2.18),
one can see that the leaf set U(u) defined in Theorem 2.1 satisfies the condition (3.18) of
the above assumption for any h > 0. A numerical test of this assumption is included for the
Lorenz 63’ and 96’ models in Section 3.3. The following theorem lower bounds the diameter
of the set of points whose likelihood is not much smaller than the likelihood of the true
initial position.
Theorem 3.4 (Lower bound on the diameter of the set of high likelihood for the smoother).
Suppose that Assumption 3.4 holds, and that the density of the prior q is continuous at the
point u, and q(v) > 0 for every v ∈ U(u). Then for ε sufficiently small,
E
[
diam2 supp
{
v ∈ Rd : µ
sm(v|Y0, . . . ,Yk)
µsm(u|Y0, . . . ,Yk) ≥
1
e
}∣∣∣∣u
]
≥ 1
2‖H‖2
√
C
(2)
U (u)
· ε, (3.19)
where diam2 supp denotes diameter of the support with respect to the Euclidean distance.
Proof. We choose v ∈ U(u) such that ‖u − v‖2 = 1
‖H‖2
√
C
(2)
U (u)
· ε, this is possible if
ε ≤ d(2)max(u)‖H‖2
√
C
(2)
U (u). By the continuity of q, we have
q(v)
q(u) ≥ 1√e for ε sufficiently
small, and the result follows from Lemma 3.2.
We end this section by stating a similar result for the filtering distribution. We are going
to use the following assumption.
Assumption 3.5. Let u be the initial position, and for any k ∈ N, define the sets
SJ(u, k) := {v ∈ Rd : det(JΨtk(v)) = det(JΨtk(u))},
where JΨtk(v) is the d× d Jacobian matrix (defined in Section 1.1).
Suppose that for the initial position u ∈ Rd, there are sets U˜(u, k) ⊂ SJ (u, k), called
anti-leaf sets, such that {‖v(tk) − u(tk)‖2 : v ∈ U˜(u, k)} = [0, d˜(2)max(u, k)], and for every
point v ∈ U˜(u, k), we have
D
(2)
k (u,v) ≤ C(2)U˜ (u, k) · ‖v(tk)− u(tk)‖
2
2,
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for some constants C
(2)
U˜
(u, k) and d˜
(2)
max(u, k). Moreover, suppose that there are infinitely
many indices i1 < i2 < . . . such that for every ij, we have
C
(2)
U˜
(u, tij ) ≤ C(2)U˜ (u), and d˜
(2)
max(u, tij ) ≥ d˜(2)max(u),
for some constants C
(2)
U˜
(u) <∞ and d˜(2)max(u) > 0.
This assumption is similar to Assumption 3.2 that we had in the uniform case. However,
it also includes the restriction that U˜(u, k) ⊂ SJ (u, k), i.e. the anti-leaf sets should be
included in the level set of the determinant of the Jacobian. This is necessary because
the determinant of the Jacobian can have a large influence on the likelihood of the filter.
Note that in general the set SJ(u, k) is a d − 1 dimensional manifold which satisfies that
its surface is perpendicular to the gradient ∇det(JΨtk (v)) at each point v. The following
theorem shows a lower bound for the filter under this assumption.
Theorem 3.5 (Lower bound on the diameter of the set of high likelihood for the filter).
Suppose that Assumption 3.5 holds, and that the density of the prior q is continuous at the
point u, and q(v) > 0 for every v ∈ ∪k∈NU˜(u, k). Then for ε sufficiently small, for any
j ≥ 1, we have
E
[
diam2 supp
{
v ∈ Rd : µ
fi(v|Y0, . . . ,Yij )
µfi(u(tij )|Y0, . . . ,Yij )
≥ 1
e
}∣∣∣∣∣u
]
≥ 1
2‖H‖2
√
c
(2)
U (u)
· ε, (3.20)
where diam2 supp denotes diameter of the support with respect to the Euclidean distance.
Proof. The proof is analogous to the proof of Theorem 3.4. We choose v ∈ U˜(u, ij) such
that ‖v(tij )− u(tij )‖2 = ε‖H‖2
√
C
(2)
U˜
(u)
(this is possible when ε ≤ d˜(2)max(u)‖H‖2
√
C
(2)
U˜
(u)),
and the result follows from (3.17) of Lemma 3.2 and the fact that q is continuous in u.
3.3 Numerical illustration for the Lorenz 63’ and Lorenz 96’ models
In this section, we present some numerical evidence that supports the assumptions we have
made in Sections 3.1-3.2. First, we will treat the assumptions related to the smoother, and
then the assumptions related to the filter.
3.3.1 Assumptions for the smoother
In the following figures, we will provide numerical evidence about the existence of the leaf
set U(u) with properties required by Assumptions 3.1 and 3.4, for the Lorenz 63’ and the 5
dimensional Lorenz 96’ models (see Section 4.3 for a definition of the Lorenz 96’ model).
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In the case of the Lorenz 63’ model with classical parameter values ((2.1)-(2.3)), for
starting point u = (1, 2, 3), an approximation of the leaf set U(u) is constructed as follows.
We first simulate u(t) for time 0 ≤ t ≤ 5. After this, we sample 100 points from the small
neigbourhood {v : ‖v−u(5)‖∞ ≤ 10−31}, and run them backwards in time until time point
0. The points we have obtained this way are the small black circles shown on Figure 2a. We
repeat this procedure by simulating u(t) up to time 10, sampling 100 points from the small
neigbourhood {v : ‖v−u(10)‖∞ ≤ 10−62}, and running them backwards in time until time
point 0. These points are shown with grey circles on Figure 2a. Finally, the initial point u
is denoted by a big black circle. As we can see, the grey and black points seem to be part
of the same curve, arguably an approximation of the leaf set U(u). For points v that are
on this curve, ‖v(t)− u(t)‖1 decreases very quickly in t ( typically at exponential rate).
As h→ 0, and kh→ t for some t > 0, the sums D(1)k (u,v) and D(2)k (u,v) satisfy that
hD
(1)
k (u,v)→
∫ t
s=0
‖v(s)− u(s)‖1ds, and hD(2)k (u,v)→
∫ t
s=0
‖v(s)− u(s)‖22ds.
Figures 2b and 2c plot these integrals up to time t = 5 started from points v on our
approximation of U(u), as a function of ‖v−u‖1 and ‖v−u‖22, respectively. As we can see,
these plots are approximately linear, suggesting that Assumptions 3.1 and 3.4 are reasonable.
This is not a rigorous proof of Assumptions 3.1 and 3.4 for u = (1, 2, 3), since they concern
the supremum for k ∈ N, and we only look at u(t) for 0 ≤ t ≤ 5. However, by rigorous
computations this argument can be extended to imply that the lower bounds of Theorems
3.1 and 3.4 hold for u = (1, 2, 3) and 0 ≤ tk ≤ 5.
We repeat this same procedure for the 5 dimensional Lorenz 96’ model (see Section 4.3),
started from u = (1, 2, 3, 4, 5). First we simulate u(t) up to time 5, and 100 points sampled
from {v(5) : ‖v(5)−u(5)‖∞ ≤ 10−32} are ran backwards until time 0, and then we simulate
u(t) up to time 10, and 100 points sampled from {v(10) : ‖v(10)−u(10)‖∞ ≤ 2 ·10−59} are
ran backwards until time 0. The first 3 coordinates of these are illustrated by black, and
grey points, respectively, on Figure 3a. These again seem to be on the same curve (and we
obtain similar results if we choose different coordinates), which is an approximation of U(u).
Figures 3b and 3c illustrate the integrals
∫ t
s=0
‖v(s)− u(s)‖1ds, and
∫ t
s=0
‖v(s)− u(s)‖22ds
up to time t = 5. As we can see, these are again approximately linear, in good accordance
with Assumptions 3.1 and 3.4.
Note that for higher dimensional systems, it is likely that the stable manifold is no
longer a curve but a higher dimensional manifold instead. In such situations, to check our
assumptions numerically, for some T > 0 one can sample v(T ) randomly from a small line
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segment containing u(T ), and ran it backwards in time to time 0. The resulting curve set
of points v(0) will be a one dimensional curve (a subset of the stable manifold) that can be
chosen as the leaf set U(u) .
3.3.2 Assumptions for the filter
We will now look at Assumption 3.2 for the filter, in the case of the Lorenz 63’ equations.
We construct a possible choice of the anti-leaf sets U˜(u, k) as follows. For tk fixed, we find
the direction of v − u where ‖v(tk)−u(tk)‖‖v−u‖ is maximal, for v − u infinitesimally small (this
can be done by computing the Jacobian matrix, and finding its eigenvector corresponding
to its maximal eigenvalue). After this, we choose U˜(u, k) as a small line segment started
from u along this direction. We choose 20 points on this segment (of equal distance between
neighbouring points), and run the Lorenz 63’ equations up to time tk started at these points,
and evaluate the differences
∫ tk
s=0
‖v(s) − u(s)‖1ds (approximating hD(1)k (u,v) when h is
small). In the case of tk = 9.2, for starting point u = (1, 2, 3), the value of these integrals is
plotted as a function of ‖v(tk)− u(tk)‖ on Figure 4a. As we can see, this is approximately
linear up to a certain distance, and thus (3.6) holds with CU˜ (u, k) being close to the slope
of the linear part. We have repeated this experiment again for tk ∈ {0.2, 0.4, . . . , 10}, and
plotted the approximate values of CU˜ (u, k) on Figure 4b. In each time point, the constant
d˜max(u, k) can be chosen to be greater than 1. As we can see from this figure, the constant
CU˜ (u, k) oscillates and does not seem to tend to infinity as k tends to infinity, in accordance
with Assumption 3.2.
4 Upper bounds
In this section we establish upper bounds for the smoother and the filter. In the case of
bounded observation errors, we will give some conditions that guarantee that the diameter
of the support of the smoother (or the filter) are upper bounded by a constant times the
size of the noise. In the case of unbounded observation errors, we show that under the
same assumptions, there is an estimator based on the observations whose mean square error
from the true position is upper bounded by a constant times the variance of the noise. We
show that the assumptions required by our results can be deduced from the fact that a
certain system of polynomial equations has a unique solution. In Sections 4.2 and 4.3, we
apply our results to the Lorenz 63’ and Lorenz 96’ models. In Section 4.4, we verify our
assumptions for some 3 and 4 dimensional systems with random coefficients, when only the
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Figure 4: Illustration of the properties of the anti-leaf sets U˜(u, k) for the Lorenz 63’ model
first coordinate is observed.
4.1 Results
Let us define the observed part of the one parameter solution semigroup as
Φt(u) := HΨt(u) for u ∈ BR, t ∈ R+. (4.1)
For our upper bounds we make the following assumption on the dynamics, the prior,
and the initial point u.
Assumption 4.1. Suppose that there is an index k ∈ N and a positive constant c(u, k)
such that for any v ∈ BR,
max
0≤i≤k
‖Φti(u)− Φti(v)‖ ≥ c(u, k)‖v − u‖.
Assumption 4.1 quantifies how much the differences ‖Φti(v)−Φti(u)‖ grow as we move
away from u. This assumption seems to be rather strong at first, since they involve “global”
assumptions about Φti , which can behave rather chaotically. However, as we shall see in
Proposition 4.1, it is possible to deduce it from “local” assumptions about the derivatives
of Φ at time 0. These “local” assumptions in turn can be easily checked for the Lorenz
63’ and Lorenz 96’ models when the partial observations are chosen suitably (see Sections
4.2 and 4.3). We believe that these assumptions hold for many observations scenarios in
a wide range of dynamical systems such as Garelkin spectral truncations of the Navier–
Stokes equations, and various discretisations of the shallow-water equations. Since these
assumptions essentially only require that the observed components of the system given
sufficiently many observations uniquely determine the initial position, we believe that they
31
are more generally applicable than earlier consistency results for the 3D-Var shown in [19]
and [11].
Our assumptions on the derivatives are stated as follows.
Assumption 4.2. Suppose that ‖u‖ < R, and there is an index j ∈ N such that the system
of equations in v defined as
HDiu = HDiv for every 0 ≤ i ≤ j (4.2)
has a unique solution v := u in BR, and
span
{∇ ((HDiu)
k
)
: 0 ≤ i ≤ j, 1 ≤ k ≤ do
}
= Rd, (4.3)
where ∇ denotes the gradient of the function in u, and ()k denotes the kth coordinate.
One can see that (4.3) is equivalent to
λmin
[
j∑
i=0
do∑
k=1
∇ ((HDiu)
k
) · (∇ ((HDiu)
k
))′]
> 0. (4.4)
Proposition 4.1 (Assumptions on derivatives imply assumptions for upper bounds). Sup-
pose that Assumption 4.2 holds. Then for sufficiently small h, Assumption 4.1 holds for
every k ≥ j.
The proof of this proposition based on Taylor’s expansion. It is included in Section A.3
of the Appendix.
Now we are ready to state our upper bounds. In our first result, we will assume
that the observation errors satisfy that ‖Zi‖ ≤ ε almost surely. Given the observations
Y0,Y1, . . . ,Yk, the support of the smoothing distribution for ε-bounded observation errors
(‖Zi‖ ≤ ε almost surely for every i ∈ N) is contained in
Λ
(ε)
k :=
{
v ∈ BR : max
0≤i≤k
‖Yi − Φti(v)‖ ≤ ε
}
. (4.5)
Alternatively, we can define the (k, ε) neighbourhood of the true initial point u as
Ω
(ε)
k :=
{
v ∈ BR : max
0≤i≤k
‖Φti(v)− Φti(u)‖ ≤ ε
}
. (4.6)
By the triangle inequality, we have Λ
(ε)
k ⊂ Ω(2ε)k .
Theorem 4.1 (Upper bound for bounded observation errors). Under Assumption 4.1, for
any ε > 0, we have
diam
(
Ω
(ε)
k
)
≤ c(u, k)ε, and thus diam
(
Λ
(ε)
k
)
≤ 2c(u, k)ε. (4.7)
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Thus for ε-bounded observation errors (‖Zi‖ ≤ ε almost surely for every i ∈ N) the support
of the smoother is bounded as
diamsuppµsm(·|Y0, . . . ,Yk) ≤ 2c(u, k)ε, (4.8)
and the support of the filter is bounded as
diam suppµfi(·|Y0, . . . ,Yk) ≤ 2c(u, k)eGtkε, (4.9)
with the constant G defined as in (1.7).
Proof. (4.7) directly follows from Assumption 4.1. (4.8) follows from the fact that the
support of the smoother is included in the set Λ
(ε)
k . Finally, (4.9) is implied by (1.6), and the
fact that the support of the filter is included in the set Ψtk(Λ
(ε)
k ) := {Ψtk(v) : v ∈ Λ(ε)k }.
The following result concerns the case of unbounded observation errors.
Theorem 4.2 (Upper bound for unbounded observation errors). Suppose that Assumption
4.1 holds, and that
σ2Z := E(‖Zi‖2) <∞.
Let
Emax(v|Y0, . . . ,Yk) := max
0≤i≤k
‖Φti(v)− Yi‖,
and
umin := argmin
v∈BR
Emax(v|Y0, . . . ,Yk). (4.10)
If there are multiple minima, than we can define this function as any one of them. Then
the estimator umin of the initial position u satisfies that
E
(‖umin − u‖2∣∣u) ≤ D(u, k) · σ2Z , (4.11)
for some constant D(u, k) <∞.
Moreover, the push-forward map of umin, Ψtk(umin), is an estimator of the current
position u(tk), satisfying that
E
(‖Ψtk(umin)− u(tk)‖2∣∣u) ≤ D(u, k)e2Gtk · σ2Z , (4.12)
with the constant G defined as in (1.7).
Proof. Let Z
(k)
max := max0≤i≤k
‖Zi‖
σZ
, then
Emax(umin|Y0, . . . ,Yk) ≤ Emax(u|Y0, . . . ,Yk) = Z(k)maxσZ ,
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and thus by the triangle inequality, we have
max
0≤i≤k
‖Φti(umin)− Φti(u)‖ ≤ 2Z(k)maxσZ .
Therefore umin ∈ Ω2Z
(k)
maxσZ
k , and (4.11) follows by Theorem 4.1, with
D(u, k) := 4E
(
(Z(k)max)
2
)
· c(u, k)2 ≤ 4(k + 1)c(u, k)2.
Finally, (4.12) follows by (1.6).
4.2 Application to the Lorenz ’63 model
As shown on page 16 of [19], the Lorenz equations (2.1)-(2.3) can be transformed to the
form of (1.1) by a linear change of coordinates. In this case, the coefficients of the equation
are given by
A =


a −a 0
a 1 0
0 0 b

 , B(u, u˜) =


0
(u1u˜3 + u3u˜1)/2
−(u1u˜2 + u2u˜1)/2

 , f =


0
0
−b/r + a

 .
We choose the observation operator as H :=


1 0 0
0 0 0
0 0 0

. This corresponds to observing
the first coordinate u1 of the process.
The following proposition shows that our theory applies here.
Proposition 4.2. For j ≥ 2, for Lebesgue almost every initial point u ∈ BR, Assumption
4.2 holds for the process described above.
As a consequence, for ε-bounded observation errors (‖Zi‖ ≤ ε almost surely for every
i ∈ N), for almost every initial point u ∈ BR, for sufficiently small h, the diameter of the
support of the smoother µsm(v|Y0, . . . ,Yk) and the filter µfi(v|Y0, . . . ,Yk) can be bounded
by Csm(u, k)ε and Cfi(u, k)ε, respectively, for some finite constants Csm(u, k) and Cfi(u, k)
which do not depend on ε.
Moreover, for unbounded observation satisfying that σ2Z := E(‖Zi‖2) < ∞, for almost
every initial point u ∈ BR, for sufficiently small h, there are some estimators based on
the observations, Usm(Y0, . . . ,Yk) and Ufi(Y0, . . . ,Yk), such that the mean square errors
E
[
(Usm(Y0, . . . ,Yk)− u)2
]
and E
[
(Ufi(Y0, . . . ,Yk)− u(tk))2
]
of the initial and current po-
sitions are bounded by Dsm(u, k)σ
2
Z and Dfi(u, k)σ
2
Z , respectively, for some finite constants
Dsm(u, k) and Dfi(u, k) which do not depend on σZ .
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Proof of Proposition 4.2. Due to the definition of the observation operator, we haveHDi(v) =
Div1. Now based on the equations (1.1), we have
D0v1 = v1, (4.13)
D1v1 = −av1 + av2, (4.14)
D2v1 = −aDv1 + aDv2 (4.15)
= −a(−av1 + av2) + a(−av1 − v2 − v1v3) (4.16)
= −2a2v1 − (a2 + a)v2 − av1v3. (4.17)
Based on this, we can express v1, v2 and v3 as a function of
d0
dt0 v1(0),
d
dtv1(0) and
d2
dt2 v1(0)
as
v1 =
d0
dt0
v1(0), (4.18)
v2 =
1
a
d
dt
v1(0) +
d0
dt0
v1(0), (4.19)
v3 =
d2
dt2 v1(0)− (a+ 1) ddtv1(0) + (a2 − a) d
0
dt0 v1(0)
a d
0
dt0 v1(0)
if v1 6= 0. (4.20)
These explicit expressions imply that the condition (4.2) holds for almost every u ∈ BR.
Condition (4.3) is satisfied because of the upper triangular form of the equations (4.13)-
(4.15). The claims on the smoother and the filter now directly follow from Theorems 4.1
and 4.2.
4.3 Application to the Lorenz ’96 model
The Lorenz ’96 model is a d dimensional chaotic dynamical system which was introduced
in [16]. As shown on page 16 of [19], it can be written in the framework of (1.1) as
A = Id×d,B(u, u˜) = −1
2


...
u˜i−1ui+1 + ui−1u˜i+1 − u˜i−2ui−1 − ui−2u˜i−1
...

 ,f =


8
...
8

 ,
where the indices of u in the expression of B are understood modulo d. The observation
matrix H is defined as H1,1 = H2,2 = H3,3 = 1, and 0 in every other element. This means
that we observe the first 3 coordinates u1, u2, and u3. The following proposition shows that
our theory is applicable to this situation.
Proposition 4.3. For j ≥ d−3, for Lebesgue almost every initial point u ∈ BR, Assumption
4.2 holds for the process described above. As a consequence, the same results hold for the
smoother and the filter as in Proposition 4.2.
35
Proof of Proposition 4.3. Because of the definition of the observation operator, we have
HDiu =
(
Diu1,D
iu2,D
iu3
)
. Based on the equations (1.1), we have
Du3 = 8− u3 + u2u4 − u1u2,
and thus we are able to write
u4 = (Du3 − 8 + u3 + u1v2) /v2.
Due to the specific multi-diagonal structure of B(u,u) (the ith column only depends on
the i − 2, . . . , i + 1th terms), by repeatedly expressing the derivatives ddtuj for j ≥ 4 one-
by-one, we can obtain a similar deterministic expression for u5, . . . , ud just in terms of the
derivatives
(
Diu1,D
iu2,D
iu3
)
, for 0 ≤ i ≤ d − 3. The equations are valid almost surely,
for every u such that ui 6= 0 for every 1 ≤ i ≤ d. These explicit expressions imply that
condition (4.2) holds for almost every u ∈ BR. Now we are going to verify condition (4.3).
Suppose that u satisfies that ui 6= 0 for every 1 ≤ i ≤ d. Let ei be a d dimensional unit
vector with 1 in coordinate i and 0 elsewhere. Then ∇u1 = e1, . . . ,∇u3 = e3. From the
definition of the model, we have
Dui = −ui − ui−1ui+1 − ui−1ui−2 + fi,
where the indices are meant modulo d. This implies that
∇Dui = −ei+1ui−1 − ei − ei−1(ui+1 + ui−2)− ei−2ui−1,
and by our assumption on u, we have
span (∇u1, . . . ,∇u3,∇Du1, . . . ,∇Du2,∇Du3) = span(ed−1, ed, e1, . . . , e4).
By adding the higher order derivatives one by one, we obtain (4.3) for every u satisfying
our assumption that ui 6= 0 for every 1 ≤ i ≤ d. The consequences about the smoother and
the filter follow the same way as in the proof of Proposition 4.2.
4.4 Application to systems with random coefficients
If a dynamical system of the form (1.1) satisfies Assumption 4.2, then our upper bounds
are valid. In the previous two examples, we have shown that for two particular systems,
under suitably chosen partial observations, this assumption is satisfies. In order to check
how restrictive is this assumption, we have done the following experiment. We have cho-
sen the elements of A,B,f ,u randomly, independently of each other, uniformly on the
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set {1, 2, . . . , 10}, and checked Assumption 4.2 by a Mathematica code, which is available
on request. We have done 100 random trials for 3 dimensional systems, with the first 3
derivatives (thus j = 3), with only the first coordinate observed, and found that all of them
satisfy Assumption 4.2. We have repeated this experiment with 4 dimensional systems (with
j = 4), and obtained the same result.
These results are consistent with the intuition that if all of the coordinates of the system
interact with each other, then it should be possible to interfere the position of the system by
observing only one coordinate of it with sufficiently high precision. The simulation results
suggest that the set of coefficients and initial positions A,B,f ,u where Assumption 4.2
does not hold probably has Lebesgue measure 0 (however, proving this is beyond the scope
of this paper).
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A Appendix
A.1 Proof of the existence of anti-leaf sets for the geometric model
In this section, we are going to prove Theorem 2.3. The proof is based on the strong
expansion property of f (|f ′(x)| > √2 for every x ∈ [−1/2, 1/2]\ {0}). Using this property,
we are going to define closed intervals on [−1/2, 1/2] satisfying certain requirements, and
then define the sets U˜(u, k) based on these intervals.
For j ∈ N, let f (j) denote the composition of f with itself j times (with f (0)(x) := x),
and denote by D
(j)
f the domain of f
(j)(x). For any set W ⊂ [−1/2, 1/2] \ {0}, we let
f(W ) := {f(x) : x ∈ W}, and similarly, for any set W ⊂ [−1/2, 1/2], we let f (−1)(W ) :=
{x : x ∈ [−1/2, 1/2] \ {0}, f(x) ∈ W}. Note that due to the particular structure of f , for
any closed interval I ⊂ [−1/2, 1/2], f (−1)(I) consists of one or two closed intervals. Let
f (−j) denote the composition of f (−1) with itself j times. Then the domains D(j)f can be
expressed as
D
(j)
f := [−1/2, 1/2] \
(
∪j−1i=0 f (−i)({0})
)
. (A.1)
The next lemma defines the intervals I
(j)
x and proves that they satisfy certain properties.
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Lemma A.1 (Definition of the intervals I
(j)
x ). For x ∈ [−1/2, 1/2], let d(x) := min(|x −
1/2|, |x|, |x + 1/2|) be the distance between x and the set {−1/2, 0, 1/2}. For any j ∈ N,
x ∈ D(j)f , let
δ(j)x := min
0≤i≤j
(
2(j−i)/2 · d(f (i)(x))
)
. (A.2)
For x ∈ D(j)f , 0 ≤ i ≤ j we define a sequence of intervals I(j,i)x as follows. First, let
I
(j,j)
x :=
[
f (j)(x)− δ(j)x2 , f (j)(x) + δ
(j)
x
2
]
. The rest of the intervals are defined iteratively,
given I
(j,i)
x for 1 ≤ i ≤ j, we define I(j,i−1)x as the closed interval in the set f (−1)(I(j,i)x )
containing f (i−1)(x). Finally, let I(j)x := I
(j,0)
x .
Then for any 0 ≤ i ≤ j, the sets f (i)(I(j)x ) are closed intervals containing f (i)(x) that do
not contain 0, and satisfy that
inf
{
|y| : y ∈ f (i)(I(j)x )
}
≥
∣∣f (i)(x)∣∣
2
. (A.3)
Proof. Since |f ′(x)| ≥ √2 for every x ∈ D(1)f , it follows that the length of the interval
I
(j,i−1)
x is shorter than that the length of the interval I
(j,i)
x by at least a factor of
√
2 for
every 1 ≤ i ≤ j. The stated properties of I(j)x are now implied by the definition of δ(j)x .
Now we are going to define the sets U˜(u, k) for every k ∈ N,u ∈ Λgeo. Let T (u, k)
denote the number of time points t ∈ (0, tk] such that u(t) ∈ S (i.e. the number of turns
taken by the geometric model started from u until time tk). Let
U∗(u, k) := {v ∈ S : v1 ∈ I(T (u,k))O1(u) , v2 = O2(u)},
that is a small line segment on S in direction parallel to the axis u1 containing the point
O(u). For any v,w ∈ R3, we denote by [v,w] := {av + (1 − a)w : a ∈ [0, 1]} the line
segment between v and w. We define the anti-leaf sets by propagating this set forward by
τO(u) time, and imposing an additional condition as
U˜(u, k) :=
{
w(tk + τO(u)) : w ∈ U∗(u, k) such that for every z ∈ [O(u),w], (A.4)
‖z(tk + τO(u))− u(tk)‖∞ ≤ 0.05
}
.
This additional condition will guarantee that if u(tk) is sufficiently near S, thenΨ
geo(U∗(u, k)) ⊂
WS0.1, which will be useful in the following argument.
The next two lemmas bound the difference ‖v(t)− u(t)‖∞ for two points u,v ∈ S∗.
Lemma A.2 (Maximal distance between two paths by the first return). Let u and v be
two points on S∗ satisfying that |u1 − v1| ≤ |u1|2 . Then for 0 ≤ t ≤ τ(u) (the time it takes
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to return to S from u), we have
‖v(t)− u(t)‖∞ ≤ C1
( |u1 − v1|
|u1| + |u2 − v2|
)
, (A.5)
for a constant C1 only depending on the parameters of the model.
Proof of Lemma A.2. For the linear part of the dynamics, we have
Ψlint (u)−Ψlint (v) =
(
(u1 − v1)eλ1t, (u2 − v2)e−λ2t, 0
)
for 0 ≤ t ≤ min[τΣ(u1), τΣ(v1)]. Thus until the time the first one of the paths reaches Σ,
their distance is bounded as
sup
0≤t≤min[τΣ(u),τΣ(v)]
‖u(t)− v(t)‖∞ ≤ |u1 − v1||u1| + |u2 − v2|. (A.6)
The difference between the time they take from S∗ to Σ can be bounded as
|τΣ(u1)− τΣ(v1)| = 1
λ1
| log(v1/u1)| ≤ 2
λ1
|u1 − v1|
|u1| . (A.7)
The two paths started at u and v will reach Σ at L(u) and L(v) (see (2.5)), and the distance
of these two points can be bounded as
|L1(u)− L1(v)| =
∣∣u2|u1|β − v2|v1|β∣∣ ≤ |u2 − v2||u1|β + |v2| ∣∣|v1|β − |u1|β∣∣
≤ 1
2
|u2 − v2|+ 2
3
|u1 − v1|, (A.8)
|L2(u)− L2(v)| = ||u1|α − |u2|α| ≤ 2α|u1 − v1||u1| . (A.9)
For the rotation part of the dynamics, by (2.9) and (2.10), we have for any w, z ∈ Σ+ or
w, z ∈ Σ−, 0 ≤ s ≤ 3pi2 ,
‖Ψrots (w)−Ψrots (z)‖∞ ≤ max(|w2 − z2|, θ|w3 − z3|)
≤ |w2 − z2|+ 2|w3 − z3|,
so the distance between these paths can not grow by more than by a factor of 2 until they
reach S. Thus two paths started at points L(u) and L(v) on Σ will reach S at the same
time, and their distance during this time is bounded as
max
0≤t≤(3/2)pi
‖Ψgeot (L(u))−Ψgeot (L(v))‖∞ ≤ 2
(
1
2
|u2 − v2|+ 2
3
|u1 − v1|+ 2α|u1 − v1||u1|
)
.
(A.10)
However, the paths started at u and v reach Σ at different time points, so we still need to
account for the time delay. From (2.15) we know that the speed of the dynamics is bounded
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by vgeomax, so by equations (A.6), (A.10), (A.7) ands the triangular inequality, the maximal
distance between the paths can be bounded as
sup
0≤t≤τ(u)
‖v(t)− u(t)‖∞ ≤ 2
(
1
2
|u2 − v2|+ 2
3
|u1 − v1|+ 2α|u1 − v1||u1|
)
+ |τΣ(u1)− τΣ(v1)|vgeomax ≤ |u2 − v2|+
4
3
|u1 − v1|+ 4α|u1 − v1||u1| +
2vgeomax
λ1
|u1 − v1|
|u1| ,
and the stated result follows with C1 :=
2
3 + 4α+
2vgeomax
λ1
.
Lemma A.3 (Bounding the maximum distance between two paths until their lth return).
Let l ∈ N, and u ∈ S∗ be such that u(t) crosses S at least l+1 times for t > 0, and v ∈ S∗ be
such that u2 = v2, and v1 ∈ I(l)u1 (defined according to Lemma A.1). Let T1(u), T2(u), . . . be
the subsequent return times of u(t) to S (and denote T0(u) := 0). Then for any 0 ≤ j ≤ l,
t ∈ [Tj(u), Tj+1(u)], we have
‖u(t)− v(t)‖∞ ≤ Cret|f (l)(u1)− f (l)(v1)|
j∑
i=0
2−(l−i)/2
|f (i)(u1)| , (A.11)
for some constant Cret <∞ only depending on the parameters of the model.
Proof of Lemma A.3. Based on the definition of I
(l)
u1 , it follows that v(t) also crosses S at
least l times for t > 0. For 0 ≤ i ≤ l, let ∆1(i) := |u1(Ti(u)) − v1(Ti(v))| = |f (i)(u1) −
f (i)(v1)| and ∆2(i) := |u2(Ti(u)) − v2(Ti(v))| be the differences between the return points
on the plane. Since the coordinate u2 evolves in a linear fashion during the rotation part of
the dynamics, from (A.8) we have that
∆2(i + 1) ≤ 1
2
∆2(i) +
2
3
∆1(i) for 0 ≤ i < l. (A.12)
By the definition of I
(l)
u1 we know that the intervals f
(i)(I
(l)
u1 ) do not cross 0 for 0 ≤ i ≤ l,
and since |f ′(x)| ≥ √2 for every x ∈ [−1/2, 1/2]\ 0, it follows that ∆1(i+1) ≥
√
2∆1(i) for
every 0 ≤ i < l. By combining this with (A.12) and using the fact that 2
3
√
2
< 12 it follows
that
∆2(i+ 1) ≤ 1
2
∆2(i) +
1
2
∆1(i+ 1) for 0 ≤ i < l. (A.13)
From this by induction we can obtain that ∆2(i) ≤ ∆1(i) for any 0 ≤ i ≤ l ( by the initial
assumption on v, we have ∆2(0) = 0, so this holds for i = 0). Thus the difference in the
second coordinate is upper bounded by the difference in the first one.
For 1 ≤ i ≤ l + 1, let τi(u) := Ti(u) − Ti−1(u) and define τi(v) analogously. Based on
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(A.7), the time delay that is created between the two paths can be bounded as
|τi(u)− τi(v)| ≤ 2
λ1
|f (i−1)(u1)− f (i−1)(v1)|
|f (i−1)(u1)|
≤ 2
λ1
|f (l)(u1)− f (l)(v1)|2
−(l−(i−1))/2
|f (i−1)(u1)| ,
thus for any 1 ≤ j ≤ l + 1, we have
max
1≤i≤j
|Ti(u)− Ti(v)| ≤ 2
λ1
|f (l)(u1)− f (l)(v1)|
j−1∑
i=0
2−(l−i)/2
|f (i)(u1)| . (A.14)
Moreover, using Lemma A.2 and the fact that ∆2(i) ≤ ∆1(i), for any 0 ≤ j ≤ l, we have
sup
0≤r≤τj+1(u)
‖u(Tj(u) + r)− v(Tj(v) + r)‖∞ ≤ C1
(∣∣f (j)(u1)− f (j)(v1)∣∣
|f (j)(u1)| · 2
)
≤ 2C1|f (l)(u1)− f (l)(v1)| 2
−(l−j)/2
|f (j)(u1)| .
The statement of the lemma now follows by (2.15) and the triangle inequality with Cret :=
max
(
2C1,
2
λ1
· vgeomax
)
.
The following lemma lower bounds the distance of two paths at time points when they
are close to S.
Lemma A.4 (Distance of two paths near S). Let Tl(u) be the lth return time from u to S
(i.e. the lth smallest t > 0 such that u(t) ∈ S). Let
hSmax :=
1
20vgeomax
and CS :=
(vgeomin)
2
4vgeomax(v
geo
max + v
geo
min)
· exp (−hSmax · λ2) .
Then for any l ≥ 1, k ≥ 1 such that tk ∈ [Tl(u), Tl(u)+hSmax], for any v ∈ U˜(u, k), we have
‖v(tk)− u(tk)‖∞ ≥ CS
∣∣∣f (l)(O1(u))− f (l)(O1(v))∣∣∣ .
Proof. As in the proof of (1.6), using Grönwall’s inequality, and the fact that 0 < λ3 <
λ1 < λ2, one can show that for any t ≥ 0, v,w ∈ R3,
‖v −w‖∞ · exp(−λ2t) ≤ ‖Ψlint (v)−Ψlint (w)‖∞ ≤ ‖v −w‖∞ · exp(λ2t). (A.15)
Based on the definition (2.15), we can see that for any v ∈ U˜(u, k), we have
|f (l)(O1(u))− f (l)(O1(v))| ≤ ‖u(Tl(u))− v(Tl(u))‖∞ + |Tl(u)− Tl(v)| · vgeomax.
From the definition of U˜(u, k) and (2.17), it follows that |Tl(u) − Tl(v)| ≤ ‖u(Tl(u)) −
v(Tl(u))‖∞ · vgeomax, thus
‖u(Tl(u))− v(Tl(u))‖∞ ≥ |f (l)(O1(u))− f (l)(O1(v))| · v
geo
min
vgeomin + v
geo
max
. (A.16)
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Let ρ(u,v) := |f (l)(O1(u)) − f (l)(O1(v))| · v
geo
min
vgeomin+v
geo
max
. If v3(Tl(u)) ≤ 1 (thus v(Tl(u)) is on
S or below S), then by (A.15), for every tk ∈ [Tl(u), Tl(u) + hSmax], we have
‖u(tk)− v(tk)‖∞ ≥ exp
(−λ2hSmax) ρ(u,v). (A.17)
For Tl(u) ≤ t ≤ Tl(u) + ρ(u,v)4vgeomax , for
‖u(t)− v(t)‖∞ ≥ ρ(u,v)
2
. (A.18)
If ρ(u,v)
4vgeomax
< hSmax, and v3
(
Tl(u) +
ρ(u,v)
4vgeomax
)
≤ 1, then by (A.15), for every tk ∈ [Tl(u), Tl(u)+
hSmax], we have
‖u(tk)− v(tk)‖∞ ≥ exp
(−λ2hSmax) ρ(u,v)2 . (A.19)
Finally, if ρ(u,v)
4vgeomax
< hSmax, and v3
(
Tl(u) +
ρ(u,v)
4vgeomax
)
> 1, then u3 (t) ≤ 1 − ρ(u,v) · v
geo
min
4vgeomax
for
t ∈ [Tl(u) + ρ(u,v)4vgeomax , Tl(u) + hSmax], and thus by (A.15), for every tk ∈ [Tl(u), Tl(u) + hSmax],
we have
‖u(tk)− v(tk)‖∞ ≥ exp
(−λ2hSmax) ρ(u,v) · vgeomin4vgeomax . (A.20)
The claim now follows from inequalities (A.17), (A.18), (A.19) and (A.20).
The following lemma bounds the differences
∑k
i=0 ‖v(ti)− u(ti)‖∞ for v ∈ U˜(u, k).
Lemma A.5. Let Dl(x) :=
∑l
i=0
2−(l−i)/4
(d(f(i)(x)))
2 for any l ∈ N, x ∈ D(l)f . Suppose that
h ≤ 32pi. Then there is a constant Csum < ∞ such that for every l ≥ 1, every k ∈ N such
that tk ∈ [Tl(u), Tl(u) + hSmax], every v ∈ U˜(u, k), we have
k∑
i=0
‖v(ti)− u(ti)‖∞ ≤ CU˜ (u, k)‖v(tk)− u(tk)‖∞, (A.21)
where
CU˜ (u, k) :=
Csum
h
·Dl(O1(u)). (A.22)
Proof. First note that based on the assumptions, it follows from Lemma A.4 that for every
v ∈ U˜(u, k), we have∣∣∣f (l)(O1(u))− f (l)(O1(v))∣∣∣ ≤ 1
CS
‖v(tk)− u(tk)‖∞. (A.23)
From Lemma A.3, we know that for any 0 ≤ j ≤ l, ti ∈ [Tj(u), Tj+1(u)], we have
‖u(ti)− v(ti)‖∞ ≤ Cret|f (l)(O1(u))− f (l)(O1(v))|
j∑
i=0
2−(l−i)/2
|f (i)(O1(u))| . (A.24)
By the assumption h ≤ 32pi, it is easy to see that there are at most 2τj+1(u)h such indices i.
From (2.11), and the fact that log(x) ≤ x2 for x ≥ 2, we can see that
τj+1(u) =
1
λ1
log
(
1
|f (j)(O1(u))|
)
+
3
2
pi ≤ 1
2λ1|f (j)(O1(u))|+
3
2
pi ≤ 1 + 3piλ1
2λ1
· 1|f (j)(O1(u))| .
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Let C2 :=
2
h · 1+3piλ12λ1 · C
ret
CS
. By summing up, and using (A.23), we obtain that
k∑
i=0
‖v(ti)− u(ti)‖∞ ≤ C2 · ‖v(tk)− u(tk)‖∞ ·
l∑
j=0
j∑
i=0
2−(l−i)/2
|f (j)(O1(u))||f (i)(O1(u))|
≤ C2
2
· ‖v(tk)− u(tk)‖∞ ·
l∑
j=0
j∑
i=0
2−(l−i)/2 ·
(
1
(f (j)(O1(u)))2
+
1
(f (i)(O1(u)))2
)
≤ C2
2
· ‖v(tk)− u(tk)‖∞ ·
l∑
j=0
2−(l−j)/2 · 2 + (l − j + 1)
(f (j)(O1(u)))2
.
Now using the fact that 2−(l−j)/2 · (l − j + 3) < 4 · 2−(l−j)/4, we obtain that
k∑
i=0
‖v(ti)− u(ti)‖∞ ≤ 2C2 · ‖v(tk)− u(tk)‖∞ ·
l∑
j=0
2−(l−j)/4
(f (j)(O1(u)))2
, (A.25)
thus the result follows with Csum := 2(1+3piλ1)λ1 · C
ret
CS
.
The next lemma characterises the set {‖v(tk)− u(tk)‖ : v ∈ U˜(u, k)}.
Lemma A.6. For every l ≥ 1, every k ∈ N such that tk ∈ [Tl(u), Tl(u) + hSmax], we have
{‖v(tk)− u(tk)‖∞ : v ∈ U˜(u, k)} = [0, d˜max(u, k)], with
d˜max(u, k) ≥ 4
5
· 1
Dl(O1(u))
. (A.26)
Proof. From the definition of U˜(u, k), it follows that it is a continuous curve in R3, and
thus {‖v(tk)− u(tk)‖∞ : v ∈ U˜(u, k)} = [0, d˜max(u, k)] for some d˜max(u, k) ≥ 0. Based on
the definition of the intervals I
(l)
O1(u)
and (A.2), we know that
f (l)(I
(l)
O1(u)
) = [f (l)(O1(u))− δ(l)O1(u)/2, f (l)(O1(u)) + δ
(l)
O1(u)
/2],
thus by Lemma A.4, it follows that there must exist a point v ∈ U˜(u, k) such that
‖v(tk)− u(tk)‖∞ ≥ min

 1
20
, CS ·
δ
(l)
O1(u)
2

 ≥ 1
5
CSδ
(l)
O1(u)
.
Since δ
(l)
O1(u)
≥ 4Dl(O1(u)) , the result follows.
The following proposition is a consequence of Proposition 2.1.
Proposition A.1. For µf -almost surely every initial point x ∈ [−1/2, 1/2], for any function
r : [−1/2, 1/2]→ R such that m(|r|) = ∫ 1/2x=−1/2 |r(x)|dx <∞, we have
lim
n→∞
1
n
n−1∑
i=0
r
(
f (i)(x)
)
= µf (r) <∞.
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Proof. Since
dµf
dm is bounded, we have µf (|r|) <∞. From Proposition 2.1 we know that µf
is ergodic for the map f , so the stated results follows by Birkhoff’s ergodic theorem (see,
e.g. Corollary 3.8 of [18]).
Now we are ready to prove the existence of the anti-leaf sets.
Proof of Theorem 2.3. By the definition of Dl(x), we have
(Dl(x))
1/4 ≤
l∑
i=0
2−(l−i)/16(
d(f (i)(x)
)1/2 ,
and by summing up in l, we obtain that
1
l + 1
l∑
i=0
D
1/4
l (x) ≤
32
l + 1
l∑
i=0
1(
d(f (i)(x)
)1/2 .
Since the function r(x) = d(x)−
1
2 is integrable on the interval [−1/2, 1/2], by Proposition
A.1, we obtain that
lim sup
l→∞
1
l + 1
l∑
i=0
D
1/4
l (x) ≤ 32µf(r) <∞. (A.27)
for µf -almost every x ∈ [−1/2, 1/2]. Therefore, for every such x, we have an infinite
sequence of indices l1, l2, . . . satisfying that for every j ≥ 1, D1/4lj (x) ≤ 40µf(r), and thus
Dlj (x) ≤ 2560000(µf(r))4. Set hmax := hSmax = 120vgeomax , then for every such x, every
u ∈ Λgeo such that O1(u) = x, every j ≥ 1, every there exists an index ij such that
tij ∈ [Tlj(u), Tlj (u) + hSmax], and therefore the results of the theorem follow from Lemmas
A.5 and A.6 with
d˜max(u) :=
1
3200000(µf(r))4
and CU˜ (u) :=
2560000(µf(r))
4Csum
h
.
A.2 Characterisation of the limit of the support of the smoother
Proof of Theorem 3.3. Let
S∞ := ∩k∈N supp(µsm(·|Y0, . . . , Yk)).
Then as we have explained after equation (2.24), (3.13) is equivalent to the fact that S∞ ⊂
U(u, ε) (the closure of U(u, ε)) almost surely in the observations.
From (3.12) of Assumption 3.3, we know that for any S∞ ⊂W (u, ε, tmax(u, ε)). There-
fore we only need to check that the points v ∈ W (u, ε, tmax(u, ε)) \ U(u, ε) are not in S∞.
For such points, we define ∆(v) as the value of t in (3.9). For 0 < s ≤ tmax(u, ε), we define
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the sets
W+(u, ε, s) := {v ∈ W (u, ε, tmax(u, ε)),∆(v) ≥ s}, and
W−(u, ε, s) := {v ∈ W (u, ε, tmax(u, ε)),∆(v) ≤ −s},
called the restrictions of the time-shifted 2ε-cropped leaf sets. Let i1, i2, . . . be the set of
indices satisfying (3.10), and suppose that k is sufficiently large such that ρik(u, ε) <
svmin(u)
3
and tik ≥ tmax(u, ε). Let w ∈ U(u, ε), then for every t ∈ [−tmax(u, ε), tmax(u, ε)], using the
assumption that tmax(u, ε) ∈ (0, vmin(u)6amaxvmax ), we have
‖w (tik + t)− u (tik)‖ ≤ ρik(u, ε) + tmax(u, ε)vmax <
vmin(u)
3amax
, (A.28)
Let ddtuj(tik) be a component of
d
dtu(tik) with the largest magnitude, then | ddtuj(tik )| ≥
vmin. Assume without loss of generality that
d
dtuj(tik) > 0 (the negative case can be dealt
with in the same way). Then by (1.12) and (A.28), we have ddtwj (tik + t) ≥ vmin(u) −
vmin(u)
3amax
· amax = 23vmin(u) for every w ∈ U(u, ε) and t ∈ [−tmax(u, ε), tmax(u, ε)]. By
using this property, we can show that infv∈W+(u,ε,s) vj(tik) − uj(tik) ≥ svmin(u)3 . This
means that if the jth component of the observation error at time tik , denoted by Z
j
tik
,
is less than −ε + svmin(u)3 , then none of the elements in W+(u, ε, s) is included in the
limiting set S∞. Since Z
j
tik
is assumed to be uniformly distributed on [−ε, ε], we have
P
(
Zjtik
< −ε+ svmin(u)3
)
= min
(
svmin(u)
6ε , 1
)
> 0. Since there are infinitely many such
indices ik where this holds, so we have W+(u, ε, s) ∩ S∞ = ∅ for any s > 0 almost surely,
and with an analogous argument, we have W−(u, ε, s) ∩ S∞ = ∅ almost surely too. The
first statement of the theorem, (3.13) now follows by the union bound, since we can write
W (u, ε, tmax(u, ε)) \ U(u, ε) as a countable union
W (u, ε, tmax(u, ε)) \ U(u, ε) = ∪i≥1 (W+(u, ε, tmax(u, ε)/i) ∪W−(u, ε, tmax(u, ε)/i)) ,
and therefore almost surely, none of the points in W (u, ε, tmax(u, ε)) \ U(u, ε) are included
in the limiting set S∞. The final statement of the theorem follows from the definition of
U(u, ε) and (3.1).
A.3 Assumptions on derivatives imply assumptions for upper bounds
Proof of Proposition 4.1. From inequality (1.14), we can see that the Taylor expansion
Hv(t) =
∞∑
i=0
HDiv · ti
i!
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is valid for times 0 ≤ t < C−1der. Based on this expansion, assuming that ti < C−1der, the ith
derivatives HDiv can be approximated by a finite difference formula (see [6]) depending
on the values Φ0(v), . . . ,Φti(v), with error of O(h). This approximation will be denoted by
Φˆ(i)(v) :=
∑i
l=0 a
(i)
l Φtl(v)
hi
, (A.29)
where a
(i)
l are some absolute constants independent of h and v.
By Taylor’s expansion of the terms Φtl(v) around time point 0, for tl < C
−1
der, we have
Φtl(v) =
∞∑
m=0
HDmv · h
mlm
m!
, and thus
Φˆ(i)(v) =
1
hi
·
∞∑
l=0
a
(i)
l
∞∑
m=0
HDmv · h
mlm
m!
=
1
hi
∞∑
m=0
hmb(i)m HD
mv,
with b
(i)
m :=
1
m! ·
∑i
l=0 a
(i)
l l
m. Due to the particular choice of the constants a
(i)
l , we have
b
(i)
m = 0 for 0 ≤ m < i and b(i)m = 1 for m = i. Based on this, we can write the difference
between the approximation (A.29) and the derivative explicitly as
Φˆ(i)(v)− d
i
dti
Φ0(v) = h
( ∞∑
m=i+1
hm−i−1 · b(i)m ·HDmv
)
.
Let us denote Φ˜(i)(v, h) :=
∑∞
m=i+1 h
m−i−1 · b(i)m ·HDmv. Let a := max0≤i≤j,0≤l≤i |a(i)l |,
then we have |b(i)m | ≤ a i+1m! · im. Using inequality (1.15), one can show that for any v ∈ BR,
for h < 12jCJ , we have
‖JvΦ˜(i)(v, h)‖ ≤
∞∑
m=i+1
hm−i−1|b(i)m |CmJ m! ≤
a(i+ 1)
hi+1
∞∑
m=i+1
(ihCJ )
m
=
a(i+ 1)(iCJ )
i+1
1− ihCJ ≤ 2a(i+ 1)(iCJ )
i+1.
Denote CLip := max0≤i≤j 2a(i + 1)(iCJ)i+1, then for every 0 ≤ i ≤ j, h < 12jCJ , the
functions Φ˜(i)(v, h) are CLip - Lipschitz in v with respect to the ‖ · ‖ norm. Thus for every
0 ≤ i ≤ j, h < 12jCJ , we have∥∥∥∥[Φˆ(i)(v) − Φˆ(i)(u)]−
[
di
dti
Φ0(v)− d
i
dti
Φ0(u)
]∥∥∥∥ ≤ h · CLip · ‖u− v‖. (A.30)
Let Mj(u) :=
∑j
i=0
∑do
k=1
(
∇HDiu · (∇HDiu)′), then by (4.4), we have for any v ∈ Rd,
(v − u)′Mj(u)(v − u) ≥ λmin(Mj(u))‖v − u‖2.
Based on this and the second order Taylor expansion, one can show that for ‖v − u‖
sufficiently small, we have
j∑
i=0
∥∥HDiu−HDiv∥∥2 ≥ 1
2
λmin(Mj(u))‖v − u‖2, (A.31)
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and from the compactness of BR and the uniqueness condition (4.2), it follows that there is
a constant cj(u) > 0 such that
j∑
i=0
∥∥HDiu−HDiv∥∥2 ≥ cj(u)‖v − u‖2 for every v ∈ BR. (A.32)
Using this and (A.30) we obtain for h sufficiently small, we have that for every v ∈ BR,
max
0≤i≤j
∥∥∥Φˆ(i)(v)− Φˆ(i)(u)∥∥∥ ≥
√
cj(u)
2
√
j + 1
· ‖u− v‖.
From the definition (A.29), we have
max
0≤i≤j
∥∥∥Φˆ(i)(v)− Φˆ(i)(u)∥∥∥ ≤
[
max
0≤i≤j,0≤l≤i
|a(i)l |
hi
]
· max
0≤i≤j
‖Φti(u)− Φti(v)‖,
and the conclusion follows.
References
[1] Valentin S Afraimovich, VV Bykov, and Leonid P Shilnikov. On the origin and structure
of the lorenz attractor. In Akademiia Nauk SSSR Doklady, volume 234, pages 336–339,
1977.
[2] Olivier Cappe, Eric Moulines, and Tobias Ryden. Inference in hidden Markov models.
Springer Series in Statistics. Springer-Verlag, New York, 2005.
[3] Frédéric Cérou. Long time behaviour for some dynamical noise free nonlinear filtering
problems. SIAM J. Control Optim., 38(4):1086–1101, 2000.
[4] Dan Crisan and Boris Rozovskii. The Oxford Handbook of Nonlinear Filtering. OUP,
Oxford, 2011.
[5] Pierre Del Moral. Mean field simulation for Monte Carlo integration, volume 126 of
Monographs on Statistics and Applied Probability. CRC Press, Boca Raton, FL, 2013.
[6] Bengt Fornberg. Generation of finite difference formulas on arbitrarily spaced grids.
Math. Comp., 51(184):699–706, 1988.
[7] S. Galatolo and Maria José Pacifico. Lorenz-like flows: exponential decay of correlations
for the Poincaré map, logarithm law, quantitative recurrence. Ergodic Theory Dynam.
Systems, 30(6):1703–1737, 2010.
[8] John Guckenheimer. A strange, strange attractor. In The Hopf bifurcation and its
applications, pages 368–381. Springer, 1976.
47
[9] Steven P. Lalley. Beneath the noise, chaos. Ann. Statist., 27(2):461–479, 1999.
[10] Steven P. Lalley and A. B. Nobel. Denoising deterministic time series. Dyn. Partial
Differ. Equ., 3(4):259–279, 2006.
[11] K.J.H. Law, D. Sanz-Alonso, A. Shukla, and A.M. Stuart. Filter accuracy for the
lorenz 96 model: Fixed versus adaptive observation operators. Physica D: Nonlinear
Phenomena, 325:1 – 13, 2016.
[12] Kody Law, Abhishek Shukla, and Andrew Stuart. Analysis of the 3DVAR filter for
the partially observed Lorenz’63 model. Discrete Contin. Dyn. Syst., 34(3):1061–1078,
2014.
[13] Kody Law and Andrew Stuart. Evaluating data assimilation algorithms. Mon. Weath.
Rev., 140:3757–3782, 2012.
[14] Kody Law, Andrew Stuart, and Konstantinos Zygalakis. Data assimilation, volume 62
of Texts in Applied Mathematics. Springer, Cham, 2015. A mathematical introduction.
[15] Edward N Lorenz. Deterministic nonperiodic flow. Journal of the atmospheric sciences,
20(2):130–141, 1963.
[16] Edward N Lorenz. Predictability: A problem partly solved. In Proc. Seminar on
predictability, volume 1, 1996.
[17] Carlos Pires, Robert Vautard, and Olivier Talagrand. On extending the limits of vari-
ational assimilation in nonlinear chaotic systems. Tellus A, 48(1):96–121, 1996.
[18] Daniel J. Rudolph. Fundamentals of measurable dynamics. Oxford Science Publications.
The Clarendon Press, Oxford University Press, New York, 1990. Ergodic theory on
Lebesgue spaces.
[19] Daniel Sanz-Alonso and Andrew M. Stuart. Long-time asymptotics of the filtering dis-
tribution for partially observed chaotic dynamical systems. SIAM/ASA J. Uncertain.
Quantif., 3(1):1200–1220, 2015.
[20] Michael Shub. Global stability of dynamical systems. Springer-Verlag, New York, 1987.
With the collaboration of Albert Fathi and Rémi Langevin, Translated from the French
by Joseph Christy.
48
[21] A. M. Stuart and A. R. Humphries. Dynamical systems and numerical analysis, vol-
ume 2 of Cambridge Monographs on Applied and Computational Mathematics. Cam-
bridge University Press, Cambridge, 1996.
[22] Roger Temam. Infinite-dimensional dynamical systems in mechanics and physics, vol-
ume 68 of Applied Mathematical Sciences. Springer-Verlag, New York, second edition,
1997.
[23] Warwick Tucker. A rigorous ODE solver and Smale’s 14th problem. Found. Comput.
Math., 2(1):53–117, 2002.
[24] Ramon Van Handel. The stability of conditional Markov processes and Markov chains
in random environments. Ann. Probab., 37:1876–1925, 2009.
[25] Marcelo Viana. What’s new on Lorenz strange attractors? Math. Intelligencer, 22(3):6–
19, 2000.
49
