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Abst ract - -The  concept of quasi-concavity is extended to multifunctions. It is then shown that if 
the velocity of a differential inclusion is regularly quasi-concave in a parameter, the solution set and 
attainability set are also dependent upon the parameter in like manner. The result is applied to give 
a vastly improved notion of fuzzy differential equations. @ 1999 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
For various appropr iate  condit ions on f : ]~n+k+l __~ R, the init ial  value problem with parameter  
pE  R k, 
x'(t) = f(t ,x;p) ,  X(to) = X0, 
has solut ions x(t; to,xo,p) which are continuous or differentiable with respect to x0 and p. The 
s i tuat ion with a differential inclusion 
z'(t) E F(t ,z;p),  z(to) = xo, 
is somewhat  different. If F is upper semicontinuous (usc) convex compact  valued, the set of 
solutions on [t0,T], Sp(xo, [t0,T]) is compact,  connected and usc in x0 and p [1,2], but  not 
general ly convex. If F is only lower semicontinuous, Sp(xo, [t0,T]) need not even be c losed 
This  paper  considers a quasi-concave type of regular i ty with respect to a single parameter /3 .  
Denote by/C  ~ (respect ively, /C~) the nonempty compact  (respectively, convex compact)  subsets 
of R ~, let ft C 1R x R n be open and let I be a real compact  interval. A mapping F : 90 × I --+ K: ~ 
is said to be regularly quasi-concave on I if 
• for all ( t ,x)  E f~ and a,  ~ C I ,  
F(t ,x ;a)  D_ F(t ,x;~),  whenever a <_ ~. (1) 
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• If {/3n} is a nondecreasing sequence in I converging to/3, then for all (t, x) E gt 
NF(t ,x; /3 , )  = F(t,x;/3). 
n 
(2) 
The definition is adapted from the usual definition for real-valued functions [3], but drops the 
convexity of level sets. The second condition and the inclusion imply usc in/3. 
2. MAIN  RESULT 
Now consider the differential inclusion 
x~(t) E F(t,x~(t);/3), a.a. t, x~(O) = x0, (3) 
where ~t is an open subset of R n+l containing (0, x0), I is a compact interval, and F : ~t × I -~ ]C~. 
Throughout, it is assumed that all maps are proper, that is, have nonempty images of points in 
their domain. The boundedness assumption is said to hold if there exist b, T, M > 0 such 
that the set Q = [0, T] × (xo + (b + MT)B) C ~, where B is the unit ball of R n, and F maps 
Q × I into the ball of radius M.  Denote the set of all solutions of (3) on [0, T] by S~(xo, r), the 
attainable set .Af~(x0,~') = {X(T) : X(.) E S~(XO,T)} and write ZT(R n) = {x E C([O,T];R n) : 
x' E L°°([0, T];~n)}. It is known that for every Xl E x0 + bintB, SZ(Xl,T) exists and is a 
compact subset of ZT(I~n), and each attainable section .Af~(Xl,7), 0 ( T _< T, is a compact 
subset of R n, see [1]. In fact, although these sets are not in general convex, they are acyclic 
which is stronger than simply connected [4]. 
THEOREM 1. Let F : f~ x I --~ IC~ be usc on ~, regularly quasi-concave on I, and suppose that the 
boundedness assumption holds. Then the mapping/3 ~ S~(x0, T) is a regularly quasi-concave 
map from I to IC n. 
PROOF. Abbreviate S~ = S~(xo,T). It is clear from (1) that for a _< /3, SZ c_ Sa. Let/3n be 
a nondecreasing sequence converging to/3. Then SZ. is a decreasing sequence of compact sets 
and so Nn S~ = S is nonempty and compact. Furthermore, d~(S~., S) ~ 0, where o~H is the 
Hausdorff metric in ZT(Rn). To see that S~ = S, it suffices to show S C S~ since S~ C S is 
clear. For each n let x~ E SZ.. Since F is bounded by the ball of radius M, x}. is bounded, 
so {x~} is an equicontinuous family. By Theorem 0.3.4 of [1] a subsequence x~o(~) converges 
to some v E C([0, T], R n) and x' ~(i) converges in the weak topology of LI([0,T], R n) to v' and 
thus weakly* in L~([0, T], R n) by Alaoglu's Theorem. Observe that v E S. That v E SZ is a 
consequence of the convergence theorem (Theorem 1.4.1) in [1] and the usc of F. Let N be an 
arbitrary neighbourhood of the origin in ~ x [0, 1] x R n and choose e > 0 such that 
< inf{lla - bll : a E Gr(F), b E (Gr(F) + N)C}, 
which is possible because Gr(F), the graph of F, is compact. By usc, there exists a neighbour- 
hood U of (t, v(t),/3) such that for (s,x,a) E U, F(s, x,a) C F(t,v(t),/3) + ¢B. Choosing n 
sufficiently large, (t, xf~,/3n) E U and so 
F(t, x~,  ~n) C F(t, v(t), ~) + sB, 
which means (t, x~ (t), 13n, x}. ) E Gr(F)+N.  The convergence theorem implies v'(t) E F(t, v(t),/3) 
a.e., and so v E Sf~ as required. I 
Regularity of Solution Sets 33 
3. APPL ICAT IONS 
3.1. Fuzzy  DEs  
Fuzzy differential equations have been suggested as a way of modelling uncertain and incom- 
pletely specified systems. Let g ~ be the space of all usc normal fuzzy convex fuzzy sets on R *~, 
with compact support and with metric doo(u, v) = suP0_<Z<l dH([U] ~, [v]~), where dH is the Haus- 
dorff metric in IR n and [u] z = {z E N n : u(x) >/3} is the/3-level set of u :  R n --* [0, 1]. Each level 
set of u E g n is a nonempty convex compact subset of R ~. Derivatives of mappings f : N ~ g '* 
are defined in much the same way as those of set-valued functions. If u = v + w (equivalent o 
Minkowski sum of/3-level sets at each/3), u - v : -  w is the Hukuhara difference. The fuzzy set 
H(to) is the Hukuhara derivative of f at to if, for all small 6 > 0, the quotients 
(f(to + 6) - f(to)) (f(to) - f(to - 6)) 
6 ' 6 
exist and converge to ft(to) as 6 ~ 0+. A solution to the Fuzzy Initial Value Problem (FIVP) 
x'(t)  = G(t,x(t)),  x(O) = Xo E gn, where G:  R x gn __. gn, exists under appropriate conditions 
on G and defines a trajectory in g~ (see [5] for a survey and references). 
However, this approach suffers a grave disadvantage in so far as the solution has the property 
that diam (x(t)) is nondecreasing in t [5]. Consequently, this formulation cannot really reflect any 
of the rich behaviour of ordinary differential equations uch as periodicity, stability, bifurcation, 
and the like, and is ill-suited for modelling. Recently, Hiillermeier [6] suggested a different 
formulation of the F IVP  based on a family of differential inclusions at each/3-level, 0 <_/? <_ 1, 
x'(t) E [a(t, x(t))] ~, x(0) ~ IX0] ~, (4) 
where now [G(., .)]Z : R x R ~ ~ ~.  The idea is that  the set of all such solutions S~(Xo, T) 
would be the/3-level of a fuzzy set S(Xo, T), in the sense that all attainable sets Az(Xo, t), 0 < 
_< T, are levels of a fuzzy set on R ~. Considering S(Xo, T) to be the solution of the fllzzy de 
.r ~ = G(t,x), x(O) = Xo thus captures both uncertainty and the rich properties of differential 
inclusions in one and the same technique. But [6] does not prove that  S(Xo, T) and A(Xo, t) 
are fuzzy sets, and moreover, requires that [G(t, x)] ~ be not only bounded, but also continuous 
in t and Lipschitz in x (with respect to dH). The results of Section 1 will be applied to this 
problem. It will be shown that  the solution and attainabil ity set are fuzzy sets. Furthermore, 
under stronger conditions it will be shown that  the solution remains bounded for all time. 
Let Z) n denote the set of use normal fuzzy sets on R n with compact support. Clearly, £'~ C 1) ~, 
since elements of 19 ~ have nonempty compact, but not necessarily convex /3-level sets. The 
following characterization of elements of 7:) n is required. 
STACKING THEOREM. (See [7].) Let {Yz C R ~ : 0 < 3 _< 1} be a family of compact subsets 
satisfying 
• Y~ E 1C ~, for ali 0 <_/3 <_ 1, 
• YoC_Y, , for  0<a_<3_<l ,  
Y3 n i= l  3~, for any nondeereasing sequence/3~ --+/3 in [0, 1]. 
"/'hen there is a fuzzy set u E ©" such that [u] 3 = Ye. In particular, if the ]so are also convex, 
then u E S". Conversely, the level sets of any u E S n, [u] 3 are convex and satisfy these conditions. 
LEMMA. Let f~ be an open subset ofR x R n and suppose that G is a use mapping t}om Q to S '~. 
Define, F( . , - ,  3) : IR "+1 ~/~ to be the mapping (t, x) ~ [G(t, x)] ~. Then F(., . , /3) is usc on fL 
PROOF. Let B be the unit ball in g~, that  is, B = {u E g'~ : d~(x{0},u)  <_ 1}. By definition, for 
each (to, xo) E f~ and each e > 0 there exists 6 > 0 such that II(t,z) - (t0,zo)ll < 6 implies that  
a(t, z) <_ a(to, zo) + eB. Here, u _< v for u, v E S" means that  u(~) <_ v(~) for all ~ ~ R '~ and 
implies the level set containment [u] ~ C [v]3 for all 0 _< /3 <_ 1. If w E B, dH([W] 3, {0}) <_ 1 for 
each/~, that  is, [w] ~ E B. Hence, [G(t, x)] ~ c_ [a(t0, x0)] ;~ + sB and the result follows. II 
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THEOREM 2. Let 2;0 E £n and let ~ be an open set in ]R × R n containing {0} x supp (Xo). Suppose 
that G:  ~ --~ £n is usc and write F(t, x;/3) = [G(t, x)] ~ E K:~ for all (t, x,/3) E ~n+l × [0, 1]. Let 
the boundedness a sumption, with constants b, M, T, hold for all Xo E Xo and the inclusion 
x'(t) E F(t, x; 0), x(0) E supp (X0). (5) 
Then the attainable sets Az(Xo, T), /3 E [0, 1], of the family of inclusions 
x~(t) E F(t,x~;13), x(0) E [X0] ~, /3 E [0, 1], (6) 
are the level sets of a fuzzy set A(Xo,T) E ~3 n. The solution sets Sz(Xo,T) of (6) are the level 
sets of a fuzzy set S(Xo, T) defined on ZT(~n). 
PROOF. First, Sz(Xo, T) is well defined and compact. By the lemma, for each/3 the velocity 
F(t, x;/3) is usc. Since F(t, x;/3) C_ F(t, x; 0) and [X0] ~ _C supp (X0) for all 0 </3 _< 1, the bound- 
edness assumption holds for each of (6) since it is true for (5) and Sz(X0, T) = UzEx~ Sz(x, T) 
exists, where XZ = [X0] ~. Let xk be a sequence of solutions in Sz(X0, T). Then xk(O) = ~k E XZ 
and xk(t) E ~k + (b+tM)B C_ ~, again by the boundedness a sumption, whence [[x~(t)][ _< M. So 
the assumptions of the compactness theorem [1] hold and there is a subsequence xk(j) converging 
to a solution x in C([0, T] ,~ ~) and x' converges weakly* to x' in L°°([0, T],R~). Using the k(j) 
convergence theorem as in the proof, Theorem 1 shows that x'(t) E F(t,x(t);/3), a.e., and thus 
S~(Xo, T) is sequentially compact and so compact because ZT(~ n) is metrizable. 
Obviously, Sz(X0, T) is decreasing in/3, since both F(t, x;/3) and XZ on the right of (6) are 
decreasing. Finally, an argument similar to that of Theorem 1 shows that for any nondecreasing 
sequence ~3n T/3, Nn S/3n (Z0, T) = Si3(Zo, T). The stacking theorem easily generalizes from ]W ~ 
as base space to any Banach space, and hence, the S~ are level sets of a fuzzy set on ~T(~n). 
The result for the .A n follows from this and the theorem is proved. I 
REMARK. If the condition that G be bounded on [0, ~)  × F, where F C R ~ is open, be added to 
the conditions of the theorem, the interval of existence and consequences xtend to [0, cx~). 
3.2. Boundedness  
Assume that G : ]R + x ]~n ....+ ~n satisfies the conditions 
(i) G is continuous, 
(ii) there exists ~t real integrable function k : R + ~ ]R + such that for all x, y E R ~, t E ]R +, 
doo(a(t,x),G(t,y)) <_k(t)[[x- yi], 
doo (X{0}, G(t, 0)) <_ k(t). 
THEOREM 3. Under Assumptions (i) and (ii), together with fo  k(s)ds < co, the solution 
S(X0, t) defined by the family of differential inclusions (6) is bounded for all time. 
PROOF. Consider each level set S~(X0, t) of the solution, 0 _</3 _< 1. From a result of [8], the 
map S~ is continuous from R ~ into the family of nonempty closed subsets of the Banach space 
of continuous and bounded functions from R + to ~n endowed with the Hausdorff metric induced 
by the sup norm. Since X0 has compact support, S~(Xo,t) is thus bounded for all t E ]~+, and 
hence, so must also be S(Xo, t), since S0(X0, t) D S~(X0, t) is bounded. I 
3.3. Viability and Stability 
Let G : ]R + × M --~ C ~ be usc, where M is a subset ofR n. A set of solutions Y(X0,t), t E ]R +, 
of (6) is called viable if IV(X0, t)] z c M for all t E ~+, /3 E [0, 1]. 
The contingent cone [1] to M at x E ]R n is 
TM(x) = {y E Rn : liminf d(x + hy'M) } 
h-*O+ h -- 0 , 
where d(z,M) -- inf{IIz - ml[ : m E M} is the distance of z from the set M. 
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THEOREM 4. Let  M be a subset of  R n, let G : ]R + x M be usc with G(R  + × M)  bounded. A 
necessary and sufficient condition for the existence of  a set of  viable solutions V(Xo,  t) to (6) is 
that  for all x E M,  t C R +, 
[G(t, x)] 1 n T~(x) # O. (7) 
Moreover, V(Xo,  t) is a fuzzy set on Z~(Rn) .  
The proof proceeds by straightforward appl icat ion of the v iabi l i ty  theorem at each ~-level, 
not ing that  (7) implies that  [G(t,x)] ~ N TM(X) is nonempty for all x E M, t C ]R +, ~$ E [0, 1], 
since [G] ~ _D [G] 1 for all 0 _< ~ < 1. The second part  of the theorem follows along similar lines to 
Theorem 2. 
If the v iabi l i ty  subset M is convex and compact,  much more can be said. As just  one example,  
(6) is structurally stable in the following sense. 
THEOREM 5. Let  M C R n be a convex compact subset with nonempty  interior and let G : 
]~+ x M --~ $ n be a usc map. Assume that G satisfies the strong internal tangential condition 
[G(t,x)] ° C intTM(X) ,  for all t E R +, x E M. (s) 
Then there exists ¢ > 0 such that every usc mapping H : R + × K --* R n satisfying 
graph (H)  C graph (F )  + c(B x/3) ,  
where B x 13 is the unit ball in ~n+l X £n, has a fuzzy set of viable solutions VH(XO, t) to (6). 
This is proved by applying amodest generalization f Lemma 5.2.1 [I] to each/3-1evel of (6), 
which is possible because the strong internal condition holds at each level, since [G] ° _D[G] z, 0 < 
3_<1. 
RE/vIARK. Periodicity of the set of viable solutions will clearly also follow under appropriate 
assumptions. This will appear elsewhere, associated with results on bifurcation of inclusions. 
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