The nearshore environment is complex, with many competing dynamical elements. Surface waves and edge waves (a form of surface wave trapped to the shore) can generally be separated from other forms of motion because of their fast propagation speeds. However, other motions such as internal waves, shear waves, density flows, and isolated vortex pairs can move at comparable speeds. A tool to help separate these dynamical elements is decomposition of the surface 2D flow into two parts, one nondivergent and the other irrotational (solenoidal and potential flows, respectively). Here, an efficient algorithm for this separation is developed and applied, and two examples are examined from data taken at Duck, North Carolina, in 1997 as part of the SandyDuck experiment. The first example is a fresher-water density flow propagating downcoast (probably from the Chesapeake Bay). It is seen that 1) the wave-driven alongshore flow leads the flow, generating a "surge" of offshore surface flow in its wake; 2) the isolation of the irrotational (2D divergent) part of the flow permits estimates of some dynamical characteristics of the flow; and 3) the nondivergent part of the flow indicates a meander in the alongshore flow that moves downcoast with the surge. The second example is a hypothesized form of isolated vortical structure, such as might be generated by a pulsed rip current that detaches from the shore and bottom and coasts offshore some distance before dissipating. A kinematically self-consistent structure is formulated that would have both divergence and vorticity fields associated with it. However, the observations inspiring the hypothesis are inconclusive, so the existence of such a structure has not been verified.
Introduction
Waves exert a strong influence on the near shore. When waves break in the surfzone, they give up significant momentum, driving alongshore flows that can exceed a meter per second (Thornton and Guza 1986; Bowen and Holman 1989) . The waves are refracted, causing variations in height and direction, and hence variations in the resulting forces on the flow (e.g., Schmidt et al. 2005; Castelle et al. 2006) . This can drive rip currents and other forms of motion supporting cross-shore transport and exchange (Shepard and Inman 1950) . In the surfzone, breaking waves mix the water vertically, while offshore it can be stratified. The transition from homogeneous to stratified water usually lies offshore of the surfzone, but not far. A better understanding of the dynamics and basic kinematics of flows in this nearshore transition zone will improve our ability to manage our coasts and ameliorate or anticipate damage. However, the observations required to form and test hypotheses in this zone span a large range of scales, both temporal and spatial. The larger-scale motions can be sampled remotely from space, via coastal ocean dynamics applications radar (CODAR), or by ship surveys. But it is the smaller scales, appropriate to rips, plumes, patchiness of biota, and mixingon the order of 10 to 1000 m-that are of particular interest in the nearshore transition zone. Rip currents, outflow plumes, and nearshore mixing-scale motions are generally undersampled (but see, e.g., Smith and Largier 1995; Johnson and Pattiaratchi 2004; Schmidt et al. 2005) .
The data considered here were collected with a pair of phased-array Doppler sonars (PADS), deployed as part of a large field program called SandyDuck (see section 2). These provide essentially continuous coverage of the two horizontal velocity components over an area some 200 m ϫ 300 m on a side (Smith 2002a,b) . Thus, these data focus more toward the small end of the range of relevant scales. The continuous 3D coverage (two space and one time dimensions) inherent to these data enables some alternative approaches to separating the observed variability into different dynamical phenomena.
One approach is to separate phenomena by phase speed. Surface waves are the fastest modes and thus can be filtered out while retaining the advection of smallscale embedded flow features such as vortices. Mean flows, meanders, and the embedded eddies largely responsible for mixing are much slower moving. Internal waves, when they exist near shore, generally fall in an intermediate range of phase speeds, but often overlap in propagation speed with the advection speeds of the eddies and meanders.
Another approach is to separate the surface horizontal flow fields into irrotational (potential flow) and nondivergent (solenoidal flow) components. The utility of separating flows into velocity potential (irrotational) and solenoidal (nondivergent) parts has long been appreciated (e.g., Sangster 1960; Watterson 2001; Li et al. 2006 ). This decomposition also has uses for other vector fields; for example, eddy fluxes (e.g., Marshall and Shutts 1981; Fox-Kemper et al. 2003) , in which the divergent part of the flux is of more dynamical interest. A new method by which to perform this separation, called P-S decomposition, is described in section 3. Briefly, the complete two-component vector velocity field can be represented as a sum of "P waves," in which for each separate wavenumber component the velocity vectors are everywhere parallel to the wavenumber vector, and "S waves," in which the velocity vectors are everywhere perpendicular to the wavenumber vector. The set of P waves sums to currents that are irrotational; the set of S waves sums to nondivergent currents, and the sum of both reconstructs the original velocities completely, except for the mean (see section 3 and the appendix).
Here, the P-S decomposition is applied to help interpret continuous 2D two-component surface velocity estimates from a pair of PADS. These were operated in 1997 as part of SandyDuck, a multi-investigator multiagency field experiment conducted at the Field Research Facility (FRF) of the U.S. Army Corps of Engineers in Duck, North Carolina. The a priori hypothesis in this context is that potential flow (horizontally irrotational) should dominate at surface wave frequencies, while solenoidal flow (horizontally nondivergent) should dominate at lower frequencies (periods longer than 1 or 2 min). The latter part of this hypothesis depends on weak or nonexistent baroclinic activity such as internal waves or density-driven flows (e.g., freshwater plumes). Thus, a further suggestion is that the P-S decomposition will complete the separation of eddies versus internal waves, for example, putting the former into the "solenoidal" part and the latter into the "potential" part. Mostly, this separation appears to work as anticipated, as shown in the first example (section 4); however, as illustrated by another example (section 5), phenomena such as an isolated 3D vortical structure could have signatures in both the divergence and vorticity fields.
The two examples taken from the SandyDuck both involve cross-shore transport or mixing. The first example is a "surge" that accompanies a freshwater plume propagating southward down the coast (probably from the Chesapeake Bay) and that also appears to involve a meander; the second is an isolated feature that may be a vortex pair (e.g., the detached head of a rip current) or may just be a patch of acoustically reflective fluid drifting along within an otherwise clear layer. In any case, the presence of nonnegligible horizontal divergences at low frequencies always indicates a 3D flow structure (i.e., variations of the flow in the vertical as well as horizontal), whether this is due to internal waves, internal bores, or 3D vortical dynamics.
Experimental setting and data
Two PADS were deployed as part of SandyDuck in September and October 1997 at the abovementioned FRF of the U.S. Army Corps of Engineers. Looking shoreward from the 6-m depth contour, they probed a total area about 400 m alongshore by 350 m cross shore (Fig. 1) . Over the smaller region probed by both systems, perhaps 200 m ϫ 300 m, horizontal velocity vectors are fully resolved.
The Doppler processing, error estimation, and recombination of the information from the two (or more) PADS into horizontal vector velocities is discussed in Smith (2002b) . Briefly, an acoustic signal is projected in a wide horizontal fan from each instrument, filling the vertical water column in shallow water. The sound scatters off particles in the water (especially bubbles) and off the bottom. Backscattered sound is received on an array, beamformed into returns from various directions, and analyzed for frequency shift versus direction and elapsed time since transmission. The time delay since transmission translates to distance from the sonar. The frequency shift of the backscattered signal (Doppler shift) is proportional to the radial component of the velocity of scatterers in the sample volume. The systems at SandyDuck were operated at 190-and 225-kHz center frequencies, with 11 repeats of two different 13-bit Barker codes to spread the signal over a 15.6-kHz bandwidth (see Pinkel and Smith 1992; Smith 2002b) . The measurements are resolved to 7.6 m (range) by 6°( bearing), with new estimates produced every 0.75 s, pair averaged to a 1.5-s sample rate. The resulting radial velocities have rmse levels on the order of 1.5 cm s Ϫ1 (Smith 2002b) . By combining the radial velocities from the two PADS located 300 m apart, both horizontal components of velocity can be estimated on a grid several hundred meters on a side.
Vertical location is not resolved; the ϳ22°vertical beamwidth takes in the whole water column (beyond the 20-m range), and the effective location of the measurements is dictated by the centroid of scatterers. In the frequency range considered here (175-240 kHz) microbubbles are efficient scatterers. These are produced by breaking waves and, in general, dominate the backscatter even outside the surfzone when the wind exceeds Ϸ5 m s Ϫ1 (inside the surfzone and in rip currents carrying surfzone water offshore, microbubbles dominate). In deep water, bubble densities vary by orders of magnitude over moderate horizontal distances and have mean vertical distributions that are approximately exponential with a depth scale on the order of 1.5 m, depending weakly on wind speed (Thorpe 1986; Crawford and Farmer 1987) . Detailed comparisons with vertical profile current measurements at SandyDuck (P. Howd, U.S. Geological Survey, 1998, personal communication) indicate that the nominal measurement depth remains close to 1.5 m even near shore (Smith 2002a) . In general, the bottom return is weak in deeper water (e.g., Ͼ5-m depth), and can be accounted for in most conditions in to 2-or 3-m depth (Smith 2002a) . However, the volume backscatter can fade to obscurity during times of prolonged calm and clear water.
In addition to the PADS data, many other measurements were made. These include wind; rainfall; surface wave directional spectra; and daily conductivity, temperature, and depth (CTD) casts, with which salinity and density can be calculated, provided by the FRF staff. There was also a continuous CTD time series from "spuv72," located at FRF coordinates 828.6 alongshore by 500.2 m cross shore, and 2 m up from the bottom (see Fig. 1 , uppermost dark circle; data provided by B. Raubenheimer, WHOI, 2007, personal communication) .
P-S decomposition of the flow
Given continuous 2D spatial coverage of the horizontal vector velocities, a P-S separation (separation into potential and solenoidal flow components) can be performed efficiently using fast Fourier transforms (FFTs). The horizontal vector velocity field is represented as a sum of P waves, in which for each wavenumber component, velocity vectors are everywhere parallel to the wavenumber vector, and S waves, in which the velocity vectors are everywhere perpendicular to the wavenumber. The set of P waves sums to currents that are irrotational; the set of S waves sums to nondivergent currents; and the sum of both reconstruct the original velocities completely, except for the mean (see the appendix). The spatial mean current has no definable wavenumber direction and therefore cannot be categorized by this method; indeed, its assignment to potential or solenoidal flow components is completely arbitrary (either can represent it). Here, the spatial mean velocity is removed and treated separately. In fact, the spatially varying temporal mean is typically removed and treated separately.
To begin, consider the FFTs of the two velocity components separately. For practical application, it is useful to work with discrete FFTs from regularly spaced data at the discrete points (x, y): let
where u xy is the velocity in the x direction at the locations (x, y), xy is the velocity in the y direction at (x, y), U mn and V mn are the respective Fourier coefficients at wavenumber k mn , and F mn is the 2D FFT operator, yielding the coefficients for each component k mn from the data over all (x, y) .
From the coefficients for the two Cartesian velocity components, the P-wave coefficient is constructed by geometry:
where mn is the angle on the (m, n) plane of the wavenumber k mn . At the wavenumber origin, where m ϭ n ϭ 0, mn is not defined, so the mean is treated separately (as noted above , so the decomposition into P-and S-wave constituents has not lost information (notwithstanding the requirement to treat the mean separately, as noted).
P-S decomposition test: Synthetic data
To illustrate the method and evaluate the performance, the P-S decomposition is applied to synthetic data fields composed of both uniform 2D compressional waves (pure P waves, as for surface waves) and a field of vortices of alternating sign (pure S waves). Figure 2 shows the (left) combined field, (center) the irrotational part, and the (right) shear-wave part, with (top) divergence and (bottom) vorticity contoured, so that the complete separation of divergent versus vortical flows is illustrated. Features that extend across the data boundary produce discrete jumps in velocities there, because the exterior is zero padded. To match the velocities inside the domain while jumping to the mean value outside requires inclusion of boundarytrapped modes that are both irrotational and nondivergent (analogous to surface waves turned on their side at the boundary: sinusoidal along the boundary and exponential in the orthogonal direction). These modes generally appear as a mix of P-and S-wave components, even for a pure P or pure S input field. In practice, this leaked variance is strongly trapped to the boundary and is small for the scales of motion commonly observed in the present dataset.
This method could be compared to the traditional method of taking the curl or divergence of the velocity fields and using a Poisson solver to determine a streamfunction or velocity potential. Efficient digital Poisson solvers have been developed that make extensive use of FFTs (e.g., Cooley and Tukey 1965) and other computational shortcuts (Hockney 1965; Dorr 1970; Pickering 1977) . However, the approach involves discrete finitedifference operations, so the points near the boundaries are essentially lost. Although, in principle, they can be reinserted as part of the boundary conditions, it is not clear how to partition the boundary values between the P and S parts in this case. Both the determination and implementation of appropriate boundary conditions for the problem at hand can be somewhat tricky (e.g., see Fox-Kemper et al. 2003) . Furthermore, because there exist boundary-trapped modes that are both irrotational and nondivergent, the resulting fields are not guaranteed to reconstruct the original velocity fields exactly. On the other hand, there are scenarios in which it may be more appropriate to specify gradients or Laplacians of the velocity at the boundaries, rather than the velocity itself, or to perform some form of optimization (cf. Li et al. 2006 ). In the P-S decomposition discussed here, velocity data at the boundary are included and reconstructed completely. The exterior zero-padded points influence the P-and S-wave parts at and near the boundary. Thus, no matter how the decomposition is performed, the velocity decomposition near the boundary is always suspect because of the existence of boundary-trapped modes that are both irrotational and nondivergent. The P-S decomposition described here is attractive because 1) the original field is reconstructed exactly; 2) the effect of setting exterior points to the mean (or some preferred value) is fairly transparent; 3) the implementation takes direct advan- tage of the computational efficiency of the FFT; and 4) it is simple.
Example 1: Freshwater plume
One form of motion that gives rise to divergent surface velocities is a freshwater plume, such as results from rainwater outflow from the Chesapeake Bay (e.g., Rennie et al. 1999; Marmorino et al. 2000; Lentz and Helfrich 2002; Lentz et al. 2003) . The basic kinematics of the flow observed here are illustrated diagrammatically in Fig. 3 . Over approximately the last 8 h of 16 October 1997, about 1.5 cm of rain fell in the area. A little over a day later, a freshwater plume advanced through the FRF study area, which is a reasonable time scale for outflow from the Chesapeake Bay under the observed conditions of modest winds and waves from the west-northwest (e.g., see Rennie et al. 1999; Marmorino et al. 2000) .
In the example considered here, the flow in the wavedriven surfzone leads with a diagonal surge of water heading offshore (Fig. 4) . The total flow field appears to be a mixture of a convergent offshore-directed, density-driven flow and some meandering (nondivergent) motion, together with an overall mean flow. After applying the P-S decomposition, the irrotational part (Pwave component; Fig. 5 , bottom left) has an identifiable leading edge, while the nondivergent part (S-wave component; Fig. 5 , bottom right) resembles a meander propagating downcoast, perhaps associated with the front. Unfortunately, it is not possible with the finite spatial aperture of these data to determine whether the meander is phase locked to the front or is copropagating but evolving, as for a shear-wave instability of the front.
The vortical part (nondivergent or S-wave component) of the flow does not appear to result in a net exchange of fluid in the cross-shore direction (i.e., there are no detaching eddies). In contrast, the two-layer flow implied by the convergent part of the flow (P-wave component) would result in cross-shore exchange, effectively flushing the inshore region. In this example, the P-S decomposition appears to perform as anticipated, separating the flow into divergent motion associated with the surge and nondivergent motion consistent with (possibly) depth-uniform meandering of the flow. Note that to enforce a mass-conserving nondivergent part of the flow, the velocities should be weighted by the water depth D (assuming they are uniform through depth). However, the depth varies slowly at this site, and the flow is predominantly along isobaths (i.e., parallel to shore), so the errors in neglecting this are small. Because uniformity in depth of the velocity cannot be verified for the nondivergent part, and the divergent part is certainly not uniform in depth, it seems more straightforward to discuss the velocities as estimated (i.e., from near the surface).
From the angle of the front and its speed, the speed of advance of the freshwater source can be estimated by geometry. Presumably a density jump occurs in the alongshore flow, with convergence in this flow providing a source for the freshwater surging offshore. The observed total displacement of the front over 9 min (Fig. 4) yields a front speed of 19-23 cm s
Ϫ1
. Using the front orientation of about 40°, this yields an estimate of 29-36 cm s Ϫ1 for the speed of the alongshore current. Over the day leading up to the time of the surge, the wave field was bimodal, with 10.7-s waves very nearly shore normal, 6.7-s waves 10°N of shore normal, and both having significant wave heights of about 1 m (measured at the 8-m depth FRF array). Ignoring the shorenormal peak, the wave forcing is similar to some of the In the large-scale picture, offshore volume flux in the upper layer is compensated for by convergence in the alongshore density flow (Lentz et al. 2003) , thus there is net offshore displacement of water. Here, a similar compensation is assumed, but in the wavedriven alongshore current.
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conditions reported by Thornton and Guza (1986) , where alongshore currents were observed to be in the range of 20-40 cm s
Ϫ1
; thus, this estimated flow is consistent with previous results.
The divergent part of the flow is hypothesized to relate directly to the dynamics of the offshore surge. The nondivergent component of the flow is assumed to be more or less uniform in depth. To this are added two more educated guesses: that the time-mean flow is also roughly depth independent and that the lower-layer flow of the divergent part is zero under the fresherwater layer, consistent with zero flow into or out of the shoreline in the lower layer. Now suppose that the surge takes the form of a two-layer density current and that the near-surface divergent velocity (as observed) relates directly to the advancing speed of this upperlayer density bore. A characteristic current velocity behind the front is estimated from a small-area average just behind the front (Fig. 5 , circle in the bottom left). As the surge propagates past, the P-wave (divergent) velocity reaches a peak value of 9.7 cm s Ϫ1 just behind the front, oriented about 40°S of shore normal. The acceleration from still water ahead to the maximum value just behind the velocity front occurs over just . Some kind of buoyancy jump or freshwater plume leads inshore (off the bottom of the frames), flowing south (rightward) along the coast. After the nearshore frontal jump passes, some fresher surface water surges offshore. Data were taken 18 Oct 1997. 20-30 m, which corresponds to the spatial resolution of the measurements (i.e., the frontal scale is smaller than can be resolved, no more than approximately 20 m). The front of the surge is oriented about 40°off the shoreline (see Fig. 4 ), so the flow direction is also roughly orthogonal to the leading edge. The upperlayer velocity associated with the bore should be Froude-number limited [i.e., it should approximately equal the phase speed of the corresponding interfacial internal wave (Rennie et al. 1999; Lentz and Helfrich 2002; Lentz et al. 2003) ]. For two thin layers,
where the subscripts 1 refer to the upper layer and the subscripts 2 to the lower; D ϭ h 1 ϩ h 2 is the total water depth; and B ϵ ⌬/ 2 ϭ ( 2 Ϫ 1 )/ 2 is the fractional density deficit of the upper layer (e.g., Turner 1973) . For a given observed value of V P , there is a corresponding minimum value of B for which 4.1 can be satisfied: , which would raise the minimum consistent B to 0.0036, or 3.7 T units; a rather large density jump for this region.
CTD casts were taken daily at the end of the pier, nominally at 6-m water depth (data provided courtesy of the FRF staff). The density was well mixed vertically at T Ϸ 21.10 in the last cast before the surge event, and had been fairly constant over the previous several days. The next cast, taken 6 h after the event, yields T Ϸ 20.09 (again vertically mixed), a drop of 1.01 T units (kg m Ϫ3 ), which would be physically consistent with the minimum B estimated from the P-component velocity (⌬ T Ϸ 0.93) but not with that from the unseparated velocity (⌬ T Ϸ 3.7). As pointed out by an alert reviewer, continuous CTD measurements were made at spuv72 (Fig. 1 , topmost dark circle; data provided by B.
Raubenheimer, WHOI, 2007, personal communication). As shown in Fig. 6 , the continuous measurements (black line) provide valuable information missing from the relatively sparse daily samples of the pier-end casts (shown as red circles; constant offsets of 0.122 salinity units and 0.038°C were applied to minimize the differences, and times were adjusted to UTC). A few minutes after the time of the offshore surge event observed in the PADS data, there is a density drop of about 0.2 T units. Because the measurement is in the lower half of the water column, this should correspond to a "postmixing" density difference:
͑4.3͒
Assuming Because the CTD is in the lower half of the water column, the drop is assumed to apply to the value after the whole water column is mixed rather than to the value in the upper layer of the surge. The continuous data provide much tighter constraints on the flow than the sparser daily samples. est water seen in the density flow (which is not seen until a day later). One weakness of the above is application of the measured surface velocity to the net upper-layer speed of advance: this speed should correspond to an average over the layer thickness. If we assume that the flow is roughly parabolic (as for flow with constant eddy viscosity, no stress at the surface, and finite stress at the interface) and that the matching velocity at the interface is roughly half the surface value, the estimated frontal advance velocity is reduced to 0.08 m s
Ϫ1
. This yields an upper-layer thickness of h 1 ϭ 1.5 m, with a corresponding upper-layer fractional density deficit of B Ϸ 0.0007.
Clearly, there are large error bounds in these interdependent constraints, and the above only demonstrates a level of internal self-consistency. However, this self-consistency would not have been obtained without the P-S decomposition to isolate the velocity associated with just the divergent part of flow, and the overall qualitative characterization of the event is compelling. It is worth mentioning that a weaker, less welldefined surge is suggested in the PADS data associated with the density drop observed about 1.5 h later than that above. However, no surge is seen in association with the earliest drop, just before the start of 17 October 1997, when conditions were otherwise fairly calm (see Fig. 6 ).
From earlier work (e.g., Rennie et al. 1999) , the propagation speeds of plumes with density jumps of order 1 T unit in this location are observed in the range of 15-30 cm s Ϫ1 , consistent with the picture envisioned here of a wave-driven alongshore stream that, at 30-36 cm s
, leads the response to the driving density gradient. Larger density jumps (e.g., 2 to 3 units) result in flows that advance much faster, in the range of 50-70 cm s Ϫ1 (Lentz and Helfrich 2002; Lentz et al. 2003) , so the modest wave-driven alongshore flow would not keep up. The present case contrasts with those treated by Lentz et al. (2003) in that the density contrast is weaker and the wave forcing is stronger. Because the wind was slack over the period from the surge to the following density measurement, it is not a factor here. Thus, the present case extends the previous work to a case with wave forcing but without confusing wind effects. Unfortunately, it is also complicated by the fact that this event is embedded within a much larger slowly evolving density-gradient event, with a total density excursion just over 2 T units, spread out over approximately 2 days.
The alongshore stream of freshwater in the surfzone apparently displaces the preexisting water there, pushing it offshore. The bulk of the freshwater plume presumably still lies upstream some distance. This wavedriven surge could precondition the water near shore, reducing the ambient density, and so modifying the propagation of the following density-driven flow (e.g., slowing it or diverting it somewhat offshore). From the point of view of mixing fluid in the cross-shore direction, the observed effect of the wave-driven flow and surge is important. Without wave forcing, the density flow leads offshore, with shoreward circulation at the leading edge inshore of the nose, located some 1 or 2 km offshore (Lentz et al. 2003) . In contrast, the waveforced alongshore flow appears to lead in the present case, displacing the water from the surfzone offshore and thoroughly flushing the nearshore zone.
Example 2: Isolated vortex-pair feature
In general, and as is the case for example 1, the P-S decomposition corresponds to a dynamical separation, with the divergent component corresponding to internal waves or bores and the irrotational vortical component corresponding to eddies, meanders, and other barotropic motions lending themselves to 2D modeling. However, it is also worth examining an exception to this rule. Here, we consider a 3D vortical structure as a model for a detached rip current.
During a day of moderate, nearly shore-normal waves and very light winds (roughly 1320-1345 UTC 14 October 1997), an isolated feature appears in the data that moves roughly along the 5-m depth contour to the south (Fig. 7) . The feature resembles an isolated vortex pair, with a weak trail of vorticity left behind after passage. If this were an approximately depth-independent vortex pair, a model for inviscid vortices in a wedge could be applied (Thorpe and Centurioni 2000) . However, in that case there should be no divergence of the surface flow; instead, there are finite divergences associated with the feature. Two hypotheses are proposed: hypothesis 1 is that it could be a 3D vortex ring (as could be created when a rip current pulse detaches from the bottom); hypothesis 2 is that it could be a patch of high-backscatter fluid in an otherwise acoustically clear layer that has greater southward flow than the rest; for example, a patch of seaweed in a surface layer moving over a weakly reflective and essentially nonmoving lower layer (except for the oscillatory motions due to surface waves). For hypothesis 1, the residual trail of vorticity after the feature passes is explained as the wake resulting from dissipation of the feature. Hypothesis 1 is examined in detail below. For hypothesis 2, the trail left behind is harder to explain. Perhaps, for example, the reflective patch is a clump of seaweed that penetrates deeply enough to drag along some of the underlying water, leaving the wake. For hypothesis 2, the maximum forward current should equal the net propagation velocity of the feature. It is also attractive to compare the ratio of maximum vorticity to maximum divergence magnitudes as an independent test. For the reflective patch, the maximum divergence should roughly equal the maximum vorticity in magnitude, and these should be concentrated at the edge of the patch (not in the interior). For a truly 2D vortex pair, there would be no divergence. For the 3D structure of hypothesis 1 (discussed next), the maximum divergence can be either weaker or stronger than the maximum vorticity, depending on the vertical to horizontal aspect ratio. FIG. 7 . Velocity vectors for (top) 0119 UTC and (bottom) 0122 UTC 14 Oct 1997. These are 2-min averages in a frame moving rightward at 22 cm s Ϫ1 (roughly following the feature), after a 1-h time mean is removed at each point. Spatial sampling smoothes over about 25 m in both directions. Color contours show (left) vorticity and (right) divergence (color bars below each). The divergence associated with the feature is stronger on the leading (convergent) edge than on the trailing edge, and the trailing divergence extends well forward into the feature (roughly delimited by the circle). A vorticity tail is left behind (note alternating vorticity on either side of the curved tail in the bottom left). In the 3 min between frames, the feature moves about 40 m rightward (22 cm s Ϫ1 ) and 7.5 m offshore (4 cm s
Ϫ1
). The 1-h means (which were removed) along the trajectory are about 7.5 cm s Ϫ1 to the right and 8.8 cm s Ϫ1 onshore, so the propagation speed relative to the mean is about 19 cm s Ϫ1 directed 41°offshore of rightward. The maximum forward velocity anomaly within the feature is about 21 cm s
, also about 40°offshore. Overall, the magnitudes of divergence and vorticity appear comparable.
a. Detached vortex-ring model: Hill's spherical vortex
It has long been known that rip currents commonly tend to "pulse," or show strong variations in intensity (e.g., Smith and Largier 1995, and references therein) . Because the nearshore surfzone where the rip currents are formed is also highly turbulent, it is reasonable to suppose that the interior of the rip current head is initially very turbulent. The combination of a no-slip bottom, pulsing offshore flow, and high eddy viscosity makes it plausible that such a rip current pulse takes on the form of a vortex ring, in which, conceptually, half the ring exists under water, and it is completed (virtually) by its mathematical reflection through the nostress surface boundary. Vortex rings have been observed to be moderately stable and have reasonably predictable propagation properties (e.g., Batchelor 1967, 522-526) . Simple mathematical solutions exist for at least two cases: a circular vortex tube that is thin in relation to the overall ring diameter (as in a common "smoke ring"), and Hill's spherical vortex (HSV; Batchelor 1967, p. 526) . As Batchelor pointed out, HSV is also the form of circulation that would result from viscous flow inside a fluid sphere moving through another fluid (like the air in a bubble rising in water). Furthermore, the normal forces resulting from the flow around the shape do not tend to deform it, so surface tension (or the like) is not required to maintain the shape. Therefore, this structure is self-consistent as a candidate to be created by a pulsed rip current head, particularly under initial conditions of high eddy viscosity induced by active breaking. As the turbulence within the sphere dies, there is no obvious reason for the form of circulation to change, so the feature could propagate in roughly self-similar form with weak dissipation thereafter (though a stability analysis may be in order). Thus, HSV (as described by Batchelor 1967, p. 526 ) is used here to investigate the possible kinematics of the hypothesized vorticity feature.
The interior flow solution is given in spherical polar coordinates (r, , ), with the pole aligned with the direction of motion (and also, therefore, along the water surface; see Fig. 8 ). The pertinent part of the solution is the horizontal velocity field at the free surface, which cuts through the middle of the sphere along the polar axis (and at ϵ 0). This is specified by the azimuthal component of the vector velocity streamfunction B, which, in a frame of motion moving with the sphere, can be written as
where the tilde denotes interior flow quantities, a is the radius of the vortex sphere, and Ũ is the velocity scale of the motion in the interior, which will be set by matching the interior flow velocities to the exterior flow solution at r ϭ a. At the ocean surface, the horizontal velocity components (ũ ,) ]. Only the interior of the sphere has vorticity, of the form:
where ũ ϭ (ũ , ). The exterior motion is assumed to be approximately irrotational. In the same polar coordinates, the exterior velocity streamfunction corresponding to a current velocity at a large distance of ϪU flowing around a stationary sphere at the origin is
leading to Cartesian velocity components at the horizontal water surface of
To match velocities on the surface of the sphere, the interior scale is Ũ ϭ 3 ⁄2U. The corresponding streamlines and vorticity contours are shown in Fig. 8 (top) . It should be noted that although the velocities match at the sphere boundary, the gradients do not. With finite (eddy) viscosity the vorticity boundary would be somewhat diffuse rather than dropping discontinuously to zero, as assumed in the construction of the model (Fig.  8, bottom) . Despite the simplifications, the model qualitatively resembles the observations (Fig. 8) .
Next consider the divergence. Of course, the full 3D divergence is identically zero; however, because some of the flow deflects downward under the vortex sphere, the surface (2D) horizontal divergence is nonzero. . (bottom) Flattened sphere approximation. In the limit of a very flat lens, the maximum forward velocity is reduced to about 1.5 times U, the vorticity is reduced to 3U/a (where a is the horizontal radius of the lens), and the divergence becomes U(a/b 2 ) (where b is the vertical axis of the lens) but is also concentrated within a distance b 2 /a of the edge. Thus, the ϳ25-m scale horizontal smoothing due to the finite cell size of the PADS measurements can plausibly result in comparable magnitudes of divergence and vorticity.
From the above solution, the horizontal divergence at the water surface of the HSV interior flow is
while outside the sphere it becomes
(see Fig. 8 ). Unlike vorticity, the horizontal divergence is continuous across the surface of the sphere. This is required for self-consistency because the velocity matching includes the vertical velocity at the surface of the sphere, which results directly from integration of the horizontal divergence with depth (with w ϭ 0 at the surface). Also, recalling that Ũ ϭ 3 ⁄2U, comparison of Eqs. (5.6) with (5.3) shows that the maximum vorticity (at x ϭ a) is 5 times larger than the maximum divergence (at y ϭ a).
b. Squashed sphere
The observed feature has a radius of over 30 m, while the water depth is under 5 m. It is thus logical to ask what the effects might be if the sphere were flattened in the vertical dimension. This can be addressed by considering an ellipsoid with radii a in both horizontal directions, but b K a in the vertical (a lenslike shape). There is no guarantee that an interior flow pattern exists with the self-consistent dynamical properties of Hill's vortex sphere. However, it is straightforward to develop an analogous model for this "squashed sphere" to get at least a qualitative comparison with the perfect sphere results.
To begin, a simple geometric argument serves to characterize the horizontal 2D divergence at the stagnation point on the leading edge of the lens. From the geometry of the flow, the divergence component along an equator of the ellipsoid should be proportional to the velocity scale U divided by the curvature R of the ellipsoid in that plane (as is true for the spherical solution). In a vertical plane intersecting the x axis, let the lens have a horizontal (major) axis of length a and a vertical (minor) axis of length b Ͻ a. An equation for the ellipse is ͑xրa͒ 2 ϩ ͑zրb͒ 2 ϭ 1.
͑5.8͒
The curvature at x ϭ a, z ϭ 0 is
͑5.9͒
The curvature in the horizontal plane yields an estimate for the y component of divergence of 1/a [recovered by setting b ϭ a in (5. 
͑5.10͒
where in the last step the same scaling factor is assumed to apply to both components. The 3D divergence is zero, so we can relate all three parts:
The horizontal 2D divergence in which the axis meets the sphere's exterior is
͑5.12͒
For a sphere, a ϭ b, and the factor in parentheses is 1/2 (as for HSV). For b K a, the factor rapidly approaches 1 (for b/a ϭ 1/3, the factor is already 0.9). This suggests that as b/a decreases, the exterior solution on this vertical plane rapidly approaches that for inviscid 2D flow around an ellipse (or 3D flow around an elliptical cylinder). Thus let us consider such a flow that tends to ϪU away from the body (ignoring the presence of a bottom at finite distance for now). For inviscid incompressible irrotational flow, the results can be expressed in terms of either a streamfunction or a velocity potential via a conformal transformation mapping the ellipse to a sphere (Batchelor 1967, 428-430) . To estimate the convergence of velocity along the x axis, ( y, z ϭ 0) the velocity potential form is more convenient:
where the conformal coordinates (, ␣) are related to the physical (x, z) via x ϭ ͑ ϩ 2 ր͒ cos␣ and z ϭ ͑ Ϫ 2 ր͒ sin␣,
͑5.14͒
and where the constants c and are related to the major and minor axes of the ellipse:
(in the transformed coordinates, the surface of the ellipse is described by ϭ c). Along the x axis (z ϭ 0, or cos␣ ϭ 1), the x component of velocity is
At x ϭ Ϯa, ϭ c (as noted), so u ϭ 0 consistent with the ellipse being stationary. The surface horizontal divergence there (which is the maximal value) simplifies to
which can be compared to the value Ϯ(3/2)U/a for the spherical case [from (5.6) or (5.7)]. In the "reverse limit" b ϭ a, the transformation from a sphere to a cylinder results in an overestimate of the divergence by the ratio 2/(3/2) ϭ 4/3, which is modest because we actually require b K a. As an aside, if the geometric argument were applied to estimate ‫ץ‬ /‫ץ‬y (from 5.12), the (unreasonable) b ϭ a limit would be reduced by the factor [1 ϩ (b/a) 2 ] Ϫ1 ϭ 1/2, yielding a value 2/3 as large as the HSV result (i.e., overcompensating).
Next consider the interior flow. To construct an interior flow analogous to the HSV, let the vorticity on the vertical plane through the x axis (the x-z plane at y ϭ 0) increase linearly with z, so on this plane (for example) ١ V ϫ u ϭ ϪEz. For comparison with the data, we shall also need the vorticity on the horizontal (x-y) plane (at z ϭ 0); taking this to increase linearly with y, let ١ H ϫ u ϭ ϪFy. Because vorticity is conserved, the area integral on these two planes must be equal. On the water surface (the x-y plane at z ϭ 0), the shape is circular, and the area is that of a half-circle, 1 ⁄2a 2 ; on the vertical plane through the x axis (the x-z plane), it is a half-ellipse, with area 1 ⁄2ab. Thus the vorticity on the x-y plane must have overall magnitude (b/a) times smaller than that on the x-z plane. Because the form of variation is similar, reference values of the vorticity on each plane can be compared to set the numbers. The extreme value on the vertical plane is Eb, while that on the horizontal plane is Fa; thus, for the latter to be (b/a) times smaller than the former requires
Evaluation of E requires the use of two more constraints: the flow should match the exterior velocity at z ϭ Ϫb; and the volume flux from z ϭ 0 to Ϫb must integrate to 0 (because the ellipse is stationary, and no fluid crosses either the surface or the x axis). The exterior velocity at z ϭ Ϫb is (Batchelor 1967, 432) :
͑5.18͒
The variation of u with z is defined to yield a linear increase in vorticity, ١ ϫ u ϭ ‫ץ‬u/‫ץ‬z ϭ ϪEz, so u ϭ u 0 Ϫ 1 ⁄2Ez 2 . The integrated mass flux from z ϭ 0 to Ϫb is required to be zero:
͑5.19͒
so u 0 ϭ Eb 2 /6, and
at z ϭ Ϫb.
͑5.20͒
To match the velocity ϪU(1ϩb/a) at z ϭ Ϫb, then,
͑5.21͒
The corresponding forward velocity at the origin is u 0 ϭ 1 ⁄2U(1 ϩ b/a). Thus, because the ellipse is actually moving forward at U, the observed velocity in the middle should be just over 1.5 times the propagation speed of the feature (for b K a).
The maximum z component of vorticity on the x-y plane (z ϭ 0) is at y ϭ Ϫa:
Comparing this to the divergence (5.17), the ratio of maximum vorticity to divergence on the water surface (horizontal plane) is
which varies from 3 in the reverse limit of b ϭ a (compared to 5 for the sphere) to arbitrarily small as b K a. The factor (b/a) 2 can be understood in terms of the relevant length scales: the length scale for the vorticity is a; the length scale for the divergence is the vertical radius of curvature, b 2 /a; the ratio is (b/a) 2 . As an aside, note that for the assumed interior flow, the interior length scale for divergence is also a, implying that the divergences (and hence vertical velocities) do not match across the surface of the ellipse.
The squashed-sphere results provide qualitative guidance, indicating that the ratio of vorticity to divergence is not a good selector between the two suggested scenarios. Because the vorticity is discontinuous at y ϭ a and because observations tend to smooth features, the smoothed vorticity can easily match the divergence, both in magnitude and spatial extent (though at slightly different locations), in practice. The measurements have an inherent spatial smoothing of about 25 m, leading to a blurred view of the squashed-sphere results that can be made remarkably similar to the observed feature (Fig. 8, bottom) . One remaining difference is that the real feature appears asymmetric in the front-to-back direction, such that the divergence at the front is enhanced, while that at the rear is weaker but extends farther forward (see Fig. 7 , top right).
The maximum forward velocity in the observed feature (ϳ21 cm s
Ϫ1
) is only about 1.1 times larger than the estimated propagation speed (ϳ19 cm s Ϫ1 , estimated in a frame moving with the mean exterior velocity). This is smaller than the estimate for the squashed sphere (ϳ1.5) and the HSV (2.0), and it is not much larger than the value of 1.0 appropriate to the reflective patch hypothesis. The match between 1.1 and 1.0 is probably within the error limits: even though averaging to 30 s should reduce the Doppler error to 0.34 cm s
, there are also errors in estimating the feature speed and the underlying time-mean velocity field. However, the Doppler velocities tend to be underestimated, while the feature-track speed is not, and spatial smoothing can certainly reduce the measured maximum velocity; thus, the velocity to feature speed comparison is inconclusive. The third characteristic is a distinctive trail of positive and negative vorticity left behind after passage, which is consistent with a diffusing vortex-ring structure. In addition, the asymmetric divergence distribution seems inconsistent with the advected reflective patch hypothesis (which should have zero divergence and vorticity inside the patch itself, with these concentrated at the edges). Thus, while these four aspects of the observed feature versus hypothesized structures do, on the balance, slightly favor the 3D vortical structure (or one similar), they fall short of verifying its actual existence.
Although the data/model comparison for the spherical vortex (whether squashed or not) is inconclusive, it is useful as a conceptual counterexample to the otherwise fairly uniform finding that the P-S decomposition does, in general, separate the eddies and meanders (2D flows) from internal waves and bores (baroclinic motions). As a model for puffs of water thought to be ejected sometimes by pulsating rip currents, it has the appeal of self-consistency in the presence of large eddy viscosity and bottom friction, as found near shore. Also, it has not to the author's knowledge been applied to this problem (aside from the distantly related vortex image approach of Thorpe and Centurioni 2000) .
Conclusions
In the nearshore environment, even after filtering out the surface waves, many forms of motion are possible corresponding to various kinds of dynamics (e.g., internal waves, shear waves, density flows, eddies, and isolated vortical structures). These can move at comparable speeds, because advection velocities in the region can exceed a meter per second and the shallow water often limits the propagation speeds of internal waves or density currents, for example, to something smaller than that. A tool to help separate these dynamical elements is the division of the flow into potential flow (irrotational) and solenoidal flow (nondivergent, in a 2D sense) components. A quick and simple algorithm to perform this separation was developed and applied to data from SandyDuck. This approach was applied to two examples from the data taken at Duck as part of the SandyDuck experiment.
In the first example, a fresher-water density flow propagates downcoast (probably from the Chesapeake Bay). It is seen that 1) the wave-driven alongshore flow leads the flow, generating a surge of offshore surface flow in its wake; 2) the isolation of the surface (2D) divergent part of the flow permits estimates of some dynamical characteristics of the flow, in particular the internal-bore characteristics that appear to be in play; and 3) the nondivergent part indicates a meander in the alongshore flow associated with the front. In particular, the divergent part of the flow yields a velocity estimate that when applied to a two-layer flow is consistent with the observed postmixing density jump of 0.2 T units. In contrast, the total (nonseparated) velocities would imply minimal deficits in excess of 3 or 4 T units, which is not consistent with the observed flow either in speed of propagation of the plume or in the observed density drop.
The second example is a hypothesized form of isolated vortical structure, a half-ring that is connected to the surface with a no-stress surface condition and analytically continued above to form a complete vortex ring (somewhat like the bottom half of a smoke ring). Such a structure could plausibly be generated by a pulsed rip current that detaches from the shore and bottom, which then coasts offshore some distance because of its own inertia before dissipating. The structure is kinematically self-consistent and has both divergence and vorticity fields associated with it. In particular, with a distorted structure (a squashed sphere), the ratio of maximum vorticity to maximum divergence can take almost any value up to 5 or down to essentially 0, depending on the vertical to horizontal aspect ratio. The observations indicate roughly comparable magnitudes and spatial extent of the associated vorticity and divergence. An alternative explanation for the observed feature is a patch of high-backscatter fluid advected south in an otherwise weakly reflective layer (e.g., a patch of seaweed or, perhaps, a school of fish swimming at an unusually steady rate). However, the observations include a tail or wake of weak vorticity left behind, which is difficult to explain with the latter hypothesis, and the distributions of vorticity and divergence extend throughout the feature, which would not be expected within a reflective patch. Thus, the existence of such a vortical structure is suggested, but is neither verified nor disproved.
In general, the P-S decomposition is useful in separating the eddies and meanders associated with depthintegrated flows from internal waves and bores, as is illustrated in the first example. However, flow structures that have a mixture of horizontal vorticity and divergence are also possible, as illustrated in the second example, even though the existence of such a structure has not been verified in the data.
Finally, the existence of nonnegligible horizontal divergence at low frequencies always indicates significant 3D flow structure (i.e., variations of the flow in the vertical), whether the water is stratified or not. Much past modeling work has concentrated on the depthintegrated 2D flow near shore, corresponding to modeling only the S wave part of the flow (nondivergent). However, the need for 3D simulations is well understood, and recent modeling efforts have put increasing emphasis on this.
A need for fast and direct P-S decomposition of velocity fields has increased recently, for example, with the advent of CODAR, interferometric SAR, and a few esoteric sonar systems such as the dual-PADS deployment discussed here. With the increasing use of these systems, it may be useful to perform this decomposition in real time, as the data comes in. The P-wave/S-wave method described and implemented here can help with that.
Here the decomposition via FFT and rotation to P waves and S waves is shown to be complete and unique, and divides the motion into an irrotational part (potential flow) and a nondivergent part (solenoidal flow). An example implementation under Matlab is included.
a. Completeness and uniqueness
As shown in Eq. (3.9) and after, the sum of the Pwave and S-wave parts recovers the original velocities aside from the overall spatial mean. This shows that the decomposition is complete. If the mean is removed, and all points outside the area containing data are set to zero, the results are also uniquely defined (though alternative treatments of the external points may be developed that provide different ways to impose uniqueness).
An alternative argument is also possible. With the exception of the area mean velocities (and specifically the corresponding point at the origin in k space), the mapping from the Fourier components of U and V separately onto the P and S components in k space is a one-to-one reversible mapping. Thus, the completeness and uniqueness follow by direct inference from Fourier's theorem.
b. The P-wave part is irrotational
The curl operator is linear, in the sense that ١ ϫ (a ϩ b) ϭ ١ ϫ a ϩ ١ ϫ b. Thus, if each component P wave is shown to be irrotational, then any sum of such components is also. For any single component of wavenumber k mn , the coordinates can be rotated so k is parallel to the x axis. By construction, ‫‪y‬ץ/ץ‬ ϭ 0, thus ‫ץ‬u/‫ץ‬y ϭ 0. Because the perpendicular component is zero by construction as well, it follows that ‫‪x‬ץ/ץ‬ ϭ 0 too, so ‫ץ‬ /‫ץ‬x Ϫ ‫ץ‬u/‫ץ‬y ϭ 0. Thus, as required, each wavenumber component yields a velocity field that is irrotational, and therefore so does the sum.
In contrast, although each nonzero component has finite (nonzero) divergence, it is possible to construct a field that sums to zero divergence; thus it is not proven that the P-wave constituent is necessarily divergent. The velocity field can be both irrotational and nondivergent; for example, along a straight boundary a ve-locity field may exist that decays exponentially orthogonal to the boundary and oscillates in the direction along the boundary (analogous to surface waves in a 2D vertical-horizontal plane).
c. The S-wave part is nondivergent
The divergence operator is also linear, thus ١(a ϩ b) ϭ ١a ϩ ١b. Again, consider a single component, and rotate coordinates so that k is parallel to the x axis. By construction for the S wave, then, u is zero everywhere, and (again) ‫‪y‬ץ/ץ‬ → 0. Thus, ‫ץ‬u/‫ץ‬x ϭ ‫‪y‬ץ/ץ‬ ϭ 0 for each individual component, and hence for the sum as well. Again, note that the sum may conceivably end up with zero curl, even though each nonzero component alone has nonzero curl.
Finally, it is worth noting that the method can be adapted to 3D decompositions in a straightforward way. In this case, there is one set of P waves, but two sets of S waves, corresponding to the two directions orthogonal to the wavenumber vectors. There is potential for difficulty in defining these latter two orthogonals near the poles in a polar coordinate system; however, from a practical computational point of view, it is in any case more efficient to just calculate the P-wave component of the flow and obtain the S wave by subtraction from the original velocity vectors. Extension to N dimensions, should that ever find use, is trivial using this last approach.
d. Example algorithm
The deconstruction via P waves and S waves is straightforward to implement using 2D FFTs. The following example is in the form of a Matlab function. The size of the regular grid of data is nn by mn (both less than 128 here). Here, "u" ϭ x velocities on a regular grid, "" ϭ y velocities on the same grid, and "rdx" is the grid spacing, assumed equal in x and y. [mn, nn] = size(uu); % vv is the same size. nft = 2^nextpow2(max(mn,nn)*1.2);% min 20% zero pad. nf2 = nft/2; kv = (-nf2:(nf2-1))/nft; thetamn= fftshift(atan2(kv(ones(nft,1),:)',kv(ones(nft,1),:))); vk1 = fft2(uu,nft,nft); vk2 = fft2(vv,nft,nft); vkdiv = vk1.*cos(thetamn)+vk2.*sin(thetamn); vav = real(ifft2(vkdiv.*cos(thetamn))); Pu = vav(1:mn,1:nn); vav = real(ifft2(vkdiv.*sin(thetamn))); Pv = vav(1:mn,1:nn); vk1 = fft2(uu,nft,nft); vk2 = fft2(vv,nft,nft); vkdiv = vk2.*cos(thetamn)-vk1.*sin(thetamn); vav = real(ifft2(-vkdiv.*sin(thetamn))); Su = vav(1:mn,1:nn); vav = real(ifft2(vkdiv.*cos(thetamn))); Sv = vav(1:mn,1:nn);
