This paper characterizes the bandwidth value (h) that is optimal for estimating parameters of the form η = E ω/f V |U ( V | U) , where f V |U (the conditional density of a scalar continuous random variable V , given a random vector U) is replaced by its kernel estimator. The results in this paper are directly applicable to semiparametric estimators proposed in Lewbel (1998) , Lewbel (2000b) , Honoré and Lewbel (2002) , Khan and Lewbel (2007) , and Lewbel (2006) . The optimal bandwidth is derived by minimizing the leading terms of a second-order mean squared error expansion of the resulting estimator with respect to h. The expansion also demonstrates that the bandwidth can be chosen on the basis of bias alone, and that a simple 'plug-in' estimator for the optimal bandwidth can be constructed. Finally, the small sample performance of our proposed estimator of the optimal bandwidth is assessed by a Monte Carlo experiment. We then use our methodology in an empirical application of the female labour force participation in Ecuador.
Introduction
An important class of semiparametric estimators, first proposed by Lewbel (1998) , involves the use of kernel-based nonparametric estimates in place of the true conditional density in objects of the form
where ω ⊤ , V, U ⊤ is a random vector, and f V |U (·) denotes the conditional density function of a scalar continuous random variable V given the random subvector U. This conditional density function is assumed to be estimated here by the ratio of kernel estimators for f V U (·) and f U (·), the joint and marginal densities of V, U ⊤ and (U) respectively.
For Limited Dependent Variable models, examples of estimators belonging to this class are Lewbel (1998) , Lewbel (2000b) , Honoré and Lewbel (2002) , Khan and Lewbel (2007) , and Lewbel (2006) . Results derived in this paper are directly applicable to these estimators. Specifically, if one has a random sample ω ⊤ i , v i , u ⊤ i from the joint distribution of ω ⊤ , V, U ⊤ for i = 1, . . . , N , implementation of any of these estimators requires choosing the numerical value of a bandwidth parameter, h, for the nonparametric kernel estimator of f V |U (·) in (1.1). This paper discusses formally how to perform this selection. Given that the asymptotic (first-order) distribution of this semiparametric estimator, η (h), of (1.1) does not depend on the bandwidth 1 h, any optimal bandwidth formula must be based on a higher-order approximation to such distribution. Technically, such approximations become more complex in the presence of stochastic denominators in a simple 'plug-in' semiparametric estimator of (1.1) as explained above. Therefore, we take an alternative approach. We first show that η (h) is asymptotically equivalent to a linear combination of functions of U -statistics, which we call its 'asymptotic representation', η (h), and does not have a stochastic denominator. This asymptotic representation includes functions of a U -statistic of order one (a simple sample average), and two data dependent (via the bandwidth parameter h) second-order U -statistics. Finally, we find a formula for the optimal bandwidth that minimizes (with respect to h) the leading terms of an asymptotic approximation to
where · is the standard Euclidean 2 norm.
Related calculations to the ones derived here can be found in the literature of bandwidth selection for average derivative estimation, see e.g. Härdle, Hart, Marron, and Tsybakov (1992) , Härdle and Tsybakov (1993) and Powell and Stoker (1996) . Our results are different from 1 See Lewbel (1998) , Lewbel (2000a) Lewbel (2000b) , Honoré and Lewbel (2002) , and Khan and Lewbel (2007) for precise derivations.
2 Similarly, we could replace a everywhere in this paper by a W = a ⊤ Wa, where W is any positive semidefinite weighting matrix. The results will not change.
theirs in that the optimal bandwidth for semiparametric kernel estimators of (1.1) can be chosen on the basis of bias alone. In particular, we show that the leading terms in the Mean Squared Error (M SE) are two biases. One is attributed to the pointwise 'smoothing' bias of the kernel density estimator used, and the other to its variance. Linton (1991) called the latter 'degrees-of-freedom' bias. Similar results were found by Jones and Sheather (1991) for the kernel-based integrated squared density derivatives estimator of Hall and Marron (1987) , and by Ichimura and Linton (2005) for a kernel-based implementation of Hirano, Imbens, and Ridder (2003) 's estimators of treatment effects. Linton (1991) discussed a similar result for the variance estimator in the presence of unknown mean. Furthermore, unlike the standard case in average derivative estimation 3 , semiparametric estimation of (1.1) could include discrete elements (specifically in U) through its nonparametric component without the need of additional conditions. We explain this extension in greater detail in our discussion below.
As it could be expected, another conclusion from this paper is that the derived asymptotically optimal bandwidth, h opt , must shrink more rapidly to zero than it would be for optimal pointwise kernel estimation of f V |U (·), i.e. estimating this function at a point. In this sense, 'asymptotic undersmoothing' is necessary for √ N -consistent estimation of (1.1). This feature is explained in the unifying theory of Goldstein and Messer (1992) , whose main focus was to highlight differences in the conditions of limiting theory between nonparametric and semiparametric estimation, but did not address the issue of bandwidth selection for particular applications such as the one discussed here.
The remainder of the paper is organized as follows: Section 2, presents the notation and assumptions used throughout the paper. In this section, we analyze the sensitivity of kernelbased semiparametric estimator of (1.1) to the choice of bandwidth, and its kernel's order via a second-order asymptotic expansion of its M SE. We also make explicit the difference between 'nonparametric' and 'semiparametric' optimal bandwidths. Section 3 discusses how to exploit the asymptotic representation of η (h) in order to construct a simple estimator of the optimal bandwidth. We also prove its consistency. In Section 4.1, a Monte Carlo experiment is performed to assess the small sample behavior of the proposed 'plug-in' estimator of the optimal bandwidth. We also compare its performance against other reference rules proposed in the literature for estimation of the nonparametric component f V |U (·). This section also contains an empirical implementation of the proposed methodology to the semiparametric estimation of the binary response model of labour market participation of women in Ecuador. Section 5 examines how results in Section 2 can be extended to cases when some components of U are discrete. Section 6 summarizes and gives concluding remarks. All proofs are presented in the Appendix.
Asymptotic Mean Square Error
Firstly, we introduce some notation and definitions that will aid the latter discussion.
Framework
We assume that each observation in a data set, ω ⊤ i , v i , u ⊤ i , is an independently, identically distributed draw from the joint distribution of ω ⊤ , V, U ⊤ for i = 1, . . . , N , where U is a d − 1 vector, V is a scalar, and ω another dim (ω) × 1 vector of random variables or known functions of observed random variables. The distributions of U and (V, U ⊤ ) are absolutely continuous with respect to some Lebesgue measures, with Radon-Nikodym densities f U (u) and f V U (v, u) with bounded supports Ω U and Ω V U respectively.
For a bandwidth sequence h ≡ h (N ) → 0 and N → ∞, the nonparametric estimators of the unknown densities f U (u) and f V U (v, u) used here are the well known Nadaraya-Watson kernel smoothers:
respectively. Here
where K and W are one-dimensional bounded symmetric kernel functions that integrate to one. We have also used the 'leave-one-out' paradigm in the construction of our smoothers above. A natural
, and its inverse can be estimated by
and an estimator of η ≡ E [ω/f ( v| u)] is then given by
As previously noted, this estimator is technically inconvenient to handle given the presence of the stochastic denominator in l V U (v i , u i ; h). Therefore, we also define an asymptotic representation which will be the basis of our analysis below,
where 5) and
Now, let us define the following quantities:
It then follows that
That is, η (h) can be written as a linear combination of functions of certain U -statistics. In particular, δ 2 (h) and δ 3 (h) are generic second-order U -statistics:
, and
respectively. By simple inspection, we notice that these U -statistics 'kernel' functions p 2 (·) and p 3 (·) are symmetric -that is, p 2 (t 2i , t 2j ; h) = p 2 (t 2j , t 2i ; h) and p 3 (t 3i , t 3j ; h) = p 3 (t 3j , t 3i ; h). Powell, Stock, and Stoker (1989) derived first-order limiting theory for this type of linear functions that involves data-dependent (via the bandwidth parameter h) U -statistics. Similarly, we
It then follows, under conditions explained below, that
Also, notice that by construction
Sensitivity Analysis
The objective of this paper is to characterize the optimal bandwidth h opt for computing η.
Towards that end, we make the following assumptions:
Assumption A:
(A2) Kernels W (c), and K (c) have order P , that is, there exists a positive integer
(A3) The continuous density functions f u (u), f V U (v, u) exist and are bounded away from zero.
exist and have bounded continuous partial derivatives up to the order P on their compact supports
has bounded continuous partial derivatives up to order P on their compact support, for ǫ = 1, 2, 3, 4
Assumptions (A1)-(A3) are standard conditions when using kernel smoothers ensuring the regularity of W , K, f V U , and f U . Assumption (A4) will facilitate the proofs and can be relaxed at the expense of more complicated mathematics. The last Assumption, (A5), predefines the optimal rate of h opt , which is derived below. The following Lemma guarantees that the M SEexpansion of η (h) is equivalent to that of η (h) up to the third power.
Proof. See Appendix.
This Lemma guarantees the asymptotic equivalence between η (·) and η (·), which means that (2.3) may be replaced by (2.4) for purpose of this analysis. We make an additional technical assumption before we state the main result of this paper:
We now formulate the Mean Square Error of η (h) for η, in terms of the dominant components in an asymptotic expansion. 
7)
as N → ∞, where
and
The first bias, B 1 , is related to the 'smoothing' bias of the kernel smoother used, while the second bias, B 2 , comes from its pointwise variance. This 'degrees-of-freedom' bias dominates the O N −2 h −d variance term that would otherwise appear in the expansion (see Powell and Stoker (1996) for such calculation).
Optimization
The result of Theorem 2.2 can be used to perform a sensitivity analysis with respect to bandwdith choice and order of kernel.
Choice of h
The asymptotically optimal bandwidth is obtained by minimizing (2.7) on the basis of h. This is achieved when
where C 0 is a proportionality constant. The choice of bandwidth equates the leading orders of both biases, B 1 h P and B 2 N −1 h −d . By choosing this bandwidth, we have
(2.11)
That is, the decreasing rate of the best bandwidth optimizing second-order terms is of order N −1/(P +d) , which results in an optimal M SE-rate of convergence of N −1 . In comparison with the leading term, the second term in (2.11) is not small in general, since their ratio is O(N −(P −d)/(P +d) ). This means that very large values of N are needed before its influence eventually disappears.
Interestingly, unlike other semiparametric estimators (see Hall and Marron (1987) , and Linton (1995) ) the use of 'leave-one-out' estimators ((2.1) and (2.2)) has not fully eliminated the 'degrees-of-freedom' bias 5 of order O(N −2 h −2d ).
Choice of P
If we believe that f V U , f U , π 2 (u) and π 3 (v, u) are infinitely many times continuously differentiable, it follows from (2.11) that the best O N −1 rate of the M SE, is not attained unless P > d. For example, in the case d = 2, we shall use P > 2. As Assumption (A2) permits, a higher value for P must be chosen for larger values of d. In this sense, the use of oscillating higher-order kernels guarantees the best rate of convergence.
'Nonparametric' vs 'Semiparametric' Optimal Bandwidths
For the case d = 2, the asymptotic properties of kernel-based estimator f V |U ( v| u; h), used in (2.3), were first derived by Hyndman, Bashtannyk, and Grunwald (1996) , and discussed further by Chen, Linton, and Robinson (2001) . When d > 2, it follows from their results that the Integrated M SE-minimizing optimal bandwidth is
A direct comparison with (2.10) indicates that in the semiparametric case, the optimal bandwidth shrinks to 0 at a faster rate of its nonparametric component's optimal bandwidth h + opt . This phenomenon is known as 'asymptotic undersmoothing'. Other semiparametric estimators sharing this feature are Robinson (1988) , Powell, Stock, and Stoker (1989) , Härdle and Stoker (1989) , and Härdle, Hart, Marron, and Tsybakov (1992) , among others.
It should also be noticed that this comparison does not imply that h opt is numerically smaller than h + opt in any particular case or sample size. Particularly, let A 0 be the proportionality 5 Ichimura and Linton (2005) proposed an explicit bias correction mechanism that indeed 'knocked' this term out, allowing for a smaller M SE for Hirano, Imbens, and Ridder (2003) 's estimator. This method can potentially be adapted to our framework. constant 6 in (2.12). It then follows that
D 0 is an adjustment factor that depends on the underlying structure of the bias and variance of f V |U and η. In general, D 0 ≶ 1, and it does not vary with sample size. On the other hand, the adjustment term for sample size, E N is always less than 1 when N ≥ 2. Therefore, whether h opt is larger or smaller than h + opt will depend on C 0 being larger or smaller than A 0 , and this, in turn, relies on the bias and variance structure in a particular application.
Optimal 'plug-in' Bandwidth Estimator
If we knew B 1 and B 2 in (2.11), we can define C 0 (and therefore h opt ) by the following minimization problem:
As these quantities are unknown in general, a feasible procedure will be to replace them by consistent estimators based on empirical implementations of (2.8) and (2.9). These estimators for the 'smoothing' and 'degrees-of-freedom' bias terms are denoted here as B 1 , and B 2 , respectively. However, with a sample of practical size, any kernel-based estimator may be affected by boundary effects which are endemic in kernel density estimation, see Silverman (1986) . In view of Assumption (A3), this technicality is resolved here by using a known asymptotic trimming function, a τ (v, u) in their construction 7 , that is
where
, and ∆ is a known constant which is greater than 1. Here we have used
, and f Ui ≡ f U (u i ) in order to ease notation, where f U (·), and f V U (·) are given by (2.1), and (2.2) respectively. The estimator η (·) is like (2.3), after replacing ω i by ω i a τ (v i , u i ) everywhere. The estimator (3.1) is similar to the average derivative as proposed 6 See Bashtannyk and Hyndman (2001) and Chen, Linton, and Robinson (2001) for derivations. 7 Another possibility would be to use boundary kernels, see Gasser, Müller, and Mammitzsch (1985) . Fernandes and Monteiro (2005) derived the asymptotic behavior of asymmetric kernel functionals.
by Powell and Stoker (1996) . The quantities h * and h 0 are pilot bandwidths which must be chosen beforehand.
The type of asymptotic trimming used here is that proposed by Lewbel (2000a) :
where 1 (·) is the indicator function that equals 1 if its argument is true and zero otherwise, the values U j and U j , were defined in Assumption (A3), and u [j] refers to the j-th element of the vector u. By using this type of trimming in the construction of our estimators (3.1) and (3.2), we set to zero all terms in these averages that have observations within a distance τ of the boundary of the support where bias of the kernel estimators are of a different order than for the interior points. The following assumption guarantees that the trimming induced bias goes to zero rapidly, so the consistency of the estimators are not affected.
(A7) The value τ is such that h 0 /τ → 0, and N τ 2 → 0 as N → ∞.
This trimming has a disadvantage in that it requires knowledge of the support of (v, u). Nevertheless, this support could be estimated in practice. For example, Khan and Lewbel (2007) proposed a data-dependent trimming function, by replacing U j , U j , V , and V in (3.3), by the observed maximums and minimums from a sample of N observations of the corresponding variables. They showed that this data-dependent feasible trimming function is asymptotically equivalent to (3.3). Their result is applicable in situations where the boundary of the support is unknown, and τ equals the bandwidth used in the kernel estimators above.
Consequently, the optimal bandwidth is estimated as
, where
An interesting characteristic of estimators (3.1) and (3.2) is that they do not require estimation of higher order derivatives of unknown functions. This feature makes their calculation computationally very simple. Likewise, the minimization problem in (3.4) is also computationally straightforward, because it only involves a univariate numerical search over strictly positive real numbers. The consistency 8 of this procedure is ensured by the following proposition:
8 An alternative estimator for B2 is given by
An important part of this estimator of the optimal bandwidth is the choice of pilot bandwidths h * , h 0 , constants ∆ and δ, and trimming parameter τ . Having to select other tunning parameters is an unappealing feature, but practical guidance is provided here: Given the conditions on h * , an obvious way of choosing this bandwidth would be by standard cross-validation methods 9 , see Silverman (1986) ; or using a reference rule for kernel-based conditional density estimators, see Section 4.1. The resulting bandwidth, h * , would be of order N −1/(2P +d) . We can then set h 0 = h * × N δ , where 0 < δ < 1/ (2P + d). As a result, only ∆ > 1 and τ ≥ 0 are left to be chosen. In practice, for a fixed number of observations, a feasible approach would be to fix the value τ , and choose a high value of ∆ and then decrease it until B 1 does not vary significantly. We could iterate the above procedure till certain pre-defined convergence criteria is met.
A technical proviso explained by Powell and Stoker (1996) , for the estimated optimal bandwidth of the average derivative estimator, is also applicable in this framework. That is, we have not shown that Assumption A will guarantee the proposed 'plug-in' estimator η( h opt ) is asymptotically equivalent to η(h opt ). Firstly, the calculation of η itself would be subject to some trimming with a fixed-size sample. Doing this alone will increase the M SE, by the square of the trimming-induced bias. Secondly, the (stochastic) bandwidth h opt was calculated using the same data as it is used in the construction of η. All the calculations used to derive the asymptotic M SE expansion in Theorem 2.2 implicitly assume a fixed rather than a stochastic value of h. From this, it does not immediately follow that h opt will be of the same order as h opt . Although addressing this question is beyond the scope of this paper, it is possible that solutions to this problem discussed in Powell and Stoker (1996) , in the framework of density-weighted average derivative estimators, might be applicable.
Numerical Results

Monte Carlo
This section reports the results of a small-scale Monte Carlo investigation of the finite sample behavior of our proposed 'plug-in' estimator for the optimal bandwidth, and the behavior of the associated estimated η's. Samples were generated from a two-dimensional random variable (V, U ) having a bivariate normal distribution doubly truncated with respect to both variables. The joint distribution is given by
The marginal density of U is then given by
where φ (·) and Φ (·) represent the density and cumulative distribution of a standard normal random variable. The object of interest in this simulation is
For simplicity, we set v = u = −3, v = u = 3, µ v = 0, σ 2 v = σ 2 u = 6, and consider 3 designs Design 1: µ u = 0;
Design 2: µ u = 1;
Design 3: µ u = 2.
For each design, we consider 2 cases based on possible values for ρ: (a) ρ = 0, and (b) ρ = 1/4. Their associated joint, conditional and marginal densities can be visualized in Figures 1, 2 , and 3. These designs were chosen so that their associated marginal densities are bounded well above zero at the boundary of their support. A similar property is displayed by their conditional densities.
We set P = 2, and set W ≡ K to be a gaussian second-order kernel. Their associated constants are d K = 1, and C K = 1/2 √ π.
Reference Rules
Preliminary bandwidths employed in this simulation study are based on the following three assumptions underlying the joint distribution of (V, U ): Chen, Linton, and Robinson (2001) calculated
2 ), U is uniform over [u, u] , with −∞ ≤ V ≤ +∞. Under this assumption, similar calculations to those in Bashtannyk and Hyndman (2001) shows Silverman (1986) , pages 45-47, calculated
We make these reference rules operational by making A R1 , A R2 , and A R3 vary with each replication. We define these quantities as A R1 , A R2 , and A R3 respectively. Specifically, let {v s i , u s i } N s i=1 be a size-N s generated data set at draw s, then A R1 is obtained by replacing σ 2 , and ρ by
) as the least squares coefficients from a regression of v on u, and (p, q) as the least squares coefficients from a regression of the squared residuals from the previous regressions on u including a constant term. Similarly, A R3 is made operational by replacing σ 2 by σ 2 as calculated above.
Hence, we calculate η using h R1 = A R1 N −1/6 , h R2 = A R2 N −1/6 , and h R3 = A R3 N −1/6 . Of course, in our designs these bandwidths are neither optimal for η, nor do they have the optimal rate of convergence derived in Section 2.2.1. However, we have chosen them for comparison purposes because of their computational simplicity, as well as the fact that they were the most likely to be chosen by a practitioner prior to the results discussed in this paper.
We also look at the behavior of η using our 'plug-in' estimator for the optimal bandwidth explained in Section 3. We implement this estimator by setting h 0 = h * Rl N δ , where h * Rl ≡ h R1 for l = 1, 2, 3. Other parameters are chosen accordingly and kept constant throughout the experiments, i.e. δ = 1/12, τ = 0 (no trimming) and ∆ = 2. The results of 2000 replications are presented in Tables 1 to 6.   Tables 1, 3 , and 5 report the small sample performance of the proposed 'plug-in' estimator for the optimal bandwidth under different conditions. The true optimal bandwidths h opt , are also reported in the first row for each case. As we would expect, higher correlation between V and U entails a larger bandwidth in each design. These results show that the proposed 'plugin' estimator performs fairly well in all circumstances. This good performance seems not to be affected by the choice of pilot bandwidths, h * and h 0 in large samples. On the other hand, there is more variation among the bandwidths predicted by the reference rules than among the estimated ones. Numerically, differences among them become more evident when samples sizes are large. The bandwidths' simulated standard deviations increase as we increase the theoretical mean of U . The use of trimming could reduce these variances.
The respective M SE are presented in Tables 2, 4 , and 6. We notice that the main component of these simulated M SE is bias instead of variance in each case, as is predicted by the expansion derived here. The use of either the theoretical or estimated optimal bandwidths dominates the use of those predicted by the reference rules in terms of M SE, for all sample sizes, designs and scenarios. The M SE associated to the estimated optimal bandwidths are numerically very close to the simulated theoretical ones.
In our designs, it is also the case that the 'degrees-of-freedom' bias is numerically large, up to 10 times greater than the 'smoothing' bias. Similar calculations for other designs (not presented here) have also shown such a pattern. This lends support to the use of an explicit bias correction mechanism for such term, see for example Ichimura and Linton (2005) . This remains a topic for future research. 
Empirical Application
We now apply the results of this paper to the problem of selecting the bandwidth when estimating a binary response model of female labour market participation. The data set used for this analysis is a sample from the Ecuadorian Household Income and Expenditure Survey, which provides information on income, employment status, household composition and other socioeconomic characteristics. The data are from interview year 2004 and were collected by the Ecuadorian National Institute of Statistics, INEC. The analysis is limited to women aged 60 or below, whose husbands or unmarried partners earned labour income in 2004. The resulting sample data set contains 3447 women, 50% of whom were working for wages. Descriptive statistics are presented in Table 7 . The model is
where d i is the indicator of the i-th woman's response, v i is the log of the partner's monthly income (LNHINC) normalized to have zero mean, and the other regressors x i are a constant, the number of children not older than 3 (YCHILD), the number of older children (CHILD), years of formal education (EDUC), age divided by 10 (AGE), and age squared divided by 100 (AGE2). For more information about the model, and alternative semiparametric estimators, see Gerfin (1996) , and Martins (2001) . Table 8 displays estimation results for parametric and semiparametric specifications, after using the normalization |α| = 1. By assuming e i ∼ N 0, σ 2 i , the first column from the left (σ 2 i = 1), and the second (σ 2 i = exp z ⊤ γ ) are obtained by maximum likelihood estimation. The third and fourth columns report results using estimators proposed by Lewbel (2000b) and Lewbel and Schennach (2007) respectively. Standard errors are in parenthesis. Lewbel's (2000b) estimator is equivalent to a standard linear least squares regression of
where f V |X is calculated using the gaussian kernel. The bandwidth was chosen using the procedure described in Section 3 where the object of interest was in this case Figure 7 shows that the estimated optimal bandwidth is approximately 0.88. By using this bandwidth, 45 observations were excluded for which the estimator of f V X was exactly zero. The same bandwidth was used to construct their asymptotic standard errors. The fourth estimator in Table 8 is the ordered data estimator in Lewbel and Schennach (2007, Corollary 7) which does not require any smoothing under rather strong conditions.
The two probit and kernel-based sets of estimates are quite similar in general. The kernelbased least squares parameter estimates are all within two standard errors of the simple and heteroskedastic probit estimates. All set of estimates predicts that the effect of the number of children older than 3 years is small and statistically insignificant. On the other hand, this variable can significantly explain heteroskedasticity in a parametric fashion. However, for all other regressors, the ordered data estimates are generally different with bigger standard errors.
Discrete Covariates
In this section, we examine the situation in which the conditioning variables, U, have continuous as well as discrete components. In this case, the order of magnitude of the optimal bandwidth only depends on the number of continuously distributed elements of the random vector V, U ⊤ .
In particular, let us consider the case when the random vector, U, can be partitioned as U = U (1)⊤ , U (2)⊤ , with U (1) ∈ Ω U (1) , and U (2) ∈ Ω U (2) , where
is a set with finite number of real points, such that
v, u (1) u (2) be the probability density of V,
U (1) U (2) be the probability density of U (1) conditional on U (2) = u (2) , and let p u (2) be the probability mass that u (2) ∈ Ω U (2) . Then
We also replace (2.1) and (2.2) with
, and (5.1)
respectively, and recalculate (2.3) and (2.4). We also redefine
In order to extend our results to this mixed case, we need to re-state Assumptions (A3) and (A6) as:
, understood as functions of u (1) , exist and have bounded continuous partial derivatives up to the order P on Ω U (1) ≡ (2) ) understood as functions of v and u (1) , exist and have bounded continuous partial derivatives up to the order P on Ω V U (1) ≡ V , V × Ω U (1) , for −∞ < V < V < ∞. The probability mass function p(u (2) ) > 0.
), for ∀l, k = 1, 2, 3, 4 such that l = k, understood as functions of v and u (1) , are bounded on their compact support Ω V U (1) .
As expected, in this mixed case scenario, similar conditions have to be imposed on the continuous part of the problem, but no new techniques are required in order to prove the following corollary:
Corollary 5.0.1 Let Assumptions (A1), (A2) hold, and Assumptions (A3*) and (A6*) hold for every u (2) ∈ Ω u (2) , then
Proof. See proof of Theorem 2.2 in the Appendix.
From this result, and similarly to other nonparametric and semiparametric models (see Delgado and Mora (1995) ), we note that the M SE-minimizing rate of bandwidth shrinkage in our case only depends on the number of continuously distributed random variables in our sample from (V, U). The unknown constants (5.4) and (5.3) can be consistently estimated, by simple extensions of the estimators described in Section 3. Likewise, trimming (if needed) should be performed only with respect to the continuously distributed variables, in particular
Conclusion
A crucial part of estimators with a nonparametric component is the choice of the smoothing parameter. Our main objective in this paper is to provide some guidance for choice of bandwidth for a class of semiparametric estimators that employ kernel estimators in the form of inverse conditional-density weighted averages. By exploiting the fact that these estimators can be asymptotically represented as a linear combination of functions of U -statistics, we derive a formula for the optimal bandwidth based on a second-order Mean Squared Error expansion. The derived formula for the optimal bandwidth equates the order of magnitude arising from the squared of the sum of two biases: a 'smoothing bias' and a 'degrees-of-freedom' bias. This formula shows that the optimal bandwidth, for estimating the parameter of interest, must decrease towards zero at a faster rate than the optimal for its nonparametric component. In this sense, asymptotic undersmoothing (as explained in Powell and Stoker (1996) ) is needed.
A 'plug-in' estimator of the optimal bandwidth is also constructed exploiting the semiparametric estimator's biases formulae. The problem of random denominators is also addressed in the construction of the proposed estimator through the use of a trimming function. This trimming function, proposed by Lewbel (2000a) , is set to give zero-weights in the averages, to observations which are within a certain distance of the boundary of the observed support of the distribution. This estimator is shown to perform fairly well in small samples in a Monte Carlo experiment. An empirical implementation is also performed regarding the labour force participation decision for Ecuadorian women in 2004. We also discuss how the formula for the optimal bandwidth can be adapted when continuous as well as discrete elements are present in the weighted averages.
Appendix A: Main Proofs
Let · denote Euclidean norm, and let ·, · represent the inner product when applied to vectors. We also use the following results from Masry (1996) (see Silverman (1978) and Collomb and Härdle (1986) for earlier results):
Proof of Lemma 2.1
Firstly, from Assumption (A3), it follows that ϑ 2i (h) is
where (A-3) follows after observing that
inf
and the last inequality follows from (A-1). Finally, by the exact same argument, it also follows that
as required.
Sketch of Proof of Theorem 2.2
The proof of this theorem will require us to look at the contribution to the M SE from each of the elements on the right-hand side of (2.6). Firstly, let us denote
. Then, by using the definitions in Section 2 and the properties of conditional expectations, it follows that
We are now able to write E[ η (h) − η 2 ] as,
Let us define the following quantities:
where S K (u) and S W K (v, u) are defined in the main text. Then, under the assumptions of the theorem it is possible to show (see Jacho-Chávez (2006) ) that the leading terms in the expansion of (A-4)-(A-18) are:
There are also terms of smaller order, namely O(N −1 ), O(N −1 h P + N −2 ) and o(N −1 h P + N −2 h −2d + h 2P ). We conclude by grouping the leading terms as
where B 1 = B 1,1 −B 1,2 .
Proof of Proposition 3.1
In what follows, we make use of the following identities:
Firstly, it follows from (A-19) that
where (A-21) and 
which means that B 1 (h 0 ) is the sum of two U -statistics plus a reminder that is o p (1), because under the conditions of the proposition, h 0 → 0 and N h P +d 0 → ∞ as N → ∞. Given Lemma B-1, it then follows from Lemma 3.1 (page 1410) in Powell, Stock, and Stoker (1989) , and Theorem A (page 4) in Lewbel (2000a) 
This is true because,
] equals the probability that (v, u) is within a distance τ of the boundary of Ω V U , which is less or equal to sup Ω V U f V U (v, u) times the volume of the space within a distance τ of the boundary or Ω V U . This volume is O (τ ), so from Assumptions (A3) and (A6),
, where the last equality follows from Assumption (A7). Therefore, under the conditions of the proposition, we conclude that
Notice that, (A-24) where the second term on the right-hand side of (A-24) is bounded above by -20) , and the assumptions of the proposition (h * → 0 and N h d * → ∞ as N → ∞). The result follows from Kolmogorov's Law of Large Numbers when applied to the first term in the right-hand side of (A-24), and conclude that
Appendix B: Technical Lemmas
Lemma B-1 Let Assumptions (A1)-(A3), (A4), (A6) and (A7) hold, then
The second equality uses the change of variables from (y, y ⊤ , z, z ⊤ ) to (c = h
0 . This change of variables is not affected by boundary effects because of Assumptions (A1) and (A2), and the fact that a τ (z, z) = 0 for all (z, z) within a distance τ of the boundary of Ω V U , with h 0 /τ → 0. The last equality uses the continuity of the ̺ ǫτ 's and Assumption (A7). (B-2) follows the exact same arguments and therefore it is omitted. , and h 0 = h R3 N 1/12 in Section 3, respectively. Similarly, auxiliary bandwidths were set h * = h R1 , h * = h R2 , and h * = h R3 respectively. 
, and h 0 = h R3 N 1/12 in Section 3, respectively. Similarly, auxiliary bandwidths were set h * = h R1 , h * = h R2 , and h * = h R3 respectively. 
, and h 0 = h R3 N 1/12 in Section 3, respectively. Similarly, auxiliary bandwidths were set h * = h R1 , h * = h R2 , and h * = h R3 respectively. Similarly, h 0 = 0.7 and ∆ = 2.
