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Abstract—The accuracy of different transfer matrix ap-
proaches, widely used to solve the stationary effective mass
Schro¨dinger equation for arbitrary one-dimensional potentials,
is investigated analytically and numerically. Both the case of a
constant and a position dependent effective mass are considered.
Comparisons with a finite difference method are also performed.
Based on analytical model potentials as well as self-consistent
Schro¨dinger-Poisson simulations of a heterostructure device, it
is shown that a symmetrized transfer matrix approach yields a
similar accuracy as the Airy function method at a significantly
reduced numerical cost, moreover avoiding the numerical prob-
lems associated with Airy functions.
Index Terms—Quantum effect semiconductor devices, Quan-
tum well devices, Quantum theory, Semiconductor heterojunc-
tions, Eigenvalues and eigenfunctions, Numerical analysis, Tun-
neling, MOS devices
I. INTRODUCTION
TRANSFER matrix methods provide an important toolfor investigating bound and scattering states in quantum
structures. They are mainly used to solve the one-dimensional
Schro¨dinger or effective mass equation, e.g., to obtain the
quantized eigenenergies in quantum well heterostructures and
metal-oxide-semiconductor structures or the transmission co-
efficient of potential barriers [1], [2], [3], [4]. Analytical
expressions for the transfer matrices are only available in
certain cases, as for constant or linear potential sections and
potential steps [4]. An arbitrary potential can then be treated
by approximating it for example in terms of piecewise constant
or linear segments, for which analytical transfer matrices
exist. For constant potential segments, the matrices are based
on complex exponentials [1], [2], while the linear potential
approximation requires the evaluation of Airy functions [2].
Many applications call for highly accurate methods, e.g.,
quantum cascade laser structures where layer thickness
changes by a few A˚ already lead to significantly modified
wavefunctions, resulting in altered device properties [5], [6].
Also numerical efficiency is crucial, especially in cases where
the Schro¨dinger equation has to be solved repeatedly. Exam-
ples are the shooting method where the eigenenergies of bound
This work is supported by the Emmy Noether program of the German
Research Foundation (DFG, JI115/1-1).
C. Jirauschek is with the Institute for Nanoelectronics, TU Mu¨nchen,
Arcisstr. 21, D-80333 Mu¨nchen, Germany; e-mail: jirauschek@tum.de.
states are found by energy scans, or Schro¨dinger-Poisson
solvers working in an iterative manner [3]. Besides providing
accurate results at moderate computational cost, an algorithm
is expected to be numerically robust, and a straightforward
implementation is also advantageous.
Besides transfer matrices, also other methods are frequently
used, in particular finite difference or finite element schemes
[7], [8]. For scattering state calculations, they are compli-
mented by suitable transparent boundary conditions, resulting
in the Quantum Transmitting Boundary Method (QTBM) [7],
[9]. The transfer matrix method tends to be less numerically
stable than the QTBM, since for multiple or extended barriers,
numerical instabilities can arise due to an exponential blowup
caused by roundoff errors [7]. This issue can however be
overcome, for example by using a somewhat modified matrix
approach, the scattering matrix method [10]. In this case, the
transfer matrices of the individual segments are not used to
compute the overall transfer matrix, but rather the scattering
matrix of the structure. In addition, transfer matrices have
many practical properties, such as their intuitiveness partic-
ularly for scattering states, the intrinsic current conservation,
and the exact treatment of potential steps, which arise at the
interfaces of differing materials. This makes them especially
suitable and popular for 1-D heterostructures or metal-oxide-
semiconductor structures, providing a simple, accurate and
efficient simulation method [2].
As mentioned above, transfer matrices are usually based
on a piecewise constant or piecewise linear approximation
of an arbitrary potential, giving rise to exponential and Airy
function solutions, respectively. The main strength of the Airy
function approach is that it provides an exact solution for
structures consisting of piecewise linear potentials, and hence
only requires few segments for approximating almost linear
potentials with sufficient accuracy. On the other hand, Airy
functions are much more computationally demanding than
exponentials, and also prone to numerical overflow for regions
with nearly flat potential [11]. Thus, great care has to be taken
to avoid these problems, and to evaluate the Airy functions in
an efficient way [12].
It would be desirable to combine the advantages of both
methods, namely the accuracy of the piecewise linear approx-
imation and the computational convenience of the exponential
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Fig. 1. Various transfer matrix schemes applied to segmented potential.
Shown is the exact (solid line) and approximated (dashed line) potential. (a)
Piecewise constant potential approximation. (b) Piecewise linear approxima-
tion. (c) Piecewise contant approximation for symmetrized transfer matrix.
transfer matrix scheme. In this paper, we evaluate the accuracy
and efficiency of the different transfer matrix approaches,
taking into account both bound and scattering states. In this
context, analytical expressions for the corresponding local
discretization error are derived. We furthermore evaluate the
different approaches numerically on the basis of an analytically
solvable model potential, and also draw comparisons to the
QTBM. In particular, we demonstrate that a symmetrized
exponential matrix approach is able to provide an accuracy
comparable to that of the Airy function method, without
having its problems and drawbacks. In our investigation, we
will consider both the case of a constant effective mass and
the more general case of a position dependent effective mass.
II. TRANSFER MATRIX APPROACH
In a single-band approximation, the wavefunction ψ of
an electron with energy E in a one-dimensional quantum
structure can be described by the effective mass equation[
−~
2
2
∂z
1
m∗ (z)
∂z + V (z)− E
]
ψ(z) = 0. (1)
Here, the effective mass m∗ and the potential V generally
depend on the position z in the structure. For applying the
transfer matrix scheme, we divide the structure into segments,
see Fig. 1, which can vary in length. Potential and effective
mass discontinuities can be treated exactly in transfer matrix
approaches by applying corresponding matching conditions.
To take advantage of this fact and obtain optimum accuracy,
the segments should be chosen so that band edge discon-
tinuities, as introduced by heterostructure interfaces, do not
lie within a segment, but rather at the border between two
segments.
A. Conventional transfer matrices
For the piecewise constant potential approach (Fig. 1(a)), the
potential and effective mass in each segment j are approxi-
mated by constant values, e.g., Vj = V (zj), m∗j = m∗ (zj)
for zj ≤ z < zj + ∆j = zj+1, and a jump Vj → Vj+1,
m∗j → m∗j+1 at the end of the segment [2]. The solution of
(1) is for zj ≤ z < zj+1 then given by
ψ (z) = Aj exp [ikj (z − zj)] +Bj exp [−ikj (z − zj)] , (2)
where kj =
√
2m∗j (E − Vj)/~ is the wavenumber (for
E < Vj , we obtain kj = iκj = i
√
2m∗j (Vj − E)/~) [2].
The matching conditions for the wavefunction at the potential
step read
ψ (z0+) = ψ (z0−) ,
[∂zψ (z0+)] /m
∗ (z0+) = [∂zψ (z0−)] /m∗ (z0−) , (3)
where z0+ and z0− denote the positions directly to the right
and left of the step, here located at z0 = zj+1 [4]. The
amplitudes Aj+1 and Bj+1 are related to Aj and Bj by(
Aj+1
Bj+1
)
= Tj,j+1
(
Aj
Bj
)
, (4)
with the transfer matrix
Tj,j+1 = Tj→j+1Tj (∆j)
=
(
βj+1+βj
2βj+1
eikj∆j
βj+1−βj
2βj+1
e−ikj∆j
βj+1−βj
2βj+1
eikj∆j
βj+1+βj
2βj+1
e−ikj∆j
)
. (5)
Equation (5) is the product of the transfer matrix for a flat
potential
Tj (∆j) =
(
eikj∆j 0
0 e−ikj∆j
)
, (6)
obtained from (2), and the potential step matrix
Tj→j+1 =
1
2βj+1
(
βj+1 + βj βj+1 − βj
βj+1 − βj βj+1 + βj
)
(7)
with βj = kj/m∗j , derived from (3) [4]. The relation between
the amplitudes at the left and right boundaries of the structure,
A0, B0 and AN , BN , can be obtained from(
AN
BN
)
= TN−1,NTN−2,N−1 . . . T0,1
(
A0
B0
)
=
(
T11 T12
T21 T22
)(
A0
B0
)
, (8)
where N is the total number of segments. For bound states,
this equation must be complemented by suitable boundary
conditions. One possibility is to enforce decaying solutions at
the boundaries, A0 = BN = 0, corresponding to T22 = 0
in (8), which is satisfied only for specific energies E, the
eigenenergies of the bound states [2].
For the piecewise linear potential approach (Fig. 1(b)), the
potential in each segment j is linearly interpolated, V (z) =
Vj + Vz,j (z − zj) for zj ≤ z ≤ zj +∆j = zj+1, with Vz,j =
(Vj+1 − Vj) /∆j . Equation (1) can then be solved analytically
in terms of the Airy functions Ai and Bi [2],
ψ (z) = AjAi
(
sj +
z − zj
ℓj
)
+ BjBi
(
sj +
z − zj
ℓj
)
(9)
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for zj ≤ z ≤ zj+1, with sj = (Vj − E) /εj and ℓj = εj/Vz,j ,
where εj = 3
√
~2V 2z,j/
(
2m∗j
)
. We obtain
ψj+1 = AjAi(sj + ∆j
ℓj
) + BjBi(sj + ∆j
ℓj
),
ψ′j+1 = ℓ
−1
j AjAi′(sj +
∆j
ℓj
) + ℓ−1j BjBi′(sj +
∆j
ℓj
), (10)
and
Aj = D−1j Bi′(sj)ψj −D−1j ℓjBi(sj)ψ′j ,
Bj = −D−1j Ai′(sj)ψj +D−1j ℓjAi(sj)ψ′j , (11)
with Dj = Ai(sj)Bi′(sj) − Ai′(sj)Bi(sj). Here a prime
denotes a derivative with respect to the argument of the Airy
function (for Ai′, Bi′) or the position z (in all other cases).
A position dependent effective mass is treated by assigning
a constant value to each segment j, for example m∗ (zj)
or preferably [m∗ (zj) +m∗ (zj+1)] /2 (see appendix), and
using the matching conditions (3) at the boundary between
two adjacent segments [2]. A piecewise linear interpolation
of m∗ as for the potential is not feasible, since then the
solutions of (1) cannot be expressed in terms of Airy functions
anymore. Equations (10), (11) can again be rewritten as a
matrix equation of the form (4), allowing us to treat the
quantum structure using (8) in a similar manner as described
above [2]. Interfaces introducing abrupt potential changes in
the quantum structure must be taken into account explicitly
in the Airy function approach by employing the matching
conditions (3).
B. Symmetrized matrix
In the transfer matrix approach, the amplitudes AN and BN
at the right boundary of the structure are related to the values
A0 and B0 at the left boundary by repeatedly applying the
transfer matrix. Due to the segmentation of the potential, an
error is introduced in (8) for every propagation step from a
position zj to zj+1, which is typically characterized in terms
of the local discretization error (LDE). The LDE is defined as
the difference between the exact and computed solution at a
position zj+1 obtained from a given function value at zj . In
the appendix, the LDE with respect to the amplitudes Aj and
Bj for the transfer matrix (5) is found to be O
(
∆2j
)
. It can be
improved to O (∆3j) by symmetrizing the matrix, i.e., placing
the potential step in the middle of the segment, see Fig. 1(c).
The resulting transfer matrix is then with k±j = (kj ± kj+1) /2
given by
Tj,j+1 = Tj+1
(
∆j
2
)
Tj→j+1Tj
(
∆j
2
)
=
(
βj+1+βj
2βj+1
eik
+
j
∆j βj+1−βj
2βj+1
e−ik
−
j
∆j
βj+1−βj
2βj+1
eik
−
j
∆j βj+1+βj
2βj+1
e−ik
+
j
∆j
)
, (12)
where again kj =
√
2m∗j (E − Vj)/~, βj = kj/m∗j . As in the
Airy function approach, interfaces introducing abrupt potential
changes in the quantum structure must be dealt with separately
by applying the matching conditions; here, the corresponding
transfer matrix (7) can be used.
−5 0 5 10 15
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
Position (nm)
(b)
−5 0 5 10 15
−0.2
−0.1
0
0.1
0.2
Position (nm)
Po
te
nt
ia
l (e
V)
(a)
Fig. 2. Exponential model potential with d = 10 nm and K = −1/d, used
for evaluating the accuracy of various methods. (a) Barrier. (b) Quantum well.
III. COMPARISON
The improved transfer matrix (12) can be evaluated at a
comparable computational cost as the matrix (5), but exhibits
a superior accuracy. As shown in the appendix, the local
discretization error with respect to the amplitudes Aj and Bj
is improved from O (∆2j) to O (∆3j) for arbitrary potentials
and effective masses, i.e., the same order as for the Airy
function approach, which however involves a significantly
higher computational effort.
In the following, we compare the accuracy of the different
methods for an analytically solvable model potential. Here,
polynomial test potentials are not suitable for a general dis-
cussion since their higher order derivatives identically vanish,
which can lead to an increased accuracy in such special cases.
Especially triangular or other piecewise linear potentials are
obviously inadequate since the Airy function approach then
becomes exact. Instead, we choose the exponential ansatz
V (z) = V0 + V1 exp (Kz) , (13)
0 ≤ z ≤ d (see Fig. 2), approaching a linear function for
K → 0. Such a potential can for example serve as a model for
the effective potential profile in the presence of space charges
[13], [14].
A. Position independent effective mass
For now, we assume a constant effective mass m∗. Then,
analytical solutions of the form
ψ = c1Jµ (a) + c2Yµ (a) (14)
exist for the potential (13), with constants c1 and c2. Here, Jµ
and Yµ are Bessel functions of the first and second kind, and
the parameters are given by
µ = 2
√
2m∗ (V0 − E)
~K
,
a(z) = 2
√−2m∗V1
~K
exp
(
1
2
Kz
)
. (15)
For our simulations, the different transfer matrix approaches
discussed in Section II are used to compute an overall matrix
based on (8), from which the required quantities can be
extracted. First, we investigate the barrier structure shown in
Fig. 2(a), which can be characterized in terms of a transmission
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Fig. 3. Relative error εT = |1− Tnum/T | of the numerically obtained
transmission coefficient Tnum as a function of the number of segments N .
The corresponding barrier is shown in Fig. 2(a), the effective mass is assumed
to be constant.
coefficient T , giving the tunneling probability of an electron
[4]. The unsymmetrized, symmetrized and Airy function trans-
fer matrix approaches are evaluated, based on the expressions
(5), (12) and (10), respectively; for comparison, also the
QTBM result is computed. Assuming an electron energy of
E = 0 and a constant effective mass of m∗ = 0.067me
corresponding to GaAs, where me is the electron mass, the
exact value obtained by evaluating (14) is T = 1.749× 10−4.
Fig. 3 shows the relative error εT (N) = |1− Tnum (N) /T |
as a function of N ∝ ∆−1. Here, Tnum (N) is the numerical
result for the transmission coefficient, as obtained by the
different methods for a subdivision of the structure into N
segments of equal length ∆ = d/N ∝ N−1. As can be
seen from Fig. 3, the error scales with N−1 ∝ ∆ for the
unsymmetrized transfer matrix approach and with N−2 ∝ ∆2
for the other methods. This can easily be understood by means
of the local discretization error, which is O (∆3) for the Airy
function approach and the symmetrized transfer matrix, and
O (∆2) for the unsymmetrized matrix, as discussed above
and in the appendix. When the overall transfer matrix of the
structure is computed from (8), the individual LDEs arising for
each of the N segments accumulate, thus resulting in a total
error NO (∆2) = O (∆) for the unsymmetrized approach and
NO (∆3) = O (∆2) for the other schemes.
The symmetrized transfer matrix approach and the Airy
function method are the most accurate, both exhibiting a
comparable error εT (N). However, the symmetrized matrix
approach is much more computationally efficient, being over
20 times faster than the Airy function method in our MATLAB
implementation. For a given N , the QTBM is even three times
faster than the symmetrized matrix approach, but also 40 times
less accurate, meaning that it requires
√
40 ≈ 6 times as many
grid points as the symmetrized matrix approach to achieve the
same accuracy.
Fig. (4) shows again the relative error εT , but now for
a fixed number of segments N = 1000. Instead, the shape
of the potential is modified by varying K in (13), and also
adapting V0 and V1 so that V (z) remains constant at z = 0
and z = d and only the curvature of the potential changes.
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Fig. 4. Relative error εT = |1− Tnum/T | of the numerically obtained
transmission coefficient Tnum as a function of Kd. Here, N = 1000
segments are used. The corresponding barrier is shown in Fig. 2(a), the
effective mass is assumed to be constant.
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Fig. 5. Relative error εE = |1− Enum/E| of the numerically obtained
eigenenergy Enum for the (a) first and (b) second bound state as a function
of the number of segments N . The corresponding well is shown in Fig. 2(b),
the effective mass is assumed to be constant.
The symmetrized matrix approach and the Airy function
method exhibit a superior accuracy especially for small K ,
corresponding to a weak curvature of the potential. While the
error of the unsymmetrized matrix approach and the QTBM
show only a weak dependence on K , the Airy function method
becomes exact for K → 0, where the potential becomes
piecewise linear. Interestingly, also the symmetrized transfer
matrix approach has a vanishing error εT for a specific value
of K , at Kd ≈ 0.167.
Now we apply the different numerical methods to the bound
states of the potential well shown in Fig. 2(b). Again assuming
a constant effective mass of m∗ = 0.067me, evaluation of (14)
yields two bound states with eigenvalues E1 = −0.1343eV
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and E2 = −0.0129 eV, respectively. In the following, we
compare the accuracy of the numerically found eigenenergies
Enum, as obtained by the unsymmetrized and the symmetrized
transfer matrix approach and the Airy function method, cor-
responding to the expressions (5), (12) and (10), respectively.
Here, we again divide the structure into N segments of equal
length ∆ = d/N ∝ N−1. Fig. 5 shows the relative error
εE (N) = |1− Enum (N) /E| for the first and the second
bound state as a function of N . As for the transmission
coefficient in Fig. 3, the error scales with N−1 ∝ ∆ for
the unsymmetrized matrix approach and with N−2 ∝ ∆2 for
the other methods. Again, the symmetrized matrix approach
and the Airy function method exhibit a comparable value
of εE (N), being far superior to the unsymmetrized matrix
approach.
B. Position dependent effective mass
Now we compare the accuracy of the different methods for
a position dependent effective mass m∗(z). Here, we choose
the same exponential ansatz for the potential as above, see
(13) and Fig. 2. For an effective mass of the form m∗ =
m∗0 exp (−Kz), again an analytical solution exists:
ψ = c1Jµ (a) exp (−Kz/2) + c2Yµ (a) exp (−Kz/2) , (16)
with
µ = −
√
1 + 8
m0V1
K2~2
,
a(z) = 2
√
−2m0 (V0 − E)
~K
exp
(
−1
2
Kz
)
. (17)
The transfer matrix definitions (5), (12) are also valid for
position dependent effective masses. In the Airy function
approach (10), a position dependent effective mass can be
accounted for by assuming a constant value within each
segment, as discussed at the end of Section II-A. Here, we
assign the averaged mass
(
m∗j +m
∗
j+1
)
/2 rather than m∗j
to each segment, since then the third order LDE, found for
the amplitudes A and B in the case of position independent
masses, is also preserved for the position dependent case, see
the appendix.
Fig. 6 corresponds to Fig. 3, but now for a position
dependent effective potential with m∗ = 0.2me exp (−Kz)
for 0 ≤ z ≤ d and m∗ = 0.067me otherwise. The exact
transmission coefficient for an electron with energy E = 0,
as obtained by evaluating (16), is now T = 5.376 × 10−10.
From Fig. 6 we can see that also here the error scales with
N−1 ∝ ∆ for the unsymmetrized matrix approach and with
N−2 ∝ ∆2 for the other methods, compare Fig. 3. Again, the
symmetrized matrix approach and the Airy function method
are the most accurate, with the symmetrized matrix approach
being numerically much more efficient.
For the sake of completeness, Fig. (7) is shown as the
counterpart of Fig. 4, but now taking into account a position
dependent effective mass as above. Again, the symmetrized
matrix approach and the Airy function method have a superior
accuracy especially for small values of K , corresponding to a
weak curvature of the potential.
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Fig. 6. Relative error εT = |1− Tnum/T | of the numerically obtained
transmission coefficient Tnum as a function of the number of segments N .
The corresponding barrier is shown in Fig. 2(a), the effective mass is assumed
to be position dependent.
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Fig. 7. Relative error εT = |1− Tnum/T | of the numerically obtained
transmission coefficient Tnum as a function of Kd. Here, N = 1000
segments are used. The corresponding barrier is shown in Fig. 2(a), the
effective mass is assumed to be position dependent.
IV. EXAMPLE: SCHRO¨DINGER-POISSON SOLVER
In the following, we apply the transfer matrices discussed
above to a real-world example, namely finding the wavefunc-
tions and eigenenergies of the quantum cascade laser (QCL)
structure described in [15]. The goal is to evaluate and com-
pare the performance of the different approaches for a practical
problem, and to discuss the inclusion of additional important
effects. Specifically, we here also account for energy-band
nonparabolicity, and complement the Schro¨dinger equation by
the Poisson equation to take into account space charge effects.
In practice, extensive parameter scans have to be performed
for QCL design optimization. Thus, the simulation of QCLs
calls for especially efficient methods, the more so as the self-
consistent solution of the Schro¨dinger-Poisson system results
in a further increase of the numerical effort.
In simulations, the QCL structure is defined by an infinitely
repeated elementary sequence of multiple wells and barriers
(called a period). For such a structure under bias, it is
sufficient to compute the eigenenergies and corresponding
wave functions for a single energy interval given by the bias
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across one period; the solutions of the other periods are then
obtained by appropriate shifts in position and energy. We
solve the Schro¨dinger equation using the approaches defined
by (5), (12) and (10), respectively. For all three methods, we
treat band edge discontinuities at the barrier-well interfaces
explicitly using the matching conditions (3), to obtain an
optimum accuracy. We use a simulation window of four
periods to keep the influence of the boundaries negligible,
and determine the bound states similarly as in Section III. To
combine reasonable numerical efficiency with a good accuracy,
we choose a segment length of ∆ = 2nm (the last segment
of each well or barrier is ∆ ≤ 2 nm).
Various models are available for including nonparabolic-
ity [16]; here, we use an energy dependent effective mass
m∗j (E) = m
∗
j [1 + (E − Vj) /Eg,j ] (with band gap energy
Eg,j at position zj), which can straightforwardly be imple-
mented into the transfer matrices. The Poisson equation is
given by [3], [17]
− ∂z [ǫ (z) ∂zϕ (z)] = e
[
N (z)−
∑
n
n2D,n |ψn (z)|2
]
,
(18)
leading to an additional potential -eϕ in (1). Here, ǫ (z) is the
permittivity, e is the elementary charge, N (z) is the doping
concentration, and n2D,n is the electron sheet density of level
n with wave function ψn (z). While for an operating QCL,
n2D,n can only be exactly determined by detailed carrier
transport simulations [6], this is prohibitive for design opti-
mizations of experimental QCL structures over an extended
parameter range. Thus, for solving the Schro¨dinger-Poisson
system, simpler and much faster approaches are commonly
adopted, such as applying Fermi-Dirac statistics [3], [17]
n2D,n =
m∗
π~2
kBT ln
(
1 + exp
[(
µ− E˜n
)
/ (kBT )
])
, (19)
where µ is the chemical potential, kB is the Boltzmann
constant, T is the lattice temperature, and m∗ is the effective
mass, here taken to be the value of the well material. In
(19), we use the energy of a state relative to the conduction
band edge E˜n = En −
∫
V |ψn|2 dz rather than En itself
to correctly reflect the invariance properties of the biased
structure. Especially, this ensures that the simulation results
do not depend on the choice of the elementary period in the
structure. The chemical potential µ is found from the charge
neutrality condition within one period. The Schro¨dinger and
Poisson equations are iteratively solved until self-consistency
is achieved. For the Poisson equation (18), we employ a finite
difference scheme on a 1 A˚-grid, where we use (2) and (9) to
appropriately interpolate the eigenfunctions obtained from the
Schro¨dinger solver.
Simulations of the QCL in [15] have been performed at
various temperatures, considering the seven lowest levels (i.e,
with lowest energies E˜n) within each period. In Fig. (8),
the obtained energy levels and wave functions squared of a
single period are shown for the unsymmetrized, symmetrized
and Airy function matrix approach at T = 300K, using a
segment length of ∆ = 2nm. Also the symmetrized transfer
matrix result for ∆ = 0.1 nm is plotted for reference. The
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Airy functions (2 nm)
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Fig. 8. Self-consistent band profile (grey line), energy levels and wave
functions squared for the QCL in [15] at a bias of 48 kV/cm and a
temperature of 300K. Shown are the results as obtained with the three transfer
matrix methods for ∆ = 2nm, and also the symmetrized matrix result for
∆ = 0.1 nm, which practically coincides with the symmetrized matrix and
Airy function results for ∆ = 2nm.
symmetrized matrix and Airy function results exhibit a similar
accuracy, with deviations in eigenenergies of around 0.1meV
from the high-accuracy result obtained with ∆ = 0.1nm. In
Fig. (8), those three curves are practically indistinguishable.
On the other hand, the unsymmetrized matrix method pro-
duces deviations of around 5meV. The unsymmetrized and
symmetrized matrix approach require approximately the same
computation time for obtaining the self-consistent result in
Fig. (8), while the Schro¨dinger-Poisson solver based on the
Airy functions is about 10 times slower. This confirms that the
symmetrized transfer matrix method combines high numerical
efficiency with excellent accuracy for practical applications.
V. CONCLUSION
In conclusion, we have compared the accuracy of different
transfer matrix approaches, as used for solving the effective
mass Schro¨dinger equation with an arbitrary one-dimensional
potential and a constant or position dependent effective mass.
In particular, the local discretization error has been derived for
the Airy function approach resulting from a piecewise linear
approximation of the potential, and for unsymmetrized and
symmetrized transfer matrices based on a piecewise constant
potential approximation. Furthermore, numerical simulations
have been performed to evaluate the numerical accuracy of
the different approaches for scattering and bound states, em-
ploying exponential test potentials. Comparisons to the finite
difference method, specifically the QTBM, have also been
carried out. Additionally, self-consistent Schro¨dinger-Poisson
device simulations are presented.
The symmetrized transfer matrix approach and the Airy
function method exhibit a comparable accuracy, being superior
to the other methods investigated. However, the symmetrized
matrix approach achieves this at a significantly reduced nu-
merical cost, moreover avoiding the numerical problems asso-
ciated with Airy functions. All in all, the symmetrized transfer
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and straightforwardness of its unsymmetrized counterpart with
the superior accuracy of the Airy function method.
APPENDIX A
LOCAL DISCRETIZATION ERROR
In the following, we derive the local discretization error
(LDE) for the different types of transfer matrices. In this
context, we investigate the piecewise constant potential ap-
proximation based on matrix (5) and its symmetrized version
(12), as well as the piecewise linear potential scheme (10).
As mentioned in Section II, the segments are chosen so that
band edge discontinuities in the structure coincide with the
borders between two segments, enabling an exact treatment
in terms of the matching conditions (3). Thus, for our error
analysis we imply that the potential and effective mass vary
smoothly within each segment, i.e., have a sufficient degree
of differentiability. Otherwise, no further assumptions about
the potential shape and effective mass are made. The local
discretization error for ψ at z = zj+1 is
τψj+1 = ψj+1 − ψ (zj+1) , (20)
where ψj+1 is the approximate wavefunction value at zj+1
obtained by the transfer matrix approach from a given value
ψ (zj) = ψj at zj , while ψ (zj+1) is the exact solution. For
evaluating the LDE, it is helpful to express ψ (zj+1) in terms
of a Taylor series,
ψ (zj+1) = ψj + ψ
′
j∆j +
1
2
ψ′′j∆
2
j +
1
6
ψ
(3)
j ∆
3
j
+
1
24
ψ
(4)
j ∆
4
j +O
(
∆5j
)
. (21)
Analogously, we can define an LDE for the derivative ψ′,
τψ
′
j+1 = ψ
′
j+1 − ψ′ (zj+1) , (22)
and express ψ′ (zj+1) as
ψ′ (zj+1) = ψ
′
j + ψ
′′
j∆j +
1
2
ψ
(3)
j ∆
2
j +
1
6
ψ
(4)
j ∆
3
j +O
(
∆4j
)
.
(23)
A. Piecewise constant potential approximation
Using (2), we can relate Aj and Bj to the wavefunction at
position zj ,
Aj =
1
2
(
ψj − i 1
kj
ψ′j
)
,
Bj =
1
2
(
ψj + i
1
kj
ψ′j
)
, (24)
and express the LDEs for the amplitudes A and B in terms
of τψj+1 and τ
ψ′
j+1,
τAj+1 = Aj+1 −A (zj+1) =
1
2
(
τψj+1 − i
1
kj+1
τψ
′
j+1
)
,
τBj+1 = Bj+1 −B (zj+1) =
1
2
(
τψj+1 + i
1
kj+1
τψ
′
j+1
)
. (25)
For the unsymmetrized transfer matrix, we obtain from (2)
with the expressions (4) and (5)
ψj+1 = Aj+1 +Bj+1 = exp (ikj∆j)Aj + exp (−ikj∆j)Bj ,
ψ′j+1 = ikj+1 (Aj+1 −Bj+1)
= ikj+1
βj
βj+1
[Aj exp (ikj∆j)−Bj exp (−ikj∆j)] .
(26)
For calculating the LDE, we insert the expressions (26) and
(21) into (20), where we express Aj and Bj by (24) and use
(1) to rewrite the derivatives ψ(n)j in (21) as
ψ′′j = −k2jψj +
m∗′j
m∗j
ψ′j ,
ψ
(3)
j = −
(
m∗jk
2
j
)′
m∗j
ψj − k2jψ′j +
m∗′′j
m∗j
ψ′j , (27)
with kj =
√
2m∗j (E − Vj)/~. A Taylor expansion then yields
τψj+1 = cos (kj∆j)ψj + sin (kj∆j) k
−1
j ψ
′
j
− ψj − ψ′j∆j −
1
2
ψ′′j∆
2
j −
1
6
ψ
(3)
j ∆
3
j +O
(
∆4j
)
= −1
2
m∗′j
m∗j
ψ′j∆
2
j +
1
6
((
m∗jk
2
j
)′
m∗j
ψj −
m∗′′j
m∗j
ψ′j
)
∆3j
+O (∆4j) . (28)
Analogously, by inserting the expressions (26) and (23) into
(22) we obtain
τψ
′
j+1 =
m∗j+1
m∗j
(
ψ′j cos (kj∆j)− kj sin (kj∆j)ψj
)
− ψ′j − ψ′′j∆j −
1
2
ψ
(3)
j ∆
2
j +O
(
∆3j
)
=
(
m∗j+1
m∗j
− 1− m
∗′
j
m∗j
∆j
)
ψ′j +
m∗j −m∗j+1
m∗j
k2jψj∆j
+
1
2
((
m∗jk
2
j
)′
m∗j
ψj −
m∗′′j
m∗j
ψ′j +
m∗j −m∗j+1
m∗j
k2jψ
′
j
)
∆2j
+O (∆3j)
=
((
m∗jk
2
j
)′
2m∗j
− m
∗′
j
m∗j
k2j
)
ψj∆
2
j +O
(
∆3j
)
, (29)
where we use m∗j+1 = m∗j + m∗′j ∆j + 12m
∗′′
j ∆
2
j + O
(
∆3j
)
to obtain the last line of (29). Thus, τψj+1 is O
(
∆2j
) (O (∆3j)
for a constant effective mass), and τψ′j+1 = O
(
∆2j
)
. With (25),
we see that both τAj+1 and τBj+1 are O
(
∆2j
)
.
In a similar manner, we obtain for the symmetrized matrix
(12) τψj+1 = O
(
∆3j
)
and τψ
′
j+1 = O
(
∆3j
)
. More precisely, the
calculation yields for a constant m∗
τψj+1 =
1
24
(
k2j
)′
ψj∆
3
j +O
(
∆4j
)
,
τψ
′
j+1 = −
1
12
(
k2j
)′′
ψj∆
3
j −
1
24
(
k2j
)′
ψ′j∆
3
j +O
(
∆4j
) (30)
(and a somewhat more complicated expression for a position
dependent effective mass). This means that τAj+1 and τBj+1 are
now O (∆3j).
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B. Piecewise linear potential approximation
For computing the LDEs (20) and (22) of the Airy function
approach, we proceed in a manner similar as above. Equations
(10) and (11) give the relation between values ψj , ψ′j at zj
and the numerical result ψj+1, ψ′j+1 obtained at zj+1 from
the Airy function approach:
ψj+1 =
1
Dj
[
Ai(sj +
∆j
ℓj
)Bi′(sj)−Ai′(sj)Bi(sj + ∆j
ℓj
)
]
ψj
+
ℓj
Dj
[
Ai(sj)Bi(sj +
∆j
ℓj
)−Ai(sj + ∆j
ℓj
)Bi(sj)
]
ψ′j
=
(
1 +
1
2
sj
ℓ2j
∆2j +
1
6
∆3j
ℓ3j
+
1
24
s2j
ℓ4j
∆4j
)
ψj
+
(
∆j +
1
6
sj
ℓ2j
∆3j +
1
12
∆4j
ℓ3j
)
ψ′j +O
(
∆5j
)
, (31)
ψ′j+1 =
1
Djℓj
[
Ai′(sj +
∆j
ℓj
)Bi′(sj)
−Bi′(sj + ∆j
ℓj
)Ai′(sj)
]
ψj
+
1
Dj
[
Ai(sj)Bi
′(sj +
∆j
ℓj
)−Ai′(sj + ∆j
ℓj
)Bi(sj)
]
ψ′j
=
(
sj
∆j
ℓ2j
+
1
2
1
ℓ3j
∆2j +
1
6
s2j
ℓ4j
∆3j
)
ψj
+
(
1 +
1
2
sj
ℓ2j
∆2j +
1
3
∆3j
ℓ3j
)
ψ′j +O
(
∆4j
)
, (32)
with Dj = Ai(sj)Bi′(sj) − Ai′(sj)Bi(sj). The exact results
ψ (zj+1) and ψ′ (zj+1) are again expressed by the Taylor
series expansions (21) and (23), respectively, where we rewrite
the derivatives ψ(n)j in terms of ψj and ψ′j . For a constant
effective mass, we have
ψ′′j = ℓ
−2
j sjψj ,
ψ
(3)
j = ℓ
−2
j sjψ
′
j + ℓ
−3
j
V ′j
Vz,j
ψj ,
ψ
(4)
j = ℓ
−4
j s
2
jψj + 2ℓ
−3
j
V ′j
Vz,j
ψ′j + ℓ
−3
j
V ′′j
Vz,j
ψj , (33)
with Vz,j = (Vj+1 − Vj) /∆j , and obtain with the expressions
(20), (21) and (31)
τψj+1 = ψj+1−ψ (zj+1) = −
1
24
(
k2j
)′′
ψj∆
4
j+O
(
∆5j
)
, (34)
and with (22), (23) and (32)
τψ
′
j+1 = ψ
′
j+1 − ψ′ (zj+1) = −
1
12
(
k2j
)′′
ψj∆
3
j +O
(
∆4j
)
,
(35)
where kj =
√
2m∗j (E − Vj)/~. Using (11), we can express
the LDEs for the amplitudes A and B in terms of τψj+1 and
τψ
′
j+1, and obtain τAj+1 = O
(
∆3j
)
, τBj+1 = O
(
∆3j
)
.
As described in Section II-A, a position dependent ef-
fective mass can in the Airy function approach be treated
by assuming a constant value within each segment j, e.g.,
m∗j = m
∗ (zj), and applying the matching conditions (3) at
the section boundaries [2]. The result for ψ′j+1 in (32) has
thus to be multiplied by m∗j+1/m∗j before inserting it into
(22). While τψ′j+1 is still O
(
∆3j
)
, τψj+1 drops to O
(
∆2j
)
, now
yielding τAj+1 = O
(
∆2j
)
, τBj+1 = O
(
∆2j
)
. The error analysis
also shows that τψj+1 and thus τAj+1, τBj+1 can be improved
to O (∆3j) by assigning an averaged mass (m∗j +m∗j+1) /2
rather than m∗j to each segment, and applying the matching
conditions correspondingly.
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