Abstract-Recent architectural and technological advances have led to the feasibility of a new class of massively parallel processing systems based on a fine-grain, message-passing computational model. These machines provide a new alternative for the development of fast, cost-emcient Maximum Likelihood-Expectation Maximization (ML-EM) algorithmic formulations. As an important first step in determining the potential performance benefits to be garnered from such formulations, we have developed an ML-EM algorithm suitable for the high-communications, low-memory (HCLM) execution model supported by this new class of machines. Evaluation of this algorithm indicates a normalized least-square error comparable to, or better than, that obtained via a sequential raydriven ML-EM formulation and an effective speedup in execution time (as determined via discrete-event simulation of the Pica multiprocessor system currently under development at the Georgia Institute of Technology) of well over two orders of magnitude compared to current ray-driven sequentialML-EM formulations on high-end workstations. Thus, the HCLM algorithmic formulation may provide ML-EM reconstructions within clinical time-frames.
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is the unit step function. Based on the projection-slice theorem and the derivative property of the Fourier transform, we have
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Substituting this result into (12) with p = $ . Z, (10) immediately follows.
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I. INTRODUCTION
The Maximum Likelihood-Expectation Maximization (ML-EM) algorithm has been demonstrated to be superior to the Filtered Backprojection (FBP) algorithm for the reconstruction of Positron Emission Tomography (PET) and Single-Photon Emission Computed Tomography (SPECT) medical images, both through simulation studies [1]- [2] and through clinical trials focusing on accurate lesion detection from patient data [3] . Unfortunately, the use of the ML-EM algorithm within the clinical environment has been thwarted by the large computational time and memory requirements involved in its implementation; leaving the FBP algorithm as the method of choice in clinical studies. This situation has led to numerous research efforts directed toward the development of efficient ML-EM algorithmic formulations targeting a variety of computational platforms, with particular effort being geared toward parallel processing systems [41-[91.
The parallel implementations that have been put forth to date differ not only in structure, but also in the data-sets targeted. Coarse-grain implementations of the ML-EM have typically targeted the large data-sets encountered in PET (e.g., 256 x 256, 120 views) [4] - [6] . Fine-grain ML-EM algorithmic formulations, on the other hand, have particularly targeted the smaller SPECT data-sets (e.g., 64 x 64, 96 views), due to the low-memory per node present in commercially available massively parallel systems [7] - [9] . If large data-sets are targeted (e.g.. PET), a major factor influencing the CosUperformance metric is the computatiodcommunication ratio achieved by the algorithmic formulation. In coarse-grain systems this ratio is maximized through the use of large local processor memories and through the development of efficient data and task partitioning schemes [6] ; unfortunately, the large imbalance between storage and computational resources in these machines effectively constrains the overall cost/performance levels that can be achieved, as a large portion of the hardware cost is attributed to the sequentially accessed memory resource and performance is limited by the inability to exploit very fine-levels of parallelism. In fine-grain systems, on the other hand, cost/performance is limited by the small amount of memory available per processing node, by limited interprocessor communication throughput, and by the SIMD (single instructionmultiple data) computational model commonly employed. In these systems high performance levels can be obtained for small datasets [7] -[SI, but scaling the algorithmic implementations without an ensuing scaling of the machine resources does not provide added parallelism (e.g., virtualprocessors could be employed, but this would not permit additional parallelism to be exploited). Thus, while very good performance levels can be achieved through both fine-grain and coarse-grain parallel implementations, the execution model employed by current systems constrains cost/performance. This situation can be potentially improved through the use of a new class of parallel architectures that are based on a fine-grain, message-passing MIMD (multiple instruction-multiple data) computational model.
Fine-grain, message-passing systems target a highcommunications, low-memory (HCLM) execution model. The driving force of these systems is the desire to exploit higher levels of parallelism than are currently possible from fine-grain SIMD systems, while minimizing the memory and communication costs associated with coarse-grain MIMD systems. The architectural and technological issues that enable this type of system to be implemented are advances in system architectures (low latency routing protocols, primitive architectural mechanisms for high-throughput operation, and latency-hiding mechanisms) and advances in electronic and optoelectronic interconnection and packaging technologies (highdensity, high-bandwidth interconnection networks). Example fine-grain, message-passing systems include the MIT J-Machine [lo] (for which a prototype exists) and the Pica multiprocessor system [ 111 (currently under development at the Georgia Institute of Technology).
The purpose of this paper is to assess the potential performance benefits that can be obtained through HCLM ML-EM algorithmic formulations. In Section 11, the iterative ML-EM update equation is recast into an operator-based representation that is more suitable to a communications-intensive algorithmic implementation. The actual parallelization of the operator-based equation for PET data-sets (with particular attention given to task and data partitioning) is discussed in Section 111 and the computational performance of the algorithm, as determined via a set of simulation tools developed for the Pica multiprocessor, is discussed in Section IV. A summary is presented in Section V.
OPERATOR-BASED ML-EM ALGORITHM
The ML-EM algorithm attempts to reconstruct the radionuclide density distribution of a patient from projection data produced by the decay of an injected radiotracer. Note that if only geometric factors are considered, the p ( b , t ) values in (1) correspond to the length of intersection between ii ray (within a tube) and a box. This leads to the recognition that (assuming an ideal psf and neglecting random coincidences and scatter)i the ML-EM algorithm can be reduced to a series of simple summation (projection) and replication (backprojection) operations, provided the X and p arrays are rotated so that they are aligned with the prcljection bins. Thus, we recast (1) into the operator-based equation where we have introduced three vector operators: RQ, Bt , and Pt. RR is a rotation operator that rotates an N x N array by the specified angle 8, Bt is a backprojection operator which replicates each element of a column vector of length N across the corresponding row of an N x N array, and Pt is a projection operator that calculates the ray-sum of an N x N array on a row-by-row basis.
The operator-based representation of the ML-EM update equation is highly suitable for fine-grain parallelization, as not only are the memory requirements of the ML-EM reduced by the absorption of the p ( b , t ) values by the rotation operation, but the highly modularized representation of (2), leads to self-contained operations that can be parallelized at a very fine level of granularity. The feasibility of such a fine-grained implementation of the ML-EM, however, is highly dependent on the accuracy of the rotation operator. While good rotations can be obtained through a variety of interpolation algorithms [12] , the need to balance processor and communication throughputs under the targeted HCLM execution model favors a rotation scheme where each pixel in the nonrotated image is treated as being composed of a block of U sub-pixels, each with value equal to l/U of the original. The upsampled image can then be rotated directly (using nearest-neighbor interpolation in the calculation of rotated coordinates) and then down-sampled by simply summing the f i x f i sub-pixel blocks that constitute a single pixel of the image.
The higher the upsample value, the higher the quality of the rotation operation and hence, the higher the quality of image reconstruction.
The operator-based (U = 4) ML-EM reconstruction of a noiseless 256 x 256 Shepp-Logan head phantom from analytically generated sinogram data (120 projections over 180") is shown in Fig. 1 . The normalized least-square error of the reconstructed image is plotted in Fig. 2 , where the operator-based ML-EM formulation is compared to a sequential ray-driven ML-EM implementation and to reconstruction via the FBP algorithm. Note that even for the low upsample value U = 4, the operator-based algorithm yields an error comparable to that attained via the ray-driven implementation. The qualitative error difference between the two algorithms is negligible.
PARALLELEATION
The operator-based ML-EM equation exhibits various levels of potential parallelism. At the highest level we can exploit parallelism by reconstructing multiple slices of a PET data-set simultaneously. Exploiting parallelism at the slice level requires that the algorithmic formulation be distributed among a minimal number of processing elements (PE's) while preserving a close to optimal balance in the utilization of memory, communication, and computational resources, as this would allow the largest possible number of slices to be reconstructed on a given machine size. The backprojection and projection operations can also be parallelized by pipelining the processing across view angles. This can be performed by dividing the task of evaluating (2) among two different sets of PE's, appropriately denoted as the Projection PE's (P-PE's) and Backprojection PE's (B-PE's), and letting them collaborate in time-offset fashion, as will be discussed. Finally, the rotation operation can be parallelized by distributing the X and /? arrays across various processors and having them cooperate in the physical rotation of the array through messagepassing. We seek to exploit all these levels of parallelism in our HCLM formulation. To guide the development of the formulation (task and data partitioning) we focus on a typical PET data-set of 21 slices of 256 x 256 pixels with data collected over 120 views. Before proceeding, it is important to note that our algorithmic formulation differs from that of previous coarse-grain implementations in that the main objective is to balance the granularity of tasks with the memory and communication capabilities of the system, rather than to minimize the latency associated with individual messages. The design also differs from previous fine-grain SIMD implementations in that the message-passing MIMD computational model employed allows us to exploit finer levels of parallelism, while operating on larger data-sets.
The parallelization of (2) can be performed as follows. Since the projection and backprojection operations work on individual rows of appropriately aligned (rotated) arrays, the most natural way to distribute the data arrays among PE's is in a row-wise manner (an alternative block-wise partitioning scheme is discussed later). In order to pipeline the projection and backprojection operations and to subscribe to the low-memory per node constraint, data allocation is such that the P-PE's are allocated one row each of the 256 x 256 AI, The row-wise task and data partitioning scheme results in very low-memory per node requirements and a high utilization of computational and communication resources. Computational and communication resources are particularly stressed by the rotation operation, since the projection and backprojection tasks are simple once the appropriate arrays are aligned to the particular view angle being processed (a result of row-wise data partitioning). The rotation operation is based on axis transformations over the X (P-PE) or /5' (B-PE) arrays (computation) and on remote-memory accesses of pixels from the nonrotated arrays (communication).
While the row-wise partitioning scheme provides a very elegant pardelized implementation, the overall efficiency with which processing resources are used is limited by load imbalances. That is, under this partitioning scheme, the amount of work and the number of pixel requests and replies a given PE will generate depends not only on the view angle being processed, but also on the row of the array assigned to the PE. PE's in charge of rows in the middle of the array will have a substantially larger amount of work to perform than those in charge of the outer rows of the array, since only a fraction of the pixels near the edges fall within the circular field of view. This problem can be alleviated by employing an alternative blockwise partitioning scheme, where each PE is assigned an N' x 1V' sub-block of the array to be rotated, rather than an entire row of the array. In t h i s scheme, each P-PE is responsible for calculating a partial projection value for each of its N' assigned rows. In a pipelined fashion, each 3-PE is then be responsible for gathering the partial projections and adding them together before proceeding with scaling the assigned detector-count values. The resulting number of active pixels (i.e., pixels within the circular field of view) assigned to each PE under both the row-wise and block-wise partitioning schemes is shown in Fig. 3 . Note that while the block-wise partitioning scheme serves to better balance the computational load for each view angle, it does not minimize load imbalances experienced during any one Active pixels assigned per processing elements: (a) row-wise partiparticular view angle. However, balancing the amount of processing each PE performs across a particular view angle would require a less regular data partitioning strategy that would ultimately decrease performance, since extra synchronization events would arise in the computation of the projection and backprojection operations.
IV. SIMULATED MACHINE PERFORMANCE EVALUATION
To evaluate the performance benefits of the HCLM parallelized implementation of the operator-based ML-EM algorithmic formulation, a version of the algorithm was coded using the instruction set architecture (ISA) of the Pica multiprocessor. The Pica multiprocessor is to consist of 4096 PE's, each employing a custom Reduced Instruction Set Computer (RISC) architecture and 4Kwords of local memory (divided into 256 contexts of 16 words each). The complexity of each PE is such that multiple PE's may be implementeld on a single chip (four in the initial prototype). The RISC node architecture is designed to provide low-cost synchronization, storage management, task-management, and latency-hiding mechanisms suitable to the HCLM execution model employed. High-bandwidth interprocessor communications are provided by a through-wafer optical interconnection scheme that permits an elegant implementation of the offsetcube interconnection topology [ 131. The optoelectronic network is expected to provide an aggregate U 0 bandwidth o f 800 Gb/s, while allowing the 4096 PE system to be implemented in a cube 10 cm on a side.
Performance measures for the Pica implementation were obtained via discrete-event simulation and metering tools that allow an arbitrarily configured Pica system to be emulated on a single-processor highperformance workstation and permit a detailed monitoring of the state of the simulated system. Among the metrics and statistics monitored are task run and wait times, dynamic context storage life-spans, message lengths, message life-spans, number of messages, context cache hit rates, and dynamic instruction utilization. The simulator effectively models a Pica node via its ISA, while it models the interactions between nodes by time-stamping all messages injected into the network and delaying their appearance at a destination queue by a time corresponding to the appropriate topological distance function of the network configuration employed. The performance results obtained through simulation can be deemed as representative of the results expected from the actual physical machine provided the message traffic generated during parallel program execution is shown to be below network saturation. Therefore, to validate our results, the message trace file generated by the instruction-level simulator was fed to a flow-control-digit level simulator of Pica's offset-cube network. The results indicated that the normalized latency (i.e., the ratio of the number of cycles it takes a message to reach its destination under the loaded and unloaded network conditions) for both partitioning schemes is near unity, indicating that the message traffic produced during execution is indeed well below network saturation.
The overall performance of the HCLM ML-EM formulation was evaluated for the reconstruction of a 256 x 256 PET image from sinogram data acquired across 120 angles; an upsample value of U = 4 was used. A summary of the results for the row-wise and block-wise partitioning schemes is provided in Table I . While the average number of tasks performed per PE (and consequently the average number of messages generated per PE) is very similar for both partitioning schemes (-21 3 000 tasks), the more load-balanced block-wise partitioning implementation yielded a higher concurrency level and lower execution time. The block-wise partitioning scheme gave a 15% higher concurrency and 35.4% lower execution time than the row-wise partitioning scheme. The low average length of the generated messages (2.50 words) and the low average task run time (-52 cycles) are significant, since high message traffic for small, ephemeral tasks is the hallmark of fine-grain, messagepassing architectures tailored for a HCLM execution model. For both partitioning schemes an average of -40 contexts were dynamically allocated during program execution (about 15% of the total number of contexts available per PE). The low number of context allocations indicates that the memory available per PE did not constrain the algorithmic implementation. The average message injection rate and the average message length translate to an average requirement of 60 Mb/s (row-wise partitioning) and 90 Mb/s (block-wise partitioning) of YO bandwidth per PE. During the 90" rotation, however, the average I/O requirements increase to 115 Mb/s and 160 Mb/s for the row-wise and block-wise partitioning schemes, respectively, since all pixels map within the square processing array, resulting in a higher number of messages being injected during the rotational stage, while the number of execution cycles increases only slightly as compared to other angles. (Note that for each angle a PE must calculate the rotated coordinates for all the pixels in it's domain before it can determine whether or not the pixel falls within the circular field of view). The average latency (and normalized latency) experienced by any particular message in traveling from its source to its destination was -6% longer for the row-wise partitioning case; a result of the more uniformly distributed traffic patterns achieved via block-wise partitioning.
The simulated performance results can be used to project the time it would take the physical Pica multiprocessor to reconstruct the clinically-sized PET data-set studied above. Using the fact that up to 8 slices of the data-set can be simultaneously reconstructed (Pica consists of 4096 PE's, and only 512 are required in the reconstruction of one slice), the processing of 32 iterations of the 256 x 256 x 120 views x 21 slice PET data-set is expected to take approximately 23 seconds if block-wise partitioning is used, or 44 seconds if rowwise partitioning is employed (based on 50 M I P S computational throughput of each PE). These execution times translate to a total speedup of over two orders of magnitude (645 for block-wise partitioning) compared to a workstation-based ray-driven ML-EM formulation. The extrapolation to the processing of multiple slices is valid since our algorithmic formulation maps to two 256-PE processing layers, permitting multiple slices to be reconstructed by simply mapping them to other pairs of processing layers. Since no link resources are shared between the processors evaluating different slices, no penalty is paid in terms of network loading. The extension of the HCLM ML-EM formulation to other upsample values and/or image sizes follows readily, with varying impact on the overall performance that can be achieved. A detailed discussion of these issues and possible extensions of the algorithm to encompass SPECT data-sets can be found in [14] .
V. SUMMARY
We have presented and evaluated a highly-parallelized version of the ML-EM algorithm suitable for emerging fine-grain, messagepassing multiprocessors. The algorithmic formulation (under two different task and data partitioning schemes) exploits three different levels of parallelism: multiple slices being reconstructed simultaneously, projection and backprojection operations being pipelined, and the rotation operation being cast in a very fine level of parallelism. Simulation results obtained via an instruction-level simulator for a representative system (the Pica multiprocessor) reveal that PET image reconstructions for 21 slices of a 256 x 120 sinogram data-set can be obtained in less than a minute, which represents over two orders of magnitude speedup compared to current sequential implementations of a ray-driven ML-EM algorithm. Thus, the HCLM ML-EM formulation presented and the simulations performed indicate that fine-grain, message-passing MIMD architectures provide an excellent platform for the incorporation of ML-EM reconstructions into the clinical environment.
