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Abstract 
The use of physics-based wave propagation predictions requires a considerable time 
commitment, a high level of expertise and extensive climate and reef data that are not always 
available when undertaking planning for management of coasts and coral reef ecosystems. 
Bayesian belief networks (BBNs) have at least three attributes that make them an excellent 
choice to communicate physics-based wave model predictions. First, BBNs subsume 
thousands of predictions to provide probabilistic outcomes. Second, by using prior 
probabilities, a practitioner can still obtain predictions of wave outcomes even when their 
knowledge of input parameters is incomplete. Third, BBNs can propagate evidence from 
outputs to inputs, which can be used to identify input conditions that are most likely to 
deliver a chosen outcome. These three attributes are tested and found to hold for a BBN 
developed for this purpose. 
Graphical Abstract 
 
Highlights 
• A database of predicted wave conditions can be clearly communicated with a BBN 
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• The BBN can include uncertainty and allows from output to input 
• The BBN can include uncertainty and propagating evidence from outputs to inputs 
Keywords 
Bayesian belief networks, SWAN, physics-based wave modelling, communication, end user 
Software 
Physics-based wave model predictions using SWAN 40.85 (www.swan.tudelft.nl) 
Bayesian belief network calculations used Netica 5.18 (www.norsys.com) 
1 Introduction 
Wind and swell waves have been demonstrated to be physical drivers of coastlines and coral 
reefs (Barry and Dayton, 1991, p289-290; World Bank, 2016). These reefs, in turn, provide 
coastal protection services to coastal communities as they absorb wave energy either through 
triggering wave breaking or through drag and frictional dissipation. Managing these 
protection services under various reef stresses (e.g., fishing, tourism, sea level rise, ocean 
chemistry changes) has led researchers to apply process-based wave models, such as Baldock 
et al. (2015); Baldock et al. (2014a); Baldock et al. (2014b); Hoeke et al. (2011); Saunders et 
al. (2014); Storlazzi et al. (2011); Vitousek et al. (2007), to name just a few. Using process-
based wave models has been justified for regions in which shallow water propagation effects 
are significant (Callaghan et al., 2015) with Callaghan et al. (2010) pointing out that different 
conclusions were possible between fetch and process-based wave models. Callaghan et al. 
(2010) found process-based model results agree with field observations. 
 
It should be noted that the protection provided by coral reefs from waves is often overstated. 
For example, waves were able to propagate across a coral reef at Niue and then up a 22 m 
vertical cliff to remove all the buildings in Alofi (Callaghan et al., 2006). This coral shelf, at 
least for everyday waves, dissipates ocean waves well before the cliff. That is, wave breaking 
operates differently at this site for a significant wave height of 2 m compared to 15 m. 
Nevertheless, protection services are provided by coral reefs under non-extreme and 
potentially some extreme conditions. 
 
Physics-based wave model applications for coastal protection services have the potential to 
help inform coastal and coral reef management in regions in which detail wave modelling is, 
at this stage, unavailable. For example, Baldock et al. (2014a) took results from one-
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dimensional physics-based wave model built with Simulating WAves Nearshore (SWAN, 
Booij et al., 1999; Holthuijsen, 2007; Ris et al., 1999). It demonstrated impacts on wave 
height, near-bed velocities and forces onto corals as the sea level rises. These impacts were 
assessed for significant wave heights of 0.5 m (average climate) and 3 m (cyclonic 
conditions). While coastal managers are able to access this journal article and use figures 
contained therein, it remains deterministic and at a particular level of forcing (i.e., average or 
cyclonic conditions). For example, if you know reef width and roughness, but not depth and 
offshore wave forcing, using it for planning becomes difficult, as uncertainties are large. 
While there are various reports containing more extensive sets of predictions than journal 
articles, considerable time commitment, a high level of expertise and extensive climate and 
coral reef data are required to take advantage of them. The underlying physics-based wave 
model prediction database could be released; however, using such a database also requires 
high levels of expertise in informatics (results are in 540 netCDF files totalling 17 GB, 
containing 220,320 simulations with ca 20 billion predictions). Assuming this expertise is 
available, there remains missing data, as previously discussed. It is potentially possible to 
overcome these barriers with Bayesian belief networks in addition to generating other results 
using the BBN model developed. Bayesian belief networks have three key features for 
communicating the wave conditions within a database of predictions developed using a 
physics-based wave model: brevity (data reduction), a probabilistic framework and 
propagating evidence from outputs to inputs. These features are discussed further. 
 
Brevity in communication is achieved through the conversion of physics-based wave model 
simulations into probabilistic outcomes that are easily accessible through a simple graphical 
user interface. This allows the user to access the results of potentially hundreds of hours of 
high performance computing instantaneously. Missing data are handled by using other 
evidence, judgment or, assuming a uniform distribution when nothing is known. 
Consequently, variables dependent on variables with missing data will include more 
uncertainty. End users can propagate information through a Bayesian belief network either 
from inputs to outputs or outputs to inputs. Propagating from output to input allows end users 
to highlight key input or inputs that lead to a particular outcome (e.g., under which 
circumstances is it most likely to maintain low wave heights given a moderately fast rate of 
sea level rise).  
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While applying Bayesian belief networks to outputs of a physics-based wave model 
prediction database may be new, their use in coral reefs is extensive. For example, Ban et al. 
(2014), Franco et al. (2016) and Shenton et al. (2010) modelled coral reef interactions with 
tropical cyclones, climate forcing and catchment run-off and Renken and Mumby (2009), 
Krug et al. (2013) and Gilby et al. (2016) for non-physical stressors of coral reefs. Pérez-
Miñana (2016) indicated it is suitable in ecosystem services modelling with specific 
recommendations by Kuhnert and Hayes (2009). 
 
The research question addressed is: can a Bayesian belief network be used to estimate 
probabilities similar to those estimated from probability theory and a physics-based wave 
model prediction database? If so, then using the Bayesian belief networks as a means to 
communicate these wave predictions may well be helpful to coastal and coral reef planners in 
developing countries (non-expert end-users). 
 
This article provides background information on Bayesian belief networks, key details of the 
physics-based wave prediction database from Baldock et al. (2014a), and details of the 
Bayesian belief network structure built (section 2). Section 3 assesses training algorithms by 
comparing probability predictions with those calculated using wave prediction database for 
beach toe significant wave height distribution, predictive inference and diagnostic inference. 
Section 4 discusses using Bayesian belief network probabilities estimations (either predictive 
inference and diagnostic inference) and how these are beneficial for coral reef and coastal 
planners in developing countries. This article finishes with a brief summary of findings 
(section 5). 
2 Methods 
Bayesian belief networks enable users to model the body of knowledge in a given area by 
mapping cause-and-effect relations among key variables. It has two components: qualitative 
component: a directed acyclic graph (DAG) and a quantitative component: priors for nodes 
with no parents and conditional distributions for nodes with parents. The DAG corresponds to 
the factorization of the Joint Probability Distribution over the set of all the variables Russell, 
2003 #3712`, pp462-519;Kim, 1983 #3829;Pearl, 1988 #3828`, pp42-71 & 116-133}. The 
graphical structure captures cause-and-effect knowledge (or assumptions) and forms a 
probabilistic description that quantifies relationships between variables in the network. In this 
graphical depiction, variables are symbolised by nodes (A, B, .., G, Figure 1) and dependence 
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between two variables by an arrow pointing from the cause variable to the effect variable. For 
the probabilistic description, each node in a BBN's DAG represents the probability 
distribution of a set of mutually exclusive outcomes. Variables with no parents are described 
using prior probabilities. The probability distributions of the remaining variables are 
estimated using conditional probabilities and applying the Bayes theorem (Figure 1). 
Variables within a structure include but are not limited to discrete (or categorical), 
continuous, discretised continuous or ranked. A discrete and discretised continuous variable 
have an exhaustive and mutually exclusive set of outcomes or states. 
 
 
Figure 1. A BBN graphical structure, nodes (A,B,...,G) represent random variables. An arc 
between two nodes (e.g. C to G) indicate that C “causes” G. 
 
The marginal and conditional probability distributions represented by a graphical structure 
can be estimated using a range of sources, for example: expert experience, laboratory 
experimental measurements or field measurements. In this article, we assign marginal and 
conditional probabilities using the wave propagation model output from Baldock et al. 
(2014a), referred to as the wave prediction database. Baldock et al. (2014a) applied a physics-
based wave model for water waves between 2 and 20 second period propagating over an 
idealised barrier reef-lagoon system. The physics-based wave model that Baldock et al. 
(2014a) applied was SWAN, standing for Simulating WAves Nearshore. SWAN has 
previously been applied to simulate wave propagation over a range of coral reefs (Hamylton 
et al., 2013; Ortiz et al., 2016; Saunders et al., 2014; Storlazzi et al., 2011; Vitousek et al., 
2007). It has been extensively tested by Ris et al. (1999) in a wide variety of nearshore 
environments, and further extended for use in shallow water environments by van der 
Westhuysen (2010). For a comprehensive treatment on wind and swell wave generation, 
propagation and dissipation physical processes and modelling using SWAN, see Holthuijsen 
(2007). Baldock et al. (2014a) argue that insights on sea level rise impacts on coral reef 
ecosystem hydrodynamics are possible by modelling an idealised one-dimensional system 
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(Figure 2 and Table 1) based on reef geometries that are representative of reefs worldwide 
including those within the Great Barrier Reef (GBR). 
 
Figure 2. Idealised reef ecosystem profiles used by Baldock et al. (2014a). The geometry and 
forcing varied by Baldock et al. (2014a) is shown in red and green respectively with beach 
toe significant wave heights, shown in purple, predicted by their physics-based wave model. 
SWL is still water level and 1:2 and 1:10 are slopes with 1 vertical unit to 2 or 10 horizontal 
units of length. After figure 1 of Baldock et al. (2014a), page 157. 
 
Baldock et al. (2014a) varied the geometry and forcing from wind and swell waves (Table 1) 
as follows: smooth or rough reefs, reef top depths between 0.5 m and 3 m, reef top widths 
between 50 m and 1200 m, lagoon depths between 5 m and 20 m and lagoon lengths between 
50 m and 2000 m. They varied the forcing with mean water level rise between zero and 1 m, 
onshore wind speed between zero and 20 m/s (gale, on the Beaufort Scale), and offshore 
significant wave height between 0.3 m and 3 m (Table 1). The physics-based wave model, 
SWAN, was run for each combination of these geometry and forcing variables, leading to 
103,680 runs. These SWAN runs include: the physical process of wave shoaling, mean water 
level setup (wave setup), wave generation by wind and wave dissipation by depth limited 
wave breaking, white capping, drag on corals and bottom friction. SWAN outputs waves 
across the reef ecosystem, and we are focused on beach toe significant wave height in this 
article. Combining geometry, forcing and beach toe significant wave height variables 
comprise the wave prediction database. 
 
All variables of the wave prediction database (Table 1) are for continuous quantities and were 
discretised (Table 1) as follows. For marginal distributions (first eight variables in Table 1), 
discretisation was done around the database values of each variable, with one value in each 
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discrete range, leading to uniform marginal distributions when probabilities are estimated 
from this database. This approach maximises database usefulness in the BBN training with 
one database record for every combination of discretised input variables. Site-specific 
information can be included post training as demonstrated in the discussion section. The 
beach toe significant wave height was discretised into five states suitable for coastal and reef 
planning and have approximately equal probabilities when trained using the wave prediction 
database developed by Baldock et al. (2014a). The range for each state was selected centrally 
between database values. Additionally, for the lower and upper limits of the database 
variables, an additional amount was included to indicate what is reasonable related to the 
database value. For example, for the lowest offshore wave height in the database of 0.3 m, it 
is reasonable to suggest this is representative of wave heights from 0.25 m to 0.4 (halfway to 
the next database value of 0.5 m). These additional amounts will potentially vary between 
different wave modellers as it is a subjective assessment.  
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Table 1. Variables used in the physics-based wave model developed by Baldock et al. (2014a) 
and their discretisation for use in the Bayesian belief network. Significant wave height is the 
mean wave height of the highest third of the waves (Dean and Dalrymple, 1991, pp 188-193), 
commonly applied characterisation of natural waves and see Figure 2 for remaining variable 
definitions. 
Variable Name and unit Value 
contained in 
the database 
Physics-
based wave 
model 
variable 
type 
Each continuous variable 
discretised to the following 
states 
Offshore significant 
wave height* [m] 
0.3, 0.5, 0.75, 
1, 1.25, 1.5, 
1.75 & 2 
Input 0.25 to 0.4, 0.4 to 0.625 
0.625 to 0.875, 0.875 to 1.125 
1.125 to 1.375, 1.375 to 1.625 
1.625 to 1.875 & 1.875 to 
2.125 
Nikuradse reef 
roughness [m] 
0.04 (smooth) 
& 0.1 (rough) 
Input smooth = 0.04 
rough = 0.1 
Sea level rise (SLR) 
[m] 
0, 0.25, 0.5 & 
1 
Input 0 to 0.125, 0.125 to 0.375, 
0.375 to 0.75 & 0.75 to 1.25 
Reef top depth (w/o 
SLR) [m] 
0.5, 1, 1.5, 2, 
2.5 & 3 
Input 0 to 0.75, 0.75 to 1.25, 1.25 to 
1.75, 1.75 to 2.25, 2.25 to 2.75 
& 2.75 to 3.25 
Reef top width [m] 50, 100, 200, 
400, 800 & 
1200 
Input 25 to 75, 75 to 150, 150 to 300, 
300 to 600, 600 to 1000 & 
1000 to 1400 
Lagoon depth (w/o 
SLR) [m] 
5, 10 & 20  Input 2.5 to 7.5, 7.5 to 15 & 15 to 25 
Lagoon length [m] 50, 200, 400, 
1000 & 2000 
Input 25 to 125, 125 to 300, 300 to 
700, 700 to 1500 & 1500 to 
3000 
Onshore wind speed 
[m/s] 
0, 10 & 20 Input 0 to 7.5, 7.5 to 15 & 15 to 22.5 
Beach toe “significant 
wave height”* [m] 
Main output Output 0 to 0.4, 0.4 to 0.6, 0.6 to 0.8, 
0.8 to 1.1 & 1.1 to 2.4 
 
A Bayesian belief network was structured to link all geometry and forcing variables directly 
to a single outcome of “Beach toe significant wave height” (figure 3). For the eight marginal 
distributions (variables labelled ‘input’ in Table 1 or variables that have no incoming arrows 
in figure 3) and their adopted discretisation (Table 1), this lead to 
8 2 4 6 6 3 5 3 103,680× × × × × × × =  entries in the conditional probability table for beach toe 
significant wave height. The wave prediction database has one beach toe significant wave 
height outcome for each entry of this conditional probability table. A case file was prepared 
with continuous variables except for reef roughness that was discretised manually into 
smooth or rough. Consequently, the Bayesian belief network nodes within Netica are type 
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“nature” and “continuous” for all variables except reef roughness, which is “discrete”. All 
continuous nodes used “discretization” and there are no equations or delays or any other 
changes to Netica default property values. 
 
Figure 3. A Bayesian belief network structure with all wave propagation model inputs (Table 
1) linked to an output of this same model (beach toe significant wave height). 
 
All marginal and one conditional probability tables were populated using counting, 
expectation-maximization and gradient descent learning algorithms (Russell and Norvig, 
2003). These training algorithms were applied with uniform prior marginal and conditional 
distributions and the degree weighting used by Netica was increased until learnt marginal and 
condition probability tables were no longer dependent on its value. The Bayesian belief 
network estimated probabilities were then assessed by comparing them to probabilities 
estimated using probability theory and the wave prediction database. These probabilities are 
determined by counting the relevant number of cases contained in the wave prediction 
database. For example, the conditional probability of the beach toe significant wave height 
being between 0.6 m and 0.8 m given offshore significant wave height being between 
1.125 m and 1.375 m involves 12,960 database entities, of which 2,360 cases have beach toe 
significant wave heights between 0.6 m and 0.8 m, leading to a probability of 2360/12960 or 
18.2%. For the outcome variable distribution, each discrete range probability was obtained by 
counting cases within each range and then dividing through by the total number of cases. For 
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example, there are 19,587 cases in the discretised range 0 to 0.4 m for beach toe significant 
wave height, and the total number of cases is 103,680, leading to a probability of 
19587/103680 or 18.9%. 
 
 
3 Results 
A Bayesian belief network that takes reef, wave and wind parameters (Table 1) and links to 
beach toe significant wave height (Figure 4) was trained using the wave prediction databased 
developed by Baldock et al. (2014a). To ensure the beach toe significant wave height 
conditional probability table was independent of degree weighting, degree weighting was 
increased until each probability within this table was stable to six significant figures. The 
counting learning algorithm required a degree weighting to be greater than or equal to 106, 
with learning taking less than two seconds. Training using expectation-maximization required 
degree weighting greater than or equal to 10 and took ca 10 minutes. Training using gradient 
descent learning algorithm required degree weighting greater than or equal to 2 and took ca 
an hour. The conditional probabilities for beach toe significant wave height obtained by 
counting and expectation-maximization learning algorithms are indistinguishable, to six 
significant figures (see electronic files) and their posterior probabilities is also 
indistinguishable. There are minor differences between either counting or expectation-
maximization learning algorithms or gradient descent learning algorithm (see electronic files 
and Figure 4). The posterior probabilities for beach toe significant wave height (table 2) 
match, to three significant figures, between counting and expectation-maximization and 
probabilities estimated through probability theory and the wave prediction database, while 
there are minor differences in models resulting from these two learning algorithms and 
gradient descent learning algorithm.   
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Figure 4. A Bayesian belief network with marginal and conditional probability distributions, 
trained using the wave prediction database developed by Baldock et al. (2014a). Left panel, 
probabilities obtained from counting and expectation-maximization learning algorithms 
(both algorithms estimates are numerically the same to 6 significant figures, see electronic 
files). Right panel, gradient descent algorithm. 
 
Table 2. Comparison of probabilities derived from the wave prediction database and that 
predicted by the Bayesian belief network using three different learning algorithms for “beach 
toe significant wave height”. 
Beach toe 
wave height 
[m] 
Physics-based 
wave model 
derived 
probabilities 
[%] 
Bayesian belief network probabilities [%] 
Counting 
(degree 106, 
with 
learning 
completed 
in less than 
2 seconds) 
Expectation-
Maximization 
(degree 10, 
with learning 
completed in 
10 minutes) 
Gradient Descent 
(degree 2, with learning 
completed in an hour) 
0 to 0.4 18.9 18.9 18.9 18.4 
0.4 to 0.6 19.9 19.9 19.9 19.4 
0.6 to 0.8 18.9 18.9 18.9 19.2 
0.8 to 1.1 22.5 22.5 22.5 22.9 
1.1 to 2.4 19.9 19.9 19.9 20.1 
Standard deviation of the 
differences between the 
Bayesian belief network 
probabilities and those 
derived from the wave 
prediction database 
– – 0.4% 
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A comparison between the probability distributions derived from the results of the Bayesian 
belief network and the wave prediction database was used to assess the effectiveness of the 
different learning algorithms. Using the beach toe significant wave height as the output 
variable of interest, this was done as follows: 
i)  For a particular variable, the Bayesian belief network was instantiated for each discrete 
range for the continuous variables (or each input for the discrete variables), in turn, with 
all other input variables remaining uniformly distributed. For example, figure 5 (left panel) 
shows an instantiation of the offshore significant wave height set to between 0.25 to 0.4 m, 
with all other input variables uniformly distributed. This procedure was repeated for all 
eight input variables, leading to 37 different predictions of the beach toe significant wave 
height distribution from the Bayesian belief network, with one example shown in the left 
panel of figure 5. 
ii)  These predicted distributions from the Bayesian belief network were then compared to 
those determined directly from the wave prediction database (Figure 6).  Figure 6 is 
constructed as follows. From left to right, the panels in figure 6 correspond to the 
distributions derived from the wave prediction database, and then the predictions from the 
Bayesian belief network, trained using counting, expectation-maximization and gradient 
descent learning algorithms, respectively. The rows of panels show results obtained in step 
i) for all the different input variables, which are, from top to bottom row, offshore 
significant wave height, reef roughness, reef top depth, reef top width, sea level rise, 
onshore wind speed, lagoon length and lagoon depth. In each of the 32 panels, there are 
five groups of bars, with one group for each discrete range of the predicted beach toe 
significant wave height (0 to 0.4 m, 0.4 to 0.6 m, 0.6 to 0.8 m, 0.8 to 1.1 m and 1.1 to 
2.4 m). Within each group of bars, the coloured bars show the probabilities for each of the 
discrete ranges for the variable associated with that row, as identified in the panel title. 
The coloured bars are arranged in ascending order for the discrete ranges for that variable. 
For example, for the bottom row of panels, there are three bars in each group, 
corresponding to the discrete ranges for the lagoon depth of 2.5 to 7.5 m, 7.5 to 15 m, and 
15 to 25 m, respectively. Since the number of discrete ranges changes between variables, 
the number of bars in each group also varies. 
 
Figure 6 shows that the Bayesian belief network predicted beach toe significant wave height 
distributions have nearly identical shapes, indicated by the patterns of the bars, and 
magnitudes to those obtained directly from the wave prediction database. This demonstrates 
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that the probabilities estimated by the Bayesian belief network are qualitatively and 
quantitatively consistent with those from the wave prediction database. 
 
 
Figure 5. Instantiation of the Bayesian belief network. Left panel, instantiation of offshore 
significant wave height for predictive inference. Right panel, instantiation of beach toe 
significant wave height for diagnostic inference (see discussion regarding figure 9). 
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Figure 6. Comparison between probabilities derived from the wave prediction database (left 
panels) with those from Bayesian belief network for the beach toe significant wave height 
(very right node of figure 4) using counting, expectation-maximization and gradient descent 
learning algorithms. Panel titles indicate instantiation variable, i.e., reef geometry or 
physical forcing. Each colour represents a different instantiation, shown in ascending order 
by dark to light colours. For example, the offshore wave height, top panel, was discretised to 
eight ranges (0.25-0.4, 0.4-0.625, 0.625-0.875, 0.875-1.125, 1.125-1.375, 1.375-1.625, 
1.625-1.875 & 1.875-2.125 m) with the first colour (dark blue) for 0.25-0.4 m and the last 
colour (yellow) for 1.875-2.125 m. An extensive explanation of this figure is provided in 
article text. 
 
A quantitative comparison of the probabilities shown in figure 6 is provided in figure 7, 
which shows that the predicted probabilities are nearly identical for the counting and 
expectation-maximization learning algorithms (standard error of 0.003%), and in near perfect 
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agreement with probabilities derived from the wave prediction database. While not identical 
to the probabilities derived from the wave prediction database, the gradient descent learning 
algorithm estimates are still mostly within ±5% (figure 7) of the true values, with a standard 
error of 1.1%. 
 
                
Figure 7. Probability comparisons between the probabilities derived from the wave 
prediction database and the Bayesian belief network for the significant wave height at the 
beach toe using counting (circle), expectation-maximization (plus) and gradient descent (dot) 
learning algorithms. The continuous black line indicates 1:1 match, with ±5% guide 
provided. 
 
A Tornado diagram (figure 8) based on the expected beach toe significant wave height 
indicates reef top depth and offshore significant wave height as the most influential variables 
and reef roughness being the least influential. These sensitivity ranking are invariant between 
wave prediction database and the Bayesian belief network trained with any of the learning 
algorithms used. 
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Figure 8. Tornado diagram of expected beach toe significant wave height variation with reef 
geometry and wind and wave forcing variables (input variables, Table 1). Each input 
variable has four horizontal bars and they represent the following: wave prediction database 
(top bar), the Bayesian belief network trained using counting (2nd bar), expectation-
maximization (3rd bar) and gradient descent (bottom bar) learning algorithms. The vertical 
thick black line corresponds to the baseline where input variables are uniformly distributed 
(e.g., figure 4). Red and green indicated values below and above the baseline, respectively. 
The bar width indicates variation associated with each input variable. Thin vertical black 
lines within bars are for consecutive instantiation (e.g., left panel of Figure 5) of discrete 
ranges for continuous variables or outcomes for discrete variables. 
 
We now focus on options for end users of the Bayesian belief network, and in particular, 
testing their instantiation of a Bayesian network for diagnostic inference (figure 5, right 
panel), which we describe as reversibility or back propagation from beach toe wave height to 
all other variables (e.g., figure 9, conditions leading to beach toe significant wave heights 
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between 1.1 m to 2.4 m). Probabilities derived from the wave prediction database (figure 10, 
blue bars), calculated for beach toe significant wave heights between 1.1 m to 2.4 m, are near 
identical to Bayesian belief network estimates when trained using counting and expectation-
maximization learning algorithms. For gradient descent learning algorithm, minor differences 
exist (figure 10, yellow bars has minor differences to all other bars).   
 
 
Figure 9. The Bayesian belief network (figure 4), with beach toe wave height instantiation at 
between 1.1 to 2.4 m. It shows that this discretised state can be achieved from a range of 
offshore wave heights and winds. The Bayesian belief network trained using counting and 
expectation-maximization (left, both algorithms estimates are numerically the same to 3 
significant figures) and gradient descent (right) learning algorithms. 
 
Figure 10. Comparisons of the Bayesian belief network reversibility for large wave heights at 
the beach toe. Each panel title provides the variable, with the horizontal axis being that 
variable various states, the first bar (blue) is the probabilities derived from the wave 
prediction database, the second bar (green) through to fourth (yellow) bars are for 
conditional probability table populated using counting and expectation-maximization and 
gradient descent learning algorithms. 
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4 Discussion 
The Bayesian belief network tested had marginal and conditional probability tables populated 
(trained) using three learning algorithms: counting, expectation maximization and gradient 
descent. In all cases, the training set used corresponds to the Baldock et al. (2014a) physics-
based wave model prediction database. When comparing the Bayesian belief network 
conditional distributions to the wave prediction database derived conditional probabilities, the 
Bayesian belief network was best-trained using either counting or expectation maximization 
(figure 7), with the counting algorithm taking a few seconds. 
  
The non-expert end-users are coastal and coral reef planners in developing countries. The 
communication of technical results via a Bayesian belief network is favoured over other 
alternatives for several reasons. First, in many cases, planners lack the technical capacity and 
budget to undertake bespoke wave modelling and a simple interface allows practitioners to 
harness information affordably. Second, much of the information held in the Bayesian belief 
network is available in the primary literature – in this case, in the publications by Baldock et 
al – this introduces several barriers to communication and uptake. Not only will these articles 
necessarily include technical jargon, they will often be in a user’s second (or subsequent) 
language. Thus, an alternative that combines a Bayesian belief network with clear guidelines 
on its use and limitations of its application has greater traction. Further, using predictions 
directly from journal article figures requires manual scaling, which while possible, becomes 
difficult when operating with more than the four input variables that Baldock et al. (2014a) 
plotted (inputs being reef depth & width, sea level rise and smooth/rough reefs and their 
output variable being wave height, e.g., their figure 3, page 160). The wave prediction 
database Baldock et al. (2014a) developed has eight input variables. Perhaps more 
significantly, by being able to modify marginal distributions (all eight input variables), the 
Bayesian belief network allows users to access model results even if input variable 
information is incomplete; unknown variables can be assigned an assumed distribution, left 
as uninformative or instantiated.  
 
Communicating physics-based wave model results to non-expert end-users by means of a 
Bayesian belief network, requires those users to have an understanding of the Bayesian belief 
network variables, a knowledge of Bayesian belief network limitations and coastal process 
knowledge relating to wave propagation across reef ecosystems but not the technical details 
of wave model physics (for the physics-based wave model used here, that is approximately 
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one hundred thousand lines of FORTRAN code). Non-expert end users having this system 
understanding are able to interact with the Bayesian belief network dynamically (e.g., 
through a world wide web based Bayesian belief network application) and, consequently, are 
able to benefit from their three attributes of subsuming large results sets, introducing 
probabilities (here in terms of offshore wave height prior distribution, figure 4) and 
reversibility (figures 9 and 10).  
 
Bayesian belief networks are able to manage uncertainties from lack of knowledge. Consider 
a situation where coastal management is limited to information from the World Wide Web 
aerial images, local knowledge (e.g., coral type and reef depth ranges) and wave conditions. 
As long as the ranges of the variables fall within the values of the network nodes, the 
Bayesian belief network can still provide beach toe significant wave height (Figure 11) as the 
sea level rises, as a distribution of wave heights. The coastal planner then has an indication of 
how nearshore waves will change under sea level rise. If that indication change requires 
refinement, the sensitivity analysis (figure 8) provides guidance to end-users about input 
variable influence that the end-user can use to prioritise their search for additional 
information. 
 
         
Figure 11. The Bayesian belief network (figure 4), showing user defined knowledge for reef 
roughness, sea level rise, reef top depth, reef width and lagoon length, partial knowledge for 
lagoon depth, using assumed distribution of offshore waves and no knowledge for local 
winds. This Bayesian belief network then indicates the distribution of waves at the beach toe. 
Left panel, sea level rise up to 0.125 m and right panel, between 0.75 and 1.25 m sea level 
rise. The Bayesian belief networks trained using counting learning algorithm.  
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5 Summary 
Coral reef planners in developing countries (non-expert end users) have difficulties in 
accessing the wave prediction database previously reported in Baldock et al. (2014a), because 
of knowledge and data limitations. Bayesian belief networks have been demonstrated to be 
able to match probabilities derived from a physics-based wave model prediction database and 
consequently constitute a useful tool enabling their communication. That is, extensive 
computing and software knowledge required to access result files are replaced with Bayesian 
belief networks (built by experts), that while requiring training, are more accessible to end-
users. Three key attributes of Bayesian belief network that facilitate this communication were 
confirmed in that they subsume thousands of physics-based wave model simulations to 
provide probabilistic outcomes, overcame limited knowledge of input parameters through 
providing uniform or assumed marginal distributions (e.g., figure 4) and back propagation 
from output to input (e.g., figures 9 and 10) as good as that obtained using probability theory 
and the wave prediction database.  
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