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Abstract
We construct a nontrivial inverse system of Cuntz algebras {On :
2 ≤ n < ∞}, whose inverse limit is ∗-isomorphic onto O∞. By using
this result, it is shown that theK0-functor is discontinuous with respect
to the inverse limit even if the limit is a C∗-algebra.
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1 Introduction
In this paper, we construct a nontrivial inverse system of Cuntz algebras
{On : 2 ≤ n <∞}, whose inverse limit is O∞:
lim
←−
On ∼= O∞. (1.1)
In order to explain (1.1), we will recall inverse system of C∗-algebras and
pro-C∗-algebra, and show the construction of the inverse system in this
section.
1.1 Unital ∗-homomorphisms among Cuntz algebras
Our study is motivated by well-known facts of unital ∗-homomorphisms
among Cuntz algebras. Hence we start with their explanation in this sub-
section. For unital C∗-algebras A and B, let Hom(A,B) denote the set of all
unital ∗-homomorphisms from A to B and let K0(A) denote the K0-group
of A [5].
∗e-mail: kawamura@kurims.kyoto-u.ac.jp.
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Fact 1.1 For 2 ≤ n ≤ ∞, let On denote the Cuntz algebra [11]. Then the
following holds:
(i) For 2 ≤ n ≤ ∞ and a unital C∗-algebra A, if f ∈ Hom(A,On), then
the induced homomorphism fˆ from K0(A) to K0(On) is surjective.
(ii) For 2 ≤ m,n < ∞, Hom(Om,On) 6= ∅ if and only if there exists a
positive integer k such that m = (n − 1)k + 1.
(iii) For any 2 ≤ m <∞, Hom(Om,O∞) = ∅.
(iv) For any 2 ≤ n ≤ ∞, Hom(O∞,On) 6= ∅.
Proof. (i) From Example 6.3.2 in [5], the class of the unit of On is the
generator of K0(On). Since fˆ maps the class of the unit of A to that of On,
the statement holds.
(ii) This holds from Lemma 2.1 in [28] (see also [14], p164,V.16.) In § 1.3,
we will given concrete ∗-homomorphisms among Cuntz algebras.
(iii) From [12], K0(On) ∼= Z/(n−1)Z (2 ≤ n <∞) and K0(O∞) ∼= Z. From
these and (i), the statement holds.
(iv) This will be shown by using concrete ∗-homomorphisms {fn,∞ : n ≥ 1}
in (1.10).
About homomorphisms among Cuntz algebras, more general results are
known ([20], Lemma 7.1.)
Since On is simple for each n, any unital ∗-homomorphism from On
is injective, hence it is an embedding of On. For examples of Fact 1.1(ii),
the following embeddings among O2, . . . ,O8 (except endomorphisms) are
illustrated as follows ([28], §2.1):
Figure 1.2
O2✶
✒ ❨
✐
O3 O4 O6 O8✶
O5
❨ ✯
O7
where an arrow “A → B” means a unital embedding of A into B. For
2 ≤ n < m ≤ 8, there is no unital ∗-homomorphism from Om to On if there
is no oriented path from Om to On in Figure 1.2.
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Remark 1.3 In p184 of [11], there is a statement about embeddings among
Cuntz algebras as follows:
O2 ⊃ O3 ⊃ O4 ⊃ . . . ⊃ O∞. (1.2)
It is explained that (1.2) is given by using the induction for the construction
of a certain unital embedding of O3 into O2. However, (1.2) never means
unital embeddings because of Fact 1.1(ii) except “O2 ⊃ O3” and “⊃ O∞”.
On the other hand, there exist well-known two orders on the set N of
all positive integers {1, 2, 3, . . .}. The first is the standard linear order ≤,
that is, 1 ≤ 2 ≤ 3 ≤ · · · . The second is the order  on N ([6], §1.11) defined
as
m  n if m divides n. (1.3)
This relation m  n is usually written as m|n in number theory [21]. Both
(N,≤) and (N,) are directed sets, but (N,) is not a totally ordered set,
which is illustrated as the following directed graph (except relations n  n):
Figure 1.4 1
✮ ✠ ❥ q
2 3 5 7✮
4
❥ ✙
6
By comparison with Figure 1.2, it is clear that Figure 1.4 is just the graph
with inverse direction of Figure 1.2 by rewriting their suffix numbers. This
idea is rigorously verified by using Fact 1.1(ii) and we can restate Fact 1.1(ii),
(iii) and (iv) by using the order  as follows.
Corollary 1.5 Let Nˆ ≡ N ∪ {∞} and extend  on Nˆ as ∞  ∞ and
n  ∞ for each n ∈ N. Then, for n,m ∈ Nˆ,
Hom(Om+1,On+1) 6= ∅ if and only if n  m (1.4)
where n + ∞ means ∞ for convenience. Especially, (1.4) holds for each
n,m ∈ N, and there exists no unital ∗-homomorphism from Om to On when
n > m.
From Corollary 1.5, if there exist the following unital inclusions
On1+1 ⊃ On2+1 ⊃ On3+1 ⊃ · · · (1.5)
for {ni ∈ N : i ≥ 1}, then we obtain order relations n1  n2  n3  · · · .
It is well-known that the order  is used in the theory of profinite
groups [39]. A profinite group is defined as an inverse limit of finite groups.
From this and Corollary 1.5, the following questions are inspired.
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Question 1.6 (i) Does there exist an inverse system of Cuntz algebras
{On+1 : 1 ≤ n < ∞} over the directed set (N,) with respect to
embeddings in Figure 1.2?
(ii) If such an inverse system in (i) is found, then what-like algebra is the
inverse limit?
(iii) If the answer to (ii) is given, then what is the meaning of this result?
The purpose of this paper is to give answers to these questions.
1.2 Inverse limits of C∗-algebras
In order to consider inverse limits of Cuntz algebras in Question 1.6, we
recall previous works of inverse limits of C∗-algebras in this subsection.
According to Phillips [37], Fragoulopoulou [18] and Joit¸a [25], inverse
limits (or projective limits [13, 36]) of C∗-algebras were studied by differ-
ent names in the literature as follows: b∗-algebras (Allan [1], Apostol [2]),
LMC∗-algebras (Lassner [31], Schmudgen [43]), l.m.c.C∗-algebras (Mallios
[34]), locally C∗-algebras (Inoue [23], Fragoulopoulou [17]), generalized op-
erator algebras (Weidner [46, 47]), F∗-algebras (Brooks [10]), σ-C∗-algebras
(Arveson [4]), or pro-C∗-algebras (Voiculescu [44]).
Next, we recall definitions and basic facts, where notations are slightly
changed from [37]. Let (D,≤) be a directed set [30], that is, D is a non-
empty set and ≤ is a binary relation on D which satisfies the conditions:
For all a, b, c ∈ D, we have a ≤ a; if a ≤ b and b ≤ c, then a ≤ c; if a, b ∈ D,
then there exists c ∈ D such that a ≤ c and b ≤ c. Such ≤ is called a
preorder [6]. We call ≤ an order in this paper for simplicity of description.
For every concrete directed set (D,≤) in this paper, the order ≤ satisfies
the antisymmetric law, that is, if a ≤ b and b ≤ a, then a = b.
Definition 1.7 Let (D,≤) be a directed set.
(i) A data {(Ad, ϕd,e) : d, e ∈ D} is an inverse system (or projective
system [44]) of C∗-algebras if Ad is a C
∗-algebra for each d ∈ D and
ϕd,e is a ∗-homomorphism from Ae to Ad when d ≤ e such that ϕd,e ◦
ϕe,f = ϕd,f when d ≤ e ≤ f , and ϕd,d = idAd .
(ii) The inverse limit (A, {πd}d∈D) of an inverse system {(Ad, ϕd,e) : d, e ∈
D} of C∗-algebras is a topological ∗-algebra A and a ∗-homomorphism
πd from A to Ad such that the following conditions hold:
(a) ϕd,e ◦ πe = πd when d ≤ e,
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(b) for any ∗-algebra B and ∗-homomorphisms {ηd}d∈D, ηd : B →
Ad, which satisfy ϕd,e ◦ ηe = ηd when d ≤ e, there exists a unique
∗-homomorphism ψ from B to A such that πd ◦ ψ = ηd for each
d ∈ D,
(c) the topology of A is the weakest topology such that every πd is
continuous.
In this case, A is written as lim←−D(Ad, ϕd,e) or lim←−(Ad, ϕd,e), and πd
is called the canonical homomorphism (or projection [39], canonical
mapping [6].)
(iii) A pro-C∗-algebra A is a complete Hausdorff topological ∗-algebra over
C whose topology is determined by its continuous C∗-seminorms in the
sense that a net {aλ} converges to 0 if and only if p(aλ)→ 0 for every
continuous C∗-seminorm p on A.
(iv) An inverse limit of C∗-algebras over a countable directed set is called
a σ-C∗-algebra.
From “1.2. Proposition” in [37], a C∗-algebra A is a pro-C∗-algebra if and
only if it is the inverse limit of an inverse system of C∗-algebras. Any C∗-
algebra is a pro-C∗-algebra. For any inverse system {(Ad, ϕd,e) : d, e ∈ D},
the inverse limit lim←−(Ad, ϕd,e) is given as the following subset of the product
set
∏
d∈D Ad:
{(xd) ∈
∏
d∈D
Ad : ϕd,e(xe) = xd for all d, e ∈ D such that d ≤ e}. (1.6)
In general, a pro-C∗-algebra is not a C∗-algebra (see “1.3. EXAMPLE” in
[44]), but the inverse limit of a special inverse system of C∗-algebras is also
a C∗-algebra as follows.
Fact 1.8 Let {(Ad, ϕd,e) : d, e ∈ D} be an inverse system of C
∗-algebras.
We write lim←−(Ad, ϕd,e) as lim←−Ad for simplicity of description.
(i) If ϕd,e is injective for each d, e, then lim←−
Ad is a C
∗-algebra.
(ii) If {An : n ∈ N} is a sequence of inclusions of C
∗-algebras such that
An ⊃ An+1 for each n ∈ N, then the inclusion map ιn : An+1 →֒ An
induces an inverse system over (N,≤) such that lim←−An is ∗-isomorphic
onto
⋂
n≥1An as a C
∗-algebra.
(iii) If Ad is unital and simple, and fd,e is unital for each d, e ∈ D, then
lim
←−
Ad is a unital C
∗-algebra.
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(iv) If there exists the maximal element ω of D, then lim←−Ad
∼= Aω.
Proof. Since an injective ∗-homomorphism is an isometry, (i) holds from
Definition 1.7(ii)(c). (ii) and (iii) hold from (i). (iv) holds from (1.6).
When an inverse limit of C∗-algebras is a C∗-algebra, it is not interesting as
a pro-C∗-algebra, but it does not mean the triviality of the inverse limit as
a C∗-algebra.
Next, we consider the inverse limit of Cuntz algebras in general setting.
(About inductive (or direct) limits of Cuntz algebras, see [20, 33, 40].) Since
any Cuntz algebra is unital and simple, the inverse limit of any inverse
system of Cuntz algebras by unital ∗-homomorphisms is a unital C∗-algebra
from Fact 1.8(iii). By Corollary 1.5 and Fact 1.8(iv), the following holds.
Fact 1.9 Let (Nˆ,) be as in Corollary 1.5, and let {(On(d)+1, ϕd,e) : d, e ∈
D} be an inverse system of Cuntz algebras over a directed set (D,≤) such
that {n(d) ∈ Nˆ : d ∈ D}. We assume that ϕd,e is unital for each d, e.
(i) The map
F : D → Nˆ; d 7→ F (d) ≡ n(d) (1.7)
is an ordered set homomorphism from (D,≤) to (Nˆ,).
(ii) If there exists the maximal element ω of D, then lim
←−
On(d)+1 ∼= On(ω)+1.
Remark that F in (1.7) is not injective in general. There are many endo-
morphisms of Cuntz algebras [7, 8, 29].
Let (Nˆ,) be as in Corollary 1.5. Define the order c on the set
{On+1 : n ∈ Nˆ} of all Cuntz algebras as “A c B if and only if Hom(A,B) 6=
∅.” Then ({On+1 : n ∈ Nˆ}, c) is anti-isomorphic onto (Nˆ,) as an ordered
set with respect to the mapping n 7→ On+1.
1.3 An inverse system of Cuntz algebras
In this subsection, we construct an example of inverse system of Cuntz
algebras as an answer to Question 1.6(i). For the directed set (N,) in (1.3),
define the inverse system {(Rn, fn,m) : n,m ∈ N} of C
∗-algebras as follows:
For 2 ≤ n < ∞, let s
(n)
1 , . . . , s
(n)
n denote the Cuntz generators of On, that
is, (s
(n)
i )
∗s
(n)
j = δijI for i, j = 1, . . . , n and s
(n)
1 (s
(n)
1 )
∗+ · · ·+ s
(n)
n (s
(n)
n )∗ = I.
For convenience, rewrite On+1 as
Rn ≡ On+1 (n ∈ N). (1.8)
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This notation is reasonable with respect to the K-theory of Cuntz alge-
bras and Corollary 1.5. (About such a notation, see also [3], which is not
related to the inclusions in Figure 1.2.) Remark that Rn is generated by
s
(n+1)
1 , . . . , s
(n+1)
n+1 by definition. When n  m and n 6= m, define the ∗-
homomorphism fn,m from Rm to Rn by


fn,m(s
(m+1)
nl+i ) ≡ (s
(n+1)
n+1 )
ls
(n+1)
i
(
l = 0, 1, . . . , m
n
− 1,
i = 1, . . . , n
)
,
fn,m(s
(m+1)
m+1 ) ≡ (s
(n+1)
n+1 )
m
n
(1.9)
where (s
(n+1)
n+1 )
0 means the unit of Rn for convenience, and define fn,n as the
identity map idRn on Rn. A graphical explanation of (1.9) will be given in
§ 3.2. Then the following holds.
Theorem 1.10 Let Rn and fn,m be as in (1.8) and (1.9), respectively.
(i) The data {(Rn, fn,m) : n,m ∈ N} is an inverse system of C
∗-algebras
over the directed set (N,), that is, the relation fn,m◦fm,l = fn,l holds
when n  m  l.
(ii) Let {s
(∞)
1 , s
(∞)
2 , . . .} denote the Cuntz generators of O∞. For n ∈ N,
define the embedding fn,∞ of O∞ into Rn by
fn,∞(s
(∞)
ln+i) ≡ (s
(n+1)
n+1 )
ls
(n+1)
i (i = 1, . . . , n, l ≥ 0). (1.10)
Then {fn,∞ : n ∈ N} satisfies
fn,m ◦ fm,∞ = fn,∞ when n  m. (1.11)
(iii) Every fn,m in (1.9) and (1.10) is irreducible, where we state that f ∈
Hom(A,B) is irreducible if f(A)
′
∩B = CI.
We illustrate relations of maps in Theorem 1.10 as the following com-
mutative diagrams where we assume n  m:
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Figure 1.11
O∞
Rm = Om+1
Rn = On+1
R1 = O2
✯
❥
❄
❥
✯
fm,∞
fn,∞
fn,m
f1,m
f1,n
 	
Remark 1.12 Every fn,m in (1.9) and (1.10) is unital and injective, but
not surjective when n 6= m. Such ∗-homomorphisms were given in [26,
28], hence they are not new, but their relations of inverse system are new.
The essential part of Theorem 1.10(i) is the construction of formulas in
(1.9). The proof is given by simple algebraic calculation. We make a point
that Corollary 1.5 itself does not show the existence of any inverse system
of Cuntz algebras over the directed set (N,). Inversely, it is interesting
question whether the existence of such an inverse system of Cuntz algebras
with unital ∗-homomorphisms is shown only from Corollary 1.5 and general
theory without use of concrete construction of ∗-homomorphisms.
For an example of fn,m in (1.9), the ∗-homomorphism f1,2 : R2(=
O3)→ R1(= O2) is given as follows:
f1,2(sˆ1) = s1, f1,2(sˆ2) = s2s1, f1,2(sˆ3) = s2s2 (1.12)
where s1, s2 and sˆ1, sˆ2, sˆ3 denote Cuntz generators of O2 and O3, respec-
tively. A similar ∗-homomorphism was given by Cuntz’s original paper ([11],
p183). For the first time, the author knew (1.12) from Akira Asada who con-
structed f1,2, and (1.9) is a generalization of (1.12).
1.4 Inverse limits of Cuntz algebras
In this subsection, we show the inverse limit of the inverse system {(Rn, fn,m) :
n,m ∈ N} in Theorem 1.10(i), which is the answer to Question 1.6(ii). The
problem is solved in slightly generalized setting.
Theorem 1.13 Let {(Rn, fn,m) : n,m ∈ N} be as in Theorem 1.10. For
a directed subset Λ of (N,), let Oˆ(Λ) denote the inverse limit lim
←−Λ
Rn of
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the subsystem {(Rn, fn,m) : n,m ∈ Λ} of the inverse system {(Rn, fn,m) :
n,m ∈ N}:
Oˆ(Λ) ≡ lim←−
Λ
Rn. (1.13)
Then the following holds:
(i) Assume that Λ is an infinite totally ordered subset of (N,) such that
Λ = {n1, n2, . . .} and n1  n2  · · · . For {fn,∞ : n ∈ N} in (1.10),
define the ∗-homomorphism ψΛ from O∞ to Oˆ(Λ) by
ψΛ(x) ≡ (fn1,∞(x), fn2,∞(x), . . .) (x ∈ O∞) (1.14)
where Oˆ(Λ) is identified with the standard form (1.6). Then ψΛ is a
∗-isomorphism such that
πn ◦ ψΛ = fn,∞ (n ∈ Λ) (1.15)
where πn denotes the canonical homomorphism from Oˆ(Λ) to Rn.
(ii) For a directed subset Λ of (N,), the following holds:
Oˆ(Λ) ∼=


ON+1 (∃N = maxΛ),
O∞ (otherwise).
(1.16)
Especially, when Λ = N, we obtain
lim
←−
Rn ∼= O∞. (1.17)
The proof of Theorem 1.13 will be given in § 2. The crucial part of the proof
is the surjectivity of ψΛ in (1.14). From Theorem 1.13(i) for Λ = N, the
data (O∞, {fn,∞}n∈N) is the inverse limit of {(Rn, fn,m) : n,m ∈ N} in the
sense of Definition 1.7(ii).
As a counterview of Theorem 1.13(ii), we can say that O∞ can be
written as an inverse limit of On’s. From this and Definition 1.7(ii)(b), the
following corollary immediately holds.
Corollary 1.14 Let {fn,m : n,m ∈ N} and {fn,∞ : n ∈ N} be as in (1.9)
and (1.10), respectively. If a ∗-algebra B and ∗-homomorphisms {ηn}n∈N,
ηn : B → On+1, which satisfy fn,m ◦ ηm = ηn when n  m, there exists a
unique ∗-homomorphism ψ from B to O∞ such that fn,∞ ◦ ψ = ηn for each
n ∈ N.
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This is an essentially new universal property of O∞. About other universal
properties of O∞, see Chapter 7 of [42].
Remark 1.15 (i) Here we discuss the choice of notations. Both nota-
tions On and Rn are useful in different situations. The standard no-
tations O2,O3, . . . are used in the construction of C
∗-bialgebra [27].
With respect to the standard notations of Cuntz algebras, the order 
in (1.3) can be rewritten as follows: A new order ≪ on the set N≥2 ≡
{2, 3, 4, . . .} is defined as “n≪ m if n−1  m−1,” or “m−1
n−1 ∈ N.” Let
gn,m ≡ fn−1,m−1 for n,m ∈ N≥2. Then {(On, gn,m) : n,m ∈ N≥2} is
an inverse system over the directed set (N≥2,≪) which is isomorphic
to the inverse system {(Rn, fn,m) : n,m ∈ N} over (N,). By using
(N≥2,≪), the formula (1.1) makes sense.
(ii) In “otherwise” in (1.16), we assume that Λ is neither a cofinal nor a
totally ordered subset of (N,).
(iii) We consider inverse systems of C∗-subalgebras of Cuntz algebras in
Theorem 1.10. Let γ(n+1) and η(n+1) denote the U(1)-gauge action
and the standard torus (=Tn+1)-action on On+1, respectively. Let
An and Cn denote the fixed-point subalgebras of On+1 with respect to
γ(n+1) and η(n+1), respectively:
An ≡ (On+1)
U(1), Cn ≡ (On+1)
T
n+1
. (1.18)
Then we see that fn,m(Am) 6⊂ An even if n  m, but fn,m(Cm) ⊂ Cn.
In this way, {(Cn, fn,m|Cm) : n,m ∈ N} is an inverse system of unital
abelian C∗-algebras over (N,). Since fn,m|Cm is also injective and
unital, lim
←−
(Cn, fn,m|Cm) is also a unital abelian C
∗-algebra.
(iv) As analogy with previous works of inductive limits [32, 33, 40], the
classification of inverse limits of Cuntz algebras is an interesting prob-
lem. In the case of inductive limits, classification theorems are given
by using K-theory. On the other hand, it seems that K-theory is no
use for the case of inverse limits, which will be shown in § 1.5. In order
to consider the problem, concrete examples are not sufficient yet. We
will show other example of inverse system which limit is not a Cuntz
algebra in § 3.1.
(v) In the proof of “3.11 COROLLARY” in [12], O∞ is written as an
inductive limit of C∗-subalgebras of On’s as follows: For n ≥ 1, let
C∗(s
(n+1)
1 , . . . , s
(n+1)
n ) denote the C∗-subalgebra of On+1 generated by
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s
(n+1)
1 , . . . , s
(n+1)
n without s
(n+1)
n+1 . Remark C
∗(s
(n+1)
1 , . . . , s
(n+1)
n ) 6∼= On
because K0(C
∗(s
(n+1)
1 , . . . , s
(n+1)
n )) ∼= Z. Then it is identified with
a C∗-subalgebra of C∗(s
(n+2)
1 , . . . , s
(n+2)
n+1 ) by ιn(s
(n+1)
i ) ≡ s
(n+2)
i for
i = 1, . . . , n. Then the inductive system {(C∗(s
(n+1)
1 , . . . , s
(n+1)
n ), ιn) :
n ≥ 1} over the directed set (N,≤) is obtained:
C∗(s
(2)
1 ) ⊂ C
∗(s
(3)
1 , s
(3)
2 ) ⊂ C
∗(s
(4)
1 , s
(4)
2 , s
(4)
3 ) ⊂ · · · , (1.19)
and its inductive limit is isomorphic onto O∞:
lim
−→
C∗(s
(n+1)
1 , . . . , s
(n+1)
n )
∼= O∞. (1.20)
This is quite a contrast to our result.
1.5 Discontinuity of K0
We discuss the (dis-) continuity of K0-functor of C
∗-algebras as an answer
to Question 1.6(iii). Related to the question of the continuity of K0-functor
with respect to the inverse limit, we could not find similar results in the
standard textbooks [5, 24, 41, 45]. In § 3 of [38], the inverse limit for
representable K-theory is considered for σ-C∗-algebras as the Milnor lim
←−
1-
sequence. However, it is assumed that all maps in the inverse system are
surjective (“3.2 THEOREM”, [38]). Hence it is no use for our example.
1.5.1 Profinite groups
In order to discuss K-groups of inverse limits of Cuntz algebras, we recall
basic examples of profinite group (especially, they are procyclic groups ([39],
§ 2.7)) as follows. Let (N,) be as in (1.3). For n,m ∈ N, if n  m, then
the natural projection from Z/mZ onto Z/nZ induces an inverse system
{Z/nZ : n ∈ N} of finite cyclic groups (especially, they are rings) over
(N,). It is well-known that the inverse limit Zˆ of {Z/nZ : n ∈ N} is
called the Pru¨fer ring [35]:
Zˆ ≡ lim
←−
Z/nZ. (1.21)
Remark Zˆ 6∼= Z. For a fixed prime number p, the subset {pn : n ≥ 1} of
N is a directed subset of (N,) which is not cofinal. For the subsystem
{Z/pnZ : n ≥ 1} of {Z/nZ : n ∈ N}, the pro-p group Zp is defined as
follows [39]:
Zp ≡ lim←−
Z/pnZ. (1.22)
Remark that Zp is identified with a uncountable proper subgroup of Zˆ ([39],
Exercise 2.1.8).
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1.5.2 K0-functor is not continuous with respect to the inverse
limit
It is well-known that the K0-functor of C
∗-algebras is continuous with re-
spect to the inductive limit as the following sense [5]:
K0(lim−→
An) ∼= lim−→
K0(An). (1.23)
Since lim
−→
An is always a C
∗-algebra for any inductive system, (1.23) holds
for any inductive system of C∗-algebra. On the other hand, the inverse limit
of C∗-algebra is not always a C∗-algebra. Hence (standard) K-groups can
not be defined on a pro-C∗-algebra in general. (K-groups are generalized
for σ-C∗-algebras [38], see also [13, 46, 47].)
From (1.1), the K0-group of lim←−On is well-defined. Then the following
holds:
K0(lim←−
On) ∼= K0(O∞) ∼= Z 6∼= Zˆ = lim←−
Z/nZ ∼= lim←−
K0(On). (1.24)
This shows that K0-functor is discontinuous with respect to the inverse limit
even if the limit is a C∗-algebra. Since Zˆ is the profinite completion of Z [35],
the profinite completion of K0(lim←−
On) coincides with lim←−
K0(On). However
the profinite completion of K0(lim←−Op
n+1) ∼= K0(O∞) does not coincide with
lim←−K0(Op
n+1) ∼= Zp from Theorem 1.13(ii) and (1.22). Hence the profinite
completion does not always recover the continuity of the K0-functor with
respect to the inverse limit.
In § 2, we will prove Theorem 1.10 and Theorem 1.13. In § 3, we will
show examples.
2 Proofs of main theorems
In this section, we prove main theorems in § 1.
2.1 Proof of Theorem 1.10
In this subsection, we prove Theorem 1.10. By simple calculation, both (i)
and (ii) are directly verified from (1.9) and (1.10). In order to prove (iii),
we recall a lemma.
Lemma 2.1 (i) Let A and B be unital C∗-algebras and let ρ be a unital
∗-homomorphism from A to B. If B is simple and there exists an
irreducible representation π of B such that π ◦ ρ is also irreducible,
then ρ is irreducible.
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(ii) Let {s
(n)
i } denote Cuntz generators of On for 2 ≤ n ≤ ∞. Fix
i ∈ {1, . . . , n}. Then there exists a unique state ω on On such that
ω(s
(n)
i ) = 1. Furthermore, ω is pure.
Proof. (i) This holds from Proposition 3.1 in [28].
(ii) The uniqueness holds by Cuntz relations. Let (Hω, πω,Ωω) denote the
GNS triple by ω. By definition, we see πω(s
(n)
i )Ωω = Ωω. From [9, 15, 16],
such a cyclic representation πω exists and is irreducible. Hence ω is pure.
Let ωn denote the state on Rn = On+1 such that
ωn(s
(n+1)
1 ) = 1. (2.1)
From Lemma 2.1(ii), the GNS representation πn by ωn is irreducible. When
n  m, we can verify ωn ◦ fn,m = ωm because fn,m(s
(m+1)
1 ) = s
(n+1)
1 . Hence
πn◦fn,m is unitarily equivalent to πm, and πn◦fn,m is also irreducible. From
this and Lemma 2.1(i), Theorem 1.10(iii) is proved.
2.2 Proof of Theorem 1.13
In this subsection, we prove Theorem 1.13 except a certain equality of C∗-
subalgebras, which will be proved in § 2.3.
In order to reduce the problem, we show a lemma. A subset E of a
directed set (D,≤) is cofinal if {e ∈ D : e ≥ d} ∩ E 6= ∅ for any d ∈ D. In
this case, it is known that lim
←−E
Ad ∼= lim←−D
Ad for the subsystem {(Ad, ϕd,e) :
d, e ∈ E} of the inverse system {(Ad, ϕd,e) : d, e ∈ D} over (D,≤). Then
the following lemma holds.
Lemma 2.2 For any countable directed set (D,≤), there exists a totally
ordered cofinal subset D0 of D.
Proof. If the maximal element ω of D exists, then let D0 ≡ {ω}. If not,
let D = {x1, x2, . . .}, where we do not assume x1 ≤ x2 ≤ · · · . Then we
can inductively construct a subsequence y1, y2, . . . of x1, x2, . . . as follows:
Let y1 = x1. For n ≥ 2, there always exists z ∈ D such that yn−1 ≤ z and
xn ≤ z. Choose such an element z and define yn ≡ z. ThenD0 ≡ {y1, y2, . . .}
is a totally ordered cofinal subset of D.
For example, {n! : n ∈N} is a totally ordered cofinal subset of (N,).
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Proof of Theorem 1.13. (i) Here we will prove the statement except a cer-
tain equality. From Fact 1.8(iii), Oˆ(Λ) is a C∗-algebra. By the standard
construction in (1.6), Oˆ(Λ) is given as follows:
{(xn1 , xn2 , . . .) ∈
∏
k≥1
Rnk : fnk,nl(xnl) = xnk for each k ≤ l}. (2.2)
Define the set {Qn : 1 ≤ n ≤ ∞} of C
∗-subalgebras of R1 by
Qn ≡ f1,n(Rn) (1 ≤ n <∞), Q∞ ≡ f1,∞(O∞). (2.3)
Then we see that Q1 = R1 = O2, Qn ∼= Rn = On+1 when 1 ≤ n < ∞,
and Qm ⊂ Qn when n  m from Theorem 1.10(i). On the other hand,
from (1.11), Q∞ ⊂ Qn for each n ≥ 1. Since n1  n2  · · · , we obtain the
following unital inclusions
O2 = Q1 ⊃ Qn1 ⊃ Qn2 ⊃ Qn3 ⊃ · · · ⊃ Q∞. (2.4)
Define πˆ1 ≡ f1,n1 ◦ πn1 . Then we see that
πˆ1(Oˆ(Λ)) =
⋂
n∈Λ
Qn. (2.5)
Since πˆ1 is injective, Oˆ(Λ) and
⋂
n∈ΛQn are ∗-isomorphic, and the map
f1,∞ : O∞ →
⋂
n∈ΛQn is well-defined. In consequence, we see that the
following diagram is commutative:
Figure 2.3
O∞
✲
Oˆ(Λ)
❄
⋂
n∈Λ
Qn
❘
ψΛ

f1,∞
πˆ1
In order to prove the bijectivity of ψΛ, it is sufficient to show the
bijectivity of f1,∞. Since f1,∞ is an injective ∗-homomorphism, it is sufficient
to show that
Q∞ =
⋂
n∈Λ
Qn. (2.6)
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We will prove (2.6) in § 2.3.
(ii) When there exists the maximal element of Λ, the statement holds from
Fact 1.9(ii). Assume that Λ has no maximal element. In this case, it is
sufficient to assume the condition in (i) for Λ by Lemma 2.2. Hence the
statement holds from (i).
2.3 Proof of (2.6)
From the proof of Theorem 1.13(i), the problem is reduced to the relation
(2.6) among C∗-subalgebras {Qn : 1 ≤ n ≤ ∞} of Q1(= R1 = O2) in (2.3).
In this subsection, we prove (2.6).
2.3.1 Inclusions of free subsemigroups of Q1
In this subsubsection, we consider free subsemigroups of Q1 and their re-
lations. We rewrite the Cuntz generators of Q1 as t1, t2 here. Let S(X)
denote the subsemigroup of Q1 generated by a subset X of Q1. Define
subsemigroups Kn,Ln of Q1 as


Kn ≡ S({t
n
2}) (1 ≤ n <∞),
L1 ≡ S({t1, t2}),
Ln ≡ S({t1, t2t1, . . . , t
n−1
2 t1, t
n
2}) (2 ≤ n <∞),
L∞ ≡ S({t1, t
m
2 t1 : m ≥ 1}).
(2.7)
For each n ≥ 1, Kn is abelian, and Ln is a (non-unital) free semigroup of
rank n+ 1 [22]. Both Kn and Ln are subsemigroups of Qn. If m  n, then
Kn ⊂ Km and Ln ⊂ Lm. For each n ≥ 1, Ln ⊃ L∞. Furthermore, we see
that
Kn = {t
n
2 , t
2n
2 , t
3n
2 , . . .}, L∞ = {xt1 : x ∈ L1} = L1t1. (2.8)
Hence Kn ∩ L∞ = ∅.
Since L1 = L1t1 ⊔ L1t2 with respect to the ending of each word, the
decomposition Ln = (Ln ∩ L1t1) ⊔ (Ln ∩ L1t2) holds. Let Yn ≡ {u, xu :
x ∈ L∞, u ∈ Kn}. Then Ln ∩ L1t2 = Yn and Ln ∩ L1t1 = L∞. Hence the
following decomposition into disjoint subsets holds:
Ln = L∞ ⊔ Yn (2 ≤ n <∞). (2.9)
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2.3.2 Decomposition of algebras into linear subspaces
Let Kn,Ln be as in (2.7). From definitions of Qn and {fn,m, fn,∞ : n,m ∈
N}, we see that
Qn = C
∗〈Ln〉 (1 ≤ n ≤ ∞) (2.10)
where C∗〈X〉 denote the C∗-subalgebra of Q1 generated by a subset X of
Q1. As closed linear subspaces of Q1, Qn’s can be written as follows:


Qn = Lin〈{xy∗ : x, y ∈ Ln}〉 (1 ≤ n <∞),
Q∞ = Lin〈{I, xy∗ : x, y ∈ L∞}〉.
(2.11)
Remark that vectors in each generating set in (2.11) are not always linearly
independent because of Cuntz relations.
Lemma 2.4 (i) For n ≥ 1, (t2)
n(t∗2)
n = I −
∑n−1
k=0(t2)
kt1t
∗
1(t
∗
2)
k.
(ii) Define closed linear subspaces Vn and V
∗
n of Qn by
Vn ≡ Lin〈{u, xu, xuy∗ : x, y ∈ L∞, u ∈ Kn}〉, V
∗
n ≡ {x
∗ : x ∈ Vn}.
(2.12)
Then Vn ⊂ Vm and V
∗
n ⊂ V
∗
m when m  n, Vn ∩ V
∗
n = Vn ∩ Q∞ =
V ∗n ∩Q∞ = {0}.
(iii) For u, v ∈ Kn and x, y ∈ L∞, xuv
∗y∗ ∈ Q∞ ⊕ Vn ⊕ V
∗
n .
(iv) For each n ≥ 1, the following decomposition of Qn into closed linear
subspaces holds:
Qn = Q∞ ⊕ Vn ⊕ V
∗
n . (2.13)
(v) For Λ in Theorem 1.13(i),
⋂
n∈Λ Vn =
⋂
n∈Λ V
∗
n = {0}.
Proof. (i) By the Cuntz relations of Q1 = O2, the statement holds.
(ii) By definition, the statement holds.
(iii) From (ii), Q∞⊕Vn⊕V
∗
n makes sense as a subspace of Qn. If u = v, then
xuv∗y∗ ∈ Q∞ from (i) and (2.11). Furthermore, from (i), t
n(l+k)
2 (t
nk
2 )
∗ =
tnl2 − t
nl
2 (
∑nk−1
j=0 t
j
2t1t
∗
1(t
∗
2)
j) ∈ Vn ⊕Q∞ for l ≥ 1. Hence the statement also
holds for the case u 6= v.
(iv) From (ii), Qn ⊃ Q∞ ⊕ Vn ⊕ V
∗
n . Since Qn is the closure of the linear
space spanned by the set
Mn ≡ {x, x
∗, xy∗ : x, y ∈ Ln} (1 ≤ n <∞), (2.14)
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it is sufficient to show that Mn is a subset of Q∞ ⊕ Vn ⊕ V
∗
n . From (2.9),
Mn is decomposed into the disjoint union as follows:
Mn = {x, x
∗, xy∗ : x, y ∈ L∞ ⊔ Yn} =Mn,1 ⊔Mn,2,
Mn,1 ≡ {x, x
∗, xy∗ : x, y ∈ L∞},
Mn,2 ≡ {u, u
∗, uv∗, xu∗, ux∗ : x ∈ L∞, u, v ∈ Yn}.
(2.15)
Since Q∞ = Lin〈Mn,1 ∪ {I}〉, it is sufficient to show that Mn,2 is a subset
of Q∞ ⊕ Vn ⊕ V
∗
n . By the definition of Yn in (2.9),
Mn,2 = Mn,2,1 ⊔Mn,2,2,
Mn,2,1 ≡ {u, u
∗, xu, (xu)∗ : x ∈ L∞, u ∈ Kn},
Mn,2,2 ≡ {xuy
∗, xu∗y∗, xuv∗y∗ : x, y ∈ L∞, u, v ∈ Kn}.
(2.16)
Then Mn,2,1 ⊂ Vn ⊕ V
∗
n by definition. From (iii), Mn,2,2 ⊂ Q∞ ⊕ Vn ⊕ V
∗
n .
Hence Mn,2 ⊂ Q∞ ⊕ Vn ⊕ V
∗
n .
(v) By definition,
Vn = Lin〈Kn〉 ⊕ Lin〈L∞ · Kn〉 ⊕ Lin〈L∞ · Kn · L∗∞〉 (2.17)
where L∗∞ ≡ {x
∗ : x ∈ L∞}. By assumption, Λ is an infinite subset of N.
Hence
⋂
n∈ΛKn = ∅. From this, (2.17) and (i),⋂
n∈Λ
Vn =
⋂
n∈Λ
Lin〈Kn〉 ⊕
⋂
n∈Λ
Lin〈L∞ · Kn〉 ⊕
⋂
n∈Λ
Lin〈L∞ · Kn · L∗∞〉 = {0}.
(2.18)
In a similar way, we obtain
⋂
n∈Λ V
∗
n = {0}. Hence the statement holds.
From Lemma 2.4(iv) and (v),
⋂
n∈Λ
Qn = Q∞ ⊕ (
⋂
n∈Λ
Vn)⊕ (
⋂
n∈Λ
V ∗n ) = Q∞. (2.19)
Hence (2.6) is proved.
3 Examples
In order to explain theorems in § 1 more, we show examples in this section.
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3.1 Other inverse system
In this subsection, we show other example of inverse system of Cuntz alge-
bras. Let s
(n)
1 , . . . , s
(n)
n denote the Cuntz generators of On. Fix an integer
r ≥ 2. Let rn ≡ r
2n−1 and rewrite Orn as
Ar,n ≡ Orn (n ≥ 1). (3.1)
Then r2n = rn+1 for n ≥ 1. Define the ∗-homomorphism qn from Ar,n+1 to
Ar,n by
qn(s
(rn+1)
rn(i−1)+j
) ≡ s
(rn)
i s
(rn)
j (i, j = 1, . . . , rn). (3.2)
Then {(Ar,n, qn) : n ≥ 1} is an inverse system of Cuntz algebras over the
directed set (N,≤).
Remark Ar,n = O(rn−1)+1 for n ≥ 1. Here we verify Fact 1.9(i) for the
sequence {rn − 1 : n ≥ 1}. Define the map F from (N,≤) to (N,) by
F (n) ≡ rn − 1 (n ∈ N). (3.3)
Then F (n) = rn− 1  (r
2n−1 − 1)(r2
n−1
+1) = r2
n
− 1 = F (n+1). Exactly,
the map F satisfies the statement in Fact 1.9(i).
Proposition 3.1 The inverse limit lim
←−n
Ar,n of {(Ar,n, qn) : n ∈ N} is ∗-
isomorphic onto the uniformly hyperfinite algebra UHFr of the Glimm type
{rl : l ≥ 1} [19]:
lim←−
n
Ar,n ∼= UHFr. (3.4)
Proof. Let γ denote the U(1)-gauge action on Or = Or1 = Ar,1. For l ∈ Z,
define
A
(l)
r,1 ≡ {x ∈ Ar,1 : γz(x) = z
lx for all z ∈ U(1)}. (3.5)
Rewrite the Cuntz generators of Or = Or1 as t1, . . . , tr. By identifying Ar,n
with the C∗-subalgebra (q1 ◦q2 ◦· · · ◦qn−1)(Ar,n) of Ar,1, Ar,n’s are rewritten
as follows:
Ar,n = C
∗〈{tJ : J ∈ {1, . . . , r}
2n−1}〉 (n ≥ 1) (3.6)
where tJ ≡ tj1 · · · tjm for J = (j1, . . . , jm). Then we obtain the following
unital (rapidly decreasing) inclusions:
Ar,1 ⊃ Ar,2 ⊃ Ar,3 ⊃ · · · . (3.7)
Define
A(l)r,n = Ar,n ∩A
(l)
r,1 (l ∈ Z, n ≥ 1). (3.8)
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Then A
(l)
r,n+1 ⊂ A
(l)
r,n for each n, l, and A
(l)
r,n is the closure of Lin〈{tJ t
∗
K :
J,K ∈
⋃
a≥1{1, . . . , r}
a×2n−1 , |J | − |K| = l}〉. When l 6= 0,
⋂
n≥1A
(l)
r,n = {0}
because A
(l)
r,n = {0} if 2n−1 ∤ l. Since Ar,n =
⊕
l∈ZA
(l)
r,n and A
(0)
r,n+1 = A
(0)
r,n
for each n, lim
←−n
Ar,n ∼=
⋂
n≥1Ar,n = A
(0)
r,1
∼= UHFr.
Since K0(UHFr) is the group Z(r∞) ⊂ Q of all rational numbers whose
denominators divide the generalized integer r∞ (§ 7.5, [5]), we see that
K0(lim←−Ar,n)
∼= K0(UHFr) ∼= Z(r∞),
lim←−K0(Ar,n) = lim←−K0(Orn)
∼= lim←−Z/(rn − 1)Z.
(3.9)
The former is countable, but the latter is not. This case also shows that the
K0-functor is discontinuous with respect to the inverse limit.
3.2 Illustrations of embeddings
In this subsection, we illustrate embeddings in (1.9) by using decomposi-
tions of Hilbert spaces. When On acts on a Hilbert space, by identifying
a generator si with the range of si, the following illustration is helpful in
understanding s1, . . . , sn:
Figure 3.2
H
· · · · · ·s1H siH snH
si ↓
Recall that R1 = O2, R2 = O3, R4 = O5. Then f1,2, f1,4, f2,4 in (1.9)
are given as follows:
f1,2 : R2 → R1;
f1,2(s
(3)
1 ) = s
(2)
1 , f1,2(s
(3)
2 ) = s
(2)
2 s
(2)
1 , f1,2(s
(3)
3 ) = (s
(2)
2 )
2. (3.10)
f1,4 : R4 → R1;
f1,4(s
(5)
1 ) = s
(2)
1 , f1,4(s
(5)
2 ) = s
(2)
2 s
(2)
1 , f1,4(s
(5)
3 ) = (s
(2)
2 )
2s
(2)
1 , (3.11)
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f1,4(s
(5)
4 ) = (s
(2)
2 )
3s
(2)
1 , f1,4(s
(5)
4 ) = (s
(2)
2 )
4. (3.12)
f2,4 : R4 → R2;
f2,4(s
(5)
1 ) = s
(3)
1 , f2,4(s
(5)
2 ) = s
(3)
2 , f2,4(s
(5)
3 ) = s
(3)
3 s
(3)
1 , (3.13)
f2,4(s
(5)
4 ) = s
(3)
3 s
(3)
2 , f2,4(s
(5)
5 ) = (s
(3)
3 )
2. (3.14)
From these, we can directly verify the identity f1,2 ◦ f2,4 = f1,4.
From Figure 3.2, inclusions O2 ⊃ O3 ⊃ O5 by embeddings f1,2 and f2,4
are illustrated as follows:
Figure 3.3
O3
O2
O5
s
(3)
1 s
(3)
2 s
(3)
3
s
(2)
1 s
(2)
2
s
(2)
2 s
(2)
1 s
(2)
2 s
(2)
2
s
(5)
1 s
(5)
2 s
(5)
3 s
(5)
4 s
(5)
5
s
(3)
3 s
(3)
1 s
(3)
3 s
(3)
2 s
(3)
3 s
(3)
3
By using a more rough analogy, Figure 3.3 shows that an embedding is
represented as a refinement of a partition of a unit interval in the real line
R. Then relations of inverse system in Theorem 1.10(i) mean that the set
of such refinements is a directed set.
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