Results are presented for six nuclei from Be to Pb on the structure function ratios F~'/lff2(x) and their A dependence in deep inelastic muon scattering at 200 GeV incident muon energy. The data cover the kinematic range 0.01 <: x < 0.8 with Q2 ranging from 2 to 70 GeV 2. The A dependence of nuclear structure function ratios is parametrised and compared to various models.
of the ratio Fz a/F~, where F~ and F2 ° are structure functions per nucleon of nucleus A and the deuteron, respectively. Since the nucleons in the deuteron are only weakly bound, F~ is a good approximation for the structure function of a free nucleon.
For values of the Bjorken scaling variable x <~ 0.05, the ratio F~/F2 ° is smaller than unity, a fact known as "shadowing". In the intermediate x range, 0.05 < x < 0.2, the ratio shows a small enhancement over unity. For larger values of x, up to about 0.6, the ratio decreases with increasing x. The size of all these effects increases with the atomic number A. In the kinematic range explored so far there is little or no evidence for a dependence on the photon virtuality Q2.
Attempts have been made to describe shadowing in terms of generalised vector meson dominance or of parton-parton fusion. At larger values of x the observed phenomena have been discussed within "conventional nuclear physics" models, describing the effect of the nuclear potential on the bound nucleons by means of a reduced effective nucleon mass, often accompanied by an increased density of virtual pions. Alternatively, an increase of the quark confinement size in the nucleus has been invoked. In spite of the variety of theoretical approaches proposed, a quantitative understanding of the basic mechanisms responsible for the observed effects is still lacking.
While the A dependence of nuclear effects in structure functions has been studied in detail at large x [ 1 ], in the small x region accurate data are available only for a few light nuclei [2, 3] . In this paper we present a study of nuclear effects for a wide range of A, in the kinematic region 0.01 < x < 0.8 and 2 < Q2 < 70 GeV 2. For the present data, carbon -and not the deuteron -was chosen as the reference nucleus; the results will thus be given in the form F2A/F2 c. The choice of carbon was motivated by the requirement of large target thicknesses. The other target materials were Be, A1, Ca, Fe, Sn and Pb. The present results, in conjunction with earlier ones on D, He, Li, C and Ca [2, 3] , allow a detailed investigation of the A dependence of the bound nucleon structure function in the shadowing and enhancement regions.
In deep inelastic muon scattering from a nucleon, the double differential cross section per nucleon for one-photon exchange is given by
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where F2(x, Q2) is the structure function of the nucleon and R(x,Q 2) is the ratio of the longitudinally to transversely polarised virtual photon absorption cross sections. The variable _Q2 is the four-momentum of the virtual photon squared, E the incident muon energy, a the electromagnetic coupling constant and rn~ the muon mass. The
Bjorken scaling variable x, and y are defined as x = Q2/2Mv and y = u/E, where v is the energy of the virtual photon in the laboratory frame and M the proton mass. The function R(x, Q2) is taken to be independent of the nuclear mass A, an assumption supported by experimental data for x > 0.0085 and Q2 > 2 GeV 2 [4, 5] . Under this assumption the structure function ratio FA/F c becomes equal to the corresponding cross section ratio. The paper is organised as follows. In Section 2 the features of the experiment relevant to the present analysis are described, in Section 3 the analysis is discussed and the results are presented in Section 4.
The experimental set-up
The experiment was performed with the NMC spectrometer at the CERN SPS muon beam line M2. The incident muon energy was 200 GeV. A detailed description of the spectrometer can be found in Ref. [6] . In the following we only give a description of the target set-up and of the trigger conditions.
To perform accurate measurements of cross section ratios, a complementary target set-up was used; similar set-ups were employed in other NMC experiments. Two target sets were used, an upstream and a downstream one (Fig. I) . Each set consisted of two pairs of targets which were alternately exposed to the beam. One pair contained a target of material A1 and a carbon target, one behind the other along the beam direction; in the second, complementary pair, the positions of the two targets were interchanged. The pairs of targets were alternately placed in the beam, for about 40 minutes each. Each target in a pair received the same muon flux. Furthermore, the geometrical detector acceptance for events with a vertex at a given position along the beam was independent of the target material. The second set of targets consisted of a similar arrangement of two pairs of targets, placed further down the beam line; in this set material A2 was not necessarily the same as material A1 of the first set. As a pair of targets from each set was placed in the beam at the same time, two ratios of cross sections, AI/C and A2/C, were determined simultaneously in two semi-independent measurements. With these complementary target arrangements, the cross section ratio, o-A/o -c, for nucleus A and carbon can be expressed in a way that depends only on the number of reconstructed events, N, and on the number of nucleons per unit area, T, in the target [6] : meas Ik rl~ow 1 Tl~ow2 } In this way geometrical acceptance and detector efficiencies cancel, as do the beam fluxes. The formula was applied separately to the upstream and downstream target sets. The frequent exchange of the target rows substantially eliminated the effects of possible time dependence of the acceptance and efficiency of the apparatus. The data were collected with seven target configurations, listed in Table 1 . The data for each of the target configurations I to VI were collected during a few days in 1989; the data for configuration VII were taken in a one month long period in 1988. The targets had a similar number of nucleons/cm 2, providing optimal statistical accuracy for the cross section ratio measurement. The parameters characterising the targets are given in Table 2 . The Be, C and Ca targets consisted of 75 cm long cylinders; the AI, Fe, Sn and Pb targets of several equally spaced slices distributed over a length of 75 cm. The diameter of the targets was 7.5 cm. All targets were of natural isotopic composition.
The total target thickness exposed to the beam was 500-600 g/cm 2. The spectrometer was shielded from electromagnetic and hadronic background originating in such an amount of material by a calorimetric set-up [7] (see Fig. 1 ), consisting of an ironscintillator trigger calorimeter, a concrete-scintillator trigger calorimeter and a concrete absorber. The iron calorimeter was located between the upstream and downstream target sets; the concrete calorimeter was installed downstream of the targets. This arrangement made it possible to detect all hadronic showers emerging with angles of up to 20 ° with respect to the beam direction. In this way, for all events in which the scattered muon was seen by the NMC spectrometer, the accompanying hadrons were also measured. Thus the iron and concrete calorimeters tagged deep inelastic interactions by the detection of the hadronic showers. The energy resolution for pions was about 25% at 10 GeV and 16% at 100 GeV. The calorimeter information was used only at the trigger level.
The choice of iron for the upstream calorimeter was motivated by the small space available between the targets. Concrete was preferred for the downstream calorimeter and for the absorber so as to minimise the multiple scattering of the outgoing muon. For the same reason, the iron calorimeter had a rectangular hole around the beam axis, with a size matching the geometrical acceptance of the forward spectrometer magnet (FSM) used to measure the scattered muon momentum. Forward hadrons passing through this hole were detected in the concrete calorimeter.
The iron and concrete calorimeters each consisted of ten layers of active (scintillator) and passive (iron or concrete) material. The active area was 1.8xl.8 m 2. The iron (concrete) calorimeter had a total depth of 0.65 m (1.15 m), corresponding to 23 (8.6) radiation lengths, X0, or 2.4 (2.3) nuclear interaction lengths, At. In order to resolve events originating from the most downstream target, the concrete calorimeter had an 8 cm wide and 33 cm deep hole (see Fig. 1 ). The depth of the absorber was 1.82 m (17.1X0, 4.6at), sufficient to contain all showers from the calorimeters; its area covered the FSM aperture.
An energy deposit in the calorimeter above a given threshold was required for an event to be triggered. Muon interactions in the absorber did not release energy in the calorimeters and were therefore suppressed. A threshold corresponding to an energy release of 4 GeV for a hadronic shower gave a trigger efficiency close to 100%. In addition to the requirement of an energy deposit in the calorimeter, the standard "TI" trigger conditions described in Ref. [6] were applied, essentially demanding that a scattered muon be detected. The trigger was sensitive to muons scattered by more than 1 ° with respect to the incoming beam direction.
Analysis
Various kinematic cuts were applied to the data. Events from regions with rapidly changing acceptance (scattering angle O < 13 mrad) and poor spectrometer resolution (v < 17 GeV) were removed. The requirement y < 0.85 excluded kinematic regions where radiative corrections are large. The condition p' > 30 GeV was imposed on the scattered muon momentum, thereby rejecting muons originating from hadron decays. Events with poor vertex resolution due to multiple scattering, which is proportional to 1/(p'0~), were suppressed by applying the cut x > 0.01, which corresponds to p't9 > 1000 GeV. mrad. The numbers of remaining events are 0.4 x 106 for Be/C, Ca/C, AI/C and Fe/C, 0.6 x 10 6 for Pb/C, and 2.8 x 10 6 for Sn/C. These data cover the kinematic region 0.01 < x < 0.8 and 2 < Q2 < 70 GeV 2.
In order to obtain the one-photon exchange cross section ratio (trA/tr c) l~ from the measured cross section ratio (Eq. (2)), the measured yields were corrected for higher order electroweak processes, notably for the radiative tails of coherent scattering from nuclei and quasielastic scattering from nucleons, as well as for the inelastic radiative tail. The threshold of the target calorimeter was equivalent to the energy release of 40-45 minimum ionising particles, which corresponded to 4 GeV for hadronic showers, as mentioned earlier, and to a somewhat lower energy for electromagnetic ones. For coherent and quasielastic events the v cut of 17 GeV requires a minimum energy of the radiated photon of about 10 GeV. This means that also these events satisfied the trigger condition, thereby requiring the application of the full coherent and quasielastic radiative corrections.
Each event was weighted with the correction factor r/= O'ly/O'meas , which was computed according to the scheme of Akhundov et al. [ 8 ] . Multiphoton exchange processes in the coherent radiative tail were also taken into account [9]; they were relevant only for the Sn and Pb targets, for which they amounted to less than 3% of the total radiative correction in the small x region.
The calculation of the quasielastic radiative tails requires a parametrisation of the nucleon form factor which was taken from Ref. [ 10] . The quasielastic suppression factor, which takes into account the reduction of the elastic cross section of the bound nucleon with respect to the free one, was evaluated using the results of Bernabeu [ 11 ] for carbon and of Moniz [ 12] for the other nuclei. For the evaluation of the coherent radiative tails, the nuclear elastic form factors are needed. A parametrisation of the electric and magnetic form factors for 9Be was taken from Ref. [ 13 ] . The form factors of the other nuclei were calculated using the Fourier transform of their charge distributions. These were determined in terms of sums of Gaussians for 12C [14] , 4°Ca [15] and 2°gPb [ 16] , by a Fourier-Bessel analysis for 27A! and 56Fe [ 17] and in the framework of a three-parameter Gaussian model for ll7Sn [ 18] .
Finally, in order to determine the inelastic tail contribution, the knowledge of R(x, Q2) and FA(x,Q z) is needed. The ratio R(x,Q 2) was taken from the SLAC parametrisation [19] and was assumed to be independent of the atomic mass A. The structure functions FC(x, Q2) and FA(x, Q2) were obtained using a parametrisation of F D [20] , the ratio FC/F D [2] and the presently measured ratio FA/FC:
FC(x, QZ) = FD(x, Q2)~2 D ,
where the cross section ratios were assumed to be independent of Q2. For the ratio FA/F c, the presently measured cross section ratios as well as those from the E139 experiment [21 ] were used. Since the measured ratio is needed as an input, an iterative procedure was required. The radiative correction factors, r/, for the individual targets may vary over a wide range; in the case of lead from 0.3 at small x to 1.2 at large x. The dominant contribution to ~7 stems from the coherent radiative tail. For the ratios however, the largest resulting total corrections are 0.85 for C/Be, 0.8 for A1/C, 0.6 for Ca/C and for Fe/C and 0.4 ----13 -12 --11 --10 --9 -8 -7 --6 --5 --4 300 (n250 0.2<x<U.~,~.. "~200 ~150 100 50 0--1,3' '-1,2' -li" -10 -9 -8 -7 -6 -5 -4 vertex position[ml for Sn/C and for Pb/C in the lowest x bin. Their size decreases rapidly with increasing x and differs from unity by less than 0.01 for x > 0.06.
The data were also corrected for the non-isoscalarity of the targets using a parametrisation of the structure function ratio F~/F~ [6] . This correction is maximum at large x where it is at most 15% for the ratio FPb/lff2; it is negligible at small x.
The finite resolution of the spectrometer leads to an uncertainty in the position of the interaction vertex and in the determination of the kinematic variables. The dominant source of this smearing is multiple scattering of the muon which strongly affects events with small p~v9 (small x). In Fig. 2 the vertex distributions for the smallest and an intermediate x bin are shown. The effects of the smearing on the cross section ratios were estimated by a Monte Carlo simulation.
In the Monte Carlo simulation hits in the detectors were generated for the incident and scattered muon tracks according to parametrisations of the measured efficiencies of the tracking chambers and trigger hodoscopes. In order to take into account the multiple scattering and the energy loss of the muon, a detailed description of the geometry and composition of the targets and of the target calorimeters was used. The Monte Carlo events were passed through the same reconstruction programs as the data. Each event was weighted with the inclusive cross section, i.e. the one-photon exchange cross section together with contributions from radiative and other higher order processes.
The Monte Carlo simulation reproduces the data well for all target configurations. As an example, Fig. 3 shows the ratio of the data and Monte Carlo vertex distributions along the beam direction for the C,AI and C,Pb target configurations for the x bins shown in Fig. 2 .
In Fig. 4 , the factors to correct the ratio FFe/F c for the effects of smearing are shown.
The correction to the ratio is small because the loss of events from a given target is compensated by the gain of events from the adjacent ones. the correction factor ranges from 1.02 for Be/C to 1.04 for Pb/C. Events originating in the detectors close to the target region lead to a correction of up to 0.5% for the ratios of the upstream target set.
As a check of the method used to calculate the cross section ratio, following the reasoning presented in Ref. [6] , the ratio of the beam fluxes was evaluated from the measured number of events. This flux ratio was studied as a function of all measured kinematic variables and, after applying all corrections, was found to be independent of them in the range where the results are presented. 
The results
All cross section ratios measured with the same pair of target materials were found to agree and the data were therefore combined. The x dependences of the structure function ratios FA/F c, averaged over Q2, are presented in Table 3 The ratio F~e/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty Table 4 The ratio FAI/F~2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty The outer error bars indicate the size of the statistical and systematic uncertainties added in quadrature.
In the present results the main contributions to the systematic errors at small x are the uncertainties of the radiative corrections. These uncertainties were estimated by varying the input parameters to the radiative correction program following the procedure outlined in Ref. [6] .
Other contributions to the systematic error at small x include the uncertainty of the Table 5 The ratio /if2 a/F~2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.003 and is not included in the systematic uncertainty Table 6 The ratio F~e/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty The target calorimeter efficiency was only measured for Sn and C [22, 23] where its effect on the ratio was typically less than one per cent, except at large x where it reached about 2%. The other ratios were not corrected for the target calorimeter efficiency. A systematic error equal to the full correction for the Sn/C ratio was assumed.
The uncertainty of the measurement of incoming (6p/p = 0.2%) and scattered muon Table 7 The ratio FSn/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty Table 8 The ratio FPb/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty An additional systematic error was included as an estimate of the uncertainty of the method to extract the ratios (Eq. (2) ). This error was evaluated as the difference between the present results and those determined as follows. The yield of the ith target in row j, Nij, is given by Nij = ESk=l O'kjTkj~j~kjaikj, where o-kj is the total cross section of target material k, Tkj the thickness of target k, ~bj the muon flux, ekj the average geometric acceptance of target k and aikj takes into account the smearing effects. The coefficients aikj were determined using the Monte Carlo simulation described above. A fit was performed in each x bin to the number of events from the eight targets and from the concrete calorimeter for each row. The fit parameters were the cross section ratios, o-A/o -C , the flux ratio for the two target rows, the ratios of the geometric acceptances for different target positions and a normalisation constant. The fitted structure function ratios were found to agree with those obtained using Eq. (2) to within 0.5% over most of the x range and 2% at small x.
The normalisation uncertainty on the ratios is due to the uncertainties in the target thicknesses and amounts to 0.2-0.3%, depending on the material. It is not included in the errors shown in Fig. 5 .
At small x, the results for the structure function ratios are sensitive to the assumption zlR A --R A -R c = 0. The difference zlR A has been measured for Ca [5] and Sn [22] ; the results are consistent with zero and have a total error of typically t0.04. If a value of AR A = +0.04 is assumed, the ratios change by up to q:0.01 at small x. This was not included in the systematic error.
All structure function ratios presented in Fig. 5 show a characteristic x dependence at small and intermediate x. There is a depletion below unity at small x, which increases with decreasing x. The ratio FzBe/F c has the opposite behaviour since beryllium has a smaller A than carbon. The data show a clear and systematic increase of shadowing with increasing nuclear mass A. Fig. 5 also shows the results for real (Q2 = 0 GeV 2) photons of 60 GeV [24, 25] . These are available, however, only for deuterium, carbon, copper and lead; we therefore used a power-law interpolation (o-c< A '~) to obtain the values shown. Our data are consistent with the results of the SLAC-E139 experiment at large x also shown in Fig. 5 which we obtained from published results [21] by dividing the ratios F~/F2 D by FC/F~.
The errors shown for the E139 results might be overestimated since in calculating them we treated these ratios as uncorrelated. The Q2 range covered by the E139 data is 2-1 l GeV 2. No correction for a possible Q2 dependence of the data was applied.
The ratio F~za/F c found in the present analysis is also consistent with previous NMC results obtained from data taken at incident muon energies of 90 GeV [3] and 200 GeV [2] (see Fig. 6 ). Fig. 7a shows a comparison of the present NMC data and of the ones of Refs. [2,3] with the data of the collaboration FERMILAB-E665 [26] for Ca/C and Pb/C. The NMC and E665 ratios with respect to carbon are in good agreement. Conversely, the E665 ratios with respect to the deuteron do not agree with the NMC results, as shown in Fig. 7b .
The present results combined with those of our earlier measurements of (ii) (iii) the data using the function FA/F2 c = cA C"-]) was performed in each x bin. The continuous lines in Fig. 8 show the results of the fits for three x bins. The fits describe the data satisfactorily.
The small x data are not well described by a linear function of the nuclear density, p, (Fig. 9) : FA/F c = fl + 8p(A), where the nuclear density is given by p(A) = 3A/4~R3e, with Re 2 = 5<r2)/3. The mean square charge radii of the nuclei, (r2), were taken from Ref.
[ 17], and the assumption was made that the nuclear density distribution and the charge distributions of a nucleus are equal. Alternatively, one can assume that the nuclear effects are due to the local properties of the nuclear medium [27] . This leads to a dependence of the nucleus cross section on a volume term (proportional to A) and a surface one (proportional to A2/3). The structure function ratios can then be parametrised as FA/F c = a + bA -1/3. The result of a fit of this function to the data is shown as solid lines in Fig. 10 . The small x results are not well described. A functional form including (iv) a higher order term proportional to A -2/3 yields a significant improvement of the fit quality: the dashed line in Fig. 10 shows the result of the fit using the function FA /F2 c = a + bA -1/3 + cA -2/3. Extrapolating the fitted functions to A = oo gives the nuclear matter to carbon structure function ratio, a, which is shown in Fig. I 1. A novel approach to nuclear shadowing has been recently proposed in Ref. [28] , where a scaling variable n was introduced in terms of which nuclear shadowing in deep inelastic scattering is universal, i.e. independent of A, Q2 and x. The scaling variable n is a measure of the number of gluons probed by the hadronic fluctuations of the photon. For the numerical estimates of n we used Eq. (5) of Ref. [28] . Fig. 12 shows results on structure function ratios plotted as a function of n in the range x < 0.07. It appears that within about 5% all the data scale with n. 
