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Abstract
The present work is dedicated to study a unilateral problem relating to the operator
L̂u(x, t) = ∂
2u
∂t2
−
[
aˆ(t) + bˆ(t)
β(t)∫
α(t)
(
∂u
∂x
)2
dx
]
∂2u
∂x2
+ q ∂
4u
∂x4
,
which models small transverse deflections u(x, t) of an extensible beam with moving ends. Without re-
striction on the initial configuration u0 and considering the initial velocity u1 with a bounded gradient,
we succeed to prove that, given T an arbitrary positive real number, there exists a unique solution for the
unilateral problem defined for all t ∈ [0, T ].
© 2006 Elsevier Inc. All rights reserved.
Keywords: Extensible beams; Unilateral problem; Moving hinged ends; Penalty method; Nonlocal solutions
1. Introduction
A mathematical model for the deflections of an extensible beam with hinged ends, kept at a
constant distance, was introduced by Woinowsky-Krieger [16] and given by:
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∂2u
∂t2
−
[
m0 + m1
L∫
0
(
∂u
∂x
)2
dx
]
∂2u
∂x2
+ q ∂
4u
∂x4
= 0,
u(0, t) = u(L, t) = ∂
2u
∂x2
(0, t) = ∂
2u
∂x2
(L, t) = 0,
where m0, m1, L and q are positive real numbers, L is the beam’s length, the nonlinear term
represents the beam’s tension due to its extensibility and u(x, t) stands for the beam’s deflec-
tion at point x and instant t . This unidimensional case for the spatial variables was studied by
Dickey [8] and Ball [1], with damping by Bernstein [3] and also Ball [2].
The mathematical model bellow describes the small transverse deflections of an extensible
beam with moving hinged ends and variable tension:∣∣∣∣∣∣∣∣∣∣∣
∂2u
∂t2
−
(
aˆ(t) + bˆ(t)
β(t)∫
α(t)
(
∂u
∂x
)2
dx
)
∂2u
∂x2
+ q ∂
4u
∂x4
= 0,
u
(
α(t), t
)= u(β(t), t)= ∂2u
∂x2
(
α(t), t
)= ∂2u
∂x2
(
β(t), t
)= 0.
(1.1)
Note that u = u(x, t) is the deflection of the beam; aˆ(t) and bˆ(t) positive real functions;
[α(t), β(t)] the deformations of [α0, β0] after time t > 0, with α0 = α(0), β0 = β(0), 0 < α(t) <
α0 < β0 < β(t), for all t > 0; γ (t) = β(t) − α(t), for all t  0, γ0 = γ (0).
In order to propose our problem we need some notation. Let Q̂ be the set{
(x, t) ∈ R2; α(t) < x < β(t), 0 < t < T }, (1.2)
with 0 < α(t) < α0 < β0 < β(t) for t > 0.
The lateral boundary of Q̂ is defined by∑̂
=
⋃
0<t<T
[{
α(t), β(t)
}× {t}]. (1.3)
Set
M̂(t, λ) = aˆ(t) + bˆ(t)λ. (1.4)
Thus, we consider the nonlinear differential operator
L̂u(x, t) = ∂
2u
∂t2
− M̂
(
t,
β(t)∫
α(t)
(
∂u
∂x
)2
dx
)
∂2u
∂x2
+ q ∂
4u
∂x4
, (1.5)
where q is a positive real number, defined for functions u : Q̂ → R.
Let us consider the closed convex set Kt , contained in H 10 (Ωt ), for t  0, defined by
Kt =
{
w ∈ H 10 (Ωt );
∣∣∣∣∂w∂x
∣∣∣∣ 1γ (t) a.e. in Ωt
}
. (1.6)
Note that H 10 (Ωt ) is the Sobolev space on Ωt = (α(t), β(t)), the sections of Q̂ at level t ; see [10].
Remark 1.1. In the present work, we consider a unilateral problem or a variational inequality
cf. [5] for the operator L̂u, to be defined in Section 2. We prove, that considering u0 ∈ H 1(Ω0)∩0
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u = u(x, t), defined for all numbers t  0. Note that u0 is arbitrary in H 10 (Ω0) ∩ H 4(Ω0).
The methodology employed to study the unilateral problem of L̂u in Q̂ consists in transform-
ing the noncylindrical domain Q̂ into a cylinder Q and the operator L̂u into an operator Lv
defined for functions v :Q → R. Thus we obtain an equivalent cylindrical unilateral problem
for Lv in Q and we are able to apply the penalty method idealized by Lions [10].
2. Notations and results
We consider the following hypotheses:
(H1) α,β ∈ C3([0,∞);R), such that 0 < α(t) < α0 < β0 < β(t), for all t > 0, α′(t) < 0,
β ′(t) > 0 and α′(0) = β ′(0) = 0, with f ′ the derivative of f (t).
(H2) aˆ, bˆ ∈ C3([0,∞);R), such that aˆ(t) aˆ0 > 0, bˆ(t) bˆ0 > 0, for all t  0.
(H3) |α′(t) + yγ ′(t)|
√
aˆ0
2 , for all t  0, 0 < y < 1.
Theorem 2.1. Suppose u0 ∈ H 10 (Ω0) ∩ H 4(Ω0) and u1 ∈ K0 ∩ H 2(Ω0), with
∂2u0
∂x2
(α0) = ∂
2u0
∂x2
(β0) = 0.
There exists one and only one function u : Q̂ → R, satisfying the conditions:
u ∈ L∞(0, T ;H 10 (Ωt ) ∩ H 3(Ωt )), u′ ∈ L∞(0, T ;H 2(Ωt )),
u′′ ∈ L∞(0, T ;L2(Ωt )), (2.1)
Du(t) ∈ Kt a.e. in (0, T ), (2.2)
T∫
0
〈
L̂u(t),w(t) − Du(t)〉dt  0, (2.3)
for all w ∈ L1(0, T ;H 10 (Ωt ) ∩ H 2(Ωt )), with w(t) ∈ Kt a.e. in (0, T ),
∂2u
∂x2
(
α(t), t
)= ∂2u
∂x2
(
β(t), t
)= 0 a.e. in (0, T ), (2.4)
u(x,0) = u0(x), u′(x,0) = u1(x) a.e. in Ω0 = (α0, β0). (2.5)
The operator D is defined by
Du(x, t) = u′(x, t) +
[
γ ′(t)
γ (t)
(
x − α(t))+ α′(t)]∂u
∂x
(x, t) (2.6)
and the duality in (2.3) given by〈
L̂u(t),Ψ
〉= (u′′(t) − [aˆ(t) + bˆ(t)∫
Ωt
∣∣ux(ζ, t)∣∣2 dζ]uxx(t),Ψ)
L2(Ωt )
+ (quxx(t),Ψxx)L2(Ωt ), ∀Ψ ∈ H 10 (Ωt ) ∩ H 2(Ωt ). (2.7)
704 M.D.G. da Silva et al. / J. Math. Anal. Appl. 334 (2007) 701–715To prove Theorem 2.1 we transform it into an equivalent unilateral problem in a cylindrical
domain.
In fact, if (x, t) ∈ Q̂, the point (y, t) ∈ Q, for y = x−α(t)
γ (t)
and Q = (0,1) × (0, T ). Thus the
mapping τtx = y, with y = x−α(t)γ (t) , transforms (α(t), β(t)), t  0, into (0,1). The inverse is
τ−1t y = x, with x = γ (t)y + α(t). Note that τt and τ−1t are C3, by (H1).
The next step is to obtain the operator Lv(y, t) transformed from L̂u(x, t) by τt . In fact, if we
set v(y, t) = u(x, t) with y = τtx, we obtain
Lv(y, t) = ∂
2v
∂t2
− 1
γ 2(t)
[
− aˆ0
2
+ aˆ(t) + bˆ(t)
γ (t)
1∫
0
(
∂v
∂y
)2
dy
]
∂2v
∂y2
− ∂
∂y
(
a(y, t)
∂v
∂y
)
+ b(y, t) ∂
2v
∂y∂t
+ c(y, t)∂v
∂y
+ q
γ 4(t)
∂4v
∂y4
, (2.8)
where
a(y, t) =
[
aˆ0
2γ 2(t)
−
(
α′(t) + yγ ′(t)
γ (t)
)2]
, (2.9)
b(y, t) = −2
[
α′(t) + yγ ′(t)
γ (t)
]
, (2.10)
c(y, t) = −
[
α′′(t) + yγ ′′(t)
γ (t)
]
. (2.11)
By (H2) we have − aˆ02 + aˆ(t)  aˆ02 , then the coefficient of (− ∂
2v
∂y2
) is strictly positive. Also
by (H2) and (H3), a(y, t) 0, for all (y, t) ∈ Q.
Observe also that v′(y, t) = Du(x, t) and if z(y, t) = w(x, t), y = τtx, ∂z∂y = γ ∂w∂x and Kt is
transformed into the closed convex set
K =
{
z ∈ H 10 (Ω);
∣∣∣∣ ∂z∂y
∣∣∣∣ 1 a.e. in Ω} (2.12)
with Ω = (0,1).
Let
μ(t) = 1
γ 2(t)
[
− aˆ0
2
+ aˆ(t) + bˆ(t)
γ (t)
1∫
0
(
∂v
∂y
)2
dy
]
. (2.13)
Prior to completing the proof of Theorem 2.1, we state another result.
Theorem 2.2. Suppose v0 ∈ H 10 (Ω) ∩ H 4(Ω) and v1 ∈ K ∩ H 2(Ω), with
∂2v0
∂y2
(0) = ∂
2v0
∂y2
(1) = 0.
Then, there exists one and only one function v :Q → R, such that
v ∈ L∞(0, T ;H 10 (Ω) ∩ H 3(Ω)), v′ ∈ L∞(0, T ;H 10 (Ω) ∩ H 2(Ω)),
v′′ ∈ L∞(0, T ;L2(Ω)), (2.14)
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T∫
0
〈
Lv(t), z(t) − v′(t)〉γ (t) dt  0, (2.16)
for all z ∈ L1(0, T ;H 10 (Ω) ∩ H 2(Ω)), with z(t) ∈ K a.e. in (0, T ),
∂2v
∂y2
(0, t) = ∂
2v
∂y2
(1, t) = 0 a.e. in (0, T ), (2.17)
v(y,0) = v0(y) and v′(y,0) = v1(y) a.e. in Ω = (0,1), (2.18)
and the duality in (2.16) given by〈
Lv(t),Φ
〉= (v′′(t) − μ(t)vyy(t) − ∂
∂y
(
a(t)vy(t)
)+ b(t)v′y(t),Φ)
L2(Ω)
+ (c(t)vy(t),Φ)L2(Ω) +( qγ 4(t)vyy(t),Φyy
)
L2(Ω)
,
∀Φ ∈ H 10 (Ω) ∩ H 2(Ω). (2.19)
Remark 2.1. Note that, as we will prove in Section 3, T is any positive real number.
By the inverse mapping τ−1t we prove that Theorem 2.2 implies Theorem 2.1. By this reason
we need only to prove Theorem 2.2.
In order to prove Theorem 2.2 we transform, by penalty method, the inequality (2.16) into a
family of equations depending on a parameter ε > 0 and apply Faedo–Galerkin’s method.
First of all, let us define a penalty operator convenient to our problem, cf. Lions [10]. Consider
the Sobolev space W 1,40 (Ω) and its topological dual W
−1,4/3(Ω). The closed convex set K , de-
fined in (2.12), is also contained in W 1,40 (Ω). Represent by v− the negative part of the function v
defined by v−(y) = max(−v(y),0). For u,v ∈ W 1,40 (Ω), we have[(
1 −
∣∣∣∣∂u∂y
∣∣∣∣2)− ∂u∂y ∂v∂y
]
∈ L1(Ω).
For each u ∈ W 1,40 (Ω), consider the linear form
〈
P(u), v
〉= 1∫
0
(
1 −
∣∣∣∣∂u∂y
∣∣∣∣2)− ∂u∂y ∂v∂y dy,
defined for all v ∈ W 1,40 (Ω), which is continuous, then it is an object of the dual W−1,4/3(Ω).
We obtain
P(u) = − ∂
∂y
[(
1 −
∣∣∣∣∂u∂y
∣∣∣∣2)− ∂u∂y
]
(2.20)
in the sense of distributions on Ω = (0,1).
We prove, cf. Lions [10], that the operator P :W 1,40 (Ω) → W−1,4/3(Ω) is monotone and
hemicontinuous, takes bounded sets of W 1,40 (Ω) into bounded sets of W
−1,4/3(Ω) and its kernel
is K . This operator is called the penalty operator relating to the closed convex set K .
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Theorem 2.3. Suppose 0 < ε < 1, v0 ∈ H 10 (Ω) ∩ H 4(Ω) and v1 ∈ K ∩ H 2(Ω), with
∂2v0
∂y2
(0) = ∂
2v0
∂y2
(1) = 0.
There exists a unique function vε :Q → R satisfying
vε ∈ L∞
(
0, T ;H 10 (Ω) ∩ H 3(Ω)
)
, v′ε ∈ L∞
(
0, T ;H 10 (Ω) ∩ H 2(Ω)
)
,
v′′ε ∈ L∞
(
0, T ;L2(Ω)), (2.21)〈
Lvε(t),Φ
〉+ 1
ε
〈
P
(
v′ε(t)
)
,Φ
〉= 0 in L∞(0, T ), (2.22)
for all Φ ∈ H 10 (Ω) ∩ H 2(Ω),
∂2vε
∂y2
(0, t) = ∂
2vε
∂y2
(1, t) = 0 a.e. in (0, T ), (2.23)
vε(y,0) = v0(y), v′ε(y,0) = v1(y) in Ω = (0,1). (2.24)
The proof of Theorem 2.3 will be given in Section 3. For the moment let us prove that it
implies the proof of Theorem 2.2. Observe that in (2.22), 〈 , 〉 represents, at first time, the duality
defined in (2.19) and, at second time, the duality pairing between W−1,4/3(Ω) and W 1,40 (Ω).
In fact, set in (2.22) Φ = (z(t) − v′ε(t))γ (t) with z ∈ L1(0, T ;H 10 (Ω) ∩ H 2(Ω)) such that
z(t) ∈ K a.e. in (0, T ). We have
T∫
0
〈
Lvε(t), z(t) − v′ε(t)
〉
γ (t) dt + 1
ε
T∫
0
〈
P
(
v′ε(t)
)
, z(t) − v′ε(t)
〉
γ (t) dt = 0. (2.25)
By monotonicity of P and because z(t) ∈ K , we have〈
P
(
v′ε(t)
)
, z(t) − v′ε(t)
〉= 〈P (v′ε(t))− P (z(t)), v′ε(t) − z(t)〉 0,
then it follows from (2.25) that
T∫
0
〈
Lvε(t), z(t) − v′ε(t)
〉
γ (t) dt  0, (2.26)
for all z ∈ L1(0, T ;H 10 (Ω) ∩ H 2(Ω)) with z(t) ∈ K a.e. in (0, T ). We prove in Section 3 that,
when 0 < ε < 1, if ε → 0, (2.26) converges to
T∫
0
〈
Lv(t), z(t) − v′(t)〉γ (t) dt  0,
for all z ∈ L1(0, T ;H 10 (Ω) ∩ H 2(Ω)) with z(t) ∈ K a.e. in (0, T ), and v :Q → R satisfies the
regularity, the unicity and the initial conditions of Theorem 2.2.
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We apply Faedo–Galerkin’s method with the Hilbertian basis of spectral objects (wν)ν∈N
and (λν)ν∈N for the operator − ∂2∂y2 in H 10 (Ω), Ω = (0,1), cf. Brézis [4]. We know that the
eigenvectors (wν)ν∈N are orthonormal and complete in L2(Ω) and complete in H 10 (Ω)∩H 2(Ω)
and
V =
{
v ∈ H 10 (Ω) ∩ H 4(Ω);
∂2v
∂y2
(0) = ∂
2v
∂y2
(1) = 0
}
.
We represent by VN = [w1,w2, . . . ,wN ] the subspace of H 10 (Ω)∩H 2(Ω) generated by the first
N vectors wν . The approximate problem consists in determining vεN(x, t) =∑Nj=1 gjN(t)wj (x)
in VN , the solution of the system of ordinary differential equations∣∣∣∣∣∣∣∣∣
〈
LvεN(t),w
〉+ 1
ε
〈
P
(
v′εN (t)
)
,w
〉= 0, for all w in VN,
vεN(0) = v0N → v0 strong in H 10 (Ω) ∩ H 4(Ω),
v′εN (0) = v1N → v1 strong in H 10 (Ω) ∩ H 2(Ω), with v1N ∈ K ∩ H 2(Ω).
(3.1)
The system (3.1) has a local solution vεN = vεN(y, t), for y ∈ Ω and 0  t < TN , cf. Cod-
dington and Levinson [7]. The extension of vεN from [0, tN ) to [0, T ), for all number T > 0, is
a consequence of an a priori estimate obtained in Estimate (i).
Remark 3.1. Since K ∩ H 2(Ω) is a closed convex set of H 10 (Ω) ∩ H 2(Ω), there exists a
projection operator πK :H 10 (Ω) ∩ H 2(Ω) → K ∩ H 2(Ω), cf. Brézis [4] and Kesavan [9].
We have ‖πKv1N − πKv1‖  ‖v1N − v1‖, which converges to zero. But πKv1 = v1 because
v1 ∈ K ∩ H 2(Ω). Then πKv1N ∈ K ∩ H 2(Ω) approximates v1 in H 10 (Ω) ∩ H 2(Ω) norm. So
we can consider the approximations of v1 belonging to K ∩ H 2(Ω).
In order to have a better notation, we consider, in the computation, vεN = v, ∂2v∂y2 = v,
∂v
∂y
= ∇v and ∂v
∂t
= v′, ∂2v
∂t2
= v′′. By |v(y, t)| we represent the absolute value of the real number
v(y, t) and |v(t)|, ‖v(t)‖ the norms of v = v(y, t) in L2(Ω) and H 10 (Ω) respectively, that is,∣∣v(t)∣∣2 = ∫
Ω
∣∣v(y, t)∣∣2 dy and ∥∥v(t)∥∥2 = ∫
Ω
∣∣∇v(y, t)∣∣2 dy.
Estimate (i). Set w = v′(t) in (3.1) and observe the definition of the duality in (2.19). We obtain
1
2
d
dt
∣∣v′(t)∣∣2 + μ(t)1
2
d
dt
∥∥v(t)∥∥2 + a(t, v(t), v′(t))+ (b(t)∇v′(t), v′(t))
+ (c(t)∇v(t), v′(t))+ q
γ 4(t)
(
v(t),v′(t)
)+ 1
ε
〈
P
(
v′(t)
)
, v′(t)
〉= 0. (3.2)
Observe that we employ the notation
a
(
t, v(t),w
)= ∫
Ω
a(y, t)∇v(y, t)∇w(y)dy.
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d
dt
{∣∣v′(t)∣∣2 +( aˆ(t) − aˆ02
γ 2(t)
)∥∥v(t)∥∥2 + bˆ(t)
2γ 3(t)
∥∥v(t)∥∥4
+
1∫
0
a(y, t)
∣∣∇v(y, t)∣∣2 dy + q
γ 4(t)
∣∣v(t)∣∣2}
+ 2
1∫
0
γ ′(t)
γ (t)
∣∣v′(y, t)∣∣2 dy + 2
ε
〈
P
(
v′(t)
)
, v′(t)
〉

[
aˆ′(t)
γ 2(t)
− 2(aˆ(t) −
aˆ0
2 )γ
′(t)
γ 3(t)
]∥∥v(t)∥∥2
+ 1
2
[
bˆ′(t)
γ 3(t)
− 3bˆ(t)γ
′(t)
γ 4(t)
]∥∥v(t)∥∥4 + 1∫
0
a′(y, t)
∣∣∇v(y, t)∣∣2 dy
+
[
max
0y1
∣∣c(y, t)∣∣][∥∥v(t)∥∥2 + ∣∣v′(t)∣∣2]+ 4qγ ′(t)
γ 5(t)
∣∣v(t)∣∣2. (3.3)
Integrating (3.3) on (0, t), 0 < t < tN , we obtain
∣∣v′(t)∣∣2 +( aˆ(t) − aˆ02
γ 2(t)
)∥∥v(t)∥∥2 + bˆ(t)
2γ 3(t)
∥∥v(t)∥∥4 + 1∫
0
a(y, t)
∣∣∇v(y, t)∣∣2 dy
+ q
γ 4(t)
∣∣v(t)∣∣2 + 2
ε
t∫
0
〈
P
(
v′(s)
)
, v′(s)
〉
ds
 |v1N |2 +
(
aˆ(0) − aˆ02
γ 20
)
‖v0N‖2 + bˆ(0)2γ 30
‖v0N‖4 + aˆ02γ 20
1∫
0
∣∣∇v0N(y)∣∣2 dy
+ q
γ 40
|v0N |2 +
t∫
0
[
aˆ′(s)
γ 2(s)
− 2(aˆ(s) −
aˆ0
2 )γ
′(s)
γ 3(s)
]∥∥v(s)∥∥2 ds
+ 1
2
t∫
0
[
bˆ′(s)
γ 3(s)
− 3bˆ(s)γ
′(s)
γ 4(s)
]∥∥v(s)∥∥4 ds + t∫
0
1∫
0
a′(y, s)
∣∣∇v(y, s)∣∣2 dy ds
+
t∫
0
[ |α′′(s)| + |β ′′(s)|
γ (s)
][∥∥v(s)∥∥2 + ∣∣v′(s)∣∣2]ds + t∫
0
4qγ ′(s)
γ 5(s)
∣∣v(s)∣∣2 ds. (3.4)
Remark 3.2. In (3.4), by the convergences in (3.1), the sum of the terms evaluated in t = 0 is
less than a positive constant C1, independent of N and tN . We also have
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(
aˆ(t) − aˆ02
γ 2(t)
)

(
aˆ0
2γ 2(t)
)
 C2,
• bˆ(t)
γ 3(t)
 bˆ0
2mγ 3(t)
 C3,
• q
γ 4(t)
 C4.
Note that C2, C3 and C4 depend on T > 0 but T is an arbitrary positive number, not depending
of N and tN ,
•
1∫
0
a(y, t)
∣∣∇v(y, t)∣∣2 dy  0 by (H3) and (2.9).
From Remark 3.2 we modify (3.4), obtaining
ϕ(t) + 1
ε
t∫
0
〈
P
(
v′(s)
)
, v′(s)
〉
ds C5 + C6
t∫
0
ϕ(s) ds, (3.5)
with ϕ(t) = |v′(t)|2 + ‖v(t)‖2 + ‖v(t)‖4. Since the penalty term is positive, the Gronwall in-
equality implies ϕ(t) C8, that is, after the extension of the solution∣∣v′εN (t)∣∣2 + ∥∥vεN(t)∥∥2 + ∥∥vεN(t)∥∥4 + ∣∣vεN(t)∣∣2  C7, (3.6)
for all N ∈ N, ε > 0 and t ∈ [0, T ], T > 0.
From (3.5) and (3.6) it follows that
T∫
0
〈
P
(
v′εN (t)
)
, v′εN (t)
〉
dt  C8, (3.7)
for all N ∈ N, 0 < ε < 1, and any fixed T > 0.
By definition of P ,
T∫
0
1∫
0
(∣∣∇v′εN (y, t)∣∣2 − 1)∣∣∇v′εN (y, t)∣∣2 dy dt  T∫
0
〈
P
(
v′εN (t)
)
, v′εN (t)
〉
dt. (3.8)
From (3.7), (3.8) and by Young’s inequality, we obtain an extra fundamental estimate
T∫
0
∣∣∇v′εN(t)∣∣4L4(Ω) dt  C9,
for all N ∈ N, 0 < ε < 1, T an arbitrary positive number.
Thus we have the estimate
∣∣v′εN (t)∣∣2 + ∣∣vεN(t)∣∣2 + T∫
0
∣∣∇v′εN (t)∣∣4L4(Ω) dt  C11. (3.9)
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1
2
d
dt
∥∥v′(t)∥∥2 + μ(t)1
2
d
dt
∣∣v(t)∣∣2
+ a(t, v(t),−v′(t))+ (b(t)∇v′(t),−v′(t))
+ (c(t)∇v(t),−v′(t))+ q
γ 4(t)
(
v(t),−2v′(t))+ 1
ε
〈
P
(
v′(t)
)
,−v′(t)〉
= 0. (3.10)
By definition of P , see (2.20), we obtain that P(v′(t)) = 0 when |∇v′(y, t)|2  1 a.e. in Ω ,
that is, v′(t) ∈ K . In the case v′(t) /∈ K , by Stampacchia’s Chain Rule Theorem, see Kesavan [9,
pp. 256–259], it follows that
1
ε
〈
P
(
v′(t)
)
,−v′(t)〉= 1
ε
∫
|∇v′(y,t)|>1
[
3
(∇v′(y, t))2 − 1][v′(y, t)]2 dy  0.
Thus, by similar arguments as we did to obtain Estimate (i), we transform (3.10) into the
following inequality:
1
2
d
dt
{∥∥v′(t)∥∥2 + μ(t)∣∣v(t)∣∣2 + a(t,∇v(t),∇v(t))+ q
γ 4(t)
∥∥v(t)∥∥2}
+
[
β ′(t)
γ (t)
(∇v′(1, t))2 − α′(t)
γ (t)
(∇v′(0, t))2]
 2
[
β ′(t)γ ′(t)
γ 2(t)
∇v(1, t)∇v′(1, t) − α
′(t)γ ′(t)
γ 2(t)
∇v(0, t)∇v′(0, t)
]
+
[
−β
′′(t)
γ (t)
∇v(1, t)∇v′(1, t) + α
′′(t)
γ (t)
∇v(0, t)∇v′(0, t)
]
+ 1
2
[
aˆ′(t)
γ 2(t)
− 2(aˆ(t) −
m0
2 )γ
′(t)
γ 3(t)
]∣∣v(t)∣∣2
+ 1
2
[
bˆ′(t)
γ 3(t)
− 3bˆ(t)γ
′(t)
γ 4(t)
]∥∥v(t)∥∥2∣∣v(t)∣∣2
+ bˆ(t)
γ 3(t)
(∇v(t),∇v′(t))∣∣v(t)∣∣2 − 2[γ ′(t)
γ (t)
]2(∇v(t),∇v′(t))
− 2
1∫
0
[
α′(t) + yγ ′(t)
γ (t)
]
γ ′(t)
γ (t)
v(y, t)∇v′(y, t) dy
+ 1
2
1∫
0
a′(y, t)
∣∣v(y, t)∣∣2 dy + 1∫
0
γ ′(t)
γ (t)
∣∣∇v′(y, t)∣∣2 dy
+
1∫
γ ′′(t)
γ (t)
∇v(y, t)∇v′(y, t) dy
0
M.D.G. da Silva et al. / J. Math. Anal. Appl. 334 (2007) 701–715 711+
1∫
0
[
α′′(t) + yγ ′′(t)
γ (t)
]
v(y, t)∇v′(y, t) dy + 2qγ
′(t)
γ 5(t)
∥∥v(t)∥∥2. (3.11)
Now, by hypotheses (H1), (H2) and Estimate (i), we modify the right-hand side of (3.11)
obtaining
1
2
d
dt
{∥∥v′(t)∥∥2 + μ(t)∣∣v(t)∣∣2 + a(t,∇v(t),∇v(t))+ q
γ 4(t)
∥∥v(t)∥∥2}
+
[
β ′(t)
γ (t)
(∇v′(1, t))2 − α′(t)
γ (t)
(∇v′(0, t))2]
 2
[
β ′(t)γ ′(t)
γ 2(t)
∇v(1, t)∇v′(1, t) − α
′(t)γ ′(t)
γ 2(t)
∇v(0, t)∇v′(0, t)
]
+
[
−β
′′(t)
γ (t)
∇v(1, t)∇v′(1, t) + α
′′(t)
γ (t)
∇v(0, t)∇v′(0, t)
]
+ K1 + K2
[∣∣∇v′(t)∣∣2 + (1 + ∣∣∇v′(t)∣∣
L4(Ω)
)(∣∣v(t)∣∣2 + ∥∥v(t)∥∥2)]. (3.12)
By an argument similar to that employed in Medeiros, Limaco and Menezes [12, part 2], we
transform (3.12) and obtain
d
dt
{∥∥v′(t)∥∥2 + μ(t)∣∣v(t)∣∣2 + a(t,∇v(t),∇v(t))+ q
γ 4(t)
∥∥v(t)∥∥2}
 2K1 + K3
[∥∥v′(t)∥∥2 + (1 + ∣∣∇v′(t)∣∣
L4(Ω)
)∣∣v(t)∣∣2 + ∥∥v(t)∥∥2]. (3.13)
Since a(t,∇v(t),∇v(t)) 0, μ(t)  aˆ02γ 2(T ) , qγ 4(t)  qγ 4(T ) and the convergences in (3.1)
hold, we obtain from (3.13), after integrating from 0 to t , 0 < t < T , that∥∥v′(t)∥∥2 + ∣∣v(t)∣∣2 + ∥∥v(t)∥∥2
K4 + K3
t∫
0
(
1 + ∣∣∇v′(s)∣∣
L4(Ω)
)(∥∥v′(s)∥∥2 + ∣∣v(s)∣∣2 + ∥∥v(s)∥∥2)ds,
for all 0 < t < T .
Here we are at the fundamental point in our proof. By Estimate (i) we have
T∫
0
∣∣∇v′εN(t)∣∣4L4(Ω) dt  C11.
Then, by Hölder’s inequality, with p = 4, p′ = 43 , and the above estimate, we obtain that
T∫
0
∣∣∇v′εN(t)∣∣L4(Ω) dt
is bounded. So, we are in the case of a Gronwall inequality of the type
ϕ(t)C +
t∫
θ(s)ϕ(s) ds,0
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number T > 0.
Thus we obtain the estimate∥∥v′εN (t)∥∥2 + ∥∥vεN(t)∥∥2 < C12, (3.14)
for all N ∈ N, 0 < ε < 1, t ∈ [0, T ], T > 0 an arbitrary number.
Estimate (iii). We estimate v′′εN in the norm L2(Ω) for 0 < t < T . First we need to estimate v′′εN
at t = 0. From (3.1), for t = 0 we obtain(
v′′εN (0),w
)= μN(0)(v0N,w)− aˆ02γ 20 (v0N,w)−
(
c(0)∇v0N,w
)
− q
γ 40
(
2v0N,w
)
, (3.15)
with μN(0) = 1
γ 20
[− aˆ02 + aˆ(0) + bˆ(0)γ0 |∇v0N |2].
If we set w = v′′εN (0) in (3.15), observing the convergences in (3.1), we obtain∣∣v′′εN (0)∣∣< C12, for all N ∈ N, 0 < ε < 1. (3.16)
To estimate v′′εN it is not simple because the penalty term in (3.1) is not derivable. However, it
is monotone and this helps substantially to estimate v′′εN . We employ an argument of Lions [11],
Browder [6]. See also Brézis [5] and Vieira and Rabello [15], for the same difficulty.
We define the operator
δhv(y, t) = 1
h
[
v(y, t + h) − v(y, t)],
for 0 < y < 1, h > 0 and 0 < t < T − h.
From the approximate equation (3.1) we obtain(
Lv(t + h) − Lv(t),w)+ 1
ε
〈
P
(
v′(t + h))− P (v′(t)),w〉= 0.
Dividing both sides by h > 0, we obtain(
δhLv(t),w
)+ 1
ε
〈
δhP
(
v′(t)
)
,w
〉= 0. (3.17)
For w = δhv′, we obtain, by monotonicity,
1
ε
〈
δhP
(
v′(t)
)
, δhv
′(t)
〉
 0.
Thus we have(
δhLv(t), δhv
′(t)
)
 0, for all 0 < t < T − h. (3.18)
After computations similar to the one done in Estimate (i), if we set ϕ(t) = |δhv′εN (t)|2 +
‖δhvεN(t)‖2 + |δhvεN(t)|2, we obtain
ϕ(t)K5
(
1 + ϕ(0))+ K6 t∫ ϕ(s) ds. (3.19)0
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Since |v′′εN (0)|2 < C13 and ‖v′εN (0)‖2 = ‖v1N‖2 and |v′εN (0)|2 = |v1N |2 are also bounded,
see (3.1), we obtain, from (3.19), that∣∣δhv′εN (t)∣∣2 + ∣∣δhvεN(t)∣∣2 K7(1 + r(h))eK6T ,
with r(h) → 0 when h → 0, for 0 < ε < 1, 0 < t < T − h, T > 0 an arbitrary number.
Taking the limit when h → 0 in the last inequality, we obtain∣∣v′′εN (t)∣∣2 + ∣∣v′εN (t)∣∣2 < C14,
for all N ∈ N, 0 < ε < 1, t ∈ [0, T ], T > 0 arbitrary. (3.20)
From the estimates, uniform in N and 0 < ε < 1, we obtain a subsequence (vεN)N∈N, for ε fixed,
such that∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vεN ⇀ vε weak star in L∞
(
0, T ;H 10 (Ω) ∩ H 3(Ω)
)
,
v′εN ⇀ v′ε weak star in L∞
(
0, T ;H 10 (Ω) ∩ H 2(Ω)
)
,
v′εN ⇀ v′ε weakly in L4
(
0, T ;W 1,40 (Ω)
)
,
v′′εN ⇀ v′′ε weak star in L∞
(
0, T ;L2(Ω)),
P
(
v′εN
)
⇀χε weakly in L4/3
(
0, T ;W−1, 43 (Ω)).
(3.21)
Note that the last convergence is because the penalty operator takes bounded sets of
L4(0, T ;W 1,40 (Ω)) into bounded sets of the dual L4/3(0, T ;W−1,
4
3 (Ω)). To pass to the limit in
the approximate equation we have a problem in the nonlinear term μεN(t)vεN , with μεN(t) =
1
γ 2(t)
[− aˆ02 + aˆ(t) + bˆ(t)γ (t) |∇vεN(t)|2]. We have the first convergence in (3.21) which gives
vεN ⇀ vε weak star in L∞(0, T ;L2(Ω)) but we need some strong convergence for μεN(t).
We have vεN bounded in L2(0, T ;H 10 (Ω) ∩ H 3(Ω)) and v′εN bounded in L2(0, T ;H 10 (Ω) ∩
H 2(Ω)). Since H 10 (Ω)∩H 3(Ω) ↪→ H 10 (Ω)∩H 2(Ω) ↪→ H 10 (Ω) with the first embedding com-
pact, there exists a subsequence, still represented by (vεN), such that
vεN → vε strongly in L2
(
0, T ;H 10 (Ω) ∩ H 2(Ω)
)
. (3.22)
This is an application of the compactness argument of Aubin and Lions, cf. [10,13,14].
By Estimates (ii), (iii) and the same argument of compactness, we obtain a subsequence (vεN)
such that
v′εN → v′ε strongly in L2
(
0, T ;H 10 (Ω)
)
. (3.23)
By means of the convergences (3.20) and (3.21), we can pass to the limit in (3.1) when
N → ∞ and obtain〈
Lvε(t),Φ
〉+ 1
ε
〈
χε(t),Φ
〉= 0 in L∞(0, T ), (3.24)
for all Φ ∈ H 1(Ω) ∩ H 2(Ω).0
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of P and (3.24). In fact, for z ∈ L4(0, T ;W 1,40 (Ω)), we have
T∫
0
〈
P
(
v′εN (t)
)− P (z(t)), v′εN (t) − z(t)〉dt  0.
Then
lim
N→∞
T∫
0
〈
P
(
v′εN (t)
)
, v′εN (t)
〉
dt −
T∫
0
〈
χε(t), z(t)
〉
dt −
T∫
0
〈
P
(
z(t)
)
, v′ε(t) − z(t)
〉
dt  0.
(3.25)
From the approximate equation (3.1) and since v′εN → v′ε strongly in L2(0, T ;H 10 (Ω)), we
obtain
lim
N→∞
T∫
0
〈
P
(
v′εN (t)
)
, v′εN (t)
〉
dt = − lim
N→∞ ε
T∫
0
〈
LvεN(t), v
′
εN (t)
〉
dt
= −ε
T∫
0
〈
Lvε(t), v
′
ε(t)
〉
dt =
T∫
0
〈
χε(t), v
′
ε(t)
〉
dt by (3.23).
Substituting in (3.25) we get
T∫
0
〈
χε(t) − P
(
z(t)
)
, v′ε(t) − z(t)
〉
dt  0.
Since P is hemicontinuous, the inequality above implies χε(t) = P(v′ε(t)). It is sufficient to set
z = v′ε − λw, λ > 0, w arbitrary in L4(0, T ;W 1.40 (Ω)) and let λ → 0.
Thus we have, in fact,〈
Lvε(t),Φ
〉+ 1
ε
〈
P
(
v′ε(t)
)
,Φ
〉= 0 in L∞(0, T ), (3.26)
for all Φ ∈ H 10 (Ω) ∩ H 2(Ω).
The function vε satisfies all the conditions of Theorem 2.3, which is now proved.
From the convergences (3.21) and Banach–Steinhaus theorem, it follows from (3.21)–(3.23)
that there exists a subnet (vε)0<ε<1, such that it converges to v as ε → 0, in the sense of (3.21)–
(3.23). This function satisfies (2.14).
From (3.26), for all z ∈ L1(0, T ;H 10 (Ω) ∩ H 2(Ω)) with z(t) ∈ K a.e. in (0, T ), we obtain
T∫
0
〈
Lvε(t), z(t) − v′ε(t)
〉
γ (t) dt  0.
When ε → 0, we deduce that v is a solution of
T∫ 〈
Lv(t), z(t) − v(t)〉γ (t) dt  0.0
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in (0, T ), observe that P(v′ε) → 0 in L4/3(0, T ;W−1,4/30 (Ω)) when ε → 0. This strong conver-
gence happens because H 10 (Ω)∩H 2(Ω) is dense in W 1,40 (Ω) and, for all w ∈ L4(0, T ;H 10 (Ω)∩
H 2(Ω)),∣∣∣∣∣
T∫
0
〈
P
(
v′ε(t)
)
,w(t)
〉
dt
∣∣∣∣∣=
∣∣∣∣∣−ε
T∫
0
〈
L
(
vε(t)
)
,w(t)
〉
dt
∣∣∣∣∣ εM‖w‖L4(0,T ;W 1,40 (Ω))
with M a constant not depending on ε.
Thus, since P is monotone, we have, for all w ∈ L4(0, T ;W 1,40 (Ω)),
T∫
0
〈
P
(
w(t)
)
,w(t) − v′(t)〉dt = lim
ε→0
T∫
0
〈
P
(
w(t)
)− P (v′ε(t)),w(t) − v′εN (t)〉dt  0.
As P is hemicontinuous, we choose w = v′+λξ , with λ > 0, ξ arbitrary in L4(0,T ;W 1,40 (Ω)),
in the inequality above. So, it follows that
T∫
0
〈
P
(
v′(t)
)
, ξ(t)
〉
dt = 0,
for all ξ ∈ L4(0, T ;W 1,40 (Ω)), what implies that P(v′(t)) = 0 a.e. in (0, T ), that is, v′(t) ∈ K
a.e. in (0, T ).
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