Criteria for copositive matrices of order four  by Ping, Li & Yu, Feng Yu
Criteria for Copositive Matrices of Order Four* 
Li Ping and Feng Yu Yu 
Department of Mathematics 
University of Science and Technology of China 
Hefei, Anhui 230026, 
People’s Republic of China 
Submitted by Richard A. Brualdi 
ABSTRACT 
It is proved that the copositivity of a symmetric matrix of order n is equivalent to 
the copositivity of two symmetric matrices of order n - 1 if the matrix has a row 
whose off-diagonal elements are all nonpositive. This result is used for deriving 
criteria for copositive matrices of order 3 and 4. 
1. INTRODUCTION 
Let S, be the set of the symmetric matrices of order n, and let R" be the 
usual real coordinate space in which vectors are interpreted as n X 1 
matrices. The nonnegative orthant of R" is denoted by R:. A matrix A in S, 
is called copositive if xTAx > 0 for all vectors x: E R; (T denotes transpose). 
A is called strictly copositive if X~AX > 0 for all nonzero vectors x E R;. In 
general, it is difficult to determine whether a given matrix is copositive. For 
n = 2 and n = 3, the following criteria are well known (see [l, 21). 
(1) The symmetric matrix A = (ajj) of order 2 is (strictly) copositive if 
and only if 
a,, > O(> O), a,,Z=O(>O), al2 + &G 2 0 ( > 0). 
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(2) The symmetric matrix A = (aij) of order 3 is (strictly) copositive if 
and only if 
alI >O(>O), 
a,,+Ja,,a,,>O(>O), al3 + 4% aO(>O), 
a23 + \/a22a33 2 O(> O), 
+J2(+ + &Gii)(a13 + JGG)(a23 + &GG) a O(> 0). 
For a general symmetric matrix A of order n, the following result is due 
to E. Keller (the copositive case) and to Motzkin (the strictly copositive case>; 
see [3, Theorem 4.71: 
A is not (strictly) copositive if and only if there is a principal submatrix D 
of A with det D < 0 (< 0) f or which the cofactors of the last column are 
nonnegative ( positive). 
According to these criteria, a lot of determinants need to be calculated. 
The calculation is tedious even if A E S,. In fact, the copositivity of a 
symmetric matrix A is related to the signs of its elements. It is obvious that a 
nonnegative matrix (with positive diagonal) in S, is (strictly) copositive. A 
matrix with nonpositive off-diagonal elements is (strictly) copositive if and 
only if it is nonnegative (positive) definite. We prove that the (strict) 
copositivity of a symmetric matrix of order n is equivalent to that .of two 
symmetric matrices of order n - 1 if the matrix has a row whose off-diagonal 
elements are all nonpositive. Using this result, we give criteria for (strictly) 
copositive matrices of order 4. 
2. PRELIMINARY THEOREM 
Let A E S,. If R, S C (1,2, . . . , n), we denote the submatrix of A 
situated in the intersection of rows R and columns S by A(t). A submatrix 
of the form A(i) . 1s called a principal submatrix of A. By a principal 
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permutation of a square matrix we mean simultaneous permutation of the 
rows and the columns. 
The following two lemmas are obvious. 
LEMMA 1. Zf A is (strictly) copositive, then so is any principal subwuz- 
trix of A, any principal permutation of A, and any matrix of the form G’AG 
where G is a diagonal matrix with positive diagonal. 
LEMMA 2. Let A = ( Aij) E S, be a block matrix where the Aii are 
principal submatrices. Zf the Aij (i #j> are nonnegative, then A is (strictly) 
copositive zf and only if the Aij are all (strictly> copositive. 
THEOREM 1. The matrix 
A= where 
is (strictly) copositive if and only if the matrix 
B(t) = 
b,(t) b,,(t) 
b&(t) A2 
is (strictly) copositive for all t E [0, 11, where 
A, E S,, 
b,(t) = (t,l - t)A,(t,l - t)T, b,,(t) = (t,l - t)A,,. 
Proof. From the definition, it is not difficult to see that A is (strictly) 
copositive if and only if A, is (strictly) copositive and 
(t,l -t,x”)A(t,l -~,x~)~>o(>o) 
for all t E [0, 11, x E R”,-‘. This inequality can be written as 
(1, xT)B(t)(l, x’)~ > 0 (> 0) 
for all t E [O, I], x E R”,-‘, which, as A, is (strictly) copositive, is equivalent 
to the (strict) copositivity of B(t) for all t E [0, 11. n 
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where b E R”- ’ and A, E S,_ 1 
is (strictly) copositive if and only if the following conditions are satisfied: 
(1) a,>O(>O); 
(2) A, is (strictly) copositive; 
(3) for all nonzero vectors y E R;-’ with b*y < 0, one has 
yT(a,A, - bbr) y > 0 (> 0). 
Proof. It is obvious that A is (strictly) copositive if and only if for all 
0 # (t, s>* E Rt, 0 # y E R”,-‘, we have 
or, equivalently, 
Hence A is (strictly) copositive if and only if the 2 X 2 matrix 
is (strictly) copositive for all 0 # y E RI-‘. Since 
“,i;b y:;;y) = yT(a,A, - bb’) y, 
the theorem is proved with the aid of the criteria for 2 X 2 (strictly) 
copositive matrices. n 
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The following corollary follows from Pereira’s Proposition 2.4, and the 
necessity part is from Diananda’s Lemma 2; see [4, 51. Here we give a simple 
proof. 
COROLLARY 1. Ifai,=OinA~S,andR={l,...,n}\{i),thenAis 
copositive if and only if the principal submatrix A(i) is copositive and 
aij = aji > 0 for all j. 
Proof. Because the copositivity of a matrix is invariant under principal 
permutation, we may assume, without loss of generality, that i = 1. Then A 
is of the form 
where A, = A(i) E Sn_l, b E R"- '. By Theorem 2, A is copositive if and 
only if A, is copositive and bTy > 0 for all y E R:-l. That is, b > 0 and 
A, is copositive. n 
From Theorem 2, the following result is obvious. 
THEOREM 3. If b is a nonpositive vector in R"- ' and A, E S, _ 1, then 
the matrix 
(2.1) 
is (strictly> copositive if and only if al > 0 (> 0) and A,, a,A, - bbT are 
(strictly) copositive. 
In particular, if a, > 0, then the (strict) copositivity of a,Az - bbT 
implies that of A,. Hence we have 
COROLLARY 2. Zf b is a nonpositive vector in R"-l, A, E S,_ 1, and 
a, > 0, then the matrix A in (2.1) is (strictly) copositive if and only if 
alA, - bb T is (strictly) copositive. 
THEOREM 4. lf A E S, and the of-diagonal elements of A are all 
nonpositive, then A is (strictly) copositive if and only if A is nonnegative 
(positive) definite. 
114 LI PING AND FENG YU YU 
Proof. Sufficiency is obvious. For n = 1 necessity is clear. We assume 
that necessity holds for every matrix of order n - 1. Let 
where b E R”-‘, A, E S,_,. Because b < 0, we have that a, 2 0 (> O>, 
and both A, and a, A, - bbT are (strictly) copositive by Theorem 3. Since 
A, and a, A, - bbT are matrices of order n - 1 whose off-diagonal elements 
are all nonpositive, both A, and a,A, - bbT are nonnegative (positive) 
definite on the basis of our hypothesis. If a, = 0, then the nonnegative 
definiteness of a,A, - bb* implies b = 0. Hence the nonnegative definite- 
ness of A, implies that of A. If a, > 0, then for all x E R, y E R”- ‘, 
(x, y’)A(x:, y*)’ = aT1yT(a,A, - bb?‘)y + acl(alx + bTy)‘. 
Thus the nonnegative (positive) definiteness of a,A, - bb?’ implies that 
of A. n 
REMARK 1. The copositive case of Theorem 4 appears (without proof) as 
Exercise 3.53 in [6]. It is assumed there that the diagonal elements of the 
matrix are positive. 
3. CRITERIA FOR COPOSITIVE MATRICES OF ORDER THREE 
Let A be a symmetric matrix of the form 
(3.1) 
We have 
THEOREM 5. 
(1) If only one element aij in the A of (3.1) is negative, then A is 
(strictly) copositive if and only $ a, >, 0 (> O), m = 1,2,3, and the matrix 
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is (strictly) copositive. 
(2) If at least two elements aij, ajk in A are negative, then A is (strictly) 
co-positive if and only if a,,, > 0 (> 0), m = 1,2,3, and the matrices 
are (strictly) copositive. 
Proof. (1): Without loss of generality, we may suppose q2 < 0, aI > 0, 
az3 > 0. The conclusion is obtained by Lemma 2. 
(2): Without loss of generality, we may assume that al2 < 0, al3 < 0. By 
Theorem 3, A is (strictly) copositive if and only if a, >, 0 (> O>, m = 1,&S, 
and the matrices 
are (strictly) copositive. H 
By Theorem 5 and the criteria for copositive matrices of order 2, we 
obtain 
THEOREM 6. The matrix A of (3.1) is (strictly) copositive if and only if 
a,>O(>O), a,>O(>O), 
a3 a 0 (> 0), (3.2) 
a12 + Ja,a, 2 O(> o>, a13 +&F+0(>0), 
$3 + fi > 0 ( > O), (3.3) 
and in case there is a row i with both off-diagonal elements negative, one has 
‘i ajk - aijaik + d(aiaj - a$>(aja, - afk) > o(> o), 
(3.4) 
where (i,j, k) is a permutation of (1,2,3). 
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REMARK 2. If aI2 G 0, aI3 G 0, a 23 < 0, and the inequalities (3.21, (3.3) 
hold, then the inequality (3.4) becomes 
(Vj - UfJ(UiU, - &) - ( UiUjk - UijUik)” >0 (> O), 
which is equivalent to det A > 0 (> 0). 
4. CRITERIA FOR COPOSITIVE MATRICES OF ORDER FOUR 
Let A be a matrix of the form 
(4.1) 
According to the signs of the off-diagonal elements of A, we consider eight 
different cases. Six of these cases are contained in the following theorem. 
THEOREM 7. Let A be a matrix of the form (4.11, and let (i,j, k, 1) be 
any permutation of (1,2,3,4). 
(1) Ifull the ofid iugonal elements of A are positive, then A is (strictly) 
copositive if and only if a, > 0 (> 01, m = 1,2,3,4. 
(2) If uij < 0 and the other of-diagonal elements are positive, then A is 
(strictly) copositive if and only if a, > 0 ( > 01, m = 1,2,3,4, and uiuj - 
u; > 0 (> 0). 
(3) lf uij < 0, ukl < 0, and the other off-diagonal elements are positive, 
then A is (strictly) copositive if and only if a, > 0 (> O), m = 1,2,3,4, and 
u,ui - u; 3 0 (> o), CzkUl - u:l > 0 (> 0). 
(4) Ifaij < 0, afk < 0, and the other ofl-diagonal elements are positive, 
then A is (strictly) copositive if and only if a, > 0 (> 01, m = 1,2,3,4, and 
the inequality 
%+k - UijUik + ,,(u@j - a;j)(a& - a$) > 0 (> 0) 
holds. 
(5) If aij < 0, ajk < 0, uik < 0, and the other ojjr-diagonal elements are 
positive, then A is (strictly) copositive if and only zf a, > 0 (> 01, m = 
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1,2,&d, and the matrix 
is nonnegative ( positive) definite. 
(6) Ifaij < 0, a& G 0, ai, Q 0, then A is (strictly> copositive if and only 
if a, > 0 (> 01, m = 1,2,3,4, and the matrix 
a,aj - afj aiajk - a..a. ,, tk a,ajl - aijail 
aiajk - aijaik aiak - afk ai akl - aikair 
\ 
aiaj, - aijail aiakl - aikail aial - a:, 
is (strictly> copositive. 
The proof of Theorem 7 is easy in view of Lemmas 1 and 2 and Theorem 
3. So we omit it. 
NOW we discuss the remaining two cases: (1) aij < 0, ajk Q 0, akl Q 
0, and the other off-diagonal elements are positive, (2) aij < 0, a$ d 0, 
akl < 0, ai, Q 0, and the other off-diagonal elements are positive. Because 
the copositivity is invariant under principal permutation, we need to consider 
only the following two cases: (1) aI2 Q 0, as3 =G 0, as4 ,< 0, and the other 
off-diagonal elements are positive; (2) aI2 < 0, az3 < 0, as4 G 0, aI4 < 0 and 
al3 > 0, a34 Z 0. 
We first define two 3 X 3 matrices 
where 
d, := a3( a2af3 - 2a13a23a12 + a,a,2,>) 
d, := a2a3 - at3, 
d, := a3a4 - a&, 
d,, := a3(a2a13 - a12az3)’ 
d,, := aJa13az4 - az3aJP 
d23 := ‘3’24 - a23a34 
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e, := a4 a1a24 - ( 2 2az4a14a,, + a,aff,), 
e2 
2 
:= ala, - a14, 
e3 
2 
:= a3a4 - az4, 
e12 := a4t ala24 - a12a14 )> 
e13 := a4(a13a24 - a14a23) p 
e23 := adal - a14a34. 
THEOREM 8. Let A be a matrix of the form (4.1). 
(1) If al2 < 0, a23 d 0, a34 < 0, ui3 > 0, ai4 > 0, a24 > 0, then A is 
(strictly) copositive $and only ifa, >, 0 (> O), m = 1,2,3,4, ala2 - af2 > 0 
(> 0), and the matrix D in (4.2) is (strictly) copositive. 
(2) If a 12 < 0, a23 < 0, u34 < 0, aI4 < 0, ai3 > 0, a24 > 0, then A is 
(strictly) copositive ifand only ifa, > 0 (> 01, m = 1,2,3,4, ala2 - af2 z 0 
(> 01, and the matrices D, E in (4.2) are (strictly) copositive. 
Proof. Denote t, = -u~~/(u~~ - a2.& t, = a24/(a24 - a14). 
(1): If a3 = 0, then it is easy to verify the assertion with the aid of 
Corollary 1 and Lemma 2. Assume then that a3 > 0. By Theorem 1, A is 
(strictly) copositive if and only if the matrix 
I 
qt2 + a1,2t(l - t) + a,(1 - ty tq, + (1 - t)a,, ta,, + (1 - t)a2J 
B(t) = %3 + (1 - th, a3 a34 
%4 f (1 - t)a,, a34 (14 
(4.3) 
is (strictly) copositive for all t E [O, 11. 
Necessity: Assume that A is (strictly) copositive. Then a, z 0 (> O), 
m = 1,2,3,4, and ala2 - a2 12 2 0 (> 0). For any t E [O, tl], we have ta,, + 
(1 - t)a,, < 0, if uls > 0, u23 < 0. From Corollary 2 we see that B(t) is 
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(strictly) copositive if and only if the 2 X 2 matrix 
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D(t) = a3 
a# + a,,2t(l - t) + a,(1 - t)” tu,, + (1 - t)u,, 
%4 + (1 - t)a24 a4 
i 
%3 + (1 - t)a23 - 
%4 1 
@I3 + (1 - t)a23, a34) 
l 4(t) 42(t) = D12(t) 43 i 
is (strictly) copositive, where 
Dl(t) = (up3 - uf,)t’ + ( u3u12 - a,+42t(l - k) 
+(W% - &)(l - q2> 
%(t) = (~3~14 - a,,a,,)t + (~3~24 - a23~34>(1 - t>> 
d, = u3u4 - u;,. 
Taking the transformation t = -u,J(u~~ - u&, s E [0, 11, we find that 
d 
Dl,(t) = l3 
a13 - a23 
s + d&l -s). 
It follows from Theorem 1 that D(t) is (strictly) copositive for all 
and only if the matrix 
4 d 
Dl(t) = I2 
(013 - ug3y s2 + %3 - a23 
241 - s) + d,(l - s)‘, 
t E IO, 
4 
(a13 - a2312 
d 12 
a13 - u23 
d 13 
a13 - ‘23 
d 12 
@I3 - ‘23 
d2 
d 13 
a13 - ‘23 
d 23 
d 23 d3 
tl] if 
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is (strictly) copositive. So, by Lemma 1, 
B(t) (strictly) copositive for all t E [0, ti] 
ti D (strictly) copositive. (4.4) 
Suficiency: Assume that a,,, > 0 (> O), m = 1,2,3,4, u1u2 - u& > 0 
(> O), and that D is (strictly) copositive. By (4.4), B(t) is (strictly) copositive 
for all t E [O, ti]. If t E [tl, 11, then talj + (1 - t)azj > 0, j = 3,4. So B(t) 
is (strictly) copositive, because d, = a3a4 -u$>O(>O)and 
b,(t) = (t, 1 - t) (iy2 a::)(l!t)~wO); 
see Lemma 2. We have shown that B(t) is (strictly) copositive for all 
t E [0, I]. So A is (strictly) copositive by Theorem 1. 
(2): If u4 = 0, then al4 = uz4 = 0. Noting that the proof of part (1) holds 
also if ui4 > 0 is replaced by a i4 > 0, it is not difficult to see that part (2) is 
true. Assume then that a4 > 0. By Theorem 1, A is (strictly) copositive if and 
only if the matrix B(t) in (4.3) is (strictly) copositive for all t E [O, 11. 
Necessity: Assume that A is (strictly) copositive. Then a, >/ 0 (> O), 
m = 1,2,3,4, and u1u2 - UT, 3 0 (> 0). By (4.4), D is (strictly) copositive. 
For any t E [t2, 11, we have u,,t + a,,(1 - t> f 0, if uz4 > 0, ui4 < 0. 
According to Corollary 2, B(t) is (strictly) copositive if and only if the matrix 
E(t) = a4 
i 
u,P + u,,2t(l - t) + a,(1 - t)2 u,,t + a,,(1 - t) 
a13t + a,,(1 -t) a3 I 
i 
a14t + a,,(1 -t> - 
a34 i 
(a14t + a,,(1 - W34) 
is (strictly) copositive, where 
E,(t) = (up4 - u;,)t2 + (u4q2 - u,,u,,)2t(l - t) 
+ (a2a4 - a;,)(1 - q2, 
El2(t) = ('4'13 - u14"34)t + ('4'23 - u24a34)(1 -t)~ 
e3 
2 
= u3u4 - u34. 
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Taking the transformation t = 1 + u~~/(u~~ - a,,>~, s E [O, 11, we find that 
J%?.(t) = 
e13 
‘24 - u14 
s + e,,(l -.s). 
It follows from Theorem 1 that E(t) is (strictly) copositive for all t E [tz, I] if 
and only if the matrix 
f el 
(a24 - %412 
e12 
u24 - a14 
e13 
‘24 - a14 
is (strictly) copositive. 
B(t) 
e12 e13 \ 
u24 - a14 ‘24 - a14 
e2 e3 
e23 e3 
J 
So, by Lemma 1, 
(strictly) copositive for all t E [t, , l] 
e E (strictly) copositive. (4.5) 
Suficiency: Assume that a, 2 0 (> O), m = 1,2,3,4, ala2 - u;“z > 0 
(> 0), and that D, E are (strictly) copositive. In view of (4.4) and (4.5), it 
suffices to show that, in the case t 1 < t,, B(t) is (strictly) copositive for all 
t E [tl, t2] (note that aa = 0 2 D = 0 =j t, = 0). This can be done along 
the same lines as establishing the (strict) copositivity of B(t) for all t E [tl, 11 
in the proof of the sufficiency part of (1). W 
COROLLARY 3. Let A be a matrix of the form (4.11, und let (i, j, k, 1) be 
any permutation of (1,2,3,4). 
(1) Ifuii Q 0, uik < 0, ukl Q 0, and the other off-diagonal elements are 
positive, then A is (strictly> copositive if and only if a, > 0 (> O), m = 
1,2,3,4, a, uj - ui > 0 ( > O), and the 3 X 3 matrix 
(4.6) 
122 LI PING AND FENG YU YU 
is (strictly) copositive, where 
b, := ajak - a2 9 ’ 
b,, := uk( ujaik - aijujk), 
b,, := akajl - a. a jk kl. 
(2) zf aij < 0, ajk f 0, akl < 0, ail < 0, and the other off-diagonal 
elements are positive, then A is (strictly) copositive q and only if a, > 0 
( > O), m = 1,2,3,4, aiaj - at > 0 ( > 01, and the matrices B, C are 
(strictly) copositive, where B is the matrix in (4.6) and C is the matrix 
here 
Next we give two examples. 
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EXAMPLE 1. Let 
2 -2 -1 2 
A= ! 1; 2” ; 2 -3 1 -;. i 4 
Obviously, < aij 0, ajk < 0, ski Q 0, aiaj - afj = 1 > 0 (i = 3, = 1, k = 2, 
l = 4), and simple calculation shows that the matrix in (4.6) is 
j 
B= 
12 6 I8 
62 0 
18 0 3 
This matrix is clearly strictly copositive. Thus A is strictly copositive by 
Corollary 3. 
EXAMPLE 2. Let 
A = i 
3 2 -2 -2 
_; _; -3 
2 2.5 . 
-2 -3 2.5 -3 1 2 
Obviously, Q 0, aij aji < 0, Ukl < 0, ail < 0, a,aj - Ufj = 2 > 0 (i = 1, 
j = 3, k = 2,1= 4). The matrices in (4.6) and (4.7) are 
88 
B= i -16 
-16 -8 
1 i 
13.5 7 -2 
7 II 
> 
c= 7 2 -2 1 -8 11 7 -2 -2 7 
It is easy to see from Theorem 6 that B and C are both strictly copositive. 
Thus A is strictly copositive by Corollary 3. 
Finally, we note that for a group of real numbers f = {fijkl : i, j, k, 1 = 
0, 1,2 and i + j + k + 1 = Z}, the second Bernstein polynomial defined on 
the standard tetrahedron R = {x = (xi, x2, xg, x,) : 0 < xi < 1, i = 1,2,3,4 
and xi + x2 + x3 + x4 = l}, 
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can be expressed as 
where x = (x,, x2, x3, 3~~) E R and 
‘f 2000 fllO0 flOl0 flOO1 \ 
A= 
f 1100 fo200 fo110 fo101 
f 1010 fo110 foo20 fool1 
,f 1001 _fOlOl fool1 fooo2 
Hence B,(f, > x is nonnegative (positive) on s1 if and only if the above 4 X 4 
matrix A is (strictly) copositive. 
The authors would like to thank the referee for his helpful comments. 
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