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Kink-antikink scattering in the φ4 model is investigated in the limit when the static inter-
soliton force vanishes. We observe the formation of spectral walls and, further, identify a
new phenomenon, the vacuum wall, whose existence gives rise to a bouncing structure for
the annihilating solitons.
Furthermore, we discover higher order spectral walls, i.e., spectral walls which form when
higher harmonics enter the continuous spectrum. These higher order spectral walls not only
deform the soliton trajectories, they also can be observed easily as very intense radiation
bursts.
I. INTRODUCTION
The scattering of solitons and, especially, their annihilation, is a very complicated process which
usually does not lead to integrable or solvable structures. There are several factors which contribute
to the complexity of the process. First of all, each soliton participating in the collision acts with
a static force on the other participants, deforming their shapes [1], [2]. These deformations can
also lead to the excitation of some internal modes, storing temporally some energy. The excited
modes then can interact with the solitons and, as a consequence, influence the dynamics, e.g.,
via a so-called resonant mechanism. Finally, radiation can be produced in the scattering, which
should be taken into account as it may have a nontrivial impact on the solitons, like, e.g., soliton
creation [3] or negative radiation pressure [4]. All these types of interactions (by the static force, the
internal modes and radiation) mix with each other, rendering any analytical treatment extremely
difficult. As a consequence, there is still no satisfactory understanding of kink annihilation in
various classical field theories, even on a qualitative level, see for example the problems in the φ4
model [5].
Recently, a break-through in addressing this problem has been achieved, in terms of the so-
called self-dual impurity (or background field) models [6]-[8]. These models provide the chance for
a systematic study of the interactions of solitons [9]. They may be considered as a mathematical
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2tool which allows, for a given theory and a given process, to completely switch off the static
inter-soliton forces. Therefore, at leading order (small velocity of the asymptotically free kink-
antikink pair), the annihilation process is described by a simple geodesic motion on a moduli
space. However, these solitons do interact, mainly via the internal modes which can be excited
in a controlled way. Hence, at next order, beyond the geodesic approximation, the annihilation is
described by linear perturbation theory. This description is mathematically rigorous, because at
each inter-soliton distance there exists a genuine static solution representing a kink-antikink pair.
Thus, the modes are proper linear perturbation modes over a static BPS solution. This provides
a very clear theoretical and numerical set-up for the study of soliton interactions.
This linear perturbation theory beyond the geodesic approximation turned out to be sufficient
to discover the spectral wall phenomenon [10]. A spectral wall is a spatially localized region,
defined by the point(s) where an oscillation mode enters the continuous spectrum, which results in
a nontrivial soliton interaction.
Of course, in the final step the static force should be reintroduced, which implies a departure
from the self-dual limit. Again, it can be performed in a perturbative, strictly controlled manner,
which may enable us to disentangle which features are related to the internal modes and which
appear rather as a result of the static forces.
In the present work, we study the annihilation process in φ4 theory after coupling it with
an impurity in such a way that the model remains self-dual in the topologically trivial channel,
containing a kink-antikink pair. The aim is to understand this process beyond the geodesic flow
approximation. In other words, we want to understand the impact of excitations of the internal
modes on the soliton annihilation in a situation where the inter-soliton force is absent. Furthermore,
we take some radiation effects into account, which also play a significant role.
II. KINK SCATTERING IN THE φ4 MODEL
The investigation of the kink-antikink scattering in φ4 theory has a very long history, see
[11]-[15]. φ4 theory is probably the most widely investigated soliton model, which serves as a pro-
totypical non-integrable field theory with vast applications in many branches of physics [14]. It is
a known fact that the soliton scattering in φ4 theory can result in many possible outcomes. For
example, the initial solitons can be scattered back via an intermediate bound state in which the
solitons suffer several bounces. The initial solitons can also annihilate into the vacuum, accompa-
nied by the emission of radiation. This process can occur via the formation of an oscillon or of
3bions. All these possibilities give rise to a fractal-like structure. It is believed that the appearance
of this structure is related to an internal bound mode (shape mode) which may store energy and
transfer it to the translational degrees of freedom in a resonant way [16]-[19]. Although a complete
quantitative or even qualitative description has not yet been provided [20], the role of the internal
mode seems to be indisputable [5], [21].
The problem with an analytical understanding of the kink-antikink scattering in the φ4 model
is related to the non-existence of a moduli space representing this process, which means among
other things, that there are no static kink-antikink solutions. By itself, this is not a particularly
serious issue. It is known that in such a situation the moduli space can be replaced by an unstable
manifold, which is an union of paths of steepest descent from a saddle point solution, which here is
given by an infinitely separated pair of the kink φK and the antikink φA [22]. Then, the simplest
dynamics may be described by evolution on this unstable manifold via the collective coordinate
method, i.e., by assuming that φ(x, t;x0) = φK(x, x0(t)) + φA(x,−x0(t)) − 1, where ±x0 are the
positions of the kink and antikink. However, the resulting effective model
L[x0] =
∫
dxLφ4 [φ(x, t;x0)] = M(x0)x˙20(t)− V (x0)
covers the elastic part of the scattering process only. Here M(x0) is a metric on the unstable
manifold and V (x0) is an effective potential which leads to the appearance of a static intersoliton
force. Note that the flow of the x0 coordinate corresponds to the flow of the asymptotically zero
mode of the free soliton, which now feels an attractive force.
In the next step, one should take into account the fact that the energy of the colliding soli-
tons can be stored not only in the kinetic or potential part of the flow on the unstable man-
ifold, but also in the massive mode, i.e., the shape mode, of the incoming solitons Aη(x, t) =
Ae−iωt sinh(x, x0)/ cosh2(x, x0), where ω2 = 3 and A is the mode amplitude. Hence, the approxi-
mated configuration is φ(x, t;x0, AK , AA) = φ(x, t;x0) +AKη(x, t;x0) +AAη(x, t;−x0), where the
incoming solitons can be additionally boosted. The problem is that the obtained effective model
L[x0, AK , AK ; v] fails to reproduce the full dynamics.
One reason is that the unstable manifold we started with is a well defined approximation only
if the energy of the initial Ein and final Eout states are comparable. But in the kink scattering
Ein = EK +EA while Eout = 0, as the particles can annihilate to the vacuum. Thus, the unstable
manifold is a valid approximation only for elastic processes. Even more importantly, the massive
mode is affected by the presence of the second soliton. In fact, for x0 = 0 we arrive at the φ = −1
vacuum which does not support any modes at all. It means that the originally exited modes
4disappear. This fact is completely ignored by the collective coordinate approximation.
Below we show that, in a limit where the moduli space does exist, the vanishing of the massive
mode has a profound impact on the soliton dynamics in the kink-antikink scattering process.
III. GEODESIC KK¯ ANNIHILATION IN THE SELF-DUAL IMPURITY φ4 MODEL
A. The self-dual impurity models
Here we briefly introduce the self-dual impurity models in (1+1) dimensions in the so-called
solvable version [9]. The theory is defined by the following total energy
E =
∫ ∞
−∞
dx
[
1
2
φ2t +
1
2
φ2x +W
2 + σ2W 2 +
√
2σWφx + 2W
2σ
]
(1)
where W is a prepotential (a function of the real field φ) and σ is an impurity (a background
field). In the limit when the impurity identically vanishes, σ ≡ 0, the model tends to the standard
scalar field theory with a potential U = W 2. Of course, in oder to deal with topological solitons
one should assume that the potential possesses at least two vacua at φ+ > φ−. Then, the kink
(antikink) is a solution with a positive (negative) value of the topological charge Q interpolating
between φ− and φ+ ( φ+ and φ−). The important fact is that this coupling of the impurity leads
to a self-dual (BPS) static sector. Indeed, the static energy can be rewritten as
E =
∫ ∞
−∞
dx
[
1
2
(
φx +
√
2W +
√
2σW
)2 − √2Wφx]
≥ −
√
2
∫ ∞
−∞
dxWφx = −
√
2Q
∫ φ+
φ−
Wdφ (2)
where the bound is saturated if the following Bogomolny equation is satisfied
φx +
√
2W +
√
2σW = 0. (3)
One can check that the Bogomolny equation implies the static Euler-Lagrange equation. The ex-
istence of the Bogomolny equation implies the existence of infinitely many static solutions which
form a moduli space M, i.e., a space of energetically equivalent solutions parametrized by a coor-
dinate on M. In the no-impurity limit, this space is just a space of a kink located at an arbitrary
position. Thus, the transition from one BPS solution to another is given by a translation. This
results in a trivial metric on M. Also the spectral structure is independent of the position on
the moduli space. In the self-dual impurity model, the form of the solution as well as its spectral
structure do depend on the position on the moduli space. This is a crucial feature which makes the
self-dual soliton impurity models very useful tools for studying interactions of topological solitons.
5B. The topologically trivial BPS sector and geodesic motion
In the present work we choose the prepotential as
W =
1√
2
(1− φ2). (4)
Then the model in the no-impurity limit reduces to φ4 theory. Furthermore, in order to study the
annihilation process, we use the following non-localized impurity
σj =
j
2
tanhx− 1 (5)
where j ∈ R is a parameter which measures the strength of the impurity and controls the mode
structure. The BPS sector consists of the topologically trivial solutions
φ(x; a) = −cosh
j x− a
coshj x+ a
(6)
where a ∈ (−1,∞) is a moduli space coordinate. It is also useful to introduce another moduli
space coordinate X ∈ R, such that
a = −1 + ejX . (7)
These BPS solutions obey the pertinent Bogomolny equation and have zero energy, because they
saturate a topological energy bound. Observe that the solutions with X ≥ 0 correspond to tanh
antikink (kink) solutions, while for X < 0 to coth singular solutions of the original (no impurity)
theory [9]. In Fig. 1, left panel, we present the BPS solutions for different values of the moduli
coordinate X for the σj=1 impurity. It is clearly visible that for X →∞ it represents an infinitely
separated kink-antikink pair of φ4 (with mass threshold j2). As we tend to X = 0, the solitons
approach each other and annihilate, forming the φ = −1 lump (which is a counterpart of the
vacuum solution in the no-impurity model). For negative X, the BPS solution develops a well
whose bottom tends to an arbitrary negative value as X → −∞.
In the limit of small kinetic energy, it is plausible to expect that the true evolution follows
a sequence of energetically equivalent BPS solutions. To find such a flow on the space of BPS
solutions, i.e., on the moduli space, one promotes the moduli coordinate to a time dependent
variable. Then, after spatial integration, we derive an effective theory
L = −1
2
M(a)a˙2 (8)
where the metric (mass) on the moduli space reads
Mj(a) =
∫ ∞
−∞
dx
(
d
da
φ(x; a)
)2
= 4
∫ ∞
−∞
cosh2j x
(coshj x+ a)4
dx. (9)
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Figure 1: Left: BPS solutions for different values of the moduli parameter X for σj=1. Right: Metric on the
moduli space. The horizontal lines denote the asymptotic values M(X =∞).
For j = 1, the metric can be found in an analytical form
Mj=1(a) = −4
3
1
(1− a2)3
(
a4 − 10a2 − 6− 6a 4 + a
2
√
1− a2 arctan
a− 1√
1− a2
)
. (10)
It is a general feature that the metric is a well-behaved function for any value of the moduli space
coordinates. Only at the left boundary (X → −∞ i.e., a → −1) it approaches infinity. However,
this happens in infinite time [9]. Note also that at X = 0 (a = 0), i.e., where the solution goes
through the lump form φ = −1, the metric has a finite value. Hence, from the point of view of the
geodesic motion, this is not a special point. In our numerical simulations, we compare the geodesic
approximation with the true dynamics given by the full equation of motion
φtt − φxx − j
2
(1− φ2) 1
cosh2 x
(
1 + jφ sinh2 x
)
= 0 (11)
for an initially widely separated kink-antikink pair with small velocity. As expected, we observe a
very good agreement between these two descriptions.
IV. BEYOND GEODESIC APPROXIMATION: SPECTRAL WALLS
A. Flow of the spectral structure on the moduli space
The first correction to the geodesic flow on the moduli space is given by the linear perturbation
theory, that is by an inclusion of the lightest modes (i.e., the bound modes), on top of the zero
mode.
The spectral structure of the BPS solutions asymptotically (for X →∞) decomposes into a sum
of two φ4 theories with the mass threshold at E = j2 (two zero modes plus two discrete modes)
and an additional number of discrete modes introduced by the lump solution φ = +1. Of course,
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Figure 2: Left: Dependence of the spectral structure on the position on the moduli space X for σj=1. Right:
Dependence of the spectral structure on the position on the moduli space X for different j.
as is typical for the self-dual soliton impurity models, the mode structure changes while we move
on the moduli space - see Fig. 2, let panel, where the spectral structure for the σj=1 impurity as a
function of the moduli space coordinate is presented. In Fig. 2, right panel, we show the number
of modes for j ∈ (0, 2.5) as a function of X.
Let us discuss the j = 1 case in detail. At X →∞ we have two bound modes which are exactly
the bound (shape) modes of the φ4 kink and antikink. There are also two zero modes, as for an
infinitely separated pair of solitons each of them can be moved independently without any cost
of energy. As X takes a finite positive value, the constituent solitons interact and only one zero
mode remains. This mode, interpreted as a symmetric change of the position of solitons, provides
the moduli space flow. The antisymmetric counterpart becomes a massive bound mode which hits
the continuous spectrum (as the last mode) at X = 0. Two φ4 bound modes also mix, forming
a symmetric (antisymmetric) superposition with lower (higher) energy. The antisymmetric mode
enters the continuous spectrum at X = 1.25 and the symmetric mode at X = 0.39. It is convenient
to relate the moduli space coordinate to the value of the field at the origin
φ0 ≡ φ(x = 0) = a− 1
a+ 1
= 1− 2e−jX ⇒ X = 1
j
ln
2
1− φ0 (12)
To summarize, we find three bound modes which enter the continuous spectrum. Therefore, we
expect three spectral walls for: 1) the antisymmetric shape mode superposition at φ0 ≈ 0.36, 2)
the symmetric shape mode superposition at φ0 ≈ −0.34 and 3) the antisymmetric translational
mode superposition at φ0 = −1.
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Figure 3: The value of the field at the origin φ0 ≡ φ(x = 0) for the asymmetric superposition of the shape
modes excited. The incoming solitons speed is v = 0.005. Left: Impurity σj=1. Right: Impurity σj=0.7.
B. Spectral walls
To verify the existence and analyze the properties of the spectral walls, we perform numerical
simulations of the full equation of motion. As there are three bound modes the system may allow
for interactions between the spectral walls.
We start with the spectral wall located at φ0 = 0.363910. It is triggered by the antisymmetric
superposition of the shape modes of the incoming, large separated kink and antikink which are
then boosted towards each other
φin(x, t) = − tanh
(
jγ
2
(x− x0 − vt)
)
−A1
sinh
(
jγ
2 (x− x0 − vt)
)
cosh2
(
jγ
2 (x− x0 − vt)
) cosωjγ(t− vx)
+ tanh
(
jγ
2
(x+ x0 + vt)
)
+A2
sinh
(
jγ
2 (x+ x0 + vt)
)
cosh2
(
jγ
2 (x+ x0 + vt)
) cosωjγ(t+ vx)− 1 (13)
where A1 = −A2 ≡ A, ω2j = 3j2/4 and x0  1.
This case is presented in Fig. 3, left panel. The corresponding wall is very well visible. As
expected for a sufficiently large excitation of the mode, the incoming kink-antikink configuration
is reflected back. For a smaller (critical) amplitude, the incoming configuration gets stuck on the
wall precisely at the value of the moduli space coordinate φ0 where the relevant mode enters the
continuous spectrum. For even smaller excitations, the configuration more and more freely passes
the wall. However, φ(x = 0) does not tend to an arbitrary value as one would expect from the
geodesic flow. In fact, there are two new phenomena which strongly modify the dynamics of the
kink-antikink pair.
9First of all, the incoming configuration (after passing through the wall) feels another wall at
φ0 = −1. The observed reflection at the point φ0 = −1 would not be too surprising. It corresponds
to a spectral wall related to a different asymmetric mode, that is, the asymmetric superposition
of the translational modes of the incoming solitons. It could be perfectly possible that energy
from one asymmetric mode is transferred to another asymmetric mode. Indeed, such an energy
transfer exists and is related to another property of the spectral wall. To better understand the
problem, we consider the same set-up for the j = 0.7 impurity, for which no spectral wall coincides
with φ0 = −1. However, once again we see a reflection from φ0 = −1, see Fig. 3, right panel.
Apparently the point φ0 = −1, although being an ordinary point of the moduli space metric, acts
as a sort of a new type of wall, which is not related to any specific internal mode. On the contrary,
as we will see below, it reflects any state with a sufficiently large mode. This should be contrasted
with the spectral walls which, being rather selective objects, are transparent if the corresponding
mode is not excited.
Note that the wall for φ0 = −1, let us call it the vacuum wall as the field configuration corre-
sponds to one of the vacua of the original φ4 model, is responsible for the fact that a back scattered
trajectory may give rise to bouncing solutions. This is precisely what we observed for some solutions
- see orange trajectories in Fig. 3, left panel. However, the reflected back solution is not repelled
again by the original spectral wall at φ0 ≈ 0.36. As we explain below, there is another mechanism,
related to the existence of the so-called higher spectral walls, which is responsible for this behavior.
Here we conclude that we do have a bouncing structure in the kink-antikink annihilation only via
the mode interaction triggered by three necessary ingredients: the spectral wall (at which energy
from the originally excited mode is transferred to other modes), the vacuum wall and higher order
spectral walls. It should be underlined that in the case at hand this is a mathematically rigorous
explanation. That is to say, the static solutions (moduli space solutions), above which the bound
modes are found, exist for any distance between the kink and the antikink.
Finally, for smaller amplitudes even the vacuum wall is traversable as dictated by the geodesic
approximation.
The whole analysis can be repeated when the symmetric superposition of the shape modes is
excited, A1 = A2 = A. Then, for j = 0.7 one expects a spectral wall at φ0 = −0.228658. This
situation is plotted in Fig. 4. It turns out that this spectral wall is not as well visible as the previous
one. There is a range of amplitudes for which the trajectory is attracted by the φ0 = −0.23 region,
see the orange curves in Fig. 4. However, we did not find a trajectory (value of the amplitude
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Figure 4: The value of the field at the origin for the symmetric mode excited. The incoming solitons speed
is v = 0.005 and impurity σj=0.7. The spectral walls are located at φ0 = 0.432919,−0.228658,−0.827630.
of the initial perturbation) which would be attached to this spectral wall for a longer time. A
reason for that could be the close presence of the vacuum wall at φ = −1. Hence, each solution
which would go through this spectral wall is immediately repelled by the vacuum wall. It could be
that even at the spectral wall this repulsion does play a role. However, this issue requires further
studies.
Note that also in this case there are solutions which, after reflection from the vacuum wall,
are once again reflected which results in a bouncing solution, similarly to those found where the
asymmetric mode was excited.
Undoubtedly, the vacuum wall has a different origin than the spectral walls. Its source is not
any bound mode entering the continuous spectrum. As a consequence, also its behavior is quite
distinct as it affects any excited BPS solution. As we saw, this may have a non-trivial impact on
nearby spectral walls.
C. The effective model
The existence of the spectral walls can be further explained in terms of an effective model. To
construct such an effective model, we take into account the zero mode, providing the lowest order
geodesic flow, as well as the lightest bound modes
φ = Φ(x,X(t)) +Ai(t)ηi(x,X(t)) (14)
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Figure 5: Effective model for j = 1.5: a) effective mass; b) frequencies; c) non identically vanishing integrals
I and d) J .
where the moduli space coordinate X and the amplitudes Ai of the modes are promoted to time
dependent variables. We underline that, in contrast to the BPS solution Φ which is known exactly,
the discrete modes have to be computed numerically at any value of the moduli coordinate X. This
is a very nontrivial task, which requires to solve the perturbation problem (Schrodinger equation)
at any value of the moduli space coordinate. Finally, after integrating over the spatial dimension,
we arrive at the following effective Lagrangian
L =
1
2
MX˙2 +
1
2
A˙iA˙i + IiAiX˙ + JikAiAkX˙
2 − 1
2
ω2iA
2
i +O(A3) (15)
where in addition to the metric on the moduli space
M(X) =
∫
Φ2X (16)
we define the following mode coupling functions
Ii(X) =
∫
ηi,XΦX , Jik(X) =
∫
ηi,Xηk,X (17)
which describe the mutual interaction between the zero mode and the massive bound modes. Note
that due to the symmetry Ii ≡ 0 for even i. Moreover, Jik ≡ 0 if i + k is an odd number. As
expected, the integrals Ii and Jik are singular at the appropriate walls. Specifically, Ii (i odd) and
Jii tend to +∞ at the corresponding walls, whereas Jik to −∞ if i 6= k - see Fig. 5. Therefore,
the positions of the spectral walls can be deduced from the points of break-down of the effective
model, i.e., where the pertinent integrals diverge.
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V. THE VACUUM WALL
To explain the existence of the vacuum wall, or, equivalently, the special character of the
φ = −1 BPS solution, we have to go to the next order of perturbation theory. However, a heuristic
argument may be formulated as follow. When we added the initial perturbations, we did it on a
BPS solution with a large value of the variable X on the moduli space. Thus, the perturbation
is added on each of the constituent solitons separately. Each soliton is a massive (heavy) particle,
with a nontrivial energy density distribution, and the perturbation weakly changes its mass. Then,
we evolve the initial configuration, i.e., send the perturbed kink and antikink towards each other.
Once we approach X = 0, the individual solitons disappear and we arrive at the uniform φ = −1
solution. This configuration belongs to the moduli space and so has zero static energy, but now
it also has zero static energy density (by ”static” we mean that the kinetic contribution ∼ φ˙2 is
not taken into account). But this implies that now we reached a point at which the system is very
sensitive to any perturbation. From the linear analysis we know that there exists a zero mode
governing the flow on the moduli space. This mode evolves and becomes either two kinks going
in opposite directions (X > 0) or collapses into the singularity at infinite time (X < 0). However,
the model is nonlinear and nonlinearities, accessible at higher order perturbation theory, can give
a contribution and push the zero mode in one of the possible directions.
A. Numerical simulations
We studied both even and odd initial conditions imposed on top of the φ = −1 BPS solution.
For the even perturbation we assumed
φ(x, t = 0) = −1 + A
coshλ x
, φt(x, t = 0) = 0, λ > 0. (18)
For λ = j such data coincide with the profile of the zero mode. For the odd perturbation
φ(x, t = 0) = −1 +A sinhx
coshλ x
, φt(x, t = 0) = 0, λ > 1. (19)
The results are gathered in Figure 6. For A > 0, in both cases the system evolves into a pair of
kinks, i.e., we move toward positive X on the moduli space. For A < 0, in the examined range the
odd initial data also evolved always into the creation of the KK¯ pair. Even initial data for A < 0
bifurcate. There is some critical λ (in our case λcr ≈ 0.9) above which a singularity develops, which
corresponds to a flow towards an arbitrary negative X. Moreover the evolution from odd data is
much faster, which means that the zero mode is excited to a much higher acceleration. The general
13
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Figure 6: Evolution of the system for even and odd initial data for various lambdas and A = −0.05 and
j = 1.5.
rule is that even initial data have to be sufficiently localized to develop a singularity. Other initial
data decay into a pair of defects.
Thus, we may conclude that, starting from a perturbed φ = −1 BPS solution, it is dynamically
preferred to move in the positive direction, X > 0, that is to form the kink-antikink pair, rather
than pass to the negative direction, X < 0, which results in a flow to an arbitrary negative field
value at the origin.
B. Perturbation scheme
To understand the results we have expanded the solution into powers of A and considered the
perturbation scheme
φ = −1 +Aφ(1)(x, t) +A2φ(2)(x, t) + · · · (20)
In O(A) the equation is the well-known linear equation we studied earlier with the Po¨schl-Teller
potential [9]
φ
(1)
tt − φ(1)xx + V (x)φ(1) = 0. (21)
The solution can be expressed as a linear combination of the zero mode η0(x) = sech
jx and some
other modes ηrad including radiation and (if any) higher bound modes.
φ(1) = α(1)η0 + η
(1)
rad, α
(1) =
1
N
∫ ∞
−∞
sechj+λx dx, (22)
where N is a normalization factor
N2 =
∫ ∞
−∞
sech2jx dx. (23)
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All the above integrals can be expressed in terms of hypergeometric functions. Note that in the
case of odd initial data, the excitation of the zero mode is zero because the initial conditions are
orthogonal to the zero mode.
The second order perturbation theory takes the form
φ
(2)
tt − φ(2)xx + V (x)φ(2) = j
(
3j − 1 + 3j
cosh2 x
)
φ(1)
2
. (24)
Assuming that the second order solution can be decomposed as
φ(2) = α(2)(t)η0 + η
(2)
rad (25)
we can project the above equation onto the zero mode η0 and obtain the acceleration of the
amplitude coming from the second order
d2α(2)
dt2
=
j
N
∫ ∞
−∞
dx
(
3j − 1 + 3j
cosh2 x
)
φ(1)
2
coshj x
. (26)
The sign of the acceleration is governed by the sign of the bracket. In fact, it is mostly positive
except for a small region around x = 0. For t = 0, the first order solution can be taken as our initial
data φ(1) = 1/ coshλ x in the even case and φ(1) = sinhx/ coshλ x in the odd case. For larger values
of λ, the initial data are better localized and the negative part gives a larger contribution. In the
odd initial data case, λ would have to be much larger because φ(1)(x = 0) = 0. For wider initial
conditions (smaller λ), the acceleration is positive. Of course, in order to have a full description
we would have to solve the full first order equation (including the radiation part) and then put
it into the integral. We could partially assume that the radiation part would be radiated out
quickly enough so that only the contribution from the zero mode remains. This simplification is in
qualitative agreement with the numerical results described in the above subsection. This can also
be justified by the observation that the radiation is usually less localized than the zero mode and
becomes even less localized in time, giving only positive contributions.
Concluding, most perturbations result in the evolution towards the creation of the kink-antikink
pair rather than towards the singularity (X → −∞). This is the key ingredient in understanding
the existence of the vacuum wall. Namely, as the initially perturbed kink-antikink solution evolves,
we approach the constant BPS solution with the original perturbation on top of it. As we know,
a generic perturbation of the φ = −1 solution leads to the creation of a kink-antikink pair which
tends to increase their mutual distance. As a consequence, we observe that the initial solitons are
reflected by the vacuum wall at φ = −1.
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VI. HIGHER ORDER SPECTRAL WALLS AND BOUNCING SOLUTIONS
The spectral walls form when a discrete mode with frequency ω enters the continuous spectrum.
However, each discrete mode may give rise to the appearance of its higher harmonics. Then, one
can ask the question what happens if such higher harmonics hit the mass threshold
nωn = Econtinuum ⇒ ωn = j
2
n
. (27)
Of course, this occurs before the spectral wall. An obvious requirement for the existence of this
effect is to excite a mode which is deep in the discrete spectrum, i.e., located in the vicinity
of ω = 0. In our self-dual impurity φ4 model there is such a mode, namely the asymmetric
superposition of the translation modes of the infinitely separated initial solitons. In other words,
our initial configuration should be a kink-antikink BPS pair slightly shifted with respect to the
origin and then boosted towards each other with a low velocity. Due to the fact that this mode
has initially almost 0 frequency, there is potentially a large number of harmonics which may go
through the mass threshold. However, higher harmonics have significantly suppressed amplitudes
and in reality only a few of them are visible.
During the evolution the higher harmonics enter the continuous spectrum. This happens for a
certain value of the moduli space coordinate which is uniquely related to the value of the field at
the origin. Again this defines a certain point in physical space (which for sufficiently large X can
be associated with the positions of the constituent solitons) which we will call higher order spectral
wall.
It is a matter of fact that the higher spectral wall phenomenon is the third condition which
(beside the original spectral wall and the vacuum wall) stays behind the appearance of bouncing
solutions. In order to clearly see this we present the structure of the exited modes during the
collision of an incoming kink-antikink pair for which originally the asymmetric superposition of the
shape modes was excited - see Fig. 7. Such solutions are represented by some of the orange curves
from Fig. 3 in Sec. III. In panel a) we show the field value at the origin as a function of time
together with the spectral walls for all three discrete modes (horizontal dashed lines). In panel b)
the field at x = 50 is plotted which measures the amount of radiation emitted in the scattering
process. Panels c) and d) show the signal strength, that is, the strength of exited frequencies at
the origin and at x = 50, respectively. This allows us to represent the strength of the symmetric
as well as asymmetric modes during the time evolution of an excited kink-antikink system. Here
we plot the second and third order spectral walls.
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Figure 7: Bouncing solution at the higher spectral walls for the impurity σj=1. Incoming solution with the
asymmetric superposition of the shape modes excited. Initial velocity v = 0.005. A = 0.0104 and reflection
at the second order spectral wall.
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Figure 8: Bouncing solution at the higher spectral walls for the impurity σj=1. Incoming solution with the
asymmetric superposition of the shape modes excited. Initial velocity v = 0.005. A = 0.01035 and reflection
at the third order spectral wall.
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Let us first explain the emergence of the bouncing solution in Fig. 7. It shows a case with the
mode amplitude A = 0.0104 and the initial velocity of the solitons v = 0.005. At the beginning
only the asymmetric mode (asymmetric superposition of the shape modes) is excited. However,
once the solution approaches the corresponding spectral wall at φ0 ≈ 0.36, the energy stored in this
mode is transferred to another asymmetric mode, which here is the asymmetric superposition of
the translational modes. This happens because the system prefers to avoid the transition beyond
the mass threshold. This asymmetric mode is originally very deep in the discrete spectrum with
frequency only slightly above 0. While the solution is in the vicinity of the spectral wall, the
frequency of the new asymmetric mode rises and approaches the second order spectral wall for
this dynamically exited mode at φ0 = 0.385 - see Fig. 7 panel d) for t ≈ 3000. Observe that
both spectral walls are located very close to each other. After a relatively long time at which the
solution is bound by the walls it moves further and finally is reflected back by the vacuum wall (with
probably some contribution of the spectral wall for this mode located in the same point φ0 = −1).
Then we observe a repetition of bouncing between the second order spectral wall (corresponding
to this new asymmetric mode) and the vacuum wall.
If the amplitude of the originally exited asymmetric mode (asymmetric superposition of the
shape modes) is slightly smaller then we observe a reflection at the third order spectral wall of the
dynamically exited asymmetric mode (asymmetric superposition of the translational modes) - see
Fig. 8. Hence now the trajectory moves slightly further toward φ0 = 1 which corresponds to the
creation of a slightly more separated bouncing kink-antikink pair.
However, there may exist another mechanism which also contributes to the formation of the
bouncing structures. Let us consider a BPS solution with the symmetric superposition of the
shape modes excited. As we know, the relevant spectral wall in this case is less visible due to
the impact from the vacuum wall. Nonetheless, such a wall is easy to recognise in Fig. 9. For a
bouncing solution (j = 0.7 and A = 0.01012) we do not find any higher spectral wall responsible
for this behaviour, see Fig. 10. It looks rather as if an effective potential emerges which prevents
the system from forming an infinitely separated pair of kink and antikink. This problem requires
further studies.
We conclude that, even in our simplified model where the static intersoliton force vanishes, the
emergence of the bouncing solutions seems to possess a rather involved mechanism which requires
the existence not only of the spectral walls but also the vacuum wall and higher order spectral
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Figure 9: Repulsion from the symmetric mode spectral wall impurity σj=1. Incoming solution with the
symmetric superposition of the shape modes excited. Initial velocity v = 0.005. A = 0.0104.
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Figure 10: Bouncing solutions impurity σj=0.7. Incoming solution with the symmetric superposition of the
shape modes excited. Initial velocity v = 0.005. A = 0.01012.
walls. Furthermore, an additional, not yet explained mechanism can also play a role.
By a closer inspection of Fig. 7 and Fig. 8 we can see another qualitative difference between
these two scattering scenarios. Namely, there are periodic suppressions and enhancements of the
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Figure 11: Radiation at the higher spectral walls for impurity σj=1. Initial distance 2x0 = 20, displacement
0.05 and velocity v = 0.001.
radiation - see panel b) in Fig. 8. This phenomenon is absent in Fig. 7. The source of this effect
is the transition of the solution through the higher spectral walls, here through the second order
spectral wall. We analyze this phenomenon in the next section.
VII. HIGHER ORDER SPECTRAL WALLS AND RADIATION BURSTS
In Fig. 11 we present a collision of the kink and antikink with the asymmetric superposition
of the translation modes excited for the impurity with j = 1. As we previously commented this
mode is very deep in the discrete spectrum which allows for the existence of many higher order
spectral walls. Specifically, the initial state is given by a kink-antikink pair at a distance 2x0 = 20
and with a displacement with respect to the origin of 0.05. The initial velocity of the solitons is
v = 0.001. In panel a) we show the field value at the origin as a function of time together with the
first few higher order spectral walls for this mode (horizontal color lines). Also the spectral walls
for all three discrete modes are marked (horizontal dashed lines). In panel b) the field at x = 50
is plotted. Panels c) and d) show the signal strength, that is, the strength of exited frequencies at
the origin and at x = 50, respectively. To avoid any dependence of the results for the field strength
on some accidental symmetry, we use the quantity
√
φ2 + φ2x for the Fourier analysis.
In this case, the excited mode is so strong that the solution is repelled before the mode enters
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Figure 12: Radiation at the higher spectral walls for the impurity σj=1. Initial distance 2x0 = 20, displace-
ment 0.03 and velocity v = 0.001.
the continuous spectrum. Hence, the constituent solitons scatter back before the corresponding
spectral wall is met. However, it is clear that the second harmonic crosses the mass threshold.
Interestingly, just before this happens, the second harmonic interacts with another mode, that is,
the symmetric superposition of the shape modes. This mode is initially exited due to nonlinearities
of the model. As a consequence, this symmetric mode is enhanced, which can contribute to some
additional repulsion of the solution close to its spectral wall at φ0 = −0.343121. So, higher
harmonics may transfer energy between the modes. Next, after the solution scatters back, the
second harmonic enters the discrete spectrum. Thus, higher (here the second order) spectral walls
can appear in pairs. Note that from the point of view of the signal strength, higher harmonics are
much better visible in a far distance region, here at x = 50, after crossing the mass threshold, see
Fig. 11, panel d), where third and fourth harmonics show up.
As a matter of fact, the most spectacular evidence for the higher spectral walls is provided
by radiation. Each transition through higher spectral walls leads to a huge emission of radiation.
In fact it is a very violent process as we clearly see even the fifth order higher spectral wall. The
biggest enhancement of radiation occurs during the crossing of the second order spectral wall. Note
that such radiation bursts can detect a spectral wall much before this wall is actually met.
In Fig. 12 we analyze the same situation but with a smaller displacement 0.03. This results in
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Figure 13: Radiation at the higher spectral walls for the impurity σj=0.7. Initial distance 2x0 = 20,
displacement 0.028 and velocity v = 0.001.
a smaller amplitude of the excited deep mode which finally allows the configuration to go through
the corresponding spectral wall as well as through the vacuum wall (located at the same point).
Again we see several radiation bursts due to the higher order spectral wall. Furthermore, the
transition through the vacuum wall also gives rise to another huge radiation burst. At this point,
the solution reduces the amplitude of the excited mode significantly and can pass over the vacuum
wall. Note an enormously large enhancement of radiation from 10−12 to 10−4, that is, eight orders
of magnitude.
In Fig. 13 we plot the case with the impurity with j = 0.7. Here the relevant spectral wall does
not coincide with the vacuum wall and is located at φ0 = −0.827630. The initial displacement is
0.028, x0 = 10 and the initial velocity is v = 0.001. The amplitude of the mode is such that the
solution goes through the spectral wall and scatters back at the vacuum wall. Strictly speaking,
the solution is trapped between these walls for quite a long time during which it radiates by a
quasinormal mode. Obviously, this resonant mode originates from the originally excited mode
after its transition through the mass threshold at the spectral wall. The resonance is rather narrow
as we are all the time close to the pertinent spectral wall.
Finally, in Fig. 14 we again demonstrate the case with j = 0.7, but now the displacement is
0.027900. The amplitude of the mode is smaller and the solution passes through all walls, the
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Figure 14: Radiation at the higher spectral walls for impurity σj=0.7. Initial distance 2x0 = 20, displacement
0.0279 and velocity v = 0.001.
vacuum wall included. The radiation bursts at the (higher) spectral walls are again very well
visible. Once the solution passes the vacuum wall, the perturbation (localized on the deepest
bound mode) is reduced, which allows the system to move towards the X < 0 side of the moduli
space.
VIII. SUMMARY
In this paper, we have applied the framework of the self-dual soliton impurity models to study
kink-antikink scattering in φ4 theory in the limit when there is no static force between the scat-
tering solitons. This means that a kink-antikink pair is a BPS (self-dual) solution of a pertinent
Bogomolny-type equation and, therefore, saturates the corresponding topological energy bound.
Furthermore, there is a whole family of such solutions which span a one-dimensional moduli space
with a coordinate which, to some extent and with certain limitations [9], may be identified with the
distance between the scattering solitons. Then the lowest order approximation to the annihilation
process, which reproduces the full dynamics if the solitons have small velocity and no internal
modes are excited, is provided by the gradient flow on the moduli space.
However, the main aim of our work was to study the regime beyond the geodesic approximation,
i.e., systematically analyze the impact of excitations of the internal modes on the scattering process.
23
As there is no static inter-soliton force, the solitons only interact via excited modes and radiation.
Thus we have the unique possibility to disentangle the role of the modes in the annihilation process.
We emphasize again that we perform the computations in a mathematically rigorous manner, as the
BPS static solutions exist for any kink-antikink separation distance. Thus, the spectral structure
is well defined at any stage of the collision.
As we expected, the excitation of bound modes (minimally 3 modes) gives rise to spectral walls
which are well observed in the full numerics. The spectral walls are defined by the position on the
moduli space at which the corresponding bound mode enters the continuum spectrum. It results
in a space-localized region at which excited solitons interact nontrivially, that is, can be reflected,
feel a temporary attraction or go through. The actual interaction depends on the amplitude of the
excited mode.
Although the spectral wall is a selective phenomenon, which means that each mode feels its
own spectral wall, sometimes a significant excitation of other modes can be observed while we
move through the wall. This occurs for example in the case when the kink-antikink solution with
the initially asymmetric mode excited (asymmetric superposition of the shape modes) hits its
spectral wall which results in the dynamical excitation of another asymmetric mode (asymmetric
superposition of the translational modes), as discussed in Sec. VI. In a sense, the system always
prefers to avoid the situation when a mode passes the mass threshold. If it is possible to transfer
the energy to other modes which are not related to the actual spectral wall, then this is what
happens.
A completely novel finding is the discovery of the vacuum wall. This wall is defined by a quite
ordinary point on the moduli space, which corresponds to the φ = −1 lump solution, and it does
not cause any special effects in the geodesic approximation or the spectral structure flow. However,
exactly at this point the system has zero static energy density and, therefore, it is very sensitive
to any initially added perturbation. We found that a generic perturbation prefers to create a
kink-antikink pair rather than flow to the singularity (of the moduli space metric). Effectively, this
leads to the appearance of a repulsive interaction if a perturbed BPS solution approaches the point
X = 0 on the module space (i.e., φ0 = −1). Hence, this wall acts in a way similar to a spectral
wall, with the important difference that it is not related to any particular internal mode. It repels,
temporary confines or transmits a kink-antikink solution with any mode excited. When a spectral
wall is located too close (on the moduli space) to the vacuum wall, then its impact on the solution
is less visible. As a consequence, such a spectral wall can be less visible or even completely hidden
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in the shadow of the vacuum vacuum wall. Undoubtedly, the vacuum wall strongly influences the
behavior of solutions close to this spectral wall and a geodesic trajectory ceases to be an efficient
observable for the detection of such a spectral wall.
It is important to stress that both types of walls have, to some extent, a qualitatively similar
impact on the incoming solutions. However, they originate from completely different mechanisms.
Furthermore, owing to its nonselective nature, we expect that the vacuum wall affects soliton
dynamics in a more profound way. This observation was possible exclusively due to the BPS
nature of our model, which led to a sort of solvability.
The second novel phenomenon is the existence of the higher order spectral walls. They are
higher harmonics counterparts of the usual spectral walls, which occur when a higher harmonic (of
a bound mode) enters the continuous spectrum. Again, at the locus of the higher order spectral wall
a kink-antikink solution with a pertinent mode excited can be repelled or pass through, although
its impact on the solution seems to be in general weaker that the original spectral wall.
The higher order spectral walls are, on the other hand, very clearly visible in enhanced radiation
(radiation bursts). Notably, the cumulative effect of passing through several higher order spectral
walls may be an increase in the amount of radiation by eight order of magnitudes, which might
make them interesting phenomena from a phenomenological point if view and even lead to some
applications. Equivalently, we can say that the radiation bursts are very sensitive observables
allowing to detect spectral walls before they are met. By means of the radiation bursts, we can
easily see spectral walls even if they are hidden in the shadow of the vacuum wall and not visible
in a direct soliton observation.
The last important result is the existence of bouncing solutions. Such a configuration represents
an oscillating (bouncing) kink-antikink pair formed during the scattering of an asymptotically free
kink and antikink with only one mode excited. We found that this class of solutions is trigged by
three ingredients: the spectral wall (related to the excited mode), the vacuum wall (which turns
back the trajectory to a kink-antikink pair) and the higher order spectral walls (related to another
dynamical excited mode). Moreover, we observed bouncing trajectories where the reflection at the
higher spectral walls should be replaced by another, not yet clearly identified, mechanism. It is
quite surprising that even in such a simplified theory, with no static force between solitons, the
bouncing states are formed by a rather involved mechanism. We underlined that our (partially
quantitative, partially qualitative) explanation was possible only due to the BPS nature of the
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model.
A more general comment is that the distortion of a bound mode, and especially its transition to
the continuous spectrum, can have a huge impact on the soliton dynamics. This is a very important
observation, as this fact is not captured by the collective coordinates approach where bound modes
are assumed to exist on the whole unstable manifold. Hence, this can be the crucial source of the
failure of the effective models, which undoubtedly have to be corrected.
A further general remark is that if a system possesses several spectral walls (bound modes) then
the resulting kink-antikink dynamics may be very complicated.
As we mentioned at the beginning, this work is a first step in the program of a systematic
understanding of the role of the modes, static forces and radiation in the kink-antikink scattering
in the φ4 model. Therefore, an obvious continuation of our research requires the inclusion of a
self-duality (BPS) breaking term, which effectively introduces a static inter-soliton force. Strictly
speaking, this would destroy the moduli space. However, as it can be performed in a perturbative
manner, we can still be in a near-BPS regime. Hence, the (near) geodesic approximation should
still be meaningful, provided by an unstable moduli manifold [22]. As a consequence, it could be
possible to verify how the static force influences the phenomena found in the current paper. Do
they survive in a non-BPS system? Do they give rise to some other phenomena? Eventually, this
could give a chance to explain the origin of the dynamical properties of the pure φ4 theory. Here,
the recent results on the construction of the improved moduli space of kink-antikink scattering in
φ4 theory may be very helpful [23].
Next, the presented framework can be applied to the analysis of scattering of kinks in various
models in (1+1) dimensions. Let us mention deformed φ4 theory [24]-[26], hyperbolic models [27],
φ6 theory [28]-[29], so-called long tail soliton models [30]-[33] as well as scalar theories with two
[34]-[36] or even more [37]-[39] fields.
Of course, in a parallel line of investigation, one should search for the effects presented here
(spectral walls, higher order spectral walls and radiation bursts) in other self-dual solitonic systems.
Natural candidates seem to be self-dual models in higher dimensions, where the BPS sector contains
multi-soliton configurations which posses a nontrivial spectral structure flow on the moduli space.
Let us mention the Abelian Higgs model at critical coupling or self-dual monopoles as two obvious
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examples.
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