Increasing evidence suggests that synchronization between brain regions is essential for information exchange and memory processes. However, it remains incompletely known which synaptic mechanisms contribute to the process of synchronization. Here, we investigated whether NMDA receptor-mediated synaptic plasticity was an important player in synchronization between septal and temporal CA3 areas of the rat hippocampus. We found that both the septal and temporal CA3 regions intrinsically generate weakly synchronized ␦ frequency oscillations in the complete hippocampus in vitro. Septal and temporal oscillators differed in frequency, power, and rhythmicity, but both required GABA A and AMPA receptors. NMDA receptor activation, and most particularly the NR2B subunit, contributed considerably more to rhythm generation at the temporal than the septal region. Brief activation of NMDA receptors by application of extracellular calcium dramatically potentiated the septal-temporal coherence for long durations (Ͼ40 min), an effect blocked by the NMDA antagonist AP-5. This long-lasting NMDA-receptor-dependent increase in coherence was also associated with an elevated phase locking of spikes locally and across regions. Changes in coherence between oscillators were associated with increases in phase locking between oscillators independent of oscillator amplitude. Finally, although the septal CA3 rhythm preceded the oscillations in temporal regions in control conditions, this was reversed during the NMDA-dependent enhancement in coherence, suggesting that NMDA receptor activation can change the direction of information flow along the septotemporal CA3 axis. These data demonstrate that plastic changes in communication between septal and temporal hippocampal regions can arise from the NMDA-dependent phase locking of neural oscillators.
Introduction
The hippocampus is responsible for processing both spatial memory and emotion-related behavior, and increasing evidence suggests that these functions are segregated anatomically in the septal and temporal regions, respectively (Swanson and Cowan, 1977; Moser and Moser, 1998; Moser et al., 1993; Fanselow and Dong, 2010) . This segregation in function results from a number of factors, such as the distinct input and output of each region, the local connectivity patterns, and the different molecular constituents of the local circuitry (Swanson and Cowan, 1977; Fanselow and Dong, 2010) . Such segregation has also been demonstrated physiologically as the septal and temporal CA3 regions can generate rhythms that are weakly synchronized (Royer et al., 2010; Adhikari et al., 2011) . There is also evidence that under certain laboratory paradigms, such as in fear conditioning, both the septal and temporal areas are necessary (Bast et al., 2009) , whereas others have suggested that the intermediate hippocampus could be an integrative zone for different sensory modalities gathered by both hippocampal poles .
It is clear that communication between brain areas involves phase synchronization of oscillations Fries, 2005; Palva et al., 2005) . Because the phase of the oscillation determines exactly when assemblies of neurons spike, it has been postulated that two brain areas with increased phase synchrony will have enhanced synaptic interaction and information exchange (Fell and Axmacher, 2011 ). An increase in spike timing precision between different regions resulting from enhanced phase locking may also promote plasticity of the synaptic connections, leading to long-term potentiation and memory formation. Enhancements in phase synchrony in the frequency range between the hippocampus and the prefrontal cortex have been shown to be associated with the quality of behavioral performance in working memory tasks (Benchenane et al., 2010; Sigurdsson et al., 2010; Adhikari et al., 2011; Fujisawa and Buzsáki, 2011) . Similarly, a robust enhancement of spectral coherence at frequency between the amygdala and hippocampus occurs in fear memory retrieval (Seidenbecher et al., 2003; Popa et al., 2010) or between the lateral entorhinal cortex and PFC during associative learning (Takehara-Nishiuchi et al., 2011). In mice with genetic knockdown of NMDA receptor function, impaired phase synchrony is observed between the hippocampus and cortex (Dzirasa et al., 2009) . Despite the evidence that increases in neural synchrony are associated with different forms of memory processes, direct evidence showing that increased phase coherence can underlie plasticity related changes is still lacking at the cellular level.
The general aim of this study was to determine whether increases in phase synchrony between two regions is dependent on NMDA receptor and plasticity-dependent mechanisms. Our results suggest that NMDA receptors play a significant role in the long-term potentiation of spectral coherence between hippocampal areas through phase-phase synchrony and may be involved in long-term changes in coherence observed during different memory tasks in vivo. Portions of these results were presented at the Society for Neuroscience annual meeting in 2011 (Gu et al., 2011) .
Materials and Methods
Dissection. All procedures were performed according to protocols and guidelines approved by the McGill University Animal Care Committee and the Canadian Council on Animal Care. Male and female Sprague Dawley rats (P15-P22) were decapitated, and the brain was rapidly removed from the skull and placed in ice-cold high sucrose artificial CSF (aCSF) solution (in mM: 252 sucrose, 3 KCl, 2 MgSO 4 24 NaHCO3, 1.25 NaH 2 PO 4 , 1.2 CaCl2, and 10 glucose) and bubbled with carbogen (95% O 2 and 5% CO 2 ). The cerebellum and frontal cortex were removed with a razor blade, and the two hemispheres were separated and allowed to recover for 2-3 min in the oxygenated sucrose solution. The single hippocampal isolate was then removed from the remaining hemisection in the manner described previously (Goutagny et al., 2009 ). The entire hippocampal isolation procedure was completed within 1 min. After dissection, the hippocampal complex was left at room temperature in aCSF bubbled with carbogen for 60 -180 min. For recording, the preparation was transferred quickly to a custom-made submerged recording chamber. Recordings were performed at 30°C-32°C after an additional 30 min period in the chamber.
In the experiments where CA1 and dentate gyrus (DG) were removed (the longitudinal cut), a thin razor blade was placed through the septotemporal extent of the entire hippocampus at an angle to disconnect the CA3-CA1 pathway and at the same time separate the DG from CA3. This procedure also removed the most extreme septal and temporal ends of CA1. To ensure that the CA1 and DG were removed from CA3, after the completion of the experiment, the strip of isolated CA3 was fixed, sliced, and stained by using histology methods described below.
Recordings. The preparation was continuously perfused with aCSF (25 ml/min, in mM: 126 NaCl, 24 NaHCO 3 , 10 glucose, 4.5 KCl, 2 MgSO 4 , 1.25 NaH 2 PO 4 , and 2 CaCl 2 , pH 7.4, with 95% O 2 /5% CO 2 ) via a gravityfed perfusion system and maintained at 30°C-32°C. Local field potentials were recorded using glass micropipettes (1-4 M⍀) filled with aCSF. Signals were recorded through a differential AC amplifier (A-M Systems), filtered online (0.1-500 Hz), and sampled at 5 KHz. Signals were referenced to the bath medium and connected to ground.
Data analysis. Electrophysiological data were digitized, analyzed, and plotted using pClamp, MATLAB, and Origin (version 7.5; OriginLab). Spectrograms were constructed using the Chronux tool box (Bokil et al., 2010) , using a time frequency bandwidth of 2 with 3 tapers. The power and dominant frequency of the oscillation in the different CA3 locations were measured by taking the peak of the mean spectrogram from at least 5 min of continuous data. The oscillation strength was calculated by detecting the peak of the power spectrum of the autocorrelation function (using autocorrelation lags from Ϫ2 to ϩ2 s).
The phase locking value (PLV) between pairs of local field potential (LFP) recordings was calculated using an approach similar to that described previously . The PLV between septal and temporal regions was quantified using at least 2 min of continuous data. First, the LFPs from both oscillators were bandpass filtered (0.5-5 Hz). The phase septal and temporal of these filtered signals were then determined using the Hilbert transform in MATLAB (MathWorks). The phase difference between these two signals was then calculated ( diff ϭ septal Ϫ temporal ). This phase difference signal was then wrapped on the unit circle (from Ϫ180 to 180 degrees). If the two oscillators are phase shifted by a constant value, then the difference between phases will be constant at every time point. If there is no relationship between phases (oscillators are not phase synchronized), then this phase difference will drift and with enough data points will approach a uniform distribution. We calculated the mean resultant length (CircStat, toolbox) (Berens, 2009) of the phase difference vector, which yields a value between 0 and 1. This value is henceforth termed the PLV. A value of 1 indicates perfect phase synchrony (a constant phase difference between two signals), whereas a value of 0 indicates that the phase difference distribution is uniform.
To test the significance of the PLV, we generated a surrogate set of 200 -400 PLVs by shuffling the data between 2 s and the length of the entire signal used for the original analysis (2-5 min). This procedure removes the temporal correlation between two signals while ensuring the statistical properties of the observed and shuffled dataset are not different. The original PLV was required to be greater than the mean Ϯ 2 SD of this surrogate shuffled dataset to be considered statistically significant. For data expressing the PLV as a function of time, the PLV was analyzed in 10 s periods and moved sequentially through the data. For visualization, three consecutive PLV values were averaged together to display the mean PLV within each 30 s period. We also assessed the time lag at which the two oscillators were most synchronized. In this isolated hippocampal preparation, the two oscillators are thought to be communicating via synaptic connections, which would introduce a delay between a sender and receiver oscillator. For the analysis of PLV as a function of time lags () between the oscillators, the septal oscillator was shifted in both the negative and positive direction ( ϭ Ϫ1 to ϩ1 s in 5 ms increments, PLV-shift) to observe the time lag of maximal phase locking. The septal oscillator was shifted in time using the circshift function in MATLAB. If the maximum PLV occurred at negative time lags, then this indicates that the septal oscillator is most synchronized with the recent history of the temporal oscillator and suggests that the temporal oscillator is influencing the septal oscillator after a delay. Similar shifting methods have previously been used to assess the time lag between spike-LFP synchrony (Siapas et al., 2005; Hangya et al., 2009) . If the maximal PLV occurs at positive time lags, then the septal oscillator can be said to influence the temporal oscillator. These oscillators are independent and likely bidirectionally coupled; therefore, it should not be stated that one oscillator is "driving" or "pacing" the other oscillator.
The phase locking between spikes (single-unit or multiunit activity) and the LFP phase was determined using the entropy of the spike-LFP phase locking probability distribution. Because the LFPs recorded had large asymmetries, their phase values, as calculated with the Hilbert transform, are nonuniformly distributed from Ϫ180°to 180°. Therefore, even randomly generated spike trains will give the appearance of being phase-locked to the LFP unless some sort of correction is applied. Furthermore, using traditional circular statistics, such as the Rayleigh test, is not informative as we are not interested in testing whether a spike-phase probability distribution is different from uniformity, but rather from an empirically measured distribution that is determined by the phase distribution of the LFP. Therefore, rather than testing whether an observed distribution of spike phases ( p) is different from uniform, we must test whether this distribution is different from phase distribution of LFP phases (q). In the case of a pure sine wave q is uniform, but in the case of most LFPs, uniformity is not observed. Therefore, we calculated the Kullback-Leibler divergence (D kl ) between the distributions p and q as fol-
Where N ϭ 36 (10°), phase bins and p j and q j are values of the probability distribution (p and q) in phase bins j. D kl assumes a value Ն 0 where 0 would indicate that the two distributions are equal. This difference is normalized by entropy of the distribution of q as follows: H q ϭ Ϫ⌺ jϭ1 N q j log q j . The normalized measure of spike phase modulation is then expressed as MI ϭ D kl /H q , where MI indicates modulation index. This normalized measure assumes a value between 0 and 1, where greater values indicate a greater divergence between the observed spike phase distribution and the distribution expected with random spike times, and therefore reflects the strength of spike-phase locking. A similar correction for LFP waveform asymmetry was performed previously (Siapas et al., 2005) . We avoid the use of circular statistics for spike-LFP relations, and instead use an entropy approach to determine the difference in entropy between the observed spike-phase distribution and the expected spike-phase distribution corrected for the wave-shape of the LFP. A similar entropy approach has been used to assess the phaseamplitude relationship between and ␥ oscillations using LFP data (Tort et al., 2010) . We tested the significance of spike LFP phase locking MI by calculating the MI for a surrogate set of shuffled data. Spike-LFP MI values Ͼ2 SD above the mean of the surrogate set were judged to be significant. All results are expressed as mean Ϯ SEM. For statistical analyses, we performed paired or unpaired Student's t test (two-tailed) or ANOVA using Prism (GraphPad Software). p values of Ͻ0.05 were considered to be statistically significant.
Materials. Sucrose, glucose, and all inorganic salts were obtained from Sigma. AMPA/kainate receptor antagonist DNQX, GABA A receptor antagonist bicuculline, NMDA receptor antagonist DL-AP5, and subunit NR2B blocker RO 25-6981 are purchased from Sigma. All drugs came from aliquots of stock solutions (stored at Ϫ80°C) and added to the perfusing artificial CSF at the concentrations indicated.
Histology. After completion of the experiment, the entire hippocampi or the CA3 strips isolated from CA1 and DG were fixed in 4% paraformaldehyde followed by sucrose until saturated. To visualize the recording electrode placement, "Chicago blue" dye were injected through the recording pipette during the end of the experiments. Tissue was cut (60 m) at Ϫ21°C with a cryostat both in the coronal or horizontal orientation, mounted on gelatin-coated slides and stained with cresyl violet.
Results

Distinct properties of septal and temporal oscillations in CA3 area
There is substantial physiological and anatomical evidence that the septal and temporal areas of CA3 contain partly segregated networks (Swanson and Cowan, 1977; Amaral and Witter, 1989; Royer et al., 2010) with differential inputs and outputs. Our first aim was to determine the properties of endogenous network oscillations along the long axis of the CA3 area of the complete hippocampus in vitro. In contrast to the frequency (4 -8 Hz) oscillations found intrinsically in areas CA1 and subiculum in the hippocampus in vitro (Goutagny et al., 2009; , the CA3 area displayed slower ␦ frequency (2-3 Hz) oscillations that were relatively large in power all along the septotemporal axis of CA3. The properties of the CA3 oscillations at recording sites at the septal, intermediate, and temporal regions were first characterized (Fig. 1A , left) at comparable depths in stratum radiatum ( Fig. 1A , right; see Materials and Methods). Figure 1B shows representative recordings and spectrograms from each site (Fig.  1B, right) . The average frequency (2.34 Ϯ 0.08 Hz; n ϭ 78), power (47.8 Ϯ 7.6 kV 2 , n ϭ 78), and oscillation strength (42.7 Ϯ 1.3, n ϭ 78) of the oscillations recorded temporally were significantly different from those recorded from the septal region (frequency, 2.13 Ϯ 0.07 Hz, t (154) ϭ 1.928, p Ͻ 0.05; power, 17.1 Ϯ 3.1 kV 2 , t (154) ϭ 3.708, p Ͻ 0.001; strength, 37.2 Ϯ 1.2, t (154) ϭ 3.055, p Ͻ 0.01) (Fig. 1C) . The average frequency and power of the oscillations at the intermediate recording site were similar to those recorded at the septal pole (n ϭ 78 in each group, two sample t test: p Ͼ 0.05). The strength of the oscillations, a measure of rhythmicity, increased along the septotemporal direction (Fig. 1C) . These results suggest that the oscillations recorded temporally have characteristics different from those recorded from the middle and septal locations. The spectral coherence of the oscillations between these recording sites revealed that the averaged peak coherence between septal and middle (S-M) oscillation was significantly higher than that from the middle and (Fig. 1D ). These results suggest that the oscillations recorded at the septal and temporal locations arise from largely segregated networks with different properties.
The spread of network coherence in the septal and temporal networks was then determined by quantifying the changes in coherence along the longitudinal axis of CA3 (Fig. 2) . The coherence was measured by comparing the oscillations recorded at one of the reference electrodes placed either at the septal ( Fig. 2 A, B ; S0) or temporal pole ( Fig. 2C,D ; T0) to the oscillations recorded by another pipette displaced in 1 mm steps up to 6 mm in distance away from the reference electrode. With the reference at the septal end, the averaged peak coherence remained high (Ͼ0.9) up to a distance of 3 mm but sharply decreased near the intermediate hippocampus (Fig. 2B) . A similar coherence measuring method was used in previous studies in the CA1 region (Bullock et al., 1990; Sabolek et al., 2009) . Conversely, with the reference at the temporal end, the coherence remained high (Ͼ0.9) within 2 mm but significantly decreased 3-6 mm farther away (Fig. 2D ). The points from averaged peak coherence were fit nicely by Boltzman sigmoidal curves (R 2 ϭ 0.98, Fig. 2B ; and R 2 ϭ 0.99, Fig. 2D ). Together, these results show that the hippocampal CA3 area contains two main oscillatory networks: a septal region measuring ϳ4 mm and a temporal region of 2 mm that are separated by a transition zone ( p Ͼ 0.05, within the group; p Ͻ 0.001, between two groups; n ϭ 7).
To determine whether the septal and temporal CA3 regions were truly autonomous oscillators, knife cuts were performed between the septal and temporal hippocampal regions. Physically separating the septal and temporal ends with a knife cut (Fig. 3A) abolished the septotemporal coherence from 0.39 Ϯ 0.03 (n ϭ 70) to 0.06 Ϯ 0.004 (n ϭ 17), which was below the level of statistically significant coherence (t (93) ϭ 5.657, p Ͻ 0.001; Fig.  3B ), suggesting that the septal and temporal oscillators are weakly coupled in baseline conditions and that each region could generate oscillatory network activity autonomously without input from the other region. When the CA3 area was physically isolated ( Fig. 3C ; determined histologically; see Materials and Methods) from the dentate gyrus and CA1, no difference in septotemporal coherence was found (Fig.  3D ) compared with uncut controls (cut, 0.30 Ϯ 0.05, n ϭ 13; uncut, 0.39 Ϯ 0.03, n ϭ 70; p Ͼ 0.05). In addition, the averaged frequency and power were not different in the isolated CA3 versus uncut control ( p Ͼ 0.05). These results suggest that the level of synchrony between septal and temporal oscillators arises from activity contained within CA3.
Differential involvement of NMDA receptors in the septal and temporal oscillations
We have recently shown that intrinsically generated frequency rhythms in the CA1 and subiculum areas are mediated by the interplay of glutamatergic and inhibitory neurotransmission in the complete hippocampus in vitro (Goutagny et al., 2009; . Next, we determined whether glutamatergic and GABAergic mechanisms were involved in generating spontaneous CA3 oscillations. Bath application of the GABA A receptor antagonist bicuculline (2 M) reversibly abolished both the septal and temporal CA3 oscillations within 5 min (power reduction by 96.3 Ϯ 0.4% septally and 98.2 Ϯ 0.3% temporally; n ϭ 4 each group, paired t test, p Ͻ 0.001). The AMPA/kainate receptor antagonist DNQX (5 M) also reversibly abolished CA3 oscillations at both septal and temporal CA3 regions (power reduction by: 89.4 Ϯ 2.4% septally and 86.3 Ϯ 4.1% temporally, compared with baseline power; n ϭ 4 each group, paired t test, p Ͻ 0.001). These results suggest that all intrinsically generated oscillations in the complete hippocampus in vitro are generated by glutamate and GABA neurotransmission.
NMDA receptors are known to be essential in the induction of synaptic plasticity in hippocampus (Nakazawa et al., 2002; Rebola et al., 2010; Hunt and Castillo, 2012) . Our aim was to determine whether NMDA receptors had a role in ␦ frequency generation and whether the role was different in septal and temporal CA3 areas of the hippocampus in vitro. The effects of the NMDA receptor antagonist AP-5 (50 M) were determined on the oscillations recorded at the septal and temporal location (Fig.  4) . Before AP-5 application, a close examination of the shape of the waveforms revealed a characteristic "shoulder" (Fig. 4B , arrow) that was more prominent temporally as indicated quantitatively by a longer decay time of the waveform (t (32) ϭ 6.82, p Ͻ 0.001; Fig. 4C ). AP-5 application significantly increased the frequency of CA3 oscillations in the septal region (from 1.96 Ϯ 0.09 Hz to 2.32 Ϯ 0.16 Hz, t (16) ϭ 3.03, p Ͻ 0.01) and temporally (from 1.91 Ϯ 0.08 Hz to 2.84 Ϯ 0.14 Hz, Fig. 4A , t (16) ϭ 11.1, p Ͻ 0.001). AP-5 application also significantly reduced the "shoul- CA3 oscillations along the septotemporal axis. A, C, Seven recording sites were evenly distributed along the septotemporal (S-T) axis of the CA3 area with 1 mm interval spacing. 0, the reference electrode placed at the septal region (A) and temporal CA3 (C) end of the hippocampus. The second electrode was then moved from recording positions 1-6 to record CA3 oscillations along the septotemporal axis. Sample traces of CA3 oscillations recorded from reference electrode (0) and the second electrode (1, 3, and 6) are shown. B, D, averaged peak coherence was calculated between oscillations recorded from reference electrode (0) and the second electrode (1-6); n ϭ 7. A sigmoid curve was then fitted based on the averaged coherence numbers with color spectrum from red (high value) to blue (low value). The color map of coherence distribution was then transferred and plotted in the CA3 area of the hippocampus model (A,C, colored area).
der" and decay time of the waveform by 38.0 Ϯ 3.7% septally (from 96.5 Ϯ 4.7 ms to 58.0 Ϯ 3.1 ms) and by 60.3 Ϯ 2.7% temporally (from 154.8 Ϯ 7.1 ms to 60.5 Ϯ 4.7 ms; Fig. 4 B, C) . Both the increase in frequency and the reduction in decay time after AP-5 application were significantly more pronounced for the temporal than the septal region (t (16) ϭ 3.39, p Ͻ 0.01 for frequency increase; t (16) ϭ 5.33, p Ͻ 0.001 for decay time reduction, Figure 4 B, C) . To compare the contribution of NMDA receptor to the oscillations at both ends, we use the difference between the AP-5 trace and the control trace as a measure of the waveform sensitivity toward NMDA blockade. The temporal waveform consists of a larger AP-5-sensitive component than the septal waveform. As shown in Figure 4D , the peak amplitude and decay time of the AP-5-sensitive component are significantly higher temporally than septally, based on an analysis of a subset of the experiments (paired t test, peak amplitude: t (4) ϭ 4.50, p Ͻ 0.05; decay time:
We next determined whether different NMDA receptor subunits were differentially involved in CA3 rhythm generation. The NMDA receptor is a heteromeric complex composed of the NR1, and at least one of the NR2 subunits (A-D) has been shown to have distinct roles in synaptic transmission in hippocampus, whereas extrasynaptic NMDARs are predominantly NR2B type (Stocca and Vicini, 1998; Tovar and Westbrook, 1999; Scimemi et al., 2004) . Activation of NR2B-containing NMDARs by synchronized synaptic input is suggested to be a means for local communication among neighboring spines (Scimemi et al., 2004) . To test whether NR2B subunits contribute differentially to the temporal and septal CA3 oscillations, we bath applied the specific NR2B antagonist RO 25-6981 (Fischer et al., 1997) . Similar to AP-5, RO 25-6981 significantly increased the frequency (from 1.88 Ϯ 0.18 to 2.90 Ϯ 0.17 Hz) and decreased the power (from 23.4 Ϯ 6.0 to 7.8 Ϯ 5.5 kV 2 ) at the temporal, but not at the septal, recording location (Table 1) . The NR2B antagonist also produced a larger decrease in the decay time of the temporal wave (from 145.2 Ϯ 20.0 to 49.7 Ϯ 4.3 ms) than that from the septal side (from 84.0 Ϯ 6.7 to 65.7 Ϯ 5.7 ms) (paired t test, t (5) ϭ 4.85, p ϭ 0.0012, for the difference between septal and temporal oscillators). These results collectively show that NMDA receptors play a greater role in network rhythm generation in the temporal versus septal oscillator and the NR2B receptor is the main receptor subunit involved in mediating this effect.
Septotemporal CA3 synchronization is dependent on NMDA receptor activation Long-lasting increases in interarea brain synchrony are thought to be important for memory-related processes because it has been proposed to promote long-term sustained communication and synaptic plasticity (Fell and Axmacher, 2011) . However, it has not been directly demonstrated that NMDA receptors are involved in long-term increases in synchrony. We have taken advantage of the relatively low coherence between the CA3 septal and temporal areas to investigate whether long-term increases in coherence between septal and temporal areas can be induced through NMDA receptor-dependent mechanisms. Previous work has shown that the temporal (or ventral) NMDA receptors in the hippocampus are important for the expression of anxiogenic states during elevated plus maze (Nascimento Häckl and Carobrez, 2007) . Based on the finding that an important NMDA component is present during the ␦ oscillations (especially on the temporal CA3 region), we next determined whether CA3 septaltemporal coherence could be increased in an NMDA receptordependent manner. To test this, extracellular Ca 2ϩ concentration was raised from 2 to 4 mM for a short 3 min duration. This is a classic paradigm previously shown to induce LTP in hippocampal slices (Turner et al., 1982; Reymann et al., 1986; Melchers et al., 1987) . Interestingly, transiently increasing Ca 2ϩ concentrations significantly and irreversibly potentiated the peak coherence between septal and temporal CA3 oscillations from 0.35 Ϯ 0.08 during baseline to 0.77 Ϯ 0.05 (paired t test, t (5) ϭ 4.85, p Ͻ 0.01) for Ͼ40 min after calcium returned to baseline levels (Fig. 5) . It was next determined whether the increase in synchrony was dependent on NMDA receptor activation. When AP-5 (50 M) was applied concomitantly with the increase in extracellular calcium, the long-lasting potentiation in coherence was prevented, showing that the calciuminduced coherence potentiation was the result of NMDA receptor activation (Fig. 5 A, B) . The transient Ca 2ϩ increase augmented the power of septal and temporal oscillations (Fig.  5C , solid points) but failed to have significant effects on the frequency or rhythmicity of the oscillations (data not shown). An increase in power was also measured when calcium was coapplied with AP-5 (Fig. 5C ), suggesting that an NMDAreceptor independent mechanism underlies the change in LFP power. To analyze whether the change in coherence was the result of increases in power or phase locking between the oscillators, we analyzed the PLV (Le Van Quyen and Bragin, Figure 3 . CA3 oscillations after the transverse or longitudinal cut. A, Left, The hippocampus was cut transversely, and both ends were recorded. The sample traces from the two recording electrodes temporally and septally showing the highly rhythmic activities can be found at both ends. B, Statistical analysis showing the averaged coherence (n ϭ 17) between the two recording sites (septally and temporally) after the transverse cut is significantly reduced compared with the intact group (n ϭ 78). **p Ͻ 0.01. C, The hippocampus was cut along the longitudinal axis to remove CA1 and DG. Sample traces were recorded from the two electrodes placed at both septal and temporal poles of the hippocampus. D, The averaged coherence between the septal and temporal oscillations from the longitudinal cut group (n ϭ 13) was not significantly different compared with the intact group (n ϭ 78; not significant, p Ͼ 0.05).
2007) between septal and temporal oscillations. A comparable enhancement of the PLV by extracellular calcium elevation was also observed, suggesting that the increase in spectral coherence was mediated by increased phase-phase synchrony and not power alone (Fig. 5D, solid points) . The long-lasting potentiation in the PLV was prevented by the application of AP-5 during high Ca 2ϩ , similar to coherence (Fig. 5D) . Together, these results show that short bath application of extracellular calcium produces long-lasting increases in both phase synchrony as well as LFP power. Which factor is more responsible for the long-lasting coherence increase? To address this question, we extracted the (late) coherence value 24 -25 min after the calcium induction and correlated the data with the (early) PLVs and power values during the 3 min high Ca 2ϩ application from all the experiments (Ca 2ϩ alone and Ca 2ϩ coapplied with AP-5). We found a strong correlation between the early PLV and late peak coherence (n ϭ 16, linear fit: r ϭ 0.76, p Ͻ 0.001). However, no correlation was found between early power increase and later coherence increase (n ϭ 16, linear fit: r ϭ Ϫ0.19, p Ͼ 0.05; Fig. 5F ). Therefore, we propose that the increased phase-phase synchronization during high calcium is responsible for the long-lasting changes in coherence between septal and temporal oscillators. The significant potentiation in coherence was not changed when AP-5 was applied after the calcium increase (0.29 Ϯ 0.05 to 0.54 Ϯ 0.11; paired t test, n ϭ 5, p Ͻ 0.01; Fig. 5G , hollow points). These results suggest that, once NMDA receptors are activated, the increase in coherence becomes independent of NMDA receptors, a phenomenon reminiscent to the NMDA-dependent LTP mechanism in hippocampus. As an additional control, a similar increase in coherence was observed by perfusing an artificial CSF containing low magnesium (MgSO 4 : 1 mM from 2 mM) instead of high calcium to activate the NMDA receptors (baseline coherence: 0.21 Ϯ 0.04; after low Mg 2ϩ at 25 min: 0.52 Ϯ 0.1; n ϭ 4, paired t test, p Ͻ 0.05).
High [Ca 2؉ ] O effect on the local and distal unit firing properties
In addition to LFP phase-phase synchronization between septal and temporal CA3 regions, we aimed to determine whether there was an increase of the phase locking between local spikes and the distal LFPs at both CA3 septal and temporal region. When local spikes were recorded at the septal region of the CA3, the distal LFPs were collected at the temporal part, and vice versa. Not surprisingly, during baseline conditions, spikes in one region were widely distributed across the phase of the LFP recorded in the other region (septal or temporal) demonstrating low measures of spike-LFP phase locking. In the period after high [Ca 2ϩ ] O application, the spike-LFP phase locking was increased (from 0.08 Ϯ 0.03 to 0.25 Ϯ 0.04, paired t test, n ϭ 4, p Ͻ 0.01). After high [Ca 2ϩ ] O condition, we found that the total number of spikes was not significantly changed; however, the first-order interspike interval of CA3 pyramidal cell bursting was decreased (corresponding to 88.0 Ϯ 22 Hz to 158.2 Ϯ 34 Hz, paired t test, n ϭ 4, p Ͻ 0.01) during each cycle (Fig.  6 A, B) .
The effects of high [Ca 2ϩ ] o on multiunit activities (MUAs) recorded locally and distally were also investigated. The phase locking of both local and distal MUA to the local LFP was determined. For this analysis, we pooled all data from septal and temporal recordings, where local spiking was considered those neurons recorded within 0.1 mm of the LFP reference, and distal MUA was recorded at the opposite hippocampal region. The spike phase locking was determined by first generating the spike-phase probability distribution. Again, after correcting for asymmetry in the LFP wave shape, the depth of spike-LFP phase MI was calculated (see Materials and Methods). We found, in control conditions, that the local MUAs are highly modulated by the phase of the local field oscillation, whereas the distal MUAs had relatively low phase locking to the same reference field signal (Fig. 6C ,E, left column). During 3 min application of [Ca 2ϩ ] O, distal MUAs are significantly synchronized and become highly modulated by the reference field (MI ϭ 0.08 Ϯ 0.02 to 0.27 Ϯ 0.05, paired t test, n ϭ 5, p Ͻ 0.01; Fig. 6C, middle) , and the spike field MI remained high at 0.28 Ϯ 0.05 during washout (Fig. 6C,D, bottom) . We also found an increase in the MI (from 0.30 Ϯ 0.03 to 0.43 Ϯ 0.03, paired t test, n ϭ 5, p Ͻ 0.05) between local spikes and local LFPs by [Ca 2ϩ ] o , and this effect was reversed by washout (0.36 Ϯ 0.03) (Fig. 6C,D, top) . When AP-5 was coapplied with [Ca 2ϩ ] o distal spikes failed to synchronize with the local field (Fig. 6E,F) , as the MI did not change relative to baseline conditions (control: 0.023 Ϯ 0.009; AP-5 with high [Ca 2ϩ ] o : 0.047 Ϯ 0.017; washout: 0.038 Ϯ 0.011; n ϭ 5 in each group, one-way ANOVA, p Ͼ 0.05) (Fig. 6E, bottom) .
Reversal of septotemporal direction during phase synchronization via activation of NMDArs
The septal and temporal oscillators represent a system of weakly coupled oscillators. These oscillators are therefore interacting or communicating through phase synchronization. We wanted to determine whether there was a consistent direction with which the coupling was arising, by calculating the PLV after analytically introducing a time lag ( ϭ Ϫ1:ϩ1 s, in 5 ms steps) to the septal oscillator (Fig. 7A) . Therefore, the PLV is calculated at 401 points at each specified time lag and the lag where the maximal synchronization occurs is reported (PLV-shift). The PLV-shift technique assesses the magnitude of phase-phase synchrony between two time series vectors as a function of time lags between two signals and is similar to the Z-shift technique reported previously (Siapas et al., 2005; Hangya et al., 2009) , except that the PLV is a normalized measure between 0 and 1. During the baseline condition, the PLV-shift was found at 36.1 Ϯ 15 ms (septal leading the temporal oscillator). During high [Ca 2ϩ ] o when phase-phase synchrony is increased, the PLV-shift was found to be changed to Ϫ8.3 Ϯ 14.8 ms (n ϭ 6, paired t test, p Ͻ 0.05). This low value (close to 0 ms) of the PLV-shift suggests that there is strong bidirectional communication between oscillators during high calcium. Interestingly, after the washout when the system exhibited the sustained plastic changes in coherence, the PLV-shift was changed to Ϫ24.8 Ϯ 26.2 ms demonstrating maximal synchronization in the temporal to septal direction. Therefore, the plasticity-associated increase in coherence was driven by a change in the dynamics of intra-CA3 connectivity and a shift in the direction of phase coupling from "septal-temporal" (S 3 T) in control condition to "temporal to septal" (T 3 S) after NMDA receptor activation (Fig. 7B) . When the NMDAdependent coupling process was blocked by coapplying AP-5 (50 M) during the high [Ca 2ϩ ] O , no plastic change of PLVshift was found (control, 49 Ϯ 63.7 ms; washout, 82 Ϯ 119.6 ms, n ϭ 5, paired t test: p Ͼ 0.05; Fig. 7C ). In addition, once the phase locking process was initiated by high [Ca 2ϩ ] o , later application of AP-5 did not reduce the PLV-shift back to control conditions (control, 103.3 Ϯ 75.4 ms; washout, Ϫ162.9 Ϯ 44.7 ms, n ϭ 4, paired t test: p Ͻ 0.05; Fig. 7D ). To summarize the above findings, weak coupling during baseline conditions in aCSF is associated with a (S 3 T) direction of phase synchrony, and NMDAr activation increases in phase coupling and exerts a longlasting plasticity-associated switch in the direction of information flow favoring a (T 3 S) direction (Fig. 7E ).
Discussion
Our study has shown that both septal and temporal poles of the hippocampal CA3 region have independent ␦ frequency oscillators. These oscillators were both synaptically generated by ionotropic glutamate and fast GABAergic mechanisms but had a differential dependence on NMDA receptor activity. The dependence and modulation of these oscillators by NMDA receptor activity suggest that oscillations have a role in shaping plasticity. Systematically increasing synaptic transmission and spiking by transiently increasing extracellular calcium led to a long-term NMDA receptor-dependent enhancement of the coherence between both oscillators, and synchronized both local and distal unit firing activities. Furthermore, we found that, in baseline conditions, the septal CA3 was leading the temporal CA3, and NMDA receptor activation switched this directionality. Our results provide evidence for long range hippocampal communication and potential interactions between spatial navigation and motivational behavior related brain regions, using NMDAdependent phase synchronization.
There is increasing evidence that the septal and temporal hippocampus is different in terms of the genes they express, their connectivity, and their function (Moser et al., 1993; Bannerman et al., 1999; Kjelstrup et al., 2002; Pentkowski et al., 2006; Fanselow and Dong, 2010) . However, whether the septal and temporal poles contain intrinsically separable networks remains unclear. Indeed, previous work has shown that the septal and temporal CA3 networks might be relatively independent because they show low synchronization in the frequency range (Royer et al., 2010) , a sign that, under basal conditions, the synaptic interactions between the two regions are weak. However, the poor synchronization between these oscillators in vivo may be the result of differential input from the entorhinal cortex or another region, which may differentially synchronize the septal and temporal regions, resulting in low synchrony. In the isolated hippocampus in vitro, the oscillations recorded temporally in CA3 displayed sustained ␦ frequency rhythms that were significantly If the maximum PLV occurred Ͼ0 s, then the temporal oscillator was most phase-locked to the past history of the septal oscillator; therefore, the septal oscillator is said to lead the temporal oscillator (dashed line; control condition). Conversely, if the PLV plot exhibits a peak in the region Ͻ0 s, then the temporal oscillator can be said to lead the septal oscillator (solid line; during washout). All analysis was performed on 2 min data segments. B, In the control group, the averaged phase shift time is 36.1 Ϯ 15 ms, indicating that the septal oscillation is leading the temporal one. The averaged values during high calcium application and washout are Ϫ8.3 Ϯ 14.8 ms and Ϫ24.8 Ϯ 26.2 ms, respectively, suggesting that the temporal oscillation is leading the septal region (n ϭ 6). *p Ͻ 0.05. C, When 50 M AP-5 is applied before high calcium application, the averaged phase shift times in control, high calcium, and washout period are 49 Ϯ 63.7, 2 Ϯ 29.4, and 82 Ϯ 119.6 ms, respectively, suggesting that, without NMDAr activation, the septal oscillations tend to lead the temporal ones (n ϭ 5). NS, Not significant. D, When AP-5 was applied during the washout of the high calcium, the averaged phase shift time is 103.3 Ϯ 75.4 ms in the control group, whereas high calcium application reduced the phase shift time to Ϫ13.8 Ϯ 33.9 ms, and further to Ϫ162.9 Ϯ 44.7 ms during washout in the presence of AP-5, suggesting a change of the directionality over the phase locking process (n ϭ 4). *p Ͻ 0.05. E, Diagram summarizes the finding that increasing the PLV by activation of the NMDAr can reverse the directionality between septal and temporal oscillations.
faster in frequency, larger in power, and more rhythmic than those in the septal CA3. Moreover, we found that the CA3 septotemporal ␦ frequency coherence in the isolated hippocampus was comparable (0.3-0.4) to the coherence measured septotemporally in the CA3 area in vivo (Royer et al., 2010) . In addition, the time lag between septal and temporal synchronization (Ͻ80 ms) was similar to the delay between CA1 septal and temporal regions found in vivo (Patel et al., 2012) , suggesting that similar CA3 time lags may be found in vivo. More interesting was the finding that the NMDA receptors (especially those containing the NR2B subunits) had a much larger contribution to the temporal CA3 area oscillations than those recorded septally. A similar predominance of NMDA receptor-mediated components of electrically elicited EPSPs or low-Mg 2ϩ -induced bursting were also reported in hippocampal slices recorded from the CA3 temporal area (Papatheodoropoulos et al., 2005) . Although it is well established that NR2B subunits are crucial for implementing Hebb's rule and gating synaptic plasticity in the hippocampus (Tang et al., 1999; Liu et al., 2004) , other evidence suggests that NR2B subunit expression in hippocampus and amygdala is found to be closely related to animal anxiety (Lehner et al., 2011) . It has been shown that temporal, but not septal, hippocampal NMDA receptors have an important role in regulating anxiety because infusion of NMDA receptor antagonists into the temporal hippocampus produces an impairment in the expression of anxiety and defensive behaviors (Nascimento Häckl and Carobrez, 2007; Barkus et al., 2010) . Therefore, it is possible that activation of NMDA receptors in the ventral hippocampus during anxiety plays an important role in shaping local circuit activity to communicate with the dorsal hippocampus, and other extrahippocampal structures. Phase-phase coupling with the dorsal hippocampus would assist in merging different aspects of environmental context into a unified memory trace. Our in vitro results clearly demonstrate that the low synchronization between the two CA3 areas is not a result of differential input to the septal and temporal areas (e.g., from entorhinal cortex) as the hippocampus is isolated. Together, our results further suggest that CA3 septal and temporal areas have distinct properties and are weakly communicating under baseline spontaneous conditions. This segregation of septal and temporal networks could support differential processing of information relevant for spatial (septal CA3), and emotional (temporal CA3) functions (Bannerman et al., 1999 (Bannerman et al., , 2003 Kjelstrup et al., 2002) , and the integration of these different processes may occur through NMDA-dependent phase-coupling.
Role of NMDA receptors in coherence
Increases in coherence can occur transiently to support rapid information exchange between brain areas but can also be longlasting to promote sustained communication that may support synaptic plasticity required for memory processes (Fell and Axmacher, 2011) . Whereas high-frequency oscillation reflects local processing, low-frequency brain rhythms are dynamically entrained across distributed brain regions. In the human brain, the phase synchronization of neuronal activities between regions is crucial for working memory (Palva et al., 2005; Fujisawa and Buzsáki, 2011) as well as episodic memory encoding and retrieval Canolty et al., 2006; Watrous et al., 2013) . In humans, the hippocampus serves as a hub mediating memory retrieval by phase synchronization with different cortical targets (Watrous et al., 2013) . Therefore, perhaps this rapid and efficient ␦-synchrony between regions during retrieval is facilitated by strengthened connections established by NMDA-dependent phase coupling. Long-term increases in coherence at frequency have been shown to occur between the hippocampus and prefrontal cortex and is associated with successful working memory encoding and maintenance (Siapas et al., 2005; Benchenane et al., 2010; Sigurdsson et al., 2010; Fujisawa and Buzsáki, 2011) . Such long-lasting increases in coherence have also been observed between the hippocampus and the amygdala (fear conditioning; Popa et al., 2010), striatum (procedural learning; DeCoteau et al., 2007) and between other regions, such as entorhinal cortex and prefrontal cortex (Takehara-Nishiuchi et al., 2011) . The increase in coherence between brain regions is thought to underlie interregional spike alignment and coordination for optimizing neuronal communication (Fries, 2005; Womelsdorf et al., 2007) . This coordination of spiking will likely promote Hebbian learning, such that presynaptic neurons will favorably increase postsynaptic depolarization and induce synaptic plasticity if the postsynaptic neuron is receiving inputs at the optimal phase. However, there is little evidence at the cellular level that increases in phase locking can trigger NMDA receptor-dependent longterm potentiation in coherence. Our data suggest that NMDA receptor activation through synaptic plasticity can promote longterm increases in septotemporal coherence. Transient increases in calcium triggered a dramatic NMDA receptor-dependent long-lasting increase in the CA3 septotemporal coherence that was predominantly the result of an increase in the phase locking between the oscillators. Therefore, we think that phase locking itself is the necessary requirement for inducing the long-term changes in coherence and communication between septal and temporal regions. This synchrony may be supported partly by axonal projections along the CA3 longitudinal axis made by CA3 pyramidal cells (Li et al., 1994) .
When the spiking dynamics were investigated, it was found that the calcium-induced increase in phase synchronization was associated with an increase in the phase locking of CA3 pyramidal cells across the dorsal ventral axis (Fig. 6) . NMDA receptor blockade did not alter the increase in spike-field coherence locally but blocked the interarea increase in spike-field coherence, suggesting that NMDA receptors are necessary for the long-term coupling of the interarea spike-field coherence. Interestingly, a recent study also showed that an NMDA antagonist (ketamine) could disrupt the coherence along the septotemporal axis of the CA1 region (Hinman et al., 2013) , providing in vivo evidence of NMDA receptor involvement in hippocampal network synchronization. In addition to inducing a long-term increase in coherence and phase locking, the activation of NMDA receptors also changed the direction of oscillator influence from a septal to temporal direction in control to a temporal septal direction after NMDA receptor activation. This shift in direction of synchronization likely arises because of the increased NMDA component in the ventral CA3 region, which would promote relatively greater population synchrony and consequently increase the strength of the outputs to the septal CA3. However, a combination of both presynaptic and postsynaptic mechanisms are likely involved.
A surprising aspect of the present study is the spectral properties of the intrinsic septotemporal oscillators. In our previous study, we have shown that the oscillations recorded in the CA1 area (Goutagny et al., 2009) and in the subiculum display relatively faster frequency oscillations well within the frequency range of 4 -8 Hz. These oscillations were generated by prominent phasic IPSPs in pyramidal cells, which could trigger postinhibitory rebound spiking. In contrast, the oscillations in the CA3 were relatively slow (2-3 Hz) and were mediated by large EPSPs triggering a few spikes; whereas the inhibition, although essential in the generation of this rhythm, appeared more subtle and masked by the excitation. Such slow oscillations with similar mechanisms were also noted previously (Wu et al., 2006 ) using a complete hippocampal preparation in vitro. Therefore, it appears that the properties of the CA3 oscillations are significantly different from those of the CA1 or subiculum. ␦ oscillations occur in the hippocampus during nREM sleep (Isomura et al., 2006; Wolansky et al., 2006) . Therefore, this ␦ frequency communication between septal and temporal CA3 regions may occur mostly during sleep-dependent memory consolidation (Marshall and Born, 2007) . Alternatively, CA3 ␦ frequencies may be important for communicating with other regions, such as the lateral entorhinal cortex (Deshmukh et al., 2010) and ventral tegmental area (Fujisawa and Buzsáki, 2011) , which exhibit task-dependent ␦ frequencies in the freely moving animal. The frequency of LFPs recorded in vivo is likely a product of intrinsic cell and circuit properties, which can be modulated by the level of synaptic input from the medial septum (Fellous and Sejnowski, 2000) and entorhinal cortex. Increased level of cholinergic drive was found previously to switch ␦ frequency oscillations to the frequency (Fellous and Sejnowski, 2000) . In addition, cholinergic lesions of the MS produce a ␦ frequency rhythm within the hippocampus (Lee et al., 1994) . These results suggest that CA3 ␦ rhythms may arise from reduced excitatory (cholinergic) or disinhibitory (GABAergic) septal inputs. Although most work has focused on frequencies in CA3, ␦ frequencies are coexpressed with and may play a different or complementary role in mediating circuit computations. We suggest that an input to CA3 is necessary to shift the slow intrinsic oscillator into the range. In addition to the medial septum, the hippocampal CA3 area receives inputs originating from stellate cells in layer II of the medial entorhinal cortex, which have intrinsic resonant properties (Alonso and Llinás, 1989; Giocomo et al., 2007) . These entorhinal inputs could also have a role in transforming the ␦ rhythm to the range providing and explanation for the strong cortical-CA3 coherence seen in vivo (Mizuseki et al., 2009 ).
In conclusion, we have shown that the septal and temporal CA3 regions possess dissociable oscillators that have slightly different spectral properties and dependence on NMDA receptor activation. These oscillators are weakly coupled under baseline conditions; but upon activation of NMDA receptors, these oscillators become highly coupled; and this coupling persists long after the activation is terminated, therefore resembling an LTPlike phenomenon with neural oscillations. These results suggest binding of neural activity in functionally dissociable brain regions through NMDA-dependent phase locking could serve as a mechanism for linking emotional and spatial memory related information in hippocampal networks.
