Abstract. The incompressible limit of a compressible fluid, when the Mach number tends to zero, is a singular limit due to the fact that the governing equations change their type. The propagation rate of the pressure waves become infinite. Based on asymptotic results the multiple pressure variables (MPV-) method is reviewed as it may be used for the construction of numerical methods in this low Mach number regime. The MPVschemes formally converge to incompressible methods, if the Mach number tends to zero. The insight into the behavior in the incompressible limit is used to introduce a perturbation method to calculate the noise generation and propagation in the flow region. In this approach the fluid flow is calculated by an incompressible method. The introduction of a perturbation about this incompressible solution leads to a system describing the generation and propagation of the compressible corrections to the incompressible flow field. The wave propagation model are the linearized Euler equations and the noise generation is given by source terms for these equations. This relates very well to the EIF-approach (Expansion about Incompressible Flow) as proposed by Hardin and Pope. The new part is a scaling motivated by the MPV-method and M = 0 limit. By that a linearization is introduced and the most important terms in the sources can easily be identified. For a simple one-dimensional problem with compression from the boundary the perturbation method is validated. Numerical results are also presented for the noise generation by a rotating vortex pair and for the applied problem of the noise generation of a plane jet.
Introduction
When the Mach number tends to zero, the compressible equations converge to their incompressible counterpart. Within this limit the pressure waves become infinitely fast with respect to the fluid velocity and an immediate pressure equalization will take place. Hence, local gradients in the velocity field can not longer generate large pressure gradients. Subsequently no large density gradient is generated. Due to that fact that wave velocities become infinitely large this incompressible limit is mathematically a rather subtle one. In the inviscid case the pure hyperbolic compressible equations become hyperbolic-elliptic. Using asymptotic analysis the incompressible limit of a compressible flow has been considered by Klainerman and Majda for the isentropic case and they gave a mathematically rigorous justification. Later Klein extended the formal asymptotic considerations to the non-isentropic case and to multiple scales. He also gives a short survey and references about the previous work in this flow regime.
Due to this singular limit the numerical simulation of fluid flow in the low Mach number regime becomes difficult. The numerical schemes designed for highly compressible flow such as finite volume shock-capturing schemes run into problems. For non-stationary problems usually explicit time integration methods are used. When the Mach number tends to zero, the wave speeds associated with the propagation of the pressure waves become infinite and the time step restriction for explicit numerical schemes becomes very restrictive. Preconditioning methods have been proposed to eliminate the stiffness in the low Mach number regime by reducing the fast wave speeds. For non-stationary problems a dual time-stepping has to be introduced which strongly reduces the efficiency of the methods. But also implicit methods that are not affected by time step restrictions proportional to the Mach number may fail at low Mach numbers. They may produce physically wrong solutions. Beside the increasing stiffness of the equations the other difficulty is the pressure term itself. For Mach number zero the pressure is not longer a thermodynamic but a pure hydrodynamic variable. The incompressible equations do not depend on any equation of state. The numerical method has to be consistent with that limit behavior. We will explain this fact in this paper in more detail. After the introduction of a non-dimensionalization of the governing equations in Section 2 we give a review about the incompressible limit of a compressible flow in Section 3. We also consider the case when temperature gradients and heat conduction occurs and derive the zero Mach number equations.
The main difficulty in the calculation of sound generated by fluid flow at low Mach numbers is the occurrence of quite different scales. While the fluid flow may be affected by small fluid structures containing large energy, such as small vortices in a turbulent flow, the acoustic waves are phenomena of low energy with long wavelengths that may travel over long distances. These different scales and different physical behaviors of fluid flow and sound propagation lead often to the situation that the numerical methods can not solve both together. The inherent numerical dissipation of the CFD-solver necessary to capture the strong gradients in the fluid flow may damp out the acoustic waves within a small distance or the numerical errors produce more noise than the physics. In the case, when the compressible effects only slightly influence the flow, the better way seems to be to solve the incompressible equations to obtain the flow field. The noise propagation is solved by acoustic equations with source terms given from the flow field. This is nowadays called hybrid approach and includes acoustic analogies and perturbation methods. In this paper we consider the perturbation approach as first proposed by Hardin and Pope. We use the low Mach number asymptotic results to introduce a scaling of the approach and to consider the case with heat conduction and compression from the boundary.
Non-Dimensionalization in the Low Mach Number Regime
For moderate and high Mach numbers the non-dimensionalization of the compressible Navier-Stokes equations is usually performed using the basic reference values: length, density and fluid velocity. All other reference values are determined from these via their functional relationship. If the Mach number as the quotient of the fluid and sound velocities tends to zero and hence the sound velocity tends to infinity with respect to the fluid velocity, then the choice of different basic reference values for the two different velocities becomes favorable. We do this by using four basic reference values
for length, density, fluid velocity and in addition the pressure, respectively. We emphasize that the number
called the global Mach number, characterizes the compressibility of the fluid flow. Note that the speed of sound is c = (γp)/ρ . Here, we simply take c ref :
The compressible Navier-Stokes equations for a perfect gas, non-dimensionalized in this way, read in conservation form as
where ρ, v, p, e, τ and q denote the density, velocity, pressure, total energy per unit volume, the viscous stress tensor and the heat flux, respectively. These equations represent the conservation of mass, momentum and energy. They are closed by an equation of state p = p(ρ, ) with the specific internal energy . We assume the equation of state of a perfect gas to be valid: 6) where T denotes the temperature and the non-dimensionalization is performed such that the reference values satisfy
where γ denotes the ratio of specific heats γ = cp cv . The total energy consists of the internal, the kinetic and the potential energy:
The viscous stress tensor τ is given in the usual way for a Newtonian fluid and depends linearly on the velocity space derivatives. The heat flux is for simplicity assumed to be
with a constant heat conduction coefficient κ. The Mach number M , the Reynolds number Re, and the Peclet number P e appear in the equations as global dimensionless characteristic quantities being measures for compressibility, for viscosity, and heat conduction, respectively.
It is often convenient to rewrite the compressible Navier-Stokes equations in primitive variables:
11)
(2.12)
In the following considerations we first neglect for simplification viscous effects, gravity, and the influence of the heat flux. As governing equations then we have the Euler equations written in the primitive variables as
14)
The factor 1/M 2 in (2.14), (2.11), or (2.4) clearly shows the singular behavior of the incompressible limit. The term ∇p/M 2 has to converge to the gradient of the "incompressible" pressure. This pressure then does not have the role of a thermodynamic variable anymore. More insight into this limit behavior is obtained by the asymptotic considerations in the next section.
The Incompressible Limit of a Compressible Fluid Flow
The incompressible limit of a compressible fluid flow is characterized by a velocity of sound that tends to infinity with respect to the velocity of the fluid flow. This means that the pressure waves become very fast, an immediate pressure equalization takes place and the pressure becomes nearly constant. Hence, gradients in the fluid velocity cannot longer generate strong pressure gradients that lead to changes in density: The fluid flow becomes incompressible in the limit. As the small parameter M appears explicitly in the governing system of partial differential equations and tends to zero in the incompressible limit, an asymptotic series in powers of the Mach number is a good candidate to get insight into the physical behavior. We assume that the solution of the system can be represented by the following expansion:
These expansions are substituted into the equations (2.10) -(2.12). The unknown expansion functions
. . depend on the space variable x and the time variable t. Collecting all terms multiplied by equal powers of the Mach number M and separately equating these to zero gives a hierarchy of asymptotic equations for the various expansion functions.
The goal of the following analysis is to discuss the asymptotic equations and by this to get insight in the behavior of the system for small and zero Mach number. In this section we investigate especially the equations for the expansion functions at leading order. The equations of the incompressible limit M = 0 is our main interest in this section.
In the velocity equations terms of order M −2 and M −1 appear and thus we obtain as first conditions 19) from which it follows that p (0) as well as p (1) depend on time only:
Next, we consider the pressure equation of leading order and use (3.18 ) to obtain the equation
This equation is integrated over the whole domain Ω of the fluid flow:
Here, we applied the Gaussian theorem, where n denotes the unit normal, and used (3.20) . Let us first consider the case, when heat conduction can be neglected and no compression from the boundary ∂Ω occurs, i.e., 
These are the equations of incompressible fluid flow with variable density. If the density is constant initially, then it is constant for all times. In this case the density equation cancels out. We shortly discuss the role of the pressure in this singular limit. Two pressure terms p (0) and p (2) survive in the limit M → 0, the pressure term p (1) in the pressure expansion has the same behavior as p (0) and is suppressed in the following. The leading order pressure p (0) becomes constant in space and time. It satisfies the equation of state for M = 0, i.e. p 0 = (γ − 1) ρ 0 0 = (γ − 1) e 0 = ρ 0 T 0 , and may be called the thermodynamic pressure. The second order pressure term p (2) is the agent to balance the inertial forces and to establish the divergence free condition of the velocity. It is called the hydrodynamic pressure. In the velocity equations (2.4), (2.11) and (2.14) we formally get 1 M 2 ∇p → ∇p (2) for M → 0. (3.27) This corresponds quite well to the physical situation. The pressure wave propagation becomes infinite with respect to the fluid velocity and a fast pressure equalization takes place. This means that the pressure in the compressible equations tends to the thermodynamic background pressure p (0) in the limit. Due to the fast pressure waves velocity gradients in the flow cannot longer generate large pressure gradients and no density changes occur. According to (2.8) the total energy equals the internal energy. The velocity fluctuations are very small and do not contribute to the total energy.
In the case of outer compression and heat conduction the divergence-free constraint (3.26) must be replaced according to the leading order pressure equation
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The continuity equation at leading order now reads
The velocity equation (3.25) remains unchanged. The system (3.29), (3.25), and (3.28) is closed by the evolution equation for p (0) which is derived from integrated pressure equation (3.22) as
The situation is now as follows. Compression from the boundary, when the incompressibility constraint (3.23) is not valid, leads to a background pressure which is constant in space but a function in time. In this case and further neglecting heat conduction, the divergence of the velocity is constant but non-zero in space and a function in time. The density varies in time as given by (3.29).
A rigorous mathematical justification of such an analysis under several constraints on the initial data is given by Klainerman and Majda in [8] and Majda and Sethian in [12] . For a barotropic flow p = p(ρ) they show that compressible flow in fact converges to incompressible flow as the Mach number vanishes, if the pressure is uniform initially, except for perturbations of O(M 2 ) and a single characteristic length scale governs the initial data. Klein [9] extended the formal asymptotic analysis to the compressible equation of a perfect gas with variable entropy and to initial data with long-wavelength pressure perturbations of order O(M ) introducing multiple length scales.
The Multiple Pressure Variables Method for Weakly Compressible Flow
As shown in the previous section, the relationship between compressible and incompressible equations is difficult due to the fact that the equations change their type and wave velocities become infinite. All explicit methods necessarily run into trouble due to the CFL-stability condition. The time step necessarily tends to zero and the computational efforts increase when the Mach number converges to zero. Beside this stiffness of the equations in the zero Mach number limit the other problem that occurs is an accuracy problem. All compressible methods based on the total compressible pressure may run into accuracy problems for small Mach numbers, because they have to capture the hydrodynamic pressure that tends to zero with the power M 2 with respect to the thermodynamic pressure term. Hence, rounding errors may strongly influence the numerical results. In practical calculations it is observed that unphysical results are produced by unmodified compressible methods. Several methods were designed to handle low Mach number fluid flow. These are extensions or modifications of numerical methods either for the incompressible equations, often called pressure-based methods or for the compressible equations, often called density-based methods.
The density-based methods often use a preconditioning of the equations. The principle idea has its origin in a method for the incompressible equations: Chorin proposed in [2] to replace the ∇ · v = 0 equation in the incompressible equation by
with a constant c. By doing this, a direct pressure velocity coupling has been introduced and the whole system becomes hyperbolic in the inviscid case. The infinite propagation rate of the pressure is replaced by the finite constant rate c. Hence, the equations are modified by some sort and Chorin called it the method of artificial compressibility. In the steady state the time derivatives vanish and the modified equations equal to the stationary incompressible Navier-Stokes equations.
For the compressible equations the multiplication of the vector containing the time derivatives by a matrix P −1 is performed to introduce a preconditioning of the equations. A survey about preconditioning is given by Turkel, Fiterman, and van Leer [22] , Darmofal and van Leer [3] and Weiss and Smith [23] . It turned out that some of the coefficients of the preconditioning matrix should be proportional to M 2 . Otherwise the numerical dissipation of the schemes dominate the results at low Mach numbers. This was confirmed by Guillard and Viozat [5] using the low Mach number asymptotic results. They showed that the numerical dissipation is proportional to M only and hence increases with M in comparison to the hydrodynamic pressure. Guillard and Viozat then proposed an implicit scheme with the preconditioning of the numerical dissipation only. Using dual time stepping this method of preconditioning may be extended to the simulation of time accurate problems, but needs much computational effort.
The so called pressure correction methods for incompressible flow have their origins in the Simple method (Semi-Implicit Method for Pressure Linked Equations) of Patankar and Spalding [16] for the incompressible Navier-Stokes equations. A detailed description is given in the book of Patankar [15] . This method became very common for the numerical simulation of practical problems for incompressible fluid flow. This incompressible pressure correction method has been extended to low Mach number compressible fluid flow by Karki and Patankar [7] in the case of a homentropic equation of state. The idea in their approach is to replace the divergence-free condition by the full continuity equation. The density is replaced via the homentropic equation to obtain a pressure correction equation of the state
This concept has been extended to general fluid flow with density variations by several authors (see [17] , [19] ). Again the elliptic pressure equation is obtained from the continuity equation in which the density is eliminated via the equation of state. In this case, of course, an unknown variable remains, because the pressure is a function of both the density and the internal energy. The usual way is to handle this problem iteratively. In each iteration cycle a pressure correction is calculated at first by the same procedure as in the homentropic case with an internal energy fixed at the old iteration level. After applying the pressure and velocity correction, the transport equation for the internal energy is solved in an explicit way. Due to the fact that these schemes have an implicit time approximation at least for all the pressure terms the stiffness in the equations is eliminated, but the accuracy problem may still be present, because the full pressure is used.
To handle the stiffness as well as the accuracy problem, Klein and Munz proposed in [10] and [14] to introduce the decomposition of the pressure terms into the numerical modeling and called this the multiple pressure variables approach. They introduced a numerical approximation of the pressure decomposition
We assume that the Mach number M is small such that p (0) becomes constant in space. In this case the thermodynamic pressure can be obtained as the pressure p averaged over the whole computational domain
The pressure p (2) is then given according to the consistency with (4.32) by
Multiple pressure variables are introduced by applying the averaging operator in (4.33) to the discrete values. The basic philosophy of the MPV-approach is indicated by discussing the approximation of the term ∇p/M 2 via the decomposition
By construction, the thermodynamic pressure term is constant in space, so ∇p (0) = 0. The idea in the multiple pressure variables approach is now to replace the approximation of ∇p/M 2 in the velocity equations by an approximation of (4.35) where the singularity is eliminated and which converges towards ∇p (2) . If this pressure decomposition is introduced into the compressible Navier-Stokes equations in their primitive formulation, the velocity and the pressure equations read as
(4.37)
The density equation remains unchanged. The pressure term p (0) is constant in space. The time development is directly given from (3.30) as
This system is equivalent to the compressible Navier-Stokes equations in their primitive formulation for any value of M. The advantage is that when M tends to zero, all terms multiplied by M 2 vanish. Furthermore, the total pressure p equals p (0) and becomes constant in space and ∇p becomes zero. If we have no compression from the boundaries, then p (0) t = 0, and (4.37) formally converges to the divergence-free constraint of the incompressible Navier-Stokes equations.
If a numerical method is applied to this formulation, it formally converges to an incompressible method. Of course, the stiffness of that limit equations has to be handled by the corresponding numerical approximation, but the accuracy problem is eliminated by that re-scaling. It becomes obvious from these considerations that it is necessary to introduce some sort of pressure decomposition to obtain the correct limit. The incompressible pressure correction methods have been extended to the weakly compressible regime in [14] by applying the basic ideas to the system (2.10), (4.36)-(4.38). A similar procedure introducing such a technique of re-scaling has been proposed by Bijl and Wesseling in [1] and by Demirdzic et al. in [4] . The MPV-method may also be applied to the conservation form of the compressible Navier-Stokes equations. Again, the pressure term p (2) becomes a primary variable. Within the formulation of the numerical method the conservation property is preserved.
Acoustic Perturbation Equations Based on the MPV-Approach
In the previous section, we considered the numerical approximation of the fluid flow at low Mach numbers. The generation of the sound by the flow is mathematically modeled by the compressible equations. Hence, a compressible flow calculation should give the acoustic noise, too. But due to the fact that in the low Mach number regime the amplitudes of the acoustic pressure fluctuations are much smaller than those of the hydrodynamic pressure, there is often no chance to capture the aeroacoustic noise within a flow calculation in an appropriate way. Numerical errors may produce even more noise than the physics. If the fluid flow is nearly incompressible and not influenced by sound waves, the numerical simulation of the flow and the sound may be calculated separately. Here, the calculation of acoustic wave propagation is based on acoustic wave equations with source terms determined by the fluid flow. In an acoustic analogy as introduced by Sir Lighthill [11] the acoustic wave propagation is determined by the simple linear wave equation in a non-moving medium as valid in the far field with source terms determined in the flow region. In or in the vicinity of the flow filed a perturbation method seems to be a better approach. Here, the interaction of the sound propagation with the flow field is taken into account. In this section we reconsider the EIF approach proposed by Hardin and Pope [6] . The asymptotic results are used to introduce a scaling into these equations to identify the main terms. We start with the inviscid equations and then switch to those with viscosity and heat conduction.
Using the scaling motivated by the asymptotic considerations above we introduce the following perturbation ansatz:
The functions ρ (0) and p (0) again denote the thermodynamic part of the density and pressure. We first consider the simplest case and assume the flow to be isentropic: p = p(ρ) and the temperature as well as the background density to be constant. The variables v inc and p inc denote the incompressible solution as given by the incompressible Euler equations. The function ρ inc does not appear in the incompressible equations and is introduced as the change of density by the hydrodynamic pressure and is defined to be
where c 0 denotes the background sound velocity. We will discuss this term later in more detail. The prime quantities are introduced as the compressible corrections of the hydrodynamic flow field. This ansatz is substituted into the compressible Euler equations (2.13)-(2.15). After some reformulation we obtain
The system on the left hand side are linearized Euler equations. It states a linear hyperbolic system of linear wave equations with the wave speeds v inc ± c 0 /M and v inc . On the right hand side source terms appear that are determined by the incompressible solution itself. There appear some additional terms, especially with products of primed quantities and their derivatives. But, because they are of less order and have a factor M in front, they are neglected within these considerations. The density equation and the pressure equation may be combined to give
showing that the wave propagation is isentropic. In this case the linearized system may be reduced to two equations. If additionally v inc ≡ 0 in the whole domain, then the usual linear acoustic wave equation is obtained by combining both equations:
The perturbation ansatz corresponds to that of Hardin and Pope. They also considered the nonlinear terms and nonlinear wave propagation equations. We only introduced the scaling with respect to the Mach number as motivated by the asymptotics. But, this gives information about the most important terms for small Mach numbers and introduces the linearization by neglecting the higher order terms. There was a discussion about the introduction of the change of the density due to the hydrodynamic pressure as proposed by Hardin and Pope [6] and also considered here in the equation (5.42). The density equation (5.43) clearly shows that this is necessary to get in the isentropic case the proper relation (5.46). We will also show results for a simple example that support these considerations. If viscous terms, heat conduction and compression from the boundary may occur, then the incompressible solution in the perturbation ansatz has to be replaced by that solution for the equations at M = 0 taking these effects into account.
We consider the case of fluid flow with viscosity and compression from the boundary. The different terms ρ (0) , p (0) , v (2) , and p (2) in the perturbation ansatz have now to be the solutions of the equations at M = 0 with viscosity and compression from the boundary. The corresponding system describing the acoustic wave propagation now reads as
This system is more complicated due to the fact that the terms with ∇·v (0) do not cancel out and ρ (0) is a function of time. The expression τ (1) denotes the O(M ) terms of viscosity.
Other approaches using asymptotic results for low Mach number flows are based on matched asymptotic expansions and are given by Ting and Miksis [21] and Slimon et al. [20] .
Numerical Results

A One-Dimensional Non-Trivial Example
One-dimensional examples are often good first test problems to validate the numerical method proposed. In the case of the noise generation by an incompressible flow field in one space dimension means that the flow becomes trivial with constant velocity. But, if we allow compression from the boundary the situation changes. The equations for Mach number M = 0 allow a non-trivial solution that may be calculated analytically.
In our example considered, the boundary values for the velocity are given by
The difference of these values does not vanish. Hence, the incompressibility constraint (3.23) is not satisfied and compression from the boundary occurs. We have the following properties of the flow field: the thermodynamic pressure p (0) is constant in space, but a function of time, the background density ρ (0) is constant in space, but a function of time, the incompressible velocity v (0) is a linear function in space, and the hydrodynamic pressure p (2) is a parabola in space. According to the excitation from the boundary values (6.51) the thermodynamic pressure is given by (4.38) that simplifies in our case to 
The hydrodynamic pressure is calculated from the velocity equation
and the density from the the continuity equation:
In Figure 1 the thermodynamic pressure is constant in space and the sum with the hydrodynamic pressure is shown at the fixed time t = 0.5. This zero Mach number solution is used to calculate the source terms on the right hand side of the acoustic perturbation equations (5.48)-(5.50) using a second order Discontinuous Galerkin method with 100 grid points and CF L = . The difference of the compressible pressure and the hydrodynamic pressure term from the Mach number zero solution is shown as a straight line within this plot. The numerical solutions produced by the different approaches are almost identical. The same conclusion is obtained, of course, if the hydrodynamic pressure and the acoustic pressure is summed-up and is compared directly to the pressure obtained from the compressible calculation (see Fig. 3 ).
In this problem the values of the velocity are small. Hence, the influence of the flow field to the acoustic wave propagation should be small or even negligible. Instead of solving the system of the linearized Euler equations the reduced model as given by the simple wave equation (5.47) assuming zero background flow should produce a good approximation. The numerical values obtained by this model are additionally plotted into the figures Fig. 2 and Fig. 3 . Some very small differences are visible especially at the kinks of the pressure in the Fig. 3 . There was some discussion in the literature about the term of density change due to the hydrodynamic pressure. The scaled expansion about the incompressible flow indicates that this density term is necessary. Neglecting this term then in the isentropic case, it turns out that the acoustic wave propagation would be nonisentropic. Figure 3 shows also the numerical results where this term is neglected. Here, we solve directly a wave equation for the density fluctuations with the source term − ρ 
of the 1D example
A typical two-dimensional test case for the validation of a computational aeroacoustic code is the so-called rotating quadrupole. It is generated by a pair of co-rotating vortices of strength κ = Γ/(2π) each, where Γ is the circulation. They are placed at a distance of 2r 0 and thus each vortex induces a velocity q = Γ/(4πr 0 ) on the other. This causes the vortices to rotate around their common midpoint.
For this setting, the exact solution of the potential theory for the incompressible and inviscid flow field as well as the solution of the acoustic far field equations by matched asymptotic expansions can be determined analytically [13] . Therefore, this example is a good test case for the algorithm validation in 2D. We used the , 400] and is discretized by 320 × 320 grid points, i.e. with grid spacing of ∆x = 2.5. The numerical computations were performed with a finite volume ADER-scheme of second and fourth order in space and time. These schemes are well adopted to linear hyperbolic systems and possess low dispersion and dissipation errors, for further details see [18] . Figure 4 shows the contour plot of the acoustic pressure. The acoustic source is located in the center and the acoustic waves spiral out of the origin. Figure 5 compares the results of the numerical simulation to the analytical solution. Two points on the x-axes have been chosen at distance x = 150 and x = 300 from the origin. At these points, the acoustic pressure is plotted as function of time. The end time t ≈ 44 corresponds to about 7 rotational periods. Since the analytic solution is periodic in time and the source terms are calculated from the analytic solution, the amplitude remains constant, no damping of the amplitude should appear within the whole time interval. The Figure 5 indicates that there is some difference between the amplitudes of the numerical wave and the analytical one, but it does not increase from point x = 150 to x = 300. Using the fourth order scheme for the calculation of the sound waves (figure 5), the phase and the dissipation errors are small over this distance. A high order scheme is necessary for computational aeroacoustics to get a good wave propagation over long distances. 
Noise from a Free Jet
The scaled perturbation approach has also been applied to a high Reynolds number subsonic free jet (Re=2 · 10 5 ) with Mach number M = 0.3. We assume in the following calculations the jet to be plane and investigated the practical situation with a 2D numerical approach. The simulation is split into two steps: First: Perform a large eddy incompressible simulation (LES) with the commercial software Ansys CF X 5.6 to calculate the unsteady velocity and pressure fields. Second: These data are then used to determine the source terms of the acoustic perturbation equations to calculate the propagation of the sound waves with the linearized Euler equations (LEE).
The computational domains for the fluid calculation and the noise propagation have been defined to fulfill different requirements: The smallest element size of the CFD model should resolve the turbulence of the shear layers in an appropriate way. The CAA domain is chosen to be larger in order to show the low frequency sound waves. The size of the grid elements is chosen to resolve acoustic waves up to 3000 Hz. This means that the elements of the acoustic grid may be chosen larger than those of the CFD calculation to save computational effort. See Tables  1 and 2 for more details and Fig. 6 for an overview of the computational domains.
Because of the different meshes an interpolation of the data has to be introduced. Consequently a stand alone export user function was developed to export all the data from CFX, that are needed for the scaled EIF-Method. A build-in Fortran routine was developed to interpolate the data on the coarser CAA mesh. This interface works with any mesh type and mesh type combination because only coordinates of the nodes are requested regardless of the topology (structured or unstructured). Figure 7 gives an example of mesh combinations. More detailed: Each CAA element has three or more Gaussian integration points, at which input data (pressure and velocity field) should be known. The first step is to search at each Gaussian point for the three nearest nodes of the CFD mesh, to calculate a weight factor according to the relative distance and to save it in computer memory. This occurs just once at the beginning of the acoustic calculation. During the calculation, the input sources are linearly interpolated using these factors at each time step.
Because of the stability criterion for the explicit second order Discontinuous Galerkin method, the LEE time steps are much smaller then the export time steps from LES. A linear time interpolation of LES export data allows for smooth calculation preventing a higher LES export rate, which is not needed for the investigated acoustic frequencies and which would require more disk capacity.
In the computation of the jet a fully developed turbulent flow field should occur before recording pressure and velocity fields. The recording time was only 35 ms with 10 KHz sampling rate to shorten the CPU time and to achieve qualitative statistical results.
A comparison was made with experimental data of a 3D axial-symmetrical free jet with the same boundary conditions (speed, outlet profile velocity and initial turbulence). Figure 8 shows a good agreement of the CFD results with To evaluate the frequency content of the 2D LES unsteady simulation, a Fourier analysis was done (See Figure 9) . A dominant value around 400 Hz was found. We anticipate that this correlates well to the generated acoustic main frequency. Figure 10 gives a snapshot of the perturbated pressure field and of the source intensity at a given instant. The pressure at observation points A and B (see Fig.6 for location) is analyzed with a fast Fourier transform. Figure 11 shows the spectrum profile and the maximum at 400 Hz (Strouhal number = 0.2). This matches very well with the experimental data from the literature. The calculated overall sound pressure levels (138-141 dB), however, are much too high, but, the cause should be found in the intrinsic nature of a two dimensional simulation. In fact the pressure fluctuation in LES and the acoustic pressure perturbations have in two space dimension a much bigger intensity than in a three dimensional free space and decay more slowly: the SPL-decay-law for a point source in 2D far field
We conclude that the numerical result for the noise generation of a jet is qualitatively confirmed from literature data. However, the 2D simulation intrinsically overestimates pressure intensity. Furthermore, the physical time (35 ms) simulated in this study may be too short for accurate acoustic results and should be considered just as a feasibility demonstration. In order to get smoother spectra we should continue the calculation for a physical time of at least 300 ms. The present calculations already needed 500 CPU hours on a Pentium processor with a clock frequency of 1.8 GHz (250h for LES and 250h for LEE). The calculations could be performed on parallel CPUs allowing a reduction of the computation time. 
Conclusions
The perturbation methods seem to close the gap between the calculation of acoustic wave propagation into the far field and the simulation of the fluid flow generating the sound. Here, the sound generation as well as its propagation near the flow is captured in the time domain in a similar way as the simulation of the flow is performed. This has been proposed by Hardin and Pope in [6] . We followed this direction in this paper, but scaled the different terms in the perturbation ansatz by powers of the Mach number as motivated by the multiple pressure variables method and a low Mach number asymptotic expansion. For the pressure we propose the perturbation ansatz
where p denotes the acoustic pressure fluctuations and p (0) and p inc denote the background thermodynamic pressure and the hydrodynamic pressure, respectively.
This hybrid approach separating the flow and acoustic calculation is attractive in the low Mach number regime. A good incompressible flow simulation is combined with a wave propagation method. If noise will be calculated as generated by turbulent flow, then the techniques considered can be applied only in the case that the flow simulation captures the basic non-stationary flow. Hence, a direct numerical simulation (DNS) should be used to simulate the flow field. Assuming that the noise generated by large eddies has larger energies than the small scale vortices, a large eddy simulation or detached eddy simulation of the turbulent flow may also be successful to capture the main features of the physical problem well. But, these techniques for simulating turbulent flow are still in their beginning for applications to real problems. Numerical methods for wave propagation in the time domain are designed to preserve all important wave properties. Typical approximations used in solving fluid flow are not favorable in this situation. They inherently posses too much numerical dissipation. This, of course, enables them to capture large local gradients in the flow, not necessary in numerical wave propagation. High order finite difference, compact schemes or the ADER finite volume schemes do this job much better.
If the interaction between flow and acoustic waves become important and have to be modeled numerically, it seems to be the only general way to do direct numerical simulation of the compressible equations. In this case the flow solver has to capture the propagation of the acoustic fluctuations in an appropriate way at least over a small distance. The solver based on the compressible Navier-Stokes equations should only be applied to the very inner region where nonlinear effects play an important role. Into the direction of the far field, next a region is connected where the locally linearized Euler equations are a good mathematical model to resolve the physical situation. The next lower level in the mathematical modeling seems to be the linear acoustics. In this heterogenous domain decomposition the acoustic fluctuations are exchanged at the boundaries only. This strategy, of course, will work only, if appropriate boundary and transmission conditions are found which do not generate artificial noise that is larger than the physical one.
