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We consider a two-orbital Hubbard model with Hund coupling and crystal-field splitting and
show that in the vicinity of the high-spin/low-spin transition, crystal-field quenches can induce an
excitonic condensation at initial temperatures above the highest ordering temperature in equilib-
rium. This condensation is the effect of an increase in the spin entropy and an associated cooling of
the effective electronic temperature. We identify a dynamical phase transition and show that such
quenches can result in long-lived nonthermal excitonic condensates which have no analogue in the
equilibrium phase diagram. The results are interpreted by means of an effective pseudo-spin model.
The nonequilibrium control of electronic orders in
correlated lattice systems and materials is an intrigu-
ing prospect with potentially important technological
applications. Several recent experiments and numer-
ical simulations suggest that photo-excitation can in-
duce or enhance superconducting [1–15], excitonic [16–
22], or magnetic order [23, 24]. One possible strategy,
which has been theoretically explored in different con-
texts [4, 10, 12, 24–26], and successfully employed in cold
atom experiments [27, 28], is to reshuffle entropy between
different subsystems to cool down the relevant degrees of
freedom. In particular, the separation into high-density
and low-density regions [25] and charge excitations be-
tween different bands [12, 24] result in a substantial en-
tropy transfer. The excitation of spin-triplet excitons has
also been suggested as a possible entropy sink in photo-
excited fulleride superconductors [10].
An unexplored playground for studying entropic ef-
fects on nonequilibrium dynamics are multi-orbital Hub-
bard systems near spin-state transitions, where complex
ordering phenomena, including excitonic insulator (EI)
phases, exist in equilibrium [1–3, 29, 32]. A transition,
e. g. from a paramagnetic spin-0 insulator to a para-
magnetic spin-1 insulator, is associated with a dramatic
change in the spin entropy (an increase by ∼ ln(3) per
site). If such a transition were accomplished without in-
crease in the total entropy, it would trigger a substantial
cooling of the electrons and, possibly, electronic ordering
instabilities. In this letter, we show that this entropy
cooling mechanism is very effective, even in the case of
quenches, and that it allows to realize an EI in systems
with initial temperatures above the highest equilibrium
ordering temperature. Even more interestingly, we show
that quenches in the vicinity of spin-state transitions al-
low to induce a nonthermal form of excitonic order which
has no correspondence in the equilibrium phase diagram.
We consider a two-orbital Hubbard model with local
interaction Hint =
∑
a Una,↑na,↓+
∑
σ[U
′n1,σn2,σ¯+(U ′−
J)n1,σn2,σ]−J(c†1↓c†2↑c2↓c1↑+h.c.)+I(c†2↑c†2↓c1↑c1↓+h.c.)
parametrized by the intra-orbital interaction U , Hund
coupling J (U ′ = U − 2J), and pair-hopping interaction
I, and a crystal-field splitting Hcf = ∆cf(n1−n2), where
a = 1, 2 denotes the orbitals, σ the spin, naσ = c
†
aσcaσ the
spin and orbital dependent density, and na = (na↑+na↓).
There is an orbital-diagonal nearest-neighbor hopping
v and an orbital-offdiagonal hopping v′. We treat the
lattice model within the dynamical mean field theory
(DMFT) approximation [34] assuming an infinitely con-
nected Bethe lattice. In this case the hybridization func-
tion matrix ∆(t, t′) of the DMFT impurity problem is
determined directly by the local Green’s function matrix
G(t, t′) through ∆(t, t′) = VG(t, t′)V, where G(t, t′) =
−i〈TCψ(t)ψ†(t′)〉 [35] with ψ† = (c†1↑, c†2↑, c†1↓, c†2↓), and
V = diag(v,v). Here, v denotes a 2 × 2 matrix with
(v,−v) on the diagonal and v′ on the offdiagonal. In the
following we set I = J and v′ = v, and use v = 1 as the
unit of energy. The DMFT impurity problem is solved
by the non-crossing approximation (NCA) [36, 37].
We first discuss the equilibrium phase diagram of this
two-orbital model at half-filling. The competition be-
tween the Hund coupling and crystal-field splitting leads,
in the strongly correlated regime and at low tempera-
tures, to a transition between a high-spin Mott insula-
tor with approximately one electron per orbital and a
low-spin insulator (LI) with almost two electrons in the
lower orbital [38]. Kunes and co-workers showed that
the region in the vicinity of the spin-state transition (or
crossover) is unstable to staggered high-spin/low-spin or
excitonic order [1, 2]. Following Ref. 2 we define the
spin-triplet excitonic order parameters (OPs) as
φλ =
∑
σσ′
〈c†1σc2σ′〉σλσσ′ , (1)
where σλσσ′ denotes the Pauli matrix for λ = X,Y, Z [39].
The phase diagram of our model in the space of
crystal-field splitting ∆cf and temperature T is shown
in Fig. 1(a) for U = 6 and J = 1. Let us first discuss
the transitions and crossovers in the absence of sponta-
neous symmetry breaking (blue and black lines). In the
atomic limit, the level crossing associated with the high-
spin/low-spin transition occurs at ∆cf =
√
2J [38]. In the
DMFT+NCA solution, it is shifted to slightly lower val-
ues (≈ 1.34 at low T ). The solid black line corresponds
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FIG. 1: (a) Phase diagram of the half-filled model for U = 6 and J = 1. The black lines show the high-spin/low-spin transition
(solid) or crossover (dashed), while blue dashed lines indicate the insulator-metal crossover defined by 1
T
Gaσ(
1
2T
) = 0.033. Red
dots indicate the EI phase. (b) Orbital polarization (black), relevant local states (pink and blue, see text for the definition),
and EI OP (red) as a function of crystal-field splitting at T = 0.05. The first order transition with hysteresis in the absence of
symmetry breaking is shown by the dashed lines. (c) Entropy per site in the symmetric phase, relative to the value at T = 10.
The bottom plane shows the constant entropy contours.
to a first order phase transition, while the dashed line at
T & 0.075 indicates a high-spin/low-spin crossover.
If we allow symmetry breaking to spin-triplet exci-
tonic order, the low-temperature region around the high-
spin/low-spin transition exhibits a spontaneous forma-
tion of an inter-orbital hybridization [1, 2]. φX ,φY and
φZ are equivalent by symmetry, and we consider exci-
tonic order with nonzero φY and zero φX,Z , without loss
of generality. Since we apply a small seed field in the
imaginary φY direction, the EI phase (indicated by the
red line in the phase diagram) corresponds to a purely
imaginary φY (or real 〈c†1↑c2↓− c†1↓c2↑〉). In Fig. 1(b), we
plot the weight of the relevant local states and the OP for
fixed T = 0.05 as a function of ∆cf. Dashed lines show
the results in the absence of symmetry breaking, with a
small hysteresis region around the first order transition,
and full lines those in the presence of excitonic order. The
black line indicates the orbital polarization, n1,σ − n2,σ,
the pink line marked with “2T2” the combined weight of
the |↑, ↓〉 (= cˆ†1↑cˆ†2↓|vac〉) and |↓, ↑〉 states, and the blue
line marked with “T1 + T−1” the combined weight of the
| ↑, ↑〉 and | ↓, ↓〉 states. The high-spin insulator (HI) is
essentially dominated by the three triplet states, while
the orbital polarization in the LI is very large. The tran-
sition from the LI to the EI seems to be continuous, while
there is a large jump in the OP and the T2 weight at the
boundary between the EI and HI (for the evolution of
the spectral functions across these transitions, see Sup-
plementary Material (SM)). Note that T1,−1  T2 since
we consider the EI with dominant φY [40].
To interpret the nonequilibrium results it is important
to discuss the entropy of the system. Since the LI is
spin-singlet and the HI spin-triplet, we expect a substan-
tial change in the spin entropy near the high-spin/low-
spin transition or crossover. The entropy can be ob-
tained by integrating CV /T (with CV = dEtot/dT the
specific heat) from high temperatures: S(T ) = S∞ −
∫∞
T
CV (T
′)/T ′dT ′. In DMFT, the total energy per site
can be calculated as Etot = 〈Hint〉 − iTr[(∆ ∗G)<] [35].
Figure 1(c) plots the change in the entropy per site for
the paramagnetic normal states, relative to the value at
T = 10. At T . 0.075 we see the appearance of a dis-
continuity associated with the high-spin/low-spin tran-
sition, where the entropy per site changes by approxi-
mately ln(3). On the bottom plane, we also show the
constant entropy contours, which on the low-spin side
of the spin-state crossover converge towards the low-
temperature phase transition line. Two of these contours
are indicated as dashed gray lines in Fig. 1(a).
Now we consider crystal-field quenches in the vicinity
of the spin-state transition. We start at ∆cf = 1.75 and
T = 0.2 (empty gray dot in Fig. 1(a)), which is above
the maximum Tc of about 0.145, and suddenly reduce
∆cf. To allow a symmetry breaking, we apply a constant
small seed field of 10−3(c†1↑c2↓− c†1↓c2↑+ h.c.). If instead
of a quench, we would perform a slow adiabatic ramp,
the system would stay in equilibrium, follow the gray
dashed line, and enter the symmetry-broken phase with
ImφY 6= 0 around ∆cf ≈ 1.48. After a quench, however,
it is only possible to determine the point in the phase
diagram which will be reached after thermalization (see
full gray dots in Fig. 1(a)), while the trajectory from the
initial to this final state involves nonthermal states.
Figure 2(a) shows the time evolution of ReφY and
ImφY after a quench to ∆cf = 1.4 (blue lines) and 1.3
(black lines), while the arrows indicate the values of
ImφY that will be reached after thermalization. These
reference values are obtained by calculating Etot after
the quench and searching for the thermal system with
the post-quench value of ∆cf and the same Etot. After
the quench to ∆cf = 1.4, the system is expected to ther-
malize in the EI, at a temperature substantially below
the initial T = 0.2, which is the result of entropy cooling,
i.e., the electronic system cools down because the en-
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FIG. 2: (a,b) Evolution of the OP after a quench from ∆cf = 1.75, T = 0.2 to the indicated values of ∆cf. In panel (a) we
plot the real (dashed lines) and imaginary (solid lines) part of φY (t), and in (b) the trajectory of the OP in the complex plane.
Arrows and colored dots indicate the values reached after thermalization. Panel (c) illustrates the MF dynamics for a quench
from ∆cf = 2.0, T = 0.3 to ∆cf = 1.74, 1.68, 1.39, 1.345, 1.325. τ
x
Y ≈
√
2ReφY and τyY ≈
√
2ImφY .
tropy in the spin sector increases after the quench. This
is qualitatively similar to the adiabatic case.
More surprising is the result after the quench to ∆cf =
1.3, where the energy injected by the quench dominates
the cooling effect and results in a thermalization at T =
0.238, far above the equilibrium EI phase (see gray dot in
Fig. 1(a)). Nevertheless, the complex OP grows to values
comparable to the previous simulation, which shows that
there occurs a symmetry breaking to a nonthermal EI
with |φY | > 0. While this transient electronic order will
melt at long enough times, the DMFT results show that
it lives much longer than the longest simulation time,
which for typical bandwidths corresponds to O(100) fs.
As shown in the SM, excitonic order is not induced in
quenches from high-spin states due to the lack of entropy
cooling.
It is instructive to plot the traces of the complex OPs
for different values of the post-quench ∆cf, see Fig. 2(b).
In the same panel we also indicate by colored dots the
values of the OPs reached after thermalization. For
1.35 ≤ ∆cf < 1.5 we clearly see a quench-induced symme-
try breaking, with an OP that rotates around the thermal
value reached in the long-time limit in an anticlockwise
fashion. Between ∆cf = 1.35 and 1.3, a dynamical phase
transition [41, 42] occurs. For ∆cf ≤ 1.3, the thermal
OP is zero, and the transient OP encircles the origin in a
clockwise fashion. Still, for ∆cf ≈ 1.3 the modulus of the
OP reaches large values and the nonthermal EI state is
long-lived. In contrast to the thermal OP with ReφY = 0,
this nonthermal OP reaches its largest values along the
real axis. Since the excitonic order is related to magnetic
dipoles/multipoles [3], the transient order observed here
implies oscillations of magnetic dipoles/multipoles and
thus oscillations of the local spin susceptibility.
A clear picture of the nonequilibrium evolution can be
obtained from the mean-field (MF) dynamics of a strong-
coupling effective model defined in the space of the four
dominant half-filled states (one low-spin state |L〉 and
three high-spin states |HX〉,|HY 〉,|HZ〉) [1–3]. As de-
tailed in the SM, this model has the form
Hˆeff = −hz
∑
i
τˆzi − hseed
∑
i
τˆyY,i + Js
∑
〈ij〉
Sˆi · Sˆj (2)
+ Jz
∑
〈ij〉
τˆzi τˆ
z
j − Jx
∑
〈ij〉
∑
Γ
τˆxΓiτˆ
x
Γj − Jy
∑
〈ij〉
∑
Γ
τˆyΓiτˆ
y
Γj ,
where 12 τˆ
x,y,z
Γ are pseudospin-
1
2 operators defined in the
subspace of |HX〉 and |L〉, τˆzi =
∑
Γ τˆ
z
Γ,i, hseed is the seed
field, Sˆ is the spin-1 operator defined in the high-spin
subspace, and hz, Jx,y,z,s are determined by v, v
′, U , J ,
I, and ∆cf. The low-spin state |L〉 yields τzΓ = −1 and
zero expectation values for the other τˆ and Sˆ, while the
OP φΓ corresponds to 〈τˆxΓ + iτˆyΓ〉. Figure 2(c) shows the
MF dynamics of the effective model after quenches from
a low-spin state above the maximum Tc. The main dif-
ference to the DMFT results is the absence of a gradually
shrinking contour, which is attributed to the lack of ther-
malization. Still, the MF results yield a qualitatively sim-
ilar dynamics, including the dynamical phase transition.
As shown in the SM, the MF dynamics is simple, because
τx,yX , τ
x,y
Z and S
x,y,z stay zero and the occupations of
|HX〉 and |HZ〉 remain constant (m). Hence, one can fo-
cus on the dynamics of τY , which is described by the sim-
plified Hamiltonian H ′eff = −h′z
∑
i τˆ
z
Y,i − hseed
∑
i τˆ
y
Y,i +
4Jz
∑
〈i,j〉 τˆ
z
Y,iτˆ
z
Y,j − Jx
∑
〈i,j〉 τˆ
x
Y,iτ
x
Y,j − Jy
∑
〈i,j〉 τˆ
y
Y,iτˆ
y
Y,j ,
where −h′z = −2hz+2zn(4m−1)Jz, and zn is the number
of neighboring sites. Thus, in the MF evolution, |τY | is
conserved. In equilibrium, the pseudo-spin τY is aligned
with the pseudo-magnetic field (hMF), where h
x
MF = 0
and −hzMF  hyMF > 0. The quench of ∆cf decreases
−hzMF (> 0) and the initial evolution of the OP corre-
sponds to a pseudo-spin precession around the quenched
pseudo-magnetic field.
The MF trajectory of τY can be understood by con-
sidering the total energy of the effective model, E(τY ),
which is a function of the three angles associated with
4FIG. 3: MF trajectories of τY and the total energy E(τY ) for
quenches to the indicated values of ∆cf from ∆cf = 2.0, T =
0.3 (U = 6, J = 1, I = ∆cf
1.5
, hseed =
√
2 · 10−3). Trajecto-
ries and energies are plotted on a Bloch sphere with constant
|τY | (determined by the initial state). Enorm(τY ) is E(τY )
normalized to the range [0, 1].
the vector τY . Since the energy after the quench is
conserved, τY follows a constant-energy contour on the
Bloch sphere. In Fig. 3, we plot the τY -trajectories
and the energy on both sides of the dynamical phase
transition. In all cases, the energy minima are at
(τxY , τ
y
Y , τ
z
Y ) = (0,±A,B) (A > 0) and before the dy-
namical phase transition, the τY -trajectories encircle this
minimum. As we approach the transition, (i) maxima in
E emerge at (τxX , τyX , τzX) = (±A, 0, B). The transition
occurs when (ii) E(0, 0, |τY |) > E(0, 0,−|τY |) switches to
E(0, 0, |τY |) < E(0, 0,−|τY |). (i) and (ii) combined have
a drastic effect on the accessible contours [45] and result
in a switch of the pseudo-spin dynamics from a rotation
around the τyY axis to a rotation around the τ
z
Y axis. The
existence of the maximum (i) is a consequence of Jx  Jy
for v ' v′, while, for v′ = 0, Jx ∼ Jy, and no enhance-
ment of the EI is observed, see SM. We note that the
MF dynamics conserves the local entropy of the initial
low-spin state, and in this sense the “entropy cooling”
effect is built in, and manifests itself in a constant norm
of τY . Due to this and the properties of the constant en-
ergy contours on the Bloch sphere, there appears a large
nonthermal value of the excitonic order and a dynamical
phase transition.
The nonthermal nature of the EI after the quench to
∆cf = 1.3 is also evident in the nonequilibrium spectral
function Aa=1,σ(t, ω) = − 1pi
∫ tmax
t
dt′eiω(t−t
′)GRa,σ(t, t
′).
In Fig. 4(a,c) we show the DMFT results for quenches
from ∆cf = 1.75, T = 0.2 to ∆cf = 1.4 and 1.3. The gray
curve shows the initial equilibrium spectrum, and the red
curve the nonequilibrium result for t = 0+. These two
differ, because the nonequilibrium spectrum is obtained
by forward time integration. As can be seen in panel (b),
the spectrum after the quench to ∆cf = 1.4 resembles
the normal-phase equilibrium spectrum for T ≈ 0.083,
demonstrating the entropy cooling effect. As time in-
creases, we observe the opening of the excitonic gap and
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FIG. 4: Time-resolved spectral function for orbital a = 1 after
a quench from ∆cf = 1.75, T = 0.2 to ∆cf = 1.4 (a) and 1.3
(c). The gray line represents the initial equilibrium spectrum
and the black line the spectrum of the thermalized state at
temperature Teff. The right panels compare the nonequilib-
rium spectrum at t = 0+ to an equilibrium spectrum with
∆cf = 1.4, T = 0.083 (b) and ∆cf = 1.3, T = 0.1 (d).
oscillations of the nonequilibrium spectrum around the
thermalized spectrum for Teff = 0.117. After the quench
to ∆cf = 1.3, the spectrum is very different from a cold
high-spin spectrum, see panel (d), and rather resembles
the low-spin result shown in panel (b). As the nonther-
mal OP builds up we observe oscillations in the spectral
function, but these are oscillations around a nonthermal
type of spectrum characterized by a large orbital polar-
ization (black arrows in panel (c)). Also, even though
the OP reaches large values in the transient state, there
is no gap opening in the nonequilibrium spectrum.
In conclusion, we showed that entropy cooling can in-
duce a nonthermal EI and dynamical phase transition in
the two-band Hubbard model. Ultra-fast photo-induced
spin-state transitions have been recently reported in an
f -electron system [43] and it is interesting to explore
the consequences of the resulting entropy change on the
nonequilibrium dynamics. An interesting topic for future
studies are superconducting states without equilibrium
analogue, similar to the nonthermal EI reported here.
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6SUPPLEMENTARY MATERIAL
A. Additional nonequilibrium DMFT results
A. 1. Equilibrium spectral functions
The effect of the symmetry breaking on the spectral
functions of the orbital-diagonal Green’s functions at
T = 0.05 is illustrated in Fig. 5. The top two panels
show the substantial changes ocurring in these spectra
at the first order transition from the high-spin insulator
to the excitonic insulator. In particular, we notice an
enhancement of the gap, the appearance of sharp peaks
at the gap edges, and a strongly reduced asymmetry in
the spectra. As we increase the crystal field splitting in-
side the excitonic phase, the gap remains approximately
constant, but the asymmetry in the spectra (orbital po-
larization) gets enhanced. The transition to the low-spin
insulator, illustrated in the bottom two panels, has al-
most no effect on the gap and the shape of the spectral
function, consistent with the continuous transition seen
in Fig. 1(b) of the main text.
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FIG. 5: Equilibrium spectral functions for G1,σ (red) and
G2,σ (blue) at T = 0.05 in the vicinity of the high-spin insu-
lator/excitonic insulator transition (top two panels) and the
excitonic insulator/low-spin insulator transition (bottom two
panels).
A. 2. Effect of the initial temperature
In Fig. 6 we show the evolution of |φY | for quenches
from ∆cf = 1.75 and 1.5 to ∆cf = 1.35 and several
initial inverse temperatures β. For the applied seed
field of 0.001, a symmetry broken state corresponds to
|φY | & 0.1. Hence, in the case of the larger initial crys-
tal field, a condensation can be induced for an initial
β & 2.75, i.e. for Tinitial . 0.4, while in the case of the
smaller crystal field, we find β & 3.5, or Tinitial . 0.29.
Although a quench is a highly non-adiabatic protocol,
this is remarkably close to the results one can deduce
from the entropy contours in Fig. 1(c) for the case of adi-
abatic ramps. Hence, the cooling effect after a quench is
of the same order of magnitude as in the adiabatic case.
The result for ∆cf = 1.75 furthermore shows that conden-
sation can be induced even if Tinitial is three times larger
than the highest equilibrium condensation temperature
(Tmax ≈ 0.14).
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FIG. 6: Modulus of the order parameter after a quench from
∆cf = 1.75 (solid lines) or ∆cf = 1.5 (dashed lines) to ∆cf =
1.35, for indicated values of the initial inverse temperature β.
A. 3. Nonequilibrium distribution function
While the system after a quench is in a nonequilib-
rium state and its temperature is not defined, we can
extract an effective temperature Teff (or inverse effec-
tive temperature βeff) from the slope of the distribution
function at low energies. In Fig. 7 we plot Aa=1(ω, t =
0+), A
<
a=1(ω, t = 0+) and the distribution function
fa=1(ω, t = 0+) = A
<
a=1(ω, t = 0+)/Aa=1(ω, t = 0+)
obtained from the forward Fourier transformation of the
nonequilibrium Green’s functions at t = 0+. The black
line shows a Fermi distribution function for inverse tem-
perature β = 12, which has approximately the same slope
as fa=1(ω, t = 0+). The βeff = 12 (Teff = 0.083) ex-
tracted from this analysis is compatible with the tem-
perature deduced in Fig. 4(b) of the main text from the
comparison of Aa=1(ω, t = 0+) to equilibrium spectra
and confirms that the quench results in a reduction of the
system’s “temperature” by more than a factor of two.
A. 4. Quenches from the high-spin state
Figure 8 plots |φY | for quenches which increase the
crystal field splitting, starting in the high-spin region of
the phasediagram (∆cf = 1.2, T = 0.2). We again ap-
ply a seed field of 0.001, so that order parameters below
∼ 0.1 should be considered as states with large excitonic
susceptibility, but no long-range order. Consistent with
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FIG. 7: Spectral function A, occupation A<, and nonequilib-
rium distribution function A</A for orbital a = 1 measured
at t = 0+ after a quench from ∆cf = 1.75, β = 5 to ∆cf = 1.4.
the shape of the isentropy contours in Fig. 1(c) of the
main text, we find that quenches to ∆cf ≤ 1.3 lead to an
enhancement of the susceptibility, while those to larger
crystal fields result in a heating of the system and a sup-
pression of the seed-induced order parameter. Thus, we
find no quench-induced symmetry breaking, in contrast
to the calculations starting from low-spin states reported
in the main text and above. The difference originates
from a less efficient entropy cooling. More specifically,
for quenches from a high-spin state, the number of rel-
evant local states increases from 3 to 4. On the other
hand, for quenches from low-spin states, this number in-
creases from 1 to 4 (near the spin-state crossover) or 1 to
3 (deeper inside the high-spin region).
A. 5. Quenches in the model with v′ = 0
If the cross-hopping v′ is set to zero, the high-spin/low-
spin crossover shifts to larger values of the crystal field
splitting (∆cf ≈ 1.5). While the equilibrium phase di-
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FIG. 8: Modulus of the order parameter after a quench from
∆cf = 1.2, T = 0.2 to the indicated larger values of ∆cf.
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FIG. 9: Modulus of the order parameter after a quench from
∆cf = 1.85, T = 0.2 to the indicated larger values of ∆cf in
the model with v = 1 and v′ = 0.
agram still exhibits an excitonic insulator phase in the
vicinity of the transition, it is no longer easy to induce
such an order after a quench, at least on the time scales
accessible by the DMFT simulations. This is related to
the fact that without v′ it is very difficult for the sys-
tem to change the spin state. (Only the pair hopping
term can reshuffle charge between the orbitals, and this
reshuffling by itself cannot produce high-spin states.) In
Fig. 9, we plot the time evolution of |φY | for crystal field
quenches from ∆cf = 1.85, T = 0.2 to smaller values of
the crystal field, in the vicinity of the high-spin/low-spin
crossover. The results suggest a reduction of the order
parameter up to t = 50.
B. Effective model for the Strong coupling regime
The original Hamiltonian defined in the main text can
be expressed as follows
Hˆt =
∑
〈i,j〉,σ
[v0cˆ
†
i1σ cˆj1σ − v0cˆ†i2σ cˆj2σ + h.c.]
+
∑
〈i,j〉,σ
[v′0cˆ
†
i1σ cˆj2σ + v
′
0cˆ
†
i2σ cˆj1σ + h.c.], (3)
Hˆchem = −µ
∑
iσ
(nˆi1σ + nˆi2σ), (4)
Hˆcf = ∆cf
∑
iσ
(nˆi1σ − nˆi2σ), (5)
Hˆint = U
∑
i,c=1,2
nˆic↑nˆic↓ + U ′
∑
i,σ
nˆi1σnˆi2σ¯ (6)
+ (U ′ − J)
∑
i,σ
nˆi1σnˆi2σ,
+ J
∑
i,σ
cˆ†i1σ cˆ
†
i2σ¯ cˆi1σ¯ cˆi2σ + I
∑
i
[cˆ†i1↑cˆ
†
i1↓cˆi2↓cˆi2↑ + h.c.],
8with the subscript 1, 2 denoting the two orbitals, U ′ =
U − 2J , v0 = v/√zn, v′0 = v′/
√
zn, and zn the number
of neighboring sites.
The effective strong coupling model is defined in the
space of the four local states that have similar ener-
gies in the atomic limit near the high-spin/low-spin
transition,[1–3]
|L〉 ≡ (f cˆ†2↑cˆ†2↓ − gcˆ†1↑cˆ†1↓)|vac〉, |H1〉 ≡ cˆ†1↑cˆ†2↑|vac〉,
|H0〉 ≡ 1√
2
(cˆ†1↑cˆ
†
2↓ + cˆ
†
1↓cˆ
†
2↑)|vac〉, |H−1〉 ≡ cˆ†1↓cˆ†2↓|vac〉,
(7)
with f = 1/
√
1 + (∆′ −∆)2/I2, g =
√
1− f2, ∆′ =√
∆2 + I2 and ∆ = ∆cf/2.
To express the effective model, we introduce
Schwinger-like bosons defined for each local state as
|L〉 = hˆ†|Ω〉, |H1〉 = dˆ†1|Ω〉,
|H0〉 = dˆ†0|Ω〉, |H−1〉 = dˆ†−1|Ω〉. (8)
Here, |Ω〉 is the new vacuum state for the bosons. In
the Fock space defined by the Schwinger-like bosons, the
physical states are required to obey the local constraint
hˆ†i hˆi +
∑
s
dˆ†isdˆis = 1. (9)
In addition, we introduce a new set of Bosons as
dˆ† =
dˆ†Xdˆ†Y
dˆ†Z
 ≡ 1√
2
 dˆ†−1 − dˆ†1i(dˆ†−1 + dˆ†1)√
2dˆ†0.
 (10)
and the relevant operators
nˆi =
∑
s
dˆ†isdˆis, Sˆi = −idˆ†i × dˆi. (11)
The effective Hamiltonian obtained by second order
perturbation in the hopping parameters can be expressed
as [1, 2]
Hˆeff = 
∑
i
nˆi +K⊥
∑
〈ij〉
(dˆ†i · dˆj hˆ†j hˆi + h.c.) +K‖
∑
〈ij〉
nˆinˆj
−K1
∑
〈ij〉
(dˆ†i · dˆ†j hˆj hˆi + h.c.) +K0
∑
〈ij〉
Sˆi · Sˆj . (12)
The expressions for the effective parameters are given in
Ref. 1 and for the model considered here are summarized
in Table I.
In the subspace defined by |L〉 and |H〉, the operators
for the excitonic order parameters φˆΓ =
∑
σσ′ cˆ
†
1σ cˆ2σ′σ
Γ
σσ′
can be expressed as
φˆΓ =
√
2fdˆ†Γhˆ+
√
2ghˆ†dˆΓ. (13)
In practice φˆΓ ' √2dˆ†Γhˆ, since we are interested in the
case ∆ ' 3J ' 3I.
This Hamiltonian can also be rewritten in terms of
pseudo-spins.[3] To this end we introduce the pseudo-spin
operators as
τˆxΓ = dˆ
†
Γhˆ+ hˆ
†dˆΓ, τˆ
y
Γ = −idˆ†Γhˆ+ ihˆ†dˆΓ, τˆzΓ = dˆ†ΓdˆΓ − hˆ†hˆ.
(14)
We note that τˆΓ2 is a spin-
1
2 operator in the subspace
defined by |HΓ〉 (≡ dˆ†Γ|Ω〉) and |L〉. With these operators,
the effective Hamiltonian can be expressed as
Hˆeff =− hz
∑
i
τˆzi + Jz
∑
〈ij〉
τˆzi τˆ
z
j + Js
∑
〈ij〉
Sˆi · Sˆj
− Jx
∑
〈ij〉
∑
Γ
τˆxΓiτˆ
x
Γj − Jy
∑
〈ij〉
∑
Γ
τˆyΓiτˆ
y
Γj , (15)
where τˆzi =
∑
Γ τˆ
z
Γi and
hz = −
[ 
4
+
3zn
16
K‖
]
, Jz =
K‖
16
, Js = K0,
Jx = −1
2
(K⊥ −K1), Jy = −1
2
(K⊥ +K1). (16)
Nonzero values of τxΓ or τ
y
Γ indicate excitonic order. More
specifically, τxΓ corresponds to the real part of φ
Γ, while
τyΓ corresponds to the imaginary part of φ
Γ. On the other
hand, τzΓ measures, roughly, the orbital polarization.
C. Mean-field theory: Formulation
Here we consider the equilibrium phase diagram and
the dynamics within the (static) mean-field (MF) theory,
which is familiar from spin systems. It can be simply
formulated by renaming the operators as
[Dˆ†0, Dˆ
†
1, Dˆ
†
2, Dˆ
†
3] = [dˆ
†
X , dˆ
†
Y , dˆ
†
Z , hˆ
†] (17)
and introducing the local density matrix
ρˆαβ,i ≡ Dˆ†βiDˆαi. (18)
Within the MF theory, the equilibrium state and the
time evolution are described by the MF Hamiltonian
obtained by the decoupling of the intersite terms, e.g.
dˆ†i · dˆj hˆ†j hˆi → dˆ†i hˆi · 〈dˆj hˆ†j〉 + 〈dˆ†i hˆi〉 · dˆj hˆ†j . After this
decoupling, the MF Hamiltonian can be written as the
sum of local Hamiltonians, HˆMF[ρ] =
∑
i Hˆ
MF
i [ρ]. Here,
[ρ] indicates that HˆMF depends on the expectation value
of ρˆ.
In equilibrium, the state of each site is described by
the ensemble of eigenstates of HˆMFi [ρ] in the physical
space (9) (there are four in total) with the usual Boltz-
mann weight. We determine this state self-consistently,
so that the expectation value of ρˆ is the same as the ρ
9
∆′ − 3J + 2v2
[
I2
∆′2(U−5J+2∆′) − I
2
2∆′(∆′+∆)(U−2J+∆′+∆) − ∆
′+∆
2∆′(U−2J+∆′−∆)
]
+v′2
[
I4
∆′2(∆′+∆)2(U−5J+2∆′+∆) − 2U−2J+∆′ + (∆
′+∆)2
∆′2(U−5J+2∆′−∆)
]
K‖
2v2
zn
[
− I2
∆′2(U−5J+2∆′) − I
2
(U+J)∆′(∆′+∆) +
I2
∆′(∆′+∆)(U−2J+∆′+∆) +
∆′(U+J−∆)+∆(3J+∆)
(U+J)∆′(U−2J+∆′−∆)
]
+ v
′2
zn
[
− I4
∆′2(∆′+∆)2(U−5J+2∆′+∆) +
4
U−2J+∆′ − (∆
′+∆)2
∆′2(U−5J+2∆′−∆) − 2(U+J)(U+J)2−∆2
]
K⊥ − v2zn
[
I2
∆′(∆′+∆)(U−2J+∆′+∆) +
∆′+∆
∆′(U−2J+∆′−∆)
]
+ v
′2
zn
2I
∆′(U−2J+∆′)
K0 2 v
2
zn
1
U+J
+ 2 v
′2
zn
U+J
(U+J)2−∆2
K1
v2
zn
2I(U−2J+∆′)
(U+J)∆′(U−5J+2∆′) − v
′2
zn
[
I2(U−2J+∆′+∆)
∆′(∆′+∆)(U+J+∆)(U−5J+2∆′+∆) +
(∆′+∆)(U−2J+∆′−∆)
∆′(U+J−∆)(U−5J+2∆′−∆)
]
TABLE I: The coefficients of the effective model from Ref. 1. Here, ∆ = ∆cf/2.
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FIG. 10: (a) Excitonic order Im〈dˆ†Y hˆ〉 and (b) probability of
high-spin states in the plane of crystal field ∆cf and temper-
ature T . Here, v = v′ = 1, U = 6, J = 1 and I = ∆cf
1.5
.
used in HˆMFi [ρ]. The time evolution is described by the
differential equation
∂tρi(t) = −i[hMFi [ρ(t)],ρi(t)], (19)
where hMFi is a 4 × 4 matrix satisfying HˆMFi =
[Dˆ†0, Dˆ
†
1, Dˆ
†
2, Dˆ
†
3]h
MF
i [Dˆ0, Dˆ1, Dˆ2, Dˆ3]
T .
D. Mean-field theory: Results
In the following, we consider the infinitely coordinated
Bethe lattice as in the main text.
D. 1. Model with v = v′ = 1
In Fig. 10(a), we show the MF phase diagram of the
effective model with a small seed field proportional to∑
i τˆ
y
Y i around the high-spin/low-spin crossover. Here,
we fix the ratio between I and ∆cf so that the low
spin state |L〉, with which the effective model is con-
structed, remains unchanged. We furthermore assume
that no translational symmetry is broken. Excitonic or-
der appears in the high-spin/low-spin crossover region,
and only Im〈dˆ†Y hˆ〉 is nonzero. (Remember that τyY cor-
responds to Im〈dˆ†Y hˆ〉.) Therefore the result is consistent
with the DMFT analysis, although it overestimates the
region of the excitonic phase. We note that if we apply
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FIG. 11: Time evolution of the expectation values of the
pseudo-spins (a-c) and S = 1 spins (d) after the quench from
∆cf = 2.0 and T = 0.3 to ∆cf = 1.39. Here, we use v = v
′ = 1,
U = 6, J = 1, and I = ∆cf
1.5
and apply hseed =
√
2 · 10−3
to
∑
i τˆ
y
Y,i. The parameters of the effective model after
the quench become hz = −0.0208, znJx = −6.16 · 10−5,
znJy = 0.384, znJz = −0.00363, m = 0.0160 and r = 0.936.
seed fields proportional to
∑
i τˆ
y
Xi or
∑
i τˆ
y
Zi, the phase
shows nonzero Im〈dˆ†X hˆ〉 and Im〈dˆ†Z hˆ〉, respectively, in-
stead of nonzero Im〈dˆ†Y hˆ〉, while the values are the same.
The τˆyΓ component is favored over the τˆ
x
Γ component,
since in this case we have Jy  |Jx| in the language of the
effective Hamiltonian (15). The transition between the
excitonic state and the low-spin state is of second order,
while that between the excitonic state and the high-spin
state is first order, as in DMFT. Figure 10(b) shows the
probability of the high-spin states (nd). One can see that
nd remains small up to high temperatures in the low spin
regime (∆cf & 1.5). This corresponds to a large weight
for the low spin state, and hence to a low entropy.
Now, we consider a quench from a low-spin state at a
temperature which is higher than the maximum excitonic
condensation temperature. Figure 11 shows the time evo-
lution of the expectation value of the pseudo-spins and
the S = 1 spins after the quench from ∆cf = 2.0 and
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FIG. 12: Time evolution of the expectation values of the
pseudo-spins (a-c) and S = 1 spins (d) after the quench
from ∆cf = 2.0 and T = 0.3 to ∆cf = 1.325. Here, we use
v = v′ = 1, U = 6, J = 1, and I = ∆cf
1.5
and apply hseed =√
2 · 10−3 to ∑i τˆyY,i. The parameters of the effective model
after the quench become hz = 0.00930, znJx = −0.000545,
znJy = 0.383, znJz = −0.00464, m = 0.0160 and r = 0.936.
T = 0.3 to ∆cf = 1.39 with the seed field hseed =
√
2·10−3
coupled to
∑
i τˆ
y
Y,i, i.e. −hseed
∑
i τˆ
y
Y,i. The τ
x
Y and τ
y
Y
components start to oscillate with large amplitudes and,
in particular, the center of the τyY oscillations is > 0. On
the other hand, Fig. 12 shows the time evolution after the
quench from ∆cf = 2.0 and T = 0.3 to ∆cf = 1.325 with
the same seed field. Also here, the τxY and τ
y
Y compo-
nents start to oscillate with large amplitude, but τyY now
oscillates between positive and negative values. These
two cases represent the dynamics on the two sides of the
dynamical phase transition discussed in the main text.
To clarify the qualitative differences in the time evo-
lutions, we show in Fig. 13 the trajectories of τY for
different ∆cf after the quench. It turns out that the
norm of τY remains constant and the trajectory is on
a sphere, see the discussion below. One can see that, be-
fore the dynamical phase transition (∆cf = 1.39, 1.345),
the trajectories do not rotate around the z axis but ro-
tate around some axis in the y-z plane, more specifically
around (0, A,B) with A > 0. On the other hand, after
the transition, they rotate around the z axis.
The dynamics of τY after the quench can be under-
stood within an effective model further simplified from
Eq. (15). It turns out that many components (τx,yX , τ
x,y
Z
and Sx,y,z) remain zero in practice, see Figs. 11 and 12.
Thus, the occupations of |HX〉 and |HZ〉, i.e. nX =
〈dˆ†X dˆX〉, nZ = 〈dˆ†Z dˆZ〉, remain constant, and we set them
tom in the following. Thanks to this, the effective Hamil-
tonian (15) can be reduced to an effective Hamiltonian
⌧zY
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FIG. 13: Trajectories of τY after quenches from ∆cf = 2.0
and T = 0.3 to the specified values of ∆cf . Here, we use v =
v′ = 1, U = 6, J = 1, and I = ∆cf
1.5
and apply hseed =
√
2·10−3
to
∑
i τˆ
y
Y,i.
for τˆY only,
H ′eff =− h′z
∑
i
τˆzY,i − hseed
∑
i
τˆyY,i + 4Jz
∑
〈i,j〉
τˆzY,iτˆ
z
Y,j
− Jx
∑
〈i,j〉
τˆxY,iτ
x
Y,j − Jy
∑
〈i,j〉
τˆyY,iτˆ
y
Y,j , (20)
where −h′z = −2hz+2zn(4m−1)Jz, and zn is the number
of neighboring sites. Thus, within the MF dynamics, the
norm of τY remains constant, and we denote it by r.
Now the MF total energy per site, E , can be expressed
as a function of τY as
E(τY ) =− h′zτzY − hseedτyY + 2znJz(τzY )2
− zn
2
Jx(τ
x
Y )
2 − zn
2
Jy (τ
y
Y )
2. (21)
For the purpose of illustration, we also introduce an en-
ergy Enorm(τY ) which is normalized to the range [0, 1].
This function is plotted in the main text on the sphere
with radius r, which is determined by the initial state.
Since the energy remains constant during the time evolu-
tion, the trajectory is a constant-energy contour on this
sphere.
We note that within MF theory, the density matrix Pˆ
of the system (not the single-particle density matrix) can
be expressed as the direct product of the density matrices
at each site Pˆi as Pˆ = ⊗iPˆi. Since the time evolution of
Pˆi is determined by the local Hamiltonian HˆMFi , the local
entropy defined as Si ≡ −Pˆi ln Pˆi is independent of time.
In this sense, the MF dynamics conserves the local en-
tropy. For example, if the initial state is a pure low-spin
state, Si remains zero and Pˆi(t) represents a pure state
at any time in the evolution. Hence, the MF dynamics
after a quench from a low-spin to a high-spin state has
a built-in cooling related to the conservation of the en-
tropy. In the pseudo-spin picture described by Eq. (20),
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FIG. 14: (a) Excitonic order Re〈dˆ†Y hˆ〉 and (b) probability
of high-spin states in the plane of the crystal field ∆cf and
temperature T . Here, v = 1, v′ = 0, U = 6, J = 1 and
I = ∆cf
1.5
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FIG. 15: Time evolution of the expectation values of the
pseudo-spins (a-c) and S = 1 spins (d) after the quench from
∆cf = 2.0 and T = 0.3 to ∆cf = 1.5. Here, we use v = 1,
v′ = 0, U = 6, J = 1, and I = ∆cf
1.5
and apply hseed =
√
2·10−3
to
∑
i τˆ
x
Y,i. The parameters of the effective model after the
quench become hz = −0.0479, znJx = 0.281, znJy = 0.192,
znJz = 0.0396, m = 0.0483, and r = 0.807.
this conservation is connected to the conservation of the
norm of τY . Because of the conservation of the norm,
if τY can deviate from the (0, 0,−1) direction, i.e. the
low-spin state, the x and y components can become large.
D. 2. Model with v = 1, v′ = 0
In Fig. 14(a), we show the MF phase diagram of the
effective model with a small seed field coupled to
∑
i τˆ
x
Y i
in the region of the high-spin/low-spin crossover. There
emerges an excitonic order near the high-spin/low-spin
crossover, where only Re〈dˆ†Y hˆ〉 is nonzero. Re〈dˆ†Y hˆ〉, or
in other words τˆxΓ , is favored since in this case we have
Jx > |Jy| in the language of the effective Hamiltonian
(15). The probability of high-spin states (nd) is shown
in Fig. 14(b), and the results are qualitatively the same
as in Fig. 10.
Now, we consider a quench from a low-spin state at a
high temperature. Figure 15 shows the time evolution of
the expectation value of the pseudo-spins and the S = 1
spins after the quench from ∆cf = 2.0 and T = 0.3 to
∆cf = 1.5 with the seed field hseed =
√
2 · 10−3. In stark
contrast to the case of v′ = 1, there is no enhancement
of the excitonic order and the system remains in the low-
spin state, which is consistent with the DMFT results.
This can be understood in terms of the simplified ef-
fective model (20) and its τY -dependent energy profile
(21). With v′ = 0, it turns out that Jx and Jy are com-
parable and both positive. Thus, after the quench, there
emerges a ring shaped low energy region around τzY ' 0,
as exemplified in Fig. 16. Thus the enhancement of the
excitonic order is energetically not allowed, although the
entropy of the system is low.
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FIG. 16: Total energy E(τY ) (Eq. (21)) as a function of an-
gle of τY on the sphere with radius r. The color represents
the normalized energy, Enorm(τY ). This corresponds to the
quench from ∆cf = 2.0 and T = 0.3 to ∆cf = 1.5. Here, we
use v = 1, v′ = 0, U = 6, J = 1, and I = ∆cf
1.5
and apply
hseed =
√
2 · 10−3 to ∑i τˆxY,i. The parameters of the effective
model after the quench become hz = −0.0479, znJx = 0.281,
znJy = 0.192, znJz = 0.0396, m = 0.0483, and r = 0.807.
