Pointwise stability estimates for periodic traveling wave solutions of
  systems of viscous conservation laws by Jung, Soyeun
ar
X
iv
:1
21
0.
36
26
v2
  [
ma
th.
AP
]  
21
 O
ct 
20
12
Pointwise stability estimates for periodic traveling wave
solutions of systems of viscous conservation laws
Soyeun Jung∗
January 29, 2018
Abstract
In the previous paper [J1], we established pointwise bounds for the Green function
of the linearized equation associated with spatially periodic traveling waves u¯ of a sys-
tem of reaction diffusion equations, and also obtained pointwise nonlinear stability and
behavior of u¯ under small perturbations. In this paper, using periodic resolvent kernels
and the Bloch-decomposition, we establish pointwise bounds for the Green function of
the linearized equation associated with periodic standing waves u¯ of a system of con-
servation laws. We also show pointwise nonlinear stability of u¯ by estimating decay
of modulated perturbation v of u¯ under small perturbation |v0| ≤ E0(1 + |x|)− 32 for
sufficiently small E0 > 0.
1 Introduction
In this paper, we obtain pointwise bounds for the Green function of the linearized equations
associated with spatially periodic traveling waves of systems of conservation laws extend-
ing previous work for reaction-diffusion systems in [J1], and using pointwise Green function
bounds we establish the pointwise stability estimates for the periodic traveling waves. Com-
pared with the previous work for reaction-diffusion systems, the main difference is that the
Green function of the linearized operator with respect to the periodic traveling waves of con-
servation laws decays more slowly. This is because of the spectral structure of an eigenvalue
λ = 0 of the linear operator (Lemma 1.3).
We consider systems of viscous conservation laws of form
(1.1) ut = uxx + f(u)x,
where (x, t) ∈ R× R+, u ∈ U(open) ∈ Rn, and f : Rn → Rn is sufficiently smooth.
The Lp nonlinear stability of the periodic traveling waves of systems of conservation laws
have been obtained by Johnson-Zumbrun in all dimensions([JZ1] and [JZ3]). Here, following
their basic approach, but a more detailed linear analysis, we establish the pointwise stability
of the periodic traveling waves by deriving pointwise descriptions of localized modulated
perturbations of u¯.
∗Indiana University, Bloomington, IN 47405; soyjung@indiana.edu
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1.1 Assumptions
We follow [JZ1] and [JZ3] in our assumptions. We assume the existence of an X-periodic
traveling wave solution with boundary conditions u¯(0) = u¯(X) =: u¯0 of (1.1) of the form
u(x, t) = u¯(x− st),
where s is the speed of the traveling wave. Plugging u¯(x− st) into (1.1), we have
−su¯′ = u¯′′ + f(u¯)′.
Integrating both sides, we obtain the profile equation
(1.2) −su¯+ q = u¯′ + f(u¯),
where (u¯0, q, s,X) ≡ constant. Without of loss of generality, we take s=0, that is, u¯(x) is
a periodic standing wave solution of (1.1). For the existence of periodic solutions of (1.2),
we make the following assumptions ([JZ1], [JZ3], [S]):
(H1) The map H : R × U × R × Rn taking (X;w, s, q) 7→ u(X;w, s, q) − w is full rank
at (X¯ ; u¯(0), 0, q¯), where u(·) is the solution operator of (1.2).
By the Implicit Function Theorem, the condition (H1) implies that the set of periodic
solutions of (1.2) vicinity of u¯ form a smooth (n+2)-dimensional manifold {u¯a(x−α−s(a)t)}
with α ∈ R corresponding to translation and a ∈ Rn+1.
Linearizing (1.1) about a standing-waves solution u¯(x) gives the second-order spectral
problem
λv = Lv : = vxx + (df(u¯)v)x
= (∂2x + df(u¯)∂x + df(u¯)x)v
(1.3)
considered on the real Hilbert space L2(R). As coefficients of L are 1-periodic, Floquet
theory implies that the L2 spectrum is purely continuous and corresponds to the union of
λ such that (1.3) admits a bounded eigenfunction of the form
(1.4) v(x) = eiξxw(x), ξ ∈ R
where w(x + 1) = w(x), that is, the eigenvalues of the family of associated Floquet, or
Bloch, operators
(1.5) Lξ := e
−iξxLeiξx = (∂2x + iξ)
2 + df(u¯)(∂x + iξ) + df(u¯)x, for ξ ∈ [−π, π),
considered as acting on L2 periodic functions on [0, 1].
Recall that any function g ∈ L2(R) admits an inverse Bloch-Fourier representation
g(x) =
1
2π
∫ pi
−pi
eiξxgˇ(ξ, x)dξ.
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where gˇ(ξ, x) =
∑
j∈Z e
i2pijxgˆ(ξ + 2πj) is a 1-periodic functions of x, and gˆ(·) denotes the
Fourier transform of g with respect to x. Indeed, using the Fourier transform we have
2πg(x) =
∫ ∞
−∞
eiξxgˆ(ξ)dξ =
∑
j∈Z
∫ pi
−pi
ei(ξ+2pij)xgˆ(ξ + 2πj)dξ =
∫ pi
−pi
eiξxgˇ(ξ, x)dξ.
Since L(eiξxf) = eiξx(Lξf) for f periodic, the Bloch-Fourier transform diagonalizes the
periodic-coefficient operator L, yielding the inverse Bloch-Fourier transform representation
(1.6) eLtg(x) =
1
2π
∫ pi
−pi
eiξxeLξtgˇ(ξ, x)dξ.
We now discuss the strong spectral stability conditions of the periodic traveling waves
u¯(·). By the translation invariant of (1.1), u¯′(x) is a 1-periodic function such that L0u¯′ = 0.
It follows that λ = 0 is an eigenvalue of the linear operator L0. Moreover, the zero eigenspace
of L0 is at least (n+1)-dimensional ([JZ1], [S]). Following [JZ1] and [OZ2], we assume along
with (H1) the following strong spectral stability conditions:
(D1) σ(L) ⊂ {Reλ < 0} ∪ {0}.
(D2) There exists a θ > 0 such that for all ξ ∈ [−π, π] we have σ(Lξ) ⊂ {Reλ < −θ|ξ|2}.
(D3) λ = 0 is an eigenvalue of L0 of multiplicity exactly n+ 1.
Conditions (D1)-(D3) correspond to “dissipativity” of the large-time behavior of the lin-
earized system. By standard spectral perturbation theory and assumption (D3), there exist
n+1 smooth eigenvalues λj(ξ) analytic at ξ = 0 of Lξ bifurcating from λ = 0 at ξ = 0 with
(1.7) λj(ξ) = −iajξ − bjξ2 +O(|ξ|3),
where aj and bj > 0 are real. Moreover, we make the further nondegeneracy hypothesis([JZ1],
[OZ2]):
(H2) aj in (1.7) are distinct.
Remark 1.1. In (D3), λ = 0 does not need to be a semisimple eigenvalue of L0. This
is the main difficulty of systems of conservation laws compared with the pervious work for
reaction-diffusion system([J1]).
Remark 1.2 ([J1]). The condition (D3) may be readily verified by direct numerical Evans
function analysis as described in [BJNRZ1, BJNRZ2].
1.2 First-order systems
Rewriting the eigenvalue equation (1.3) as a first-order system
(1.8) V ′ = A(λ, x)V,
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where
V =
(
v
v′
)
, A =
(
0 I
λI − df(u¯)x −df(u¯)
)
,
denote by Fy→x ∈ C2n×2n the solution operator of (1.8), defined by Fy→y = I, ∂xF = AF .
By the definition of Bloch operators (1.5), for each ξ ∈ [−π, π], we have a second-order
eigenvalue equation
(1.9) λu = Lξu = u
′′ −Aξu′ − Cξu,
where Aξ = −2iξI−df(u¯) ∈ Cn×n and Cξ(x) = −df(u¯)x− iξdf(u¯)+ ξ2I ∈ Cn×n. Rewriting
(1.9) as a first-order system
(1.10) U ′ = Aξ(x, λ)U,
where
(1.11) U =
(
u
u′
)
, Aξ =
(
0 I
λI + Cξ Aξ
)
,
similarly, denote by Fy→xξ ∈ C2n×2n the solution operator of (1.10), defined by Fy→yξ = I,
∂xFξ = AξFξ.
1.3 Spectral preparation
We now state a key lemma from [JZ1] describing the structure of the null space of the
operator Lξ for sufficiently small |ξ|, which we will need in order to state our main result.
The condition (D3) tells that there are n + 1 general eigenfunctions of L0, and so the
following lemma describes the way in which these eigenfunctions of L0 bifurcate in ξ, see
[JZ1] for proof.
Lemma 1.3 (JZ1). Assuming (H1)-(H2), (D1)- (D3), the eigenvalue λj(ξ) of Lξ are ana-
lytic functions of ξ. Suppose further that 0 is a non-semisimple eigenvalue of L0. Then the
Jordan structure of the zero eigenspace of L0 consists of an n-dimensional kernel and a single
Jordan chain of height 2. In particular, u¯′ spans the right eigendirection lying at the base of
the Jordan chain while the left kernel of L0 coincides with the n-dimensional subspace of con-
stant functions. Moreover, for |ξ| sufficiently small, there exist right and left eigenfunctions
qj(ξ, x) and q˜j(ξ, x) of Lξ associated with λj of form qj(ξ, x) =
∑n+1
k=1 βj,k(ξ)vk(ξ, x) and
q˜j(ξ, x) =
∑n+1
k=1 β˜j,k(ξ)v˜k(ξ, x), where {vj} and {v˜j} are dual bases of the total eigenspace
of Lξ associated with sufficiently small eigenvalues, analytic in ξ, with v˜j(0, x) constant for
j 6= n and vn(0, x) = u¯′(x); β˜j,1, · · · , β˜j,n−1, ξ−1β˜j,n, β˜j,n+1 and βj,1, · · · , βj,n−1, ξβj,n,
βj,n+1 are analytic in ξ; and < q˜j, qk >= δ
k
j .
Remark 1.4. If λ = 0 is a semisimple eigenvalue of L0, the general right and left eigen-
vectors are genuine right and left eigenvectors. That is, we can simply say that there are
right eigenfunctions qj(ξ, x) and left eigenfunctions q˜j(ξ, x) of the operator Lξ, respectively,
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associated with the eigenvalue λj(ξ) for each j = 1, . . . , n + 1, analytic in ξ for sufficiently
small |ξ|, with the normalization condition < q˜j, qk >= δkj . In the semisimple case, the
pointwise Green function G(x, t; y) bound of the linearized operator L is similar to that of
the previous work(reaction-diffusion case, [J1]) with several modes of heat kernels, see [JZ3]
and [OZ1] for the semisimple case.
1.4 Main results
With these preparations, we state here our two main results. In theorem 1.5, we determine
pointwise estimates for the Green function G(x, t; y) of (1.3) which is the linearization about
standing-wave solutions u¯ of systems of conservation laws. In theorem 1.6, using pointwise
bounds of G, we show pointwise stability estimates for u¯ by deriving the pointwise decay
of the modulated perturbation of u¯ under the sufficiently small initial data.
Theorem 1.5. The Green function G(x, t; y) for equation (1.3) satisfies the estimates:
G(x, t; y) = u¯′(x)
n+1∑
j=1
n+1∑
l 6=n
βˇj,n(0)β˜j,l(0)v˜l(0, y)errfn
( |x− y − ajt|2√
t
)
+ u¯′(x)
n+1∑
j=1
βˇj,n(0)
ˇ˜βj,n(0)v˜n(0, y)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t
+O

n+1∑
j=1
t−
1
2 e−
|x−y−ajt|
2
Mt

 ,
Gy(x, t; y) = u¯
′(x)
n+1∑
j=1
βˇj,n(0)

n+1∑
l 6=n
β˜j,l(0)v˜l(0, y) +
ˇ˜βj,n(0)v˜
′
n(0, y)

 1√
4πbjt
e
−
|x−y−ajt|
2
4bj t
+O

n+1∑
j=1
t−1e−
|x−y−ajt|
2
Mt

 ,
uniformly on t ≥ 0, for some sufficiently large constant M > 0, where βˇj,n(0) = lim
ξ→0
ξβj,n(ξ)
and
ˇ˜
βj,n(0) = lim
ξ→0
ξ−1β˜j,n(ξ) for βj,n(ξ), β˜j,n(ξ), v(ξ, x) and v˜(ξ, x) defined in Lemma 1.3.
Theorem 1.6. Let u¯ be a periodic standing-wave solution of (1.1) and let u := u˜− u¯, where
u˜ is any solution of (1.1) such that |u˜(x, 0)− u¯(x, 0)| ≤ E0(1+ |x|)− 32 , E0 sufficiently small.
Then for some ϕ(·, t) ∈W 2,∞, we have the pointwise estimates
|u˜(x− ϕ(x, t), t) − u¯(x)| ≤ CE0(θ + ψ1 + ψ2),
where
θ(x, t) :=
n+1∑
j=1
(1 + t)−
1
2 e−
|x−ajt|
2
M′t ,
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ψ1(x, t) := χ(x, t)
n+1∑
j=1
(1 + |x|+ t)− 12 (1 + |x− ajt|)−
1
2
and
ψ2(x, t) := (1− χ(x, t))(1 + |x− a1t|+
√
t)−
3
2 + (1− χ(x, t))(1 + |x− an+1t|+
√
t)−
3
2 ,
where χ(x, t) = 1 for x ∈ [a1t, an+1t] and zero otherwise, and M ′ > 0 is a sufficiently large
constant with M ′ > M .
1.5 Discussion and open problems
Lp bounds on the Green function of L and Lp stability have been obtained by Johnson and
Zumbrun. We emphasize again that it is the pointwise description that is the main new
aspect here. Pointwise Green function bounds for systems of viscous conservation laws have
been obtained by Oh and Zumbrun([OZ1]) previously. However, this analysis was only for
the nongeneric case in the conservation laws setting for in somewhat less detail which λ = 0
is a semisimple eigenvalue of L0. As mentioned in Remark 1.4, if λ = 0 is a semisimple
eigenvalue of L0, we can easily define the existence of the right and left eigenfuctions q(ξ, x)
and q˜(ξ, x) of Lξ analytically for sufficiently small ξ. In this case, we have the same Green
function bounds as in the previous work for the reaction-diffusion case, only with several
modes of heat kernels. However, for the generic case, noting first that the right and left
eigenfuctions q(ξ, x) and q˜(ξ, x) of Lξ have more complicated descriptions as in Lemma 1.3,
the Green function decays more slowly (theorem 1.5) than in the previous work, [J1].
Similarly to the previous work for reaction diffusion-systems, the key to the pointwise
nonlinear analysis is to subtract out the first two terms of G in Theorem 1.5 from the
integral representation of modulated perturbations v(x, t) := u˜(x − ϕ(x, t), t) − u¯(x) by
defining ϕ(x, t) appropriately with an assumption ϕ(x, 0) = 0, that is, localized modulations
(section 5.1). However, the pointwise nonlinear analysis with nonlocalized modulations
h(x) := ϕ(x, 0), |∂xh(x)|, treated at Lq → Lp level in [JNRZ1, JNRZ2, JNRZ3], is an
interesting direction for further investigation for both systems of reaction-diffusion and
conservation laws. The main new ingredient compared to the localized case will be a
detailed estimation of eLt(u¯′h0) in terms of |∂xh0|. With further effort, we could also give
a description of behavior for both locallized and nonlocalized parts.
In our way of estimating nonlinear interactions, we follow the strategy of [HZ]. Full
details of the scattering part of the [HZ] argument given in the more restricted situation
considered here help clarify that argument as well. With further effort, one should be able
to derive a more detailed description in terms of ”nonlinear diffusion waves” as in [HRZ],
by combining our argument with that of [JNRZ3].
2 The resolvent kernel
In this section, we develop a formula for the resolvent kernel on the whole line and the
periodic boundary conditions on [0, 1] using solution operators and projections. Here, “
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whole-line ” means the kernel of periodic-coefficient operator considered as acting on L2(R).
For λ in the resolvent set of L, we denote by Gλ(x, y) the resolvent kernel defined by
(L− λI)Gλ(·, y) := δy · I,
δy denoting the Dirac delta distribution centered at y.
We already constructed the formula for
(
Gξ,λ
∂xGξ,λ
)
(x, y) in the previous paper, [J1].
Here, we construct the formula of
(
Gξ,λ ∂yGξ,λ
)
(x, y). By [ZH](Lemma 4.3), we need to
consider the adjoint operator L∗ξ of (1.10), and z = Gξ,λ(x, ·) satisfies
(2.1) zλ = zL∗ξ = z
′′ − (zAξ)′ − zCξ,
where Aξ = −2iξI−df(u¯) ∈ Cn×n and Cξ(x) = −df(u¯)x− iξdf(u¯)+ ξ2I ∈ Cn×n. Rewriting
(2.1) as a first-order system
(2.2) Z ′ = ZA˜ξ(x, λ),
where
U =
(
z z′
)
, A˜ξ =
(
0 λI − iξdf(u¯) + ξ2I
I 2iξI + df(u¯)
)
,
similarly, denote by F˜x→yξ ∈ C2n×2n the solution operator of (2.2), defined by F˜x→xξ = I,
∂yF˜ξ = F˜ξA˜ξ.
In subsection 2.3, we give a simple example for construction of
(
Gξ,λ ∂yGξ,λ
)
(x, y).
2.1 The whole line case
We constructed
(
Gξ,λ
∂xGξ,λ
)
(x, y) in the previous paper [J1]. We state here again with(
Gξ,λ ∂yGξ,λ
)
(x, y).
Lemma 2.1. For all ξ ∈ [−π, π], the whole line kernel satisfies
( Gξ,λ
∂xGξ,λ
)
(x, y) =


Fy→xξ Π+ξ (y)
(
0
I
)
, x > y,
−Fy→xξ Π−ξ (y)
(
0
I
)
, x < y,
(Gξ,λ ∂yGξ,λ) (x, y) =


−
(
0 I
)
Π˜−ξ (x)F˜x→yξ , x > y,(
0 I
)
Π˜+ξ (x)F˜x→yξ , x > y,
where Π±ξ and Π˜
±
ξ are projections onto the manifolds of solutions decaying as x → ±∞
and y → ±∞, respectively.
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Proof. Wemust only check the jump condition
[(Gξ,λ
G′ξ,λ
)]∣∣∣
y
=
(
0
I
)
and
[ (Gξ,λ ∂yGξ,λ) ]|y =(
0 −I) which follows from Fy→yξ = I = F˜y→yξ and Π+ξ +Π−ξ = I = Π˜+ξ + Π˜−ξ , and the fact
that Gξ,λ(·, y) and Gξ,λ(x, ·) decay at ±∞, which is clear by inspection.
2.2 The periodic case
Lemma 2.2. For all ξ ∈ [−π, π], the periodic kernel satisfies
(
Gξ,λ
∂xGξ,λ
)
(x, y) =


Fy→xξ M+ξ (y)
(
0
I
)
, x > y,
−Fy→xξ M−ξ (y)
(
0
I
)
, x ≤ y,
where M+ξ (y) = (I −Fy→y+1ξ )−1 and M−ξ (y) = −(I −Fy→y+1ξ )−1Fy→y+1ξ ,
(
Gξ,λ ∂yGξ,λ
)
(x, y) =


−
(
0 I
)
M˜−ξ (x)F˜x→yξ , x > y,(
0 I
)
M˜+ξ (x)F˜x→yξ , x < y,
where M˜+ξ (x) = (I − F˜x→x+1ξ )−1 and M˜−ξ (x) = −F˜x→x+1ξ (I − F˜x→x+1ξ )−1,
Proof. We must check the jump condition
[( Gξ,λ
∂xGξ,λ
)]∣∣∣
y
=
(
0
I
)
and [
(
Gξ,λ ∂yGξ,λ
)
]|y =
(
0 −I) which follows from Fy→yξ = I andM+ξ +M−ξ = I, and periodicity,
(
Gξ,λ
∂xGξ,λ
)
(0, y) =(
Gξ,λ
∂xGξ,λ
)
(1, y). By periodicity of the solution operator, F0→yξ Fy→1ξ = F1→y+1ξ Fy→1ξ =
Fy→y+1ξ . By direct computation, we obtain Fy→1ξ (I−Fy→y+1ξ )−1 = Fy→0ξ (I−Fy→y+Xξ )−1Fy→y+1ξ
which gives us
(
Gξ,λ
∂xGξ,λ
)
(0, y) =
(
Gξ,λ
∂xGξ,λ
)
(1, y). Similarly we argue the periodicity for(
Gξ,λ ∂yGξ,λ
)
(x, y).
2.3 Example
Consider the constant-coefficient scalar case
ut + aux = uxx, a > 0 constant.
This gives a eigenvalue equation for each ξ ∈ [−π, π],
u′′ − (a− i2ξ)u′ − (ξ2 + iaξ)u = λu
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Rewriting as a first-order system
U ′ = Aξ(x, λ)U,
where
U =
(
u
u′
)
, Aξ =
(
0 1
λ+ ξ2 + iaξ a− i2ξ
)
.
By a direct calculation we can find two eigenvalues of Aξ,
µ± =
a− i2ξ ±√a2 + 4λ
2
,
which are solutions of the characteristic equation
µ2 − (a− i2ξ)µ − λ− ξ2 − iaξ = 0.
Then for Reλ > 0, we can assume Reµ− < 0 and Reµ+ > 0.
To find
(
Gξ,λ ∂yGξ,λ
)
(x, y), let’s consider the equation for each ξ ∈ [−π, π],
(2.3) z′′ + (a− i2ξ)z′ − (ξ2 + iaξ)z = λz
Rewriting as a first-order system
(2.4) Z ′ = ZA˜ξ(x, λ),
where
Z =
(
z z′
)
, A˜ξ =
(
0 λ+ ξ2 + iaξ
1 −a+ i2ξ
)
.
Then the matrix z = Gξ,λ(x, ·) satisfies (2.3) and
(
Gξ,λ(x, ·) ∂yGξ,λ(x, ·)
)
satisfies (2.4). It
is easily see that there are two eigenvalues of A˜ξ(x, λ)
µ˜± =
−a+ i2ξ ±√a2 + 4λ
2
= −µ∓.
By the same calculation, we find Gξ,λ(x, y) and ∂yGξ,λ(x, y),
Gξ,λ(x, y) =


eµ˜−(y−x+1)
(µ˜−−µ˜+)(1−e
µ˜− )
− eµ˜+(y−x+1)
(µ˜−−µ˜+)(1−e
µ˜+ )
, x > y,
eµ˜−(y−x)
(µ˜−−µ˜+)(1−e
µ˜− )
− eµ˜+(y−x)
(µ˜−−µ˜+)(1−e
µ˜+ )
, x < y,
and
∂yGξ,λ(x, y) =


µ˜−e
µ˜−(y−x+1)
(µ˜−−µ˜+)(1−e
µ˜− )
− µ˜+eµ˜+(y−x+1)
(µ˜−−µ˜+)(1−e
µ˜+ )
, x > y,
µ˜−e
µ˜−(y−x)
(µ˜−−µ˜+)(1−e
µ˜− )
− µ˜+eµ˜+(y−x)
(µ˜−−µ˜+)(1−e
µ˜+ )
, x < y.
3 POINTWISE BOUNDS ONGξ,λ(X,Y ) AND ∂YGξ,λ(X,Y ) FOR |λ| > R, R SUFFICIENTLY LARGE 10
The solution operator of (2.4) is
F˜x→yξ = eA˜ξ(y−x) = Π˜+ξ (x)eµ˜−(y−x) + Π˜−ξ (x)eµ˜+(y−x),
where
Π˜+ξ =
(
−µ˜+
µ˜−−µ˜+
−µ˜−µ˜+
µ˜−−µ˜+
1
µ˜−−µ˜+
µ˜−
µ˜−−µ˜+
)
and Π˜−ξ =
(
µ˜−
µ˜−−µ˜+
µ˜−µ˜+
µ˜−−µ˜+
−1
µ˜−−µ˜+
−µ˜+
µ˜−−µ˜+
)
,
which satisfies
(
Gξ,λ ∂yGξ,λ
)
(x, y) =


−
(
0 I
)
M˜−ξ (x)F˜x→yξ , x > y,(
0 I
)
M˜+ξ (x)F˜x→yξ , x < y,
where M˜+ξ (x) = (I − F˜x→x+1ξ )−1 and M˜−ξ (x) = −F˜x→x+1ξ (I − F˜x→x+1ξ )−1.
3 Pointwise bounds on Gξ,λ(x, y) and ∂yGξ,λ(x, y) for |λ| > R, R
sufficiently large
In this section, we derive pointwise bounds on Gξ,λ(x, y) and ∂yGξ,λ(x, y). For the case
|λ| ≤ R, since Gξ,λ(x, y) is analytic in λ, we have
(3.1) |Gξ,λ(x, y)|, |∂yGξ,λ(x, y)| ≤ Ce−θ|x−y|,
for all x,y, where C, θ > 0 are constants(See [OZ1] and [ZH]). For |λ| > R, R sufficiently
large, we use the direct construction of Gξ,λ(x, y) in Section 2. However, the argument for
this part is exactly same as our previous work [J1] for reaction-diffusion waves. Thus, we
just state the pointwise bounds on Gξ,λ(x, y) and ∂yGξ,λ(x, y) for |λ| > R, R sufficiently
large without proof.
Proposition 3.1. ([J1]) For any |ξ| ≤ π and any 0 ≤ x, y ≤ 1,
|Gξ,λ(x, y)| ≤ C|λ−1/2|(e−β−1/2|λ1/2||x−y| + e−β−1/2|λ1/2|(1−|x−y|))
|(∂/∂x)Gξ,λ(x, y)| ≤ C(e−β−1/2|λ1/2||x−y| + e−β−1/2|λ1/2|(1−|x−y|))
provided |λ| is sufficiently large and C > 0, that is, |Gξ,λ| is uniformly bounded as |λ| → ∞.
Here, β−1/2 ∼ min
λ∈Ω∩{|λ|>R}
Re
√
λ/|λ|.
4 Pointwise bounds on G
We now prove Theorem 1.5 which is pointwise bounds on the Green function G(x, t; y) of
the linear operator L in (1.3). Let’s define the sector
Ω := {λ : Re(λ) ≥ θ1 − θ2|Im(λ)|},
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where θ1, θ2 > 0 are small constants.
We first state the the standard spectral resolution(inver Laplace transform) formula(see,
[ZH, OZ1]). We use this formula to prove Theorem 1.5. This is the reason we constructed
the resolvent kernels and their bounds in the previous sections.
Proposition 4.1. ([ZH]) The parabolic operator ∂t−L has a Green function G(x, t; y) for
each fixed y and (x, t) 6= (y, 0) given by
(4.1) G(x, t; y) =
1
2πi
∫
Γ:=∂(Ω\B(0,R))
eλtGλ(x, y)dλ
for R > 0 sufficiently large and θ1, θ2 > 0 sufficiently small.
Proof of Theorem 1.5. Case(i).
|x− y|
t
large. We first consider the case that |x −
y|/t ≥ S, S sufficiently large. For this case, as I mentioned in the previous paper [J1], it is
hard to estimate G through |[Gξ(x, t; y)]| directly, because of the problem of aliasing ([J1]).
Instead we estimate |Gλ(x, y)| first and we estimate |G(x, t; y)| by (4.1). This is treated by
exactly the same argument as in [ZH]. By [ZH], notice that
|Gλ(x, y)| ≤ C|λ−1/2|e−β−1/2|λ1/2||x−y|,
for all λ ∈ Ω\B(0, R) and R > 0 sufficiently large, and here, β−1/2 ∼ min
λ∈Ω∩{|λ|>R}
Re
√
λ/|λ|.
Finally we have
|G(x, t; y)| ≤ C
∣∣∣ ∫
Γ
eλtGλ(x, y)dλ
∣∣∣ ≤ t− 12 e−ηte− |x−y|28βt ≤ t− 12 e−ηte− |x−y−ajt|2Mt ,
for all aj , and for some η > 0 and M > 0 sufficiently large.(See [ZH] for details) Here, the
last inequality is from that
|x− y|
t
large.
Case (ii).
|x− y|
t
< S bounded. To begin, notice that by standard spectral pertur-
bation theory [K], the total eigenprojection P (ξ) onto the eigenspace of Lξ associated with
the eigenvalues λ(ξ) bifurcating from the (ξ, λ(ξ)) = (0, 0) state is well defined and analytic
in ξ for ξ sufficiently small, since the discreteness of the spectrum of Lξ implies that the
eigenvalue λ(ξ) is separated at ξ = 0 from the remainder of the spectrum of L0. By (D2),
there exists an ε > 0 such that Reσ(Lξ) ≤ −θ|ξ|2 for 0 < |ξ| < 2ε. With this choice of ε,
we first introduce a smooth cut off function φ(ξ) such that
φ(ξ) =
{
1, if |ξ| ≤ ε
0, if |ξ| ≥ 2ε,
where ε > 0 is a sufficiently small parameter. Now from the inverse Bloch-Fourier transform
representation, we split the Green function
G(x, t; y) =
1
2π
∫ pi
−pi
eiξxeLξtδˇy(ξ, x)dξ
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into its low-frequency part
L = 1
2π
∫ pi
−pi
eiξxφ(ξ)P (ξ)eLξtδˇy(ξ, x)dξ
and high frequency part
H = 1
2π
∫ pi
−pi
eiξx(1− φ(ξ)P (ξ))eLξtδˇy(ξ, x)dξ.
Let’s start by considering the second part H. The proof of the high frequency part is
similar to the previous work [J1]. Noting first that
δˇy(ξ, x) =
∑
j∈Z
ei2pijxδˇy(ξ + 2πj) =
∑
j∈Z
ei2pijxe−i(ξ+2pij)y = e−iξy
∑
j∈Z
ei2pij(x−y) = e−iξy[δy(x)],
we have for |ξ| ≥ 2ε, φ(ξ) = 0 and∫
2ε≤|ξ|≤pi
eiξx(1− φ(ξ)P (ξ))eLξtδˇy(ξ, x)dξ
=
∫
2ε≤|ξ|≤pi
eiξxeLξtδˇy(ξ, x)dξ
=
∫
2ε≤|ξ|≤pi
eiξ(x−y)eLξt[δy(x)]dξ
=
∫
2ε≤|ξ|≤pi
eiξ(x−y)[Gξ(x, t; y)]dξ,
where the brackets [·] denote the periodic extensions of the given function onto the whole
line. Assuming that Reσ(Lξ) ≤ −η < 0 for |ξ| ≥ 2ε, we have
[Gξ(x, t; y)] =
1
2πi
∫
Γ1
eλt[Gξ,λ(x, y)]dλ,
here, we fix Γ1 = ∂(Ω ∪ {Reλ ≥ −η}) independent of ξ. Parameterizing Γ1 by Imλ := k,
and applying the bounds of sup
|ξ|≤pi
|[Gξ,λ(x, y)]| < O(|λ−
1
2 |) for large |λ| in Proposition 3.1
and (3.1), we have
|[Gξ(x, t; y)]| ≤ C
∫
Γ1
eReλt|[Gξ,λ(x, y)]|dλ
≤ Ce−ηt
∫ ∞
0
k−
1
2 e−θ2ktdk
≤ Ct− 12 e−ηt
≤ Ct− 12 e− η2 t
n+1∑
j=1
e−
|x−y−ajt|
2
Mt ,
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for large M > 0. Here, the last inequality is from
|x−y−ajt|
t < S1 bounded for all j. Indeed,
for large M > 0,
e−
|x−y−ajt|
2
Mt = e−(
|x−y−ajt|
t
)2 t
M ≥ e−
S21
M
t ≥ e− η2 t,
and so, ∣∣∣ ∫
2ε≤|ξ|≤pi
eiξx(1− φ(ξ)P (ξ))eLξtδˇy(ξ, x)dξ
∣∣∣
≤ C sup
2ε≤|ξ|≤pi
|[Gξ(x, t; y)]|
≤ Ct− 12 e− η2 t
n+1∑
j=1
e−
|x−y−ajt|
2
Mt .
(4.2)
For sufficiently small |ξ|, I − φ(ξ)P (ξ) = I − P (ξ) = Q(ξ), where Q is the eigenprojection
of Lξ associated with eigenvalues complementary to λj(ξ) bifurcating from λ = 0 at ξ = 0,
which have real parts strictly less than zero. So we can estimate for |ξ| ≤ ε in the same way
as in (4.2). Combining these observations, we have the estimate
|B| ≤ Ct− 12 e− η2 t
n+1∑
j=1
e−
|x−y−ajt|
2
Mt ,
for some η > 0 and sufficiently large M > 0.
We now consider the low-frequency part L. By Lemma 1.3, we know that ξβj,n(ξ) is
analytic in ξ for sufficiently small |ξ|. Letting βˇj,n(0) = lim
ξ→0
ξβj,n(ξ) and λˇj(ξ) = −iajξ−bjξ2
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we have
L = 1
2π
∫ pi
−pi
eiξxφ(ξ)P (ξ)eLξtδˇy(ξ, x)dξ
=
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j=1
eλj(ξ)tqj(x, ξ)q˜j(y, ξ)dξ
=
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j,l,k=1
eλj(ξ)tβj,k(ξ)vk(x, ξ)β˜j,l(ξ)v˜l(y, ξ)dξ
=
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j,l 6=n
eλˇj(ξ)tβˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)ξ
−1dξ
+
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j
eλj(ξ)t(ξβj,n)(ξ)vn(x, ξ)(ξ
−1β˜j,n(ξ))v˜n(y, ξ)dξ
+
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j,l 6=n
(
eλj(ξ)tξβj,n(ξ)vn(x, ξ)β˜j,l(ξ)v˜l(y, ξ)− eλˇj(ξ)tβˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
)
ξ−1dξ
+
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j,l 6=n,k 6=n
eλj(ξ)tβj,k(ξ)vk(x, ξ)β˜j,l(ξ)v˜l(y, ξ)dξ
+
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)
n+1∑
j,k 6=n
eλj(ξ)tβj,k(ξ)vk(x, ξ)(ξ
−1β˜j,n)(ξ)v˜n(y, ξ)ξdξ
= I + II + III + IV + V
We start with the estimate I.
I =
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)eλˇj (ξ)tξ−1dξ
=
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
1
2π
p.v.
∫ ∞
−∞
eiξ(x−y)eλˇj(ξ)tξ−1dξ
+O
(∫
|ξ|≥ε
eiξ(x−y)eλˇj(ξ)tξ−1dξ
)
=
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)errfn
( |x− y − ajt|2√
t
)
+O

n+1∑
j=1
t−
1
2 e−
|x−y−ajt|
2
Mt

 .
See [J1] for the detail estimate of O
(∫
|ξ|≥ε e
iξ(x−y)eλˇj(ξ)tξ−1dξ
)
. Setting
ˇ˜
βj,n(0) = lim
ξ→0
ξ−1β˜j,n(ξ),
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we separate II into two parts,
II =
1
2π
n+1∑
j=1
∫ pi
−pi
eiξ(x−y)φ(ξ)eλˆj(ξ)tβˇj,n(0)vn(x, 0)
ˇ˜
βj,n(0)v˜n(y, 0)dξ
+
n+1∑
j=1
1
2π
∫ ε
−ε
eiξ(x−y)eλˆj(ξ)t
×
(
eO(|ξ|
3t)(ξβj,n)(ξ)vn(x, ξ)(ξ
−1β˜j,n(ξ))v˜n(y, ξ)− βˇj,n(0)vn(x, 0) ˇ˜βj,n(0)v˜n(y, 0)
)
dξ
=
n+1∑
j=1
βˇj,n(0)vn(x, 0)
ˇ˜
βj,n(0)v˜n(y, 0)
1
2π
∫ ∞
−∞
eiξ(x−y)eλˆj (ξ)tdξ +O
(∫
|ξ|≥ε
eiξ(x−y)eλˇj(ξ)tdξ
)
+
n+1∑
j=1
1
2π
∫ ε
−ε
eiξ(x−y)e(−iajξ−bjξ
2)t
(
eO(ξ
3)t − 1 +O(ξ)
)
dξ
=
n+1∑
j=1
βˇj,n(0)vn(x, 0)
ˇ˜
βj,n(0)v˜n(y, 0)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t +O
(
t−
1
2 e−
|x−y−ajt|
2
Mt
)
Noting first that ξβj,n(ξ)vn(x, ξ)β˜j,l(ξ)v˜l(y, ξ) is analytic in ξ, we have
III =
1
2π
∫ ε
−ε
eiξ(x−y)
n+1∑
j,l 6=n
(
eλj(ξ)tξβj,n(ξ)vn(x, ξ)β˜j,l(ξ)v˜l(y, ξ)− eλˇj(ξ)tβˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
)
ξ−1dξ
=
n+1∑
j,l 6=n
1
2π
∫ ε
−ε
eiξ(x−y)e(−iajξ−bjξ
2)t
(
eO(ξ
3) − 1 +O(ξ)
)
ξ−1dξ
Similarly to [J1], viewing this as complex contour integral in complex variable ξ, define
αj :=
x− y − aj
2bjt
which is bounded because |x− y|/t is bounded. Setting
α˜ := min{ε, αj},
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we have
|III| =
∣∣∣ n+1∑
j=1
∫ ε
−ε
eiξ(x−y−ajt)e−bjξ
2t
(
eO(ξ
3)t − 1 +O(ξ)
)
ξ−1dξ
∣∣∣
=
∣∣∣ n+1∑
j=1
∫ ε
−ε
ei(ξ+iα˜)(x−y−ajt)e−bj(ξ+iα˜)
2t
(
eO((ξ+iα˜)
3)t − 1 +O(ξ + iα˜)
)
(ξ + iα˜)−1dξ
∣∣∣
+
∣∣∣ n+1∑
j=1
∫ α˜
0
ei(ε+iz)(x−y−aj t)e−bj(ε+iz)
2t
(
eO((ε+iz)
3)t − 1 +O(ε+ iz)
)
(ǫ+ iz)−1dz
∣∣∣
≤ C
n+1∑
j=1
e−bjtα˜
2
∫ ε
−ε
e−bjξ
2t
(
O(|ξ|3t) +O(ξ) +O(α˜)) |ξ + iα˜|−1dξ
+ C
n+1∑
j=1
e−bjε
2t
∫ α˜
0
e−bjz
2t
(
O(|z|3t) +O(ε) +O(z)) |ε+ iz|−1dz
≤ C
n+1∑
j=1
e−bjtα˜
2
∫ ε
−ε
e−
bj
2
ξ2t (O(ξ) +O(α˜)) |ξ + iα˜|−1dξ
+ C
n+1∑
j=1
e−bjε
2t
∫ α˜
0
e−
bj
2
z2t (O(ε) +O(z)) |ε+ iz|−1dz
≤ C
n+1∑
j=1
e−bjtα˜
2
∫ ε
−ε
e−
bj
2
ξ2tdξ + C
n+1∑
j=1
e−bjε
2t
∫ α˜
0
e−
bj
2
z2tdz
≤ O

n+1∑
j=1
t−
1
2 e−
|x−y−ajt|
2
Mt

 .
(4.3)
By Lemma 1.3, noting first that
βj,k(ξ)vk(x, ξ)β˜j,l(ξ)v˜l(y, ξ) = O(1), for l 6= n, k 6= n,
βj,k(ξ)vk(x, ξ)(ξ
−1β˜j,n)(ξ)v˜n(y, ξ) = O(1), for k 6= n
and
(ξβj,n)(ξ)vn(x, ξ)(ξ
−1β˜j,n(ξ))v˜n(y, ξ) = O(1),
we have
IV =
n+1∑
j,l 6=n,k 6=n
∫ ε
−ε
eiξ(x−y)eλj(ξ)tO(1)dξ
=
n+1∑
j,l 6=n,k 6=n
∫ ε
−ε
eiξ(x−y)e(−iajξ−bξ
2)teO(ξ
3)tdξ
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and
V =
n+1∑
j=1
∫ ε
−ε
eiξ(x−y)eλj(ξ)tO(ξ)dξ.
=
n+1∑
j=1
∫ ε
−ε
eiξ(x−y)e(−iajξ−bξ
2)teO(ξ
3)tO(ξ)dξ.
Similarly to (4.3), we have IV = V = O

n+1∑
j=1
t−
1
2 e−
|x−y−ajt|
2
Mt

.
We now consider the estimate of Gy(x, t; y). By Lemma 1.3, recalling v˜l(0, y) is constant
for all l 6= n, we have
∂yI =
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
1
2π
∫ pi
−pi
eiξ(x−y)φ(ξ)eλˇj (ξ)tξ−1(−iξ)dξ
=
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t +O
(∫
|ξ|≥ε
eiξ(x−y)eλˇj(ξ)tdξ
)
=
n+1∑
j,l 6=n
βˇj,n(0)vn(0, x)β˜j,l(0)v˜l(0, y)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t +O
(
t−1e−
|x−y−ajt|
Mt
)
,
and
∂yII =
n+1∑
j=1
βˇj,n(0)vn(x, 0)
ˇ˜
βj,n(0)v˜
′
n(y, 0)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t +O
(
t−1e−
|x−y−ajt|
2
Mt
)
.
Since v˜l(0, y) is constant for all l 6= n, ∂y v˜l(ξ, y) = O(|ξ|) for all l 6= n, and so we have
∂yIII =
n+1∑
j,l 6=n
1
2π
∫ ε
−ε
eiξ(x−y)e(−iajξ−bjξ
2)t
(
eO(ξ
3) − 1 +O(ξ)
)
O(1)dξ
+
n+1∑
j,l 6=n
1
2π
∫ ε
−ε
eiξ(x−y)e(−iajξ−bjξ
2)teO(ξ
3)tO(ξ)dξ
= O

n+1∑
j=1
t−1e−
|x−y−ajt|
Mt

 .
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Similarly, ∂y(βj,k(ξ)vk(x, ξ)β˜j,l(ξ)v˜l(y, ξ)) = O(|ξ|) for all l 6= n, so we have
∂yIV =
n+1∑
j,l 6=n,k 6=n
1
2π
∫ ε
−ε
eiξ(x−y)e(−iajξ−bjξ
2)teO(ξ
3)tO(ξ)dξ
= O

n+1∑
j=1
t−1e−
|x−y−ajt|
Mt

 .
Since ∂y(βj,k(ξ)vk(x, ξ)(ξ
−1β˜j,n)(ξ)v˜n(y, ξ)) = O(1), we have
∂yV = IV = O

n+1∑
j=1
t−1e−
|x−y−ajt|
Mt

 .
5 Pointwise description of perturbations of u¯
In this section we describe the pointwise bound of perturbations of (1.1). Let u˜(x, t) be a
solution of systems of conservation laws (1.1) and let u¯(x) be a periodic stationary solution
on [0, 1]. We now define perturbations
u(x, t) = u˜(x, t)− u¯(x) and v(x, t) = u˜(x− ϕ(x, t), t) − u¯(x),(5.1)
for some unknown functions ϕ(x, t) : R2 −→ R to be determined later with ϕ(x, 0) = 0.
In this section, using the pointwise estimate of the linear operator L in Theorem 1.5,
we establish a pointwise description of perturbations v for a initial condition v0 = v(x, 0) =
u(x, 0):
|v0(x)| ≤ E0(1 + |x|)−
3
2 and |v0(x)|H2 ≤ E0,
where E0 > 0 sufficiently small.
Recalling Theorem 1.5, the Green function G(x, t; y) of the linear equation ut = Lu
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satisfies the estimates:
G(x, t; y) = u¯′(x)
n+1∑
j=1
n+1∑
l 6=n
βˇj,n(0)β˜j,l(0)v˜l(0, y)errfn
( |x− y − ajt|2√
t
)
+ u¯′(x)
n+1∑
j=1
βˇj,n(0)
ˇ˜
βj,n(0)v˜n(0, y)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t
+O

n+1∑
j=1
t−
1
2 e−
|x−y−ajt|
2
Mt

 ,
Gy(x, t; y) = u¯
′(x)
n+1∑
j=1
βˇj,n(0)

n+1∑
l 6=n
β˜j,l(0)v˜l(0, y) +
ˇ˜
βj,n(0)v˜
′
n(0, y)

 1√
4πbjt
e
−
|x−y−ajt|
2
4bj t
+O

n+1∑
j=1
t−1e−
|x−y−ajt|
2
Mt

 ,
uniformly on t ≥ 0, for some sufficiently large constant M > 0, where βˇj,n(0) = lim
ξ→0
ξβj,n(ξ)
and
ˇ˜
βj,n(0) = lim
ξ→0
ξ−1β˜j,n(ξ) for βj,n(ξ), β˜j,n(ξ), v(ξ, x) and v˜(ξ, x) defined in Lemma 1.3.
First off, let χ(t) be a smooth cut off function defined for t ≥ 0 such that χ(t) = 0 for
0 ≤ t ≤ 1 and χ(t) = 1 for t ≥ 2 and define
E(x, t; y) := u¯′(x)e(x, t; y),
where
e(x, t; y) =
n+1∑
j=1
n+1∑
l 6=n
βˇj,n(0)β˜j,l(0)v˜l(0, y)errfn
( |x− y − ajt|2√
t
)
χ(t)
+
n+1∑
j=1
βˇj,n(0)
ˇ˜
βj,n(0)v˜n(0, y)
1√
4πbjt
e
−
|x−y−ajt|
2
4bj t χ(t)
Now we set
G˜(x, t; y) = G(x, t; y) − E(x, t; y).
so that
(5.2) |G˜(x, t; y)| ≤ Ct− 12
n+1∑
j=1
e−
|x−y−ajt|
2
Mt and |G˜y(x, t; y)| ≤ Ct−1
n+1∑
j=1
e−
|x−y−ajt|
2
Mt .
To establish a pointwise description of perturbations v, we first start with the nonlinear
perturbation equation of v ([JZ1]).
5 POINTWISE DESCRIPTION OF PERTURBATIONS OF U¯ 20
Lemma 5.1 (Nonlinear perturbation equations, [JZ1]). For v defined in (5.1), we have
(5.3) (∂t − L)v = −(∂t − L)u¯′(x)ϕ+Qx +Rx + (∂2x + ∂t)S,
where
(5.4) Q := f(v(x, t) + u¯(x))− f(u¯(x))− df(u¯(x))v = O(|v|2),
(5.5) R := −vψt − vψxx + (u¯x + vx) ϕ
2
x
1− ϕx ,
(5.6) S := vϕx = O(|v||ϕx|),
Proof. Direct computation; see [JZ1].
5.1 Integral representation and ϕ-evolution scheme
We now recall the nonlinear iteration scheme of [JZ1]. Setting
N(x, t) = (Qx +Rx + (∂
2
x + ∂t)S)(x, t),
and applying Duhamel’s principle to (5.3), we obtain the integral representation of v
v(x, t) = −u¯′(x)ϕ(x, t) +
∫ ∞
−∞
G(x, t; y)v0(y)dy +
∫ t
0
∫ ∞
−∞
G(x, t− s; y)N(y, s)dyds.
for the nonlinear perturbation v. Defining ϕ implicitly by
ϕ(x, t) :=
∫ ∞
−∞
e(x, t; y)v0(y)dy +
∫ t
0
∫ ∞
−∞
e(x, t− s; y)N(y, s)dyds
to subtract out E(x, t; y) from G(x, t; y), we have the new integral representation of v
(5.7) v(x, t) =
∫ ∞
−∞
G˜(x, t; y)v0(y)dy +
∫ t
0
∫ ∞
−∞
G˜(x, t− s; y)N(y, s)dyds.
Differentiating and using e(x, t; y) = 0 for 0 < t ≤ 1 we obtain
(5.8) ∂kt ∂
m
x ϕ(x, t) =
∫ ∞
−∞
∂kt ∂
m
x e(x, t; y)v0dy +
∫ t
0
∫ ∞
−∞
∂kt ∂
m
x e(x, t− s; y)N(y, s)dyds.
Together, (5.7) and (5.8) form a complete system in (v, ∂kt ϕ, ∂
m
x ϕ), 0 ≤ k ≤ 1, 0 ≤ m ≤ 2,
that is, v and derivatives of ϕ, from solutions of which we may afterward recover the shift
function ϕ by integration in x, completing the description of u˜.
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5.2 Pointwise description of v for initial perturbations |v0(x)| ≤ E0(1 +
|x|)− 32 with |v0(x)|H2 ≤ E0, sufficiently small E0 > 0
.
In this section, we prove Theorem 1.6. We start with Lp estimates of v , u and ϕ which
are proved in [JZ1]. We state the main theorem of [JZ1] describing the Lp stability of
periodic standing waves of (1.1) in dimension d = 1. We use the following Theorem 5.2
when we derive pointwise estimates of the nonlinear terms of v in (5.7), and this is the
reason why we need H2 condition in our initial perturbations.
Theorem 5.2 (Nonlinear stability, [JZ1]). Let v(x, t) and u(x, t) be defined as in (5.1) and
|u0(x)| = |v0(x)|L1∩H2(R) ≤ E0, for sufficiently small E0 > 0. Then for all t ≥ 0 and p ≥ 1
we have the estimates
|v(·, t)|Lp(R)(t) ≤ CE0(1 + t)−
1
2
(1− 1
p
)
|u(·, t)|Lp(R)(t), |ϕ(·, t)|Lp(R)(t) ≤ CE0(1 + t)−
1
2
(1− 1
p
)+ 1
2
|v(·, t)|H2(R)(t), |(ϕt, ϕx)(·, t)|H2(R)(t) ≤ CE0(1 + t)−
1
4 .
Proof. See [JZ1] for the proof.
To prove Theorem 1.6, we first prove the following lemma. We follow the strategy of
[HZ]. We give here details of [HZ] to help clarify that argument.
Lemma 5.3. Suppose that the initial perturbation v0 satisfies |v0(x)| ≤ E0(1 + |x|)− 32 and
|v0(x)|H2 ≤ E0, for sufficiently small E0 > 0. For v, ϕt, ϕx and ϕxx defined in the integral
system (5.7) - (5.8), define
(5.9) ζ(t) := sup
0≤s≤t,x∈R
|(v, ϕt, ϕx, ϕxx)(x, s)|(θ + ψ1 + ψ2)−1,
where
θ(x, t) :=
n+1∑
j=1
(1 + t)−
1
2 e−
|x−ajt|
2
M′t ,
ψ1(x, t) := χ(x, t)
n+1∑
j=1
(1 + |x|+ t)− 12 (1 + |x− ajt|)−
1
2
and
ψ2(x, t) := (1− χ(x, t))(1 + |x− a1t|+
√
t)−
3
2 + (1− χ(x, t))(1 + |x− an+1t|+
√
t)−
3
2 ,
where χ(x, t) = 1 for x ∈ [a1t, an+1t] and zero otherwise, and M ′ > 0 is a sufficiently large
constant with M ′ > M . Then, for all t ≥ 0 for which ζ(t) defined in (5.9) is finite,
(5.10) ζ(t) ≤ C(E0 + ζ2(t))
for some constant C > 0.
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Proof. It is enough to estimate v,
(5.11) |v(x, t)| ≤ C(E0 + ζ2(t))(θ + ψ1 + ψ2).
We can prove similarly for (ϕt, ϕx, ϕxx) because
|∂kt ∂mx e(x, t; y)| . |G˜(x, t; y)| and |∂y(∂kt ∂mx e(x, t; y))| . |∂yG˜(x, t; y)|,
for 0 ≤ k ≤ 1 and 0 ≤ m ≤ 2. Notice first that by Theorem 5.2, we have |vx|∞ ≤ |v|H2 ≤
CE0(1 + t)
− 1
4 ≤ C. Then by (5.4)-(5.6) and (5.9), for all y ∈ R and 0 ≤ s ≤ t,
|(Q,R, S)(y, s)| ≤ C|(v, ϕs, ϕy, ϕyy)(y, s)|2C ≤ ζ2(t)(θ + ψ1 + ψ2)2,
and hence by (5.7) and integration by parts, we have
|v(x, t)| ≤
∫ ∞
−∞
|G˜(x, t; y)||v0(y)|dy +
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||(v, ϕs, ϕy, ϕyy)(y, s)|2dyds
≤
∫ ∞
−∞
|G˜(x, t; y)||v0(y)|dy + ζ2(t)
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||θ + ψ1 + ψ2|2dyds.
To argue (5.11), we need to prove following estimates:
(5.12)
∫ ∞
−∞
|G˜(x, t; y)||v0(y)|dy ≤ CE0(θ + ψ1 + ψ2)(x, t),
(5.13)
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||θ(y, s)|2dyds ≤ C(θ + ψ1 + ψ2)(x, t),
(5.14)
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||ψ1(y, s)|2dyds ≤ C(θ + ψ1 + ψ2)(x, t),
(5.15)
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||ψ2(y, s)|2dyds ≤ C(θ + ψ1 + ψ2)(x, t).
Proof of the estimate (5.12). We start with the linear estimate of v,∫ ∞
−∞
|G˜(x, t; y)||v0(y)|dy ≤ CE0(θ + ψ1 + ψ2)(x, t).
By [J1] and [HZ], we have∫ ∞
−∞
|G˜(x, t; y)||v0(y)|dy ≤ CE0
∫ ∞
−∞
t−
1
2
n+1∑
j=1
e−
|x−y−ajt|
2
Mt (1 + |y|)− 32 dy
≤ CE0
n+1∑
j=1
[
(1 + |x− ajt|+
√
t)−
3
2 + (1 + t)−
1
2 e−
|x−ajt|
2
M′t
]
.
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We now need to show that for any j,
(1 + |x− ajt|+
√
t)−
3
2 ≤ C(θ + ψ1 + ψ2)(x, t).
We consider several cases. Here we assume a1 < a2 < · · · < an+1.
case1. x ≤ a1t or x ≥ an+1t. For any j = 1, · · · , n+ 1, |x− a1t| ≤ |x− ajt| for x ≤ a1t
and |x− an+1t| ≤ |x− ajt| for x ≥ an+1. Thus
(1 + |x− ajt|+
√
t)−
3
2 ≤ (1 + |x− a1t|+
√
t)−
3
2 , for x ≤ a1t,
and
(1 + |x− ajt|+
√
t)−
3
2 ≤ (1 + |x− an+1t|+
√
t)−
3
2 , for x ≥ an+1t.
case2. x ∈ [a1t, an+1t], and x and aj have opposite signs. In this case, |x − ajt| ≤
C(|x|+ t) because of no cancellation. So
(1 + |x− ajt|+
√
t)−
3
2 = (1 + |x− ajt|)−
1
2 (1 + |x− ajt|)−
1
2
≤ C(1 + |x|+ t)− 12 (1 + |x− ajt|)−
1
2
case3. x ∈ [a1t, an+1t], and x and aj have same signs. If x ∈ [aj2 t, 2ajt], then t−
1
2 ≤
C(|x|+ t)− 12 , so
(1 + |x− ajt|+
√
t)−
3
2 ≤ C(1 + |x− ajt|)−
1
2 (1 +
√
t)−1
≤ C(1 + |x− ajt|)−
1
2 (1 + t)−
1
2
≤ C(1 + |x− ajt|)−
1
2 (1 + t+ |x|)− 12 .
If x /∈ [aj2 t, 2ajt], there can be only limited cancellation between x and ajt, and so |x−ajt| ≤
C(|x|+ t), that is,
(1 + |x− ajt|+
√
t)−
3
2 ≤ C(1 + |x− ajt|+
√
t)−
1
2 (1 + |x− ajt|)−
1
2
≤ C(1 + |x− ajt|+
√
t)−
1
2 (1 + |x|+ t)− 12
Proof of the estimate (5.13). We now estimate the first nonlinear term of v,
I =
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||θ(y, s)|2dyds ≤ C(θ + ψ1 + ψ2)(x, t).
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By (5.2),
I ≤
∫ t
0
∫ ∞
−∞
(t− s)−1
n+1∑
j=1
e
−
|x−y−aj(t−s)|
2
M(t−s) θ2(y, s)dyds
≤ C
∫ t
0
∫ ∞
−∞
(t− s)−1(1 + s)−1
n+1∑
j,k=1
e
−
|x−y−aj(t−s)|
2
M(t−s) e−
2|y−aks|
2
M′s dyds
≤ C
∫ t
0
∫ ∞
−∞
(t− s)−1(1 + s)−1
n+1∑
j,k=1
e
−
|x−y−aj(t−s)|
2
N(t−s) e−
|y−aks|
2
Ns dyds,
for sufficiently large N > 0 with M
′
2 < N < M
′. Noting first that for any j = k,
∫ ∞
−∞
e
−
|x−y−aj(t−s)|
2
N(t−s) e
−
|x−ajs|
2
N(1+s) dy ≤ C(1 + t)− 12 (t− s) 12 (1 + s) 12 e−
|x−ajt|
2
N(1+t) ,
we have
I ≤ C
n+1∑
j=1
(1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t)
∫ t
0
(t− s)− 12 (1 + s)− 12 ds ≤ C
n+1∑
j=1
(1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t) .
We now assume j 6= k. Noting first that for j 6= k,∫ ∞
−∞
e
−
|x−y−aj(t−s)|
2
N(t−s) e
−
|y−aks|
2
N(1+s) dy ≤ C(1 + t)− 12 (t− s) 12 (1 + s)− 12 e−
|x−aj(t−s)−ak|
2
N(1+t) ,
we have
I ≤ C
∑
j 6=k
(1 + t)−
1
2
∫ t
0
(t− s)− 12 (1 + s)− 12 e−
|x−aj(t−s)−aks|
2
N(1+t) ds = I ′.(5.16)
To estimate the right hand side(I ′) of (5.16), we consider 6 cases only with assumption
x ≤ 0. The case x ≥ 0 is entirely symmetric.
Case 1. x ≤ 0 and 0 ≤ aj < ak. In this case, we can rewrite
(5.17) x− aj(t− s)− aks = (x− ajt) + (aj − ak)s.
Here, x− ajt and (aj − ak)s are both negative and there is no cancellation, so we have
I ≤ C
n+1∑
j=1
(1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t)
∫ t
0
(t− s)− 12 (1 + s)− 12 ds
≤ C
n+1∑
j=1
(1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t) .
(5.18)
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Case 2. x ≤ 0 and 0 ≤ ak < aj . This is exactly same as the case 1 with rewriting
(5.19) x− aj(t− s)− aks = (x− akt)− (aj − ak)(t− s).
Case 3. x ≤ 0 and ak < 0 ≤ aj . In this case, we consider two subcases |x| ≥ |ak|t
and |x| ≤ |ak|t. For |x| ≥ |ak|t, x − akt and −(aj − ak)(t − s) are both negative and
no cancellation occurs in (5.19), so we have the same estimate as (5.18). In the event
|x| ≤ |ak|t, we integrate I ′ separately [0, t/2] and [t/2, t]. For s ∈ [0, t/2], since x − ajt is
negative and (aj − ak)s is positive in (5.17), cancellation occurs. In this case, we use the
following balance estimate:
(1 + s)−
1
2 e
−
|x−aj(t−s)−aks|
2
N(1+t)
≤ C
[
(1 + |x− ajt|)−
1
2 e
−
|x−aj(t−s)−aks|
2
N(1+t) + (1 + s)−
1
2 e
−
|x−ajt|
2
M′(1+t)
]
.
We can easily prove this by considering two cases (aj − ak)s ≥ C|x− ajt| and (aj − ak)s ≤
C|x− ajt| for some constant C > 0 in the relation (5.17). So we have,
I ′ ≤ C(1 + t)− 12 (1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)− 12 e−
|x−aj(t−s)−aks|
2
N(1+t) ds
+ (1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t)
∫ t/2
0
(t− s)− 12 (1 + s)− 12 ds
≤ C
[
(1 + |x|+ t)− 12 (1 + |x− ajt|)−
1
2 + (1 + t)−
1
2 e
−
|x−ajt|
2
M′(1+t)
]
.
(5.20)
Here, the last inequality is from |x| ≤ |ak|t. In the case s ∈ [t/2, t], we start with rewriting
(5.19). Since x− akt and −(aj − ak)(t− s) have opposite signs in (5.19), we argue similarly
the balance estimate for (t− s)− 12 e−
|x−aj(t−s)−aks|
2
N(1+t) . Thus we have
I ′ ≤ C(1 + t)− 12 (1 + |x− akt|)−
1
2
∫ t
t/2
(1 + s)−
1
2 e
−
|x−aj(t−s)−aks|
2
N(1+t) ds
+C(1 + t)−
1
2 e
−
|x−akt|
2
M′(1+t)
∫ t
t/2
(t− s)− 12 (1 + s)− 12ds
≤ C
[
(1 + |x|+ t)− 12 (1 + |x− akt|)−
1
2 + (1 + t)−
1
2 e
−
|x−akt|
2
M′(1+t)
]
.
(5.21)
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Case 4. x ≤ 0 and aj < 0 ≤ ak. This is exactly same as the case 3 by considering
|x| ≥ |aj|t and |x| ≤ |aj |t.
Case 5. x ≤ 0 and ak < aj < 0. In this case, we consider 3 subcases, |x| ≥ |ak|t,
|x| ≤ |aj|t and |aj |t ≤ |x| ≤ |ak|t. For |x| ≥ |ak|t and |x| ≤ |aj |t, we use (5.19) and (5.17)
respectively because the expression x − aj(t − s) − aks has no cancellation. In the event
that |aj |t ≤ |x| ≤ |ak|t, we use the balance estimate for s ∈ [0, t/2] and s ∈ [t/2, t] similarly
to (5.20) and (5.21), respectively.
Case 6. x ≤ 0 and aj < ak < 0. This is exactly same as the case 5 by considering
|x| ≥ |aj|t, |x| ≤ |ak|t and |ak|t ≤ |x| ≤ |aj |t.
Proof of the estimate (5.14). We now estimate the second nonlinear term of v,
II =
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||ψ1(y, s)|2dyds ≤ CE0(θ + ψ1 + ψ2)(x, t).
Notice first that
II ≤
∫ t
0
∫ ∞
−∞
(t− s)−1
n+1∑
j=1
e
−
|x−y−aj(t−s)|
2
M(t−s) |ψ1(y, s)|2dyds
≤
∫ t
0
∫ ∞
−∞
(t− s)−1
n+1∑
j=1
e
−
|x−y−aj(t−s)|
2
M(t−s)
[
χ(y, s)
n+1∑
k=1
(1 + |y|+ s)− 12 (1 + |y − aks|)−
1
2
]2
dyds.
It is enough to estimate
II ′ =
n+1∑
j,k=1
∫ t
0
∫ an+1s
a1s
(t− s)−1e−
|x−y−aj(t−s)|
2
M(t−s) (1 + |y|+ s)−1(1 + |y − aks|)−1dyds.
We estimate II ′ by considering three parts: x < a1t, x > an+1t and x ∈ [a1t, an+1t].
For x < a1t, we use x − y − aj(t − s) = (x − a1t) − (y − a1s) − (aj − a1)(t − s) for
y ∈ [a1s, ajs] and x− y − aj(t− s) = (x− a1t)− (y − ajs)− (aj − a1)t for y ∈ [ajs, an+1s]
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so that they have no cancellation. Thus, we have
∫ t
0
∫ an+1s
a1s
(t− s)−1e−
|x−y−aj(t−s)|
2
M(t−s) (1 + |y|+ s)−1(1 + |y − aks|)−1dyds
≤ e− |x−a1t|
2
2Mt
∫ t
0
∫ ajs
a1s
(t− s)−1e−
|x−y−aj(t−s)|
2
2M(t−s) (1 + |y|+ s)−1(1 + |y − aks|)−1dyds
+ e−
|x−a1t|
2
2Mt
∫ t
0
∫ an+1s
ajs
(t− s)−1e−
|x−y−aj(t−s)|
2
2M(t−s) (1 + |y|+ s)−1(1 + |y − aks|)−1dyds
≤ e− |x−a1t|
2
M′t
∫ t
0
∫ an+1s
a1s
(t− s)−1e−
|x−y−aj(t−s)|
2
2M(t−s) (1 + |y|+ s)−1(1 + |y − aks|)−1dyds
≤ (1 + t)− 12 e− |x−a1t|
2
M′t
(5.22)
To argue the final inequality, let’s show the following estimate with an assumption a1 ≤ 0,
(5.23)
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
2M(t−s) dyds ≤ C(1 + t)− 12 .
If ak > 0, then∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
2M(t−s) dyds
≤
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)− 32 e−
|x−y−aj(t−s)|
2
2M(t−s) dyds
≤ C
∫ t/2
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)− 32dyds
+C
∫ t
t/2
(t− s)− 12 (1 + s)− 32
∫ 0
a1s
(t− s)− 12 e−
|x−y−aj(t−s)|
2
2M(t−s) dyds
≤ (1 + t)− 12 .
If ak ≤ 0, then∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤ C
∫ t/2
0
(t− s)−1(1 + s)−1
∫ 0
a1s
(1 + |y − aks|)−
1
2 dyds
+
∫ t
t/2
(t− s)− 12 (1 + s)−1
∫ t/2
0
(t− s)− 12 e−
|x−y−aj(t−s)|
2
2M(t−s) dyds
≤ C
∫ t/2
0
(t− s)−1(1 + s)− 12 ds+
∫ t
t/2
(t− s)− 12 (1 + s)−1ds
≤ C(1 + t)− 12 .
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Similarly, we can prove∫ t
0
∫ an+1s
0
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
2M(t−s) dyds ≤ C(1 + t)− 12 ,
with an assumption an+1 ≥ 0.
For x > an+1t, we use x − y − aj(t − s) = (x − an+1t) − (y − ajs) + (an+1 − aj)t for
y ∈ [a1s, ajs] and x− y− aj(t− s) = (x− an+1t)− (y− an+1s)− (aj − an+1)(t− s) and for
y ∈ [ajs, an+1s]. Then we argue similarly to estimate (5.22).
We now assume x ∈ [a1t, an+1t] with a1 < 0 and an+1 > 0. We estimate II ′ into two
parts,
II ′N =
∫ t
0
∫ 0
a1s
and II ′P =
∫ t
0
∫ an+1s
0
.
This is why we can assume a1 ≤ 0 and an+1 ≥ 0. For j = k which is a simple case, we first
notice that
(1 + |y − ajs|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s)
≤ (1 + |x− ajt|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) + (1 + |y − ajs|)−
1
2 e−
|x−ajt|
2
M′t e
−
|x−y−aj(t−s)|
2
bM(t−s) ,
for some constant b > 0. Then we have
II ′N ≤ C(1 + |x− ajt|)−
1
2
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − ajs|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+ Ce−
|x−ajt|
2
M′t
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − ajs|)−1e−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤ C
[
(1 + |x− ajt|)−
1
2 + e−
|x−ajt|
2
M′t
]
×
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − ajs|)−
1
2 e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤ C
[
(1 + |x− ajt|)−
1
2 + e−
|x−ajt|
2
M′t
]
(1 + t)−
1
2 .
Here, we already proved the last inequality in (5.23). Similarly, we estimate II ′P .
Let’s estimate II ′ for j 6= k with ak < 0(for the case of ak > 0, we can estimate II ′p
similarly to II ′N in the case ak < 0 and estimate II
′
N similarly to II
′
P in the case ak < 0).
It is easy to estimate II ′p while we have to consider several cases again for II
′
N . For II
′
p,
since ak < 0 and y ≥ 0, we say that 1 + |y − aks| ∼ 1 + |y|+ s, and so we have
II ′p ≤
n+1∑
j=1
∫ t
0
∫ an+1s
0
(t− s)−1e−
|x−y−aj(t−s)|
2
M(t−s) (1 + |y|+ s)− 12 (1 + s)− 32dyds.
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Noting first that
(1 + |y|+ s)− 12 e−
|x−y−aj(t−s)|
2
M(t−s)
≤ (1 + |x− aj(t− s)|+ s)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) + (1 + |y|+ s)− 12 e−
|x−aj(t−s)|
2
M′(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) ,
we have
II ′p ≤
∫ t
0
∫ an+1s
0
(t− s)−1(1 + |x− aj(t− s)|+ s)−
1
2 (1 + s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+
∫ t
0
∫ an+1s
0
(t− s)−1(1 + |y|+ s)− 12 (1 + s)− 32 e−
|x−aj(t−s)|
2
M′(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds,
= A+B.
For B,
B ≤
∫ t/2
0
(t− s)−1(1 + s)−1e−
|x−aj(t−s)|
2
M′(t−s) ds+
∫ t
t/2
(t− s)− 12 (1 + s)−2e−
|x−aj(t−s)|
2
M′(t−s) ds
≤ (1 + t)− 12
∫ t
0
(t− s)− 12 (1 + s)− 12 e−
|x−aj(t−s)|
2
M′(t−s) ds
≤ CI ′
which is estimated in the proof of (5.13). For A, noting first that
(1 + |x− aj(t− s)|+ s)−
1
2 ≤ C(1 + |x− ajt|+ s)−
1
2 + C(1 + |x− aj(t− s)|+ |x− ajt|)−
1
2
≤ C(1 + |x− ajt|)−
1
2 ,
we have
A ≤ (1 + |x− ajt|)−
1
2
∫ t
0
∫ an+1s
0
(t− s)−1(1 + s)− 32 e−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 + |x− ajt|)−
1
2
∫ t
0
(t− s)− 12 (1 + s)− 32ds
≤ C(1 + t)− 12 (1 + |x− ajt|)−
1
2 .
We now estimate II ′N . To estimate this part, we agrue several cases. We try here only
the case x < 0 and ak < 0 < aj. We can agrue similarly other cases. Using x−y−aj(t−s) =
(x− aj(t− s)− aks)− (y − aks), we have
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(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s)
≤ C(1 + |x− aj(t− s)− aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s)
+ (1 + |y − aks|)−
1
2 e
−
|x−aj(t−s)−aks|
2
N(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) ,
for some constant b > 0. Thus,
II ′N ≤
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−
1
2
× (1 + |x− aj(t− s)− aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+
∫ t
0
∫ 0
a1s
(t− s)−1(1 + |y|+ s)−1(1 + |y − aks|)−1
× e−
|x−aj(t−s)−aks|
2
N(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds
= A+B.
For B,
B ≤
∫ t/2
0
(t− s)−1e−
|x−aj(t−s)−aks|
2
N(t−s)
∫ 0
a1s
(1 + |y|+ s)−1(1 + |y − aks|)−1dyds
+
∫ t
t/2
(t− s)−1e−
|x−aj(t−s)−aks|
2
M(t−s)
∫ 0
a1s
(1 + |y|+ s)−1e−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤ C
∫ t/2
0
(t− s)−1e−
|x−aj(t−s)−aks|
2
M(t−s) (1 + s)−1 ln(1 + s)ds
+
∫ t
t/2
(t− s)− 12 e−
|x−aj(t−s)−aks|
2
M(t−s) (1 + s)−1ds
≤ C(1 + t)− 12
∫ t
0
(t− s)− 12 (1 + s)− 12 e−
|x−aj(t−s)−aks|
2
M(t−s) ds
≤ C(θ + ψ1 + ψ2)(x, t).
Here, the last inequality is proved in I ′.
To estimate A, we seperate A into two parts |x| ≥ |ak|t and |x| ≤ |ak|t. For |x| ≥ |ak|t,
using
x− aj(t− s)− aks = (x− akt)− (aj − ak)(t− s),
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for which there is no cancellation, we have
A ≤ (1 + |x− akt|)−
1
2
∫ t
0
(t− s)−1
∫ 0
a1s
(1 + |y|+ s)−1(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 + |x− akt|)−
1
2
[ ∫ t/2
0
(t− s)−1(1 + s)−1(1 + s) 12 ds+
∫ t
t/2
(t− s)−1(1 + s)−1(t− s) 12 ds
]
≤ (1 + t)− 12 (1 + |x− akt|)−
1
2 .
For |x| ≤ |ak|t, we divide again the analysis into the cases s ∈ [0, t/2] and s ∈ [t/2, t]. In
the case s ∈ [0, t/2], using
x− aj(t− s)− aks = (x− ajt) + (aj − ak)s,
we have
(1 + |x− aj(t− s)− aks|)−
1
2 (1 + |y|+ s)− 12
≤ C[(1 + |x− ajt|)−
1
2 (1 + |y|+ s)− 12 + (1 + |x− aj(t− s)− aks|)−
1
2 (1 + |y|+ |x− ajt|)−
1
2 ].
Thus, we consider A into two terms A′ and A′′. For A′,
A′ ≤ C(1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)−1
∫ 0
a1s
(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) (1 + |y|+ s)−1dyds
≤ C(1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)−1(1 + s)−1
∫ 0
a1s
(1 + |y − aks|)−
1
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C(1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)−1(1 + s)−1(1 + s) 12ds
≤ C(1 + t)− 12 (1 + |x− ajt|)−
1
2 .
For A′′,
A′′ ≤ C(1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)−1(1 + s)− 12 (1 + |x− aj(t− s)− aks|)−
1
2 (1 + s)
1
2 ds
≤ C(1 + t)−1(1 + |x− ajt|)−
1
2
∫ t/2
0
(1 + |x− aj(t− s)− aks|)−
1
2 ds
≤ C(1 + t)−1(1 + |x− ajt|)−
1
2 (1 + t)
1
2
≤ C(1 + t)− 12 (1 + |x− ajt|)−
1
2 .
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Here, the inequalities are from |x| ≤ |ak|t and (|x| + t) ∼ |x − ajt| because of x < 0 and
aj > 0.
In the case s ∈ [t/2, t], using
x− aj(t− s)− aks = (x− akt)− (aj − ak)(t− s),
we have
(t− s)− 12 (1 + |x− aj(t− s)− aks|)−
1
2
≤ C[|x− akt|−
1
2 (1 + |x− aj(t− s)− aks|)−
1
2 + (t− s)− 12 (1 + |x− akt|)−
1
2 ].
(5.24)
Thus,
A ≤ C(1 + t)− 12 e−
|x−akt|
2
M′t
+
∫ t
t/2
∫ 0
a1s
(t− s)− 12 (1 + |y|+ s)−1(1 + |y − aks|)−
1
2
× e−
|x−y−aj(t−s)|
2
M(t−s) |x− akt|−
1
2 (1 + |x− aj(t− s)− aks|)−
1
2 dyds
+
∫ t
t/2
∫ 0
a1s
(t− s)− 12 (1 + |y|+ s)−1(1 + |y − aks|)−
1
2
× e−
|x−y−aj(t−s)|
2
M(t−s) (t− s)− 12 (1 + |x− akt|)−
1
2dyds
= C(1 + t)−
1
2 e−
|x−akt|
2
M′t +A′ +A′′.
(5.25)
Here, since |A| ≤ C(1 + t)− 12 , for |x − akt| ≤ C
√
t, we get the first term. So to estimate
A′, we assume |x− akt| ≥ C
√
t and t > 1. If t ≤ 1, then |x− akt| ≥ C
√
t ≥ Ct ≥ C(t− s)
which is a contraction to the expression (5.24). Then, we have
A′ ≤ |x− akt|−
1
2
∫ t
t/2
(1 + s)−1(1 + |x− aj(t− s)− aks|)−
1
2
∫ 0
a1s
(t− s)− 12 e−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 + t)−1(1 + |x− akt|)−
1
2
∫ t
t/2
(1 + |x− aj(t− s)− aks|)−
1
2ds
≤ (1 + t)− 12 (1 + |x− akt|)−
1
2
and
A′′ ≤ (1 + |x− akt|)−
1
2
∫ t
t/2
(1 + s)−1(t− s)− 12
∫ 0
a1s
(t− s)− 12 e−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C(1 + t)− 12 (1 + |x− akt|)−
1
2 .
Remark 5.4. We argue other cases very similarly. However, for some cases, we need to
separate A into three parts, not just two parts. For example, in the case of ak < aj < 0, we
need to consider A by |x| ≥ |ak|t, |x| ≤ |aj|t and |aj|t ≤ |x| ≤ |ak|t.
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Proof of the estimate (5.15). We now estimate the third nonlinear term of v,
III =
∫ t
0
∫ ∞
−∞
|G˜y(x, t− s; y)||ψ2(y, s)|2dyds ≤ CE0(θ + ψ1 + ψ2)(x, t).
Notice that
III ≤
∫ t
0
∫ ∞
−∞
(t− s)−1
n+1∑
j=1
e
−
|x−y−aj(t−s)|
2
M(t−s)
×
[
(1− χ(y, s))(1 + |y − a1s|+
√
s)−
3
2 + (1− χ(y, s))(1 + |y − an+1s|+
√
s)−
3
2
]2
dyds.
We here estimate
III ′ =
∫ t
0
∫ a1s
−∞
(t− s)−1e−
|x−y−aj(t−s)|
2
M(t−s) (1 + |y − a1s|+
√
s)−3dyds.
We can argue the other terms similarly. Using
x− y − aj(t− s) = (x− aj(t− s)− a1s)− (y − a1s),
we have
(1 + |y − a1s|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s)
≤ (1 + |(x− aj(t− s)− a1s)|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s)
+ (1 + |y − a1s|+
√
s)−
3
2 e
−
|x−aj(t−s)−a1s|
2
N(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) ,
for some constant b > 0. Thus,
III ′ ≤
∫ t
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2 (1 + |(x− aj(t− s)− a1s)|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+
∫ t
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−3e
−
|x−aj(t−s)−a1s|
2
N(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds.
(5.26)
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The second term of (5.26) is estimated by I ′ because
∫ t
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−3e
−
|x−aj(t−s)−a1s|
2
M′(t−s) e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤
∫ t/2
0
(t− s)−1e−
|x−aj(t−s)−a1s|
2
N(t−s)
∫ a1s
−∞
(1 + |y − a1s|+
√
s)−3dyds
+
∫ t
t/2
(t− s)−1(1 +√s)−3e−
|x−aj(t−s)−a1s|
2
N(t−s)
∫ a1s
−∞
e
−
|x−y−aj(t−s)|
2
bM(t−s) dyds
≤ C(1 + t)− 12
∫ t/2
0
(t− s)− 12 e−
|x−aj(t−s)−a1s|
2
N(t−s) (1 + s)−1ds
+C(1 + t)−
1
2
∫ t
t/2
(t− s)−1(1 + s)−1e−
|x−aj(t−s)−a1s|
2
N(t−s) (t− s) 12 ds
≤ CI ′.
We now prove the first term of III ′:
III ′′ =
∫ t
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2
× (1 + |(x− aj(t− s)− a1s)|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds.
For x < a1t, using
x− aj(t− s)− a1s = (x− a1t)− (aj − a1)(t− s)
for which there is no cancellation, we have
III ′′ ≤
∫ t
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2 (1 + |x− a1t|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C(1 + t)−1(1 + |x− a1t|)−
3
2
∫ t/2
0
∫ a1s
−∞
(1 + |y − a1s|+
√
s)−
3
2 dyds
+ (1 + |x− a1t|+
√
t)−
3
2 (1 +
√
t)−
3
2
∫ t
t/2
∫ a1s
−∞
(t− s)−1e−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C(1 + t)−1(1 + |x− a1t|)−
3
2
∫ t/2
0
(1 + s)−
1
4ds
+ (1 + |x− a1t|+
√
t)−
3
2 (1 +
√
t)−
3
2
∫ t
t/2
(t− s)− 12 ds
≤ C(1 + t)− 14 (1 + |x− a1t|)−
3
2 + C(1 + t)−
1
4 (1 + |x− a1t|+
√
t)−
3
2
≤ C(1 + |x− a1t|+
√
t)−
3
2 + (1 + t)−
1
2 e−
|x−a1t|
2
M′t .
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For the last inequlaity, we consider two cases |x − a1t| ≤
√
t and |x − a1t| ≥
√
t. Since
|III ′′| ≤ (1 + t)− 12 , we have (1 + t)− 12 e− |x−a1t|
2
M′t , for |x − a1t| ≤
√
t. For |x − a1t| ≥
√
t,
(1 + |x− a1t|)− 32 ≤ C(1 + |x− a1t|+
√
t)−
3
2 .
For x > an+1t, using
x− aj(t− s)− a1s = (x− an+1t)− (aj − an+1)(t− s)
for which there is no cancellation, we estimate III ′′ similarly to x < a1t. Thus, for x >
an+1t, we have
III ′′ ≤ C(1 + |x− an+1t|+
√
t)−
3
2 + (1 + t)−
1
2 e−
|x−an+1t|
2
M′t .
Now we consider the last part a1t < x < an+1t. We prove only the case x < 0 and
aj ≤ 0. We can prove other cases similarly. In this part, we need to consider two cases.
case1. |x| ≤ |aj |t. Here, we have no cancellation in
x− aj(t− s)− a1s = (x− ajt) + (aj − a1)s.
Thus, we argue similarly to the event x < a1t.
case2. |x| ≥ |aj |t. In this case, we consider s ∈ [0, t/2] and s ∈ [t/2, t] similarly to the
proof of (5.14). For s ∈ [0, t/2], noting first that
x− aj(t− s)− a1s = (x− ajt) + (aj − a1)s,
we have
(1 + |x− aj(t− s)− a1s|+
√
s)−
3
2
≤ (1 + |x− ajt|+
√
s)−
3
2 + (1 + |x− aj(t− s)− a1s|+ |x− ajt|
1
2 +
√
s)−
3
2 .
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Thus,
III ′′ ≤
∫ t/2
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2 (1 + |x− ajt|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+
∫ t/2
0
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2
× (1 + |x− aj(t− s)− a1s|+ |x− ajt|
1
2 +
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C
∫ t/2
0
(t− s)−1(1 + |x− ajt|+
√
s)−
3
2
∫ a1s
−∞
(1 + |y − a1s|+
√
s)−
3
2 dyds
+
∫ t/2
0
(t− s)−1(1 + |x− ajt|
1
2 +
√
s)−
3
2
∫ a1s
−∞
(1 + |y − a1s|+
√
s)−
3
2 dyds
≤ C(1 + |x− ajt|)−
1
2
∫ t/2
0
(t− s)−1(1 +√s)−1(1 +√s)− 12 ds
+ C(1 + |x− ajt|
1
2 )−1
∫ t/2
0
(t− s)−1(1 +√s)− 12 (1 +√s)− 12ds
≤ C(1 + t)− 12 (1 + |x− ajt|)−
1
2
≤ C(1 + t+ |x|)− 12 (1 + |x− ajt|)−
1
2 .
For s ∈ [t/2, t], noting first that
x− aj(t− s)− a1s = (x− a1t)− (aj − a1)(t− s),
we have
(t− s)− 12 (1 + |x− aj(t− s)− a1s|+
√
s)−
3
2
≤ |x− a1t|−
1
2 (1 + |x− aj(t− s)− a1s|+
√
s)−
3
2 + (t− s)− 12 (1 + |x− a1t|+
√
s)−
3
2 .
Thus,
III ′′ ≤ C(1 + t)− 12 e− |x−a1t|
2
Mt
+
∫ t
t/2
∫ a1s
−∞
(t− s)− 12 (1 + |y − a1s|+
√
s)−
3
2 |x− a1t|−
1
2
× (1 + |x− aj(t− s)− a1s|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
+
∫ t
t/2
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2 (1 + |x− a1t|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ C(1 + t)− 12 e− |x−a1t|
2
Mt +A+B.
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By the same argument as (5.25), we assume |x− a1t| ≥ C > 0 for A. Finally, we have
A ≤ (1 + |x− a1t|)−
1
2
∫ t
t/2
∫ a1s
−∞
(t− s)− 12 (1 + |y − a1s|+
√
s)−
3
2
× (1 + |x− aj(t− s)− a1s|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 + |x− a1t|)−
1
2
∫ t
t/2
(1 +
√
s)−
3
2 (1 + |x− aj(t− s)− a1s|+
√
s)−
3
2
×
∫ a1s
−∞
(t− s)− 12 e−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 +
√
t)−
3
2 (1 + |x− a1t|)−
1
2
∫ t
t/2
(1 + |x− aj(t− s)− a1s|+
√
s)−
3
2 ds
≤ C(1 + t)− 12 (1 + |x− a1t|)−
1
2
and
B ≤
∫ t
t/2
∫ a1s
−∞
(t− s)−1(1 + |y − a1s|+
√
s)−
3
2 (1 + |x− a1t|+
√
s)−
3
2 e
−
|x−y−aj(t−s)|
2
M(t−s) dyds
≤ (1 + |x− a1t|+
√
t)−
3
2
∫ t
t/2
(t− s)− 12 (1 +√s)− 32 ds
≤ (1 + |x− a1t|+
√
t)−
3
2
≤ (1 + t)− 12 (1 + |x− a1t|)−
1
2 .
Now we complete the proof of (5.12) - (5.15), which implies that we have (5.10).
Proof of theorem (1.6). By Lemma 5.3, we have ζ(t) ≤ C(E0 + ζ2(t)) for all t ≥ 0 for
which ζ(t) defined in (5.9) is finite. Since ζ(t) is continous so long as it remains finite, it fol-
lows by continous induction that ζ(t) ≤ 2CE0 for all t ≥ 0 provided E0 ≤ 14C2 and (as holds
without loss of generality) C ≥ 1. Thus, recalling ζ(t) := sup0≤s≤t,x∈R |(v, ϕt, ϕx, ϕxx)(x, s)|(θ+
ψ1 + ψ2)
−1, we have
|v(x, t)| ≤ CE0(θ + ψ1 + ψ2),
for all t ≤ 0 and all x ∈ R.
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