Perception and cortical responses are not only driven ''bottom-up'' by the external stimulus but are altered by internal constraints such as expectancy or the current behavioral goal. To investigate neurophysiological mechanisms of such top-down effects, we analyzed the temporal interactions of neurons on different levels of the cortical hierarchy during perception of stimuli with varying behavioral significance. We found that interareal interactions in a middle-frequency range ( and ␣; 4 -12 Hz) strongly depend on the associated behavior, with a phase relationship and a layer specificity indicating a topdown-directed interaction. For novel unexpected stimuli, presumably processed in a feed-forward fashion, no such interactions occurred but high-frequency interactions (␥; 20 -100 Hz) were observed. Thus corticocortical synchronization reflects the internal state of the animal and may mediate top-down processes.
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interaction ͉ oscillation ͉ ␣ frequency ͉ ␥ ͉ stimulus selection T he classical view of cortical information processing is that of a bottom-up process in a feed-forward hierarchy. However, there is psychophysical, anatomical, and physiological evidence that top-down effects such as expectancy or the behavioral goal play a crucial role in the processing of input stimuli (1) (2) (3) (4) (5) (6) . Little, however, is known about the underlying neurophysiological mechanisms. Because synchronous activity among neurons has been suggested to play a major role for visual processing (7) , synchronization between different cortical areas along the hierarchy seemed a prominent candidate for mediating top-down effects. We thus investigated interareal interactions in behaving cats during perception of stimuli with different internal contexts.
Connections between cortical areas terminate with characteristic laminar distributions. Either they form synapses mainly in the granular layer (feed-forward type) or in the supra-and infragranular layers (feedback type); thus, cortical areas can be assigned to different levels of the hierarchy of the visual system (8, 9) . For our experiments, we selected area 17, area 7, and area 5 (lateral division). Area 17 is part of primary visual cortex; area 7, relatively distant to area 17 § shows visual and polysensory responses (10) , and area 5, monosynaptically connected to area 7, shows sensory and sensory motor responses (11) . Furthermore, their placement on the dorsal surface of the cortex allows well-controlled implantation of microelectrodes at different depth. We recorded from different laminae to gather information about feedforward and feedback projections (Fig. 1a) . Three cats were trained to attend to moving visual stimuli. Two different visual stimuli were presented and the cats had to either respond by pressing a button (go stimulus) or not respond but continue tracking (no-go stimulus). Intermittently novel stimuli not eliciting a trained behavioral response were presented. Local field potentials were recorded bipolarly (Fig. 1b) and power and cross-correlation functions were computed between all channels during the various behavioral conditions. The analysis was performed separately for five different frequency bands (Fig.  1c ) (see Methods). We investigated first whether synchronous activity can be observed between distant areas along the visual hierarchy; second, how synchronization differs when the stimulus is associated with a change in behavior or not; and third whether expectancy or previous experience of a stimulus have an impact on synchronization of neuronal activity.
Methods
Behavioral Procedure. The animals were situated in a 30 ϫ 30 ϫ 80 cm 3 -sized box, constructed as a Faraday cage. At one side, a transparent inset allowed viewing of a monitor. When the cat was attending the display, a trial was started. The first stimulus was a neutral mask (preparatory stimulus) moving slowly across the screen. The animal was trained to track the mask until at a random delay a second stimulus emerged. These stimuli were either an iconic drawing of a mouse or a lightly shaded rectangle, both about 8°in size. For each animal, one of the stimuli was assigned the ''go stimulus,'' and the animal had to press a lever positioned in front of the right paw. On the other stimulus (''no-go stimulus''), the animal had to continue tracking. In either case, the animal was rewarded on correct performance. Behavior was classified into six categories. Only highly correct trials in the two best classes were included in the analysis. A highly correct performance (C1 and C2) was reached in 66, 77, and 86% (Cat L, T, and P, respectively) after 3-4 months. After animals were fully trained, novel stimuli were interspersed in the normal sequence of trained stimuli. Because no particular response was associated, the cat was rewarded for either response. Attention of the animal to the stimuli and their fixation were controlled online, as well as by videotaping and frame-byframe off-line analysis. Attention was classified with a score adapted from ref. 12 . Only fully attentive trials were included in the analysis. Positioning of the stimuli within the receptive fields was verified by testing the evoked responses, both in areas 17 and 7.
Electrodes and Surgery. Electrode arrays consisted of Tefloncoated platinum iridium wires with a diameter of 50 m and an impedance of about 200 k⍀ at 1 kHz. Four wires were aligned with a Teflon ring, arranged with their tips staggered in depth and glued together (Fig. 1a) . The separation of neighboring electrode tips was 600, 400, and 800 m. Two to seven of such ''quattrodes'' were chronically implanted in each cat in areas 17 and 7, and in one cat in area 5. Electrodes were placed according to Tusa et al. (13) in P3-L2 (area 17), A3-L9 (area 7), A11-L9 (area 5), on top of the gyri. The shortest wire was placed in the uppermost layer of the cortex, the longest on the border of layer 6 and the white matter, the two remaining were distributed over the remaining cortical layers (Fig. 1a) . Correct placement of the electrode arrays was verified in histological slices (Nissl stain). In 87.5%, the electrode arrays entered perpendicular to the cortical This paper was submitted directly (Track II) to the PNAS office. ‡ To whom reprint requests should be addressed. E-mail: peterk@ini.phys.ethz.ch. § Because the indirect connections between area 17 and area 7 via area 18 and 21a are presumably at least as important as the direct connections between these two areas, it can be argued that they should be placed two levels apart (48) .
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surface as planned. Data recorded by the remaining oblique electrodes were not used in the present manuscript; 75% of the longest wires of the arrays ended in the white matter or at the border with layer 6, and 25% were located in layer 6. Electrodes in area 17 were positioned slightly posterior to the representation of the area centralis, such that the center of the receptive fields were about 2°below fixation point. In addition, a silver ball electrode was placed epidural.
Data Acquisition. The bipolar local field potential was recorded by differential amplification of the signal from electrodes of a ''quattrode'' placed in different depth (14) (Fig. 1b) . This measure appears as a reasonable compromise between, on one hand, recording with high spatial selectivity and on the other, sampling the activity of a large number of neurons for a statistically reliable signal. In addition, the potential at one electrode per bundle with respect to the silver ball reference electrode was recorded. The data were subjected to online filtering between 1 and 100 Hz, a 60-Hz notch filter was applied to exclude line noise, and sampled at a rate of 1 kHz. During each session, the cat performed on average 120 trials lasting 7 s each.
Data Analysis and Statistics. Epochs of 500 ms aligned to onset of the event of interest (e.g., appearance of the second stimulus) were analyzed. Because the power of the signal in the lowerfrequency ranges was dominant, analysis was performed separately in five different frequency ranges, chosen such that each band contained a similar amount of energy: 2-4, 4-8, 8-12, 12-20, and 20-100 Hz. These ranges are also in accordance with classical electroencephalogram conventions. The data were Fourier transformed and multiplied with the complex conjugate (cross-and autocomponents), and the inverse transformation was performed for selected, continuous frequency bins (corresponding to one ''band''). In this way, we obtained autocorrelation and cross-correlation functions for separate frequency ranges. This procedure is equivalent to filtering in the frequency domain, which is an acausal and symmetric filter that causes least filtering artifacts such as phase distortion (15) . Cross-correlation functions were determined for single trials, normalized with the geometric mean of the autocorrelation coefficient of both signals, and averaged over trials. Such average cross-correlation functions differ from zero if oscillatory components of the two signals display a constant phase relationship over trials. The variance of these measures can be estimated with the error bars in Figs. 1d, 2 a and b, and 3. Finally, we determined the cross-correlation between two averaged evoked potentials; this procedure controls for the stimulus-locked component in a cross-correlation, as in the average potential internal relationships are lost and only phase relations to stimulus onset are maintained. This measure is closely related to the shift predictor (16) . A cross-correlation was considered significant if the amplitude at the peak was at least 0.1 in size and significantly different from zero on the 5% level. The stimulus locked correlation (shift predictor) was nearly always flat and never explained a significant part of the observed couplings. For comparison of cross-correlation functions of selected electrode pairs during different stimulus types, we applied the MannWhitney rank sum test to the peak amplitudes. For comparing sets of electrodes, the paired Wilcoxon test was used. For the determination of phase shifts, only correlation functions significantly different from zero were considered. Phase shifts were determined by using the time lag at the maximal peak in the correlation functions. To gather information about second-order relationships between signals in different frequency ranges, we computed auto-and cross-bicoherence. We chose
the Fourier transform of signal x at frequency 1 (window 500 ms aligned on stimulus onset, Hanning window, nonoverlapping) (for details, see refs. 17 and 18). B xxy was computed for control. The significance of a bicoherence peak was estimated by assuming a discrete stochastic process, with real and imaginary part of the bispectrum being randomly distributed with equal variance (18) . Because of the large number of points in the matrix, we used a significance level of 0.001.
Results

Characteristics of Inter-and Intraareal Interactions in Awake Animals.
Synchronization of neuronal activity was found between primary visual cortex (area 17) and a distant area in visual association cortex (area 7) in all three cats. Fig. 1d shows an example recorded during presentation of the no-go stimulus in cat P. Interestingly, the most prominent correlation between the areas was found in a middle-frequency range (, 4-8 Hz). This finding was supported by the overall statistics over electrodes as shown in Fig. 1e for cat P. Significantly correlated activity between the two distant areas (17 and 7) was found in the (78%), ␦ (73%), and ␣ (67%) frequency range, and much lower in the ␥-frequency range (17%). This is consistent with previous results in the monkey (19) . In contrast, the distribution of significant cross-correlation functions of local interactions (within the two areas) was more evenly distributed or actually peaked in the ␥-frequency range (Fig. 1e Right) . Qualitatively similar results were found in cat L (Fig. 1f ) and the other two animals. Thus, local interactions most consistently involved synchronous activity in the ␥-frequency range (20) , whereas long-range interactions involved middle and lower-frequency ranges.
Interactions of two areas with mostly monosynaptic connections were investigated in one animal (cat L) where additional electrode bundles had been implanted in area 5 lateral division (Fig. 1f Right) . In contrast to the interactions between distant areas (area 17 -area 7; area 17 -area 5), the interactions between area 7 and area 5 were found most often in the ␥-frequency range. This result is consistent with Roelfsema et al. (21) who report synchronization between area 7 and area 5 in the ␥-frequency band. Synchronous activity in the ␥-frequency range has also been reported between areas 17 and PMLS in the cat and areas V1 and V2 in the monkey (22) (23) (24) (25) . These examples share the feature of strong monosynaptic connections between the investigated areas. Furthermore, also within one cortical area, the range of 7 to 10 mm where ␥ synchronization is found in primary visual cortex (7, (26) (27) (28) is of the same order of magnitude as the extent of tangential monosynaptic connections (29, 30) . Thus, synchronization in the ␥-frequency range might be viewed as a ''local'' phenomenon, limited to sites within an area or between two areas with strong monosynaptic connections. Middlefrequency couplings, on the other hand, can be found for long-range polysynaptic integration.
Effect of Behavioral Relevance on Interareal Interactions. The interareal interactions were compared for similar stimuli but different behavioral significance, i.e., during go and no-go trials. Fig. 2a shows the cross-correlation of activity in area 17 with activity in area 7 during presentation of the two different stimuli in cat P. Comparing the two showed a specific difference in the , ␣ (4-12 Hz) frequency ranges. Whereas the go-stimulus induced a significantly correlated activity at these two sites (red line, P Ͻ 0.05), during presentation of the no-go stimulus (blue line), no significant correlation between the areas was found. No such difference was found in the ␥-frequency range (Fig. 2a Right) . Thus, the stimulus which was associated with a change in behavior led to a specific increase of interareal coupling in the -, ␣-frequency ranges.
To dissociate physical stimulus properties and associated behavioral significance, in one animal (cat T), the assignment of stimuli to go and no-go paradigms was reversed (Fig. 2b) . Similar to the other animals, the stimulus which was now the go stimulus induced a significant correlation between area 17 and area 7 in the -, ␣-frequency range (red line, P Ͻ 0.05), whereas the other stimulus (blue line), now used as the no-go stimulus, did not. Thus, interareal interactions are determined not just by the physical stimulus properties as such, but by the associated behavioral significance.
This result was found consistently in most electrode pairs. As a measure for changes in cross-correlation, Fig. 2c (black bars) shows the ratio of the cross-correlation amplitude during go and no-go stimuli. Each bar represents the average ratio over all electrode pairs in cat P for a particular frequency range. The figure shows that a significant difference between go and no-go stimuli, i.e., a ratio different from one, on average is observed, and that the ratio is larger than one, indicating an enhanced coupling during go-stimuli with respect to no-go stimuli. The enhancement was most prominent and significant in the ␣-frequency range (P Ͻ 0.05). During an unspecific stimulus preceding the target stimulus (preparatory stimulus, gray bars), as expected, no difference between the two types of trials was observed in the cross-correlation amplitude.
A qualitatively similar picture emerged for all cats examined in this paradigm. In cat T, the maximum difference between go and no-go stimuli was found in the ␣ (go͞no-go ratio 1.44) and -frequency band (go͞no-go ratio 1.41); in cat L, it was at -frequency (go͞no-go ratio 1.25). These enhancements of go versus no-go correlation amplitudes were significant with P Ͻ 0.05 in all animals.
In summary, processing of visual stimuli that require a change in behavior was accompanied by a prominent interaction between area 17 and area 7 within the first 500 ms of stimuluspresentation in all examined cats. These interactions took place in the middle (, ␣)-frequency ranges.
Largely synchronized middle-frequency cortical activity has been reported in electroencephalogram scalp recordings and is usually attributed to states of inattentiveness or absence of cortical input (alpha rhythm) (31, 32) . Therefore, our finding of middle (, ␣)-frequency synchronization between primary visual cortex and parietal cortex raises questions regarding nonspecific arousal effects. First, go and no-go trials were balanced for their attention, because only trials with high attention score were included in the analysis. Second, if the middle-frequency synchronization during go stimuli would reflect inattentiveness, then we would expect an even higher degree of synchronization during incorrect trials. However, to the contrary, the cross-correlation in the middle-frequency range in trials with incorrect performance was significantly lower than in trials with correct performance (Fig. 2d, cat L) . A qualitatively similar result was observed in all examined animals (frequency band with maximal observed difference between correct and incorrect trials: cat P, ␣; and cat T, ). Within the incorrect trials, we observed a tendency of false-negative trials showing even lower crosscorrelations than false positive, which, however, because of the low number of trials in such a breakdown did not reach significance. These results demonstrate that interareal interactions in the middle-frequency range are actually related to the successful processing of stimuli.
Direction of Interaction Between Visual Areas.
To gather insights in the direction of interaction between the areas on different levels of the hierarchy, we used several indirect approaches. The relative timing of activity at two sites was determined by computing time shifts of neuronal activity. In the ␥-frequency range, the time lag of the peak in the cross-correlation function was on average smaller than 2 ms, i.e., an order of magnitude smaller than the period length (Table 1) . Furthermore, time lags showed a clear unimodal distribution with a peak at zero. This matches results obtained in the anesthetized preparation, where ␥ activity between neurons was nearly perfectly synchronized (24, 33) . In contrast, interactions in the -, ␣-frequency ranges were associated with larger time lags, ranging from 12 to 31% of period time (taken at the center of the band with the largest effect; Table 1 ). Furthermore, the distribution of time lags showed peaks off zero. Thus, only middle-frequency interactions showed large time lags between the recorded sites. The direction of interaction can be obtained if the sign of the lag is considered. If time lags are investigated exclusively for the interactions between area 17 and area 7 (Table 1) , for each animal, the average time lag is negative, indicating that the activity in area 7 leads that in area 17. Interestingly, this tendency was significantly present only during go stimuli (P Ͻ 0.05). No systematic time lags were found during presentation of no-go stimuli. This result suggests that during go stimuli, area 7 was leading area 17, compatible with a feedback influence.
With a sliding window (width 200 ms; step size 50 ms), we compared the development of activity and correlation. Within the resolution of the method, we did not find a difference between the time courses. In particular, no ''flow of activation'' was observed in the top-down direction. Thus, we have to differentiate between activating and modulating influences; the lead of area 7 observed in the correlations has to be interpreted as being of modulating type (compare ref. 34) .
Further insights into the direction of interaction might be gathered by considering the laminar patterns of interareal correlations and comparing them to the termination pattern of feedforward and feedback connections. Fig. 2e shows the laminar distribution of the In one cat, stimuli for go and no-go trials were reversed (icons to the right). The cross-correlation of neuronal activity in area 17 and area 7 is shown for either stimulus. The star indicates a significant cross-correlation during go trials. (c) As measure for an enhancement of cross-correlation, the ratio of cross-correlation amplitudes during go and no-go trials is introduced. It is averaged over all electrode pairs (cat P). Black bars, ratio during the relevant second stimulus; and gray bars, ratio during the preparatory first stimulus. A significant enhancement of cross-correlation (i.e., a ratio Ͼ 1) is found with a maximum at alpha frequency; this difference between go and no-go cross-correlation was significant (P Ͻ 0.05) in a paired Wilcoxon test. (d) Comparison is shown of cross-correlation during stimulus presentation in correctly performed go trials and incorrectly performed trials (average over all electrodes of area 17 and 7, cat L). The star indicates a significant difference in the -frequency range between correct and incorrect trials (P Ͻ 0.05, paired Wilcoxon test). The small difference seen in the ␥ range did not reach significance. The inlet shows the subdivision into intraareal and interareal interaction, demonstrating that a substantial increase is accounted for by the interareal interactions. (e) Electrode-pairs where cross-correlation differed significantly (P Ͻ 0.05) between go and no-go stimuli are depicted with respect to their position in the different cortical layers (cat P). Solid lines, increased cross-correlation during go stimuli; and dashed lines, decreased cross-correlation during go stimuli. The different frequency ranges are indicated by color. behavior-specific changes in cross-correlation of activity. Most prominent is the coupling between the infragranular layers of area 7 and the supragranular layers of area 17. This distribution matches the laminar distribution of the feedback connections (35) . An influence of feedback projections on the activity in the superficial cortical layers of the primary visual cortex has been shown in different paradigms (3, 5, (36) (37) (38) . Thus, the laminar distribution of the behavior-specific cross-correlations is compatible with an effect mediated by feedback connections. The two arguments developed above concentrate on the anatomical and physiological levels. To address the issue of the direction of interaction on the functional level, a modified behavioral paradigm was used in one animal. In the pseudorandom sequence of trained go and no-go stimuli, novel stimuli were interspersed. The cat usually was very attentively watching those stimuli. Stimuli had neither been seen before nor was a specific motor response associated, and thus presumably the processing of these unexpected stimuli could not be primed by top-down signals. In contrast to the strong middle-frequency correlations found during presentation of known stimuli, these novel stimuli did not induce a significant cross-correlation in the middle-frequency ranges (Fig. 3) . In contrast, interactions in the ␥-frequency range were of similar size in the two conditions, even with a tendency of an increase during the novel stimuli. This result suggests that when top-down interactions do not contribute to processing, interareal interactions in the middle-frequency range are much reduced. Thus, cortical synchronization is influenced by experience and expectation reflected in the internal state of the animal. Interestingly, synchronized activity on a ms time scale has been found during the preparatory phase in monkey parietal cortex (39) . The tendency of interactions in the ␥-frequency range to increase for novel stimuli, on the other hand, supports the hypothesis that synchronization in the ␥-frequency range is relevant for bottom-up processing and with its precise timing of neuronal activity is particularly important for learning and plasticity (40, 41) .
Taken together, these three approaches suggest a contribution of top-down-directed interaction in the processing of the behaviorally relevant visual stimuli expressed in the synchronization of neuronal activity. Certainly, this interpretation has to be taken with due caution because we have investigated only a small part of the complete network involved in the process of perception and sensory motor reaction. Investigation of the complete system would be necessary to decide whether the correlated activity between areas 17 and 7 indeed reflects a feedback from areas 7 to 17, or whether both are driven by other areas. Pilot studies with autoregressive methods, however, show (42) that the activity in area 7 helps to predict activity in area 17, which is indicative for a causal interaction (43) .
Phase Coupling Between Activity in the ␥ and -, ␣-Frequency Range.
These findings suggest a role of -, ␣-frequency interactions in top-down processing, whereas ␥-frequency interactions have been related to external stimulus properties (7) and thus might play a role in bottom-up processing. Because an integration between bottom-up processing and top-down processing seems a necessary step for successful perception and sensorimotor integration, one would expect some kind of coupling between ␥-frequency activity and -, ␣-frequency activity, in particular Fig. 3 . Interareal interactions during presentation of a trained stimulus (n ϭ 73) and a novel stimulus (n ϭ 34). Cross-correlation functions are shown for the ␣-frequency (Upper) and ␥-frequency (Lower) ranges. The stars indicate a significant correlation in the ␣-frequency range during presentation of the expected stimulus (P Ͻ 0.05) but not the unexpected stimulus (the difference between the two is significant with P Ͻ 0.05), and in the ␥-frequency range during presentation of expected as well as novel stimulus (both P Ͻ 0.05). For cross-correlation, average absolute time lags were determined for all significant cross-correlation functions for both types of stimuli (go and no-go) in the ͞␣ and ␥ frequency ranges. The substantial difference between phaselagged cross-correlation in the ͞␣ frequency range and synchronized activity in the ␥ frequency range was present also when separate analysis of go and no-go stimuli was performed (data not shown). For interareal phases, the time lags were computed during go stimuli for the interareal interactions only. Averaged over electrodes, a significant negative time lag was observed in all animals (P Ͻ 0.05). In contrast, no statistically significant bias was observed during the presentation of no-go stimuli.
during processing of behaviorally relevant stimuli. We therefore used bicoherence analysis, a method to investigate phase coupling between different spectral components of one (autobicoherence) or two (cross-bicoherence) signals (17, 18, 44) .
A prominent phase coupling was found in the interareal bicoherence. Here, major peaks of phase coupling were present between ␥ frequencies of area 17 and , ␣ frequencies of area 7 (Fig.  4) . Such asymmetric coupling of higher frequencies in area 17 with lower frequencies in area 7 was seen in 67% of the interareal electrodes. The tendency of asymmetric coupling was only seen for the cross-bicoherence between different areas; intracolumnar bicoherence and autobicoherence showed no such tendency. Comparing bicoherence during go and no-go stimuli showed that the asymmetric coupling between high frequencies and low frequencies was only present during go stimuli. During no-go stimuli, coupling was more symmetric or showed no peaks at all.
Thus, analysis of the higher-order spectral components gives evidence that there is a phase coupling between ␥ frequencies in area 17 and , ␣ frequencies in area 7, which is in accordance with the hypothesis that ␥ frequencies reflect bottom-up processing and lower frequencies reflect top-down processing. Furthermore, this coupling was specific for stimuli that were associated with behavioral relevance.
Discussion
Summarizing, we found significant interactions between areas along the visual hierarchy. Whereas interactions in the ␥-frequency range were found predominantly locally, i.e., between sites within the range of monosynaptic connections, interactions between distant cortical areas evolved mainly in the middle (4-12 Hz)-frequency ranges. Thus, the range of a functional interaction seems to have an impact on the frequency of an oscillatory process (45) . Gamma interactions had a tendency to increase during novel stimuli and thus might be related to bottom-up processing and mechanisms of learning and plasticity, in line with their dependence on Gestalt properties of stimuli (7) . Middle-frequency interactions depended on the behavioral significance of stimuli. Furthermore, they were related to stimulus expectancy. Because also the relative timing of activity and the laminar pattern of cross-correlation functions during these periods indicated a top-down-directed interaction, we suggest that middle-frequency interaction might mediate top-down processes. This view is compatible with and extends the classical notion of the middle frequencies as idling rhythm of the brain (alpha rhythm) (31, 32) . States which show maximal alpha activity as, e.g., when the eyes are closed, may reflect states of the visual cortex (46) without bottom-up input (in this respect, ''idling''), but with purely internal mental activity such as during imagery, thinking, or planning. Thus, the alpha rhythm may be taken as an extreme example of top-down processing. Indeed, enhanced ␣ or interactions have been found in cats during states of intense expectancy (47) . Furthermore, visual cortical background activity of neuronal spiking [predominant in the middlefrequency ranges (50) ] has been shown to have a major influence on processing of bottom-up input (51) . Therefore, middlefrequency interactions seem a suitable candidate for top-down processes as proposed by the results of this study. It is tempting to relate these different phenomena to different cellular substrates. Indeed, cellular activity of both frequencies are found, i.e., neurons intrinsically bursting with ␥ (20-70 Hz)-frequency (52) and neurons firing with ␣ (around 10 Hz) frequencies (49, 53) . However, the observed coupling of frequencies also points to the importance of network effects. Top-down middle-frequency interactions seem to be integrated and phase coupled with bottom-up ␥-frequency interactions during successful processing of stimuli that are associated with behavioral relevance. Concluding, cortical synchronization seems not only driven by external stimulus properties, but additionally by top-down influences such as the cat's learned associations with a stimulus and the actual behavioral context and expectancy.
