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Lower bounds on the moduli of three-dimensional
Coulomb-Dirac operators via fractional Laplacians
with applications
Sergey Morozov∗†and David Mu¨ller∗
Abstract
For ν ∈ [0, 1] let Dν be the distinguished self-adjoint realisation of the
three-dimensional Coulomb-Dirac operator −iα · ∇ − ν| · |−1. For ν ∈ [0, 1)
we prove the lower bound of the form |Dν | > Cν
√−∆, where Cν is found
explicitly and is better then in all previous works on the topic. In the critical
case ν = 1 we prove that for every λ ∈ [0, 1) there existsKλ > 0 such that the
estimate |D1| > Kλaλ−1(−∆)λ/2 − a−1 holds for all a > 0. As applications
we extend the range of coupling constants in the proof of the stability of
the relativistic electron-positron field and obtain Cwickel-Lieb-Rozenblum
and Lieb-Thirring type estimates on the negative eigenvalues of perturbed
projected massless Coulomb-Dirac operators in the Furry picture. We also
study the existence of a virtual level at zero for such projected operators.
1 Introduction and main results
This work is dedicated to the study of the Coulomb-Dirac operator
− iα · ∇+Mβ − ν| · |−1 (1.1)
in L2(R3,C4). Here α := (α1, α2, α3) is the vector of αi :=
(
0C2 σi
σi 0C2
)
for i ∈
{1, 2, 3} with σ1, σ2, σ3 being the standard Pauli matrices, β := diag(1, 1,−1,−1)
and M > 0 is the mass of the Dirac particle. It is well known that the operator
1.1 is essentially self-adjoint on C∞0
(
R
3 \ {0},C4) only for |ν| 6 √3/2. For ν ∈
(
√
3/2, 1] there is a canonical choice of a self-adjoint extension, which for M = 1
we denote by Dν,1, see [7, 14] and Remark 2.8. For generalM > 0 we let Dν,M :=
Dν,1+(M − 1)β. We will restrict our attention to ν ∈ [0, 1] and the distinguished
self-adjoint realisationDν,M . A special role is played by the homogeneous operator
Dν := Dν,0.
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For ν ∈ [0, 1] we introduce
Υν :=
√
1− ν2. (1.2)
We now state the results of the paper. Some of them are related to the corre-
sponding results in two dimensions, which we have obtained in [12]. It turns out
that the three-dimensional situation is somewhat simpler due to presence of the
Hardy inequality. The key results are Theorems 1.1 and 1.3, most of the rest are
their applications. It is important to note that we provide the explicit constant
Cν in Theorem 1.1, whereas in the corresponding Theorem 1 in [12] substantial
work is still required to extract an explicit value from the proof.
In the following scalar operators like
√−∆ are applied to vector-valued func-
tions component-wise without reflecting this in the notation.
1.1 Lower bounds via powers of the Laplacian
Theorem 1.1. For every ν ∈ [0, 1) the inequality
|Dν | > Cν
√
−∆ (1.3)
holds with
Cν :=
(
1− πΥν cot(πΥν/2)/2
)
ην , (1.4)
where
ην :=

(9 + 4ν2)1/2 − 4ν
3
(
1− 2Υν cot(πΥν/2)
) , for ν ∈ [0, 1) \ {√3/2};
1√
3(π − 2) , for ν =
√
3/2;
π(4 −√13)
3(4− π) , for ν = 1.
(1.5)
The following figure shows the graph of Cν as a function of ν with the dotted
affine function for reference.
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We conclude the following estimates for massive Coulomb-Dirac operators:
Corollary 1.2. For every ν ∈ [0, 1) and M > 0 the inequalities
|Dν,M | > ΥνCν
√
−∆ (1.6)
and
|Dν,M | > max
{ ΥνCν
1 + Cν
, 1− 2ν
}√
−∆+M2 (1.7)
hold with Cν as in (1.4).
Note that |D0,M | = √−∆+M2 holds. The results analogous to Theorem 1.1
and Corollary 1.2 were already discussed in the literature (see e.g. Lemma 1 in [3]
and Lemma 1 in [6]). However, they were obtained by taking the square root of
the inequality
(Dν,M )2 > C˜ν,M (−∆),
which cannot be valid with C˜ν,M > 0 for ν >
√
3/2, since for such ν the do-
main of Dν is not contained in H1(R3,C4), see e.g. Lemma 2.9 below. Even for
ν ∈ [0,√3/2] the values of the constants in Theorem 1.1 and Corollary 1.2 are
improvements upon the above results.
Theorem 1.1 cannot hold for ν = 1, which is a consequence of the fact that the
domain of D1 is not contained in H1/2(R3,C4), see Lemma 2.9. However, we can
compare |D1| with the powers of the Laplacian smaller than 1/2. The comparison
is based on the fact that for any λ ∈ [0, 1) there exists Lλ > 0 such that for all
a > 0 the inequality
(−∆)1/2 − 2
π
| · |−1 > Lλaλ−1(−∆)λ/2 − a−1 (1.8)
holds, see Inequality (1.8) of [8] and Theorem 2.3 in [17].
Theorem 1.3. For any λ ∈ [0, 1) and a > 0 the inequality
|D1| > Kλaλ−1(−∆)λ/2 − a−1
holds with
Kλ := min
{
Lλ
(
π(4 −√13)
3(4− π)
)λ
, λ−λ(1− λ)−(1−λ)
(√
229− 8
15
)λ}
,
where Lλ is as in (1.8).
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1.2 Stability of the electron-positron field
Let
H :=
∫
dx : Ψ∗(x)Dν,MΨ(x) : +
α
2
∫
dx
∫
dy
: Ψ∗(x)Ψ∗(y)Ψ(y)Ψ(x) :
|x− y|
be the Hamiltonian of the electron-positron field in the Furry picture, see [6, 3].
Here Ψ are the field operators and α > 0 is the fine-structure constant. As
explained in Section 2 of [6] (Note the misprint: the inequality in Section 2(ii) of
[6] should coincide with inequality (1) there!), estimate (1.6) immediately implies
the following result.
Theorem 1.4. Let ν ∈ [0, 1), M,α > 0. Then for
α 6 4ΥνCν/π (1.9)
the energy E(ρ) := ρ(H) is non-negative for all generalised Hartree-Fock states ρ.
For the physical value of the fine-structure constant α ≈ 1/137 condition (1.9)
is fulfilled for ν . 0.97, i.e. for the atomic numbers Z = ν/α up to and including
132. In Theorem 1 of [6] (which is an improvement upon Theorem 2 in [3]) the
same result as in Theorem 1.4 was proved under the stronger assumption
α 6 (4/π)(1− ν2)1/2(
√
4ν2 + 9− 4ν)/3
instead of (1.9), which for α ≈ 1/137 corresponds to the atomic numbers Z =
ν/α 6 117 and cannot hold for any α > 0 if ν >
√
3/2.
1.3 Eigenvalue estimates in the Furry picture
Theorems 1.1 and 1.3 allow us to estimate the negative spectrum of perturbed pro-
jected massless Coulomb-Dirac operators in the Furry picture (cf. [12]). Namely,
for ν ∈ [0, 1] let P ν+ be the spectral projector of Dν to the half-line [0,∞). Assum-
ing that the negative energy states of Dν are occupied (Dirac sea), we restrict the
operator to the Hilbert space Hν+ := P
ν
+L
2(R3,C4). We now consider perturbations
of such restricted operator by electromagnetic potentials. The following results are
three-dimensional equivalents of Corollary 2 and Theorems 3 and 4 in [12]. For
numbers and self-adjoint operators we use the notation x± := max{±x, 0} for the
positive and negative parts of x.
Lemma 1.5. Suppose that (ν, γ) ∈ ([0, 1]×[0,∞))\{(1, 0)}. Let V be a measurable
Hermitian (4 × 4)-matrix function with tr(V 3+γ+ ) ∈ L1(R3) and such that there
exists C > 0 with∫
R3
〈
υ(x), V−(x)υ(x)
〉
dx 6 C
(∥∥|Dν |1/2υ∥∥2 + ‖υ‖2), for all υ ∈ P ν+D(|Dν |1/2).
Then the quadratic form
dν(V ) : P ν+D
(|Dν |1/2)→ R,
dν(V )[υ] :=
∥∥|Dν |1/2υ∥∥2 − ∫
R3
〈
υ(x), V (x)υ(x)
〉
dx
4
is closed and bounded from below in Hν+.
According to Theorem 10.1.2 in [5], there exists a unique self-adjoint operator
Dν(V ) in Hν+ associated to d
ν(V ).
In the following theorem we estimate the negative spectrum of Dν(V ) by com-
bining Theorems 1.1 and 1.3 with the estimates
rank
(
(−∆)t − V )
−
6 C∆t
∫
R3
tr
(
V+(x)
)3/(2t)
dx,
which according to Example 3.3 of [9] hold for all 0 < t < 3/2 with (non-optimal)
C∆t :=
1
4π2t
( 3
3− 2t
)(3−t)/t
.
We obtain the following estimates on the negative eigenvalues of Dν(V ).
Theorem 1.6. For ν, λ ∈ [0, 1) let Cν and Kλ be defined in Theorems 1.1 and
1.3, respectively.
(a) Cwickel-Lieb-Rozenblum inequalities: For ν ∈ [0, 1),
rank
(
Dν(V )
)
−
6 C∆1/2C
−3
ν
∫
R3
tr
(
V+(x)
)3
dx. (1.10)
(b) (Hardy-)Lieb-Thirring inequalities: For ν ∈ [0, 1] and γ > 0, the estimate
tr
(
Dν(V )
)γ
−
6 CLTν,γ
∫
R3
tr
(
V+(x)
)3+γ
dx
holds with
CLTν,γ :=
6C∆1/2C
−3
ν
(γ + 1)(γ + 2)(γ + 3)
, for ν < 1;
CLT1,γ := min
λ∈(3/(3+γ),1)
γ1+γλγ Γ(1 + 3/λ) Γ(3 + γ − 3/λ)C∆λ/2K−3/λλ
Γ(4 + γ) (3− 3λ)3(1−λ)/λ((3 + γ)λ− 3)3+γ−3/λ .
It turns out that (1.10) cannot hold for ν = 1 for any constant in front of the
integral, since Dν(0) has a virtual level at zero. This is the result of the theorem
below.
Theorem 1.7. Suppose that V =
(
VI,I VI,II
VII,I VII,II
)
is a block matrix function on R3
with 2×2 blocks which satisfies the assumptions of Lemma 1.5. Using the spherical
5
coordinates in R3 we define the 2× 2 matrix functions
A(−1,−1)(ρ, θ, φ) :=
 〈(01), VI,I(01)〉 〈(0i), VI,II(e−iφ sin θ− cos θ )〉〈(
e−iφ sin θ
− cos θ
)
, VII,I
(
0
i
)〉 〈(
e−iφ sin θ
− cos θ
)
, VII,II
(
e−iφ sin θ
− cos θ
)〉
 ,
A(1,−1)(ρ, θ, φ) :=
 〈(10), VI,I(10)〉 〈( i0), VI,II( cos θeiφ sin θ)〉〈(
cos θ
eiφ sin θ
)
, VII,I
(
i
0
)〉 〈(
cos θ
eiφ sin θ
)
, VII,II
(
cos θ
eiφ sin θ
)〉
 ,
A(−1,1)(ρ, θ, φ) :=
〈(e−iφ sin θ− cos θ ), VI,I(e−iφ sin θ− cos θ )〉 〈(e−iφ sin θ− cos θ ), VI,II( 0−i)〉〈(
0
−i
)
, VII,I
(
e−iφ sin θ
− cos θ
)〉 〈(
0
1
)
, VII,II
(
0
1
)〉
 ,
A(1,1)(ρ, θ, φ) :=
〈( cos θeiφ sin θ), VI,I( cos θeiφ sin θ)〉 〈( cos θeiφ sin θ), VI,II(−i0 )〉〈(
−i
0
)
, VII,I
(
cos θ
eiφ sin θ
)〉 〈(
1
0
)
, VII,II
(
1
0
)〉
 ,
where Vp,q with p, q ∈ {I, II} are taken at (ρ, θ, φ). For j ∈ {−1, 1}2 and ρ > 0 let
Wj(ρ) :=
∫ π
0
∫ 2π
0
Aj(ρ, θ, φ)dφ sin θ dθ.
If for some j ∈ {−1, 1}2 we have
‖Wj‖C2×2 ∈ L1(R+, ρ2dρ),
∫ ∞
0
〈( 1
j2
)
,
∣∣Wj(ρ)∣∣( 1
j2
)〉
dρ <∞ (1.11)
and ∫ ∞
0
〈( 1
j2
)
,Wj(ρ)
(
1
j2
)〉
dρ > 0, (1.12)
then the operator D1(V ) has at least one negative eigenvalue.
In particular, D1(vI4) has negative eigenvalues for any non-zero continuous
scalar function v > 0, which quickly decays at infinity.
The article is organised as follows: We do not provide the details of the proofs
which are fully analogous to those of [12]. This, in particular, applies to Lemma
1.5 and Theorem 1.6. In Section 2 we prepare useful representations of operators
of interest with the help of certain unitary transforms. Section 3 is dedicated to
the study of the operator (−∆)1/2 − α| · |−1 in the representation, in which it can
be relatively easily compared with |Dν |. Such comparison is done separately in
different channels of the angular momentum decomposition in Section 4. Some less
interesting technical parts of the proofs are relegated to the appendices. Finally,
in Section 5 we complete the proofs of Theorem 1.1, Corollary 1.2 and Theorems
1.3 and 1.7.
Acknowledgement: S. M. was supported by the RSF grant 15-11-30007.
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2 Mellin, Fourier and related transforms in spher-
ical coordinates
Let (ρ, θ, φ), (̺, ϑ, ϕ) ∈ [0,∞)× [0, π)× [0, 2π) be the spherical coordinates for R3
in coordinate and momentum spaces, respectively.
Fourier transform. We use the standard unitary Fourier transform in L2(R3)
given in the spherical coordinates for υ ∈ L1(R3) ∩ L2(R3) by
(Fυ)(̺, ϑ, ϕ) := 1
(2π)3/2
∫ ∞
0
∫ π
0
∫ 2π
0
e−i̺ρ(sin θ sinϑ cos(φ−ϕ)+cos θ cosϑ)
× υ(ρ, θ, φ) dφ sin θ dθ ρ2dρ.
(2.1)
Let S2 be the unit sphere in R3. As an orthonormal basis in L2(S2;C2) we use
the spherical spinors Ωl,m,s, which are defined by (2.1.25) and (2.1.26) in [4], with
l ∈ N0, m ∈ {−l − 1/2, . . . , l + 1/2} and s ∈ {−1/2, 1/2}. The corresponding
index set is denoted by
T :=
{
(l,m, s) : l ∈ N0,m ∈
{
− l − 1
2
, . . . , l +
1
2
}
, s = ±1
2
,Ωl,m,s 6= 0
}
,
see (2.1.27) in [4].
Lemma 2.1. For (l,m, s) ∈ T and ψ ∈ C∞0
(
[0,∞)) the Fourier transform of
Ψl,m,s(ρ, θ, φ) := ρ
−1ψ(ρ)Ωl,m,s(θ, φ) (2.2)
is given in the spherical coordinates by
(FΨl,m,s)(̺, ϑ, ϕ) = (−i)l
∫ ∞
0
√
ρ
̺
Jl+1/2(ρ̺)ψ(ρ)dρΩl,m,s(ϑ, ϕ). (2.3)
Here Jl+1/2 is the Bessel function of the first kind.
Proof. According to 10.60.7, 14.7.1, 14.7.17, 14.30.9 and 10.47.3 in [1] the relation
exp
(
− i̺ρ( sin θ sinϑ cos(φ− ϕ) + cos θ cosϑ))
= (2π)3/2
∞∑
l=0
(−i)l(ρ̺)−1/2Jl+1/2(ρ̺)
l∑
m=−l
Yl,m(θ, φ)Yl,m(ϑ, ϕ)
(2.4)
holds. Here for l ∈ N0 and m ∈ {−l,−l + 1, . . . , l − 1, l} the functions Yl,m are
the spherical harmonics, see 14.30.1 in [1]. Substituting (2.2) into (2.1) and using
(2.4) together with (2.1.25), (2.1.26) in [4] and 14.30.8 in [1] we obtain (2.3).
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Mellin transform. Let M be the unitary Mellin transform, first defined on
C
∞
0 (R+) by
(Mψ)(τ) := 1√
2π
∫ ∞
0
r−1/2−iτψ(r)dr, (2.5)
and then extended to a unitary operator M : L2(R+)→ L2(R), see e.g. [11].
Definition 2.2. For λ ∈ R \ {0} let Dλ be the set of functions ψ ∈ L2(R) such
that there exists Ψ analytic in the strip Sλ :=
{
z ∈ C : Im z/λ ∈ (0, 1)} with the
properties
1. L2-lim
t→+0
Ψ(·+ itλ) = ψ;
2. there exists L2-lim
t→1−0
Ψ(·+ itλ);
3. sup
t∈(0,1)
∫
R
∣∣Ψ(τ + itλ)∣∣2dτ <∞.
For λ ∈ R let the operator of multiplication by rλ in L2(R+, dr) be defined
on its maximal domain L2
(
R+, (1 + r
2λ)dr
)
. Let Rλ : Dλ → L2(R) be the linear
operator defined by
Rλψ :=
{
L
2-lim
t→1−0
Ψ(·+ itλ), λ 6= 0;
ψ, λ = 0,
with Ψ as in Definition 2.2. According to (14) in [12],
MrλM∗ = Rλ (2.6)
holds for all λ ∈ R (see also [11], Section II).
The following lemma can be proved in the same way as Lemma 8 in [12].
Lemma 2.3. Let l ∈ N0. The relation(
M
(
(−i)l
∫ ∞
0
√·rJl+1/2(·r)ψ(r)dr
))
(τ) = Ξl(τ)(Mψ)(−τ)
holds for every ψ ∈ C∞0
(
[0,∞)) and τ ∈ R with
Ξl(τ) := (−i)l2−iτ
Γ
(
(l + 3/2− iτ)/2)
Γ
(
(l + 3/2 + iτ)/2
) . (2.7)
Remark 2.4. For any l ∈ N0 the function Ξl introduced in (2.7) allows a unique
analytic continuation to C \ (− i(l + 3/2 + 2N0)), whereas
Ξ−1l = Ξl(·)
allows a unique analytic continuation to C \ (i(l + 3/2 + 2N0)).
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Note that for all l ∈ N0 the function Ξ−1l has no pole in S1. This situation is
different (and simpler) than the one investigated in [12]. The reason can be traced
back to the non-existence of the Hardy inequality in R2 in opposite to R3. As a
consequence, ψ ∈ D1 always implies Ξ−1l ψ ∈ D1. Thus the assumptions in the
following lemma can be relaxed in comparison to Lemma 10 and Corollary 11 in
[12]. The arguments used in the proofs of these statements can also be successfully
applied here.
Lemma 2.5. For l ∈ N0 and ψ ∈ D1 the identity
ΞlR
1Ξ−1l ψ = Vl(·+ i/2)R1ψ
holds with
Vl(z) :=
Γ
(
(l + 1 + iz)/2
)
Γ
(
(l + 1− iz)/2)
2Γ
(
(l + 2 + iz)/2
)
Γ
(
(l + 2− iz)/2) , (2.8)
for z ∈ (C \ iZ) ∪ {0}.
The following lemma can be proved analogously to Lemma 12 in [12].
Lemma 2.6. For every l ∈ N0 the function (2.8) is analytic in (C \ iZ)∪ {0} and
has the following properties:
1. Vl(z) = Vl(−z), for all z ∈ (C \ iZ) ∪ {0};
2. Vl(τ) is positive and strictly monotonously decreasing for τ ∈ R+;
3. Vl(iζ) is positive and strictly monotonously increasing for ζ ∈ [0, 1);
4. The relation
(z2 + (l + 1)2)Vl(z) =
(
Vl+1(z)
)−1
(2.9)
holds for all z ∈ (C \ iZ) ∪ {0}.
Angular decomposition. We can represent arbitrary u ∈ L2(R3,C2) in the
spherical coordinates as
u(ρ, θ, φ) =
∑
(l,m,s)∈T
ρ−1ul,m,s(ρ)Ωl,m,s(θ, φ); (2.10)
with
ul,m,s(ρ) := ρ
2π∫
0
π∫
0
〈
Ωl,m,s(θ, φ), u(ρ, θ, φ)
〉
C2
sin(θ) dθ dφ.
The angular momentum decomposition associated to (1.1) is given by
A : L2(R3,C4)→
⊕
(l,m,s)∈T
L
2(R+,C
2);

ψ1
ψ2
ψ3
ψ4
 7→ ⊕
(l,m,s)∈T

(
ψ1
ψ2
)
l,m,s
i
(
ψ3
ψ4
)
l+2s,m,−s
 .
(2.11)
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Let ν ∈ [0, 1]. For l ∈ N0 and s ∈ {−1/2, 1/2} we define the operators D˜νl,s in
L
2(R+,C
2) by the differential expressions −νr − ddr − 2sl + s+ 1/2rd
dr
− 2sl + s+ 1/2
r
−ν
r
 (2.12)
on C∞0 (R+,C
2). Furthermore, we introduce D˜ν as the operator corresponding to
(1.1) on the domain C∞0
(
R3 \ {0},C4).
The next lemma follows from Section 2.1 in [4].
Lemma 2.7. For ν ∈ [0, 1] the operator (D˜ν)∗ satisfies
A (D˜ν)∗A∗ =
⊕
(l,m,s)∈T
(D˜νl,s)
∗.
Remark 2.8. By Theorem 4 in [7] there exists a unique self-adjoint extension
Dν,1 of D˜ν + β which has a positive Schur complement for ν ∈ [0, 1]. Moreover,
for ν ∈ [0, 1) the operator Dν := Dν,1 − β is the only self-adjoint extension of D˜ν
with the property that every function in its domain possesses finite kinetic energy,
i.e. belongs to H1/2(R3,C4) (see Corollary 6 in [14]).
The following property of Dν follows from Theorem 5 in [14].
Lemma 2.9. Let ν ∈ [0, 1]. The set
Cν := C∞0
(
R
3 \ {0},C4)+˙{{0}, if ν ∈ [0,√3/2];
span
{
Ψνk : k ∈ {−1/2, 1/2}2
}
, otherwise
with
Ψνk(ρ, θ, φ) :=
√
2πe−ρρΥν−1
(
νΩ 1
2
+k2,k1,−k2(θ, φ)
−i(Υν + (−1) 12−k2)Ω 1
2
−k2,k1,k2(θ, φ)
)
(2.13)
is an operator core for Dν .
Proof. It is known that C∞0
(
R3 \ {0},C4) is dense in H1(R3,C4), combine e.g.
Theorem 3.23 and Example 5.26 in [2] with Proposition 9 of Appendix A in [16].
By the Hardy inequality the graph norm of D˜ν is subordinate to the norm of
H
1(R3,C4). Hence the closure of C∞0
(
R3 \{0},C4) with respect to the graph norm
of Dν contains H1(R3,C4).
By Theorem 5 in [14], (2.15) would be an operator core for Dν if we replace
e−ρ in (2.13) by ξ(ρ), where ξ ∈ C∞(R+, [0, 1]) satisfies ξ(r) = 1 for r ∈ (0, 1) and
ξ(r) = 0 for r > 2.
Now it is enough to establish that for k ∈ {−1/2, 1/2}2 the functions
Φνk(ρ, θ, φ) :=
(
e−ρ − ξ(ρ))ρΥν−1( νΩ 12+k2,k1,−k2(θ, φ)−i(Υν + (−1) 12−k2)Ω 1
2
−k2,k1,k2(θ, φ)
)
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belong to H1(R3,C4). To do this we observe that by Lemma 2.7
‖∇Φνk‖2 = ‖D0Φνk‖2 =
∥∥∥∥D01
2
+k2,k1,−k2
(
e−ρ − ξ(ρ))ρΥν( ν
Υν + (−1) 12−k2
)∥∥∥∥2
holds, where the finiteness of the right hand side follows by a straightforward
calculation based on (2.12).
Let (l,m, s) ∈ T and ν ∈ [0, 1]. Lemma 2.7 implies that there is a unique
self-adjoint extension Dνl,s of D˜
ν
l,s such that
Dνl,s =
(ADνA∗)
l,m,s
(2.14)
holds. By Lemma 2.9 we conclude that
C
ν
l,s := C
∞
0 (R+,C
2)+˙

span{ψνs }, if ν ∈ (
√
3/2, 1] and l = 0, s = 1/2
or l = 1, s = −1/2;
{0}, otherwise,
(2.15)
with
ψνs (ρ) :=
√
2πe−ρρΥν
(
ν
Υν + (−1) 12+s
)
for ρ ∈ R+ (2.16)
is an operator core for Dνl,s.
MWF-transform. We now introduce the unitary transform
T : L2(R3,C4)→
⊕
(l,m,s)∈T
L
2(R,C2), T :=MAdiag(1, 1, −i, −i)F ,
where M acts fibre-wise. A direct calculation using Lemmata 2.1 and 2.3 gives
T

υ1
υ2
υ3
υ4
 = ⊕
(l,m,s)∈T
 Tl
(
υ1
υ2
)
l,m,s
Tl+2s
(
υ3
υ4
)
l+2s,m,−s
 ,
where for (l,m, s) ∈ T the operators Tl : L2(R+)→ L2(R) are given by
(Tlψ)(τ) := Ξl(τ)(Mψ)(−τ) for any ψ ∈ L2(R+). (2.17)
In the following two lemmata we study the actions of several operators in the
MWF-representation.
Lemma 2.10. The relations
T (−iα · ∇)T ∗ =
⊕
(l,m,s)∈T
(R1 ⊗ σ1)
11
and for any λ ∈ R
T ((−∆)λ/2 ⊗ 1C4)T ∗ = ⊕
(l,m,s)∈T
Rλ ⊗ 1C2
hold.
Lemma 2.10 follows immediately by Lemma 8 in [14] and (2.6). The next lemma
can be proved as Lemma 19 in [12].
Lemma 2.11. The relation
T (| · |−1 ⊗ 1C4)T ∗ = ⊕
(l,m,s)∈T
(
ΞlR
1Ξ−1l 0
0 Ξl+2sR
1Ξ−1l+2s
)
holds.
U-transform. Let (l,m, s) ∈ T. We define the following unitary operator
Ul,s : L2(R+,C2)→ L2(R,C2); Ul,s
(
ψ1
ψ2
)
:=
( Tlψ1
−iTl+2sψ2
)
. (2.18)
Note the relation
Ul,s
(
ψ1
ψ2
)
=
(
T A∗
⊕
(l′,m′,s′)∈T
δl′,lδm′,mδs′,s
(
ψ1
ψ2
))
l,m,s
. (2.19)
A straightforward calculation involving (2.17), (2.5), (2.8), (2.9) and the ele-
mentary properties of the gamma function delivers
Lemma 2.12. Let ν ∈ (√3/2, 1]. For s ∈ {−1/2, 1/2} the functions (2.16) from
the operator core Cν1/2−s,s of D
ν
1/2−s,s satisfy the relation
U1/2−s,sψνs =
(
ξνs
ηνs
)
+ χνs
(
1
νV1/2−s(iΥν)
)
where we have introduced
χνs (τ) :=νΞ1/2−s
(
i(Υν + 1/2)
)(τ − i)Γ(iτ +Υν + 1/2)
i(Υν − 1/2) , (2.20)
ξνs (τ) :=νΓ(iτ +Υν + 1/2)
(
Ξ1/2−s(τ)−
(τ − i)Ξ1/2−s
(
i(Υν + 1/2)
)
i(Υν − 1/2)
)
, (2.21)
ηνs (τ) :=i(2s−Υν)Γ(iτ +Υν + 1/2)
(
Ξs+1/2(τ) −
(τ − i)Ξs+1/2
(
i(Υν + 1/2)
)
i(Υν − 1/2)
)
.
(2.22)
12
3 On the Friedrichs extension of the relativistic
Coulomb operator in the Fourier-Mellin space
For α ∈ R in L2(R3,C) consider the symmetric operator
H˜α := (−∆)1/2 − α| · |−1
on the domain H1(R3,C). Let A :=
{
(l,m) ∈ Z2 : l > 0,−l 6 m 6 l}. For every
scalar function u ∈ L2(R3,C) the decomposition in the spherical harmonics (see
Section 14.30 in [1]) is given by
u(ρ, θ, φ) =
∑
(l,m)∈A
ρ−1ul,m(ρ)Yl,m(θ, φ), (3.1)
ul,m(ρ) := ρ
∫ 2π
0
∫ π
0
Yl,m(θ, φ)u(ρ, θ, φ) sin θ dθ dφ. (3.2)
Introducing the corresponding unitary operator
R : L2(R3,C)→
⊕
(l,m)∈A
L
2(R+,C), R : u 7→
⊕
(l,m)∈A
ul,m (3.3)
we observe the relation (cf. the beginning of Section 3 in [12])
(MRF)H˜α(MRF)∗ =
⊕
(l,m)∈A
(
1− αVl(·+ i/2)
)
R1 =:
⊕
(l,m)∈A
H˜αl , (3.4)
where the right hand side is an orthogonal sum of operators in L2(R,C) densely
defined on D1.
In the next lemma, which follows from Lemmata 2.5 and 2.6 in the same way
as Lemma 21 in [12], we state the optimal condition on α such that H˜αl is bounded
from below.
Lemma 3.1. For l ∈ N0 and α ∈ R the operator H˜αl is symmetric. It is bounded
below (and non-negative) in L2(R) if and only if
α 6 αl :=
1
Vl(0)
=
2Γ2
(
(l + 2)/2
)
Γ2
(
(l + 1)/2
) .
Given l ∈ N0, Lemma 3.1 allows us for α 6 αl to pass from the symmetric
operator H˜αl to the self-adjoint operator H
α
l by Friedrichs extension [10].
Lemma 3.2. For λ ∈ (0, 1) the inequality
Hα00 > Lλa
λ−1Rλ − a−1 (3.5)
holds for all a > 0 with Lλ as in (1.8).
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Proof. For any υ ∈ D1 we have
〈υ, H˜α00 υ〉 = 〈υ,R1υ〉 − α0〈υ, V0(·+ i/2)R1υ〉. (3.6)
Letting
Φ := (MRF)∗
⊕
(l,m)∈A
δl,0δm,1/2υ ∈ H1(R3,C),
by scalar analogues of Lemmata 2.10 and 2.11 together with Lemma 2.5 we obtain
〈υ,R1υ〉 = 〈Φ, (−∆)1/2Φ〉;
〈υ, V0(·+ i/2)R1υ〉 = 〈Φ, r−1Φ〉.
Thus (1.8) implies that (3.6) can be estimated from below by
〈Φ, (Lλaλ−1(−∆)λ/2 − a−1)Φ〉.
Using the scalar version of Lemma 2.10 again and that Hα00 is the Friedrichs
extension of H˜α00 we conclude (3.5).
The following description of the domains ofHαl with α 6 αl follows analogously
to Theorem 2 and Corollary 2 in [11] (see also Section 2.2.3 of [4]), where the case
l = 0 is studied.
Lemma 3.3. Let l ∈ N0.
(i) For α < V −1l (i/2) the operator H˜
α
l is self-adjoint, i.e. H˜
α
l = H
α
l .
(ii) The operator H˜
V −1
l
(i/2)
l is essentially self-adjoint, i.e. the relation(
H˜
V −1
l
(i/2)
l
)∗
= H
V −1
l
(i/2)
l holds.
(iii) For α ∈ (V −1l (i/2), αl] the Friedrichs extension Hαl of H˜αl is a restriction of
(H˜αl )
∗ = R1
(
1− αVl(· − i/2)
)
(3.7)
to
D(Hαl ) = D
1+˙ span
{
(· − i/2 + iζl,α)−1
}
,
where ζl,α is the unique solution of
1− αVl(−iζl,α) = 0
in (−1/2, 0].
We now make a crucial observation concerning the functions (2.16) transformed
in Lemma 2.12. The following lemma can be proved in the same way as Lemma
24 in [12] using Lemma 3.3.
Lemma 3.4. Let ν ∈ (√3/2, 1]. For s = ±1/2 the functions (2.20), (2.21) and
(2.22) satisfy:
1. ξνs and η
ν
s belong to D
1;
2. χνs belongs to D
(
H
(V0(iΥν))
−1
0
) ∩D(H(V1(iΥν))−11 ).
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4 Channel-wise estimates
We will now prove lower bounds on |Dνl,s| for (l,m, s) ∈ T and ν ∈ [0, 1]. For
(ν, l, s) ∈ (√3/2, 1]×{(0, 1/2), (1,−1/2)} the operator (Dνl,s)2 cannot be bounded
from below by an operator unitarily equivalent to R2, but for all other (ν, l, s) this
is possible. Thus we distinguish two different types of channels.
Critical channels. For ν ∈ [0, 1] and s = ±1/2 we introduce the (2×2)-matrix-
valued function on R:
Mνs :=
(−νV1/2−s(· + i/2) 1
1 −νV1/2+s(· + i/2)
)
. (4.1)
Lemma 4.1. Let ν ∈ (√3/2, 1]. For s = ±1/2 and any Ψ ∈ Cν1/2−s,s there exists
a decomposition
U1/2−s,sΨ =
(
ζ
υ
)
+ aχνs
(
1
νV1/2−s(iΥν)
)
(4.2)
with ζ, υ ∈ D1 and a ∈ C. Moreover, the representation
U1/2−s,sDν1/2−s,sΨ = Mνs
(
R1ζ + aχνs (·+ i)
R1υ + aνV1/2−s(iΥν)χνs (·+ i)
)
holds.
Proof. The prove follows the same lines as the one of Lemma 24 in [12]. The
decomposition (4.2) follows from (2.15), Lemma 2.12, and Lemma 3.4. For any
(̟, ς) ∈ C∞0
(
R+,C
2
)
using (2.14), (2.19), Lemmata 2.10 and 2.11, Lemma 2.5 and
(3.7) we obtain〈
Dν1/2−s,sΨ,
(
̟
ς
)〉
=
〈
U∗1/2−s,sMνs
(
R1ζ + aχνs (·+ i)
R1υ + aνV1/2−s(iΥν)χνs (·+ i)
)
,
(
̟
ς
)〉
.
By density of C∞0
(
R+,C
2) the claim follows.
The proof of the following lemma can be found in Appendix A.
Lemma 4.2. The map ν 7→ ην given by (1.5) is real-analytic and monotonously
decreasing on [0, 1].
The next lemma is the most technically demanding.
Lemma 4.3. For ν ∈ [0, 1] define the function
Kν :=
∣∣∣1− (V0(iΥν))−1V0(·+ i/2)∣∣∣2 (4.3)
on R. Then for s = ±1/2 the maximal value of ην for which the lower bound
(Mνs )
∗Mνs > η
2
νK
ν ⊗ 1C2 (4.4)
holds point-wise on R is given by (1.5).
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Proof. It is enough to study the case of Mν1/2 in (4.4), since the case of M
ν
−1/2
follows immediately from the relation Mν
−1/2 = σ1M
ν
1/2σ1. For τ ∈ R consider
P (τ) :=
Γ
(
(3 − 2iτ)/4)Γ((1 + 2iτ)/4)
Γ
(
(3 + 2iτ)/4
)
Γ
(
(1− 2iτ)/4) .
For all τ ∈ R we have ∣∣P (τ)∣∣ = 1 (4.5)
and (see 5.4.5, 4.35.11, 4.35.16, 4.35.19, 4.28.4 and 4.28.6 in [1])
P (τ) = sech(πτ) − i tanh(πτ). (4.6)
By (2.8) we have
V0(τ + i/2) =
2
1− 2iτ P (τ), V1(τ − i/2) =
2(1 + 2iτ)
(1− 2iτ)(3 + 2iτ)P (τ).
Thus according to (4.1) for τ ∈ R we have
(
Mν1/2(τ)
)∗
Mν1/2(τ) =
 1 +
4ν2
1 + 4τ2
−8ν(1− iτ)P (τ)
(1 + 2iτ)(3 − 2iτ)
−8ν(1 + iτ)P (τ)
(1− 2iτ)(3 + 2iτ) 1 +
4ν2
9 + 4τ2
 . (4.7)
In the following the function z cot z is analytically continued to z = 0, i.e.
z cot z|z=0 := 1. Representations (4.3), (4.5) and (4.6) imply
Kν(τ) =
1 + 4τ2 + 4Υ2ν cot
2
(πΥν
2
)
− 4Υν cot
(πΥν
2
)(
sech(πτ) + 2τ tanh(πτ)
)
1 + 4τ2
.
(4.8)
Inequality (4.4) is equivalent to the non-negativity of the smallest eigenvalue of(
Mν1/2(τ)
)∗
Mν1/2(τ)− η2νKν(τ)⊗ 1C2 .
Using (4.7) and (4.8) we find this eigenvalue to be given by
λ(τ) = 1− η2νKν(τ) +
4ν2(5 + 4τ2)− 8ν(4ν2 + (1 + τ2)(1 + 4τ2)(9 + 4τ2))1/2
(1 + 4τ2)(9 + 4τ2)
.
(4.9)
Now it is enough to prove the non-negativity of (4.9) with ην and K
ν given by
(1.5) and (4.8), respectively. Using (4.8) and (1.5) we observe that the right hand
side of (4.9) vanishes at τ = 0, i.e. the value of ην cannot be increased.
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Multiplying (4.9) by (1+ 4τ2)(9 + 4τ2) and rewriting the result using (4.8) we
conclude that it is enough to prove the non-negativity of
p(τ, ν) := (1− η2ν)(1 + 4τ2)(9 + 4τ2) + 4ν2(5 + 4τ2)
+ 4Υνη
2
ν(9 + 4τ
2)
(
sech(πτ) + 2τ tanh(πτ)
)
cot(πΥν/2)
− 4Υ2νη2ν(9 + 4τ2) cot2(πΥν/2)
− 8ν(4ν2 + (1 + τ2)(1 + 4τ2)(9 + 4τ2))1/2
(4.10)
for all (τ, ν) ∈ [0,∞)× [0, 1].
Observing that
(9 + 4τ2)
(
1 + 2τ sinh(πτ)
) − (9 + (4 + 18π − 9π2/2)τ2) cosh(πτ) > 0
holds for all τ ∈ R by positivity of all the coefficients in the Taylor expansion at
τ = 0, we conclude
(9 + 4τ2)
(
sech(πτ) + 2τ tanh(πτ)
)
> 9 + (4 + 18π − 9π2/2)τ2.
Thus to prove the non-negativity of (4.10) it suffices to establish the inequality
p+(τ, ν) > p−(τ, ν) (4.11)
with
p+(τ, ν) := (1− η2ν)(1 + 4τ2)(9 + 4τ2) + 4ν2(5 + 4τ2)
+ 4Υνη
2
ν
(
9 + (4 + 18π − 9π2/2)τ2) cot(πΥν/2)
− 4Υ2νη2ν(9 + 4τ2) cot2(πΥν/2)
and
p−(τ, ν) := 8ν
(
4ν2 + (1 + τ2)(1 + 4τ2)(9 + 4τ2)
)1/2
.
For x ∈ [0, 1] we have
x2 cot2(πx/2) 6 x cot(πx/2) < 1,
and, since Lemma 4.2 implies ην 6 η0 = 1, we get p+(τ, ν) > 0. Thus (4.11) is
equivalent to(
p+(τ, ν)
)2 − (p−(τ, ν))2 = c2(ν)τ2 + c4(ν)τ4 + c6(ν)τ6 + c8(ν)τ8 > 0 (4.12)
with
c2(ν) :=
16ν
√
9 + 4ν2
9
(
72(5 + 2ν2)− 1764ν√
9 + 4ν2
+ (
√
9 + 4ν2 − 4ν)2
×
(
− 4 + 9π
2(π − 4)2
4(π − 2)2 −
(3π(4− π)
2(π − 2) +
3(π − 2)
1− 2Υν cot(πΥν/2)
)2))
, (4.13)
c4(ν) :=
(
c2(ν) + 3136ν
2
)2
256ν2(9 + 4ν2)
− 3584ν2 + 256ν
√
9 + 4ν2(1− η2ν), (4.14)
c6(ν) :=
2
(
c2(ν) + 3136ν
2
)
ν
√
9 + 4ν2
(1 − η2ν)− 1024ν2
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and
c8(ν) := 256(1− η2ν)2.
In order to establish (4.12) it is enough to observe that for all j = 2, 4, 6, 8 the
functions cj are non-negative on [0, 1]. Taylor series expansions show that ν = 0
is a local minimum with value 0 for all of these functions, whereas ν =
√
3/2 is
another local minimum with value 0 for c2.
A rigorous proof of the non-negativity of c2, c4 and c6 can be found in Appendix
B.
The following lemma is analogous to Lemma 28 in [12].
Lemma 4.4. The inequality
(Dν1/2−s,s)
2 > η2ν
(U∗1/2−s,s(H(V0(iΥν))−10 ⊗ 1C2)U1/2−s,s)2 (4.15)
holds for any ν ∈ [0, 1] and s = ±1/2.
Proof. For ν ∈ (√3/2, 1] and arbitrary Ψ ∈ Cν1/2−s,s we use (4.2) to represent UsΨ.
Applying Lemmata 4.1, 4.3, 3.4 together with Lemma 3.3(iii) we get
‖Dν1/2−s,sΨ‖2 =
∥∥∥∥Mνs ( R1ζ + aχνs (·+ i)R1υ + aνV1/2−s(iΥν)χνs (·+ i)
)∥∥∥∥2
> η2ν
∥∥∥∥(1− V0(·+ i/2)V0(iΥν)
)( R1ζ + aχνs (·+ i)
R1υ + aνV1/2−s(iΥν)χ
ν
s (·+ i)
)∥∥∥∥2
= η2ν
∥∥U∗1/2−s,s(H(V0(iΥν))−10 ⊗ 1C2)U1/2−s,sΨ∥∥2.
Since Cν1/2−s,s is an operator core for D
ν
1/2−s,s, we conclude (4.15).
For ν ∈ [0,√3/2], according to (2.15) we can do the same computation with a := 0
using parts (i) and (ii) of Lemma 3.3 instead of part (iii).
Non-critical channels.
Lemma 4.5. Let (l,m, s) ∈ T such that (l, s) /∈ {(0, 1/2), (1,−1/2)}. Then the
operator inequalities
(Dνl,s)
2 >
(
(225 + 4ν2)1/2 − 8ν)2
225
(U∗l,sR1Ul,s)2
hold for all ν ∈ [0, 1].
Proof. Analogously to the proof of Lemma 29 in [12] we conclude that the inequal-
ity
(Dνl,s)
2 > (1− b) (U∗l,sR1Ul,s)2
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with b ∈ [0, 1] follows from the non-negativity of the function
aνκ,−(b, τ) := ν
2 + b/4 + κ2b+ τ2b− (4κ2ν2 + 4ν2τ2 + κ2b2)1/2, (4.16)
with κ := 2sl + s + 1/2 ∈ Z \ {−1, 0, 1} for all τ ∈ R. Again as in the proof of
Lemma 29 in [12], we observe that the function (4.16) is even in both κ and τ and
monotonously increasing in κ for κ > 2, τ ∈ R provided b > ν/√6. Furthermore,
aν2,−(b, ·) is monotonously increasing on [0,∞) provided b > (
√
5 − 2)1/2ν. It
remains to find the smallest b ∈ [0, 1] satisfying the above assumptions together
with aν2,−(b, 0) > 0.
5 Proofs of the main theorems
5.1 Proof of Theorem 1.1
In the same way as in the proof of Theorem 1 in [12], we obtain from Lemmata
2.7, 3.1, 4.4, 4.5 and 2.10 the inequality (1.3) with
Cν := min
{
ην
(
1− V0(0)
V0(iΥν)
)
,
1
15
(√
225 + 4ν2 − 8ν)}. (5.1)
Using (2.8) we observe the identity
ην
(
1− V0(0)
V0(iΥν)
)
=
π
12
(
√
9 + 4ν2 − 4ν) + (1− π/4)ην .
Hence by Lemma 4.2 and concavity of the square root we obtain
ην
(
1− V0(0)
V0(iΥν)
)
6
π
12
(
3(1 + 2ν2/9)− 4ν)+ (1− π/4). (5.2)
Estimating
1
15
(√
225 + 4ν2 − 8ν) > 1
15
(√
225− 8ν) > π
12
(
3(1 + 2ν2/9)− 4ν)+ (1 − π/4)
for ν ∈ [0, 1] and comparing to (5.2) we conclude that the minimum in (5.1) is
always achieved at the first entry, i.e. (1.4) holds.
5.2 Proof of Corollary 1.2
For arbitrary M > 0 the explicit solution to the eigenvalue problem (see e.g.
(7.118) in [18]) provides the lower bound(
Dν,M
)2
> M2(1− ν2). (5.3)
It implies, in its turn,(
Dν,M
)2
= Υ2ν(D
ν)2 + ν2
(
Dν,M/ν
2)2
+M2(1 − ν−2) > Υ2ν(Dν)2.
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By operator monotonicity of the square root and Theorem 1.1 we conclude (1.6).
Taking a convex combination of (1.6) and the square root of (5.3), for any
θ ∈ [0, 1] we get ∣∣Dν,M ∣∣ > Υν(θCν(−∆)1/2 + (1− θ)M).
Computing
max
θ∈[0,1]
inf
p∈[0,∞)
θCνp+ (1− θ)M√
p2 +M2
we arrive at
|Dν,M | > ΥνCν
1 + Cν
|D0,M |.
Combining this with the estimate
|Dν,M | > (1− 2ν)|D0,M |,
which follows immediately from the Hardy inequality (see Lemma 1 in [3]), we
obtain (1.7).
5.3 Proof of Theorem 1.3
The proof is analogous to the one of part 2 of Theorem 1 in [12]. It is enough to
combine Lemmata 4.4, 4.5, 3.2 with the inequality
R1 > λ−λ(1− λ)λ−1aλ−1Rλ − a−1
valid for all a,R ∈ [0,∞).
5.4 Proof of Theorem 1.7
The proof is analogous to the one of Part I of Theorem 2.5 in [13].
Let j ∈ {−1, 1}2 be such that the conditions (1.11) and (1.12) are satisfied.
For any ψ ∈ P[0,∞)(D1(j2+1)/2,−j2/2)D(D1(j2+1)/2,−j2/2) we have
Ψ := A∗
⊕
(l,m,s)∈T
δl,j2/2+1/2δm,j1/2δs,−j2/2ψ ∈ P 1+D(D1)
and a calculation based upon (2.14), (2.11), (2.10), (2.1.25) and (2.1.26) in [4]
delivers
〈Ψ, D1(V )Ψ〉L2(R3,C4) = 〈ψ, (D1(j2+1)/2,−j2/2 −Wj/4π)ψ〉L2(R+,C2). (5.4)
Now Part I of Theorem 2.3 in [13] guarantees the existence of ψ such that (5.4)
is negative. Hence by the minimax principle D1(V ) has non-empty negative spec-
trum. According to Theorem 1.6(b) the negative spectrum of D1(V ) can only
consist of eigenvalues.
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A Proof of Lemma 4.2
Both g(ν) := (9 + 4ν2)1/2 − 4ν and h(ν) := 3(1 − 2Υν cot(πΥν/2)) (with the
convention z cot z|z=0 := 1) are monotonously decreasing real-analytic functions
of ν ∈ [0, 1] taking value 3 at ν = 0 and having simple zeroes at ν = √3/2. Thus
the real analyticity of ην follows from such of the numerator and denominator
in (1.5) and the cancellation of zeroes. In the following it is enough to consider
ν ∈ (0, 1) and extend the results by continuity.
The monotonicity of ν 7→ ην follows from convexity of g and concavity of
h together with the fact that both functions are monotonously decreasing and
vanish at ν =
√
3/2. Indeed, then
∣∣g(ν)∣∣/|ν − √3/2| is monotonously decreasing
and
∣∣h(ν)∣∣/|ν − √3/2| is monotonously increasing. Thus for every ν1 < ν2 ∈
(0, 1) \ {√3/2} we have
g(ν2)
h(ν2)
=
∣∣g(ν2)∣∣∣∣h(ν2)∣∣ 6
∣∣g(ν1)∣∣∣∣h(ν1)∣∣ = g(ν1)h(ν1) .
The claimed convexity of g and concavity of h can be observed by studying their
second derivatives. We have g′′(ν) = 36(9 + 4ν2)−3/2 > 0 and h′′(ν) = 3
(
f1(ν) −
f2(ν)
)
with
f1(ν) :=
ν2
(
πΥν sin(πΥν/2)− π2Υ2ν cos(πΥν/2) + 2 cos(πΥν/2) sin2(πΥν/2)
)
Υ3ν sin
3(πΥν/2)
< 2
(A.1)
and
f2(ν) :=
πΥν − sin(πΥν)
Υν sin
2(πΥν/2)
> 2. (A.2)
To justify (A.1), for z ∈ [0, π/2] we can combine the elementary estimates
2z sin z 6 2z2 − z
4
3
+
z6
60
,
−4z2 cos z 6 −4z2 + 2z4 − z
6
6
+
z8
180
,
2(cos z) sin2 z = (cos z)
(
1− cos(2z)) 6 (1− z2
2
+
z4
24
)(
2z2 − 2z
4
3
+
4z6
45
)
which follow from the Taylor expansions of sin z and cos z at z = 0 to conclude
2z sin z − 4z2 cos z + 2(cos z) sin2 z 6 16
45
z6 − z
8
15
+
z10
270
6
16
45
z6 +
(
− 1
15
+
π2
4 · 270
)
z8 6
16
45
z6.
(A.3)
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Analogously, for z ∈ [0, π/2] we get
sin3 z >
(
z − z
3
6
)3
> z3 − z
5
2
+
( 1
12
− π
2
4 · 216
)
z7. (A.4)
Multiplying (A.1) by the denominator and applying the inequalities (A.3) and
(A.4) we conclude its validity. Inequality (A.2) for z ∈ [0, π/2] follows analogously
from
2z − sin(2z) > 4z
3
3
− 4z
5
15
and
sin2 z =
1− cos(2z)
2
6 z2 − z
4
3
+
2z6
45
.
B Remainder of the proof of Lemma 4.3: the non-
negativity of c2, c4 and c6
We first prove appropriate estimates on the function z 7→ z cot z.
Lemma B.1.
1. For n ∈ N let
Fn(ν) :=
n∑
k=1
(−1)k+1
( ∞∑
j=1
16j2
π(4j2 − 1)k+1
)
ν2k.
Then for all ν ∈ [0, 1] and n ∈ N the inequalities
F2n(ν) 6 Υν cot(πΥν/2) 6 F2n−1(ν) (B.1)
hold.
2. For n ∈ N let
Sn :=
22n+2
π
∞∑
k=0
(−1)k
(2k + 1)2n+1
, and Tn :=
22n+1
π
∞∑
k=0
1
(2k + 1)2n
. (B.2)
Then for all x ∈ (−1/2, 0] and n ∈ N the inequality(1
2
+ x
)
cot
(π(1/2 + x)
2
)
>
1
2
+
n∑
j=1
(Sj
2
− Tj
)
x2j +
(
Sj−1 − Tj
2
)
x2j−1
(B.3)
holds.
3. For all x ∈ [0, 1/2) and l, k ∈ N the inequality(1
2
+ x
)
cot
(π(12 + x)
2
)
6
1
2
+
l∑
j=1
(Sj
2
− Tj
)
x2j +
k∑
j=1
(
Sj−1 − Tj
2
)
x2j−1
(B.4)
holds true.
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Proof. 1. Applying (1.2), the series representation 4.22.3 in [1] and using the
geometric series we arrive at
Υν cot(πΥν/2) =
2
π
− 4
π
∞∑
n=1
1
4n2 − 1 +
∞∑
k=1
(−1)k+1
( ∞∑
n=1
16n2
π(4n2 − 1)1+k
)
ν2k.
(B.5)
By setting ν := 0 in (B.5) we obtain
2
π
− 4
π
∞∑
n=1
1
4n2 − 1 = 0.
It remains to observe that the last series in (B.5) is alternating with monotonously
decreasing absolute values of the terms.
2, 3. By 4.19.5, 24.8.4 and 24.2.9 in [1] we obtain
sec(πx) =
∞∑
n=0
Snx
2n for |x| < 1/2. (B.6)
By 4.19.3, 25.6.2, 24.2.2 and 25.2.2 in [1] we have
tan(πx) =
∞∑
n=1
Tnx
2n−1 for |x| < 1/2. (B.7)
Applying the trigonometric identity
cot
(
π(1/2 + x)/2
)
= sec(πx) − tan(πx)
we arrive at
(1/2 + x) cot
(
π(1/2 + x)/2
)
=
1
2
+
∞∑
j=1
((Sj
2
− Tj
)
x+
(
Sj−1 − Tj
2
))
x2j−1.
(B.8)
Since (B.6) and (B.7) imply
Sj
2
− Tj < 0 and Sj−1 − Tj
2
< 0 for all j ∈ N, (B.9)
(B.4) with x ∈ [0, 1/2) follows from (B.8).
For x ∈ (−1/2, 0] using (B.9) and (B.2) we conclude for j ∈ N(Sj
2
− Tj
)
x+
(
Sj−1 − Tj
2
)
6
1
2
(
Tj − Sj
2
)
+ Sj−1 − Tj
2
= Sj−1 − Sj
4
=
22j
π
( ∞∑
k=1
(−1)k (2k + 1)
2 − 1
(2k + 1)2j+1
)
< 0.
(B.10)
Together with (B.8) and x2j−1 6 0 this gives the lower bound (B.3).
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Non-negativity of c2 for ν ∈ [0, 3/5]. Let b1(ν) be given by the right hand
side of (4.13), but with πν2/2 instead of 2Υν cot(πΥν/2). The inequality
1− 2Υν cot(πΥν/2) > 1− πν2/2 (B.11)
which follows from (B.1) implies that b1(ν) 6 c2(ν) holds for all ν for which the
right hand side of (B.11) remains positive, thus for all ν ∈ [0, 3/5]. Hence the
non-negativity of c2(ν) follows from the non-negativity of
9(πν2 − 2)2
32ν2
b1(ν) = p1(ν) + q1(ν), (B.12)
where
p1(ν) := 2232 + (2560 + 2952π− 2592π2 + 648π3)ν2
+ (288π3 − 256π − 1890π2)ν4 + 64π2ν6 > 0 for all ν ∈ [0, 3/5]
and
q1(ν) :=
(
(324π2 − 1312− 648π − 81π3)ν
+ (882π2 − 128π − 180π3)ν3 + 32π2ν5)√9 + 4ν2.
To establish the non-negativity of (B.12) it is thus enough to observe the non-
negativity of
p2(ν) := p
2
1(ν)− q21(ν),
which is a polynomial of degree 5 in ν2. Such non-negativity for ν ∈ [0, 3/5] follows
immediately from the fact that
p3(y) := p2
(√
9/25− y)
is a polynomial with positive coefficients and is thus positive for all y ∈ [0, 9/25].
Non-negativity of c2 for ν ∈ [3/5, 1]. Substituting ν :=
√
1− (1/2 + x)2 with
x ∈ [−1/2, 1/2] and introducing
r1(x) :=
√
12− 4x− 4x2 and r2(x) :=
√
3− 4x− 4x2
we conclude that the non-negativity of c2(ν) for ν ∈ [0, 1] is equivalent to the
non-negativity of
d2(x) :=
9c2
(√
1− (1/2 + x)2)
16
√
1− (1/2 + x)2
= r1(x)
(
36(13− 4x− 4x2)− 882r2(x)
r1(x)
+
(
r1(x) − 2r2(x)
)2
×
(
9π2(4− π)2
4(π − 2)2 − 4−
(3π(4− π)
2(π − 2) +
3(π − 2)
1− 2(1/2 + x) cot (π(1/2 + x)/2)
)2))
24
for x ∈ [−1/2, 1/2]. Introducing for x ∈ [−1/2, 1/2] the functions
h(x) := 1 + (2− π)x+
(π2
2
− 2π
)
x2 +
(
π2 − π
3
3
)
x3 +
(5π4
24
− 2π
3
3
)
x4
and
l(x) := 2(1/2 + x) cot
(
π(1/2 + x)/2
)
by Lemma B.1.3 and (B.9) we obtain
1− l(x) > 1− h(x) > 0 for x ∈ [0, 1/2]. (B.13)
On the other hand, Lemma B.1.2, (B.10) and the monotonicity of y 7→ y cot y on
[0, π/2] imply
1− l(−1/2) 6 1− l(x) 6 1− h(x) 6 0 for x ∈ [−1/2, 0]. (B.14)
Combining (B.13) and (B.14) we obtain
(3π(4− π)
2(π − 2) +
3(π − 2)
1− l(x)
)2
6
(3π(4− π)
2(π − 2) +
3(π − 2)
1− h(x)
)2
and thus
b2(x) := r1(x)
(
36(13− 4x− 4x2)− 882r2(x)
r1(x)
+
(
r1(x)− 2r2(x)
)2
×
(
9π2(4− π)2
4(π − 2)2 − 4−
(3π(4− π)
2(π − 2)
+
3(π − 2)
(π − 2)x+ (2π − π22 )x2 + (π
3
3 − π2)x3 + (2π
3
3 − 5π
4
24 )x
4
)2))
is a lower bound on d2(x) for all x ∈ [−1/2, 1/2]. To prove the non-negativity
of c2(ν) for ν ∈ [3/5, 1] it is thus enough to prove the non-negativity of b2(x) for
x ∈ [−1/2, 3/10], or, equivalently, the non-negativity of
g2(y) :=
1
4
(1− 2y)2(384− 5π4 + (30π4 − 384π − 96π2 − 32π3)y
+ (192π2 + 128π3 − 60π4)y2 + (40π4 − 128π3)y3)2b2(y − 1/2)
for y ∈ [0, 4/5]. Expanding g2 we obtain the representation
g2(y) = p4(y)
√
1− y2 + p5(y)
√
13− 4y2 (B.15)
with polynomials p4 and p5 of order 10. We claim that
p4(y) =
10∑
k=0
vky
k
25
is positive for all y ∈ [0, 4/5]. Indeed, a positive lower bound on p4 can be
obtained by first replacing the positive coefficients v5, v7 and v9 by zero, then
for k = 3, 4, 6, 8, 10 (for which vk are negative) estimating vky
k from below by
(4/5)k−2vky
2, and estimating v1y from below by 4v1/5 (since v1 is negative). As
a result we obtain the estimate
p4(y) > v˜0 + v˜2y
2 > 0 for y ∈ [0, 4/5]
with positive v˜0 and v˜2. Thus to obtain the non-negativity of (B.15) on [0, 4/5] it
suffices to prove positivity of the polynomial
p6(y) :=
p24(y)(1− y2)− p25(y)(13− 4y2)
81(1− 2y)4 =
16∑
k=0
wky
k
of degree 16 on this interval. To get a positive lower bound on p6(y) for y ∈ [0, 4/5]
we can replace the positive coefficients at w13 and w15 by zero. For all other k > 7
we have wk < 0 and estimate wky
k > (4/5)k−6wky
6. For k ∈ {1, . . . , 5} we have
wk > 0 and estimate wky
k > wky
6. As a result we obtain p6(y) > w0 + w˜6y
6 with
w0, w˜6 > 0.
Non-negativity of c4(ν) for ν ∈ [0, 1]. By the non-negativity of c2 we obtain
the lower bound
16ν
(
− 224ν + 2401ν
9 + 4ν2
+ 16
√
9 + 4ν2(1− η2ν)
)
(B.16)
on (4.14). By Lemma 4.2 the last term is non-negative and monotonously growing.
Since the sum of the first two terms is non-negative for ν ∈ [0,√55/128], it is
enough to establish the positivity of B.16 for ν ∈ [√55/128, 1]. By concavity we
can estimate
−224ν + 2401ν
9 + 4ν2
>
7
26
(16 +
√
110)(
√
110− 16ν) (B.17)
(the right hand side is a linear interpolation between the values at ν =
√
55/128
and ν = 1) and, by convexity, √
9 + 4ν2 >
9 + 4ν√
13
(B.18)
(the right hand side is the tangent line at ν = 1). Substituting (B.17) and (B.18)
into (B.16) and using ην 6 η√55/128 for ν ∈
[√
55/128, 1
]
we get a lower bound
16ν
( 7
26
(
16 +
√
110
)(√
110− 16ν)+ 16(9 + 4ν)√
13
(
1− η2√
55/128
))
,
on (4.14), where the last factor is a decreasing linear function positive for ν 6 1.
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Non-negativity of c6(ν) for ν ∈ [0, 1]. We first observe that by the non-
negativity of c2 we have a lower bound
c6(ν) >
6272ν(1− η2ν)√
4ν2 + 9
− 1024ν2.
Its non-negativity is equivalent to
1− η2ν > (8/49)ν
√
4ν2 + 9, (B.19)
where by Lemma 4.2 both sides are monotonously growing. Due to
1− η21/2 > (8/49)
√
13
it remains to establish (B.19) for ν ∈ [0, 1/2]. For this we substitute (1.5) and the
estimate (B.11) to obtain that (B.19) follows from
(1280 + 288πν2 − 72π2ν4)
√
4ν2 + 9 > 441π2ν3 − (1764π + 3920)ν. (B.20)
Since the left hand side is clearly positive for ν ∈ [0, 1/2], (B.20) follows from the
non-negativity of the polynomial
p7(ν) := (1280 + 288πν
2 − 72π2ν4)2(4ν2 + 9)− (441π2ν2 − 1764π − 3920)2ν2
=:
5∑
k=0
a2kν
2k.
To obtain a lower bound on p7(ν) for ν ∈ [0, 1/2] we use a10 > 0 and for a8, a6 < 0
apply the estimates a8ν
8 > (1/2)4a8ν
4, a6ν
6 > (1/2)2a6ν
4 obtaining
p7(ν) > a0 + a2ν
2 +
(
a4 + (1/2)
4a8 + (1/2)
2a6
)
ν4,
where the right hand side is positive.
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