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Abstract
Classical transport theory predicts strong coupling between thermal transport and mag-
netic field dynamics in laser produced plasmas; for example, fields are carried with the
thermal flux, via the Nernst effect, while simultaneously deflecting it, giving rise to a
Righi-Leduc heat-flow. Coupling between these effects is shown here to drive a new kind
of instability—the magnetothermal instability—which is described in detail for the first
time. A linear perturbation theory is derived in the absence of density gradients and hy-
drodynamical effects, and yields unstable solutions which propagate as magnetothermal
waves. The theory is compared with full non-linear simulation in the context of a recent
nanosecond gas-jet experiment and found to be in good agreement; exhibiting typical
growth-rates and characteristic wavelengths of order 10ns−1 and 50µm respectively.
Further incorporation of density gradients and hydrodynamics into the magnetothermal
stability analysis is shown to introduce the well-known field generating thermal instability
source term, which can either complement or counteract the magnetothermal mechanism.
Inequalities for predicting the dominance of each process are given: of the two, the
magnetothermal mechanism is found to represent the main—and sometimes only—source
of unstable feedback for the conditions considered here.
Using super-Gaussian transport theory, the implications of inverse-bremmstrahlung heat-
ing for transport in laser-plasmas are also explored. Super-Gaussian modifications are
shown to suppress a number of classical processes, by up to ∼ 90% in some cases, while
simultaneously introducing new effects, such as advection of magnetic field up density
gradients. The combined consequences of these modifications are considered for the field
generating thermal instability, and super-Gaussian effects are found to reduce growth-
rates by & 80% compared to predictions from classical transport theory under inertial
confinement fusion conditions. The development of a unique code ctc, written to assist
the exploration of both classical and super-Gaussian transport phenomena, and the new
magnetothermal instability, is also described.
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Chapter 1
Introduction
The connexion between magnetic field dynamics and plasma transport properties, such
as the flow of heat, is both reciprocal and profound. Indeed, such interdependence has
long been accounted for in classical transport theory where, for instance, magnetic fields
can both suppress heat-flow [1] and be carried with it [2]. Growing interest in the role of
magnetic fields in laser produced plasmas has emphasised the importance of characterising
such interplay; particularly in the context of inertial confinement fusion (I.C.F.) [3, 4, 5]
and magneto-inertial fusion (M.I.F.) [6, 7, 8] schemes; but also for more general laser
plasma interactions, such as the suppression of heat transport [9] and control of plasma
density channels [10] (for further discussion of these topics, see §1.4).
This thesis explores two themes relevant to electron transport in magnetised laser plas-
mas, both introduced below: first, the implications of a recent extension of classical
transport theory [11]; and second, the behaviour of a hitherto unknown magnetothermal
instability [12]. The development of a new plasma simulation code ctc is also described.
1.1 Transport Theory
One method for describing the transport in a plasma is to consider what proportion
of its constituent particles travel with a given velocity v, through a statistical average
defined by what is called the distribution function f(v). If f is isotropic, that is, if
f(v) = f(v), where v = |v|, then there are can be no net flow of particles and macroscopic
transport phenomena associated with flux, such as heat-flow q and current j, are not
possible. Indeed, these quantities may be understood as arising in circumstances where
the distribution function is anisotropic, contexts in which f may be written as the sum
of its isotropic component f0 and anisotropic component f1, such that f = f0 + f1.
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It is the above approach which forms the basis of Braginskii’s seminal work ‘Transport
Processes in a Plasma’ [1], in which he calculated a set of transport coefficients describing
two key equations in magnetised transport theory: the heat-flow equation, which deter-
mines q; and a generalised Ohm’s Law relating the electric field E to other quantities,
such as pressure and temperature gradients. To enumerate the transport coefficients in a
plasma it is first necessary to specify an approximate form for f0. Typically both the time
and length scales of interest will greatly exceed the average particle collision time and
mean-free-path respectively. In this case, and as was assumed by both Braginskii and his
successors [13, 14], f0 may be approximated as a Gaussian, that is, f0 ∝ exp(−[v/vT ]2),
where vT is the characteristic thermal velocity.
Nevertheless, for plasmas heated by inverse-bremsstrahlung, which transmits energy pref-
erentially to slower moving particles, the Gaussian approximation may be improved
upon by its replacement with a so-called super-Gaussian [15]. In this case the form
f0 ∝ exp(−[v/αevT ]m) is employed, where m ∈ [2, 5] and αe is a function of m. In this
way, C.P. Ridgers et al. recently showed that an extended version of the classical trans-
port theory may be derived for which ‘new’ transport coefficients arise and the traditional
ones are altered [11], an extension which forms the background to the work in this thesis.
Having successfully developed a super-Gaussian transport theory, Ridgers did not fully
assess its implications. One of the primary topics of the first half of this thesis, there-
fore, is an exploration of some of the ways super-Gaussians might be expected to modify
electron transport in magnetised plasmas. It shall be shown that the addition of ‘new’
coefficients has two principal consequences: first, the suppression of traditional transport
phenomena; and second, the introduction of new effects. Knowledge of the dual conse-
quences of the extended theory leads naturally to questions about the combination of
effects, especially in contexts of pronounced feedback. Accordingly, the discussion of the
super-Gaussian transport theory concludes with an investigation of how super-Gaussian
phenomena impact on the well known field-generating thermal instability [16, 17].
1.2 Magnetothermal Instability
Instability is an especially appropriate context in which to explore the reciprocity be-
tween plasma transport and magnetic field dynamics. Indeed, the highly coupled nature
of unstable feedback makes it an intrinsically beautiful setting in which to study the
behaviour of plasmas in general. However, instabilities are also important for practical
applications: situations for which a high degree of symmetry is desirable, such as Inertial
Confinement Fusion or the control of heat-transport (see §1.4), can be severely disrupted
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by the growth of unstable perturbations. For this reason, it is important to have a good
knowledge of the likely consequences of various instabilities and the circumstances that
can lead to their onset.
Of particular relevance to laser-plasmas are a class of electromagnetic instabilities part
driven by heat-flow: a group that includes the field-generating thermal instability men-
tioned in §1.1 above [16]; variants of the Weibel instability caused by anisotropic pressure
[18]; and the thermal instability resulting from temperature dependence in the electri-
cal conductivity [19, 20]. The second half of this thesis describes investigations which
culminated in the report of a new addition to this class: the field-compressing magne-
tothermal instability [12], which arises as a consequence of both magnetic field advection
and magnetically deflected heat-flow (see figure 1.1).
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Figure 1.1: Snapshots of the magnetothermal instability taken at 600ps (top), 700ps (centre)
and 800ps (bottom), from heating simulations of an homogeneous plasma (see §1.3). The plasma
is subject to an applied magnetic field of 8T parallel to the z-axis of the system (when the axis
are viewed as a right-handed set), which other than a small perturbation, is initially uniform
(this set of data is described in greater detail in Chapter 7).
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The magnetothermal instability has two main characteristics that distinguish it from the
other instabilities mentioned above. Firstly, the feedback loop which defines it arises solely
from the interaction of two classical transport process: the Nernst effect, which describes
advection of the magnetic field with the heat-flux; and the the Righi-Leduc heat-flow, that
is, the heat-flow deflected by magnetic fields acting on negatively charged heat-carrying
electrons. Secondly, since it cannot itself generate magnetic field, the instability only
takes effect in the presence of existing fields.
It should be noted that the magnetothermal instability was first observed by Ridgers et al.
[21, 22] who, when conducting simulations of a recent nano-second gas-jet experiment [9]
(see §1.4.2), found unstable distortion of initially uniform magnetic fields (results similar
to those shown in 1.1). However, no convincing physical explanation for the phenomenon
was proposed or analytical theory derived. Consequently, a proportion of the work on the
magnetothermal instability presented in this thesis represents the solution to an otherwise
outstanding problem in laser-plasma theory.
1.3 Classical Transport Code
Computational simulation can be an asset to both theoretical and experimental studies
in laser-plasma interactions, and a number of well documented codes, based on a va-
riety of plasma models, exist for this purpose. Ridgers’s preliminary simulations of the
magnetothermal instability, for example, were conducted using the Vlasov-Fokker-Planck
code impact [23]. Nevertheless, different models are appropriate to the investigation of
different phenomena, and it is not necessarily the most advanced codes (which often have
the longest completion times) that are the most suitable aid to a given problem.
Indeed, part of this thesis describes the development of a new classical transport code
designed to support research on both the super-Gaussian transport theory and the mag-
netothermal instability introduced above. Named ctc, this code is based on the super-
Gaussian transport equations, though it may also be run as ctc+, a version which in-
cludes bulk magneto-hydrodynamic motion. In principle, the construction of ctc could
have been avoided by employing the kinetic code impact, which eschews super-Gaussian
style approximations by solving directly for both the f0 and f1 part of the distribution
function, and is thus more accurate than a transport code. Nevertheless, there have been
good reasons for using ctc, some of which are described below.
Firstly, the novelty of the super-Gaussian transport theory itself justifies a new computa-
tional solution: no alternative fluid code incorporating the full set of ‘new’ and modified
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transport coefficients exits. Modelling by ctc may constitute a mid-point between tra-
ditional transport solutions and full-blown kinetic treatment. Secondly, unlike kinetic
codes, transport codes offer comparative flexibility over the range of physical phenom-
ena included in simulations, meaning that the relative importance of a given transport
effect may be readily assessed simply by examining the consequences of its absence. This
technique is especially powerful when investigating instability: if a simulation maintains
stability upon elimination of a phenomena, then the excluded phenomena must be par-
tially responsible for unstable feedback. Finally, there is the more prosaic issue of speed:
ctc has a much faster run-time than impact, permitting wider parameter scans, better
grid-resolution and quicker turn-around time between stages in investigation.
1.4 Experimental Background and Motivation
This thesis is primarily concerned with deepening theoretical understanding of magnetised
transport and instability in laser plasmas. Nevertheless, we shall refer to a number of
laser-plasma experiments repeatedly, and for this reason briefly describe some of the
most relevant below. These experiments should be understood as representing possible
applications of the research presented here; however, the investigation of Froula et al. [9]
described in §1.4.2, forms the background to the magnetothermal instability introduced
above and is particularly important as a test-case for the work in chapters 7 and 8.
1.4.1 Inertial Confinement Fusion
Inertial confinement fusion (I.C.F.)—a possible future energy source and the motivation
behind much of the research in the laser-plasma community—relies on the inertia of a
fuel pellet’s mass to provide sufficient confinement for the fuel to ignite in a fusion burn
[3]. The pellet itself is usually a two-layered spherical shell consisting of an outer ablator
layer and an inner liquid or frozen fuel, typically a mix of deuterium and tritium. For
the fuel to ignite, that is, undergo a self-sustaining fusion burn, it must be maintained at
sufficiently high densities and temperatures. To reach these conditions energy is supplied
to the ablator, heating it and forcing it to expand outwards, so that by conservation of
momentum the inner fuel is likewise compressed. Following compression (fuel assembly),
fusion reactions begin in a central hotspot and then spread through the dense fuel as a
spherical burn wave [3].
Two principal routes have been proposed for supplying energy to the ablator. The first of
these is direct drive, whereby lasers are shone directly at the fuel target and their energy
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absorbed by the hot plasma corona produced at the edge of the ablator. In this case,
electron transport from the corona is relied upon for the necessary deposition of energy
deeper into the ablator. Alternatively, in an approach known as indirect drive, the fuel
is placed inside a hohlraum: effectively a part-closed, gas-filled, cylindrical annulus made
from a material with high atomic number such as gold [4]. Lasers are then shone into the
hohraum, producing a uniform bath of X-rays which radiatively heat the ablator [24].
Symmetry is a key consideration in both schemes, and for this reason it is important to
understand the impact of instability. Hydrodynamic instabilities, such as Rayleigh-Taylor
[25, 26, 27, 28, 29], threaten break-up of the pellet and can lead to fuel-mixing during
the compression phase, reducing burn-efficiency [24, 30]. Furthermore, instabilities can
affect the transport and deposition of thermal energy (see Chapter 3), leading to uneven
pressure distributions, with consequences for drive uniformity, and asymmetric heating of
the fuel. Indeed, knowledge of the relationship between electron transport and instability
is especially important, since highly-mobile hot electrons can pre-heat the fuel core before
full compression, preventing proper fuel assembly [3, 24]. In addition, different kinds of
instability can interact, with one form seeding another.
As we shall see throughout this thesis, magnetic fields play a fundamental role in de-
termining both electron transport and instability in laser-plasma interactions; and, since
they are likely to be present in both direct and indirect drive I.C.F. schemes [30], it is
important to include them in calculations. Indeed, Glenzer et al. have shown that steep
electron temperature gradients in hohlraum gas-fill conditions are only replicable in sim-
ulation if a full magnetised transport model is used [24, 31]. For these reasons, continued
investigation into the interaction between magnetic fields, heat-transport and instability
may prove indispensable for the future success of inertial confinement fusion.
1.4.2 Using Magnetic Fields to Control Heat Transport
Under the collisional conditions considered in this thesis, thermal energy is typically
transported by diffusive heat-flow. Of particular importance is the heat-flow carried by
electrons: these are by far the most mobile particle species (due to their relatively low
mass) and thus tend to dominate transport. In the absence of magnetic fields, therefore,
the characteristic step-length for diffusive heat-flow is the electron thermal-mean-free-
path λT ∝ v4T , the mean distance an electron moving with the thermal speed vT travels
before undergoing a collision and depositing its energy. However, in the presence of
magnetic fields the Lorentz force on the electrons makes them gyrate, and if the fields
are strong enough electrons complete full gyro-orbits before colliding. In this case the
step-length for diffusion becomes the thermal Larmor radius rL ∝ vT (see §2.4.1).
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For sufficiently strong magnetic fields, the thermal Larmor radius becomes less than the
thermal-mean-free path (rL < λT ) meaning that the thermal conductivity is suppressed
relative to the unmagnetised case. Furthermore, since λT ∝ v4T and rL ∝ vT , hotter
electrons (with higher velocities) have their relative diffusive step-length more strongly
curtailed than colder electrons, providing an additional boost to heat-flow suppression.
This is one of the reasons magnetic fields are so important for determining transport.
In 2007, D. H. Froula et al. investigated the above effect, using a long-pulse laser of
wavelength 1054nm and intensity 6.3× 1014Wcm−2 to heat a nitrogen gas-jet plasma of
electron number density ne = 1.5× 10−19cm−3 and initial temperature 20eV for over 2ns
and up to temperatures ∼ 800eV [9]. Applying a uniform magnetic field parallel to the
laser heating beam (see figure 1.2), repeating the experiment for field strengths between
0-12T, and inferring the radial heat-flow each time, Froula et al. confirmed that magnetic
fields can be used to suppress heat-flow in accordance with theory [9] (by as much as a
factor of 15 in the 12T case).
Nevertheless, Froula neglected some important effects when modelling magnetic-field evo-
lution in his experiment, and for this reason Ridgers et al. revisited the problem com-
putationally in 2008 [21]. Their research showed that magnetic field can be rapidly
advected from the heated region, reducing the field strength and thus increasing the
thermal Larmor radius, leading to higher heat-flows than might otherwise be expected.
Most importantly for this thesis, however, it was in these secondary investigations that
the magnetothermal instability was first observed [21, 22].
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agreement between the theory and the VFP code. Including
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B. How good a fit is the super-Gaussian
distribution?
The relevance of the transport theory derived so far de-
pends crucially on a super-Gaussian distribution being a
good fit to f0. It has been shown that although IB heating
causes the distribution to tend towards a super-Gaussian, the
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FIG. 3. !Color online" A schematic of the experiment conducted by Froula
et al. The confocal parameter of the laser was sufficiently large that focusing
effects may be ignored. Therefore, the flows of interest !heat flow, bulk
plasma flow, etc." are in the radial !r" and azimuthal !$" directions. The heat
flow in these directions are shown !qr and q$", although there is no heat
deposition from the latter !q$" as the problem is azimuthally symmetric. The
externally applied B-field is in the z-direction as shown.
10 20 30 40 50 60 70 80 90 100
!0.9
!0.8
!0.7
!0.6
!0.5
!0.4
!0.3
Time/ps
(q
r!
q
rB
)/
q
rB
B=0T
B=4T
B=12T
FIG. 4. !Color online" The relative difference between the radial heat flow
from the VFP code and Braginskii’s classical theory.
0 20 40 60 80 100 120 140 160 180
10
!2
10
!1
10
0
Radial distance/microns
H
ea
t
fl
o
w
/n
o
rm
al
is
ed
u
n
it
s
SG
VFP
Braginskii
FIG. 5. !Color online" A comparison between the azimuthal heat flows from
the VFP code !after 63 ps", from classical transport theory and from the new
theory derived here with the best fitting m at the center !labeled “SG”". The
heat flow in the center goes to zero, the plotting of this is problematic as the
azimuthal heat-flow plotted here is being represented on a Cartesian grid.
092311-7 Transport in the presence of inverse bremsstrahlung… Phys. Plasmas 15, 092311 #2008$
Downloaded 01 Oct 2008 to 155.198.208.223. Redistribution subject to AIP license or copyright; see http://pop.aip.org/pop/copyright.jsp
Figure 1.2: Schematic of the experiment of Froula et al. [9] showing parallel field lines B
and the laser heating beam. Magnetic fields suppress the p rpendicular (radial) heat-flow qr;
however, in this geometry they also induce an azi uthal flux qθ known as the Righi-Leduc
heat-flow (see 2.4.1). This image is reproduced from C. P. Ridgers et al. [11].
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1.4.3 Magneto-Inertial Fusion
Traditional I.C.F. schemes rely on the fuel’s central hot-spot to ignite a fusion burn,
and for this reason thermal losses from the centre must be minimised. As we saw in
the previous section, one method of suppressing thermal transport is to use magnetic
fields; and there is now increasing interest in the possibility of applying fields to other-
wise conventional I.C.F. targets as a form of magnetic insulation, in a scheme known as
Magneto-Inertial Fusion (M.I.F.) [6, 7, 32]. Nevertheless, M.I.F. has an additional advan-
tage over I.C.F.: for fields stronger than ∼ 100MG (10kT) the gyro-radius of high energy
alpha particles (∼ 3.5MeV) can be kept below the size of the hot spot ∼ 40µm, enhancing
the fusion burn [8]. Reaching such strong fields is difficult; however, recent experiments
by Knauer et al. have shown that smaller ‘seed’ fields ∼ 6kG (0.6T) can be trapped by
the imploding fuel and compressed by flux conservation to 30-40MG [7, 8]. The work
presented in this thesis is relevant to M.I.F. implosions because field-compression takes
the fuel through a range of different magnetisation regimes.
1.5 Thesis Outline
Following background material in Chapter 2 and Chapter 3, this thesis is divided along
two themes: first, the implications of a recent extension to classical transport theory [11],
discussed in Chapter 4; and second, research on the new transport driven magnetothermal
instability, described in Chapter 7 and Chapter 8. The development of the classical
transport code ctc, which has assisted work in both these areas, is outlined in the
intermediate chapters 5 and 6. These chapters are summarised below.
• Chapter 2, Theoretical Background: A number of basic parameters are intro-
duced as a means of characterising plasmas in different regimes. The equations of
classical transport theory are derived and a simple model for including magneto-
hydrodynamic effects is presented. Transport phenomena associated with magnetic
field dynamics and thermal energy evolution are discussed, and two mechanisms
resulting in the breakdown of classical transport theory are considered.
• Chapter 3, Review of Electromagnetic Instabilities in Laser Plasmas:
Three well-known electromagnetic instabilities are reviewed. Basic physical mech-
anisms are given for each and dispersion relations derived. The instabilities are
compared in terms of relevance to different plasma regimes.
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• Chapter 4, Super-Gaussian Transport Theory: The derivation of super-
Gaussian transport theory is outlined and its implications for laser plasmas dis-
cussed. The impact of the ‘new’ transport coefficients are considered, and the field
generating thermal instability is re-examined in the light of super-Gaussian effects.
• Chapter 5, Code Development: Finite difference methods for solving differen-
tial equations are discussed. The numerical model forming the basis of the transport
code ctc is given and various numerical methods described.
• Chapter 6, Code Testing: The success of the numerical scheme is assessed by
testing the extent to which ctc correctly solves a range of analytically tractable
problems. In addition, the magneto-hydrodynamic version of the new code, ctc+,
is tested by simulating adiabatic magneto-sonic waves.
• Chapter 7, Magnetothermal Instability: The mechanism for a new instability
in laser plasmas is given and a dispersion relation derived excluding the effects
of density gradients and hydrodynamic motion. The analytic theory is tested by
comparison with ctc simulations of the instability in the context of the nano-second
gas-jet experiment [9] described above in §1.4.2. The importance of kinetic effects
are considered and possible implications of the instability discussed. The work in
this chapter has been published in Physical Review Letters [12].
• Chapter 8, Hydrodynamics and the Magnetothermal Instability: The im-
pact of density gradients and hydrodynamic motion on the magnetothermal insta-
bility are considered by deriving a more complete linear theory of its evolution. The
dispersion relation is discussed in two different regimes, and the magnetothermal
mechanism compared to the field generating thermal instability mechanism [16, 17]
for a range of conditions.
• Chapter 9, Conclusions: The main results of the thesis are summarised and
possible avenues of further research discussed.
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Chapter 2
Theoretical Background
The success of any attempt to advance understanding of natural phenomena depends
firstly on choosing a suitable model. This thesis is concerned with fundamental pro-
cesses in plasma physics arising from the interaction between magnetic fields and the
transport (flux) of quantities such as heat, and a range of techniques exist for treating
plasma systems of this kind. Nevertheless, our concern is directed as much to improving
phenomenological understanding as it is to making quantitatively accurate predictions.
In an effort to balance these objectives, the approach to studying plasma dynamics
favoured here is a fluid model known as classical transport theory [1]. This theory has
the advantage of providing an intuitive picture of plasma dynamics, based on interactions
between well defined macroscopic quantities, while retaining the level of mathematical
sophistication necessary to describe effects arising from microscopic interactions.
In this chapter we motivate the need for classical transport theory by discussing the
plasma fluid equations and their origins in kinetic theory (§2.1). Since this theory forms
the basis of theoretical and computational modelling throughout this thesis, the equations
of classical transport shall themselves be derived (§2.2), and the opportunity taken to
discuss them, and their associated thermal and magnetic phenomena, in some detail (§2.4
and §2.5). In addition, the so-called single fluid approximation, which offers a simple
way of incorporating magnetohydrodynamic effects in our governing transport model, is
introduced and its consequences for the transport equations considered (§2.3). The full
set of equations describing classical transport with coupled magnetohydrodynamic flow
are listed for reference in Appendix A. Finally, as preparation for our later work on the
super-Gaussian transport theory, some of the mechanisms which lead to the invalidation
of classical transport theory will be described (§2.6).
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2.1 Foundational Particle Kinetics of Plasmas
The fluid approximation has its origins in the kinetic theory of plasmas, an extension of
the kinetic theory of gases whereby macroscopic phenomena are understood as represent-
ing the collective effects of large ensembles of particles. Unlike a gas of neutral particles,
the particles in a plasma are charged, meaning that electromagnetic forces play a key
role in the governing dynamics. An important aspect of the kinetic theory of plasmas,
therefore, is to distinguish between microscopic and macroscopic electrodynamic effects;
indeed, this is essential for the treatment of particle collisions. Consequently, we be-
gin by describing some of the fundamental parameters used to characterise both these
distinctions and plasmas more generally.
One of the most important concepts in plasma physics is quasi-neutrality ; that is, while
the plasma constitutes a combination of neutral and charged particles, on average the
net ensemble of particles may be considered electrically neutral [33]. Throughout this
thesis we shall be concerned with two species plasmas consistituting a fully ionized ion
population of atomic number Z and number density ni, and an electron population of
number density ne; in this case quasi-neutrality implies Zeni − ene ≈ 0, or Zni ≈ ne.
Quasi-neutrality means that in the event of a local charge imbalance, highly mobile
electrons redistribute themselves so as to to rapidly cancel the resultant electric field.
Indeed, for a plasma with electron number density ne and temperature Te, all local field
fluctuations are screened out over a length scale known as the Debye length λD, where
λD =
(
Te0
nee2
)1/2
(2.1)
and Te has been measured in energy units (see Appendix B). The Debye length represents
the dividing line between microscopic and macroscopic electromagnetic length scales. In-
deed, despite the long-range nature of Coulomb forces, particles only ‘see’ each other if
they are separated by less than ∼ λD, and interactions within this distance represent
continual uncorrelated fluctuations, or collisions (see §2.1.4). Conversely, macroscopic
electric fields over length scales greater than λD can only arise as a consequence of col-
lective behaviour amongst charged particles [34]. In this case, individual particles ‘see’
a continuous charge cloud: correlated deviations from strict neutrality just large enough
to balance other plasma forces, such as those arising from pressure gradients or resistive
friction (see §2.2.3) [33, 35]. Note that Debye shielding is only effective in weakly coupled
plasmas for which the electrostatic potential energy of electrons separated by a Debye
length ∼ e2/0λD is much less then their thermal energy. This condition is expressed
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g =
e2
0λDTe
=
1
neλ3D
 1, (2.2)
where g is the plasma paramter [36], and is equivalent to saying that Debye shielding is
dependent on there being a large number of electrons within a Debye volume λ3D.
Though screening electrons accelerate rapidly, their finite inertia means that there exists a
characteristic response time for electronic shielding. To see this consider the displacement
of a slab of electrons through a distance x, creating a charge density imbalance of ±ene
and inducing an electric field E = (ene/0)xxˆ (see figure 2.1). Using the Lorentz force
to calculate the acceleration of the slab, we find x¨ = −(e/me)|E| = −ω2pex, i.e., simple
harmonic oscillation with the plasma frequency
ωpe =
(
nee
2
me0
)1/2
. (2.3)
The plasma frequency represents the characteristic rate of electron response, and is a key
parameter in determining the ability of a plasma to shield electric fields. For example,
laser-light can only propagate through a plasma if the angular frequency of its field ωl
exceeds ωpe. If the laser frequency is lower, then electrons have sufficient time to respond
and screen the wave out. Consequently, for a given laser incident on a target in which
the density is increasing, we can define a critical surface with electron number density
nc such that ωpe(nc) = ωl after which the laser will not propagate: beyond this point the
wave is evanescent with characteristic decay length of order the collisionless-skin-depth
δ. Taking c as the speed light, nc and δ are defined respectively by
nc = ω
2
l
0me
e2
and δ =
c
ωpe
. (2.4)
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Figure 2.1: The slab geometry of a plasma oscillation. A slab of electrons is displaced by a
distance x and the ±ene charge density imbalance sets up a restorative electric field E through
Gauss’s law. More precisely, if dVτ is a volume element and dA an area element defining the
plane of displacement then, since
∮
E · dA = 10
∫
enedVτ , we have E = (ene/0)xxˆ.
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2.1.1 Distribution Function and Transport Properties
Any calculation of the collective effects of a system of many particles of species β begins
with the distribution function fβ(r,v, t). At time t and position r, this function specifies
the number of particles in a volume d3r = dxdydz with velocity in the interval v to
v + dv. That is, fβ returns the six-dimensional-number-density of particles at a position
(r,v) in phase space, where
r =
∑
i
xixˆi and v =
∑
i
vivˆi (2.5)
are the configuration space and velocity space coordinates respectively, and xˆi and vˆi are
the relevant unit vectors. Unless stated otherwise, the geometry used throughout this
thesis is Cartesian, i.e., the indices are such that i ∈ {x, y, z}.
The distribution function allows us to define a set of macroscopic transport quantities in
a plasma, based on the collective behaviour of its constituent particles, through a process
known as taking velocity moments [33]. Denoting the number density of particles nβ, the
mth order polyadic velocity tensor vm = vv . . .v moment is defined by
〈vm〉 = 1
nβ
∫
vv . . .vfβ(r,v, t)d
3v = vv . . .v, (2.6)
where the notations 〈vm〉 and vv . . .v will be used interchangeably throughout and d3v =
dvxdvydvz denotes integration over each velocity direction. Notice from the definition of
the distribution function that 〈vm〉 represents the expectation value, or mean value, of
vm, and it is this feature which provides the link between the microscopic nature of fβ
and the macroscopic transport quantities.
Throughout this thesis we will be primarily concerned with electron transport phenomena,
and for this reason the moments of the electron distribution function relating to the
number density ne, mean velocity v, pressure tensor Pe and the heat-flow q (mean kinetic
energy flow 〈1
2
nemev
2v〉) are given below:
0th moment: ne(r, t) =
∫
f(r,v, t)d3v, (2.7a)
1st moment: v(r, t) =
1
ne
∫
vf(r,v, t)d3v, (2.7b)
2nd moment: P
e
(r, t) = me
∫
vvf(r,v, t)d3v = nemevv, (2.7c)
velocity averaged
1
2
nemev
2v: q(r, t) =
1
2
me
∫
v2vf(r,v, t)d3v, (2.7d)
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where f = fe has been assumed for brevity. That these variables are referred to as
transport quantities reflects their connexion to flux: the mean velocity 〈v〉 ≡ v(r, t) is
connected to the flux of charge, or electronic current, by j = −ene〈v〉; the pressure Pe
is related to the the flux of momentum; and the heat-flow q is the flux of mean kinetic
energy. Each quantity remains a function of both time t and configuration space r, only
the dependence on the velocity space coordinate v has been integrated out.
Our expression for the mean electron velocity 〈v〉 leads naturally to the notion of intrinsic
electron velocity defined by w = v − 〈v〉, and thus satisfying 〈w〉 = 0. Since w is the
electron velocity in the rest frame of the bulk flow, it represents the thermal motion
associated with the internal energy density U , where
U =
1
2
neme〈w2〉 = 3
2
neTe, so that Te =
1
3
me〈w2〉, (2.8)
defines the electron temperature in energy units [37]. In this way the pressure tensor
given by equation (2.7c) may be expressed as
P
e
= neme〈(w + v)(w + v)〉 = P′e + neme〈v〉〈v〉, (2.9a)
where P′
e
= neme〈ww〉 = PeI + Πe, with Pe = neTe, (2.9b)
is the intrinsic pressure tensor in terms of the isotropic and anisotropic pressures, Pe and
Π
e
respectively [33]. Here, I is the identity tensor and Π
e
has coefficients given by
Πeij = neme
(
〈wiwj〉 − 1
3
〈w2〉δij
)
, where δij =
1, for i = j0, otherwise. (2.10)
Notice that by definition, the form of w means the anisotropic pressure is traceless, viz,
〈w2〉 = 〈w ·w〉 =
∑
i
〈w2i 〉 ⇒ Tr(Πe) = neme
∑
i
(
〈w2i 〉 −
1
3
〈w2〉
)
= 0. (2.11)
Similarly, the total heat-flow given by equation (2.7d) may be written
q = qe +
1
2
neme
(
5
3
〈w2〉+ 〈v〉2
)
〈v〉+ Π
e
· 〈v〉, where qe = 1
2
neme〈w2w〉 (2.12)
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is referred to as the electron intrinsic heat-flow and 〈v〉2 = 〈v〉 · 〈v〉. Typically terms
associated with the anisotropic pressure are neglected (see §2.2.1) and we assume that
the energy associated with the random thermal motion is much greater than the energy
associated with the bulk motion, that is, 〈w2〉  〈v〉2. In this way we have
q = q′e −
5
2
Te
e
j, where j = −ene〈v〉 and q′e ≈ qe (2.13)
are the electronic current and approximate intrinsic heat-flow respectively [38].
2.1.2 Boltzmann Equation
The change in fβ(r,v, t) as a function of time is described by the Boltzmann equation [33];
a continuity equation in phase space analogous to the usual conservation in configuration
space and (dropping the β subscript) given by
∂f
∂t
+∇r · (vf) +∇v · (hf) =
(
δf
δt
)
, (2.14)
where h = dv/dt is the acceleration, (δf/δt) represents fluctuations in f due to collisions,
and the gradient operators in phase space ∇r and ∇v are defined respectively
∇r =
∑
i
∂
∂xi
xˆi and ∇v =
∑
i
∂
∂vi
vˆi. (2.15)
Typically the dominant forces on the plasma are electromagnetic and the acceleration h
of particles with charge q and mass m may be found from the Lorentz force law, that is,
h = (q/m)(E + v×B), where E and B are the electric and magnetic fields respectively.
Thus, because r and v are independent coordinates, both ∇r ·v = 0 and ∇v ·h = 0, and
equation (2.14) may be written
∂f
∂t
+ v · ∇rf + a · ∇vf + (v × ωL) · ∇vf =
(
δf
δt
)
, (2.16)
where a =
qE
m
and ωL =
qB
m
.
Setting the right-hand-side to zero, this equation reduces to the Vlasov equation [33,
39], and terms on the left-hand-side are referred to as the Vlasov terms accordingly.
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Nevertheless, for most of the phenomena discussed in this thesis collisions are essential
and (δf/δt) must be specified explicitly. Such a refinement of the Boltzmann equation
is generally non-trivial; however, in what follows we can assume large numbers of binary
interactions between charged particles to dominant collisional effects and the Fokker-
Planck collision operator may be used (see §2.1.4). The Boltzmann equation in this guise
is known as the Vlasov-Fokker-Planck equation.
2.1.3 Coloumb Collisions and Rutherford Scattering
Because the plasmas considered here are fully ionized, collisions between particles are
mediated by the Coulomb force. The simplest collisional process of this kind is Rutherford
scattering between a particle of species α, mass mα, charge Zαe, and initial velocity vα,
and a scatterer of species β, mass mβ, charge Zβe, and initial velocity vβ. In this case
the collision represents an hyperbolic orbit for which the incoming and outgoing limiting
trajectories define a natural collision angle χ, a situation shown schematically for electron
scattering from ions in figure 2.2. Consequently, the initial (limiting) approach of the
particles is along opposing branches of an hyperbola with relative speed u = |vα − vβ|
and impact parameter b, the perpendicular distance between the two branches.
Following the classic analysis for orbits in inverse-square potentials [33], it may be shown
that the impact parameter b, collision speed u and collision angle χ are related by
tan(χ/2) =
b0
b
, where b0(u) =
ZαZβe
2
4pi0mαβu2
and mαβ =
mαmβ
(mα +mβ)
(2.17)
are the impact parameter for χ = pi/2 scattering and the reduced mass respectively.
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Figure 2.2: The hyperbolic orbit of an electron with impact parameter b and collisional
(limiting) speed u about an ion of charge Ze, in the rest-frame of the ion. Notice that the
much greater ionic mass means its position is approximately identical to the focus of the orbit.
The angle between the electron’s limiting trajectory and the line of symmetry of the orbit θ0 is
related to χ, the collision angle, by χ = pi − 2θ0, hence, tan(χ/2) = cot θ0.
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Since b and χ are directly connected, we can equate the number of collisions with impact
parameter in the range [b, b+ db] directly to the number scattered into solid angle dΩ =
2pi sinχdχ. Indeed, defining a differential cross-section σ(χ), related to the annular cross-
section 2pibdb associated with impact parameter b by 2pibdb = σ(χ)dΩ, we find
σ(χ) =
b
sinχ
∣∣∣∣ dbdχ
∣∣∣∣ ⇒ σ(χ, u) = Z2αZ2βe4(4pi0)2m2αβu4 14 sin4(χ/2) , (2.18)
where the modulus has been introduced to ensure σ(χ) remains positive since, as is
apparent in equation (2.17), b decreases with χ. The proportionality σ(χ) ∝ 1/ sin4(χ/2)
means collisions resulting in small angle deflections are much more likely than those
leading to large deflections (see Appendix C); it is this characteristic which forms the
basis of the Fokker-Planck equation discussed below.
2.1.4 Fokker-Planck Equation
The dominance of small angle collisions, and the probabilistic nature of multiple collisions
between particles within a Debye volume λD, means that the collision term (δfα/δt) may
be expanded as a Fokker-Planck equation [33, 36, 40]. Further details of this expansion
are discussed in Appendix C and for present purposes we simply note that by defining
Hα(vα) =
∑
β
Z2β
mα +mβ
mβ
∫
f(vβ)
|vα − vβ|d
3vβ (2.19a)
and Gα(vα) =
∑
β
Z2β
∫
|vα − vβ|f(vβ)d3vβ, (2.19b)
known as Rosenbluth potentials [41], the Fokker-Planck equation may be written
(
δfα
δt
)
= −Γα∇vα · (fα∇vαHα) +
1
2
Γα∇vα∇vα : (fα∇vα∇vαGα), (2.20)
where Γα =
Z2αe
4
4pi20m
2
α
log Λαβ, with log Λαβ = log(λD/b0(u)),
as the Coulomb logarithm. The appearance of both the Debye length λD and the impact
parameter for right-angle scattering b0(u) in Λαβ reflects the assumption that collisions
take place within a Debye volume λ3D. At distances greater than λD the Coulomb fields
which mediate interactions are ‘screened-out’ (see §2.1 and Appendix B.1).
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2.1.5 Vlasov-Fokker-Planck Equation
Equation (2.20) is the general form of the Fokker-Planck equation for the distribution
function fα corresponding to particles of species α. For electron-ion collisions this means
we take vα = v as the electron velocity, Z = Zβ as the ion atomic number, Zα = −1, and
fα = fe = f as the electron distribution function. Throughout this thesis we shall make
use of the Lorentz approximation in which case the relative speed u = |v − vi|, where
vi is the ion velocity, is approximated by |v − C|, where C is the average ion velocity.
This approximation is good provided the electron speeds vastly exceed the ion speeds,
an assumption which usually holds due the much greater ion mass mi when compared
with me. For the case where C = 0, such that u = v = |v|, the parts of the sums in the
Rosenbluth potentials relevant to scattering from ions become
He(v) =
niZ
2
v
+ hee(v) and Ge(v) = niZ
2v + gee(v), (2.21)
where ni is the ion number density, and hee(v) and gee(v) are the un-evaluated parts
relevant to electron-electron collisions. Notice here that we have taken (me+mi)/mi ≈ 1.
Consequently, by substituting these forms for the Rosenbluth potentials, and representing
the effect of electron-electron collisions by Cee, equation (2.20) may be combined with
equation (2.16) to give the explicit form for the Vlasov-Fokker-Planck equation [33]
∂f
∂t
+ v · ∇rf − e
me
(E + v ×B) · ∇vf = Cee + niYei∇v ·
{
fv
v3
+
1
2
∇v ·
[
I− vv
v2
]}
,
where Yei = Z
2Γe = 4pi
(
Ze2
4pi0me
)2
log Λei, with Λei =
8pi
Z
neλ
3
D (2.22)
as the argument of the Coulomb logarithm for electron-ion collisions expressed in terms
of λD, ne and Z. Writing Λei in this way suggests a convenient method for calculating
log Λei similar to that of Boyd and Sanderson [36], that is,
log Λei ≈ 6.9− log
(
Z
10
)
+
3
2
log
(
Te
keV
)
− 1
2
log
( ne
1021cm−3
)
, (2.23)
where Te and ne are measured in keV and cm
−3 respectively (see Appendix C).
2.1.6 Electron Fluid Equations
In principle, the Vlasov-Fokker-Planck (v.f.p.) equation may be solved directly for f and
the macroscopic parameters calculated by taking moments like those listed in equations
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(2.7); broadly speaking it is this method that constitutes kinetic modelling of plasmas.
Nevertheless, by taking moments of the Vlasov-Fokker-Planck equation itself, it is possible
to derive a set of fluid equations to directly describe the relationship between macroscopic
variables. Denoting the Fokker-Planck collision term (δf/δt) = C(f) and assuming an
electron distribution function f = fe, the general m
th moment of equation (2.16), which
shall be denoted 〈vm(v.f.p.)〉, may be written
∂
∂t
(ne〈vm〉) +∇r ·
(
ne〈vm+1〉
)− 〈ne(a + v × ωL) · ∇vvm〉 = 〈neC(f)vm〉. (2.24)
The presence of both 〈vm〉 and 〈vm+1〉 moments here means that the fluid model consti-
tutes an infinite set of coupled equations. As an example, consider a simple two species
plasma made up of electrons and ions only, a situation for which a number of useful ap-
proximations can be made concerning moments of the collision term. Assuming the rate
of electron production to be zero, we find 〈neC(f)〉 = 0. Similarly, neglecting electron
energy losses to the much more massive ions, we can write 〈neC(f)v2v〉 = 0. Finally,
recalling that the m = 1 moment of the collision term accounts for momentum transfer,
or friction, between distinct species, we can write 〈neC(f)v〉 = ∆pei, where ∆pei repre-
sents the momentum passing from the electrons to the ions [1, 33, 36]. Hence, the m = 0,
m = 1, and the v2 moments 〈(v.f.p.)〉, 〈v(v.f.p.)〉 and 〈v2(v.f.p.)〉 respectively, yield
∂ne
∂t
+∇ · (ne〈v〉) = 0, (2.25a)
me
[
∂
∂t
(ne〈v〉) +∇ · (ne〈v〉〈v〉)
]
+∇Pe +∇ · Πe + ene(E + 〈v〉 ×B) = ∆pei, (2.25b)
and
3
2
∂Pe
∂t
+
∂
∂t
(
1
2
me〈v〉 · 〈v〉
)
+∇ · q + ene〈v〉 · E = 0. (2.25c)
The chain of dependence in these equations may be understood as follows: equation
(2.25a), the continuity equation, references the mean electron velocity 〈v〉; evaluating
the moment for 〈v〉 in equation (2.25b), the momentum equation, we find that we need
an expression for the pressure Pe; nevertheless, taking the v
2 moment for Pe in equation
(2.25c), the energy equation, we discover that we must now solve for the heat-flow q,
. . . and so-on ad infinitum.
The inherent difficulty with fluid modelling of plasmas is now clear: sequential equations
introduce new unknown variables. Indeed, at some point the chain of coupled equations
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must be artificially terminated, and typically this is done by retaining only the first
three, i.e., those given above [33]. Nevertheless, even with ne, Pe and 〈v〉 in a sense
determined, to form a mathematically tractable description of the plasma, we still require
an expression for the heat-flow equation, which describes q; and we must also treat the
collision term ∆pei to form Ohm’s Law, which determines E. It is with precisely these
goals in mind, the closure of the fluid equations, that we turn to classical transport theory.
2.2 Classical Transport Theory
The derivation of classical transport theory outlined here has a two principal stages which
relate naturally to its two fundamental assumptions. First, as a means of closing the fluid
equations, the distribution function is re-expressed as the sum of orthogonal functions
through a Cartesian tensor expansion (see §2.2.1): it is assumed that the higher order
terms in the expansion, which describe higher order transport effects beyond the heat-
flow, may be neglected. Second, the fluid equations are re-derived by taking moments of
the expanded distribution function; part of this process involves calculating the transport
coeffients, the functions which account for collisional transport processes, and to do this
we must make a second assumption: that the distribution function may be approximated
to first-order by a Gaussian (see §2.2.2 and §2.2.3).
2.2.1 Cartesian Tensor Expansion and the f-equations
The first step to closing the fluid equations is made by expanding the distribution function
f(r,v, t) as a series of mutually orthogonal irreducable base tensors—a Cartesian tensor
expansion—and neglecting the higher order terms. For example, retaining only the first
three terms we have [33, 42]:
f(r,v, t) = f0(r, v, t) + f1(r, v, t) · v
v
+ f
2
(r, v, t) :
vv
v2
+ . . . . (2.26)
This expansion has the desirable property that the tensors f0, f1 and f2 contain no
directional information about the velocity; this is carried instead by the vl/vl = vˆl
part in each term, that is, f0, f1 and f2 are functions of position r, time t and velocity
magnitude v = |v| only. The set is irreducible in the sense that the maximum amount
of information is absorbed into the lowest order term possible. For the three terms listed
above, this means that f
2
traceless. Indeed, supposing it were not, the whole expansion
may be re-expressed, or reduced with alternative first and third terms, such that
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f0 + f1(r, v, t) · v
v
+ f
2
:
vv
2
= f ′0 + f1(r, v, t) ·
v
v
+ f ′
2
:
vv
v2
, (2.27)
where f ′0 = f0 +
1
3
(f2xx + f2yy + f2zz) and f
′
2
= f
2
− 1
3
Tr(f
2
)I ⇒ Tr(f ′
2
) = 0
Notice that f0 has no associated velocity direction tensor (v
0/v0 = 1), so that the first
term is isotropic in velocity space; net flows in the plasma, or transport effects, are thus
associated with the higher order terms f1 and f2. This feature of the expansion is clarified
by expressing the velocity in terms of a set of direction cosines (see figure 2.3) such that
v = (v cos θx, v cos θy, v cos θz). Integration over velocity then becomes an integral over
speed and solid angle, i.e., d3v → v2dvd2Ω (with d2Ω = sin θdθdφ) and the first three
terms of the expansion may be written
f(r,v, t) = f0 + f1i cos θi + f2ij cos θj cos θi, (2.28)
where we have used the index notation for the vector (f1 → f1i) and matrix (f2 → f2ij)
terms, and the summation convention over repeated indices. Hence, taking appropriate
moments of this equation for scalar, vector and tensor functions of velocity, φ = φ(v),
Q = Q(v)v/v = Q(v) cos θi and QQ = Q
2 cos θi cos θj respectively, we find
〈φ〉 = 1
ne
∫
φf(r,v, t)d3v =
4pi
ne
∫
φf0v
2dv, (2.29a)
〈Q〉 = 1
ne
∫
Qf(r,v, t)d3v =
4pi
3ne
∫
Qv2f1dv, (2.29b)
〈QQ〉 = 1
ne
∫
QQf(r,v, t)d3v =
4pi
3ne
∫
Q2f0Iv
2dv +
8pi
15ne
∫
Q2f
2
v2dv, (2.29c)
where we have made use of the following integral result
∫
cosp θx cos
q θy cos
r θzd
2Ω = 4pi
1 · 3 · 5 . . . (p− 1) · 1 · 3 . . . (q − 1) · 1 · 3 . . . (r − 1)
1 · 3 · 5 . . . (p+ q + r + 1)
(2.30)
for even integers p, q and r, which evaluates to zero if either p, q or r are odd [33].
More specifically, equations (2.29) may be used to find the moments for the number
density, temperature, electronic current, heat-flow and intrinsic pressure tensor:
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Figure 2.3: The velocity v defines a set of direction cosines θx, θy, θz with respect to the
Cartesian axis such that v = (v cos θx, v cos θy, v cos θz), where v = |v|.
ne = 4pi
∫ ∞
0
f0v
2dv, (2.31a)
Te =
1
3
me〈w2〉 = 4pi
3ne
me
∫ ∞
0
w2f0v
2dv, (2.31b)
j = −ene〈v〉 = −4pi
3
e
∫ ∞
0
v3f1dv, (2.31c)
q =
1
2
neme〈v2v〉 = 2pi
3
me
∫ ∞
0
v5f1dv, (2.31d)
and P′
e
= mene〈ww〉 = 4pi
3
me
∫ ∞
0
w2f0Iv
2dv︸ ︷︷ ︸
PeI = neTeI
+
8pi
15
me
∫ ∞
0
w2f
2
v2dv︸ ︷︷ ︸
Π
e
, (2.31e)
respectively. Here the isotropic quantities ne, Te and Pe arise from moments of f0, while
the fluxes j and q come form moments of f1. As expected from equation (2.9b) and our
discussion in §2.1.1, the intrinsic pressure tensor P′
e
has both an isotropic part Pe = neTe
and traceless anisotropic part Π
e
arising from moments of f0 and f2 respectively.
The orthogonality of the cartesian base tensors means that we can substitute the expan-
sion (2.28) into the Vlasov-Fokker-Planck equation and take angular moments to find
equations governing the evolution of the tensors themselves. Indeed, by neglecting terms
higher than f1 and using the a and ωL notation defined in equation (2.16) with q = −e,
substitution of equation (2.26) into equation (2.22) yields (after some manipulation):
[
∂f0
∂t
+
a · f1
v
− Ce0
]
+
[
∂f1
∂t
+ v∇rf0 + a∂f0
∂v
+ ωL × f1 −Ce1(f1)
]
· v
v
(2.32)
+
[
v∇rf1 + v ∂
∂v
(
af1
v
)]
:
vv
v2
= −niYei
v3
f1 · v
v
,
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where the electron-ion collision term on the right-hand-side is considerably simplified,
and Cee has been expanded into Cartesian tensors Ce0 and Ce1 such that [33]
Cee(f) = Ce0(f0) + Ce1(f1) · v
v
. (2.33)
Barring factors of pi, taking angular moments of equation (2.32) is equivalent to writing
it in an irreducible form and ‘reading-off’ orthogonal terms. Indeed, after defining
νei(v) =
niYei
v3
=
ni[Ze
2/0me]
2 log Λei
4piv3
(2.34)
as the characteristic electron-ion collision frequency, the expanded Vlasov-Fokker-Planck
equation in irreducible form is given by
0 =
[
∂f0
∂t
+
a · f1
v
+
v
3
∇r · f1 + v
3
∂
∂v
(
a · f1
v
)
− Ce0
]
+
[
∂f1
∂t
+ v∇rf0 + a∂f0
∂v
+ ωL × f1 + νeif1 −Ce1
]
· v
v
+
[
v∇rf1 + v ∂
∂v
(
af1
v
)
− v
3
Tr
{
∇rf1 + ∂
∂v
(
af1
v
)}
I
]
:
vv
v2
(2.35)
(cf. equation (2.27)). Here we have used the result for vectors A and B that the trace of
the tensor AB = AiBj is given by Tr(AB) =
∑
iAiBi = A · B, and rewritten velocity
space gradient operations in terms of the scalar derivative ∂/∂v [33], i.e.,
∇v = ∂
∂vi
=
∂v
∂vi
∂
∂v
=
vi
v
∂
∂v
=
v
v
∂
∂v
. (2.36)
Each term in the expansion of the Vlasov-Fokker-Planck equation (2.35) must vanish
independently. Consequently, from the first two terms we find
∂f0
∂t
+
v
3
∇ · f1 + 1
3v2
∂
∂v
(
v2a · f1
)
=Ce0 (2.37a)
and
∂f1
∂t
+ v∇f0 + a∂f0
∂v
+ ωL × f1 =− νeif1 + Ce1, (2.37b)
known as the f0-equation and f1-equation respectively, where we have used the identity
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a · f1
v
+
v
3
∂
∂v
(
a · f1
v
)
=
1
3v2
∂
∂v
(
v2a · f1
)
(2.38)
in equation (2.37a) and dropped the ‘r’ subscript on the gradient operator ∇r since
velocity gradients have been expressed in terms of speed derivatives. Notice that the
f0-equation is coupled to the f1 equation by virtue of the terms in ∇ · f1 and a · f1. In
fact, moments of the expanded Vlasov-Fokker-Planck equation yield an infinite set of
coupled f -equations related to the fluid equations discussed in §2.1.6; the reason only
two equations appear here is because we have neglected terms in f
2
and higher. Indeed,
it should be emphasised that the truncation of the expansion means we can close the fluid
equations necessarily at the cost of losing accuracy in our description; for example, terms
such as the anisotropic pressure ∇ ·Π which arises from f
2
(see equation (2.31e)) will no
longer appear. The validity of the truncation itself, which rests on the assumption that
f0 is largely isotropic, will be discussed in greater detail in §2.6.
In kinetic modelling, and in kinetic codes such as impact [23], the f0 and f1-equations
often form the starting point for plasma calculations. Expanding in this way has con-
siderable computational advantages: the plasma may be described by two f -equations
which are functions of just one velocity coordinate v = |v|, rather than by the complete
Vlasov-Fokker-Planck equation which is a function of three velocity coordinates vx, vy,
vz. Notice that in these cases no assumptions are made about the analytical forms of
either f0 or f1; the terms are solved for directly and macroscopic parameters calculated
at a secondary stage through moments such as those given in equations (2.31).
In the classical transport model the number of variables is reduced still further by ‘inte-
grating out’ all velocity dependence before the formation of the governing equations (see
§2.2.2 and §2.2.3). This has the key advantage that the plasma is described by relation-
ships between macroscopic quantities, but the disadvantage that an analytical form must
be assumed for f0, weakening the generality of the description to cases approximating
local thermodynamic equilibrium (see §2.2.3).
2.2.2 Energy and Continuity Equations
The f0-equation represents the 0
th angular moment of the expanded Vlasov-Fokker-Planck
equation. Consequently, subsequent multiplication by vm, where m is an integer, and
integration over v2dv is equivalent to taking full speed averages 〈vm(v.f.p.)〉, i.e.,
〈vm(v.f.p.)〉 ≡ 4pi
∫
vm (f0-equation) v
2dv. (2.39)
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Hence, the density and thermal energy continuity equations of §2.1.6 are recovered by
taking the v0 and v2 moments of the f0-equation and using the results in equations (2.31):
4pi
∫
(f0-equation) v
2dv ⇒ ∂ne
∂t
+∇ · (ne〈v〉) = 0 (2.40a)
and 4pi
∫
v2 (f0-equation) v
2dv ⇒ ∂U
∂t
+
∂UK
∂t
+∇ · q + ene〈v〉 · E = 0, (2.40b)
where U =
3
2
neTe and UK =
1
2
neme〈v〉 · 〈v〉
are the internal energy density (see §2.1.1) and the kinetic energy density associated
with the bulk electron flow respectively. Notice that because electron-electron collisions
neither change ne nor remove energy from the electron population, v
0 and v2 averages of
Ce0 both evaluate to 0.
Quasi-neutrality requires ∇· j = −e∇· (ne〈v〉) = 0, so that the continuity equation yields
∂ne/∂t = 0 (see §2.2.5). In this case the energy equation is
3
2
ne
∂Te
∂t
+
me
nee2
j · ∂j
∂t
+∇ · q− E · j = 0 (2.41)
where UK and the Ohmic heating term E · j are written in terms of the electronic current
j. Notice, however, that we still need to determine both E and q, that is, expressions for
Ohm’s Law and the heat-flow equation respectively. For these we turn to the f1-equation.
2.2.3 Ohm’s Law and the Heat-Flow Equation
The final stage in our derivation of the equations of classical transport theory, whereby
we find expressions for Ohm’s Law and the heat-flow equation, is important for several
reasons, not least because it is the point at which we close the fluid equations. Indeed, it
is in this section that we discuss the main thrust of classical transport—the treatment of
collisions—thereby discovering some of the physical consequences of electron-ion interac-
tions (cf. the ∆pei term in equation (2.25b)). Furthermore, it is here that we are obliged
to make one of the fundamental assumptions in the theory: taking a Gaussian form for
the isotropic part of the electron distribution function f0.
The seminal treatment of collisions in magnetised physics is that given by Braginskii
[1]; however, the super-Gaussian transport theory discussed in Chapter 4 is based on
the derivation of Epperlein [11, 13], who re-examined Braginskii’s work and made more
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accurate calculations of the transport coefficients, and it is his method which shall be
outlined here.
We begin by making two important assumptions about the f1 equation. Firstly, we neglect
electron-electron collisions, as described by Ce1, when compared with the electron-ion
collision term νeif1, a move which forms the second part of the Lorentz approximation.
This is justified because the f1 equation describes anisotropy in the electron distribution
function due to angular scattering; since scattering increases with charge, electron-ion
collisions dominate in the limit of high atomic number Z [22, 36]. In addition, the term
∂f1/∂t is neglected when compared with the collision term νeif1, so the time-scale of
interest must exceed the collision time τei, that is,
1
|f1|
∣∣∣∣∂f1∂t
∣∣∣∣ 1τei , where τei = 1νei . (2.42)
In a similar fashion to our speed averages of the f0-equation, we note that the f1-equation
represents the 1st angular moment of the expanded Vlasov-Fokker-Planck (v.f.p.) equa-
tion. Hence, multiplying by vm, where m is an integer, and integrating over v2dv is
equivalent to taking the full velocity averages 〈vm−1v(v.f.p.)〉, i.e.,
〈vm−1v(v.f.p.)〉 ≡ 4pi
3
∫
vm (f1-equation) v
2dv. (2.43)
It is interesting to note, after taking the m = 1 moment of the f1 equation, that inequality
(2.42) is closely related to the inequality
∣∣∣∣ menee2 j · ∂j∂t
∣∣∣∣ |j · E| . (2.44)
As we shall see, when taking moments of the f1-equation it is necessary to assume an
analytic form for the isotropic part of the distribution function. Our final assumption
therefore, regards the form of f0 and is a key feature of classical transport theory that we
shall revisit when discussing the super-Gaussian theory in Chapter 4. Indeed, the plasma
is taken to be in approximate local thermodynamic equilibrium, so that f0 is a Gaussian,
i.e., f0 ∝ exp(−[v/vT ]2), where vT = (2Te/me)1/2 is the thermal velocity.
This assumption for f0 is good provided two conditions hold: first, enough collisions
must occur for the distribution function to remain broadly thermal over the time-scale
tI of interest, that is, tI  τT , where τT is the thermal collision time; and second,
electrons must thermalise locally, i.e., the characteristic distance between collisions, the
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thermal mean-free-path λT , must be much shorter than the length-scale over which the
temperature changes. Indeed, the condition tI  τT is necessary if the truncation of
the Cartesian tensor expansion at f1 is to be valid: the distribution function must be
sufficiently isotropic for f1 to represent a perturbation on f0, and it is collisions which
maintain isotropy.
Neglecting appropriate terms, therefore, our governing equations are the Gaussian distri-
bution function f0 and the f1-equation,
f0 =
ne
pi3/2v3T
exp
(− [v/vT ]2) and v∇f0 + a∂f0
∂v
+ ωL × f1 = −νeif1 (2.45)
respectively. For future reference we define the thermal velocity vT , the thermal collision
time τT , the Braginskii collision time τB, the thermal mean-free-path λT and the thermal
Larmor radius rL as
vT =
(
2Te
me
)1/2
, τT =
1
νT
=
1
νei(vT )
=
4piv3T
ni[Ze2/0me]2 log Λei
, τB = cBτT , (2.46a)
with cB =
3
√
pi
4
, λT = vT τT ∝ v4T ∝ T 2e , and rL =
mevT
e|B| =
λT
|ωL|τT . (2.46b)
Notice by the the definition of the Coulomb logarithm log Λei in equation (2.22), and the
expressions for the plasma frequency ωpe and Debye length λD in §2.1, that
vT =
√
2(ωpeλD) ⇒ ωpeτT = ωpe
νT
=
√
2
(
Λei
log Λei
)
 1. (2.47)
By making f1 the subject of equation (2.45) and taking m = 1 and m = 3 speed averages,
it is possible to find expressions for both Ohm’s Law and the approximate intrinsic heat-
flow q′e = q + (5Te/2e)j (see §2.1.1) without making any assumptions about the analytic
form of f1 [13]:
Ohm’s Law: eneE = −∇Pe + j×B + me
eτB
αc · j− neβc · ∇Te, (2.48a)
intrinsic heat-flow: q′e = −
neτBTe
me
κc · ∇Te − ψc · jTe
e
= q +
5Te
2e
j
Heat-Flow Equation: q = −neτBTe
me
κc · ∇Te −
(
ψc +
5
2
I
)
· jTe
e
. (2.48b)
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In these equations the resistivity αc, thermal conductivity κc, and the thermoelectric ten-
sors βc = ψc are the transport coefficients : dimensionless functions of the Hall parameter
χ and atomic number Z only, where χ is defined by product of the Larmor frequency ωL
and the Braginskii collision time τB, i.e.,
χ = ωLτB, where ωL = |ωL| = e|B|
me
. (2.49)
Notice that having truncated the expansion of f before f
2
and neglected ∂f1/∂t in the f1-
equation, Ohm’s Law contains neither an anisotropic pressure term in ∇·Π (cf. equation
(2.31e)) nor an inertial term in (me/e)∂j/∂t; comparing equations (2.25b) and (2.48a),
these terms might otherwise have been expected. The transport coefficients themselves
represent the effects arising from the collisional moment in equation (2.25b).
In a magnetised plasma, the field B provides a natural reference direction for transport
processes, with transport along field lines different from that across them. In particular,
if we consider a field unit vector b = B/|B| and a vector s in the direction of the
driving force behind the transport (e.g. s = ∇Te for the thermal conductivity), then for
a general transport coefficient η we can form an othogonal basis such that the coefficient
is characterised by three functions η‖, η⊥ and η∧:
η · s = η‖b(b · s) + η⊥b× (s× b) + η∧b× s, (2.50)
a construction shown in figure 2.4 and motivated in greater detail in Appendix D. Note
that when we consider transport associated with the resistivity αc convention dictates
that the final term in this equation has opposite polarity: specifically, the αc · j term is
written using equation (2.50) with the transformations s→ j, η∧ → −η∧ and η → α.
z 
x y 
b 
b(b.s) 
s
 
b!s 
b!(s!b) 
i) iii) 
z 
x y 
ii) s
 
s
 b 
b!s 
b!(s!b) 
! 
Figure 2.4: Three diagrams narrating the construction of the transport geometry as follows:
i) first, the driving force s and magnetic field unit vector b are defined in an x-y-z co-ordinate
system; ii) second, two further vectors orthogonal to b are formed, namely b×s and b×(s×b);
iii) third, the vector b is re-scaled to a length |b(b · s)| so that s = b(b · s) + b× (s× b). Here
θ is the angle between s and b (see Appendix D).
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In the absence of magnetic field, transport in the plane containing b(b ·s) and b× (s×b)
is the same in all directions, and identical to the Spitzer-Ha¨rm transport relations for a
fully ionized plasma [43]. The η‖ coefficient is thus identical to the η⊥ coefficient in the
limit of low field strength, i.e., η‖ = η⊥(χ = 0), meaning only η⊥ and η∧ components
need be calculated. Nevertheless, excepting those cases where χ = 0, the expressions
for the transport coefficients cannot be solved analytically. It is therefore customary
to solve for the components numerically and then find polynomial approximations to
them as functions of Hall parameter [11, 14] (see Appendix D). Note that if electron-
electron collisions are included in the f1 equation, then the coefficients in these transport
polynomials are also functions of the ion atomic number [14]. The transport coefficients
relevant for the Lorentz approximation are plotted as a function of χ in figure 2.5.
2.2.4 Laser Heating and Inverse Bremsstrahlung
Notice that our description so far does not account for the change in the electron distri-
bution function due to laser heating, a feature most evident in equation (2.41) where the
rate of change of internal energy in the plasma is treated as a function of Ohmic heating
E · j and the divergence of the heat-flow ∇ · q only. Naturally, since we are interested in
laser-plasma interactions, this must now be considered.
Depending on the wavelength λl and intensity Il of the incident laser, different mecha-
nisms dominate the transference of energy from the laser field to the plasma [39, 45]. In
this thesis we shall be considering under-dense plasmas, those for which ωl is such that
ne is less than the critical density nc (see equation (2.4)), and the propagation of the laser
through the plasma results in forced oscillation of electrons in its electric field. Indeed,
in the non-relativistic case these electrons have the equation of motion
me
dv
dt
= −eE0 cos(ωlt+ φ), (2.51)
where E0 is the field amplitude and φ a measure of the wave’s phase at t = 0. Hence the
electron oscillates, or ‘quivers’, with velocity
v = vosc. sin(ωlt+ φ) + const., where vosc. = − eE0
ωlme
. (2.52)
The magnitude of vosc. is referred to as the electron quiver speed and expressed as vosc. =
e|E0|/ωlme. If some of the electrons collide with ions, a fraction of the kinetic energy
associated with their quiver speed is converted into thermal energy in the plasma, and it
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Figure 6.1: The ‘old’ transport coefficients for a Maxwellian and a Langdon distribution.
The asymptotic fits of Braginskii are shown by the dashed lines.
Figure 2.5: The transport coefficients αc, βc and κc as functions of χ = ωLτB reproduced
from Ridgers et al. [11]. The red curves labelled m = 2 are those calculated by Epperlein [13]
while the blue curves labelled m = 5 are those of the super-Gaussian transport theory discussed
in Chapter 4 (where m itself is defined). In classical transport theory ψc = βc, a feature referred
to as Onsager symmetry [44]; in the super-Gaussian theory ψc 6= βc (black curve). The dotted
lines labelled VFP are the asymptotic predictions of impact, while the dashed lines show two
of the new asymptotic limits for the super-Gaussian theory (see Chapter 4).
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is this method of laser-heating, inverse bremsstrahlung (I.B.) heating, that is of concern
here.
For consistency with the kinetic code impact [23] we shall use the I.B. operator derived
by Langdon
(
δf
δt
)
IB
[15], thereby modifying the f0 equation to
∂f0
∂t
+
v
3
∇ · f1 + 1
3v2
∂
∂v
(v2a · f1) =
(
δf
δt
)
IB
, (2.53)
where
(
δf
δt
)
IB
=
Av2osc.
3v2
∂
∂v
(
g
v
∂f0
∂v
)
, 2A =
v3T
τT
and g ≈ 1.
Here A has been defined such that it is not a function of velocity. Thus, proceeding as
we did in §2.2.2, that is, multiplying equation (2.53) by v4 and integrating over velocity
magnitude, we have a new version of the energy equation:
∂U
∂t
+
me
e2ne
j · ∂j
∂t
+∇ · q− E · j = 3
2
8pi
9
(
1
2
mev
2
osc.
)
(f0(v = 0))
(
v3T
τT
)
=
8
9
√
pi
3
2
neTosc.
τT
,
where U =
3
2
neTe and Tosc. =
1
2
mev
2
osc.. (2.54)
With a view to the inequality in equation (2.44), we shall neglect the term associated
with the rate of change of j. Hence, recalling that ∂ne/∂t = 0 (see §2.2.2) we use
3
2
ne
∂Te
∂t
+∇ · q− E · j = neTosc.
τB
. (2.55)
Broadly speaking, the last term in this equation tells us that the rate of change in the
internal energy density U due to laser heating comes from the kinetic energy density
associated with the quiver speed neTosc. being deposited within a Braginskii collision
time τB = (3
√
pi/4)τT , meaning that colder regions are heated more rapidly (τT ∝ T 3/2e ).
Finally, it is useful to note that the electron quiver speed normalised to the thermal
velocity, denoted v˜osc., may be calculated using the expression
v˜2osc. =
(
vosc.
vT
)2
=
(
0.093
αl
)(
Ilλ
2
l
1015Wcm−2µm2
)(
Te
keV
)−1
, (2.56)
where the intensity Il, wavelength λl and temperature Te are measured in Wcm
−2, µm
and keV respectively (cf. Kingham [46]). The dimensionless number αl takes the value
αl = 1/2 if the light is linearly polarised, and αl = 1 if it is circularly polarised.
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2.2.5 Maxwell’s Equations
The classical transport equations are fully closed when combined with Maxwell’s field
equations; in particular, through the use of Faraday’s and Ampe`re’s Laws
∂B
∂t
= −∇× E and ∇×B = µ0j + 1
c2
∂E
∂t
, (2.57)
respectively. The importance of the displacement current term in Ampe`re’s Law may
be understood by considering the oscillation of an electric field with frequency ω in an
otherwise homogeneous plasma (ne∇Te = Te∇ne = 0). In this case Ohm’s Law becomes
E =
1
0
[
α⊥νT
cBω2pe
j− 1
ωpe
j× ωL
ωpe
]
, (2.58)
where E = E0 exp(iωt), j = j0 exp(iωt) and ωL = ωL0 exp(iωt)
are the electric field, current and vector form of the Larmor frequency ωL = −eB/me =
−ωLb respectively, while E0, j0 and ωL0 are complex. Substituting this equation into
Ampe`re’s Law, and collecting terms due to the displacement current in square brackets,
we find
∇×B = µ0j +
[
iα⊥
cB
(
ω
ωpe
)(
νT
ωpe
)
(µ0j) + 2i
(
ω
ωpe
)(
ωL
ωpe
)
b× (µ0j)
]
. (2.59)
From equation (2.47), which implies ωpe  νT , and the definition of the Hall parameter
χ = cBωLτT = cBωL/νT , the final term in this expression suggests that the displacement
current could become important if χ  1 and large enough for ωL ∼ ωpe. Nevertheless,
throughout this thesis we are concerned with the the highly collisional time-scales ω−1 
τT such that ωpe  ω dominates even for those conditions where χ is large. Consequently,
the displacement current shall be neglected entirely.
Neglecting the displacement current has an important consequence for charge continuity
seen by taking the divergence of Ampe`re’s Law as it is written in (2.57), i.e.,
∇ · (∇×B) = µ0∇ · j + µ0 ∂
∂t
(0∇ · E) ⇒ ∂
∂t
(Zeni − ene) +∇ · j = 0, (2.60)
where we have used Gauss’s Law ∇ ·E = ρq/0, with ρq = Zeni− ene as the total charge
density. In the absence of a ∂E/∂t term in Ampe`re’s Law therefore, we have effectively
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set ∂(Zeni−ene)/∂t = 0 so that the current is divergence free. In this way, neglecting the
displacement current is equivalent to stating that we do not wish to resolve time-scales
over which quasi-neutrality (Zeni − ene ≈ 0) is violated, consistent with the assumption
ωpe  ω. Gauss’s Law is thus included implicitly in our equation set via the result
∇ · j = 0. (2.61)
In what follows we shall restrict ourselves to systems translationally invariant in the z-
direction and to magnetic fields of the form B = Bzˆ = (0, 0, B). Such geometry represents
an essentially two-dimensional plasma in the x-y plane with perpendicular magnetic fields
such that, for scalar quantities φ and vector quantities A, we have
B · ∇φ = B ·A = 0. (2.62)
This restriction has two consequences. First, since ∂B/∂z = 0, the remaining field
equation ∇·B = 0 is trivially satisfied. Second, Ampe`re’s Law ∇×B = µ0j may be used
in conjunction with the vector identity ∇(A ·B) ≡ A× (∇×B) + (A · ∇)B + B× (∇×
A) + (B · ∇)A to write
j×B = − 1
µ0
B×∇×B = 1
µ0
(B · ∇)B−∇
(
B2
2µ0
)
= −∇
(
B2
2µ0
)
(2.63)
so that only gradients in the magnetic pressure B2/2µ0 contribute to the magnetic forces
described by terms in j × B. Magnetic tension, given by (B · ∇)B/µ0, has no effect in
our model.
2.3 Coupling Hydrodynamic Motion
So far our description of plasma dynamics has been limited to the motion of electrons.
Having assumed an average ion velocity C = 0, ions have been represented as a static
neutralising background, and in this case quasi-neutrality forces ∂ne/∂t = 0: without a
corresponding change in the ion density, any change in ne leads to the concentration of
charge. This assumption is good provided the time-scale associated with the change in
ion density is small compared to the time-scale of interest. One method for estimating the
impact of hydrodynamics, therefore, is to consider the propagation of a plasma sound-
wave: if the time and length-scales of interest are tI and lI respectively, then we might
expect the passage of the wave to be important whenever
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lI ∼ vstI , where vs =
(
γcPe
ρi
)1/2
(2.64)
is the sound speed (see Chapter 6), γc = 5/3 is the ratio of specific heats and ρi = mini
is the ion mass density. For the magnetothermal instability discussed in chapters 7 and
8, we shall be interested in the growth of perturbations with wave-lengths lI ∼ 50µm and
e-folding times tI ∼ 50ps in a nitrogen gas-jet plasma of atomic number Z = 7, number
density ne ∼ 1.5× 1019cm−3 and temperature Te ∼ 400eV. For these parameters we find
vs ∼ 0.2× 106ms−1 . 106ms−1 ∼ lI/tI , (2.65)
suggesting that hydrodynamics may be important under some conditions. With this in
mind, we now consider the impact of ion motion our results from previous sections.
2.3.1 Ion Motion and the Transport Equations
The method of including hydrodynamics employed here is closely related to the work of
both Ridgers [22] and Shkarofsky et al. [33], and represents what the former describes as
‘separation of effects’. In this approach electron transport is understood as taking place
relative to centre-of-momentum motion of the ions, which move with velocity C(r, t) =
〈vi〉, and driven by the electrons’ relative velocity
u = v −C. (2.66)
In addition the Vlasov-Fokker-Planck equation is transformed, modifying the transport
equations. The mathematical treatment leading to this modification—though relatively
straightforward—is somewhat involved, and the reader is referred to Appendix E for the
full derivation. Fortunately, the ‘new’ terms are readily interpreted physically and our
argument can proceed naturally on intuitive grounds without undue loss of understanding.
Since transport is relative to bulk ion motion, the current and total heat-flow are defined
j = ZeniC− ene〈v〉 = −ene〈u〉 and q = 1
2
neme〈u2u〉, (2.67)
respectively, i.e., in terms of u and u = |u|. This is consistent with the definition of j as
the total flow of charge, the combined ion and electron currents (quasi-neutrality gives
Zni ≈ ne above), and the concept of heat-flow within the bulk motion of the plasma.
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With the definitions in equation (2.67), ion hydrodynamic motion modifies the continuity
and thermal energy equations to
∂ne
∂t
+∇ · (neC) = 0 (2.68a)
and
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = neTosc.
τB
(2.68b)
respectively. The alteration in the continuity equation is relatively clear: hydrodynamic
motion of the ions now permits changes in the ion number density ni, and the electron
number density can change proportionally without violating quasi-neutrality. Strictly
speaking our original continuity equation still holds: it is the form of the current which
has changed. Indeed, quasi-neutrality continues to force ∇ · j = 0 so that by combining
equations (2.40a), (2.66) and (2.67) we have
∂ne
∂t
+∇ ·
ne〈v〉︷ ︸︸ ︷
(neC + ne〈u〉) = 0 ⇒ ∂ne
∂t
+∇ · (neC) = 1
e
∇ · j = 0. (2.69)
In the energy equation, however, hydrodynamics has introduced three key modifications.
First, as might be expected, the partial time derivative has been replaced by the substan-
tive derivative (the term in square brackets) due to bulk motion with velocity C. Second,
we have a new term in neTe∇ ·C = Pe∇ ·C representing compressional ‘PedV ’ heating:
the change in energy density in the plasma due to the internal energy becoming more or
less concentrated.1 Third, the electric field has been transformed in the Ohmic heating
term. This transformation is related to the Lorentz force Law: in the presence of both
an electric field E and magnetic field B, charges carried by the bulk plasma flow C ‘see’
an effective electric field E + C×B.
With the inclusion of ion motion, Ohm’s Law and the heat-flow equation become
ene(E + C×B) = −∇Pe + j×B + me
eτB
αc · j− neβc · ∇Te (2.70a)
and q = −neτBTe
me
κc · ∇Te − ψ′ · jTe
e
, where ψ′ = ψc +
5
2
I, (2.70b)
respectively. By comparison with equations (2.48a) and (2.48b) we see that only Ohm’s
Law is affected, and then simply by the transformation to the effective field E → E +
1This is ‘PedV ’ heating in the sense that ∇ ·C determines the local change in volume V .
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C × B. This is not as surprising as it might initially appear: since we have adopted a
‘separation of effects’ approach, the collisional effects, which are naturally expressed in
the ion-rest frame (see §2.1.5), take place relative to the bulk motion.
2.3.2 Ion Momentum Equation
In equations (2.68) and (2.70) we now have a modified description of electron transport
which accounts for hydrodynamic motion: indeed, by taking the limit C → 0 we (reas-
suringly) recover our original equation set. Nevertheless, in the mean ion velocity C we
have an additional unknown quantity which must also be determined.
The equation for C used here is the ion momentum equation derived from the single fluid
model [35]. Details of this model are discussed further in §E.2 of Appendix E, for present
purposes we simply note that the bulk (average) motion of ions and electrons may be
treated together as a single fluid, through continuity and momentum equations governing
the dynamics of their combined centre-of-mass. Further, since the ion mass mi is much
greater than the electron mass me, the centre-of-mass frame may be identified with the
ion frame to an accuracy of order ∼ me/mi ≈ 1/(6pi5) [47]. Accordingly, we use the single
fluid momentum equation (see §E.2.2) to describe ion motion through
Rneme
[
∂C
∂t
+ (C · ∇) C
]
= −∇
(
Pe +
B2
2µ0
)
, with R =
ρi
ρe
=
nimi
neme
(2.71)
as the ratio of the ion mass density ρi = nimi to the electron mass density ρe = neme.
The left-hand-side of this equation is the substantive derivative of C, so that ion accel-
eration is described in terms of the combined forces of thermal and magnetic pressure
gradients only. This is consistent with our ‘separation of effects’ approach: the plasma is
treated as a single fluid for which bulk momentum is associated with the ion velocity C;
electron transport effects take place ‘within’ the bulk, determining local quantities such
as temperature, pressure and magnetic field strength. Hence the absence of an electric
field term: the bulk plasma is quasi-neutral [35] and only the collisional transport is
effected directly by electric fields via Ohm’s Law.
Combined with Faraday’s Law and Ampe`re’s Law (see §2.2.5), the energy and continuity
equations (equations (2.68)), Ohm’s Law and the heat-flow equation (equations (2.70)),
and the ion momentum equation (equation (2.71)) represent a fully closed model for
electron transport with coupled hydrodynamic flow. For ease of reference the set—which
together form the mathematical basis for theoretical and computational work throughout
this thesis—is listed in Appendix A. As preparation for later chapters, therefore, we now
consider some of the fundamental phenomena which they describe.
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2.4 Heat-Flow Phenomena
We begin our review of transport phenomena with the heat-flow equation and its impact
on thermal evolution, treating magnetic field effects in §2.5. Before proceeding, recall
that symmetry restrictions described in §2.2.5 effectively limit our discussion to two-
dimensional x-y planar geometry with perpendicular fields B = Bzˆ, so that equation
(2.50) for a general coefficient η may be simplified to
η · s = η⊥s + η∧b× s, (2.72)
where s is the driving force behind the transport and the sign of the last term on the
right-hand-side must be made negative in the case of the resistivity αc.
2.4.1 Thermal Diffusion and the Righi-Leduc Heat-Flow
With equation (2.72) in mind, the conductive heat-flow qκ, the heat-flow associated with
κc in equation (2.70b), may be divided into two parts:
qκ = −neτBTe
me
κc · ∇Te = q⊥ + q∧, (2.73)
where q⊥ = −τBPe
me
κ⊥∇Te and q∧ = −τBPe
me
κ∧b×∇Te
shall be referred to as the diffusive heat-flow and Righi-Leduc heat-flow respectively. The
motivation behind the first of these names is understood by considering its impact on
thermal evolution. Indeed, retaining this term only in equation (2.68b) we have
3
2
ne
[
∂Te
∂t
]
κ⊥
= −∇ · q⊥, ⇒ ∂Te
∂t
= ∇ · (dT∇Te), (2.74)
where dT =
cB
3
λ2T
τT
κ⊥
and we have assumed ∇ne = 0 in the implied expression. Thus, since equation (2.74) is
a diffusion equation [48], q⊥ is responsible for thermal diffusion of temperature profiles
with dT as the thermal diffusion coefficient.
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With reference to figure 2.5 we see that κ⊥ is strongly suppressed in the limit of large
Hall parameter. Indeed, using Epperlein’s asymptotic limits [13] we have
κ⊥ =

128
3pi
, for χ 1
13
4χ2
, for χ 1
⇒ dT =

32
3
√
pi
λ2T
τT
, for χ 1
13
9
√
pi
r2L
τT
, for χ 1,
(2.75)
where we have made use of the relationship χ = cBλT/rL as given in equation (2.49).
For diffusive processes the diffusion coefficient represents the ratio of the square of the
characteristic step-length ld to the characteristic diffusion time td, i.e. l
2
d/td [36]. For
both cases in equation (2.75) td is given by thermal collision time τT . However, since
χ ∝ |B|, the characteristic step length for diffusion perpendicular to magnetic field lines
is dependent on the flux density: for low fields this length is approximately equal to the
thermal mean-free-path λT ; for strong fields it is associated with the Larmor radius rL.
As discussed by Ridgers [22], because the Larmor radius scales as v whereas the thermal
mean-free-path scales as v4 (see equation (2.46b)), magnetic fields more strongly suppress
the diffusive mobility of faster electrons when compared to slower ones. Finally, notice
that as we increase field strength the Hall parameter value for which λT ≈ rL, that is
χ = 1, represents the cross-over point from unmagnetised (λT dominated) to magnetised
(rL dominated) transport.
Indeed, if a plasma is magnetised the Lorentz force acting on negatively charged electrons
deflects part of the heat-flow streaming down a temperature gradient. This is the Righi-
Leduc heat-flow [49, 50] given by q∧ in equation (2.73). As may be seen by comparing the
magnitudes of κ∧ and κ⊥ in figure 2.5, for large values of χ this part of the heat-flow has
the potential to dominate massively over q⊥. However, because q∧ is perpendicular to
both ∇Te and B, it transports thermal energy along isotherms in the plasma making its
overall effect on temperature profiles often unclear. Nevertheless, as we shall see in later
chapters, the Righi-Leduc heat-flow can be instrumental in driving instability [12, 16, 17].
2.4.2 Ettingshausen Effect
As with the conductivity term, the heat-flow due to the thermoelectric tensor ψ′, which
we shall refer to as qψ, may be separated using equation (2.72) to give
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qψ = −ψ′ · jTe
e
= qu + qE, (2.76)
where qu =
5
2
neTe(1 + 2ψ⊥/5)〈u〉 and qE = −ψ∧b× jTe
e
.
Notice that qu has been written in terms of the mean electron velocity, so that the ψ⊥
coefficient represents a correction to the heat-flow associated with the mean electron
velocity in the ion frame 〈u〉 (cf. equation (2.13)). The effect of qE, the Ettingshausen
heat-flow may be understood by neglecting all other terms in the energy equation and
assuming ∇ne = 0—as we did when deriving equation (2.74)—so that
3
2
ne
[
∂Te
∂t
]
ψ∧
= −∇ · qE, ⇒ ∂Te
∂t
+∇ · (vETe) = 0, (2.77)
where vE = −aE∇B
B
, with aE =
2χ
3cB
δ2
τT
ψ∧
and δ = c/ωpe as the collisionless-skin-depth defined in equation (2.4). Since equation
(2.77) is an advection equation, qE describes thermal advection with velocity vE ∝
−∇B directed down magnetic field gradients: a phenomena known as the Ettingshausen
effect. Notice that the Ettingshausen velocity vE has been defined in terms of aE, an
‘Ettinghausen advection coefficient’ (cf. dR in §2.5.3).
We can consider the relative importance of the Ettingshausen term by comparing its
contribution to the heat-flow with q⊥, through the ratio
|q⊥|
|qE| =
1
χ2
λ2T
δ2
lB
lT
(
c2Bχκ⊥
2ψ∧
)
≈ c2B
Λ2
χ2
lB
lT
, with Λ =
λT
δ
, (2.78)
where lT =
Te
|∇Te| and lB =
|B|
|∇B|
are temperature and magnetic field length scales respectively, and we have used the result
χκ⊥/2ψ∧ ≈ 1 (see §2.5.4 figure 2.6). This ratio makes clear the importance of including
the Ettingshausen effect when modelling highly magnetised plasmas, for which χ  1,
especially when lT ∼ lB. However, for sufficiently hot or low density plasmas, where
Λ 1, it may often be neglected (see equation (3.52)).
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2.5 Magnetic Field Phenomena
The results from the previous section clearly demonstrate the intimate link between
magnetic field strength and thermal transport, and for this reason it is important to
consider the behaviour of the fields themselves. The topic of magnetic field dynamics is
naturally approached through the induction equation: a combination of Faraday’s and
Ohm’s Laws given by
∂B
∂t
= ∇× (−E)
= ∇×
[
C×B + ∇Pe
ene
− j×B
ene
− me
nee2τB
αc · j + 1
e
βc · ∇Te
]
. (2.79)
Indeed, taking the curl of individual terms in this expression we can isolate different
phenomena driving field evolution. Before proceeding, notice that our choice of geometry
permits the simplification of some of the more opaque vector equations. As an example,
consider the effect of ion motion described by the first term:
[
∂B
∂t
]
C
= ∇× (C×B), (2.80)
where the subscript ‘C’ has been used to indicate the term under review. After applying
the identity ∇× (A×B) ≡ A(∇ ·B)−B(∇ ·A) + (B · ∇)A− (A · ∇)B [51], equation
(2.62) and Maxwell’s equation ∇ ·B = 0, this part of the induction equation becomes
[
∂B
∂t
+∇ · (CB)
]
zˆ = 0 ⇒ ∂B
∂t
+ C · ∇B = −B∇ ·C, (2.81)
that is, an advection equation with velocity field C. Physically, this equation tells us
that the magnetic field can change in two ways: first, by convection of the field with the
bulk flow C via the convective term C · ∇B, making the left-hand-side the substantive
derivative of the field due ion motion; and second, by compression or rarefaction of the
ions due to gradients in their velocity, as described by the compressive term in B∇ ·C.
For this reason the C × B term in the induction equation describes frozen in flow, the
local change in B as the field moves with the ions.
2.5.1 Field Generation by the ∇Te ×∇ne Source Term
The next phenomenon to consider is a magnetic field generation effect arising from the
∇Pe term in Ohm’s Law, i.e., the second term on the right-hand side of the induction
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equation (2.79). Considering this term only we have
[
∂B
∂t
]
∇Te×∇ne
= ∇×
(∇Pe
ene
)
=
∇Te ×∇ne
ene
, (2.82)
where we used the definition Pe = neTe [52]. This equation predicts magnetic field gen-
eration whenever the gradients of temperature and density are not parallel—a common
feature in laser plasma experiments for which ne increases into the target and tempera-
ture profiles are produced in the plane of the laser spot due to non uniform heating—so
that fields may be present in laser-plasma interactions even if they have not been ac-
tively imposed [5, 53]. Indeed, flux-densitities of order 100T have been attributed to this
mechanism [54, 55] and are important because they can dramatically suppress cross-field
thermal transport (see §2.4.1) leading to localised hot-spots [56]. As we shall discuss in
Chapter 4, the field generating term takes a different form in the super-Gaussian transport
theory, leading to a new magnetic field advection effect.
2.5.2 Hall Field
The j × B term in the induction equation describes the Lorentz force acting on plasma
currents and is referred to as the Hall field—or Hall term—because of its connexion to
the Hall effect in magnetised conductors [57]. Though this term describes gradients in the
magnetic pressure PB = B
2/2µ0 (see (2.63)), in the induction equation it is not analogous
to thermal pressure since it cannot generate field. Instead this term is best understood
by writing j = −ene〈u〉, so that by comparison with equations (2.80) and (2.81) we find
[
∂B
∂t
]
Hall
= ∇×
[
−j×B
ene
]
= ∇× (〈u〉 ×B) , (2.83)
that is, advection of the magnetic field with the electron velocity relative to the ions.
2.5.3 Resistive Diffusion
In this subsection and the following we discuss some implications of collisional transport
on magnetic field evolution, beginning with those effects arising from the resistivity αc.
Considering only the component perpendicular to both the magnetic field and current,
and substituting for the current using Ampe`re’s Law j = ∇ × B/µ0, the contribution
from the fourth term in the induction equation (2.79) becomes
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[
∂B
∂t
]
α⊥
= ∇×
[
− c
2α⊥
ω2peτB
∇×B
]
, (2.84)
where c = 1/(0µ0)
1/2 is the speed of light and ωpe = (nee
2/0me)
1/2 is the plasma
frequency. Recalling the definition of the collisionless-skin-depth δ = c/ωpe (see §2.1),
this equation can be written in our geometry as
∂B
∂t
= ∇ · (dR∇B), where dR = δ
2
cBτT
α⊥, (2.85)
i.e., a diffusion equation with coefficient dT . In this way we see that the resistivity term
in Ohm’s Law is responsible for diffusion, or resistive diffusion of the magnetic field and
so tends to smooth out profiles in B.
The α∧ component of the resistivity represents a correction to the Hall term, as may be
seen by writing it in the form of equation (2.72) and combining it with j×B:
−j×B
ene
+
me
nee2τB
α∧
B
|B| × j = −
j×B
ene
[
1 +
α∧
χ
]
, (2.86)
where χ = ωLτB is the Hall parameter. Nevertheless, this correction, which only becomes
significant in the low χ limit when the Hall effect itself is small, may usually be neglected.
2.5.4 Nernst Effect
The final term considered here is that arising from the β∧ part of the thermoelectric
tensor. Recalling our definitions for the mean-free-path λT and Hall parameter χ, and
applying equation (2.72), this term in the induction equation yields
[
∂B
∂t
]
β∧
= ∇× (vN ×B) ⇒ ∂B
∂t
+∇ · (vNB) = 0 (2.87)
where vN = −aN∇Te
Te
, with aN =
cB
2χ
λ2T
τT
β∧,
and we have derived the implied expression by analogy from equations (2.80) and (2.81).
The β∧ coefficient thus describes magnetic field advection with velocity vN ∝ −∇Te
directed down temperature gradients, a phenomena referred to as the Nernst effect [2,
49]. Here the Nernst velocity vN has been defined in terms of aN , a ‘Nernst advection
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coefficient’ (cf. dR in §2.5.3). Notice by comparison with equation (2.77) that this
phenomena is the reverse analogue of the Ettingshausen effect discussed in §2.4.2.
The Nernst effect is closely tied to heat-flow dynamics as may be seen by writing vN in
terms of the diffusive heat-flow q⊥ of equation (2.73):
vN =
β∧
χκ⊥
q⊥
Pe
=
2aN
3dT
q⊥
Pe
≈ 2
3
q⊥
Pe
, (2.88)
where the final approximation has been made with reference to figure 2.6. Physically,
since 2q⊥/3Pe is a characteristic velocity associated with q⊥, this equation means that the
Nernst effect represents magnetic field advection with the diffusive heat-flow [2, 58]; not
simply the conductive heat-flow qκ as commonly implied (see, for example, references [21]
and [59]). Incidentally, this interpretation continues to hold even when non-local heat-
flow effects become important [60] and classical transport theory begins to break-down
(see §2.6). Notice that since vN can exceed the bulk plasma flow velocity C, the Nernst
effect is often a more important advection effect than frozen-in-flow [21].
In regions where vN is divergent, compressional amplification by the Nernst effect can
have dramatic consequences for the magnetic field, magnifying field strengths by factors
of 10-100 [61]. Since strong fields tend to reduce the heat-flow, and thus the Nernst effect
itself, these kinds of interactions play a key role in determining the interplay bewteen
magnetic field dynamics and thermal evolution [21, 62].
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Figure 2.6: Two ratios relevant to transport phenomena plotted as a function of Hall pa-
rameter. First, the ratio of the Nernst advection coefficient to the thermal diffusion coefficient,
i.e., aN/dT (solid curve); this ratio’s approximate value of unity justifies our association of vN
with q⊥ in equation (2.88). Second, the ratio χκ⊥/2ψ⊥ (dashed curve), which justifies the
approximation made in equation (2.78) (see §2.4.2).
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2.5.5 Other Magnetic Field Generating Mechanisms
It should be recognised that the∇Te×∇ne effect described in §2.5.1 is not the only source
of magnetic field generation in laser plasmas. For instance, though anisotropy is neglected
in our model, various mechanisms arising from higher order terms in the distribution
function can also act as sources of field. One of these—the Weibel instability [18]—arises
due to anisotropic pressure and requires a kinetic treatment in terms of f
2
which will
be reviewed in the following chapter (see §3.2). However, another—field generation by
fast currents—may be understood through a simple two fluid model. To see this consider
an electron distribution function divided into two populations: one part representing a
beam of fast electrons driving a collisionless current jf , and another comprising a classical
collisional background supporting a return current jr. Because collisions only effect the
classical population, the electric field written in terms of the (simplified) Ohm’s Law is
E = ηjr = ηj− ηjf , where η = meα⊥
nee2τB
=
c2α⊥
ω2peτB
µ0 (2.89)
is the dimensional resistivity, j = jf + jr is the total current, and we have ignored the
other Ohm’s Law terms as given in equation (2.70a). Proceeding in the usual way by
substituting equation (2.89) into Faraday’s Law, we arrive at the induction equation
∂B
∂t
= −∇× E = ∇× (−ηj) +∇× (ηjf )
= ∇×
[
− c
2α⊥
ω2peτB
∇×B
]
+∇× (ηjf ), (2.90)
where the total current has been written in terms of the magnetic field using Ampe`re’s
Law j = (∇×B)/µ0. Hence, by comparison with equation (2.84), we see that while the
first term on the right-hand-side of equation (2.90) accounts for resistive diffusion, the
second describes field generation by the fast current (cf. Davies et al. [63, 64]). This
source is particularly relevant to fast ignition [65]—a version of Inertial Confinement
Fusion in which fuel is ignited by fast electrons (see §1.4.1)—because the field can be
generated in such a way as to help focus jf and thus enhance the ignition beam [64].
Nevertheless, strong anisotropy is not the only additional source of field. Indeed, Kingham
and Bell [66] showed that under non-uniform heating, magnetic fields may be generated
by non-local effects (see §2.6.1) when: the density is uniform, i.e., ∇Te × ∇ne = 0; the
pressure is isotropic, i.e., no Weibel instability [18]; and there are no fast current beams,
i.e. ∇× (ηjf ) = 0. Their mechanism, however, is beyond the scope of this chapter [66].
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2.6 Validity of Classical Transport Theory
The applicability of the work in this thesis depends on the validity of the classical trans-
port model, and for this reason it is important to consider how the model breaks-down.
In particular, we must review the two fundamental assumptions from which the theory is
derived: first, that the distribution function is approximated well by a Cartesian tensor
expansion truncated after f1 (needed to close the fluid equations); and second, that the
unperturbed part of the distribution function f0 is Gaussian (used to enumerate values
for the transport coefficients).
2.6.1 Cartesian Tensor Expansion and Non-Local Heat-Flow
Consider the f1 equation as written in (2.45) in the absence of electromagnetic fields, i.e.,
v∇f0 = −νeif1 ⇒ v
νeilf
=
f1
f0
, where f1 = |f1| and lf = f0|∇rf0| (2.91)
is the modulus of the length scale over which f0 changes by f0. For thermal particles,
that is, v = vT , νei(v) = νei(vT ) = τ
−1
T (where vT τT = λT ), this length scale is typi-
cally similar to the temperature length scale lT = Te/|∇Te|, so that from the implied
expression in equation (2.91) we deduce f1 ∼ (λT/lT )f0. Though this argument lacks
strict mathematical rigor, broadly speaking it does tell us that the f1 perturbation to the
distribution function is small compared to the bulk distribution f0 whenever λT/lT  1.
In fact, if more terms in the Cartesian tenson expansion are retained, and higher order
f -equations derived [33], then we can use similar arguments to give the ordering
f0 : f1 : f2 ∼ 1 :
(
λT
lT
)
:
(
λT
lT
)2
, where f2 = |f2|. (2.92)
Hence, truncating the Cartesian tensor expansion after f1 is only valid providing λT  lT ,
if this is not the case more terms must be kept. Consequently, the first assumption of
classical transport theory begins to break-down whenever the thermal mean-free-path be-
comes comparable to the temperature length scale, a condition which may be understood
physically as follows. If λT  lT , then we may assume that electrons deposit their ther-
mal energy locally: in a region at approximately the same temperature as the region from
which they originated [1]. Any given point in the plasma is thus in local thermodynamic
equilibrium, and the distribution function approximates a Gaussian accordingly (the sec-
ond assumption of the theory). Conversely, as λT approaches lT , then electrons stream
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rapidly into regions where the temperature differs considerably from that of their origin,
a flux referred to as non-local heat-flow. These regions then have an imbalance of fast
electrons, and higher-order terms than f1 may be needed in the expansion of f(r,v, t) to
account for the increased anisotropy. Notice that most of the heat is carried by electrons
traveling with 2-3 times the thermal velocity vT (slower electrons are less energetic, faster
ones too few in number) and whose mean-free-path, which scales as velocity to the fourth
power (see equation (2.46b)), is of the order 100λT . Consequently, non-local transport
can become important when the mean-free-path of these fast electrons approaches lT ,
i.e., when 100λT ∼ lT , long before λT ∼ lT .
Non-local heat-flow has two main consequences for the transport of energy down a steep
temperature front. First, the heat-flow at the bottom of the front is higher than predicted
by classical transport theory: relatively collisionless hot electrons streaming from the top
of the thermal front pre-heat the plasma ahead of the classical diffusive (collisional)
flux [67, 68]. Second, loss of hot electrons from the distribution function at the top
of the temperature gradient lowers the heat-flow relative to that predicted by classical
transport: a well documented effect known as flux-limited heat-flow [69, 70, 71, 72]. In
these regions the high energy tail of the distribution function is depleted, f0 may no
longer be approximated by a Gaussian, and though the qualitative form of the transport
coefficients remains, their numerical accuracy is reduced.
Nevertheless, this phenomena is not restricted to heat-fronts: for identical reasons to those
discussed above, non-local effects apply to wavelike perturbations with wave-number k
whenever |kλT | & 1. Some progress has been made towards deriving non-local transport
coefficients appropriate to such contexts by Brantov et al. [73, 74]; however, these linear
theories are based on perturbations of an otherwise homogeneous background plasma,
and their validity is not clear in context of significant bulk gradients. Ultimately, if non-
local transport is to be properly accounted for, kinetic descriptions must be used in place
of fluid models.
2.6.2 Super-Gaussian Distribution Functions
As previously discussed, magnetic fields can suppress heat-flow when the the thermal Lar-
mor radius rL becomes less than the thermal mean-free-path (see §2.4.1). Consequently,
fields can be used to suppress non-local heat-flow provided rL < lT , even if λT ∼ lT . In-
deed, this effect was measured by Froula et al. [9]2 in their study of heat-flow suppression
2This paper is in fact titled ‘Quenching of the Nonlocal Electron Heat Transport by Large External
Magnetic Fields in a Laser-Produced Plasma Measured with Imaging Thomson Scattering’.
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introduced in §1.4.2. However, even in the presence of strong-fields, and complete quench-
ing of non-local effects, inverse bremmstrahlung laser-heating can distort the the f0 part
of the distribution function from a Maxwellian, compromising the second assumption of
classical transport theory [11].
Inverse bremsstrahlung (I.B.) is the dominant mechanism of heating in under-dense plas-
mas for laser intensities in the range 1014 − 1016Wcm−2, and plays an important part in
long-pulse (nanosecond) laser-plasma interactions, especially I.C.F. [11]. However, I.B.
preferentially heats the more collisional, slower moving electrons, reducing their num-
ber and increasing the population of electrons with intermediate velocities (cf. §2.2.4).
This effect simultaneously flattens and broadens the distribution function away from a
Gaussian, meaning that the isotropic part is best described by a super-Gaussian, that is,
f0 ∝ exp(−[v/αevT ]m), where m ∈ [2, 5] and αe is a function of m [15, 75]. Fortunately,
the effects of I.B. heating may be readily included in fluid models by recalculating the
transport coefficients based on the super-Gaussian [11], an approach that we shall discuss
in greater detail in Chapter 4. Naturally, this has consequences for the transport by al-
tering the values of the classical coefficients; however, it also introduces new coefficients
with associated novel phenomena.
2.7 Summary
In §2.1, §2.2 and §2.3 of this chapter we derived the equations of classical transport theory
and coupled them to a single fluid model of hydrodynamic motion. This equation set will
be modified in Chapter 4 to account for super-Gaussian distribution functions; a refined
description that shall form the basis of the transport code ctc discussed in chapters 5 and
6, and the theoretical work presented in chapters 4, 7 and 8. In addition, our discussion in
§2.4 and §2.5 has emphasised two key aspects of transport in magnetised plasmas: first,
the presence of magnetic field affects the magnitude and direction of thermal transport;
second, field generation (∇Te × ∇ne) and advection with the heat-flow (Nernst effect),
mean that thermal transport affects the evolution of magnetic field.
The reciprocity between heat-flow and magnetic field dynamics makes magnetised trans-
port an especially rich area of study. Indeed, the interaction between the two is especially
important for determining plasma stability, a topic which represents a large portion of
this thesis, particularly the work in chapters 4, 7 and 8. Before proceeding to the new
research presented in these later chapters, therefore, it is appropriate to review plasma
stability more generally: it is to this subject that we now turn.
Chapter 3
Review of Electromagnetic
Instabilities in Laser Plasmas
Plasmas are highly coupled systems and as such sensitive to a large number of instabilities.
Indeed, even without the added complication of electromagentic fields, their similarity to
fluids makes them vulnerable to hydrodynamic instabilities: for example, the Rayleigh-
Taylor instability, which occurs in fluids when the local pressure gradient opposes the
density gradient [25, 26]; and the Kelvin-Helmholtz instability, which develops at the
interface of sheared flow [29]. Such processes are important for fusion studies since they
and their anologues (e.g. the magnetic-Rayleigh-Taylor interchange instabilities) can
compromise confinement [35, 36], increase fuel mixing and reduce burn efficiency [3, 24].
In addition, laser propagation in under-dense plasmas can drive so-called parametric
instabilities by coupling to either electron plasma waves, through a process known as
Stimulated Raman Scattering (S.R.S.) [39, 45], or ion acoustic (sound) waves, in what is
referred Stimulated Brillouin Scattering (S.B.S.) [39]. Both phenomena are problematic
for indirect-drive inertial confinement fusion, because they can scatter incident laser light
and impede efficient heating of the hohlraum [3, 24] (see §1.4.1).
However, of particular relevance to this thesis are a class of instabilities driven by the
interaction of either heat-flow or particle flux with electromagnetic fields—in fact, one
of our principal objectives is to report a new instability of this kind [12]—and it is
appropriate to review some of these before proceeding to original work in later chapters.
In the following sections, therefore, we focus on three of the better known electromagnetic
instabilities, describing the basic feedback mechanism and dispersion relation for each.
A useful way of approaching this topic is to follow Epperlein by considering successive
terms in the induction equation [76]: since individual terms are responsible for different
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kinds of magnetic feedback, they may be used to classify different forms of instability.
Indeed, after including anisotropic pressure Π
e
in Ohm’s Law (cf. equations (2.25b) and
(2.48a)), the induction equation may be written
∂B
∂t
= ∇×
[
1
ene
∇Pe + 1
ene
∇ · Π
e
− me
e2neτB
αc · j + 1
e
βc · ∇Te + . . .
]
, (3.1)
and the various electromagnetic instabilities reviewed in this chapter classified as follows:
the first term on the right-hand-side in ∇Pe drives the field generating thermal instability
introduced independently by Tidman and Shanny [16] and Bol’shov et al. [17]; the second,
the divergence of the anisotropic pressure Π
e
, is responsible for the Weibel instability [18];
while the resistivity αc in the third term accounts for the Ohmic heating driven thermal
instability proposed by Haines [19, 20]. As we shall see, the final term, which describes
the Nernst effect, gives rise to the new magnetothermal instability [12] discussed at length
in chapters 7 and 8.
3.1 Field Generating Thermal Instability
We begin our review by describing one of the earliest mechanisms proposed for sponta-
neous magnetisation in laser plasmas, the field generating thermal instability reported
by Tidman and Shanny [16] and identified independently by Bol’shov et al. [17]. This
instability is discussed in considerable detail in §4.3 and for present purposes we consider
only the basic model for which thermoelectric effects in βc, the Hall term j×B (and cor-
rections to it from α∧), Ohmic and laser-heating, and hydrodynamics are all neglected.
The governing equations are then the energy and induction equations in the forms
3
2
ne
∂Te
∂t
= −∇ · q = ∇ ·
[
τBPe
me
κ⊥∇Te + τBPe
me
κ∧b×∇Te
]
(3.2)
and
∂B
∂t
= −∇× E = ∇×
[∇Pe
ene
− me
nee2τB
α⊥j
]
, (3.3)
respectively, where the current may be expressed through Ampe`re’s Law j = (∇×B)/µ0.
In addition, the zeroth-order temperature T0 and density n0 are chosen to vary in the
x-direction only, meaning that temperature and density scale lengths may be defined
lT =
(
1
T0
∂T0
∂x
)−1
and ln =
(
1
n0
∂n0
∂x
)−1
(3.4)
respectively. We assume there to be no magnetic field in zeroth order, i.e., B0 = 0.
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3.1.1 Dispersion Relation
To the zeroth-order solutions we add wavelike perturbations with wave-number k, fre-
quency ω and periodicity ∝ exp(iky + γt), with γ = −iω, such that
Te = T0 + δT exp(iky + γt) and B = δB exp(iky + γt)zˆ, (3.5)
where δT and δB are complex and zˆ is a unit vector in the z-direction. Thus, proceeding
with a perturbation analysis which shall be outlined in greater detail in §4.3, we find the
following dispersion relation for unstable waves (see figure 3.1):
Γ± =
1
2
{
− [(DT +DR)K2]±√[(DT +DR)K2]2 + 4DTDRK2 (K2G −K2)
}
, (3.6)
Here KG is a cut-off wave-number defined in equation (3.8), while Γ, K, DT and DR are
Γ = γτT , K = λTk, DT =
cB
3
κ‖ and DR =
α‖
cBΛ2
, (3.7)
where τT is the zeroth-order collision time and Λ = λT/δ is the ratio of the mean-
free-path λT to the collisionless-skin-depth δ = c/ωpe, with ωpe = (nee
2/me0)
1/2 as the
plasma frequency. The dimensionless thermal and resistive diffusion coefficients, DT and
DR respectively, are functions of the ‘parallel’ transport coefficients because B0 = 0.
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Figure 3.1: Growth-rates Γ for the field generating thermal instability as a function of K.
Notice that no unstable solutions exist beyond a maximum ‘cut-off’ wave-number KG for which
Γ = 0 (see equation (3.8)). This curve has been generated assuming Λ = 10.
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Equation (3.6) predicts unstable growth whenever Γ+ > 0, which occurs for 0 < K < KG
(see figure 3.1), with KG as the cut-off wave-number defined by
K2G =
1
4DTDR
(
2c2B
3LTLn
∂κ∧
∂χ
)
, where LT =
lT
λT
and Ln =
ln
λT
. (3.8)
Notice that this term—which accounts for coupling between the Righi-Leduc heat-flow
(∂κ∧/∂χ) in the energy equation and ∇δT ×∇n0 field generation (1/Ln) in the induction
equation—is the source of instability ∝ KGK, as may seen by expressing Γ+ in the limit of
small K. Since an imaginary value for KG would imply no real solutions, this expression
also tells us that instability only occurs when temperature and density gradients are
parallel, i.e., LTLn > 0.
3.1.2 Physical Mechanism
The necessity of parallel gradients may be understood by considering the instability mech-
anism as depicted schematically in figure 3.2. If a temperature perturbation arises per-
pendicular to a density gradient, then a magnetic field will be generated by the∇δT×∇n0
mechanism (see §2.5.1). In response, a periodically reversed Righi-Leduc heat-flow arises
from the heat-flow down the bulk temperature gradient deflected by the induced mag-
netic field. If LTLn > 0, then the phase of the Righi-Leduc heat-flow is such that it acts
to increase the original temperature perturbation; otherwise, if LTLn < 0, it promotes
damping. Because the source term KGK is proportional to K, and the main damp-
ing term goes as −(DT + DR)K2, instability prevails for K > 0 until short wavelength
diffusive processes out-compete positive feedback, that is, when K ≥ KG.
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Figure 3.2: In the field generating thermal instability a temperature perturbation δT (y)
(red line) generates a magnetic field δB(y) (blue arrows) by the ∇δT ×∇n0 mechanism. Since
the Righi-Leduc heat-flow from the bulk temperature gradient (purple arrows) is given by
qy = −κ∧(∂T0/∂x)(δB/|δB|), the alternating direction of δB(y) periodically reverses qy which
then acts to magnify δT (y).
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3.1.3 Comments
Peak growth-rates ΓM may be found by solving (∂Γ/∂K)KM = 0 for the peak wave-
number KM and then substituting back into the dispersion relation to give
ΓM =
DTDR(
D
1/2
T +D
1/2
R
)2K2G and K2M = 1√DTDRΓM (3.9)
(which may be compared with the results in §4.3.3). In fact, the derivation of the disper-
sion relation requires us to assume that instability wavelengths are much shorter than the
characteristic length-scales, that is, |KLT,n|  1(cf. §4.3), and when this approximation
is combined with the definition of KG in equation (3.8) we obtain the further condition
for instability [52, 77]
Λ
(
c2B
2α‖κ‖
∂κ∧
∂χ
)−1
∼ 1. (3.10)
By the definitions of equation (3.7) this means that DT  DR, so that the peak growth-
rate and wave-number may be approximated by Γ′M and K
′
M respectively, where
Γ′M = (DTDR)
1/2 (K ′M)
2
and K ′M =
(
DR
DT
)1/4
KG. (3.11)
Now, the neglect of hydrodynamics is only valid provided the peak-growth rate is greater
than hydrodynamic rates. In dimensionless units, this condition may be expressed as
Γ′M/K
′
M  Vs, where Vs = vs/vT is the normalised sound speed, vs = (γcn0T0/ρi)1/2 is
the sound speed, γc = 5/3 is the ratio of specific heats and ρi = nimi is the ion mass
density. Thus, by (3.11) we have
Γ′M/K
′
M
Vs
=
[
α‖
3γ2cκ‖
(
∂κ∧
∂χ
)2]1/4(
R
LTLnΛ
)1/2
∼ 3
(
R
LTLnΛ
)1/2
, (3.12)
where R = ρi/ρe is the ratio of the ion mass density to the electron mass density ρe =
neme. Notice that the validity of collisional transport model requires LT , Ln  1, which
when combined with the condition Λ  1, means that even though R & 4000, the
approximation Γ′M/K
′
M  Vs is unlikely to hold under many conditions.
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Hydrodynamic effects on the field generating thermal instability were considered by Oga-
sawara et al. who showed that the instability remains active even when Γ′M/K
′
M is of
similar order to the sound speed [78]. In addition, they demonstrated that with hydro-
dynamics included in the analysis, the condition LTLn > 0 may be relaxed: instability
for LTLn < 0 is possible in this case because field may be generated by ∇T0 × ∇δn,
where δn is the hydrodynamic density perturbation. However, of particular relevance
to our later work on the magnetothermal instability are two other modifications to the
theory: a treatment which considered the effects of strong magnetisation [79], and several
versions which included the Nernst effect [80, 81, 82].
Fruchtman and Strauss discussed the evolution of the field generating instability in the
presence of existing magnetic fields for Hall parameters χ 1, finding strong suppression
of the source term, by a ratio ∼ 1/Λ, when compared to the unmagnetised case [79].
Such a reduction in the growth-rate is a consequence of the reduction in the Righi-
Leduc heat-flow: as shown in figure 2.5, κ∧ → 5/2χ when χ → ∞ [13]. However,
since ∂κ∧/∂χ < 0 when χ & 1, large values of the Hall parameter also mean that
instability by the traditional mechanism is restricted to conditions for which temperature
and density gradients are anti-parallel, i.e., LTLn < 0. Nevertheless, Fruchtman and
Strauss neglected thermal and resistive diffusion and the Nernst and Ettingshausen effects
from their model, making it difficult to assess the overall impact of magnetisation on the
growth-rate. Indeed, their analysis is weakened generally by the exclusion of a range of
phenomena. When we come to compare the field generating thermal instability with the
field compressing magnetothermal instability in Chapter 8, it will be necessary to derive
a more comprehensive theory.
The impact of the Nernst effect on the field generating instability was considered inde-
pendently by both Brownell [80] and Dolginov and Urpin [81], and then later re-examined
in an hydrodynamical analysis by Hirao and Ogasawara [82]. Each arrived at the same
conclusions: first, the enhancement of instability when LTLn > 0 by lateral compression
of the field perturbation perpendicular to the wave-vector and parallel to the bulk gradi-
ents; and second, a Nernst driven instability for LTLn < 0 and—some commentators have
suggested [13, 77]—in the absence of density gradients (when magnetic field generation
may be neglected entirely). Nevertheless, as we shall discuss further in §4.3.3, since the
Nernst effect in this case does not couple to terms in the energy equation, it cannot form
part of a positive feedback loop (though it can compress existing perturbations) and does
not represent an instability mechanism in the usual way. Indeed, instability aside, one of
the consequences of Nernst advection parallel to bulk gradients in this geometry simply
is exponential compression (or rarefaction) of the magnetic field.
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3.2 Weibel Instability
In his classic paper on the now eponymous instability, Weibel showed that an anisotropic
distribution of electron velocities in an homogeneous collisionless plasma can give rise to
unstable electromagnetic perturbations [18]. Weibel included a background field B0 in
his analysis, however, this field is not essential and we shall consider a slightly simpler
treatment taking B0 = 0. Since collisions are neglected, the governing equations are the
Vlasov equation, Faraday’s Law and Ampe`re’s Law,
∂f
∂t
+ v · ∇rf − e
me
(E + v ×B) · ∇vf = 0, (3.13)
∂B
∂t
= −∇× E and ∇×B = µ0j + 1
c2
∂E
∂t
, (3.14)
respectively, where the current j is found by taking the first moment of the distribution
function
j = −en0〈v〉 = −e
∫
vfd3v. (3.15)
The dispersion relation for the Weibel instability is derived in the following subsection
and its mechanism described in §3.2.2.
3.2.1 Perturbation Theory
In zeroth-order we assume an anisotropic distribution function f = f0(v) describing a
pressure anisotropy such that the temperature in the x-direction Tx is greater than the
temperatures in both the y and z directions, Ty and Tz respectively [83, 84]. That is, the
distribution function takes the form
f0(v) =
n0
pi
3
2uxuyuz
exp
[
−
(
v2x
u2x
+
v2y
u2y
+
v2z
u2z
)]
, where ux > uy = uz (3.16)
and ux = (2Tx/me), uy = (2Ty/me) and uz = (2Tz/me) are the relevant thermal velocities.
Since f0 is symmetric in each of the three directions, equation (3.15) precludes a zeroth
order current, i.e. j0 = 0.
1 Hence, assuming no electromagnetic fields, so that B0 = 0
1Notice here that f0(v) is used here as the zeroth-order total distribution function, and should not
be confused with the f0(v) term in the Cartesian tensor expansion of f , which is isotropic (see §2.2.1).
Indeed, the symmetry of our present distribution function, means that it may be expanded as f0(v) =
f0(v)+f2(v) : vˆvˆ. This is the reason for anisotropic pressure arising from f2, but no zeroth order current,
f1 = 0 implies j = 0.
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and E0 = 0, and an homogeneous plasma, for which ∇rf0 = 0, equations (3.13) and
(3.14) are trivially satisfied with
∂f0
∂t
= 0,
∂B0
∂t
= 0 and
∂E0
∂t
= 0. (3.17)
We now imagine a magnetic field perturbation with wave-number k and frequency ω
arising from noise, such that the zeroth order quantities are perturbed in the y-direction:
f = f0 + δf, δf = δf
′ exp[i(ky − ωt)], (3.18a)
B = Bzzˆ, Bz = B
′
z exp[i(ky − ωt)], (3.18b)
E = Exxˆ, Ex = E
′
x exp[i(ky − ωt)], (3.18c)
where δf , B′z and E
′
x are complex. Notice that for the collisionless condition to hold,
the wavelength of the perturbation must be many times shorter than the characteristic
thermal mean-free-path λT , that is, λTk  1. Substituting equations (3.18b) and (3.18c)
into Maxwell’s equations, and equation (3.18a) into the Vlasov equation, we obtain
ikBz = µ0jx − (iωEx/c2), Ex = −(ω/k)Bz (3.19)
and δf =
ief0
me(ω − vyk)
[
2vxvy
u2x
ABz − 2vx
u2x
Ex
]
, where A =
(
u2x
u2y
− 1
)
(3.20)
is a dimensionless parameter indicating the level of anisotropy. Taking the first moment
of δf , the current may be expressed as
jx = −e
∫
vxδfdvxdvydvz = iω
2
pe
0
kuy
(
ABzuy(1 + [ω/kuy]Z)− ExZ
)
, (3.21)
where ωpe is the plasma frequency and Z = Z(ω/kuy) is the plasma dispersion function
defined by
Z(ζ) =
1√
pi
∫ ∞
−∞
e−s
2
(s− ζ)ds (3.22)
and discussed in §B.3 of Appendix B [85].2 Hence, combining equation (3.21) with those
2The integral in equation (3.21) is made more amenable by use of the following result shown in §B.3
of Appendix B:
1√
pi
∫ +∞
−∞
se−s
2
(s− ζ)ds = 1 + ζZ(ζ). (3.23)
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for Bz and Ex in equation (3.19) we find the dispersion relation for unstable waves
c2k2 − ω2 = ω2pe{A+ [A+ 1][ω/kuy]Z(ω/kuy)}. (3.24)
If we assume non-convective instability, for which the real part of ω vanishes [86], and
take ={ω/kuy} > 0, then Z(ω/kuy) = ib with b ∈ R+ (see §B.3 of Appendix B) and
equation (3.24) has solution
ω =
i
2
{
−(A+ 1)b
kuy
±
[
(A+ 1)2b2
k2u2y
+ 4(Aω2pe − c2k2)
]1/2}
. (3.25)
Taking the positive root of this equation, the solution for ω+ is consistent with the non-
convective purely growing mode assumption for a range of k up to a cut-off kc, where
kc =
√
A
δ
> k, with δ =
c
ωpe
(3.26)
as the collisionless-skin-depth. Notice that since we require A > 0, this inequality makes
clear the necessity of anisotropy for the Weibel instability. However, the expression also
tells us something about the kinds of plasmas for which the instability is relevant: by
combining the collisionless condition with inequality (3.26) we find
Λ
√
A > kλT  1, where Λ = λT
δ
. (3.27)
For all but the most anisotropic conditions,
√
A will be of of order unity or smaller, so
that this inequality means the instability is only relevant to plasmas for which Λ  1.
Quite what the definition of the cut-off wave-number kc =
√
A/δ means is not immedi-
ately clear, but it seems to suggest that unless A is very large, unstable waves must have
a wavelength in excess of the skin-depth δ; presumably standing evanescent waves pen-
etrating a characteristic distance δ can smooth out perturbations of wavelength λ < δ,
damping the instability. Indeed, equation (3.24) implies that anisotropy modifies the
ability of the plasma to screen electromagnetic fields, since by setting the term in curly
brackets to negative unity we recover the basic plasma dispersion relation for electromag-
netic wave propagation (see equation (B.10) in Appendix B). In this interpretation, the
cut-off wave-number represents the condition for standing wave solutions when anisotropy
is included: when k > kc the wave frequency is in excess of the modified plasma screening
frequency, and electromagnetic waves simply radiate from the perturbed region.
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Finally, note that if the growth-rate greatly exceeds the characteristic electron thermal
rate, i.e., ω/kuy  1, then the plasma dispersion function may be expanded to give
Z(ω/kuy) ≈ − 1
(ω/kuy)
(
1 +
1
2(ω/kuy)2
)
, (3.28)
(see Appendix B) so that equation (3.24) can be written as a quartic in omega with
solutions
ω±± = ±
{
1
2
[
(c2k2 + ω2pe)±
√
(c2k2 + ω2pe)
2 + 2ω2pek
2u2x
]}1/2
. (3.29)
Taking the negative root inside the the curly brackets and the positive root outside
(solving for ω+−) we find instability ={ω+−} > 0 due to a source term ∝ k. Furthermore,
in the limit c2  u2x, (ωpe/k)2 we can expand the root inside the curly brackets to yield
an approximate solution
ω+− ≈ i ωpeuxk√
2(c2k2 + ω2pe)
≈ i√
2
ωpeux
c
, (3.30)
meaning that the characteristic instability growth-time ω−1 is similar to the transit time
of an electron traveling with speed ux across a collisionless skin depth δ = c/ωpe.
3.2.2 Physical Mechanism
A common way of thinking about the Weibel instability is to consider a situation in
which electrons travel in equal numbers parallel and anti-parallel to a single axis [35], a
situation shown schematically in Figure 3.3. In this case, if a periodic magnetic field arises
perpendicular to their motion, the electrons will be concentrated into current sheets—
currents which then induce magnetic fields in such a way as to increase the initial field
perturbation. This picture is good insofar as it expounds the feedback between growing
magnetic field perturbations and the concentration of current; however, the necessity of
anisotropy is not made clear. Indeed, a better argument is that proposed by Fried [87],
in which anisotropy may be explicitly included.
Adapting Fried’s approach, we consider a plasma for which electrons initially travel in
the x-direction with speeds ±v‖, and in the y and z-directions with speeds ±v⊥. In this
way, the distribution function is simply
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Figure 3.3: The Weibel instability requires anisotropy in the distribution function, provided
in our analysis by the above average thermal velocity vx (dark-red dashed arrows). A sponta-
neously arising magnetic field perturbation perpendicular to the direction of anisotropy δBz(x)
(blue arrows), then acts to deflect electrons (dark-red solid arrows) into current sheets δj (pink
rectangles). The periodicity of the current sheets is such that their associated field combines
in-phase to further enhance the initial magnetic field perturbation.
f0(v) = n0δ(v
2
x − v2‖)δ(v2y − v2⊥)δ(v2z − v2⊥), where δ(v) =
1, for v = 00, otherwise. (3.31)
We now imagine that a periodic magnetic field arises Bzzˆ such that Bz = B1 exp(iky).
This field has a current associated with it given by Ampe`re’s Law ∇×B = µ0j, i.e.,
Bz = B1 exp(iky) and jx = −en0〈vx〉 = ikBz/µ0 ⇒ 〈vx〉 = −ik c
2
ω2pe
ωL, (3.32)
where ωL = eBz/me is the Larmor frequency. Consequently, the Lorentz force acting on
the electrons means that, in a time ∆t, those initially traveling in the x-direction with
speed v‖ gain a y-component to their motion ∆vy = ωLv‖∆t. There is thus a flux of
x-direction momentum through the plane normal to the y-axis given by n0mev
′
x∆vy =
n0mev
′
xv‖ωL∆t, where v
′
x is the new velocity of these electrons parallel to the x-axis (this
is the concentration of current in figure 3.3).
Similarly, those electrons initially travelling in the y-direction with speed v⊥ acquire an
x-component to their motion ∆vx = −ωLv⊥∆t. There is thus an additional flux of x-
80 Chapter 3. Review of Electromagnetic Instabilities in Laser Plasmas
direction momentum through the plane normal to the y-axis in the opposite direction to
that described above; and this is given by n0me∆vxv
′
y = −n0mev′yv⊥ωL∆t, where v′y is
the new y-velocity of these electrons. Combining these results in the limit of small ∆t, we
find the total rate of change of momentum-flux through the plane normal to the y-axis:
n0me
∂〈vxvy〉
∂t
= n0me lim
∆t→0
〈v′x∆vy + ∆vxv′y〉
∆t
= me
∫
ωL(vxv‖ − vyv⊥)f0d3v = n0me(v2‖ − v2⊥)ωL. (3.33)
The flux of x-momentum in the y-direction n0me〈vxvy〉, more commonly referred to as
anisotropic pressure Π
e
, is divergent and leads to a rate of change of the x-momentum
n0me
∂〈vx〉
∂t
= −n0me∂〈vxvy〉
∂y
= −∇ · Π
e
. (3.34)
Hence, by combining equations (3.32), (3.33) and (3.34), we see that the divergence of the
anisotropic pressure, and consequent increase of x-momentum (and thus current) results
an increase in magnetic field strength such that
∂2Bz
∂t2
=
ω2pe
c2
(v2‖ − v2⊥)Bz
⇒ Bz(t) = Bz(0)eγt, where γ = ωpe
c
(v2‖ − v2⊥)1/2. (3.35)
This explains why the Weibel instability is associated with the∇·Π
e
term in equation (3.1)
and the need for anisotropic pressure generally. Without it, the two different contributions
to the y-direction flux of x-momentum would exactly cancel, leading to no increase in the
current perturbation and associated magnetic field: as shown succinctly in our expression
for the growth-rate, if v‖ = v⊥, then γ = 0. Notice that the growth-rate obtained by this
physical argument agrees with the approximate expression in equation (3.30) after taking
c  ωpe/k, v‖  v⊥ and making the transformation v2‖ → u2x/2. Nevertheless, since it
neglects both a displacement current in Ampe`re’s Law (to account for the electric field
associated with the time varying magnetic field), and the effects of an actual distribution
of particle velocities, the argument predicts neither a cut-off frequency nor source term
dependence [87].
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3.2.3 Comments
Our discussion of the Weibel instability has shown that anisotropy in the distribution
function can lead to unstable growth of magnetic field in collisionless plasmas for which
Λ  1. Since collisions tend to suppress pressure anisotropy, it is tempting to conclude
that the Weibel instability is not relevant to collisional plasmas [88]. Nevertheless, there
exist collisional variants of the analysis, Weibel-like instabilities, which do yield unstable
solutions [77, 89, 90, 91]. The collisional versions are important for two reasons: first,
they demonstrate that collisions do not necessarily completely suppress the instability
mechanism; and second, they show that large heat-flow can supply sufficient anisotropy
to drive instability in the absence of directionally dependent temperatures.
One of theses versions, the collisional two-fluid model proposed by Mochizuki et al. [89]
and subsequently analysed kinetically by Epperlein [90] is discussed further in Appendix
F. The mechanism in this instance is similar to the collisionless Weibel mechanism
described above; however, in this case the magnetic field perturbs heat-flow (the source
of anisotropy), concentrating charge and thereby inducing an electric field which enhances
the original magnetic field through Faraday’s Law. This difference means that the source
term goes as k2, rather than k as we had above. Nevertheless, Epperlein’s analysis yields
a similar condition for instability as that found here based on the ratio of the mean-free-
path to the skin-depth, i.e., Λ = λT/δ  1 (see Appendix F).
3.3 Thermal Instability
The thermal instability was first proposed by Haines as an explanation for the formation
of current filaments in a θ-pinch [19], but later investigated in the context of laser-fusion
plasmas [20]. In this instability, an homogeneous plasma is modelled as two electron
fluid populations, yielding a heat-flow but no current: a hot collisionless population at
temperature Th, which can resistively generate magnetic field (see §2.5.5); and a cold
collisional population at temperature Tc, which collide with a neutralising background
of fixed ions. Note that Tc is given by Tc = mev
2
T/2, where vT = λT/τT is the cold
thermal velocity, with λT and τT as the cold thermal mean-free-path and collision time
respectively. The number density of the cold electrons is denoted nc.
3.3.1 Physical Mechanism
The basic mechanism may be understood by a consideration of the Ohmic heating effects
of each population, and is shown schematically in figure 3.4. The collisionless hot elec-
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Figure 3.4: In the thermal instability, a collisionless hot electron current jh (dark red, long
arrow) streams in the opposite direction to a collisional cold electron current j0 (dark red, dashed
arrow) driven by an electric field E0 = j0/σ0 (blue arrow). If a temperature perturbation δT (x)
arises (light red curve), the conductivity becomes periodic with δσ(x) (light red, dashed curve),
increasing the current where the temperature is hotter, and decrease it where the temperature
is lower. This variation in the cold current δj (dark red dashed curve), and the corresponding
variation in Ohmic heating, then acts to enhance the original thermal perturbation.
trons stream to yield a current jh and heat-flow qh = −(5Th/2e)jh; and to preserve quasi-
neutrality this is balanced by a return current of the cold electrons jc maintained by an
electric field E, such that jc = σE, where σ = (e
2nc/meα‖)cBτT is the plasma conductiv-
ity. The heat-flow associated with the cold population is then qc = −(ψ‖Tc/e+5Tc/2e)jc,
so that in zeroth-order, when the cold current is written j0 and the total current is thus
j = j0 + jh = 0, the total heat-flow becomes
q = qc + qh =
5
2e
j0
(
Th − [1 + 2ψ‖/5]Tc
)
. (3.36)
Since the conductivity σ ∝ τT ∝ T 3/2c is a function of temperature, a thermal per-
turbation orthogonal to the heat-flow leads to gradients in σ and thereby gives rise to
a magnetic field perturbation resistively generated by the collisionless current jh (see
§2.5.5). Through Ampe`re’s Law, this field acts to boost the collisional current where the
temperature is hotter, leading to further Ohmic heating of the cold population and an
enhanced thermal perturbation (in figure 3.4, this mechanism is given an interpretation
in terms of the current and temperature only).3
3.3.2 Dispersion Relation
More formally, we consider the stability of the system through an adaptation of Haines’s
linear analysis, though for simplicity we refer to his earlier model in which ion motion
3In the original paper, the Hall parameter was taken to be large, so that ψ⊥ = 0 and α⊥ = 1. We
consider the unmagnetised case so that α⊥ = α‖ and ψ⊥ = ψ‖.
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is neglected. The hot electron population is assumed constant, so that ∂jh/∂t = 0, and
only the cold electrons are governed by time-dependent equations; these are: the energy
equation and heat-flow equation, the simplified Ohm’s Law (expressed in terms of the
conductivity), Ampe`re’s Law and Faraday’s Law, i.e.,
3
2
nc
∂Tc
∂t
= E · jc −∇ · qc − Es, qc = −cBncτTTe
me
κ‖∇Tc −
(
ψ‖ + 5/2
) Tc
e
jc, (3.37)
jc = σE, where σ =
e2nc
meα‖
cBτT , ∇×B = µ0(jh + jc) and ∂B
∂t
= −∇× E
(3.38)
respectively, where Es is a thermal energy sink term. Haines simplified his analysis by
contriving a zeroth-order steady state: in this order, Ohmic heating is dissipated by
equipartition of energy to ions held at a fixed temperature Ti in the sink term [1], i.e.,
Es = 3
ncα‖
cB
(Tc − Ti)
τT
(
me
mi
)
. (3.39)
Indeed, denoting zeroth-order quantities with the subscript ‘0’, our initial homogeneous
plasma means ∇ · q0 = 0 and ∇ × E0 = 0, so that by Faraday’s Law and the energy
continuity equation we have ∂B/∂t = 0 and ∂T0/∂t = 0 respectively. Hence, the balance
of zeroth-order Ohmic heating by Es implies
j20 = 3
e2n2c
mi
(T0 − Ti), while j0 = −jh (3.40)
follows from the assumption of a total zeroth-order current j = j0 + jh = 0. Adding
first-order perturbations, we look for wavelike solutions orthogonal to the heat-flow with
wave-number k and periodicity ∝ exp(iky + γt), such that
Te = T0 + δT exp(iky + γt) and B = δB exp(iky + γt)zˆ. (3.41)
In what follows we make use of the definitions for the dimensionless growth-rate Γ, wave-
number K, thermal diffusion DT and resistive diffusion DR coefficients given in equation
(3.7). Hence, Faraday’s Law and the energy continuity equation yield
Γ = −K2DR − iKCη
(
me
eδBτT
δT
T0
)
(3.42a)
and Γ = − (K2DT − Fs)+ iKΩH (eδBτT
me
T0
δT
)
, (3.42b)
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where the dimensionless coefficients Cη, ΩH and Fs account for resistive field genera-
tion, Ohmic heating, and additional losses from the perturbation to the sink term Es
respectively. These are defined
Cη = −3
2
α‖
cB
(
jh
encvT
)
, ΩH =
8
3
α‖
cBΛ2
(
j0
encvT
)
and Fs = −2α‖
cB
(
me
mi
)
. (3.43)
Thus, eliminating the unknowns δT and δB from equations (3.42), and solving the resul-
tant quadratic in Γ, we obtain the dispersion relation
Γ± =
1
2
{
− [(DT +DR)K2 − Fs]
±
√
[(DT +DR)K2 − Fs]2 + 4DRK2 [DT (K2T −K2) + Fs]
}
. (3.44)
In this equation the characteristic wave number KT (defined below) yields a source that
goes as KTK in the low wave-number limit (K → 0) and, as we see from its definition,
describes feedback between Ohmic heating ΩH and resistive field generation Cη, i.e.,
K2T =
ΩHCη
DTDR
. (3.45)
As we saw with the field generating instability in §3.1, this dependence out-competes the
main damping terms in −(DT +DR)K2 at low wave-number, meaning that the positive
root of equation (3.44) yields instability Γ+ > 0 for a range of K up to a cut-off wave-
number Kc. Unlike the field generating thermal instability, however, losses to the sink
term (Fs) yeild a constant damping effect in the cut-off, which in this case is given by
K2c = K
2
T + Fs/DT . (3.46)
Thus, noticing that KT and Fs may be written as
K2T =
6DR
DT
Λ2M
(
T0 − Ti
T0
)
and Fs = −2MΛ2DR, with M = me
mi
, (3.47)
we find that the necessary condition for instability K2c = K
2
T + Fs/DT > 0, is only
fulfilled providing T0 > 3Ti/2. Physically, this means that for the system to go unstable
Ohmic-heating must at least out-compete additional losses to the ions in the sink term.
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3.3.3 Comments
For present purposes, we do not solve the dispersion relation directly for the peak wave-
number KM and peak growth-rate ΓM(KM). However, equation (3.44) has been written
in such a way as to facilitate direct comparison with a similar dispersion relation solved
in the following chapter (cf. equation (4.23) in §4.3). Indeed, by inspection of the results
from §4.3.3, we have4
K4M =
ΓM(ΓM − F )
DTDR
(3.48)
and ΓM =
DTDR
(DT −DR)2
[ (
DTK
2
c − F
)1/2 − (DRK2c − F)1/2 ]2. (3.49)
Unfortunately, these equations do not provide us with a condition on Λ. However, the
expression for ΓM yeilds
ΓM ≈
M/Λ2, for Λ2  1 (DT  DR)M, for Λ2  1 (DT  DR). (3.50)
Since M = me/mi  1, these two cases suggest that all other parameters being equal,
the thermal instability will be most active in plasmas for which Λ 1.
Haines expanded his analysis to account for both hydrodynamic motion and radiation
loss due to bremsstrahlung [20]. In this case strict conditions may be found on both Λ
and the magnitude of the heat-flow [77]. In particular, for the most disruptive unstable
modes he found the necessary conditions
Λ 1 and q > qcrit = n0me
(
2T0
me
)3/2(
2.13
2
√
2
)(
me
mi
)1/2(
Th
T0
− 1
)
, (3.51)
where q = |q|. Noting that the number density of the cold population is much greater
than the hot population, so that n0 ≈ nc, taking Z = 10 and Th = 4T0 (to reflect the
dominance of the heat-flow by electrons travelling at 2 to 3 times the thermal velocity),
this condition means that q must be greater than a critical heat-flow qcrit ≈ 0.03ncT0vT ;
that is, greater than approximately %3 of the free streaming limit ncT0vT [20].
4These results are obtained by direct analogy; however, because F < 0, only one of the possible
expressions for KM and ΓM in §4.3.3 is retained.
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3.4 Summary
In this chapter we have reviewed three elecromagnetic instabilities relevant to laser plas-
mas and linked them to various terms in the induction equation: the field generating
thermal instability [16, 17], the Weibel instability [18], and the thermal instability [19, 20]
(a two-fluid collisional Weibel-like instability [89, 90] is reviewed in Appendix F). In each
case we have derived dispersion relations for the growth of unstable modes and described
the basic physical mechanism. In addition, the k dependencies of the various instability
sources have been found by considering growth-rates in the limit k → 0 (see table 3.1).
Our discussion has identified a clear demarcation in parameter space for the onset of each
kind of instability based on the ratio of the mean-free-path to the collisionless-skin-depth
Λ = λ/δ [77]. By measuring the electron number density ne in cm
−3 and the temperature
Te in keV, this ratio may be written
Λ = (5.48× 10−2)−1
( ne
1021cm−3
)−1/2( Z
10
)−1(
log Λei
5
)−1(
Te
keV
)2
, (3.52)
where we have made use of quasi neutrality to write Zni ≈ ne (cf. Epperlein [90]).
Indeed, in relatively rare, hot plasmas obeying (Te/keV)
4  Z2(ne/1021cm−3), or
Λ 1, (3.53)
either the field generating thermal instability or Weibel instabilities (both collisional and
collisionless) can take effect. Contrastingly, for relatively cold, dense plasmas obeying
(Te/keV)
4  Z2(ne/1021cm−3), that is
Λ 1, (3.54)
the thermal instability can occur. These conditions are summarised alongside other
characteristics of the electromagnetic instabilities in table 3.1.
Our work on both the super-Gaussian transport theory and magnetothermal instability in
coming chapters is concerned with collisional plasmas for which the former inequality Λ
1 holds; indeed, for the experiment of Froula et al. [9]—the context in which we explore
the magnetothermal instability—we have Λ ≈ 30 (see chapters 7 and 8). Consequently, it
is the field generating thermal instability and collisional Weibel instability which are most
relevant to the conditions considered in thesis. However, because anisotropy is neglected
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Instability Source Dependence Induction Term Condition on Λ
Field Generating Thermal k ∇Pe Λ 1
Weibel Collision(less|al) k|k2 ∇ ·Π
e
Λ 1
Thermal k αc · j Λ 1
Field Compressing Magnetothermal k3/2 βc · ∇Te Λ & max{1, χ}
Table 3.1: The instabilities considered in this chapter may be summarised by three charac-
teristics: the k dependence of their growth-rates in the long wavelength limit k → 0 (‘Source
Dependence’); the term in the induction equation with which they are associated (‘Induction
Term’); and the necessary ‘Condition on Λ’ for their onset. For the sake of completeness,
features of the magnetothermal instability are included in the bottom row (see Chapter 7).
from our model, the impact of super-Gaussian transport theory will be considered on the
field generating thermal instability only.
It is noteworthy that the the field generating thermal instability shares some common
features with the new magnetothermal instability, and the two shall be compared in
Chapter 8. However, the impact of anisotropy, which ideally requires a kinetic treatment,
is beyond the scope this thesis and will be left as further research.
Finally, because the expansion of the distribution function into Cartesian tensors requires
the retention of higher order terms as λT/lT increases (see §2.6), models of instabilities
whose source terms are proportional to λT/lT , such as the field generating instability (see
equation (3.8)), can be improved by the inclusion of terms higher than f1 [52, 76, 77, 90].
It will be shown in Chapter 7 that the field compressing magnetothermal instability also
has a source term proportional to λT/lT , suggesting that in this case too, a more advanced
kinetic analysis should be undertaken as future work.
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Chapter 4
Super-Gaussian Transport Theory
In the derivation of classical transport theory in §2.2 we assumed the unperturbed part
of the distribution function f0 to be a Gaussian; and yet in our discussion in §2.6 we saw
that this approximation begins to break-down in the presence of inverse-bremmstrahlung
heating (I.B.). Indeed, under these conditions the distribution function is best described
by a super-Gaussian, that is f0 ∝ exp(−[v/αevT ]m), where m ∈ [2, 5] and the function αe
is defined below in equation (4.1); a range that includes the usual Gaussian distribution
(m=2) and tends to a Langdon distribution (m=5) for very intense irradiation [11, 15, 75].
Some progress can be made beyond the Gaussian approximation, therefore, by deriving
a transport theory that uses a super-Gaussian form for the unperturbed part of the
distribution function. Such a theory was derived by C. T. Dum in 1977, motivated by
plasma turbulent scattering which can lead to similar distortions as I.B. [92]. However,
Dum followed the approximation method of Braginskii [1], which can lead to inaccuracies
in the transport coefficients, and did not provide polynomial fits to describe the modified
transport. For this reason, an up-dated description of super-Gaussian transport was
derived by Ridgers et al. in 2008, using computational integration to enumerate the
coefficients and calculate polynomial fits for a range of m values [11].
In this chapter we introduce Ridgers’s modified Ohm’s Law and heat-flow equation as
a means of describing transport in regimes where super-Gaussian effects are important;
these new expressions replace our earlier versions (introduced in Chapter 2) in the equa-
tion set for computational and theoretical work in subsequent chapters. Additionally,
we discuss novel phenomena introduced by the extended transport scheme in §4.2 and
consider its consequences for the field-generating thermal instability [16, 17] in §4.3.
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4.1 Modifying the Equation Set
Following the method of Epperlein outlined in §2.2.3, and using the expression
f0(r, v, t) = fSG = C(m)
ne
v3T
exp
[
−
(
v
αevT
)m]
, (4.1)
where α2e =
3Γ(3/m)
2Γ(5/m)
, C(m) =
m
4piα3eΓ(3/m)
and Γ(x) =
∫ ∞
0
sx−1e−sds
is the gamma function, Ridgers derived new versions of both Ohm’s Law and the heat-flux
equation [11]. His derivation yields different values for the ‘old’ coefficients and introduces
new coefficients γc, φc and ψc: all functions of χ = ωLτB and, in the extended scheme,
m. After making the relevant hydrodynamic transformation (see §2.3.1 and Appendix
E), Ridgers’s modified versions of Ohm’s Law and the heat-flow equation are
ene(E + C×B) = −γc · ∇Pe + j×B + me
eτB
αc · j− neβc · ∇Te, (4.2a)
and q = −neτBTe
me
κc · ∇Te − ψ′ · jTe
e
− τBTe
me
φc · ∇Pe, where ψ′ = ψc + 5
2
I, (4.2b)
respectively. These expressions, which reduce to equations (2.70a) and (2.70b) for m = 2,
will be referred to throughout as the super-Gaussian transport theory. Broadly speaking,
the coefficients αc, βc and κc have the same functional dependence whatever the value of
m, but their values can differ by an order of magnitude and the high χ asymptotic forms
are altered. The new coefficients γc and φc are plotted in figure 4.1, while ψc is shown in
the plot of βc in figure 2.5.
Ridgers’s equations provide a natural method for incorporating super-Gaussian effects
into transport calculations, and henceforth replace equations (2.70a) and (2.70b) as the
basis for calculating E and q in our plasma description. Nevertheless, they also introduce
a new unknown in the form of m which must be found from an additional equation. In
particular, we shall use the formula derived by Matte et al. [75] which gives
m = 2 +
3
1 + 1.66/α0.724M
, where αM = Z(vosc./vT )
2. (4.3)
The super-Gaussian theory also has consequences for the rate of inverse bremsstrahlung
heating (see §2.2.4). Indeed, since the value of f0(v = 0) is now dependent on m, we find:
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Figure 6.2: The newly introduced transport coefficients for a Maxwellian and a Langdon
distribution.
Figure 4.1: The transport coefficients γc and φc as functions of ωLτB reproduced from Ridgers
et al. [11]. The red curves show that the classical (Braginskii) theory is recovered for m = 2,
while the blue curves are those of the super-Gaussian theory for a Langdon distribution (m = 5).
As in figure 2.5, the dotted lines labelled VFP are the asymptotic predictions of impact.
3
2
8pi
9
(
1
2
mev
2
osc.
)
f0(v = 0)
v3T
τT
=
8
9
√
pi
3
2
neTosc
τT
pi3/2C(m), (4.4)
an expression which recovers the original heating formula in equation (2.54) when m = 2,
for which C(2) = 1/pi3/2. Hence, comparing equation (4.4) with equations (2.54) and
(2.68b), we employ the following expression for the thermal energy continuity equation:
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = 3
2
Cm(m)
neTosc
τB
, (4.5)
with Tosc =
1
2
mev
2
osc. and Cm(m) =
8picB
9
C(m).
The complete equation set, inclusive of super-Gaussian effects, is given in Appendix A.
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Naturally, the relevance of the super-Gaussian transport theory depends on the extent
to which the super-Gaussian itself represents a good approximation to the isotropic part
of the distribution function. Indeed, though I.B. heating tends to distort m towards
the Langdon distribution (m = 5), relatively collisionless hot electrons in the tail of the
distribution can be better described by the original Gaussian power m = 2. For this
reason, Ridgers considered the applicability of his modified expressions by comparison
with simulations of Froula’s experiment to suppress heat-flow [9, 11] (see §1.4.2). This
experiment provides a useful context in which to study super-Gaussian transport, because
by applying strong magnetic fields Froula et al. were able to suppress non-local transport
[9], the other mechanism by which the Gaussian approximation breaks-down (see §2.6).
Ridgers compared the super-Gaussian theory to both classical transport theory and ki-
netic simulations of Froula’s experiment using the Vlasov-Fokker-Planck code impact,
and found that the new expressions more accurately predict the transport by as much as
a factor of two near the laser-heating spot where I.B. distortion is most important [11].
In particular, for an applied field of 12T, he showed that a value of m = 3.3 provides
the best-fit between the super-Gaussian theory and the transport as calculated by im-
pact (see figure 4.2). However, Ridgers also demonstrated that the prediction of Matte’s
formula, given in equation (4.3), is only accurate to within 0.5. For this reason, his poly-
nomial fits to the transport coefficients—computed in the Lorentz limit and included for
reference in Appendix D—were calculated for m to the nearest 0.5 [21].
VFP code and qr
B is the instantaneous peak as predicted clas-
sically. The discrepancy decreases as the imposed magnetic
field is increased; as the magnetic field strength gets larger
nonlocality is increasingly suppressed. In the case of the
largest magnetic field !12 T" nonlocality should not be im-
portant at such early times !63 ps", yet the transport still
disagrees markedly with Braginskii’s theory. The breakdown
of Braginskii early on is caused by the inverse bremsstrah-
lung heating. The IB heating rate, !Te /!t!Te
−3/2
, was greatest
at the start of the simulation when the plasma was coldest.
Later on nonlocality became more important.17 This can be
explained by the scalings of the mean free path, "c!Te
2 /ne,
and Larmor radius, rg!Te
1/2 /B. As the plasma was heated by
the laser, the electron number density decreased due to
plasma expansion and the magnetic field cavitated—due to
advection by the Nernst effect—causing the mean free path
and gyroradius to increase. The lengthening of these param-
eters made the plasma more nonlocal. The transport for the
12 T imposed field at t=63 ps will be considered in detail.
At this moment the largest thermal electron-ion mean-free
path was 9 #m and the largest thermal Larmor radius was
4 #m; nonlocality should not yet be very important !the tem-
perature scale-length is on the order of 100 #m".
After 63 ps the deviation of the radial heat flow from
Braginskii reaches its minimum value. Figure 5 shows that
the new theory predicts the azimuthal heat flow more accu-
rately than classical transport theory. The azimuthal heat
flow has been chosen for this comparison, as it is more sen-
sitive to the distortion of the distribution from Maxwellian
than the radial heat flow !as shown in Fig. 1". The curve
labeled “SG” is the heat flow predicted from the new theory
with a value of m=3.3. This is the best fitting super-Gaussian
at the center of the laser spot and this predicts q$ close to the
spot much b tter than cl ssic l theory !by a factor of two".
The classical theory can be seen to work well away from the
laser spot, where the distribution is Maxwellian. Using the
transport coefficients with 2%m%3.3 will allow a smooth
transition in the heat flow between these two extremes. Note
also that terms r lating to the spatial variation of m !resulting
from the spatial variation in the laser intensity" have been
neglected. This does not seem to significantly affect the
agr ement between the theory and the VFP code. Including
terms in "m in the transport theory is left as further work.
B. How good a fit is the super-Gaussian
distribution?
The relevance of the transport theory derived so far de-
pends crucially on a super-Gaussian distribution being a
good fit to f0. It has been shown that although IB heating
causes the distribution to tend towards a super-Gaussian, the
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FIG. 3. !Color online" A schematic of the experiment conducted by Froula
et al. The confocal parameter of the laser was sufficiently large that focusing
effects may be ignored. Therefore, the flows of interest !heat flow, bulk
plasma flow, etc." are in the radial !r" and azimuthal !$" directions. The heat
flow in these directions are shown !qr and q$", although there is no heat
deposition from the latter !q$" as the problem is azimuthally symmetric. The
externally applied B-field is in the z-direction as shown.
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FIG. 4. !Color online" The relative difference between the radial heat flow
from the VFP code and Braginskii’s classical theory.
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FIG. 5. !Color online" A comparison between the azimuthal heat flows from
the VFP code !after 63 ps", from classical transport theory and from the new
theory derived here with the best fitting m at the center !labeled “SG”". The
heat flow in the center goes to zero, the plotting of this is problematic as the
azimuthal heat-flow plotted here is being represented on a Cartesian grid.
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Figur 4.2: Calculations of the azimuthal heat-flow in the experiment of Froula et al. [9], for
the case of 12T applied field after 63ps of I.B. heating, reproduced from Ridgers et al. [11].
The predictions of the super-Gaussian transport theory for m = 3.3 (labeled SG) represent a
significant improvement over those of classical transport (labeled Braginskii) when compared
with kinetic modelling by impact (labeled VFP) near the laser spot centre (. 80µm).
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4.2 Super-Gaussian Transport Effects
Although Ridgers demonstrated the applicability of the super-Gaussian transport theory,
and noted modifications to the ‘old’ coefficients, he did not explore the implications of
the new terms. In the following subsections, therefore, we discuss some of the ways in
which γc and φc both impact on the effects discussed in §2.4 and §2.5, and give rise to
new phenomena in their own right.
4.2.1 Suppression of the Nernst Effect
Perhaps the most obvious implication of the γc coefficient is found by using the chain
rule to write the gradient of the pressure as ∇Pe = Te∇ne + ne∇Te, so that
ene(E + C×B) = −γc · (Te∇ne) + j×B + me
eτB
αc · j− ne(βc + γc) · ∇Te. (4.6)
Expressing Ohm’s Law in this way makes it clear that the Nernst velocity, as defined in
(2.87), must be altered to the form
vN = −a′N
∇Te
Te
, with a′N =
cB
2χ
λ2T
τT
(β∧ + γ∧). (4.7)
The β∧ coefficient is reduced in the super-Gaussian theory; however, because γ∧ is nega-
tive the Nernst velocity is further suppressed by the new coefficient. Indeed, for the case
where m = 5, when γ∧ is of a similar order to β∧, we see as much as a five-fold reduction
in the Nernst velocity in the low χ limit (see figure 4.3).
4.2.2 Suppression of the ∇Te ×∇ne Source Term
Retaining just the term in γc in the expression for E in equation (4.6), and expanded it
with reference to equation (2.72) we find
−E = 1
ene
γc · (Te∇ne) = γ⊥Te∇ne
ene
− γ∧Te
ene
∇ne × b. (4.8)
Taking the curl of the first term on the right-hand side, and neglecting gradients in γ⊥,
we thus have a new expression for the ∇Te ×∇ne source term described in §2.5.1:
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Figure 4.3: Suppression of the Nernst effect (left-hand plot) visualised by plotting [β∧(m) +
γ∧(m)]/β∧(2) as a function of χ for different values of super-Gaussian power m. Notice that
the ratio is 0.2 in the limit of low χ implying suppression by a factor of five. The right-hand
plot shows the ratio 3γ∧/2χφ⊥ as a function of χ and suggests an interpretation of the new
advection effect described in §4.2.3 (see discussion of the φc coefficient in §4.2.4).
[
∂B
∂t
]
γ⊥
= γ⊥
∇Te ×∇ne
ene
, (4.9)
where the subscript ‘γ⊥’ indicates the term under consideration. For a Langdon dis-
tribution we find γ⊥ ∈ [0.7, 1.0], so that the new coefficient suppresses magnetic field
generation by as much as ∼ 30% (see figure 4.1).
4.2.3 New Advection Phenomenon
The final point of interest arising from the γc coefficient is seen by taking the curl of the
second term on the right-hand-side of equation (4.8). Proceeding as we did in §2.5.4,
magnetic field evolution associated with the γ∧ component is governed by
[
∂B
∂t
]
γ∧
= ∇× (vγ ×B) ⇒ ∂B
∂t
+∇ · (vγB) = 0 (4.10)
where vγ = −aγ∇ne
ne
, with aγ =
cB
2χ
λ2T
τT
γ∧.
Consequently, the γ∧ coefficient is seen to describe advection of the magnetic field with
velocity vγ: a phenomenon that shall be referred to as the gamma advection effect, defined
in terms of a gamma advection coefficient aγ (cf. equation (2.87)). This new advection
effect is directly analogous to the Nernst effect described in §2.5.4; however, because γ∧
is negative, advection by vγ ∝ ∇ne is in the direction of increasing density.
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4.2.4 Super-Gaussian Heat-Flow Effects
We can quickly assess the physics introduced by the new φc coefficient in the heat-flow
equation by proceeding as in §2.4 and looking at its contribution to the energy equation.
In this case, however, we use the version given in equation (2.40b), i.e., the form preceding
substituting for the continuity equation. Hence, retaining terms in φc only we have
∂Pe
∂t
= ∇ ·
(
2τBTe
3me
φc · ∇Pe
)
= ∇ · (dφ∇Pe) +∇ ·
(
cB
3
λ2T
τT
φ∧b×∇Pe)
)
, where dφ =
cB
3
λ2T
τT
φ⊥. (4.11)
By comparison with our results in §2.4.1, we see that the first term on the right-hand-side
of this equation accounts for diffusion of the pressure with pressure diffusion coefficient
dφ (cf. equation (2.74)), while the second describes the pressure flux along plasma isobars
in a fashion analogous to the Righi-Leduc heat-flow.
Remarkably, because φ⊥ is negative the diffusion process is from regions of lower to higher
pressure, amplifying pressure gradients and possibly leading to instability. However, the
effect also manifests itself as a suppression of thermal diffusion. Indeed, expanding the
gradient of the pressure term as ∇Pe = ne∇Te+Te∇ne, we see that φc directly alters the
conductivity:
q = −neτBTe
me
(κc +φc) ·∇Te−ψ′ · jTe
e
− τBT
2
e
me
φc ·∇ne, where ψ′ = ψc + 5
2
I. (4.12)
By comparing the components of (κc + φc) with κ⊥ and κ∧ for different values of m we
find that the extended transport theory can lead to reduction of both thermal diffusion
and the Righi-Leduc heat-flow by us much as ∼ 80% and ∼ 90% respectively (see figure
4.4).
Notice that the expanded form of the super-Gaussian heat-flow in equation (4.12) suggests
an interpretation for the gamma advection effect. Indeed, with reference to equation
(4.10), vγ may be written
vγ =
γ∧
χφ⊥
qP
Pe
≈ 2
3
qP
Pe
, where qP = −τBT
2
e
me
φ⊥∇ne (4.13)
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Figure 4.4: Suppression of the diffusive conductivity (left-hand plot) and the Righi-Leduc
heat-flow (right-hand plot) visualized by plotting the respective ratios [κ⊥(m) + φ⊥(m)]/κ⊥(2)
and [κ∧(m) + φ∧(m)]/κ∧(2) against χ for different values of super-Gaussian power m. These
plots clearly indicate suppression of thermal diffusion by ∼ 80%, and the Righi-Leduc heat-flow
by ∼ 90% for the Langdon distribution (m = 5).
is the heat-flow associated with diffusion of the pressure and the approximate expression
has been made with reference to figure 4.3. In this way we see that vγ represents advection
of the magnetic field with the pressure diffusive heat-flow qP in an analogous fashion to
the Nernst effect (cf. §2.5.4).
4.2.5 Summary of Super-Gaussian Transport Effects
In the previous sections we have seen that the super-Gaussian transport theory acts to
suppress classical effects, especially in the case of strong inverse bremsstrahlung for which
f0 is described by the Langdon distribution (m = 5). In addition, the extended theory
introduces new phenomena. These results may be summarised as follows:
• Suppression of the Nernst effect by up to ∼ 80%.
• Suppression of the ∇Te ×∇ne source term by up to ∼ 30%.
• Introduction of a novel advection effect in the direction ∇ne, interpreted as advec-
tion of the magnetic field with the new pressure diffusive heat-flow term in φ⊥.
• Introduction of a novel pressure diffusion effect in φ⊥.
• Suppression of the diffusive heat-flow by up to ∼ 80%.
• Suppression of the Righi-Leduc heat-flow by up to ∼ 90%.
In all cases, the classical transport effects are reduced most heavily in the limit of low χ.
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4.3 Super-Gaussians and the Field Generating Ther-
mal Instability
The preceding summary emphasises the particular relevance of super-Gaussian transport
theory when magnetic fields are weak (low χ), suggesting that it may have important
consequences for the seeding and evolution of magnetic fields in otherwise unmagne-
tised conditions. For this reason, the following subsections are devoted to examining the
impact of the theory on the field generating thermal instability [16, 17] introduced in
§3.1; a context in which the Righi-Leduc heat-flow and the ∇Te × ∇ne field generation
mechanism—both suppressed by inverse bremsstrahlung—are essential. Indeed, because
the super-Gaussian theory predicts the reduction in magnitude of effects responsible for
both the growth and damping of unstable waves, such an analysis is particularly useful
as a means of assessing the combined impact of the theory.
4.3.1 Perturbation Analysis
For current purposes we neglect hydrodynamics, assuming that the growth-rate of the
instability is much greater than the hydrodynamic rates. The governing equations are
thus the energy continuity equation and Faraday’s law
3
2
ne
∂Te
∂t
+∇ · q− E · j = 3
2
ne
(
∂Te
∂t
)
L
and ∇× E = −∂B
∂t
(4.14)
respectively, where (∂Te/∂t)L represents the rate of change of temperature due to laser-
heating. In addition we make use of Ampe´re’s Law ∇ × B = µ0j to relate the current
and magnetic field, and the Super-Gaussian transport relations for Ohm’s Law and the
heat-flow equation
eneE = −Teγc · ∇ne + j×B + me
eτB
αc · j− ne
(
βc + γc
)
· ∇Te, (4.15)
and q = −neτBTe
me
(
κc + φc
)
· ∇Te − ψ′ · jTe
e
− τBT
2
e
me
φc · ∇ne. (4.16)
Combining Ohm’s Law with Faraday’s Law, to give the induction equation, and sub-
stituting for q and E in the energy continuity equation, provides us with a complete
description of the temporal variation of the principal quantities Te and B.
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In zeroth-order we assume temperature and number density profiles of the form T0 =
T0(x, t) and n0 = n0(x), so that gradients in these quantities are along the x-axis of the
system only. Consequently, we can define temperature and density scale lengths lT and
ln such that
1
lT
=
1
T0
∂T0
∂x
1
ln
=
1
n0
∂n0
∂x
. (4.17)
In this way, we implicitly assume that the heating profile of the laser is also parallel to the
x-axis of the system. Finally, for this analysis we assert that the plasma is unmagnetised,
so that the zeroth-order field strength is B = 0, and that (∂Te/∂t)L is independent on
perturbed quantities.
To the zeroth-order solutions we add wavelike perturbations with wavenumber k and
frequency ω such that
Te = T0 + δT exp i(ky − ωt), and B = δB exp i(ky − ωt)zˆ, (4.18)
where δT and δB are complex and |δT |/T0  1. Hence, substituting these perturbed
forms into the energy and induction equations, assuming the local conditions |klT,n|  1
and |∂(l−1T,n)/∂x| . 1/l2T,n, and subtracting the zeroth-order solutions, we find that to
first-order
Ω +DT iK
2 = −CE
(
eλ2T
τT
δB
δT
)
K, (4.19)
and Ω +DRiK
2 − iN = CI
(
τT
eλ2T
δT
δB
)
K, (4.20)
where λT is the zeroth-order thermal mean free path, τT is the zeroth-order collision time,
N is the advection term (defined below in equation (4.22)), and we have made use of an
additional set of dimensionless quantities defined by
Ω = ωτT , K = λTk, DT =
cB
3
κ′‖, DR =
α‖
cBΛ2
, LT =
lT
λT
, Ln =
ln
λT
,
CE =
c2B
6LT
[(
∂κ′∧
∂χ
+
LT
Ln
∂φ∧
∂χ
)
︸ ︷︷ ︸
heat-flow terms
+
3γ‖
c2BΛ
2
(
1− 2LT
3Ln
)
︸ ︷︷ ︸
Ohmic heating terms
]
and CI =
γ‖
Ln
, (4.21)
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with the super-Gaussian transformations κ′‖ = κ‖ + φ‖ and κ
′
∧ = κ∧ + φ∧. Notice here
that DT and DR represent the dimensionless thermal and resistive diffusion coefficients
respectively, and that Λ = λT/δ is the ratio of the mean-free-path to the collisionless
skin depth. Similarly, CE and CI are coupling terms between the energy equation and
induction equation respectively: CE due to heat-flow and Ohmic heating (as indicated by
the under-braces) and CI arising from ∇δTe×∇ne field generation. Finally, the advection
term in N represents the combination of the Nernst effect and the new gamma advection
effect. Using the notation β′∧ = β∧ + γ∧, N is given by
N = Nβ +Nγ, where Nβ = λ
2
Tνβ, Nγ = λ
2
Tνγ, (4.22)
νβ =
cB
2
(
∂β′∧
∂χ
)
1
τ0T0
∂
∂x
(
τ0
∂T0
∂x
)
and νγ =
cB
2
(
∂γ∧
∂χ
)
1
τ0n0
∂
∂x
(
τ0
∂n0
∂x
)
.
Hence, multiplying equations (4.19) and(4.20), and solving the resultant quadratic in Ω,
we arrive at the dispersion relation
Ω± =
i
2
{
− [(DT +DR)K2 −N]
±
√
[(DT +DR)K2 −N ]2 + 4DTK2 [DR (K2G −K2) +N ]
}
, (4.23)
where K2G is a source term representing feedback due to coupling between CI (in the
induction equation) and CE (in the energy equation), and is defined by
K2G =
CECI
DTDR
=
c2BΛ
2
2α‖κ′‖
γ‖
LTLn
[(
∂κ′∧
∂χ
+
LT
Ln
∂φ∧
∂χ
)
+
3γ‖
c2BΛ
2
(
1− 2LT
3Ln
)]
. (4.24)
Notice that if we neglect Ohmic heating and set the super-Gaussian power to m = 2,
then we recover the expression derived by Hirao and Ogasawara [82], which itself reduces
to that of Tidman and Shanny’s relation (see section 3.1) if N = 0 [16].
Now, by introducing an additional length scale λn, the advection term may be written in
terms of dimensionless numbers a and b such that
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N =
cB
2L2T
[
∂β′∧
∂χ
(
a+
3
2
− b
)
+
∂γ∧
∂χ
(
3
2
b+ b2
{
ln
λn
− 1
})]
, (4.25)
where b =
LT
Ln
,
a
L2T
=
λ2T
T0
∂2T0
∂x2
and
1
lnλn
=
1
n0
∂2n0
∂x2
.
Setting a = 0 and λn = ln here clarifies two mechanisms by which the advection term N in
our super-Gaussian treatment may be reduced relative to the case of traditional classical
transport. As we have seen previously in §4.2, the Nernst effect is itself suppressed as
m is increased, by the factor (∂β′/∂χ)/(∂β/∂χ). For b < 0, this suppression is slightly
mitigated by the gamma advection effect, which carries field in the same direction as
the Nernst effect when temperature and density gradients are anti-parallel. However,
for 0 < b < 3/2 the new advection effect carries the field in the opposite direction to
the Nernst effect: the second mechanism by which N may be diminished. By the local
approximation |∂(l−1T,n)/∂x| . 1/l2T,n we require |a| . 1, so that with b = lT/ln of order
unity [82] and λn ∼ ln, we find
NL2T ∼ 1 ⇒
N
DTK2
∼ 1
DT (KLT )2
 1. (4.26)
4.3.2 Cut-off Wave-number and Instability Mechanism
If the positive root is taken in equation (4.24), then instability prevails with growth-rate
Γ = ={Ω} for those values of K obeying the condition
K < Kc =
(
K2G +
N
DR
)1/2
, (4.27)
where Kc is the cut-off wave-number. Notice that if the advection term N ≤ 0, then
we require K2G > 0, which is only possible if the parallel gradient condition LTLN > 0
given by Tidman and Shanny [16] holds. However, instability is still possible for K2G ≤ 0
providing the advection term is positive, permitting LTLN < 0 for N > 0. In this case,
equations (4.26) and (4.27) may be combined with our local approximation to give
cBΛ
2
α‖
∼ NL
2
T
DR
≥ (KcLT )2  1, (4.28)
implying Λ  1. Similarly, if K2G > 0 and N ≥ 0, then Kc ≥ KG, so that by equation
(4.24), we have
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(K2cLTLn)
1/2 ≥ Λ
[
c2Bγ‖
2α‖κ′‖
(
∂κ′∧
∂χ
+
LT
Ln
∂φ∧
∂χ
)
+
3γ2‖
2α‖κ′‖Λ
2
(
1− 2LT
3Ln
)]1/2
 1. (4.29)
Since the first and second terms in the square brackets are of the orders O(10) and
O(1/Λ2) respectively, this equation also implies Λ 1. Notice that for Λ 1 the Ohmic
heating terms may be be neglected—as we shall henceforth assume—and the ratio of the
diffusion coefficients becomes
DT
DR
=
c2Bκ‖
3α‖
Λ2  1. (4.30)
With the inclusion of advection effects, therefore, there are two mechanisms for instability.
Firstly, when K2G > 0, that is, LTLN > 0, feedback between the Righi-Leduc heat-flow
and ∇δT ×∇ne field generation acts as the primary driver, as we discussed in §3.1. From
the definition of N in equation (4.22) we see that advection effects transport the magnetic
field perturbation parallel to the zeroth-order gradients in the system. The velocities of
advection are proportional to the system’s zeroth-order gradients, so that the perturbation
is compressed laterally at those points in the plasma where N > 0 and rarefacted laterally
where N < 0. This means that instability can be enhanced if N > 0 and suppressed
when N < 0. Alternatively, when LTLN ≤ 0 and N > 0, advective compression of the
field becomes the only source of instability: coupling between ∇δT ×∇ne and the Righi-
Leduc heat-flow acts as negative feedback damping (see §3.1.2). Nevertheless, this second
mechanism can only take effect if a magnetic field perturbation is already present.1
4.3.3 Peak Wave-numbers and Growth-rates
Hirao and Ogasawara did not provide expressions for either the peak wave-number KM
or growth rate ΓM = Γ(KM) [82]. However, we may do so by solving (∂Γ/∂K)|KM = 0
and then substituting for KM in the dispersion relation. In this way we find
K4M =
ΓM(ΓM −N)/(DTDR) for K2G > 00 for K2G ≤ 0, (4.31)
where the peak growth rates ΓM are given by
1Notice that we have not given a condition on Λ for the case where K2G > 0 and N < 0. However,
since advection promotes damping for N < 0, the result from §3.1, i.e., Λ 1, applies here too.
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ΓM =

DTDR
(DT −DR)2
[ (
DTK
2
c −N
)1/2 − (DRK2c −N)1/2 ]2 for K2G > 0
N for K2G ≤ 0.
(4.32)
The seemingly unphysical possibility of a peak wave-number KM = 0 reflects a rather
curious feature of the dispersion relation: it ostensibly predicts unconditional instability,
with growth-rate Γ = N , in the limit K → 0. Though such a limit clearly violates the
local approximation KcLT,n  1, it implies an irregularity to the advection term which
needs attention.
As we saw in the previous subsection, for K2G ≤ 0, lateral compression of the field is
the sole mechanism by which the amplitude of the perturbation may be increased: since
this compressive ‘source’ is lateral it is also independent on wave-number. Both negative
feedback and diffusive damping are minimised at low K, so that amplification of the
perturbation is maximised as K → 0.
More formally, it may be deduced from the induction equation (4.20) that a small, initially
uniform field δB—unperturbed and so free from negative feedback and diffusive damping
effects—will obey the following rate of change at a given point:
τT
δB
∂δB
∂t
= N ⇒ δB(t) = B(0)eNt/τT , (4.33)
i.e., exponential growth (or decay) of the field. This is an important aspect of the ad-
vection term because it tells us that advection does not contribute to instability in the
usual way: it is simply a feature of advection that it can lead to exponential compression
or rarefaction of the local magnetic field. Indeed, it is notable that in the dispersion
relation N does not contribute to coupling between the energy equation and induction
equation in the same way as CE and CI , and so does not form part of a feedback loop. For
this reason, even though it can enhance the impact of the original instability mechanism
discussed in §3.1, it is perhaps inappropriate to refer to advection as actually driving
instability proper. More importantly, however, inequality (4.26) suggests that advection
could be neglected to first-order when compared with thermal diffusion, which makes the
legitimacy of including N unclear. Since Hirao and Ogasawara [82] retained their version
of the advective term, we shall keep ours; nevertheless, the reader should be aware of the
above criticisms in what follows.
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4.3.4 Discussion
To assess the impact of super-Gaussian transport theory we consider the field generating
instability under conditions similar to those found close to the wall of an I.C.F. hohlraum.
This is an appropriate context two reasons: first, the laser irradiation is of an intensity
∼ 2 × 1015Wcm−2 [24], for which I.B. is the main heating mechanism (see §2.6.2); and
second, the high atomic number of gold ablating from the wall (Z = 79) makes the
Lorentz approximation used to calculate the transport coefficients [11] a good assumption.
Temperature and density profiles along the ray-path of an outer hohlraum heating beam
[24] are shown in figure 4.5, and using these plots it is possible to estimate the length-scales
close to the hohlraum wall: avoiding stationary points, typical values give a ∈ [−1, 1] and
b ∈ [−1, 2]. Furthermore, in this region the number density tends towards an exponential,
so that we may use ln/λn ≈ 2 in equation (4.25).
Ultimately we want to compare peak growth-rates for different values of super-Gaussian
power m (see figure 4.6), and this task is made easier by deriving approximate expressions
for ΓM when K
2
G > 0 and Λ 1, in which case DT  DR and DTK2c  N . Using these
inequalities in equation (4.32), we find
ΓM = DRK
2
c
[
1−
(
DRK
2
G
DTK2c
)1/2 ]2
≈ DRK2c , for K2G > 0, (4.34)
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Figure 4.5: The temperature (red curve) and density (blue curve) inside an I.C.F. hohlraum
plotted against the distance from the laser entry hole and along the laser ray path. Notice that
the density profile near the gold blow-off region (ray path distances & 2mm) is well described
by an exponential function (black circles) of the form (ne/nc) = (na/nc) + (nb/nc) exp(x/λn),
where nc is the critical density, x is the displacement (mm) from the ray path distance of
2.75mm, na/nc = 0.077 and nb/nc = 0.01 are constants, and λn ≈ 0.27mm. The solid curves
in this figure are taken from lasnex [93] simulation data given in the I.C.F. review paper by
Lindl et al. for the outer laser heating-ring [24].
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Figure 4.6: The value of γMτT (lT /λT )2 plotted against b = lT /ln for three values of a =
(l2T /T0)(∂
2T0/∂x
2) and the super-Gaussian powers m = 2 and m = 5. Here the left-hand and
right-hand plots use γMτT = N and γMτT = DRK
2
c respectively, as appropriate to equations
(4.32) and (4.34) and the sign of b/|b| = K2G/|K2G|. Notice the strong suppression of the peak
growth rate for the Langdon distribution (blue curves, m = 5) when compared to the classical
transport case (red curves, m = 2).
where we have assumed that Kc & KG, which holds providing either N > 0 or K2G 
N/DR. Using this expression in combination with equation (4.32), the peak growth-rate
may be calculated for a range of a = (l2T/T0)(∂
2T0/∂x
2) and b = lT/ln (see figure 4.6).
From figure 4.6 we see that the peak growth-rate for a = 0, b = 1 and m = 2 is such that
ΓM = γMτT ≈ 10
(
λT
lT
)2
. (4.35)
For the near-wall hohlraum conditions described, with λT ∼ 10µm, τT ∼ 0.25ps and lT ∼
3mm, this equation predicts γM ∼ 0.4(ns)−1, suggesting that the field generating thermal
instability can undergo many e-foldings during a 13.5ns ignition pulse [24]. However,
combining the normalised quiver velocity formula of equation (2.56) with Matte’s formula
in equation (4.3), and using values for the laser intensity and wavelength Il ∼ 2 ×
1015Wcm−2 and λl = 351nm respectively, we find that the super-Gaussian power near
the hohlraum wall is 3.0 < m < 3.5. Accordingly, calculations based on these larger
values of m must be compared with the classical transport case.2
The ratio of peak growth-rates γM(m = 3.5)/γM(m = 2) is plotted in figure 4.7, a
comparison indicating reduction in the field-generating thermal instability growth-rate
2The estimates in this paragraph have been made using the formulæ given in Appendix §A.2 assuming
the following parameters: ne ∼ 1021cm−3, Te ∼ 4− 5keV, Z ∼ 79 and log Λei ∼ 6.
4.4 Summary 105
−1 −0.5 00
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Ratio of Scale Lengths b=lT/ln
G r
o w
t h
 r a
t e
 r a
t i o
 γ M
( m
= 3
. 5
) / γ
M
( m
= 2
)
 
 
a=1
a=0
a=−1
0 0.5 1 1.5 20
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Ratio of Scale Lengths b=lT/ln
G r
o w
t h
 r a
t e
 r a
t i o
 γ M
( m
= 3
. 5
) / γ
M
( m
= 2
)
 
 
a=1
a=0
a=−1
Figure 4.7: The ratio γM (m = 3.5)/γM (m = 2) plotted as a function of b = lT /ln for different
values of a = (l2T /T0)(∂
2T0/∂x
2). The left-hand and right-hand plots correspond to those in
figure 4.6: both indicate suppression of the field generating instability by more than ∼ 70%.
by more than ∼ 70% when super-Gaussian transport theory is employed as the basis
description. Furthermore, combining this data with the calculation from the previous
paragraph, we find that the growth-rate for the m = 3.5 case when b = 1 and a = 0
is γM ∼ 0.1(ns)−1. Hence, over a 13.5ns time-scale we expect the instability to undergo
a single e-folding, rendering questionable its significance for the hohlraum conditions
described. Consequently, increasing the strength of I.B. heating may help to inhibit the
production of magnetic field in I.C.F. fusion schemes.
Indeed, as shown in figure 4.6, super-Gaussian effects reduce the impact of the instability
in two ways: first, they suppress the absolute growth rate; and second, they restrict
the range of b over which the instability remains active. Furthermore, by comparing
the ratio of growth rates about the value b = 0 in figure 4.6, we may deduce that the
advection mechanism in N , which applies when b < 0, dominates over the traditional field
generating mechanism in K2G for all values. Finally, notice that by further increasing the
strength of I.B. heating, so that m → 5, even greater suppression of the instability can
be achieved (see figure 4.8).
4.4 Summary
By setting out the basic equations of super-Gaussian transport theory in §4.1 we now
have a modified equation set capable of describing transport in the presence of strong I.B.
heating, and it is this that shall form the basis of our transport code ctc described in the
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Figure 4.8: The ratio γM (m = 5.0)/γM (m = 2) plotted as a function of b = lT /ln for different
values of a = (l2T /T0)(∂
2T0/∂x
2). As before, the left-hand and right-hand plots correspond to
those in figure 4.6, though in this case suppression of the instability due to super-Gaussian
effects exceeds ∼ 80%.
following chapter. Furthermore, we showed in §4.2 that these modifications significantly
suppress traditional phenomena, especially in the limit of low Hall parameter, whilst
simultaneously introducing new effects: the gamma advection effect and pressure diffusion
(see summary in §4.2.5).
With the above points in mind, we concluded that super-Gaussian transport theory is
most relevant to the seeding and evolution of magnetic field in otherwise unmagnetised
conditions, and consequently discussed the theory’s impact on the field generating thermal
instability [16, 17] in §4.3. Making estimates based on parameters relevant to I.C.F.
hohlraum conditions, we saw that this instability is strongly suppressed by I.B. distortion
of the distribution function: by more than ∼ 70% for m = 3.5, and ∼ 80% for m = 5.
This is presumably good news for indirect-drive fusion schemes, since it suggests that
high-intensity I.B. may help to reduce the spontaneous generation of magnetic field.
Our discussion has also had an interpretative aspect, and we argued in §4.3.3 that in
the context of the field generating thermal instability the Nernst effect enhances rather
than drives the growth of unstable perturbations. As we shall see in chapters 7 and 8,
this means that the magnetothermal instability [12] may be considered unique for being
driven purely by collisional transport effects.
Chapter 5
Code Development
The description of plasma dynamics used in this thesis—the super-Gaussian transport
theory combined with a single-fluid hydrodynamic model—comprises a set of highly cou-
pled non-linear equations that can only be solved analytically in a few cases, and then
usually by analysing the evolution of wavelike perturbations. To study phenomena more
generally it is necessary to employ numerical techniques, and in this chapter I describe the
development of a new classical transport code named ctc, constructed precisely for this
purpose. Several highly sophisticated codes capable of solving either the fluid or kinetic
equations already exist [23, 93, 94, 95],1 and often do so in conjunction with additional
phenomena, such as radiative transport or fast electron currents. For this reason, the
process of developing a new code warrants at least passing explanation.
There are perhaps three points which justify adopting a new approach. First, the super-
Gaussian transport theory described in the previous chapter represents an extension to
transport theory unsupported by existing codes. To my knowledge, ctc is the only fluid
code capable of simulating non-Maxwellian effects introduced by inverse-bremsstrahlung
heating, and as such constitutes a unique numerical tool. Second, compared to a kinetic
code such as impact [23], the model used by ctc represents a compromise between
the sophistication necessary to account for non-ideal transport phenomena, and the sim-
plicity needed for fast parameter scans with high grid resolution. Third, ctc has been
constructed with a view to providing high levels of user-controllability: it is straightfor-
ward to ‘turn effects on or off’ in a fashion not possible in kinetic codes and thus assess the
impact of different phenomena by systemically either including or excluding them from
simulation. These last two features are particularly well suited to the study of instability.
1Most notably lasnex [93], which was developed at the Lawrence Livermore National Laboratory in
California to examine hohlraum conditions and generated the data used in figure 4.5. Although lasnex
is based on Bragniskii’s fluid equations [1], and so closely resembles the model used in this thesis, it does
not include the super-Gaussian theory.
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5.1 Dimensionless Recasting of the Equation Set
When developing numerical solvers it is customary to recast the basis equations in di-
mensionless form. This has two main advantages: firstly it allows a fast interpretation
of the code’s output (since we can see easily when quantities become significant or have
doubled in value, for example); and secondly, the dimensionless variables should all have
similar orders of magnitude, helping to stabilise the numerics. Consequently, and because
it is a convenient point to collect the basis equations before beginning our discussion of
numerical methods, the complete set is re-expressed in normalised form using the tilde
notation below:
Normalised Ohm’s law
(E˜ + C˜× B˜) = − T˜
n˜
γc · ∇˜n˜+ j˜× B˜
n˜
+
1
n˜τ˜B
αc · j˜− (βc + γc) · ∇˜T˜ , (5.1)
Normalised Heat-Flow Equation
q˜ = −n˜τ˜BT˜ (κc + φc) · ∇˜T˜ − ψ′ · j˜T˜ − τ˜BT˜ 2φc · ∇˜n˜, (5.2)
Normalised Energy Equation
3
2
n˜
[
∂T˜
∂t˜
+ C˜ · ∇˜T˜
]
+ n˜T˜ ∇˜ · C˜ + ∇˜ · q˜− (E˜ + C˜× B˜) · j˜ = 3
2
Cm(m)
n˜T˜osc.
τ˜B
, (5.3)
Normalised Continuity Equation
∂n˜
∂t˜
+ ∇˜ · (n˜C˜) = ∂n˜
∂t˜
+ n˜∇˜ · C˜ + C˜ · ∇˜n˜ = 0, (5.4)
Normalised Momentum Equation
Rn˜
[
∂C˜
∂t˜
+ (C˜ · ∇˜)C˜
]
= −∇˜
(
B˜2
2µ˜
+ n˜T˜
)
, where R =
ρi
ρe
, (5.5)
Normalised Maxwell’s Equations
Faraday’s Law: ∇˜ × E˜ = −∂B˜
∂t˜
, Ampe`re’s Law: ∇˜ × B˜ = µ˜j˜, (5.6)
where, as in the kinetic code impact [23], the dimensionless (‘tildered’) variables are
defined by reference to an arbitrary homogeneous plasma of number density n0 and
temperature T0, that is,
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r˜ =
r
λ0
, t˜ =
t
τ0
, ∇˜ = λ0∇, ∂
∂t˜
= τ0
∂
∂t
, τ˜B =
τB
τ0
=
3
√
pi
4
τT
τ0
,
n˜ =
ne
n0
, T˜ =
Te
2T0
, T˜osc. =
Tosc.
2T0
, µ˜ =
(
ωpe0λ0
c
)2
,
q˜ =
q
n0mev30
, j˜ =
j
en0v0
, E˜ =
eE
me
τ 20
λ0
, B˜ =
eB
me
τ0 and C˜ =
C
v0
. (5.7)
Here v0 = (2T0/me)
1/2 is the thermal velocity, τ0 = (4piv
3
0/ni0[Ze/0me]
2 log Λei) is the
thermal collision time, λ0 = v0τ0 is the thermal mean-free-path, ni0 ≈ n0/Z is the ion
number density and ωpe0 = (n0e
2/me0)
1/2 is the plasma frequency; all defined for the
reference plasma, with c = 1/
√
µ00 as the speed of light. From henceforth in this chapter
these normalisations are implied, so that the tilde notation is dropped.
5.2 Numerical Model
To solve equations (5.1)-(5.6) computationally the plasma must be approximated dis-
cretely. In such a scheme both time and space are quantized: for example, a one-
dimensional plasma of length X may be divided into a uniform mesh constituting nx
cells each of width ∆x = X/nx [96] and the quantities Q(x, t) specified at the locations
x0, x1, . . . , xi, . . . , xnx−1, where xi = x0 + i × ∆x. Similarly, the time period of interest
Tp is split into nt divisions of duration ∆t = Tp/nt, and the values of Q noted at times
t0, t1, . . . , tn, . . . , tnt−1, where tn = n×∆t. Both spatial and temporal changes in Q(xi, tn)
may then be recorded in an array of values Qni or finite difference mesh (see figure 5.1).
nx!1    i+1   i  i!1     0 
    0 
 nt!1 
 Qi
n 
     nt 
    t 
    x 
Figure 5.1: In a one-dimensional problem the value of plasma quantity Q at time tn and
location xi is recorded on the finite difference mesh at position (i, n) and given the label Q
n
i
(here n = nt−1). In the sketch above the plasma has been split into nx grid points and evolved
over nt time steps, so that the spatial separation of neighbouring points is ∆x = X/nx, while
the temporal difference between sample times is ∆t = Tp/nt.
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5.2.1 Code Geometry
As stated in Chapter 2, throughout this thesis we consider a Cartesian geometry transla-
tionally invariant in the z-direction, with magnetic fields either parallel or anti-parallel to
the z-axis. Such a model is essentially two-dimensional in x-y with perpendicular fields
B such that B = Bzˆ, where B is a scalar. Hence, for scalar quantities f ∈ {n, T,B} and
vector quantities A ∈ {E,q, j,C,∇f} we have
B · ∇f = B ·A = 0, (5.8)
a geometry shown schematically in figure 5.2. Decomposing vector quantities into their
orthogonal components, i.e., A = Ax+Ay, where Ax = Axxˆ, Ay = Ayyˆ, with xˆ and yˆ as
unit vectors in the x and y directions respectively, the plasma is therefore fully described
by eleven scalar quantities f ∈ {jx, jy, qx, qy, T, B,Ex, Ey, n, Cx, Cy} at each point.
Naturally, since the plasma is two-dimensional, the y-direction must be quantised simi-
larly to the x-direction, and this is done by dividing the y-extension Y into ny coordinates
y0, y1, . . . , yj, . . . , yny−1. The plasma is then represented by a rectangular mesh of nx×ny
cells, with variables specified at cell centres, permitting use of the shorthand Qni,j to refer
to the value of a quantity Q at position (xi, yj) and at time t
n (see figure 5.2).
x 
   xi 
   yj 
   fi,j 
Ax,i,j 
Ay,i,j 
   Bi,j 
   yj+1    yj!1 
   xi!1 
   xi+1 
   y0    yny!1 
   xnx!1 
   x0    y 
2"xi 
2"yj 
   z 
X/2 
!X/2 
 !Y/2 Y/2 
Figure 5.2: The code geometry. At a position (xi, yj) in a plasma of extension X in the x-
direction and Y in the y-direction, scalar and vector quantities are given labels f(xi, yj) = fi,j
and A(xi, yj) = Ax + Ay respectively and defined in the x-y plane. The magnetic field B is
defined perpendicular to the plane so that B = (0, 0, B), that is, B = Bzˆ and B·∇f = B·A = 0.
The plasma is divided into nx×ny rectangular cells (denoted here with blue borders), with the
cell at position (xi, yj) coloured blue; the quantities f and A are thus defined at cell centres.
The computational mesh co-ordinates are denoted using dashed lines.
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It is often expedient to resolve some regions of the plasma better than others, and in
these cases a uniform mesh must be replaced by one for which ∆x 6= X/nx and ∆y 6=
Y/ny. Instead, the x and y co-ordinates, of which there are nx and ny respectively, are
independently specified, and the spatial elements at each location (xi, yj) defined by
2∆xi = xi+1 − xi−1, ⇒ X = 1
2
i=nx−1∑
i=0
2∆xi =
xnx + xnx−1 − x0 − x−1
2
(5.9a)
and 2∆yj = yj+1 − yj−1, ⇒ Y = 1
2
j=ny−1∑
j=0
2∆yj =
yny + yny−1 − y0 − y−1
2
, (5.9b)
where appropriate boundary conditions must be specified to define x−1, xnx , y−1 and yny .
5.2.2 Finite Difference Methods
Recording the changes in quantities on a finite difference mesh is only the first step to
computational modelling of the system. The relationships between the quantities—the
governing equations—must also be specified in terms of discrete operations, and is only
made possible by finding discrete approximations for the derivatives. Fortunately, this
may be done by considering the Taylor expansion of a continuously varying function
and approximating the differentials in our equations through a process known as finite
differencing [97, 98]. For example, consider an arbitrary function of time f(t), whose
value we know at time t but wish to know at a later time t + ∆t (i.e. at the next time
step in our computational scheme). Taylor expanding f we find
f(t+ ∆t) = f(t) + ∆t
∂f
∂t
+
∆t2
2!
∂2f
∂t2
+ . . .
⇒ ∂f
∂t
=
f(t+ ∆t)− f(t)
∆t
+O(∆t). (5.10)
Thus, if we want to model how a particular variable varies between time-steps n and n+1
at a point xi in the mesh described above, by using the notation f(xi, t
n) = fni we have
[
∂f
∂t
]tn
xi
≈ f
n+1
i − fni
∆t
. (5.11)
This equation, known as the forward differencing approximation, is accurate to O(∆t).
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We can use a similar technique for approximating spatial derivatives with the so-called
space-centred finite difference scheme which is accurate to O(∆x2):
[
∂f
∂x
]t∗
xi
≈ f
∗
i+1 − f ∗i−1
2∆x
. (5.12)
Notice that the derivative in equation (5.12) has been evaluated at some arbitrary time
step t∗ which, if it is to match the time-steps represented in equation (5.11), must be
set to either tn or tn+1. This is the distinction between explicit methods in the first case
(setting t∗ = tn), and implicit methods in the second (setting t∗ = tn+1).
Care must be taken to ensure the numerical stability of the finite difference approximation.
One common technique for doing this is the von Neumann method which calculates the
condition on ∆t and ∆x such that each Fourier component of an analytically exact
solution to the partial differential equation remains bounded [97]. In practice this means
that explicit schemes are restricted to particular values of ∆t and ∆x. For example,
applying the von Neumann method to a diffusion equation for a scalar f , solved using
forward temporal differencing and explicit space-centred spatial differencing, it may be
shown that the condition for numerical stability is [97]
∆t <
∆x2
2d
, with
fn+1i − fni
∆t
= d
fni+1 − 2fni + fni−1
∆x2
(5.13)
as the finite differenced diffusion equation and d as the diffusion coefficient (here we have
assumed ∂d/∂x = 0). Thus, if the mesh resolution is increased such that ∆x is reduced by
a factor of two, ∆t must be reduced by a factor of four—a process which can dramatically
increase the computational cost of numerical solution.
Implicit schemes, however, tend to exhibit greater stability for larger time steps and so
can be better suited to modelling systems which evolve for longer times. Indeed, for
the diffusion equation described above, which forms an integral part of our equation
set (see §2.4.1 and §2.5.3), implicit differencing is unconditionally stable [97]. Our need
for a robust code suitable for simulating plasmas over comparatively long time-scales,
thus makes the implicit method a natural choice. Consequently, ctc employs the space
centered differencing
[
∂f
∂x
]tn+1
xi,yj
≈ f
n+1
i+1,j − fn+1i−1,j
2∆xi
and
[
∂f
∂y
]tn+1
xi,yj
≈ f
n+1
i,j+1 − fn+1i,j−1
2∆yj
. (5.14)
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5.2.3 Differencing the Equation Set
Having specified the discrete code geometry, and introduced finite difference methods
more generally, the equation set itself can be considered. The process of writing each
equation in the formed used by ctc is somewhat involved, and for this reason the full
set of differenced equations is included for reference in §A.3 of Appendix A. Indeed, for
current purposes we restrict our discussion to the energy equation which, after applying
the differencing scheme given in equation (5.14), takes the discrete form
3
2
n∗i,j
[
T n+1i,j − T ni,j
∆t
+ C∗i,j · ∇T n+1i,j
]
+ n∗i,jT
∗
i,j∇ ·Cn+1i,j
+∇ · qn+1i,j −
(
E∗i,j + C
∗
i,j ×B∗i,j
) · jn+1i,j = 32 n∗i,jTosc.,i,jτ ∗B,i,j , (5.15)
where the time step denoted ‘∗’ is yet to be specified and the gradient operator ∇ acting
on a scalar quantity fn+1i,j is defined by
∇fn+1i,j =
fn+1i+1,j − fn+1i−1,j
2∆xi
xˆ +
fn+1i,j+1 − fn+1i,j−1
2∆yj
yˆ, (5.16)
and similarly for the divergence operations. Equation (5.15) is the general form for nx×ny
individual energy equations determining the rate of change of temperature within each of
the nx × ny cells in the computational mesh. Re-arranging this equation, so that known
quantities (given at time-step n) appear on the right-hand-side and unknown quantities
(to be found for the next time step n+ 1) appear on the left, we have
H1T
n+1
i,j +H2q
n+1
x,i+1,j +H3q
n+1
x,i−1,j +H4q
n+1
y,i,j+1 +H5q
n+1
y,i,j−1
+H6T
n+1
i+1,j +H7T
n+1
i−1,j +H8T
n+1
i,j+1 +H9T
n+1
i,j−1
+H10C
n+1
x,i+1,j +H11C
n+1
x,i−1,j +H12C
n+1
y,i,j+1 +H13C
n+1
y,i,j−1
+H14j
n+1
x,i,j +H15j
n+1
y,i,j = T
n
i,j +
Cm(m)∆t
τ ∗B,i,j
Tosc.i,j,
(5.17)
where, if we use the notation for a variable vector v∗ at time-step n = ∗
v∗ = (j∗x, j
∗
y , q
∗
x, q
∗
y, T
∗, B∗, E∗x, E
∗
y , n
∗, C∗x, C
∗
y ), (5.18)
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the fifteen H coefficient functions are defined by
H1(v
∗) = 1, H2(v∗) =
2∆t
3n∗i,j
1
2∆xi
, H3(v
∗) = −H2(v∗), H4(v∗) = 2∆t
3n∗i,j
1
2∆yj
,
H5(v
∗) = −H4(v∗), H6(v∗) = ∆t
2∆xi
C∗x,i,j, H7(v
∗) = −H6(v∗),
H8(v
∗) =
∆t
2∆yj
C∗y,i,j, H9(v
∗) = −H8(v∗), H10(v∗) = 2∆t
3
1
2∆xi
T ∗i,j,
H11(v
∗) = −H10(v∗), H12(v∗) = 2∆t
3
1
2∆yj
T ∗i,j, H13(v
∗) = −H12(v∗),
H14(v
∗) = − 2∆t
3n∗i,j
(E∗x,i,j + C
∗
y,i,jB
∗
i,j) and H15(v
∗) = − 2∆t
3n∗i,j
(E∗y,i,j − C∗x,i,jB∗i,j).
(5.19)
Here the shorthand notation has been used for each ‘variable type’ (j∗x, j
∗
y , etc.) in v
∗
to account for the respective values at all nx × ny points in the mesh. For example, the
magnetic field variable B∗ symbolises the transformation
B∗ → (B∗0,0, . . . , B∗i,0, . . . , B∗nx−1,0, . . . ,
B∗0,j, . . . , B
∗
i,j, . . . , B
∗
nx−1,j, . . . ,
B∗0,ny−1, . . . , B
∗
i,ny−1, . . . , B
∗
nx−1,ny−1), (5.20)
that is, the numerical values for specific locations are recorded in xi for a given yj such
that the i and j subscripts are sequenced:
j index j − 1 j j + 1
i index 0 . . . i . . . nx − 1 0 . . . i . . . nx − 1 0 . . . i . . . nx − 1
where the index j naturally runs from 0 to ny − 1. Writing the energy equation as in
(5.17), i.e., as a set of simultaneous linear equations with known quantities on the right-
hand-side related to unknown quantities on the left, suggests that to determine the values
of the quantities at the time-step n+ 1 we must solve a matrix equation of the form
H · un+1 = b′, (5.21)
where H has elements given by the H coefficients, un+1 is a vector of elements T n+1,
qn+1x , q
n+1
y , C
n+1
x , C
n+1
y , j
n+1
x and j
n+1
y , and b
′ is a vector with elements of the form
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T n + (Cm∆t/τ
∗
B)Tosc.. Of course, the complete equation set constitutes four vector and
three scalar equations, so that if we difference the remaining equations in a similar fashion
to that narrated above, each computational cell is described by a total of eleven variables
coupled by eleven scalar equations.2 Indeed, defining vectors
vn = ( jnx , j
n
y , q
n
x , q
n
y , T
n, Bn, Enx , E
n
y , n
n, Cnx , C
n
y ), (5.22a)
vn+1 = (jn+1x , j
n+1
y , q
n+1
x , q
n+1
y , T
n+1, Bn+1, En+1x , E
n+1
y , n
n+1, Cn+1x , C
n+1
y ), (5.22b)
and b = ( 0, 0, 0, 0, T n + (Cm∆t/τ
∗
B)Tosc., B
n, 0, 0, nn, Cnx , C
n
y ), (5.22c)
where the transformation equivalent to that given in equation (5.20) is implied for each
variable type, the evolution of the plasma at every time step is determined by the simul-
taneous solution for the new variable vector vn+1 in the matrix equation
A · vn+1 = b. (5.23)
Here the coefficients of A are determined by a set of coefficient functions (including the
H coefficients given above), such that A = A(v∗). In this way, A represents the equation
matrix with dimension
N = (number of coupled linear equation types)× nx × ny = 11nxny (5.24)
and may be divided into eleven horizontal blocks comprising nx × ny rows, such that
each block contains the coefficients governing a single equation ‘type’. The order of
appearance of these equation types is: Ampe`re’s Law in the x-direction, Ampe`re’s Law
in the y-direction, the heat-flow equation in the x-direction, the heat-flow equation in the
y-direction, the energy equation, Faraday’s Law, Ohm’s Law in the x-direction, Ohm’s
Law in the y-direction, the continuity equation, the momentum equation in the x-direction
and the momentum equation in the y-direction (see Appendix A and figure 5.3).
Strictly speaking, an implicit solution requires us to set v∗ = vn+1; however, such an
approach would clearly introduce non-linear terms in the matrix equation (5.23). Con-
sequently, we choose v∗ = vn and take τ ∗B = τ
n
B in b, though this approach may be
improved by an iteration process within a given time-step, such that v∗ approaches vn+1.
2Our geometry is two dimensional, so that each vector equation may be decomposed into two scalar
equations: the number of scalar equation types is thus 11 = 2× 4 + 3.
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Figure 5.3: The equation matrix using a resolution of nx = ny = 3 and periodic boundary
conditions, with axis labels relevant to the row and column numbers. The matrix may be split
into eleven blocks of nxny columns, where the elements in each block multiply a particular
variable type as given by the order of variables in equation (5.22b), i.e. jn+1x , j
n+1
y , q
n+1
x , q
n+1
y ,
Tn+1, Bn+1, En+1x , E
n+1
y , n
n+1, Cn+1x and C
n+1
y . Similarly, we can divide the matrix into eleven
blocks of nxny rows, where the elements in each of these blocks correspond to coefficients for
a particular equation type. The order of the equation types is as follows: Ampe`re’s Law in
the x-direction, Ampe`re’s Law in the y-direction, the heat-flow equation in the x-direction, the
heat-flow equation in the y-direction, the energy equation, Faraday’s Law, Ohm’s Law in the x-
direction, Ohm’s Law in the y-direction, the continuity equation, the momentum equation in the
x-direction and the momentum equation in the y-direction (see §A.3 of Appendix A). The white
cells represent elements whose value is zero, while the other colours correspond to particular
coefficient functions (see §5.3.1). Notice that while A is anti-symmetric, the arrangement of
equations guarantees that all diagonal elements are non-zero. In fact, each of the diagonal
elements has the value unity, so that a given equation may be ‘turned-off’ simply be setting the
off-diagonal elements in the relevant equation block to zero.
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The motivation behind our choice of fully-implicit variables and iterated variables is based
on the idea of primary quantities: that is, the temperature T , magnetic field B, density
n and ion velocity C, from whose values all other secondary plasma quantities (j, q
and E) follow. Where possible, therefore, we solve for these primary variables implicitly
and iterate for secondary variables. However, because the scheme may be run without
hydrodynamics (in which case ∂n/∂t = 0 and C = 0), T and B take priority over n and
C. Thus, aside from the energy equation which was differenced in equation (5.15), the
remaining governing equations take the finite difference forms:
Ohm’s Law
En+1i,j = −
T n+1i,j γ
c∗
i,j
· ∇n∗i,j
n∗i,j
−
(
C∗i,j −
j∗i,j
n∗i,j
)
×Bn+1i,j +
αc∗
i,j
· jn+1i,j
n∗i,jτ
∗
B,i,j
−
(
βc∗
i,j
+ γc∗
i,j
)
· ∇T n+1i,j ,
(5.25)
Heat-Flow Equation
qn+1i,j = −n∗i,jτ ∗B,i,jT ∗i,j(κc∗i,j +φ
c∗
i,j
) ·∇T n+1i,j −
(
ψ′∗
i,j
· j∗i,j + τ ∗B,i,jT ∗i,jφc∗
i,j
· ∇n∗i,j
)
T n+1i,j , (5.26)
Continuity Equation
[
nn+1i,j − nni,j
∆t
]
+ n∗i,j∇ ·Cn+1i,j + C∗i,j · ∇nn+1i,j = 0, (5.27)
Momentum Equation
Rn∗i,j
[
Cn+1i,j −Cni,j
∆t
+
(
C∗i,j · ∇
)
Cn+1i,j
]
= −B
∗
i,j
µ
∇Bn+1i,j − n∗i,j∇T n+1i,j − T ∗i,j∇nn+1i,j , (5.28)
Faraday’s Law and Ampe`re’s Law
[
Bn+1i,j −Bni,j
∆t
]
= −∇× En+1i,j and ∇×Bn+1i,j = µjn+1i,j (5.29)
repectively. These equations are given in terms of their respective coefficient functions
(cf. the H coefficient functions of equation (5.19)) in §A.3 of Appendix A.
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5.3 Solution of the Numerical Model
Having recast the governing equations into a set of simultaneous linear equations in
matrix form, the evolution of the plasma over nt time-steps is achieved as follows:
Basic Algorithm
1. Specify the values of the quantities in vn at time step n = 0.
2. Calculate the elements in A = A(vn) and b = b(vn).
3. Solve for vn+1 in the matrix equation A · vn+1 = b.
4. Set vn = vn+1 and n = n+ 1.
5. Repeat steps 2 through to 4 until n = nt.
Notice here that steps 2 through to 4 represent the process of updating the computa-
tional mesh at each time step. In fact, this algorithm is further refined in ctc so as
to incorporate an iterative scheme within individual time steps, thus allowing A to take
the argument v∗, where v∗ approaches vn+1 at each sub-iteration until some specified
tolerance Itol. is achieved, i.e., when
|v∗ − vn+1| ≤ Itol.. (5.30)
To prevent the code becoming locked within an individual time-step, ctc also uses an
integer counter m to record the number of completed sub-iterations and imposes a limit
mI such that m ≤ mI . It is this refined version of the basic algorithm which forms the
fundamental solver in ctc and is displayed as a flow-chart in figure 5.4.
Step 3 of the basic algorithm illustrates the intimate connextion between implicit finite
differencing techniques and the need for computational matrix methods. Indeed, to solve
for vn+1 we must invert A in the matrix equation, viz
A−1 ·A · vn+1 = I · vn+1 = vn+1 = A−1 · b, (5.31)
where I is the identity matrix. However, solving the fluid equations is more complicated
than simply forming an equation matrix A (from the coefficients associated with the
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is n=n
t
? 
is 
either m=m
I
 or  
|v n+1!v*| " I
tol.
? 
 yes 
calculate b =b(v n) 
set m=0 and v*=v n 
no 
calculate A=A(v*) 
set v n+1=A!1.b 
no 
set v*=v n+1 
set m=m+1 
output v n+1 
set v n=v n+1 
set n=n+1 
begin set n=0 end 
yes 
Figure 5.4: Flow chart outlining the algorithm employed by ctc. Here the main iterative
loop (solid arrows) represents the basic algorithm for updating the computational mesh at each
time-step n. The auxiliary iterative loop (dashed arrows) describes the sub-iterations used
within an individual time-step which allow A to take the intermediate argument v∗ → vn+1.
eleven equation types) and then inverting it at every time step. As stated in equation
(5.24), the size of A is N = 11nxny and even for modest resolutions this implies the
necessary manipulation of large matrices: for example, with nx = ny = 10 we find that A
will have N×N = 1.21×106 elements. Na¨ıve matrix storage and inversion strategies, such
as those which hold all the matrix elements and proceed with Gauss-Jordan elimination,
are not feasible for matrices of this size: the demands on computational memory and
processing speed would be simply too great.
Fortunately our equation matrix is sparse, i.e. most of the elements in the matrix are
zero (see figure 5.3). By using storage techniques that retain only non-zero elements, and
inversion routines that reference the matrix solely through its ‘storage-mode’ represen-
tation, it is possible to drastically reduce the memory required to both hold and invert
A. Our algorithm employs the row-indexed sparse storage mode [99] for storing A and
the bi-conjugate gradient method [100, 101] for solving the matrix equation in which it
features. For the sake of completeness both techniques are discussed in the following
subsections §5.3.1 and §5.3.2 (though the reader may wish to skip these on first reading).
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5.3.1 Row-indexed Sparse Storage Mode
The row-indexed sparse storage mode algorithm packs an N × N matrix A into two
vectors of length k which we shall call e and p. The first of these stores elements of
A while the second holds integers which reference the position of elements in A. Using
the C++ indexing system (where indices start at 0), such that e[i] and p[i] refer to the
ith locations of e and p respectively, the packing rules for an N ×N matrix A take the
algorithmic form [99]:
Row-Indexed Sparse Storage Mode Packing Rules
1. Fill the first N locations of e with the diagonal elements of A in
row order (including any diagonal elements that are zero).
2. Fill e[N ] with an arbitrary value (this cell is not used).
3. Fill the i ≥ N + 1 locations e[i] with the non-zero off-diagonal
elements of A. This is done by row order and, within rows, by
column order.
4. For each row r in A, that is, r ∈ {0, 1, . . . , N−1}, fill p[r] with the
index of the cell in e which stores the first non-zero, off-diagonal
element of the rth row of A (this process will naturally fill the
first N cells). If there exist no off-diagonal elements in the rth
row of A, then store the value i + 1 where i is the index of the
cell in e holding the most recently stored off-diagonal element of
A. Note that in this way p[0] should always store the value N+1
and so can be used to determine N .
5. Fill p[N ] with the value i + 1, where i is the index of the cell in
e which holds the last off-diagonal element of the last row of A.
If all the diagonal elements are non-zero, then i is equal to the
number of non-zero elements of A.
6. Fill the ≥ N + 1 locations of p with the column index in A of the
corresponding element in e.
The row-indexed sparse storage mode packing rules are made clearer by applying them
to a simple case. For example, the 5× 5 matrix B, where
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B =

5 0 9 0 0
5 0 0 1 0
0 0 9 2 4
0 0 0 8 0
7 3 0 0 6
 , (5.32)
may be packed into two storage vectors as displayed in row form in table 5.1. In a sense B
was not an ideal choice for demonstration, since the storage rows contain more elements
in total than the original matrix. However, this is because B is not really sparse. Indeed,
for the actual equation matrix A we find that the row-indexed storage requirement S ′r
compared with the complete matrix storage requirement Sr is such that
S ′r
Sr
∝ 1
nxny
, (5.33)
implying a considerable relative memory saving for large nxny.
Our description of converting a matrix A into row-indexed sparse storage mode reveals
that the process can be computationally expensive, especially for large systems. Nev-
ertheless, even though the matrix elements are functions of time, ctc avoids forming
and packing an updated matrix at every time step by constructing a storage mode ‘tem-
plate matrix’. For example, rather than packing the numerical value of the coefficient
H2 = (2∆t)/(3n
∗
i,j × 2∆xi)—the second coefficient in the energy equation (5.17)—into
the storage vector e[k], we pack the function for the coefficient H2 into an extra vector
f . When this is done for all the coefficient functions updating the storage vectors is
straightforward: we simply move along f cell by cell, using the function code in cell i to
tell us what numerical value should be placed in e[i]. This is why the example matrix
in figure 5.3 has different coloured elements—each hue represents a different coefficient
function.
index i 0 1 2 3 4 5 6 7 8 9 10 11 12
p[i] 6 7 9 11 11 13 2 0 3 3 4 0 1
e[i] 5 0 9 8 6 x 9 5 1 2 4 7 3
Table 5.1: The matix B stored in row-indexed sparse storage mode. Here the character ‘x’
represents the arbitrary value we place in the Nth location of e (e[5] in this example).
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5.3.2 Brief Note on the Bi-Conjugate Gradient Method
Row-indexed sparse storage mode may be used in conjunction with the Bi-Conjugate
Gradient Method to solve our matrix equation without actually having to find the matrix
inverse A−1. The details of the Bi-conjugate gradient method [100, 101] are well beyond
the scope of this thesis; however, it is an integral feature of ctc and for this reason worth
illustrating through a description of the related conjugate gradient method [102]. Recall
that we wish to solve an equation of the form
A · x = b, (5.34)
where A and b are known and x is a vector to be found. Conjugate gradient style
techniques reference the matrix A solely through its (and its transpose AT) multiplication
of a vector, and as such are ideal for large systems of the kind featured in ctc for which
efficient storage is an important consideration.
The conjugate gradient method has as its starting point the so-called quadratic form, a
scalar quadratic function f of the vector x given by
f(x) =
1
2
x ·A · x− b · x. (5.35)
Operating on the quadratic form with ∇ = ∑i ∂∂xi xˆi, where i ∈ {0, 1, . . . N − 1} and N
is the dimension of x, gives
∇f(x) = 1
2
AT · x + 1
2
A · x− b = A · x− b, (5.36)
Thus, the value of x for which f(x) is minimised, when ∇f(x) = 0, is the solution to
A ·x = b. In practice minimisation is carried out iteratively: beginning with an estimate
xold for x at the current iteration stage, a ‘search vector’ d is constructed of dimension N
and a scalar quantity α found such that f(xold+αd) is minimised; finally, a new estimate
xnew = xold + αd is made for the starting estimate of x in the next iteration cycle.
The conjugate gradient method requires A to be symmetric and is consequently unsuit-
able for use with our matrix (see figure 5.3). Hence the adoption of the Bi-conjugate
gradient (Bi-CG) method [99, 101]: a generalised version of the conjugate method which
uses two mutually orthogonal search direction vectors p and r (instead of the search vec-
tor d), and references both A and its transpose AT. More specifically, to solve A ·x = b,
where x = vn+1, A is the equation matrix of size N , and b is defined in equation (5.22c),
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we employ the van der Vorst Bi-CGSTAB algorithm, ‘a fast and smoothly converging
variant of Bi-CG’ [100]. For the purposes of both reference and completeness, the basic
form of this algorithm used by ctc is given below:
BiCGSTAB Algorithm
1. Make an initial guess x0 for the unknown vector x (in ctc we
take x0 = v
n, where vn is the variable vector at time-step n).
2. Form the search vectors r = r0 = (b − A · x0) and p = u = 0,
each with dimension N , and set scalar values ρold = α = ω = 1.
3. Calculate the scalars ρnew = r0 · r and β = (αρnew)/(ωρold).
4. Find new ‘p’ and ‘u’ vectors such that pnew = r +β(pold−ωuold)
and unew = A · pnew.
5. Re-calculate α = ρnew/(r0·unew) and find the vector s = r−αunew.
6. Calculate the vector t = A · s and re-calculate ω = (t · r)/(t · t).
7. Find a new estimate xnew = (xold + αpnew + ωunew) for x. If
|A·xnew−b|/|b| is less than some pre-set tolerance, then xnew ≈ x
and we can exit the algorithm; otherwise continue to step 8.
8. Re-calculate r = (s−ωt), set ρold = ρnew, pold = pnew, uold = unew
and xold = xnew, and repeat steps 3 through to 7.
5.4 Summary
In this chapter we motivated the need for a new code ctc to solve the super-Gaussian
transport equations and discussed the implicit numerical scheme forming its basis (see
§5.2). In addition, we described the principal algorithm of ctc (see §5.3) and both the
row-indexed sparse storage mode (see §5.3.1) and the Bi-congugate gradient algorithm
(see §5.3.2) used to manipulate the large sparse matrices on which it is founded. Note
that ctc may be run in two modes: as ctc+, in which case hydrodynamics is included
and the full matrix equation solved as described; or as ctc proper, for which only the
transport equations are solved and the the final 3nxny rows of A (those containing the
continuity and momentum equations) have their off-diagonal elements set to zero, leaving
unity in their diagonal elements, and constant values for n, Cx and Cy (see figure 5.3).
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Chapter 6
Code Testing
Before using ctc for general simulation, its ability to solve the basis set of equations must
be tested, and it is this testing process that we now consider. In particular, we describe
scenarios designed to isolate the following phenomena: I.B. heating; magnetic field gen-
eration; diffusive and advective effects; and adiabatic magneto-sonic waves. In addition,
we explore how well energy, momentum and mass are conserved during simulation.
Examining these phenomena inevitably means that some effects must be tested in con-
junction, while others are artificially suppressed. For example, when exploring magnetic
field generation by the ∇Te × ∇ne mechanism, the γ⊥∇Pe = γ⊥(ne∇Te + Te∇ne) term
in Ohm’s Law must be isolated from the Nernst and Hall effects before being solved
alongside Faraday’s Law. Thermal evolution must also be suppressed to sustain tem-
perature gradients. Fortunately, ctc has been designed with switches to ‘turn-off’ both
individual effects and entire equations. This not only gives the code-user greater control
of physical effects at the simulation stage, thus aiding the interpretation of phenomena,
but permits their isolation during code testing. When truncated versions of the equation
set are referred to within this chapter, use of these switches is implied.
Typically we will want to study laser-plasmas with temperatures in the range 20-500eV,
magnetic flux densities between 0-12T and number densities of approximately 1.5 ×
1019cm3 (see chapters 7 and 8). Consequently, when perturbation analyses are used
as tests, background values of T0 = 250eV, B0 = 6T and n0 = 1.5 × 1025m3 should be
assumed for the temperature, magnetic field and number density respectively. The com-
putational mesh will be declared for each test, with the spatial resolution followed by the
temporal and given in vector form. For example, for a simulation using nx = 5 cells in
the x direction, ny = 10 cells in the y direction and nt = 2000 time-steps, the resolution
is expressed (nx, ny, nt) = (5, 10, 2000). Note that throughout this chapter use of the
normalised equation set is assumed, so that the tilde notation is dropped (see §5.1).
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6.1 Inverse Bremsstrahlung Laser Heating
Laser heating may be tested in isolation from the full equation set by simulating an
homogeneous plasma (i.e. no gradients) and a uniform laser heating profile. In this
context, the evolution of the plasma is described completely by the energy equation
3
2
n
dT
dt
=
3CmnTosc.
2τB
=
3
2
Cm
2
√
2
nTosc.
cBT 3/2
⇒ T 3/2dT
dt
=
Cm
2
√
2
nTosc.
cB
, (6.1)
where we have expressed the collision time as τB = cB(2T )
3/2/n, as discussed in §A.1
of Appendix A. Hence, integrating equation (6.1) over the duration of the laser heating
period, the plasma temperature may be written as a function of time, i.e.,
∫ T (t)
T (0)
T 3/2dT =
∫ t
0
Cm
2
√
2cB
nTosc.dt ⇒ T (t) =
[(
5Cm
4
√
2cB
nTosc.
)
t+ T (0)5/2
]2/5
.
(6.2)
Notice that this expression assumes the laser is at full power when t = 0. A comparison
between the theoretical plasma temperature given by T (t) and computational data (see
figure 6.1) demonstrates that ctc correctly simulates I.B. heating, with a reduced heating
rate as the temperature of the plasma increases. Since Cm is a function of super-Gauassian
power m and Cm(2) > Cm(5), the heating rate for m = 2 is higher than that for m = 5.
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Figure 6.1: Comparison between the theoretical temperature of the plasma and the plasma
temperature simulated by ctc, over 100ps of inverse bremsstrahlung heating for two values of
m. The resolution in each case is (1,1,2500).
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6.2 Advective and Diffusive Effects
In this section we describe a method by which thermal and resistive diffusion and the
Nernst and Ettingshausen advection effects may be tested simultaneously. We consider
a one-dimmensional plasma in x, for which ∇ = (∂/∂x)xˆ, and suppress hydrodynamics,
density gradients and both Ohmic and Laser heating. In this way the energy equation,
found by combining the results from §2.4.1 and §2.4.2, and the induction equation, found
by combining the results from §2.5.3 and §2.5.4, may be written respectively as
∂T
∂t
= ∇ · (dT∇T ) +∇ ·
(
aE
∇B
B
T
)
and
∂B
∂t
= ∇ · (dR∇B) +∇ ·
(
aN
∇T
T
B
)
,
where dT =
cB
3
λ2T
τT
κ⊥, dR =
δ2
cBτT
α⊥, aN =
cB
2χ
λ2T
τT
β∧ and aE =
2χ
3cB
δ2
τT
ψ∧ (6.3)
are the normalised thermal and resistive diffusion and Nernst and Ettingshausen advec-
tion coefficients, with δ = 1/(nµ)1/2, λT = τT (2T )
1/2 and τT as the normalised skin-depth,
mean-free-path and collision-time respectively, and χ = cB|B|τT as the Hall parameter
(see Appendix A). The transformations β∧ → β∧ + γ∧ and κ⊥ → κ⊥ + φ⊥ are implied.
Taking uniform zeroth-order solutions B = B0 and T = T0, so that ∂B0/∂t = ∂T0/∂t = 0,
we add wavelike perturbations with wavenumber k and frequency ω. In this way B =
B0 + δB and T = T0 + δT , where δB = δB
′ exp i(kx − ωt), δT = δT ′ exp i(kx − ωt),
and δB′ and δT ′ are complex. Since δB/B  1 and δT/T  1, substitution of these
perturbed forms into the energy and induction equations yields the first-order expressions
ω = −ik2dT − ik2aE T0
B0
δB
δT
and ω = −ik2dR − ik2aNB0
T0
δT
δB
, (6.4)
respectively, where the dT , aE, dR and aN are evaluated in zeroth-order. Eliminating
δT/δB from these equations yields a quadratic in ω and the dispersion relation
ω± =
1
2
ik2
{
−(dR + dT )±
[
(dR + dT )
2 + 4(aNaE − dTdR)
]1/2}
, (6.5)
i.e., standing wave solutions with time-dependent amplitude. However, note that since
aNaE
dRdT
=
β∧ψ∧
α⊥κ⊥
< 1 ∀χ ∈ R+, ⇒ ={ω±} < 0, (6.6)
only decaying solutions to the dispersion relation exist (see figure 6.2). Physically we
may interpret the solutions as follows. If the positive root is taken (ω+), δB and δT
128 Chapter 6. Code Testing
!100 !75 !50 !25 0 25 50 75 95
249.85
249.9
249.95
250
250.05
250.1
250.15
x!position (microns)
T
e
m
p
e
ra
tu
re
 (
e
V
)
 
 
!100 !75 !50 !25 0 25 50 75 95
5.85
5.9
5.95
6
6.05
6.1
6.15
x!position (microns)
M
a
g
n
e
ti
c
 F
ie
ld
 (
T
)
 
 
Theory: 1ns
CTC: 1ns
Theory: 2ns
CTC: 2ns
Theory: 3ns
CTC: 3ns
Theory: 1ns
CTC: 1ns
Theory: 2ns
CTC: 2ns
Theory: 3ns
CTC: 3ns
Figure 6.2: ctc simulation of decaying temperature and magnetic field perturbations gov-
erned by resistive and thermal diffusion and the Nernst and Ettingshausen effects, with resolu-
tion (nx, ny, n) = (40, 1, 3000). Snapshots are taken after the system has been allowed to decay
for 1ns, 2ns and 3ns. Notice that the two perturbations are in anti-phase and—due to carefully
selected initial conditions—each has the same decay rate.
are in anti-phase: Nernst advection of magnetic field to the troughs of the temperature
perturbation (and peak of the field perturbation) helps to counteract resisitive diffusion,
while Ettingshausen advection of thermal energy to the troughs of the field perturbation
(and peak of the temperature perturbation) helps to counteract thermal diffusion. Nev-
ertheless, because β∧ψ∧/α⊥κ⊥ < 1, advection never overcomes diffusion: perturbations
decay, though more slowly than they would if advection were absent.
Conversely, if the negative root is taken (ω−), the two perturbations are in-phase, and
advection enhances the diffusive decay of δT and δB by carrying both magnetic field
and thermal energy away from the peaks and towards the troughs of their respective
perturbations. For the purposes of code testing we consider the more slowly decaying
solution (ω+), in which case equations (6.4) give the normal-mode relation
1
aE
(={ω+}
k2
+ dT
)
δT
T0
= aN
(={ω+}
k2
+ dR
)−1
δT
T0
= −δB
B0
. (6.7)
Since both ={ω+}/k2 + dT > 0 and ={ω+}/k2 + dR > 0, the perturbations are in anti-
phase, as discussed above. Thus, if δT (t) and δB(t) represent the perturbations at time
t, then each obeys the same exponential decay law, i.e.,
δT (t) = δT (0)e−γt and δB(t) = δB(0)e−γt, where γ = |={ω+}|. (6.8)
Figure 6.2 shows data indicating the correct simulation by ctc of this decay law for
super-Gaussian power m = 2 and wavelength λ = 2pi/k = 200µm over 3ns.
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6.3 Magnetic Field Generation
In §2.5.1 we discussed how magnetic field may be generated through the ∇Te × ∇ne
mechanism, showing in particular that for an initially unmagnetised plasma (B0 = 0)
∂B
∂t
= γ⊥
∇T ×∇n
n
, (6.9)
where we have converted to normalised units. For present purposes we look for solutions
that satisfy T = T0 + δT cos kxx and n = n0 + δn cos kyy, where δT/T0  1, δn/n0  1,
∇T0 = ∇n0 = 0, and kx and ky are wavenumbers. Assuming B0 = 0 at time t = 0,
substitution of these expressions into equation (6.9) means that to first-order
∫ t
0
∂B
∂t
dt ⇒ B(x, y, t) = γ⊥kxkyT0 δT
T0
δn
n0
sin(kxx) sin(kyy)t, (6.10)
an expression for the rate of change of B which may be readily compared with ctc sim-
ulation. Figure 6.3 shows results from such a comparison for a system with wavelengths
λx = 2pi/kx = 200µm and λy = 2pi/ky = 150µm, evolved over a period of 300ps, and for
super-Gaussian power m = 2 and m = 5. These results indicate the ∼ 30% suppression
of the ∇Te ×∇ne mechanism when m = 5 discussed in §4.2.2.
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Figure 6.3: Correct simulation by ctc of∇Te×∇ne magnetic field generation, with resolution
(nx, ny, n) = (32, 32, 600), compared to theory for two values of super-Gaussian power: m = 2
(left-hand-side) and m = 5 (right-hand-side). Data is displayed for a cross-section along the line
y = [λy/λx]x, so that the theoretical evolution of magnetic field as described by equation (6.10)
may be written B(x, t) = γ⊥kxkyT0(δT/T0(δn/n0) sin2(kxx)t. Notice the ∼ 30% suppression of
magnetic field generation when m = 5 as discussed in §4.2.2.
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6.4 New Advection Effect
In §4.2.3 we showed how the new super-Gaussian coefficient γ∧ leads to magnetic field
advection through the advection equation (in normalised form)
∂B
∂t
+∇ · (vγB) = 0, with vγ = −aγ∇n
n
, where aγ =
cB
2χ
λ2T
τT
γ∧ (6.11)
is the new gamma advection coefficient. As in §6.2, the ability of ctc to simulate the
new advection effect may be tested using a perturbation analysis. We assume a static
uniform background temperature profile T0 and a density profile n = n0 + δn sin(kx),
where ∇n0 = 0 and δn/n  1. In addition, we apply a static background magnetic
field profile B0 modulated by the time dependent perturbation δB(t)  B0, so that
B(t) = B0 + δB(t). Substitution of these forms into (6.11) means that
1
B0
∂δB
∂t
= −aγ δn
n
k2 sin(kx) ⇒ δB(t)
B0
=
1
B0
∫ t
0
∂δB
∂t
dt = −aγ δn
n
k2 sin(kx)t. (6.12)
Here it is the compressional part which is responsible for evolution of perturbed quantities:
bulk advection acts only to second order (this is also true for the advection effects in §6.2).
Figure 6.4 demonstrates correct solution of equation (6.12) by ctc for a wavelength
λ = 2pi/k = 200µm over 3ns, and for super-Gaussian powers m = 3.5 and m = 5.
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Figure 6.4: Simulation of the gamma advection effect by ctc, using the resolution
(nx, ny, n) = (32, 1, 2100), compared to the theoretical prediction of equation (6.12) for super-
Gaussian powers m = 3.5 (left-hand plot) and m = 5 (right-hand plot).
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6.5 Adiabatic Magneto-Sonic Waves
So far, all of the tests described have focused on the classical transport aspects of ctc
assuming static ions. However, the code may also be run as ctc+ in which case the
hydrodynamic equations are solved alongside the transport equations, thus allowing bulk
plasma motion. In this section we examine the ability of ctc+ to simulate adiabatic
magneto-sonic waves, a test which requires the correct simultaneous solution of Ohm’s
Law, the energy equation, the continuity equation, the momentum equation, Faraday’s
Law and Ampe`re’s Law. Nevertheless, since we consider adiabatic waves, the heat-flow
equation must be suppressed. In addition, we neglect Ohmic heating in the energy
equation, and the αc and βc tensors in Ohm’s Law. Taking m = 2, we thus have
E =
(∇×B)×B
µn
−C×B− T
n
∇n−∇T, (6.13)
where we have written the current j = (∇×B)/µ in terms of Ampe`re’s Law. Substituting
this expression for E into Faraday’s Law gives us the induction equation, which in our
geometry may be written as a scalar equation in B. Hence, the complete magneto-sonic
equation set may be collected as five equations in five unknowns (R = nimi/neme):
∂B
∂t
+ C · ∇B +B∇ ·C−
[
1
n2
(
B∇B
µ
+ n∇T
)
×∇n
]
· zˆ = 0, (6.14a)
∂C
∂t
+ (C · ∇)C + 1
Rn
∇
(
B2
2µ
+ nT
)
= 0, (6.14b)
∂T
∂t
+ C · ∇T + 2
3
T∇ ·C = 0, (6.14c)
and
∂n
∂t
+ n∇ ·C + C · ∇n = 0. (6.14d)
We will consider zeroth-order solutions B = B0, T = T0 and n = n0, with ∇B0 = ∇T0 =
∇n0 = C0 = 0, so that equations (6.14) are satisfied in steady-state. Since we wish to
simulate magneto-sonic waves, we look for wave solutions propagating with frequency ω
in the direction kˆ = k/|k|, where k = kxxˆ+kyyˆ is the total wavevector, and kx and ky are
wave-numbers in the x-direction and y-direction respectively. Thus, defining a position
vector r = xxˆ + yyˆ, we add wave-like perturbations to the zeroth-order solutions, i.e.,
B = B0 + δB exp i(k · r− ωt), T = T0 + δT exp i(k · r− ωt),
n = n0 + δn exp i(k · r− ωt), and C = δCkˆ exp i(k · r− ωt), (6.15)
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where all the perturbations are real, have the same phase and—with the exception of
δC—are small compared to the zeroth-order solutions. To first-order, substitution of
these perturbed forms into equations (6.14a), (6.14c) and (6.14d) yields
δB
B
=
δC
v
,
δT
T
=
2
3
δC
v
and
δn
n
=
δC
v
, where v =
ω
k
(6.16)
is the magneto-sonic wave-speed.1 Furthermore, substitution of the perturbed forms into
equation (6.14b) gives us the first-order momentum equation
vδC =
B2
ρµ
δB
B
+
3
5
γcP
ρ
(
δT
T
+
δn
n
)
, (6.17)
where we have noted that Rn = ρi/men0 = ρ is the dimensionless ion density (see §A.1 of
Appendix A), P = nT is the thermal pressure, and used γc = 5/3 to represent the ratio
of specific heats for a monatomic ideal gas. Given that the Alfve´n and sound speeds are
vA =
(
B2
ρµ
)1/2
and vs =
(
γcP
ρ
)1/2
(6.18)
respectively, substitution of equations (6.16) into equation (6.17) yields the magneto-sonic
wavespeed
v = (v2A + v
2
s)
1/2. (6.19)
Notice that in the low-field limit (vA → 0) we recover sound waves, and conversely, in
the low temperature limit (vs → 0), Alfve´n waves.
While it is possible to simulate waves propagating across a two-dimensional domain, for
current purposes we consider propagation parallel to the x-axis, so that ky = 0 and kx = k.
For our test plasma, with T0 = 250eV, B0 = 6T and n0 = 1.5×1025m3, the magneto-sonic
wavespeed is v = 143272.9ms−1, with the Alfve´n and sound speeds vA = 23894.06ms−1
and vs = 141266.4ms
−1 respectively. Thus, choosing a plasma extension of X = 300µm,
the wave will cycle through the domain once in approximately 2.094ns. Figure 6.5 shows
correct simulation of magneto-sonic waves by ctc+ with k = X/2pi. Indeed, using a
resolution (nx, ny, nt) = (100, 1, 3000), periodic boundary conditions, and a simulation
time of ≈ 2.094ns, the wave returns to its original position after 3000 time-steps.
1Note: the first-order approximation requires δC/v  1.
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Figure 6.5: Simulation of magneto-sonic waves using ctc+ visualised by plotting the temper-
ature T (top left), magnetic field B (top right), ion-speed C (bottom left) and number density
n (bottom right) at time steps n = 1000, n = 2000 and n = 3000. The simulation conditions
and resolution (nx, ny, nt) = (100, 1, 3000) have been chosen such that the wave, initalised with
perturbations of the form δf sin(kx), where f ∈ {T,B, n,C}, returns to its original position
after 3000 time-steps. Notice that the perturbations have identical phase.
6.6 Conservation Properties
The finite difference scheme employed by our new code is not based solely on the diver-
gence of fluxing variables, and is therefore conservative in neither energy, momentum nor
mass. Consequently, our final test of ctc will be to measure losses in these quantities
over the duration of simulation. One of the simplest methods for assessing conservation
is to laser-heat the plasma until a time tI , then to ‘switch-off’ the laser and allow the
system to relax for a further time t. The relative change in the mesh-averaged value of a
quantity Q¯ from its value at t = tI may then be recorded using the expression
Relative change in Q¯ by time t =
Q¯(t)− Q¯(tI)
Q¯(tI)
, where Q¯ =
∑
i,j
Qi,j
nxny
. (6.20)
For our test, we consider a one-dimensional plasma heated from an initial temperature
of 20eV for tI = 0.2ns and then relaxed with the laser ‘off’ for a further 1.3ns, making
the combined simulation time 1.5ns.
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Both variants of the code need to be tested for conservation of energy, though when
operating as ctc+ we must also test for conservation of total mass and momentum. For
a plasma heated symmetrically from rest, numerical errors cancel, and it is not possible to
simply consider the relative change of momentum as described in equation (6.20). Indeed,
when testing conservation in ctc+, it is necessary to give the entire system an addition
‘kick’ of bulk velocity Ck immediately before the relaxation stage of the simulation: it
is then the asymmetry in momentum associated with the ‘kick’ velocity which must
be conserved. For our simulations, using a resolution (nx, ny, nt) = (200, 1, 10000), the
maximum ion velocity in the plasma after 200ns of heating is Cmax. = 13428.9ms
−1, and
consequently the speed chosen for the ‘kick’ before the relaxation test is Ck = Cmax..
Figure 6.6 demonstrates acceptable conservation of energy by both ctc and ctc+ for
the duration of relaxation simulations using resolution (nx, ny, nt) = (200, 1, 39000): to
within 3.3 × 10−5% in the first instance and 5.2 × 10−2% in the second. Similarly, the
ctc+ simulations indicate good conservation of mass (density) and momentum, to within
one part in 1011 and one part in 105 respectively.
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Figure 6.6: The relative change in total number density/mass (top left), momentum (top
right) and energy (bottom, solid curve) for a ctc+ simulation using equation (6.20). The
relative change in total energy for a ctc simulation is also included (bottom). For the purposes
of this thesis at least, the new code demonstrates satisfactory conservation of all three quantities.
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6.7 Summary
In the preceding six sections we described contrived scenarios for testing the ability of
ctc to simulate the following effects: inverse bremsstrahlung laser heating (§6.1); thermal
and resistive diffusion and Nernst and Ettingshausen advection (§6.2); magnetic field
generation by the ∇Te ×∇ne mechanism (§6.3); the new gamma advection effect (§6.4);
and adiabatic magneto-sonic waves (§6.5). In each case numerical solution by ctc was
compared with theoretical prediction and shown to be in good agreement. Additionally,
we demonstrated that energy, momentum and mass are all satisfactorily conserved over
the course of simulation (§6.6). Since it is generally much easier to display data for
a single axis, many of the examples were described in the context of one-dimensional
solution; however, it should be noted that two-dimensional analogues of each test exist
and that the accuracy of ctc has been examined in two-dimensions where appropriate—
and, indeed, for multiple values of super-Gaussian power m—yielding similar results to
those presented here.
Though the most important effects have been considered, the tests described in this
chapter are clearly not exhaustive, and there are a number of phenomena (the transport
coefficients κ∧, β⊥ and α∧, for example) which have not been fully examined. Fur-
thermore, the testing conditions have tended to use artificial switches to isolate specific
phenomena while suppressing others; yet a context in which the complete equation set
may be considered simultaneously would be the ideal test-case for the new code. As we
shall see in the following chapters, the magnetothermal instability itself may represent
such a context [12], and it is to this that we now turn.
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Chapter 7
Magnetothermal Instability
In this chapter we describe investigations which led to the report of a new electromagnetic
instability shown to impact on magnetised plasmas, though it may also take effect in the
presence of self-generated magnetic fields [12]. Titled in accordance with its principal fea-
tures, this ‘field-compressing magnetothermal instability’ compresses the magnetic field
and distorts thermal energy profiles by concentrating the heat-flow (see figures 7.1 and
7.3); and may be important when a high degree of symmetry or control of heat trans-
port is needed, or where uniform fields have been applied for a specific purpose: such as
Inertial Confinement [3, 5, 24, 31] and Magneto-Intertial Fusion [6, 7, 8], suppression of
non-local transport [9], and the control of plasma channels [10] (see introduction §1.4).
Feedback in the magnetothermal instability is driven solely by collisional transport pro-
cesses, specifically the interaction of the Nernst effect and Righi-Leduc heat-flow, a feature
distinguishing it from others in the literature. Indeed, we require only the presence of tem-
perature gradients ∇Te perpendicular to existing magnetic fields for instabilty: gradients
in electron number density ne are not needed (i.e., ∇ne = 0, precluding ∇Te ×∇ne field
generation), nor hydrodynamic motion or anisotropic pressure. Consequently, the magne-
tothermal instability is distinct from the electromagnetic instabilities reviewed in Chapter
3, namely: the field-generating thermal instability [16, 17], for which ∇Te ×∇ne is nec-
essarily non-zero (§3.1); variants of the Weibel instability [18, 89, 90], where anisotropic
pressure is essential (§3.2); and the thermal instability of Haines [19, 20], for which nei-
ther the Nernst effect nor Righi-Leduc heat-flow are required (§3.3). In addition, since
ion motion is not needed, the magnetothermal instability differs from those magneto-
hydrodynamic instabilities described by Davies et al. [103] and Li et al. [104, 105, 106];
though in the context of the latter’s investigation, which shall be discussed in §7.6.1, the
magnetothermal mechanism may provide an alternative interpretation for the cause of
symmetry breaking and spiked magnetic field profiles.
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Figure 7.1: Snapshots of the magnetothermal instability in planar geometry taken at 600ps
(top), 700ps (centre) and 800ps (bottom), from ctc simulations of an homogeneous plasma in
the context of the experiment by Froula et al. (see §1.4.2), for the case of an 8T applied field.
The data set in this figure is identical to that shown in §1.2.
In what follows, we present an analytical theory of the instability, alongside results from
numerical simulation in the context of a recent nanosecond gas-jet experiment conducted
by Froula et al. [9] (see §1.4.2). In this experiment, designed to measure suppression of
non-local transport by magnetic fields, a nitrogen gas-jet (atomic number Z = 7), with
electron number density ne = 1.5 × 1019cm−3 and initial temperature Te = 20eV, was
subject to long-pulse (> 1ns) inverse-bremsstrahlung heating by a laser of wavelength
1054nm and intensity 6.3 × 1014Wcm−2 focused to a 150µm diameter spot. Uniform
magnetic fields of strengths up to 12T were imposed parallel to the heating beam, and the
radial heat-flow inferred from temperature and density measurements. These parameters
should be assumed throughout (further simulation details are given in Appendix G).
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In fact, the magnetothermal instability was first observed by Ridgers et al. in their
kinetic simulations of Froula’s experiment [21, 22]. However, Ridgers provided neither
a satisfactory physical explanation for the phenomenon nor an analytical description
of its onset; to this end the classical transport model employed here better elucidates
the physics of the problem and ctc has been used as the primary computational tool
accordingly. Where appropriate, however, results sourced from the kinetic code impact
are also given.
It should be noted that the laser-intensity used by Froula et al. is adopted only in our
simulations of circular spot heating, that is, those effectively in cylindrical r-θ geometry.
As we shall see, the analytical theory of the magnetothermal instability is derived in
planar x-y geometry, with a laser-heating ‘strip’ resulting from a heating operator U˙L(x)
in place of a circular laser spot (cf. figures 7.1 and 7.2), and principal temperature
and magnetic field gradients along the x-axis of the system only. The bulk heat-flow
is therefore less divergent in planar heating-strip simulations relative to those using a
circular spot, and to ensure comparable maximum temperatures and length-scales in
both cases, the laser-power employed in ctc simulation of planar geometry is suppressed
to 30% of that used in cylindrical runs.
7.1 Stability Analysis
Details of the linear theory of the magnetothermal instability relevant to this chapter are
included for reference in Appendix H (where it is summarised in §H.4) and for present
purposes only an outlined derivation shall be given. As stated above, we consider a planar
x-y geometry with a perpendicular magnetic field B = Bzˆ imposed parallel to the z-axis.
Consequently, the standard result used throughout this thesis, namely
B · ∇f = B ·A = 0, (7.1)
applies for both plasma scalar and vector quantities, f and A respectively. Furthermore,
in the context of Froula’s experiment at least, simulation by ctc+ reveals that neither
hydrodynamics nor density gradients impact heavily on the instability, so that both are
neglected in the theory at this stage (∇ne = 0 and C = 0). A more complete analysis,
inclusive of both effects, shall be discussed in Chapter 8. Consequently, the thermal
energy continuity equation and Faraday’s Law, may be written
3
2
ne
∂Te
∂t
+∇ · q− E · j = U˙L(x) and ∂B
∂t
= −∇× E (7.2)
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Figure 7.2: Circular spot heating run of an 8T magnetised plasma using the full laser power.
This snapshot has been taken at 300ps after the addition of a 1% octopole perturbation to the
field, i.e., B → B + δB sin(8θ), where tan θ = (y/x). The plasma is then heated for a further
160ps, during which the magnetothermal instability takes hold (see figure 7.3).
respectively, where the operator U˙L(x), which describes the rate of change of thermal en-
ergy due to heating by a laser ‘strip’, varies spatially in the x-direction only. In addition,
the electric field E and heat-flow q are described by the super-Gaussian expressions for
Ohm’s Law and the heat-flow equation in the absence of density gradients and hydrody-
namics, that is,
eneE = j×B + me
eτB
αc · j− ne
(
βc + γc
)
· ∇Te (7.3)
and q = −neτBTe
me
(
κc + φc
)
· ∇Te − ψ′ · jTe
e
, with ψ′ = ψc +
5
2
I, (7.4)
respectively, where the current may be found using Ampe`re’s Law j = (∇ × B)/µ0.
However, for the sake of brevity in the remainder of this chapter, the super-Gaussian
transformations κ⊥,∧ → κ⊥,∧ + φ⊥,∧ and β⊥,∧ → β⊥,∧ + γ⊥,∧ will be implied.
An integral part of the work in this thesis has been the development of semi-rational
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Figure 7.3: Magnetothermal instability active under circular spot heating using the full laser
power. This snapshot is taken following 160ps heating of the perturbed plasma shown in figure
7.2 (i.e., 460ps total). Notice the concentration of the radial heat-flow into ‘fingers’ (bottom
left) which then act to enhance the spread of thermal energy (cf. figures 7.1 and §7.6).
method for describing transport effects (see table 7.1), and before proceeding with the
perturbation analysis it is worth making some general points about notation. Building
on the (near) convention of using ‘d’ to describe diffusive effects, I have adopted ‘a’ for
advective effects, and defined Nernst and Ettingshausen advection coefficients, aN and aE
respectively, such that their dimensions [Length]2[Time]−1 are identical to those of the
thermal (dT ) and resistive (dR) diffusion coefficients (see §2.4 and §2.5). Other definitions,
for coefficients cκ, cβ, aC and cˆH , follow in a similar fashion (see table 7.1), but these
have less obvious physical labeling and shall be described as part of the main discussion.
Finally, note that we also employ the dimensionless parameters
Λ =
λT
δ
and σB =
B
|B| , (7.5)
where λT is the thermal mean-free-path, δ is the collisionless skin-depth and σB describes
the field alignment: parallel (σB = +1) or anti-parallel (σB = −1) to the z-direction.
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Coefficient Definition Dimensionless Version
Thermal diffusion dT =
cB
3
λ2T
τT
κ⊥ DT =
cB
3
κ⊥
Resistive diffusion dR =
δ2
cBτT
α⊥ DR =
α⊥
cBΛ2
Nernst advection aN =
cB
2χ
λ2T
τT
β∧ AN =
cB
2χ
β∧
Ettingshausen advection aE =
2χ
3cB
δ2
τT
ψ∧ AE =
2χψ∧
3cBΛ2
Righi-Leduc heat-flow cκ =
cB
3
χ
∂κ∧
∂χ
λ2T
τT
Cκ =
cB
3
χ
∂κ∧
∂χ
Thermo-electric term cβ =
cB
2
∂β⊥
∂χ
λ2T
τT
Cβ =
cB
2
∂β⊥
∂χ
Advective heat-flow aC =
χ
cB
δ2
τT
[
1 + χ
∂ψ⊥
∂χ
]
AC =
χ
cBΛ2
[
1 + χ
∂ψ⊥
∂χ
]
Corrections to Hall term cˆH =
χ
cB
δ2
τT
[
α∧
χ
− ∂α∧
∂χ
]
CˆH =
χ
cBΛ2
[
α∧
χ
− ∂α∧
∂χ
]
Table 7.1: Rationalised notation for effects arising from collisional transport. Here the expres-
sion for the advective heat-flow associated with the current aC is valid only for a super-Gaussian
power m = 2; the general form, valid when m ∈ [2, 5], is given in equation (7.13). Each coeffi-
cient has the dimensions [Length]2[Time]−1, so that a corresponding dimensionless version may
be defined after multiplying through by τT /λ
2
T and using Λ = λT /δ (right-hand column).
7.1.1 Governing Energy Continuity Equation
The linear theory of the magnetothermal instability is derived from two governing equa-
tions describing the time dependence of the principal quantities, namely the electron
temperature Te and the magnetic field flux density B. Indeed, substituting for both E
and q into the energy equation yields the first of these, the governing expression for the
rate of change of temperature, in terms of Te and B only:
1
Te
∂Te
∂t
= +
1
Te
∇ · (dT∇Te) + 1
Te
∇ ·
(
aE
∇B
B
Te
)
+ σB (cκ + aC)
[∇Te
Te
× ∇B
B
]
· zˆ
+aE
{(
2χ
c2BΛ
2
α⊥
ψ∧
∇B
B
+
β∧
ψ∧
∇Te
Te
)
· ∇B
B
}
+
1
Te
(
∂Te
∂t
)
L
, (7.6)
where the laser-heating operator has been written as T−1e (∂Te/∂t)L and we have made
use of the coefficients defined in table 7.1. Here the first two terms describe the now
familiar effects of thermal diffusion (see §2.4.1) and Ettingshausen advection (see 2.4.2),
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while the term in curly brackets ‘{}’ arises from Ohmic heating with a β∧ component
derived from the thermoelectric part of E · j. The origin of the ‘cross gradient terms’ in
∇Te×∇B may be understood by analysing the contribution to thermal evolution due to
the Righi-Leduc heat-flow q∧ which, as we saw in §2.4.1, may be written
q∧ = −τBPe
me
κ∧b×∇Te or q∧ = −CτT 5/2e κ∧b×∇Te,
where Cτ =
necBτT
meT
3/2
e
=
necB
2T
5/2
e
λ2T
τT
(7.7)
is a constant, since τT ∝ T 3/2e /ne (see equation (2.46a)). The contribution due to this
term is perhaps best understood using index notation with i, j, k ∈ {x, y, z}, that is,
q∧i = −CτT 5/2e κ∧εijkbj∂kTe, where εijk =

+1, for even permutations of xyz
−1, for odd permutations of xyz
0, otherwise
(7.8)
is the Levi-Civita operator in three dimensions and ∂x = ∂/∂x etc. [107]. Indeed, in this
way the rate of change of temperature associated with the divergence of the Righi-Leduc
heat flow, as given by thermal energy continuity in equation (7.2), becomes
3
2
ne
[
∂Te
∂t
]
κ∧
= −∇ · q∧ = Cτ∂i
[
T 5/2e κ∧εijkbj∂kTe
]
= Cτ
[
(∂iT
5/2
e )κ∧εijkbj∂kTe + T
5/2
e (∂iκ∧)εijkbj∂kTe + T
5/2
e κ∧εijkbj∂i∂kTe
]
= −CτT 3/2e
[
5
2
κ∧bjεjik∂iTe∂kTe + Tebjεjik∂iκ∧∂kTe + Teκ∧bjεjik∂i∂kTe
]
= −CτT 3/2e b ·
[
5
2
κ∧∇Te ×∇Te + Te∇κ∧ ×∇Te + Teκ∧∇× (∇Te)
]
= CτT
5/2
e [∇Te ×∇κ∧] · b
=
necB
2
λ2T
τT
[∇Te ×∇κ∧] · b, (7.9)
where we have re-substituted for Cτ as defined in equation (7.7), noted that A×A = 0
for a vector A, and used the standard result ∇ × (∇f) = 0 for a scalar function f .
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Equation (7.9), which as yet makes no assumptions about the direction of the magnetic
field relative to other quantities, represents an important result concerning the role of q∧
in determining the rate of change of temperature: the Righi-Leduc heat-flow only becomes
divergent due to gradients in κ∧ itself. Furthermore, by considering the gradient of a
general transport coefficient η, that is,
∇η = ∂η
∂χ
∇χ, where ∇χ
χ
=
(
3
2
∇Te
Te
+
∇B
B
− ∇ne
ne
)
(7.10)
is used to find the gradient of the Hall parameter χ = ωLτB ∝ |B|T 3/2e /ne, equation (7.9)
yields the more specific result
1
Te
[
∂Te
∂t
]
κ∧
=
cB
3
χ
∂κ∧
∂χ
λ2T
τT
[∇Te
Te
×
(
3
2
∇Te
Te
+
∇B
B
− ∇ne
ne
)]
· b. (7.11)
Hence, any divergence in the Righi-Leduc heat-flow must result from gradients in the
magnetic field and number density (∇Te ×∇Te = 0). Since we have assumed ∇ne = 0,
this expression may be simplified to
1
Te
[
∂Te
∂t
]
κ∧
=
cB
3
χ
∂κ∧
∂χ
λ2T
τT
[∇Te
Te
× ∇B
B
]
· b (7.12)
= σBcκ
[∇Te
Te
× ∇B
B
]
· zˆ, with cκ = cB
3
χ
∂κ∧
∂χ
λ2T
τT
and b = σBzˆ,
which is the form shown in equation (7.6). This equation makes clear the origin of both
the cross gradient term and the coefficient cκ. The term in aC , defined by
aC =
2χ
3cB
δ2
τT
[
ψ⊥ +
5
2
+
3
2
χ
∂ψ⊥
∂χ
− β⊥
]
, (7.13)
arises from similar arguments concerning the divergence of the heat-flow associated with
the current; though in this case we have an additional component in β⊥ derived from the
thermoelectric part of E · j heating. When the super-Gaussian power m = 2 is used, for
which β⊥ = ψ⊥ + 1, this coefficient simplifies to
aC =
χ
cB
δ2
τT
[
1 + χ
∂ψ⊥
∂χ
]
. (7.14)
Notice that cκ typically dominates over aC , as may be seen by considering the ratio
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|cκ|
aCΛ2
=
c2B
2
∣∣∣∣∂κ∧∂χ
∣∣∣∣ [ψ⊥ + 52 + 32χ∂ψ⊥∂χ − β⊥
]−1
, (7.15)
where we divide by Λ2 because |cκ|/(aCΛ2) can be plotted as a function of χ only. In laser
plasma interactions Λ is often much greater than unity, so that by reference to figure 7.4
we infer |cκ|  aC for nearly all values of χ in the range [10−3, 101].
7.1.2 Governing Induction Equation
The second governing time dependent equation, the induction equation, is found after
substituting Ohm’s Law into Faraday’s Law and again making use of the definitions in
table 7.1. As with the energy equation, it may be written in terms of Te and B only:
1
B
∂B
∂t
= +
1
B
∇·(dR∇B)+ 1
B
∇·
(
aN
∇Te
T
B
)
−σB
(
cβ +
3
2
cˆH
)[∇Te
Te
× ∇B
B
]
· zˆ. (7.16)
Here dR describes resistive diffusion (see §2.5.3) and aN accounts for Nernst advection
(see §2.5.4); while the cross gradient terms in cβ and cˆH arise from the β⊥ component of
the thermoelectric tensor and the α∧ correction to the Hall term j×B respectively (see
§2.2.5, §2.5.3 and §2.5.2). Note that in the absence of density gradients, the Hall field
does not itself contribute to to the induction equation. Indeed, since ∇ne = 0 we have[
∂B
∂t
]
Hall
= −∇×
(
j×B
ene
)
=
1
ene
∇×
(
∇ B
2
2µ0
)
= 0. (7.17)
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Figure 7.4: The ratio |cκ|/(acΛ2) plotted as a function of Hall parameter for the super-
Gaussian powers m = 2 and m = 5. As indicated by the value of this ratio, and because
Λ = λT /δ is often large (indeed, Λ ∼ 30 for the conditions of Froula et al.), cκ dominates over
aC for nearly the entire range; excepting, of course, those regions where ∂κ∧/∂χ ≈ 0.
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7.1.3 Perturbation Theory
In zeroth-order we assume solutions to the governing equations (7.6) and (7.16) of the form
Te = T0(x, t) and B = B0(x, t), time-dependent temperature and magnetic field profiles
that vary spatially in the x-direction only. Consequently, we may define temperature and
magnetic field length-scales lT and lB respectively, where
1
lT
=
1
T0
∂T0
∂x
and
1
lB
=
1
B0
∂B0
∂x
. (7.18)
This means both lT and lB can take negative values, but that cross-gradient terms do
not contribute in zeroth-order, i.e., ∇T0 × ∇B0 = 0. To these solutions we add small
wavelike perturbations with wave-number k and frequency ω, propagating at an angle θ
to the x-axis of the system such that
Te = T0 + δT, δT = δT
′ exp[i(k · r− ωt)] (7.19a)
and B = B0 + δB, δB = δB
′ exp[i(k · r− ωt)], (7.19b)
where δT ′ and δB′ are complex, and the position vector r and wave-vector k are:
k = kxxˆ + kyyˆ and r = xxˆ + yyˆ, (7.20)
with kx = k cos θ, ky = k sin θ and k = ±|k| = ±
√
k2x + k
2
y.
In addition, we make the local approximation by assuming that the length-scales lT and
lB greatly exceed the pertubation wavelengths, i.e., |klT,B|  1 and
∣∣∇(l−1T,B)∣∣ . 1/l2T,B.
Hence, by substituting the perturbed forms of equations (7.19) into the induction equa-
tion, subtracting the zeroth-order solution, and neglecting appropriate terms, we find
ω = −ik2dR − ik2aNB0
T0
δT
δB
+ kfB − kfT B0
T0
δT
δB
, (7.21)
where fB = σB
(
cβ
lT
+
3cˆH
2lT
)
sin θ and fT = σB
(
cβ
lB
+
3cˆH
2lB
)
sin θ,
have been introduced for economy of expression. For reasons that shall be described in
greater detail in §7.1.5, the local approximation allows us to in fact neglect both fT and
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fB when compared with aN and dT , and in preparation for this coming discussion the
ratio fT lB/aN = fBlT/aN is plotted in figure 7.5.
An essentially identical approach is adopted for the energy equation: substituting equa-
tions (7.19) into equation (7.6), subtracting the relevant zeroth-order solution, and ne-
glecting appropriate terms. However, the thus derived first-order solution is complicated
by a nonlinear Ohmic heating term in α⊥, which can become large, i.e.,
ω = −ik2aE T0δB
δTB0
[
1 +
2α⊥χ
c2Bψ∧Λ2
(
δB
B0
+ 2i
kx
k2lB
)
︸ ︷︷ ︸
nonlinear term
]
+ other terms, (7.22)
(see §H.3.1 of Appendix H). Fortunately, however, this problem term may be neglected
to first order providing we restrict ourselves to plasmas for which
Λ & max{1, χ}, (7.23)
though the analysis is expected to remain approximately valid even when this condition
is not strictly satisfied (see §H.3.1). Hence, assuming condition (7.23) we find
ω = −ik2dT − ik2aE T0
B0
δB
δT
− keB T0
B0
δB
δT
+ keT , (7.24)
where eB = σB
(
cκ
lT
+
aC
lT
)
sin θ and eT = σB
(
cκ
lB
+
aC
lB
)
sin θ.
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Figure 7.5: The ratio fT lB/aN plotted as a function of Hall parameter for Λ = max{1, χ} and
|σB sin θ| = 1 (Note: if either Λ > max{1, χ} or |σB sin θ| < 1, the ratio is smaller). This plot
justifies the inequality discussed later in equation (7.28) because aN ≈ dT and fBlT = fT lB.
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7.1.4 Dispersion Relation
Equations (7.21) and (7.24) may be combined to eliminate terms in (T0δB)/(B0δT ),
yielding a quadratic in ω, quartic in k, and the dispersion relation
ω± =
1
2
{[
(eT + fB) k − (dT + dR) ik2
]±√[(dT − dR) ik2 − (eT − fB) k]2 + s}, (7.25)
where s = 4× (aN ik2 + fTk)︸ ︷︷ ︸
induction equation terms
× (aEik2 + eBk)︸ ︷︷ ︸
energy equation terms
(7.26)
represents coupling between the governing energy and induction equations as indicated
by the brace labels. As we shall see in §7.3, the solution for ω+ predicts unstable modes
for a range of k up to a cut-off kc, with growth rates given by ={ω+} (see figures 7.6 and
7.7). The term in s thus represents the source of instability; indeed, without it (s = 0)
equation (7.25) gives
ω+ = −dRik2 + fBk and ω− = −dT ik2 + eTk, (7.27)
that is, uncoupled decaying wave solutions propagating with speeds fB and eT .
7.1.5 Reduced Dispersion Relation
Equation (7.25) represents the full dispersion relation for wavelike perturbations. Nev-
ertheless, it may be simplified by comparing terms in fBk with dTk
2, and terms in fTk
with aNk
2 for sin θ = 1. Indeed, by the local approximation |klT,B|  1 we find
dTk
2 − ifBk = dTk2
[
1− i
klT
fBlT
dT
]
= dTk
2
[
1−O
(
1
klT
)]
≈ dTk2
and aNk
2 − ifTk = aNk2
[
1− i
klB
fT lB
aN
]
= aNk
2
[
1−O
(
1
klB
)]
≈ aNk2,
since − 1 < fBlT
dT
≈ fT lB
aN
< 0 providing Λ & max{1, χ}. (7.28)
Here the inequality has been written by recalling aN ≈ dT (see figure 2.6), noticing
fBlT = fT lB and making reference to figure 7.5 and condition (7.23). Neglecting fT and
fB is equivalent to neglecting both α∧ and β⊥.
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Figure 7.6: Magnetothermal dispersion relation of equation (7.25) (solid curve) calculated
from one-dimensional ctc simulation profiles of a 6T magnetised plasma: after 500ps of laser
heating and at the cross section x = 120µm (see §7.4). The prediction from the reduced model
of equation (7.29) is also included (dashed curve), alongside growth-rates of the thermal and
field perturbations measured from two-dimensional perturbed simulations (red and blue crosses
respectively). The data used to calculate the theoretical curves are summarised in table 7.2 of
§7.4.
Hence, the dispersion relation in equation (7.25) may be well approximated (see figures
7.6 and 7.7) by the first order reduced model
ω± =
1
2
{
vBk − (dT + dR) ik2 ±
√
[(dT − dR) ik2 − vBk]2 + sP ik3 − sEk4
}
(7.29)
where vB =
σB
lB
(cκ + aC) sin θ = eT , sP = 4aN
σB
lT
(cκ + aC) sin θ and sE = 4aNaE.
The various terms in this equation may be understood as follows. At relatively low k,
perturbations grow primarily as a result of interplay between the Nernst effect (aN) and
the Righi-Leduc heat-flow (cκ) accounted for by the principal source term in sP (as we
saw in figure 7.4, effects due to aC are typically much smaller than those arising from cκ).
Since this term is proportional to k3 and occurs within the square-root, it yields growth
that goes as k3/2. The main damping terms in dR and dT , however, are proportional
to k2 and only out-compete the source term at higher wave-numbers. Thus the form of
the dispersion curves in figures 7.6 and 7.7: the growth-rate increases with k up to some
maximum, and then decreases to zero at a cut-off wave-number kc for which the source
and diffusive terms are exactly matched (see §7.3). The velocity term vB can enhance
instability by modifying the phase between δT and δB, but is understood to be inessential
because solutions with ={ω+} > 0 exist even when vB = 0, a feature of equation (7.29)
not replicated if sP = 0 (see §7.3).
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Figure 7.7: The dispersion relation of equation (7.25) (solid curve) calculated from one-
dimensional ctc simulation profiles of a 12T magnetised plasma: after 500ps of laser heating
and at the cross section x = 85µm (see §7.4). As in figure 7.6, the prediction from the reduced
model of equation (7.29) (dashed curve) and growth-rates of the thermal and field perturbations
measured from two-dimensional perturbed simulations (red and blue crosses respectively) are
also included. The data used to calculate the theoretical curves in this case are also summarised
in table 7.2 of §7.4.
The angular dependence of sP means that a y-component to the perturbation is needed
for instability, so that—unless explicitly stated—from henceforth in this chapter and in
our simulations we take θ = pi/2, i.e., sin θ = 1 and k = ky. Note that feedback between
the Nernst (aN) and Ettingshausen (aE) effects accounted for by the term in sE acts to
reduce the impact of diffusion. However, this term cannot itself drive instability because
aNaE
dRdT
=
β∧ψ∧
α⊥κ⊥
< 1, (7.30)
a feature of the advection terms that we discussed more comprehensively in §6.2 of Chap-
ter 6. Indeed, by neglecting the cross gradient terms vB and sP in the dispersion relation
of equation (7.29), we in fact recover equation (6.5) used during code testing. Con-
sequently, because neither vB nor sE lead to the growth of unstable perturbations in
their own right, the physical mechanism driving the magnetothermal instability is best
understood by assessing the phenomena in the principal source term sP .
7.2 Magnetothermal Mechanism
As stated above, positive feedback in the magnetothermal instability arises due to cou-
pling between the Nernst effect in the induction equation and the Righi-Leduc heat-flow in
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the energy equation. Each of these effects represents one half of a feedback loop, and the
instability’s physical mechanism may be given a ‘two-stage’ interpretation accordingly.
Given the dynamical aspect of instability, this kind of discrete approach is somewhat
contrived; however, it has the key advantage of predicting three salient features of mag-
netothermal temperature and field perturbations: their growing amplitude, propagating
nature and intermediate phase difference. Each half of the feedback process is discussed
in greater detail in the following subsections, and the schematic representations given in
figures 7.8 and 7.9 should be understood as accompanying the main text.
7.2.1 Effect of a Field Perturbation on the Temperature
The effect of magnetic field perturbation δB ∝ exp[i(ky − ωt)] on an unperturbed tem-
perature profile Te = T0(x) may be considered by examining the first-order correction
due to the Righi-Leduc term in the governing energy continuity equation (7.6):
(
∂T
∂t
)O(1)
κ∧
= σBcκ
[(
∂T0
∂x
)
xˆ×
(
ik
δB
B0
)
yˆ
]
· zˆ ∝ σB ∂κ∧
∂χ
∂T0
∂x
kδBeipi/2. (7.31)
Taking σB = 1 and ∂T0/∂x < 0, then for χ greater than about 10
−1 we have ∂κ∧/∂χ < 0
(see figure 2.5), in which case the factor eipi/2 in equation (7.31) predicts that the magnetic
field perturbation will induce a temperature perturbation which leads by pi/2. This is due
to the κ∧ dependence on χ, which is itself directly proportional to B. Since ∂κ∧/∂χ < 0,
regions of higher magnetic field flux density have a lower Righi-Leduc heat-flow, so that
heat is transported away from these regions more slowly than those of lower B. Thus,
as we move along the positive y-axis, thermal energy is built up in places where heat-
flow is decreasing and removed from places where it is increasing. More succinctly, the
modulation in B leads to periodic divergence of the Righi-Leduc heat-flow. The reverse
is found if χ is less than about 10−1, where ∂κ∧/∂χ > 0. In this case, the thermal
perturbation lags by pi/2, equivalent to leading the field perturbation by 3pi/2.
Though typically much smaller in magnitude compared to cκ (see figure 7.4), the aC
component of the principal source term sP ∝ (cκ+ac) can also induce a temperature per-
turbation. The mechanism in this case is slightly different, and derives from a perturbed
x-directed current not present in zeroth order, that is,
δj = δjxxˆ =
1
µ0
∇× δBzˆ ⇒ δjx = 1
µ0
kδBeipi/2. (7.32)
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Figure 7.8: Two-stage approach to interpreting the magnetothermal mechanism depicted in
two images and from the perspective of a perturbed magnetic field. Feedback may be understood
as follows: Stage i) Initially both the temperature profile (solid red line) and Righi-Leduc heat-
flow arising from the zeroth-order temperature gradient ∇T0 are uniform in y. Nevertheless,
in the presence of a modulated field δB (solid blue curve) the Righi-Leduc heat-flow becomes
divergent (purple arrows, ±δqy), inducing a thermal perturbation δT (dashed red curve). Stage
ii) Nernst advection (blue arrows, vN ) due to the thermal perturbation (solid red curve) ‘at-
tempts’ to generate a new field perturbation (dashed blue curve). However, this ‘attempted’
field perturbation combines with the initial perturbation (faint blue curve) to produce an en-
hanced net perturbation displaced from the original position (solid blue curve). The magnetic
field perturbation not only grows, but propagates in the positive y-direction with speed v, such
that the temperature perturbation δT ∝ δBei3pi/4 leads with a phase difference of 3pi/4.
The heat-flow arising from this term represents the thermal energy carried by electrons
driving the current, i.e., in the opposite direction to δjx, and transports energy trans-
verse to the perturbation δB. Assuming ∂T0/∂x < 0 as we did above, this effect leads
to a divergent heat-flow through a cross-section parallel to the field perturbation as fol-
lows. When δjx > 0 energy is carried in the negative x-direction and up the zeroth-order
temperature gradient: the energy arriving at the cross-section is consequently less than
that leaving and the local temperature reduces accordingly (δT < 0). Conversely, when
δjx < 0 energy is carried in the positive x-direction and down the zeroth-order temper-
ature gradient: in this case the energy arriving at the cross-section is greater than that
leaving and the local temperature increases (δT > 0). Thus, a temperature perturbation
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Figure 7.9: The two-stage approach of figure 7.8 seen from perspective of a temperature
perturbation, i.e., with the order of the stages reversed. The mechanism in this case is depicted
as follows: Stage i) Initially the magnetic field is uniform in y (solid blue line); however, in the
presence of a perturbed temperature profile δT (solid red curve), Nernst advection with velocity
vN ∝ −∂δT/∂y (blue arrows) induces a field perturbation δB (dashed blue curve). Stage ii)
Due to the modulated magnetic field (solid blue curve), the Righi-Leduc heat-flow arising from
the zeroth-order temperature gradient ∇T0 = (∂T0/∂x)xˆ becomes divergent (purple arrows,
±δqy), and ‘attempts’ to induce a new temperature perturbation (dashed red curve). Never-
theless, this ‘attempted’ perturbation combines with the initial (faint red curve) to produce an
enhanced temperature perturbation displaced from the original position (solid red curve). No-
tice as in figure 7.8, that the temperature perturbation δT ∝ δBei3pi/4 leads with an intermediate
phase difference of 3pi/4, while waves propagate in the y-direction with speed v.
is induced in anti-phase to δjx, i.e., with a phase relative to δB given by −eipi/2 = ei3pi/2.
More generally, the rate of change of temperature due to δjx obeys
(
∂T
∂t
)O(1)
jx
∝ σB ∂T0
∂x
kδBeipi/2. (7.33)
Comparing this expression with equation (7.31), we find that heat-flow effects associated
with the current combine with those of the Righi-Leduc heat-flow to enhance instability
when ∂κ∧/∂χ > 0, but reduce instability if ∂κ∧/∂χ < 0. Indeed, since aC is always
positive, such a relationship between the coefficients is evident by the definition of cκ and
the form of sP . However, as we saw in figure 7.4, cκ dominates over aC for nearly all
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values of χ, and it is therefore appropriate to treat the Righi-Leduc mechanism, combined
with the Nernst effect, as the main driver of magnetothermal instability.
7.2.2 Effect of a Temperature Perturbation on the Field
In a similar fashion, we consider the impact of temperature perturbation δT =∝ exp[i(ky−
ωt)] on an unperturbed magnetic field (B = B0) using the first-order correction to the
Nernst term in the governing induction equation (7.16); that is,
(
∂B
∂t
)O(1)
β∧
= −k2aNB0
T0
δT =
β∧
e
k2δTeipi, (7.34)
so that δT induces a magnetic field perturbation in anti-phase (eipi). Physically this is a
consequence of the compressional aspect of Nernst advection, as may be seen by writing
equation (7.34) in terms of the first-order Nernst velocity δvN , i.e.,
(
∂B
∂t
)O(1)
β∧
= −B0∇ · δvN , where δvN = −aN
T0
∂δT
∂y
= −ikaN
T0
δT. (7.35)
Because the first-order Nernst velocity associated with the temperature perturbation is
proportional to ∂δT/∂y, the magnetic field is compressed in the troughs of the tempera-
ture perturbation and rarefacted at the peaks (see §2.5.4 and §6.2).
7.2.3 Summary of Mechanism
The two stages of the feedback process result in induced perturbations which have differ-
ent phases. Magnetic field perturbations will tend to ‘push’ temperature perturbations
towards a phase difference of ±pi/2 (where the is sign identical to that of sP ), while tem-
perature perturbations ‘pull’ magnetic field perturbations towards a phase of pi. The net
result of this ‘push-pull’ interaction is that perturbations propagate as magnetothermal
waves with an intermediate phase pi/2 < φ ≈ 3pi/4 < pi and in the direction ±yˆ (where
again, the sign is identical to that of sP ).
1 This interaction between the perturbations,
interpreted as a two-stage process, is described in figures 7.8 and 7.9.
1These differ from the thermo-magnetic waves described by G. J. Pert, who neglected the Nernst
effect [108].
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7.3 Cut-Off Wave-Number and Peak Growth-Rate
To enable ease of comparison between plasmas in different regimes, before calculating cut-
off wave-numbers and peak growth-rates, it is expedient to recast the dispersion relation
in terms of appropriate dimensionless parameters. Indeed, defining
Ω = ωτT , K = kλT , LT =
lT
λT
, LB =
lB
λT
, (7.36)
DT =
cBκ⊥
3
, DR =
α⊥
cBΛ2
, AN =
cBβ∧
2χ
, AE =
2χψ∧
3cBΛ2
, Cκ =
cBχ
3
∂κ∧
∂χ
,
AC =
2χ
3cBΛ2
[
ψ⊥ +
5
2
+
3
2
χ
∂ψ⊥
∂χ
− β⊥
]
, VB =
vB
vT
, SP =
sP τ
2
T
λ3T
and SE =
sEτ
2
T
λ4T
,
the dispersion relation of equation (7.29) may be written in the dimensionless form
Ω± =
1
2
{
VBK − (DT +DR) iK2 ±
√
[(DT −DR) iK2 − VBK]2 + SP iK3 − SEK4
}
with VB =
SPLT
4ANLB
, SP = 4AN
σB
LT
(Cκ + AC) sin θ and SE = 4ANAE. (7.37)
Notice that the upper-case convention has been used for all the dimensionless quantities;
hence, following normalisation by τT/λ
2
T , the original coefficients dT,R, aN,E, cκ and aC
correspond to the dimensionless coefficients DT,R, AN,E, Cκ and AC as in table 7.1. Thus,
collecting real and imaginary parts to solve for the complex square-root we find
Ω± =
1
2
{
R1 − iI1 ±
√
R2 + iI2
}
, where R1 = VBK, I1 = (DT +DR)K
2,
R2 = V
2
BK
2 − [SE + (DT −DR)2]K4 and I2 = [SP − 2VB (DT −DR)]K3, (7.38)
such that the dimensionless growth-rate for the unstable modes is given by
Γ± =
1
2
{
± 1√
2
[(
I22 +R
2
2
)1/2 −R2]1/2 − I1}, with Γ± = ={Ω±}, (7.39)
and the propagation phase speed of perturbations <{Ω±}/K may be found using
Π± =
1
2
{
± 1√
2
[(
I22 +R
2
2
)1/2
+R2
]1/2
+R1
}
, with Π± = <{Ω±}. (7.40)
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7.3.1 Cut-Off Wave-Number
Given the form of the perturbations ∝ exp[i(k · r − ωt)], we require Ω± = ω±τT to
have a positive imaginary part for instability, i.e., Γ± > 0. However, because both
[(I22 + R
2
2)
1/2 − R2]1/2 and I1 are greater than zero, inspection of equation (7.39) reveals
that this is only possible for the positive root solution. Hence, solving Γ+ > 0, we find
instability for a range of K up to some maximum value Kc, that is,
Γ+ > 0 ⇒ |K| < |Kc|, with Γ+(Kc) = 0, (7.41)
where Kc = kcλT is the dimensionless cut-off wave-number
2 defined by
Kc =
SP
2
(
1 +
DRLT
ANLB
)1/2(
1− DTLT
ANLB
)1/2(
1
DT +DR
)(
1
4DTDR − SE
)1/2
. (7.42)
Both these equations describe mathematically some important features of the magne-
tothermal instability that we have already considered. As we see from equation (7.41),
unstable solutions exist for K < 0. In part, this is a consequence of the symmetry of the
problem, the fact that
Ω±(K,LT , LB) = Ω±(−K,−LT ,−LB) (7.43)
upon inversion of the system through the y-axis (x → −x), but it also has roots in the
underlying mechanism. As discussed in §7.2.1, the sign of σB(cκ + aC)/lT , and therefore
the sign of sP , determines whether a magnetic field perturbation will induce a thermal
perturbation that will lead by pi/2 (sP > 0) or lag by pi/2 (sP < 0). If the former,
magnetothermal waves propagate in the positive y-direction (K > 0), and if the latter,
in the negative y-direction (K < 0). Symbolically, this aspect is reflected by the relation
Ω±(K,SP , VB) = Ω±(−K,−SP ,−VB). (7.44)
In addition, the definition of the cut-off wave-number in equation (7.42) clearly indicates
the necessity of both the Nernst effect, Righi-Leduc heat-flow (and to a lesser extent terms
in AC) and temperature gradients in driving instability, since for non-zero Kc we clearly
2Here, kc is the dimensional cut-off wave-number.
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require SP 6= 0. Naturally, because Cκ is typically much greater than AC , this will usually
mean that the Righi-Leduc heat-flow is the dominant thermal driving term; however, if
Cκ = −AC then thermal advection associated with the current exactly cancels the Righi-
Leduc term and only decaying modes exist. The deffinition of Kc also demonstrates how
feedback between the Nernst and Ettingshausen effects (SE ∝ ANAE) reduces the impact
of the diffusive term in 4DTDR, thus extending the range of instability. Finally, since we
have assumed real values for K, the first two bracketed terms in equation (7.42) imply
1 ∼ AN
DT
>
LT
LB
> −AN
DR
= − c
2
B
2χ
β∧
α⊥
Λ2 (7.45)
and hence provide a condition for instability based on the ratio of the temperature and
magnetic field length-scales.
7.3.2 Peak Growth-Rate
In principle, the peak wave-number KM may be found in the usual way by solving
(∂Γ+/∂K)KM = 0 and then substituted into equation (7.39) to yield an expression for
the peak growth-rate ΓM = Γ+(KM). Sadly, the form of Γ+ means that to do so would
involve solving a ninth-order polynomial in KM . Furthermore, the dispersion relation is
not amenable to approximations, such as binomial expansion about a small parameter,
rendering both exact and approximate approaches unfeasible. However, equation (7.39)
may be expressed with ΓM and KM in terms two dimensionless functions, fM and gM ,
each taking arguments given by the parameters χ, Λ and LT/LB, i.e.,
ΓM =
1
L2T
fM(χ, LT/LB,Λ, KMLT ) (7.46)
and KM =
1
LT
gM(χ, LT/LB,Λ). (7.47)
These equations highlight the importance of steep temperature gradients to the insta-
bility, through the inverse proportionality of ΓM to L
2
T , while the dimensionless form
indicates relevance to a range of self-similar regimes. Furthermore, plotting numerically
solved values for fM and gM , as displayed in figure 7.10, demonstrates the need for in-
termediate Hall parameter to maximise the value of SP . Since alternative methods for
predicting the peak growth-rate and wave-number do not exist, these plots may them-
selves be used to estimate the relevance of the instability to different plasmas providing
χ, Λ and LT/LB are known.
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Figure 7.10: Functions fM = ΓML2T (left-hand side) and gM = KMLT (right-hand-side)
plotted against χ and LT /LB for three values of Λ. Notice the regions forbidden to instability
by both the length-scale conditions given in equation (7.45) and the vanishing of (Cκ + AC)
near χ = 10−1. In these plots the super-Gaussian power is m = 2.
7.4 Comparison of Theory with Simulation
The theory of the magnetothermal instability described in this chapter relies on lineari-
sation of the equation set, and it is therefore appropriate to test its applicability against
non-linear simulation by ctc. However, the dependence of the principal coefficients DT,R,
AN,E, Cκ and AC on T0(x, t) and B0(x, t), means that the growth-rate varies temporally
and spatially. After choosing appropriate parameters for the simulations, such as the
applied field strength, evaluation of the dispersion relation is thus limited to a particu-
lar cross-section through the plasma and based on a given snapshot of the bulk profile.
Consequently, some care must be taken when comparing theory with code data.
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Our approach to such comparison has two stages. First, we use a one-dimensional simula-
tion of the plasma as the source of T0(x, t) and B0(x, t) data for evaluating the theoretical
dispersion relation at a chosen time and cross-section (x-position); data obtained in this
way and used to generate the curves in figures 7.6 and 7.7 is included for reference in
table 7.2. Second, we conduct a series of perturbed two-dimensional simulations, each
with a different wave-number, and measure the growth-rates discretely for the chosen
cross-section at various time-steps in the run. The growth-rate corresponding to the time
used in theoretical prediction is then simply read-off (see figure 7.11).
When initialising ctc for simulation, sinusoidal perturbations are applied to both the
magnetic field and temperature profiles; however, since the ratio and phase of these
perturbations varies with x-position, some element of mode-mixing between growing and
decaying solutions to the dispersion relation is inevitable. For example, the general
solution for the amplitude of the magnetic field perturbation at time t is given by
δB(t) = δB+ exp(γ+t) + δB− exp(γ−t), with γ± = ={ω±} (7.48)
where δB+ and δB− are the weights at t = 0 of the growing and decaying modes re-
spectively. Fortunately, since only γ+ is positive, this mode-mixing is not problematic.
Indeed, noting that
δB(t) = δB+ exp(γ+t)
{
1 +
δB−
δB+
exp[−(γ+ +−γ−)t]
}
(7.49)
⇒ lim
t→∞
δB(t) = δB+ exp(γ+t) for which log δB = γ+t+ const., (7.50)
it is clear that after sufficient time has elapsed only the growing mode remains. Conse-
quently, γ+ may be found simply by measuring the gradient of the logarithm of the total
perturbation amplitude plotted against time (see figure 7.11).
Field |B| x/µm Te/keV ne/1021cm−3 χ Λ lT /µm lB/µm λT /µm rL/µm
6T 120 0.398 0.015 2.6 29.5 -160 146 ∼ 28 ∼ 14
12T 85 0.482 0.015 7.5 30.1 -124 441 ∼ 40 ∼ 7.1
Table 7.2: Summary of data used to generate the dispersion curves in figures 7.6 and 7.7,
where the first column labelled ‘Field’ refers to the initial uniform magnetic flux density applied
at time t = 0, and x denotes the x-position of the cross-section. The final two columns give
approximate values for the thermal mean-free-path λT and thermal Larmor radius rL computed
using the formulæ in §A.2 of Appendix A.
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Comparisons between the measured growth-rates and those predicted from snapshots
of the bulk profile are shown for both 6T and 12T heating runs in figures 7.6 and 7.7
respectively. In each case we find good agreement between the theory and ctc simulation.
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Figure 7.11: Discrete method for measuring the growth-rate from simulation results. The
rate of increase in the absolute perturbation amplitude is approximately exponential (top),
and this feature is reflected by the near-constant gradient of the logarithm of the perturbation
amplitude plotted against time (middle row), which is itself equal to the instability growth-rate
(bottom plot); however, the bulk evolution of the zeroth-order plasma means that the growth-
rate is a function of time. The data for these plots are taken from the planar heating run of an
8T magnetised plasma shown in figure 7.1, and at the cross-section x = 120µm. For the data
in figures 7.6 and 7.7, greater temporal resolution about t = 500ps is used when calculating the
growth-rate (see Appendix G).
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7.4.1 Non-local Transport and Super-Gaussian Effects
The strong fields used in Froula’s experiment mean that non-local heat flow is suppressed
with respect to the evolution of the zeroth-order system. As may be seen from the data
in table 7.2, the ratio of the thermal Larmor radius to the temperature length-scale is
small compared to unity (rL/|lT | ∼ 0.09 and rL/|lT | ∼ 0.06 for the 6T and 12T cases
respectively), so that electrons deposit their thermal energy locally as they move parallel
to the bulk profile (see §2.6). However, the relatively small wavelengths corresponding
to the peak instability wave-numbers mean that non-local transport is relevant to the
evolution of the perturbations. Indeed, for the 6T plasma (with kM ≈ 0.16µm−1) and
12T plasma (with kM ≈ 0.22µm−1) conditions considered, we find that kMrL ∼ 2.2 and
kMrL ∼ 1.6 respectively, well in excess of the local condition kMrL  1.
Consequently, though the physical mechanism of the instability remains the same, non-
locality is expected to reduce the predictive power of the theory by modifying the values
of the transport coefficients. Nevertheless, simulation using the kinetic code impact (see
figure 7.12) shows that this reduction is not dramatic: the peak wave-number is effectively
unchanged, while the cut-off wave-number and peak growth-rate agree to within approx-
imately 25% and 35% respectively. Indeed, it is noteworthy that though growth-rates
measured from kinetic runs are lower than those predicted by the theory, the different
bulk profiles and steeper temperature gradients (smaller lT ) mean that the rates are over
one-and-a-half those recorded from ctc simulations.
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Figure 7.12: Comparison between the transport theory of the instability (solid and dashed
curves) and growth-rates measured from kinetic simulation of a 6T plasma using the Vlasov-
Fokker-Planck code impact (red and blue crosses). Here the theoretical dispersion curves are
calculated from impact profiles at the cross-section x ≈ 123µm after 500ps of heating and using
a range of super-Gaussian powers m. Though the agreement between the theory and simulation
is less good than for ctc simulation, the peak growth-rate is larger than those found in the
classical transport cases of figures 7.6 and 7.7. [Note: impact data courtesy of C. P. Ridgers.]
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As we saw in Chapter 4, the transport coefficients are also affected by distortion of
the distribution function due to inverse bremsstrahlung heating. Ridgers’s calculations
[11] showed that the super-Gaussian power m in Froula’s experiment lies in the range
3.3 > m > 2.0 as the distance from the laser spot centre is increased (see figure 4.2).
By plotting the dimensionless functions fM and gM for m = 3.5 in figure 7.13, and
comparing the values with those for m = 2.0 in figure 7.10, we see that the peak-growth
rate ΓM = fM/L
2
T is suppressed by approximately a factor of three due to the increase in
m (though the peak wave-number KM = gM/LT is almost unchanged). However, since
the dispersion curves in figures 7.6 and 7.7 are calculated at distances from the heating-
strip centre 120µm and 85µm respectively, we expect m < 3.3 in both cases, with the
transport closer to the classical description in the former.
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Figure 7.13: Functions fM = ΓML2T (left-hand side) and gM = KMLT (right-hand-side)
when m = 3.5 plotted against χ and LT /LB for three values of Λ (cf. figure 7.10).
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In fact, the instability is active well outside the laser-heated region, so that we expect
super-Gaussian transport to impact far less on the field compressing magnetothermal
instability than the field generating thermal instability discussed in §4.3. Nevertheless,
the theoretical dispersion curves in figure 7.12 agree better with the kinetic data when
we take m = 3.0 rather than m = 2.0, suggesting that more work is needed to distinguish
between non-local and super-Gaussian effects.
7.4.2 Propagation Speed
In our discussion of the magnetothermal mechanism in §7.2, we described how as a result
of the intermediate phase pi/2 < |φ| ≈ 3pi/4 < pi between the temperature and magnetic
field perturbations, the unstable perturbations propagate as magnetothermal waves. In
addition, we saw that both the sign on the direction of propagation and the sign of
the phase must be the same as that of the principal source term sP . More formally,
the propagation phase velocity v+(k) may be found from the real part of the complex
frequency pi+(k) = <{ω+} using equation (7.40) with pi+τT = Π+ = <{Ω+}, that is,
v+(k) =
pi+(k)
k
. (7.51)
Thus, because Ω+(x, k) = Ω+(−x,−k) (see §7.3.1) we find v+(x) = −v+(−x) (see figure
7.14). Comparing the predicted phase speed with that measurement from ctc simulation
in figure 7.15, we find agreement to within ∼ 10%.
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Figure 7.14: Real and imaginary parts of the complex frequency ω+ = pi+ + iγ+, evaluated
using profiles from the simulation of an 8T magnetised plasma shown in figure 7.1 after 550ps
of heating and at various cross-sections (left-hand plot). Matching the wave-number with that
in figure 7.1, so that k = 0.08(µm)−1, the propagation phase speed v+ is then calculated as a
function of position and its derivative ∂v+/∂x found discretely (right-hand plot). Notice that
the growth-rate at x = 120µm compares well with that found in figure 7.11, i.e., γ+ ≈ 14(ns)−1.
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Figure 7.15: Propagation of the magnetothermal wave with wave-number k = 0.08(µm)−1
in the positive y-direction. Data displayed here are from the x = 120µm cross-section in the 8T
plasma simulation (see figure 7.1), and after 500ps (top), 550ps (middle) and 600ps (bottom)
of laser-heating. The wave at this cross-section propagates approximately 40µm in 100ps, so
that the measured wave speed v+ ≈ 4.0 × 105ms−1 compares well with the predicted speed
of 3.6 × 105ms−1 given in the previous figure (figure 7.14). Notice that the phase difference
between the two perturbations is approximately 0.7pi ≈ 3pi/4.
7.5 Instability Saturation
The spatial dependence of the phase velocity means that magnetothermal waves are
refractive, a feature apparent in the snapshots of the instability shown at the start of this
chapter in figure 7.1. Indeed, by considering two points on a wave-front separated by a
distance ∆x, then (after taking the limit ∆x→ 0) we see by figure 7.16 that if the front
is parallel to the x-axis at time t = 0, then at a later time t the wave-vector k will have
rotated to an angle θ(t) with the x-axis such that
1
tan θ(t)
= − lim
∆x→0
(
v+(x+ ∆x)− v+(x)
∆x
)
t = −
(
∂v+
∂x
)
t. (7.52)
This is an important feature of magnetothermal instability because the principal source
term SP ∝ sin θ is a direct function of propagation angle. Thus, since sin(pi/6) = 1/2,
the time taken ts for SP to halve in magnitude is that for which θ(t) = pi/6, i.e.,
ts = −
√
3
(
∂v+
∂x
)−1
. (7.53)
For the x = 120µm cross-section considered in figure 7.15, close to the maximum region
of instability growth with γ+ ≈ 14(ns)−1, reference to figure 7.14 indicates a halving time
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Figure 7.16: Refraction of the magnetothermal wave due to spatial dependence of the phase
velocity v+(x) (blue arrows). At time t = 0 the wave-front (dashed line) is parallel to the x-axis;
however, two points on the front separated by ∆x move at different speeds, and at a later time
t the difference in their y-position is given by ∆y = ∆v+t, where ∆v+ = v+(x + ∆x)− v+(x).
At this point the wave-vector k is now at an angle θ to the x-axis, with tan θ = −∆x/∆y or
1/ tan θ = −(∆v+/∆x)t.
by equation (7.53) of ts ≈ 1ns. Clearly, for the instability to have a noticeable effect we
require the perturpations to undergo many e-foldings during this period, that is,
γ+ts  1. (7.54)
This condition is easily satisfied for the parameters relevant to Froula’s experiment; in-
deed, for the values of ts and γ+ above we have γ+ts ≈ 14. And for the peak wave-numbers
and growth-rates displayed in our plots of the dispersion curves in figures 7.6 and 7.7, we
expect γ+ts to be even larger.
Naturally, refraction of the wave also changes the perturbation wavelength. More specif-
ically, if by a time t the wave-vector has rotated to an angle θ(t) from an initial angle
θ(0) = pi/2, then the wave-number k(t) at time t will be given by
sin θ(t) =
k(0)
k(t)
. (7.55)
For the sin θ = 1/2 scenario described above, this means that the wave-number doubles
as the wave refracts, i.e., k(ts) = 2k(0), an effect likely to enhance diffusive effects and
further suppress instability. Of course, along with the increase in wave-number there will
be other mechanisms which act to inhibit the growth of unstable waves (the neglected
second-order terms in our theory, for example). However, ts represents a useful estimate of
the instability saturation time, and finding a concise method for approximating (∂v+/∂x)
would be an important future theoretical development.
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7.6 Experimental Relevance
The conditions of Froula et al. simulated in this chapter provide an obvious case of rele-
vance for the magnetothermal instability, with characteristic wavelengths λM = 2pi/kM ∼
40µm and peak growth times tM = 1/γM ∼ 50ps, well within the nanosecond time-scale
of the experiment. One consequence of the instability in this context is the deformation
of thermal energy profiles. Indeed, by periodically concentrating the radial heat-flow into
‘fingers’ the instability enhances the spread of thermal energy (see figure 7.2), possibly
undermining Froula’s proposal of using fields to suppress non-local heat-transport [9].
Our method for characterising this effect is to compare temperature profiles from one-
dimensional (and thus stable) simulations, with those derived from two-dimensional un-
stable runs. In planar geometry, with a perturbation in the y-direction, average profiles
are found by calculating a mean temperature at each cross-section T¯e(x, t), where
T¯e(xi, t) =
1
ny
j=ny−1∑
j=0
Te(xi, yi, t), (7.56)
with ny as the resolution in the y-direction, xi and yj as cell co-ordinates, and i and j
as cell indices (see 5.2.1). Adopting this approach for the plasma shown in figure 7.1,
after 900ps of heating we find increased spreading of energy relative to the stable case
and cooling of the central region (see figure 7.17). Intriguingly, Froula et al. detected a
similar signature in their experimental data [9].
Though the magnetothermal instability may increase thermal transport relative to stable
scenarios, the imposition of magnetic fields in Froula’s experiment nevertheless reduces
thermal flux when compared with unmagnetised conditions, leading to higher tempera-
tures near the laser-spot [9]. One outcome of such temperature confinement is a reduction
in local density. Indeed, to maintain pressure balance with Pe = neTe, the density near
the laser-spot must reduce as the temperature rises, and broadly speaking, the longer
the confinement, the greater the reduction in density or ‘hollowing out’ of the plasma.
Froula et al. exploited this effect with some success to create ‘plasma channels’, using
an experimental arrangement and applied fields effectively identical to that of their heat-
flow investigation above [10]; though for this subsequent study both Helium (Z = 2) and
Nitrogen (Z = 7) gas-jets were probed. Despite the difference in number density ne and
atomic number Z for these media, peak wavelengths and growth-rates of the magnetother-
mal instability are similar in each (see table 7.3). However, the Lorentz approximation
of our model is strictly valid only for high atomic number [14], and modifications to the
transport coefficients due to changes in Z have not been included in these estimates.
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Figure 7.17: Temperature profiles calculated by ctc simulation (left), and results sourced
from Froula’s investigation [9] (right). The ctc data are taken after 900ps heating of a plasma
initially magnetised at 8T: from one-dimensional simulation in the stable case (black curve);
and from conditions identical to those in figure 7.1 in the unstable case (blue curve). Note that
Froula’s data is from investigation of a 12T plasma after 1.6ns of heating in cylindrical geometry:
both one-dimensional lasnex simulation (black curve) and experiment (blue squares) [9].
As with Froula’s earlier investigations, the experimental conditions relevant to the for-
mation of plasma channels are well suited to simulation by ctc and its hydrodynamic
counterpart ctc+, and will be briefly discussed in the following chapter when hydro-
dynamics is added to the model. The remainder of this section, therefore, is devoted
to more speculative estimates of the magnetothermal instability’s possible impact, using
the equations for ΓM and KM in §7.3.2: first, to experiments by Li et al. designed to
study magnetic field structures on the surface of plasma bubbles [104, 105, 106]; and
second, to both Inertial Confinement [3, 5, 24, 31] and Magneto-Intertial Fusion [6, 7, 8]
(see figure 7.18). Nevertheless, these further estimates, which assume lT ∼ −lB and are
highly preliminary, should be treated with some caution. They are summarised alongside
those for Froula’s work [9, 10] in table 7.3.
Conditions Te B ne Z lT χ Λ λT τT γM λM
(Units) (keV) (T) (1021cm−3) (n/a) (µm) (n/a) (n/a) (µm) (ps) (ns−1) (µm)
Froula et al. [9] 0.4 4 0.015 7 150 2.5 20 30 2.5 20 40
Froula et al. [10] 0.2 3 0.00075 2 200 40 70 400 50 10 25
Li et al. [106] 0.4 10 0.0035 3.5 100 45 75 200 20 25 10
I.C.F. [31] 2.5 40 0.25 2 300 60 550 200 10 50 5
M.I.F. [8, 7] 1.0 1000 200 1 5 2 10 0.1 0.006 15 5
Table 7.3: Estimated growth-rates and characteristic wavelengths λM = 2pi/kM for the
magnetothermal instability in various experimental contexts. Excepting M.I.F., for which
lT /lB ∼ 0.5 is used, the antiparallel relationship −lT ∼ lB is assumed in each case.
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7.6.1 Field Structures on the Surfaces of Plasma Bubbles
Unlike Froula’s experiments, in which large fields were imposed on a uniform gas-jet, Li
et al. [104, 105] studied the evolution of magnetic fields self-generated on the surface of
plasma bubbles. In Li’s case, the plasma is formed by irradiating a plastic foil (CH, Z =
3.5) with a nanosecond laser-pulse of intensity ∼ 1014Wcm−2 focused to a 800µm spot:
during the illumination phase (. 1ns) plasma is blown from the foil as an hemispherical
bubble and continues to expand—preserving approximate cylindrical symmetry co-axial
with the beam—after the laser is turned off (& 1ns). Li et al. measured strong fields
∼ 0.3MG = 30T along the surface of the bubbles and attributed them to generation by the
∇Te×∇ne mechanism (see §2.5.1). Most importantly for our present discussion, however,
their observations included detection of periodic symmetry breaking in the magnetic field
structure, perpendicular to both the field and temperature gradients [104, 105].
Li’s initial studies were mainly of observational importance [104, 105], and it was only in
later work that a mechanism for symmetry breaking in terms of magneto-hydrodynamic
instability was proposed [106]. The model itself shall not be considered here, but we note
that its linear phase predicts growth-rates ∼ 1ns−1; since these are insufficient to explain
the magnitude of the structures over the ∼ 2ns experimental time-scale, Li et al. reference
secondary ‘explosive’ non-linear processes not fully described. However, reducing the field
strength estimate to 10T (to account for generation up to 30T), the group’s parameters
suggest that the magnetothermal instability would have a characteristic growth-rate γM ∼
25ns−1 and wavelength λM ∼ 10µm in this context, and could account for the field
structure without appeal to secondary mechanisms (see table 7.3). Indeed, this value
for λM compares well with the characteristic instability length-scale of 10µm seen in
lasnex simulations of the bubble [106]. Nevertheless, since the fields in this experiment
are azimuthal, magnetic tension could act to stabilise the magnetothermal mechanism.
Further work is needed to assess the robustness of our model outside planar geometry.
7.6.2 Inertial Confinement and Magneto-Inertial Fusion
Estimates for the magnetothermal instability growth-rates under Inertial Confinement
Fusion (I.C.F.) conditions are based on computational data. Indeed, using values taken
from lasnex simulations of a methane filled hohlraum (CH4, Z = 2) by Glenzer et al.
[31]—which show magnetic field structures of approximately 0.4MG = 40T extending
over scales of > 0.5mm—the equations for ΓM and KM in §7.3.2 predict γM ∼ 50ns−1,
with characteristic wavelength λM ∼ 5µm (see table 7.3). These values suggests that the
instability could in principle take effect during nanosecond heating of the hohlraum.
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Figure 7.18: Schematic of an M.I.F. implosion. The Deuterium (D2) fuel is compressed (solid
arrows) by a shock-wave launched from the surface of its containing liner (red) due to laser driven
ablation. The initial seed field Bz (dashed arrow) is trapped and compressed alongside the fuel,
magnifying the flux density by several orders of magnitude [8] (see §1.4.3).
For Magneto-Inertial Fusion (M.I.F.) studies, in which magnetic-fields are directly im-
posed on the imploding target (see figure 7.18 and §1.4.3), there exist more detailed
simulation data concerning field gradients [8, 6, 7]. Following a 4ns implosion of the
target—to compress both the seed field and Deuterium fuel (D2, Z = 1)—electron tem-
perature and field gradients are parallel, with lT ∼ 5µm and lB ∼ 10µm [7, 8]. Since
this makes lT/lB ∼ 0.5, M.I.F. conditions post implosion are very much on the boarder
of the 1 > lT/lB requirement for magnetothermal relevance (see §7.3.1). Calculating
the instability growth-rates and characteristic wavelength for these parameters, we find
γM ∼ 15ns−1 and λM ∼ 5µm. However, owing to the sensitivity of this estimate to the
value of lT/lB, and because the M.I.F. hotspot radius ∼ 10µm is comparable to λM ,
the impact of the magnetothermal instability in this context is somewhat questionable.
Sadly, there is insufficient data to assess its relevance during the compression phase.
7.7 Summary
We have derived a linear theory for a new magnetothermal instability in laser produced
plasmas (§7.1), which predicts propagating waves with growing amplitude for a range of
wave-numbers, and have shown that this theory compares favourably with both classical
transport (ctc) and kinetic (impact) simulation (§7.4). The instability is unique in the
sense that it arises solely from feedback between classical transport processes, specifically
the Nernst effect and Righi-Leduc heat-flow (§7.2), the unusual nature of which is re-
sponsible for driving magnetothermal waves. The magnetothermal waves are themselves
refractive (§7.5), and though other mechanisms may also be important—effects arising
from the second-order terms neglected in the analysis, for instance—this feature is likely
to contribute to instability saturation.
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The linear theory does not yield simple expressions for either the dimensionless peak
wave-number KM or growth-rate ΓM ; however, both these parameters may be estimated
from numerical data and knowledge of the dimensionless temperature length-scale LT
(§7.3). Broadly speaking, it has been possible to show that ΓM ∝ L−2T , meaning that
the dimensional growth-rate obeys γM ∝ (λT/lT )2. Work to derive useful analytical
approximations for KM and ΓM is ongoing.
Estimates of the growth-rate provide some suggestion that the instability may be active
in both I.C.F. hohlraums and experiments recently conducted by Li et al. [104, 105,
106], though these calculations are preliminary (§7.6). However, the investigations by
Froula et al. [9, 10], which were used as the basis for simulation data in this chapter,
almost certainly represent a context in which the magnetothermal instability is important.
Indeed, average temperature profiles derived from unstable simulations indicate that the
instability can increase thermal energy transport compared to stable one-dimensional
runs, and this may have consequences for attempts to suppress non-local heat-flow using
magnetic fields. What is more, the enhanced spreading in ctc simulation is qualitatively
similar to Froula’s findings (see figure 7.17), suggesting a possible a means of verifying
our theory experimentally. Further numerical investigation in cylindrical geometry, using
ctc+ to account for hydrodynamics, is needed to establish whether this is the case.
Naturally, there are a number of theoretical questions about the instability awaiting
solution: the implications of planar and curved magnetic fields, and the importance of
kinetic effects in particular. Indeed, because γM ∝ (λT/lT )2, we expect the instability
to grow most rapidly when (λT/lT )
2 is relatively large, in which case the f
2
term in the
Cartesian tensor expansion (describing anisotropic pressure) should be retained in the
model (see §2.6). However, since hydrodynamic motion and density gradients are already
included in our basis equation set, it is questions about the role of these effects—currently
absent from our analysis of the magnetothermal instability—that we shall now attempt
to answer.
Chapter 8
Hydrodynamics and the
Magnetothermal Instability
Our analysis of the magnetothermal instability in the previous chapter is strictly valid
only when both density gradients and hydrodynamical effects may be neglected. As we
shall see, however, neither of these conditions hold in the context of our chosen exper-
imental test case—the investigations of Froula et al. [9]—and, since ctc+ simulation
shows that the instability remains active even when they do not (see figures 8.1 and 8.2),
this chapter is devoted to refining our analysis to include both effects.
The following sections will be divided along similar lines to those in Chapter 7. The
basic equations needed to extend the validity of the model are outlined in §8.1, alongside
various assumptions employed to simplify the description. Indeed, since the full linear
theory of the magnetothermal instability inclusive of hydrodynamical effects is somewhat
involved, only the key results, such as the newly modified dispersion relation and cut-off
wave-numbers, shall be presented here (see §8.2). More complete details of the linear
theory are included as supplementary reading in Appendix H.
As in §7.4, the refined analytical description of the instability is tested by comparing the
growth-rates predicted by our new dispersion relation with those measured from non-
linear simulation of Froula’s experiment [9] (see §8.3); though in this case the transport
code is run as ctc+, i.e., the version of ctc with coupled hydrodynamical flow (specifics
relating to each simulation are supplied in Appendix G). Finally, since the inclusion of
density gradients introduces a contribution to instability from ∇Te×∇ne magnetic field
generation, in §8.4 we shall compare the magnetothermal source term with that of the
field generating thermal instability [16, 17, 78, 82] discussed in chapters 3 and 4.
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Figure 8.1: Heating run of an 8T magnetised plasma with hydrodynamical effects included
(i.e., simulation by ctc+). This snapshot has been taken at 300ps after the addition of a 1%
octopole perturbation to the field, i.e., B → B + δB sin(8θ), where tan θ = (y/x). The plasma
is then heated for a further 160ps, during which time the magnetothermal instability takes hold
(see figure 8.2).
8.1 Basic Equations and Main Assumptions
The inclusion of hydrodynamics means that plasma quantities are dependent on the values
of four time-dependent variables: in addition to the temperature Te and the magnetic
field B, we must now account for the rate of change of both the electron number density
ne and the bulk flow velocity C. Naturally this means our two governing equations (see
§7.1) must be expanded to a set of four. Indeed, Faraday’s Law and the energy equation,
∂B
∂t
= −∇× E, (8.1)
and
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = U˙L, (8.2)
respectively, which formed the basis of our description in Chapter 7, must be augmented
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Figure 8.2: Magnetothermal instability active during ctc+ simulation of circular spot heat-
ing, that is, with hydrodynamics included. This snapshot is taken following 160ps heating of
the perturbed plasma shown in figure 8.1 (i.e., 460ps total). Notice, as in figure 7.3, that the
radial heat-flow becomes concentrated into ‘fingers’ (bottom left) which then act to enhance
the spread of thermal energy.
by the two time-dependent hydrodynamic equations, the continuity and momentum equa-
tions, which are respectively
∂ne
∂t
+∇ · (neC) = 0, (8.3)
and Rneme
[
∂C
∂t
+ (C · ∇)C
]
= −∇
(
B2
2µ0
+ neTe
)
where R =
ρi
ρe
. (8.4)
Here R is the ratio of the ion mass density ρi = nimi to the electron mass density
ρe = neme, with mi as the ionic mass and quasi-neutrality forcing ne ≈ Zni. Note
that alongside laser heating by U˙L, the energy equation has been modified to include
compressive heating in neTe∇ · C, while the electric field is transformed in the Ohmic
heating term such that E → E + C × B. Customarily, we shall use Ampe`re’s Law
∇×B = µ0j to express the current in terms of the magnetic field.
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As in Chapter 7 the electric field E and heat-flow q are given by the classical Ohm’s Law
and heat-flow equation
ene(E + C×B) = −Te∇ne + j×B + me
eτB
αc · j− neβc · ∇Te (8.5)
and q = −neτBTe
me
κc · ∇Te − ψ′ · jTe
e
, with ψ′ = ψc +
5
2
I, (8.6)
respectively. However, due to the added complexity arising from hydrodynamic effects,
notice that here we do not use the super-Gaussian forms; indeed, though these may be
included in principle, they complicate the description beyond that required for our present
discussion (see Appendix H). Throughout our analysis we shall use the the rationalised
notation for transport effects introduced in Chapter 7. Nevertheless, the inclusion of
density gradients ∇ne 6= 0 in Ohm’s Law necessitates use of a new coefficient cG to
account for magnetic field generation by the ∇Te ×∇ne mechanism, in particular
cG =
cB
2χ
λ2T
τT
, (8.7)
where cB = 3
√
pi/4, χ is the Hall parameter, and λT and τT are the thermal mean-free-
path and collision-time respectively. This notation is restated alongside its corresponding
dimensionless form in table 8.1.
Before proceeding to a discussion of the perturbation theory and dispersion relation, note
that in what follows we shall assume that the square of the sound speed vs greatly exceeds
the square of the Alfve´n speed vA, i.e.,
v2s
v2A
 1 where vA =
(
B20
ρi0µ0
)1/2
and vs =
(
γcP0
ρi0
)1/2
, with γc =
5
3
, (8.8)
as the ratio of specific heats. This approximation is essentially equivalent to demanding
that the ratio of the thermal to magnetic pressure is large; that is, β  1, with
β =
Thermal pressure
Magnetic pressure
=
n0T0
B20/2µ0
=
2
γc
v2s
v2A
=
6
5
v2s
v2A
=
c2BΛ
2
χ2
=
4
3
aN
aE
 1, (8.9)
where Λ = λT/δ is the ratio of the thermal mean-free-path λT to the collisionless skin-
depth δ, and aN and aE are the Nernst and Ettingshausen advection coefficients respec-
tively (see table 8.1). This inequality is combined with the Λ condition given in the
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Coefficient Definition Dimensionless Version
Thermal diffusion dT =
cB
3
λ2T
τT
κ⊥ DT =
cB
3
κ⊥
Resistive diffusion dR =
δ2
cBτT
α⊥ DR =
α⊥
cBΛ2
Nernst advection aN =
cB
2χ
λ2T
τT
β∧ AN =
cB
2χ
β∧
Ettingshausen advection aE =
2χ
3cB
δ2
τT
ψ∧ AE =
2χψ∧
3cBΛ2
Righi-Leduc heat-flow cκ =
cB
3
χ
∂κ∧
∂χ
λ2T
τT
Cκ =
cB
3
χ
∂κ∧
∂χ
Magnetic field generation by ∇Te ×∇ne cG = cB
2χ
λ2T
τT
CG =
cB
2χ
Table 8.1: Restatement of the rationalised notation for effects arising from both collisional
transport and the ∇Te × ∇ne magnetic field generation mechanism. As in table 7.1, each
coefficient has the dimensions [Length]2[Time]−1, so that a corresponding dimensionless version
may be defined after multiplying through by τT /λ
2
T and using Λ = λT /δ (right-hand column).
previous chapter, namely Λ & max{1, χ} (see equation (7.23) in §7.1.3), to form the
stronger assumption
Λ2  max{1, χ2}. (8.10)
Though this inequality is key to simplifying our description, the mathematical reasoning
behind its employment has several aspects which we leave for more complete discussion
in §H.6 of Appendix H. Indeed, for present purposes it is sufficient to note that its use
permits the neglect of a number of somewhat awkward terms in the analysis: first, as
in Chapter 7, non-linear terms in the perturbation theory arising from Ohmic heating
(see §7.1.3); second, in combination with the local approximation klT,B  1, terms in
β⊥ and α∧ (see §7.1.5); third, contributions from the Hall field j×B when compared to
those due to field generation cG; fourth, heat-flow advection associated with the current
(terms in aC , see table 7.1); and fifth (in effect), perturbations to the magnetic pressure
compared with those to thermal pressure in the momentum equation (8.4). Hence the
absence of coefficients for the thermoelectric term cβ, corrections to the Hall field cˆH and
advective heat-flow aC in table 8.1 when compared with table 7.1: providing inequality
(8.10) holds—as it does for many laser-plasma conditions, including those of Froula et al.
[9] (see table 8.2)—these coefficients may be neglected.
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8.2 Outline Theory and Dispersion Relations
The basic perturbation theory of the magnetothermal instability with coupled hydrody-
namic motion is essentially identical to our previous analysis in §7.1.3, and is discussed
at much greater length in Appendix H; only the outline derivation is given here. In
zeroth-order we assume that the governing equations are satisfied by solutions of the
form Te = T0(x, t), B = B0(x, t), ne = n0(x, t) and C = C0(x, t) = C0(x, t)xˆ, that is,
time-dependent quantities which vary in the x-direction only and with respective length-
scales lT , lB, ln and lC , such that
1
lT
=
1
T0
∂T0
∂x
,
1
lB
=
1
B0
∂B0
∂x
,
1
ln
=
1
n0
∂n0
∂x
, and
1
lC
=
1
C0
∂C0
∂x
, (8.11)
which we take to be of similar magnitude, i.e., |lT | ∼ |lB| ∼ |ln|. To these zeroth-
order solutions we add wavelike perturbations with wave-number k and frequency ω,
propagating at an angle θ to the x-axis of the system, that is
Te = T0 + δT, δT = δT
′ exp[i(k · r− ωt)], (8.12a)
B = B0 + δB, δB = δB
′ exp[i(k · r− ωt)], (8.12b)
ne = n0 + δn, δn = δn
′ exp[i(k · r− ωt)], (8.12c)
and C = C0 + δC = C0xˆ + δC, δC = δC
′ exp[i(k · r− ωt)]kˆ = δCkˆ, (8.12d)
where δT ′, δB′, δn′ and δC ′ are complex and kˆ = k/|k|. In addition we make the local
approximation for each of the length-scales, i.e.,
|klT,B,n,C |  1 and
∣∣∇(l−1T,B,n,C)∣∣ . 1l2T,B,n,C (8.13)
⇒ O
(∣∣∣∣∇2T0k2T0 , ∇
2B0
k2B0
,
∇2n0
k2n0
,
∇2C0
k2C0
∣∣∣∣) . 1k2l2T,B,n,C  1.
Now, the addition of the continuity and momentum equations to form a set of four
governing equations means that—after substitution of the perturbed forms into equations
(8.1), (8.2), (8.3) and (8.4), subtraction of the zeroth-order solutions, and neglect of
appropriate terms—we obtain four equations in terms of the unknowns δT , δB, δn and
δC (see §H.3.1, §H.3.2 and §H.3.3 of Appendix H), rather than two as we did in the
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previous chapter (see §7.1.3). Upon elimination of δT , δB, δn and δC, we thus obtain a
quartic dispersion relation in ω and k (see §H.5) rather than the quadratic we found in
§7.1.4. This relation is conveniently expressed in terms of a characteristic velocity
v =
ω
k
− C0 cos θ, (8.14)
where C0 cos θ is simply the component of the bulk flow moving in the same direction as
the wavelike perturbation, and by making use of the dimensionless notation
Ω = ωτT , K = kλT , V =
v
vT
, Vs =
vs
vT
, and LT,B,n =
lT,B,n
λT
, (8.15)
with λT , τT and vT = λT/τT as the thermal mean-free-path, collision time and velocity
respectively (cf. §7.3). Indeed, when combined with the coefficients given in table 8.1,
these definitions mean that the dispersion relation may be written as
V 2
{
V 2 +
[
(iKDT − VB) + iKDR
]
V
+
[
(iKDT − VB)iKDR + 14SG − 14SP iK + 14SEK2
]}
−V 2s
{
V 2 +
[
3
5
(iKDT − VB) + iKDR
]
V
+
[
3
5
(iKDT − VB)iKDR + 320ΛGSG − 320SP iK + 320SEK2
]}
= 0, (8.16)
(cf. equation (H.69) in Appendix H) where the dimensionless velocity VB, source terms
SG, SP and SE, and parameters ΛG and ΛB are given by
SG = 4
CκCG
LTLn
sin2 θ, ΛG =
(
1 +
Ln
LT
)
, SP = 4AN
σB
LT
Cκ sin θ, SE = 4ANAE
VB = σB
Cκ
LT
(
LT
LB
− LT
Ln
)
sin θ =
SPLT
4ANLB
ΛB and ΛB =
(
1− LB
Ln
)
. (8.17)
On first impression the quartic of equation (8.16) may appear somewhat imposing; how-
ever, closer inspection reveals that most of its features are very similar to those previously
encountered in Chapter 7. The main damping terms due to thermal (DT ) and resistive
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(DR) diffusion are identical to those before, as is the source term SE ∝ ANAE describ-
ing coupling between Nernst (AN) and Ettingshausen (AE) advection. Furthermore, the
velocity VB is only slightly modified by the parameter ΛB, thereby incorporating diver-
gence in the Righi-Leduc heat-flow (Cκ) due to density gradients Ln 6= ∞ (see §7.1.1);
while the principal magnetothermal source term SP ∝ CκAN , which describes feedback
between the Righi-Leduc heat-flow and the Nernst effect, is trivially altered by neglect of
heat-flow advection associated with the current (i.e., no term in AC , cf. equation (7.37)).
Indeed, the only genuinely new term is SG ∝ CκCG, which introduces coupling between
the Righi-Leduc heat-flow (Cκ) and ∇Te × ∇ne field generation (CG): that is, the well
documented field generating source term discussed in chapters 3 and 4 [16, 17, 78, 82].
That the dispersion relation is a quartic represents more of a challenge, since it precludes
meaningful direct solution. Nevertheless, writing it as we have done in equation (8.16),
a form constituting two terms in curly brackets ‘{}’ of similar magnitude, suggests two
limits for which approximate solutions may be found. Indeed, by defining both a Classical
Transport (CT) and Hydrodynamical (HD) regime (cf. Hirao and Ogasawara [78]):
Classical Transport (CT) Regime: V 2  V 2s and (8.18a)
Hydrodynamical (HD) Regime: V 2  V 2s , (8.18b)
the quartic dispersion relation may be approximated as a quadratic comprising either the
first (CT regime) or second (HD regime) term in curly brackets and solved accordingly
(see figures 8.3 and 8.4). These regimes are discussed further in the following subsections.
8.2.1 Classical Transport (CT) Regime
Temporarily assuming a wave propagation angle θ = pi/2, inequality (8.18a) yields
V 2  V 2s ⇒ Ω2  V 2s K2, (8.19)
i.e., in the classical transport (CT) regime we assume instability rates Ω greatly exceed
those due to hydrodynamics VsK. As stated above, providing this condition holds only
the first set of curly brackets need be retained in equation (8.16), and either V 2 = 0 or
V 2 + [(iKDT − VB) + iKDR]V +
[
(iKDT − VB)iKDR + 14SG − 14SP iK + 14SEK2
]
= 0.
(8.20)
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Figure 8.3: Dispersion relations for unstable modes calculated from one-dimensional ctc+
simulation profiles of a 6T magnetised plasma: after 500ps of laser heating and at the cross-
section x = 120µm. Here the curves correspond to predictions in both the classical transport
(solid curve) and the hydrodynamical (dashed curve) regimes described in §8.2.1 and §8.2.2 re-
spectively. Growth-rates of the thermal and field perturbations measured from two-dimensional
perturbed simulations (red and blue crosses respectively) are also included (see §8.3). The data
used to calculate the theoretical curves are summarised in table 8.2 of §8.3.
Thus, discarding the unphysical solution V 2 = 0 and solving the quadratic equation
(8.20), we arrive at the simplified dispersion relation
ΩCT =
1
2
{
(VB + 2[C0/vT ] cos θ)K − (DT +DR) iK2
±
√
[(DT −DR) iK2 − VBK]2 − SGK2 + SP iK3 − SEK4
}
, (8.21)
where the dimensionless frequency Ω has been denoted ΩCT to emphasise assumption of
condition (8.18a). As might be expected, taking C0 = 0 and ∇ne = 0, so that Ln →∞,
this result reduces to our earlier expression in §7.3. Here, in a similar fashion to that
adopted in §7.3.1, the positive root solution to equation (8.21) may be shown to yield
unstable solutions for wave-numbers obeying |K| < |KCT| (see figures 8.3 and 8.4), where
KCT is the cut-off wave-number in the CT regime, and defined by
K2CT =
[
S2P
4
(
1 +
DRLT
ANLB
ΛB
)(
1− DTLT
ANLB
ΛB
)(
1
DT +DR
)2
+ SG
][
1
4DTDR − SE
]
.
(8.22)
Since, KCT reduces to our previous cut-off Kc when Ln → ∞ (see equation (7.42)), the
net contribution from density gradients in the CT regime, as we have already observed, is
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to modify VB by the factor ΛB (accounting for additional divergence in the Righi-Leduc
heat-flow), and to introduce a new source term SG describing feedback between the Righi-
Leduc heat-flow and field generation from the temperature perturbation∇δT×∇n0. That
SG should be identified with the field generating source term discussed in chapters 3 and 4
[16, 17, 78, 82], may be justified by considering the low-field limit χ→ 0 with θ = pi/2; in
this case the dispersion relation of equation (8.21) reduces to that of the field generating
instability (see §3.1.1), with a cut-off KG given by
K2G =
1
4DTDR
(
2c2B
3LTLn
∂κ∧
∂χ
)
=
SG
4DTDR
= lim
χ→0
K2CT. (8.23)
As pointed out by Fruchtman and Strauss [79], this means that in a magnetised plasma,
with χ & 1 and ∂κ∧/∂χ < 0, the field generating source term can drive instability when
the temperature and density length-scales are anti-parallel, i.e., LTLn < 0. Indeed, from
the definition of KCT, we see that SG combines with the magnetothermal source term SP
to enhance instability whenever SG > 0, suppressing it otherwise.
8.2.2 Hydrodynamical (HD) Regime
In the hydrodynamical (HD) regime, condition (8.18b) is equivalent to assuming hydro-
dynamic rates VsK greatly exceed those due to instability Ω, i.e.,
V 2s  V 2 ⇒ V 2s K2  Ω2, (8.24)
where again we have temporarily taken θ = pi/2. In this case we retain only the second
set of curly brackets in equation (8.16), and either V 2s = 0 (which is unphysical) or
V 2 +
[
3
5
(iKDT − VB) + iKDR
]
V
+
[
3
5
(iKDT − VB)iKDR + 320ΛGSG − 320SP iK + 320SEK2
]
= 0. (8.25)
Solving for V , and thereby Ω, we thus arrive at the dispersion relation
ΩHD =
1
2
{
(3
5
VB + 2[C0/vT ] cos θ)K −
(
3
5
DT +DR
)
iK2
±
√[(
3
5
DT −DR
)
iK2 − 3
5
VBK
]2 − 3
5
ΛGSGK2 +
3
5
SP iK3 − 35SEK4
}
, (8.26)
8.2 Outline Theory and Dispersion Relations 181
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.50
5
10
15
20
25
Wavenumber k (µm)−1
G r
o w
t h
 R
a t
e  
γ =
ℑ
{ ω
}  (
n s
)− 1
12T Field, Cross−section x=120µm, Growth−rate at 700ps
 
 
Theory (CT regime)
Theory (HD regime)
CTC+ (Temperature)
CTC+ (B−field)
Figure 8.4: Dispersion relations for unstable modes calculated from one-dimensional ctc+
simulation profiles of a 12T magnetised plasma: after 700ps of laser heating and at the cross-
section x = 120µm. As in figure 8.3, the curves correspond to predictions in both the classical
transport (solid curve) and the hydrodynamical (dashed curve) regimes described in §8.2.1 and
§8.2.2 respectively; while growth-rates of the thermal and field perturbations measured from
two-dimensional perturbed simulations (red and blue crosses respectively) are also included (see
§8.3). The data used to calculate the theoretical curves in this case are also summarised in table
8.2 of §8.3.
where—in a similar fashion to the previous subsection—the dimensionless frequency Ω
has been denoted ΩHD to emphasise assumption of condition (8.18b).
The similarity between the form of ΩCT and ΩHD indicates that instability growth-rates
are comparable in both classical transport and hydrodynamical regimes: a feature evident
in the dispersion curves of figures 8.3 and 8.4. Indeed, aside from the factors of 3
5
= γ−1c ,
where γc is the ratio of specific heat capacities for an ideal gas, the only new feature of
equation (8.26) compared to (8.21) is the introduction of a parameter ΛG = (1 +Ln/LT ).
This term is a direct consequence of introducing density perturbations δn 6= 0 (see figure
8.5): multiplying by ΛG ensures that the field generating source term SG accounts for
generation due to both ∇δT ×n0 and ∇T0×δn in the ∇Te×∇ne mechanism. This effect
was first noted by Ogasawara et al. [78] and means that the field generating thermal
instability can be active in unmagnetised plasmas (χ = 0) when LTLn < 0 (cf. §3.1.1).
As in §8.2.1, the positive root solution to equation (8.26) yields unstable solutions for
wave-numbers obeying |K| < |KHD| (see figures 8.3 and 8.4), where in this case KHD is
the cut-off wave-number in the HD regime, and defined by
K2HD =
[
3
5
S2P
4
(
1 +
DRLT
ANLB
ΛB
)(
1− 3DTLT
5ANLB
ΛB
)(
1
3
5DT +DR
)2
+ ΛGSG
][
1
4DTDR − SE
]
.
(8.27)
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Figure 8.5: Plots of both the electron number density (left) and pressure Pe = neTe (right)
corresponding to the simulation data given in figure 8.2; i.e. following 160ps heating of the
perturbed plasma shown in figure 8.1 (that is, 460ps total).
8.3 Comparison of Theory with Simulation
The dispersion relations derived from the linear theory may be compared with full non-
linear simulation by repeating the procedure described in the previous chapter (see §7.4).
In this case, however, the hydrodynamical version of our code ctc+ is used for both
the one-dimensional simulations—those used to obtain data for generating the dispersion
curves (see table 8.2)—and the two-dimensional simulations from which growth-rates are
are measured discretely. However, unlike our comparisons in Chapter 7, we now have two
dispersion curves for each profile (see figures 8.3 and 8.4), referring to either the classical
transport (CT) or hydrodynamical (HD) regimes defined in equation (8.18). It should be
noted that neither may necessarily correspond to the actual plasma conditions.
As shown in table 8.3, the instability growth-rates γ = ={ω} determined from simulation
results may be used in place of the complex frequency ω to estimate how far either of
Field Te/keV ne/10
21cm−3 χ Λ lT /µm lB/µm ln/µm λT /µm rL/µm τT /ps
6T 0.392 0.0149 2.4 20.5 -190 129 592 ∼ 28 ∼ 16 ∼ 2.4
12T 0.436 0.0142 6.1 26.0 -152 152 235 ∼ 37 ∼ 8 ∼ 3.0
Table 8.2: Summary of data used to generate the dispersion curves in figures 8.3 and 8.4, for
both the Classical Transport (CT) and Hydrodynamical (HD) regimes. Here the first column
labelled ‘Field’ refers to the initial uniform magnetic flux density |B| applied at time t = 0,
while the x-position of the cross-section is x = 120µm in each case (cf. table 7.2). The final
three columns give approximate values for the thermal mean-free-path λT , Larmor radius rL
and collision time τT , computed using the formulæ in §A.2 of Appendix A.
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Reference vs/kms
−1 vA/kms−1 (vs/vA)2 kM/µm−1 γM/ns−1 v2/v2s = (γM/kMvs)
2
Figure 8.3 177 17 ≈ 100 ≈ 0.14 ≈ 15 ≈ 0.37
Figure 8.4 187 36 ≈ 25 ≈ 0.18 ≈ 10 ≈ 0.09
Table 8.3: Comparison between the peak growth-rate γM and characteristic hydrodynamic
rate kMvs at the cross-sections used to calculate the dispersion curves in figures 8.3 and 8.4.
Here kM is the peak wave-number; vs and vA are the sound and Alfve´n speeds respectively.
these CT or HD conditions hold. Indeed, for the data in figure 8.3, simulation indicates
a peak wave-number kM and growth-rate γM such that
γ2M
v2sk
2
M
=
Γ2M
V 2s K
2
M
≈ 0.37 . 1, (8.28)
where ΓM = γMτT , so that neither hydrodynamic nor instability rates dominate dynam-
ics: the plasma is intermediate between the two regimes. Nevertheless, for the data in
figure 8.4 we have
γ2M
v2sk
2
M
=
Γ2M
V 2s K
2
M
≈ 0.09 1, (8.29)
indicating relative dominance of hydrodynamic rates and association with the hydrody-
namical regime. With these points in mind, the ctc+ numerical data lend compelling
support to our theoretical analysis: measured rates lie broadly between the CT and HD
curves in figure 8.3, and are more closely aligned with the HD curve in figure 8.4.
8.4 Dominant Instability Mechanism
Since the inclusion of both density gradients and hydrodynamics introduces the field
generating source term SG into our dispersion relation, it is appropriate to consider how
its impact compares with that due to the magnetothermal source SP . For example,
in §8.2.1 we saw that field generation enhances instability in the CT regime whenever
SG > 0, and in the HD regime this result may be generalised by inspection of equation
(8.27) to the condition ΛGSG > 0. Indeed, the cut-off wave-numbers KCT and KHD
provide a natural means of assessing the dominance of each mechanism.
Before proceeding, recall AN ≈ DT (see figure 2.6) so that by our initial assumption
Λ2  max{1, χ2} we have (see H.6 of Appendix H)
DR
AN
≈ DR
DT
 1. (8.30)
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This inequality, combined with our assumption |LT | ∼ |LB| ∼ |Ln|, means that we
can define characteristic wave-numbers KCTP and KHDP , describing the approximate
contributions to the cut-off wave-numbers from the magnetothermal mechanism, in the
CT and HD regimes respectively:
K2CTP =
C2κ sin
2 θ
L2T
(
1− LT
LB
ΛB
)(
4
4DTDT − SE
)
(8.31a)
and K2HDP =
5
3
C2κ sin
2 θ
L2T
(
1− 3LT
5LB
ΛB
)(
4
4DTDT − SE
)
. (8.31b)
Indeed, by these definitions we have
K2CT ≈ K2CTP +K ′2G and K2HD ≈ K2HDP + ΛGK ′2G , (8.32)
where K ′G is the contribution from the field generating source term, i.e.,
K ′2G =
CκCG sin
2 θ
LTLn
(
4
4DTDT − SE
)
, (8.33)
and as such tends to KG in the low χ limit (see equation (8.23)). Broadly speaking, this
means that the magnetothermal mechanism dominates over the field generating mecha-
nism in either the classical transport or hydrodynamical regimes whenever
CT regime:
|K2CTP |
|K ′2G |
=
∣∣∣∣CκCG
(
Ln
LT
− Ln
LB
+ 1
)∣∣∣∣ > 1 (8.34a)
or HD regime:
|K2HDP |
|ΛGK ′2G |
=
∣∣∣∣CκCG
(
5Ln
3LT
− Ln
LB
+ 1
)(
LT
LT + Ln
)∣∣∣∣ > 1, (8.34b)
where the ratio |Cκ/CG| is plotted in figure 8.6. Evaluating these ratios using the
scale-lengths and Hall parameters given in table 8.2, we find |K2CTP/K ′2G | ≈ 8.5 and
|K2HDP/ΛGK ′2G | ≈ 5.2 for the dispersion curves in figure 8.3, while |K2CTP/K ′2G | ≈ 3.1 and
|K2HDP/ΛGK ′2G | ≈ 8.5 for the curves in figure 8.4: that is, the magnetothermal mechanism
takes a share of the overall cut-off by between ∼ 75% and ∼ 90%. Such dominance in the
hydrodynamical regimes is in fact necessary for instability, since in these cases the field
generating mechanism acts to suppress the growth of unstable modes, i.e., ΛGSG < 0.
However, the ratio |Cκ/CG| is small at low magnetisations (see figure 8.6), implying
that the magnetothermal mechanism will usually only represent the primary source of
instability when χ & 1.
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Figure 8.6: The ratio |Cκ/CG| = 23χ2|∂κ∧/∂χ| plotted as a function of Hall parameter, where
Cκ and CG are the Righi-Leduc and field-generating coefficients respectively (see table 8.1).
8.5 Summary
The main purpose of this chapter has been to incorporate effects arising from density gra-
dients and hydrodynamics into the theoretical model of the magnetothermal instability,
thereby extending its validity (§8.1 and 8.2). In so doing, we found that the dispersion
relation for wavelike perturbations became quartic; however, by defining both a classical
transport (CT) and a hydrodynamical (HD) regime, for which instability rates Ω are
much greater than and much less than hydrodynamical rates V 2s K
2 respectively (§8.2.1
and §8.2.2), we showed that the dispersion relation may be approximated by two dis-
tinct forms, each similar to that found in the previous chapter. Since these CT and HD
variants of the dispersion relation are of comparable magnitude, we concluded that hydro-
dynamical effects do not seriously impact on overall instability growth-rates. Indeed, the
dispersion relations were compared with growth-rates measured from ctc+ simulation in
§8.3, where we found good agreement between our theory and numerical solution.
The most important consequence of including hydrodynamics and density gradients in
the theory has been the introduction of a source term arising from feedback between
∇Te×∇ne magnetic field generation and the Righi-Leduc heat-flow: the well known field
generating instability mechanism [16, 17, 78, 82], which we discussed earlier in chapters
3 and 4. Since this can either combine or compete with our newly described magne-
tothermal effect, we compared the contribution to instability from each mechanism in
§8.4. In the experiment of Froula et al. [9]—used again in this chapter as our context
for simulation—we found that the magnetothermal mechanism should represent the pri-
mary source of instability; indeed, in the hydrodynamical regime the field generating
mechanism is not itself unstable.
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Clearly, the major thrust of the proceeding sections has been theoretical, and having de-
veloped a more robust model of the magnetothermal instability, it would be interesting to
investigate its consequences further numerically. Indeed, in §7.6 of the previous chapter,
we saw that in the experiment of Froula et al. [9] the magnetothermal mechanism can
accelerate cooling of the central region. With a hydrodynamical model it would be possi-
ble to distinguish between this process and compressional losses due to bulk plasma flow.
Introducing hydrodynamics also means that density profiles could in principle become
seriously distorted. Given the inherent difficulty of simulating cylindrical geometry on
the Cartesian mesh employed by ctc+, it has not been possible to study the evolution of
the instability over time-scales long enough for such distortion to occur (see figure 8.5).
However, if the density were to follow a similar pattern to either the field or temperature
(see figure 8.2), then the proposal by Froula et al. to use magnetic fields to control plasma
channels would seem questionable [10]. These kinds of investigation are left as possible
areas of future work.
Chapter 9
Conclusions
The work presented here is based on classical transport theory: a model in which the
electron distribution function f is represented by a bulk isotropic component f0, and a
small anisotropic perturbation f1, such that f = f0 + f1 [1]. Assuming that the plasma
is close to thermodynamic equilibrium, f0 may be approximated as a Gaussian, i.e.,
f0 ∝ exp(−[v/vT ]2), where vT is the thermal velocity, and a set of transport coefficients
evaluated to describe phenomena arising from electron-ion collisions. The profound rela-
tionship between magnetic field dynamics and these collisional aspects of plasma trans-
port is a topic of growing interest in laser-plasma theory, and the subject on which this
thesis has focused. Our two themes—the implications of super-Gaussian modifications
to f0, and a new heat-flow driven magnetothermal instability—are summarised below.
9.1 Summary
For plasmas heated by strong inverse-bremsstrahlung (I.B.), which preferentially transfers
energy to slower, more collisional electrons, the isotropic part of the distribution function
may be approximated as a super-Gaussian, i.e., f0 ∝ exp(−[v/αevT ]m), where m ∈ [2, 5]
and αe is a function of m. In this case, a super-Gaussian transport theory may be derived
along similar lines as the classical transport theory described above, thereby modifying
the traditional theory and extending it to include two new coefficients [11].
In Chapter 4, we showed that these new coefficients can both suppress traditional effects
and introduce new phenomena. In particular, we demonstrated suppression of Nernst
advection by up to 80%, magnetic field generation by up to 30%, and diffusive and Righi-
Leduc heat-flow by up to 80% and 90% respectively. The newly introduced phenomena
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both relate to density gradients: first, heat-flow up density gradients; and second, a
magnetic field advection effect in the direction −∇ne, i.e., with the new heat-flow.
The modifications to classical transport theory introduced by super-Gaussian distribu-
tions are largest in initially unmagnetised conditions (i.e., low Hall parameter χ). Con-
sequently, we examined the impact of super-Gaussian transport on the field generating
thermal instability [16, 17]: a context of pronounced feedback in which we expect com-
bined effects to be most apparent. Initial estimates based on parameters taken from
simulations of inertial confinement fusion (I.C.F.) hohlraum conditions [24], suggest that
super-Gaussian distortions to the distribution function can limit the range of instabil-
ity and suppress growth-rates by more than ∼70% relative to the classical transport
case. For more intense inverse-bremsstrahlung heating, this suppression can exceed 80%.
Given the potential significance of super-Gaussian transport, therefore, we developed a
new simulation code ctc to aid further numerical study of the new effects and classical
phenomena more generally (chapters 5 and 6).
A key feature of classical transport theory is the reciprocity between heat-flow and mag-
netic field dynamics; indeed, magnetic fields are both advected with heat-flow, via the
Nernst effect, while simultaneously suppressing and deflecting it, as reduced diffusive and
Righi-Leduc heat-flows respectively. In Chapter 7, we found that this interplay can lead
to a new type of instability in laser-plasmas—the magnetothermal instability—which
compresses magnetic field and distorts temperature profiles by periodically concentrating
the thermal flux [12]. By deriving a linear theory in the absence of both density gradients
and hydrodynamical effects, we showed that the instability is driven purely by collisional
transport processes—specifically the Nernst effect and Righi-Leduc heat-flow mentioned
above—and thus represents a unique phenomenon in laser-plasma interactions. This the-
ory was compared favourably with both classical transport (ctc) and kinetic (impact)
simulations in the context of a nanosecond gas-jet experiment by Froula et al. [9], for
which we predict the instability to have characteristic growth-rates and wavelengths of
∼ 10ns−1 and ∼ 50µm respectively, well within the experimental timescales. Preliminary
calculations suggest that the magnetothermal instability may also take effect in both
I.C.F. hohlraums and experiments recently conducted by Li et al. [104, 105, 106].
Since our initial study of the magnetothermal instability neglected density gradients and
hydrodynamic motion, these effects were included in a more complete analysis in Chapter
8. By examining two limiting cases—a classical transport (CT) and an hydrodynamical
(HD) regime—we showed that it was necessary to modify the theory by introducing the
field generating thermal instability source term [16, 17, 78], which can either complement
or oppose the magnetothermal mechanism in driving unstable waves. However, comparing
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contributions from each source for the conditions of Froula et al. [9], we demonstrated that
magnetothermal effects dominate instability in the CT regime, and are the only source of
unstable feedback in the HD regime. Indeed, in the context of Froula’s investigation [9],
simulation results from ctc+ (the hydrodynamic version of ctc) exhibit similar rates to
those found using ctc in Chapter 7 (∼ 10ns−1).
9.2 Conclusions
Super-Gaussian transport theory represents a useful model for exploring the consequences
of inverse-bremstrahlung (I.B.) distortion to the distribution function without recourse
to kinetic analysis, and provides an intuitive physical picture of some of the associated ef-
fects, such as suppression of heat-flow, magnetic field advection and instability. However,
the extent to which it constitutes a compromise between classical transport and kinetic
modelling warrants further examination. In principle, our new code ctc—the only one
of its kind to include super-Gaussian effects—could be used for this task by benchmark-
ing its output against comparable simulation results from kinetic solvers such as impact
[23]. Indeed, in our investigation of the magnetothermal instability we showed that the
predictions from super-Gaussian theory compared better with impact simulation than
those from traditional classical transport. This result alone implies that more work is
needed to distinguish between modifications to the transport arising from I.B., and those
due to other kinetic effects such as non-locality.
The existence of the magnetothermal instability, which is driven solely by collisional
transport process—and was reported here in detail for the first time—indicates strongly
the need to include both the Nernst effect and Righi-Leduc heat-flow in fluid models of
plasmas for which large cross-field heat-flows are expected, especially those at intermedi-
ate magnetisation. Symmetry breaking by the instability also implies that such modelling
should be two-dimensional. Indeed, planar simulations of the instability in the context
of Froula’s experiment to suppress non-local heat-flow [9], demonstrate that it enhances
the spread of thermal energy relative to stable, one-dimensional runs.
By increasing the rate of thermal spreading in simulations of Froula’s investigation, the
magnetothermal instability acts to prematurely cool the laser-heated region while the
laser is still at full power; it is possible that such a signature could be used to gather
experimental evidence of its onset. Interestingly, Froula’s existing measurements of the
thermal profiles seem to provide some indication of this effect when compared to his
one-dimensional numerical results [9]. By using ctc+ to account for hydrodynamic
compressional cooling, and simulating a cylindrical rather than planar geometry, it may be
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possible to replicate Froula’s experimental results in a more comprehensive computational
study. Indeed, so doing could also help establish the extent to which the magnetothermal
instability affects the distribution of density: while the simulation results given here do
not indicate serious disruption of the density over short timescales < 200ps, on greater
duration & 1ns the instability could compromise proposals to use magnetic fields for the
control of plasma density channels [10]. However, these kinds of numerical investigation,
which might involve updating our computational scheme to more accurately account for
transport outside the Lorentz limit of high atomic number [14], is left as future work.
The current model of the magnetothermal instability assumes a Cartesian geometry in
which magnetic fields B are perpendicular to both vector quantities A and the gradients
of scalars φ, that is, B·A = B·∇φ = 0. Further theoretical refinement is needed to better
assess the instability’s consequences for experiments in which this condition does not hold.
Indeed, the inclusion of both planar and curved magnetic fields would allow us to assess
the importance of magnetic tension, and presumably yield more accurate estimates of
instability growth-rates in laser-plasmas with azimuthal field geometries—those of Li et
al. [104, 105, 106], for example—and possibly even more diverse applications, such as Z-
pinches. Since they might act to stablise perturbations, the planar and curved fields may
constitute particularly important additions to the theory. Kinetic effects are also likely
to be significant; indeed, the impact simulations presented here already suggest some
role for non-locality. Crucially, however, our current model predicts that the instability
will be most active when the ratio of the thermal mean-free path λT to the temperature
length-scale lT is relatively large (i.e., steep temperature gradients); since the need to
retain higher order terms in the Cartesian tensor expansion increases with λT/lT , this
means that both non-locality and anisotropic pressure should be included in the theory.
Clearly the magnetothermal instability remains a rich area for further study.
Appendix A
Equation Set
For ease of reference, the equations constituting the collisional transport model (used
throughout this thesis and as the basis of ctc) are listed below.
Ohm’s law
ene(E + C×B) = −Teγc · ∇ne + j×B + me
eτB
αc · j− ne
(
βc + γc
)
· ∇Te, (A.1)
Heat-Flow Equation
q = −neτBTe
me
(
κc + φc
)
· ∇Te − ψ′ · jTe
e
− τBT
2
e
me
φc · ∇ne, where ψ′ = ψc + 5
2
I (A.2)
Energy Equation
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = 3
2
Cm(m)
neTosc.
τB
, (A.3)
Continuity Equation
∂ne
∂t
+∇ ·
(
neC− j
e
)
=
∂ne
∂t
+∇ · (neC) = 0 since ∇ · j = 0, (A.4)
Ion Momentum Equation
ρi
[
∂C
∂t
+ (C · ∇)C
]
= −∇
(
B2
2µ0
+ Pe
)
, (A.5)
Maxwell’s Equations
Faraday’s Law: ∇× E = −∂B
∂t
, Ampe`re’s Law: ∇×B = µ0j. (A.6)
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In these equations the following parameters apply: the Braginskii collision time τB, de-
fined by the product of the collision time for electrons travelling at the thermal velocity
vT = (2Te/me)
1/2 and the dimensionless constant cB = 3
√
pi/4, that is, τB = cBτT ,
where τT = (v
3
T/4pini[Ze/me]
2 log Λei); the ion number density ni; the atomic number Z;
and the Coulomb logarithm log Λei ≈ 8 given in equation (A.20). The function Cm(m)
determines the rate of inverse bremsstrahlung heating and is defined in Chapter 4 as
Cm(m) =
8picB
9
C(m), where C(m) =
m
4piα3eΓ(3/m)
, (A.7)
α2e =
3Γ(3/m)
2Γ(5/m)
, and Γ(x) =
∫ ∞
0
sx−1e−sds (A.8)
is the gamma function. The transport coefficients, which are functions of the Hall pa-
rameter χ = ωLτB, where ωL = e|B|/me is the Larmor frequency, may be calculated in
the Lorentz limit using a set of polynomial approximations given in Appendix D.
A.1 Dimensionless Recasting
When solving the equations numerically (in both ctc and ctc+), it is expedient to
express them in a dimensionless form. Indeed, by defining a set of normalised variables
derived from an homogeneous reference plasma of atomic number Z, electron number
density n0 and at a temperature T0, we employ the dimensionless ‘tildered’ variables:
r˜ =
r
λ0
, t˜ =
t
τ0
, ∇˜ = λ0∇, ∂
∂t˜
= τ0
∂
∂t
,
τ˜B =
τB
τ0
=
3
√
pi
4
τT
τ0
, n˜ =
ne
n0
, T˜ =
Te
2T0
, T˜osc. =
Tosc.
2T0
,
q˜ =
q
n0mev30
, j˜ =
j
en0v0
, E˜ =
eE
me
τ 20
λ0
, B˜ =
eB
me
τ0,
µ˜ =
(
ωpe0λ0
c
)2
and C˜ =
C
v0
, (A.9)
where v0 = (2T0/me)
1/2 is the thermal velocity, τ0 = (4piv
3
0/ni0[Ze/0me]
2 log Λei) is the
thermal collision time, λ0 = v0τ0 is the thermal mean-free-path, ni0 ≈ n0/Z is the ion
number density, and ωpe0 = (n0e
2/me0)
1/2 is the plasma frequency; all defined for the
reference plasma with c = 1/
√
µ00 as the speed of light.
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Indeed, substitution of these definitions into the collisional transport equation set yields
the dimensionless, normalised equations
Normalised Ohm’s law
(E˜ + C˜× B˜) = − T˜
n˜
γc · ∇˜n˜+ j˜× B˜
n˜
+
1
n˜τ˜B
αc · j˜− (βc + γc) · ∇˜T˜ , (A.10)
Normalised Heat-Flow Equation
q˜ = −n˜τ˜BT˜ (κc + φc) · ∇˜T˜ − ψ′ · j˜T˜ − τ˜BT˜ 2φc · ∇˜n˜, (A.11)
Normalised Energy Equation
3
2
n˜
[
∂T˜
∂t˜
+ C˜ · ∇˜T˜
]
+ n˜T˜ ∇˜ · C˜ + ∇˜ · q˜− (E˜ + C˜× B˜) · j˜ = 3
2
Cm(m)
n˜T˜osc.
τ˜B
, (A.12)
Normalised Continuity Equation
∂n˜
∂t˜
+ ∇˜ · (n˜C˜) = ∂n˜
∂t˜
+ n˜∇˜ · C˜ + C˜ · ∇˜n˜ = 0, (A.13)
Normalised Momentum Equation
Rn˜
[
∂C˜
∂t˜
+ (C˜ · ∇˜)C˜
]
= −∇˜
(
B˜2
2µ˜
+ n˜T˜
)
, where R =
ρi
ρe
≈ mi
Zme
, (A.14)
Normalised Maxwell’s Equations
Faraday’s Law: ∇˜ × E˜ = −∂B˜
∂t˜
, Ampe`re’s Law: ∇˜ × B˜ = µ˜j˜, (A.15)
where, noting that δ = c/ωpe is the collisionless-skin-depth, the following relationships
are often of use:
v˜ =
vT
v0
=
(
2Te/me
2T0/me
) 1
2
= (2T˜ )
1
2 , τ˜B = cB
τT
τ0
= cB
(
vT
v0
)3
n0/Z
ne/Z
=
cB(2T˜ )
3
2
n˜
,
λ˜ =
λT
λ0
=
vT τT
v0τ0
= v˜τ˜T =
(2T˜ )2
n˜
, χ =
e|B|
me
τB =
∣∣∣∣eBme τ0
∣∣∣∣ τBτ0 = |B˜|τ˜B,
and δ˜ =
δ
λ0
=
c
ωpeλ0
=
(
c
ωpe0λ0
)(
n0
ne
) 1
2
=
1
(n˜µ˜)
1
2
. (A.16)
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A.2 Useful Formulæ for Plasma Parameters
With Te and ne measured in keV and cm
−3 respectively throughout, the following formulæ
provide a convenient means for calculating plasma parameters:
Thermal Mean-free-path
(
λT
µm
)
≈ 3
(
log Λei
5
)−1(
Z
10
)−1 ( ne
1021cm−3
)−1( Te
keV
)2
, (A.17)
where λT is measured in microns.
Thermal Electron-Ion Collision Time
(
τT
ps
)
≈ 1
6
(
log Λei
5
)−1(
Z
10
)−1 ( ne
1021cm−3
)−1( Te
keV
)3/2
, (A.18)
where τT is measured in picoseconds.
Hall Parameter and Thermal Larmor Radius
χ =
3
√
pi
4
(
λT
µm
)(
µm
rL
)
≈ 1
4
(
τT
ps
)( |B|
T
)
, (A.19)
where the thermal mean-free path λT and Larmor radius rL are measured in microns, τT
is measured in picoseconds, and |B| is measured in Tesla.
Coulomb Logarithm
log Λei ≈ 6.9− log
(
Z
10
)
+
3
2
log
(
Te
keV
)
− 1
2
log
( ne
1021cm−3
)
, (A.20)
Ratio of Mean-free-path to Collisionless Skin-depth
Λ ≈ (5.48× 10−2)−1
( ne
1021cm−3
)−1/2( Z
10
)−1(
log Λei
5
)−1(
Te
keV
)2
, (A.21)
Quiver Velocity Normalised to the Thermal Velocity
v˜2osc =
(
vosc
vT
)2
= 2T˜osc. ≈
(
0.093
αl
)(
Ilλ
2
l
1015Wcm−2µm2
)(
Te
keV
)−1
, (A.22)
where the laser intensity Il and wavelength λl are measured in Wcm
−2 and µm2 respec-
tively. The dimensionless number αl takes the value αl = 1/2 if the light is linearly
polarised, and αl = 1 if it is circularly polarised (cf. Kingham [46]).
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A.3 Finite Difference Equations
The finite difference equations solved by ctc and ctc+ were discussed in Chapter 5. For
reference, these equations are given below in terms of the coefficient functions. Note that
the following convention for gradient operations is used throughout
∂xg
∗
i,j =
∂g∗i,j
∂x
=
g∗i+1,j − g∗i−1,j
2∆xi
, where 2∆xi = xi+1 − xi−1, (A.23a)
and ∂yg
∗
i,j =
∂g∗i,j
∂y
=
g∗i,j+1 − g∗i,j−1
2∆yj
, where 2∆yj = yj+1 − yj−1, (A.23b)
and g∗i,j is the value of a general scalar at location (xi, yj). The asterisk here is inter-
changeable for ‘n’ (quantities known at time step tn), ‘n+1’ (the quantities we are solving
for at time step tn+1) and ‘∗’ (non-linear quantities that must be iterated for). In subse-
quent subsections all variables are given in normalised form, so that the tilde notation is
dropped for brevity.
A.3.1 Ampe`re’s Law
Ampe`re’s Law is differenced by
∇×Bn+1i,j = µjn+1i,j , (A.24)
which may be written in terms of the coefficient functions as
A1j
n+1
x,i,j + A2B
n+1
i,j+1 + A3B
n+1
i,j−1 = 0 (A.25a)
and A4j
n+1
y,i,j + A5B
n+1
i+1,j + A6B
n+1
i−1,j = 0, (A.25b)
where the A coefficients are given by
A1 = 1, A2 = − 1
2µ∆yj
, A3 = −A2, A4 = 1, A5 = 1
2µ∆xi
, and A6 = −A5,
that is, six coefficient functions.
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A.3.2 Heat-Flow Equation
The heat-flow equation is expressed as
qn+1i,j = −n∗i,jτ ∗B,i,jT ∗i,j(κc∗i,j +φ
c∗
i,j
) ·∇T n+1i,j −
(
ψ′∗
i,j
· j∗i,j + τ ∗B,i,jT ∗i,jφc∗
i,j
· ∇n∗i,j
)
T n+1i,j , (A.26)
which in coefficient function form becomes
Q1q
n+1
x,i,j +Q2T
n+1
i+1,j +Q3T
n+1
i−1,j +Q4T
n+1
i,j+1 +Q5T
n+1
i,j−1 +Q6T
n+1
i,j = 0 (A.27a)
and Q7q
n+1
y,i,j +Q8T
n+1
i+1,j +Q9T
n+1
i−1,j +Q10T
n+1
i,j+1 +Q11T
n+1
i,j−1 +Q12T
n+1
i,j = 0, (A.27b)
where the twelve Q coefficient functions are
Q1 = 1, Q2 =
τ ∗B,i,jn
∗
i,jT
∗
i,j
2∆xi
(κ∗⊥,i,j + φ
∗
⊥,i,j), Q3 = −Q2,
Q4 = −
τ ∗B,i,jn
∗
i,jT
∗
i,j
2∆yj
(κ∗∧,i,j + φ
∗
∧,i,j)
B∗i,j
|B∗i,j|
, Q5 = −Q4,
Q6 =
[
ψ∗⊥,i,jj
∗
x,i,j − ψ∗∧,i,jj∗y,i,j
B∗i,j
|B∗i,j|
+ τ ∗B,i,jT
∗
i,j
(
φ∗⊥,i,j∂xn
∗
i,j − φ∗∧,i,j∂yn∗i,j
B∗i,j
|B∗i,j|
)]
,
Q7 = 1, Q8 =
τ ∗B,i,jn
∗
i,jT
∗
i,j
2∆xi
(κ∗∧,i,j + φ
∗
∧,i,j)
B∗i,j
|B∗i,j|
, Q9 = −Q8,
Q10 =
τ ∗B,i,jn
∗
i,jT
∗
i,j
2∆yj
(κ∗⊥,i,j + φ
∗
⊥,i,j), Q11 = −Q10 and
Q12 =
[
ψ∗∧,i,jj
∗
x,i,j
B∗i,j
|B∗i,j|
+ ψ∗⊥,i,jj
∗
y,i,j + τ
∗
B,i,jT
∗
i,j
(
φ∗∧,i,j∂xn
∗
i,j
B∗i,j
|B∗i,j|
+ φ∗⊥,i,j∂yn
∗
i,j
)]
.
A.3.3 Energy Equation
The energy equation is solved using the following differencing
3
2
n∗i,j
[
T n+1i,j − T ni,j
∆t
+ C∗i,j · ∇T n+1i,j
]
+ n∗i,jT
∗
i,j∇ ·Cn+1i,j
+∇ · qn+1i,j −
(
E∗i,j + C
∗
i,j ×B∗i,j
) · jn+1i,j = 32 n∗i,jTosc.,i,jτ ∗B,i,j (A.28)
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or in coefficient function form
H1T
n+1
i,j +H2q
n+1
x,i+1,j +H3q
n+1
x,i−1,j +H4q
n+1
y,i,j+1 +H5q
n+1
y,i,j−1
+H6T
n+1
i+1,j +H7T
n+1
i−1,j +H8T
n+1
i,j+1 +H9T
n+1
i,j−1
+H10C
n+1
x,i+1,j +H11C
n+1
x,i−1,j +H12C
n+1
y,i,j+1 +H13C
n+1
y,i,j−1
+H14j
n+1
x,i,j +H15j
n+1
y,i,j = T
n
i,j +
Cm(m)∆t
τ ∗B,i,j
Tosc.i,j,
(A.29)
where the fifteen H coefficient functions are
H1 = 1, H2 =
2∆t
3n∗i,j
1
2∆xi
, H3 = −H2, H4 = 2∆t
3n∗i,j
1
2∆yj
, H5 = −H4,
H6 =
∆t
2∆xi
C∗x,i,j, H7 = −H6, H8 =
∆t
2∆yj
C∗y,i,j, H9 = −H8,
H10 =
2∆t
3
1
2∆xi
T ∗i,j, H11 = −H10, H12 =
2∆t
3
1
2∆yj
T ∗i,j, H13 = −H12,
H14 = − 2∆t
3n∗i,j
(E∗x,i,j + C
∗
y,i,jB
∗
i,j) and H15 = −
2∆t
3n∗i,j
(E∗y,i,j − C∗x,i,jB∗i,j).
A.3.4 Faraday’s Law
Faraday’s Law is differenced by
∇× En+1i,j = −
Bn+1i,j −Bni,j
∆t
, (A.30)
which in the coefficient function form is written
F1B
n+1
i,j + F2E
n+1
y,i+1,j + F3E
n+1
y,i−1,j + F4E
n+1
x,i,j+1 + F5E
n+1
x,i,j−1 = B
n
i,j, (A.31)
where the F coefficients are given by
F1 = 1, F2 =
∆t
2∆xi
, F3 = −F2, F4 = − ∆t
2∆yj
, and F5 = −F4,
that is, five coefficient functions.
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A.3.5 Ohm’s Law
The differencing scheme for Ohm’s Law is given by
En+1i,j = −
T n+1i,j γ
c∗
i,j
· ∇n∗i,j
n∗i,j
−
(
C∗i,j −
j∗i,j
n∗i,j
)
×Bn+1i,j +
αc∗
i,j
· jn+1i,j
n∗i,jτ
∗
B,i,j
−
(
βc∗
i,j
+ γc∗
i,j
)
· ∇T n+1i,j ,
(A.32)
which in coefficient function form is
Ω1E
n+1
x,i,j + Ω2T
n+1
i,j + Ω3B
n+1
i,j + Ω4j
n+1
x,i,j + Ω5j
n+1
y,i,j
+Ω6T
n+1
i+1,j + Ω7T
n+1
i−1,j + Ω8T
n+1
i,j+1 + Ω9T
n+1
i,j−1 = 0 (A.33a)
and Ω10E
n+1
y,i,j + Ω11T
n+1
i,j + Ω12B
n+1
i,j + Ω13j
n+1
x,i,j + Ω14j
n+1
y,i,j
+Ω15T
n+1
i+1,j + Ω16T
n+1
i−1,j + Ω17T
n+1
i,j+1 + Ω18T
n+1
i,j−1 = 0, (A.33b)
where the Ω coefficients are
Ω1 = 1, Ω2 =
1
n∗i,j
(γ∗⊥,i,j∂xn
∗
i,j − γ∗∧,i,j∂yn∗i,j
B∗i,j
|B∗i,j|
), Ω3 =
(
C∗y,i,j −
j∗y,i,j
n∗i,j
)
,
Ω4 = −
α∗⊥,i,j
τ ∗B,i,jn
∗
i,j
, Ω5 = −
α∗∧,i,j
τ ∗B,i,jn
∗
i,j
B∗i,j
|B∗i,j|
, Ω6 =
(β∗⊥,i,j + γ
∗
⊥,i,j)
2∆xi
,
Ω7 = −Ω6, Ω8 = −
(β∗∧,i,j + γ
∗
∧,i,j)
2∆yj
B∗i,j
|B∗i,j|
, Ω9 = −Ω8,
Ω10 = 1, Ω11 =
1
n∗i,j
(γ∗∧,i,j∂xn
∗
i,j
B∗i,j
|B∗i,j|
+ γ∗⊥,i,j∂yn
∗
i,j), Ω12 =
(
−C∗x,i,j +
j∗x,i,j
n∗i,j
)
,
Ω13 = −Ω5, Ω14 = Ω4, Ω15 =
(β∗∧,i,j + γ
∗
∧,i,j)
2∆xi
B∗i,j
|B∗i,j|
,
Ω16 = −Ω15, Ω17 =
(β∗⊥,i,j + γ
∗
⊥,i,j)
2∆yj
and Ω18 = −Ω17,
that is, eighteen coefficient functions.
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A.3.6 Continuity Equation
The continuity equation is differenced by
nn+1i,j − nni,j
∆t
+ n∗i,j∇ ·Cn+1i,j + C∗i,j · ∇nn+1i,j = 0, (A.34)
which may be written in terms of the coefficient functions as
N1n
n+1
i,j +N2C
n+1
x,i+1,j +N3C
n+1
x,i−1,j +N4C
n+1
y,i,j+1 +N5C
n+1
y,i,j−1
N6n
n+1
i+1,j +N7n
n+1
i−1,j +N8n
n+1
i,j+1 +N9n
n+1
i,j−1 = n
n
i,j, (A.35)
where the N coefficients are given by
N1 = 1, N2 =
∆t
2∆xi
n∗i,j, N3 = −N2, N4 =
∆t
2∆yj
n∗i,j, N5 = −N4
N6 =
∆t
2∆xi
C∗x,i,j, N7 = −N6, N8 =
∆t
2∆yj
C∗y,i,j and N9 = −N8, (A.36)
that is, nine coefficient functions.
A.3.7 Momentum Equation
Finally, the differencing scheme for the ion momentum equation is
Rn∗i,j
[
Cn+1i,j −Cni,j
∆t
+
(
C∗i,j · ∇
)
Cn+1i,j
]
= −B
∗
i,j
µ
∇Bn+1i,j −n∗i,j∇T n+1i,j −T ∗i,j∇nn+1i,j , (A.37)
which in coefficient function form may be written
M1C
n+1
x,i,j +M2C
n+1
x,i+1,j +M3C
n+1
x,i−1,j +M4C
n+1
x,i,j+1 +M5C
n+1
x,i,j−1
+M6B
n+1
i+1,j +M7B
n+1
i−1,j +M8T
n+1
i+1,j +M9T
n+1
i−1,j +M10n
n+1
i+1,j +M11n
n+1
i−1,j = C
n
x,i,j
(A.38a)
M12C
n+1
y,i,j +M13C
n+1
y,i+1,j +M14C
n+1
y,i−1,j +M15C
n+1
y,i,j+1 +M16C
n+1
y,i,j−1
+M17B
n+1
i,j+1 +M18B
n+1
i,j−1 +M19T
n+1
i,j+1 +M20T
n+1
i,j−1 +M21n
n+1
i,j+1 +M22n
n+1
i,j−1 = C
n
y,i,j,
(A.38b)
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where the twenty-two M coefficients are given by
M1 = 1, M2 =
∆t
2∆xi
C∗x,i,j, M3 = −M2, M4 =
∆t
2∆yj
C∗y,i,j, M5 = −M4.
M6 =
∆t
2∆xi
B∗i,j
µRn∗i,j
, M7 = −M6, M8 = ∆t
2∆xi
1
R
, M9 = −M8,
M10 =
∆t
2∆xi
T ∗i,j
Rn∗i,j
, M11 = −M10,
M12 = 1, M13 =
∆t
2∆xi
C∗x,i,j, M14 = −M13, M15 =
∆t
2∆yj
C∗y,i,j, M16 = −M15
M17 =
∆t
2∆yj
B∗i,j
µRn∗i,j
, M18 = −M17, M19 = ∆t
2∆yj
1
R
, M20 = −M19,
M21 =
∆t
2∆yj
T ∗i,j
Rn∗i,j
and M22 = −M21.
A.3.8 Summary of Difference Equations
There are a total of 87 coefficient functions, meaning that for a mesh resolution of nx
cells in the x-direction and ny cells in the y-direction, the number of non-zero elements
in the equation matrix is 87×nx×ny. Since every point in the mesh is described by four
vector equations and three scalar equations—a total of eleven equations—the equation
matrix has 11nxny × 11nxny elements. Thus, if only the non-zero elements are stored,
the storage data requirement is reduced by the fraction 87/(121nxny) ≈ 8/11nxny (see
the discussion of row-indexed sparse storage mode in §5.3.1).
Appendix B
Fundamental Plasma Parameters
and Dispersion Function
In §2.1 we discussed two key parameters in plasma physics known as the Debye length
λD and plasma frequency ωpe, and for the sake of completeness these are derived in §B.1
and §B.2 below. In addition, the Plasma Dispersion Function—an important function in
plasma theory and an integral aspect of the linear analysis of the Weibel instability [18]
discussed in §3.2—is described in §B.3.
B.1 Debye Length
Consider an initially neutral, fully-ionised plasma made up of two species: ions of atomic
number Z and electrons. Quasi-neutrality of the plasma means that Zne ≈ ni, where ne
and ni are the initial electron and ion number densities respectively. If we introduce a
supplementary ion of charge Ze, then its associated electrostatic potential φ(r), which
varies as a function of radial distance r from its position, will attract a cloud of electrons
leading to a spatially variant electron number density n′e(r). These electrons act in such
a way as to effectively screen-out the potential φ over a length scale known as the Debye
length, and it is this parameter which we now calculate.
The presence of the positive potential means that individual electrons have an energy
given by −eφ(r), so that n′e(r) varies as a Boltzmann distribution [36, 35] given by
n′e(r) = ne exp(eφ(r)/Te), (B.1)
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where Te is the electron temperature in energy units. Thus, combining Maxwell’s equation
∇ · E = ρq/0, where ρq = Zni − en′e(r) is the charge density, with the definition for the
potential E = −∇φ, we arrive at Poisson’s equation
∇2φ = e
0
(ne exp(eφ/Te)− Zni) . (B.2)
Since we expect φ→ 0 as r →∞, the exponential in Poisson’s equation may be expanded
in the limit of small argument [51], that is, expx ≈ 1 + x, for x 1, so that
∇2φ = 1
r2
∂
∂r
(
r2
∂φ
∂r
)
=
(
nee
2
Te0
)
φ, (B.3)
where we have written the Laplacian ∇2 in the form appropriate for spherical-polar-
coordinates [51] and used Zne ≈ ni. It may be seen by direct substitution [36] that this
equation has the solution
φ(r) =
Ze
4pi0r
exp(−r/λD), where λD =
(
Te0
nee2
)1/2
(B.4)
is the Debye length. Since λD describes the spatial scale over which the potential decreases
by a factor 1/e, it is customary to associate this length scale with the characteristic
screening distance in plasmas. Indeed, equation (B.4) means charged particles only ‘see’
each other if their separation is less than ∼ λD.
Finally, recall that the expansion of the exponent in the Boltzmann expression for the
electron number density is only valid if the argument is much less than unity. This
condition is equivalent to demanding that the electrostatic energy of electrons separated
by a Debye length ∼ e2/0λD is much smaller than their thermal energy, that is
e2
0λDTe
=
1
neλ3D
 1. (B.5)
Thus, for effective screening, there must be a large number of electrons within a Debye
volume λ3D.
B.2 Plasma Frequency and Skin-Depth
The electrons’ inertia means that their response to charge imbalance is not instantaneous,
and there is thus a characteristic time-scale for plasma screening. To appreciate this, let
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us consider a transverse, periodic elecromagnetic disturbance in the plasma with wave-
vector k and frequency ω. In this way the electric and magnetic fields may be written
E = E0 exp(i[k · r− ωt]) and B = B0 exp(i[k · r− ωt]) (B.6)
respectively, where r is the position vector, E0 and B0 are complex, and we note that the
transverse nature of the wave means that the fields are perpendicular to k, i.e. k ·E = 0
and k ·B = 0. These fields are governed by Faraday’s Law and Ampe`re’s Law
∇× E = −∂B
∂t
and ∇×B = µ0j + 1
c2
∂E
∂t
(B.7)
respectively, where c = 1/(µ00)
1/2 is the speed of light and, assuming relatively static
ions, the current j is proportional to the mean electron velocity 〈v〉 and given by j =
−ene〈v〉. Note that for an electromagnetic wave |B| = |E|/c, so that for non-relativistic
electron velocities, the magnetic-field may be neglected in the Lorentz force Law and the
current determined by
−ene∂〈v〉
∂t
=
∂j
∂t
=
nee
2
me
E. (B.8)
Here we have implicitly assumed the acceleration ne(∂〈v〉/∂t) to dominate over the time
dependence 〈v〉(∂ne/∂t) in our expression for the rate of change of j. This is justified for
perturbed motion about an equilibrium [35]. Thus, taking the curl of Faraday’s Law and
the time derivative of Ampe`re’s Law, we find
∇× (∇× E) = − ∂
∂t
∇×B and ∂
∂t
(∇×B) = 1
c2
(
1
0
∂j
∂t
+
∂2E
∂t2
)
⇒ ∇× (∇× E) = ∇(∇ · E)−∇2E = − 1
c2
(
nee
2
0me
E +
∂2E
∂t2
)
⇒ ∇(ik · E) + k2E = − 1
c2
(
nee
2
0me
− ω2
)
E, (B.9)
where we have expanded ∇ × (∇ × E) = ∇(∇ · E) − ∇2E in the usual way [51] and
substituted for both j and E using equations (B.8) and (B.6) respectively. Recalling that
the waves are transverse, so that k · E = 0, this equation may be written
ω2 = ω2pe + c
2k2, where ωpe =
(
nee
2
0me
)1/2
(B.10)
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is the plasma frequency. Equation (B.10) is the dispersion relation for electromagnetic
waves propagating through the plasma with frequency ω and wave-number k, which we
shall now consider.
In the limit of very long wavelength perturbations, that is, when k → 0, equation (B.10)
predicts standing wave solutions with ω = ωpe. In this case, the disturbed plasma be-
haves like a simple harmonic oscillator. Indeed, a slab of electrons displaced by a dis-
tance x leaves behind a positive charge-per-unit area enex, thus inducing an electric field
E = (ene/0)x by Gauss’s Law. Since the electrostatic restoring force on the displaced
electrons is mex¨ = −eE, we find x¨ = −(e2ne/me0)x = −ω2pex, i.e. simple harmonic mo-
tion with frequency ωpe (see §2.1). The case where the frequency of the electromagnetic
wave matches the plasma frequencey reflects resonance absorption, all the electromagnetic
wave energy is given up, and the wave is incapable of propagating (k = 0).
Viewing the plasma as an oscillator explains why (B.10) should be a dispersion relation.
Electromagnetic waves with frequency ω > ωpe impart energy to the plasma by driving
plasma oscillations, thus reducing the speed of energy flow from the speed of light c, to
the group speed
∂ω
∂k
=
kc2
(ω2pe + c
2k2)1/2
. (B.11)
Alternatively, the situation may be interpreted as electrons taking energy from the wave
and moving so as to screen its effects. Since their characteristic response time is the
inverse of the plasma frequency, electrons can only partially screen waves with frequency
greater than ωpe. Nevertheless, if ωpe > ω, then equation (B.10) predicts imaginary
solutions for the wave-number k, such that
k =
i
δs
, where δs =
c
(ω2pe − ω2)1/2
. (B.12)
Thus, after choosing a geometry for which r is parallel to k, and substituting k ·r = kr =
ir/δs into equation (B.6), we find
E ∝ exp(−r/δs), (B.13)
that is, the amplitude of the electric field decays with r. The electrons are able to
respond quickly enough to totally screen the disturbance and the wave is evanescent: it
can propagate only a characteristic distance δs, known as the skin-depth.
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Finally, by the definition in equation (B.13), we see that if ωpe  ω, then
δs ≈ c
ωpe
= δ, (B.14)
and the expression for δs simplifies to the collisionless-skin-depth denoted by δ.
B.3 Plasma Dispersion Function
If ζ = x+iy is a complex number with x, y ∈ R and ={ζ} > 0, then the plasma dispersion
function Z(ζ) may be defined by
Z(ζ) =
1√
pi
∫ ∞
−∞
e−s
2
(s− ζ)ds, (B.15)
where ζ, the argument of the function, is the ratio of wave phase velocity to the plasma
thermal velocity [85] (cf. §3.2, where we had ζ = ω/kuy). Furthermore, if x = 0 and
y > 0, then Z(ζ) may be written
Z(iy) = i
√
piey
2
[1− erf(y)], where erf(y) = 2√
pi
∫ y
0
e−s
2
ds (B.16)
is the error function of y [85]. Note that for integrals such as that of equation (3.21) in
§3.2, some expenditure of effort may be avoided by recognising the relationship
1√
pi
∫ +∞
−∞
se−s
2
(s− ζ)ds =
1√
pi
∫ +∞
−∞
(s− ζ)e−s2
(s− ζ) +
ζe−s
2
(s− ζ)ds
=
1√
pi
∫ +∞
−∞
e−s
2
ds+
ζ√
pi
∫ +∞
−∞
e−s
2
(s− ζ)ds
= 1 + ζZ(ζ). (B.17)
Finally, for x→ 0, the plasma dispersion relation may be expanded in the limit of large
argument y  1 as [85]
Z(ζ) = ipi1/2 exp(−ζ2)− 1
ζ
(
+
1
2ζ2
+
3
4ζ4
+
15
8ζ4
+ . . .
)
. (B.18)
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Appendix C
Fokker-Planck Equation and
Rosenbluth Potentials
The long-range nature of the Coulomb force means that collisions between particles oc-
cur simultaneously within the Debye volume λ3D. Consequently, in the usual ensemble
approach to plasma-kinetics, average deflections due to the combined impact of large
numbers of collisions have a probabilistic effect on the evolution of the distribution func-
tion [33]. This is the essence of the Fokker-Planck approach used in our treatment of
collisions in §2.1.4.
C.1 Fokker-Planck Equation
Let us assume that at time t the distribution function of electrons is f(v−∆v, t). Over a
time interval ∆t the velocity of the particles changes by ∆v, so that at a later time t+∆t
the distribution function is f(v, t+ ∆t). Defining ψ(v−∆v,∆v)d3∆v as the probability
of such a transition in a time ∆t, and integrating over all possible changes in the velocity
vector, we have [33]
f(v, t+ ∆t) =
∫
f(v −∆v, t)ψ(v −∆v,∆v)d3∆v, where
∫
ψ(v,∆v)d3∆v = 1
(C.1)
by definition. That ψ is not a function of time is a consequence of our assuming the
process to be Markovian: a stochastic (random) process for which the immediate future
state of a system depends on conditions at the present time only, not on its history.
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Recalling the dominance of small angle collisions, we note that ψ vanishes rapidly with
∆v, meaning that we can Taylor expand the functions on both sides of equation (C.1)
and neglect higher order terms in ∆v to give [33, 36, 40]
f(v, t+ ∆t) = f(v, t) +
(
δf
δt
)
c
∆t and (C.2a)
f(v −∆v, t)ψ(v −∆v,∆v) = fψ −∆v · ∇v(fψ) + 1
2
∆v∆v : ∇v∇v(fψ) (C.2b)
where (δf/δt)c is the rate of change of the distribution function due to collisions; f and ψ
represent f(v, t) and ψ(v,∆v) respectively. Since v and ∆v are independent coordinates,
we can integrate equation (C.2b) over ∆v to define expectation values
〈∆v〉 = 1
∆t
∫
ψ(v,∆v)∆vd3∆v (C.3a)
and 〈∆v∆v〉 = 1
∆t
∫
ψ(v,∆v)∆v∆vd3∆v, (C.3b)
and combine the result with equations (C.1) and (C.2a) to give the Fokker-Planck equa-
tion
(
δf
δt
)
c
= −∇v · (f〈∆v〉) + 1
2
∇v∇v : (f〈∆v∆v〉) . (C.4)
The first and second terms on the right hand side may be thought of as representing
advection and (anisotropic) diffusion of the distribution function in velocity space re-
spectively [109]: in the first case with velocity 〈∆v〉, and in the second with diffusion
coefficient 〈∆v∆v〉/2. In the above form, however, the Fokker-Planck equation repre-
sents a formal expansion of the (δf/δt))c term [36]. To calculate the integrals in 〈∆v〉
and 〈∆v∆v〉/2 we need an expression for ψ, a problem which we consider below.
C.2 Rosenbluth Potentials
The beauty of the Fokker-Planck approach is that the details of simultaneous multiple
collisions may be ignored so long as we are able to find characteristic probabilities for the
deflections of particles after traversing a Debeye volume. In what follows, we shall outline
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the approach to this problem used by Rosenbluth et al. [41] in which the assumption is
made that probabilities per-unit-time from multiple collisions are identical to those from
binary collisions (the justification for which is beyond the scope of this thesis).
Consider the binary collision between a particle of species α and a scatterer of species β
discussed in §2.1.3, in which the relative speed is u and the collision angle is χ. In
a time ∆t the volume swept out by the Rutherford cross-section for the collision is
Vσ = σ(χ, u)dΩu∆t. In addition, since the number density of particles of species β
with velocity vβ is given by fβ(vβ)d
3vβ (see §2.1.1), we expect a volume [fβ(vβ)d3vβ]−1
to contain a single scatterer of this kind. Thus, the probability per-unit-time that the
scattered particle of species α ‘meets’ a single scatterer of species β this way is [110]
Vσ
[fβ(vβ)d
3vβ]−1
(∆t)−1 = fβ(vβ)σ(χ, u)udΩd
3vβ. (C.5)
Crucially, because this expression represents the probability of a deflection by χ, this
equation provides a means for calculating the expectation value of the associated change
in velocity ∆vα(χ). Indeed, after forming the product of the right-hand-side with either
∆vα or ∆vα∆vα, integrating over all possible scattering angles χ and all velocities vβ,
and summing over all scatterer species, we find that the expectation values per-unit-time
given in equation (C.3) may be written
〈∆v〉 =
∑
β
∫ ∫
fβσ(χ, v)u∆vdΩd
3v (C.6a)
and 〈∆v∆v〉 =
∑
β
∫ ∫
fβσ(χ, v)u∆v∆vdΩd
3v. (C.6b)
Equations (C.6a) and (C.6b) are the starting point for the approach adopted by Rosen-
bluth et al. [41] in their derivation of the form of the Fokker-Planck equation for particle
collisions mediated by inverse-square Coulomb fields. Indeed, after transferring to the
zero-momentum frame of the collision, performing the integral, transforming back, and
defining Rosenbluth potentials Hα(vα) and Gα(vα),
Hα(vα) =
∑
β
Z2β
mα +mβ
mβ
∫
f(vβ)
|vα − vβ|d
3vβ (C.7a)
and Gα(vα) =
∑
β
Z2β
∫
|vα − vβ|f(vβ)d3vβ, (C.7b)
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respectively, the Fokker-Planck equation for particles of species α may be written as
(
δf
δt
)
c
= −Γα∇vα · (fα∇vαHα) +
1
2
Γα∇vα∇vα : (fα∇vα∇vαGα), (C.8)
where Γα =
Z2αe
4
4pi20m
2
α
log Λαβ, Λαβ =
λD
b0
and b0 =
ZαZβe
2
4pi0mαβu2
.
The appearance of both the Debye length λD and the impact parameter for right-angle
scattering b0(u), in the so-called Coulomb logarithm log Λαβ, reflects the fact that we
consider all collisions to take place within a Debye volume (λ3D). At distances greater
than λD the Coulomb fields which mediate interactions are ‘screened-out’ (see §2.1 and
appendix B.1). In fact, the use of a maximum impact parameter λD, and thus minimum
collision angle χ = θmin., is necessary to prevent some of the integrals diverging in our
derivation of equation (C.7) [41].
Indeed, because b0 is a function of u, Zβ and mαβ, it should strictly have been taken
neither outside the derivatives in equation (C.8), nor outside the summations in equa-
tions (C.7). Nevertheless, this move is necessary for the tractability of the analysis, and
characteristic values must be assumed for u, Zβ and mαβ. For electron distributions it
is natural to use the thermal velocity, setting u = vT , and replace the reduced mass mαβ
with the electron mass me. Thus, for a plasma consisting of electrons and a single ion
species of atomic number Z = Zβ, we have
Λei ≈ 8pi
Z
neλ
3
D and Γe = 4pi
(
e2
4pi0me
)2
log Λei. (C.9)
Fortunately, any errors arising from these approximations are mitigating by the inherently
weak dependence of the logarithm upon the precise value of large arguments [41]. As a
final point of interest, note that writing Λei in this way suggests a convenient method for
calculating log Λei similar to that of Boyd and Sanderson [36], that is,
Λei ≈ 103 ×
(
Z
10
)−1(
Te
keV
)3/2 ( ne
1021cm−3
)−1/2
⇒ log Λei ≈ 6.9− log
(
Z
10
)
+
3
2
log
(
Te
keV
)
− 1
2
log
( ne
1021cm−3
)
. (C.10)
where Te and ne are measured in keV and cm
−3 respectively (see §A.2).
Appendix D
Transport: Coefficients & Geometry
For reference, the rational polynomial fits to the transport coefficients with Hall Param-
eter χ = ωLτB provided by Ridgers et al. [11] are given in §D.1; the derivatives of these
polynomials with respect to χ are also included in §D.2. The motivation behind the
transport geometry itself—the splitting up of transport effects into tensors with ‘perp’
(⊥) and ‘wedge’ (∧) components—is discussed in §D.3.
D.1 Transport Coefficients
The polynomial fits for both the ‘old’ and ‘new’ transport coefficients are:
α⊥ = a2 − (α1χ+ α0)
(χ2 + a1χ+ a0)
, α∧ =
χ(α′1χ+ α
′
0)
(χ3 + a′2χ2 + a
′
1χ+ a
′
0)
s
, (D.1)
β⊥ =
(β1χ+ β0)
(χ3 + b2χ2 + b1χ+ b0)8/9
, β∧ =
χ(β′1χ+ β
′
0)
(χ3 + b′2χ2 + b
′
1χ+ b
′
0)
, (D.2)
κ⊥ =
(κ1χ+ κ0)
(χ3 + k2χ2 + k1χ+ k0)
, κ∧ =
χ(κ′1χ+ κ
′
0)
(χ3 + k′2χ2 + k
′
1χ+ k
′
0)
, (D.3)
ψ⊥ =
(δ1χ+ δ0)
(χ3 + d2χ2 + d1χ+ d0)s
, ψ∧ =
χ(δ′1χ+ δ
′
0)
(χ3 + d′2χ2 + d
′
1χ+ d
′
0)
, (D.4)
γ⊥ = 1− (γ1χ+ γ0)
(χ2 + c1χ+ c0)
, γ∧ = − χ(γ
′
1χ+ γ
′
0)
(χ3 + c′2χ2 + c
′
1χ+ c
′
0)
, (D.5)
φ⊥ = − (φ1χ+ φ0)
(χ3 + p2χ2 + p1χ+ p0)
, and φ∧ = − χ(φ
′
1χ+ φ
′
0)
(χ3 + p′2χ2 + p
′
1χ+ p
′
0)
, (D.6)
where the constants for the polynomial fits are given in tables D.1 and D.2 for super-
Gaussian power m ∈ {2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0}. The values of s are 8/9, 11/12, 17/18
and 35/36 for m=2.0, 2.5, 3.0 and 3.5 respectively; and 1 for m ≥ 4.0.
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m 2.0 2.5 3.0 3.5 4.0 4.5 5.0
α0 17.2 5.01 3.69 0.00520 0.0119 0.0193 0.0243
α1 5.52 1.59 0.638 0.247 0.156 0.101 0.0667
a0 24.7 11.2 11.7 0.0225 0.0653 0.130 0.196
a1 20.5 11.3 11.3 1.04 0.831 0.692 0.599
a2 0.989 0.745 0.621 0.548 0.502 0.470 0.446
α′0 184.0 26.6 5.47 4.06 10.7 1.61 0.145
α′1 2.16 1.09 0.710 0.557 0.518 0.296 0.190
a′0 356.0 52.1 11.6 10.1 30.2 5.48 0.602
a′1 2300.0 271.0 49.3 36.7 101.0 15.6 1.68
a′2 189.0 52.6 20.7 19.2 42.6 13.2 4.28
β0 612.0 302.0 177.0 119.0 86.4 67.1 54.7
β1 5.38 4.13 3.48 3.09 2.83 2.65 2.53
b0 830.0 415.0 246.0 165.0 121.0 94.0 76.7
b1 3880.0 1570.0 786.0 459.0 300.0 212.0 159.0
b2 246.0 154.0 107.0 81.7 66.0 55.7 48.6
β′0 3.52 2.27 1.51 1.09 0.885 1.30 0.743
β′1 1.45 1.39 1.36 1.33 1.31 0.786 1.29
b′0 0.316 0.328 0.299 0.273 0.264 0.267 0.281
b′1 4.32 2.71 1.73 1.24 1.02 0.928 0.893
b′2 8.16 6.10 4.84 4.11 3.70 3.45 3.30
κ0 10.6 6.74 4.34 3.05 2.42 2.14 2.02
κ1 3.13 2.98 2.89 2.82 2.78 2.74 2.72
k0 0.694 0.662 0.563 0.484 0.447 0.443 0.458
k1 8.49 5.07 3.08 2.09 1.64 1.44 1.35
k2 10.6 7.82 6.08 5.08 4.52 4.20 4.01
κ′0 0.230 0.172 0.149 0.138 0.131 0.127 0.125
κ′1 2.50 2.32 2.20 2.12 2.07 2.03 2.00
k′0 0.00130 0.00214 0.00318 0.00433 0.00554 0.00674 0.00795
k′1 0.0211 0.0299 0.0433 0.0592 0.0763 0.0939 0.111
k′2 0.453 0.491 0.526 0.551 0.568 0.580 0.587
Table D.1: Tabulated constants for the coefficients in the rational polynomial fits to the
transport coefficients α⊥, α∧, β⊥, β∧, κ⊥ and κ∧ with m. Table provided by Ridgers [111].
D.2 Derivatives of the Transport Coefficients
The derivatives of ‘old’ polynomial fits to the transport coefficients with respect to χ are:
∂α⊥
∂χ
=
(α1χ+ α0)(2χ+ a1)
(χ2 + a1χ+ a0)2
− α1
(χ2 + a1χ+ a0)
, (D.7)
∂α∧
∂χ
=
(2α′1χ+ α
′
0)
(χ3 + a′2χ2 + a
′
1χ+ a
′
0)
s
− sχ(α
′
1χ+ α
′
0)(3χ
2 + 2a′2χ+ a
′
1)
(χ3 + a′2χ2 + a
′
1χ+ a
′
0)
s+1
, (D.8)
∂β⊥
∂χ
=
β1
(χ3 + b2χ2 + b1χ+ b0)8/9
− 8
9
(β1χ+ β0)(3χ
2 + 2b2χ+ b1)
(χ3 + b2χ2 + b1χ+ b0)17/9
, (D.9)
∂β∧
∂χ
=
(2β′1χ+ β
′
0)
(χ3 + b′2χ2 + b
′
1χ+ b
′
0)
− χ(β
′
1χ+ β
′
0)(3χ
2 + 2b′2χ+ b
′
1)
(χ3 + b′2χ2 + b
′
1χ+ b
′
0)
2
, (D.10)
∂κ⊥
∂χ
=
κ1
(χ3 + k2χ2 + k1χ+ k0)
− (κ1χ+ κ0)(3χ
2 + 2k2χ+ k1)
(χ3 + k2χ2 + k1χ+ k0)2
, (D.11)
and
∂κ∧
∂χ
=
(2κ′1χ+ κ
′
0)
(χ3 + k′2χ2 + k
′
1χ+ k
′
0)
− χ(κ
′
1χ+ κ
′
0)(3χ
2 + 2k′2χ+ k
′
1)
(χ3 + k′2χ2 + k
′
1χ+ k
′
0)
2
. (D.12)
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m 2.0 2.5 3.0 3.5 4.0 4.5 5.0
δ0 612.0 101.0 23.2 15.5 31.0 5.21 0.455
δ1 5.38 2.67 1.70 1.30 1.18 0.655 0.408
d0 830.0 131.0 31.6 23.6 51.8 10.5 1.10
d1 3880.0 540.0 113.0 75.1 155.0 27.6 2.76
d2 246.0 76.5 31.6 27.8 53.2 17.8 5.32
δ′0 3.52 0.676 0.161 0.0626 0.0329 0.0203 0.0137
δ′1 1.45 0.893 0.616 0.456 0.354 0.283 0.233
d′0 0.316 0.115 0.0437 0.0243 0.0170 0.0133 0.0109
d′1 4.32 0.904 0.281 0.185 0.167 0.163 0.163
d′2 8.16 3.59 2.04 1.44 1.12 0.904 0.754
γ0 0.00 0.000330 0.00358 0.0138 0.0317 0.0514 0.0689
γ1 0.00 0.0591 0.0976 0.120 0.132 0.137 0.139
c0 1.00 0.00320 0.0216 0.0662 0.133 0.197 0.248
c1 0.00 0.551 0.570 0.585 0.602 0.611 0.608
γ′0 0.00 1.30 1.11 0.719 0.477 0.369 0.326
γ′1 0.00 0.202 0.300 0.354 0.387 0.410 0.426
c′0 1.00 3.52 2.27 1.37 0.886 0.682 0.602
c′1 0.00 25.0 11.6 5.41 2.95 2.05 1.68
c′2 0.00 16.9 10.9 7.46 5.67 4.77 4.28
φ0 0.00 4.18 3.57 2.34 1.49 1.08 0.902
φ1 0.00 0.402 0.587 0.686 0.744 0.782 0.809
p0 1.00 8.37 5.22 3.08 1.88 1.33 1.10
p1 0.00 51.5 23.9 11.1 5.73 3.61 2.76
p2 0.00 23.8 15.2 10.1 7.44 6.05 5.32
φ′0 0.00 0.0179 0.00220 0.0238 0.0251 0.0261 0.0271
φ′1 0.00 0.169 0.274 0.345 0.395 0.433 0.462
p′0 1.00 0.00562 0.00652 0.00759 0.00871 0.00984 0.0109
p′1 0.00 0.0628 0.0774 0.0980 0.120 0.142 0.163
p′2 0.00 0.846 0.822 0.805 0.789 0.771 0.754
Table D.2: Tabulated constants for the coefficients in the rational polynomial fits to the
transport coefficients ψ⊥, ψ∧, γ⊥, γ∧, φ⊥ and φ∧ with m. Table provided by Ridgers [111].
The derivatives of the fits to the ‘new’ transport coefficients with respect to χ are:
∂ψ⊥
∂χ
=
δ1
(χ3 + d2χ2 + d1χ+ d0)s
− s(δ1χ+ δ0)(3χ
2 + 2d2χ+ d1)
(χ3 + d2χ2 + d1χ+ d0)s+1
, (D.13)
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, (D.14)
∂γ⊥
∂χ
=
(γ1χ+ γ0)(2χ+ c1)
(χ2 + c1χ+ c0)2
− γ1
(χ2 + c1χ+ c0)
, (D.15)
∂γ∧
∂χ
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′
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2 + 2c′2χ+ c
′
1)
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′
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, (D.16)
∂φ⊥
∂χ
=
(φ1χ+ φ0)(3χ
2 + 2p2χ+ p1)
(χ3 + p2χ2 + p1χ+ p0)2
− φ1
(χ3 + p2χ2 + p1χ+ p0)
, (D.17)
and
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χ(φ′1χ+ φ
′
0)(3χ
2 + 2p′2χ+ p
′
1)
(χ3 + p′2χ2 + p
′
1χ+ p
′
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2
− (2φ
′
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′
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′
1χ+ p
′
0)
. (D.18)
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D.3 Transport Geometry
In magnetised plasmas, the unit vector in the direction of the magnetic field b = B/|B|
provides a natural axis of reference with which to describe transport phenomena. In-
deed, if we consider a general transport process driven by s (for example, in the case
of conductive heat-flow s = ∇Te), then s and b may be used to construct a basis
{[b(b · s)], [b× (s× b)], [b× s]} of mutually orthogonal vectors (see figure D.1).
Transport processes may be thus split into three directions: some in the plane containing
s and b, which are separated by an angle θ (see figure D.1), in the directions b(b · s) and
b×(s×b); and some normal to it, in the direction b×s. We begin by considering the two
planar components. Firstly, transport in the same direction as the magnetic field will be
proportional to the component of s parallel to b, i.e. ∝ |s| cos θ. Since |b(b·s)| = |s| cos θ,
the transport in this direction may be written η‖b(b ·s), where η‖ is a transport coefficient
of proportionality to be calculated. Secondly, transport perpendicular to the magnetic
field will be proportional to the component of s perpendicular to b, that is ∝ |s| sin θ,
Since |b×(s×b)| = |s| sin θ, the transport in this direction may be written η⊥b×(s×b),
where η⊥ is another transport coefficent. [Note: s = b(b · s) + b× (s× b)].
Transport normal to the plane, a consequence of the Lorentz force ‘bending’ electrons
out of it, is slightly more subtle. Transport in this direction is proportional to the
component of s perpendicular to the magnetic field, which determines the magnitude of
the Lorentz force, and so again proportional to the component of s perpendicular to b.
Since |b× s| = |s| sin θ, the transport in this direction may be written η∧b× s, where η∧
is our third and final transport coefficient.
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Figure D.1: Three diagrams narrating the construction of the transport geometry as follows:
i) first, the driving force s and magnetic field unit vector b are defined in an x-y-z co-ordinate
system; ii) second, two further vectors orthogonal to b are formed, namely b×s and b×(s×b);
iii) third, the vector b is re-scaled to a length |b(b · s)|, so that s = b(b · s) + b × (s × b).
Furthermore, by defining an angle θ between s and b, it is possible to express the lengths of
the basis vectors in terms of |s| and θ only. This figure is identical to figure 2.4.
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Collecting together the results from the preceding two paragraphs, transport phenomena
driven by s will have magnitude and direction given by
η‖b(b · s) + η⊥b× (s× b) + η∧b× s = η · s, (D.19)
where the tensor η is used for brevity and, if b = (bx, by, bz), defined in the following way:
η =
 +η⊥ + (η‖ − η⊥)b
2
x −η∧bz + (η‖ − η⊥)bxby +η∧by + (η‖ − η⊥)bxbz
+η∧bz + (η‖ − η⊥)bxby +η⊥ + (η‖ − η⊥)b2y −η∧bx + (η‖ − η⊥)bybz
−η∧by + (η‖ − η⊥)bxbz +η∧bx + (η‖ − η⊥)bybz +η⊥ + (η‖ − η⊥)b2z
 . (D.20)
If a geometry is chosen in which the magnetic field is parallel to the z-axis of the system,
then bx = by = 0 and bz = 1, and η may be expressed more simply:
η =
+η⊥ −η∧ 0+η∧ +η⊥ 0
0 0 +η‖
 . (D.21)
Since the vectors b(b · s) and b × (s × b) are both in the plane containing s, in the
limit that the field tends to zero (for which there is no preferred direction in this plane)
we must have η⊥ → η‖. Furthermore, electron transport parallel to b is not subject to
magnetic forces and must therefore be independent on the value of χ. Combining these
observations, we see that η‖ may be found from η⊥ simply by setting χ = 0, i.e,
η‖ = η⊥(χ = 0), (D.22)
which is why no polynomial fits are needed for η‖.
Finally, note that when considering transport associated with the resistivity αc and driven
by the current j, the convention for the corresponding form of equation (D.19) is
α‖b(b · j) + α⊥b× (j× b)− α∧b× j = αc · j, (D.23)
so that the ‘wedge’ coefficient is of opposite polarity. Thus, the general form of αc will
be given by equation (D.20) after making the transformations η∧ → −η∧ and η → α.
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Appendix E
Coupling Hydrodynamics
The following sections describe my version of the ‘separation of effects’ approach to
coupling hydrodynamic ion motion to the electron transport equations, using results
derived from both Ridgers [22] and Shkarofsky et al. [33].
E.1 Transforming the Electron Transport Equations
By separating transport and hydrodynamic effects, electron transport is understood as
taking place relative to centre-of-momentum motion of the ions, which move with mean
velocity C(r, t) = 〈vi〉. The electron velocity and distribution function in the ion frame,
u and f ′(r,u, t) respectively, are thus related to the electron velocity v and distribution
function f(r,v, t) in the laboratory frame by
u = v −C and f ′(r,u, t) = f(r,v, t). (E.1)
The relationship between u and v is linear in C and, because velocity averages involve
integration over all velocity space, the following equality between moments holds [22]:
〈um〉 =
∫
umf ′(r,u, t)d3u =
∫
umf ′(r,v, t)d3v. (E.2)
Notice that when v is held constant, u may vary with C, meaning partial derivatives
must be taken with caution. Indeed, Ridgers showed the following relations to apply [22]:
∂f
∂t
=
[
∂
∂t
− ∂C
∂t
· ∇u
]
f ′, ∇rf = [∇r −∇rC · ∇u] f ′ and ∇vf = ∇uf ′. (E.3)
217
218 Appendix E. Coupling Hydrodynamics
Substituting these expressions into the Vlasov-Fokker-Planck equation, we have [33]
‘old’ terms︷ ︸︸ ︷[
df ′
dt
+ u · ∇rf ′ + a′ · ∇uf ′ + (u× ωL) · ∇uf ′
]
−
‘new’ term︷ ︸︸ ︷[
u · (∇rC) · ∇uf ′
]
=
(
δf
δt
)
, (E.4)
with
d
dt
=
∂
∂t
+ C · ∇r and a′ = a + C× ωL − dC
dt
≈ a + C× ωL,
where the substantive derivative of C, given by dC/dt, may be neglected (see equation
(E.26)). The collision term is unchanged, since we effectively transformed to the ion
rest frame when making the Lorentz approximation in §2.1.5. Note the similarity here
between the ‘old’ terms and our previous formulation of the v.f.p. equation; indeed, in
the limit C→ 0 we recover equation (2.16).
The division of the terms into ‘old’ and ‘new’ is more closely related to the work of
Shkarofsky et al. [33], who recast the v.f.p. equation in terms of the electron intrinsic
velocity w, than it is to Ridgers’s method for coupling hydrodynamics; however, it does
represent what the latter means by ‘seperation of effects’. Since neither the substantive
derivative nor modified electric field a′ are functions of u, provided we make the transfor-
mations f0 → f ′0, f1 → f ′1, v→ u ∂∂t → ddt and a→ a′, velocity moments of the ‘old’ terms
yield those results obtained previously (when ion motion was neglected). Novel effects
introduced by hydrodynamics are thus attributed to the ‘new’ term u · (∇rC) · ∇uf ′.
E.1.1 Modified f-equations
The process of expanding the distribution function into Cartesian tensors and taking
moments of equation (E.4), as described in §2.2.1, is repeated using u = |u| and
f ′(r,u, t) = f ′0(r, u, t) + f
′
1(r, u, t) ·
u
u
. (E.5)
As stated above, the expansion of the ‘old’ terms simply requires the transformations
∂
∂t
→ d
dt
and a→ a′, so only the ‘new’ term need be considered in detail. On substitution
of the expansion into this term we find
u · (∇rC) ·∇uf ′ = f ′1 · [∇rC]T ·
u
u
+u
∂f ′0
∂u
(∇rC) : uu
u2
+ (∇rC)
(
u
∂f ′1
∂u
− f ′1
)
...
uuu
u3
, (E.6)
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where [∇rC]T represents the transpose of ∇rC. In this equation, the second term may
be readily split into isotropic and anisotropic parts in a fashion identical to that in §2.2.1.
However, the triadic product in the final term renders the process of expressing the whole
of the right-hand-side in irreducible form rather involved [22]; this is problematic because,
as the equation stands, some component of the third term may be reduced into the first.
Nevertheless, assuming f ′1 to be well behaved function, so that u(∂f
′
1/∂u) . f ′1, the final
term is of similar order to the first, namely
O
(
f ′1 · [∇rC]T
) ∼ C ( |∇rC|
C
)
f ′1 =
C
lC
f ′1 =
1
tC
f ′1, (E.7)
where tC = lC/C is the characteristic time taken for the ions to traverse a distance
lC = C/|∇rC|, the length-scale over which the mean ion speed C = |C| changes by C.
Consequently, we make progress by writing
u·(∇rC)·∇uf ′ = u
3
∇r ·C∂f
′
0
∂u︸ ︷︷ ︸
‘new f0 term’
+ O(t−1C f
′
1) ·
u
u︸ ︷︷ ︸
‘new f1 term’
+u
∂f ′0
∂u
(
∇rC− 1
3
Tr(∇rC)I
)
:
uu
u2
, (E.8)
where the right-hand-side is now in irreducible form with the second term not explicitly
given and we have neglected the tryadic part. Hence, subtracting the ‘new f0 term’
from the left-hand-side of our original f0-equation (equation (2.37a)) and the ‘new f1
term’ from left-hand-side of our original f1-equation (equation (2.37b)), and making the
transformations f0 → f ′0, f1 → f ′1, v → u, ∂∂t → ddt and a→ a′ in both, we can write down
the modified f -equations (cf. Ridgers [22] and Shkarofsky et al. [33]):
df ′0
dt
+
u
3
∇ · f ′1 +
1
3u2
∂
∂u
(
u2a′ · f ′1
)− u
3
∇r ·C∂f
′
0
∂u
= Ce0 (E.9a)
and
df ′1
dt
+ u∇f ′0 + a′
∂f ′0
∂v
+ ωL × f ′1 −O(t−1C f ′1) = −νeif ′1 + Ce1, (E.9b)
which we refer to as the f ′0-equation and f
′
1-equation respectively.
E.1.2 Hydrodynamics and Velocity Moments
With the f -equations transformed, it is now straightforward to see the effects of hydro-
dynamic motion on the transport equations. Firstly, however, we must reconsider the
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connexion between velocity moments and physical quantities. Since we are interested in
separating effects—accounting for transport phenomena with respect to the ion frame—
the physical moments corresponding to equations (2.31) are given in terms of u:
ne = 4pi
∫ ∞
0
f ′0u
2du, (E.10a)
Te =
1
3
me〈w2〉 = 4pi
3ne
me
∫ ∞
0
w2f ′0u
2du, (E.10b)
j = −ene〈u〉 = −4pi
3
e
∫ ∞
0
u3f ′1du, (E.10c)
q =
1
2
neme〈u2u〉 = 2pi
3
me
∫ ∞
0
u5f ′1du. (E.10d)
As might be expected, the current moment now reflects relative flow of charge, electron
motion in the ion frame. Using these expressions, the continuity and energy equations
are found as in §2.2.2:
4pi
∫
(f ′0-equation)u
2du
⇒ dne
dt
+ ne∇ ·C = ∂ne
∂t
+∇ · (neC) = 0 (E.11a)
and 4pi
∫
u2 (f ′0-equation)u
2du
⇒ d
dt
(U + UK) +
5
3
(U + UK)∇ ·C +∇ · q− (E + C×B) · j = 0, (E.11b)
where UK =
1
2
neme〈u〉 · 〈u〉 is now defined in terms of u rather than v (cf. §2.2.2). As
before, we neglect terms in UK when compared with U =
3
2
neTe, so that upon substitution
of equation (E.11a), and combination with the laser heating term (see §2.2.4), equation
(E.11b) may be expressed as
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = neTosc
τB
. (E.12)
The effect of hydrodynamics on both the continuity and energy equations is now clear.
Since ion motion permits changes in ion density, the electron density may change without
violating quasi-neutrality, and the continuity equation no longer forces ∂ne/∂t = 0. In the
energy equation, time derivatives are now expressed in terms of the substantive derivative,
the term in square brackets in equation (E.12), while the electric field in the Ohmic
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heating term is transformed such that E→ E + C×B. The energy equation also has an
additional term, given by neTe∇ ·C, representing compressional ‘PedV ’ heating.
The modifications to Ohm’s Law and the heat-flow equation arising from ion motion may
be found more readily than those in equations (E.11). Indeed, notice that for the colli-
sional model to hold, the characteristic rate-of-change t−1C must be many times smaller
than the collision frequency νei. Consequently, after making the Lorentz approximation
and neglecting the time derivative of f ′1 (as we did when deriving the transport coeffi-
cients), so that |νeif ′1|  |Ce1,O(t−1C f ′1), (df ′1/dt)|, the f ′1-equation may be written in a
form essentially identical to that of equation (2.45), i.e.,
u∇f ′0 + a′
∂f ′0
∂v
+ ωL × f ′1 = −νeif ′1. (E.13)
Thus, the procedure of Epperlein outlined in §2.2.3 may be repeated with the moments
given in equations (E.10), to yield an Ohm’s Law and heat flow equation
ene(E + C×B) = −∇Pe + j×B + me
eτB
αc · j− neβc · ∇Te (E.14a)
and q = −neτBTe
me
κc · ∇Te − ψ′ · jTe
e
, where ψ′ = ψc +
5
2
I, (E.14b)
respectively (cf. Ridgers [22]). That only Ohm’s Law is modified, and then only slightly
by the electric field transformation, is perhaps less surprising than it might first seem.
The purpose behind the ‘separation of effects’ approach to including hydrodynamics has
been to express electron transport phenomena relative to ion motion. For this reason,
we might expect these equations to remain essentially identical, though with the electric
field E replaced by an effective field E+C×B. Finally, notice that our original equation
set (before the inclusion of hydrodynamics) may be recovered from equations (E.11a),
(E.12), (E.14a) and (E.14b) simply by taking the limit C → 0. This feature has been
useful during code development.
E.2 Single Fluid Model
The inclusion of hydrodynamics in our model has introduced an additional unknown
quantity in the form of the mean ion speed C, which we now account for using an
approximation relevant to two-species plasmas—such as those considered here—known as
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the single fluid model. Under this approximation, the difficulty of describing momentum
transfer between electrons and ions is circumvented by merging their respective equations
of motion into a single momentum equation governing their combined centre of mass, or
single fluid. By making use of results from Chapter 2, especially those in §2.1.6, the
equations describing the evolution of the single fluid shall now be derived.
E.2.1 Single Fluid Equations
The local centre-of-mass velocity of the single fluid V(r, t) is related to the mean electron
and ion velocities, 〈v〉 and C = 〈vi〉 respectively, by
ρV(r, t) = ρe〈v〉+ ρiC, where ρ = ρe + ρi (E.15)
is the plasma’s total mass density, with ρe = mene and ρi = mini as the electron and ion
mass densities respectively. Consequently, in the centre-of-mass frame, the mean electron
velocity υe and mean ion velocity U are defined by
υe = 〈v〉 −V and U = C−V ⇒ ρeυe + ρiU = 0. (E.16)
In this way, the current j is related to relative velocity between the electrons and ions by
j = ZeniU− eneυe = −ene (〈v〉 −C) , (E.17)
where we have used quasi-neutrality to write Zeni − ene ≈ 0, with Z as the ion atomic
number. The current is thus proportional to the electron velocity in the ion rest frame
as we observed in equation (E.10c).
Returning to our treatment of the electron fluid equations in §2.1.6, we notice that a sim-
ilar procedure to that used when deriving equations (2.25a) and (2.25b) may be followed
to find the ion continuity and momentum equations:
∂ni
∂t
+∇ · (niC) = 0, (E.18a)
and
[
∂
∂t
(ρiC) +∇ · (ρiCC)
]
+∇Pi +∇ · Πi − Zeni(E + C×B) = ∆pie (E.18b)
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respectively, where ∆pie represents the transfer of momentum from the ions to the elec-
trons. In these equations, the ion isotropic pressure Pi and anisotropic pressure Πi may be
found in an analogous fashion to Pe and Πe. Thus, multiplying the electron (see equation
(2.25a)) and ion continuity equations through by their respective masses, and adding the
results, we arrive at the single fluid continuity equation
∂
∂t
(ρe + ρi) +∇ · (ρe〈v〉+ ρiC) = 0 ⇒ ∂ρ
∂t
+∇ · (ρV) = 0. (E.19)
Furthermore, using the definitions for υe and U in equation (E.16), the electron (see
equation(2.25b)) and ion momentum equations may be re-expressed as
∂(ρe〈v〉)
∂t
+∇ · (ρeV〈v〉+ρeυeV + ρeυeυe)
+∇Pe +∇ · Πe + ene(E + 〈v〉 ×B) = ∆pei (E.20a)
and
∂(ρiC)
∂t
+∇ · (ρiVC+ρiUV + ρiUU)
+∇Pi +∇ · Πi − Zeni(E + C×B) = ∆pie (E.20b)
respectively. The transfer of momentum between the species is conserved, i.e., ∆pei +
∆pie = 0, so that by addition of equation (E.20a) and equation (E.20b), and use of the
definitions in equations (E.15) and (E.16), we find (cf. Chen [35])
∂
∂t
(ρV) +∇ · (ρVV) +∇ (Pe + Pi) +∇ ·
(
Π
e
+ Π
i
)
(E.21)
+∇ · (meneυeυe +miniUU) + e(ne − Zni)E− e(ZniC− ne〈v〉)×B = 0.
Here terms in meneυeυe and meneUU represent the total momentum fluxes due to the
average motion of electrons and ions in the centre of mass frame. However, in a similar
fashion to our treatment in §2.1, these terms may be neglected when compared with
PeI + Πe and PiI + Πi respectively. Since we neglect anisotropic pressure entirely, in
principle only ∇Pe and ∇Pi must be kept. However, over the nano-second time-scales
of interest in this thesis, preferential laser heating of the electron population, of order
(mi/me), means that we can take ∇Pe  ∇Pi, and only ∇Pe need be retained.1 Hence,
by quasi-neutrality and the definition of j in equation (E.17), we find
1The preferential heating of electrons may be considered by comparing the respective quiver speeds
of ions and electrons (see §2.2.4)
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∂(ρV)
∂t
+∇ · (ρVV) +∇Pe − j×B = 0. (E.22)
E.2.2 Neglecting Electron Inertia
The much larger ion mass means that ion inertia dominates over electron inertia, i.e.,
ρ ≈ ρi, and equation (E.15) may be written
V =
ρe
ρi
υe + C ≈ C, for V υe
R
, with R =
ρi
ρe
(E.23)
as the ratio of the ion mass density to the electron mass density. Since R is of order
mp/me ≈ 6pi5 ≈ 1.8 × 103 [47], we expect the approximation in equation (E.23) to hold
even when υe greatly exceeds V. Consequently, we neglect electron inertia and take
V = C and ρ = ρi, making equations (E.19) and (E.22) the relevant equations of ion
motion, and υe equal to the mean electron velocity in the ion rest-frame, i.e. υe = 〈u〉.
More specifically we have
∂ρi
∂t
+∇ · (ρiC) = 0 (E.24a)
and
∂(ρiC)
∂t
+∇ · (ρiCC) = −∇
(
Pe +
B2
2µ0
)
, (E.24b)
as the ion continuity and momentum equations respectively, with the j×B term written
as the gradient of the magnetic pressure (see equation (2.63) in §2.2.5). Combining these
equations yields
ρi
[
∂C
∂t
+ (C · ∇) C
]
= −∇
(
Pe +
B2
2µ0
)
, where ρi = Rmene. (E.25)
Ion acceleration is thus dominated by forces arising from gradients in the thermal and
magnetic pressures. Finally, notice that from this equation we have
neme
dC
dt
=
1
R
(−∇Pe + j×B) −∇Pe + j×B, (E.26)
which, by comparison with Ohm’s Law (equation (E.14a)), provides the justification
for our earlier neglect of the substantive derivative in the transformed electric field (see
equation (E.4) and subsequent paragraph).
Appendix F
Collisional Weibel Instability
Our review in Chapter 3 mentioned a collisional analogue to the Weibel instability pro-
posed by Mochizuki et al. [89], which we now consider in greater detail by adapting
Epperlein’s later description [90] (see §3.2.3). In this model the electrons are split into
two fluids: a ‘hot’ population at temperature Th and a ‘cold’ population at temperature
Tc. The two populations drift in opposite directions through a uniform neutralising back-
ground of fixed ions. Denoting the ion number density ni and atomic number Z, quasi-
neutrality requires Zni ≈ nh +nc, where nh and nc are the hot and cold electron number
densities respectively. Since we neglect hydrodynamics, this means ∂nh/∂t+∂nh/∂t = 0.
In addition, we assume that the heat-flow is sufficiently large for the plasma to obey an
isothermal equation of state; that is, the pressures of the hot and cold populations are
given by Ph = nhTh and Pc = ncTc respectively, where the temporal variation of the
temperature is neglected, i.e. ∂Tc/∂t = ∂Th/∂t = 0.
F.1 Basic Mechanism
In zeroth-order, for which quantities are given the usual subscript ‘0’, we consider an
homogeneous plasma with hot electrons travelling with velocity vh = vh0 = vh0xˆ, and
cold electrons travelling with velocity vc = vc0 = vc0xˆ. In this way, the heat-flow for
each population given by equation (2.70b) is qc,h = nc,hTc,h(ψ‖ + 5/2)vc,h. To ensure no
zeroth-order current we choose nh0vh0 + nc0vc0 = 0, such that the total heat-flow is
q = qc + qh = nh0Th(ψ‖ + 5/2)vh0
(
1− Tc
Th
)
. (F.1)
This configuration leads to instability by a process similar to the Weibel mechanism
discussed in §3.2; though in this case it is the large heat-flow given by equation (F.1)
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which is the source of anisotropy, and a perturbed electric field rather than anisotropic
pressure which acts as the feedback for field generation in Faraday’s Law. It may be
briefly summarised as follows. Supposing the heat-flow to be parallel to the x-axis, a z-
directed magnetic field perturbation, periodic in the y-direction, will deflect heat-carrying
electrons towards its nodal points by the Lorentz force (cf. figure 3.3). The resulting flux
of charge gives rise to a change in the x-directed electric field, enhancing the original
magnetic field perturbation through Faraday’s Law.
F.2 Perturbation Theory
Since the thermal energy continuity equation is excluded from our equation set (isother-
mal approximation), the system is described by the momentum1 and continuity equations
for each population, alongside Ampe`re’s Law and Faraday’s Law, i.e.,
me
∂vc,h
∂t
= −∇Pc,h
nc,h
− e(E + vc,h ×B)− me
cBτc,h
α‖vc,h (F.2)
∂nc,h
∂t
+∇ · (nc,hvc,h) = 0, ∇×B = µ0j and ∂B
∂t
= −∇× E (F.3)
respectively, where the current is given by j = −e(nhvh + ncvc). Notice that because
∂nh/∂t+ ∂nh/∂t = 0, the combination of the two continuity equations ensures the main-
tenance of quasi-neutrality by ∇ · j = 0. The collision time τc,h is given by
τc,h =
(
4piv3cT,hT
ni[Ze2/0me]2 ln Λei
)
, where vcT,hT =
(
2Tc,h
me
)1/2
=
λc,h
τc,h
, (F.4)
and consequently temporally and spatially invarient. In zeroth-order, an homogeneous
plasma, absence of magnetic fields, and the condition nc0vc0 + nh0vh0 = 0, means
me
∂vc0,h0
∂t
= −eE0 − me
cBτc,h
α‖vc0,h0,
∂nc0,h0
∂t
= 0, j = 0, and
∂B
∂t
= 0. (F.5)
As in our discussion of the Weibel instability, we now imagine a magnetic field arising
from noise, perturbing the quantities such that
1In this case electron inertia has been reintroduced into Ohm’s Law by comparing equations (2.25b)
and (2.48a), to give the electron momentum equation.
F.2 Perturbation Theory 227
vc = (vc0 + δvcx)xˆ + δvcyyˆ, δvcx,cy = δv
′
cx,cy exp[i(ky − ωt)], (F.6a)
vh = (vh0 + δvhx)xˆ + δvhyyˆ, δvhx,hy = δv
′
hx,hy exp[i(ky − ωt)], (F.6b)
nc = nc0 + δnc, δnc = δn
′
c exp[i(ky − ωt)], (F.6c)
nh = nh0 + δnh, δnh = δn
′
h exp[i(ky − ωt)], (F.6d)
E = (E0 + δEx)xˆ + δEyyˆ, δEx,y = δE
′
x,y exp[i(ky − ωt)], (F.6e)
and B = Bzzˆ, Bz = B
′
z exp[i(ky − ωt)]. (F.6f)
It is convenient to solve for the velocity dependence by separating the momentum equation
into the orthogonal x and y-directions. Hence, substituting the perturbed forms into our
governing equation set, and subtracting the first-order solutions, we arrive at
meδvcy,hy
α‖
cBτc,h
(
1− icB
α‖
(ωτc,h)
)
= −ikTc,h δnc,h
nc0,h0
− eδEy − evc0,h0Bz (F.7a)
meδvcx,hx
α‖
cBτc,h
(
1− icB
α‖
(ωτc,h)
)
= −eδEx (F.7b)
ωδnc,h = knc0,h0δvcy,hy (F.7c)
−ikBz
eµ0
= nc0δvcx + vc0δnc + nh0δvhx + vh0δnh (F.7d)
−ωBz = kδEx (F.7e)
and δnc + δnh = 0, (F.7f)
where the final equation is a consequence of charge neutrality, i.e., ∂nh/∂t+ ∂nh/∂t = 0.
In addition, we use a set of dimensionless parameters defined by Epperlein [90]
θ =
nh0
nc0
, a1 = 1 +
θτh
τc
and a2 = 1 +
τc
θτh
, such that a1(a2 − 1) = a2. (F.8)
Hence, writing the growth-rate as γ = iω, making the collisional approximation γτc,h  1,
and assuming θ  1, we recover Epperlein’s dispersion relation
γ2(cBτc)
2a1a2 + γ(cBτc)
(
a1k
2(Th/me)(cBτc)
2
θα‖
+ α‖a2k2δ2
)
+
k4(Th/me)(cBτc)
2δ2
θ
− k2v2h(cBτc)2 = 0, (F.9)
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where δ = c/ωpe is the collisionless-skin-depth defined by the speed of light c and the
plasma frequency ωpe = (nee
2/me0)
1/2, with ne = nc0 + nh0 .
F.3 Discussion
A convenient method for finding the peak growth-rate and peak wave-number of two-fluid
collisional Weibel instability is to normalise the growth-rate and wave-numbers, such that
Γ = γτh and K = kλh, and define an additional set of dimensionless coefficients
Vh =
vho
vhT
, Λh =
λh
δ
, D1 =
cB
2a1α‖
, D2 =
α‖
θa2cBΛ2h
and K2W = 2θΛ
2
hV
2
h . (F.10)
In this way, equation (F.9) may be re-expressed and solved to give solutions
Γ± =
1
2
{
− [(D1 +D2)K2]±√[(D1 +D2)K2]2 + 4D1D2K2 (K2W −K2)
}
, (F.11)
which, taking the positive root (for Γ+), are unstable providing K < KW . Notice that
the source of instability, found as usual by considering the growth-rate in the limit of
small K and given by (D1D2)
1/2KWK, is proportional to K. The reason for defining the
additional coefficients above is now clear; comparing equation (F.11) with our results in
§3.1 we find the peak growth-rate ΓM and wave-number KM by inspection:
ΓM =
D1D2(
D
1/2
1 +D
1/2
2
)2K2W and K2M = 1√D1D2 ΓM . (F.12)
As Epperlein observed, the two-fluid collisional model does not allow us to find a strict
condition of relevance based on the ratio of the mean-free-path to the collisionless-
skin-depth [90]. However, we can make progress by considering the limit θτh/τc =
θ(Th/Tc)
3/2  1 (so that a1 ≈ θτh/τc), noting θa2/a1 = τc/τh, and evaluating ΓM for
two conditions:
ΓM ≈
(2α‖V 2h /cB), for Λ2h  τh/τc (D1  D2)(2α‖V 2h /cB)(D1/D2), for Λ2h  τh/τc (D1  D2). (F.13)
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This approach, though not revealing a strict condition, does at least suggest the instability
to be most active when Λh & (τh/τc)1/2  1.
Epperlein improved upon the fluid model of the collisional Weibel instability by treating
the problem kinetically. In this case, collisions are retained in the Vlasov-Fokker-Planck
equation and a two-temperature zeroth-order distribution function f0 is used similar to
that of Okada et al. [91], i.e.,
f0 =
nc0
pi3/2v3cT
{
exp
[
−(ux + vc0)
2
v2cT
− u
2
⊥
v2cT
]
+θ
(
Tc
Th
)
exp
[
−(ux + vh0)
2
v2hT
− u
2
⊥
v2hT
]}
, (F.14)
where u2⊥ = u
2
y + u
2
z, and ux, uy and uz are coordinates in velocity space. For f0 to
match the distribution underlying the two-fluid model, vc0 and vh0 are chosen to satisfy
nc0vc0 + nh0vh0 = 0, so that in zeroth-order there exists a heat-flow but no current.
The kinetic analysis is more involved than the two-fluid model, and will not be outlined
here. However, Epperlein describes the mechanism in a very similar fashion to our earlier
discussion of the Weibel instability (cf. §3.2.2). Following an argument analogous to
Fried’s [87], we consider a plasma in which electrons initially drift parallel to the x-axis,
yielding a net heat-flow but no current, i.e., 〈ux0〉 = 0 and 〈u2x0〉 6= 0 . If a magnetic field
perturbation arises of the form Bz = Bz exp[i(ky − ωt), then this field has an associated
perturbed current given by Ampe`re’s Law:
∇×B = eneµ0〈δux〉 = ikBz. (F.15)
In a time δt Electrons are deflected by the Lorentz force due to Bz and acquire a first-order
y-component to their velocity δuy = ωLux0δt, where ωL = eBz/me is the Larmor fre-
quency. Consequently, as in the collisionless case, there is a flux of x-momentum through
the plane normal to the y-axis, given to first-order by nemeδuyux0 = nemeωLu
2
x0δt. In
addition, there is an associated electric field found by Faraday’s Law δEx = −ωBz/k (see
equation (F.7e)). In this way, and by averaging over the distribution function, the change
in momentum in the x-direction is related to both the divergence of the momentum-flux
and acceleration by δEx, such that (see equation (F.2)).
neme
〈δux〉
δt
= − ∂
∂y
(nemeωL〈u2x0〉δt)− eneδEx. (F.16)
Hence, substituting our results from Faraday’s Law and Ampe`re’s Law, and writing
ω = iγ, we see that the change in momentum acts in such a way to further enhance the
magnetic field perturbation, with growth-rate
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γ = k2〈u2x0〉δt− k2
δ2
δt
=
k2
δt
(〈u2x0〉δt2 − δ2) , (F.17)
where δ is the collisionless-skin-depth.2 This dispersion relation shares two important
features with that derived more rigorously from a full kinetic analysis [90]. Firstly, the
growth rate is proportional to k2. This differs from that obtained using the fluid ap-
proach (∝ k) because the later does not retain anisotropic pressure in the momentum
equation (F.2), something included automatically in Epperlein’s kinetic treatment. Sec-
ondly, it predicts a maximum value for δ, beyond which instability is suppressed by short
wavelength resistive diffusion [90]. Noting that the time for momentum exchange is the
characteristic collision time, i.e., δt = τ , we can define a characteristic thermal scale
length λE = (〈u2x0〉τ 2)1/2 such that equation (F.17) gives the necessary condition for
instability
ΛE = λE/δ > 1. (F.18)
Finally, it is interesting to evaluate equation (F.17) for a characteristic time δt = γ−1,
thereby recovering the result from the collisionless model
γ =
ωpeuk√
2(c2k2 + ω2pe)
, (F.19)
with u2 = 2〈u2x0〉 as the charcteristic velocity (cf. equation (3.30)). Taking the low
k limit, we find that the growth-rate in this case is proportional to k, so that the k2
dependence in Epperlein’s kinetic model may be seen as one of the consequences of
collisions. Furthermore, by identifying 2〈u2x0〉 ≈ u2, where u is the thermal velocity (as
in §3.2.1), the minimum condition on Λ given by equation (F.18) is
Λ = λT/δ > 1, (F.20)
which is consistent with both our earlier supposition, based on equation (F.13), and the
collisionless case, for which Λ 1.
2Notice that we have been unable to take the limit δt→ 0, as we did before in §3.2.2, because of the
need to account for a finite collision time.
Appendix G
Simulation Details
The numerical ctc and ctc+ data given in chapters 7 and 8 are based on simulations
using parameters relevant to the experimental conditions of Froula et al. [9]. In each
simulation the starting temperature, electron number density and ion atomic number are
thus taken to be T0 = 20eV, n0 = 1.5 × 1019cm−3 and Z = 7 respectively. These initial
values are used as the basis for the dimensionless recasting of all other quantities (see
§A.1), and correspond to a reference thermal mean-free-path λ0 ≈ 0.0731µm and collision
time τ0 ≈ 0.0276ps.
For circular spot heating, Froula’s laser intensity of Il = 6.3×1014Wcm−2 and wavelength
λl = 1.054µm are used, and the electron quiver velocity calculated from the formula given
in §A.2 (as stated in Chapter 4, Il is suppressed to 30% for the planar runs). Note that
while all the simulations assume a super-Gaussian power of m = 2 for determining the
transport, the heating parameter Cm(m) (see equation (A.7)) is calculated with m = 3.5,
Ridger’s best fit for the heating centre [11] (see §4.1). In addition, to account for the
Gaussian profile of Froula’s laser-spot, the maximum value of the laser heating-rate, as
calculated from the parameters above, is multiplied at each point (x, y) in the plasma by
a profile operator LP.O. defined
LP.O. = exp
(
−x
2 + y2
λ2W
)
, (G.1)
where λW is the width of the spot and taken to be 75µm (for planar heating, y is omitted
from the LP.O. equation). Notice that this form means the centre of the laser spot is at the
coordinate (x, y) = (0, 0). Our computational grid is defined such that if a plasma of width
X and length Y is resolved by nx and ny cells in the x and y-directions respectively, and if
nx and ny are even, then this point is situated at mesh coordinates (i, j) = (nx/2, ny/2),
where i and j are mesh indices. [Hence, x0 = −X/2, y0 = −Y/2 and xnx/2 = yny/2 = 0.]
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Since lasers take finite time to reach full-power, we multiply our heating operator by Lon:
Lon(t) = tanh
(
9
4
t2
t2on
)
, (G.2)
where ton is the time at which the laser is at approximately 98% of full power, reflecting
the fact that tanh(9/4) ≈ 0.98. We use ton = 180ps throughout, and though Froula’s con-
ditions would be better matched with ton = 700ps, the nature of inverse-bremsstrahlung
heating (which heats cooler plasma faster) means that this discrepancy is not important.
Having discussed the basic simulation parameters, we now consider numerical details; in
particular the temporal (nt) and spatial (nx and ny) resolutions, the plasma dimensions X
and Y , and the simulation beginning and end times, tb and te respectively (see Chapter
5). Specific values for the data shown in chapters 7 and 8 are displayed in table G.1
and listed according to their corresponding figure; further details may thus be found
in figure captions where they appear in the text. However, for those plots where the
magnetothermal instability dispersion relation is compared to measured growth-rates
(i.e., figures 7.6, 7.7, 8.3 and 8.4), note that the unstable two-dimensional simulations
are initialised with values taken from one-dimensional stable simulations spread in y:
any non-magnetic field variable φ thus obeys φ(x, y, tb) = φ(x, 0, tb); while the field B
itself is given an additional perturbation δp with wave-number k, such that B(x, y, tb) =
B(x, 0, tb) × [1 + δp sin(ky)]. Details relating to these one-dimensional simulations are
listed above their two-dimensional counterpart with the label ‘1D’ in table G.1.
Reference X/µm Y/µm tb/ps te/ps nx ny nt/10
3 δp
Figure 7.1 1000 4pi/k 0 1000 100 160 200 0.01
Figure 7.2 1000 1000 0 300 300 300 30 n/a
Figure 7.3 1000 1000 300 600 300 300 120 n/a
Figure 7.6 (1D) 1000 n/a 0 400 200 1 60 n/a
Figure 7.6 1000 2pi/k 400 520 200 60 180 0.001
Figure 7.7 (1D) 1000 n/a 0 400 200 1 60 n/a
Figure 7.7 1000 2pi/k 400 520 200 60 240 0.001
Figure 7.17 (1D) 1000 n/a 0 1000 200 1 200 n/a
Figure 7.17 1000 2pi/k 0 1000 200 100 200 0.01
Figure 8.1 1000 1000 0 300 300 300 180 n/a
Figure 8.2 1000 1000 300 500 300 300 120 n/a
Figure 8.3 (1D) 1000 n/a 0 400 200 1 60 n/a
Figure 8.3 1000 2pi/k 400 520 200 60 180 0.001
Figure 8.4 (1D) 1000 n/a 0 400 200 1 60 n/a
Figure 8.4 1000 2pi/k 400 800 200 60 180 0.0001
Table G.1: Simulation details for the ctc and ctc+ data shown in Chapter 7 and Chapter
8. Note that for the data in figures 7.1 and 7.17, we use k = 0.08µm−1.
Appendix H
Linear Theory of the
Magnetothermal Instability
In chapters 7 and 8 we outlined the linear perturbation theory from which dispersion
relations for the magnetothermal instability are derived. For reference, we now describe
that theory in greater detail. Naturally, the analytical study of the instability has been
incremental; however, rather than narrate the history of the analysis, for current purposes
it is sufficient to present the most complete version of the theory. From this version, all
earlier relations may be recovered by making appropriate approximations.
H.1 Basic Equations
At present, the most complete version of the linear theory is based on the full equation set
as given in Appendix A. Hence, the governing time-dependent equations—the continuity
equation, ion momentum equation, Faraday’s Law and the energy equation—are
∂ne
∂t
+∇ · (neC) = 0, (H.1)
Rneme
[
∂C
∂t
+ (C · ∇)C
]
= −∇
(
B2
2µ0
+ neTe
)
, with R =
ρi
ρe
, (H.2)
∂B
∂t
= −∇× E (H.3)
and
3
2
ne
[
∂Te
∂t
+ C · ∇Te
]
+ neTe∇ ·C +∇ · q− (E + C×B) · j = U˙L (H.4)
respectively, where U˙L represents the rate of change of thermal energy due to laser heating
and the current may be expressed through Ampe`re’s Law as j = (∇×B)/µ0.
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In addition, we make use of the super-Gaussian transport expressions for Ohm’s Law and
the heat-flow equation, i.e.,
ene(E + C×B) = −Teγc · ∇ne + j×B + me
eτB
αc · j− ne
(
βc + γc
)
· ∇Te (H.5)
and q = −neτBTe
me
(
κc + φc
)
· ∇Te −
(
ψc +
5
2
I
)
· jTe
e
− τBT
2
e
me
φc · ∇ne (H.6)
respectively. As elsewhere in this thesis, we assume a two-dimensional geometry in x-y
with perpendicular magnetic fields B = Bzˆ, such that for scalar quantities f ∈ {ne, Te, B}
and vector quantities A ∈ {E,q, j,C,∇f} we have B · ∇f = B ·A = 0. Consequently,
after substituting for both E and q, the governing thermal energy continuity equation
may be written in our geometry as
1
Te
∂Te
∂t
= +dT
[
1
Te
∇2Te +
(
5
2
∇Te
Te
+
∇κ⊥
κ⊥
)
· ∇Te
Te
]
+aE
[
1
B
∇2B +
(∇Te
Te
+
∇ψ∧
ψ∧
+
{
β∧
ψ∧
∇Te
Te
+
γ∧
ψ∧
∇ne
ne
})
· ∇B
B
]
+dφ
[
1
ne
∇2ne +
(
7
2
∇Te
Te
− ∇ne
ne
+
∇φ⊥
φ⊥
)
· ∇ne
ne
]
+
{
2α⊥χ
c2BΛ
2
aE
ψ∧
∇B
B
· ∇B
B
}
+σB (cκ + aC)
[∇Te
Te
× ∇B
B
]
· zˆ + σB
(
cφ − 2
3
a′C
)[∇ne
ne
× ∇B
B
]
· zˆ
+σB
(
cκ +
7
2
dˆφ
)[∇ne
ne
× ∇Te
Te
]
· zˆ− 2
3
∇ ·C−C · ∇Te
Te
+
1
Te
(
∂Te
∂t
)
L
,
(H.7)
where terms in curly brackets ‘{}’ arise from Ohmic heating, the laser-heating operator
has been re-written as T−1e (∂Te/∂t)L, and we have used the following definitions:
dT =
cB
3
λ2T
τT
κ⊥, aE =
2χ
3cB
δ2
τT
ψ∧, dφ =
cB
3
λ2T
τT
φ⊥, cκ =
cB
3
χ
∂κ∧
∂χ
λ2T
τT
, Λ =
λT
δ
,
aC =
2χ
3cB
δ2
τT
[
ψ⊥ +
5
2
+
3
2
χ
∂ψ⊥
∂χ
− β⊥
]
≈ a′C =
2χ
3cB
δ2
τT
3
2
[
γ⊥ + χ
∂ψ⊥
∂χ
]
≈ 2χ
3cB
δ2
τT
3
2
γ⊥,
cφ =
cB
3
χ
∂φ∧
∂χ
λ2T
τT
, dˆφ =
cB
3
λ2T
τT
φ∧
[
1 +
3χ
7φ∧
∂φ∧
∂χ
]
≈ cB
3
λ2T
τT
φ∧, and σB =
B
|B| . (H.8)
Notice here that dT , aE and dφ are the coefficients for thermal diffusion, Ettingshausen
advection and pressure diffusion respectively; while σB describes whether the magnetic
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field is aligned parallel (σB = +1) or anti-parallel (σB = −1) to the z-direction. The
remaining coefficients relate to the other transport effects as follows: cκ determines the
Righi-Leduc heat-flow; aC ≈ a′C describes the combined effects of E · j heating (terms
in β⊥ and γ⊥) and the heat-flow associated with the current (terms in [ψ⊥ + 52 ]); and cφ
and dˆφ account for the novel heat-flow associated with φ∧. The approximation aC ≈ a′C
is exact for super-Gaussian power m = 2. Notice that aside from Λ and σB, which are
dimensionless, all these coefficients have the dimensions of [Length]2[Time]−1, and that
the super-Gaussian transformations κ⊥,∧ → κ⊥,∧ + φ⊥,∧ and β⊥ → β⊥ + γ⊥ are implied.
Similarly, substituting Ohm’s Law of equation (H.5) into Faraday’s Law of equation (H.3)
in our geometry gives the fully expanded, governing induction equation
1
B
∂B
∂t
= +dR
[
1
B
∇2B +
(∇α⊥
α⊥
− 3
2
∇Te
Te
)
· ∇B
B
]
+aN
[
1
Te
∇2Te +
(∇β∧
β∧
)
· ∇Te
Te
]
+aγ
[
1
ne
∇2ne +
(∇Te
Te
− ∇ne
ne
+
∇γ∧
γ∧
)
· ∇ne
ne
]
−σB (cγ + cH)
[∇ne
ne
× ∇B
B
]
· zˆ− σB
(
cβ +
3
2
cˆH
)[∇Te
Te
× ∇B
B
]
· zˆ
−σBcG
[∇ne
ne
× ∇Te
Te
]
· zˆ−∇ ·C−C · ∇B
B
, (H.9)
where we have introduced an additional set of coefficients, also with the dimensions of
[Length]2[Time]−1, defined by
dR =
δ2
cBτT
α⊥ aN =
cB
2χ
λ2T
τT
β∧ aγ =
cB
2χ
λ2T
τT
γ∧
cγ =
cB
2
∂γ⊥
∂χ
λ2T
τT
cβ =
cB
2
∂β⊥
∂χ
λ2T
τT
cG =
(
cB
2χ
λ2T
τT
γ⊥ +
3
2
cγ + cβ
)
≈ cB
2χ
λ2T
τT
γ⊥
cH =
χ
cB
δ2
τT
(
1 +
∂α∧
∂χ
)
and cˆH =
χ
cB
δ2
τT
(
α∧
χ
− ∂α∧
∂χ
)
. (H.10)
In these equations dR, aN and aγ are the coefficients for resistive diffusion, Nernst ad-
vection and gamma advection respectively; cβ corresponds to the thermo-electric term
in β⊥; cγ accounts for gradients in the ‘new’ term γ⊥; cG determines ∇Te × ∇ne field
generation; while cH and cˆH are the coefficients for the Hall field with corrections due to
α∧. As above, the super-Gaussian transformations β⊥,∧ → β⊥,∧ + γ⊥,∧ are implied.
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H.2 Zeroth-Order Solution
In zeroth-order we assume solutions of the form Te = T0(x, t), B = B0(x, t), ne = n0(x, t)
and C = C0(x, t) = C0(x, t)xˆ, i.e., time-dependent profiles that vary in the x-direction
only and with respective length-scales lT , lB, ln and lC given by
1
lT
=
1
T0
∂T0
∂x
,
1
lB
=
1
B0
∂B0
∂x
,
1
ln
=
1
n0
∂n0
∂x
, and
1
lC
=
1
C0
∂C0
∂x
. (H.11)
Consequently, the cross-gradient terms do not contribute in zeroth-order and we have
1
T0
∂T0
∂t
= +dT
[
1
T0
∇2T0 +
(
5
2
∇T0
T0
+
∇κ⊥
κ⊥
)
· ∇T0
T0
]
+aE
[
1
B0
∇2B0 +
(∇T0
T0
+
∇ψ∧
ψ∧
+
{
β∧
ψ∧
∇T0
T0
+
γ∧
ψ∧
∇n0
n0
})
· ∇B0
B0
]
+dφ
[
1
n0
∇2n0 +
(
7
2
∇T0
T0
− ∇n0
n0
+
∇φ⊥
φ⊥
)
· ∇n0
n0
]
+
{
2α⊥χ
c2BΛ
2
aE
ψ∧
∇B0
B0
· ∇B0
B0
}
− 2
3
∇ ·C0 −C0 · ∇T0
T0
+
1
T0
(
∂T0
∂t
)
L
(H.12)
as the zeroth-order energy equation, with the laser-heating term independent on y, and
1
B0
∂B0
∂t
= +dR
[
1
B0
∇2B0 +
(∇α⊥
α⊥
− 3
2
∇T0
T0
)
· ∇B0
B0
]
+aN
[
1
T0
∇2T0 +
(∇β∧
β∧
)
· ∇T0
T0
]
+aγ
[
1
n0
∇2ne +
(∇T0
T0
− ∇n0
n0
+
∇γ∧
γ∧
)
· ∇n0
n0
]
−∇ ·C0 −C0 · ∇B0
B0
(H.13)
as the zeroth-order induction equation, where in both cases the coefficients take zeroth-
order quantities in their arguments. Similarly, the zeroth-order continuity and ion mo-
mentum equations are respectively
∂n0
∂t
+∇ · (n0C0) = 0 (H.14)
and ρi0
[
∂C0
∂t
+ (C0 · ∇)C0
]
= −∇
(
B20
2µ0
+ n0T0
)
, where ρi0 = Rn0me (H.15)
is the zeroth-order ion density.
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H.3 First-Order Perturbation Theory
To the zeroth-order solutions we add wavelike perturbations with wave-number k and
frequency ω, propagating at an angle θ to the x-axis of the system, such that
Te = T0 + δT, δT = δT
′ exp[i(k · r− ωt)], (H.16a)
B = B0 + δB, δB = δB
′ exp[i(k · r− ωt)], (H.16b)
ne = n0 + δn, δn = δn
′ exp[i(k · r− ωt)], (H.16c)
and C = C0 + δC = C0xˆ + δC, δC = δC
′ exp[i(k · r− ωt)]kˆ = δCkˆ, (H.16d)
where δT ′, δB′, δn′ and δC ′ are complex, and the perturbations are small compared to
the zeroth-order quantities, i.e.,
δT
T0
 1, δB
B0
 1, δn
n0
 1, and δC
C0
 1. (H.17)
Notice that the wave-vector k and position vector r in equations (H.16) are defined by
k = kxxˆ + kyyˆ and r = xxˆ + yyˆ (H.18)
with kx = k cos θ, ky = k sin θ, k = ±|k| and kˆ = k|k| ,
such that the following results apply to the perturbations:
∇δT = ikδT, ∇2δT = −k2δT, ∂
∂t
δT = −iωδT, (H.19a)
∇δB = ikδB, ∇2δB = −k2δB, ∂
∂t
δB = −iωδB, (H.19b)
∇δn = ikδn, ∇2δn = −k2δn, ∂
∂t
δn = −iωδn, (H.19c)
∇ · δC = ik · δC = ikδC, and ∂
∂t
δC = −iωδC. (H.19d)
In the ensuing subsections we substitute the perturbed forms of equations (H.16) into
the governing energy, induction, continuity and ion momentum equations, thus deriving
four expressions for ω in terms of the four unknowns δT , δB, δn and δC.
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H.3.1 Perturbing the Energy Equation
To better illustrate some of the assumptions made in the perturbation theory, before
proceeding with a perturbation of the entire energy equation, we begin by considering
just the first term on its right-hand-side, i.e., the thermal diffusion term in equation (H.7).
Noting that
∇η
η
=
χ
η
∂η
∂χ
∇χ
χ
=
χ
η
∂η
∂χ
[
3
2
∇Te
Te
+
∇B
B
− ∇ne
ne
]
(H.20)
for a general transport coefficient η, substitution of equations (H.16) into this term yields
dT
[
1
Te
∇2Te +
(
5
2
∇Te
Te
+
∇κ⊥
κ⊥
)
· ∇Te
Te
]
= dT
[
1
T0
∇2T0 +
(
5
2
∇T0
T0
+
∇κ⊥
κ⊥
)
· ∇T0
T0
]
− dTk2 δT
T0
[
1 +O
(
δT
T0
,
δB
B0
,
δn
n0
)
+O
(
ikx
k2lT,B,n
)
+O
(
1
k2l2T
,
1
k2lT lB,n
)
+O
(∇2T0
k2T0
)
+ . . .
]
. (H.21)
The perturbations in equations (H.16) were assumed to be small, so terms in order δT/T0,
δB/B0 and δn/n0 may be neglected when compared to unity. The other terms in the final
set of square brackets are more awkward, and to neglect these compared to unity we make
the local approximation: that is, we assume that the wavelengths of the perturbations
are much shorter than the relevant scale lengths. More formally, we take
|klT,B,n,C |  1 and
∣∣∇(l−1T,B,n,C)∣∣ . 1l2T,B,n,C (H.22)
⇒ O
(∣∣∣∣∇2T0k2T0 , ∇
2B0
k2B0
,
∇2n0
k2n0
,
∇2C0
k2C0
∣∣∣∣) . 1k2l2T,B,n,C  1.
Notice that for perturbations perpendicular to the zeroth-order gradients (kx = 0), the
value of klT,B,n need not be especially large for the local condition to hold. Indeed, by
inspection of equation (H.21) we see that the final two terms on the right-hand-side may
be neglected provided the square of klT,B,n is large compared to unity, i.e.,
(klT,B,n)
2  1. (H.23)
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Hence, after substituting equations (H.16) in to equation (H.7) and neglecting appropriate
terms, we find that to first-order
1
T0
∂T0
∂t
− iω δT
T0
= +dT
[
1
T0
∇2T0 +
(
5
2
∇T0
T0
+
∇κ⊥
κ⊥
)
· ∇T0
T0
]
+aE
[
1
B0
∇2B0 +
(∇T0
T0
+
∇ψ∧
ψ∧
+
{
β∧
ψ∧
∇T0
T0
+
γ∧
ψ∧
∇n0
n0
})
· ∇B0
B0
]
+dφ
[
1
n0
∇2n0 +
(
7
2
∇T0
T0
− ∇n0
n0
+
∇φ⊥
φ⊥
)
· ∇n0
n0
]
+
{
2α⊥χ
c2BΛ
2
aE
ψ∧
∇B0
B0
· ∇B0
B0
}
− 2
3
∇ ·C0 −C0 · ∇T0
T0
+
1
T0
(
∂T0
∂t
)
L
−k2dT δT
T0
− k2aE δB
B0
[
1 +
2α⊥χ
c2Bψ∧Λ2
(
δB
B0
+ 2i
kx
k2lB
)]
− k2dφ δn
n0
+ikyσB
([
cκ
lT
+
aC
lT
]
+
[
cφ
ln
− 2a
′
C
3ln
])
δB
B0
−ikyσB
([
cκ
lT
+
7dˆφ
2lT
]
+
[
cφ
lB
− 2a
′
C
3lB
])
δn
n0
−ikyσB
([
cκ
lB
+
aC
lB
]
−
[
cκ
ln
+
7dˆφ
2ln
])
δT
T0
− 2
3
ikδC − ikxC0 δT
T0
,
(H.24)
where we have assumed that the laser heating operator is unaffected by the perturbation.
The term due to Ohmic heating collected into the perturbation of aE is problematic
because α⊥χ/ψ∧ becomes large with χ. However, providing we make the additional
assumption
Λ & max{1, χ} ⇒ 2α⊥χ
c2Bψ∧Λ2
.

2α⊥χ
c2Bψ∧
for χ ≤ 1
2α⊥
c2Bψ∧χ
for χ > 1
⇒ 2α⊥χ
c2Bψ∧Λ2
. 1,
(H.25)
where the final implied expression is made with reference to figure H.1, then this part
may be neglected. The assumption Λ & max{1, χ} is likely to hold for many laser-plasma
interactions of interest. Furthermore, even under conditions where it does not—relatively
cold, high density plasmas with large χ (see §A.2)—the correction needed to the analysis
will be small due to the factors δB/B0 and kx/k
2lB, and because aE itself is small under
such conditions. This is especially true if θ = pi/2, for which kx = 0. In practice, then,
the analysis is expected to remain valid well outside the Λ & max{1, χ} regime.
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Figure H.1: The ratio (2α⊥χ)/(c2Bψ∧[max{1, χ}]2) plotted as a function of Hall parameter.
Since this ratio is approximately unity, the perturbed term in aE in equation (H.24) may be
simplified to aEk
2δB/B0.
Therefore, making the approximation Λ & max{1, χ} and subtracting equation (H.12)
from equation (H.24), we have the perturbation equation
ω =− ik2dT − ik2aE T0
B0
δB
δT
− ik2dφT0
n0
δn
δT
− keB T0
B0
δB
δT
+ ken
T0
n0
δn
δT
+ keT +
2
3
kT0
δC
δT
+ kC0 cos θ, (H.26)
where the eB, en and eT coefficients describing cross-gradient effects are defined by
eB = σB
([
cκ
lT
+
aC
lT
]
+
[
cφ
ln
− 2a
′
C
3ln
])
sin θ, (H.27a)
en = σB
([
cκ
lT
+
7dˆφ
2lT
]
+
[
cφ
lB
− 2a
′
C
3lB
])
sin θ, (H.27b)
and eT = σB
([
cκ
lB
+
aC
lB
]
−
[
cκ
ln
+
7dˆφ
2ln
])
sin θ. (H.27c)
Alternatively, equation (H.26) may be written in terms of a characteristic complex velocity
v, such that
v = −ikdT − ikaE T0
B0
δB
δT
− ikdφT0
n0
δn
δT
− eB T0
B0
δB
δT
+ en
T0
n0
δn
δT
+ eT +
2
3
T0
δC
δT
, (H.28)
where v =
ω
k
− C0 cos θ. (H.29)
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H.3.2 Perturbing the Induction Equation
Proceeding as we have just done with the energy continuity equation, after substituting
the perturbations of equations (H.16) into (H.9) and neglecting appropriate terms, the
first-order perturbed form of the induction equation is
1
B0
∂B0
∂t
− iω δB
B0
= +dR
[
1
B0
∇2B0 +
(∇α⊥
α⊥
− 3
2
∇T0
T0
)
· ∇B0
B0
]
+aN
[
1
T0
∇2T0 +
(∇β∧
β∧
)
· ∇T0
T0
]
+aγ
[
1
n0
∇2ne +
(∇T0
T0
− ∇n0
n0
+
∇γ∧
γ∧
)
· ∇n0
n0
]
−∇ ·C0 −C0 · ∇B0
B0
− k2dR δB
B0
− k2aN δT
T0
− k2aγ δn
n0
−ikyσB
([
cγ
ln
+
cH
ln
]
+
[
cβ
lT
+
3cˆH
2lT
])
δB
B0
+ikyσB
([
cγ
lB
+
cH
lB
]
+
[
cG
lT
])
δn
n0
+ikyσB
([
cβ
lB
+
3cˆH
2lB
]
−
[
cG
ln
])
δT
T0
− ikδC − ikxC0 δB
B0
. (H.30)
Thus, subtracting the zeroth-order solution of equation (H.13), we arrive at the pertur-
bation equation
ω =− ik2dR − ik2aNB0
T0
δT
δB
− ik2aγB0
n0
δn
δB
+ kfB − kfnB0
n0
δn
δB
− kfT B0
T0
δT
δB
+ kB0
δC
δB
+ kC0 cos θ, (H.31)
where the fB, fn and fT coefficients describing the cross-gradient effects are defined by
fB = σB
([
cγ
ln
+
cH
ln
]
+
[
cβ
lT
+
3cˆH
2lT
])
sin θ, (H.32a)
fn = σB
([
cγ
lB
+
cH
lB
]
+
[
cG
lT
])
sin θ, (H.32b)
and fT = σB
([
cβ
lB
+
3cˆH
2lB
]
−
[
cG
ln
])
sin θ. (H.32c)
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As in the previous subsection, equation (H.31) may be written in terms of the character-
istic velocity defined in equation (H.29), i.e.,
v = −ikdR − ikaNB0
T0
δT
δB
− ikaγB0
n0
δn
δB
+ fB − fnB0
n0
δn
δB
− fT B0
T0
δT
δB
+B0
δC
δB
. (H.33)
H.3.3 Perturbing the Hydrodynamic Equations
The continuity and ion momentum equations governing hydrodynamic plasma motion are
more readily perturbed than those discussed in the preceding two subsections. Indeed,
substitution for the perturbed number density and ion speed into equation (H.1), and
neglect of appropriate terms, gives to first-order
∂n0
∂t
+∇ · (C0n0)− iωδn+ ikn0δC + ikxδnC0 = 0. (H.34)
Hence, subtracting the zeroth-order solution of equation (H.14) we have
δC
δn
=
1
n0
(ω
k
− C0 cos θ
)
=
v
n0
. (H.35)
Similarly, after substituting the perturbations in equations (H.16) into equation (H.2)
and neglecting appropriate terms, we arrive at the first-order form of the momentum
equation
ρi0
[
∂C0
∂t
+ (C0 · ∇)C0
]
− iρi0
(
ω
k
− C0kx
k
)
k =−∇
(
B20
2µ0
+ n0T0
)
(H.36)
− i
[
n0T0
(
δn
n0
+
δT
T0
)
+
B20
µ0
δB
B0
]
k.
Thus, recalling that the zeroth-order pressure is P0 = n0T0, after subtracting the zeroth-
order solution of equation (H.15), we find
v =
(ω
k
− C0 cos θ
)
=
1
δC
[
v2s
γc
(
δn
n0
+
δT
T0
)
+ v2A
δB
B0
]
, (H.37)
where vA =
(
B20
ρi0µ0
)1/2
and vs =
(
γcP0
ρi0
)1/2
, with γc =
5
3
, (H.38)
are the zeroth-order Alfve´n speed and sound speed respectively, and γc is the ratio of
specific heats for an ideal monatomic gas (cf. §6.5).
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H.4 Interlude
Before proceeding to solve for the complete dispersion relation, we briefly consider the
solution as it is discussed in Chapter 7, i.e., in the absence of both hydrodynamic effects
and density gradients. In this case, only the induction and energy equations are solved,
and the density and ion speed perturbations are set to zero. In addition, if we assume
no zeroth-order density gradients, then the density length scale tends to infinity. To
summarise, we make the following assumptions:
δn = 0, δC = C0 = 0 and
∂n0
∂x
= 0 ⇒ lT →∞. (H.39)
Consequently, the first-order equations for ω, as given in equation (H.26) and equation
(H.31), become
ω =− ik2dT − ik2aE T0
B0
δB
δT
− keB T0
B0
δB
δT
+ keT (H.40)
and ω =− ik2dR − ik2aNB0
T0
δT
δB
+ kfB − kfT B0
T0
δT
δB
(H.41)
respectively. Notice that under our new assumption lT → ∞, the eB, eT , fB and fT
coefficients take the modified forms
eB = σB
(
cκ
lT
+
aC
lT
)
sin θ, eT = σB
(
cκ
lB
+
aC
lB
)
sin θ, (H.42)
fB = σB
(
cβ
lT
+
3cˆH
2lT
)
sin θ and fT = σB
(
cβ
lB
+
3cˆH
2lB
)
sin θ (H.43)
⇒ eT lB = eBlT and fT lB = fBlT .
Consequently, the unknown perturbation quantities δT and δB in equations (H.40) and
(H.41) may be eliminated to derive a quadratic in ω and the dispersion relation
ω± =
1
2
{[
(eT + fB) k − (dT + dR) ik2
]
±
√
[(dT − dR) ik2 − (eT − fB) k]2 + 4 (aN ik2 + fTk) (aEik2 + eBk)
}
. (H.44)
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H.5 Quartic Dispersion Relation
The four perturbation equations—equations (H.28), (H.33), (H.35) and (H.37)—may be
combined to eliminate the four unknowns in δT , δB, δn and δC, thus yielding a com-
plete quartic dispersion relation in v. However, such an approach leads to a particularly
unwieldy expression. We simplify our analysis, therefore, by solving for the dispersion
relation only in the special case that the super-Gaussian power is m = 2, whereby
cφ = dφ = dˆφ = aγ = cγ = 0 and aC = a
′
C =
χ
cB
δ2
τT
[
1 + χ
∂ψ⊥
∂χ
]
. (H.45)
In addition, we make use of the plasma thermal mean-free-path λT , thermal collision time
τT and thermal velocity vT = λT/τT to define a dimensionless notation:
Ω = ωτT , K = kλT , V =
v
vT
=
(
Ω
K
− C0
vT
cos θ
)
, (H.46)
Vs =
vs
vT
, VA =
vA
vT
, LT =
lT
λT
, LB =
lB
λT
, Ln =
ln
λT
,
DT =
τT
λ2T
dT , DR =
τT
λ2T
dR, AN =
τT
λ2T
aN , AE =
τT
λ2T
aE, Cκ =
τT
λ2T
cκ,
AC =
τT
λ2T
aC , Cβ =
τT
λ2T
cβ, CˆH =
τT
λ2T
cˆH , CH =
τT
λ2T
cH , CG =
τT
λ2T
cG,
EB =
eB
vT
= σB
(
Cκ
LT
+
AC
LT
− 2AC
3Ln
)
sin θ, FB =
fB
vT
= σB
(
CH
Ln
+
Cβ
LT
+
3CˆH
2LT
)
sin θ,
ET =
eT
vT
= σB
(
Cκ
LB
+
AC
LB
− Cκ
Ln
)
sin θ, FT =
fT
vT
= σB
(
Cβ
LB
+
3CˆH
2LB
− CG
Ln
)
sin θ,
En =
en
vT
= σB
(
Cκ
LT
− 2AC
3LB
)
sin θ and Fn =
fn
vT
= σB
(
CH
LB
+
CG
LT
)
sin θ,
where we have used the upper-case convention (cf. §7.3). The dispersion relation is then
found as follows. First, substituting equation (H.35) into equation (H.37) gives
T0
n0
δn
δT
=
(
V 2s
γc
+ V 2A
T0
B0
δB
δT
)(
V 2 − V
2
s
γc
)−1
(H.47a)
and
B0
n0
δn
δB
=
(
V 2s
γc
B0
T0
δT
δB
+ V 2A
)(
V 2 − V
2
s
γc
)−1
. (H.47b)
Next, recalling the assumptions in equations (H.45), upon substitution of equation (H.35)
into equations (H.28) and (H.33) we have
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V = −
(
iKDT − ET
)
−
(
iKAE + EB
)
T0
B0
δB
δT
+
(
En +
2
3
V
)
T0
n0
δn
δT
(H.48a)
and V = −
(
iKDR − FB
)
−
(
iKAN + FT
)
B0
T0
δT
δB
−
(
Fn − V
)
B0
n0
δn
δB
(H.48b)
respectively. Hence, substituting equation (H.47a) into equation (H.48a) and equation
(H.47b) into equation (H.48b), we find
[
V+
(
iKDT − ET
)](
V 2 − V
2
s
γc
)
−
(
En +
2
3
V
)
V 2s
γc
= +
[(
En +
2
3
V
)
V 2A −
(
iKAE + EB
)(
V 2 − V
2
s
γc
)]
T0
B0
δB
δT
(H.49a)
and
[
V+
(
iKDR − FB
)](
V 2 − V
2
s
γc
)
+
(
Fn − V
)
V 2A
= −
[(
Fn − V
)
V 2s
γc
+
(
iKAN + FT
)(
V 2 − V
2
s
γc
)]
B0
T0
δT
δB
(H.49b)
respectively. Finally, multiplying equation (H.49a) by equation (H.49b), to eliminate
terms in T0δB/B0δT , we obtain (after some manipulation) the dispersion relation
V 2
{
V 2 +
[
(iKDT − ET ) + (iKDR − FB)
]
V
+
[
(iKDT − ET )(iKDR − FB)− (iKAE + EB)(iKAN + FT )
]}
−V 2s
{
V 2 +
[
3
5
(iKDT + En − ET ) + (iKDR − FB)− 3
5
(iKAE + EB)
]
V
+
[
3
5
(iKDT + En − ET )(iKDR − FB)− 3
5
(iKAE + EB)(iKAN − Fn + FT )
]}
−V 2A
{
V 2 +
[
(iKDT − ET )− Fn − 2
3
(iKAN + FT )
]
V
−
[
(iKDT − ET )Fn + (iKAN + FT )En
]}
= 0, (H.50)
where we substituted for the ratio of specific heats γc = 5/3. This dispersion relation
represents a quartic in Ω and sextic in K.
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H.6 Reducing the Quartic
The dispersion relation of equation (H.50), though general for super-Gaussian power
m = 2, is still rather complicated, and it is expedient to reduce its scope before attempting
to describe its meaning. Consequently, we make the further approximation
V 2s
V 2A
 1, (H.51)
which will allow us to neglect some of the terms. This assumption is equivalent to
demanding the thermal pressure greatly exceed the magnetic pressure, i.e., β  1, where
β =
Thermal pressure
Magnetic pressure
=
n0T0
B20/2µ0
=
2
γc
V 2s
V 2A
=
6
5
V 2s
V 2A
=
c2BΛ
2
χ2
=
4
3
AN
AE
. (H.52)
Combining it with the inequality in equation (H.25) we thus form the stronger condition
Λ2  max{1, χ2}. (H.53)
Since AN ≈ DT (see §7.1.5), under this assumption we have
DT ≈ AN = 3
4
c2BΛ
2
χ2
AE  AE and DR
AN
≈ DR
DT
=
χ2
c2BΛ
2
(
α⊥
χ2κ⊥
)
 1, (H.54)
where the former inequality follows from equation (H.52), and the latter may be seen by
plotting DR/DT for Λ = max{1, χ} and noting that the ratio is either less than or similar
to unity, and therefore much less than unity when Λ2  max{1, χ2} (see figure H.2). In
addition, if we assume the that the length-scales are all comparable, i.e.,
|LT | ∼ |LB| ∼ |Ln|, (H.55)
then inequality (H.53) means terms in Cκ are usually much greater than those in AC .
Indeed, by considering the ratio
AC
|Cκ| =
3χ2
c2BΛ
2
[
1 + χ
∂ψ⊥
∂χ
] ∣∣∣∣χ2∂κ∧∂χ
∣∣∣∣−1 ≈ 3χ2c2BΛ2
∣∣∣∣χ2∂κ∧∂χ
∣∣∣∣−1 (H.56)
for Λ = max{1, χ}, we note that Cκ dominates whenever AC/|Cκ| . 1 (because Λ2
is in fact much greater than max{1, χ2}); that is for all χ excepting χ ∼ 10−1 where
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∂κ∧/∂χ ≈ 0 and Cκ ∼ 0 (see figure H.2). Nevertheless, in this region terms in AC/LB,T,n
may be compared with those in KDT and KAE, viz.,
AC(10
−1)
DT (10−1)
1
KLB,T,n
≈ χ
2
Λ2
2
KLB,T,n
 1 ⇒ AC(10
−1)
AE(10−1)
1
KLB,T,n
≈ 2
KLB,T,n
 1,
(H.57)
since from equation (H.54) we have DT (χ ≈ 10−1) ≈ Λ2AE(χ ≈ 10−1)/χ2. Thus, by
the ratio AC/|Cκ| and the local approximation KLB,T,n  1, we find that AC may be
neglected entirely to yield
EB = En = σB
Cκ
LT
sin θ and ET = σB
(
Cκ
LB
− Cκ
Ln
)
sin θ. (H.58)
Hence, equation (H.50) may be written as
V 2
{
V 2 +
[
(iKDT − ET ) + (iKDR − FB)
]
V
+
[
(iKDT − ET )(iKDR − FB)− (iKAE + EB)(iKAN + FT )
]}
−V 2s
{
V 2 +
[
3
5
(iKDT − ET ) + (iKDR − FB)− 3
5
iKAE
]
V
+
[
3
5
(iKDT − ET )(iKDR − FB) + 3
5
EB(iKDR − FB)
− 3
5
(iKAE + EB)(iKAN − Fn + FT )
]}
−V 2s
{
V 2
V 2A
V 2S
+
[
(iKDT − ET )V
2
A
V 2S
− FnV
2
A
V 2S
− 2
3
(iKAN + FT )
V 2A
V 2S
]
V
−
[
(iKDT − ET )FnV
2
A
V 2S
+ EB(iKAN + FT )
V 2A
V 2S
]}
= 0. (H.59)
By inequality (H.51), this expression immediately suggests the neglect of various terms in
V 2A/V
2
S when the final two parts in curly brackets are compared. In addition, since AN 
DR, we note that
3
5
iKEBDR is much smaller than iKEBAN , while both
2
3
AN(V
2
A/V
2
S ) ∼
DT (V
2
A/V
2
S ) and AE may be neglected compared to DT . Consequently, equation (H.59)
may readily simplified to the form
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Figure H.2: Three ratios used to reduce the quartic dispersion relation plotted as a func-
tion of χ when Λ = max{1, χ}. The ratio DR/DT demonstrates that DT  DR when
Λ2  max{1, χ2}, as written in equation (H.54); while the function (3χ2)/(c2BΛ2)|χ2(∂κ∧∂χ)|−1
indicates that Cκ nearly always dominates over AC (see equation (H.56)) and is also used to jus-
tify inequality (H.68). The remaining ratio (2χ/c2BΛ
2)|(∂β⊥∂χ)|−1 is used to justify inequality
(H.67).
V 2
{
V 2 +
[
(iKDT − ET ) + (iKDR − FB)
]
V (H.60)
+
[
(iKDT − ET )(iKDR − FB)− (iKAE + EB)(iKAN + FT )
]}
−V 2s
{
V 2 +
[
3
5
(iKDT − ET ) + (iKDR − FB)−
(
Fn +
2
3
FT
)
V 2A
V 2S
]
V
+
[
3
5
(iKDT − ET )(iKDR − FB)− 3
5
EBFB
− 3
5
(iKAE + EB)(iKAN − Fn + FT )− (iKDT − ET )FnV
2
A
V 2S
]}
= 0.
The next feature to consider are those terms in FB, FT and Fn. Notice that the corrections
to the Hall term are either similar in magnitude or much smaller than the Hall term itself,
i.e., CH & CˆH . Thus, from the ratio
CH
CG
∼ χ
2
c2BΛ
2
 1 (H.61)
and the fact that the scale-lengths are comparable, we have
FT,n
V 2A
V 2s
. FB, AEFT,n . DTFB and EBFB ∼ ETFB. (H.62)
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Thus, equation (H.60) may be reduced further to the form
V 2
{
V 2 +
[
(iKDT − ET ) + (iKDR − FB)
]
V
+
[
(iKDT − ET )(iKDR −O(FB)) +K2AEAN − EB(iKAN + FT )
]}
−V 2s
{
V 2 +
[
3
5
(iKDT − ET ) + (iKDR −O(FB))
]
V
+
[
3
5
(iKDT − ET )(iKDR −O(FB))
+ 3
5
K2AEAN − 35EB(iKAN − Fn + FT )
]}
= 0. (H.63)
Now, we saw in §7.1.5 that the local approximation allows us to neglect terms in Cβ and
CˆH compared to those in ANKLB,T,n. In addition, inequality (H.61) means that the Hall
term CH is much smaller than the field generating term CG. This means that Cβ, CH
and CˆH may be ignored when considering parts in (iKAN +FT ) and (iKAN −Fn +FT ),
so that FT and Fn may be replaced by a term F of the form
FT → −F and FT − Fn → ΛGF, (H.64)
with F = σB
CG
Ln
sin θ, ΛG =
(
1 +
Ln
LT
)
and CG =
cB
2χ
, (H.65)
where Cβ has been removed from the definition of CG (remember, Cβ/LT,B,n is small
compared to iKAN). Consequently the dispersion relation becomes
V 2
{
V 2 + [(iKDT − ET ) + (iKDR − FB)]V
+ [(iKDT − ET )(iKDR −O(FB)) +K2AEAN − EB(iKAN − F )]
}
−V 2s
{
V 2 + [3
5
(iKDT − ET ) + (iKDR −O(FB))]V
+ 3
5
[(iKDT − ET )(iKDR −O(FB)) +K2AEAN − EB(iKAN − ΛGF )]
}
= 0.
(H.66)
Writing the dispersion relation in this way, whereby both terms in curly brackets are of
the same order of magnitude, is clearly suggestive of two limits: a classical transport limit,
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with V 2  V 2s ; and an hydrodynamic limit, with V 2  V 2s . Indeed, in both limits the
quartic dispersion relation may be expressed as a quadratic in V and solved accordingly.
However, such an observation means that we may make further reductions in the form
of the relation. Noticing that the first term in curly brackets yields a relation essentially
identical to that in §7.1.4, tells us that the terms in Cβ and CˆH may be entirely neglected
in both limits by the local approximation (see §7.1.5). Furthermore, for Λ2 = max{1, χ2}
we have
CH
|Cβ| ≈
2χ
c2BΛ
2
∣∣∣∣∂β⊥∂χ
∣∣∣∣−1 . 1 for χ . 1, (H.67)
so that if Λ2  max{1, χ2} we may neglect CH along with Cβ when χ . 1 (see figure
H.2). In addition, for Λ2 = max{1, χ2} we find
DTCH
AN |Cκ| ∼
CH
|Cκ| =
3χ2
c2BΛ
2
∣∣∣∣χ2∂κ∧∂χ
∣∣∣∣−1 . 1 for χ & 1, (H.68)
so that with Λ2  max{1, χ2} we may neglect O(CH/LB,T,n) compared to ET when
χ & 1, along with DTO(CH/LB,T,n) compared to ANEB, and ETO(CH/LB,T,n) compared
to EBF (see figure H.2). Combining these considerations for χ . 1 and χ & 1, we see
that the CH part of O(FB) may be neglected along with Cβ and CˆH . Thus, the entire
contribution from both FB and O(FB) can be removed from equation (H.66) to give:
V 2
{
V 2 +
[
(iKDT − ET ) + iKDR
]
V
+
[
(iKDT − ET )iKDR +K2AEAN − EB(iKAN − F )
]}
−V 2s
{
V 2 +
[
3
5
(iKDT − ET ) + iKDR
]
V
+
[
3
5
(iKDT − ET )iKDR + 35K2AEAN − 35EB(iKAN − ΛGF )
]}
= 0. (H.69)
This relation is the starting point for our discussion in Chapter 8, where it is re-expressed
in equation (8.16) after setting VB = ET and introducing the terms SG, SP and SE defined:
SG = 4EBF = 4
CκCG
LTLn
sin2 θ, SP = 4EBAN = 4AN
σB
LT
Cκ sin θ, and SE = 4ANAE
⇒ VB = ET = σBCκ
LT
(
LT
LB
− LT
Ln
)
sin θ =
SPLT
4ANLB
ΛB, with ΛB =
(
1− LB
Ln
)
.
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