Abstract: We interpret economic MPC as a control scheme that seeks to trade off economic performance and stability. We use this notion to design an economic MPC controller that exploits the inherent robustness of a stable auxiliary MPC controller to enhance economic performance. Specifically, we incorporate a flexible stabilizing constraint to the economic MPC formulation that preserves stability of the auxiliary controller. We use multiobjective optimization concepts to argue that the dual variable of the stabilizing constraint can be interpreted as a price of stability and establish an equivalence with weighted economic MPC approaches. We demonstrate that nontrivial gains in economic performance can be achieved without compromising stability.
BASIC NOTATION AND SETTING
Consider a dynamic system of the form
where x k ∈ nx , u k ∈ nu , and f : nx × nu → nx is the system mapping. We assume that the system has an equilibrium point (x ss ,u ss ) satisfying x ss = f (x ss , u ss ).
We use the notation {x k , u k } t+T t
to describe a trajectory x k , k = t, ..., t + T and u k , k = t, ..., t + T − 1. We say that a trajectory {x k , u k } t+T t is feasible if it satisfies x t+T = x ss and x k ∈ X , u k ∈ U for all k. The sets X ⊆ nx and U ⊆ nu are assumed to be compact and contain the equilibrium point. If a trajectory {x k , u k } t+T t is computed at time τ we denote this as {x k|τ , u k|τ } t+T t . For convenience we define the compact notation x t|t = x t , u t|t = u t and the vector u T := (u 0 , ..., u T −1 ).
We define the admissible set in T +1 steps as the joint set of initial states x 0 and control trajectories u T giving rise to a set of feasible trajectories that emanate from the dynamic system, as is done by Diehl et al. (2011) . Formally,
x T = x ss , x k ∈ X , u k ∈ U, k = 0, ..., T } .
We define the set of admissible states as
Consider now the following tracking and economic value functions, respectively, evaluated along a feasible trajectory {x k|t , u k|t } t+T t computed at time t,
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We assume that the stage cost L tr : nx × nu → is a mapping satisfying L tr (x − x ss , u − u ss ) = 0 if and only if x = x ss , u = u ss holds and is positive otherwise. In other words, the tracking stage cost is a positive definite function and we use the notation L tr (x, u) for simplicity. Positive definiteness implies that the tracking stage cost is bounded below and we assume further that it is bounded above. The economic stage cost is given by L ec : nx × nu → , and we assume this to be bounded below and above.
Consider now that at time instant t + 1, we have a feasible trajectory {x k|t+1 ,ū k|t+1 } t+1+T t+1
. The difference between the tracking value functions along trajectories {x k|t+1 ,ū k|t+1 } t+1+T t+1
and {x k|t , u k|t } t+T t is given by
If the feasible trajectory {x k|t+1 ,ū k|t+1 } t+1+T t+1
is the solution of the tracking MPC problem (MPC-T),
with corresponding tracking value function
we have thatV
This follows from the optimality of {x k|t+1 ,ū k|t+1 } t+1+T t+1
and from the use of the terminal constraint (7d), as discussed by Mayne et al. (2000) . Condition (9) is sufficient for stability because L tr (·, ·) is a positive definite function and thus the tracking value function qualifies as a Lyapunov function.
It is well known that stability cannot be guaranteed when the stage cost L tr (·, ·) is replaced by an arbitrary economic stage cost L ec (·, ·). The reason is that the economic stage cost might not be a positive definite function and thus the economic value function might not qualify as a Lyapunov function. Strategies to avoid this issue include the addition of regularization terms guaranteeing that the regularized economic value function becomes a Lyapunov function, as is done by Huang et al. (2011) and Diehl et al. (2011) . Alternatively, one might need to rely on system-theoretic properties (e.g., dissipativity) to guarantee stability; this approach is discussed by Angeli et al. (2012) . In this work, we construct an economic MPC controller (MPC-E) that exploits the inherent robustness properties of MPC-T to enhance economic performance.
MPC-E CONTROLLER
Because {x k|t+1 ,ū k|t+1 } t+1+T t+1
is optimal for MPC-T it gives the best progress in terms of the tracking value function and the structure of MPC-T automatically guarantees stability. A key observation that we make in this work is that stability can still be for any feasible but suboptimal trajectory (with respect to MPC-T) that we denote as {x k|t+1 , u k|t+1 } t+1+T t+1
and that satisfies,
for any scalar σ ∈ [0, 1). Here,
To see that stability is implied by (10), we first note that this condition is equivalent to
This follows by adding −V tr t on both sides of (10). By using the lower bound (9) we have that (10) implies
This condition implies stability because (1 − σ)L tr (·, ·) is a positive definite function for σ ∈ [0, 1). We refer to condition (10) as the stabilizing constraint. We emphasize that (10) is equivalent to (12). We also note that (10) implies (13) but not the other way around.
A suboptimal trajectory {x k|t+1 , u k|t+1 } t+1+T t+1 satisfying (10) can be obtained by solving the economic MPC problem (MPC-E),
where
is a parameter (function of parameter σ). From the solution of MPC-E we set
Consequently, (14f) is the stabilizing constraint (10).
We now formally define the MPC-E controller.
MPC-E Controller
(0) Given x 0 ∈ X and σ ∈ [0, 1), set t ← 0 and 0 (σ) ← +∞. (1) Solve MPC-E with initial state x t and t (σ), evaluate V tr t , and set u t ← v 0 . (2) Implement u t , and let system evolve to We define the MPC-E control law resulting from the above scheme as h(x t , σ).
Remark (Inherent Robustness): The stabilizing constraint (10) is designed to exploit the inherent robustness of MPC-T to optimize economic performance. Discussions on inherent robustness are presented by Pannocchia et al. (2011) and Santos and Biegler (1999) . In particular, if a suboptimal trajectory (with respect to MPC-T) with tracking value function V tr t+1 is used instead of the optimal trajectory with tracking valueV tr t+1 , we have that
holds. Here, we used the lower bound (9) and (V tr t+1 − V tr t+1 ) is the suboptimality error with respect to MPC-T. Consequently, we can improve economic performance and maintain stability as long as the suboptimality error satisfies the condition (V tr t+1 −V tr t+1 ) ≤ σL tr (x t , u t ). Note also that the larger L tr (x t , u t ) is, the more flexibility (inherent robustness) we have to improve economic performance.
One would be tempted to replace the stabilizing constraint (10) with the suboptimality error condition
for some α < 1, or directly impose the condition,
for some β > 0, as is proposed by Maree and Imsland (2014) (see Assumption 3 in their work). Establishing lower and upper bounds for α and β under which (18) and (19) are guaranteed to hold, respectively, is complicated and might require trial and error. In particular, Maree and Imsland (2014) do not propose a procedure to determine and upper bound for β. The reason for the complication in finding α, β is that both conditions (18) and (19) are derived by using the lower bound (9). Stability under the proposed condition (10), on the other hand, can hold only for σ ∈ [0, 1) and thus this condition spans the entire stability range. This will be shown in the next section. These observations also imply that there is more flexibility than the one provided by the stage cost L tr (x t , u t ).
Remark (Feasibility and Convexity): In the following, we make the blanket assumption that MPC-T is feasible for any x t ∈ Z T . In addition, to simplify the presentation, we focus on the special case in which the system mapping f (·, ·) is linear, the stage functions L tr (·, ·) and L ec (·, ·) are convex, and the sets X and U are convex. These assumptions guarantee that MPC-T and MPC-E are convex optimization problems and thus have unique solutions. Special considerations for a general nonconvex setting are discussed in Section 4.
STABILITY AND PROPERTIES OF MPC-E
In the following discussion, we will also use the compact representation of MPC-E (14), min V ec t+1
(20c) Here, λ t+1 is the Lagrange multiplier (dual variable) of the stabilizing constraint (20c). For a fixed σ, we denote the tracking and economic value functions resulting from the solution of (20) as V tr t+1 (σ) and V ec t+1 (σ), respectively. We define the control action u t+1 (σ) and multiplier λ t+1 (σ) as functions of σ.
The MPC-E problem has the following properties. Proof: From feasibility of MPC-T we have thatV tr t+1 exists and is finite. MPC-T and MPC-E have the constraint set (except for (14f)) but MPC-E must be feasible with respect to (14f) for σ = 0. Moreover, from the structure of (14f), the lower bound (9), and the positive definiteness of
) is a positive relaxation of the stabilizing constraint (14f), and thus the feasible region of MPC-E for σ = 0 is contained in the feasible region defined for σ ∈ (0, 1). We thus have feasibility of MPC-E.
We can establish the second result as follows. Pick some σ 1 ∈ (0, 1). By construction we have that t+1 (σ 1 ) > 0.
Define the functions f 0 := V ec t+1 (σ 1 ) and f 1 := V tr t+1 (σ 1 ) − t+1 (σ 1 ) and construct the optimization problem min f 0 s.t. f 1 + κ ≤ 0 (ν). Denote the function values at the solution as f 0 (κ) and f 1 (κ) and the multiplier as ν(κ). By construction we have that ν(κ) ≥ 0. Under convexity of MPC-E we have from Theorem 6.1. by Rockafellar (1993) that f 0 (κ) ≥ f 0 (0) + ν(0)κ holds for any κ. Now pick κ satisfying 0 < κ < t+1 (σ 1 ). This is equivalent to picking σ 2 < σ 1 because t+1 (σ 2 ) < t+1 (σ 1 ). Because ν(0) ≥ 0 and κ > 0, we have that
Remark (Stability Price): By construction of MPC-E, we have that λ t+1 (σ) ≥ 0; and from duality we have that
Consequently, for fixed σ (and thus fixed t+1 (σ)), we have that the value functions are conflicting if and only if λ t+1 (σ) > 0. In other words, as we increase σ we have that V ec t+1 (σ) decreases, as stated in Property 1. We can thus see that MPC-E can be interpreted as a multiobjective (MO) optimization problem that seeks a trade off economic performance and stability. In our setting, the trade-off is determined by the parameter σ, which relaxes the stabilizing constraint. Spanning the range σ ∈ [0, 1) thus define the so-called Pareto front and this corresponds to the so-called -constrained method reviewed by Miettinen (1999) .
The dual variable λ(σ) of the stabilizing constraint can be interpreted as an stability price in the sense that if the stabilizing constraint is relaxed, then a lower value of the economic value function can be obtained. In other words, the stability price is a measure of the resistance imposed by the stabilizing constraint on economic performance. If the objectives are not conflicting, then we have that λ t+1 (σ) = 0, and thus ω(σ) = 0, so the stabilizing constraint becomes irrelevant. This situation implies that one can minimize the economic value function without worrying about stability.
We can formalize the MO interpretation by defining the MPC-MO problem min {V
with corresponding value functions V In other words, if we have a weak Pareto optimal solution and there exists an alternative solution that strictly improves both of our objectives then our solution cannot be weak Pareto optimal. This conclusion thus implies that weak Pareto solutions can be strictly improved in one objective while the other one remains constant (e.g., points along a vertical or horizontal line). If we have a Pareto optimal solution and there exists an alternative solution that improves one of our objectives strictly while the other one remains constant then our solution cannot be Pareto optimal. This condition thus implies that Pareto optimal solutions cannot be improved strictly in both objectives (e.g., points along a diagonal). obtained from MPC-E can be guaranteed only to be weakly Pareto optimal. One can, however, verify that this solution trajectory is also Pareto optimal. Consider the alternative problems
and,
is Pareto optimal for MPC-MO if and only if it is the solution of the alternative problems (23) and (24) The incorporation of the stabilizing constraint (14f) can be interpreted as the addition of a tracking regularization term, in the spirit of the work of Huang et al. (2011) , Subramanian et al. (2014) , and Maree and Imsland (2014) . Weighted regularization is in general cumbersome because the weight needs to be tuned and needs to be adjusted at each time t. This, in fact, motivated the automatic weighting procedure provided by Maree and Imsland (2014) in which the authors select the maximum weight that preserves stability at each time t. Using the stabilizing constraint eliminates the need for such a procedure.
Note also that if the objectives are not conflicting (as might be possible in some applications) we have that λ t+1 (σ) = 0 and ω(σ) = 0; consequently, the tracking term becomes irrelevant and we have full freedom to optimize economic performance. Theorem 1. The equilibrium point x ss under the control law h(x t , σ) is an asymptotically stable equilibrium with region of attraction Z T for any σ ∈ [0, 1).
Proof: From feasibility of MPC-T and using Lemma 1 we have feasibility of MPC-E. The stabilizing constraint (14f) evaluated at {x k|t+1 , u k|t+1 } t+1+T t+1
guarantees that
for all t. Because L tr (x t , u t ) is a positive definite function and is bounded from above, we have that V Proof: From stability we have that lim t→∞ V tr t = 0, and from (9) we have that lim t→∞V tr t = 0 and lim t→∞ t (σ) = 0. From (14f) and the fact that L tr (·, ·) is a positive definite function we have that the only feasible solution of MPC-E in the limit is z k = x ss , v k = u ss . 2 Remark (Instability): From (13) we can see that σ = 1 implies that V tr t+1 (1) ≤ V tr t and, if tracking and economic objectives are conflicting (e.g., λ t+1 (1) > 0), we have that V tr t+1 (1) = V tr t . Consequently, the tracking value function is not strictly decreasing, and stability cannot be guaranteed. This also implies that the stabilizing constraint covers the entire stability range.
Remark (Connection with other MO controllers):
The MPC-E controller differs from recent multiobjective MPC controllers proposed in the literature. In the multiobjective controllers presented by Vito De and Scattolini (2007) and Bemporad and Muñoz de la Peña (2009) all the value functions are required to be Lyapunov functions. In MPC-E we require only one Lyapunov function (the tracking value function); the economic value function can any function. In the utopia-tracking controller presented by Zavala and Flores-Tlacuahuac (2012) , the authors define multiple value functions Φ j t+1 (·) with j = 1, ..., N Φ with ideal valuesΦ j t+1 resulting from the solution of the individual problems,
for j = 1, ..., N Φ . The ideal valuesΦ j t+1 define the so-called utopia point. The authors then design an MPC controller that minimizes the utopia-tracking function,
subject to the constraints (27b)-(27e). The utopia-tracking function (28) is augmented with a Lagrangian penalization term to derive a Lyapunov function, in the spirit of the work of Diehl et al. (2011) . The utopia-tracking controller permits the handling of many objective functions but requires strong duality to guarantee stability. The MPC-E controller can also manage many objectives by replacing the objective function in (14) with (28) and by defining the economic value function
(29) Stability of this MPC-E controller is guaranteed because the stabilizing constraint (14f) holds. Strong duality is no longer needed as in the utopia-tracking controller. In the Section 4 we demonstrate that strong duality is not needed even in the nonconvex case.
Remark (Connection with Lyapunov-Based Controllers): The MPC-E controller is related to Lyapunovbased MPC controllers as the one proposed by Heidarinejad et al. (2012) but differs in how feasibility in ensured. In Lyapunov-based controllers the descent of a Lyapunov function is imposed directly in the controller formulation but feasibility with respect to this constraint and state constraints is enforced by designing the level set of the Lyapunov function (Ω p in that paper). The stabilizing constraint (10) of MPC-E also implies descent of the Lyapunov function but feasibility is enforced by inheriting feasibility of MPC-T.
We also note that the stabilizing constraint (10) of MPC-E exploits the inherent robustness and this provides flexibility. In particular, the descent condition (5e) in the Lyapunov-based controller of Heidarinejad et al. (2012) corresponds to picking σ = 0 for the stability constraint (12) and thus can limit economic performance. We note, however, that the controller proposed by Heidarinejad et al. (2012) does not require descent of the Lyapunov function at each time instant, while MPC-E does. Nevertheless, the inherent robustness insight provided in this work can potentially be used to design Lyapunov-based controllers with guaranteed feasibility and increased flexibility.
CONSIDERATIONS FOR NONCONVEX CASE
Assume now that the system mapping f (·, ·), the stage functions L tr (·, ·), L ec (·, ·), and the sets X and U are allowed to be nonconvex. In this case, the MPC-T and MPC-E problems are nonconvex optimization problems.
Nonconvexity manifests in a series of practical issues that need to be resolved. First note that it is possible that no global solution might be available for the MPC-T and MPC-E. This issue, however, does not prevent us from finding a feasible (albeit local) solution for MPC-T. This thus implies that MPC-E is at least feasible for σ = 0 and this guarantees stability. On the other hand, one cannot guarantee that MPC-E is feasible for all σ ∈ [0, 1). The reason is that in the presence of nonconvexities, the feasible region might in fact shrink as we relax (14f) by increasing σ. This situation can occur even if the constraint (14f) is convex because the feasible region is nonconvex. We also cannot guarantee that V ec t+1 (σ) is a decreasing function of σ ∈ [0, 1). These issues are related to the wellknown problem of discontinuous Pareto fronts arising in nonconvex multiobjective optimization (i.e., parts of the front might not exist). In fact it is well-known that, in the presence of nonconvexity, the weighted formulation (25) might not identify Pareto optimal points for certain values of the weight ω (see pp. 79-80 in the work of Miettinen (1999) ).
Discontinuous Pareto fronts are rarely observed in practice but we provide strategies to detect them and obtain feasible solutions for at least some σ ∈ [0, 1). First note that continuity of the Pareto front (with respect to parameter σ and thus t+1 (σ)) can be guaranteed in a nonempty neighborhood of σ = 0 if MPC-E satisfies the so-called sufficient second-order conditions (SSOC). SSOC implies that the the solution is uniquely defined and that the solution is Lipschitz continuous in σ in a neighborhood of σ = 0. For a review of these concepts see Zavala (2008) ; Zavala and Anitescu (2010) and Dontchev et al. (2013) . The decreasing property of V ec t+1 (σ) with σ can be guaranteed locally if a solution exists at a fixed value of σ because λ t+1 (σ) ≥ 0 by construction. We can find a suitable σ ∈ [0, 1) where a solution of MPC-E exists by solving the following optimization problem:
Here δ ∈ (0, 1) is a small parameter. Problem (30) finds the trajectory {x k|t+1 , u k|t+1 } t+1+T t+1
and a feasible σ ∈ [0, 1) that minimizes economic performance. This problem is feasible because it admits σ = 0 as a solution. We thus have that if σ is obtained this way at each time t then Theorem 1 follows. This approach will also find the largest σ possible that minimizes economic performance (σ is acts as a slack variable). If σ = 0 then this will be indication that MPC-E is infeasible for σ ∈ (0, 1).
CASE STUDY
We consider the chemical reactor system,
where c 
The system has an equilibrium point at c The system data is provided in Diehl et al. (2011) , and an AMPL implementation of this study is available at http://http://www.mcs.anl.gov/ vzavala/multiobjec.tgz.
In Figure 1 we present the trade-off curve of accumulated economic and tracking value functions Ec(σ) := N t=0 V ec t (σ) and N t=0 V tr t (σ), respectively. We construct this curve by spanning the σ interval [0, 1] in increments of 0.01. As can be seen, the value functions are conflicting and the economic value function quickly decays with σ close to the stability boundary of σ = 1 (see points with σ = 0.98, 0.99). In other words, a slight relaxation of the stabilizing constraint can reach high gains in economic performance. Moreover, these gains can be achieved without compromising stability. The relative gap in economic performance (Ec(0) − Ec(1))/Ec(0) is of 14%.
The smoothness of the trade-off curve of Figure 1 indicates that the MPC-E problem is defined for different values of σ. We highlight, however, that this curve is not technically a Pareto front, which is defined at each point in time for the current state x t . Constructing the Pareto front at each point in time is computationally intensive so we do not present them here. In Figure 2 we present the tracking value functions V tr t (σ). The tracking function is strictly decreasing for all σ ∈ [0, 1) and thus stability is achieved. The speed of decay increases with decreasing σ. For σ = 1 stability is not achieved, as predicted by Theorem 1. Stability can also be visualized in Figure 3 where we present the time profile for the reactant concentration c A t . The economic profile for σ = 1 is not stable in the traditional sense (i.e., it is periodic); this can be stabilized, In Figure 4 we present time profiles for the stability prices λ t (σ). The prices increase as we decrease σ and this indicates that increasing σ restricts economic performance. For σ = 1 we have that the price is zero, indicating that the stabilizing constraint does not restrict economic performance at σ = 1 (economic performance is optimal and no gains can be achieved by relaxing stability further). For each σ, the prices increase in time and eventually settle down because the system settles at x ss . The settling value of the price is positive, implying that the system always has an economic incentive to leave the equilibrium point x ss to enhance economic performance. We currently do not understand, however, why the settling level is different for different values of σ. This is counterintuitive because the system settles at the same equilibrium point in all cases.
CONCLUSIONS
We have presented an interpretation of economic MPC as that of a controller that trades off economic performance and stability. Using this notion, we derive an economic MPC controller that makes use of a flexible stabilizing constraint, and we use multiobjective optimization concepts to introduce the notion of price of stability. We demonstrate that nontrivial gains in economic performance can be obtained while maintaining stability. As part of future work, it is necessary to investigate strategies to automatically select σ at each point in time instead of preselecting a constant value. This approach can lead to more flexible stabilizing constraints and aid economic performance. It is also necessary to investigate robustness further in order to design controllers that balance the conflicting objectives of economics, stability, and robustness. Real-time implementations of the controller following the ideas in Biegler et al. (2015) and Diehl et al. (2002) are also desirable.
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