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Abstract— this paper proposes applying recurrent residual 
network (RRN) for analyzing electroencephalogram (EEG) data 
captured during a simulated sustained attention driving task. We first 
address the suitableness of utilizing residual structure as well as 
adopting recurrent structure for EEG signal processing. Then based 
on these descriptions a recurrent residual network is tailored and 
depicted in detail. Thirdly we use an EEG dataset obtained from a 
sustained-attention experiment for our model justification. By 
applying the RRN model to the experimental data and via the 
competitive result achieved, we demonstrate the elegance of the 
proposed model. At last, we discuss the characteristics of the learned 
filters and their interpretations from EEG frequency band 
perspectives. 
Keywords—Deep Learning, Recurrent Residual Network (RRN), 
EEG  
I. INTRODUCTION 
People’s interests in the structure and functionality of our 
brain and the accompanying cognitive process can be dated back 
to ancient Egypt [1]. With the recent boosts of machine learning, 
such a trend is only enhanced due to the need of inspiration for 
more powerful neural network models. There are two ways to 
conduct brain research. One is from micro perspective, a.k.a. 
from molecular or cellular level; the other is from macro 
perspective, a.k.a. from functional level [2]. It is evident that 
collective behavior of neurons wins its significance over a single 
neuron since some conclusion cannot be drawn from the 
behavior of the latter. Electroencephalogram (EEG) which 
reflects the rhythm of neuron clusters provides a mirror 
reflecting the brain activity and its indications, hence gain 
widespread usage in brain research. 
However, there are two challenges for research conducted at 
this regard. The first lies in the captured EEG data itself. 
Considering the non-invasive way of EEG acquisition, one hand 
it provides the convenience throughout data capturing, on the 
other hand since the electrical signals need propagating through 
various head structural layers with different physical properties, 
distortions are unavoidable during the process. In addition to the 
device imperfection, like impedance variation and line noise, 
artifacts are always present. Second, due to the current 
understanding and knowledge of physiological and cognitive 
process, the still-existing limits put constraints on the 
perspectives from which EEG data can be investigated or 
interpreted. Alternatively speaking, if some models are taken to 
analyze the data, it tends to be a difficult task in deciding what 
kind of features are available or feasible for such models. Plus 
the pending noise, the result usually deteriorates most of the 
time. 
Recent years have witnessed the achievements and 
breakthroughs of deep neural networks in various applications 
[3-5]. One advantage of deep neural networks over other models 
is automatic feature learning or extraction. It means during the 
end-to-end learning process the most suitable features will 
emerge themselves instead of being discovered or crafted 
manually. So facing the challenge of EEG data analysis, it is 
appealing to investigate deep neural networks to have some 
inspirations. In this paper, we will consider two structures which 
are the most common organic fabrics among deep learning 
applications, namely, residual structure [6] and recurrent 
structure [7]. 
In the following, our work and contributions are lying on 
several folds as below: (1) we highlight the relations between 
traditional EEG analysis and the corresponding deep network 
structures. Based on these we propose our recurrent residual 
network. (2) we make use of an EEG dataset captured during an 
experiment concerning with people’s vigilance to analyze and 
show the very competitive result achieved by our model. (3) we 
interpret the learned filters from frequency band perspectives 
and correlated the current approach with the traditional EEG 
signal processing methods. 
II. NETWORK STRUCTURE 
To propose neural network structures suitable for EEG data 
analysis, we first highlight some tactics during EEG analyzing 
as inspirations. Recall that a typical treatment adopted is 
normalization or its variant. One example is shown as in Fig. 1, 
a mean value for each channel in the baseline range is calculated, 
and values in analyzing segment are centered around this mean 
value. In detail, for a given channel 𝑝, let 𝑚𝑝 =
1
|𝑇𝑏|
∑ 𝑣𝑝[𝑖]𝑖∈𝑇𝑏 , 
then ?̅?𝑝[𝑗] =̇ 𝑣𝑝[𝑗] − 𝑚𝑝, ∀𝑗 ∈ 𝑇𝑎. Such average normalization 
could be done in the time domain or frequency domain 
depending on different situations. Either case, the motivation is 
to counter-bias the different power levels of signals among 
different subjects participating the same experiment. Due to 
physiological traits or impendence caused by contact variations 
between electrodes and scalp, the average voltage level in the 
signal varies. However, it is wise to learn the essential alteration 
pattern of the signal, but not the direct component of the 
waveform data. 
It can be observed to some extent, by reflection of the work 
in [6], the above treatment of EEG data coincides with the 
origination of residual structure as in Fig. 2, of which the 
motivation is to learn just the essence. For instance, suppose an 
identity mapping was optimal under some extreme case, it would 
be easier and better to learn nothing instead of learning an 
identity mapping by a stack of nonlinear layers. For a 
comparable interpretation with the EEG case, note in Fig. 2, 
there are no weights associated with the bypass 𝑋 branch. The 
learned part is ℱ(𝑋). Let ℋ(𝑋) = ℱ(𝑋) + 𝑋, so the equivalent 
learned part is ℱ(𝑋) = ℋ(𝑋) − 𝑋 , or some centered or 
normalized version learned. The above explanation encourages 
residual structure being adopted as the fundamental building 
blocks for designing a neural network for EEG data processing. 
Fig. 1. Averaging normalization 
Fig. 2. Diagram of residual block. 
Fig. 3. Biological recurrent structures (A) Inhibition (B) Excitation 
There is already work in utilizing recurrent neural network 
(RNN) for EEG analysis [8], where features extracted from 
convolutional sub-network are pipelined to recurrent sub-
network for inference. Considering artificial neural networks are 
inspired by the biological structures of mammalian brains, 
which are ubiquitously endowed with types of recurrent 
structures as in Fig. 3 [9], it makes sense to begin with the 
recurrent structures just from initial layers instead of postponing 
to the final layers. Based on this argument and contrary to work 
in [8], the proposed network is thoroughly built upon recurrent 
structures. 
Now we depict the recurrent residual blocks (RRB) which 
constitute the fabric of the network. Just as in Fig. 4, the dashed 
box confines the boundary of the residual block shown in a time-
unfolded manner. Let 𝑋𝑙−1  denote the output from the bottom 
layer, 𝑆𝑙
𝑡−1 denotes the state of the block at a previous time step, 
then the update of the block at layer 𝑙 and time 𝑡 is governed by 
the following formulas: 
 𝑆𝑙
𝑡 = relu(𝑊𝑙
𝑖 ∙ 𝑋𝑙−1 +𝑊𝑙
𝑠 ∙ 𝑆𝑙
𝑡−1 + 𝑏𝑙) () 
 𝑂𝑙
𝑡 = 𝑆𝑙
𝑡 + 𝑋𝑙−1 () 
However, to explore the relationship between multiple 
channels, the linear transformation in (1) is taken place by 
convolution. For efficiency, 𝑋𝑙−1  and 𝑆𝑙
𝑡−1  are concatenated 
together and applied convolution as in (3): 
 𝑆𝑙
𝑡 = relu(conv(𝑋𝑙−1 ⊙𝑆𝑙
𝑡−1,𝑊𝑙) + 𝑏𝑙) () 
Fig. 4. Recurrent residual block: temporal recurrency and spatial residue 
Fig. 5 shows the whole network represented in a succinct 
form. Since EEG data is one dimensional sampled waveform 
data constituted by multiple channels, convolutions involved are 
all in one-dimensional (1D) form. It is worthy of mentioning that 
channels for input data are the effective channels (sometimes 
based on selection) and not necessary must be the channels 
during data acquisition. EEG experiment tends to be endurance 
ones, so there is case where some channel data may be 
dominated by noise and becomes useless. As in Fig. 5, the 
prepared segmented multi-channel EEG data is fed into the 
network consecutively. 
For hidden layers, according to (2) regarding RRB update, 
𝑆𝑙
𝑡  and 𝑋𝑙−1  must have the same dimensions to be added 





another standard convolutional block must be introduced to 
adjust the number of feature maps. In some cases, it is preferable 
to reduce the resolution of feature maps from the previous layer, 
and this can be fulfilled by setting the stride parameter greater 
than 1 in this convolutional layer. The inserted adjusting 
convolutional block (ACB) together with RBB form a more 
massive block. It relies on the repetition of the block in the 
dotted box in Fig. 5 to enhance the learning capability of the 
network. Also, the number of repetitions can be customized 
along with the dimension of the targeted problem. 
Fig. 5. Recurrent residual network: learning capability deponds on repetion of 
buidling blocks in dotted box 
The output of the topmost RRB is flattened and fed into 
fully-connected (FC) layers for final classifying or regressing 
purpose. The result section of this paper gives an instantiation or 
a specific network configuration of the above general network 
model. 
III. DATASET DESCRIPTION 
To justify the effectiveness of the proposed model, we make 
use of an EEG dataset captured from a sustained-attention 
driving task [10]. The experiment aimed to investigate people’s 
driving performance with relation to the mental state or 
vigilance. According to [11], people’s fatigue is the most vital 
factor causing vehicle accidents in commuting and 
transportation. Research at this regard is always of 
meaningfulness.  
For the experiment scenario, subjects who are certified 
drivers wearing EEG cap were participating in an endurance 
driving on a virtual four-lane high way. The experiment was 
conducted under laboratory environment, with simulated 
highway projected on multiple giant screens to mimic highway 
scene and a converted car installed on a maneuverable platform 
to simulate car conditions. 
Fig. 6 shows the paradigm of the experimental procedure. On 
usual the car is on cruising along one lane. Then a deviation to 
the car is deliberated introduced (deviation onset) to have the car 
randomly drift leftward or rightward. The subjects need to steer 
the wheel to have the car back to the original cruising lane. The 
moment for subject’s taking reaction is called response onset. 
The duration lasting from deviation onset to response onset is 
called reaction time, treated as an indicator for subjects’ 
vigilance. Once the car backs to the original cruising state, it is 
regarded as response offset, and another new transaction begins. 
One iteration from deviation onset, response onset to response 
offset is called a trial, and the collection of trials for a certain 
subject during one experiment is called a session. The number 
of sessions for subject 𝑖 is denoted by 𝑁𝑠
(𝑖)
. And the number of 
trials accumulated for all 𝑁𝑠
(𝑖)
 sessions is denoted by 𝑁𝑇
(𝑖)
. 
Fig. 6. Paradigm of sustain-attention driving test: test subjects’ behaving and 
simutanously recorded EEG 
EEG data was captured simultaneously and continuously 
during the whole process using Scan SynAmps2 Express 
system. For EEG data, it usually undergoes several 
preprocessing for later analysis by various models. In this 
research to take advantage of an automatic feature extraction and 
learning capabilities of the network model, only very limited 
preprocessing is applied. In detail, a manual channel selection is 
first applied to the whole captured data to have perverted 
channel data removed. Then it is down-sampled to 250Hz, 
following by a band-pass FIR filter with 0.5Hz to 50Hz. At last, 
EEG data of specified duration (6 seconds in this paper) in the 
baseline segment just before deviation onset is extracted into 
individual epochs for analysis. Fig. 7 shows the details of each 
preprocessing procedures. The individual epoch data is denoted 
by 𝑋. 
We are unable to "magically" read the vigilance or mind state 
of test subjects, so it usually requires a delicate design to indirect 
measure it. The above experiment achieves this by associating 
mind states with reaction time (RT). We manually map RTs into 
different vigilance states according to certain thresholds. Here 
we only consider a supervised dichotomous classification 
problem, so only two states, alertness and fatigue are put into 
consideration. Actually, during the experiment, the subjects only 
needed to operate the steering wheel in reacting to lane-
perturbation events and free from the accelerator and brake pedal 
controlling, so the primary factor impacting performance was 
vigilance. We can safely exclude additional factors like attention 
distraction. Here RT longer than 2.1 seconds is treated as fatigue 
 
 
label, while RT shorter than 0.7 seconds is treated as alertness 
label. 𝑌 denotes labels for facilitating descriptions. 
 
Fig. 7. EEG waveform data preparation flow 
IV. EXPERIMENTAL RESULT 
For deep neural network model, it is preferred large dataset 
for training. One challenge of EEG experiment is that samples 
are sometimes costly to acquire. To meet such requirement, we 
did not take some leave-out scheme. Instead, we use as many 
samples as feasible to evaluate the performance of our model. In 
detail, samples from different subjects are blended together and 
then divided according to the ratio 0.8:0.1:0.1 for training, 
validation, and testing. Considering the imbalanced samples 
between different subjects and to counter a biased learned 
model, we introduce two criteria 𝑁𝑆
(𝑖) ≥ 2  and 𝑁𝑇
(𝑖) ≥ 300 . 
Based on those criteria samples from 7 subjects are selected out 
for analysis, resulting around 2072 samples for training, 259 
samples for cross-validation and testing respectively. We 
performed 10-fold model validation by using the divided 
samples. 
For comparison, we take support vector machines (SVM) as 
an example representing traditional machine learning methods. 
Generally speaking, traditional approaches rely on intensive pre-
processing of EEG data to draw independent features for later 
analysis [18-20]. Sometimes they are impractical from 
application perspective. However in this paper one purpose is to 
justify the feasibility of directly utilizing EEG data in waveform, 
so the input to SVM can be treated as a flatten vector with length 
𝑛𝑐 ∙ 6 ∙ 𝑛𝑠  of the preprocessed trial data 𝑋 . About other 
configuration of SVM, we relax the constraint to the most 
margin violations with parameter 𝐶 = 1. 
For deep learning models, we adopt multilayer perceptron 
(MLP) and convolutional neural network (CNN) as benchmarks. 
These two networks are also capable of feature extraction; 
however, the capabilities may vary due to structural properties. 
For proposed RRN, referring to Fig. 5, all filters for ACB 
have the same length of 3, and their feature maps are pre-defined 
by the adjacent RRBs. All the filters for RRB have the same 
length of 𝑙 = 21 , and their feature maps began from 8 and 
doubled every two repeated blocks. The repetition of the block 




⌋, 𝑛 = 0, 1,⋯11. 
For the input into RRN model, 6-second epoch data X 
extracted from baseline is divided into six non-overlapping 
segments, with each lasting for 1 second, denoted by 𝑋(𝑖), 𝑖 =
1,⋯6. We use the corresponding label 𝑦 as learning signal for 
training, and criteria for testing. So the RRN is a many-to-one 
paradigm, and the span of unfold time steps is 6. Further, if we 
denote the sampling rate (𝑛𝑠) by 250, the number of channels 
(𝑛𝑐) by 14, the input at each time step is a matrix of dimension 
𝑛𝑠 × 𝑛𝑐, the total input is of dimension 6 × 𝑛𝑠 × 𝑛𝑐. 
For MLP, it is constituted by five fully-connected layers. The 
number of nodes in each layer begins from 4096 and decrease 
by half. So the number of nodes for the topmost hidden layer is 
256. For inputs into the model, the whole 6 seconds duration data 
are concatenated channel-wise, which turns to be a vector with 
length (6 ∙ 𝑛𝑠) ∙ 𝑛𝑐. For CNN, we use a diminished version of 
the proposed RRN. We remove the recurrent structure and 
retained all other configurations. An alternative view is recurrent 
step is restricted to one, to have it behave like a feed-forward 
network. The input segments are stacked together to feed into 
the network all at once, which is a matrix of dimension 
(6 ∙ 𝑛𝑐) × 𝑛𝑠, to cater to this change. 
With the above data preparation and model configuration, 
we train all the models with the batch number equal to 1/8 of 
total training samples for 1000 iterations, equivalent to 125 
epochs. Then we use all the testing samples for evaluating the 
performance of individual models. The results were as follows: 
Fig. 8. Test accuracies of different models for each fold 
Table I. Average test accuracies of different models 
Model SVM MLP CNN RRN 
Accuracy 0.734 0.832 0.817 0.893 
 
It can be observed from Fig. 8 that the test accuracy of our 
proposed model is supreme over all other models for each fold. 
As indicated, SVM relying on manual-crafted features had 
difficulty in performing well here. For MLP and CNN, their 
feature extraction capabilities assist the performance to surpass 
SVM. However, when compared with the proposed RRN, which 
 
 
is endowed with all the characteristics of MLP and CNN, the 
performance is no doubt the best among all the models just as 
indicated in Table I. 
V. DISCUSSION 
It is worth investigating the learned filters to inspire EEG 
data analysis in traditional ways. However, to directly 
investigate them in time domain is a little difficult. Sometimes 
convolution can still be interpreted as local template matching. 
In two-dimensional (2D) case, the pattern is usually manifest to 
check, however, in 1D it is a little abstract to inspect in a straight 
manner. For 1D, if we plot the filters out, we can only spot the 
peaks and troughs, in addition to delays when compared with 
some other signals. It is hard to draw definite conclusions or 
have apparent intuitions. In another way, convolution is closely 
linked to filtering. So by investigating the power spectra of the 
learned filters in the frequency domain, we can take an indirect 
way to estimate their impacts or modulation on original EEG 
data. However, we first clarify where to concentrate. 
The frequency Ω of unit radian/second for the EEG data in 
continuous case is associated with 𝜔 of unit radian/sample in a 
discrete case by 𝜔 = Ω𝑇𝑠, where 𝑇𝑠  is the sampling frequency 
which is 250Hz. Since the original EEG data has undergone a 
bandpass filter with the highest frequency equal to 50Hz, we 
denote the highest frequency by 𝛺ℎ  which is 2𝜋 ∗ 50 . Now 
𝜔ℎ = 𝛺ℎ𝑇𝑠 = 2𝜋 ∗ 50 250⁄ = 0.4𝜋 . Namely, when utilizing 
DFT to convert the learned filters from a time domain to 
frequency domain via formula 𝐻(𝑒𝑗𝜔) = ∑ ℎ(𝑛)𝑒−𝑗𝜔𝑛+∞−∞ , we 
only need to focus on the range [0, 0.4𝜋]. Because in theory 
there should be severely attenuated or even no signal beyond 
50Hz. 
Considering the initial layers are inclined to learn some 
concrete features, so we extract the learned filters from the 
second hidden layer. Even for this layer, it has 512 filters, which 
is impractical to inspect one by one. So we do clustering to the 
filters and investigate their collective behaviors. The filters are 
clustered into eight categories using Euclidean metric. The 
frequency amplitudes of centroids of each category and the 
corresponding number of elements for each category are drawn 
in Fig. 9. Both angular frequencies in different units are labeled 
on the 𝑥-axis. 
Fig. 9. Clustering of frequency amplitudes of learnt filters 
As from Fig. 9, the solid line represents the cluster with the 
most elements, which spanned across the upper alpha band and 
almost beta band. The dashed line represents the cluster with the 
second most elements, which spanned across the alpha band and 
slightly partial beta band. These are coincided with our previous 
research [10, 12], peers’ research [13] and general neuroscience 
recognitions [14]. For the beta band, the postulate tends to 
emphasize its correlation with mind state like vigilance [15]. We 
frequently link alpha bands to visuomotor conditions [16, 17]. 
According to the design of the experiment, these two bands 
should play critical roles in unveiling test subjects’ mental states 
and behaviors. So it is interesting to see if what was 
automatically learnt agrees with what to be expected. 
The category with the least members is represented by a 
dash-dot-plus line, roughly speaking it is acting as low-pass 
filtering. However, is argued that the lower frequencies, for 
example, delta band, are not that useful in most scenario as some 
research [8] just put it out of consideration. It is also interesting 
to see least auto-learned filters favor such approach. Although 
we have difficulty in explaining the dot-plus line representing 
the category with second least members, we are glad to see to 
some extent all the filters tend to be evenly distributed covering 
all the available bands.  
VI. CONCLUSION 
In this paper we proposed a recurrent residual neural network 
for processing EEG data, especially from time domain with very 
limited preprocessing. We detailed the motivation of adopting 
such structures and demonstrated the competitive results 
achieved by comparing it with other benchmark models. We also 
examined the learned filters and highlighted their characteristics 
and emphasized the correlations with EEG signal processing in 
traditional ways. 
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