This paper considers two games, a stag hunt and a prisoners' dilemma. Each game features non-binding, costless, and free-form pre-play communication. I focus on players who verbally first suggest cooperation in each game. I study experimentally whether the frequency of verbal initiativetaking for cooperation varies across games and whether initiative-taking induces cooperation in each game. In the stag hunt, I find that initiative-taking is ubiquitous and initiators cooperate more often than non-initiators. In the prisoners' dilemma, initiative-taking is less frequent relative to the stag hunt and initiators cooperate remarkably more often than non-initiators. In this case, initiators who cooperate are also more altruistic, averse to lying, and believe others are likely to cooperate compared to initiators who defect. Thus, initiating a suggestion to cooperate signals propensity to cooperate even when monetary incentives encourage defection. Moreover, optimistic and intrinsically motivated initiators are essential in attaining mutual cooperation when the best response is to defect from it. JEL: C9, D8, C7.
Introduction
The decision to speak first responds to the underlying strategic context. The peace talks to end the Korean War serve as an example. In August 10, 1951, US Admiral Charles Turner Joy and North Korean General Nam Il waited in silence, staring at each other, for 2 hours and 11 minutes for the counterpart to first suggest a path of action regarding the 38th parallel as line of demarcation between North and South Korea (United States Department of State, 1983) . Even though most observers expected a rapid agreement on this and other issues, talks (and consequently war) extended for more than two years. Both, the opportunistic incentives the US faced if North Korea would have agreed to cooperate and withdraw their armed forces to the 38th parallel, and the opportunistic incentives North Korea faced if it would have been allowed to keep its military positions beyond the 38th parallel, partly explain the stalemate (Xia, 2006; Matray, 2011 Matray, /2012 .
This paper studies the effect of the underlying game on the decision to take the initiative and on subsequent actions.
1 The experimental design consists of a baseline condition in which individuals play a stag hunt simultaneously, but have the chance to communicate through a message window ("chat box") for a fixed period of time before doing so. The stag hunt serves as a baseline because there is little tension between first suggesting cooperation and following through. The treatment condition is a prisoners' dilemma with pre-play communication. This prisoners' dilemma differs from the stag hunt only in the payoffs for unilateral defection. The tension between the efficient outcome and individual incentives in the prisoners' dilemma undermines the effectiveness of verbal initiative suggesting cooperation. My design allows game partners 30 seconds preceding the start of the game to send non-binding, costless, and free-form on-line messages through a chat box, and initiators are identified by any such messages that first suggest cooperation. Communication ends when actual play begins. The literature covering the effect of communication on cooperation is vast. We know little, however, about the influence of strategic context on the messages individuals decide to send, in particular initiating a suggestion to cooperate, and about which messages relate to actual cooperation.
2 Does the frequency of initiative vary with strategic context? Does initiative signal propensity to cooperate or is it irrelevant? Are such initiatives more relevant in particular strategic contexts? And if so, who are the initiators who cooperate?
In this paper, I take a direct approach to answer those questions. In a broad outline, the experiment records individuals' pre-play messages and subsequent actions in each game. By comparing the frequency of verbal initiative-taking for cooperation across games, I can determine whether the underlying strategic context determines the incidence of initiative. By observing cooperation rates by players who first suggest cooperation, I can determine whether initiative signals propensity to cooperate. By comparing cooperation rates conditional on initiative across games, I am able to assess whether the relationship between words and deeds depends on the strategic environment. And finally, by measuring individual attributes of initiators who cooperate across contexts, I can assess the extent to which they possess different characteristics.
I find the frequency of initiative depends on the underlying game. In the stag hunt, 93% of the groups feature an individual taking the initiative, while in the prisoners' dilemma this proportion is 76%. We find, however, that although 90% of those who first suggest cooperation also cooperate in the stag hunt, only half of those who initiate end up cooperating in the prisoners' dilemma. In other words, half of the initiators are truthful, while the other half suggest cooperation deceitfully.
In any case, those who decide to take the initiative cooperate significantly more often than those who do not, with the greatest differential in the prisoners' dilemma. In the stag hunt, initiators cooperate roughly 30% more often than non-initiators. In the prisoners' dilemma, initiators cooperate 60% more often. Moreover, with repeated play (each time with an unknown and different partner) the rate of cooperation conditional on initiative rises in the stag hunt and it declines, but remains positive, in the prisoners' dilemma. As anonymity among participants is assured, reputation concerns do not play a role in this outcome. Hence, the decreasing but positive rate of cooperation conditional on initiative in the prisoners' dilemma is explained by individual heterogeneity in the disposition to initiate and cooperate. I find that those who first suggest cooperation and actually cooperate are different from those who initiate and defect only in the prisoners' dilemma; they are more altruistic, averse to lying and optimistic about others' cooperation than are non-initiators. Altruism is the idea that initiators value other people's payoffs and lying aversion reflects a cost associated with breaking one's word. Thus, this aspect of truthful leadership-taking the initiative to suggest cooperation and actually cooperate-does not hinge on a universal attribute; rather, it reflects an interplay between individual characteristics, beliefs and context. This paper considers initiators' non-pecuniary motivations for two reasons. First, under standard preferences, pre-play communication is fruitless in prisoners' dilemma situations. Initiative-taking through speech, therefore, should be of no use. However, there exists enough evidence in the literature that communication fosters cooperation even in these situations. Second, altruism provides incentives to cooperate when payoffs favor defection. As a result, altruism coupled with lying-aversion, may render verbal initiative credible. Thus, the heart of the study is to place subjects in pairs where they have an opportunity to take the initiative through a chat box, perhaps advocating for cooperation, and decide whether to cooperate in the simultaneous play.
The rest of the paper is divided as follows. Section 2 provides a literature review on leadership and communication relevant to this study. In Section 3, I describe the experimental design, in Section 4 the hypotheses, and in Section 5 the results. Section 6 shows a discussion and Section 7 concludes.
Literature
Economics has shown an increasing interest in initiative-taking, especially the variety known as leading by example. Hermalin (1998) shows that exogenously imposed leaders can alleviate the free-rider problem in a public-good game through leading by example, that is, by signaling private information about the value of the good. Hermalin's theory has been applied in a number of studies.
4 Overall, these papers find mixed evidence on the role of leaders in signaling reciprocity and triggering it in non-leaders.
Economists have also devoted attention to endogenous leading by example-leadership by those without pre-imposed authority. Some papers have compared contributions to a public good arising from exogenously imposed versus endogenously emerging leaders and have found a higher level of contribution when leaders emerge endogenously.
5 These results highlight the importance of endogenous leading by example for coping with the free-rider problem, even in the absence of private information. Given the documented importance of endogenously emerged leaders by example in public goods games, scholars have also investigated those leaders' traits. Bruttel and Fischbacher (2010) find that they are characterized by generosity, strong preferences for efficiency, above-average cognitive skills, internal locus of control and patience. Arbak and Villeval (2013) , using a two stage public goods experiment with endogenous timing, find leaders are more altruistic and concerned about their social image.
6 Similarly, Préget, Nguyen- Van and Willinger (2012) find that leadership 4 Meidinger and Villeval (2002) , Güth, Levati, Sutter and van der Heijden (2006) , Potters, Sefton and Vesterlund (2007) , Moxnes and van der Heijden (2007) and Gätcher and Renner (2006) .
5 For example, Potters, Sefton and Vesterlund (2005) , Haigner and Wakolbinger (2010) and Rivas and Sutter (2011) .
6 The authors elicited generosity by asking individuals to give a portion of their show-up fee to a charity, and emergence is pervasive and conditional cooperators are more likely to emerge as leaders. In short, these studies find that leaders often have preferences for giving and efficiency. Apart from public-good settings and other situations that pose a dilemma to individuals, leadership has been found by researchers from several different fields to be important in situations that require coordination. In political science, for instance, Calvert (1992) argues that leaders are needed, invented, and accepted as solvers of coordination problems. In social psychology, Van Vugt (2006) and others have noted that leadership evolves as the dominant channel through which groups cope with coordination problems. In economics, the role of leaders as coordinators was first addressed theoretically in Kreps (1990) , which posits leaders as coordinators in the presence of multiple equilibria (see Hermalin, 2012a) . Foss (2001) , however, argues that more needs to be done in economics to understand leadership in coordination games.
Overall, the empirical literature has focused on leading by example in the context of public good (dilemma) games but has not paid special attention to the role of context in conditioning leadership.
7 This paper contributes to the literature in that it investigates initiators' behavior and attributes when the strategic context (rewards to unilateral defection) varies exogenously between a prisoners' dilemma game and a stag hunt (a coordination game). This paper also studies initiative-taking through communication, perhaps the most pervasive channel through which to exert influence. Extant theory of pre-play communication considers it a "device" by which individuals can coordinate in some (correlated) equilibrium (Forges 1986 , Barany 1992 ) of a given normal-form game. The theoretical literature provides an account of how communication can extend the set of equilibrium outcomes, and it successfully explains coordination when it constitutes an equilibrium. It fails, however, to explain the common observation of cooperation in social dilemmas. In effect, experimental studies both of social dilemmas and of coordination games deliver robust findings that pre-play communication increases the frequency of the efficient outcome.
8 Alignment of incentives makes coordination through communication a reasonable explanation in coordination games. In social dilemmas, scholars have proposed behavioral explanations in line with altruism and lying-aversion to explain the success of pre-play communication.
Altruism may lead to cooperation even in the absence of communication. Kreps, Milgrom, Roberts and Wilson (1982) , for example, provide a theoretical explanation for cooperation in personality traits through the Big 5 personality test (John, Naumann and Soto 2008) .
7 Context has been considered to be crucial in effective leadership, e.g., Fiedler (1994) and Rotemberg and Saloner (1993) .
8 For social dilemmas, see, for example, Ledyard (1994); Sally (1995); Cooper, DeJong, Forsythe and Ross (1996) ; Crawford (1998); and Bochet, Page and Putterman (2006) . For coordination games, see Cooper, DeJong, Forsythe and Ross (1992); and Brandts, Cooper and Weber (2011). a finitely repeated prisoners' dilemma based on the existence of individuals who enjoy a nonmonetary gain when mutual cooperation occurs. Andreoni and Miller (1993) label this nonmonetary gain "reciprocal altruism" and find support for the theory in Kreps et al. (1982) using an experimental procedure.
9
In terms of lying-aversion, Ellingsen and Johannesson (2004) aim to explain, among other things, why communication enhances outcomes by developing a model that assumes preferences for equality and the assessment of a fixed cost for being caught lying. Gneezy (2005) argues that individuals may also experience an internal (intrinsic) cost of lying. In his experimental design, Gneezy asks individuals to send, at their option, a truthful or a deceitful message to another person about two possible splits of a pie; he then asks them to play a dictator game with the same options in the message. He finds that a considerable proportion of his sample sent a truthful message in the first exercise but chose the selfish allocation in the dictator game, suggesting they experienced some intrinsic cost of lying.
10 The present paper contributes to this literature by relying on altruism and lying-aversion to explain initiative-taking in the prisoners' dilemma. In sum, the contribution of this paper to the literature is twofold. First, as noted earlier, it examines initiative-taking and cooperation in different strategic contexts-a prisoners' dilemma and a stag hunt. Second, it explores the characteristics of those who initiate and cooperate. This study thus contributes by providing evidence of a suspected but seldom explored determinant of mutual cooperation: Leadership by initiative-taking through communication.
Experimental Procedure
The heart of the design consists of varying the underlying context for potential initiative-taking and to randomly match individuals into groups. The experiment consists of two main treatments of three sessions each and two secondary treatments of two sessions each. The difference between the main and the secondary treatments is that pre-play communication in the form of on-line Table 1 : Games in the Stag Hunt and Prisoners' Dilemma messaging is allowed in the former but not in the latter. The written instructions for the experiment (Appendix A) were given to the participants and read aloud before the session began. Participants were not allowed to interact with the experimenter, except to ask questions immediately after the instructions were read and before the experimental tasks began. The experimental currency was the Berkeley Buck ($) and the rate of exchange with the U.S. dollar is 12 Berkeley Bucks per dollar. This section describes the procedure to elicit the relevant behaviors and characteristics. The procedure is designed to elicit initiative-taking by first suggesting cooperation as well as actual cooperation. It is also intended to ascertain proxies for non-pecuniary motivations such as altruism and lying aversion, as well as beliefs about overall cooperation (Hereafter "optimism"). Standard traits such as risk aversion, the "Big 5," internal locus of control, cognitive reflection and demographics are also elicited.
Initiative and cooperation
Initiative and cooperation are elicited from the two main treatment conditions (144 subjects in total, 72 in each treatment). In the baseline treatment subjects play a stag hunt with pre-play communication ("SH"); in they play a prisoners' dilemma with pre-play communication ("PD"). The secondary treatments (96 subjects in total, 48 in each treatment) are the same as the main treatments except that they are conducted with no pre-play.
At the beginning of each main treatment, participants see a display of the game's payoff matrix (Table 1 , panel 1, for SH; and Table 1 , panel 2, for PD). On the left side of each display is the chat box, which is an on-line messaging window (chat-box) through which subjects may communicate for 30 seconds prior to making choices. Once the 30 seconds elapse, both subjects are again directed to a display containing the payoff matrix, but now they have to simultaneously choose whether to defect or cooperate without the opportunity to exchange messages.
11
The messaging portion of the design records any verbal initiatives, and the results of the 11 I label A the Defect option and B the Cooperate option. Also, I do not randomize the order of these options as presented to subjects to make sure they are familiarized with the meaning of each option in case they want to communicate intentions to play to the other individual. Figure 7 in the Appendix C shows the screen shots corresponding to this section. subsequent play portion indicate the verbal initiatives' effectiveness (or lack thereof). The proxy for a cooperative initiative comes from the first message that suggests mutual cooperation. For instance, messages such as "We both should choose B," "B and B," or "Shall we both go B" (in which B is cooperation) are all coded as taking the initiative. If the first message is irrelevant (such as "Hi"), or suggests defection, it is not coded as taking the initiative. An initial message suggesting defection occurs 1% of the time in the SH treatment and 6% of the time in the PD treatment. Finally, when both players suggest cooperation and their messages occur within 3 seconds of one another, both are coded as taking the initiative. Roughly, 15% of the games exhibited simultaneous initiative. I coded cooperation by each individual if they decide to play B in both games.
12
I also record the instances in which an individual agrees to the initiator's suggestion. After an individual takes the initiative, the matched partner can either reply by agreeing to the suggestion to cooperate, or not (say nothing, say something unrelated to cooperation or suggest defection). Among those instances in which a subject faces a partner taking the initiative, 73% agree in the SH and 69% in the PD (Pearson's chi-squared p-value = 0.18). In the main treatments, subjects' interaction has immediate payoff consequences and feedback. The treatment is fixed over each session. This process is repeated 12 times, each time with a different stranger selected with a rotation matching protocol (see e.g. Cooper, DeJong, Forsythe, and Ross 1996) .
13
In the secondary treatments, the procedure for this part is exactly the same, except that individuals do not have the opportunity to chat in any of the 12 interactions. All the following experimental procedures were the same for all treatments.
Optimism
I elicit "optimism" by asking subjects to state the number of participant that they expect will cooperate in a one-shot prisoners' dilemma ("OSPD"), played before the main treatments. (see the instructions for Block 2, Appendix A). The OSPD is played before the main treatments, and participants receive no feedback about their performance until the end of the experiment (so participants cannot condition their actions in the main games on the outcomes in the OSPD).
14 Beliefs about overall cooperation are used as a proxy for optimism that serves to correlate with the decision to take the initiative and cooperate in the games in Table 1 . This procedure allows the 12 Dialogs and coding are available upon request. 13 The rotation matching protocol consists of dividing participants in each session into two groups and then matches each subject in one group with one subject in the other group without repetition. This ensures that any pair of subjects are matched at most once and that one subject is not matched with a participant in her own group.
14 With this procedure, I elicit a statistic for the median of the number of participants who would cooperate. In theory, a risk neutral agent i chooses y to maximize proxy for optimism to vary and to capture individuals' beliefs about overall cooperation, rather than beliefs about the cooperation of one particular partner.
Characteristics
I elicit unconditional social preferences ("altruism") among participants of the SH and PD using a series of dictator games by separately issuing each subject 10 tokens and asking each to decide how many to keep and how many, if any, to give to a partner; the partner is randomly matched to the subject at the end of the experiment (see the instructions for Block 1, Appendix A). The exercise is conducted four times, with the value of each unit kept (X) remaining at 1 Berkeley Buck, and the Berkeley Buck value of each unit passed (Y) varying across iterations: (1.25, 1.00, 0.67 and 2.00).
15 Subjects that keep all the tokens in each iteration are categorized as selfish; otherwise the subject is non-selfish. Roughly 20% of the subjects were classified as perfectly selfish.
16
I elicit a measure of participants' lying-aversion from the interaction of the results from a pair of related two-option games similar to those in Gneezy (2005) . In the first version of the game (see the instructions for Block 2, Appendix A; and Figure 6 , top panel, Appendix B), subjects face two options featuring different divisions of 20 Berkeley Bucks: Keep 15 and give 5 to the other participant, or keep 5 and give 15 to the other participant. Subjects then choose one of two designated advice messages-one untruthful and one truthful-to send to the other participant. The untruthful message reads "Option 1 will earn you more money than Option 2"; the truthful message reads "Option 2 will earn you more money than Option 1." The other participant does
where p i (n) is the probability (belief) agent i assigns to n participants cooperating. The optimal choice y * = median i (n). Therefore, y * gives us information about the individual i s beliefs, p i (n), about overall cooperation. 15 The exact text presented in the computer screen was:
Divide 10 tokens. Allocate a number of tokens to yourself (hold) and a number of tokens to the other participant (pass).
A token is worth $X to you and $Y to the other participant. Please choose a division (total 10 tokens).
Hold (1 token = $X):
not know which option corresponds to which set of payoffs and must simply decide whether to believe the message received, choosing option 1 or 2 accordingly.
17
I also ask the subjects in this game to guess the probability that their matched partner will follow their advice. This permits us to distinguish between untruthful messages intended to deceive and those that are untruthful messages intended to counteract the partner's belief that the advice is deceitful, which I label as "white lies".
However, this procedure potentially confounds lying-aversion with altruism. A sufficiently altruistic subject who is not lying averse may still send a truthful message purely out of a desire to be generous. Therefore, following Gneezy (2005) , I implement a non-strategic (dictator) version of the first game to untangle lying-aversion and altruism (see instructions for Block 3; and Figure  6 , bottom panel, Appendix B). Here, every subject gives "advice" to a computer, which follows it with the same probability that, in the first game, the subject predicted for the other participant. However, subjects do not know that the probability in the second version is going to be the same as the probability guessed by the subject in the first version; they are told only that the computer will execute their decision with some probability. Since lying to a computer does not carry the same moral stigma as lying to another person, choices in this round should purely reflect the extent to which altruism is present.
Thus, individuals are classified as lying-averse if (1) in the first version of the game, they send a truthful message and declare that the other participant would follow it with at least a 50% chance, and (2) in the second version, they choose the selfish option. Moreover, I also classify as lying averse those who send a white lie in the first version (that is, send an untruthful message with the expectation that it would be implemented with a less than 50% chance), and, in the second version, choose the selfish option. Subjects who, in the first version of the game, send either the truthful message or a "white lie" and in the second version choose the altruistic outcome are categorized as not lying-averse. In the SH treatment 28 of 72 (39%) participants are coded as lying-averse. In the PD treatment 22 of 72 (31%) are coded as lying-averse by this criterion (Pearson chi-squared p-value=0.29).
I also use questionnaires to measure intelligence (Cognitive Reflection Test, CRT, Frederick 2005), risk aversion (Holt and Laury 2002) , the Big 5 personality traits (John, Naumann and Soto 2008) , Internal Locus of Control test (Rotter 1966 ) and basic demographics (gender, major and ethnicity). Of these tests, only Risk Aversion is incentivized. The goal of these questionnaires is to elicit traits that have been found relevant to leadership in the social psychology literature and to link them to initiative and cooperation in our setting.
Altruism and lying aversion (Blocks 1 through 3) are elicited before the main treatments take place, and the questionnaires and tests are conducted after the treatments. I ran 10 sessions in total (six sessions with communication and four sessions without communication) from April 2012 to April 2013 at the Xlab of the University of California, Berkeley. The participants consisted of 240 UC Berkeley students from the Xlab subject pool. Sessions lasted approximately one hour, and payoffs averaged 16 US dollars. Each participant took part in only one session. All treatments were programmed and conducted using z-Tree (Fischbacher 2007) . I sought to ensure anonymity throughout the experiment,. Participants were separated in workstations, and no communication took place except through the pre-play on-line messaging that was allowed for 30 seconds in each round of the main treatments. Table 2 provides a summary of the variables just described across treatments. 19 Following this reasoning we should expect that an initiator exists in every group, that anyone who initiates also cooperates, and that every non-initiator who faces a leader cooperates in the SH. This behavior reflects purely monetary concerns, but behavior consistent with non-monetary concerns is commonly observed in these games. I measure altruism and lying-aversion to test if they relate to initiative and cooperation across games. In the SH, having other-regarding concerns does not change the fact that cooperation is a best response to cooperation. To see this, consider the payoffs in panel 1 in Table 1 . Let us also consider the simple version of the Charness and Rabin (2002) model of social preferences yo illustrate the argument. In that model, the utility of player 2 is given by u 2 (π 1 , π 2 ) = w 1 π 1 + (1 − w 1 )π 2 , where π i , i = 1, 2, represents monetary payoffs and w 1 the weight player 2 assigns to player 1's payoffs.
Using this model in the SH payoff matrix, if player 1 cooperates, player 2's utility is 9, if
18 The extant theory addresses the effect of pre-play communication as a whole, rather than the endogenous sequence of messages. Pre-play communication offers the opportunity for players to jointly condition their actions on the messages exchanged rather than choosing their actions independently (Forges 1986 ). In other words, communication may make the set of correlated equilibria accessible to players. In a correlated equilibrium an external mediator or "correlation device" selects a profile of actions according to an equilibrium distribution, and informs each player only its corresponding equilibrium action. In two person games, however, the scope of communication is limited (Urbano and Vila, 2003) . One of the most important results is Barany (1992) . He shows that only a subset of correlated equilibrium outcomes of the normal form game coincides with the Nash equilibrium of an extended game with costless pre-play communication. In the games presented in this paper, these coincide with the convex combination of the pure strategy Nash equilibria in the one-shot game under purely pecuniary payoffs. That is, in the SH, both mutual defection and mutual cooperation can occur; in the PD, only mutual defection is predicted to happen.In Appendix D, I characterize these equilibria. Moreover, the sequence of messages, the identity of the communicator, and the particular arguments used are of no particular consequence either. Communication merely serves to partially replace a public randomizing device. Indeed, if a sufficiently rich set of such devices were available, communication would be irrelevant.
19 Initiative taking and following through is, therefore, an equilibrium outcome in this game. Evidence that participants in laboratory experiments behave this way come from Charness (2000) , Charness and Dufwenberg (2006) and Blume and Ortmann (2007) . Aumann's conjecture (Aumann 1990), however, states that communication may not be used as a coordination device in this case because both players strictly prefer the other player to cooperate. An individual who decided to defect before sending the message will try to induce the other to cooperate anyways. Charness (2000) tests this conjecture and finds evidence against Aumann's conjecture: When communication precedes payoff relevant actions, individuals coordinate very often in the pareto-dominant outcome.
player 1 defects, player 2's utility is (1 − w 1 ) × 8 < 9 (provided w 1 ≥ −1/8).
20 As a result, we should expect anyone taking the initiative (to make cooperation focal) and following through in this setting, so lying-aversion should not change behavior relative to purely monetary concerns in the SH either. Altruism and lying aversion, however, should play a role in the PD. Consider now the payoffs in the PD treatment from panel 2 in Table 1 . In the PD, defection is the best response to cooperation under purely monetary concerns. Under Charness and Rabin's utility specification, however, cooperation is a best response to cooperation for a sufficiently altruistic player i, i.e. w j ≥ 5/14. If this is the case, we expect altruistic individuals to cooperate no matter what the other player does.
In this framework, initiative may be used by altruist and selfish participants to incite their partner too cooperate. As we should expect altruistic initiators follow through their verbal initiative, we should also expect selfish initiators try to exhort others deceitfully. The difference between a truthful and a deceitful initiator is that lying for the former is never a problem, because she plans to adhere to her word anyway. For the latter, however, lying might be a problem if lying is costly.
As a result, we should observe that individuals who are selfish to abstain from initiating if lying is costly for them, but to initiating and subsequently defecting if lying is not a problem for them.
From this reasoning, I state four hypotheses. First, every group features someone taking the initiative suggesting cooperation in the SH, while only some of them do (every group except those in which both members are selfish and lying averse) in the PD. Second, every initiator cooperates in the SH, while only some of them do so in the PD. Third, only altruist initiators cooperate in the PD. Fourth, initiators cooperate more often than non-initiators only in the PD. Now we turn to the experimental results.
Experimental results
The results concerning the main treatments are followed by those concerning all the treatments together. 
Initiative and cooperation in SH and PD
In both games, individuals frequently take the initiative to encourage others towards mutual cooperation. Initiative, however, is significantly more pervasive when there is no extra benefit for defecting when the other player cooperates. In the SH, at least one individual initiated in 93% of the pairings (401 out of 432), while in 76% of the pairings (328 out of 432) some one did so in the PD treatment. Treating each decision as an independent observation, a chi-square test rejects the null hypothesis of no treatment effect (chi-squared p-value < 0.01). Figure 1 shows this difference across treatments is explained by decreasing rates of initiative in the PD. This provides evidence consistent with our first hypothesis. At the individual level, participants take initiative encouraging the other player to cooperate 57% of the time in the SH. Raising the rewards for defection when the other cooperates dampens this impulse considerably. Subjects take initiative proposing cooperation only 42% of the time (if treating each observation as independent, chi-squared p-value < 0.01). Are initiators different in terms of optimism, altruism and lying aversion across games? Considering each observation as independent for the sake of exposition, initiators are more optimistic only in the PD, and they are no different from non-initiators according to altruism and lying-aversion in neither of the games. This is, in the SH, the distribution of optimism is no statistically different between initiators and non-initiators (Kolmogorov-Smirnov equality of distribution test p-value = 0.3, means are 44% for initiators and 45% for non-initiators). In the PD, the distributions of optimism across initiators and non-initiators are statistically different (Kolmogorov-Smirnov equality of distribution test pvalue < 0.01, means are 45% for initiators and 38% for non-initiators). In terms of altruism, 42% of the initiators are altruistic and 45% of the non-initiators in the SH (chi squared p-value = 0.5). The equivalent proportions are 45% and 40% in the PD (chi squared p-value = 0.2). In terms of lying-aversion, 38% of the initiators are altruistic and 40% of the non-initiators in the SH (chi squared p-value = 0.4), and the equivalent proportions are 32% and 30% in the PD (chi squared p-value = 0.5).
Initiative is only important if it is related to cooperation. Our second hypothesis states that, by making cooperation focal, every initiator in SH should cooperate, but some should defect in the PD. The data is consistent with this. Figure 2 shows the rates of initiative and cooperation across rounds by treatment. Although not everyone takes the initiative in the SH an immense majority of the initiators cooperate, 90% , while in the PD 49% of them do so (treating each observation as independent, chi-squared p-value < 0.01).
Regarding our third hypothesis (only altruist initiators cooperate in the PD): Is there any difference in terms of altruism between those initiators who cooperate and those who defect?
Initiators who end up cooperating are more altruistic (and lying-averse as well as more optimistic) than those who end up defecting. Figures 3 show the proportion of subjects who cooperate after taking the initiative. Panel a. shows the fraction of altruistic subjects who cooperate after taking initiative and the fraction of selfish subjects who do so after initiative. For all the rounds, except for one (round 10), a higher proportion of altruists initiators than selfish initiators ends up cooperating. This is consistent with our third hypothesis. Treating each decision as an independent observation, the difference is highly significant: 64% of altruists vs 40% of selfish (chi squared p-value < 0.01). Panel b. shows the fraction of lying-averse subjects who cooperate after taking the initiative. The pattern is similar: For all the rounds, except for two (rounds 5 and 11), a higher proportion of lying-averse initiators than not lying-averse initiators ends up cooperating. Treating each decision as an independent observation the difference is highly significant: 68% of lying-averse vs 41% of not lying averse (chi squared p-value < 0.01). I estimate a linear probability model clustering standard errors at the subject level, for the subsample of initiators to examine the these variables together. The dependent variable is cooperation and the explanatory variables are optimism, altruism and lying-aversion. Table 3 shows the results for both treatments for completeness. The first three columns feature the regression of cooperation on these characteristics for initiators in the SH. I find no significant correlation between characteristics and cooperation. On the contrary, these characteristics positively correlate Table 3 : Cooperation for those who take the initiative as a function of optimism, altruism and lying-aversion.
to cooperation among initiators in the PD. From column (4) optimism is significantly correlated to cooperation (on average, 10% increase in beliefs about cooperation is related to 1.8% increase in cooperation rates). From column (5) altruists individuals are also 18% more likely to cooperate if they initiate even controlling for optimism, although the relation is statistically weak. Finally, from column (6) lying-averse individuals are 20% more likely to cooperate provided they initiated, even when controlling for optimism and altruism.
It is worth noting that initiators' altruism is correlated to cooperation only in the PD when considered in isolation. When we control for beliefs about overall cooperation and lying-aversion, altruism is no longer significantly correlated to cooperation in this case.
The next section shows the data that is used to test our second hypothesis that, among noninitiators, everyone who faces an initiator cooperates in the SH; and those who face an initiator, and are optimistic and altruistic do so in the PD.
No initiative and cooperation in SH and PD
From Figure 4 we can observe that a greater proportion of non-initiators cooperate in the SH relative to the PD: 71% in SH versus 30% in PD on average (chi-squared p-value < 0.01). Are optimism, altruism and lying aversion associated to non-initiators' cooperation? Initiative taking increases the chances the partner cooperates. Pooling observations together, among non-initiators', cooperation rates rise from 45% to 76% in the SH (chi-squared p-value < 0.01) and from 11% to 44% in the PD (chi-squared p-value < 0.01) when the partner initiates. Conditional on the partner taking the initiative, non-initiators cooperate more often in the SH than in the PD (76% compared to 44%, chi-squared p-value < 0.01). Thus, also among those who experience partner's initiative, altruists cooperate more often in both games. 87% of non-initiators who are altruists cooperate, but 68% of selfish do so in the SH. The equivalent rates are 53% and 36% in the PD. Treating each decision as an independent observation, both chi-squared p-values are less than 0.01. Table 4 summarizes these results.
Taken together with the evidence in the previous section, these results show that initiators cooperate more in both games-not only in the PD. In the SH, Initiators cooperate 90% of the time, while non initiators do so 71% of the time. In the PD, the equivalent proportions are 49% and 30% respectively. Although it is true initiators cooperate more often in the PD, which is consistent with our fourth hypothesis, initiators also cooperate more often in the SH.
In the next section we exploit the random allocation of participants into groups to study mutual cooperation. I explore whether groups comprised of intrinsically motivated partners cooperate more often than groups composed of individuals only motivated by pecuniary gains.
Initiative and mutual cooperation
As expected, mutual cooperation is more frequent in the SH than in the PD treatment. Groups cooperate in 70% (303 out of 432) of the interactions in the SH treatment. In the PD treatment, this occurs in 20% (87 out of 432) of the time (chi-squared p-value < 0.01). In the SH, when an initiator emerges, 74% (297 out of 401) of the groups end up with mutual cooperation, but only 19% (6 out of 31) when no one initiates (chi-squared p-value < 0.01). In the PD, the equivalent proportions are 26% (86 out of 328) and 1% (1 out of 104) respectively (chi-squared p-value < 0.01). Initiative increases cooperation regardless of the rewards for unilateral defection. Thus, initiativetaking is almost a necessary condition for mutual cooperation when incentives work against it (as in the PD).
We have seen there is an interplay between internal motivations and incentives when it comes to take the initiative and cooperate. Are groups formed by altruists more likely to achieve mutual cooperation? By exploiting the random matching between subjects, we are able to observe how group composition determines initiative-taking and cooperation at the group level. Figure 5 shows that initiative-taking and cooperation are pervasive regardless of group composition in the SH (panel (A)). Group composition reflects cooperation: Groups containing at least one reciprocalaltruistic member initiate and cooperate more often in the PD (panel (B)). Table 5 shows the estimate of the probability to reach mutual cooperation as a function of at least someone taking the initiative and group composition. The underlying model is P r{Cooperate
, where j denotes group and k denotes group composition:
with A representing "altruism," S representing "selfish," LA representing "lying-aversion," and N LA representing "not lying aversion." In the SH, initiative is highly related to cooperation as well as groups with one altruistic lying-averse individual and one selfish and not lying averse individual, while in the PD, group initiative and composition are highly related to cooperation. In 0 20 40 60 80 100 Percent of groups particular, the existence of at least one altruistic lying-averse member is positively and significantly associated to cooperation in the PD, even controlling for the presence of an initiator. Overall, these results give support to our third hypothesis that, in the SH, group composition in terms of altruism and lying-aversion is not related to mutual cooperation, while in the PD these two characteristics correlate to mutual cooperation.
Taken together, our results highlight the importance of considering initiative in context rather as an abstract quality to be called upon (or not) in all situations. Leaders were rarer in the high rewards for unilateral defection scheme (i.e. PD). Leaders also differ in their characteristics depending on the situation. All in all, leadership proves effective in inducing mutual cooperation.
No Communication
The last set of results shows that when communication is not allowed, mutual cooperation decreases. In the SH treatment without communication, 23% (131 of 576) of the time individuals cooperate (with communication this proportion is 82%). Cooperation occurs only in 10% of the individual decisions in the PD treatment without communication (the proportion with communication is 39%). In both treatments, cooperation rarely occurs without communication. Table 6 presents evidence to support this result. The first columns in panel a. and b. replicate the results for the SH and PD treatments with communication. The second columns show the results for the treatments without communication. In the SH game, mutual cooperation decreases from 70% with chat to 5%; in the PD treatment, mutual cooperation decreases from 23% to 1% (chi-square p-value < 0.01 for each of both tables).
As expected, these results support the hypothesis that communication facilitates (and is almost a necessary condition for) mutual cooperation in both games. In particular, the SH features the highest rate of cooperation (70%), and the no communication prisoners' dilemma the lowest rate of cooperation (1.4%).
Discussion
Initiative-taking is not the only message sent during the communication stage. Non-initiators also send messages, often in the form of agreements. In what follows I explore whether agreement further induces cooperation. I also explore how characteristics such as the Big5 personality traits or gender relate to initiative and cooperation. 
Initiative, agreement and cooperation
In both treatments, those who take the initiative cooperate more often than those who do not, and in the PD, they cooperate even more when they place a non-monetary value on cooperation and honesty. So we have seen initiative carries intention, but what about agreement? Those individuals who are willing to cooperate but reluctant to initiate, may end up cooperating because of someone else's initiative. Thus initiators' leadership gives non-initiators the opportunity to express their disposition to cooperate. In this sense, agreement-just as initiative-taking-may reveal an intention to cooperate by non leaders. Among non-initiators who face a leading partner, 79% (245 out of 309) agrees in the SH and 72% does so in the PD (212 out of 295). Although small in magnitude, this difference in frequencies is statistically significant at the conventional levels (chi-squared p-value = 0.03). Non-initiators who agree follow through 85% of the time, and those who do not agree do so 42% of the time in the SH (chi-squared p-value < 0.01). We observe the same pattern in the PD: Those who agree cooperate 53% versus 21% (chi-squared p-value < 0.01). Given the importance of agreement, is there any difference in cooperation rates between initiators and non-initiators who agree (or "followers")?
Focusing only on groups with one initiator and an agreeing non-initiator (hereafter "follower"), initiators cooperate significantly more often only in the SH (94% versus 85%, Z test p-value < 0.01). In the PD, those proportions drop to 55% and 53% respectively (Z test p-value = 0.63). This evidence suggests that once the group reaches an agreement, the differences in terms of propensity to cooperate disappear. So why do followers refrain from initiating? Are there any differences in terms of attributes between initiators and followers? I find followers are no more optimistic, altruistic, or lying-averse than initiators in both treatments. In terms of altruism, 45% of initiators in these groups are altruists and 46% of followers (chi-square p-value = 0.84) in the SH. The corresponding proportions are 39% and 44% in the PD (chi-squared p-value = 0.3). In addition, I find no differences in terms of lying aversion. In terms of optimism, I also find no significant differences between leaders and followers. Leaders' optimism is 0.44, and followers' 0.46 in the SH (two sided t-test p-value = 0.3). In the PD leaders' optimism is 0.45, and followers' 0.46 (two sided t-test p-value = 0.9). These evidence suggests there are other characteristics that may be differentiating initiators from followers (non-initiators who agree). I explore some of them in the next section. Table 7 : Characteristics by whether individual took the initiative, SH treatment.
Initiative and other characteristics
The vast literature on leadership contains a myriad of dimensions in which leaders distinguish themselves from the general population. In addition to optimism, altruism, and lying-aversion, this experiment elicits personality traits, and demographics from participants. Table 7 shows the differences in the mean for all these characteristics of initiators and non-initiators for the SH treatment and Table 8 for the PD treatment.
In the SH, initiators are less often white with a low score on the internal locus of control measure. Also in the SH, those who take the initiative are frequently female of Asian ethnicity, with low scores on the openness measure.
In the PD, the pattern is exactly the opposite-initiators are more open, but less likely to be Asian female. Moreover, those who take the initiative tend to be less risk averse. It is worth noting that the Big5 personality traits (Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness) tend to favor initiators only in the PD treatment, although these characteristics are not significant at conventional levels. This counters the findings in the meta-study by Judge et al. (2002) in which leaders tended to be more extroverted.
Conclusion
The key insight from these findings is that the rewards for unilateral defection, what I refer to as "context," make an enormous difference in the exercise of truthful initiative taking-which is an important aspect of leadership. One possible rationale for this difference is that leadership is, in a sense, less risky when rewards to unilateral defection are low. Cooperation is in the interest of Table 8 : Characteristics by whether individual took the initiative, PD treatment.
both parties, so "coordinating" to undertake this action is not terribly difficult. The situation is more complicated when incentives to unilaterally defect are high. Cooperation might be proposed by an individual with pure motives, out of sincere desire to cooperate-or not. I find that an overture to cooperate is often genuine when monetary incentives favor mutual cooperation (as in the SH); and when it comes from intrinsically motivated individuals under conditions that favor defection (as in the PD).
One implication of these results is that the importance of proposing first a course of action in negotiations depends on the strategic context. The first message is not irrelevant. It can be used to achieve cooperation even in situations in which monetary payoffs favor opportunistic behavior.
Another implication is that societies (respectively firms) of mutually cooperative individuals are more likely to experience collective demonstrations (respectively change) than those with less mutually cooperative individuals. A special taste for mutual cooperation provides the intrinsic incentives to push for change, a necessary condition for change to occur.
Moreover, in light of these results, it is not surprising that governments seeking to undermine social movements, or companies attempting to hinder innovation, put obstacles on communication, regardless of the current policy of rewards to loyalists in the face of dissent. Communication allows the emergence of intrinsically cooperative leaders who will persuade others to implement change.
Thus, this analysis contributes to unpacking the black box of communication by providing evidence on (1) the interplay of leaders' characteristics and the context in which they emerge and (2) the influence of initiative-taking (and agreement) on mutual cooperation.
A. (For Online Publication) Instructions
This is an experiment in the economics of decision-making. If you follow these simple instructions carefully and make good decisions, you could earn a considerable amount of money. The currency we will use throughout the instructions and the experiment is the Berkeley Buck. We will denote it as "$" and the exchange rate is $ 12 per US$ dollar. Please be aware that we do not expect any particular behavior from you or any other participant. This session will be divided in 4 blocks, each comprising a series of situations in which you will have to make decisions. In what follows we will describe these blocks in chronological order as they will appear in your computer screen.
In block 1, you will face 4 situations. In each situation you will have to allocate a total of 10 tokens between yourself and another participant. The tokens may have different values in each situation. The other participant will be selected randomly at the end of the experiment. Also, neither you nor the other participant will receive information about each other's identity and about your decision in each situation.
The computer will randomly select 1 of the 4 situations (with equal chance) to compute your payout based on your decisions. Symmetrically, at the end of the experiment you will be randomly matched to the decision made by another participant. Thus, you will have two ways of earning money from these situations. The first is from your allocation decision, and the second is from the allocation decision of another randomly matched participant.
Block 2 consists of one situation. You will have to send a message to another participant. This message will be available to the other randomly assigned participant at the end of the experiment. After he/she reads the message in his/her screen, he/she will make a choice. Your payout from this situation depends on the choice of this other participant.
Block 3 consists of one situation. You will have to allocate a sum of money between yourself and another participant. The other participant will be assigned randomly at the end of the experiment. In this situation your allocation may be reversed by the computer with some probability specified in the corresponding screen. Neither you nor the other participant will be told about each other's identity and about your decision. Thus, you will have two ways of earning money from this situation. The first is from your allocation decision (depending on whether is reversed or not), and the second is from the allocation decision of the other randomly matched participant. <STOP READING HERE> In block 4 you will face 12 situations. Each situation will contain two types of scenarios: a noninteractive and an interactive scenario. In the non-interactive scenario, your decisions will be matched at the end of the experiment. In the interactive scenario your decisions will be matched immediately with a different participant in each round.
In the non-interactive scenario you will choose between playing two alternatives, A or B. The following screen shot shows an example:
Each of these scenarios will feature different combinations of possible payoffs. In every scenario, you will be the Row player so your payoffs are the ones on the left of each cell. Both you and the other participant will have two possible choices. You can choose A or you can choose B. In this example:
If you both choose A you will both get a payoff of $5.
If you both choose B you will both get a payoff of $9.
If you choose A, but the other participant chooses B, you will get a payoff of $15, but the other player will receive $4. To explain the formula, we will focus on the prediction about A (because the prediction about B is 23 minus the Prediction about A). If your prediction coincides with the actual value you will get $8.
An amount of $1 will be deducted for each unit above or below the actual number of participants who chose A (or equivalently B). Thus, if your prediction is more than 7 units away from the actual number of participants choosing A, you will receive $0. This calculation will be performed for each of the 12 scenarios. <STOP READING HERE> From these 12 choices and predictions of each scenario, the computer will randomly select 6 to calculate the payouts. We emphasize that all the decisions described so far will be matched at the end of the experiment, so your actions will not affect the actions of other participants.
In the interactive scenarios, you will be randomly matched with a new participant in each of the 12 scenarios. We call each of these scenarios an Interaction. In each Interaction you will be matched with a different participant, so you will interact with one participant only once. Also, this participant will never be matched with any of the participants you will be matched with.
Each Interaction consists of two screens. In the first screen you will see the payoffs of the game and you may use the chat box on the left to communicate with the participant you are matched with in that
Interaction. This screen will be shown for 30 seconds:
[ADD SCREENSHOT OF CHAT HERE]
In the second screen, you will have the opportunity to select your action. There will be no chat and you will have 30 seconds to make your decision. This is an example of a screen shot:
[ADD SCREENSHOT OF SIMULTANEOUS GAME HERE]
After each Interaction you will observe your and the other participants' choice (A or B) as well as your and other participant's payoffs. Your payoff in each Interaction will be based on your decision and the decision of the matched participant you interacted with. Your final payout will be calculated by the computer using 6 randomly selected Interactions (with equal chance) out of the 12. Recall that each situation in this block 4, comprising one non-interactive and one interactive scenario, will be repeated 12 times. <STOP READING HERE> Finally, at the end of the experiment, you will read the message a randomly matched participant sent you, and you will have to make a choice. You will also be given questionnaires that can yield some additional payoffs. After all questionnaires are completed, the computer will match the decisions of all the situations except for the Interactions (which were already matched in each of the 12 scenarios), and final payments will be made to each of you.
Each screen you see throughout the experiment has all the instructions necessary for the decision on that screen. Recall, during the session, all payoffs are expressed in terms of Berkeley Bucks. However, at the end of the session, all of your Berkeley Bucks will be converted at 12 Berkeley Bucks to 1 US$. Thus, in US dollars, your final payment will be between $5 and $30, depending on how you do.
Recall that at no time your true identity nor your final payout will be revealed to the other participants in this experiment. In the SH game with pre-play communication:
-The probability of mutual cooperation (C, C) is p and of mutual defection (D, D) is 1−p,
Outcomes (D, C) and (C, D) occur with 0 probability.
-Every time player i = 1, 2 is prescribed to play C she plays C and when player i is prescribed to play D she plays D.
In the PD game with pre-play communication:
occur with 0 probability.
-Player i = 1, 2 plays defection D regardless of what she is prescribed to do.
Proposition 1 describes the outcomes that can be attained in equilibrium with pre-play communication in the games we study. In order to prove Proposition 1, we first introduce one useful construct and state and prove two lemmas. In technical terms, the subset of correlated equilibria corresponding to the convex combinations of pure strategy Nash equilibrium in the one shot game is the correlated equilibria in which the underlying distribution is "diagonal." A diagonal distribution means that knowledge of the corresponding action by one player perfectly determines the outcome of the game. We will use this concept, so we define it formally.
Definition 1 (Barany 1992) .
In a two player game, let S 1 and S 2 the action space in a normal form game. A distribution π is said to be diagonal if for each a 1 ∈ A 1 not strictly dominated, there is only one a 2 ∈ A 2 with π(a 1 , a 2 ) > 0; and for each a 2 ∈ A 2 not strictly dominated, there is only one a 1 ∈ A 1 with π(a 1 , a 2 ) > 0.
A diagonal distribution can also be interpreted as a distribution in which the signals each player receives in a correlated equilibrium are perfectly correlated: conditional on being prescribed by the mediator to play a i , individual i knows with certainty what individual j is prescribed to do, i, j = 1, 2.
In order to apply Barany's result, we need to characterize the subset of correlated equilibria with diagonal distributions for each of our simple games. We will focus on direct mechanisms, in the sense that the set of states correspond to the outcomes of the game (C for Cooperation, D for defection): S = {C, D} × {C, D}, and the equilibrium partition associated to each individual i = 1, 2 is P i = {{(C, C), (C, D)}, {(D, C), (D, D)}}. We first characterize the equilibrium for our SH game. Lemma 1.
In the SH game without pre-play communication, the correlated equilibria with diagonal distribution is characterized as follows:
1. A probability space (S, π), such that π(C, C) = p, π(D, D) = 1−p, and π(C, D) = π(D, C) = 0, for p ∈ [0, 1].
2. An information partition for each player i = 1, 2 P i = {{(C, C), ( Proof. Fix p ∈ [0, 1]. This is a correlated equilibrium because when player 1 observes signal {(C, C), (C, D)}, the conditional probability player 2 plays C is equal to 1 and the conditional probability player 2 plays D is 0 (the distribution is diagonal, so the signals are perfectly correlated). Player 1's best response is to play C. When player 1 observes signal {(D, C), (D, D)}, then the conditional probability of player 2 playing C is 0 and the conditional probability of player 2 playing D is 1. Player 1's best response in this case is D. If p = 0, then player 1 will be informed only on {(D, C), (D, D)}, so his best response is D and if p = 1 player 1 will only receive the signal corresponding to {(C, C), (C, D)}, so his best response is C. Similarly for player 2.
The distribution π is diagonal by construction. The only thing we need to check is whether there is another diagonal distribution π = π for all p ∈ [0, 1] that is also part of a correlated equilibrium. Let us assume there is one. For π = π for all p ∈ [0, 1] to be diagonal, there must be q ∈ [0, 1] such that π (C, D) = q, π (D, C) = (1 − q), and π (C, C) = π (D, D) = 0 (that is, only the outcomes on the anti-diagonal occur with positive probability). If that is the case, then the best response of player 1 to the signal {(C, C), (C, D)} is D, because the probability that player 2 plays C conditional on the signal prescribing player 1 to play C is equal to 0. This holds for any q ∈ (0, 1). If q = 0, then player 1's best response to signal {(D, C), (D, D)} is C instead of D and if q = 1, player 1's best response to signal {(C, C), (C, D)} is D instead of C. This contradicts the fact π is part of a correlated equilibrium.
The next Lemma characterizes the correlated equilibrium with diagonal distribution for our PD game. In this case, only mutual defection obtains.
Lemma 2.
In the PD game without pre-play communication, the correlated equilibria with diagonal distribution is characterized as follows: Proof. This outcome coincides with the Nash equilibrium outcome and any Nash equilibrium is a correlated equilibrium. The distribution π is diagonal by construction. This is the unique correlated equilibrium (with respect to a direct mechanism), therefore is the unique correlated equilibrium (with respect to a direct mechanism) with diagonal distribution. Proposition 1.
In the SH game with pre-play communication:
-The probability of mutual cooperation (C, C) is p and of mutual defection (D, D) is 1−p, with p ∈ [0, 1]. Outcomes (D, C) and (C, D) occur with 0 probability.
-The probability of mutual defection (D, D) is 1. Outcomes (C, C), (D, C) and (C, D)
Proof. According to Barany (1992, Theorem 3 and Theorem 6) , Lemma 1 implies the result for the SH game with pre-play communication and Lemma 2 the result for the PD game with pre-play communication.
Notice that pre-play communication in our SH game may yield to any convex combination of the equilibrium outcomes in the one shot game, in particular mutual cooperation. Lemma 2, however, implies that in our PD game pre-play communication cannot yield mutual cooperation. 
F. (For Online Publication) Screen shots Risk Aversion test

