The application of centre manifolds to amplitude expansions. I. Ordinary differential equations  by Carr, Jack & Muncaster, Robert G
JOURNAL OF DIFFERENTIAL EQUATIONS 50, 26&279 (1983) 
The Application of Centre Manifolds to Amplitude 
Expansions. 
I. Ordinary Differential Equations 
JACK CARR* 
Department of Mathematics, 
Heriot- Watt University. Edinburgh EH14 4AS, Scotland 
AND 
ROBERT G.MUNCASTER+ 
Department of Mathematics, UniversitJj of Illinois, Urbana. Illinois 61801 
Received January 28, 1982; revised June 2, 1982 
The theory of centre manifolds for a system of ordinary differential equations is 
summarized and its relationship to amplitude expansions based upon multiple time 
scales is discussed. Emphasis is placed upon the practical computational aspects of 
applying centre manifold theory to near-critical problems, and, in particular, to the 
computation of the centre manifold. The calculations are illustrated by a detailed 
analysis of two problems in fluid mechanics. 
1. INTRODUCTION 
Consider an autonomous system of ordinary differential equations 
22 = F(u, E), (1-l) 
24 E lR”+m, E E Rp, for which u = 0 is a critical point for small E, and such 
that D,F(O, 0) has n eigenvalues whose real parts are zero and m eigenvalues 
whose real parts are negative. For small values of E such a system is “near 
critical.” It has long been recognized that an essential step in analysing the 
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asymptotic behaviour of small solutions of near-critical systems is a 
reduction of (1.1) from a system in IZ + m dimensions to one in n dimensions 
by eliminating in some way a part of the solution, presumed to decay 
exponentially with time, contributed by the m eigenvalues whose real parts 
are negative. Perturbation techniques such as amplitude expansions based 
upon multiple time scales provide one method of obtaining reductions of this 
kind. When it =p = 1, Kogelman and Keller [ 1.51 have shown formally that 
U(C) = a(t) u + O(eZ) + exponentially decaying terms, (1.2) 
in which u is the eigenvector of D,F(O, 0) corresponding to the single zero 
eigenvalue, and the “amplitude” function a(t) satisfies a scalar equation of 
the form 
d=ua+/3a2+.... (1.3) 
Hoppensteadt and Gordon [ 1 l] have derived similar results for a class of 
infinite dimensional problems, and then have shown [ 121 how these may be 
used to give a rigorous derivation of Landau’s equation for the Benard 
problem. Numerous examples of near-critical systems, particularly ones 
arising in fluid mechanics, have proved amenable, at least to formal analysis, 
by the amplitude expansion method. 
Our objective here is to describe the theory of centre manifolds and the 
rigorous and unifying method it provides for reducing near-critical systems. 
Under rather mild conditions on the function F, this theory tells us that as 
far as the asymptotic behaviour of solutions of (1. I.) is concerned, all infor- 
mation about small solutions is contained in a certain ,z-dimensional system 
of differential equations. In this respect the centre manifold theory plays the 
same role for dynamic problems as the LyapunovSchmidt procedure plays 
for static problems. If we interpret the unknowns of this rz-dimensional 
system as “amplitude” functions for (1.1 ), then centre manifold theory 
provides rigorous analogues of (1.2) and (1.3), and so may be viewed as an 
alternative approach to amplitude expansions. 
One of the main ingredients of the application of the theory to a given 
problem is some analysis of its centre manifold. One method of analysis has 
been used by Holmes [8] and Holmes and Marsden [9]? who have recently 
applied centre manifold theory to reduce a certain problem arising in 
continuum mechanics to a second-order differential equation depending upon 
two parameters. Rather than calculating the centre manifold for their 
problem, they use results of Takens [ 191 on generic models for second-order 
equations to obtain certain conjectures about the qualitative behaviour of 
their solutions. For a general discussion of the use of generic modelling in 
continuum mechanics see Holmes and Rand [IO]. 
One of our objectives in this paper is to indicate that, at least in princip!e, 
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centre manifolds can actually be computed. More precisely, we show for 
(1.1) how the system of n equations governing the flow on the centre 
manifold can be approximated to any desired degree of accuracy. To 
illustrate that these approximations can be obtained by no more than 
elementary calculations, we analyse in detail two nontrivial examples arising 
in fluid mechanics. 
The computation of centre manifolds is not new. It was considered by 
Hale [5] for neutral functional differential equations and by Henry [7] for 
parabolic equations. More recent work with particular emphasis on Hopf 
bifurcation may be found in the work of Hassard et al. [6]. 
The methods described here are presented for ordinary differential 
equations in order to make the essential ideas particularly simple, especially 
those underlying the computation of centre manifolds. In a subsequent paper 
we will consider corresponding results for infinite dimensional problems. 
2. GENERAL THEORY 
Consider the system of differential equations 
i = Ax +f(x, y), 
i, = By + g(x, y), 
(2.1) 
in which xE R”, JTE Rm, and A and B are constant square matrices. We 
assume always that the eigenvalues of A and B have real parts which are 
zero and negative, respectively, and that f and g are functions of class Ck, 
k > 2, which vanish together with their first derivatives at 0 E R”‘“. Iffand 
g are both identically zero, SO that (2.1) reduces to the linear system 
i=Ax, 
3 = By, 
w-1 
then the subspace y s 0 is invariant, and the flow on this subspace is 
governed by the simpler system 
zi=Au. (2.3) 
If f and g are not zero, the concept of an invariant subspace is replaced by 
that of an invariant manifold: 
DEFINITION 1. A set S c Rn+m is an invariant manifald for (2.1) iffor 
any solution (x(t), y(t)), (x(O), y(O)) E S implies that for some T > 0, 
(x(t), y(t)) E S for all t E [0, T]. 
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One of the aims of invariant manifold theory is to prove the existence of 
invariant manifolds for nonlinear systems. Here we restrict attention to 
invariant manifolds for (2.1) which are tangent at the origin to the invariant 
2): subspace y z 0 for the corresponding linear problem (2. 
DEFINITION 2. An invariant manifold S = {(x, h(x)) 
a centre manifold if h(0) = 0, Dh(0) = 0. 
The first main result on centre manifolds is 
j 1x1 < s\far (2.1) is 
THEOREM 1. There exists a centre manifold y = h(x), 1x1 < 6, for (2.1) 
of class Ck. The jlow on this manifold is goz?erned bv the n-dimensionaf 
system 
ti = Au tf(u, h(u)), (2.4) 
generalizing the corresponding problem (2.3) for the linear case. 
When the eigenvalues of A and B satisfy the hypotheses above, solutions 
y(t) of (2.2), d ecay to zero exponentially, and so general solutions of the 
linear problem decay with time to the invariant subspace J’ G 0. In this sense 
the reduced system (2.3) carries all the essential information about 
asymptotic behaviour of solutions of the linear problem. A corresponding 
result for the nonlinear problem is described in 
THEOREM 2. (i) Suppose that the zero solution of (2.4) is stable. Then 
if (x(t), y(t)) is a solution of(2.1) with (x(O), y(O)) sufjcientfv smaff9 there is 
a solution u(t) of (2.4) such that-for t > 0 
with y,(t) and vz(t) + 0 exponentially fast as t --) co. fn purticulur, if the 
zero solution of (2.4) is usymptoticuffv stable, then the zero solution of (2.1) 
is also usymptoticulfy stable. 
(ii) Suppose that the zero solution of (2.4) is unstable. Then the zero 
solution of (2.1) is unstable. 
Remark 1. When case (i) applies it should be noted that not only does 
every small solution of (2.1) have a representation of the form (2.5) in terms 
of some solution of (2.4): but also every sufficiently small solution u of (2.4) 
corresponds through (2.5) to some solution of (2.1). Indeed, by invariance 
we know that x(t) = u(t) and y(t) = h(u(t)) satisfy (2.1) and so (2.5) is 
satisfied by these with yi = 0, wz s 0. 
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If we substitute v(t) = h(,u(t)) into (2. I)? and then eliminate a(t) using 
(**l)I, we obtain 
Dh(x)[Ax +f(x, h(x))] = Hz(x) + g(x, h(x)). (2.6) 
This equation, together with the conditions h(O) = 0 and D/z(O) = 0, forms 
the system to be solved for the centre manifold. While we may not be able to 
lind h exactly from these, the next result shows that we may certainly 
approximate it. Let us set 
mw> = Q4x)Mx +fk $%~)>I -W(x) - g(-% f?G>) (2.7) 
for functions 4 : IFi” + IR” of class C’ on a neighbourhood of 0 E R ‘. By 
(2.6), N(h) EZ 0. 
THEOREM 3. If $(O) = 0, Dqb(O) = 0, and 
N(#)(x) = o(l-4q) x -+ 0, P-8) 
for some q > 1, then 
I@) - fK~>I = aI-xl”> x -+ 0. (2.9) 
Thus, in principle the centre manifold can be approximated to a given 
degree of accuracy if the equation N(h) = 0 can be satisfied to the same 
accuracy. 
Remark 2. It should be noted that in general centre manifolds are not 
unique (cf. Carr [3, p. 281). However, Theorem 3 shows that if h, and h, are 
two centre manifolds, then h,(x) - h?(x) = O(]X]~) for all q as x+ 0. Also, 
certain solutions must lie on any centre manifold, namely, equilibrium points 
and periodic orbits sufficiently close to x =y = 0. 
These three theorems summarize the main results from the theory of centre 
manifolds which we will need. Proofs of Theorem 1 may be found in the 
work of Kelley [ 131 (for ordinary differential equations) or Henry [ 71 (for 
semilinear parabolic equations). Theorem 2, giving the representation and 
stability of solutions, has been proved by Kelley [14], and a proof of the 
approximation result, Theorem 3, is contained in the work of Henry [7]. (Cf. 
also Ruelle and Takens [ 181 and, for infinite dimensional problems, Carr 
and Al-amood [4a, b].) For a general exposition of centre manifold theory, 
including both proofs of the main theorems and applications to a variety of 
problems, see Carr [3]. 
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3. ON APPLYING THE GENERAL THEORY 
The theorems we have summarized in the preceding section do not apply 
directly to systems (1.1) which are critical at a given value, say, E = 0, of a 
set of parameters E = (er,..., sP). However, parameters with this property can 
be accounted for when applying the general theory by a simple but important 
device. Consider (1.1) under the hypotheses of paragraph one of Section 1, 
and assume further that F : IR”+m+P + Rn+m is of class C”, k > 2. We can 
then write (1.1) in the equivalent form 
zi = Cu + G(u, E), 
i = 0, 
in which C = D,,F(O, 0) and G(u, E) = F(u, 8) - CU. Our hypotheses imply 
that C has n eigenvalues whose real parts are zero and m whose real parts 
are negative, and that G(u, E) = O((~ZII + j&l)*) as (u, E) + 0. 
Remark 3. The simple device of including 6 = 0 in (3.1) has two 
important effects. The first is the fact that as a function on F?“t”‘fp, G has a 
second-order zero at E = 0, u = 0. Hence it is a purely nonlinear term in the 
system even though for fixed E # 0 it may contain terms which are linear in 
ZL The second important effect, which relates to the stability of the zero 
solution of (3.1), will be described in Remark 4. 
Next we transform (3.1) into the canonical form (2.1) to which the centre 
manifold theory applies. Because of our hypotheses about the eigenvalues of 
C, there is a change of basis which places (3.1) in the new form 
i = Ax +f(x. y, E), 
i, = By t g(x, y, E), (3.2) 
6 = 0; 
here x E iFin, y E iRm, A is an n x II matrix whose eigenvalues all have zero 
real part, B is an m x m matrix whose eigenvalues ail have negative real 
part, and f and g are functions of class Ck which vanish together with each 
of their first derivatives at (x,~, e) = (0, 0,O). By Theorem 1, (3.2) has a 
centre manifold y = h(x, a), 1x1 < a,, 1~1 < 6,, of class Ck. By Theorem 2 the 
behaviour of small solutions of (3.2) is governed by the reduced system 
ti = Au +f(u, h(u, t.), E), 
(3.3) 
i = 0. 
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Finally, by (2.6) the system governing h is 
D,qx, E)[AX +f(x, qx, E), &)I = Jw, E) + g(x, h(x, &I, El, 
h(0, 0) = 0, D, w, 0) = 0, D,h(O, 0) = 0, (3.4) 
and we may use Theorem 3 to approximate its solution. 
Remark 4. When attempting to solve (3.3) we may drop the equation 
E’= 0 and regard E simply as a parameter once again. However, when 
applying Theorem 2 we must examine the stability of the origin of (3.3), and 
for this the equation E’ = 0 can have an important effect. It may happen that 
the origin of (3.3) is stable even though the origin of (3.3), alone, for fixed 
E # 0, is unstable. For example, the solution u = 0 of ri = E ‘u - u3 is 
unstable for each E # 0 while the solution (u, E)= (0,O) of i = E’U -u3, 
6 = 0, is in fact stable. 
To illustrate the use of the above results and the method of approximating 
the solution of (3.4), we first consider two very simple examples: 
EXAMPLE 1. Consider the second-order equation 
G + li + w3 = 0, (3.5) 
where IV E R. Setting x = w + G, J’ = IL, we may restate (3.5) as the lirst- 
order system 
1= -(x - y)“, 
Jk-y-(x-y)3. (3.6) 
This is in the canonical form (2.1), the corresponding eigenvalues being 0 
and -1, so by Theorem 1 there is a centre manifold 4’ = h(x), 1s 1 < 6. To 
approximate h we set 
N(#)(-~) = -#‘(x)(x - fw)’ + 4(x> + (x - tKa39 (3.7) 
and note that for 4(x) = -x3 we have N(#)(x) = 0(/x/‘). Therefore, by 
Theorem 3, h(x) = -x3 + o(lxj”). By Theorem 2 the equation which 
determines the asymptotic behaviour of small solutions of (3.6) is 
ti = -(u - h(U))3 = -(u + 213 + O(l zl 15))j, 
=-u3 - 3u5 + O(lul’). 
(3.8) 
Since the zero solution of this equation is asymptotically stable, by 
Theorem 2 the zero solution of (3.6) is also asymptotically stable. By a 
deeper study of the asymptotic behaviour for (3.8) (see Carr and Al-amood 
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[4a] for the details), Theorem 2 may be used once again to show that a given 
solution of (3.6) either tends to zero exponentially fast with time or has the 
form 
x(t) = *u(t), y(t) = -fu3(z), (3.3) 
in which 
t- 112 3 u(t)=- -- 
h 4fi 
t-3/2 log t $ ctr3’* + o(t-3’2) (3.10) 
for some constant C. 
EXAMPLE 2. Consider now the modified equation 
1; + Lif + EW + w3 = 0, (3.11) 
with w E IQ, E E R. The same substitution as in Example 1 produces the 
following system in canonical form: 
a=-&(X-y)-(x-Jy* 
p=-p&(x-y)-(x-J-)3, (3.12) 
6 = 0. 
Because we have included t = 0 here, the term --E(x ---v), considered as a 
function of x, y, and E, is of second order near zero, so the corresponding 
eigenvalues of the linear problem are 0, 0, and -1. By Theorem I there is a 
centre manifold J= h(x, s), 1x1 < 6,, 1st < S1, for (3.12). To approximate Iz 
we set (cf. (3.4)) 
N(@(X, E) = -3,4(X, E)[E(X - 4(X. E)) + (X - 4(X, E))‘] 
+ $(X, &) + &(X - 4(X, E)) -t- (X - $b(X, E)j3e 
(3.13) 
Then if 9(x, E) = -ES - 2&‘x - x3 we see that N(#)(x, E) = O((lxl + /E 1)“). 
and so by Theorem 3, h(x, E) = --EX - 2s’~ - .x~ + O((lxl + 1 E I)“). (To find 
such a function 4, note that if d(O, 0) = Z,p(O, 0) = Z&(0,0) = 0, then 
N(~)=--F~~~,~+Ex+(~-~)~+x’+O((~XJ+!~I)’~. and so we may 
choose $ to be a third-order polynomial which makes the explicit,terms here 
cancel.) By Theorem 2 the system governing small solutions of (3.12) is 
simply 
ti = --E(U - h(u, E)) - (u - h(l.4, E))‘, 
= --EU(l -t O(E)) - U’( 1 + O(E)) + O(i u I”), (3.14) 
i = 0. 
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The trivial solution (u, E) = (0,O) of this system is stable (recall Remark 4) 
so the representation of solutions given by (2.5) applies here. Using (2.5) we 
can now analyse the asymptotic behaviour of solutions more closely. For e 
fixed and small, we note that the solution u = 0 of (3.14), alone is 
asymptotically stable if E > 0 and unstable if E < 0, and so the same 
conclusions hold for (3.11). Moreover, for small E < 0, solutions of (3.14)2 
consist of two orbits connecting the origin to two small critical points. 
Hence, by (2.5), f or small e < 0 the stable manifold of the origin for (3.11) 
forms a separatrix, the unstable manifold consisting of two stable orbits 
connecting 0 to *G. This was proved by other methods by Ball [2]. 
4. EXAMPLE 3. A FIFTH-ORDER SYSTEM WITH ONE ZERO EIGENVALLJE 
Consider the fifth-order system 
2.i = Au + u,Nu, 
in which 
UI 
u2 
u= 243 ) 
il 
u4 
u5 
A= 
-1 0 
0 -P 
0 0 
0 0 
0 0 
N= 
0 
0 
-1 
0 0 
0 0 
1 0 
0 0 
0 1 
0 
0 
1 
Vf a --(J 
1-P 
0 1 
-1 0 0 
0 0 -1 
00 0 
00 0 
00 0 
0 
0 
0 
&P2@+ 1) 
1 -/I 
-P . 
(4.1) 
The numbers (T and fi have fixed values satisfying 
0 < 0, O<p<l, 
and v and 6 are variable parameters. The eigenvalues L of A satisfy 
(4.2) 
(4.3) 
(~+l)(n+~)(~‘+E4fj1(6-V)+(~-,L0~))=0, (4.4) 
in which A = 1 + (J + p is strictly positive. Depending upon the values of v 
and 6, A can have no zero eigenvalues, only one, or two whose real parts are 
zero. 
Rubenfeld and Siegmann [ 16, 171 have proposed (4.1) as a simple 
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nonlinear model for double-diffusive convection in fluids, and have analysed 
the local asymptotic behaviour of its solutions for a broad range of vaIues of 
t, and 6 by a formal method based upon amplitude expansions. As a further 
illustration of the use of centre manifold theory we investigate two particular 
cases which they have considered. In this section we consider (4.1) when v 
and 6 lie near values for which A has just one zero eigenvalue. In the next 
section we consider v and 6 near values for which A has two eigenvalues 
whose real parts vanish. These cases correspond to the points PC” and Pfo’3 
respectively, in Rubenfeld and Siegmann’s notation (cf. [ 17, Fig. 1 I), and 
they are the two cases of (4.1) which are the most difficult to analyse for 
asymptotic behaviour. 
Let v. and 6, satisfy 
ro(l -1112) +/Ul = 0. 6, = pv, * 
To analyse (4.1) in a neighbourhood of (vo. 6,) we set 
E, = I’- vo, &2=8-d 0’ 
and then write (4.1) in the equivalent form 
zi = Cu + B(E) u + u,Nu, 
i = 0, 
in which 
i 
-1 0 0 0 0 
0 -P 0 0 0 
c= 0 0 -1 1 0 
0 O+P 
0 v,+ F -O 
-6 -iu%+ 1) 
0 
,I -P 
0 0 0 1 -P 
0000 0 
0000 0 
B(E)= L 000 0 0 / . 
0 0 E, 0 -&, 
0000 0 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
The values r. and 6, have been chosen so that the eigenvalues of C are -1, 
-,D, 0, u, and /3, with a and /? being roots of 
A2+ki +a,-v,=o. (4.9) 
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Using (4.3) we can show that a and p are both real and negative. Thus, by 
Theorem 1 there is a 3-dimensional centre manifold for (4.7) near u = 0, 
E = 0. To determine it we must first place (4.7) in the canonical form (3.2). 
Let T be an invertible matrix which diagonalizes C: 
T-‘CT = diag(-I, -,, 0, a, /?). 
One choice of T, together with its corresponding inverse, is 
’ 
T-l= I ’ H---l 0 T;’ ’ 
where 
I- P+a iu+P 
P-- 
r1 = l+a 1+P ( 
P iu+a P+P 1 
1 1 1 l J 
T-, = (1 + a>(1 +P) 
1 
a/W - aIt1 -PI 
X 
@I--a)(l-p) tj-a)cU+a>cU+P> 
a-P (1 +a)(1 +P) (1 + a)(1 +P) 
P 
_ $41 -Pu> JnP+P) 
1+P 1+P 
-a 
41 -Pu> wcU + a> 
l+a l+u 
(4.11) 
(4.12) 
Setting ( yr ) y2, x, y3, yJT = T- ‘U we find that (4.7) has the canonical form 
i= S,,-q&Y, E) + Y(X,YG,,Y, + Sl3YA 
b, = -Y1 - ( 
iu+a 
Y(.GY) P+- 
P+P 
- l+ay3+ l+/?‘” ) ’ 
$2 = -w2 - Y(-GY)(X fY3 +Y4), 
j3 = aY3 + S,2X(-x, Y, El + Y(& Y)(SZI YI + S23 Y2h 
j, =pyj + S,,X(X,Y, E) f Y(X,Y)(S,,Yl + S33Y2)Y 
I$ = 0, (4.13) 
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in which y = (4~~ ,..., y4), E = (cl, c2), S = (Sk,) = T;‘, and 
X(x,y,&)=@El-EZ)x+ 
( 
P+U ~ I---2 y3+ 1 ( 
Pu+P -E,-lzE, y4, ) t+p 
Y(x,y)=Iux + cu + a)y, + cu +P)y4. (4.14) 
Now we see that the centre manifold for (4.7) has the form y = h(.u, E) = 
@,(x, AL..., &(x7 &)I, 1x1 < 61, I&l < 623 and small solutions of (4.7) are 
governed by the system 
d = S,J(u, h(u, E), E) + Y(u, h(u, E))(S,[hl(U, E) + S,,h,(u, E))? 
6 = 0. (4.15) 
We proceed now to approximate h using Theorem 3. Following (2.7) we 
let 4 = (4, ,...* $4) be of class C’ on a neighbourhood of x = E, = E? = 0 and 
set 
so that IV,(h) = 0, k = I,..., 4. Let 0” denote any expression which is at least 
of order n in x, E,, and Q. Since q% and its first partial derivatives vanish at 
x = c, = E2 = 0, we must assume that Q = 0’. Hence X(x, $, E) = 
@E, - Q)X + O3 and Y(x, 4) =,ux + 02, and so 
N,($) = 4, f $x2 + 03, 
N&l = P$2 + YX2 + 03> 
N3(4) = 43 - S&E, - EZ) x + 03, 
N,(4) = +@, - S32@El - E2) X + 03. 
(4.17) 
272 CARR AND MUNCASTER 
From these and Theorem 3 we read off the quadratic approximation 
h,(x, E) = -p2x2 + 03, h2(X, E) = -x2 + 03, 
&(X, E) = -(l/a) S,&EI - EJ x + 03, (4.18) 
h4(X, E) = -(l/P> S&E, - EZ) x + 03. 
Finally, we place these into (4.15) and simplify using the explicit form 
(4.12), of S = T; ‘. As an intermediate step we note that 
s,,h,+S,,h,=-(X2/orp)Ola+~~+CU+l)a~)+03 
= 03; 
(4.19) 
the second step here follows from the fact that ,~a + ,~/3 + (,u + 1) a/I = 0 
since a and /I are roots of (4.9) with Y,, and 6, satisfying (4.5). Hence we can 
disregard (4.19) to the order of approximation we are now considering. The 
remaining terms in (4.15) simplify when we substitute (4.18), and we obtain 
u+04 
9 d = 0. (4.20) 
In order to study the stability of bifurcating branches for (4.15), we need 
to find the first nonlinear term in u on the right-hand side of (4.20), which 
does not vanish when E = 0. Clearly this term is contained in the portion 04, 
so we must carry the approximation procedure for h another stage. To do 
this we let h^ denote the quadratic approximation already calculated, 
k(x, 6) = (-p’x’, -x2, -(l/a) S22@~1 - 6,) x, -(l//I) S3Jjf.s, - s2) x), 
(4.21) 
and look for v = (I+v~ ,..., w4) = O3 such that N,(h^ + w) = O”, k = l,..., 4. By 
Theorem 3 we will then have h = h^ + y/ + 0’. Recalling from (4.19) that 
S,,h^, + S,,h^, = 0, the expressions (4.16) now simplify to 
N,(h+W)=~/,+a,h^,S,,01&,--2)x+h^,+~2X2+IUX l+ah, 
( 
p+a - 
+~hr+Ol+@&+II1+P)L) +04, 
N,(fi+ V)==PV? +aJ,S,,Ol&, -4X +/A, +/Lx2 
+XCUh^3+i(l~4+CU+a)h^3+CU+P)fi4)+04, 
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+ P+a 
( -E,-&E, ]+a 1 i h^,+ $$E,-,,, Ii,] 
+ iu+a 
( -------El-E* ]+a 1 i h3+ $+E*) h.,J 
-w(S,,h^, + SJ,) + 0”. (4.22) 
These immediately determine a unique w in terms of i for which 
N,(h^ + w) = O’, k = l,..., 4. After some simplification we obtain the 
corresponding approximation of h: 
h, = 6, + $u2S2, + S,,) x3 + - -$ S12SZ2(u~, - c2) 
+-&q, alp ( 53,-E*) +&% (SC, -F*) ]
x (ml - EJ x -t oJ. (4.23) 
We are looking for the first nonlinear term in u on the right-hand side of 
(4.20), which does not vanish when E = 0. Unfortunately the approximation 
(4.23) is not sufficient to give it. To see why, we note from (4.14), that 
X(X, y, 0) = 0, so such a term can only arise from the second expression on 
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the right-hand side of (4.115)~. However, the new terms in h, and h, 
appearing in (4.23) vanish when E = 0, so from (4.19) we conclude that 
S,,h,(x, 0) + S,,h,(x, 0) = O(lx14). Th us we must carry the approximation 
of h one step further. To simplify the calculation this time we will set E = 0 
throughout and show that the additions to h, and h, which result do not 
vanish. We begin with the approximation h’ of h found by setting E = 0 in 
(4.23): 
K(x) = (-/2x$ -x2, w~)cu*~21 + S23) x3, WP>W3, + S33) x3>. 
(4.24) 
We look for a function q~= v(x) = O(~X(~) such that N,(l+ I,V) = 0(1x]‘), 
k = l,..., 4, when F = 0. This means we need only retain explicitly those 
terms in N(l+ w) which are of order four or smaller in x. These terms are 
N,@+ ly) = w1 + h; + ,P2X2 
+/lx p + a c A+P+P - l+cx 3 I+ph4+b+a)h;+@+P)h;) +o(l?c15>, 
N,(k+ ‘I/)=/y2 +puh; +w2 
+x~h;+~~4+~+a)h;+cu+P>~4~+~(I~ls~~ 
N,(L+ y) = --my3 - C&3 -f!LX(S2*h; + S23 KJ + o(lX15), 
N,(K+ v)== -pw, +i4 -&s,,h”, + &,h;) + o(lxls)a (4.25) 
By choosing v so that all explicit terms here cancel, and then applying 
Theorem 3, we obtain the following approximations of h(x, 0): 
h,(x, 0) = h;(x) - ’ +-(;‘i’,f a) (&I + s,,) 
+ 01 +PP +P> 
P(l +P) 
cu2s3, + S,,) $x4 + O(lxl’>, I 
h2(x, 0) = h;(x) - 
[ 
q cp2s2, + S,,) 
+ G+P 
p cu2s3, + S,,) x4 + O(lA5), 
1 
4(x, 0) = E3(x) + 0(1x(~), 
h&v 0) =&(x) + o(lxls). (4.26) 
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If we drop /i from the right-hand sides here and add the remaining terms to 
the right-hand sides of (4.23), we obtain a certain refined approximation for 
h(,u, E). Placing this into (4.15) we obtain finally, after simplifying, the new 
equations 
ti = cu&, - &*I 
UP [ 
1 _ @*&I - &*I + oh - E2Y 
wP p2a2~’ 
+(P-E2) lllE 
1 i 
l+P 1 --- 
” [ 
a2/?* I P 
1 -E2 1 +P 
UP ) i 
--T-3 ( ll 
P ) 1 
+ -& [(+-WJ-wP)P 2.5-(4p2-aQ-4pa/?)E2]u3 
+ flu’@ - am1 +LJu> 
aP 
u5 + -.., 
d = 0. (4.27) 
The dots here denote terms of higher order than four in x and e, with the 
exception of fifth-order terms proportional to u”, which we have written out 
explicitly. It is not difficult to show that the coeffkient of u5 here is non- 
zero, so we do not need to approximate h any further. 
When (4.27), is written in terms of v and 6, it agrees to the accuracy 
considered here with Rubenfeld and Siegmann’s equation for their amplitude 
function R (cf. [ 17, Eq. (4.2 l)]). It should be noted that they obtained this 
equation using a formal expansion in terms of u and just one parameter. the 
other parameter being held fixed. For the analysis here an expansion in both 
parameters is necessary. 
5. EXAMPLE 4. A FIFTH-ORDER SYSTEM WITH 
Two ZERO-EIGENVALUES 
Consider (4.1) once again, but this time for II and 6 lying in a 
neighbourhood of zero. Setting E, = v and a2 = 6 we may place (4.1) in the 
form (4.7) with B(E) and N as before, but now with C given by 
c= 
-1 0 0 0 0 
0-p 0 0 0 
0 0 -1 1 0 
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The eigenvalues of C this time are -1, -p, 0, 0, and -A. Let T be an inver- 
tible matrix which transforms C to Jordan form: 
(5.2) 
One choice of T and its inverse are given by (4.11) where T, now has the 
form 
(5.3) 
Setting (~j,, y,, x,, .q, y,)= = T-h we obtain (4.7) finally in the canonical 
form (3.2) 
1,=x, + S,J(X,Y5 El + Y(,u,Y)(S,lY, + S,,Y,), 
1, = S,J(X,% El + CG Y)P,, 4’1 + s,, Yd, 
j, = -J,, - Y(x, y) 
( 
P---d 
/lx, + x2 + -4’3 9 
1 
92 = -PY, - YkY)(X, +x2 +y3)9 
$3 = -4’3 + S32X(x,Y~E) + y(x,Y)(s3,Y, + s33.Y2)1 
d = 0; (5.4) 
here x = (x,, x2), Y = (Y~,Y~,Y~), E = (Ed, c2), S = (Sk,) = T’, and 
X(x,Y,&)=CU&l--2)X,+(&l-&a)X2+ 1-A 
( 
P---d 
----El--2 Y39 
) 
y(x,y)=px,+(l +~u)xz+cU-4)4’3. (5.5) 
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By Theorem 1 system (5.4) has a centre manifold y= h(X, Ej = 
(h,(x, a),..., h,(x, E)), Ix/ < d,, \E/ < d2. By Theorem 2 the asymptotic 
behaviour of small solutions of (5.4) is governed by the system 
c, = 112 + S,,X(u, h(u, E), Ej + Y(u, Q, E))(S,,h,f& E) + S,,hZ@h a)), 
li, = s&qu, h(u, E), E) + Y(u, h(u, E))(S2lh,(U. &) + S?3W4, El), 
E’ = 0. (5.6) 
To simplify this system we approximate h using Theorem 3. Let 
$ = (#, , @J?, #3) be of class C’ on a neighbourhood of (x, E) = (0, 0) and set 
N,(4) = Qh[x2 + Sl,GG $3 El + Y(XT ai)(Sll#, + Sl,h)l 
+ Qw22m 43 8) + yet @)(S2191 f S23$2)1 
N2td) =%,$2Ix2 + S12X(*G $3 &I + w> $)(Sl,O, f ~13~2~1 
+ axz~2[s22x(x7 4, ‘1 f ‘(‘, ~)(‘21~1 + s23@2)1 
+ P42 + WG #)(x1 +x2 + $4)r (5.7) 
N3@)= %,W2 + S,,X(-5 42 E) + WY 4PlL4, + Sl3#2)1 
+ Qm22xcG $7 E) + Y(-% #PZlQjl f ~,,~,)I 
fA’h - s32x(x? b&) - y(-? @)(s,,$, + s3342). 
Then N,(h) = 0, k = 1,2,3. To obtain a quadratic approximation to h, 
assume that 4 = 0’ and note that to within terms which are O3 the functions 
Nk(d) are given by 
Now we choose $, , $2, and #3 to be quadratic functions of x and E for which 
all the explicit terms here cancel. By Theorem 3. then, h = 6 + 03. Using the 
explicit form (5.3), of S = T;‘, we obtain the following approximation: 
@-A) ___ El - El 
1-A 1 Xl + 03. 
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Placing these into (5.6) and simplifying, we obtain finally the system 
6 = 0. (5.10) 
These agree with the results of Rubenfeld and Siegmann, but they have 
chosen to express their results as a single second-order equation (cf. [ 17, 
Eq. (6.20)]). 
Since zero in (5.10) is a double eigenvalue and there are two essential 
parameters E, and s2, the analysis of (5.10) is non-trivial, exhibiting not only 
fixed points and periodic orbits, but also saddle connections. Details may be 
found in [3, Chapter 41. (Cf. also Takens [20] and Arnold [ 11.) 
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