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16 On approximation of functions by algebraic polynomials in
Ho¨lder spaces
Yurii Kolomoitseva,b,c,∗, Tetiana Lomakoa,b,c, and Ju¨rgen Prestina
Abstract. We study approximation of functions by algebraic polynomials in the Ho¨lder
spaces corresponding to the generalized Jacobi translation and the Ditzian-Totik moduli of
smoothness. By using modifications of the classical moduli of smoothness, we give improve-
ments of the direct and inverse theorems of approximation and prove the criteria of the
precise order of decrease of the best approximation in these spaces. Moreover, we obtain
strong converse inequalities for some methods of approximation of functions. As an example,
we consider approximation by the Durrmeyer-Bernstein polynomial operators.
1. Introduction
For a long time, there has been some interest in the approximation of functions in Ho¨lder
norms. This interest originated from the study of a certain class of integro-differential equa-
tions and from applications in error estimations for singular integral equations. Following
the initial works of Kalandiya [22] and Pro¨ssdorf [30] some problems of approximation in
Ho¨lder spaces have been studied by Ioakimidis [21], Bloom and Elliott [2], [16], Bustamante
and Roldan [4], and many others. One can find an interesting survey on this subject in [3],
see also [29].
The first result about approximation in the Ho¨lder spaces [22] was obtained in the case
of approximation of functions by algebraic polynomials on an interval. Nevertheless, most
interesting and sharp results have been obtained for approximation of periodic functions (see,
for example, [24], [25] and [36]). One of the main reasons of this is the possibility of using
some nice properties of the translation operators f(x) 7→ f(x + y), x, y ∈ R/2piZ, and well
studied methods of Harmonic Analysis on the circle.
In this paper, we study approximation of functions by algebraic polynomials. Unlike the
previous investigations, we consider the Ho¨lder spaces generated by the generalized Jacobi
translation (see [35]). Such approach allows us to apply the well-studied methods of Fourier-
Jacobi harmonic analysis (see [28]) and deal with the problems which were solved earlier only
for approximation of functions in the periodic Ho¨lder spaces. In this way, we essentially im-
prove the previously known results and obtain strong converse inequalities (see [13]) for some
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approximation methods in the Ho¨lder spaces. As an example, we consider approximation by
the Durrmeyer-Bernstein polynomial operators.
We also get several approximation results in the Ho¨lder spaces corresponding to the
Ditzian-Totik moduli of smoothness. We will see that these spaces are equivalent to the
Ho¨lder spaces corresponding to the generalized Jacobi translation in some sense. However,
in the Ho¨lder spaces corresponding to the Ditzian-Totik moduli of smoothness we can also
deal with the case 0 < p < 1.
The paper is organized as follows: In Section 2 we introduce the Ho¨lder spaces corre-
sponding to the generalized Jacobi translation and present the auxiliary results related to
these spaces. In Section 3 we obtain some new properties of the best approximation and
prove analogs of some classical theorems of approximation theory in the Ho¨lder spaces. In
Section 4 we prove the strong converse inequalities for approximation of functions by some
linear summation methods of Fourier-Jacobi series. In Section 5 we consider similar problems
in the Ho¨lder spaces corresponding to the Ditzian-Totik moduli of smoothness. In Section 6
we improve some estimates of approximation by Bernstein operators in the Ho¨lder spaces.
We denote by C some positive constants which may be different at each occurrence.
As usual, A(f, n) ≍ B(f, n) will mean that there exists a positive constant C such that
C−1A(f, n) ≤ B(f, n) ≤ CA(f, n) for all f and n.
2. The Ho¨lder spaces generated by the generalized Jacobi translation
Let a, b > −1. Denote by
w(x) = wa,b(x) = (1− x)a(1 + x)b
the Jacobi weight on [−1, 1]. Let Lw,p = Lp([−1, 1];w), 1 ≤ p ≤ ∞, be the space of all
functions f measurable on [−1, 1] with the finite norm
‖f‖w,p = ‖f‖Lp([−1,1];w) =
(∫ 1
−1
|f(x)|pw(x)dx
) 1
p
.
In the unweighted case, we will write Lp = Lp[−1, 1] = Lp([−1, 1];w0,0), ‖f‖p = ‖f‖Lp[−1,1] =
‖f‖Lp([−1,1];w0,0). For simplicity, we denote the space C[−1, 1] as L∞[−1, 1] and
‖f‖∞ = max
x∈[−1,1]
|f(x)|.
For a, b > −1, denote by P (a,b)k (x), k = 0, 1, . . . , the system of Jacobi polynomials orthog-
onal on [−1, 1] such that
P
(a,b)
k (1) =
(
k + a
k
)
, k = 0, 1, . . . .
Let also R
(a,b)
k be normalized Jacobi polynomials,
R
(a,b)
k (x) =
P
(a,b)
k (x)
P
(a,b)
k (1)
, k = 0, 1, . . . .
The expansion of a function f ∈ Lw,p, 1 ≤ p ≤ ∞, a, b > −1, in the Fourier-Jacobi series
has the form
(1) f(x) ∼
∞∑
k=0
c
(a,b)
k (f)µ
(a,b)
k R
(a,b)
k (x),
with Fourier coefficiants
c
(a,b)
k (f) =
∫ 1
−1
f(x)R
(a,b)
k (x)w(x)dx, k = 0, 1, . . . ,
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and
µ
(a,b)
k = ‖R
(a,b)
k ‖−2Lw,2 ≈ k2a+1.
The Fourier-Jacobi expansion is closely related to the generalized translation operator
T
(a,b)
h , 0 < h < pi, acting on a function f ∈ Lw,p with expansion (1) by the following formula
(2) T
(a,b)
h f(x) ∼
∞∑
k=0
c
(a,b)
k (f)µ
(a,b)
k R
(a,b)
k (cos h)R
(a,b)
k (x).
In particular, if a = b = 0, then one has
T
(0,0)
h f(x) =
1
pi
∫ 1
−1
f
(
x cos h+ u
√
(1− x2)(1− u2)
) du√
1− u2 .
Gasper [17] proved that for a ≥ b ≥ −1/2 and 0 < h < pi the operator T (a,b)h is positive.
Therefore, we have
(3) ‖T (a,b)h f‖w,p ≤ ‖f‖w,p
and
(4) ‖f − T (a,b)h f‖w,p → 0 as h→ 0.
In view of (3) and (4), everywhere below, we will suppose that a ≥ b ≥ −1/2 (see also
Remark 4.8 below).
Let r > 0 and 0 < h < pi. The translation operator (2) allows us to naturally introduce
the modulus of smoothness of the rth order by
ω˜r(f, h)w,p = ω˜
(a,b)
r (f, h)w,p = sup
0<t≤h
‖∆˜rtf‖w,p,
where
∆˜rt = ∆˜
r,(a,b)
t =
(
I − T (a,b)t
)r/2
=
∞∑
k=0
(−1)k
(
r/2
k
)(
T
(a,b)
t
)k
and I is the identity operator.
In what follows, we put by definition for h ≥ pi
ω˜r(f, h)w,p = ω˜r(f, pi)w,p = sup
0<t<pi
‖∆˜rtf‖w,p.
Now we are able to define the Ho¨lder spaces with respect to the generalized Jacobi
translation T
(a,b)
h . We will say that f ∈ Hr,αw,p if f ∈ Lw,p and
(5) ‖f‖Hr,αw,p = ‖f‖w,p + |f |Hr,αw,p <∞,
where
|f |Hr,αw,p = sup
h>0
ω˜r(f, h)w,p
hα
.
Some properties of these spaces can be found in [35].
2.1. Preliminary remarks and auxiliary results. Let Pn be the set of all algebraic
polynomials of degree at most n. As usual, the error of the best approximation of a function
f ∈ Lw,p by algebraic polynomials of degree at most n is defined as follows:
En(f)w,p = inf
P∈Pn−1
‖f − P‖w,p, n ∈ N.
An algebraic polynomial P ∈ Pn−1 is called a polynomial of the best approximation of
f ∈ Lw,p if
‖f − P‖w,p = En(f)w,p.
Recall the Jackson-type theorem in Lw,p, see [32].
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Lemma 2.1. Let f ∈ Lw,p, 1 ≤ p ≤ ∞, and r > 0. Then
En(f)w,p ≤ Cω˜r
(
f,
1
n
)
w,p
, n ∈ N,
where C is a constant independent of n and f .
The Jacobi polynomials are the eigenfunctions of the differential operator
D = D1w =
−1
w(x)
d
dx
w(x)(1 − x2) d
dx
,
DP (a,b)k = λ
(a,b)
k P
(a,b)
k , λ
(a,b)
k = k(k + a+ b+ 1).
If for r > 0 and a function f ∈ Lw,p, 1 ≤ p ≤ ∞, there exists a function g ∈ Lw,p such
that its Fourier-Jacobi series has the form
g(x) ∼
∞∑
k=1
(
λ
(a,b)
k
)r/2
c
(a,b)
k (f)µ
(a,b)
k R
(a,b)
k (x),
then we use the notation g = Drf and call Drf the (fractional) derivative of order r of the
function f .
Most results about approximation in Lw,p have been formulated in terms of the generalized
K-functionals related to the differential operator Dr (see [10]):
K˜r(f, h)w,p = inf
g
{‖f − g‖w,p + hr‖Drg‖w,p} .
There is the following natural connection between moduli of smoothness and K-
functionals (see [32]):
Lemma 2.2. Let f ∈ Lw,p, 1 ≤ p ≤ ∞, and r > 0. Then
(6) K˜r(f, h)w,p ≍ ω˜r(f, h)w,p, 0 < h < pi.
We will often use the following two lemmas. The first one is the Stechkin-Nikolskii type
inequality (see [32]):
Lemma 2.3. Let 1 ≤ p ≤ ∞, n ∈ N, 0 < h < pi/n, and r > 0. Then for any polynomial
Pn ∈ Pn we have
hr‖DrPn‖w,p ≍ ω˜r(Pn, h)w,p,
where ≍ is a two-sided inequality with absolute constants independent of Pn and h. Moreover,
if Pn ∈ Pn−1 is a polynomial of the best approximation of a function f ∈ Lw,p, then
‖∆˜rhPn‖w,p ≤ Cω˜r
(
f,
1
n
)
w,p
,
where C is a constant independent of Pn, h, and f .
Lemma 2.4. Let 1 ≤ p ≤ ∞ and 0 < α < r < k. Then the norms of a function in Hr,αw,p
and Hk,αw,p are equivalent.
Proof. To prove the lemma we can use the scheme of the proof of Theorem 10.1 in [8,
Ch. 2]. For this we only need to use the inequality
ω˜k(f, h)w,p ≤ 2k−rω˜r(f, h)w,p, k > r, h > 0,
which can be easily obtained from (3), and the Marchaud inequality
ω˜r(f, h)w,p ≤ Chr
∫ pi
h
ω˜k(f, u)w,p
ur+1
du, k > r, 0 < h < pi.
Note that the last inequality follows from the corresponding inequality for the K-functionals
in [9] and Lemma 2.2. 
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3. Properties of the best approximation. Direct and inverse theorems
Denote the error of the best approximation in the Ho¨lder space Hr,αw,p by
En(f)Hr,αw,p = infP∈Pn−1
‖f − P‖Hr,αw,p , n ∈ N.
As above, an algebraic polynomial P ∈ Pn−1 is called a polynomial of the best approximation
of f ∈ Hr,αw,p if
‖f − P‖Hr,αw,p = En(f)Hr,αw,p .
Let us establish a connection between the errors of the best approximation in the spaces
Hr,αw,p and Lw,p.
Theorem 3.1. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, and 0 < α ≤ r. Then
(7) C−1nαEn(f)w,p ≤ En(f)Hr,αw,p ≤ C
(
nαEn(f)w,p +
∞∑
ν=n+1
να−1Eν(f)w,p
)
, n ∈ N,
where C is a positive constant independent of n and f .
Proof. Let Pn ∈ Pn−1, n ∈ N, be the polynomials of the best approximation of f ∈ Hr,αw,p.
Then by Lemma 2.1, we obtain the lower bound by
nαEn(f)w,p ≤ Cnαω˜r(f − Pn, 1/n)w,p
≤ C sup
0<h≤1/n
ω˜r(f − Pn, h)w,p
hα
≤ CEn(f)Hr,αw,p .
Let us prove the upper estimate in (7). Now, let Pn ∈ Pn−1, n ∈ N, be the polynomials
of the best approximation of f ∈ Lw,p. Let m ∈ N such that 2m−1 ≤ n < 2m. Assuming that∑∞
ν=1 ν
α−1Eν(f)w,p <∞, we can write
(8) f = P2m +
∞∑
ν=m
U2ν in Lw,p,
where U2ν = P2ν+1 − P2ν . From (8) we have
(9) |f − Pn|Hr,αw,p ≤ |P2m − Pn|Hr,αw,p +
∞∑
ν=m
|P2ν+1 − P2ν |Hr,αw,p = S1 + S2.
By Lemma 2.3 and (3), we obtain
S1 ≤
(
sup
0<h<2−m
+ sup
h≥2−m
)
ω˜r(P2m − Pn, h)w,p
hα
≤ C2αm (ω˜r(P2m − Pn, 2−m)w,p + ‖P2m − Pn‖w,p)
≤ C2αm‖P2m − Pn‖w,p ≤ CnαEn(f)w,p.
(10)
Again, by Lemma 2.3 and (3), we get
S2 ≤
∞∑
ν=m
sup
0<h≤2−ν−1
h−αω˜r(U2ν , h)w,p +
∞∑
ν=m
sup
h≥2−ν−1
h−αω˜r(U2ν , h)w,p
≤ C
(
∞∑
ν=m
2ανω˜r(U2ν , 2
−ν−1)w,p +
∞∑
ν=m
2αν sup
h≥2−ν−1
ω˜r(U2ν , h)w,p
)
≤ C
∞∑
ν=m
2αν‖U2ν‖w,p ≤ C
∞∑
ν=m
2ανE2ν (f)w,p ≤ C
∞∑
µ=n
µα−1Eµ(f)w,p.
(11)
Thus, combining (9)–(11), we obtain the upper estimate in (7). 
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Corollary 3.2. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α ≤ r, and γ > 0. Then the following
assertions are equivalent:
(i) En(f)Hr,αw,p = O(n−γ) as n→∞,
(ii) En(f)w,p = O(n−γ−α) as n→∞.
By using the upper inequality in (7) and Lemma 2.1, one can prove that under the
conditions of Theorem 3.1 for any k > 0
(12) En(f)Hr,αw,p ≤ C
∫ 1/n
0
ω˜k(f, t)w,p
tα+1
dt, n ∈ N,
where C is a constant independent of f and n (see also Theorem 5.7 below).
In the case α < r, one can obtain a sharper estimate by using the following modulus of
smoothness
θ˜k,α(f, t)w,p = sup
0<h≤t
ω˜k(f, h)w,p
hα
, 0 < α ≤ k.
The similar moduli of smoothness have initially been used for the investigation of approxi-
mation in Ho¨lder spaces (see, for example, [3] and [4]).
We prove the following Jackson-type theorem in terms of θ˜k,α(f, h)w,p.
Theorem 3.3. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α < min(r, k) or 0 < α = k = r. Then
(13) En(f)Hr,αw,p ≤ Cθ˜k,α
(
f,
1
n
)
w,p
, n ∈ N,
where C is a constant independent of n and f .
Proof. First let α < min(r, k) and Pn ∈ Pn−1, n ∈ N, be polynomials of the best
approximation of f ∈ Lw,p. By Lemma 2.1 and Lemma 2.4, it suffices to find an estimation
for |f − Pn|Hk,αw,p . We have
(14) |f − Pn|Hk,αw,p ≤
(
sup
0<h<1/n
+ sup
h≥1/n
)
ω˜k(f − Pn, h)w,p
hα
= S1 + S2.
By (3) and Lemma 2.1, we get
(15) S2 ≤ Cnα‖f − Pn‖w,p ≤ Cnαω˜k(f, 1/n)w,p ≤ Cθ˜k,α(f, 1/n)w,p.
We also obtain
S1 ≤ sup
0<h<1/n
ω˜k(f, h)w,p
hα
+ sup
0<h<1/n
ω˜k(Pn, h)w,p
hα
≤ θ˜k,α(f, 1/n)w,p + sup
0<h<1/n
ω˜k(Pn, h)w,p
hα
.
(16)
To estimate the last term in (16) we use Lemma 2.3, (3), and Lemma 2.1:
sup
0<h<1/n
ω˜k(Pn, h)w,p
hα
≤ Cnαω˜k(Pn, 1/n)w,p ≤ Cnα (‖f − Pn‖w,p + ω˜k(f, 1/n)w,p)
≤ Cnαω˜k(f, 1/n)w,p ≤ nαθ˜k,α(f, 1/n)w,p.
(17)
Thus, combining (14)–(17), we prove the theorem in the case α < min(r, k). One can use
the same scheme to prove the theorem in the case k = r = α.

By using the standard scheme we also obtain the following inverse result:
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Theorem 3.4. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α < min(r, k) or 0 < α = k = r. Then
(18) θ˜k,α
(
f,
1
n
)
w,p
≤ C
nk−α
n∑
ν=1
νk−α−1Eν(f)Hr,αw,p , n ∈ N,
where C is a constant independent of n and f .
Proof. As in Theorem 3.3, we consider only the case α < min(r, k). Let Pn ∈ Pn−1,
n ∈ N, be the polynomials of the best approximation of f ∈ Hr,αw,p. For any m ∈ N ∪ {0} we
get
(19) θ˜k,α(f, 1/n)w,p ≤ θ˜k,α(f − P2m+1 , 1/n)w,p + θ˜k,α(P2m+1 , 1/n)w,p.
By the definition of the Ho¨lder space and Lemma 2.4, we obtain
(20) θ˜k,α(f − P2m+1 , 1/n)w,p ≤ C|f − P2m+1 |Hr,αw,p ≤ CE2m+1(f)Hr,αw,p .
By Lemma 2.2, Lemma 2.3, and Lemma 2.4, we gain
θ˜k,α(P2m+1 , 1/n)w,p ≤ C sup
0<h≤1/n
K˜k(P2m+1 , h)w,p
hα
≤ C
nk−α
‖DkP2m+1‖w,p
≤ C
nk−α
(
‖DkP2 −DkP1‖w,p +
m∑
ν=1
‖DkP2ν+1 −DkP2ν‖w,p
)
≤ C
nk−α
(
ω˜k(P2 − P1, 1)w,p +
m∑
ν=1
2νkω˜k
(
P2ν+1 − P2ν , 2−(ν+1)
)
w,p
)
≤ C
nk−α
(
‖P2 − P1‖Hr,αw,p +
m∑
ν=1
2ν(k−α)‖P2ν+1 − P2ν‖Hr,αw,p
)
≤ C
nk−α
(
E1(f)Hr,αw,p +
m∑
ν=1
2ν(k−α)E2ν (f)Hr,αw,p
)
.
(21)
Since 2ν(k−α)E2ν (f)Hr,αw,p ≤ 2
∑2ν
µ=2ν−1+1 µ
k−α−1Eµ(f)Hr,αw,p , ν ≥ 1, we obtain from (21) that
(22) θ˜k,α(P2m+1 , 1/n)w,p ≤
C
nk−α
E1(f)Hk,αw,p + 2
m∑
µ=2
µk−α−1Eµ(f)Hr,αw,p
 .
Choose m such that 2m ≤ n < 2m+1. Then (19), (20), and (22) yield (18). 
Now let us consider the problem concerning the sharp order of decrease of the best
approximation in the spaces Hr,αw,p.
Theorem 3.5. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α < r, and s ≥ α. Then the following
assertions are equivalent:
(i) there exists a constant L > 0 such that
(23) θ˜s,α
(
f,
1
n
)
w,p
≤ LEn(f)Hr,αw,p , n ∈ N,
(ii) for some k > s there exists a constant M > 0 such that
(24) θ˜s,α(f, h)w,p ≤Mθ˜k,α(f, h)w,p, h > 0.
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Proof. To prove this theorem we follow the scheme of the proof of the corresponding
result in [31], see also [34, Ch. 4]. For this purpose, we need Theorem 3.3, Theorem 3.4, and
the following inequalities:
(25) θ˜k,α(f, δ)w,p ≤ 2k−rθ˜r,α(f, δ)w,p, k > r > 0, δ > 0,
(26) θ˜k,α(f, nδ)w,p ≤ Cnk−αθ˜k,α(f, δ)w,p, n ∈ N, k, δ > 0,
where C is a constant independent of f , δ, and n. These inequalities can easily be obtained
from inequalities (3) and (6) (see, for example, [8, Ch. 2, §7] and [28]).
Let condition (24) be satisfied. Then from (25) and (26) we get
(27) θ˜k,α(f, nδ)w,p ≤ CMns−αθ˜k,α(f, δ)w,p, n ∈ N, δ > 0.
Therefore, θ˜k,α(f, λδ)w,p ≤ CM(1 + λ)s−αθ˜k,α(f, δ)w,p for all δ, λ > 0.
Let us prove that
(28)
1
nk−α
n∑
ν=1
νk−α−1Eν(f)Hr,αw,p ≤ CMθ˜k,α
(
f,
1
n
)
w,p
.
Indeed, by Theorem 3.3 and inequality (27), we obtain
1
nk−α
n∑
ν=1
νk−α−1Eν(f)Hr,αw,p ≤
C
nk−α
n∑
ν=1
νk−α−1θ˜k,α
(
f,
1
ν
)
w,p
≤ CM
nk−s
θ˜k,α
(
f,
1
n
)
w,p
n∑
ν=1
νk−s−1 ≤ CMθ˜k,α
(
f,
1
n
)
w,p
.
Next, by Theorem 3.4 and (28), we get that for all m,n ∈ N
θ˜k,α
(
f,
1
mn
)
w,p
≤ C
(mn)k−α
mn∑
ν=1
νk−α−1Eν(f)Hr,αw,p
=
C
(mn)k−α
(
mn∑
ν=n+1
νk−α−1Eν(f)Hr,αw,p +
n∑
ν=1
νk−α−1Eν(f)Hr,αw,p
)
≤ C
(
1
(mn)k−α
mn∑
ν=n+1
νk−α−1Eν(f)
p
Hr,αw,p
+
M
mk−α
θ˜k,α
(
f,
1
n
)
w,p
)
.
(29)
Inequality (29) implies that
mn∑
ν=n+1
νk−α−1Eν(f)Hr,αw,p ≥
(mn)k−α
C
θ˜k,α
(
f,
1
mn
)
w,p
−Mnk−αθ˜k,α
(
f,
1
n
)
w,p
from which, by using the monotonicity of En(f)Hr,αw,p and (27), we derive
En(f)Hr,αw,p
mn∑
ν=n+1
νk−α−1 ≥ (Cmk−s −M)nk−αθ˜k,α
(
f,
1
n
)
w,p
.
Thus, choosing m appropriately, we can find a positive constant C = Ck,s,M such that
En(f)Hr,αw,p ≥ Cθ˜k,α
(
f,
1
n
)
w,p
.
From the last inequality and (24) we obtain (23).
The reverse direction is an immediate consequence of Theorem 3.3. 
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One can observe that in Theorem 3.1 or in (12) the best approximation En(f)Hr,αw,p can tend
to zero very fast. But at the same time, if for a function f ∈ Lw,p, we have θ˜r,α(f, δ)w,p =
o(δr−α), then f ≡ const by (26). Thus, estimates (13) and (18) are not sharp in some
sense because of the failure of θ˜r,α(f, δ)w,p in the case α = r. We introduce a ”modulus of
smoothness” which, as we suppose, will be more natural and useful for approximation in
the Ho¨lder spaces. At least, the idea of this ”modulus of smoothness” works for the strong
converse inequalities in the next section.
Let 1 ≤ p ≤ ∞, 0 < α ≤ r, and k > 0. Denote
(30) ψ˜k,r,α(f, δ)w,p = sup
0<h≤δ
ω˜k(∆˜
r
hf, δ)w,p
hα
.
Concerning the properties of (30) we only mention that for any f ∈ Lw,p, 0 < α ≤ r, and
k > 0
(31) θ˜k+r,α(f, δ)w,p ≤ ψ˜k,r,α(f, δ)w,p ≤ Cθ˜r,α(f, δ)w,p
where 0 < δ < pi and the constant C depends only on k and r.
Indeed, by the definitions of moduli of smoothness and inequality (3), we obtain
θ˜k+r,α(f, δ)w,p = sup
0<h≤δ
sup
0<t≤h
‖∆˜k+rt f‖w,p
hα
= sup
0<h≤δ
sup
0<t≤h
(
t
h
)α ‖∆˜kt ∆˜rtf‖w,p
tα
≤ sup
0<t≤δ
‖∆˜kt ∆˜rtf‖w,p
tα
≤ sup
0<t≤δ
sup0<u≤t ‖∆˜ku∆˜rtf‖w,p
tα
= sup
0<t≤δ
ω˜k(∆˜
r
tf, δ)w,p
tα
= ψ˜k,r,α(f, δ)w,p.
At the same time, by (3)
sup
0<h≤δ
ω˜k(∆˜
r
hf, δ)w,p
hα
≤ C sup
0<h≤δ
‖∆˜rhf‖w,p
hα
≤ C sup
0<h≤δ
ω˜r(f, h)w,p
hα
= Cθ˜r,α(f, δ)w,p,
which gives the second inequality in (31).
By using the modulus of smoothness (30), we obtain the following improvement of The-
orem 3.3 in the case α = r:
Theorem 3.6. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α ≤ r, and k > 0. Then
(32) En(f)Hr,αw,p ≤ Cψ˜k,r,α
(
f,
1
n
)
w,p
, n ∈ N,
where C is a constant independent of f and n.
Proof. We will need the following de la Valle´e Poussin-type means
Vn(f)(x) =
n∑
ν=0
v
(ν
n
)
c(a,b)ν (f)µ
(a,b)
ν R
(a,b)
ν (x),
where v ∈ C∞(R), v(x) = 1 for |x| ≤ 1/2 and v(x) = 0 for |x| ≥ 1. It is well-known (see [32]
or [28]) that there exists a constant C such that for any f ∈ Lw,p, 1 ≤ p ≤ ∞,
(33) ‖f − Vn(f)‖w,p ≤ Cω˜r+k
(
f,
1
n
)
w,p
, n ∈ N.
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This yields that
En(f)Hr,αw,p ≤ ‖f − Vn(f)‖w,p + |f − Vn(f)|Hr,αw,p
≤ Cω˜r+k
(
f,
1
n
)
w,p
+ |f − Vn(f)|Hr,αw,p .
(34)
It is evident (see the last inequality in (36), below) that one only needs to estimate the second
term of the right-hand side in (34). We have
|f − Vn(f)|Hr,αw,p ≤
(
sup
0<h<1/n
+ sup
h≥1/n
)
ω˜r(f − Vn(f), h)w,p
hα
= S1 + S2.(35)
By inequalities (33) and (3), we get
S2 ≤ Cnα‖f − Vn(f)‖w,p ≤ Cnαω˜r+k
(
f,
1
n
)
w,p
= Cnα sup
0<δ≤1/n
‖∆˜kδ ∆˜rδf‖w,p
≤ Cnα sup
0<h≤1/n
sup
0<δ≤1/n
‖∆˜kδ ∆˜rhf‖w,p ≤ Cψ˜k,r,α
(
f,
1
n
)
w,p
.
(36)
In order to estimate S1 we use the equality ∆˜
r
hVn(f) = Vn(∆˜
r
hf) and once again (33). Hence,
S1 ≤ sup
0<h≤1/n
‖∆˜rhf − Vn(∆˜rhf)‖w,p
hα
≤ Cψ˜k,r,α
(
f,
1
n
)
w,p
.(37)
Thus, combining (34)–(37), we get (32).

The following two theorems can be obtained in the same manner as Theorem 3.4 and
Theorem 3.5 above. However, we already have non-trivial inequalities in the case α = r.
Theorem 3.7. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α ≤ r, and k > 0. Then
ψ˜k,r,α
(
f,
1
n
)
w,p
≤ C
nk
n∑
ν=1
νk−1Eν(f)Hr,αw,p , n ∈ N,
where C is a constant independent of f and n.
Theorem 3.8. Let f ∈ Hr,αw,p, 1 ≤ p ≤ ∞, 0 < α ≤ r, and s > 0. Then the following
assertion are equivalent:
(i) there exists a constant L > 0 such that
ψ˜s,r,α
(
f,
1
n
)
w,p
≤ LEn(f)Hr,αw,p , n ∈ N,
(ii) for some k > s there exists a constant M > 0 such that
ψ˜s,r,α(f, h)w,p ≤Mψ˜k,r,α(f, h)w,p, h > 0.
4. Strong converse inequalities in the Ho¨lder spaces Hr,αw,p
To formulate the main theorem in this section we will need some auxiliary notations. For
that purpose let us introduce the general modulus of smoothness.
We will say that ω = ω(·, ·)w,p ∈ Ωw,p = Ω(Lw,p,R+), 1 ≤ p ≤ ∞, if for any f, g ∈ Lw,p
(i) ω(f, δ)w,p ≤ C‖f‖w,p, δ > 0,
(ii) ω(f + g, δ)w,p ≤ C (ω(f, δ)w,p + ω(g, δ)w,p), δ > 0,
where C is a constant independent of f , g, and δ.
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As a function ω we can take, for example, the modulus of smoothness ω˜k(f, δ)w,p of
arbitrary order k, or the corresponding K-functional or its realization (see [6]).
By using ω ∈ Ωw,p, we define the new ”modulus of smoothness” related to the Ho¨lder
space Hr,αw,p by
(38) ω(f, δ)Hr,αw,p = ω(f, δ)w,p + sup
0<h<pi
ω(∆˜rhf, δ)w,p
hα
.
Note that, if we take ω(f, δ)w,p = ‖f‖w,p, then (38) defines the norm in the Ho¨lder spaces
which was introduced in (5), see also Lemma 4.2 below. But if ω(f, δ)w,p = ω˜k(f, δ)w,p, then
formula (38) provides the definition of the corresponding modulus of smoothness ω˜k(f, δ)Hr,αw,p
in the Ho¨lder spaces Hr,αw,p.
Remark 4.1. It is easy to see that Theorem 3.6, Theorem 3.7, and Theorem 3.8 re-
main valid if we replace the modulus of smoothness ψ˜k,r,α (f, 1/n)w,p by ω˜k(f, δ)Hr,αw,p in the
corresponding theorem.
Lemma 4.2. Let 1 ≤ p ≤ ∞ and 0 < α ≤ r. Then
(39) sup
0<h<pi
‖∆˜rhf‖w,p
hα
= sup
h>0
ω˜r(f, h)w,p
hα
= |f |Hr,αw,p .
Proof. Indeed, it is obvious that
(40) sup
0<h<pi
‖∆˜rhf‖w,p
hα
≤ sup
h>0
ω˜r(f, h)w,p
hα
.
Thus, to show (39) we have only to verify the converse inequality.
Let 0 < δ ≤ h < pi, then
‖∆˜rδf‖w,p ≤ δα sup
0<t≤δ
‖∆˜rtf‖w,p
tα
≤ hα sup
0<t≤pi
‖∆˜rt f‖w,p
tα
.
Therefore, for any 0 < h < pi we get
(41)
ω˜r(f, h)w,p
hα
≤ sup
0<h<pi
‖∆˜rhf‖w,p
hα
.
By the definition of ω˜r(f, h)w,p, we also have
sup
h≥pi
ω˜r(f, h)w,p
hα
=
ω˜r(f, pi)w,p
piα
= sup
0<h<pi
‖∆˜rhf‖w,p
piα
≤ sup
0<h<pi
‖∆˜rhf‖w,p
hα
.
The last inequality together with (41) implies
(42) sup
h>0
ω˜r(f, h)w,p
hα
≤ sup
0<h<pi
‖∆˜rhf‖w,p
hα
.
Finally, combining (40) and (42), we obtain (39). 
Now we are ready to formulate the main result of this section.
Theorem 4.3. Let 1 ≤ p ≤ ∞, 0 < α ≤ r, and ω ∈ Ωw,p. Let {Ln} be bounded linear
operators in Lw,p such that
(43) T
(a,b)
h (Ln(f)) = Ln
(
T
(a,b)
h f
)
, f ∈ Lw,p, n ∈ N, h ∈ (0, pi).
If the following equivalence holds for any f ∈ Lw,p
(44) ‖f − Ln(f)‖w,p ≍ ω
(
f,
1
n
)
w,p
, n ∈ N,
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then we have for any f ∈ Hr,αw,p
(45) ‖f −Ln(f)‖Hr,αw,p ≍ ω
(
f,
1
n
)
Hr,αw,p
, n ∈ N.
Proof. In view of (43), for any f ∈ Lw,p one has
(46) Ln(∆˜rhf) = ∆˜rhLn(f).
Thus, by (44), (46), and (39) we get
sup
0<h<pi
ω(∆˜rhf, 1/n)w,p
hα
≍ sup
0<h<pi
‖∆˜rhf − Ln(∆˜rhf)‖w,p
hα
= sup
0<h<pi
‖∆˜rhf − ∆˜rhLn(f)‖w,p
hα
= |f − Ln(f)|Hr,αw,p ,
which together with (44) yields (45). 
Remark 4.4. It is easy to see that in the assertion of Theorem 4.3 one can simultaneously
replace two-sided inequality (44) by ‖f−Ln(f)‖w,p ≤ Cω (f, 1/n)w,p and two-sided inequality
(45) by ‖f − Ln(f)‖Hr,αw,p ≤ Cω (f, 1/n)Hr,αw,p . The same is true with the sign ”≥” in place of
”≤”.
It turns out that, in general, strong converse inequalities do not hold in terms of
θ˜r,α(f, δ)w,p. However, we have the following result:
Proposition 4.5. Let 1 ≤ p ≤ ∞ and 0 < α ≤ r. Suppose {Ln} are bounded polynomial
operators from Lw,p to Pn−1 and the following equivalence holds for any f ∈ Lw,p
‖f −Ln(f)‖w,p ≍ ω˜r
(
f,
1
n
)
w,p
, n ∈ N.
Then for any f ∈ Hr,αw,p
(47) nαω˜r
(
f,
1
n
)
w,p
+ ‖f −Ln(f)‖Hr,αw,p ≍ θ˜r,α
(
f,
1
n
)
w,p
, n ∈ N.
Note that the estimate from above in (47) can be obtained by repeating the proof of
Theorem 3.3. Concerning the estimate from below it turns out that without the first term
on the left-hand side of (47) these estimates do not hold (see Proposition 4.6 below).
Proof. It is sufficient only to prove the estimate from below. Let h ∈ (0, 1/n) be fixed
and P ∈ Pn−1, n ∈ N, be polynomials of the best approximation in Hr,αw,p. By Lemma 2.3, we
obtain
h−αω˜r(f, h)w,p ≤ h−α (ω˜r(f − P, h)w,p + ω˜r(P, h)w,p)
≤ h−α (ω˜r(f − P, h)w,p + Chr‖DrP‖w,p)
≤ h−αω˜r(f − P, h)w,p +Cn−r+α‖DrP‖w,p
≤ ‖f − P‖Hr,αw,p + Cnαω˜r(P, 1/n)w,p
≤ ‖f − P‖Hr,αw,p + Cnαω˜r(f, 1/n)w,p
≤ ‖f −Ln(f)‖Hr,αw,p + Cnαω˜r(f, 1/n)w,p.
Proposition 4.5 is proved. 
Now we show that the first term on the left-hand side of (47) cannot be dropped.
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Proposition 4.6. Let 1 ≤ p ≤ ∞ and 0 < α ≤ r. Suppose that {Ln} are bounded linear
operators in Lw,p satisfying (43) and the following inequality holds for any f ∈ Lw,p
(48) ‖f − Ln(f)‖w,p ≤ Cω˜r
(
f,
1
n
)
w,p
, n ∈ N,
where C is some constant independent of f and n. Then for any non-trivial function f , i.e.
ω˜r(f, pi)w,p 6= 0, Drf ∈ Hr,αw,p , and for any sequence {εn} with εn → 0+ we have
θ˜r,α(f, 1/n)w,p
εnnαω˜r(f, 1/n)w,p + ‖f − Ln(f)‖Hr,αw,p
→∞ as n→∞.
Proof. Taking into account the inequality θ˜r,α(f, 1/n)w,p ≥ nαω˜r(f, 1/n)w,p, we only
need to prove
‖f − Ln(f)‖Hr,αw,p
nαω˜r(f, 1/n)w,p
→ 0 as n→∞.
Suppose to the contrary that there exists a constant C > 0 and a sequence of natural
numbers {nk}, nk →∞ as k →∞, such that
(49) nαk ω˜r(f, 1/nk)w,p ≤ C‖f − Lnk(f)‖Hr,αw,p .
By Lemma 2.2, we have
(50) ω˜r
(
f,
1
n
)
w,p
≤ C
nr
‖Drf‖w,p.
Hence, by Lemma 4.2 and (50), we obtain
ω˜r
(
f,
1
n
)
Hr,αw,p
= ω˜r
(
f,
1
n
)
w,p
+ sup
0<h<pi
ω˜r(∆˜
r
hf,
1
n)w,p
hα
≤ C
nr
(
‖Drf‖w,p + sup
0<h<pi
‖Dr∆˜rhf‖w,p
hα
)
=
C
nr
(
‖Drf‖w,p + sup
0<h<pi
‖∆˜rhDrf‖w,p
hα
)
=
C
nr
‖Drf‖Hr,αw,p .
(51)
Inequalities (51) together with (48) and Remark 4.4 imply that
(52) ‖f − Ln(f)‖Hr,αw,p ≤ Cω˜r
(
f,
1
n
)
Hr,αw,p
≤ C
nr
‖Drf‖Hr,αw,p .
Thus, combining (49) and (52), we obtain
(53) ω˜r (f, 1/nk)w,p ≤ Cnk−r−α‖Drf‖Hr,αw,p .
At the same time it is easy to verify (see, e.g. [28] and (6)) that
(54)
ω˜r (f, 1/n)w,p
nr
≤ Cω˜r
(
f,
1
n
)
w,p
, n ∈ N.
Finally, combining (53) and (54), we derive 0 < C < 1/nαk which is a contradiction.

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Example. As an application of Theorem 4.3, let us consider the Durrmeyer-Bernstein
polynomial operators Mn, which are denoted for f ∈ Lp[0, 1], 1 ≤ p ≤ ∞, by
Mn(f, x) =
n∑
k=0
Pn,k(x)(n + 1)
∫ 1
0
Pn,k(y)f(y)dy,
where
Pn,k(x) =
(
n
k
)
xk(1− x)n−k.
In [5], it was proved that for any f ∈ Lp[0, 1]
‖f −Mn(f)‖Lp[0,1] ≍ infg
{
‖f − g‖Lp [0,1] +
1
n
∥∥∥∥ ddxx(1− x) ddxg
∥∥∥∥
Lp[0,1]
}
, n ∈ N.
By Lemma 2.2, after the affine transform [−1, 1] 7→ [0, 1], we get the following two-sided
estimate:
(55) ‖f −Mn(f)‖Lp[0,1] ≍ ω˜2
(
f,
1√
n
)
Lp[0,1]
, n ∈ N,
where ω˜2 (f, h)Lp[0,1] is the corresponding modification of ω˜2 (f, h)p related to the interval
[0, 1]. Note that the modulus ω˜2 (f, h)Lp[0,1] can be computed by the following formula:
ω˜2 (f, h)Lp[0,1] = sup
0<δ<h
‖∆¯δf‖Lp[0,1],
where
(56) ∆¯hf(x) = f(x)− 1
pi
∫ 1
−1
f
(
2 sin2
h
2
− x cos h− u
√
(3 + 2x− x2)(1− u2)
)
du√
1− u2 .
It is easy to see that the operatorsMn, n ∈ N, satisfy condition (43) (see, for example, [8,
Ch. 10, § 8]). Thus, by Theorem 4.3 and (55), we obtain the following strong converse
inequality:
(57) ‖f −Mn(f)‖Hr,αp [0,1] ≍ ω˜2
(
f,
1√
n
)
Hr,αp [0,1]
, n ∈ N.
From inequality (57), Theorem 3.1, and Remark 4.1 one can deduce
Corollary 4.7. Let 1 ≤ p ≤ ∞, 0 < α ≤ r, and 0 < γ < 2. Then the following
conditions are equivalent:
(i) ‖f −Mn(f)‖Hr,αp [0,1] = O
(
n−γ/2
)
, n→∞,
(ii) ω˜2 (f, δ)Hr,αp [0,1] = O (δγ), δ → 0,
(iii) En(f)Hr,αp [0,1] = O (n−γ), n→∞,
(iv) En(f)Lp[0,1] = O (n−γ−α), n→∞.
Remark 4.8. If α ≥ β > −1, α+β > −1, and k and r are even numbers, then all results
of Subsection 2.1, Section 3, and Section 4 remain true (see [1], [17] and the remark in [32]).
ON APPROXIMATION BY ALGEBRAIC POLYNOMIALS IN HO¨LDER SPACES 15
5. The Ho¨lder spaces with respect to the Ditzian-Totik moduli of smoothness
(second approach)
5.1. Preliminary remarks and auxiliary results. In this section, we use another
approach to the problem of approximation of functions by algebraic polynomials in the Ho¨lder
spaces. The main point of this approach is to consider the Ho¨lder spaces generated by the
Ditzian-Totik moduli of smoothness, in which we can deal with the case 0 < p < 1.
For simplicity, we consider the unweighted case. However, most of our results are valid
with some Jacobi weights, too.
Now let us introduce the necessary notations. We denote by I an interval of the real line
and by ϕ an admissible function with respect to I in the sense of Ditzian-Totik (see [14, p.
8]). Let Lp(I), 0 < p < ∞, be the usual Lebesgue spaces with the (quasi-)norm ‖f‖p =(∫
I |f(x)|pdx
)1/p
and L∞(I) = C(I) with the norm ‖f‖∞ = maxx∈I |f(x)|.
For a function f ∈ Lp(I), 0 < p ≤ ∞, and r ∈ N, the Ditzian-Totik modulus of smoothness
is given by
ωϕr (f, δ)p = sup
|h|≤δ
‖∆rhϕf‖p,
where ϕ is an admissible function for an interval I in the sense of Ditzian-Totik and
∆rhϕ(x)f(x) =

r∑
k=0
(−1)k
(
r
k
)
f
(
x+
(r
2
− k
)
hϕ(x)
)
, x± r2hϕ(x) ∈ I,
0, otherwise.
Now we are able to define the Ho¨lder spaces with respect to the Ditzian-Totik modulus
of smoothness. We will say that f ∈ Hr,α,ϕp (I), I ⊂ R, 0 < α ≤ r, r ∈ N, 0 < p ≤ ∞, if
f ∈ Lp(I) and
‖f‖Hr,α,ϕp = ‖f‖Hr,α,ϕp (I) = ‖f‖Lp(I) + |f |Hr,α,ϕp (I) <∞,
where
|f |Hr,α,ϕp = |f |Hr,α,ϕp (I) = sup
0<h<1
ωϕr (f, h)p
hα
.
Proposition 5.1. Let f ∈ Hr,α,ϕp [−1, 1], 1 < p < ∞, 0 < α ≤ r, r ∈ N, and ϕ(x) =√
1− x2. Then f ∈ Hr,αp and
‖f‖Hr,α,ϕp ≍ ‖f‖Hr,αp ,
where Hr,αp = H
r,α
p,w0,0 is related to the Jacobi translation T
(0,0)
h .
Proof. From Theorem 7.1 in [6], it follows that there exists a constant C such that for
any f ∈ Lp and t ∈ (0, t0)
C−1Kϕr (f, t)p ≤ K˜r(f, t)p ≤ C (Kϕr (f, t)p + tr‖f‖p) ,
where Kϕr (f, t)p = infg{‖f − g‖p + tr‖ϕrg(r)‖p} is the K-functional related to a function ϕ.
It is well-known (see [14, Ch. 2]) that
(58) Kϕr (f, t)p ≍ ωϕr (f, t)p, t ∈ (0, t0).
Thus, (6) and (58) imply Proposition 5.1. 
Remark 5.2. Proposition 5.1 does not hold for p = 1 or p = ∞ . Nevertheless, for any
0 < α ≤ 2 the inequalities
‖f‖H2,α,ϕ∞ ≤ C‖f‖H2,α∞
and
‖f‖H2,α
1
≤ C‖f‖H2,α,ϕ
1
are valid (see [6, Remark 7.9]).
16 YURII KOLOMOITSEV, TETIANA LOMAKO, AND JU¨RGEN PRESTIN
Proposition 5.1 implies that results on approximation in the spacesHr,αp can be transferred
to Hr,α,ϕp in the case 1 < p < ∞. For example, from (57) we obtain for 1 < p < ∞ and
ϕ(x) =
√
x(1− x) the two-sided estimate
‖f −Mn(f)‖Hr,α,ϕp [0,1] ≍ ω˜2
(
f,
1√
n
)
Hr,αp [0,1]
.
Moreover, taking into account that
‖f −Mn(f)‖Lp[0,1] ≍ ωϕ2
(
f,
1√
n
)
Lp[0,1]
+
1
n
‖f‖Lp[0,1]
(see (8.11) and (8.14) in [10]) we obtain that
‖f −Mn(f)‖Hr,α,ϕp [0,1] ≍ ω
ϕ
2
(
f,
1√
n
)
Lp[0,1]
+ sup
0<h<1
h−α
(
ωϕ2
(
∆¯rhf,
1√
n
)
Lp[0,1]
+
1
n
‖∆¯rhf‖Lp[0,1]
)
,
where ∆¯ was defined by (56).
Below, we collect auxiliary results, which correspond to the similar results from Sec-
tion 2.1. In what follows we let I = [−1, 1], ϕ(x) = √1− x2, and p1 = min(p, 1).
Lemma 5.3. (See [26] and [15]). Let 0 < p ≤ ∞, k, r ∈ N, and 0 < α < r < k. Then the
(quasi-)norms of a function in the spaces Hr,α,ϕp and H
k,α,ϕ
p are equivalent.
Recall the Jackson-type theorem for the Ditzian-Totik modulus of smoothness in Lp-
spaces (see in [14] for 1 ≤ p ≤ ∞ and in [7] for 0 < p < 1).
Lemma 5.4. Let f ∈ Lp, 0 < p ≤ ∞, and k ∈ N. Then
En(f)p ≤ Cωϕk
(
f,
1
n
)
p
, n > 4k,
where C is a constant independent of n and f .
The following Stechkin-Nikolskii type inequality corresponds to Lemma 2.3 (see [20]).
Lemma 5.5. Let 0 < p ≤ ∞, n ∈ N, 0 < h ≤ 1/n, and r ∈ N. Then for any algebraic
polynomial Pn ∈ Pn we have
hr‖ϕrP (r)n ‖p ≍ ωϕr (Pn, h)p,
where ≍ is a two-sided inequality with absolute constants independent of Pn and h. Moreover,
if Pn is a polynomial of the best approximation of a function f ∈ Lp, then
ωϕr (Pn, h)p ≤ Cωϕr
(
f,
1
n
)
p
,
where C is a constant independent of Pn, h, and f .
5.2. Properties of the best approximation in Hr,α,ϕp . Direct and inverse theo-
rems. In this subsection we present results which correspond to the similar results from
Section 3. The proofs can easily be obtained by using the schemes of proofs for the corre-
sponding results from Section 3 and the above auxiliary results.
As above, we denote the error of the best approximation in the Ho¨lder space Hr,α,ϕp by
En(f)Hr,α,ϕp = infP∈Pn−1
‖f − P‖Hr,α,ϕp , n ∈ N.
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A polynomial P ∈ Pn−1 is called a polynomial of the best approximation of f ∈ Hr,α,ϕp if
‖f − P‖Hr,α,ϕp = En(f)Hr,α,ϕp .
As above, we have the following connection between the errors of the best approximation
in the spaces Hr,α,ϕp and Lp:
Theorem 5.6. Let f ∈ Hr,α,ϕp , 0 < p ≤ ∞, 0 < α ≤ r, and r ∈ N. Then
C−1nαEn(f)p ≤ En(f)Hr,α,ϕp ≤ C
nαEn(f)p +
(
∞∑
ν=n
ναp1−1Eν(f)
p1
p
) 1
p1
 , n ∈ N,
where C is a positive constant independent of n and f .
Theorem 5.6 and some standard arguments give us the following direct estimate:
Theorem 5.7. Let f ∈ Hr,α,ϕp , 0 < p ≤ ∞, 0 < α ≤ r, and k, r ∈ N. Then
(59) En(f)Hr,α,ϕp ≤ C
(∫ 1/n
0
(
ωϕk (f, t)p
tα
)p1 dt
t
) 1
p1
, n ∈ N,
where C is a constant independent of f and n.
Some slight improvements of (59) can be obtained by using the modulus of smoothness
θϕk,α(f, δ)p = sup
0<h≤δ
ωϕk (f, h)p
hα
.
Theorem 5.8. Let f ∈ Hr,α,ϕp , 0 < p ≤ ∞, 0 < α < min(r, k) or 0 < α = k = r, and
r, k ∈ N. Then
En(f)Hr,α,ϕp ≤ Cθϕk,α
(
f,
1
n
)
p
, n > 4k,
θϕk,α
(
f,
1
n
)
p
≤ C
nk−α
(
n∑
ν=1
ν(k−α)p1−1Eν(f)
p1
Hr,α,ϕp
) 1
p1
, n ∈ N,
where C is a constant independent of n and f .
Note that Theorem 5.8 was obtained in [4] in the case 1 ≤ p ≤ ∞ and α < k = r.
Now let us consider the problem of the precise order of decrease of the best approximation
in Hr,α,ϕp . The proof of Theorem 5.9 below is similar to the proof of Theorem 3.5, see also
the proof of related results in the case 0 < p < 1 in [23]. We only note that instead of (25)
we will use the inequality
θϕk,α(f, δ)p ≤ Cθϕr,α(f, δ)p, k > r, δ ∈ (0, δ0).
This inequality can be obtained from Lemma 5.4, Lemma 5.5, and the following Bernstein
type inequality (see [11])
‖ϕrP ′n‖p ≤ Cn‖ϕr−1Pn‖p, 0 < p ≤ ∞, 1 ≤ r ≤ n,
where a constant C is independent of n. Concerning an analog of inequality (26) we have in
the case 1 ≤ p ≤ ∞, that
(60) θϕk,α(f, nδ)p ≤ Cnk−αθϕk,α(f, δ)p,
where a constant C is independent of f and δ ∈ (0, δ0). Inequality (60) is a simple corollary
from the corresponding inequality for Ditzian-Totik moduli of smoothness
ωϕk (f, nδ)p ≤ Cnkωϕk (f, δ)p
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(see, e.g., [14, Ch. 2]). In the case 0 < p < 1, repeating step by step the proof of Lemma 5.2
in [12] (see also Corollary 5.5 in [12]) and using the equality (see, e.g. [27, p. 187–188])
∆rnδϕ(x)f(x) =
r(n−1)∑
ν=0
A(k)ν,n∆
r
δϕ(x)f
(
x+
(
ν − r(n− 1)
2
)
δϕ(x)
)
,
where 0 < A
(k)
ν,n ≤ nk−1 and x ± rnδϕ(x)/2 ∈ (−1, 1), we can prove that for every f ∈ Lp,
0 < p < 1, and k, n ∈ N one obtains
ωϕk (f, nδ)p ≤ Cn
3
p
+2(k−1)
ωϕk (f, δ)p .
Therefore, in the case 0 < p < 1 we get
θϕk,α(f, nδ)p ≤ Cn
3
p
+2(k−1)−α
θϕk,α(f, δ)p .
Theorem 5.9. Let f ∈ Hr,α,ϕp , 0 < p ≤ ∞, 0 < α < r, s ≥ α, and r, s ∈ N. Then the
following assertions are equivalent:
(i) there exists a constant L > 0 such that
θϕs,α
(
f,
1
n
)
p
≤ LEn(f)Hr,α,ϕp , n ∈ N,
(ii) for some
k >
{
s, 1 ≤ p ≤ ∞,
3/p + 2(s− 1), 0 < p < 1,
there exists a constant M > 0 such that
θϕs,α(f, h)p ≤Mθϕk,α(f, h)p, h > 0.
6. Improvements of some estimates of approximation by Bernstein operators in
Ho¨lder spaces
Now let us consider the approximation of functions by polynomial operators for which we
cannot apply the methods from Section 4. These are, for example, the Bernstein, Kantorovich,
and Szasz-Mirakyan polynomial operators. We restrict ourself to the Bernstein operators
Bn(f, x) =
n∑
k=0
f
(
k
n
)(
n
k
)
xk(1− x)n−k.
Everywhere below I = [0, 1], ϕ(x) =
√
x(1− x), ‖f‖ = ‖f‖∞, ωϕr (f, h) = ωϕr (f, h)∞,
θϕr,α(f, h) = θ
ϕ
r,α(f, h)∞, and H
r,α,ϕ = Hr,α,ϕ∞ .
It is well-known (see [33]) that for any f ∈ C(I) the following two-sided estimate holds:
(61) ‖f −Bn(f)‖ ≍ ωϕ2
(
f,
1√
n
)
.
In [4] it was proved that for any f ∈ C(I) and 0 < α < 2
(62) ‖f −Bn(f)‖H2,α,ϕ ≤ Cθϕ2,α
(
f,
1√
n
)
,
where C is a constant independent of f and n.
Clearly, inequality (62) is not sharp. Indeed, if f (r−1) is locally absolutely continuous and
ϕrf (r) ∈ C(I), then
(63) ωϕr (f, h) ≤ Crhr‖ϕrf (r)‖
(see [14, p. 63]). Moreover, the following result was proved in [19]:
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Lemma 6.1. Let f ∈ Ck(I) and k = 1, 2, . . . , n − 1. Then
(64) ‖(f −Bn(f))(k)‖ ≤ ‖f (k) −Bn−k(f (k))‖+min
{
1,
(k − 1)2
n
}
‖f (k)‖+ ω1
(
f (k),
k
n
)
,
where ω1(f, h) = sup{|f(x)− f(y)|, |x− y| < h, x, y ∈ I}.
Thus, by (63), (64), and (61), we obtain for f ∈ C2(I), n ≥ 3, and 0 < α ≤ 2
sup
0<h<1
ωϕ2 (f −Bn(f), h)
hα
≤ C‖ϕ2(f ′′ −B′′n(f))‖ ≤ C‖f ′′ −B′′n(f)‖
≤ C
(
‖f ′′ −Bn−2(f ′′)‖+ ω1
(
f ′′,
2
n
)
+
1
n
‖f ′′‖
)
≤ C
(
ωϕ2
(
f ′′,
1√
n− 2
)
+ ω1
(
f ′′,
2
n
)
+
1
n
‖f ′′‖
)
.
(65)
If in addition, f ∈ C4(I), then from (65) we get
‖f −Bn(f)‖H2,α,ϕ = O
(
1
n
)
, n→∞.
At the same time, inequality (62) yields the following less sharp estimate:
‖f −Bn(f)‖H2,α,ϕ = O
(
1
n1−α/2
)
, n→∞.
Let us present here an improvement of (62).
Proposition 6.2. Let f ∈ H2,α,ϕ, 0 < α ≤ 2, k ≥ 2, and 0 ≤ γ ≤ 1/2. Then
(66) ‖f −Bn(f)‖H2,α,ϕ ≤ Ck
(
θϕk,α
(
f,
1
nγ
)
+ nαγωϕ2
(
f,
1√
n
))
.
The proof of this proposition is standard. One should only take into account Lemma 5.3.
Let us show that (66) is an improvement of (62). Indeed, let ωϕk (f, h) = O(hηk ), where
k ≥ 2. Then, by choosing γ = η2/ηk, we get
‖f −Bn(f)‖H2,α,ϕ = O
(
n
− 1
2
(
η2−α
η2
ηk
))
.
At the same time, (62) provides only O(n− 12 (η2−α)).
As one can see, inequality (66) represents only a slight improvement of (62). Because, for
f ∈ C4(I) we already have O(n−1), but (66) even for f ∈ CN(I), N ≥ 4, yields O (n−1+α/N).
By using a combination of Proposition 6.2 and Lemma 6.1, one can obtain stronger results
for smooth functions.
Let us consider the more classical Ho¨lder spaces Cr,α with the norm
‖f‖Cr,α = ‖f‖+ sup
0<h<1
‖∆rhf‖
hα
instead of H2,α,ϕ.
Theorem 6.3. Let f ∈ Cr(I), 0 < α ≤ r, r ∈ N, γ ≥ 0, and n ≥ r2 + 1. Then
‖f −Bn(f)‖Cr,α ≤ 1
nγ(r−α)
(
Cωϕ2
(
f (r),
1√
n
)
+ ω1
(
f (r),
r
n
)
+
(r − 1)2
n
‖f (r)‖
)
+ Cnγαωϕ2
(
f,
1√
n
)
,
where C is a constant independent of f and n and ω1 was defined in Lemma 6.1.
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Proof. We have
(67) sup
0<h<1
‖∆rh(f −Bn(f))‖
hα
≤
(
sup
0<h<1/nγ
+ sup
1/nγ≤h<1
)
‖∆rh(f −Bn(f))‖
hα
= S1 + S2.
By (61), it is easy to see that
(68) S2 ≤ Cnγα‖f −Bn(f)‖ ≤ Cnγαωϕ2
(
f,
1√
n
)
.
By using (63) with ϕ ≡ 1, Lemma 6.1, and (61), we obtain
S1 ≤ C
nγ(r−α)
‖(f −Bn(f))(r)‖
≤ C
nγ(r−α)
(
ωϕ2
(
f (r),
1√
n
)
+ ω1
(
f (r),
r
n
)
+
(r − 1)2
n
‖f (r)‖
)
.
(69)
Thus, combining (67), (68), and (69), we have proved the theorem. 
In this sense Theorem 6.3 is also an improvement of the main results of [19] and [18].
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