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CH-1015 Lausanne, Switzerlsnd 
Abstract--We present an exact procedure for coloring the nodes of s graph with as few colors 
as possible. The problem o~ deciding whether an arbitrary graph can be colored with k colars is 
NP-complete. The procedure is based ms an implicit enumm'&tion technique. At some stsgrs of the 
algorithm heuristic methods are needed; here we will use the Tabu Search technique. The resulting 
coloring procedure isdescribed. Computational experience is reported; it shows that random graphs 
with edge density 0.5 and having up to 70 nodes can be colored in an optimum way. 
1. INTRODUCTION 
In the last twenty ears the graph coloring problem has received much attention. Finding whether 
the nodes of an arbitrary graph can be colored with a given number k of colors was shown to be 
NP-complete. This result motivated the design of many different heuristic procedures (see, for 
instance, [1,2]). Following a different direction, procedures were developed for determining the 
smallest number k of colors such that a given arbitrary graph G can be colored with k colors. 
These methods are essentially based on more or less efficient ricks for implicitly enumerating all 
possible colorings of a graph with a fixed number of colors. The efficiency of such an enumeration 
procedure depends trongly upon its ability to cut off as many colorings as possible in the process 
because they cannot be better than the best coloring obtained so far. This reduction of the search 
space is generally reached in implicit enumeration techniques by replacing at some stages a current 
problem by a relaxation of this problem. This idea is well-known, for example in integer linear 
programming, where a simple relaxation is obtained by dropping the integrality constraints, 
thereby obtaining a classical LP problem. 
The role of these relaxations i to provide (lower) bounds on the optimum value of the objective 
function (to be minimized). 
Another way of getting lower bounds is to define a kind of dual (maximization) problem of the 
initial problem and to apply some heuristic procedure to get a reasonable solution of this dual. 
In this paper, we shall exploit the Tabu Search (TS) technique as a way of obtaining bounds 
in an enumeration procedure for graph coloring. Since TS is more and more widely used and its 
efficiency has been demonstrated on many types of difficult combinatorial optimization problems, 
we shall restrict ourselves to a very brief presentation of the basic ideas in the next section. 
In order to fix the terminology, we define a graph G - (V, E) as a finite set V of nodes with a 
collection E of edges (unordered pairs [z, y] of nodes z, y); our graphs will have neither loops nor 
multiple edges. A k-coloring of (the nodes of) G is an assignment of some color c(z) E {1, . . . ,  k} 
to each node z in such a way that e(z) ~ c(y) whenever [z, y] E E. If St is the set of all 
nodes z in G with c(z) - i, then a k-coloring can be viewed as a partition (S1, . . . ,  Sk) of V into 
independent (or stable) sets St (no two nodes in St are linked by an edge). 
The chromatic number x(G) of a graph G is the smallest k for which a k-coloring exists. A 
clique K in G is a set of nodes which are all linked pairwise. If w(G) denotes the largest size of 
a clique in G, then obviously x(G) >_ w(G). 
Our purpose is to develop a procedure for determining x(G). 
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2. A SKETCH OF TABU SEARCH 
Based on ideas developed independently b Glover [3], Hansen and Janmard [4], Tabu Search 
is a general procedure devised for finding, in a set X of feasible solutions, a solution s such that: 
for a given objective function f ,  f(s) is reasonably close to the minimum value of f on X. It 
is an iterative process which moves from a solution to a neighbor solution until some stopping 
condition is met. 
For each s in X, we define a neighborhood N(s) which consists, for instance, of all feasible 
solutions which can he obtained from s by a simple type of modification m. When we are at 8, a 
subset V* of N(s) is generated and we move to a best solution s* in V* (even if f(s*) > .f(s)). 
The reason behind this is to be able to escape from local minima. Such a procedure may cycle, 
i.e., go through a same subset of solutions forever. In order to avoid this danger we may introduce 
some tabu lists ~:  they keep track of the last t modifications which were made in the last t steps; 
when constructing V*, we forbid the generation of solutions in N(s) which would be obtained 
from s by the reverse modifications of those which are memorized in the lists T~. 
These tabu lists prevent cycling to some extent. However, they may also act too violently and 
prevent us from including in V* solutions which were not visited earlier. Therefore for relaxing 
the action of the lists Ti, we introduce an aspiration function A: a solution s' in N(8) which 
would be forbidden because of the lists Ti can nevertheless beincluded into V* if it is associated 
with a threshold value (given by A) that is greater than f(s'). 
Now the iterative process can be started. The best solution s + found so far is memorized and 
updated at each step; so are the tabu lists ~ and the aspiration function A. A simple stopping 
rule is obtained by fixing the value of a parameter nbmax: if no improvement of f(8 +) has been 
obtained in the last nbmax iterations, the procedure is interrupted. A general and more detailed 
description of TS is given in [5]. Appendix 1 gives the general TS algorithm. 
TS is a general heuristic search technique; its efficiency is strongly dependent upon the for- 
mulation of the problem. Some effort is needed in many cases for obtaining a formulation which 
exploits the potential value of TS (see [6], for example). 
For coloring problems, the following formulation turned out to be fruitful for determining 
whether a graph G can be colored with a given number/r of colors: X is the set of all partitions 8 
into k subsets V1,..., Vk. We define m(~) as the number of edges with both endpoints in ~ and 
f(8) = re(V1) +. . .  + m(Vk). A partition will correspond to a h-coloring if and only if f(8) is 
equal to 0. 
The neighborhood N(8) of a partition s consists of all partitions which can be obtained from s 
by moving some node z of G (for which at least one edge [z, y] with both endpoint8 in the same 
exists) to some other subset ~.  
A tabu list T is introduced and it contains the last p pairs (z, i) characterizing the last p moves 
made in X: when we take a node z which is in some subset, say ~,  the pair (z, i) will forbid the 
reintroduction of node z into ~ during p steps. 
In the algorithm, we generate a subset V* C N(8) when we are at a solution s; these solutions 
may he generated randomly if IN(8)I is large. The size of V* is a parameter of the method. 
Finally, we mentioned the aspiration function A whose role is to attenuate the rigidity of the 
tabu list: a simple form would be, for instance, to accept a move which is forbidden by the tabu 
list if it gives a solution which is better than 8 + (the best one obtained so far); the function would 
be A(8) =/ (s  +) for each solution 8. The algorithm moves to a solution 8 (forbidden by the tabu 
list) if f(8) < A(8) = f(s+). More involved forms of the aspiration function are described in [6]. 
3. GENERAL STRUCTURE OF AN EXACT COLORING ALGORITHM 
As mentioned in the introduction, the only way to get an optimum coloring of G (i.e., a coloring 
in x(G) colors) is to go through an implicit enumeration f all colorings of G. A standard way of 
performing this enumeration is to consider an order v l , . . . ,  v~v of the nodes. We know that x(G) 
is less than or equal to the number N of nodes; let q be equal to N. Now we color sequentially 
nodes ~1,..., vN with the smallest possible number of colors. If all these nodes can be colored 
without using color q, we have obtained a coloring in ql ~_ q - 1 colors. We replace q by ql and 
we backtrack to the node vk such that vk+l is the first node which received color ql. We try 
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to give vt the smallest possible color, greater than the current color of vt and smaller than q. 
If we find such a color, we proceed as before by coloring sequentially nodes vt+x,... ,vjv. If at 
some stage we reach a node vp where color q is needed, we backtrack to node vp-I and proceed 
as before. The algorithm terminates when we try to backtrack from vx. In the next section, we 
describe the different improvements we made to decrease the CPU computation time in order to 
be able to color graphs with greater size. 
4. IMPROVEMENTS TO THE GENERAL ALGORITHM 
The algorithm given in Section 3 can be improved by several techniques. Some improvements 
can be found in the literature [7-9], while the others were made using the large possibilities of 
the Tabu Search technique. We now list the different improvements. 
4.1. Possibilities for Color Choices 
As observed by Brown [8], in the general algorithm, when we try to color a node we use all the 
possible colors up to color q -  1. Let c be the largest color used for v l , . . .  ,vp-1. When we try to 
color node vp, it is obvious that it is not necessary to give a color greater than c+ 1 to vp. Thus, 
we can modify the general algorithm when we give a new color to node vp. All possible colors 
for vp must be less than or equal to the minimum between c+ 1 and q - 1. 
4.,°~. Dynamic Reordering 
The efficiency of the general algorithm is influenced by the order vx,.. . ,  vlv which we assumed 
to be arbitrary. A worthwhile improvement is to dynamically reorder the yet uncolored nodes 
(we would place first the nodes for which there are only few feasible colors, thereby reducing the 
branching possibilities). A presentation f these ideas can be found in [9]. Subsequently, we will 
call the initial procedure the general algorithm in which we introduced improvements 4.1 and 4.2. 
The initial procedure will be the basis for building the following methods and for comparing them. 
As this method is the best one developed up to now, we will have a good reference point for testing 
the methods we developed. 
4.8. Upper Bound 
In the initial procedure, the number of possible colors for a node depends upon the number of 
colors used by the best coloring found so far. Then, if we already know a good coloring before 
beginning the initial procedure, we can decrease the number of backtracks when we replace q in 
the initial procedure by the number of colors given by an initial good coloring. This modification 
is expected to decrease the CPU computation time. Now we know that for graph coloring Tabu 
Search is a very efficient heuristic (the number of colors found by TS is close to x(G) (see [1])). 
We will use it to get the initial coloring. 
4.4. Lower Bound 
For an arbitrary graph G, there is no method to find a good lower hound of x(G). A hound 
is the cardinality of the largest clique in G, but it may be far from sharp. It is nevertheless 
interesting to describe how to use an efficient lower hound in the initial procedure. Its usefulness 
will appear in Section 4.7. Suppose we know a lower hound L of x(G); then when the initial 
procedure produces a coloring with L colors we can stop the algorithm and we have x(G) = L. 
4.5. Initial Clique 
As observed in Section 4.1', when a node vp cannot be colored with one of the colors used for the 
nodes vx,.. . ,  Vp-a, then it is sufficient to consider color r + 1 for node vp, where r is the largest 
color used for vx,.. . ,  v~-x. So if we choose an order such that vx,.. . ,  vp is a clique, it follows 
that for node vi color i will be the unique color to consider (i _< p). Hence, the backtracking 
steps will never reach v : , . . . ,  vp (more precisely we will directly backtrack to vx). At this stage, 
a heuristic procedure (like TS) could be used for constructing a large clique K in G; the nodes 
of K would then be placed at the first IKI positions of the order. 
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In order to find this initial clique, we began by truing the exact algorithm of ~b~i8  [10]. The 
computational results showed that it was not better with the Tabaris method than without it. 
After a quick look at the results, we have seen that the dynamic order of coloration defined by the 
initial procedure gave a large clique K at the beginning of this order with I(K, K)[ large. Here, 
I(K,/()[ is the set of edges between K and its complement/f. Then we tried to maximize with 
TS the function f = max(~lKI + I(K,/~)1), K clique, ~ given. It is obvious that for a large a, 
this maximization is similar to finding the largest clique. Thus, we must determine a good value 
for a. The idea is to construct a clique with many connections outside; so we will construct an 
order with the neighbors of K placed just after K; we hope thus to have only a few possible 
colors for these nodes. 
~.6. Contracted Graph 
Assume that p nodes are colored with colors 1 to q. We define the contracted graph Gp = 
(Vp, Ep). To each color we associate a new node; let V~ be those nodes and V~' be the set of 
uncolored nodes in G, then Vp = V~ + V~ ~. The set Ep of edges in Gp is defined in this way: 
[x,y] E Ep if 
(1) x, y • V~, or 
(2) x E V~, y E V~' and 3z E V such that [z, y] E E and color (z) = z, or 
(3) x, y • V~' and [z, y] • E. 
In the implicit enumeration procedure, we color sequentially the nodes of G, then at each 
step of the procedure we can construct he contracted graph. It is clear that the branch we are 
studying will give colorations with at least x(Gp) colors. Moreover, we know that [K[ < x(Gt, )
for any clique K in Gp. 
Then at stage p (p nodes are colored), if we can find a large clique K of Gp such that [K[ E c* 
(= the best number of colors found so far) then we can cut the branch. To find an appropriate 
clique K we use the Stabulus algorithm [11]. Stabulus is a heuristic method to find a large stable 
set of a given graph G using Tabu Search (i.e., a large clique of G). 
Experiments made with an exact method giving a maximum clique K have been carried out. 
The CPU time increases considerably but the overall efficiency of the coloring procedure is not 
significantly better: the number of backtracking steps was reduced, but the total CPU time 
increased. 
4.7. Reduced Graph 
We know that the computation time to find the chromatic number of a graph grows up very 
quickly when the size of the graph increases. Thus, it would be interesting to reduce the size of 
the given graph as much as possible. As we know, it is often possible to remove a set K of nodes 
from the graph G without decreasing the chromatic number. Moreover, the initial procedure is 
efficient when we know good lower and upper bounds. Thus we try, by using TS, to find a good 
set of nodes, we remove K from G and color the resulting raph Gr = G\K. To find x(G), we 
introduce one by one the nodes of K into Gr until Gr = G, finding the new value of X(Gr) at 
each step. Assume that G~ = Gr + {z} and that we know x(Gr); then x(G~) is equal to x(Gr) 
or x(Gr) + 1. Thus, at each step we try to find a coloring of (G~) with X(Gr) colors, using the 
three following methods in this order. 
(1) If the degree of saturation of z is less than x(Gr), then color z with the smallest po~ible 
color. So we have a coloring of (G') in x(Gr) colors and x(G') = x(Gr). 
(2) We try to find a coloring of (G') in x(Gr) colors using Tabu Search. 
(3) We apply the initial procedure to G~, keeping x(G,.) + 1 as upper bound (x colored with 
color x(G,.) + 1) and x(Gr) as lower bound. 
It is clear that if the first or the second method succeeds, then we do not use the following 
methods. If one of the three methods gives a coloring of G~ in x(Gr) colors, then x(G~) = x(Gr), 
else x(G~) = x(G~) + 1. When Gr = G, then we have x(G) = x(G~). Moreover, it is obvious 
that if we know an upper bound q of x(G) (for example, found by TS) and if at some stage 
x(G~) = q, then we can directly stop the procedure, and conclude that x(G) = q. 
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Now it is clear that the set K we want to remove from G must be such that X(Gr) is close to 
x(G). Then it is obvious that we must remove s minimum number of edges when we eliminate K
from G. These observations led us to three possibilities for finding K with "IS: 
(1) minimize f l  = [E(K)[ + IE(K,/f)[; 
(2) minimize f2 = IE(K)]; 
(3) minimize fs = [E(K,/~)[. 
In the next section, we discuss the performances of the methods described in Section 4. 
5. COMPUTATIONAL RESULTS 
We first present he performances of the known methods for graph coloring. Then we show 
the results obtained with our methods and compare them with the best method developed so 
far. All computations are made on a "Silicon Graphics" personal workstation (10 Mips) and the 
graphs are randomly generated with edge density 0.5 (Appendix 2) which seems to be the most 
difficult density (see [9]). 
5.1. State of the Current Performances 
As shown in [9], the best method known for finding the chromatic number of an arbitrary graph 
is the one developed by Korman on the basis of Randall-Brown's algorithm. This method is an 
implicit enumeration of all possible colorings corresponding to the initial procedure described 
in Section 4.2. In order to show the performance of this method using our computer and to 
describe the evolution of the number of colors in function of the size of the graph (between 20 
and 65 nodes), we have run this method on one hundred ifferent graphs for each size considered. 
We point out two aspects of the results we have obtained. First, we see that the CPU times 
grow exponentially as a function of the size of the graph (Figure 1), as could be expected since 
the graph coloring problem is NP-complete. Nevertheless, this method is worthwhile for graphs 
having up to 60 nodes. (The average CPU time is about 145 s.) 
6'  
4'  
2 '  
O" 
.4. 
-6 
0 
Number of nodes 
Figure 1. Ln of CPU times (sec.) as a function of the size of the graph. 
The second aspect is independent of the method we use. We only want to show the evolution 
of the chromatic number as a function of the size of the graph (Figure 2). We observe that the 
curve we obtain has steps around the integer values of the number of colors. This is due to the 
random nature of the graphs we used. The reader may refer to [12] for more details. 
5.~. Results of the New Methods De~eloped 
We now present the results of the methods we developed. We leave out all the methods 
described in Section 4 which are worse than the Korman algorithm for the CPU times. In order 
to be clear we give an overview of the methods we chose. 
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Figure 2. Chromatic number as a function of the size of the graph. 
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(I) Korman: Implicit enumeration with dynamical reordering (Section 4.2). 
(2) Korman+UB: Kormsn algorithm where we use Tabu Search to llnd an upper bound of 
the chromatic number (Section 4.3). 
(3) Korman+UB-l-IC: Korman+UB algorithm, where we use Tabu Search to lind an initial 
set K that ma~dmizes f = a .  [K[-I-[(K,K)[. Here we choose a = 10 (Section 4.5). 
(4) Kormsn-l-RG(i): Utilization of the reduced graph obtained by using Tabu Search to de- 
termine the set K to remove by minimizing the function: 
Case 1: f = [E(K)I  + [E(KR)[, [K[ = 10, i = 1; 
Case 2: f = [E(K,R)[, [KI = 10, i = 2. 
As observed in Section 5.1, the Korman algorithm is efficient for graphs having up to 60 nodes. 
So we present the results obtained with the new methods on graphs of order 60 or more. Table 1 
shows the different results we obtained. 
Table 1. Averages of CPU times (sec.) on graphs with edge density 0.5. 
Size 
40 
50 
52 
54 
56 
58 
60 
61 
62 
63 
64 
6,5 
66 
67 
68 
Korman Kormsn+UB Korman+UB+IC Korman+RG(1) Kornum+RG(2) 
0.3 
3.7 
6.4 
9.4 
35 
55 
145 
185 
203 
275 
316 
673 
1143 
1992 
3325 
7.5 
13 
15 
17 
32 
56 
135 
173 
192 
202 
195 
493 
727 
1393 
3104 
8.2 
14 
16 
17 
34 
53 
122 
168 
184 
199 
185 
386 
605 
1271 
3121 
13 
29 
28 
31 
48 
82 
202 
286 
274 
284 
182 
513 
928 
2207 
14 
32 
30 
32 
40 
82 
212 
291 
289 
271 
244 
563 
1094 
1740 
REMARK.  The averages are taken on I00 examples for each size up to 65 and then on 40 examples. 
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5.8. Comparison of the Different Methods 
We first compare the CPU times we obtained for all methods. We notice that there are a few 
graphs that are more difficult to color and then require more CPU time. So the average CPU 
time is not a good representation f the performances of the methods. To reduce the impact of 
those graphs, we compute the averages of the natural logarithm of the CPU times. So we obtain 
Figure 3. 
7"  
u 
6 ¸  
_o 
s 
.< 
4 
58 
Korrnan / 
.... ~---  Korman+UB / 
Korman+UB+lC 
.... ~}--- Korman+RG(1) / d 
"°:" 
60 62 64 66 68 
Number of nodes 
Figure 3. Averages ofnatural logarithms ofCPU times (sec.). 
But it is not enough to estimate the difference of efficiency of the methods. In order to compare 
more precisely the algorithms, we compare all the methods we developed with Korman's method. 
The difference common to all new methods i  the use of Tabu Search for finding an upper bound 
of the chromatic number. So we present in Figure 4 the averages of the CPU times needed by 
TS to find the upper bound. Here the averages are good estimates because the variances of the 
observations we made are small. 
30- 
i 
~ 2S 
.5 
22 , , . , • . , 
5s ~ 62 6~ 6'6 68 70 
Number of nodes 
F igure  4.  Averages  o f  CPU execut ion  t imes  (sec . )  o f  TS  used  fo r  co lo r ing  graphs .  
We observe directly that the use of Tabu Search for finding an upper bound (applied intensively 
to get a good bound) takes around 20 seconds for graphs of size 60. Moreover, as observed in 
Figure 1, the Korman algorithm runs in less than 20 seconds for graphs of sise less than 60 nodes. 
This is one reason for the lower efficiency of the methods we developed for graphs of size less 
than 60 (with edge density 0.5). 
As said above, we need something more than the average of the CPU times to compare the 
methods; so we propose to give in Table 2 the percentage of improving cases and the percentage 
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of improvement in the improving cases. For each graph G~, let ks (respectively, li) be the CPU 
time used by the Korman algorithm (respectively, another method) for coloring Gi. If k~ > l,, 
then we say that it is an improving case. So we can compute for each new method and for 
each size the percentage of improving cases (% IC). This percentage is the number of improving 
cases divided by the number of observations. Moreover, for each improving case we can compute 
the percentage of improvement (= (ki - li)/ki). The average of these percentages gives the 
improvement percentage of the improving cases (% IIC). 
Table 2. % IC = pc~rccatage of improving cases; % I IC = percentage of improvement 
in the improving cases. 
Kornum+UB Korman+UB+IC 
Size % IC % HC % IC % I IC 
40 0 - 0 - 
50 0 - 0 - 
52 5 43 6 34 
54 8 40 11 30 
56 20 55 22 48 
58 26 50 35 44 
60 23 52.9 36 44.1 
61 22 52.6 33 48.1 
62 20 41.6 34 40.2 
63 37 45.9 46 44.2 
64 49 47.7 55 50.1 
65 60 50 63 53.7 
66 60 63.3 62.5 63.8 
67 57.5 67.1 70 63 
68 35 47.5 54.3 80 
Kormau+RG(1) 
% IC %I IC  
0 
O 
6 38 
9 37 
21 56  
32 51 
27 50.9 
22 56.4 
20 50.5 
34 48.4 
50 54.4 
54 62.1 
52.5 70.6 
65 70.1 
Korm~+RO(2) 
% IC % IIC 
0 
0 
5 42 
8 41 
25 50 
33 47 
25 52.3 
25 55.3 
24 44.5 
30 54.6 
46 56 
55 55.7 
52.5 68.4 
62.5 68.3 
5.~. Discussion 
At first, we observe in Figure 3 that the averages of the CPU times decrease when we go from 
size 63 to 64 with the new methods. As we observed in the details of the results, there are some 
arbitrary graphs difficult to color. The CPU times for those graphs increase considerably the 
averages, o it may be possible that for size 63 we generate more difficult graphs than for 64. A 
second possible reason is that, as shown in Figure 2, the number of colors needed for size 64 is 
increased by one, so it may be sometimes easier to color a graph with size 64 when we use our 
methods. To understand the exact reason of this fact, a deeper study is necessary. 
For all the new methods, the percentages of improving cases are small for sizes near 60. This 
can be explained by the use of Tabu Search to find an upper bound. As shown in Figure 4, 
TS needs around 20 seconds; then, if the Korman algorithm needs less than 20 seconds, it will 
generally be better than all the methods using TS. Nevertheless, we have between 20% and 30% 
of improving cases. This shows clearly that the methods we developed are efficient for difficult 
graphs. 
If we consider the results obtained by Korman+RG, we see that this method is very efficient 
for most of the graphs but very bad for the others. This method depends trongly upon the 
size of the set of nodes we remove. The idea of this method is to remove a set of nodes without 
decreasing the chromatic number. So it is clear that the removal of a set which decreases the 
chromatic number will give a larger CPU time. Moreover this method is the most sensitive one 
when we go from size 63 to 64. If we suppose that the fact described above is not due to the 
generation of the graphs, we can imagine that for some class of sizes the Korman+ItG algorithm 
will be a good method. 
The results obtained by the Korman+UB algorithm are interesting. This is the method of 
Korman where we use Tabu Search to find an upper bound. We know that the number of 
backtracks of the Korman-FUB algorithm is less than or equal to that of the Korman algorithm. 
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Inp.t:  graph G = (V, E); 
Ontpnt: x( G) 
Variables: 
s 
degree 
color  
dsat 
nwaber of colored nodes. 
current  node. 
contain8 the degree of any t in V. 
contains the current co lorat ion.  
contains the degree of saturat ion  involved by the current 
co lorat ion .  The degree of sa turat ion  of a node z is  the nmaber 
of colors adjacent to z. 
contains the node we colored at the j th  pos i t ion .  
cardinality of the initial clique. 
else 
x(O) := q 
else 
color (s) := c, 
update dsat 
if m = JVJ then 
(e a bet ter  co lorat ion  is  reached e) 
q:= max co lor (s )  
s6v 
It:= 1 
whi le co lor (order(n) )  < q do a:= n+l 
co lo r (o rder ( i ) ) :=  0 fo r  any i > " and I _< [V I 
update dsat 
":= " -1 
s:= orderCn) 
m:= R÷I 
find next_s:= true 
color(s):= 0 
I:-" "-1 
s:= order(,.) 
Figure 5. The EPCOT procedure. 
order (j) 
¢ 
Initialization: 
degree(t)  for any t in V 
color(t):= 0 for any f q V 
dent(t):--- 0 for any t e V 
Procednre body: 
q:= number of colors found by TS appl ied to G 
-axi"ize /=  (alKI+I(K,R)I) ,ith TS, K clique 
::~ K = {k l , . . . , kc}  cl ique 
for i=l to c do 
color(k l )  := i 
order ( i )  := ki 
update dsat  
i f c~]V  I then 
l:= C+1 
f~d next e:: true 
while n > c do 
if  f ind_next e then 
f ind an uncolored node • such that :  
[dsat(s) • dsat(i)] or [(dsat(s) = dent(J)) mad 
(deEree(s)>do~'oo( i ) ) ]  fo r  any uncolored i E V 
order(m):= •
f ind_next_e:= fa l se  
f ind the manliest poss ib le  color  fo r  s, say c,, greater  than co lo r (s ) .  
ff (c, < q) and (c, _< max (color(i))+ 1) then 
ift,...,(m-*) 
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So, in the worst case (equality of the number of backtracks), the Korman+UB algorithm will 
need about 20 to 30 seconds more than the Korman algorithm. But in most cases we decrease 
the CPU time; we see that the use of TS to find an upper bound gives the best improvement of 
all the ones we obtained. With this method, we get decreases in averages greater than 50%. 
Finally, it appears clearly that the Korn~n+UB+IC method is better tlum the Korman+UB 
algorithm; the percentages of improving cases are greater sad the percentages of improvement are 
similar. As mentioned in Section 5.3, the averages of the CPU times are not a sufficient measure to 
compare the methods. But if we go back to Table 2, the genera] conclusions we get are represented 
there. So with the Korman+UB+IC algorithm, we can propose a new procedure more efficient 
than Korman's and we name it EPCOT (Efficient Procedure for Coloring Optimally with Tabu 
search). The EPCOT procedure seems to be significantly better than the Korman algorithm 
for graphs of size greater than 60 nodes, but the improvements we made are not su/~ient to 
allow us to color large graphs (more than 70 nodes): the CPU times grow exponentially and the 
improvements we made do not reduce the CPU times by a sufficient amount. 
4000 - 
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Figure 6. Averages of CPU execution times (see.) needed by the EPCOT procedure. 
6. THE EPCOT PROCEDURE 
As described in Section 5.4, the EPCOT procedure we developed is not able to color optimally 
large graphs with edge density 0.5. However, this method is a good improvement because the 
CPU execution times are well reduced. In Figure 5, we give the EPCOT procedure, and in 
Figure 6 the averages of CPU times we got for this method. 
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APPENDIX  I 
GENERAL TABU SEARCH (TS) ALGORITHM 
lnp,~t: X : set  of  feas ib le  so lu t ions  
f : ob jec t ive  funct ion  to  be minJJtized def ined  on I 
l ( s )  : neighborhood of a so lu t ion  s E X 
f* : lower bound of f (g iven or  computed before  app ly ing  TS) 
nbmax : maxJJaum number of  i te ra t ions  between two improving 
so lu t ions  
O,Jtpl, t: s* : best  so lu t ion  found by TS,  s* E I ,  f ( s* )  _< f ( s )  fo r  any s E X 
processed by TS 
Initializafio n: 
s:= any so lu t ion  in X 
s, := s (best  so lu t ion  found so fa r )  
T:= I (Tabu l i s t )  
nb i te r := 0 (number of  i te ra t ions  performed so fa r )  
miter:= 0 (number of the i te ra t ion  where we found the best  so lu t ion  so fa r )  
in i t ia l i za t ion  of  the asp i ra t ion  funct ion  A 
While ( f ( s )  > f*) and (nb i te r  - mi ter  < nlmax) do 
nb i te r := nb i te r  + I 
generate  a subset  V in  l ( s )  
choose the best  so lu t ion  i in V so that  e i ther  f ( i )  < A( f ( s ) )  or B g T 
update the asp i ra t ion  funct ion  A and the l i s t  T of tabu so lu t ions  
if f ( | )  < f (s* )  then 
S* := S 
miter:= nb i t  er 
8:= i 
APPENDIX  2 
GENERATOR OF RANDOM GRAPH 
Xnpst- J : s i ze  of  the graph 
D : edge dens i ty  of  the graph 
x ~ Uniform[0,1]  
O~tpst- IG : inc idence matr ix  of the graph 
For  i := l  to  J -1  do 
For j := i+ l  to  | do 
generate  x 
i f  x<D then IG[ i , j ] := lp  IG[ j , i ] := l  
e~e x~[i,j]:=o , I~[ j ,~:=o 
For i:=I to W do IG[i,i]:=O 
