Abstract-This paper presents a technology mapping algorithm for field-programmable gate array architectures with dual supply voltages (Vdds) for power optimization. This is done with the guarantee that the mapping depth of the circuit will not increase compared to the circuit with a single Vdd. This paper also presents an enhanced clustering algorithm that considers dual supply voltages, honoring the dual-Vdd mapping solution. To carry out various comparisons, we first design a single-Vdd mapping algorithm, named SVmap-2, which achieves a 3.8% total power reduction (15.6% dynamic power reduction) over a previously published low-power mapping algorithm, Emap [11]. We then show that our dual-Vdd mapping algorithm, named DVmap-2, can further improve total power savings by 12.8% over SVmap-2, with a 52.7% dynamic power reduction. Compared to the early single-Vdd version SVmap [14], DVmap-2 is 14.3% better for total power reduction. This is achieved through an ideal selection of the low-Vdd/high-Vdd ratio and the consideration of various voltage changing scenarios during the mapping process.
field programmability. The large power consumption of FPGAs prevents FPGA designs from entering many low-power applications. The dynamic power of FPGAs is increasing significantly along the technology scaling. Therefore, reducing power consumption for FPGA chips is a critical task.
One of the popular design techniques for power reduction is to lower supply voltage, which results in a quadratic reduction of dynamic power dissipation. However, the major drawback is the negative impact on chip performance. A multiple supply voltage design in which a reduction in supply voltage is applied only to non-critical paths can save power without sacrificing performance. Clustered voltage scaling (CVS) was first introduced in [1] , where clusters of high-Vdd cells and low-Vdd cells were formed, and the overall performance was maintained. The work in [2] used a maximum-weighted independent set formulation combined with CVS and gate sizing to enhance power savings on the whole circuit. In [3] , a dual supply voltage scaling methodology was designed. The work in [4] introduced variable supply-voltage combined with CVS. It also derived a rule for optimal low Vdd given a high Vdd. It showed that the low Vdd could always be set at a 0.6-0.7 range of the high Vdd to minimize power. The works in [5] and [6] assigned variable voltages to functional units at the behavioral synthesis stage. The goal was to minimize the system's power and meet the total timing constraint. These works motivated the multi-Vdd solution for low power and high performance, but none of them worked on FPGAs.
In this paper, we will study the power minimization problem at the logic synthesis level for FPGAs. Specifically, we will work on technology mapping and clustering for FPGA circuits using dual supply voltages. For lookup table (LUT)-based FPGAs, technology mapping converts a given Boolean circuit into a functionally equivalent network comprised only of LUTs. After technology mapping, clustering will group LUTs into logic clusters so that these clusters can be placed and routed on the FPGA chip.
The technology mapping for power minimization has been shown to be NP-complete to solve [7] . There are previous works on technology mapping for low-power FPGA designs, all assuming single Vdd [8] [9] [10] [11] [12] . Their basic approach was to hide the nodes of high-switching activity into LUTs so the overall dynamic power was reduced. Reference [29] presented a delay-optimal dual-Vdd clustering algorithm. However, due to aggressive duplication to guarantee delay optimality, the area overhead is large.
0278-0070/$26.00 c 2010 IEEE In this paper, our main focus is to develop a low-power FPGA mapping algorithm, named DVmap-2, with consideration of delay and power optimization crossing two supply voltages. The voltages are denoted as V L for low Vdd and V H for high Vdd. We use the cut-enumeration technique to produce all the possible ways of mapping a LUT rooted on a node. We then generate different sets of power and delay solutions for each possible way based on the various voltage changing scenarios. After the timing constraint is determined, the non-critical paths will be relaxed in order to accommodate V L LUTs to reduce power while maintaining the timing constraint. To show the efficiency of our algorithm, we also design a mapping algorithm with a single Vdd, named SVmap-2, which uses similar cost function as that in DVmap-2 and relaxes the non-critical paths based on mapping cost to achieve better power results.
Specifically, DVmap-2 and SVmap-2 borrowed additional new techniques from [13] and applied them over the original algorithm DVmap and SVmap [14] . These techniques, namely, global duplication cost adjustment, input sharing, and slack distribution, have been helpful for area reduction during technology mapping in [13] , and we use them here for the purpose of power reduction for both single-Vdd and dual-Vdd mapping. Then, we present an extended version of T-VPack [27] to support dual-Vdd clustering. The clustering algorithm takes the dual-Vdd mapping solution and produces clusters with different voltage assignments.
Compared to the original T-VPack, the area overhead of our dual-Vdd clustering is 1.2%. Dual-Vdd mapped and clustered solution is then passed to a power estimator fpgaEva − LP2 [20] , which supports dual-Vdd FPGA architectures. Experimental results show that SVmap-2 is 3.8% better in terms of power reduction compared to a low-power mapping algorithm Emap [11] . We then show that DVmap-2 can further improve SVmap-2 by 12.8%. Compared to SVmap reported in [14] , DVmap-2 is 14.3% better. In addition, we show that DVmap-2 can achieve a significant amount of dynamic power reduction over SVmap-2.
The rest of this paper is organized as follows. In Section II, we provide some basic definitions and formulate the dual-Vdd FPGA mapping and clustering problem. Section III introduces our FPGA architecture and power model. Section IV provides the detailed description of our algorithm. Section V presents experimental results, and Section VI concludes this paper.
II. Definitions and Problem Formulation
A Boolean network can be represented by a directed acyclic graph (DAG) where each node represents a logic gate, and a directed edge (i, j) exists if the output of gate i is an input of gate j. A PI (primary input) node has no incoming edges and a PO (primary output) node has no outgoing edges. We use input(v) to denote the set of nodes which are fanins of gate v. Given a Boolean network N, we use C v to denote a cone of node v in N. C v is a sub-network of N consisting of v and some of its predecessors such that for any node w ∈ C v , there is a path from w to v that lies entirely in C v . The maximum cone of v, consisting of all the PI predecessors of v, is called a fanin cone of v, denoted as F v . We use input(C v ) to denote the set of distinct nodes outside C v which supply inputs to the gates in C v . A cut is a partitioning (Y, Y') of a cone C v such that Y' is a cone of v. v is the root node of the cut. The node cut-set of the cut, denoted V(Y, Y'), consists of the inputs of cone Y', or input(Y'). A cut is K-feasible if Y' is a K-feasible cone. In other words, the cardinality of the cut-set (or cut size of the cut) is = K. The level of a node v is the length of the longest path from any PI node to v. The level of a PI node is zero. The depth of a network is the largest node level in the network. A Boolean network is K-bounded if |input(v)|= K for each node v.
Because the exact layout information is not available during the technology mapping stage, we model each interconnection edge in the Boolean network as having a constant delay. Therefore, we approximate the largest delay of the mapped circuit with a unit delay model, where each LUT on the critical path (the path with the longest delay) contributes a one-unit delay (single-Vdd case). This largest optimal delay of the mapped circuit is also called the mapping depth of the circuit.
The dual-Vdd mapping problem for min-power FPGA (DVMF problem) is to cover a given K-bounded Boolean network with K-feasible cones or equivalently, K-LUTs, in such a way that the total power consumption is minimized under a dual supply voltage FPGA architecture model, while the optimal mapping depth is maintained.
The dual-Vdd clustering problem is to take the solution of DVMF and cluster the LUTs into logic blocks where each logic block will be driven by a single voltage level while honoring the LUT's voltage assignment from the DVMF solution. Meanwhile, total amount of clusters and the critical path delay need to be reduced.
We assume that the input networks are all 2-bounded and K is 4 in this paper. Therefore, our final mapping solution is a DAG in which each node is a 4-feasible cone (4-LUT) and the edge (C u , C v ) exists if u is in input(C v ). We pick 4-LUT because it has been used among commercial FPGAs [15] , [16] and is popular in academic studies. Our algorithm will work for any reasonable K values.
III. Architecture and Power Model
We will first introduce logic element and voltage level converter design to support dual Vdd in the FPGA. We then present our power model based on this architecture. Fig. 1 shows the simplified model of the basic logic element (BLE) of a K-LUT-based FPGA. The output of the K-LUT can be either registered or unregistered. To guide the mapping process, we obtain the delay and power data of a 4-LUT for various supply voltages through SPICE simulation under 0.1 µm technology. Table I shows details. The worst-case delay shows the largest time difference between the point that a signal arriving at one of the inputs of the LUT and the point that the LUT generates an output. Energy − per − switch represents the energy a whole LUT consumes as a unit per switch of the LUT output (the output is properly buffered). Static power shows the power consumption of the whole LUT if there is no switching in the cycle. The power profile of LUT under different voltage levels has been pre-characterized and stored as a lookup table. These data will be used during the mapping process. It has been shown that cluster-based logic blocks can improve the FPGA performance, area, and power [19] , [20] . In this paper, a configurable logic block (CLB) can be driven by either a low supply voltage or a high supply voltage. Such Vdd configurability can be realized through a technique proposed in [17] . Fig. 2 shows the design. The basic idea is to insert two PMOS transistors between the high-Vdd (V H ) and lowVdd (V L ) power rails and a CLB. The PMOS transistors are like sleep transistors, and the control bits C 1 and C 2 are used to control them so that an appropriate supply voltage can be chosen for the CLB. Fig. 3 shows the details of the CLB containing N BLEs. The inputs and outputs of a CLB can be programmed to go through level converters or bypass it. This gives us the capability to insert a level converter (LC) between a V L CLB and a V H CLB to handle the situation when a V L CLB (driver CLB) is driving fanout CLBs (end CLB) of V H voltage settings. A level converter is required when a V L device output is to be connected to a V H device input. Without such a converter, excessive leakage power would occur in the V H device because the Vdd to Gnd path cannot be fully cut off due to the low input voltage.
A. Logic Element and Level Converter
With regard to voltage assignment for the routing tracks connecting the driver CLB and end CLBs, we follow a strategy proposed in [28] . The work [28] inserts level converters at CLB inputs and outputs and uses routing tree as the Vdd assignment unit. For a multi-fanout routing tree, only one voltage level will be assigned and this assignment is based on total power-sensitivity of all fanout pins. Power-sensitivity has been estimated based on switching activity and load capacitance. Routing tree with large capacitance and high switching activity will have large power-sensitivity, which will also have good potential of power saving if V L is assigned. Routing tree based assignment can guarantee that there is no V L interconnect switch drives V H interconnect switch in the routing so it does not need to insert level converters within the routing tracks as proposed in [21] , which can incur large area overhead. When a V L routing tree is driving V H end CLBs (or when a V L driver CLB is driving a V H routing tree), the converters at the CLB inputs (outputs) will convert V L to V H . The routing switches are Vdd configurable through PMOS transistors. However, these PMOS transistors do not consume dynamic power after circuit is configured as they do not switch during normal operation. They do consume leakage power but high V th (threshold voltage) and/or high T ox (silicon dioxide thickness) can be applied to significantly limit leakage power without affecting circuit speed [28] .
A MUX (m shown in Fig. 3) is inserted to bypass level converter when it is not needed. SPICE simulation shows that the power consumption of the MUX associated with the converter is about one fifth of that of a converter. The delay of the MUX is 0.014 ns, which is almost ignorable.
We use the level converter with single supply voltage as proposed in [18] . We show the transistor level schematic in Fig. 4 . A V L input signal is converted into a V H output signal while the level converter only uses a single supply voltage V H (refer to [18] for details). Table II shows the detailed power and delay data for the converter. Notice that the delay of 0.9v/1.3v is smaller than that of 1.0v/1.3v. This is because we size the transistors in the level converter differently for different V L / V H combinations to achieve better delay and power. Therefore, the delay and power trends cannot be simply predicted.
B. Power Model
Both dynamic and static power is considered for LUTs, level converters, and wires and buffers in the routing tracks. For each K-feasible cone (a K-cut), the total power of the cone is 
where S o is the switching activity of the cone output. P LUT dynamic is the dynamic power of an LUT when the switching activity is 1. P LUT static is the static power of an LUT. P LUT considers both dynamic and static power. P LUT can be computed as energy per − switch * r (circuit frequency), where energy − per − switch is reported in Table I . P inputs is the power consumed on the cut inputs, which is defined as follows:
where S i is the switching activity on input i of the cut. C in is the input capacitance on an LUT (a constant determined by the architecture design). P net is calculated as follows:
where C net is the estimated output capacitance of wires and buffers contained in the net driven by the LUT, and P buf − static is the static power of the buffers contained in the net. C net is different gate by gate. To obtain reasonable wire and buffer capacitance in the net before placement and routing, we profile a series of benchmarks using VPR [19] as the placement and routing tool. Fig. 5 shows the profiling data with the 20 largest MCNC benchmarks as used by the VPR package. There is an obvious correlation between the fanout number of the gates and the wire length of the net driven by the gates after placement and routing. The wire length is in the unit of wire segment, each of which is across one CLB of size 4. There are buffers between the wire segments. Fig. 6 shows the average wire length across 20 benchmarks for each fanout number when the fanout number is ≤ 20. The correlation can be considered as linear in Fig. 6 . Since most of the gates have relatively small fanout numbers, we will use the plotted trend line in Fig. 6 to estimate the net capacitance on the gate output.
Both S i and S o are calculated up front before the mapping starts. We use the switching activity calculator available in SIS [22] , which builds binary decision diagram (BDD) for each node in the network, counts the probability of going down each path in the BDD, and sums it up to give the total probability of function being logic value 1. The switching activity for the output of the node v is then calculated by a formula as 2 · Pv · (1 − Pv) [23] , where Pv is the probability of node v being 1. Switching activities are inputs to our algorithm. Therefore, any switching activity estimation method can be used as long as it is sufficiently accurate.
IV. Algorithm Description

A. Overview
The overall CAD flow of this paper is shown in Fig. 7 . The first stage is dual-Vdd technology mapping and can be divided into two major sub-steps: cut enumeration and cut selection. In general, technology mapping can be carried out through pattern matching and covering, where pattern matching identifies the logic cones rooted on a node that match the library cells, and covering will pick the actual library cells to cover the entire netlist. In FPGA, cut-enumeration is an effective method to find out all the possible ways of the Kfeasible cones rooted on a node that match the library cellthe K-LUT. Both [24] and [25] used this method for mapping to minimize area. The works in [9] , [11] , and [12] present low-power mappers based on this technique as well. After cut enumeration and arrival time and cost propagation, a cut selection procedure is carried out to cover the entire netlist. This procedure is guided by the required time, which is the optimal mapping depth of the network determined during the cut enumeration process.
The second stage is the dual-Vdd clustering step, which has been adopted from T-VPack [27] . Dual-Vdd clustering takes the LUTs from the dual-Vdd mapping solution and clusters them into dual-Vdd CLBs for placement and routing. In the last stage of the flow, we use an FPGA evaluation framework fpgaEva − LP2 [20] to perform placement and routing on the clustered netlists. Power simulator Psim in fpgaEva − LP2 is used to measure power consumption.
Next, in Section IV-B, we introduce cut enumeration and the propagation of arrival time and power cost. Section IV-C introduces the cost computation for a cut itself, U C . In Section IV-D, we enhance the power propagation estimation with a global cost adjustment technique for better duplication control. Section IV-E then extends the delay and cost computation into the dual-Vdd domain. Sections IV-F and IV-G present the cut selection procedure. Specifically, in Section IV-F, cut selection with local cost adjustment is presented so a better selection solution can be generated. Section IV-G then discusses the cut selection procedure with dual Vdd. The top portion of Fig. 7 illustrates the relationships among these tasks. Overall, Sections IV-B-IV-E talk about the matching part, and Sections IV-F and IV-G talk about the covering part of the mapping algorithm. We then introduce the dual-Vdd clustering algorithm in Section IV-H.
B. Cut Enumeration
A cut can be represented using a product term (or a pterm) of the variables associated with the nodes in the node cut-set of V(Y v , Y v '). A set of cuts can be represented by a sum-of-product expression using the corresponding p-terms. Cut-enumeration is guided by the following theorem [25] :
where f(K, v) represents all the K-feasible cuts rooted at node v, operator + is Boolean OR, and ⊗ K is Boolean AND. After (4) is expanded into a sum-of-product format, each resulting p-term is a possible cut. We will filter out all the resulting p-terms with more than K variables.
More specifically, every cut rooted on a node can be generated by combining the cuts on the root node's direct fanin nodes. We call the cuts on the fanin nodes subcuts. The cut enumeration process will combine one subcut from every fanin node to form a new cut for the root node. If the number of the inputs of the new cut exceeds K, the cut is discarded. For single-Vdd mapping, each cut represents one unit delay. The arrival time for each node is propagated from the PI through the consecutive cuts in the fanin cone of the node. We obtain the minimum arrival time for a node v through the arrival times of the cuts rooted on v
where C is a cut generated for v through cut-enumeration. We call the cut, whose arrival time is the smallest among all the cuts, MC v . Thus, MC v provides the delay of Arr v . Notice that there can be more than one MC v for node v, and all the MC v 's form a set X v . The minimum arrival time of each node is iteratively calculated until all the POs are reached. The longest minimum arrival time of the POs is the minimum arrival time of the circuit. Similarly, we can propagate power through the cutenumeration process. We can obtain the power associated with a cut C as follows:
where U C is the power contributed by cut C itself (to be covered next). f i is the fanout number of signal i. Therefore, the power on i (the propagated power for F i ) is shared and distributed into other fanout nodes of i. Once the outputs reconverge, the total power of the shared fanin cones will be summed up. This idea tries to estimate the power more accurately, considering the effects of gate fanout. Otherwise, the power of F i may be counted multiple times while processing the different fanouts of node i. This is similar to the idea present in [25] where area instead of power was estimated. However, since we do not know whether there will be duplications for node i at this point, this model is still a heuristic.
To guarantee optimal mapping depth, we need to propagate the estimated power together with the propagation process of the minimum arrival time. Thus, P i of (6) in our case will be the best propagated power in the fanin cone F i . Then, after we have calculated the power for each cut rooted on node v, the best propagated power in the fanin cone F v is as follows:
P v represents the best achievable mapping power up to node v under the constraint that it also generates the optimal mapping delay up to the point of v (all the cuts considered belong to set X v ). This P v is used as the P i in (6) if v is an input of next cut. Through (6) and (7), the powers of the cuts and nodes are iteratively calculated until the enumeration process reaches all the POs. Later on, during the cut selection stage when we know that v is not on a critical path, a cut C / ∈ X v may be picked as long as it will not violate the timing constraint and will produce a better power in the same time (a relaxed arrival time provides more suitable cuts and a better opportunity for better power mapping). Thus, P v represents a power estimation guarded by a timing constraint that usually is overstressed unless v is on a critical path. Nonetheless, we have to stick to P v during cut enumeration because we do not know whether v is a critical node or not until the entire cutenumeration process is completed. This motivates a better cut selection algorithm for better power saving.
After cut enumeration, we obtain the optimal mapping depth of the network. This mapping depth will be set as the required time for the circuit. The critical path(s) is the path that leads to such a mapping depth, and the nodes on non-critical paths will have the luxury of selecting different cuts that offer smaller costs (including those offered through a low Vdd) with a relaxed delay value as long as the required time of the circuit is maintained. More details are introduced in sections F and G.
C. Calculation of Cut Cost
We are not using the actual power for calculating U C . We consider other characteristics of the cut to help reduce node duplications and the total number of edges of the mapped circuit. As a result, the power of the cut is minimized when U C is minimized. Although each cut represents one LUT, using a fixed unit cost for a cut will not accurately reflect the property of the cut. Two cuts that have the same cut size may have different characteristics that make the cost of these two cuts different. The characteristics of the cut we consider include node coverage, node duplication, cut size, switching activities and output fanout number. All of these factors influence the cost of the cut. We will use an example to explain these factors. 1) Node Coverage: In Fig. 8 , cuts C 1 and C 2 all have three inputs. However, cut C 1 covers three nodes, and cut C 2 only covers two. Intuitively, C 1 is more preferred because it implements more logic. In other words, the cost of C 1 should be conversely proportional with its node coverage number. 2) Cut Size: The total number of edges of the mapped circuit plays an important role for the power consumption of the circuit. The larger the number of edges, the more interconnects it produces during placement and routing. Since a large portion of the total circuit power comes from interconnects for FPGAs [20] , reducing the total number of edges is an important task during mapping. We try to control the total connections in the cost function. If all the other factors between two cuts are the same, the cut with the larger cut size will have larger cost.
3) Switching Activity: We accumulate all the switching activity values on the input nodes of a cut and use this sum to penalize cuts that incur large switching power. The smaller this sum is, the larger the chance that the cut will be picked during the cut selection stage. This naturally selects cuts that hide highly switching nodes into LUTs to reduce power. This factor helps to reduce the total connections of the mapping as well, because total switching activity on the inputs is usually proportional to cut size. 4) Output Fanout Number: Another factor we consider is the fanout number of the root node of the target cut. This is trying to control node duplication because duplication usually hurts power minimization [9] . In Fig. 8 , C 1 contains the node a, which has a fanout that goes outside of C 1 . This indicates that if C 1 is picked, node a has to be duplicated in order to drive node d. On the contrary, if cut C 3 is picked, it can drive both node d and c directly so there is no need to duplicate node a. The larger the fanout number, the better for picking this cut, because it potentially saves more duplications. More papers about duplication modeling will be discussed in Section IV-C from a different angle.
Based on the factors mentioned above, we design our cost function as follows:
CS C is the cut size of the cut C. S i is the switching activity on input i of the cut. COV C is the total number of nodes covered by the cut, and FT C is the fanout number of the root node. α and β are constants.
We use this cost function during the cut-enumeration process. After mapping, the actual power of each mapped LUT is estimated based on the power model presented in Section III-B. It is intuitive that the quality of the mapping result is directly related to the accuracy of power estimation. In the next several sections, we will present some additional techniques to improve the accuracy of the power model. These techniques are categorized as global cost adjustment and local cost adjustment.
D. Global Duplication Cost Adjustment
The power model shown in (6) has the advantage of considering the branching effect on the fanout. However, it is not perfect. Using the example shown in Fig. 9 , if cut C s is used to implement an LUT in the final mapping and there is no duplication involved, the power rooted on node s, P s , should be equally shared by fanouts t and u. Otherwise, P s will be falsely double-counted when it is propagated to both t and u later. However, this estimation has its downside. Suppose the final mapping result uses C t and C u (Fig. 9) , then the estimation is no longer accurate because C u treats node s as not duplicated 1 but s is actually duplicated in C t . Thus, the power model can under-estimate the actual mapping power. This issue can be dealt with during cut enumeration. We will adjust the estimated power according to the potential node duplication scenarios. These can be captured by checking the subcuts that are with or without multiple fanouts. In Fig. 9 , when subcuts C 1 and C 2 are combined to form C s , we observe that there will not be any node duplications for node q because it is a single-fanout node. However, there will be a duplicated node for node r since it has another fanout (dashed line) that goes out of cut C s . We change (6) to the following:
where I 1 and I 2 are the two fanin nodes of the root node v, and cut C is formed by the two subcuts C I 1 and C I 2 rooted on I 1 and I 2 respectively (e.g., C s is formed by C 1 and C 2 in the example). P I 1 and P I 2 are the duplication costs of the subcuts, which are defined respectively as follows:
where C I is the subcut on either I 1 or I 2 , and f I is the fanout number of corresponding I 1 or I 2 . N CI is the number of nodes C I contains, and CS C is the cutsize of C. The intuition is that the larger N CI is, the larger the possibility that more 1 Ps is divided by 2 and propagated to Cu. 
nodes in C I will be duplicated, thus the larger duplication cost it produces. CS C is treated as a normalizing factor because the larger CS C is, the more likely it is that C will contain more nodes. This, in a way, alleviates the duplication cost experienced in the local area of the cut, i.e., in C I . Notice, once P C is adjusted it stays that way, and the related node cost will also consequently be adjusted. Meanwhile, the new cost will propagate to the cuts and nodes on the fanouts. In Fig. 9 , once the costs of C s and P s are adjusted, they will start to influence the costs of C u and P u , etc. Thus, this cost adjustment has a global impact for the power propagation process and makes the power estimation more closely related to the actual mapping implementation in a global point of view.
E. Delay and Cost Propagation for Dual Vdd
There are four cases between two connected LUTs under dual-Vdd settings. Table III shows these cases when LUT 1 is driving LUT 2 .
During cut enumeration, beside the delay and cost value calculated for the single-Vdd situation, each cut will have additional power and delay values corresponding to the four cases listed in Table III . We can name the delay and cost propagation for single Vdd as case0 since it gives a baseline solution that provides the optimal mapping depth of the circuit. The dual-Vdd cases will maintain this mapping depth and relax the non-critical path to accommodate V L LUTs.
For each of the four cases, the delay propagation becomes We will pick the case that gives smaller MAX (Arr i ) value for the current calculation, and its cost is used for cost propagation. If these two cases provide the same delay, the case with smaller cost will be picked for cost propagation. 3 At the end, each node would contain four additional solution points corresponding to cases 1 to 4. All of these solution points will be propagated to the next level as what case 0 does. That way, the benefit of low Vdd on power can be incorporated and evaluated. We introduce how the cost computation for the cut next. Cost propagation for each case for the cut is as follows:
P i is the propagated cost on input i with LUT 1 's voltage setting. P I1 and P I2 are the duplication costs of the subcuts (Section IV-C). U C−Vdd is the cost of C (LUT 2 ) itself. It can be either U C−VL or U C−VH , depending on LUT 2 's voltage setting. The value of U C−VL is computed in a similar way as the one defined for single Vdd, U C . U C−VH is proportionally larger than U C−VL as follows:
where Power C−VH and Power C−VL are estimated power consumption values for cut C when assigned with V H and V L hypothetically. They are calculated through the power estimation model in Section III-B. This gives an accurate proportional increase of U C−VH over U C−VL . U conv is counting both dynamic and static power of the level converter when it is needed. When it is not needed, only static power is counted. The dynamic and static power of the MUX associated with the converter is always counted. At the end, each cut would contain four additional solution points corresponding to cases 1 to 4. In addition, we have a voltage setting for each of the four cases, V C = V LUT 2 . The delay, cost and voltage calculation propagates from PIs to POs iteratively. The Arr v and P C−Vdd will become Arr i and P i for next iteration during the calculation.
F. Cut Selection with Local Cost Adjustment
The difficulty of mapping lies in the method of selecting cuts to cover the whole circuit to minimize the total power. We cannot greedily pick the cuts with the smallest costs calculated through the cut-enumeration process, because that will forfeit some important optimization factors in terms of reducing node duplications locally. We introduce the details next.
To map a critical node v, only the cut that provides P v (7) is picked to implement the LUT to guarantee the optimal mapping depth. How to select the cuts for the non-critical nodes thus becomes the key to reduce power. Local cost adjustment can increase the chance of duplication reduction during final mapping. We will not simply pick the cut with the best cost calculated by the cut-enumeration process with global duplication cost adjustment. Instead, the cost of the examined cut will be adjusted depending on the characteristics of the cut itself (thus the term local). After the cost adjustment, it is possible that another cut with an originally unfavorable cost becomes the most favorable to map the current node. We will introduce two techniques below. 1) Input Sharing: During the cut selection procedure, we try to pick a cut for a node. We will check to see if some of the cut-set nodes (input nodes) of a cut C are already LUT roots. If this is the case, C will not generate as many new LUT roots as other cuts do when those other cuts do not have this feature. 4 In other words, cut C takes advantage of existing resources and does not require new resources. This reduces the chances that a newly picked cut will cut into the interior territories of existing LUTs. As a result, the input nodes are shared among several mapped LUTs, and node duplications are reduced. The cost of cut C is recalculated and significantly reduced according to how many inputs it shares from existing LUT roots. Thus, the cut selection is largely influenced by the local settings around the target node and its cuts.
2) Slack Distribution: We define the slack on a node v as follows:
where the required time for v, Req v , is defined as follows:
where Req i is the required time of LUT i that has v as an input. When Slack v is greater than 0, it means v is not on the critical path so that there is more flexibility to choose a cut C that is not in X v , as long as the required time propagated back to the input nodes of this cut is still larger or equal to the minimum arrival times on those nodes. It is easy to see that if C uses up all the slacks available on v, there will exist at least one path in F v that will no longer have the flexibility to pick cuts outside of X n , where n is on that path and n v. So, we want to distribute the slacks along the edges of the entire paths to encourage more nodes on the paths to have the flexibility to search their solution space. We design a simple slack distribution technique, which is applied in terms of the adjusted cost. We define the slack of a cut C rooted on v as follows:
If Slack C < 0, C is not a timing − feasible cut. Choosing it will violate the optimal mapping depth constraint, so such a cut will be discarded. The larger the Slack C , the better for C in terms of slack distribution effects. We then adjust the cost of C accordingly.
All of the local adjustment techniques are implemented in the subroutine pick − cut. Its high-level description is shown in Fig. 10 . share − no is the number of shared inputs of a cut C with existing LUTs. The new cost is the old cost divided by share − no. When share − no is 1, we set it as 1.15 (obtained by empirical study) to count in the sharing effect. The direct effect of sharing an input with an existing LUT is that the portion of area from the input can be ignored for the target cut. Division achieves this purpose by weighing each shared input with the same amount of cost savings. It is a local operation concentrating on edge reduction. We use the term ε · Slack C to count the slack distribution effect. Symbol ε is 0.3 in our case.
Based on these techniques, we developed a single-Vdd mapping algorithm, named SVmap-2, which demonstrates better results than a previous low-power mapping algorithm as shown in the experimental result section. Next, we will extend SVmap-2 to DVmap-2 to consider dual supply voltages.
G. Dual-Vdd Mapping Generation
To support dual-Vdd, the critical path is always driven by V H , and only non-critical paths can be driven by V L to reduce power under the condition that they will not violate the required time of the network. First, all the primary outputs are mapped, then the inputs of the generated LUTs are mapped. Local cost adjustment described in Section IV-F is applied during the mapping process.
The mapping procedure is more complicated than that for single Vdd because of the involvement of level converters. Suppose the relative delay numbers for V H LUT, V L LUT, and converter are 1, 1.4, and 0.3, respectively, Fig. 11 illustrates a scenario. In (a), the right fanout of node R has two possible required times, depending on what kind of LUT node R will use. If R will use V L , the dashed line is the critical path because there is a converter on the path, and 1.7 will be the correct required time for R (1.7 = 3 − 1 − 0.3). If R will use V H , a required time of 2 will be propagated over from the right fanout, and the critical path will be on the left side (the required time for R will be 1.8). Consider another case shown in (b). Here, even when R uses V L , the required time is 1.6 (1.6 = 3 − 1.4) and the critical path does not go through a converter. This shows that we need two special considerations to make the mapping procedure work correctly. First, we can use two types of required times for each node. One is for the case when R is using V H , denoted as req − time(R), and the other for V L , denoted as lvdd − req − time(R). Second, to accurately calculate lvdd − req − time(R), we need to determine where the critical path is located. If the critical path goes through a converter, lvdd − req − time(R) deducts the converter delay from req − time(R). Otherwise, it is equal to req − time(R). Meanwhile, the req − time of fanins of R (x and y in the example) reflects the corresponding changes as well.
If R is using 
To map a node v, we go through the delay of every solution point of every cut rooted on v so that the delay of the solution point fulfills the following delay requirement:
We then go through a cut selection procedure similar to Fig. 9 . The cut selected would use the corresponding voltage V sol . The procedure continues until all the PIs are reached.
The worst case complexity of our DVmap-2 is O(n K ) where K is the LUT input size and n is the total number of nodes in the network. However, similar to DAOmap in [13] , when LUT input K is small, the number of cuts generated for each node v is a small constant because all the cuts are usually generated within a small cone. In average the complexity of the cutenumeration algorithm is practically linear to n for small K (K < 7) [13] . 
H. Dual-Vdd Clustering
T-VPack [27] is an efficient tool to pack LUTs and registers into the logic clusters, but it only supports single Vdd. The original T-VPack minimizes the cluster number by packing as many BLEs as possible into a CLB. In the meantime, it also minimizes the number of external connections (connections between clusters) on the critical path and then reduces the critical path delay. However, to generate the dual-Vdd clustering solution, we need to add a new constraint. We first review the key ideas of T-VPack. Then we introduce our new changes. 1) Overview of T-VPack: T-VPack has three optimization goals. The first is to pack each logic block to its capacity in order to minimize the number of blocks needed (each block is a CLB). The second goal is to minimize the number of inputs to each block in order to reduce the number of connections required between blocks. The last is to minimize the number of external connections (connections between blocks) on the critical path. The first two goals can be achieved through the following attraction function:
where BLE B is packed into block C based on the Attraction value, which is determined by the number of inputs and outputs that B and C have in common. To achieve the last goal, T-VPack extends the above attraction function to include timing information. The first BLE that is placed into a cluster (i.e., block) is the unclustered BLE that is on the critical path. Then, T-VPack adds the most attractive BLEs to the cluster based on the new attraction function to be presented below. It repeats these processes until either no more BLEs will fit into the cluster, or all of the cluster inputs are used. Once a cluster is full, it starts a 
where ε is a very small value that ensures that the Total − Paths − Affected value acts only as a tie-breaking mechanism. G is a normalization factor which is set to the maximum number of nets to which any BLE can connect. α is a tradeoff variable determining how the attraction to be affected by criticality vs. input pin sharing.
2) New Constraint for Dual Vdd:
The goal of dual-Vdd clustering is to pack the BLEs with the same voltage level into the same cluster, while at the same time still keeping all optimization goals of T-VPack. This can be done by adding a new constraint into the packing procedure. When we try to pack the most attractive BLE into a cluster, it checks whether the voltage level of this BLE is the same as the voltage level of the cluster. The voltage level of the cluster is determined by the voltage level of the seed or the first BLE in this cluster. If the seed is a latch or flip-flop, we can check the voltage level of the second or other nodes until we run into a BLE. Then, the voltage of the cluster is determined by the voltage of this BLE. This also means that if the node which T-VPack tries to pack is a latch or flip-flop, we would directly pack it into the cluster. Therefore, latches or flip-flops will be set to either high or low Vdd determined by the voltage level of the cluster itself. Finally, the modified T-VPack outputs the voltage level of each cluster and the clustered netlist for fpgaEva − LP2 to carry out placement and routing and power evaluation. The runtime and complexity of dual-Vdd packing is similar to those of the original T-VPack.
V. Experimental Results
As mentioned before, we name our single-Vdd mapping algorithm SVmap-2 and dual-Vdd mapping algorithm DVmap-2. SVmap-2 follows the delay and power propagation procedure as shown in Section IV-B, uses the cost function in Sections IV-C-IV-D, and relaxes non-critical paths to pick cuts with smaller cost augmented with the local cost adjustment. All the LUTs have the same delay under a 1.3v single Vdd. On the other hand, dual-Vdd settings for DVmap-2 use V H as 1.3v and V L as 0.8v, 0.9v or 1.0v. We carry out various types of comparison studies. The first is to evaluate the quality of SVmap-2 compared to a previously published singleVdd mapping algorithm, Emap [11] . The second is between DVmap-2 and SVmap/SVmap-2 to show how dual Vdd would help to reduce power consumption. Next, we evaluate our dualVdd clustering algorithm. Then, we carry out dynamic power comparisons. Finally, to evaluate how much improvement this paper has obtained over the conference versions [14] , we compare DVmap-2 to DVmap.
To obtain post placement and routing power consumption values for both the single-Vdd and the dual-Vdd cases, an [20] has been used in this paper to implement placement, routing, capacitance/delay extraction and power estimation. 2000 random input vectors have been generated in fpgaEva − LP2 for individual benchmark to carry out gate-level power simulation. A 5% delay overhead of CLB due to Vdd programmability (PMOS tran- sistors in Fig. 2 ) has been set in the dual-Vdd mode. Due to the area increment, a 6% interconnect delay overhead has been considered as well. Both numbers have been suggested by [20] , [28] for 0.1um technology using CLB-based Vdd assignment. An FPGA architecture with a channel width of 100 has been selected.
A. Comparison Between SVmap-2 and Emap
Emap [11] is a low-power single-Vdd mapper that uses cut enumeration-based technique as well. Its mapping procedure is similar to what is presented in Section IV-B although it uses a different cost function. The cost function tries to reduce node duplication, switching activity and LUT connections. It reported 7.6% better power than an area optimization-oriented mapping algorithm using 4-LUT (K = 4). Table IV shows that SVmap-2 offers advantages over Emap in terms of area and total power. Its area is 7.1% smaller on average compared to Emap. The power values are obtained through the power estimator fpgaEva − LP2 for the single-Vdd case. SVmap-2 on average consumes 3.8% less total power compared to Emap after placement and routing. In terms of dynamic power, SVmap-2 achieves a 15.6% dynamic power reduction (Table VIII) .
B. Comparison between DVmap-2 and Single-Vdd Solutions
Table V lists all the post placement and routing power comparisons of the mapping results under dual-Vdd against SVmap (the mapper in the conference version [14] ) and SVmap-2. The combination of V H as 1.3v and V L as 0.8v offers the best power savings of an average of 14.3% and 12.8% over SVmap and SVmap-2, respectively. Fig. 12 shows the ratio of number of V L LUTs over total LUTs in our mapping results. For 1.3v-0.8v, the ratio is the smallest because the larger delay penalty of the 0.8v LUTs prevents more nodes on the non-critical paths from using V L LUTs. The ratio for 1.3v-1.0v is the largest because of the small delay penalty of 1.0v LUTs. However each 1.0v LUT does not save as much power as a 0.8v LUT does. This intuitively explains why 1.3v-0.8v gives the best results among the three in Table V. In Table VI , column 2 shows the percentage of the V L LUTs out of the total LUTs for each benchmark for the 1.3v-0.8v setting. We can observe that for some cases the percentages of the V L -LUT usage are very small, and low Vdd does not provide much advantage for low power in these cases. To better understand this scenario, we collect some details of the 0-network using SVmap-2. The 0-network consists of all the nodes that are on critical paths (slack 0) after mapping. We call these nodes critical LUTs.
Column 3 of Table VI shows the percentage of the critical LUTs out of the total LUTs for each benchmark reported from SVmap-2. We observe that the larger the percentage of critical LUTs for a circuit, the smaller the percentage of V L LUTs that can be accommodated for the circuit. This is easy to understand because our dual-Vdd mapping still guarantees the minimum mapping delay, and only non-critical nodes can use V L cells. Table VII shows that we have a similar ratio of low Vdd clusters over total clusters (Column 5) to the ratio of lowVdd LUTs to total LUTs (Column 6) in DVmap-2. Also, we only have a 1.2% area overhead compared to the original TVPack in terms of total number of CLBs (Column 7). The area overhead is reasonable since we added one additional constraint for dual-Vdd packing, which reduces the flexibility of packing for CLB number reduction. We can observe that dual Vdd is an effective technique for dynamic power reduction. DVmap-2 offers up to 52.7% dynamic power reduction over SVmap-2 on average. The savings are much more significant compared to the total power reduction because leakage power is dominating in the architecture model of fpgaEva − LP2. Modern commercial FPGAs adopted advanced process technologies (e.g., tripleoxide, dual V th transistors, etc.) to reduce leakage power [30] . Thus, dynamic power is still the dominating portion in the total power. For such devices, dual-Vdd mapping and clustering will produce more significant total power reduction.
C. Comparison of original and modified T-VPack
D. Dynamic power comparisons
E. Improvement of DVmap-2/SVmap-2 over [14]
We also performed a comparison between DVmap-2 and the original DVmap [14] for the v1.3-v0.8 case. Details are omitted due to the page limit. DVmap-2 is 0.6% better on LUT number. However, DVmap-2 increases the number of low-Vdd LUTs by 4.3% (level converters increase accordingly). Overall, DVmap-2 is, on average, 2.2% better than DVmap in terms of power consumption. This shows that the new techniques added (Sections IV.D and IV.F) help to improve the mapping results in general. SVmap-2 on average is 2.1% better than SVmap in terms of power consumption (Table V) .
VI. Conclusion
We presented a cut enumeration-based algorithm targeting low-power technology mapping for FPGA architectures with dual supply voltages. We first designed an effective cost function for single-Vdd mapping, and then we extended it to consider dual-Vdd cases. We used a detailed delay and power model for LUTs and level converters of different voltages. The power model considered both dynamic power and static power of LUTs, converters, MUXes, and buffers. Detailed net wire capacitance was modeled as well. The algorithm built all the cases of LUT connections under dual-Vdd scenarios and generated one set of power and delay results for each case to enlarge the low-power solution search space. We also presented a dual-Vdd clustering algorithm adopted from the algorithm T-VPack. Experimental results showed that we were able to save up to 12.8% of total power compared to the new single-Vdd algorithm SVmap-2 and 14.3% of total power compared to the original algorithm SVmap. In terms of dynamic power, we were able to achieve a 52.7% reduction over SVmap-2. We also found that the 1.3v-0.8v dual-Vdd combination offered better power savings compared to the other voltage configurations.
