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A variational problem closely related to the bending energy of curves contained in surfaces
of real 3-dimensional space forms is considered. We seek curves in a surface which
are critical for the total normal curvature energy (and its generalizations). We start by
deriving the ﬁrst variation formula and the corresponding Euler–Lagrange equations of
these energies and apply them to study critical special curves (geodesics, asymptotic lines,
lines of curvature) on surfaces. Then, we show that a rotation surface in a real space form
for which every parallel is a critical curve must be a special type of a linear Weingarten
surface. Finally, we give some classiﬁcation and existence results for this family of rotation
surfaces.
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1. Introduction
The study of elastic curves in surfaces is a classical variational problem initiated in 1691 when Jakob Bernoulli proposed
to determine the ﬁnal shape of a ﬂexible rod. In modern terms, and following the model of David Bernoulli, a curve
immersed in a Riemannian manifold γ : I → Mn is called an elastic curve (or simply, an elastica) if it is a minimum, or, more
generally, a critical point, of the bending energy
∫
γ k
2
g , where kg denotes the geodesic curvature of γ . If n = 2, the problem
of elastic curves in surfaces has a long history but it is really well understood only when M2 is a real 2-space form. In fact,
L. Euler published in 1744 his classiﬁcation of the planar elastic curves [5], and, much more recently, J. Langer and D. Singer
have classiﬁed the closed elastic curves in the 2-sphere and in the hyperbolic plane [13]. Since 1691 the elastica problem
has drawn the attention of a remarkable range of mathematicians, and different approaches have been extensively used to
deal with it (for more details about anything regarding elastic curves see, for instance [7,21], and the references therein),
but little is known for elastic curves in surfaces with non-constant curvature.
On the other hand, if γ : I → M2 ⊂ M3(c) is a curve on a surface M2 immersed in a real space 3-form of constant
curvature c, M3(c), one may wish to analyze the critical curves for the bending energy of the curve in M3(c), but for
variations of γ constrained to lie on the surface. This situation was ﬁrst considered by L.A. Santaló in the context of
Euclidean surfaces, c = 0 [19]. In particular, he obtained the Euler–Lagrange equation of ∫ κ2, κ being the curvature in R3
of a curve γ : I → M2 ⊂ R3, for variations of γ constrained to lie in M2 with prescribed ﬁrst order boundary data. In [17]
a similar problem was studied under different boundary conditions: one of the ends of the curve is allowed to move freely,
although with constant length, on a surface of R3.
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is, from the surface “viewpoint”) about its acceleration, the normal curvature gives us information about its acceleration as
seen from “outside”. Moreover, for such a curve the following relation is derived from the Gauss formula
κ2 = κ2g + κ2n , (1.1)
where κ,κg, κn are, respectively, the curvature of γ in M3(c), and the geodesic and normal curvatures of γ in M2. As
indicated above, extremals of both, the “exterior” elastic energy of the curve,
∫
κ2, for variations constrained to lie on M2,
and of the “interior” elastic energy of curves in M2,
∫
κ2g , have been previously considered by many authors. Hence, rela-
tion (1.1) opens up, in a natural way, the path to investigate critical curves of the total squared normal curvature,
∫
κ2n , for
curves contained in a surface of a 3-dimensional real space form. Minimizers of
∫
κ2n appear to have some signiﬁcance in
the self-assembly analysis of thin ﬁlms formed by block copolymers in a cylindrical phase [20].
More generally, in this work we propose to study curves contained in surfaces immersed in 3-dimensional real space
forms, which are critical for the energy
F r(γ ) :=
∫
κrn, (1.2)
r ∈ R, under given ﬁrst order boundary data. Of course, we may assume that M2 is not totally geodesicaly immersed in
M3(c) since the problem would be trivial in such a case.
When r = 0 the energy (1.2) is nothing but the length functional and its critical curves are geodesics (as long as they
are arc-length parameterized). The case of the total normal curvature, r = 1, requires a separate analysis which is made at
the beginning of Sections 2 and 3. If r = 2 (total squared normal curvature energy) obvious minimizers are asymptotic curves
of the surface (provided that they exist). Also, geodesics in totally umbilical surfaces of M3(c) are always critical curves
in this case. From, (1.1) one sees that a geodesic of a surface γ : I → M2 ⊂ M3(c) is a critical point of the total squared
normal curvature (under suitable boundary conditions), if and only if, it is critical point of
∫
κ2 for variations on M2. Two
easy consequences of this fact are the following. First, since any elastic curve of R3, β , can be included as a geodesic in a
certain minimal surface M2 (Björling problem), one has that β is a critical point of
∫
κ2n in such an M
2. Secondly, any elastic
curve γ of R3 evolves under the Localized Induction Flow without changing shape [8] and it sweeps out a surface M2 in
the Euclidean 3-space on which the different copies of γ form a foliation of M2 by geodesics that are also critical points
of the total squared normal curvature. But one can easily check that not every geodesic of a surface is a critical curve of∫
κ2n (see Example 1), what motivates us to investigate under what conditions special curves on surfaces, such as geodesics,
asymptotic lines and lines of curvatures, are critical.
In Section 2 we compute the ﬁrst variation formula of (1.2) for the constrained problem with ﬁrst order boundary data,
and applied it to study the particular cases of special curves on surfaces. As a consequence, we have that any geodesic line
of curvature of a surface is a critical curve and, therefore, meridians and geodesic parallels of rotation surfaces in M3(c) are
critical. Thus, it makes sense to investigate complete rotation surfaces in 3-dimensional space real forms all whose parallels
are extremals for the energy (1.2). This will be made in Section 3, where a rotation surface in M3(c) will be denoted by Sβ ,
being β the proﬁle curve generating the surface. As suggested in [3], we use the distance of the points of β to the rotation
axis and their height with respect to a ﬁxed geodesic to parameterize Sβ . Under this parametrization, Sβ is determined by
the non-constant coeﬃcient of its ﬁrst fundamental form, denoted here by f (s).
In Section 3 we ﬁrst consider the case r = 1 in Proposition 2. However, the most interesting cases correspond to r /∈ {0,1}
and it is shown that a rotation surface with all parallels critical for (1.2) must be a special case of a linear Weingarten surface
whose determining f (s) must satisfy the non-linear ODE (3.11). Our strategy to study this equation (following the approach
of [2] and [14], for instance) makes use of the analysis of its phase space and then derive from the manipulation of (3.11)
as much information about Sβ as possible. This forces us to consider the different values of c separately.
If c = 0, we can solve (3.11) by quadratures and give a complete classiﬁcation of these surfaces in Propositions 3 and 4.
Moreover, it is shown that they may be considered as graphs over the z-plane which are explicitly given. A curious fact is
shown in Example 3, where when r = −1 (one might be tempted to call the energy (1.2) total “radius of normal curvature”
in this case) the solution is related to another beautiful variational problem: the Millar balloon [16,18].
If c = 0, the results we obtain are less explicit. Nevertheless, for any choice of r /∈ {0,1} we show in Proposition 5 the
existence of a one-parameter family of complete (even compact for some choices of r) smooth rotation surfaces in the
3-dimensional hyperbolic space with critical parallels for (1.2). Finally, the situation in the 3-sphere is poorer. In fact, in
Proposition 6 we prove that only if r = 11−m , m ∈ N, m = 1 one has examples of this kind of complete smooth rotation
surfaces in S3(1).
2. Critical points of ℘r(γ )= ∫γ κrn ds
Let M3(c), c = ±1,0, be the simply connected 3-dimensional real space form of sectional curvature c and consider an
orientable surface M2 isometrically immersed in M3(c). Let ξ be a choice of the unit normal vector to M2. For a unit
speed regular curve γ contained in the surface M2 with unit tangent T , we consider the Darboux frame {T , η, ξ}, where
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{κg, κn, τg}, are deﬁned by the following Darboux’s equations
∇˜T T = ∇T T + 〈Aξ T , T 〉ξ = κgη + κnξ, (2.1)
∇˜Tη = ∇Tη + 〈Aξ T , η〉ξ = −κg T + τgξ, (2.2)
where ∇˜ , ∇ denote the Levi–Civita connections of M3(c)3 and M2, respectively, and Aξ stands for the Weingarten map.
Combining (2.1) and (2.2) on has
Aξ T = κnT + τgη. (2.3)
As usual, curves with zero geodesic curvature are called geodesics, curves whose tangent vector at any point is an eigenvector
for Aξ are called lines of curvature, while asymptotic lines are deﬁned as those curves with null normal curvature at any point.
Observe that lines of curvature have zero geodesic torsion.
As usual, the Frenet frame of a unit speed regular curve γ of M3(c) is denoted by {T ,N, B} while {κ, τ } represent the
corresponding Frenet curvature and torsion of γ in M3(c) which are deﬁned by
∇˜T T = κN, (2.4)
∇˜T N = −κg T + τ B, (2.5)
∇˜T B = −τN. (2.6)
Given r ∈ R and a smooth curve on a surface, γ : I = [0,1] → M2, t → γ (t), we consider the following energy deﬁned
on γ
℘r(γ ) =
∫
γ
κrn ds, (2.7)
where s denotes the arc-length parameter of γ . If r = 0, then critical curves of ℘0(γ ) = Length(γ ) are simply geodesics, so
we assume that r = 0. For arbitrary given points pi ∈ M2, i ∈ {0,1} and vectors vi ∈ T pi M2, i ∈ {0,1}, we wish to analyze
the variational problem associated to ℘r acting on immersed curves of the following space,
Ω(pi, vi) =
{
β : I→ M2, β(i) = pi, dβ
dt
(i) = vi, i ∈ { 0,1}
}
, (2.8)
where, dβdt (t) denotes the derivative with respect to the parameter t ∈ I. From now on, we will simply denote Ω(pi, vi)
by Ω . In particular, Ω may consists of the space of closed curves pinned at a point p ∈ M2.
Then, given a curve γ ∈ Ω , a variation of γ by curves in Ω is a “curve” of Ω which passes through γ . That is, it is a
smooth map Γ : I× (−ε, ε) → M2, (t,w) → Γ (t,w), such that Γ (t,0) = γ (t) and Γ (t,w) := γw(t) ∈ Ω , ∀w ∈ (−ε, ε). The
variation vector ﬁeld of Γ along γ ∈ Ω , W (t) = ∂Γ
∂w (t,0), is proper, i.e. W (i) = 0, i ∈ {0,1}. A curve γ ∈ Ω will be said to
be admissible for the variational problem associated to ℘r , if for any proper vector ﬁeld W (t) on γ , there exists a variation
Γ of γ by curves of Ω with variation ﬁeld W (t), such that the energy (2.7) is well deﬁned for all the curves of Γ . Such a
variation will be called admissible variation. An admissible curve is said to be critical for ℘r if ddw |w=0℘
r(Γw(s)) = 0 for any
admissible variation of γ .
Let K : M2 → R be the Gauss–Kronecker curvature and take the open set of M2 deﬁned by K−1(R − {0}) = A1 ∪ A2,
where A1 = K−1(−∞,0), A2 = K−1(0,∞). We claim that there are admissible curves in both A1 and A2 (provided they
are not empty). Any curve lying in A2 is admissible, since K> 0 implies that the two principal curvatures are both either
positive or negative on A2, and the principal curvatures give the maximum and minimum of the normal curvatures. Thus,
after choosing a suitable orientation, kn > 0 and ℘r is well deﬁned for any curve lying in A2.
We say that a point γ (so) of a curve γ : I→ M2 of a surface is an asymptotic point of γ if kn(so) = 0. Now, take a curve
in A1 with no asymptotic points. It is enough to consider the lines of curvature to see that there exist such type of curves
in A1. We have
Lemma 1. Any curve in A1 with no asymptotic points is an admissible curve.
Proof. Let γ : I → A1 ⊂ M2 be a curve with no asymptotic points. Let vi = γ (i), i ∈ {0,1}. Take any proper ﬁeld γ , W (t).
We know there exists a variation of γ by curves of Ω , Γ : I× (−, ) → M2, with variation ﬁeld W (t) = ∂Γ
∂w (t,0). Deﬁne
kn(t,w) =
〈
σ
(
∂Γ
(t,w),
∂Γ
(t,w)
)
, ξ(t,w)
〉
,∂t ∂t
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in M3(c). Then kn(t,0) = kn(γ (t)) = 0. Thus C = I× {0} ⊂ k−1n (R− {0}). Consider the subsets D = I× [−1, 1] with 1 <  ,
and B = k−1n {0} ∩ D . If B = ∅ we are done. If B = ∅, then B and C are compact in D and taking ρ = d(C, B), η < ρ/2, then
E = {q = (t,w) ∈ D; d(q,C) < η} is open in D . Moreover, E ∩ B = ∅, since q ∈ E ∩ B = ∅ would imply d(C, B)  d(q,C) <
η < ρ , which is not possible. Thus kn(t,w) = 0, for any (t,w) ∈ E .
Therefore, the variation Γ˜ : I × (−η,η) → M2 satisﬁes kn(t,w) = 0 and has the same variation ﬁeld W (t) as Γ (t,w).
Hence, γ is an admissible curve. 
Corollary 1. Any non-asymptotic line of curvature is an admissible curve. In particular, non-asymptotic parallels of a rotation surface
are admissible curves.
Of course, in order that the admissibility condition for γ can be fulﬁlled for any curve in M2, some additional assump-
tions are needed. For instance, one may assume that: (i) G > c, where G denotes the Gaussian curvature of M2 (which
would imply κn > 0 for any curve γ in the surface); or (ii) r = 2m and m ∈ { 12 } ∪N; etc. In these cases, all curves in Ω are
admissible.
Now, assume that γ : I → M2 with γ ∈ Ω is an admissible curve of M2. Let Γ : I× (−, ) → M2 be a variation of γ
with γ (t,0) = γ (t) and variation ﬁeld W (t) = ∂Γ
∂w (t,0). We denote by V (t,w) = ∂Γ∂t (t,w), W (t,w) = ∂Γ∂w (t,w), v(t,w) =
‖V (s, t)‖, T (t,w) = 1v V (t,w). Then, we have the following identities involving the variation vector ﬁeld along γ [13]
[V ,W ] = 0, [W , T ] = −〈∇T W , T 〉T , (2.9)
W (v) = ∂v
∂w
= 〈∇T W , T 〉v. (2.10)
For simplicity we put Aξ := A. Thus, using 〈AT , T 〉 = κn , the symmetry of A, and the Codazzi equation in a real space
form, (∇X A)Y = (∇Y A)X , for any vector ﬁelds X, Y tangent to M2, we have
W
(
κrn
)= rκr−1n 〈(∇W A)T , T 〉+ 2rκr−1n 〈∇W T , AT 〉. (2.11)
The Codazzi equation and the symmetry of A also imply 〈(∇X A)Y , Z〉 = 〈(∇Y A)Z , X〉, for any vector ﬁelds X, Y , Z tan-
gent to M2. Combining this formula with (2.10), (2.11) and using the Frenet equations (2.5), one obtains
δ℘r(γ ) = ∂
∂w |w=0
(
℘r
(
Γ (t,w)
))= ∂
∂w |w=0
∫
γ
κrn ds =
∂
∂w |w=0
1∫
0
κrnv dt =
1∫
0
W
(
κrn
)
v dt +
1∫
0
κrnW (v)dt
= r
∫
γ
κr−1n
〈
(∇W A)T , T
〉
ds + 2r
∫
γ
κr−1n 〈∇W T , AT 〉ds +
∫
γ
κrn〈∇T W , T 〉ds
= r
∫
γ
κr−1n
〈
(∇T A)T ,W
〉
ds + 2r
∫
γ
κr−1n 〈∇W T , AT 〉ds +
∫
γ
κrn〈∇T W , T 〉ds. (2.12)
Now, combining the second equation of (2.11) with (2.12), (2.3) and integrating by parts we get
δ℘r(γ ) = r
∫
γ
κr−1n
〈
(∇T A)T ,W
〉
ds + 2r
∫
γ
κr−1n τg〈∇T W , η〉ds +
∫
γ
κrn〈∇T W , T 〉ds
=
∫
γ
〈E(γ ),W 〉ds + B(γ ,W ), (2.13)
where
E(γ ) = rκr−1n (∇T A)T − 2r
d
ds
(
κr−1n τg
)
η + 2r(κr−1n τgκg)T − dds (κrn)T − (κrnκg)η, (2.14)
and the boundary term is given by
B(γ ,W ) = (κrn〈W , T 〉 + 2rκr−1n τg〈W , η〉)∣∣10. (2.15)
But B(γ ,W ) vanishes identically because Γ (t,w) := γw(t) ∈ Ω , ∀w ∈ (−ε, ε), and since W is arbitrary, we obtain that
a curve γ ∈ Ω is a critical point of ℘r , if and only if, E(γ ) = 0.
Now, the matrix of the Weingarten map A along γ with respect to the frame {T , η} can be written as
A =
(
κn τg
τ 2H − κ
)
, (2.16)g n
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(∇T A)T = ∇T AT − ∇T T
=
(
d
ds
(κn) − 2κgτg
)
T +
(
2κgκn − 2κg H + d
ds
τg
)
η. (2.17)
Finally, form (2.12) and (2.17) we have
E(γ ) =
(
(2r − 1)κrnκg − 2rHκr−1n κg − rκr−1n
dτg
ds
− 2rτg dκ
r−1
n
ds
)
η. (2.18)
Hence, we obtain
Proposition 1. Let γ ∈ Ω be an admissible curve contained in a surface M2 of M3(c). Then, γ is a critical point of ℘r , if and only if,
(2r − 1)κrnκg − 2rHκr−1n κg − rκr−1n
dτg
ds
− 2rτg dκ
r−1
n
ds
= 0. (2.19)
If the curve is closed, that is, if p1 = p2; v1 = v2, then we immediately conclude from the above proposition
Corollary 2. A closed admissible curve γ contained in a surface M2 of M3(c) is a critical point of ℘r , if and only if, it satisﬁes (2.19).
In the 2-sphere, S2(ρ), any curve has constant normal curvature κn = 1ρ , ρ being the radius of the sphere. Therefore,
℘r(γ ) = ∫γ κrn is basically the length functional and geodesics are the only critical points of (2.7) in S2(ρ) (of course, this
can be deduced also from (2.19), since τg = 0, for any curve in S2(ρ)). But, geodesics are not critical points in general.
Example 1. For a ﬁxed θo ∈ (0,π), the family of helices γθ (s) = (cos(cos θ · s), sin(cos θ · s), sin θ · s), θ ∈ (0,π), s ∈ (0,π/2)
is a variation of γθo (s) by geodesics of the right circular cylinder of R
3. However, the total squared normal curvature for this
variation is F(θ) = cos2 θ Length(γθ ) and, therefore, γθo (s) is not a critical curve of
∫
κ2n (for the problem with prescribed
ﬁrst order boundary data on the initial point, free endpoint and ﬁxed length).
The following results, which are clear from (2.19), give us conditions under which a geodesic, line of curvature or asymp-
totic curve is critical.
Corollary 3. Assume r = 1. Let γ ∈ Ω be an admissible curve contained in a surface M2 of M3(c), and consider the variational problem
associated to ℘r . We have:
1. If r ∈N, then any asymptotic curve γ of M2 is a critical point of ℘r .
2. If γ is line of curvature in M2 , then γ is a critical point of ℘r , if and only if, one of the following cases occurs: (i) γ is a geodesic
of M2; or (ii) r ∈ N and γ is an asymptotic curve of M2; or (iii) (2r − 1)κn = 2rH along γ . In the latter case, γ is made up of
elliptic points of M2 when r /∈ (0,1) and of hyperbolic points of M2 when r ∈ (0,1) .
3. If γ is a geodesic of M2 , then γ is a critical point of ℘r , if and only if, the function τκ2(r−1) is constant along γ (here κ and τ are
the Frenet curvature and torsion of γ in M3(c)).
Proof. The ﬁrst and second parts are clear from (2.19). As for the third part, we simply notice that, since γ is a geodesic
we have κg = 0, τg = τ and κn = κ . Then (2.19) reduces to
κr−1 dτ
ds
+ 2τ dκ
r−1
ds
= 0. (2.20)
Since κ > 0 almost everywhere along γ , it is enough to multiply (2.20) by κr−1 to conclude. 
Helices of M3(c) (that is, curves with constant curvature and torsion) which are included as geodesics in a surface M2
are called helical geodesics. Thus helical geodesics of M2 are critical curves of ℘r , ∀r = 1. In particular, geodesics of circular
cylinders in R3, geodesics of surfaces equidistant to a geodesic in H3(−1), and geodesics of Hopf tori shaped on circles
in S3(1), are examples of critical points for the energy ℘r , r = 1. The latter case can be used to obtain examples of closed
critical curves. Planar geodesics (τ = 0) are also critical for ℘r , ∀r = 1. Thus, meridians and geodesic parallels of rotation
surfaces are critical geodesics.
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1. An asymptotic curve γ of M2 is a critical point of ℘r , if and only if, dτgds = 2Hκg .
2. A line of curvature γ of M2 is a critical point of ℘r , if and only if, (i) γ is a geodesic of M2 , or (ii) κn = 2H along γ . In the latter
case, γ is made up of ﬂat points of M2 .
3. A geodesic γ of M2 is a critical point of ℘r , if and only if, its torsion τ is constant along γ .
As before, helical geodesics contained in surfaces of M3(c) are examples of critical points for the total normal curvature.
It is easy to see that helical geodesics are the only geodesics of a surface which are critical for ℘r , ∀r.
3. Complete rotational surfaces in M3(c) with critical parallels
As a consequence of cases 2 in Corollaries 3 and 4, any admissible geodesic of a surface which is also line of curvature
(and, therefore, a planar curve) is a critical curve of (2.7). Thus, all meridians of rotational surfaces are critical (what can
be used to obtain many examples of closed critical curves). In this section, we wish to study rotational surfaces all whose
parallel are also critical for a given energy ℘r .
We start with a brief reminder on rotation surfaces. Let M3(c) be a complete, simply-connected Riemannian manifold
with constant curvature c ∈ {0,±1}. As models for M3(c) we will take the Euclidean space R3, for c = 0; the unit sphere
S
3(1), for c = 1; and the upper semispace H3(−1) = {x ∈ R3; x3 > 0}, for c = −1, with the usual metrics if c ∈ {0,1}, and
the hyperbolic metric if c = −1.
Take Φ ∈ Isom+(M3(c)) an orientation preserving isometry of M3(c). If c ∈ {0,1}, we assume that Φ is a rotation whose
axis is a given geodesic α, while if c = −1, we assume that Φ corresponds to an elliptic Moebius transformation T of the
Riemann sphere S2; i.e. T is determined by a matrix of the projective linear group H ∈ PGL(2,C) whose trace is real and
satisﬁes 0  tr2H < 4 (for more details see [6, p. 46]). An elliptic Moebius transformation is conjugate to z → eiθ z which
rotates the Riemann sphere ﬁxing 0 and ∞. Hence T has two different ﬁxed points on S2 and the geodesic of the hyperbolic
space which joins them, α, remains pointwise ﬁxed by the action of the motion Φ on H3(−1). In this case we also call
α the axis of Φ . The group of all isometries in Isom+(M3(c)) with the same axis is isomorphic to SO(2)  S1 and acts
naturally on M3(c).
A rotation surface, M2 ⊂ M3(c), c ∈ {0,1}, is an SO(2)-invariant surface, where SO(2) is considered to be the subgroup
of isometries Isom+(M3(c)) acting as explained before. Thus, our rotation surfaces in H3(−1) coincides with the spherical
rotation surface of H3(−1) deﬁned in [3]. SO(2) ﬁxes all the points of the rotation axis α, and rotates a curve β (the proﬁle
curve) around α sweeping out a rotation surface which will be denoted by Sβ for now on. If the curve β crosses the rotation
axis, it must be symmetric with respect to α, so we may assume that α is given by {x ∈ M3(c); x1 = x2 = 0} and that β
is contained in {x ∈ M3(c); x2 = 0, x1  0}. The orbit of every point of β is a circle which can be parameterized by the
rotation angle θ . As parameters of the rotation surfaces Sβ we take (s, θ), where s is the arc-length of β . The radii of the
orbital circles will be denoted by ϑ(s) and correspond to the Riemannian distance from β(s) to the axis α. Then, the ﬁrst
fundamental form of M2 is given by (see [22])
I = f (ϑ(s))2 dθ2 + ds2, (3.1)
where f (ϑ) = ϑ, sinϑ , or sinhϑ , for c = 0,1, or −1, respectively. Moreover, if we take the proﬁle curve β(s) parameterized
by arc-length, and we denote by h(s) the Riemannian height, with respect to a ﬁxed chosen origin in α, of the point where
the geodesic starting at β(s) meets α orthogonally, we have
ϑ˙(s)2 +
(
df
dϑ
)2
h˙(s)2 = 1, (3.2)
where, along this section the upper dot means derivative with respect to s.
Combining (3.2) with the deﬁnition of f (ϑ), one obtains
h˙(s)2 = 1− cf
2 − f˙ 2
(1− cf 2)2 , (3.3)
for c ∈ {0,±1}. Asymptotic parallels correspond to h˙(s) = 0. If all parallels were asymptotic curves, then (3.3) would imply
h˙(s) = 0, that is, (3.2) would give ϑ(s) = s+λ; λ ∈R and the surface Sβ would be a totally geodesic surface M2(c) in M3(c).
So we assume that non-asymptotic parallels is a non-empty family. Now, at non-asymptotic parallels the principal curvatures
of M2 are given by [3]
κ1(s, θ) = f¨ + cf√
1− cf 2 − f˙ 2
,
κ2(s, θ) = −
√
1− cf 2 − f˙ 2
. (3.4)
f
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the normal curvature of the parallel.
From Corollary 1, every non-asymptotic parallel is an admissible curve for ℘r(γ ). We want to identify now those surfaces
of revolution all whose parallels are critical for ℘r(γ ) = ∫γ κrn ds, for a given r ∈ R. We consider cases r = 1 and r = 1
separately.
3.1. Case r = 1: Total normal curvature energy
First, we take care of case r = 1. We wish to prove
Proposition 2. Let Sβ be a complete rotation C2-surface of M3(c) all whose parallels being critical curves for the total normal curvature
℘(γ ) = ∫γ κn ds. Then:
1. If c = 0, Sβ is either a plane or a right circular cylinder.
2. If c = 1, Sβ is either a totally geodesic 2-sphere S2(1) or a ﬂat cylinder S1(
√
1− b2 ) × S1(b), 0< b < 1.
3. If c = −1, Sβ is a totally geodesic hyperbolic plane, or a ﬂat equidistant surface to the axis of rotation, or a rotation surface swept
out by a geodesic.
Proof. Since parallels are lines of curvature, we have τg = 0 on them and, according to (2.19), a parallel γ of Sβ will be a
critical point of ℘1 : Ω → M3(c) if and only if
κgκβ = 0, (3.5)
where κg = f˙f is the geodesic curvature of the parallel. Let B denote the closed subset B = {p ∈ Sβ ; f˙ (p) = 0} and set
X = Sβ − B . Assume ﬁrst that the interior of B , B˚ , is not empty. Then, by continuity, we have f = μ > 0, μ ∈ R, f¨ (p) = 0
on ¯˚B . If X = ∅, then f would be constant on Sβ and using (3.4) we see that they are ﬂat, non-totally umbilical, isoparametric
surfaces. Hence, using Cartan’s classiﬁcation [4], we obtain the non-totally geodesic surfaces of Proposition 2. If X = ∅, then
we take a curve α in M2 joining two points p1 ∈ X and p2 ∈ B˚ . This curve will cut the boundary of B˚ at one point q. On X
we have f˙ = 0, then κg = f˙f and (3.5) in combination with (3.4) give f¨ = −cf on X . Taking sequences {xn, n ∈N} of points
in X converging to q from both sides of the curve α, we could use the continuity of f¨ and f to get c = 0. Therefore, f¨ = 0
on X ∪ ¯˚B and, consequently, f¨ = 0 on Sβ . But this would mean that f˙ is constant on the whole surface and the constant
must be zero since B = ∅. This contradicts the fact that X = ∅.
On the other hand, if B˚ = ∅, then X would be an open dense subset of Sβ and (3.5) would give us that the rotating
curve β is a geodesic in X and, therefore, on Sβ . This implies that the Kronecker curvature K= κnκβ = 0 and, consequently
the Gaussian curvature G= c. By using the Hartmam–Niremberg theorem [9], we see that, if c = 0, Sβ must be a cylinder
shaped on a plane curve. Since B˚ = ∅ the only possible choice for Sβ is to be a plane. Analogously, it is well known that
the only complete surface of S3(1) with Gaussian curvature 1 is the totally geodesic S2(1). If c = −1, then we have that Sβ
must be a rotation surface with G= −1, so K= κnκβ = 0 implies that κβ = 0 and it must be a rotation surface swept out
by a geodesic of the hyperbolic plane. This concludes the proof. 
Remark 1. Rotation surfaces for which f is constant are usually called cylinders. Complete cylinders of M3(c) correspond
to the non-totally geodesic cases described in Proposition 2. It is easy to see from the above computations that rotation
C2-surfaces of M3(c) with every parallel being a geodesic are precisely the cylinders. Also, as it has been mentioned before,
rotation surfaces satisfying that every parallel is an asymptotic curve must be totally geodesic surfaces in M3(c).
From now on, we assume that the interior of the set {s ∈ I; f˙ (s)h˙(s) = 0} is empty. Hence, the family of non-geodesic
non-asymptotic parallels is not empty.
3.2. Case r /∈ {0,1}
From Corollary 1, we know that all non-asymptotic parallels of a rotation surface are admissible for the variational
problem associated to ℘r(γ ) = ∫γ κrn ds. Assume, in addition, that all admissible parallels of Sβ are closed critical curves for
℘r(γ ) = ∫γ κrn ds. Since parallels are lines of curvature, we have τg = 0 and we obtain from case 2(i) of Corollary 2 that a
critical admissible parallel γ of Sβ will be a critical point of ℘r , if and only if, it is either a geodesic or it satisﬁes
rκβ = (r − 1)κn. (3.6)
At this point, we restrict ourselves to the open set O formed by the non-asymptotic parallels. O ⊂ Sβ is deﬁned by
the condition 1 − cf 2 − f˙ 2 > 0. Take a non-geodesic parallel γ lying in O . Since all parallels satisfy the Euler–Lagrange
equation (2.19), we have that γ satisfy (3.6). Thus, on O the Kronecker curvature, K, and mean curvature, H, are related by
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where a = rr−1 = 1 and O becomes a particular case of a linear Weingarten surface [10]. Moreover, combining (3.6) and
(3.4) we see that f (s) must satisfy
1− cf 2 − f˙ 2 = −af ( f¨ + cf ),
f˙ 2 + cf 2  1,
f > 0, (3.8)
with a = rr−1 . If f (s) were constant, then Sβ would be a cylinder but this is impossible because this possibility has been
ruled out before, so we may assume that f (s) is not constant. After some easy manipulations one obtains that a ﬁrst integral
of the ﬁrst equation in (3.8) is
f˙ (s)2 = 1− cf 2 − μ f 2/a, (3.9)
for a certain positive constant μ > 0. Hence∫
df√
1− cf 2 − μ f 2/a = ±(s + λ), (3.10)
where λ ∈ R is a constant of integration. If we denote by Dc = {(x, y) ∈ R2; y2 + cx2  1; x > 0}, then using the theory of
ODEs one sees that any local solution of (3.9) can be extended as long as ( f , f˙ ) remains in Dc . Combining (3.9) with the
ﬁrst equation of (3.8) gives also
f¨ (s) = −cf (s) − μ
a
f (s)
2−a
a , (3.11)
with a = rr−1 and μ ∈R+ .
We distinguish three cases according to the sign of c
3.2.1. r /∈ {0,1} and c = 0
Then, O ⊂ Sβ is a linear Weingarten surface satisfying (3.7). Actually, every surface of revolution is a Weingarten surface
and, conversely, it has been proven in [23] that any closed analytic Weingarten surface of R3 of genus zero is necessarily
a surface of revolution. H. Hopf classiﬁed the closed convex C2-surfaces of revolution whose principal curvatures satisfy
κn = aκβ , with a < 1 [10]. We are looking for complete surfaces of revolution Sβ , which are not assumed to be convex, in
principle.
In this case, the local parametrization of Sβ given at the beginning of this section is nothing but the standard local
parametrization of a surface of revolution Sβ : x(s, θ) = ( f (s) cos θ, f (s) sin θ,h(s)), where β(s) = ( f (s),h(s)), f (s) > 0, is a
unit speed local parametrization of the portion of the proﬁle curve in the positive xz-plane. Now, Eqs. (3.8), (3.9) and (3.11)
turn out to be, respectively
1= f˙ 2 − af f¨ ,
f˙ 2  1,
f > 0, (3.12)
f˙ (s)2 = 1− μ f (s)2/a, (3.13)
f¨ (s) = −μ
a
f (s)
2−a
a , (3.14)
with a = rr−1 and μ ∈R+ . Moreover, using (3.3) and (3.13), we obtain that,
h˙(s) = ±√μ f (s) 1a . (3.15)
From Eqs. (3.12)–(3.14) one sees that f (s) must have a critical point so = 0, which, without loss of generality, we may take
so = 0. That is, we consider the solution of (3.13) f (s) satisfying
f (0) = 1
μa/2
, (3.16)
which combined with (3.3) and (3.13) gives
h˙(0) = 1, f˙ (0) = 0. (3.17)
Since f˙ (0) = 0, it is not diﬃcult to see that the solution through 0 is symmetric with respect to the line y ≡ h(0). Up to
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h(0) = 0. (3.18)
In the remaining part of the paper, we are going to denote by H(ζ,ϑ, ν, y), with ζ,ϑ, ν ∈R and ν /∈ −N∪{0}, 0< y < 1,
the Gaussian hypergeometric function, while Γ (z) will represent the Gamma function.
We ﬁrst, consider the subcase r /∈ (0,1). We have the following
Proposition 3. Denote by Sβ a complete C∞ surface of revolution in R3 (with at most a ﬁnite number of asymptotic parallels and
geodesics) swept out by revolving a curve β around the z-axis in R2 . Take a ﬁxed real number r ∈R such that r /∈ (0,1). Assume that
all non-asymptotic parallels of Sβ are critical points of ℘r , then:
1. r = 11−n (equivalently, a = 1n ) for some n ∈N, n = 1 and Sβ is compact surface of revolution of genus 0.
2. Up to vertical translations, β admits a unit speed parametrization β(s) = ( f (s),h(s)), f > 0, where f (s) is determined by
(s + λ)2 = f 2(s)H2
(
1
2n
,
1
2
,1+ 1
2n
,μ f 2n(s)
)
, (3.19)
with μ ∈R+ , λ ∈R, and h(s) is given by (3.15) with a = 1n .
3. The curve β is a graph over the z-axis, with two limiting points on it, which can be obtained by gluing together the two graphs on
the x-axis deﬁned by
±
(˜
h(x) + 1
1− n
√
π
μ1/2n
Γ ( 1+3n2n )
Γ ( 1+2n2n )
)
=
√
μ
1− n x
1+n H
(
1+ n
2n
,
1
2
,
1+ 3n
2n
,μx2n
)
, (3.20)
where μ > 0 and x > 1
μ1/2n
.
Conversely, for a given n ∈N, n = 1, any solution of (3.19), in combination with (3.15) and a = 1n , can be used to construct C∞ surfaces
of revolution in R3 all whose parallels are closed critical points of ℘r with r = 11−n . Alternatively, the graphs described in part 2 of
Proposition 3 can be used for this purpose.
Proof. If r /∈ (0,1), then a > 0. Denote by Q (x) the function Q (x) = 1 − μx2/a . Since μ,a > 0, it decreases monotonically
from Q (0) = 1 to Q ( 1
μa/2
) = 0. Hence, 0 < f (s)  1
μa/2
and ( f , f˙ ) does not leave Dc . Without loss of generality we are
assuming that f (0) = 1
μa/2
, what means that f˙ (0) = 0, and the symmetry of (3.13) implies that the maximal interval of
deﬁnition of f (s) is (−ε, ε). Up to vertical translation, we may also take h(0) = 0. Moreover, ε = ∞. Otherwise, (3.13)
would imply that f (s) is bounded and monotonic in (0,∞), what would give in turn that lims→∞ f˙ (s) = 0, which is
impossible because f (0) = 1
μa/2
and (3.13) would imply that f (s) is constant. Also, since f (s) is bounded in Dc , it must
approach the boundary of Dc as s goes to ±ε: lims→±ε f (s) = 0. Analogously, from (3.15), we have h˙(s) = 0, ∀s ∈ (−ε, ε)
what means that β is a graph over the z-axis.
Thus, the portion of the proﬁle curve on the half-plane x > 0 of the xz-plane, can be unit speed parameterized by
β(s) = ( f (s),h(s)), where f (s) > 0 and h(s) is a graph over the z-axis. This portion of the proﬁle curve has two limit
points on the z-axis that we study now. Combining (3.13) with (3.15) we obtain, for any 0 < a < 1, lims→±ε f˙ (s) = ±1 and
lims→±ε h˙(s) = 0. This means that Sβ is a complete rotation C2-surface. Yet more, from (3.14) and (3.15) one sees that Sβ
is a complete rotation C∞-surface, if and only if, a = 1n , n ∈N,n > 1. This proves claim 1.
Now, by making the substitution u = μ f 2a , we obtain from the ﬁrst equation of (3.12)
±(s + λ) = a
2μ
a
2
y∫
0
u
a
2−1(1− u)− 12 du, (3.21)
where λ ∈ R is a constant of integration. Now, the integral on the right side is nothing but the incomplete Beta function
B y(
a
2 ,
1
2 ), which is related to the Gaussian hypergeometric function by B y(d, e) = d−1H(d,1 − e,1 + d, y), for d, e > 0 [1].
Hence, from (3.21) we get
(s + λ)2 = f 2(s)H2
(
a
2
,
1
2
,1+ a
2
,μ f
2
a (s)
)
, (3.22)
where a = r , μ ∈R+ . Now taking a = 1 we obtain (3.27). This proves claim 2.r−1 n
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On the other hand, dividing (3.15) by f˙ (s) away from s = 0 and using (3.13) we obtain
d˜h
dx
=
√
μx
1
a√
1− μx2/a , (3.23)
where we are denoting h( f (s)) = h˜(x). By proceeding similarly to the previous case, one can integrate (3.23) to obtain
±( h˜(x) + d)= a√μ
1+ a x
1+ 1a H
(
1+ a
2
,
1
2
,1+ 1+ a
2
,μx2/a
)
, (3.24)
with d ∈ R, 0  x  xo and f (0) = xo = 1μa/2 . Moreover, in this case, 1+a2 + 12 − (1 + 1+a2 ) = − 12 < 0, what means that
H( 1+a2 , 12 ,1+ 1+a2 ,μx2/a) converges absolutely for x= xo and we can compute
H
(
1+ a
2
,
1
2
,1+ 1+ a
2
,1
)
= Γ (
a+3
2 )Γ (
1
2 )
Γ (1)Γ (a+22 )
. (3.25)
Finally, since h(0) = 0, we combine (3.24) with and Γ (1) = 1,Γ ( 12 ) =
√
π to get
d = a
1+ a
√
π
μa/2
Γ (a+32 )
Γ (a+22 )
. (3.26)
We already knew that β is a graph over the z-axis. Now, this graph can be obtained by gluing together the two graphs
on the x-axis deﬁned in (3.24) with d given in (3.26). This ﬁnishes the proof. 
Remark 2. As it has been mentioned before, H. Hopf proved in [10] that for any real number 0 < a < 1 there is a (essen-
tially unique) closed convex C2-surface of revolution in R3 whose principal curvatures satisfy κn = aκβ . These surfaces are
analytical, if and only if, 1a is an odd integer [10,12]. Therefore, the surfaces given in the above proposition belong to the
Hop’s family and they are analytical if r = − 12n , n ∈ N (see Fig. 1(b)). In [12] Hofp’s method is extended to study the class
of surfaces of revolution in R3 with a functional relation between the principal curvatures. In particular, formula (3.23) was
given in p. 117 of [12].
Remark 3. The Gaussian curvature of Sβ in the above proposition is positive except at the two points on the z-axis. At such
points the Gaussian curvature of Sβ vanishes since (3.14) gives G(s, θ) = − lims→±ε f¨ (s)f (s) = 0. These two points would be
the only umbilical points of Sβ . According to the classical conjecture traditionally attributed to Carathéodory, there exist
at least two umbilical points on every C3-smooth closed convex surface in Euclidean 3-space. It seems that most attempts
to proving this conjecture have not been totally satisfactory but V. Ivanov has recently proved the conjecture for analytical
surfaces [11].
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solving Eq. (3.19) and then using (3.15). Thus, in general, it is much easier to use (3.20) in order to determine the proﬁle
curve β . A couple of examples where the unit speed parametrization is explicitly given are the following:
Example 2. r = 2.
In this case a = 2 and the right term in (3.22) is 4
μ2
(1 −√1−μ f (s))2 so that the solution is f (s) = −μs24 + ε1s + ε2,
where μ ∈ R+ and ε1, ε2 ∈ R are constants of integration satisfying ε2 + ε21 = 1. Choosing suitable constants so that this
polynomial f (s) has two real roots, we obtain a non-closed surface of revolution with all parallels critical for ℘2(γ ) = ∫γ κ2n .
However, since a = 1n , we see from Proposition 3 that Sβ is a non-smooth C2-surface. See Fig. 1(a).
Example 3. r = −1.
In this case a = 1/2 and the right term in (3.22) is
f 2(s)H2
(
1
4
,
1
2
,
5
4
,μ f 4(s)
)
= F
2(sin−1(μ 14 f (s)),−1)
μ
1
2
, (3.27)
where H(p,q, r, y) denotes the Gaussian hypergeometric function and F(φ,m) stands for the elliptic integral of the ﬁrst kind.
Solving (3.27) gives
f (s) = sn(ε1 + μ
1
4 s,−1)
μ
1
4
, (3.28)
where sn(x,m) denotes the Jacobi sine elliptic function, μ ∈ R+ and ε1 ∈ R is suitable choice of a real number. From Propo-
sition 3 we have that Sβ is a smooth closed surface of revolution with all parallels critical for ℘−1(γ ) =
∫
γ κ
−1
n . See
Fig. 1(b).
We observe that if r = −1 then (3.6) gives κβ = 2κn . This means that the rotation surfaces of Example 3 appear also in
connection with another variational problem: the Mylar balloon. The Mylar balloon is constructed by taking two circular
disks of Mylar (a polyester ﬁlm made up of Polyethylene Terephtalate), sewing them along their boundaries and then
inﬂating with either air or helium. Surprisingly enough, these balloons are not spherical as one might expect from the
fact that the sphere maximizes the volume for a given surface area [18]. It turns out that the only surfaces of revolution
verifying κβ = 2κn are the Mylar balloons [16].
Remark 4. If r were a natural number asymptotic parallels would be admissible. Then, we may suppress the ﬁniteness
condition on the number of geodesics and asymptotic lines, and other totally geodesic surfaces and cylinders would appear.
Now, we consider the case r ∈ (0,1). We wish to prove
Proposition 4. Denote by Sβ a complete C∞ surface of revolution (with at most a ﬁnite number of asymptotic and geodesic parallels)
swept out by revolving a curve β around the z-axis in R3 . Take a ﬁx real number r ∈ R satisfying r ∈ (0,1). Assume that all non-
asymptotic parallels of Sβ are critical points of ℘r , then up to vertical translations:
1. The proﬁle curve β admits a unit speed parametrization β(s) = ( f (s),h(s)), such that
(i) If r = 2m2m+1 for any m ∈N (equivalently, if a = −2m), then f (s) is determined by Eq. (3.22) with a = rr−1 ;
(ii) If r = 2m2m+1 for some m ∈N (equivalently, if a = −2m), then f (s) is determined by Eq. (3.30).
In both cases, h(s) is given by (3.15).
2. Moreover, β is included in the x-positive semiplane as an unbounded graph over the z-axis and
(i) If r = 2m+12m+2 for any m ∈ N ∪ {0} (equivalently, if a = −(2m + 1)), then β can be obtained by joining the two graphs on the
x-axis deﬁned in (3.24) and (3.26);
(ii) If r = 2m+12m+2 for some m ∈N∪ {0} (equivalently, if a = −(2m+ 1)), then β is obtained by either joining the two graphs on the
x-axis given in (3.33) and (3.36), if m = 0, or by joining the two graphs given in (3.34) and (3.37), if m = 0.
3. If r < 12 , Sβ is asymptotic to the parallel planes z = ± a1+a
√
π
μa/2
Γ ( a+32 )
Γ ( a+22 )
of R3 . If r  12 , then limx→∞ ±h(x) = ±∞.
Conversely, for any r ∈ (0,1), the functions f (s),h(s), given in part 1 of Proposition 4, can be used to construct C∞ surfaces of
revolution in R3 all whose parallels are closed critical points of ℘r . Alternatively, the graphs described in part 2 of Proposition 4 can be
used for this purpose.
286 M. Barros, Ó.J. Garay / J. Math. Anal. Appl. 389 (2012) 275–292Proof. If r ∈ (0,1), then a < 0. Consider the function Q (x) = 1−μx2/a . Then, since μ > 0, a < 0, one has that Q (x) increases
monotonically from Q ( 1
μa/2
) = 0 and that lims→∞ f˙ (s) = 1. Hence, f (s) 1μa/2 and ( f , f˙ ) does not leave Dc . Without loss
of generality we may assume that f (0) = 1
μa/2
what means that f˙ (0) = 0. Also, the maximal interval of deﬁnition of f (s)
is R. Up to vertical translation, we may also assume that h(0) = 0 as in (3.18). From (3.15), we have h˙(s) = 0, ∀s ∈R, what
means that β is a graph over the z-axis.
When r = 2m2m+1 , m ∈N, we have that the hypergeometric function H(p,q, r, y) is well deﬁned and the proof is the same
as in Proposition 3. If r = 2m2m+1 for some m ∈ N, then we ﬁrst take m = 1, that is a = −2, and integrate the equation of
(3.13) to obtain
±(s + λ) = f (s)
√
1− μ
f (s)
+ 1
2
μ log
(
2
(
1+
√
1− μ
f (s)
)
f (s) − μ
)
, (3.29)
where μ ∈ R+ , λ ∈ R. Now, after a long computation using induction and integration by parts, one gets for any m ∈ N,
m = 1
±(s + λ) = 2
1−m
(m− 1)!
{√
1− μ
f (s)1/m
m−1∑
i=0
(m, i)μi f (s)
m−i
m
+ 1
2
(m,m − 1)μm log
(
2 f (s)
1
m
(
1+
√
1− μ
f (s)1/m
)
− μ
)}
, (3.30)
where
(m,n) = 2m−n−1(m− n− 1)!
n∏
j=1
(2m− 2 j + 1). (3.31)
This concludes part 1.
Now, dividing (3.15) by f˙ (s) away from 0 and using (3.13) we obtain
d˜h
dx
=
√
μx
1
a√
1− μx2/a , (3.32)
where we are denoting h( f (s)) = h˜(x).
If a = −(2m + 1) for any m ∈N∪ {0}, that is, r = 2m+12m+2 , we can integrate (3.32) as we did in (3.23), and the curve β is a
graph over the z-axis deﬁned by joining the two graphs ±h˜(x) ∓ d, 0 x xo = f (0) = 1μa/2 , where h˜(x) and d are deﬁned
in (3.24) and (3.26) respectively.
If a = −(2m + 1) for some m ∈N∪ {0}, then r = 2m+12m+2 . Taking a = −1, i.e. m = 0, direct integration of (3.32) gives
±( h˜(x) + λ(0,μ))= √μ log(x+√x2 − μ ), (3.33)
for some λ(0,μ) ∈R. Now, after a long computation involving induction and integration by parts, one gets for m ∈N
±( h˜(x) + λ(m,μ))
= (2m+ 1)
√
μ
2m(m)!
{
x
1
2m+1 d˜(m, x)
√
x
2
2m+1 − μ+ (m,m − 1)μm log(x 12m+1 +√x 22m+1 −μ )}, (3.34)
where λ(m,μ) ∈R, (m, i) is already given in (3.31), and d˜(m, x) is deﬁned by
d˜(m, x) = 2m−1(m − 1)!x 2(m−1)2m+1 +
m−1∑
i=1
(m, i)μi x
2(m−i−1)
2m+1 . (3.35)
For a given m ∈ N ∪ {0} and μ ∈ R, we consider the solutions of (3.32) satisfying h˜(xo) = 0, f (so) = xo = 1μa/2 . Imposing
h˜(xo) = 0 in (3.33) and (3.34), we obtain that the corresponding constants of integration λ(m,μ) are given by
λ(0,μ) = 1
2
μ
1
2 logμ ifm = 0, (3.36)
λ(m,μ) = 2m+ 1
2mm! μ
2m+1
2 logμ
1
2
m−1∏
(2m − 2i + 1) ifm = 0. (3.37)i=1
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Then, by gluing together the graphs given in (3.33), (3.34) for these speciﬁc values of λ(m,μ), we obtain β . This concludes
part 2.
Now, we prove part 3. As r ∈ (0,1) we have a < 0. If r = 2m+12m+2 , then from (3.33) and (3.34) one obtains that
limx→∞ ±h˜(x) = ±∞. Thus Sβ is unbounded. On the other hand, if r = 2m+12m+2 , that is a = −(2m+ 1), we have that μx
2
a → 0
and H( 1+a2 , 12 ,1+ 1+a2 ,μx2/a) → 1 as x → ∞. Therefore, using (3.24) we have that limx→∞ ±h˜(x) = ±∞ when a < −1 (see
Fig. 2(a)), and limx→∞ ±h˜(x) = ±d for −1 < a < 0, where d was given in (3.26). Therefore, in the latter case we have that
±h˜(x) asymptotes to the lines z = ±d in the xz-plane and Sβ is asymptotic to the planes z = ±d of R3 (see Fig. 2(b)). 
Remark 5. For r = 1/2, a = −1, we use (3.33) to obtain h(x) = ± log(x +√x2 − μ). In this case, (3.6) implies that Sβ is
minimal and, therefore, it must be a catenoid.
3.2.2. r /∈ {0,1} and c = −1
In this case we identify the rotation axis α with the geodesic {(x1, x2, x3) ∈ H3(−1); x1 = x2 = 0}, and the proﬁle
curve β , which is located in H2+(−1) = {x ∈ H3(c); x2 = 0, x1  0}, has a unit speed local parametrization of the form
β(s) = (x1(s), x3(s)), where
x1(s) = exph(s) cos
(
π
2
− arctan f (s)
)
,
x3(s) = exph(s) sin
(
π
2
− arctan f (s)
)
. (3.38)
Here ρ(s) = exph(s) and θ(s) = π2 − arctan f (s) are the Euclidean polar coordinates. The corresponding rotation surface Sβ
can be locally parameterized by x(s, θ) = (x1(s) cos θ, x1(s) sin θ, x3(s)).
Now, Eqs. (3.8), (3.9) and (3.11) turn out to be, respectively
1+ f 2(s) − f˙ 2(s) = −af (s)( f¨ (s) − f (s)),
f˙ 2(s) − f 2(s) 1,
f (s) > 0, (3.39)
f˙ 2(s) = 1+ f 2(s) −μ f 2/a(s), (3.40)
f¨ (s) = f (s) − μ
a
f
2−a
a (s), (3.41)
with a = rr−1 and μ ∈R+ . Moreover, using (3.3) and (3.40), we obtain that,
h˙2(s) = μ f
2
a (s)
(1+ f 2(s))2 . (3.42)
Then, we have
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Proposition 5.
1. For any r < 0 (0 < a < 1) there exists a one-parameter family of compact rotation C2-surfaces in H3(−1) all whose parallels are
critical for ℘r . Moreover, they are smooth surfaces, if and only if, r = 11−m , m ∈N, m = 1.
2. If r > 1 (a > 1) and μ > μa = a(a − 1)(1−a)/a, then there exists a one-parameter family of rotation C2-surfaces in H3(−1)
all whose parallels are critical for ℘r . However, none of them are smooth. In addition, there exists a one-parameter family of
non-compact complete smooth surfaces all whose parallels are critical for ℘r .
3. If 0 < r < 1 (a < 0), then there exists also a one-parameter family of non-compact complete smooth surfaces all whose parallels
are critical for ℘r .
Proof. Denote by Qa,μ(x) the function Qa,μ(x) = 1+x2−μx2/a and by Dc the region Dc = {(x, y) ∈ R2; y2−x2 = 1, x > 0}.
We ﬁrst assume r < 0, i.e. 0 < a < 1. Then since μ > 0, we see that, for x  0, the function Qa,μ(x) attains a local
minimum at xo = 0, Qa,μ(0) = 1 and a local maximum at x1 = (μa )
a
2a−2 , from where it decreases monotonically until it
crosses the x-axis at x3, being x3 > 0 the solution of Qa,μ(x) = 0. Hence, 0 < f (s)  x3 and the orbit ( f , f˙ ) does not
leave Dc (see Fig. 3(a)). Without loss of generality, we consider f (s) the solution of (3.40) satisfying f (0) = x3, that is
1+ f 2(0) = μ f 2/a(0), which combined with (3.3) and (3.40) gives f˙ (0) = 0, h˙2(0) = 1
1+ f 2(0) . In addition, we may assume,
up to hyperbolic translations, that h(0) = 0. The symmetry of (3.40) implies that the maximal interval of deﬁnition of f (s)
is of the form (−ε, ε). Moreover,  = ∞. Otherwise, (3.41) would imply that f (s) is bounded and monotonic in (0,∞) what
would give in turn that lims→∞ f˙ (s) = 0, which is impossible because f (0) = x3 would imply that f (s) would be constant.
Also, since f (s) is bounded in Dc , it must approach the boundary of Dc as s goes to ε: lims→±ε f (s) = 0. From (3.40)
one sees that f monotonically increases in (−ε,0) while monotonically decreases in (0, ε). Moreover, if ( f ,h) is a solution
satisfying (3.41), (3.42), then ( f ,−h) also is, and the proﬁle curve β is symmetric by Euclidean inversion with respect to
the circle with polar equation ρ = 1.
The portion of the rotation curve β(s) on the half-plane x1 > 0 of the x1x3-plane H2(−1), can be unit speed parameter-
ized by (3.38). This part of the rotation curve has two limit points on the x3-axis that we analyze now. Combining (3.39),
(3.40) and (3.42) we obtain, lims→±ε f˙ (s) = ±1, lims→±ε h˙(s) = 0 and Sβ is a compact rotation C2-surface for any 0< a < 1.
Proceeding in similar manner and using (3.41), one sees that Sβ is a compact rotation C∞-surface, if and only if, a = 1n ,
n ∈N, n > 1 (see Fig. 3(b)). This proves claim 1.
If r > 1, i.e. a > 1, we denote by μa = a(a− 1)(1−a)/a . Then for x 0 we see that Qa,μ(x) has a local maximum at xo = 0,
Qa,μ(0) = 1, and a local minimum at x1 = (μa )
a
2a−2 from where it increases monotonically.
If r > 1 and μ > μa , then Qa,μ(x) has a negative minimum and the corresponding phase plane is given in Fig. 4(a).
Therefore, there exist two kinds of solutions, one having f (s) bounded above and a second one with f (s) bounded below
(Fig. 4(a)). The ﬁrst class can be analyzed following the arguments of the previous case: There are solutions giving rise to
rotation C2-surfaces with all parallels critical for ℘r but none of them are smooth. As for the second possibility, we have
that f (s) is bounded below and not bounded above. Again, without loss of generality, we consider f (s) the solution of
(3.40) satisfying
f˙ (0) = 0. (3.43)
Then f (s) decreases monotonically in (−∞,0) and increases monotonically in (0,∞). Now, dividing (3.42) by f˙ (s) away
from s0 = 0 and using (3.40) we obtain
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Fig. 5. Hyperbolic case. There are no complete rotation surfaces for a > 1 and μμa .
(
d˜h
dx
)2
= μx
2
a
1+ x2 − μx2/a
1
(1+ x2)2 , (3.44)
where we are denoting h( f (s)) = h˜(x). Thus, | d˜hdx | is bounded at inﬁnity by 11+x2 and h˜(x) is uniformly bounded. Therefore,
the proﬁle curve is asymptotic to two geodesics h(s) = ±η, η ∈R (Fig. 4(b)).
If r > 1 and μ < μa , then Qa,μ(x) has a positive minimum and the corresponding phase plane is given in Fig. 5(a).
Therefore, there exist only one kind of solutions, having f (s) bounded below by 0, which can be also analyzed following
the arguments of the ﬁrst case: There are solutions giving rise to rotation C2-surfaces with all parallels critical for ℘r but
none of them are smooth.
If r > 1 and μ = μa , the phase plane has a singular point, Fig. 5(b), and there are no complete solutions. This proves
claim 2.
Finally, assume that 0 < r < 1, i.e. a < 0. Then for x  0 we see that Qa,μ(x) increases monotonically from (−∞,∞).
This case can be analyzed in the same way as the second possibility of case r > 1 and μ > μa . Fig. 6(a) gives the phase
plane while at Fig. 6(b) one can see a typical proﬁle curve. 
Remark 6. According to the deﬁnitions of rotation surfaces in H3(−1) given in [3], along this paper we are only considering
rotation surfaces of elliptic type. Linear Weingarten rotation surfaces in H3(−1) of different type have been studied in [15],
for instance.
3.2.3. r /∈ {0,1} and c = 1
In order to obtain clearer ﬁgures, we interchange some Euclidean coordinates in our description of this case. Thus, we are
going to identify the rotation axis α with the geodesic {(x1, x2, x3, x4) ∈ S3(1); x3 = x4 = 0} and we assume that the proﬁle
curve β , which is contained in S2+(1) = {(x1, x2, x3, x4) ∈ S3(1); x4 = 0, x3  0}, has a unit speed local parametrization of
the form β(s) = (x1(s), x2(s), x3(s)), where
x1(s) =
√
1− f (s)2 cos(h(s)),
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x2(s) =
√
1− f (s)2 sin(h(s)),
x3(s) = f (s). (3.45)
The corresponding surface of revolutions Sβ can be locally parameterized by x(s, θ) = (x1(s), x2(s), x3(s) cos θ, x3(s) sin θ).
Now, Eqs. (3.8), (3.9) and (3.11) turn out to be, respectively
1− f 2(s) − f˙ 2(s) = −af (s)( f¨ (s) + f (s)),
f˙ 2(s) + f 2(s) 1,
f (s) > 0, (3.46)
f˙ 2(s) = 1− f 2(s) −μ f 2/a(s), (3.47)
f¨ (s) = − f (s) − μ
a
f
2−a
a (s), (3.48)
with a = rr−1 and μ ∈R+ . Moreover, using (3.3) and (3.47), we obtain that
h˙2(s) = μ f
2
a (s)
(1− f 2(s))2 . (3.49)
Finally, we have
Proposition 6.
1. For any r /∈ (0,1) (i.e. 0< a), there exists a one-parameter family of compact rotation C2-surfaces in S3(1) all whose parallels are
critical for ℘r . Moreover, they are smooth surfaces, if and only if, r = 11−m , m ∈N, m = 1.
2. If 0< r < 1 (a < 0) there are no complete smooth rotation surfaces in S3(1) all whose parallels are critical for ℘r .
Proof. Again, we denote by Qa,μ(x) the function Qa,μ(x)=1−x2−μx2/a and by Dc the region Dc={(x, y) ∈ R2; y2+x2=1,
x> 0}.
We ﬁrst assume r < 0, i.e. 0 < a < 1. Then since μ > 0, we see that for x  0, Qa,μ(x) attains a local maximum at
xo = 0, Qa,μ(0) = 1, from where it decreases monotonically until it crosses the x-axis at x3, being x3 > 0 is the solution
of Qa,μ(x) = 0. Hence, 0 < f (s) x3 < 1, and the orbit ( f , f˙ ) does not leave Dc (see Fig. 7(a)). Without loss of generality,
we consider f (s) the solution of (3.47) satisfying f (0) = x3, that is 1 = μ f 2/a(0) + f 2(0), which combined with (3.3)
and (3.47) gives f˙ (0) = 0 and h˙2(0) = 1
1− f 2(0) . In addition, we may assume, up to Euclidean rotations with axis x4, that
h(0) = θ(0) = 0. The symmetry of (3.47) implies that the maximal interval of deﬁnition of f (s) is of the form (−ε, ε).
Moreover,  = ∞. Otherwise, (3.48) would imply that f is bounded and monotonic in (0,∞) what would give in turn
that lims→∞ f˙ (s) = 0, which is impossible because f (0) = x3 would imply that f (s) would be constant. Also, since f (s)
is bounded in Dc , it must approach the boundary of Dc as ε goes to 0: lims→±ε f (s) = 0. From (3.47) one sees that f (s)
monotonically increases in (−ε,0) while monotonically decreases in (0, ε). Moreover, if ( f ,h) is a solution satisfying (3.47)
and (3.49), then ( f ,−h) also is, and the proﬁle curve β is symmetric by Euclidean reﬂection with respect to the geodesic
of S3(1) given by h(0) = θ(0) = 0.
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Now, dividing (3.49) by f˙ (s) away from so = 0 and using (3.47) we obtain(
d˜h
dx
)2
= μx
2
a
1− x2 − μx2/a
1
(1− x2)2 , (3.50)
where we are denoting h( f (s)) = h˜(x). Thus, | d˜hdx | is bounded at inﬁnity by | 11−x2 | and h˜(x) is uniformly bounded. Therefore,
the proﬁle curve is asymptotic to two geodesics of S2+(1) given by h(s) = θ(s) = ±η, η ∈R (Fig. 7(a)).
The portion of the rotation curve β(s) on the half-sphere x4 > 0, can be unit speed parameterized by (3.45). This part
of the rotation curve has two limit points on the α-axis which can be analyzed as in the previous cases. Combining (3.45),
(3.47) and (3.49) we obtain, lims→±ε f˙ (s) = ±1, lims→±ε h˙(s) = 0 and Sβ is a compact rotation C2-surface for any 0 < a.
Proceeding in similar manner and using (3.48), one sees that Sβ is a compact rotation C∞-surface, if and only if, a = 1n ,
n ∈N, n > 1 (see Fig. 7(b)).
If r > 1, i.e. 1 < a. Then since μ > 0, we see that for x  0, Qa,μ(x) has no critical points, limx→0 Qa,μ(x) = 1 and it
decreases monotonically until it crosses the x-axis at x3, being x3 > 0 the solution of Qa,μ(x) = 0. A similar analysis to the
previous case shows that we obtain compact rotation C2-surfaces. This proves claim 1.
If r ∈ (0,1), i.e. 0> a, then limx→0 Qa,μ(x) = −∞, Qa,μ(x) increases monotonically and limx→1 Qa,μ(x) = −μ < 0. Hence,
the orbit of f leaves the region Dc and we do no have complete solutions. This ﬁnishes the proof. 
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