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In most classiﬁcation problems, sometimes in order to
achieve better results, data cleaning is used as a pre-
processing technique. The purpose of data cleaning
is to remove noise, inconsistent data and errors in the
training data. This should enable the use of a better
and representative data set to develop a reliable classi-
ﬁcation model. In most classiﬁcation models, unclean
data could sometime affect the classiﬁcation accura-
cies of a model. In this paper, we investigate the use of
misclassiﬁcation analysis for data cleaning. In order to
demonstrate our concept, we have used Artiﬁcial Neu-
ral Network (ANN) as the core computational intelli-
gence technique. We use four benchmark data sets ob-
tained from the University of California Irvine (UCI)
machine learning repository to investigate the results
from our proposed data cleaning technique. The ex-
perimentaldatasetsusedinourexperimentarebinary
classiﬁcationproblems, whichareGermancreditdata,
BUPA liver disorders, Johns Hopkins Ionosphere and
Pima Indians Diabetes. The results show that the pro-
posed cleaning technique could be a good alternative
to provide some conﬁdence when constructing a clas-
siﬁcation model.
Keywords: data cleaning, data pre-processing, artiﬁcial
neural network, classiﬁer
1. Introduction
In most classiﬁcation or function approximation prob-
lems, the establishing of an accurate prediction model has
always been a challenging problem. When constructing
a prediction model, it is always difﬁcult to have an exact
function or separation that describes the relationship be-
tween the input vector, X and target vector,Y. However, a
probabilistic relationship govern by joint probability law
ν can be used to describe the relative frequency of occur-
rence of vector pair (Xn,Yn) for n training set. The joint
probability law ν can further separate into environmental
probability law µ and conditional probability law γ.F o r
notation expression, the probability law can be expressed
as:
P(ν)=P(µ)P(γ) ...........( 1 )
For environmental probability law µ, it describes the
occurrence of X. As for conditional probability law γ,
it describes the occurrence of Y given X. A vector pair
(X,Y) is considered as noise if X does not follow the en-
vironmental probability law µ, or the Y given X does not
follow the conditional probability law γ.
According to Zhu and Wu [1], the performance of clas-
siﬁcation depends on two signiﬁcant factors: the quality
of the training data and the competence of learning al-
gorithm. Therefore, a possible approach to enhance the
performance in any type of classiﬁcation systems is by
improving the quality of training data. Generally, noise
can be divided into two major types: attribute noise and
class noise [1]. Attribute noise is related to the errors in
the attributes such as missing values and redundant data,
while class noise is the class error of instances. In addi-
tion, there are two categories of class noise: inconsistent
error and misclassiﬁcation error. Inconsistent error occurs
when two similar instances belonging to different (or con-
ﬂicting) classes, and misclassiﬁcation error is found when
instances are classiﬁed into the wrong classes.
In this paper, we propose a new technique of noise de-
tection and elimination. We only concentrate on the class
noise or misclassiﬁcation error here. The core techniques
used in our study is based on Artiﬁcial Neural Networks
(ANNs).
In recent years, there are several studies on noise detec-
tion and elimination for improving the quality of training
instances on classiﬁcation systems. For example, Brod-
ley and Friedl [2] proposed their approaches to identify
and eliminate misclassiﬁcation errors from the training
dataset. They evaluated and compared the classiﬁcation
accuracy using three noise ﬁltering techniques: a single
algorithm, majority voting and consensus voting. The re-
sults asserted that after removing the class noise from the
training set, the classiﬁcation accuracies improved sig-
niﬁcantly. Miranda et al. [3] compared three techniques
for noise detection and elimination in bioinformatics data
sets. The three techniques are removal of noise instances,
reclassifying noise instances, and a hybrid of removal and
reclassifying techniques. They concluded that the noise
removal technique provided more accurate classiﬁcation
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than the other two techniques: reclassifying and the hy-
brid method. Verbaeten and Assche [4] applied ensem-
ble methods to identify and remove noisy instances from
the training set in classiﬁcation tasks. These methods are
cross-validatedcommittees, baggingandboostingforpre-
processing. They also used the consensus and the major-
ity voting techniques to identify and clean up misclassi-
ﬁcations from the training set. They found that majority
voting ﬁlters and bagging majority voting ﬁlters provided
good results. However, more data sets are needed to be
tested with these techniques. Zhu et al. [5] proposed
a new technique called Partitioning Filter (PF) to remove
misclassiﬁcations from large datasets. The results showed
that at any noise level, the training sets that were ﬁl-
tered by Partition Filter always presented signiﬁcantly im-
proved classiﬁcation accuracy when compared to the out-
comes by using unclean datasets. Furthermore, Libralon
et al. [6] applied distance-based techniques mainly to de-
tect and remove noisy instances from the training dataset.
Mislabeled tissues were detected and removed in gene ex-
pression classiﬁcation problems. The results of the ex-
periments showed that the performance of the classiﬁers
were better when compared to the classiﬁcation results by
using the original datasets. Moreover, Tomek Links algo-
rithm [7] which is a form of the k-Nearest Neighbor (k-
NN) algorithm was applied as a data cleaning method in
order to remove the noisy and borderline instances from
the training set. Tomek links were identiﬁed by a 1-NN
classiﬁer if a pair of instance is belonging to different
classes. This data cleaning technique has been used in
several experiments. For example, Sun et al. [8] applied
Tomek links technique to remove noisy data for improv-
ing binding site predictions on sequences of DNA. They
concludedthatbyremovingTomeklinksfromthetraining
data, the classiﬁer can improve the classiﬁcation accuracy
especially on the imbalanced data set.
Most of reported research try to increase the quality of
training data by using some form of pre-processing. They
are focusing on examining feasibility of effective tech-
niques to reduce noise and enhance the performance of
classiﬁcation systems. This is thus the direction of this
paper to move one step forward in misclassiﬁcation anal-
ysis to improve the classiﬁcation accuracy.
In this paper, we formulate a technique to perform mis-
classiﬁcation analysis with an intention that we can iden-
tify noisy data with some conﬁdence. After identifying
the noisy data, we can then perform data cleaning. We ap-
ply the concept from the Complementary Neural Network
(CMTNN) [9] as the cleaning technique to enhance the
performance of a neural network classiﬁer. CMTNN is
selected because of its particular characteristics. It can in-
tegrate the truth and false membership values to deal with
theuncertaintyinclassiﬁcationwhileothertechniquesuse
only truth membership values.
In the experiments, four binary classiﬁcation data sets
from the University of California Irvine (UCI) machine
learning repository [10] are used. These include German
credit data, BUPA liver disorders, Johns Hopkins Iono-
sphere and Pima Indians Diabetes. These data sets are se-
Fig. 1. Complementary neural network [13].
lected because they are benchmark data sets which have
been commonly used in the literature. Finally, we com-
pare the results of the proposed technique to the Tomek
links cleaning, majority voting and consensus voting ﬁl-
tering techniques. In addition, these techniques are se-
lected for this comparison because they has been applied
to remove noisy effectively in several experiments [2,4,
11,12].
2. Cleaning Techniques Using Misclassiﬁcation
Analysis
In this section, the concept of Complementary Neural
Network (CMTNN) is described and the proposed clean-
ing techniques based on CMTNN will then be presented.
2.1. Complementary Neural Network (CMTNN)
CMTNN [9] is a technique using a pair of complemen-
tary feedforward backpropagation neural networks called
Truth Neural Network (Truth NN) and Falsity Neural Net-
work (Falsity NN) as shown in Fig. 1.
While the Truth NN is a neural network that is trained
to predict the degree of the truth memberships, the Falsity
NN is trained to predict the degree of false memberships.
Although the architecture and input of Falsity NN are the
same as the Truth NN, Falsity NN uses the complement
of target outputs of the Truth NN to train the network.
For example, in binary classiﬁcation problem, if the tar-
get output used to train the truth neural network is 0, the
complement of this target output to train the falsity neu-
ral network will be 1. In the testing phase, the test set
is applied to both networks to predict the degree of truth
and false membership values. For each input pattern, the
prediction of false membership value is expected to be the
complement of the truth membership value [13].
Instead of using only the truth membership to classify
the data, which is normally done by most convention neu-
ral network, the predicted results of Truth NN and Fal-
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sity NN are compared in order to provide the classiﬁca-
tion outcomes. The difference between the truth and false
membership values can also be used to represent uncer-
tainty in the classiﬁcation [14].
2.2. The Proposed Cleaning Techniques
In order to apply CMTNN for data cleaning, Truth NN
and Falsity NN are employed to detect and clean misclas-
siﬁcation patterns from a training set. The steps of our
cleaning technique are described as follows.
1. The Truth NN and Falsity NN are trained by truth
and false membership values.
2. The prediction outputs (Y) on the training data (T)of
both NNs are compared with the actual outputs (O).
The misclassiﬁcation patterns of Truth NN and Fal-
sity NN (MTruth,MFalsity) are also detected if the pre-
diction outputs and actual outputs are different.
For Truth NN : If YTruth i  = OTruth i then
MTruth ← MTruth U {Ti} ......( 2 )
For Falsity NN : IfYFalsity i  = OFalsity i then
MFalsity ← MFalsity U {Ti} .....( 3 )
3. In the last step, the new training set(Tc) is cleaned by
eliminating the misclassiﬁcation patterns detected by
boththeTruthNN(MTruth)andFalsityNN(MFalsity).
Tc ← T −(MTruth∩MFalsity) ......( 4 )
As for training a new neural network classiﬁer, the
cleaned data set that removes those misclassiﬁcation pat-
terns will be used.
3. Experiments and Results
Four data sets from UCI machine learning reposi-
tory [10] are used in the experiment. The data sets for bi-
nary classiﬁcation problems include German credit data,
BUPA liver disorders, Johns Hopkins Ionosphere and
Pima Indians Diabetes.
• The purpose of German credit data set is to predict
whether a loan application is “Good” or “Bad” credit
risk.
• The purpose of BUPA liver disorders data set is to
predict whether a male patient shows signs of liver
disorders.
• The purpose of Johns Hopkins Ionosphere data set
is to predict “Good” or “Bad” radar return from the
ionosphere.
• The purpose of Pima Indians Diabetes data set is to
predict whether a patient shows signs of diabetes.
Table 1. Characteristics of data sets used in the experiment.
Table 2. Number of patterns in the training and test sets.
The characteristics of these three data sets are shown in
Table 1.
For the purpose of establishing the classiﬁcation model
and testing it, each data set is ﬁrst split into 80% training
set and 20% test set as shown in Table 2. Furthermore,
the cross validation method is used to obtain reasonable
results. Each data set will be randomly split ten times to
form different training and test data sets. For the purpose
of this study, the results of the ten experiments of each
data set will be averaged.
For our proposed cleaning technique, we create Truth
NN and Falsity NN to detect the class noise using MAT-
LAB version 7.4. These experimental conditions are
shown in Table 3.
Table 4 shows the average number of misclassiﬁcation
patterns in each data set detected by Truth NN and Falsity
NN. The results show that the number of misclassiﬁcation
patterns detected by both NNs is almost similar. For ex-
ample, in German credit data, misclassiﬁcation patterns
detected by Truth NN and Falsity NN are 169 and 165
patterns respectively. Furthermore, there are also misclas-
siﬁcation patterns discovered by both NNs, i.e., the same
patterns that are misclassiﬁed by Truth NN as well as the
Falsity NN. They are 125, 55, 6, 155 such patterns for
German credit, BUPA liver disorders, John Hopkins Iono-
sphere and Pima Indians Diabetes data set respectively.
After the training sets are cleaned by the proposed
cleaning technique as mentioned in section 2, new neu-
ral network classiﬁers are trained by the cleaned training
sets. The performance of each classiﬁer for the training
set and test set before and after cleaning data are evalu-
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Table 3. Conﬁguration of neural networks in the experiments. Table 4. Average number of misclassiﬁcation patterns of
the training sets.
Table 5. Average classiﬁcation accuracy (%) of the test sets before and after cleaning data.
ated. Furthermore, in order to evaluate the performance
of our proposed technique, we also compare the results
of our proposed technique to other cleaning algorithms
which are Tomek links cleaning, majority voting and con-
sensus voting ﬁltering techniques.
For the Tomek links cleaning technique, in order to
identify a pair of instance which is belonging to differ-
ent classes, the nearest neighbour method is used to ﬁnd a
Tomek link pair. Then, the noisy and borderline instances
are cleaned from the training set.
For the majority voting and consensus voting ﬁltering,
we compare misclassiﬁcation patterns detected by three
different classiﬁcation algorithms including ANN, Deci-
sion Tree (DT) and k-Nearest Neighbor (k-NN). In addi-
tion, DT and k-NN classiﬁers are created by SPSS Statis-
tics Version 17.0. In the experiment, we applied a heuris-
tic method for k-NN, the value of k used in k-NN classiﬁer
is considered as ﬁve. In order to apply the majority voting
ﬁltering, an instance is removed when it is misclassiﬁed
by two out of three classiﬁers. Furthermore, if an instance
is misclassiﬁed by all three classiﬁcation algorithms, it is
considered as noise for consensus voting.
The comparison results before and after cleaning by
each technique for four data sets are shown in Table 5.I t
shows that our proposed cleaning technique outperforms
other cleaning techniques in all cases. It performs best on
all test sets while the consensus voting ﬁltering performs
second best.
The classiﬁcation accuracies using our cleaning tech-
nique increases from 76.25% to 77.55% on German credit
data, from 69.99 to 71.45% on BUPA liver disorders data,
from 90.29% to 92% on Johns Hopkins Ionosphere, and
from 76.17% to 76.62% on Pima Indians Diabetes. Fur-
thermore, not every cleaning technique can perform well
on any test sets. While Tomek links technique can only
improve the classiﬁcation performance on two datasets:
German credit data and BUPA liver disorders data, the
majority voting technique performs well on three out of
four datasets.
In Table 6, the percents of misclassiﬁcation patterns
removed from the training set by each cleaning tech-
nique are compared in order to explain why our tech-
nique outperforms other cleaning techniques. It can be
observed that the average percentage of misclassiﬁcation
patterns removed by Tomek links technique is the high-
est (27.89%). It is almost double when comparing to the
patterns removed by our proposed technique (14.10%).
Furthermore, our proposed technique removes misclas-
siﬁcation patterns in the average percentage between the
majority voting (21.81%) and consensus voting technique
(9.10%).
From the observation, it can suggest that our technique
removes only the highly possible misclassiﬁcation pat-
terns rather than eliminating all possible misclassiﬁca-
tion patterns as Tomek links and the majority voting tech-
niques have performed, or removes only the most conﬁ-
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Table 6. Average misclassiﬁcation patterns (%) removed
from the training sets.
dent patterns as the consensus voting technique has done.
In other words, the Tomek links and the majority voting
technique have the probability to clean out good patterns
while the consensus voting technique is too conservative
and it has a high probability to retain bad patterns.
In some cases, when the percentages of misclassiﬁca-
tion patterns of the two techniques are almost similar, the
classiﬁcation accuracies obtained by those techniques are
the same as well. For example, in the experiment on
Johns Hopkins Ionosphere data, our cleaning technique
and consensus voting technique remove misclassiﬁcation
patterns by almost the same amount, 2.06% and 2.63% re-
spectively. The classiﬁcation accuracies obtained by both
techniques are 92%. It asserts that the amount of noise
patterns cleaned is a major factor affecting the quality of
training data.
Although the improvement of the accuracies in this
case study may not be signiﬁcant, the proposed technique
is able to provide a mean to increase the conﬁdence of
identifying the noisy data when compare to other clean-
ing techniques. It is still worth cleaning the noisy training
data before it is learned by the classiﬁer. There are also
many factors that can be optimized in future to study the
behaviour of the proposed misclassiﬁcation analysis. The
proportion of separating the training and testing data may
bere-distributedtoinvestigatethedistributionofthetrain-
ing and testing set. Another danger for cleaning the noisy
data is overtraining the ANN, more rigid generalization
techniques could be experiment to study the behaviour of
the model after the noisy data have been removed.
4. Conclusions
This paper presents the proposed misclassiﬁcation
technique to increase the conﬁdence of cleaning noisy
data used for training. In this paper, we focus our study
for classiﬁcation problem using ANN. The CMTNN is
applied to detect misclassiﬁcation patterns. For our pro-
posed technique, the training data is cleaned by elimi-
nating the misclassiﬁcation patterns discovered by both
the Truth NN and Falsity NN. After misclassiﬁcation pat-
terns are removed from the training set, a neural network
classiﬁer is trained by using the cleaned data. In the ex-
periment of this paper, four data sets from the Univer-
sity of California Irvine (UCI) machine learning reposi-
tory including German credit data, BUPA liver disorders,
Johns Hopkins Ionosphere, and Pima Indians Diabetes are
used. The neural network classiﬁers are evaluated and
compared in terms of their performances. Furthermore,
the results of the proposed technique are compared with
other techniques including the Tomek links cleaning, the
majority voting and the consensus voting ﬁltering tech-
niques. Results obtained from the experiment indicated
this study could be carried further to optimize the misclas-
siﬁcation analysis to be used as an alternative to improve
the classiﬁcation model.
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