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Abstract
Since the 90’s, different machine learning methods were investigated and applied to the email
classification problem (spam filtering), with very good but not perfect results. It was always
considered that these methods are well adapted to filter messages to a single user and not filter
to messages of a large set of users, like a community.
Our approach was, at first, look for a better understanding of handled data, with the help
of a corpus of real messages, before studying new algorithms. With the help of a simple linear
discriminator classifier with online active learning, we could show empirically that with a simple
classification algorithm coupled with a learning strategy well adapted to the real context it’s
possible to get results which are as good as those we can get with more complex algorithms. We
also show, empirically, with the help of messages from a small group of users, that the efficiency




Depuis la fin des anne´es 90, les diffe´rentes me´thodes issues de l’apprentissage artificiel ont e´te´
e´tudie´es et applique´es au proble`me de classement de messages e´lectroniques (filtrage de spam),
avec des re´sultats tre`s bons, mais pas parfaits. Il a toujours e´te´ conside´re´ que ces me´thodes e´taient
adapte´es aux solutions de filtrage oriente´es vers un seul destinataire et non pas au classement
des messages d’une communaute´ entie`re.
Dans cette the`se notre de´marche a e´te´, d’abord, de chercher a` mieux comprendre les carac-
te´ristiques des donne´es manipule´es, a` l’aide de corpus re´els de messages, avant de proposer des
nouveaux algorithmes. Puis, nous avons utilise´ un simple classificateur discriminant line´aire avec
de l’apprentissage actif en ligne - pour de´montrer empiriquement qu’avec un algorithme simple
et une configuration d’apprentissage adapte´e au contexte re´el de classement, on peut obtenir des
re´sultats aussi bons que ceux que l’on obtient avec des algorithmes plus complexes. Nous avons
aussi de´montre´, avec des ensembles de messages d’un petit groupe d’utilisateurs, que la perte




Nous sommes fre`res, Jose´-Ma´rcio et moi. Nous sommes ne´s dans des terres trempe´es, lesquelles
terres ouvrent violemment leurs portes aux eaux de la rivie`re Paraguay et forment ainsi des
dessins transparents cache´s par le teint bleu des eaux et vert des foreˆts : le Pantanal du Bre´sil.
Nous sommes venus au monde a` travers des parents qui nous ont appris qu’avoir de la joie et
du courage signifie avoir de la sante´ pendant toute la vie. Ils ont e´te´ notre port. Nous avons
e´te´ e´leve´s proches du sol, nous passions notre temps a` faire du calcul mental, sans comparaison.
Maintenant, je retrouve ces nume´ros, tel un solo d’abstractions, dans la the`se de mon fre`re le
plus jeune.
Dans le tronc de la langue portugaise il existe un mot qui m’affecte par le coˆte´ gauche du
courage et peut-eˆtre a` cause de la quantite´ de sel que je porte dans les entrailles de mon corps,
re´sultat d’une chose qui s’he´rite meˆme dans l’ute´rus, le pie´destal sacre´ et la maison d’habitation.
Ce mot est Finisterra. Le sens quasi entier de ce mot nous est donne´ par la ge´ographie physique
et par le sentiment lusitanien de se lancer a` la mer. De la ge´ographie vient la notion de point
le plus occidental du continent europe´en, un terroir de pierre entoure´ par la mer et par le ciel.
Le sentiment vient de l’homme qu’habite ce terroir et qui, a` l’e´poque des De´couvertes, a pense´ a`
l’horizon comme la ligne qui ferme son territoire. Finisterra e´tait, pour les portugais, cette pointe
de terre a` l’extremite´ vers le sud-ouest de Portugal ou` un belve´de`re imaginaire est transperce´ :
l’horizon1. Comme he´ritage et honneur paternel nous avons rec¸u un fragment intact de ce mot
Finisterra pour nos vies. Cela est notre communion de biens.
Jose´-Ma´rcio accompli sa the`se, il marche avec aplomb, ici la terre finit, le bout le plus au sud
de la terre he´rite´e, qu’un jour va se se´parer, va eˆtre en contact avec la mer et faire croire que la
fin de la terre est le premier acte. Il est impossible de rester a` la frontie`re, il est dans la limite.
Par limite, je comprends une grandeur constante, de qui une autre grandeur peut s’approcher
inde´finiment sans jamais l’atteindre. Il y a toujours des pas a` faire meˆme si la marque ze´ro est
re´cre´e, re´tablie.
Mon coeur se re´chauffe de savoir que, par le passe´, quand nous faisions du ve´lo sur la terre
rouge des rues de notre petit village campagnard, il n’y avait pas une destine´e de´ja` trace´e, mais
une histoire a` e´crire de sa propre main, comme cette the`se.
Et liberte´s !
Lucenne Cruz
Rio de Janeiro, Bre´sil, le 12 juin 2011
1N.d.T. - Au Portugal, Finisterra fait re´fe´rence au Cabo da Roca sis a` 42 km a` l’ouest de Lisbonne. Le poe`te





Somos irma˜os, Jose´-Ma´rcio e eu. Nascemos em terras encharcadas, aquelas terras que escan-
caram suas portas para as a´guas do rio Paraguai formando assim desenhos transparentes cobertos
de tintas azuis das a´guas e verdes das matas : o Pantanal do Brasil. Viemos ao mundo atrave´s
de pais que nos ensinaram que a alegria e a coragem e´ sau´de para a vida toda. Eles sa˜o o nosso
porto. A gente foi criada rente ao cha˜o, ganhava o tempo cuidando de fazer contas de cabec¸a,
sem comparac¸o˜es. Vejo de volta esses nu´meros, um solo de abstrac¸o˜es, na tese do meu irma˜o
mais novo.
Ha´ no tronco da l´ıngua portuguesa, uma palavra que me afeta pelo lado esquerdo da coragem
e talvez pela quantidade de sal que carrego nos va˜os do meu corpo por conta de uma coisa que
se herda ainda no u´tero, o andor sagrado e a casa de habitac¸a˜o. Essa palavra e´ Finisterra. O
sentido quase inteiro dessa palavra nos e´ dado pela geografia f´ısica e pelo sentimento lusitano de
se lanc¸ar ao mar. Da geografia, vem a noc¸a˜o de ponto mais ocidental do continente europeu que
e´ um cha˜o de pedra cercado de mar e ce´u. O outro vem do homem que habita esse solo e, que na
e´poca dos Descobrimentos, pensou o horizonte como a linha que fecha o seu territo´rio. Finisterra
era, para os portugueses, aquela ponta de terra no extremo sudoeste de Portugal onde se fincou
um mirante imagina´rio : o horizonte. Por heranc¸a e honra paterna, recebemos um fragmento
inteiro dessa palavra Finisterra para as nossas vidas. Essa e´ a nossa comunha˜o de bens.
Jose´-Ma´rcio finda a sua tese, aqui se acaba a terra, o cabo mais ao sul daquela herdade que
se anda firme, mas que chega um dia que ha´-de se romper a`quela ponta de terra e alcanc¸ar o
mar e fazer crer que o fim da terra e´ o primeiro ato. Na˜o tem como ficar na fronteira, esta´-se no
limite. Por limite, entendo uma grandeza constante, da qual outra grandeza pode aproximar-se
indefinida sem nunca a atingir. Ha´ sempre passos a dar ainda que a` estaca zero, que se recria,
que se recomec¸a.
Aquece o meu corac¸a˜o saber que, la´ atra´s quando anda´vamos de bicicleta pelas ruas de terra
vermelha da nossa cidade do interior, na˜o havia designo trac¸ado, mas sim uma histo´ria a ser
escrita pelo pro´prio punho, como esta tese.
E liberdades !
Lucenne Cruz
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Internet a commence´ a` exister dans les anne´es 70, a` l’initiative du DARPA, pour faciliter
les communications entre les chercheurs et les de´partements de la de´fense ame´ricains. Dans les
anne´es 90, Internet est devenu un outil grand public et est, petit a` petit, pris une part importante
dans le fonctionnement de notre socie´te´, aussi bien sur le plan individuel que dans les entreprises
et organismes de l’administration, graˆce aux applications Web et a` la messagerie e´lectronique.
Dans les organisations professionnelles, ces applications ont pris une place si importante que leur
activite´ parfois cesse en cas d’indisponibilite´ ou mauvais fonctionnement.
(a) La viande en boˆıte produite par
Hormel Foods
(b) Une sce`ne du sketch de Monty Python
Fig. 1.1: L’utilisation du mot Spam pour de´signer les messages inde´sirables a e´te´ inspire´ par un
sketch de Monty-Python sur un produit de Hormel Foods a` base de viande e´pice´e vendu dans
des boˆıtes
Parmi les plaies se propageant par la messagerie e´lectronique se trouvent les virus et les
spams. Ces derniers sont les messages e´lectroniques envoye´s en masse et aveuglement proposant,
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par exemple, toute une panoplie de produits pharmaceutiques, de la contrefac¸on ou encore de la
pornographie.
Jusqu’a` la fin des anne´es 90 l’activite´ spam e´tait reste´e marginale. Aujourd’hui, les estimations
divergent mais globalement on estime entre 70 % et 95 % la fraction du trafic SMTP sur Internet
re´sultant de cette seule activite´. Il s’agit d’une geˆne au trafic, puisqu’il faut dimensionner les
infrastructures re´seau en conse´quence, et aussi une perte de temps pour les destinataires de ces
messages.
Depuis la fin des anne´es 1990, une panoplie de solutions de filtrage sont apparues, certaines
base´es sur l’identification du chemin parcouru par le message et d’autres base´es sur le contenu des
messages, certaines certaines objectives et d’autres moins voire meˆme farfelues, avec propagation
d’un certain nombre de mythes.
Un de ces mythes consiste a` dire que l’utilisation mutualise´ d’un filtre de contenu pour classer
les messages d’une communaute´ n’est pas faisable puisque ”les boites aux lettres de personnes
diffe´rentes sont diffe´rentes”. Le but de cette the`se est justement l’e´tude de ce contexte de filtrage
et de´montrer que cela est possible avec des solutions relativement simples.
1.2 Un spam, un ham, c’est quoi, exactement ?
SPAM® 1 est un produit a` base de viande e´pice´e et conditionne´ en boˆıte. Ce mot est forme´
des initiales de ”Shoulder Pork and hAM”/”SPiced hAM”. En 1970, le groupe Monty Python
Flying Circus a pre´sente´ un sketch qui se passait dans un restaurant ou` le SPAM® entrait dans
la composition de tous les plats du menu. Le sketch finissait par une cacophonie ou` tous chan-
taient : ”Spam, spam, spam, spam, spam, spam, spam, spam, lovely spam ! Wonderful spam !”2.
Le caracte`re re´pe´titif et non souhaite´ du mot spam dans ce sketch a conduit la communaute´
d’internet a` l’utiliser pour se re´fe´rer a` cette cate´gorie de messages inde´sirables et re´pe´titifs.
Il y a plusieurs de´finitions de spam, certaines plus restrictives que d’autres. Les entreprises
de marketing direct, par exemple, essaient de promouvoir une de´finition assez faible de fac¸on a`
ce que de la publicite´, meˆme sauvage, ne soit pas conside´re´e comme du spam.
Dans le contexte de cette the`se, nous avons conside´re´ comme spam les messages satisfaisant,
en meˆme temps, les trois crite`res suivants :
1. les messages n’ont pas e´te´ sollicite´s et n’ont aucun inte´reˆt ;
2. les messages ont e´te´ envoye´s en masse ;
3. le destinataire ne connait pas l’expe´diteur (meˆme si l’inverse peut ne pas eˆtre vrai).
Cependant, cette de´finition admet une appre´ciation subjective, en particulier du premier
crite`re, ou` l’expression ”non sollicite´” est remplace´ par ”non souhaite´”. Ce flou est ne´anmoins
ine´vitable et ajoute une incertitude dans les re´sultats, que nous avons pu observer dans la partie
expe´rimentale.
Malgre´ la diversite´ des de´finitions et les controverses, cette de´finition semble eˆtre la plus
acceptable car elle tend vers ce que le destinataire est ge´ne´ralement preˆt a` accepter. C’est, a`
notre avis, l’objectif de toute application de classement : la satisfaction de son utilisateur.
Les messages inde´sirables sont parfois aussi de´signe´s par UBE (Unsollicited Bulk Email) ou
UCE (Unsollicited Commercial Email).
Les messages le´gitimes, par opposition aux spams, sont souvent de´signe´s par le mot ham -
probablement pour dire que ”spam, c’est mauvais mais ham, c’est bon”.
1SPAM® est une marque de´pose´e de Hormel Foods - http://www.spam.com




1.3 Le filtrage de spam base´ sur le contenu
Une approche souvent utilise´e pour filtrer le spam est de ve´rifier si un message en cours
d’examen satisfait un certain nombre de crite`res - des re`gles. Si oui, le message est refuse´ et,
dans le cas contraire, le message est accepte´. Ces crite`res sont par exemple : la pre´sence de
l’expe´diteur dans une liste noire, un nombre important de messages du meˆme expe´diteur dans
une pe´riode tre`s courte ou encore la pre´sence de certains mots (viagra, pornographie, ...) dans le
contenu du message. En ge´ne´ral, un seul crite`re ne suffit pas pour atteindre un niveau d’efficacite´
satisfaisant : il faut alors les combiner. Mais la combinaison optimale n’est pas force´ment triviale
a` trouver et, assez souvent, cela se fait graˆce a` des simplifications pas toujours justifie´es.
Dans une approche na¨ıve, les crite`res sont e´tablis a` l’avance et manuellement. La de´marche
consiste a` de´finir une fonction ayant comme domaine les messages a` classer (ceux de´ja` vus mais
aussi ceux a` venir), repre´sente´s par les valeurs prises par les crite`res, et comme image, les deux
classes possibles : ham et spam. La difficulte´ re´sulte du fait que, a` notre connaissance, il n’y pas
de mode`le mathe´matique permettant d’associer une classe a` un message et, s’il y en avait un, il
serait tre`s complexe.
L’approche alternative, l’apprentissage artificiel, consiste a` utiliser un ensemble d’exemples,
chacun avec son e´tiquette de classement, de taille suffisante pour eˆtre repre´sentatif de l’ensemble
des messages a` classer, et de laisser un ”algorithme” ”apprendre” la relation fonctionnelle existant
entre chaque exemple et sa classe associe´e et eˆtre capable de ge´ne´raliser cette relation a` des cas
non vus dans les exemples.
Un ensemble de crite`res est toujours ne´cessaire. Soit les crite`res sont renseigne´s explicitement,
soit on se contente de de´finir une heuristique permettant a` ”l’algorithme” de construire lui-meˆme
cet ensemble de crite`res. C’est ce qui se passe dans une application de classement d’objets textuels,
ou` le dictionnaire est construit pendant l’apprentissage et non pas e´tabli a` l’avance. Dans les
applications d’apprentissage artificiel, ces crite`res sont appele´s ”attributs” (features) et peuvent
correspondre, par exemple, a` la pre´sence ou absence d’un mot du dictionnaire dans le message.
L’approche par apprentissage artificiel est particulie`rement inte´ressante lorsqu’il n’y a pas de
mode`le mathe´matique ou alors il y en a un mais il est trop complexe. Cette approche, applique´e
au contenu des messages, est celle qui nous inte´resse dans cette the`se, meˆme si nous reconnaissons
que ce n’est pas la seule approche efficace.
Il existe une dualite´ entre l’apprentissage artificiel et l’infe´rence statistique [260, p. 11], avec
utilisation de termes diffe´rents pour repre´senter les meˆmes choses. Mais il y a une diffe´rence
de principe entre ces deux domaines : le premier s’inte´resse plus a` l’aspect algorithmique du
proble`me tandis que le deuxie`me se pre´occupe de la compre´hension et de la mode´lisation des
donne´es. L’auteur de cette the`se, plus verse´ dans la partie informatique, estime, et ce n’est que
son avis personnel, que la technique est arrive´e a` un point ou` l’ame´lioration de l’efficacite´ des
filtres actuels passe par une meilleure compre´hension des donne´es.
1.4 De quoi parle-t-on dans cette the`se...
On parle, bien suˆr, de filtrage de spam ! Mais, par qui, pour qui et pourquoi ?
A l’origine, l’auteur a traite´ ce sujet dans un cadre de gestion d’un service de messagerie et
de´veloppement d’un logiciel libre de filtrage.
Les techniques employe´es actuellement dans les logiciels libres ou commerciaux semblent avoir
atteint leurs limites. La recherche de nouvelles me´thodes de classement de messages est devenue
indispensable. Les grands fournisseurs de solutions de filtrage tablent sur des me´thodes telles que
les listes noires3 ou les listes de re´putation4. L’expe´rience montre que ces solutions permettent de
de´grossir largement le flot de messages, mais lorsque l’on cherche une efficacite´ plus importante, il
faut faire appel a` des me´thodes de filtrage base´es sur le contenu, en particulier des classificateurs
statistiques.
3Par exemple, Spamhaus - http://www.spamhaus.org
4Par exemple, Cisco/Ironport http://www.senderbase.org
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L’utilisation des classificateurs statistiques a souvent e´te´ conside´re´e d’un inte´reˆt limite´ a` un
usage individuel. Les re´sultats de recherche traitant de leur utilisation partage´e sont, a` notre
connaissance, tre`s rares et ne permettent pas de tirer des conclusions.
Cette the`se e´tudie l’utilisation partage´e d’un classificateur statistique dans une communaute´
telle qu’une universite´ ou un organisme de recherche, avec des milliers d’utilisateurs de la messa-
gerie, des centres d’inte´reˆt assez diversifie´s, mais qui ont quand meˆme quelques points communs.
L’objectif n’est pas de proposer une solution de´finitive a` la proble´matique du spam. Apre`s
tant d’expe´rimentations faites avec toute sorte de me´thode de classement, il nous a semble´ utile
de faire une pause et de chercher une meilleure compre´hension de la proble´matique du spam.
Depuis une dizaine d’anne´es, l’application de classificateurs statistiques au filtrage de spam
est domine´e par les classificateurs ”dit baye´siens”de´veloppe´s par les praticiens des logiciels libres.
La recherche s’inte´resse a` la proble´matique du spam depuis longtemps, avant meˆme les praticiens
mais, comme nous le verrons dans le chapitre consacre´ a` l’historique, il y a un fosse´ conside´rable
entre ces deux communaute´s qui ont, parfois, du mal a` se parler. Cette the`se essaie de combler
cette lacune par une modeste ”incursion” dans les domaines d’apprentissage artificiel et statis-
tique, sans pour autant pre´tendre eˆtre une the`se dans ces spe´cialite´s.
La de´marche de cette the`se est, en partie, inspire´e par le abstract d’un article publie´ par
David Hand :
A great many tools have been developed for supervised classification, ranging from
early methods such as linear discriminant analysis through to modern developments
such as neural networks and support vector machines. A large number of comparative
studies have been conducted in attempts to establish the relative superiority of these
methods. [...] these comparisons often fail to take into account important aspects of
real problems, so that the apparent superiority of more sophisticated methods may
be something of an illusion. In particular, simple methods typically yield performance
almost as good as more sophisticated methods, to the extent that the difference in
performance may be swamped by other sources of uncertainty that generally are not
considered in the classical supervised classification paradigm.
David Hand - Classifier Technology and the Illusion of Progress [125]
Cette remarque faite a` la marge d’un article de confe´rence ainsi qu’une autre de Leo Breiman
[37], faite quelques anne´es auparavant, ont suscite´ des re´actions et commentaires inte´ressants de
chercheurs reconnus tels que D. R. Cox, Brad Efron, Emanuel Parzen, confirmant la pertinence
de la remarque.
David Hand de´fend l’ide´e que de nombreux travaux de recherche en classificateurs automa-
tiques et complexes, se font sans tenir compte des conditions re´elles de fonctionnement et que
parfois des outils simples suffiraient pour obtenir la meˆme efficacite´ que des outils plus complexes.
Leo Breiman compare deux cultures : celle des statisticiens et celle des spe´cialistes de la mode´-
lisation algorithmique (intelligence artificielle), avec un penchant pour cette dernie`re. Il ressort
de ce dialogue que ces de´marches sont toutes comple´mentaires et ne´cessaires.
Ces remarques ont e´te´ faites dans des contextes de classement autres que celui du classement
de messages e´lectroniques, avec une porte´e ge´ne´rale sur la proble´matique de classement utilisant
des techniques d’apprentissage artificiel.
Ceci explique notre de´marche. Des nombreux travaux ont e´te´ publie´s sur le spam mais, a`
notre connaissance et humble avis, assez peu ont e´te´ vraiment e´value´s dans des conditions re´elles
et se sont limite´ a` l’aspect algorithmique du proble`me.
Notre de´marche a consiste´ a` :
– utiliser un classificateur relativement simple, adapte´ au contexte re´el. Nous avons choisi un
classificateur discriminant line´aire avec apprentissage actif en ligne ;
– utiliser des donne´es re´elles, collecte´s sur une pe´riode assez longue ;
– comprendre, le mieux possible, les limitations lie´es au contexte ;
– comparer les re´sultats obtenus avec des donne´es re´els et synthe´tiques, et publie´s par ailleurs.
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1.5 Travaux similaires et contributions de cette the`se
Des nombreux travaux portant sur des points particuliers de la proble´matique de filtrage de
spam ont e´te´ publie´s, notamment des propositions d’algorithmes et de me´thodes de filtrage. Les
travaux qui nous ont semble´ les plus inte´ressants sont ceux de Gordon Cormack (e.g. [60], [69], [57]
ou [59]), qui a e´te´ le premier a` chercher a` sortir de la logique de recherche du ”meilleur algorithme”
de classement de spam. Comme nous verrons dans le chapitre sur le historique, sa contribution
principale porte, d’une part, sur la constatation que le filtrage de messages e´lectroniques est
un proble`me de classement en ligne et non en batch et, d’autre part, sur l’e´laboration d’une
me´thodologie d’e´valuation de filtres, base´e sur l’utilisation d’un corpus unique et commun de
messages.
La premie`re contribution de cette the`se porte sur l’ame´lioration de la connaissance de la
proble´matique du spam. Quasiment tous les algorithmes connus en apprentissage artificiel ont
de´ja` e´te´ expe´rimente´s, avec des re´sultats tre`s bons. La question qui se pose est : faut-il cher-
cher des algorithmes encore plus performants ou faut-il e´tudier les donne´es pour comprendre
ce qui peut empeˆcher d’aller plus loin ? Nous avons choisi la deuxie`me option. Pour cela, nous
utilisons des donne´es re´elles et non plus synthe´tiques, et nous e´tudions l’e´volution temporelle et
le re´sultat de classement de flots de messages a` l’aide d’outils tels les se´ries temporelles et des
demi-variogrammes.
La deuxie`me contribution re´sulte de notre de´marche donne suite au commentaire de Hand
discute´ dans la Section 1.4. Nous avons cherche´ a` utiliser un algorithme de classement aussi
simple que possible, mais de´fini ”astucieusement”, de fac¸on a` pouvoir identifier ses possibles
faiblesses. L’identification de ces faiblesses permettra, par la suite, de rechercher des solutions
plus performantes.
Assez souvent, on conside`re que les caracte´ristiques des flots de messages varient beaucoup
avec leur aˆge et qu’un classificateur doit impe´rativement eˆtre construit avec des messages de
meˆme aˆge que les messages a` classer. Avec Gordon Cormack [71] [81] nous avons de´montre´ que
si l’on prend la pre´caution de supprimer les re´fe´rences temporelles, la de´rive des caracte´ristiques
statistiques des messages n’est pas aussi importante, ce qui nous permet d’utiliser, dans certaines
limites, indiffe´remment des messages re´cents ou plus anciens dans l’apprentissage d’un filtre.
La contribution qui ne rele`ve pas d’une ame´lioration de la connaissance, dans le cas particulier
du filtrage de spam, a e´te´ la combinaison d’une boucle de retour d’information de classement
correct et l’apprentissage en ligne par approximation stochastique.
L’objectif initial de cette the`se e´tait l’e´tude de l’utilisation partage´e d’un filtre de messages,
base´ sur le contenu, dans une communaute´. Ce but ne peut eˆtre envisage´ que si les ensembles
de messages des diffe´rents membres de la communaute´ ont un minimum de ressemblance. Nous
avons utilise´ le classificateur simple pour de´montrer que dans les conditions d’expe´rimentation
l’efficacite´ restait tre`s bonne aussi bien dans le cas ou` les messages e´taient destine´s a` un seul uti-
lisateur ou a` un petit groupe, assez he´te´roge`ne, pour qui nous avons pu collecter des e´chantillons
de messages.
Dans une deuxie`me partie de nos contributions (ou plutoˆt des perspectives), nous avons ef-
fleure´ quelques domaines permettant de mieux connaitre et/ou mode´liser les flots de messages.
Ces voies n’ont pas e´te´ comple`tement traite´es, mais nous avons estime´ utile de de´dier une par-
tie finale ou` nous les mentionnons dans leur e´tat d’avancement. Ce sont des voies que nous
envisageons d’y travailler par la suite.
Il est souvent admis dans les communications scientifiques, sans aucune pre´cision ni quali-
tative ni quantitative, que les messages rec¸us par des destinataires distincts ne se ressemblent
pas. Pour valider cette hypothe`se, nous avons eu besoin de comparer des ensembles de messages.
Il n’e´tait pas question, bien suˆr, de comparer les messages caracte`re par caracte`re, mais leur
repre´sentation. Ce dont nous avons besoin est d’eˆtre capables d’ordonner des ensembles de mes-
sages selon leur e´cart vu par les classificateurs. Nous proposons de repre´senter des ensembles de
messages par la distribution empirique de probabilite´ des termes trouve´s dans les messages et
d’utiliser les mesures usuelles de similarite´ entre distributions pour e´valuer la ressemblance entre
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les ensembles. Des exemples de crite`res sont la divergence de Kullback-Leibler, Jensen-Shannon
et autres distances/divergences similaires. Cette de´marche est probablement valable (encore a`
de´montrer) pour des classificateurs ge´ne´ratifs tels le Baye´sien Na¨ıf, ou` le crite`re de classement
peut eˆtre vu comme une comparaison de divergences de Kullback-Leibler.
Nous avons aussi eﬄeure´ les mode`les de me´lange de distributions. En effet, chacun d’entre
nous a de´ja` l’habitude de classer les messages par the`me selon certains points communs (e.g.
the`me, groupe de travail, . . .). Cela fait que ces messages ont de´ja` des ressemblances. L’ensemble
des messages d’un utilisateur re´sulte d’une combinaison line´aire de dossiers. A un niveau plus
e´leve´, e.g. un service, l’ensemble des messages de tous les utilisateurs du service est aussi une
combinaison line´aire des messages de chaque utilisateur. Cette hie´rarchie se preˆte bien a` une
mode´lisation par un mode`le de me´lange, probablement plus dans une optique d’ame´lioration des
connaissances que dans un contexte de conception d’un syste`me de classement de messages.
Un dernier point eﬄeure´ est une e´tude de la ”ge´ome´trie” de la distribution spatiale des
exemples : ou` nous essayons de repre´senter les ensembles des messages par un treillis alge´brique
et essayons de les situer et d’analyser la se´parabilite´ des classes par rapport a`, par exemple, les
attributs communs et disjoints dans chaque classe.
1.6 Organisation de ce document
Cette the`se est organise´e en six parties.
La premie`re partie constitue une introduction : une bre`ve pre´sentation de l’environnement de
classement de messages e´lectroniques suivi de l’historique du classement statistique base´ sur le
contenu.
La partie suivante contient trois chapitres qui pre´sentent brie`vement les briques logiques d’un
filtre anti-spam : la repre´sentation des messages, les algorithmes de classement et l’apprentissage.
Dans chaque chapitre nous mettons en valeur ce qui est relevant pour le proble`me de filtrage de
spam.
La troisie`me partie de´crit le proble`me qui nous concerne : le classement mutualise´ de messages,
base´ sur le contenu. Dans cette partie, nous examinons les proble`mes qui apparaissent ou qui
prennent de l’importance dans le contexte de filtrage mutualise´ de spam. Comme conse´quence,
nous proposons une architecture de classement, la plus simple possible pour tenir compte de la
de´marche choisie (cf section 1.4), mais adapte´e aux proble`mes souleve´s dans cette partie.
La partie suivante pre´sente des re´sultats expe´rimentaux obtenus. La premie`re partie des
expe´rimentations visent obtenir une meilleure connaissance des caracte´ristiques temporelles d’un
flot de messages. La deuxie`me partie, pre´sente les re´sultats obtenus avec le classificateur simple
sur les messages d’un seul destinataire, avec ensembles de messages synthe´tiques et re´els, avec
classement mutualise´ ou pas.
La partie ”Re´flexions a` approfondir” contient des points que nous n’avons qu’eﬄeure´ ou
qui n’ont e´te´ qu’en partie, mais qui constituent des pistes de re´flexion nous semblant utiles a`
approfondir. Ces re´flexions portent sur trois aspects : la repre´sentation spatiale des messages et
la facilite´ ou difficulte´ de classement, des possibles me´thodes de comparaison de flots ou ensembles
de messages et enfin, la possibilite´ de repre´senter de fac¸on hie´rarchique un ensemble de messages
(c.a`.d. des mode`les de me´lange).
Enfin, un chapitre de´die´ aux conclusions et des annexes.
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CHAPITRE 2
L’environnement d’un filtre anti-spam
Un bon croquis vaut mieux qu’un long discours.
Napole´on Bonaparte
2.1 Introduction
Ce chapitre propose une vue globale des filtres anti-spam : l’environnement et les parties
constituantes. La plupart des concepts pre´sente´s ici seront approfondis, individuellement, dans
les chapitres suivants.
2.2 Anatomie d’un message e´lectronique
La Figure 2.2 pre´sente le de´coupage d’un message e´lectronique, avec son de´coupage ainsi que
les parties de protocole d’e´change entre deux dispositifs client et serveur de messagerie.
A` noter que les adresses de messagerie que l’on voit dans l’enveloppe ne correspondent pas
a` celles des en-teˆtes : le routage du message est effectue´ selon les adresses de l’enveloppe - une
situation possible aussi dans le routage des courriers papier traditionnels.
2.3 Le processus de filtrage
Malgre´ les nombreux sce´narios possibles, le mode`le logique d’un processus de filtrage de spam
est assez simple. La Figure 2.3 pre´sente un de ces sce´narios.
Les messages sont soumis au filtre, dans l’ordre de leur arrive´e1. Apre`s traitement, le filtre
associe le message a` une des classes - ham ou spam - indiquant, e´ventuellement, l’incertitude
du classement a` l’aide d’une valeur nume´rique (score). Le destinataire (un eˆtre humain) rec¸oit
le message, valide ou rectifie le classement propose´ par le filtre : les messages utiles sont pris
en compte et les spams supprime´s. Dans un autre sce´nario, le filtre peut mettre dans un sas
(quarantaine) les spams probables. En tout cas, le destinataire doit pouvoir corriger les erreurs
de classement.
1Pour eˆtre pre´cis, les filtres, place´s sur une passerelle de messagerie, peuvent recevoir et traiter simultane´ment
plusieurs messages, mais les messages sont toujours mis, un par un, dans la boˆıte aux lettres du destinataire
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Trying 194.214.158.200...
Connected to paris.ensmp.fr.
Escape character is ’^]’.
<--- 220 paris.ensmp.fr ESMTP Sendmail 8.14.4/8.14.4
---> HELO saci.ensmp.fr
<--- 250 paris.ensmp.fr Hello saci, pleased to meet you
---> MAIL from:<alice@ensmp.fr>
<--- 250 2.1.0 <alice@ensmp.fr>... Sender ok
---> RCPT to:<bob@ensmp.fr>
<--- 250 2.1.5 <bob@ensmp.fr>... Recipient ok
---> RCPT to:<charlie@ensmp.fr>
<--- 250 2.1.5 <charlie@ensmp.fr>... Recipient ok
---> DATA
<--- 354 Enter mail, end with "." on a line by itself
En-te^tes
From: Jose-Marcio Martins <jose@ensmp.fr>
To: Jean-Claude Dupont <jean-claude@ensmp.fr>
Subject: Un message de test
Date: Sun, 12 Dec 2010 19:32:42 -0200
Corps du message
Salut Jean-Claude,




<--- 250 2.0.0 oBGL0kRC016832 Message accepted for delivery
---> QUIT
<--- 221 2.0.0 paris.ensmp.fr closing connection
Connection to paris.ensmp.fr closed by foreign host.
Fig. 2.1: Une transaction entre deux terminaux (client et serveur) de messagerie. Le contenu
de la boˆıte exte´rieure correspond aux e´changes entre les deux terminaux : c’est l’enveloppe du
message. La boˆıte de deuxie`me niveau correspond au contenu effectif du message, avec trois
composantes : les en-teˆtes, le corps du message et une ligne avec un ”.” pour indiquer la fin du
message.
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Fig. 2.2: Trajet typique simplifie´ d’un message - apre`s soumission du message a` un MTA (Mail
Transport Agent ou ”serveur de mail”), celui-ci recherchera son e´quivalent le plus proche du
destinataire (un MX ou Mail eXchanger, qui s’occupera du filtrage en arrive´e et enregistrement
dans un serveur de stockage de messages.
Classifier Models
Messages (M,?)







Fig. 2.3: Le processus de classement de messages et les interactions possibles entre le filtre et le
destinataire final.
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Le destinataire peut aussi retourner des informations au filtre, permettant la mise a` jour des
mode`les utilise´s par l’algorithme de classement. Cette particularite´ caracte´rise, comme nous le
verrons par la suite, le sce´nario typique d’apprentissage en ligne.
2.3.1 Aspects Temporels
Le flot de messages n’est pas stationnaire : ses caracte´ristiques e´voluent en permanence. Il
n’est pas aberrant de conside´rer que les messages le´gitimes e´voluent peu : les expe´diteurs changent
rarement leurs habitudes d’e´criture et, sauf dans certains cas spe´cifiques, la topologie de leurs
re´seaux de correspondants reste relativement stable. Le spam, par contre, e´volue en permanence,
surtout pour de´jouer les filtres. Ceci explique, d’une part, le besoin constant de mise a` jour
des mode`les utilise´s par les algorithmes de classement et, d’autre part, la ne´cessite´ de prendre
toujours en compte les messages dans l’ordre chronologique d’arrive´e.
Cette de´rive impacte les messages de trois fac¸ons :
– La re´partition des classes - La figure (2.4) montre la variation du taux de spam a`
l’entre´e de l’E´cole des Mines de Paris. On peut distinguer l’activite´ de nuit (pics fins) et
de weekend (pics plus larges) qui correspondent aux pe´riodes ou` il y a une baisse dans les
e´changes de messages professionnels. Cet exemple montre une variation a` court terme, mais
on remarque, sur des pe´riodes plus longues (une anne´e, par exemple) une e´volution plus ou
moins pe´riodique dans les hams lie´e aux vacances et feˆtes et une variation non pe´riodique
des spams, plutoˆt lie´e a` des e´ve´nements autres (de´but ou fin d’activite´ d’un spammeur,
de´branchement de McColo, e´ve´nement lie´ a` une ce´le´brite´, ...).
– La re´partition des genres a` l’inte´rieur de chaque classe - ceci est plutoˆt vrai pour les
spams. Rien ne garantit que la re´partition par genre (pornographie, arnaques, me´dicaments,
...) soit constante dans le temps.
– L’e´volution des messages -Dans la classe hams, les expe´diteurs changent peu souvent
leur fac¸on d’e´crire : l’e´volution est lente, alors que dans la classe spams, pour de´jouer les


























(a) Variation journalie`re du taux de spam a` l’entre´e
du domaine ensmp.fr. Les pics co¨ıncident avec la baisse

























(b) E´volution du nombre de messages, par classe et par
jour, rec¸us par l’auteur sur une pe´riode d’un an et demi.
La baisse vers le jour 400 correspond a` la fermeture de
McColo en novembre 2008.
Fig. 2.4: E´volution de la fraction de spams dans le flot de messages a` court (1 mois - Fig. 2.4a) et
a` moyen (1 an et demi - Fig. 2.4b) terme. On remarque la stabilite´ relative du nombre de messages
le´gitimes par jour, tandis que les spams ont plutoˆt tendance a` augmenter conside´rablement.
Ces trois aspects montrent que le spam n’est pas un processus statique (stationnaire) : il e´volue
dans le temps. Les deux derniers illustrent l’importance du respect de l’ordre chronologique des
messages et ceci justifie donc que le filtrage de spam soit conside´re´ comme un processus en
ligne [60].
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La compre´hension de l’e´volution temporelle est particulie`rement importante dans l’utilisation
partage´e d’un filtre anti-spam a` cause de la difficulte´ d’obtenir des e´chantillons, le but e´tant de
pouvoir les utiliser le plus longtemps possible.
La de´rive, a` la fois qualitative et quantitative, est due a` la ge´ne´ration des messages. Les
interactions entre le filtre et le destinataire peuvent aussi, comme nous le verrons par la suite,
ajouter des retards dans la boucle d’apprentissage et provoquer une baisse d’efficacite´.
2.3.2 Interactions avec le destinataire
Les interactions avec le destinataire sont a` double sens : le destinataire retourne des infor-
mations vers le filtre et modifie son comportement (c’est l’apprentissage du classificateur) et
vice-versa.
Le retour d’information fait par l’utilisateur rend l’apprentissage possible mais c’est une source
de complexite´ dans le mode`le : il s’agit d’une action humaine que l’on ne peut pas mode´liser avec
pre´cision. Citons quelques exemples de comportements humains qui affectent le mode`le [59] :
– Retard - Le destinataire ne traite pas les messages imme´diatement apre`s filtrage, mais a`
des intervalles qui ne sont pas force´ment re´guliers allant de quelques minutes a` plusieurs
heures, voire meˆme jours. Dans un mode`le ide´al, le classement de chaque message est suivi,
imme´diatement, de l’information correcte de classement. Ce retour n’e´tant pas instantane´,
le mode`le sera mis a` jour toujours avec un retard ale´atoire.
– Retour partiel - Le retour d’information peut eˆtre syste´matique ou seulement pour une
partie des messages. Les destinataires ont souvent le re´flexe de ne renseigner que les mes-
sages en erreur, et parfois ils sont plus attentifs au contenu de la boˆıte le´gitime et ne
signalent, donc, que les spams non de´tecte´s.
– Des Retours d’Information Errone´s - Dans des expe´rimentations demandant a` des
utilisateurs humains de classer des messages, des taux d’erreur variant entre 3% et 7% [249]
[118] ont e´te´ rapporte´s. D’autres e´tudes ont montre´ que les erreurs ne sont pas uniforme´ment
distribue´es selon le genre de message, meˆme a` l’inte´rieur de la meˆme classe [151]. Les
classificateurs de messages e´lectroniques les plus performants ont des taux d’erreur typiques
de l’ordre de 0.5%. Ces erreurs, injecte´es dans les mode`les utilise´s par ces classificateurs ne
sont pas sans conse´quence sur leur efficacite´ [62].
Le filtre, a` son tour, a une influence sur le comportement de l’utilisateur. Plice et al [202]
ont sugge´re´ que plus le niveau de spam est faible, plus on est attentif au contenu des spams.
En conse´quence, une personne regarde plus attentivement une boˆıte a` spams a` la recherche de
messages le´gitimes mal classe´s lorsque le nombre de messages est faible.
2.3.3 Interactions avec l’expe´diteur
Il arrive souvent qu’un spammeur souhaite avoir des informations sur le fonctionnement d’un
filtre anti-spam, de fac¸on a` ce que ses messages puissent le traverser et arriver dans la boˆıte aux
lettres des destinataires, si possible, sans eˆtre marque´s comme e´tant du spam.
Lorsque le filtrage se fait par le contenu des messages, les interactions avec l’expe´diteur sont
indirectes. Un filtre peut soit accepter les spams tout en les marquant comme tel, soit les refuser
et, dans ce cas, l’expe´diteur peut infe´rer le re´sultat du classement. Par contre, si le message n’est
pas refuse´, l’expe´diteur ne peut pas, en principe, estimer le classement du filtre.
Pour pouvoir obtenir des informations plus pre´cises, [179] [180] Lowd et Meek ont imagine´
des possibles sce´narios d’interaction active dans lesquels l’expe´diteur envoie des se´quences de
messages avec des contenus diffe´rents et avec, par exemple, des liens cache´s vers des pages web
sous son controˆle. La de´tection d’une consultation de ces pages permet d’infe´rer que le message est
bien arrive´ dans la boˆıte aux lettres du destinataire et a bien e´te´ lu. Ainsi, ces me´thodes peuvent
permettre de connaˆıtre assez finement les seuils de de´tection du filtre. Elles sont utilise´es, le plus





L’apprentissage est le processus permettant de construire les mode`les, utilise´s comme re´fe´rence
par l’algorithme de classement, a` partir d’un ensemble d’exemples (ou donne´es d’apprentissage).
Un exemple est un couple (message, e´tiquette). Le but de l’apprentissage est la construction
d’une fonction permettant d’associer une e´tiquette a` un message non vu pendant l’apprentissage.
Ce processus peut prendre des formes diffe´rentes selon le type d’algorithme de classement.
Dans le cas d’un classificateur baye´sien na¨ıf, par exemple, il s’agit de compter, pour chaque classe
et pour chaque terme du dictionnaire, le nombre de documents ou` le terme est pre´sent alors que
dans le cas d’un classificateur SVM, il s’agit de de´terminer l’e´quation d’un hyperplan se´parant
les deux classes.
On parle d’apprentissage supervise´ lorsque les mode`les sont construits a` partir d’exemples
dont la classe est connue et d’apprentissage non supervise´ dans le cas contraire. L’apprentissage
non supervise´ est utilise´ dans les applications de clustering, ou` le but est de regrouper les objets
par leur ressemblance, sans connaˆıtre, a` priori, la classe associe´e a` chaque objet.
On distingue aussi l’apprentissage en ligne et l’apprentissage hors ligne. Dans l’apprentissage
hors ligne (ou en batch), les exemples sont entie`rement traite´s de`s le de´part avant toute ope´ration
de classement, tandis que dans l’apprentissage en ligne les exemples sont des objets re´els a`
classer et l’apprentissage se fait, au fur et a` mesure, graˆce au retour d’information concernant les
classements qui viennent d’eˆtre effectue´s [239, p.241].
L’apprentissage en ligne a deux caracte´ristiques qui le rendent particulie`rement diffe´rent de
celui hors ligne : les exemples sont pre´sente´s dans un ordre pre´cis (l’ordre chronologique) et
le nombre d’exemples utilise´s pour l’apprentissage peut ne pas eˆtre borne´ et doit inte´grer un
dispositif permettant d’oublier automatiquement les exemples trop anciens.
E´tant donne´ le caracte`re e´volutif des caracte´ristiques des messages e´lectroniques, l’apprentis-
sage d’un filtre anti-spam rele`ve typiquement de l’apprentissage en ligne. Malgre´ cela, nombreux
sont les re´sultats de recherche publie´s ou` les expe´rimentations et e´valuations sont base´es sur une
hypothe`se d’apprentissage hors ligne.
L’apprentissage de´fini le protocole utilise´ pour la construction et la mise a` jour des mode`les
utilise´s par l’algorithme de classement pour effectuer le filtrage. Cet aspect est critique dans le












Fig. 2.5: Sche´ma simplifie´ d’un filtre anti-spam
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Il s’agit de l’e´le´ment central du processus. Il est constitue´ de trois parties (voir Fig. 2.5) :
– l’algorithme de classement - c’est la partie ”intelligente”. Cette partie contient l’im-
ple´mentation informatique d’une me´thode de classement (Baye´sien Na¨ıf, SVM, Re´gression
Logistique, Re´seau de Neurones, ...) ;
– la repre´sentation des messages - Cette partie est charge´e d’extraire les caracte´ristiques
(ou attributs) des messages qui seront manipule´es par l’algorithme de classement. Les mes-
sages bruts sont constitue´s de suites de caracte`res qui ne sont pas manipulables directement
par les algorithmes de classement ;
– les parame`tres - c’est l’ensemble des donne´es utilise´es par l’algorithme de classement.
Ces donne´es sont le re´sultat du processus d’apprentissage et serviront de re´fe´rence pour
classer les nouveaux messages. Leur forme varie selon le type d’algorithme de classement :
les coefficients d’un hyperplan se´parateur pour un algorithme du type SVM ou encore les
distributions des termes dans chaque classe pour un algorithme du type Baye´sien Na¨ıf.
Les algorithmes de classement n’ont pas, ou alors tre`s peu, de particularite´s lie´es au filtrage
de spam. Ce sont des algorithmes utilise´s aussi bien pour le traitement d’information textuelle
que pour le traitement d’images, de donne´es sismiques ou autres.
L’ensemble algorithme de classement et parame`tres constitue un classificateur.
2.6 La repre´sentation des messages
Les algorithmes de classement ne savent pas, en ge´ne´ral, manipuler des objets autres que
des objets structure´s sous la forme, par exemple, d’un vecteur ou d’une matrice. Les messages
e´lectroniques sont des objets textuels non structure´s qu’il faut repre´senter de fac¸on a` ce qu’ils
puissent eˆtre traite´s par ces algorithmes. La repre´sentation la plus courante est un vecteur ou`
chaque dimension correspond a` un attribut du message. Il y a deux approches pour de´finir les
attributs des messages.
Dans la premie`re approche, les attributs sont de´finis manuellement : ils correspondent, en
ge´ne´ral, a` la pre´sence de certains mots cle´s avec un bonne valeur discriminante ou alors a` des
caracte´ristiques empiriques, par exemple : il s’agit d’un message dont le contenu est riche en
balises HTML, images, ou liens vers des sites web. Les attributs de´finis manuellement sont en
nombre fixe et de´passent rarement le millier. Sauf re´fe´rence a` un cas particulier, cette approche
n’est pas traite´e dans cette the`se : d’une part l’efficacite´ des classificateurs utilisant ce type
de me´thode n’est pas concurrentielle [92] et, d’autre part, la messagerie e´lectronique e´tant un
processus non stationnaire, l’e´volution exigerait une intervention manuelle pour cre´er de nouveaux
attributs ou pour supprimer ceux devenus inutiles.
Dans la deuxie`me approche, ce ne sont pas les attributs qui sont de´finis a` l’avance, mais
les re`gles permettant de les extraire. Un exemple de re`gle serait : un attribut est une suite de
caracte`res compris entre deux caracte`res de´limiteurs du type espace ou signe de ponctuation. Cette
re`gle permet l’extraction des mots d’un message. L’ensemble de tous les mots diffe´rents trouve´s
dans l’ensemble d’exemples constitue le vocabulaire. Cet aspect dynamique fait que l’ensemble
des attributs e´volue naturellement sans intervention humaine. L’apprentissage consiste donc non
seulement a` de´finir le poids de chaque attribut, mais aussi a` construire l’ensemble des attributs.
La communaute´ de l’apprentissage artificiel utilise le mot attribut pour de´signer, ge´ne´rique-
ment, chaque crite`re ou caracte´ristique a` prendre en compte dans l’objet e´tudie´. Mais lorsqu’il
s’agit d’un attribut d’origine textuelle faisant partie d’un vocabulaire, on lui pre´fe`re le mot terme.
Ainsi, un message est repre´sente´ sous la forme d’un vecteur ou` chaque dimension correspond
a` un terme du vocabulaire utilise´. La valeur associe´e a` chaque dimension peut indiquer soit la
pre´sence/absence du terme dans le message, soit son nombre d’occurrences. Les termes peuvent
eˆtre des mots ou des n-grams (suites de n caracte`res ou mots).
Les messages sont constitue´s de deux parties : le corps avec le contenu effectif, et les en-
teˆtes ou me´ta-informations avec, par exemple, des informations de format et trac¸abilite´. Le type
d’information pre´sent dans ces deux parties n’est pas de meˆme nature et n’a donc pas le meˆme
pouvoir discriminant.
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Dans la bibliographie concernant le filtrage de spam, il n’est pas rare que cet aspect soit traite´
de fac¸on superficielle, ou meˆme pas traite´ du tout, si l’objet principal de la communication est un
algorithme de classement. Or, cet aspect est important et on ne peut comparer l’efficacite´ intrin-
se`que de deux algorithmes de classement que si les repre´sentations utilise´es sont bien pre´cise´es
et similaires.
Le chapitre 4 est de´die´ a` une discussion plus de´taille´e sur la repre´sentation des messages dans




Study the past, if you would divine the future.
Confucius
3.1 Introduction
Ce chapitre contient un bref historique des applications de filtrage de spam base´es sur l’ap-
prentissage artificiel et domaines connexes.
Ces de´veloppements ont e´te´ mene´s de fac¸on inde´pendante par la communaute´ de la recherche
et celle des de´veloppeurs de logiciels libres.
3.2 La communaute´ de la recherche
3.2.1 Les de´buts : Expe´rimentations avec classificateurs
Les premie`res publications concernant le classement de messages e´lectroniques base´ sur des
me´thodes d’intelligence artificielle datent de 1996.
Cohen [54] a compare´ RIPPER [55] et Rocchio [182, p. 269] pour le classement the´matique
de messages. RIPPER [55] est un classificateur utilisant un ensemble de re`gles (pre´sence ou
absence des mots du dictionnaire) constitue´ automatiquement pendant la phase d’apprentissage.
Rocchio [182, p. 269] repre´sente le message a` classer sous la forme d’un vecteur et e´value la
distance (ge´ne´ralement euclidienne de´finissant la pertinence d’un message) entre ce vecteur et
les vecteurs prototypes de chaque classe, associant le message a` celle dont le vecteur prototype
est le plus proche. Rocchio a son origine dans un les applications d’indexation et recherche
documentaire. Les deux me´thodes ont pre´sente´ des re´sultats similaires, mais l’auteur a constate´
une ame´lioration lorsque l’apprentissage e´tait fait individuellement pour chaque utilisateur plutoˆt
que globalement pour tous.
En 1998, dans une meˆme confe´rence, apparaissent les premie`res publications concernant le
filtrage de spam. Pantel [200] et Sahami et al [220] proposent l’utilisation d’un classificateur
baye´sien na¨ıf [182, p. 234] pour le classement de spams. Sahami n’a retenu, pour l’ope´ration
de classement, que les 500 mots les plus significatifs de chaque message. Sahami a constate´ que
le classement binaire (ham/spam) e´tait plus efficace que le classement multi-classes base´ sur le
genre du message (pornographie, escroquerie, me´dicaments, ...). Aussi, des aspects particuliers du
filtrage de spam ont e´te´ remarque´s : la dissyme´trie des couˆts associe´s aux erreurs de classement,
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ou alors l’utilisation d’attributs synthe´tiques tels que certaines en-teˆtes et des mises en forme
particulie`res du message.
L’utilisation de SVMs (Machines a` Vecteur de Support) [138] pour le filtrage de spams a
e´te´ initialement propose´e par Drucker et al [92], qui a compare´ l’efficacite´ d’un classificateur
SVM line´aire avec RIPPER [55], Rocchio [182, p. 269] et Boosting [104]. Cette publication est
inte´ressante puisque c’est une des premie`res a` avoir essaye´ un large e´ventail de configurations
d’expe´rimentation (en particulier sur la construction et la se´lection d’attributs ou les modes
d’apprentissage). La plupart des conclusions n’ont pas encore e´te´ contredites :
– SVM et boosted trees sont comparables, mais les SVMs permettent d’atteindre des taux
de faux positifs plus bas plus facilement ;
– Les me´thodes base´es sur des re`gles (RIPPER et Rocchio) ne sont pas compe´titives pour le
filtrage de spam ;
– L’apprentissage des boosted trees est excessivement long ;
– Pour les SVMs, les attributs binaires (pre´sence/absence des termes) donnent de meilleurs
re´sultats alors que les attributs multinomiaux (nombre d’occurrences des termes) sont a`
privile´gier pour les boosted trees ;
– Les proce´dures de se´lection d’attributs constituent des traitements lourds et il vaut mieux
les inte´grer dans l’apprentissage si on veut les utiliser ;
– Il ne faut pas exclure les termes neutres (stop words).
Plusieurs autres re´sultats de recherche concernant l’utilisation de SVMs pour le filtrage de
spam ont e´te´ publie´s par la suite. Kolcz [148] a e´tudie´ la prise en compte des erreurs de classi-
fication spe´cifiques a` chaque classe. Islam [131] a propose´ une me´thode de se´lection d’attributs.
Malgre´ l’efficacite´ constate´e, les SVMs restent des algorithmes non triviaux a` mettre en oeuvre
et consommateurs de ressources. Des imple´mentations efficaces ont e´te´ propose´es, par exemple,
par Joachims [137] [139] et Bordes [29], pour des SVMs line´aires dans un contexte ge´ne´ral de
classement. Pour l’apprentissage et le classement en ligne de spams, Sculley [229] a propose´ l’uti-
lisation de ROSVMs (Relaxed Online SVMs), une simplification limitant le nombre d’ite´rations
de l’algorithme d’optimisation et d’exemples avec une efficacite´ de classement qui restait encore
proche de celle que l’on peut obtenir sans simplification.
Androutsopoulos et al ont e´value´ et compare´ le classificateur baye´sien na¨ıf [8], le classificateur
a` mots-cle´s [7] et k-NN (les k voisins les plus proches) [9] [221] explorant la sensibilite´ des me´-
thodes a` diffe´rentes variantes de configuration telles que la lemmatisation1 des termes, le nombre
d’attributs ou le nombre d’exemples. Les me´triques d’e´valuation d’efficacite´ ont inte´gre´ des couˆts
diffe´rents aux erreurs de classement selon la classe. Globalement, sauf pour le classificateur a`
mots-cle´s, les re´sultats ont e´te´ e´quivalents. Une conclusion inte´ressante, de´ja` a` l’e´poque, a e´te´ de
constater que le filtrage de spam est un proble`me plus ardu que le proble`me usuel de classement
de messages e´lectroniques. Les re´sultats obtenus par Sakkis et Androutsopoulos [221] avec k-NN
e´taient meilleurs avec des listes de diffusion qu’avec une messagerie individuelle, ce qui pourrait
s’expliquer par l’homoge´ne´ite´ des messages dans ce type de corpus.
Cependant, concernant le corpus de messages utilise´ par Androutsopoulos pour l’appren-
tissage et les tests, quelques remarques sont ne´cessaires. Ce corpus, LingSpam2, est constitue´
seulement de 481 spams et 2412 hams. Sa taille n’est pas suffisante pour valider un dispositif
dont les taux d’erreur peuvent eˆtre infe´rieurs a` 1 %. Les messages le´gitimes viennent tous d’une
liste de diffusion consacre´e a` la linguistique : un ensemble trop homoge`ne. De meˆme, les fichiers
attache´s et les balises de formatage (HTML) ont e´te´ supprime´s. Ces remarques sugge`rent que
le corpus n’est pas repre´sentatif d’un flot re´el de messagerie et que ces re´sultats doivent eˆtre
analyse´s avec pre´caution. Des remarques similaires sont valables pour les corpus PU1, PU2, PU3
et PUA3 utilise´s, comme LingSpam, pour les expe´rimentations de plusieurs travaux de recherche.
Malgre´ cela, ces corpus ont eu le me´rite d’exister et ont permis d’avoir un repe`re de comparaison,
1Lemmatisation : ope´ration regroupant en une seule entite´ canonique (le lemme) les mots d’une meˆme famille
ou les diffe´rentes formes (le nom, le pluriel, le verbe a` l’infinitif, ...)
2LingSpam : http://labs-repos.iit.demokritos.gr/skel/i-config/downloads/




Sasaki et Shinnou [223] ont propose´ le clustering (apprentissage non supervise´) pour regrouper
les exemples selon leur similarite´, attribuant a` chaque cluster la classe spam si plus de 85 % des
messages e´taient du spam et la classe ham sinon. Le classement des nouveaux messages s’effectue
par comparaison avec les centro¨ıdes des clusters. L’efficacite´ annonce´e par l’auteur (e´quivalente
a` celle des SVMs et meilleure que celle de Bogofilter4) est a` prendre avec pre´caution a` cause de
l’utilisation du corpus LingSpam. Ces conclusions sont meˆme infirme´es par des re´sultats obtenus
par ailleurs, par exemple, dans TREC. Aussi, le seuil d’association d’un cluster a` une classe ne
semble pas compatible avec le taux d’erreur infe´rieur a` 1 %, attendu dans une application de
classement de spam. Ne´anmoins, cette proposition semble inte´ressante pour effectuer un classe-
ment pre´liminaire lors de la constitution d’un corpus destine´ a` l’apprentissage ou l’e´valuation
d’un filtre.
Carreras et Marques [43] ont utilise´ Boosting Trees (AdaBoost) pour le filtrage de spams
et compare´ leurs re´sultats avec ceux du classificateur baye´sien na¨ıf de Androutsopoulos [8] sur
le meˆme corpus, et ces derniers se sont ave´re´s meilleurs. Carreras a remarque´ que les erreurs
de classement concernaient, le plus souvent, des cas ou` la confiance dans le re´sultat e´tait faible
(score proche de la valeur neutre de classement).
Zhang et Yao [163] ont propose´ l’utilisation d’un mode`le d’entropie maximale (re´gression
logistique) pour filtrer le spam. Dans leur approche, ils ont utilise´ un mode`le mixte ajoutant
aux attributs textuels usuels (mots) les 10 re`gles fixes les plus significatives trouve´es dans leur
corpus par SpamAssassin5 (logiciel libre, de´crit dans la Section 3.3.1). Les re´sultats obtenus ont
e´te´ lege`rement meilleurs que ceux obtenus avec un classificateur baye´sien na¨ıf. L’apprentissage
du mode`le a e´te´ fait avec 100 ite´rations de l’algorithme GIS (Generalized Iterative Scaling) [84],
dont la lourdeur est le principal inconve´nient pour un filtrage en ligne.
Goodman et al [115] ont propose´ une autre version de classificateur a` re´gression logistique avec
utilisation d’un algorithme de descente de gradient comme alternative a` GIS pour l’apprentissage.
Cette version de classificateur est non seulement plus rapide et donc plus adapte´e a` l’apprentissage
en ligne, mais aussi une des plus efficaces au moment de la re´daction de cette the`se.
L’utilisation de mode`les statistiques de compression de donne´es pour le filtrage de spams a
e´te´ propose´e par Bratko [35] [36] et Cormack [59, p. 67] avec de tre`s bons re´sultats lors de la
confe´rence TREC 2006.
SpamGuru [232] [233], de´veloppe´ par le de´partement de la recherche d’IBM, combine les
re´sultats de plusieurs algorithmes de classement (qui ne sont pas tous statistiques) place´s en
se´rie. Il s’agit d’une solution globale d’entreprise, permettant d’utiliser des pre´fe´rences globales
et individuelles, en choisissant la plus spe´cifique disponible.
Lynam et Cormack [181] ont combine´ de plusieurs fac¸ons (me´ta-classificateurs) les filtres
pre´sentant les meilleurs re´sultats lors des expe´rimentations de TREC. Les re´sultats obtenus
e´taient meilleurs que le meilleur des filtres participants.
Sculley [227] a propose´ l’utilisation de ”mini-filtres”, des filtres n’utilisant que quelques dizaines
d’attributs. Les re´sultats obtenus sont bons mais doivent encore gagner en robustesse. Selon
Sculley, ce type de filtres trouverait une application en tant que comple´ment de personnalisation
au re´sultat d’un filtre global.
3.2.2 Le filtrage de spam : un proble`me a` part entie`re
En 2003, Tom Fawcett a publie´ un article [100] dans le journal KDD Explorations du groupe
SIGKDD de l’ACM, dans lequel il faisait le point sur la proble´matique du spam. Jusque la`, la
recherche sur le spam e´tait aborde´e comme une application particulie`re de domaines tels que
Machine Learning, Information Retrieval, Data Mining et Statistique. Mais Fawcett a e´nume´re´
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du spam ne pourrait pas eˆtre re´solu par les seules techniques habituelles de ces domaines mais,
qu’en meˆme temps, son e´tude pourrait be´ne´ficier a` tous.
Contrairement aux applications courantes, le spam est une ”course aux armements” [100] [179]
[13] : celui qui envoie les spams essayant sans cesse de surpasser celui qui les de´tecte. Ce peut
eˆtre, par exemple, en inse´rant des mots couramment trouve´s dans les messages le´gitimes (Good
Words) pour e´viter que le message soit classe´ comme spam [82] [179] [180] [275]. Une autre astuce
courante consiste a` remplacer les caracte`res des mots par d’autres caracte`res ayant des formes
similaires, de fac¸on a` rendre difficile l’extraction des attributs [127] [167] : par exemple, V|4@r4
au lieu de VIAGRA.
Pu et Webb [204] ont e´tudie´ l’e´volution des strate´gies de cre´ation de spams sur une pe´riode
de 3 ans. Pour cela, ils ont utilise´ le logiciel libre SpamAssassin et note´ a` quel moment chaque
re`gle devenait active ou obsole`te pour la de´tection des spams. Cela leur a permis de de´montrer
empiriquement que la ge´ne´ration de spams n’est pas un processus statique et que, pour ce type
d’algorithme de classement, certaines re`gles gardent leur efficacite´ plus longtemps que d’autres.
Le spam n’e´tant pas un processus stationnaire, les caracte´ristiques statistiques ne sont pas
constantes dans le temps. Ainsi, tout traitement d’un ensemble de messages effectue´s pour l’ap-
prentissage ou l’e´valuation d’efficacite´ doit prendre en compte l’ordre chronologique des mes-
sages. Donc, les me´thodes habituelles utilise´es dans un contexte de classement hors ligne, telles
que K-fold cross-validation [5, p. 300], ne sont pas applicables a` l’e´valuation d’efficacite´ des
classificateurs [59, p. 75].
Les mode`les utilise´s par les classificateurs doivent eˆtre mis a` jour de fac¸on continue. Delany,
Riverola, Hsiao et autres [87] [86] [102] [129] ont e´tudie´ l’utilisation d’une feneˆtre temporelle
glissante pour se´lectionner les messages a` utiliser pour l’apprentissage.
Cormack et Martins [71] [81] ont e´tudie´ l’effet de l’aˆge absolu et relatif des exemples utilise´s
lors de l’apprentissage sur l’efficacite´ d’un classificateur a` re´gression logistique et ont compare´
l’apprentissage incre´mental avec l’utilisation d’une feneˆtre temporelle glissante. Ils ont montre´
empiriquement qu’avec la suppression des re´fe´rences temporelles, la perte d’efficacite´ dans le
temps d’un filtre dont l’apprentissage n’est pas mis a` jour est supportable dans certaines limites.
Ces re´sultats seront pre´sente´s dans le chapitre 8.
L’asyme´trie du couˆt des erreurs de classement est une autre particularite´ du filtrage de spam.
Androutsopoulos et al [10] ont propose´ l’utilisation d’un parame`tre de ponde´ration pour corriger
l’erreur globale de classement. Cette erreur serait e´value´e selon :
erreur corrige´e =
λ · FS + FH
λ · FS + λ · V H + V S + FH (3.1)
(F et V pour faux et vrai et H et S pour ham et spam). Hidalgo [128] a conside´re´ que s’il est vrai
que le couˆt des erreurs est asyme´trique, rien ne permet d’e´valuer l’importance du couˆt du mauvais
classement d’un message le´gitime, par rapport a` l’erreur inverse. Cormack [69], comple´tant les
arguments de Hidalgo, estime que, finalement, il vaut mieux laisser ce jugement a` la discre´tion
du destinataire des messages. Avec une autre approche, Kolcz et Alspector [148] ont propose´ la
prise en compte de l’asyme´trie dans l’apprentissage d’un classificateur SVM, en attribuant des
poids diffe´rents selon le genre a` l’inte´rieur de chaque classe.
3.2.3 La contribution de TREC - Spam Track
Pendant trois ans, la Text REtrieval Conference (TREC) du NIST6 a he´berge´ le groupe
Spam Track. Le but de cette confe´rence est de promouvoir la recherche de nouvelles me´thodes
de traitement de documents textuels a` grande e´chelle, avec la particularite´ de faire travailler
ensemble, sur un meˆme the`me, tous les participants de chaque groupe de travail (Track). Ce fut
ainsi le cas pour le spam.
La contribution la plus importante de TREC n’est pas tant dans ses re´sultats que dans l’e´ta-
blissement d’un cadre commun d’e´valuation des classificateurs. Avant TREC, les classificateurs
6TREC - http ://trec.nist.gov
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e´taient de´veloppe´s, e´value´s et compare´s avec des crite`res et des ensembles d’exemples choisis par
les auteurs des travaux eux-meˆmes. De ce fait, les environnements d’e´valuation n’e´taient pas
toujours re´alistes et la comparaison des diffe´rents re´sultats publie´s e´tait souvent difficile.
Constitution d’un corpus de messages
La constitution d’un corpus de messages a e´te´ l’un des travaux pre´liminaires de TREC. Jusque
la`, les classificateurs e´taient e´value´s avec des messages de provenances diverses, en ge´ne´ral peu
repre´sentatifs d’une vraie boˆıte aux lettres et en quantite´ insuffisante pour que les re´sultats soient
significatifs.
Les corpus de TREC [65] [68] [70] ont e´te´ constitue´s a` partir des messages le´gitimes rec¸us par
les employe´s de l’entreprise Enron dans les 3 mois autour de sa faillite [64]. Un certain nombre de
spams ont e´te´ ajoute´s aux spams d’origine pour compenser ceux qui avaient e´te´ supprime´s par
les destinataires. Ce corpus contient 92189 messages, dont 39399 hams et 52790 spams. Outre les
mesures d’efficacite´ faites avec un meilleur degre´ de confiance, la taille du corpus a aussi rendu
possible d’autres e´valuations telles que la vitesse d’apprentissage.
Le corpus utilise´ en 2007 a e´te´ le premier corpus, toujours synthe´tique, dont les messages des
deux classes ont e´te´ rec¸us sur le meˆme serveur de messagerie et a` la vraie date.
Me´triques d’e´valuation de filtres
Cette contribution re´sulte des travaux pre´liminaires de Gordon Cormack [69] sur l’e´valuation
de filtres anti-spam. Dans ses travaux, Cormack a utilise´ un corpus de hams et de spams collecte´s
pendant 8 mois et a compare´ l’efficacite´ de 6 filtres distribue´s sous licence libre.
L’e´tude de toutes les me´triques usuelles utilise´es dans les proble`mes de classification (Machine
Learning, Information Retrieval, diagnostique me´dical, ...) a permis de se´lectionner celles qui se-
raient les plus pertinentes pour le proble`me du classement de spam : HMR (ham misclassification
rate ou taux de faux positifs), SMR (spam misclassification rate ou taux de faux ne´gatifs), LAM
(Logistic Average Misclassification), ROC (Receiver Operating Characteristic) et ROCA (ROC
Area). Ces re´sultats confirment des travaux ante´rieurs de Cormack [69] [67] qui de´montraient que,
pour des applications du type classement d’objets textuels, ces me´triques e´taient plus pertinentes
que celles habituellement utilise´es en recherche documentaire. Typiquement, il n’est pas rare que
des travaux de recherche soient e´value´s par pre´cision et rappel (precision et recall), me´triques
pertinentes en recherche documentaire [182], mais pas en classement de messages e´lectroniques.
Mode`le de classement et e´valuation en ligne
Les me´thodes utilise´es pre´ce´demment pour e´valuer les filtres e´taient celles utilise´es dans des
domaines ou` les caracte´ristiques du flot d’information ne changent pas dans le temps (processus
stationnaire). Ce n’est pas le cas du spam. Il est important de pre´senter les messages dans l’ordre
chronologique, et les me´thodes d’e´valuation adapte´es aux applications hors ligne, e.g. K-fold
cross-validation [5, p. 300], pre´sentent donc peu d’inte´reˆt.
TREC a permis aussi d’e´valuer diffe´rentes configurations d’apprentissage en ligne : retour
imme´diat des erreurs, retour d’erreur avec retard ou encore apprentissage actif.
Une boˆıte a` outils a e´te´ de´veloppe´e pour mettre en pratique cette me´thodologie. Elle permet
d’envoyer les commandes au filtre : initialize, learn, classify, end. Le re´sultat, constitue´ de l’en-
semble des me´triques d’e´valuation, est pre´sente´ a` la fin de l’ope´ration de test. Cette boˆıte a` outils
est livre´e (pour TREC) avec les interfaces pour Bogofilter, CRM114, DSPAM, dbacl, Popfile,
Spamassassin, SpamBayes et Spamprobe.
Re´sultats
Chaque anne´e, les filtres les plus efficaces ont pre´sente´ des re´sultats bien meilleurs que ceux de
l’anne´e pre´ce´dente. En 2005, Bratko a montre´ que les mode`les a` compression e´taient bien meilleurs
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que les filtres pseudo-baye´siens na¨ıfs de l’e´poque [66]. En 2006, Assis et Siefkes, en utilisant des
bigrammes orthogonaux e´pars et un apprentissage sur seuil, ont obtenu les meilleurs re´sultats [56],
mais il a e´te´ de´montre´ par la suite que cette me´thode e´tait sur-ajuste´e et pratiquement inutilisable
en pre´sence de bruit [226]. En 2007, Sculley a prouve´ que les SVMs pouvaient eˆtre adapte´s au
filtrage avec apprentissage en ligne, alors que Cormack a obtenu une efficacite´ comparable avec
un filtre a` re´gression logistique avec apprentissage par descente de gradient [57]. Cormack et
Sculley ont ame´liore´ les re´sultats de l’approche par compression, en utilisant, comme attributs,
des n-grams de niveau caracte`re, au lieu des mots habituellement utilise´s.
Selon Gordon Cormack7 :
All of the best approaches have a remarkable characteristic : they are completely ge-
neral purpose methods. Spam- and email-specific engineering don’t seem to contribute
to the performance of the best filters – at least nobody has figured out how.
3.3 Les praticiens et de´veloppeurs de logiciels libres
3.3.1 Les classificateurs a` re`gles fixes
Le premier logiciel de classement de messages est apparu en 1990 : procmail8. Le but n’e´tait
pas le filtrage de spam, mais le classement the´matique. Son fonctionnement est de´fini par un
ensemble de re`gles fixes et simples (expressions re´gulie`res) applique´es, de fac¸on se´quentielle,
sur le corps ou les en-teˆtes des messages. A chaque re`gle correspond une action particulie`re,
de´clenche´e lorsque la re`gle correspondante est satisfaite. Par exemple, la re`gle suivante dit que




Bien que d’une grande simplicite´, ce logiciel est encore largement utilise´, les re`gles de classement
ne constituant qu’une partie de ses fonctionnalite´s.
Une dizaine d’anne´es plus tard, est apparu SpamAssassin9, un filtre utilisant un ensemble
de re`gles fixes (environ 700, dans sa version actuelle10) de´finies manuellement par les auteurs du
logiciel. Ces re`gles ve´rifient par exemple si la mise en page du message est riche, si le texte est de
plusieurs couleurs, si des images sont incluses dans le texte, ou encore si le message mentionne
des montants en millions de dollars... On peut aussi de´finir des re`gles externes telles que le score
attribue´ par un classificateur statistique ou la pre´sence de liens vers des sites web figurant dans
des listes noires (telles que SURBL11). Le poids associe´ a` chaque re`gle est de´fini au de´part a`
l’aide d’un re´seau de neurones. En mode classement, le filtre attribue un score qui est la somme
des poids des re`gles satisfaites par le message en examen et le de´clare comme e´tant du spam ou
du ham si le score de´passe ou non un certain seuil. SpamAssassin est un filtre distribue´ avec une
licence GPL et est tre`s largement utilise´.
3.3.2 Les classificateurs adaptatifs (avec apprentissage)
Malgre´ les re´sultats prometteurs des travaux de recherche publie´s depuis 1998, tre`s peu d’ap-
plications ont vues le jour et sont souvent reste´es confine´es dans l’entourage des auteurs, ge´ne´ra-
lement dans des organismes de recherche. Nous citerons, par exemple, ifile [206], filtre anti-spam
de´veloppe´ au MIT et base´ sur un classificateur baye´sien na¨ıf.
7Gordon Cormack : correspondance personnelle
8Procmail : http://www.procmail.org
9SpamAssassin : http://spamassassin.apache.org




En 2002, dans un essai publie´ sur son blog, Paul Graham [116] [117] proposait l’utilisation
d’un classificateur baye´sien na¨ıf pour identifier les spams et incluait un exemple de re´alisation
du filtre en langage LISP. Contrairement aux publications scientifiques pre´ce´dentes, cet essai est
arrive´ au moment opportun et n’est pas passe´ inaperc¸u dans la communaute´ du logiciel libre.
Yerazunis [267] a sorti un filtre statistique similaire presque au meˆme moment.
De nombreuses imple´mentations sont apparues rapidement : Bogofilter, DSPAM, CRM114,
SpamOracle, SpamBayes, SpamAssassin, ou encore les filtres inte´gre´s dans la suiteMozilla/Thun-
derbird. Ces produits, distribue´s avec une licence GPL, sont largement utilise´s et ont permis de
valider, en vraie grandeur, la me´thode de filtrage.
Des expe´rimentations ont pu eˆtre re´alise´es sur des installations re´elles avec du trafic re´el.
Meˆme si la plupart des re´sultats n’ont e´te´ publie´s que sur des pages web, ou s’ils ont e´te´ parfois
obtenus avec une rigueur insuffisante, ils apportent des contributions et des pistes de recherche
inte´ressantes.
Une des voies d’expe´rimentation a porte´ sur la fac¸on de segmenter un message. La majo-
rite´ des filtres utilisent, comme attributs du classificateur, des mots ou des couples de mots.
CRM114 [242] [268] utilise des combinaisons de deux mots dans une feneˆtre glissante de cinq
mots, avec attribution de poids plus forts aux combinaisons avec un nombre de mots plus impor-
tant. Les auteurs de´signent cela par les expressions ”Orthogonal Sparse Binary Hash” (OSPB)
et ”Discrimination Markovienne”, alors que la prise en compte de la de´pendance entre un mot et
les pre´ce´dents est la seule similitude entre ce proce´de´ et les mode`les Markoviens usuels.
On a aussi e´tudie´ les diffe´rents ensembles de caracte`res de´limiteurs pour identifier le plus
adapte´ a` la segmentation des messages. L’inte´reˆt re´side dans le caracte`re antagonique du filtrage
de spam : une des fac¸ons de tromper les classificateurs est de rendre hasardeuse la segmentation
des messages et donc l’extraction des attributs.
D’autres suggestions ont e´te´ faites sur la fac¸on d’estimer la vraisemblance du message, connais-
sant la classe, a` partir des probabilite´s individuelles des attributs (au lieu du produit habituel).
Dans un premier essai, Robinson [214] propose d’e´valuer non pas la vraisemblance, comme pro-
pose´ par Paul Graham, mais une sorte de combinaison des moyennes ge´ome´triques ou bien
d’utiliser un test de χ2. Greg Louis [178] a montre´ empiriquement que ces suggestions permet-
taient d’ame´liorer l’efficacite´ du filtre Bogofilter. D’autres heuristiques, toujours empiriques, ont
e´te´ propose´es et de´crites par Zdziarski [273].
Ces diffe´rentes expe´rimentations ont produit des filtres plus efficaces mais, a` vrai dire, aucun
(ou tre`s peu) d’entre eux ne me´rite la de´signation de baye´sien na¨ıf qui leur est attribue´e. La
raison du succe`s de ces filtres est la simplicite´ de mise en oeuvre, la robustesse et l’efficacite´
atteignable avec peu d’efforts.
3.4 Discussion, Controverses et Conclusions
Pendant longtemps les communaute´s de la recherche acade´mique, des logiciels libres et des
produits commerciaux ont suivi chacune leur chemin inde´pendamment des autres. La commu-
naute´ des produits proprie´taires a soit utilise´ les re´sultats issus de la communaute´ des logiciels
libres, soit mene´ leur propre activite´ de recherche.
Un certain nombre de situations controverse´es et parfois meˆme conflictuelles ont pu exister
entre personnes de communaute´s diffe´rentes et on peut retrouver leur trace a` l’aide des moteurs
de recherche usuels. On peut les comprendre puisque ce sont des communaute´s avec des de´-
marches scientifiques assez diffe´rentes. D’autre part, la messagerie et sa proble´matique du spam
a e´te´ traite´e, avant tout, par une communaute´ de praticiens en informatique avant d’inte´resser
la communaute´ scientifique. De la lecture des re´sultats de recherche les plus anciens, on peut
remarquer que la communaute´ scientifique s’inte´ressait au spam plutoˆt comme terrain d’expe´ri-
mentation de leurs recherches en cours, tandis que la communaute´ de praticiens le vivait a` plein
temps.
TREC Spam Track a e´te´ l’occasion pour faire le point. TREC a pu, d’une part, clarifier le
contexte de fonctionnement d’un filtre anti-spam, proposer et valider une me´thodologie d’e´va-
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luation de ces filtres et, d’autre part, comparer l’efficacite´ des filtres issus des communaute´s des
logiciels libres et de la recherche : des communaute´s plus ouvertes a` la comparaison d’efficacite´.
La premie`re anne´e, les filtres dits ”baye´siens na¨ıfs” ont e´te´ les meilleurs mais, par la suite, ils
ont e´te´ de´troˆne´s par les filtres a` compression et finalement par les SVM et re´gression logistique.
Aucun syste`me de filtrage commercial, autre que celui d’IBM pre´sente´ par leur de´partement de
recherche, n’a participe´ a` TREC.
Ces expe´rimentations ont aussi de´montre´ que l’on peut atteindre, avec peu d’efforts, des
indices d’efficacite´ tre`s bons, et que ces indices peuvent encore eˆtre ame´liore´s graˆce a` des al-
gorithmes plus complexes tels que SVM et re´gression logistique. Ne´anmoins, la suppression des
erreurs re´siduelles est pratiquement impossible (ceci sera discute´ dans le chapitre 12).
Le nombre de publications de´die´es au filtrage de spam parues ces 10 dernie`res anne´es est de
l’ordre de quelques milliers. Ne´anmoins, moins de la moitie´ apportent un e´clairage inte´ressant.
Parmi les publications de synthe`se, on peut citer Guzella [123] et surtout Cormack [59].
Enfin, avec un peu de scepticisme sur la capacite´ de re´soudre la proble´matique du spam
avec des me´thodes de fouille de donne´es, Tom Fawcett [100] e´nume`re les challenges du proble`me
et encourage cette communaute´ a` le traiter estimant que cela ne peut que eˆtre profitable a` la
recherche dans ce domaine.
Fawcett [100] de´crit le proble`me de filtrage de spam, et les challenges :
– La distribution a` priori des classes est e´volutive et asyme´trique ;
– Le couˆt des erreurs est asyme´trique et incertain ;
– Motifs textuels complexes ne´cessitant des analyseurs textuels sophistique´s ;
– La de´finition des classes est floue, avec des phe´nome`nes partage´s et caracte´ristiques tem-
porelles complexes ;
– Adversaires intelligents et adaptatifs.
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La Repre´sentation des Messages E´lectroniques
Everything should be as simple as it is, but not simpler.
Albert Einstein
4.1 Introduction
Dans les proble`mes de classement d’objets textuels, la repre´sentation des objets est un aspect
aussi important que le choix de l’algorithme de classement.
Un message e´lectronique est un objet semi-structure´ avec deux parties de´finies par des normes
techniques tels la RFC-2822 [207] :
1. Des me´ta-informations structure´es, les en-teˆtes (headers), avec des champs tels les adresses
de l’expe´diteur, du destinataire, la date, un identificateur unique, le type de contenu, ...
2. Le corps du message, au format ASCII, avec le contenu effectif du message et les e´ventuels
fichiers attache´s.
Cette structure est suffisante pour les messages dont le seul but est de transmettre des mes-
sages textuels code´s en ASCII (7 bits - caracte`res non accentue´s). Lorsqu’on souhaite envoyer
des fichiers attache´s, des messages utilisant une codification des caracte`res autre que le simple
ASCII, un contenu multime´dia (image, vide´o, ...) ou encore d’autres contenus plus complexes,
on peut utiliser la structure de´finie dans la RFC-2045 [103]. Dans cette extension, le corps du
message est, a` son tour, a` nouveau organise´ selon l’objet de niveau plus haut (le message), avec
une partie en-teˆte et un corps. Des nouveaux champs pour la partie structure´e sont ajoute´s per-
mettant d’identifier le contenu, l’organisation et l’encodage de la partie non structure´e. Il s’agit,
en fait, d’une organisation hie´rarchique permettant une manipulation aise´e par des algorithmes
re´cursifs.
La plupart des algorithmes de classement attendent trouver l’objet a` classer sous une forme
structure´e comme, par exemple, un vecteur dont les composantes sont les attributs. Ce n’est pas
la repre´sentation habituelle des documents textuels et encore moins des messages e´lectroniques.
Les options retenues pour repre´senter et structurer les messages et le choix des attributs
impactent tre`s fortement sur l’efficacite´ du classement. On doit eˆtre sceptique par rapport a` toute
publication qui se concentre sur les algorithmes de classement et qui donne peu d’importance a`
la repre´sentation utilise´e ou au mode d’apprentissage.
Autres les messages, nous avons aussi besoin de repre´senter autres objets de´rive´s des mes-
sages :
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* Boite aux lettres - c’est l’ensemble (ou un sous ensemble) de messages appartenant a` un
destinataire unique, ou a` un groupe de destinataires.
* Corpus - c’est un ensemble de messages utilise´ comme re´fe´rence d’e´tude, soit pour l’ap-
prentissage, soit pour le classement.
* Dictionnaire ou Vocabulaire - c’est l’ensemble des termes (ou attributs) que l’on peut
trouver dans une boˆıte aux lettres (ou un corpus).
Dans ce chapitre nous pre´sentons les me´thodes ge´ne´ralement utilise´es pour extraire les attri-
buts et structurer des documents textuels avec les spe´cificite´s des messages e´lectroniques.
4.2 Ge´ne´ration et Repre´sentation des Messages
4.2.1 Ge´ne´ration des Messages
Dans les applications de traitement statistique de textes, le mode`le du processus de ge´ne´ra-
tion des messages est un aspect important, en particulier pour les algorithmes ge´ne´ratifs tels le
baye´sien na¨ıf. Le mode`le Bag Of Words (ou Sac De Mots) est le mode`le le plus souvent utilise´
pour repre´senter ce processus. Dans ce mode`le, un message est le re´sultat d’une suite de tirages
ale´atoires inde´pendants avec ou sans remise, des mots (ou plutoˆt termes) d’un vocabulaire, d’ou`
l’expression bag of words ou BOW.
m = (m1,m2, . . . ,mL), mi ∈ V (4.1)
ou` L est la longueur du message.
Ce mode`le peut supposer deux hypothe`ses :
1. Toutes les permutations possibles des termes d’un message ont la meˆme repre´sentation :
l’ordre des termes n’a pas d’importance, seule leur pre´sence compte ;
2. L’occurrence d’un terme quelconque est statistiquement inde´pendant de l’occurrence de
n’importe lequel autre terme, sachant la classe d’appartenance du message.
La premie`re hypothe`se est admise par quasiment tous les algorithmes de classement. La
deuxie`me hypothe`se est celle que l’on trouve dans la bibliographie comme e´tant ”l’hypothe`se
d’inde´pendance statistique des termes” ou ”hypothe`se baye´sienne na¨ıve” [90] [126] [152] et c’est
d’ailleurs la raison de la qualification ”Bayes Na¨ıf” de cet algorithme, qui l’admet explicitement
dans l’estimation de la vraisemblance, comme nous verrons dans le chapitre 6.
4.2.2 Repre´sentation
Un message est, dans la forme la plus couramment utilise´e par les algorithmes de classement,
repre´sente´ par un couple (x, y). x est un vecteur1 de N attributs :
x = (x1, x2, ..., xN ) (4.2)
Les indices des xi peuvent correspondre a` l’ordre du terme dans le vocabulaire et la va-
leur associe´e (un nombre, une cate´gorie ou un boole´en) sert a` quantifier l’e´vidence de xi sur le
message m : pre´sence ou absence du terme ou alors le nombre d’occurrences. Dans ce type de
repre´sentation, N est la dimension du vocabulaire (N = |V|).
y ∈ {ham, spam}2 est l’e´tiquette associe´e au message, indiquant la classe (ou cate´gorie)
d’appartenance. La valeur de y est connue pour les messages de l’ensemble d’apprentissage et a`
de´terminer pour les messages a` classer.
1Cette repre´sentation est aussi connue par le nom Vector Space Model [222] ou VSM
2Des repre´sentations courantes pour les cate´gories de l’e´tiquette sont des valeurs boole´ens {faux, vrai}, ou
encore {0, 1} ou {−1, 1}
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Ce sont, bien entendu, des vecteurs creux, puisque le nombre de termes diffe´rents
dans un vocabulaire est, ge´ne´ralement, bien plus important que la diversite´ des termes
trouve´s dans un message. Cette repre´sentation sous la forme vectorielle est plutoˆt
the´orique puisque, d’une part, ce sont des vecteurs creux tre`s faiblement peuple´s et,
d’autre part, la taille d’un vocabulaire est ge´ne´ralement importante et inconnue. En
pratique, les messages sont repre´sente´s sous la forme d’une liste de couples (attribut,
valeur) et le vocabulaire est enregistre´ dans une me´moire associative telle une base de
donne´es.
La segmentation est l’ope´ration d’extraction des attributs du message et construction du
vecteur le repre´sentant. A chaque attribut diffe´rent on associe une valeur : un boole´en pour
indiquer la pre´sence de l’attribut dans le message (tirage sans remise), un entier indiquant le
nombre d’occurrences (tirage avec remise) ou encore une valeur indicative de pertinence.
L’expression ”sac de mots” repre´sente le mode de ge´ne´ration des messages plutoˆt que le type
d’attribut, qui peut eˆtre de n’importe lequel et pas force´ment un mot dans le sens linguistique.
Par la suite nous utiliserons le mot attribut pour nous re´fe´rer aux composantes du vecteur ou
parfois terme, lorsqu’il s’agit d’un attribut extrait par un mode`le linguistique.
La perte d’information due a` l’hypothe`se d’inde´pendance statistique des termes fait que la
repre´sentation d’un message est irre´versible : le message de de´part ne peut plus eˆtre ni restaure´
a` partir de la repre´sentation vectorielle, ni identifie´ - plusieurs messages peuvent eˆtre repre´sen-
te´s de la meˆme fac¸on puisque toutes les permutations des termes sont e´quivalentes. Cela peut
sembler de´cevant mais la repre´sentation doit contenir l’information juste suffisante pour que le
classificateur puisse identifier la classe du message : pre´server l’information de de´part n’est pas
un besoin.
4.2.3 Vocabulaire et Dictionnaire
On utilise souvent indistinctement ces deux mots. Il s’agit de l’ensemble de termes utilise´s
dans l’application de classement. Il est important de remarquer qu’il ne s’agit pas des mots dans
le sens usuel de la vie courante : un terme peut-eˆtre un mot, une suite de mots, une phrase, une
date ou encore une suite d’un nombre fixe (n) caracte`res ou mots (un n-gram).
Une repre´sentation courante d’un vocabulaire est sous la forme d’un vecteur, avec une com-
posante par terme et dont la valeur associe´e a` chaque composante de´pend du type d’algorithme
de classement utilise´. Dans une des repre´sentations courantes, on associe a` chaque composante
sa probabilite´ dans chacune des classes.
Dans les applications courantes de classement de spam (comme nous verrons dans les chapitres
suivants), la dimension d’un vocabulaire varie, selon le type de forme graphique utilise´e dans la
segmentation, entre quelques centaines de milliers a` quelques millions.
4.2.4 Boˆıtes aux lettres
Des boˆıtes aux lettres sont des ensembles de messages : pour un destinataire, pour un the`me
d’un destinataire, ou un groupe de destinataires. Les repre´sentations usuelles sont :
– Une se´quence d’objets (messages) dans leur format d’origine :
M = {m1,m2, . . . }
– Une se´quence d’objets (messages) segmente´s ou` chaque e´le´ment xi est la repre´sentation
vectorielle (attributs extraits) du mi correspondant ;
X = {x1,x2, . . . }
– Une repre´sentation probabiliste ou` chaque e´le´ment repre´sente, par exemple, la fre´quence
de chaque terme dans l’ensemble des messages :
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C = {c1, c2, . . . , c|VM |}
et VM est le vocabulaire des termes trouve´s dans l’ensemble des messages de la boˆıte aux
lettres.
4.3 Segmentation du texte : approche linguistique
La segmentation3 est l’ope´ration qui consiste a` de´composer un texte en unite´s minimales : des
unite´s qui ne seront pas de´compose´es d’avantage. L’unite´ naturelle de de´composition est souvent
le mot (ou plutoˆt la forme graphique).
Joachims [138, p. 12] classe les me´thodes de segmentation, selon le niveau de complexite´, en :
* Niveau sub-mot - de´composition de mots selon leur morphologie.
* Niveau mot - les mots avec, e´ventuellement, information lexicale.
* Niveau mots multiples - groupe de mots, phrases avec, e´ventuellement, information
syntaxique.
* Niveau se´mantique - compre´hension du texte.
* Niveau pragmatique - compre´hension du texte avec prise en compte de son contexte.
Quelque soit le niveau choisi, le message est repre´sente´ par un vecteur dont les termes (attri-
buts) non nuls sont ceux pre´sents dans le message.
4.3.1 Niveau mots (ou formes simples)
Il y a un consensus sur l’utilisation des mots comme unite´ de base dans les applications de
recherche documentaire et classement de textes [138] [213] [231] : il s’agit d’une de´composition
naturelle, d’imple´mentation simple et dont l’efficacite´ a e´te´ de´montre´e. Meˆme quand le niveau
de de´composition est plus e´leve´ que le mot, ce niveau reste encore une e´tape interme´diaire dans
l’extraction des attributs.
Une heuristique triviale pour extraire les mots consiste a` de´finir un ensemble de caracte`res
se´parateurs - ge´ne´ralement des espaces et des signes de ponctuation, puis parcourir le texte et
retenir toute se´quence de caracte`res non se´parateurs comprise entre deux caracte`res se´parateurs
[183] [182]. Certains caracte`res peuvent eˆtre a` la fois des caracte`res se´parateurs et faire partie
des formes (e.g. ’ - . , : ). D’autres peuvent eˆtre soit des se´parateurs, soit eˆtre des formes
a` part entie`re (e.g. ( ) < > ! ? = ). L’ope´ration de segmentation n’est pas triviale et doit
tenir compte des caracte`res qui entourent chaque caracte`re se´parateur.
Les attributs extraits de cette fac¸on s’appellent formes graphiques (ou simplement formes)
et ne correspondent pas ne´cessairement a` des mots dans le sens linguistique. Des nombres (e.g.,
1.234.567,89 ), des nume´ros de te´le´phone, des sigles (S.N.C.F.) sont des exemples de formes qui
ne sont pas des mots. Pour cette raison, il est pre´fe´rable d’utiliser le mot forme pour de´signer
l’unite´ de segmentation.
Les occurrences sont des instances d’une meˆme forme a` des endroits diffe´rents du texte.
Dans les applications de classement de spam il est souvent utile de convertir syste´matiquement
certaines se´quences courantes telles un nume´ro de te´le´phone ou un montant en une repre´senta-
tion de format : 99.99.99.99.99 (au lieu de 01.40.51.90.00 ) ou U$ 999,999.00 (au lieu de U$
110,865.22 ). Ces transformations visent, certes, a` re´duire le nombre d’entre´es du vocabulaire et
surtout a` retenir que le terme en question fait re´fe´rence a` un nume´ro de te´le´phone, ou a` un mon-
tant en dollars plutoˆt que a` sa valeur pre´cise (il s’agit d’un me´ta-attribut, comme nous verrons
par la suite). Une autre transformation souvent utile est la conversion syste´matique vers une
casse de caracte`res unique, en ge´ne´ral les minuscules.
D’autres traitements peuvent eˆtre utiles pour des applications plus pointues : le remplacement
de certains mots par un un synonyme unique ou la leve´e d’ambigu¨ıte´ pour des mots pouvant avoir
3Dans la bibliographie en langue anglaise l’ope´ration de segmentation est appele´e tokenization
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des sens diffe´rents selon le contexte. En ge´ne´ral, ces traitements, assez lourds, ne se justifient pas
pour le classement de spam [59].
4.3.2 Niveau formes multiples
La perte d’information due a` l’hypothe`se d’inde´pendance statistique des formes n’est pas le
seul inconve´nient de la repre´sentation de niveau formes simples. Les expressions et mots compose´s
(e.g. Recherche Documentaire, Apprentissage Artificiel) perdent leur sens lorsque les mots sont
conside´re´s se´pare´ment.
Pour tenir compte de cet aspect, on utilise des termes qui sont constitue´s non pas d’un seul
mot, mais d’une suite de mots. Les deux approches pour constituer des termes d’ordre supe´rieur
sont [231] [138] :
Approche Syntaxique : cette approche consiste a` conside´rer des se´quences de mots ou
meˆme des phrases entie`res, conformes a` la grammaire de la langue, comme termes [170] [94].
Dans ce cas, les termes sont significatifs, du point de vue se´mantique ou syntaxique et n’ont
pas force´ment une taille fixe (en nombre de mots ou formes). Cette approche est de´pendante de
la langue et, a` notre connaissance, aucun re´sultat de recherche utilisant cette approche pour le
classement de spam n’a e´te´ publie´.
Approche Statistique - cette approche consiste a` utiliser un nombre fixe de formes (2, 3,
...) pour constituer les termes (des n-grams de niveau mot) [42]. Par exemple, dans un mode`le
2-gram la phrase ”Allons enfants de la patrie” sera repre´sente´e par les termes {”Allons+enfants”,
”enfants+de”, ”de+la”, ”la+patrie”}. C’est toujours le mode`le BOW qui est utilise´, mais l’utili-
sation d’une feneˆtre glissante produit une prise en compte partielle de la de´pendance statistique
entre les mots. Il existe une e´quivalence implicite entre ce mode`le de ge´ne´ration de messages et un
processus de Markov, ou` l’e´tat du processus est de´fini les n− 1 derniers termes, mais les valeurs
de probabilite´ visibles et utilise´es sont les probabilite´s des e´tats et non pas les probabilite´s de
transition.
Plusieurs travaux [170] [94] [42] ont de´montre´ que l’utilisation de repre´sentations plus com-
plexes n’ame´liore pas de fac¸on significative l’efficacite´ de classement et parfois peut meˆme la
de´grader. La raison est que les termes d’ordre supe´rieur au mot sont plus significatifs du point de
vue se´mantique, mais moins du point de vue statistique : d’une part leur fre´quence est plus faible
puisque le vocabulaire est plus important, et aussi le nombre d’attributs croit exponentiellement
avec l’ordre de la repre´sentation [183] [231] [59], ce qui implique une utilisation d’un nombre
d’e´chantillons plus important et un classificateur avec une inertie importante, inconve´nient ma-
jeur dans le cas d’un processus e´volutif tel le classement de spams.
Joachims [138] conjecture que le mot est la plus petite forme avec du sens se´mantique, le
point ou` se croisent la se´mantique, la syntaxe et la morphologie, ce qui fait que ce niveau de
segmentation est souvent, optimal pour un grand nombre de taˆches.
Si l’utilisation des termes d’ordre supe´rieur au mot n’est pas toujours justifie´e, le me´lange
de phrases ou n-grams avec des mots (e.g. mots + bi-mots) permet d’ame´liorer la qualite´ de
classement [42] [231] [59].
Une variante de cette approche est le OSB (Orthogonal Sparse Bigrams) [242], utilise´e par
le filtre anti-spam CRM1144 . Cette repre´sentation permet d’inte´grer l’interaction des mots non
adjacents. Pour l’extraire les termes, il suffit de parcourir le texte avec une feneˆtre de taille N
(typiquement 5) et noter tous les couples de deux mots a` l’inte´rieur, pour chaque position de la
feneˆtre. Le nombre de termes extraits pour un texte de longueurM est de l’ordre deM ∗ (N−1).
Ainsi, la phrase ”Allons enfants de la patrie” ge´ne`re les termes {”Allons enfants * * *”, ”Allons
* de * *”, ”Allons * * la *”, ”Allons * * * patrie”, ”enfants de * *”, ...}. Cette repre´sentation
semble astucieuse, mais elle pre´sente les meˆmes avantages et inconve´nients des autres me´thodes
de repre´sentation de niveau supe´rieur au mot.
4CRM114 - http ://crm114.sourceforge.net
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4.3.3 Niveau sub-mots
Dans ce niveau, deux types de repre´sentations ont e´te´ expe´rimente´es pour le classement des
spams : les n-grams de niveau caracte`re et les arbres de suffixes.
La repre´sentation par n-grams est e´quivalente, au niveau caracte`res, a` l’approche statistique
du niveau mots multiples : il s’agit de parcourir le texte avec une feneˆtre glissante de taille n
caracte`res. Ainsi, la phrase ”Allons enfants de la patrie” serait repre´sente´e par les 4-grams {”allo”,
”llon”, ”lons”, ”ons ”, ”ns e”, ”s en”, ” enf”, ”enfa”, ”nfan”, ...}. Dans ce niveau de repre´sentation,
la ge´ne´ration de texte est mode´lise´e par un processus de Markov d’ordre n-1 [218] ce qui permet,
comme pour le niveau des mots multiples, de restaurer partiellement la de´pendance entre les
parties successives du texte.
La mode´lisation de niveau caracte`re du langage naturel remonte a` Shannon [238] pour l’e´va-
luation de l’entropie asymptotique de la langue anglaise et la se´curite´ des syste`mes cryptogra-
phiques [237]. Shannon mode´lisait la ge´ne´ration d’un texte par des processus de Markov d’ordre
croissant, partant d’un processus sans me´moire. Le re´sultat de ses travaux ont e´te´ mis a` jour
plusieurs anne´es apre`s, par Cover [72] et Brown [39]
Si bien que largement utilise´e depuis longtemps dans les applications commerciales de recon-
naissance vocale [218], l’application au langage naturel e´crit est reste´ restreint a` la cryptana-
lyse [153], a` la reconnaissance optique de caracte`res et a` la de´tection et correction de fautes dans
les textes [247], probablement a` cause du succe`s limite´ de certaines expe´rimentations et de la
repre´sentation faite plus naturellement en mots que en n-grams.
A` la fin des anne´es 70, Suen [247] e´tudie les caracte´ristiques statistiques des n-grams et sugge`re
son utilisation dans les applications de traitement de documents textuels pour des taˆches plus
complexes que la de´tection et correction de fautes typographiques. Dans les anne´es 80 et 90,
quelques travaux en recherche documentaire ont e´te´ publie´s avec des re´sultats mode´re´s [120,
p. 116] [45] (identification d’adresses postales) ou alors non valide´s sur des corpus de taille
suffisamment importante [120, p. 116] [83].
Cavnar [44] a utilise´ des n-grams pour classer des articles de groupes de ”news”Usenet news-
groups avec pre´cision de 99.8 % pour un classement selon la langue et de 80 % pour un classement
the´matique. A` la fin des anne´es 90 des re´sultats plus robustes ont commence´ a` paraˆıtre pour des
applications de classement [193], indexation [184] ou traduction automatique [89] de textes.
La repre´sentation de texte avec des n-grams a plusieurs inte´reˆts [138] [59] : la robustesse
dans un environnement bruite´, la capacite´ de identifier la similarite´ entre mots et/ou motifs, la
capacite´ d’identifier et corriger les fautes d’orthographe et les de´viations morphologiques, ainsi
que des interactions intra et inter mots. La sensibilite´ au bruit est une caracte´ristique essentielle
pour le classement des spams, a` cause des fautes intentionnelles courantes (mode´lise´es comme
e´tant du bruit) visant a` tromper les classificateurs.
La repre´sentation par n-grams pour le filtrage de spams a e´te´ experimente´e par Brien et
Vogel [195], Keselj [144], Cormack [58], Sculley [230], Kanaris [141], Berger [19]. Lors de la
dernie`re confe´rence TREC-2007, les deux classificateurs les plus performants utilisaient des n-
grams pour la repre´sentation des messages : Cormack [58] avec un classificateur a` re´gression
logistique [115] et Sculley avec une classificateur SVM [229]. Tous les deux utilisaient les 3500
premiers caracte`res du message brut.
Pampapathi [199] a utilise´ des arbres de suffixes pour repre´senter les messages. Un arbre
de suffixes est une structure hie´rarchise´e contenant tous les suffixes d’une chaine [186] [254]
[192] [122]. Ces structures sont beaucoup utilise´es pour l’indexation inte´grale de texte et pour la
recherche exacte de se´quences similaires dans les ge´nomes (bioinformatique). Ces structures ont
des inconve´nients mais des travaux re´cents proposent des solutions pour les minimiser : la place
me´moire occupe´e [1] et la sensibilite´ au bruit (puisque la recherche est exacte) [271].
Les re´sultats de Pampapathi [199] semblent moins bons que ceux de Cormack et Sculley
[58] [230] mais ils ne peuvent malheureusement pas eˆtre compare´s : les corpus de messages
sont diffe´rents, contiennent tre`s peu de messages et, surtout, l’auteur a utilise´ un protocole de
validation croise´e (K-fold cross validation) pour e´valuer l’efficacite´ du classificateur - ce protocole
n’e´tant pas adapte´ au classement en ligne, les re´sultats sont trop optimistes.
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Dans les diffe´rentes e´valuations, en particulier TREC 2007, les filtres les plus performants
ont utilise´ les te´tragrammes de niveau caracte`re comme attribut. La raison, selon Gordon Cor-
mack [59], est que, du fait que ce type d’attribut contient moins d’informations linguistiques que
son e´quivalent de niveau mot, l’e´vidence sugge`re qu’il est capable de mieux capturer les interac-
tions inter et intra mots et sont assez robustes vis-a`-vis des fautes d’orthographe et des variantes
morphologiques, des qualite´s qui semblent inte´ressantes dans un classificateur de messages e´lec-
troniques.
4.3.4 Niveaux se´mantique et pragmatique
Ces deux niveaux visent la compre´hension du texte, des niveaux atteint lorsque le texte est
lu par un humain et suffisant pour le classement des messages. Ne´anmoins, l’e´tat actuel des
techniques ne permet pas d’extraire automatiquement la se´mantique d’un texte non structure´ et
de le repre´senter sous une forme ope´rationnelle [138, p. 16]. Il n’y a pas d’e´vidence montrant que
ce niveau apporte une ame´lioration au classement de spams.
Certaines me´thodes de classement de spam cherchent a` identifier l’objet du message par la
recherche de certaines expressions re´gulie`res capables de caracte´riser le sujet. Mais dans ces cas,
il ne s’agit pas d’une me´thode inductive, c’est-a`-dire, on ne part pas du texte pour de´duire son
sens, mais on se contente de rechercher certains crite`res particuliers permettant de classer le
message dans la cate´gorie spam.
4.4 Me´ta-attributs et termes synthe´tiques
Sahami et al [220] ont remarque´ que l’inclusion d’attributs synthe´tiques (domain features)
parmi les attributs textuels leur permettait d’ame´liorer l’efficacite´ de filtrage. Ils ont de´fini 35
attributs de ce type : des bouts de phrases du type ”be over 21”, ”Only $”, adresse de l’expe´diteur
finissant par ”.edu” (universite´ ame´ricaine), pre´sence de fichiers attache´s, ...
On peut, par exemple, pre´fixer le terme pour pre´ciser l’endroit ou` apparaˆıt dans le message :
”body :money”, ”subject :casino” ou ”html :href”.
Au contraire des attributs linguistiques, ces attributs sont, en ge´ne´ral, de´finis a` l’avance. On
peut inclure n’importe lequel type de terme synthe´tique dans l’ope´ration de classement. On peut,
par ailleurs, voir les 800 re`gles de SpamAssassin comme un ensemble d’attributs synthe´tiques [59].
4.5 Contenu textuel ou me´ta-informations ?
Un message e´lectronique contient, en plus de l’information textuelle - objet principal du mes-
sage, des informations structure´es tels les champs de l’en-teˆte et les me´ta informations MIME5 ,
et peut aussi contenir des documents attache´s de tout genre tels des images, documents bureau-
tiques, pages HTML, ....
Depuis quelques anne´es, on a vu apparaˆıtre des spams donc l’information textuelle est inse´re´e
dans des images, parfois bruite´s (e.g. figure 4.1), ou dans des documents bureautiques (e.g. pdf,
doc, xls). De nombreuses solutions ont e´te´ propose´es pour identifier ces types particuliers de
messages [12] [109] [91] [259] [41] [21] [194]. Ne´anmoins, leur identification reste une ope´ration
spe´cifique (puisque applicable a` ces seuls types de spam) et couˆteuse, alors que ces spams sont
souvent identifie´s par les e´le´ments textuels du message.
Zhang et al [274] et Martins et Cormack [81] ont compare´ l’efficacite´ de classement lorsque
on utilise seulement les en-teˆtes, seulement le corps des messages et quand on utilise le tout et
ont remarque´ des meilleurs re´sultats, en ordre de´croissante, avec un me´lange des en-teˆtes et le
corps, les en-teˆtes seuls puis finalement le corps du message seul. Zhang a utilise´ un classificateur
SVM, tandis que Martins et Cormack ont utilise´ un classificateur a` re´gression logistique.
5Les me´ta informations MIME servent a` indiquer comment le message est structure´, le codage des caracte`res,
les fichiers attache´s, ...
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Fig. 4.1: Spam image
Lors de TREC 2007, Cormack [58] et Sculley [229] ont propose´ de tronquer les messages et
de ne prendre que les premiers N (autour de 3000) caracte`res, mais en leur totalite´, sans aucune
ope´ration de se´lection d’attributs.
Cette heuristique revient a`, d’une part, retenir les en-teˆtes (avec un poids conside´rable) plus
une partie initiale du message (celle ou`, en ge´ne´ral, se trouve la partie textuelle) et d’autre part,
fixer la quantite´ d’information utilise´e, e´liminant ainsi le besoin de normalisation par rapport a`



























Fig. 4.2: Distribution des longueurs des messages - spam et ham de JM et ham de TW. Les
diffe´rences de profils entre JM et TW justifient les diffe´rences dans les longueurs des messages
le´gitimes : JM est abonne´ a` plusieurs listes de discussion (messages courts) tandis que TW
e´change souvent des messages avec des documents de travail en attache´.
La longueur des en-teˆtes des messages est concentre´e entre 1000 et 3000 caracte`res et de´pend
de la classe (voir Tab. 4.1). La diffe´rence entre les classes peut s’expliquer par :
– Les spams ont, en ge´ne´ral, un nombre infe´rieur d’en-teˆtes ”Received : from”, puisqu’ils
sont, pour la plupart, envoye´s directement par des zombies6, au serveur de messagerie du
6Zombies - une machine zombie est un ordinateur controˆle´ a` l’insu de son utilisateur par un pirate informatique.
Ce dernier l’utilise alors le plus souvent a` des fins malveillantes, par exemple afin d’attaquer d’autres machines
en dissimulant sa ve´ritable identite´ (http://fr.wikipedia.org/wiki/Machine_zombie).
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destinataire, alors que les messages le´gitimes passent souvent, au moins, par un serveur de
soumission de messages (serveur sortant).
– Les spams sont, en ge´ne´ral, construits de fac¸on minimale avec juste les en-teˆtes ne´cessaires
pour qu’ils puissent sembler le´gitimes.
– Les serveurs de listes de diffusion (y compris les groupes de discussion, newsletters, ...)
ajoutent un nombre assez important d’en-teˆtes (donc, une partie en-teˆte plus longue). La
diffe´rence est plus importante lorsque le destinataire est abonne´ a` beaucoup de listes. En
ge´ne´ral, ce type de message concerne plutoˆt des messages le´gitimes.
– Le re´cent de´ploiement de techniques de signature de messages, telles DKIM, fait que la
longueur de la partie en-teˆte a conside´rablement augmente´ pour les messages le´gitimes.
Mais il s’agit d’une situation transitoire - il est possible que les spams soient aussi affecte´s
dans un futur un peu plus lointain par cette technologie.
Aussi, selon le nombre de serveurs de messagerie traverse´s en interne dans l’organisation du
destinataire, chacun de ces serveurs ajoutant au moins un nouveau en-teˆte, la longueur totale
de la partie en-teˆte n’est pas la meˆme pour des destinataires dans des organisations diffe´rentes.
Il est le´gitime de penser que cette longueur optimale (autour de 3000 caracte`res) de´pend des
destinataires des messages et peut e´voluer dans le temps. Et d’autre part, la structuration ge´ne´rale
des messages (hams et spams) peut aussi e´voluer dans le temps, et cette quantite´ peut ne pas
eˆtre optimale.
Comme nous verrons plus loin, le classificateur discriminant line´aire utilise´ dans nos expe´ri-
mentations utilise une variante de cette heuristique qui consiste a` retenir la totalite´ des en-teˆtes,
toute me´ta-information contenue dans le corps du message plus une quantite´ fixe (512 caracte`res)
de chaque partie du corps du message.
minimum maximum me´diane moyenne
message 667 890348 2033 5213
en-teˆtes 503 6634 971 990
corps 18 889073 1097 4223
(a) Spams JM - 25314 messages
minimum maximum me´diane moyenne
message 949 5209194 4732 17834
en-teˆtes 741 7086 2851 2641
corps 32 5207142 1568 15192
(b) Hams JM - 4167 messages
minimum maximum me´diane moyenne
message 1074 9929961 9658 145339
en-teˆtes 885 6087 1799 1934
corps 2 9927662 7581 143404
(c) Hams TW - 3452 messages
Tab. 4.1: Distribution de la longueur des messages
En fait, les informations contenues dans le corps et dans les en-teˆtes des messages sont de
nature diffe´rentes. La partie initiale du corps contient, ge´ne´ralement, le message textuel (dans une
langue tel l’anglais ou le franc¸ais), tandis que les en-teˆtes contiennent des informations structure´es
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indiquant la fac¸on dont le message a e´te´ constitue´ ainsi que son parcours depuis sa cre´ation (la
se´quence de serveurs de messagerie traverse´s par le message). Cette partie structure´e permet de
attribuer une sorte de ”re´putation” au message.
4.6 Se´lection des attributs - re´duction de la dimension
Dans les applications de classement de documents textuels, il n’est pas rare que la dimension
(nombre d’attributs diffe´rents extraits des exemples) atteigne 104 a` 107, dont tre`s peu pertinents
[25] [171]. L’utilisation de termes d’ordre supe´rieur au mot contribue a` cet explosion.
Le premier proble`me lie´ a` la dimension est la complexite´ algorithmique (temps de traitement et
place de stockage requise). Ide´alement, on privile´gie des algorithmes dont la complexite´ augmente
au plus line´airement avec la taille du proble`me. Des algorithmes faisant appel a`, par exemple,
des inversions de matrices, peuvent devenir inutilisables avec des dimensions trop importantes.
Intuitivement, la vitesse d’apprentissage de´croit avec l’augmentation du nombre d’attributs
[25]. Langley et Iba [161] [162] ont de´montre´ analytiquement que pour un classificateur k-NN, le
nombre d’exemples ne´cessaires augmente, en moyenne, exponentiellement avec le nombre d’at-
tributs.
Le sur-ajustement (overfitting) est une autre conse´quence du nombre important d’attributs
[23, p. 9], [126, p. 194], [138, p. 16]. Il s’agit d’attribuer a` un proble`me une complexite´ (dimension)
plus importante qu’il ne le faut, ce qui diminue la capacite´ de ge´ne´ralisation du classificateur.
Cette phase de se´lection d’attributs ou re´duction de la dimension de la repre´sentation est
effectue´e, apre`s la segmentation.
Pour ce faire, il y a deux approches, selon la me´thode utilise´e [138, p. 16] [231] : se´lection
d’un sous-ensemble d’attributs ou extraction des attributs.
4.6.1 Se´lection de sous-ensembles d’attributs
Il s’agit de se´lectionner et supprimer les attributs non pertinents ou qui n’ont pas d’influence
dans le classement. Il y a encore deux sous-approches : filtrage et wrapper.
Approche wrapper
Le principe de cette approche est la recherche de l’ensemble d’attributs qui minimise l’erreur
de ge´ne´ralisation du classificateur. Dans une premie`re me´thode, on va chercher a` construire
l’ensemble des attributs de fac¸on incre´mentale, les ajoutant un par un, a` partir d’un ensemble
vide [231], [5, p.106]. A` chaque e´tape, les attributs ajoute´s sont ceux qui contribuent le plus
a` la re´duction de l’erreur de classement. L’ope´ration s’arreˆte lorsque l’erreur de classement ne
diminue plus de fac¸on significative. C’est l’approche de se´lection directe7. Une variante est la
se´lection inverse8 : il s’agit de partir plutoˆt de l’ensemble complet et d’enlever les attributs, un
par un, jusqu’a` ce que l’erreur de classement cesse de diminuer.
L’inte´reˆt de cette approche est son inde´pendance de l’algorithme de classement, vu comme une
boˆıte noire. Par contre, l’inconve´nient est la complexite´ algorithmique : il faut e´valuer, a` chaque
pas, l’erreur de classement marginal pour chaque attribut non encore traite´. Une diminution de
la complexite´ peut eˆtre obtenue dans les cas ou` il est possible d’e´liminer plusieurs attributs, a`
chaque pas de traitement. Ne´anmoins, vu l’ordre de grandeur des dimensions en jeu, l’approche
devient intraitable pour les proble`mes de classement de textes. Pour cette raison, cette approche
est tre`s rarement utilise´e dans ces proble`mes [231].
Dans le cas particulier du classement de spams, s’agissant d’un processus e´volutif (non sta-
tionnaire), on cherchera a` faire, tant que possible, de l’apprentissage incre´mental, ce qui ne´cessite
la mise a` jour fre´quente du mode`le et rend cette approche encore moins inte´ressante.
7En anglais, forward selection
8En anglais, backward selection
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Approche filtrage
Dans cette approche, la pertinence des termes est e´value´e uniquement par rapport a` des
caracte´ristiques des attributs, sans tenir compte de l’erreur de classement et, par conse´quent, du
type d’algorithme de classement.
Il s’agit d’e´valuer l’importance de l’attribut et de se´lectionner les plus pertinents. Sebastiani
[231] cite quelques crite`res courants pour les taˆches de classement de textes. La pertinence d’un
attribut, par rapport au classement s’interpre`te comme une de´pendance statistique entre la classe
et l’attribut - c’est ce qui essayent d’e´valuer, la plupart de ces crite`res.
– E´limination des formes banales9 - il s’agit de supprimer les termes qui ont un faible
pouvoir discriminant. Par exemple, les articles (le, la, les, ...). Il s’agit d’une me´thode
de´pendante de la langue.
– Fre´quence dans les Documents - DF10 - Il s’agit du nombre de documents dans
lesquels l’attribut est pre´sent. Ce crite`re sert juste a` e´liminer les termes peu fre´quents,
statistiquement peu repre´sentatifs. Il n’est pas rare que certains filtres e´liminent aussi les
termes dont la fre´quence est e´leve´e dans toutes les classes et qui finissent par eˆtre peu
discriminants.
– Gain d’Information - IG11 - Il s’agit d’une mesure issue de la the´orie d’information
e´valuant la diminution d’incertitude moyenne de la classe lorsque l’on tient compte de la









P (t)P (c|t) log2 P (c|t)
ou` C = {ham, spam}, repre´sente l’ensemble des classes, et Ti = {ti, ti} indique la pre´sence
ou absence du terme dans le document.
NOTE : En fait, ce crite`re correspond a` l’Information Mutuelle, tel qu’il
est connu en The´orie d’Information, entre le terme ti et la classe, mais il est
appele´ autrement pour ne pas eˆtre confondu avec le crite`re Rapport d’Association,
connu, a` tort, par l’appellation Information Mutuelle. Il y a parfois confusion et
l’on trouve des publications utilisant l’un des crite`res comme e´tant l’autre - voir
par exemple Battiti [15] ou Zaffalon [272], qui ont utilise´ ce crite`re, tout en le
de´signant, a` juste titre, ”Mutual Information”.
– Information Mutuelle - MI12 - Ce crite`re a e´te´ propose´ par Church et Hanks [52] sous le
nom Rapport d’Associaton13, un rapport de´rive´ de l’information mutuelle, et de´fini comme
e´tant :









Cette valeur peut eˆtre estime´e a` partir des valeurs de la table de contingence de l’attribut
versus la classe, ce qui permet d’estimer les quatre valeurs correspondantes aux quatre cases








9Les formes banales sont aussi connues sous la de´nomination termes-outils. En anglais : stop word removal
10En anglais, Document Frequency
11En anglais, Information Gain
12En anglais, Mutual Information
13En anglais, Association Ratio
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Le proble`me avec ce crite`re est qu’il est fortement de´pendant de la probabilite´ marginale
des termes [266], ce qui fait que, pour des termes avec probabilite´s conditionnelles P (c|ti)
e´quivalentes les termes rares auront des scores plus importants que des termes courants.
Ces scores ne sont donc pas comparables si la plage de variation des probabilite´s a` priori
des termes est trop importante.
– Test de χ2 - Le test statistique de χ2 permet d’e´valuer l’inde´pendance statistique du terme
t et de la classe c, a` partir de la table de contingence du terme versus la cate´gorie.
χ2(tk, ci) =
|T | (P (tk, ci)P (tk, ci) − P (tk, ci)P (tk, ci))2
P (tk, ci)P (tk, ci)P (tk, ci)P (tk, ci)
Cette valeur peut eˆtre compare´e a` une distribution de χ2 avec un degre´ de liberte´ pour
tester l’inde´pendance entre le terme et la classe.
Yang et Pedersen [266] et Rogati et Yang [215] ont compare´, pour une application de clas-
sement the´matique, l’efficacite´ de cinq crite`res, dont certains cite´s ci-dessus et ont trouve´ des
meilleurs re´sultats pour χ2, IG et DF, devant MI. Yang et Pedersen observent une tre`s forte
corre´lation entre ces trois crite`res et sugge`rent qu’ils peuvent eˆtre choisis indiffe´remment, selon
les caracte´ristiques de l’application. Dans ces deux e´tudes, l’efficacite´ e´tait encore optimale pour
des ensembles d’attributs de dimension infe´rieure a` 10 % de la dimension d’origine. Les deux
e´tudes ont utilise´ le meˆme corpus de documents : REUTERS.
D’autres crite`res sont cite´s par Sebastiani [231] et ses re´fe´rences.
4.6.2 Extraction (ou construction) d’attributs
Le but des me´thodes d’extraction d’attributs est, non pas de supprimer les attributs inutiles
mais, d’en cre´er des nouveaux, synthe´tiques, repre´sentant aussi bien, du point de vue de l’algo-
rithme de classement, le document de de´part, mais avec moins d’attributs.
Les me´thodes les plus courantes dans les applications de classement textuel sont des traite-
ments morphologiques des termes : il s’agit d’effectuer des traitements au niveau de la forme des
termes (mots), normalement pour regrouper les attributs ”´equivalents”.
Lemmatisation - c’est le regroupement sous une forme canonique (en ge´ne´ral a` partir d’un
dictionnaire) des occurrences du texte [164]. En franc¸ais, ce regroupement se pratique en
ge´ne´ral de la manie`re suivante :
– les formes verbales a` l’infinitif
– les substantifs au singulier
– les adjectifs au masculin singulier
– les formes e´lide´es a` la forme sans e´lision
Par exemple, les mots ”petit”, ”petite”, ”petits”, ”petitesse” sont tous convertis en ”petit”.
Aussi, les diffe´rentes formes du verbe ”ˆetre” : ”suis”, ”est”, ”sommes”, ... sont convertis a`
l’infinitif.
Extraction des racines : Stemming - c’est une transformation similaire a` la lemmati-
sation, mais il s’agit juste d’extraire les racines des termes, par suppression des affixes.
En langue anglaise, l’algorithme de stemming le plus courant est celui propose´ par Por-
ter [182, p.31] [203].
Ces deux me´thodes sont parfois incluses dans la cate´gorie ”se´le´ction d’attributs”, et sont de´-
pendantes de la langue. Dans un environnement multi-langues, l’imple´mentation des heuristiques
spe´cifiques a` chaque langue est ne´cessaire.
Leopold et Kindermann [169], Lewis [173] ont montre´ que, dans le cas particulier des algo-
rithmes de classement du type SVM, des me´thodes de se´lection d’attributs du type lemmatisation
et stemming n’ame´liorent pas leur efficacite´. applique´s a` des langues telles le franc¸ais et allemand.
D’autres me´thodes d’extractions/construction d’attributs existent, telles la PCA (Analyse
des Composantes Principales) [23, p. 561], ces me´thodes restent couˆteuses et ne sont pas utilise´es
dans les applications de classement textuel.
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4.6.3 Re´duction de dimension dans les applications de filtrage de spam
Dans les paragraphes pre´ce´dents nous avons pre´sente´ quelques me´thodes courantes de se´lec-
tion d’attributs utilise´es dans les applications de traitement et classement de documents textuels.
Ces me´thodes sont toutefois peu ou pas utilise´es dans les applications courantes de filtrage de
spam, en particulier dans les filtres baye´sien na¨ıfs. La raison premie`re est le besoin d’une ope´-
ration qui rele`ve le plus souvent d’une optimisation, donc complexe a` mettre en oeuvre et de
couˆt de traitement souvent e´leve´. Le flot de messages n’e´tant pas un processus stationnaire les
classificateurs doivent eˆtre mis a` jour en permanence. Cela fait que l’on privile´gie les me´thodes
plus simples de se´lection d’attributs.
Ces me´thodes visent, en re´alite´, a` re´duire la dimension du vocabulaire construit lors de l’ap-
prentissage. L’approche que l’on trouve fre´quemment dans les classificateurs ”dit baye´siens na¨ıfs”
issus de la communaute´ des logiciels libres est plutoˆt de garder la taille de de´part du vocabulaire
et de se´lectionner, dans le message a` classer, les N termes les plus ”informatifs”14. Le crite`re
de´finissant la relation d’ordre est la quantite´ d’information sur la classe contenue dans chaque
terme :
I(t) = 1−H(Pt(c = spam)), t ∈ D
H(x) = x log
1
x
+ (1− x) log 1
1− x
(4.3)
La fonction I(t) est convexe, atteint sa valeur minimale pour P = 0.5 et est syme´trique
par rapport au minimum. L’utilisation d’une autre fonction quelconque avec ces caracte´ristiques
comme crite`re permet de pre´server la relation d’ordre. Dans la pratique, la fonction utilise´e est
plutoˆt :
I ′(t) = |Pt(c = spam))− 0.5| (4.4)
Pour le proble`me de filtrage de spam, Drucker et al [92] ont expe´rimente´ plusieurs crite`res de
se´lection d’attributs, en particulier ceux qui avaient de´ja` e´te´ compare´s par Yang et Pedersen [266]
et ont estime´ que la suppression des formes banales de´grade l’efficacite´ et que pour les SVM,
l’absence de se´lection d’attributs ne modifie pas ni l’efficacite´ ni les performances de l’algorithme
de classement. Aussi, les algorithmes de ”boosting” utilisant des arbres de de´cision choisissent
naturellement les meilleurs attributs comme partie inte´grante de l’apprentissage [92].
Dans l’e´tat actuel des recherches, l’utilite´ d’une me´thode ge´ne´rale de re´duction du nombre
d’attributs reste un proble`me ouvert.
Pour le proble`me de classement the´matique de textes, certains travaux pre´sentent des re´-
sultats, en apparence, contradictoires. Par exemple, pour le classement the´matique utilisant
des SVMs, Drucker et Vapnik [92] Leopold et Kindermann [169] Bekermann [17] et Lewis et
Yang [173] ont estime´ que la se´lection d’attributs n’e´tait pas utile, alors que Rogati et Yung [215]
Gabrilovich et Milkovitch [111] estiment le contraire. Ces auteurs avancent des explications, tout
a` fait plausibles, telles les caracte´ristiques statistiques du corpus (vocabulaire important et di-
versifie´) et les caracte´ristiques particulie`res des applications [111] [17], la robustesse des SVMs
aux attributs non pertinents [173].
Aussi, il ne semble pas raisonnable d’e´tudier des me´thodes de se´lection d’attributs inde´pen-
damment de l’algorithme de classement et des donne´es [59].
4.7 Normalisation de la taille des documents
Dans les applications de recherche documentaire, se basant sur une e´tude des collections
de documents de TREC et sur des re´sultats vraisemblablement incohe´rents obtenus avec ces
collections, Singhal et al [243] ont remarque´ que des documents plus longs ont plus de chances
de satisfaire les crite`res d’une requeˆte que les documents courts, et que l’inclusion de la longueur
14Dans les logiciels libres de filtrage de spam, le nombre de termes varie, typiquement, entre 15 et 100, selon le
type de terme
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dans l’e´valuation de la pertinence des documents donnait des re´sultats plus satisfaisants. L’ide´e
de cette inclusion est de ramener les caracte´ristiques des documents a` celles d’un document de
taille fixe normalise´e.
Dans les applications de filtrage de spam, la plage de variation de la longueur des messages
est assez large : de quelques kilo-octets a` quelques me´ga-octets et les spams sont souvent bien
plus courts que les hams, rarement de´passant 20 Ko.
Dans les applications de filtrage de spam, les approches les plus courantes de normalisation
de la longueur sont :
1. Utiliser les N termes les plus pertinents - C’est l’approche propose´e par Graham
[116] (15 termes), et souvent utilise´e dans les applications distribue´es sous licence GPL.
Il s’agit d’extraire les termes trouve´s dans le message entier et de ne retenir que les plus
pertinents. Cela fait que les documents sont vus comme ayant toujours une taille fixe. Cette
me´thode sert a` la fois pour normaliser la longueur du document et a` re´duire la dimension
du proble`me.
2. Tronquer le message a` une longueur fixe Cormack [58] a utilise´ des n-grams pour
repre´senter des messages tronque´s a` environ 3500 caracte`res et observe´ des meilleurs re´sul-
tats que si la totalite´ du message avait e´te´ retenue. Aussi, l’utilisation de n-grams de taille
fixe fait que le nombre d’attributs est fixe comme la longueur du document.




< xi, xi >
Bien entendu, cette me´thode ne peut pas eˆtre applique´e que pour certains types d’algo-
rithmes de classement et pour certaines repre´sentations.
4. Ne rien faire.
4.8 La Multiplicite´ des Langues
La multiplicite´ des langues dans les applications de classement de spams est un proble`me
connu, mais a` peine eﬄeure´. L’hypothe`se courante que la messagerie e´lectronique est constitue´e
de messages en langue anglaise ou utilisant uniquement l’alphabet latin n’est pas justifiable [59].
Ne´anmoins, la majorite´ des travaux publie´s utilisent des corpus en langue anglaise et, assez
souvent, ne le mentionnent meˆme pas. Une explication probable est l’environnement de recherche :
les travaux sont souvent effectue´s par des anglophones, ou utilisant des corpus de messages en
anglais. Accessoirement, quelques travaux publie´s sont plus spe´cifiques au traitement de messages
en d’autres langues, mais nous n’avons pas trouve´, a` ce jour, des publications concernant la
proble´matique de la multiplicite´ linguistique dans les spams.
Du coˆte´ des messages le´gitimes, dans les pays non-anglophones, il n’est par rare qu’une per-
sonne puisse avoir des correspondants dans plusieurs pays et e´crire et recevoir ses messages dans
les langues de ses diffe´rents correspondants. Si la langue dominante aux E´tats Unis est l’anglais,
en France, le contenu d’une boˆıte aux lettres peut varier du tout en franc¸ais a` un me´lange de
franc¸ais, anglais, allemand, italien, ... avec des proportions variables selon l’utilisateur. Il peut
aussi arriver que le meˆme message puisse contenir des parties en plusieurs langues.
Du coˆte des spams, MessageLabs [130] rapporte que aux E´tats Unis la langue dominante dans
les spams est l’anglais pour plus de 90 %, tandis que ce chiffre peut baisser a` de l’ordre de 50 %
dans d’autres pays. En meˆme temps, il n’est pas rare de trouver des spams dont le contenu est
un me´lange de plusieurs langues. Il n’est pas raisonnable de conside´rer comme vraie l’hypothe`se
que les spams sont des messages construits de fac¸on cohe´rente.
Du point de vue linguistique, les langues se classent selon leur morphologie en : agglutinante,
flexionnelle, isolante, synthe´tique ou polysynthe´tique [28, p. 41] et [97]. Ce classement indique,
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par exemple, comment des nouveaux mots peuvent se cre´er a` partir des morphe`mes15. D’autre
part, ce classement se fait selon les caracte´ristiques dominantes de la langue : chaque langue
pre´sente, ge´ne´ralement, des caracte´ristiques de plusieurs classes. Ces diffe´rences morphologiques
font que les ope´rations classiques de re´duction de dimension fonde´es sur la recherche des ra-
cines ou de´composition en morphe`mes (telles la lemmatisation et stemming) sont tre`s fortement
de´pendantes de chaque langue.
Des langues diffe´rentes peuvent impliquer aussi des codages de caracte`res diffe´rentes. Alors
que le code ASCII sur 7 bits suffit pour coder la langue anglaise, d’autres langues utiliseront des
jeux de caracte`res diffe´rents et meˆme du codage sur plusieurs octets.
L’approche la plus courante dans les applications multi-langues16 de recherche documentaire
est la traduction de la requeˆte soit dans les diffe´rentes langues des documents soit dans une
langue pivot [120, p. 149-179] [146].
Dans les applications de cate´gorisation de textes, les approches les plus fre´quentes sont l’ex-
traction de ontologies [85], ce qui remonte l’analyse a` un niveau conceptuel (se´mantique), ou
alors, une extension multi-langue de l’approche de´ja` utilise´e pour les proble`mes mono-langues
[132] [24] [6] [208]. Dans cette dernie`re approche, on inse`re un niveau de traduction qui peut eˆtre
avant ou apre`s la segmentation du texte, avec ge´ne´ration d’un vocabulaire dans une langue cible
ou dans toutes les langues possibles des documents a` classer17.
Jalam [132] et Biskri [24] sugge`rent l’utilisation de n-grams de niveau caracte`re pour la seg-
mentation vue la proprie´te´ intrinse`que d’extraction de la racine des termes (stemming) sans avoir
a` faire appel a` des heuristiques de´pendantes de la langue.
Osgur [198] a propose´ une me´thode de filtrage de spam, pour des langues agglutinantes18,
(en particulier la langue Turque). Sa me´thode consiste a` extraire la racine de chaque mot trouve´
dans le texte, avant de la transmettre au classificateur. Ciltik [53] expe´rimente´ des n-grams
de niveau caracte`re (apre`s traitement morphologique) et compare´ les re´sultats de classement
de messages en anglais et en turc. Ces expe´rimentations sont inte´ressantes puisque de´montrent
l’inte´reˆt d’utilisation de n-grams de niveau caracte`re, de´ja` pre´vu par Jalam, ne´anmoins elles ont
l’inconve´nient d’avoir e´te´ faites dans un contexte mono-langue.
La prise en compte de l’aspect multi-langue dans le classement de spams pre´sente quelques
difficulte´s qui n’existent pas dans le classement de documents textuels courants.
1. Identifier la langue du message n’est pas une ope´ration ni facile ni fiable. D’une part les
spams sont des documents cre´e´s sans aucun souci de conformite´ (bien au contraire) et
d’autre part, la longueur des textes n’est ge´ne´ralement pas suffisante pour de´tecter la
langue. Dans la boˆıte aux lettres de l’auteur, au mois de novembre 2009, la longueur
moyenne19 des spams est de 5,3 Ko (dont 90 % ont une longueur infe´rieure a` 5,7 Ko)
et celle des hams est de 16,9 Ko (dont 90 % ont une longueur infe´rieure a` 6,9 Ko).
2. On trouve souvent, dans les spams, des morceaux de texte en plusieurs langues dans le meˆme
message, ou alors des mots ”synthe´tiques”, ajoute´s dans le but de tromper les me´thodes de
segmentation fonde´es sur le caracte`re re´gulier des messages.
3. Le vocabulaire utilise´ par le classificateur est l’union des vocabulaires de toutes les langues
pre´sentes dans les boˆıtes aux lettres. Meˆme si les langues sont souvent tre`s diffe´rentes, il
n’est pas raisonnable de conside´rer les vocabulaires comme e´tant disjoints (en particulier a`
cause des mots communs).
4. Les messages e´lectroniques contiennent, en plus de la partie re´dige´e dans un langage naturel,
des parties codifie´es (p. ex. des URL) et des me´ta-informations telles les en-teˆtes ou des
15En linguistique, on de´finit un morphe`me, ou radical, comme la plus petite unite´ porteuse de sens qu’il soit
possible d’isoler dans un e´nonce´.
16En anglais, Cross Language Information Retrieval
17On a trouve´ des re´fe´rences a` l’utilisation de l’Espe´ranto comme langue cible, mais aucune publication de´die´e
a` ce cas particulier
18Dans une langue agglutinante les mots sont cre´e´s par ajout d’affixes (ge´ne´ralement des suffixes) a` un radical.
Le basque, le turc, le finlandais, le japonais et le core´en sont des exemples de langues agglutinantes.




donne´es de mise en forme en langage HTML. Dans les applications classiques de classement
de textes, ces me´ta-informations ne sont pas pertinentes et sont souvent ignore´es. Dans
les applications de filtrage de spam, au contraire, elles sont souvent plus pertinentes que
le contenu textuel lui-meˆme [81]. Ceci ne concerne pas la proble´matique multi-langue du
filtrage de spams, mais correspond a` une ”langue”de plus a` tenir compte dans le classement.
A notre connaissance, aucune des solutions anti-spam disponibles ne tient compte ni de la
langue ni du jeu de caracte`res non conventionnel parfois utilise´. Certaines se limitent a` refuser un
message juste parce que le jeu de caracte`res est celui d’un pays asiatique ou de l’est (ISO-2022-JP,
Big5, Shift-JIS, Windows-1251, KOI8-r) et apparait souvent dans les spams. Mais ce genre de
crite`re trivial n’est pas ce que l’on peut appeler un crite`re de filtrage de spam.
4.9 Conclusions
Dans ce chapitre nous avons fait le tour des aspects lie´s a` repre´sentation des messages, pre´-
sentant les points qui sont particuliers a` l’application de filtrage de spam. Il s’agit d’un aspect
important puisque du choix d’une bonne repre´sentation de´pend l’efficacite´ de l’algorithme de
classement. La repre´sentation ide´ale est celle capable d’extraire et de mettre en valeur les carac-
te´ristiques les plus discriminants des messages a` classer.
Dans la section 4.5 nous avons pu distinguer deux types de contenu dans un message : le
contenu textuel proprement dit et les me´ta informations. Cette distinction est un point im-
portante dans le contexte de cette the`se. D’une part, rien ne laisse supposer que leur pouvoir
discriminant soit identique. D’autre part, on peut penser que, pour des destinataires diffe´rents,
la diversite´ du contenu et du mode de distribution des spams sont moins importants que ceux des
messages le´gitimes. On peut aussi penser que les me´ta-informations sont plus constantes dans un
environnement multi-utilisateurs et multi-langues. Ainsi, le choix de l’endroit ou` prendre l’infor-
mation ou la combinaison des deux types d’information semble eˆtre un aspect important dans la
conception d’un le filtrage partage´ dans une communaute´.
Dans les diffe´rentes e´valuations, en particulier TREC 2007, les filtres les plus performants
ont utilise´ les te´tragrammes de niveau caracte`re comme attribut. La raison, selon Gordon Cor-
mack [59], est que, du fait que ce type d’attribut contient moins d’informations linguistiques que
son e´quivalent de niveau mot, l’e´vidence sugge`re qu’il est capable de mieux capturer les interac-
tions inter et intra mots et sont assez robustes vis-a`-vis des fautes d’orthographe et des variantes
morphologiques, des qualite´s qui semblent inte´ressantes dans un classificateur de messages e´lec-
troniques
Ces diffe´rentes e´valuations semblent aussi de´montrer que les ope´rations plus complexes de
se´lection d’attribut n’apportent pas d’ame´lioration significative ou alors se trouvent noye´es dans
l’incertitude de mesure.
Enfin, vue la diversite´ des facteurs - la complexite´ structurelle des messages, la multiplicite´ des
langues, l’e´volution des pratiques de composition, ... - certaines caracte´ristiques de la repre´sen-
tation ide´ale des messages, telles l’unite´ e´le´mentaire de repre´sentation ou le nombre d’attributs
a` prendre en compte, ne peuvent eˆtre que le re´sultat des expe´rimentations et sont susceptibles




Of course it’s very interesting to know how humans can learn. However, this is not
necessarily the best way for creating an artificial learning machine. It has been noted
that the study of birds flying was not very useful for constructing the airplane.
Vladimir N. Vapnik
5.1 Introduction
L’apprentissage artificiel (ou apprentissage statistique) essaye de re´soudre des proble`mes tels :
Given some examples of complex signals and the correct decisions for them, make
decisions automatically for a stream of future examples [209].
Classer automatiquement un flot de messages arrivant sur un serveur de messa-
gerie en messages le´gitimes et messages inde´sirables. Un ensemble de messages de
chaque classe est donne´, a` titre d’exemple.
Dans ces exemples, on distingue une application avec deux parties :
– Apprentissage1 - c’est l’analyse des exemples pour de´terminer quelle est la ”fonction” ca-
pable d’exprimer, le mieux possible, la relation entre chaque exemple et une valeur associe´e
(classe ou de´cision, dans les exemples ci-dessus). On associe a` cette phase un algorithme
d’apprentissage.
– Estimation - c’est l’application de la ”fonction” trouve´e lors de la phase d’apprentissage
pour estimer ou pre´voir la valeur (ou e´tiquette) a` associer a` des cas nouveaux. On associe
a` cette phase un algorithme d’estimation.
Formellement, un algorithme d’apprentissage rec¸oit, en entre´e, un ensemble d’exemples SN =
{(x1, y1), ..., (xN, yN )}, (xi, yi) ∈ X × Y, et produit comme re´sultat une hypothe`se h : X 7→
Y, h ∈ H. Les exemples sont des e´chantillons i.i.d. issus d’une distribution P (X, Y ) inconnue.
Les e´le´ments de X sont les repre´sentations des ”objets que l’on e´tudie”, sous la forme d’attributs
(ou features), et ceux de Y sont les valeurs que l’on peut associer a` chaque objet. La repre´sentation
des objets textuels, en particulier des messages e´lectroniques, est traite´e dans le chapitre 4.
Une hypothe`se est la fonction ”construite” par l’algorithme d’apprentissage. Cette fonction
permettra, par la suite, graˆce a` un algorithme d’estimation, d’associer un e´le´ment de l’ensemble
Y a` e´le´ment de X absent dans l’ensemble des exemples d’apprentissage :





Un espace d’hypothe`ses H est l’ensemble (ou famille) de fonctions qui contient toutes celles
passibles d’eˆtre choisies par l’algorithme d’apprentissage.
La ge´ne´ralisation est la proprie´te´ d’un algorithme de pouvoir estimer correctement la valeur
ou la classe a` associer a` des cas ne faisant partie des exemples d’apprentissage. Ide´alement on
aimerait que l’apprentissage puisse consommer le moins possible d’exemples. Un classificateur
ayant besoin de balayer l’ensemble X × Y entier pre´sente peu d’inte´reˆt. Cette proprie´te´ peut
de´pendre des algorithmes mis en oeuvre mais aussi du proble`me a` re´soudre : certains proble`mes
sont plus ”durs” que d’autres.
Il est important d’insister sur le fait que nous travaillons toujours sur des repre´sentations des
objets et non pas sur les objets eux meˆmes. Bien entendu, des objets diffe´rents peuvent avoir la
meˆme repre´sentation. Un choix judicieux des attributs permet parfois d’enlever toute ambigu¨ıte´
de repre´sentation mais cette discussion, malgre´ son inte´reˆt, rele`ve plutoˆt de l’”inge´nierie des
attributs”.
Re´gression et Classement
Lorsque l’ensemble Y est un ensemble ordonne´, tel R ou Z, il s’agit d’une application de
re´gression . Dans le cas contraire, un ensemble sans un ordre de´fini, comme par exemple
{pomme, orange, raisin} ou {sain,malade}, il s’agit d’une application de classement .
Dans le proble`me qui nous concerne, le filtrage de messages e´lectroniques, les e´tiquettes ap-
partiennent a` un ensemble de cate´gories (ou classes) Y = {ham, spam}. Pour des raisons de
simplification de notation et sauf besoin particulier, nous utiliserons, le plus souvent, l’ensemble
binaire ordonne´ Y = {0, 1}.
Il est courant, dans les proble`mes de classement binaire, que le re´sultat de l’hypothe`se ne
soit pas une des classes mais une valeur re´elle ou entie`re, un score indiquant, par exemple, la
probabilite´ d’appartenir a` une des classes - ce sont des classificateurs souples (”soft classifiers”).
Dans le cas ou` le classificateur ne de´livre que la cate´gorie associe´e, sans aucune autre indication,
il s’agit d’un classificateur rigide (”hard classifier”). En pratique, les classificateurs rigides sont
construits a` partir d’un classificateur souple auquel on applique un seuillage.
5.2 Apprentissage Statistique
L’analyse statistique des algorithmes d’apprentissage conside`re, souvent, un contexte ou` les
exemples re´sultent de tirages ale´atoires inde´pendants et identiquement distribue´s d’un ensemble
d’une distribution de probabilite´s en X × Y statique et inconnue [88]. Ainsi, un proble`me
d’apprentissage, en informatique, est souvent traite´ comme un proble`me d’estimation, en sta-
tistique, utilisant des vocabulaires diffe´rents pour repre´senter des concepts e´quivalents [260, p.
xi].
Formellement, le processus d’apprentissage peut eˆtre vu comme un processus de minimisation
d’une fonctionnelle de couˆt [255, p. 17] [256, p. 20] [34]. Il s’agit de choisir dans un ensemble
de fonctions possibles H celle satisfaisant le mieux possible un crite`re de qualite´ tel un risque,
de´fini par l’espe´rance du couˆt :
R(h(x)) = Ex[C(x, h(x))] =
∫
C(x, h(x)).dF (x) (5.1)
avec x ∈ X et F , la distribution de probabilite´ de x, est de´finie en X et inte´grable pour tout
h ∈ H.
Le risque est nul lorsque l’hypothe`se re´pond parfaitement a` tous les objets qui lui sont pre´-
sente´s.
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Le risque empirique
En pratique, la distribution F est inconnue mais on dispose d’un ensemble d’observations
(exemples) SN = {(x1, y1), ..., (xN, yN)} inde´pendants et identiquement distribue´s de la distri-
bution F . Aussi, sans perte de ge´ne´ralite´, l’hypothe`se choisie par le processus d’apprentissage est
une fonction spe´cifie´e par un parame`tre θ ∈ Θ appartenant a` famille de fonctions parame´triques
H. Le risque peut eˆtre estime´ par :
R(θ) =
∫
Q((x, y), θ).dF (x), θ ∈ Θ, (5.2)
avec Q((x, y), θ) est une fonction de couˆt (loss function).
Q((x, y), θ) = `((x, y), h(x, θ)) (5.3)
La fonctionnelleR(θ) est le risque empirique et correspond a` la moyenne du couˆt, e´valuation






`((xi, yi), h(xi, θ)) (5.4)
Les fonctions de couˆt (loss functions)
La fonction de couˆt est une fonction ` : Y × Y 7→ R non ne´gative et borne´e, e´value´e pour
chaque objet, alors que le risque est e´value´ pour un ensemble. La Table 5.1 pre´sente quelques
exemples de fonction de couˆt usuelles.
Fonction de Couˆt - `(yi, h(xi, θ)) Remarque
Norme L1 |h(xi, θ)− yi|
Norme L2 (h(xi, θ)− yi)2
Couˆt 0-1 I(h(xi, θ) = yi) =
{
1 if yi = h(xi, θ)
0 if yi 6= h(xi, θ)
Log Loss −log(p(yi = h(xi, θ) | xi)) log vraisemblance
Tab. 5.1: Fonctions de couˆt usuelles. Pour la fonction de couˆt 0-1, le risque empirique correspond
au taux moyen d’erreurs.
Sur-ajustement et re´gularisation
La minimisation du risque empirique e´value´ selon (5.4) pre´sente l’inconve´nient d’eˆtre applique´
sur les exemples, dont les valeurs associe´es sont connues, alors que ce qui nous inte´resse est
plutoˆt l’e´valuation sur l’ensemble des objets passibles d’eˆtre rencontre´s, c’est a` dire, l’erreur de
ge´ne´ralisation. Le risque empirique est donc optimiste. Minimiser le risque empirique sur les seuls
exemples disponibles re´sulte ge´ne´ralement en sur-ajustement (overfitting), situation qui consiste
a` avoir une hypothe`se parfaitement adapte´e aux exemples traite´s mais pas aux objets devant
eˆtre estime´s.
Concre`tement, le sur-ajustement re´sulte d’une hypothe`se de dimension excessive2.
2Les informaticiens regardent le proble`me de sur-ajustement comme un compromis entre l’erreur d’appren-
tissage et la complexite´ (dimension) du mode`le, alors que les statisticiens ”fre´quentistes” le regardent comme un
compromis entre la tendance (biais) et la variance [23, p. 147].
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La premie`re approche, la Re´gularisation, consiste a` ajouter au risque empirique (5.4), un
terme qui de´pend de la complexite´ de l’hypothe`se (mode`le), qui devient [255] :
R∗(θ) = Remp(θ) + λ(δ) · Ω(θ) (5.5)
ou` Ω(θ) est une fonction de la complexite´ (de la dimension) de l’hypothe`se et λ(δ) est un facteur
de ponde´ration constant qui de´pend du niveau de bruit dans les exemples. Un choix courant pour
Ω(θ) est la norme de θ, ce qui transforme (5.4) en :




D’autres approches de re´gularisation, toujours fonde´es sur la complexite´ du mode`le, sont
propose´es par des crite`res tels BIC (Bayes Information Criteria), AIC (Akaike Information Cri-
teria) et DIC (Deviance Information Criteria). Ces crite`res sont de´crits en de´tail dans des textes
tels [154], [211, chap 7], [126] ou [23] et brie`vement dans l’Annexe A.
Un deuxie`me type d’approche, pratique, pour re´soudre le proble`me de sur-ajustement est l’ar-
reˆt pre´mature´ de l’apprentissage (voir Fig 5.1). Cette me´thode consiste a` e´valuer simultane´ment
l’erreur d’apprentissage sur les exemples et sur un ensemble de test et a` arreˆter l’apprentis-
sage lorsque l’erreur sur l’ensemble de test atteint le minimum [23, p. 259]. D’autres approches
pratiques, telles le bootstrap [96], qui consiste a` re´-e´chantillonner avec remise les exemples d’ap-
prentissage, sont aussi utilise´es pour e´valuer l’erreur de ge´ne´ralisation.









(b) Erreur de ge´ne´ralisation
Fig. 5.1: Arreˆt pre´mature´ de l’apprentissage - pour e´viter le sur-ajustement, on ve´rifie, en meˆme
temps, l’erreur sur les exemples d’apprentissage et celui sur les cas de validation. L’apprentissage
s’arreˆte lorsque l’erreur de ge´ne´ralisation atteint son point le plus bas. (figures tire´es de [23])
5.3 Se´parabilite´
5.3.1 La notion de se´parabilite´
La notion de classement parfait de´rive de la notion de se´parabilite´ des ensembles, que l’on
trouve en topologie. Nous allons utiliser une de´finition approximative, suffisante pour nos appli-
cations et pour comprendre l’ide´e dans le contexte de classement (pour une pre´sentation plus
rigoureuse, voir par exemple, [133, p. 78–85] [113, p. 145]).
De´finition 5.1. Ensemble se´parable - Un ensemble de´nombrable S est dit se´parable s’il existe
au moins un partitionnement de S en N sous ensembles Si non-vides et disjoints (par de´finition),
tel que tout e´le´ment de S appartient a` un et un seul des sous ensembles Si.
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Dans les proble`mes de classement, le nombre de partitions est ge´ne´ralement fini et petit (2
dans le cas du classement de messages e´lectroniques).
La se´parabilite´ est une caracte´ristique essentielle dans un proble`me de classement. En effet,
les donne´es ne peuvent eˆtre classe´es sans erreur que quand ils peuvent eˆtre regroupe´s dans des
ensembles se´parables. Cette notion a e´te´ de´veloppe´e par Minsky et Papert dans le livre devenu
ce´le`bre Perceptrons, An Introduction to Computational Geometry [189], livre qui a de´montre´ les
limitations les limitations des Perceptrons en tant qu’algorithme de classement.
Les donne´es peuvent eˆtre se´parables, mais avoir des frontie`res complexes exigeant des classi-
ficateurs non line´aires [250]. Des frontie`res de se´paration plus complexes exigent, en ge´ne´ral, des
classificateurs plus complexes.
Des ensembles discrets peuvent ne pas avoir la proprie´te´ de se´parabilite´ soit parce que la
repre´sentation des e´le´ments n’a pas la dimension suffisante - des informations concernant ces
e´le´ments ont e´te´ ne´glige´es, soit parce qu’il y a une raison non de´terministe qui fait que l’attribution
d’une classe a` un e´le´ment n’est pas unique.
Mais il convient de souligner que dans un proble`me de classement la se´parabilite´, et donc
la possibilite´ de classement sans erreur, est une caracte´ristique lie´e plutoˆt aux donne´es qu’a`
l’algorithme de classement. Si, et seulement si, les ensembles de donne´es sont se´parables, il est
toujours possible de trouver un algorithme capable d’effectuer un classement sans erreur.
5.3.2 Des sous-ensembles se´parables par un classificateur
De´finition 5.2. Sous-ensembles se´parables par un classificateur - Soient Xi, i ∈ {1, ..., N}
des sous-ensembles de vecteurs disjoints de X . Ces sous ensembles sont se´parables par une hy-
pothe`se h : X 7→ Y, appartenant a` une famille d’hypothe`ses H, si et seulement si le classificateur
e´value de fac¸on identique les e´le´ments appartenant a` la meˆme classe et diffe´remment ceux ap-
partenant a` des classes diffe´rentes :
∀xi ∈ Xm, xj ∈ Xn
{
m 6= n =⇒ h(xi) 6= h(xj)
m = n =⇒ h(xi) = h(xj)
(5.8)
Remarque 5.1. Repre´sentation (dimension) insuffisante - Il peut arriver que certains objets ne
puissent pas eˆtre classe´s, sans ambigu¨ıte´, dans une cate´gorie unique, mais que l’ajout d’une
information permette de le faire. Par exemple, certains messages sont conside´re´s comme spam
par certains destinataires et comme messages le´gitimes par d’autres. Il suffirait d’ajouter un
attribut pour de´signer le destinataire, quand cela est possible, de fac¸on a` ce que les classes
deviennent se´parables.
5.3.3 Sous-ensembles line´airement se´parables
De´finition 5.3. Sous-ensembles line´airement se´parables par un classificateur - Soit X un en-
semble se´parable et X1, X2 deux sous-ensembles disjoints de X . Ces sous ensembles sont line´ai-
rement se´parables par une hypothe`se h : X 7→ Y, s’ils sont se´parables par h tel que de´fini en 5.2
et si h(x) est une fonction line´aire.
Exemple 5.1. Hyperplan se´parateur - Dans la pre´sentation de la me´thode des vecteurs de
support, Vapnik [256, p.401] de´finit deux sous ensembles finis de vecteurs x d’un ensemble d’ap-
prentissage :
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X = {(x1, y1), . . . , (x`, y`)}, x ∈ Rn, y ∈ {−1, 1}
X1 = {(x, y) ∈ X | y = −1}
X2 = {(x, y) ∈ X | y = 1}
(5.9)
comme e´tant se´parables par l’hyperplan
〈x, φ〉 = c (5.10)
s’il existe un vecteur φ et une constante c tels que :
〈x, φ〉 < c , si x ∈ X1
〈x, φ〉 > c , si x ∈ X2
(5.11)
Si bien que cet exemple a e´te´ employe´ dans le contexte d’e´tude des classificateurs a` vecteurs de
support, la de´finition n’est pas spe´cifique a` ce type d’algorithme puisqu’elle de´pend uniquement
de la repre´sentation des e´le´ments des deux sous-ensembles.
Cet exemple permet distinguer deux entite´s :
– Des sous ensembles de donne´es line´airement se´parables - les classes pouvant eˆtre
identifie´es, sans erreur, par une hypothe`se qui est une fonction line´aire des attributs ;
– Des classificateurs line´aires - des classificateurs pouvant eˆtre de´crits par l’e´quation 5.10
(ou etre mis sous cette forme). Les classificateurs Baye´sien Na¨ıf, Re´gression Logistique et
Perceptron mono-couche sont aussi des exemples de classificateurs line´aires.
La notion de se´parabilite´ line´aire est inte´ressante puisqu’elle correspond, a` la fois, a` des classes
plus facilement se´parables et a` des algorithmes de classement moins complexes.
5.4 Les modes d’apprentissage
Nous allons regrouper dans l’expression ”modes d’apprentissage”, les diffe´rentes fac¸ons de faire
interagir un algorithme d’apprentissage avec son environnement et de pre´senter des exemples a`
ces algorithmes. Ces modes d’apprentissage ne sont pas tous mutuellement exclusifs et peuvent,
parfois, eˆtre combine´s entre eux. Certains algorithmes de classement sont plus adapte´s a` certains
modes d’apprentissage qu’a` d’autres.
5.4.1 Apprentissage supervise´ et non supervise´
Dans l’apprentissage supervise´, on utilise un ensemble d’exemples dont les valeurs associe´es
sont connues a` l’avance.
Dans le mode d’apprentissage non supervise´, les exemples sont pre´sente´s sans les valeurs
associe´es. Ce mode est le plus souvent associe´ aux applications de regroupement (clustering),
ou` l’objectif est plutoˆt de regrouper les objets selon leur ressemblance. On peut, par exemple,
soumettre un ensemble de documents qui seront regroupe´s par the`me et c’est a` l’algorithme d’ap-
prentissage de de´celer les the`mes existants dans l’ensemble. Les applications qui nous concernent
ne font pas usage de ce mode d’apprentissage et nous nous contentons de le de´finir.
L’apprentissage semi-supervise´ est un mode interme´diaire ou` seule une partie des exemples a
une classe associe´e.
5.4.2 Apprentissage hors ligne (batch) versus en ligne
Mitchell [190] de´finit l’apprentissage en ligne (online learning) comme celui fait a` partir d’ob-
servations de re´sultats dans un environnement re´el et l’apprentissage hors ligne (batch learning)
celui re´sultant plutoˆt des observations obtenues a` partir de simulations dans un mode`le interne.
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L’aspect temporel, mis en valeur par d’autres auteurs [239, p.241] [126, p. 355] [46] [245],
nous semble particulie`rement important a` l’application objet de cette the`se.
Dans l’apprentissage hors ligne (ou en batch), les exemples sont entie`rement traite´s de`s le
de´part, avant toute ope´ration de classement. L’hypothe`se est entie`rement construite, d’une seule
fois, a` partir des exemples disponibles. Cela suppose que les caracte´ristiques statistiques des
objets restent stables dans le temps (il s’agit d’un processus stationnaire) ou alors que les de´rives
puissent eˆtre ne´glige´es.
Dans le contexte d’apprentissage en ligne, les exemples ne sont pas disponibles avant le de´-
part des ope´rations d’estimation/classement. Les valeurs devant eˆtre associe´s a` chaque exemple
sont parfois disponibles apre`s leur propre classement, sous la forme d’un retour d’information
(boucle de re´troaction). A chaque nouvel exemple, une nouvelle hypothe`se est ge´ne´re´e, fonction
de l’hypothe`se pre´ce´dente et de l’exemple en cours, ce qui sugge`re une application re´cursive.
h(i+ 1) = f(h(i), (xi, yi))
Rien empeˆche qu’un processus stationnaire puisse eˆtre traite´ dans un contexte d’apprentissage
en ligne mais, a` cause du besoin d’adaptation aux changements, l’apprentissage en ligne d’un
processus non-stationnaire devient absolument ne´cessaire.
On trouve, parfois des situations interme´diaires, appele´es ”mini-batchs”, ou` l’ide´e est que le
processus e´volue assez lentement pour qu’on puisse refaire l’apprentissage, pe´riodiquement. En
effet, il s’agit de conside´rer que localement, dans une feneˆtre temporelle de taille ade´quate, les
changements ne sont pas trop importants. L’apprentissage est, donc, actualise´ par pas de N
exemples.
Hors ligne (batch) En ligne (stochastique)
Conditions de convergence bien com-
prises.
Assez souvent, plus rapide que l’appren-
tissage hors ligne.
Certains algorithmes d’acce´le´ration de
convergence ne sont applicables qu’aux
algorithmes hors-ligne.
Meilleurs solutions, le plus souvent.
Analyse the´orique de la dynamique des
poids et de la vitesse de convergence
moins complexe.
Utilisable pour suivre les changements
dans un flot.
Moins gourmand en ressources de calcul
et de stockage.
Tab. 5.2: Comparaison des avantages des modes d’apprentissage en ligne et hors ligne
Dans un contexte d’apprentissage et de classement en ligne, les exemples e´tant pre´sente´s
se´quentiellement, l’information de l’e´tiquette associe´e peut ne pas eˆtre disponible imme´diatement.
Dans ce cas, il y a une de´gradation de l’efficacite´ due au retard et, ge´ne´ralement, croissante avec
ce parame`tre.
Dans le Chapitre 8 nous examinons les raisons de les raisons de la de´rive temporelle d’un
flot de messages e´lectroniques. Nous pre´sentons dans le Chapitre 6 quatre algorithmes avec
leurs particularite´s d’apprentissage en ligne. Nous pre´sentons, tre`s brie`vement, dans l’Annexe
C, un re´sume´ des me´thodes dites approximations stochastiques, que nous utiliserons dans nos
expe´rimentations.
5.4.3 Apprentissage actif et apprentissage passif
Dans le mode d’apprentissage passif, un ensemble d’exemples est pre´sente´ a` l’algorithme
d’apprentissage, qui les utilise dans leur totalite´. C’est l’environnement qui impose l’ensemble
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des exemples a` tenir compte.
L’apprentissage actif est un cas particulier d’apprentissage supervise´ ou` seule une partie
des exemples est utilise´e. C’est a` l’algorithme d’apprentissage de de´cider, avec une strate´gie a`
de´finir, quels exemples choisir. C’est surtout cette capacite´ de questionner l’environnement qui
le diffe´rencie de l’apprentissage passif.
Il a e´te´ de´montre´ en pratique que juste une petite proportion d’exemples, avec les e´tiquettes
associe´es, suffisent pour obtenir des niveaux d’efficacite´ comparables, et parfois meilleurs, que
lorsque la totalite´ des exemples disponibles est utilise´e [172] [251] [47].
Une strate´gie na¨ıve de se´lection consiste a` sous-e´chantillonner l’ensemble des exemples dis-
ponibles, par des tirages ale´atoires inde´pendantes et identiquement distribue´s. Une strate´gie
plus efficace consiste a` se´lectionner les exemples selon un crite`re de gain. Par exemple, les plus
informatifs,c.a`.d. , les exemples qui viennent d’eˆtre classe´s mais dont le re´sultat sont les plus
incertains [234].
Dans un contexte d’apprentissage hors-ligne, il s’agit de choisir dans un pool, les exemples les
plus informatifs, tandis que dans un contexte d’apprentissage en ligne il s’agit juste de de´cider
si un exemple doit eˆtre pris en compte ou pas.
Lewis et Gale [172] proposent de choisir, parmi les exemples disponibles, les b dont la pre´-
vision est la plus incertaine (uncertainty sampling). Si l’ide´e d’utilisation de l’incertitude est
inte´ressante, l’inconve´nient de cette strate´gie est qu’elle examine, a` chaque pas, l’ensemble des
exemples disponibles pas encore utilise´s, ce qui la rend plus adapte´e a` un contexte hors ligne que
a` contexte en ligne.
Cesa-Bianchi et al [47] proposent d’accepter un exemple avec une probabilite´ proportionnelle a`
b/(b+ |pˆ|), ou` b est un parame`tre de re´glage et pˆ est la ”distance”de l’exemple jusqu’a` l’hyperplan
de´fini par le classificateur (la marge).
Cette strate´gie donne des re´sultats inte´ressants, mais l’auteur laisse le choix de la valeur de b
comme un proble`me ouvert, avec quelques pistes. En effet, la notion d’utilisation d’une fonction
monotone de´croissante de la marge pour de´cider si l’on accepte un exemple correspond bien a`
une se´lection par l’incertitude. Le proble`me plus ge´ne´ral du choix optimal de cette fonction reste,
a` notre connaissance, un proble`me ouvert et il n’est meˆme pas certain qu’un choix probabiliste
tel celui propose´ par Cesa-Bianchi donne, ge´ne´ralement, des re´sultats meilleurs qu’une valeur fixe
de marge.
Seung et al [235] ont utilise´ un comite´ d’experts pour se´lectionner les exemples ayant rec¸u
des pre´dictions discordantes (query by comitee). Ils ont rencontre´, dans des cas synthe´tiques,
un rapport qualitatif entre la quantite´ d’information et la marge d’incertitude sans toutefois
ge´ne´raliser a` des contextes re´els.
Tong et Koller [251] proposent une strate´gie qui cherche a` diminuer, a` un moment donne´,
le nombre d’hypothe`ses plausibles (version space) - les hyperplans d’une SVM. Cette me´thode
aussi est peu adapte´e a` un mode d’apprentissage en ligne.
Un des objectifs souvent affiche´s de l’apprentissage actif est la minimisation du nombre
d’exemples e´tiquete´s. Il est connu que les algorithmes courants d’apprentissage artificiel donnent
des re´sultats meilleurs lorsque les classes sont e´quilibre´es en ce que concerne la taille de la po-
pulation [99]. Ertekyn et all [99] ont de´montre´ que l’apprentissage actif est capable de re´soudre
le proble`me d’asyme´trie des classes justement parce les exemples sont choisis de fac¸on e´quilibre´,
ne prenant que les exemples pertinents.
Burr Settles [234] maintien une re´fe´rence bibliographique inte´ressante concernant l’apprentis-
sage actif.
Enfin, vue la difficulte´ d’obtenir des exemples de messages e´lectroniques, avec les classes asso-
cie´es, ce mode d’apprentissage semble particulie`rement inte´ressant pour l’application de filtrage
de spam.
50
Chapitre 5. L’Apprentissage Artificiel
5.5 Conclusions
Dans ce chapitre nous avons re´sume´ brie`vement la proble´matique d’apprentissage artificiel.
En particulier, nous avons montre´ le concept de se´parabilite´, essentiel pour qu’un classement sans
erreur soit possible. Nous avons aussi pre´sente´ la proble´matique de sur ajustement (overfitting).
Dans un contexte d’apprentissage en mode batch, ce proble`me est re´solu par re´gularisation ou
arreˆt pre´coce d’apprentissage, me´thodes qui s’appliquent moins bien lorsque l’apprentissage se
fait en ligne, puisque le flot d’objets n’est pas statique.
Dans un tutoriel sur le filtrage de spam, Joshua Goodman [114, p. 40] signale quelques erreurs
commises usuellement dans l’e´valuation de filtres anti-spam et en particulier des me´thodes, telles
la validation croise´e, utilise´es dans l’e´valuations de processus hors ligne. Gordon Gormack et
Thomas Lynam [69] ont compare´ expe´rimentalement les re´sultats de plusieurs filtres distribue´s
sous licence libre ainsi que certaines publications de re´sultats de recherche et ont remarque´ des
nombreuses incohe´rences dues, en particulier, a` l’utilisation d’ensembles de messages inadapte´s
ou alors a` des simulations d’applications hors ligne alors que le filtrage de spam est un processus
en ligne. Avec Andrej Bratko, Gordon Cormack [60] a compare´ les re´sultats de quelques me´thodes
de filtrage de spam dans un environnement en ligne avec celui hors ligne et a obtenu, en ge´ne´ral,
des re´sultats optimistes dans les simulations hors ligne.
Il est maintenant acquis que le filtrage de spam doit eˆtre e´tudie´ comme e´tant un processus
en ligne, puisqu’il s’agit d’un processus e´volutif vraisemblablement non stationnaire.
Le mode d’apprentissage qui semble inte´ressant dans la proble´matique de classement de mes-
sages e´lectroniques est l’apprentissage actif, a` cause de la rarete´ d’e´chantillons e´tiquete´s. En effet,
ce mode d’apprentissage cherche a` n’utiliser que les e´chantillons pouvant ame´liorer effectivement





Les Algorithmes de Classement
True ignorance is not the absence of knowledge, but the refusal to acquire it.
Karl Raimund Popper
6.1 Introduction
Dans ce chapitre nous pre´sentons quatre algorithmes de classification utilise´s/utilisables pour
le classement de spam. Le premier, le classificateur Baye´sien Na¨ıf n’est pas le plus performant,
mais c’est le plus simple a` mettre en oeuvre et le plus diffuse´, en particulier dans les logiciels libre
de filtrage de spam. Les autres algorithmes - re´gression logistique et SVM (machines a` vecteur
de support) sont ceux qui se sont montre´s les plus performants lors des expe´rimentations mene´es
dans le dernier TREC Spam Track (2007). Le Perceptron est le plus simple et le plus ancien
de tous - il a servi d’inspiration pour la construction du classificateur qui sera utilise´ dans ces
travaux.
6.2 Le classificateur Baye´sien
Le classificateur Baye´sien trouve ses racines dans le The´ore`me de Bayes. Le proble`me ge´ne´ral
du classement peut-eˆtre pose´ comme le choix de la meilleure hypothe`se associe´e a` un objet,
apre`s observation d’un ensemble d’exemples d’apprentissage. Une fac¸on de de´finir la meilleure
hypothe`se est de conside´rer celle qui est la plus probable, c’est-a`-dire celle dont la probabilite´
d’erreur est la plus faible.
Conside´rons P (c), c ∈ Y = {spam, nospam} la probabilite´ associe´e a` une hypothe`se de
classement, avant que l’objet a` classer (un message) ne soit observe´. Il s’agit de la Probabilite´ a`
Priori de l’hypothe`se. Apre`s avoir observe´ un message rec¸u M , la probabilite´ a` posteriori peut
eˆtre e´value´e selon la re`gle de Bayes pour chaque classe :
P (Y = c |M = m) = P (M = m | Y = c) P (Y = c)
P (M = m)
, c ∈ Y (6.1)
La comparaison des probabilite´s a` posteriori des classes candidates de´finit la re`gle de de´cision
optimale comme e´tant le choix de la classe qui maximise cette probabilite´ :
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yˆ = argmax
c ∈ Y




(P (M | c) P (c))
(6.2)
Le de´nominateur peut eˆtre ne´glige´ puisqu’il s’agit d’une valeur qui reste constante quand
e´value´e pour chacune des classes.
L’estimation des probabilite´s a` priori des classes P (c) ne pose pas des difficulte´s : quelques
centaines suffisent pour obtenir une pre´cision suffisante. L’estimation des probabilite´s a` poste´riori
P (M | c) est un proble`me intraitable a` cause du nombre de parame`tres devant eˆtre estime´s et
d’exemples ne´cessaires [190, p. 180]. La solution alternative est de conside´rer na¨ıvement (d’ou`
le nom Baye´sien Na¨ıf ) que tous les attributs sont inde´pendants les uns des autres. Cette hypo-
the`se fait que les probabilite´s associe´es a` chaque terme peuvent eˆtre estime´es individuellement.
Malgre´ l’apparente faiblesse de cette hypothe`se elle donne des tre`s bons re´sultats en pratique qui
s’expliquent par le fait que la taˆche de classement utilisant des attributs binaires de´pend plus du
signe d’une fonction d’estimation (hypothe`se) que de l’exactitude [90] [105] [185].
L’e´valuation de la probabilite´ du message P (M | c) de´pend du mode`le e´ve´nementiel, objet de
la prochaine section.
6.2.1 Mode`les e´ve´nementiels
Dans les classificateurs baye´siens na¨ıfs, le mode`le du processus de ge´ne´ration des objets de´-
finit comment e´valuer la probabilite´ conditionnelle sachant la classe, a` partir des probabilite´s
individuelles des termes pre´sents dans le message.
Dans ces mode`les on conside`re que l’objet est ge´ne´re´ a` partir d’un me´lange de n distributions
de probabilite´ (n est le nombre de classes). Le processus consiste a`, d’abord, choisir une classe au
hasard avec probabilite´ P (c) (la probabilite´ a` priori de la classe) et ensuite ge´ne´rer un message
selon la distribution des termes spe´cifique a` la classe choisie. C’est pour cette raison que l’on dit
que le classificateur Baye´sien Na¨ıf est un classificateur ge´ne´ratif.
Les mode`les les plus courants de ge´ne´ration de documents textuels sont Multivariate Bernouilli
et Multinomial [185] [224] [188]. D’autres mode`les permettent le traitement d’attributs continus
tels Flexible Bayes et Multivariate Gaussian [140] mais leur complexite´ et efficacite´ relative ne
semblent pas justifier leur utilisation dans les filtres anti-spam.
Dans la pre´sentation de ces mode`les nous utilisons la convention :
S = {(m1, y1), ..., (mN, yN )}, (mi, yi) ∈M×Y (6.3)
est un e´chantillon de N exemples de M utilise´s pour l’apprentissage. V = {t1, t2, . . . , t|V|} est
le vocabulaire, l’ensemble de tous les termes que l’on peut rencontrer dans tous les objets. m =
(m1,m2, . . . ,m`) est un message avec ` termes. Ic(cj ,mi) est une fonction indicatrice de la classe
d’appartenance de l’exemple mi.
Ic(mi, cj) =
{
1 si yi = cj
0 si yi 6= cj
(6.4)
Les fonctions indicatrices Ip(t,m) et In(t,m) indiquent, respectivement, la pre´sence et le
nombre d’occurrences du terme t dans l’objet m.
Multivariate Bernouilli
Dans ce mode`le l’objet re´sulte de plusieurs tirages au sort : un pour chaque terme du vocabu-
laire, pour de´cider si le terme en question est pre´sent dans l’objet. Chaque tirage suit une loi de
Bernouilli de probabilite´ P (tj |c). La probabilite´, dans chaque classe, du message ge´ne´re´ de cette
fac¸on est estime´e par :
54
Chapitre 6. Les Algorithmes de Classement




P (t | c)Ip(t,M) (1 − P (t | c))(1−Ip(t,M))
)
(6.5)
La distribution des termes dans les classes P (t | c) est ge´ne´ralement e´value´e a` l’aide d’une
approximation de Laplace ou de Lidstone1. Avec l’approximation de Laplace, on a :
Pˆ (t | c) = 1 +
∑




, t ∈ V , c ∈ Y (6.6)
A noter que l’e´valuation de P (M | c) tient compte de tous les termes du vocabulaire, ce qui
peut eˆtre couteux pour un vocabulaire de grande taille.
Multinomial
Dans ce mode`le, on conside`re que le message est ge´ne´re´ par un nombre limite´ `, la longueur
du message, de tirages ale´atoires, avec remise, des termes d’un vocabulaire. Chaque terme peut
apparaitre plus d’une fois. La probabilite´ du message dans chaque classe est estime´e par :
P (M | c) = P (|M| = ` | c) `!
∏
t∈V|
P (t | c)In(t,m)
In(t,m)!
(6.7)
Comme dans le cas pre´ce´dent, on utilise une approximation de Laplace pour estimer les
probabilite´s de chaque terme dans sa classe.
Pˆ (t | c) = 1 +
∑
m∈S In(t,m) Ic(m, c)
|V|+∑s∈V∑m∈S In(s,m) Ic(m, c) , t ∈ V , c ∈ Y (6.8)
Au contraire do mode`le multivariate, dans le mode`le multinomial seuls les termes pre´sents
dans le message sont pris en compte dans le produit qui n’a donc que ` termes, au plus.
Multinomial avec attributs boole´ens
C’est un cas identique au cas multinomial mais on ne conside`re que la pre´sence ou absence
des termes.
P (M | c) = P (|M| = ` | c) `!
∏
t∈V
P (t | c)Ip(t,m) (6.9)
La probabilite´ de chaque terme dans sa classe est estime´e par :
Pˆ (t | c) = 1 +
∑
m∈S Ip(t,m)Ic(m, c)
|V|+∑s∈V∑m∈S Ip(s,m) Ic(m, c) , t ∈ V , c ∈ Y (6.10)
Discussion
McCallum et Nigam [185] ont de´montre´ empiriquement que, dans des applications de classe-
ment textuel, le mode`le multivariate ne donne des meilleurs re´sultats que pour vocabulaires de
tre`s petite taille (quelques centaines de termes). Schneider [224], Metsis et al [188] ont de´montre´
empiriquement que, dans le cas du classement de spams, le mode`le multinomial est plus efficace.
Ceci n’est pas e´tonnant puisque certains mots semblant eˆtre des forts indicateurs de spam, e.g.
viagra, peuvent indiquer plutoˆt une discussion entre me´decins (donc un ham) quand ils appa-
raissent plusieurs fois dans le meˆme message. c.a`.d. le nombre d’apparitions d’un terme n’est pas
toujours un indicateur pertinent.
1Voir Annexe A
55
6.2. Le classificateur Baye´sien
6.2.2 Apprentissage et imple´mentation
L’apprentissage d’un classificateur baye´sien na¨ıf se fait tout simplement par le comptage
des termes trouve´s dans chacune des classes dans un corpus d’apprentissage. L’estimation des
probabilite´s a` posteriori de chaque terme sachant la classe peut se faire au moment de son
utilisation.
Dans les filtres anti-spam, la pratique courante est d’effectuer la se´lection d’attributs en deux
e´tapes. Lors de l’apprentissage, seuls sont retenus les attributs dont le nombre d’apparitions dans
le corpus de´passe un seuil de´pendant de la taille du corpus. Lors des ope´rations de classement,
on se´lectionne les N termes les plus significatifs, selon un crite`re tel le gain d’information ou
e´quivalent. Ce nombre varie selon l’imple´mentation du classificateur, mais se situe entre quelques
dizaines a` quelques centaines.
6.2.3 Classificateur Line´aire
Les classificateurs line´aires sont inte´ressants puisque leur analyse est souvent plus simple.
Certains mode`les e´ve´nementiels ge´ne`rent des classificateurs qui peuvent eˆtre mis sous forme
line´aire. C’est le cas du mode`le multinomial avec des attributs binaires.
Pour une cate´gorisation en deux classes Y = {c1, c2}, la fonction logarithme e´tant une fonction
monotone croissante, la re`gle de de´cision (6.2) peut eˆtre exprime´e sous la forme :
yˆ =
{
c1 si h(M) ≥ 0
c2 si h(M) < 0
h(M) = log
P (M | c1) P (c1)
P (M | c2) P (c2) (6.11)
Si l’on repre´sente le message sous la forme d’un vecteur dont la dimension est celle du vo-
cabulaire X = (x1, x1, . . . , x|V|), chaque composante indiquant la pre´sence ou absence du terme
correspondant dans le message : xi = Ip(ti,M), i = 1, . . . , |V|.
Dans le cas du mode`le e´ve´nementiel multinomiale avec des attributs boole´ens le remplacement
de (6.9) dans (6.11) permet d’obtenir h(X) comme une fonction line´aire des attributs de X :
h(X) = log
P (|X| = ` | c1)







P (ti | c1)
P (ti | c2) (6.12)
Le premier terme, de´pendant de la longueur, est ge´ne´ralement ne´glige´ soit parce que la lon-
gueur des documents est normalise´e, soit parce que seule une quantite´ fixe d’attributs est retenue.
6.2.4 Les classificateurs baye´sien na¨ıfs et les logiciels libres
Dans la communaute´ des logiciels libres, quasiment tous les filtres fonde´s sur une apprentissage
statistique sont de´signe´s par la de´nomination ”Filtres baye´siens”, alors que la plupart ne le sont
pas. Ces filtres se sont inspire´s d’une ide´e propose´ par Paul Graham dans un article publie´ dans
son blog 2, se basant sur la re`gle de Bayes.
La premie`re diffe´rence par rapport aux classificateurs baye´siens que l’on trouve dans les
publications scientifiques est qu’aucun de ces filtres n’inte`gre la probabilite´ a` priori des classes
et la conside`rent comme ayant une valeur fixe, alors que l’on constate que cette probabilite´ varie
conside´rablement selon l’heure de la journe´e.
Il y a eu des nombreuses discussions sur la fac¸on de combiner les probabilite´s des termes
pour obtenir la probabilite´ conditionnelle du message sachant la classe. Certains filtres se sont
inspire´s d’un article publie´ dans le blog de Gary Robinson3 indiquant que les probabilite´s des
termes doivent eˆtre combine´es sous la forme d’un produit qui aurait une distribution de χ2.
Zdziarski [273, p. 215] de´crit Fifth Order Markovian Discrimination qui, au contraire de ce que
dit l’auteur, ne serait pas une me´thode de classement mais plutoˆt la repre´sentation d’un message
2A Plan for Spam - http://www.paulgraham.com/spam.html
3A Statistical Approach to the Spam Problem - http://www.linuxjournal.com/article/6467
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par les combinaisons possibles de deux mots pris dans une feneˆtre glissante de taille 5 mots, et
que tiendrait compte de la de´pendance des mots, telle une chaˆıne de Markov. On retrouve cette
repre´sentation dans le filtre CRM114 4, sous la de´nomination OSBH (Orthogonal Sparse Binary
Hash).
Malgre´ l’empirisme de la majorite´ de ces filtres, ils ont permis une meilleure connaissance de
l’environnement de filtrage de spam, graˆce a` une tre`s large diffusion et a` des expe´rimentations
avec des donne´es re´els.
6.2.5 Discussion et Conclusions
Le classificateur baye´sien na¨ıf, par la simplicite´ d’imple´mentation, l’efficacite´ et le faible couˆt
de traitement informatique, est le plus largement diffuse´.
L’apprentissage de ce filtre consiste, comme nous l’avons vu, a` comptabiliser, pour chaque
terme du vocabulaire, le nombre de messages dans chaque classe ou` ce terme apparait. Ceci
L’expe´rience pratique, en fonctionnement re´el, que nous avons avec ce type de filtre montre
que l’efficacite´ se de´grade avec le temps. Plusieurs peuvent eˆtre les causes, mais la cause la plus
probable est le surajustement (overfit) re´sultant de l’ajout, a` la longue, de nouveaux exemples
mal classe´s, sans suppression des exemples les plus anciens. En effet, comme nous verrons dans
le Chapitre 8, l’apprentissage en ligne exige que l’on oublie les messages les plus anciens au fur et
a` mesure de l’avancement du temps et de l’ajout de nouveaux exemples. Le besoin de maintenir
la comptabilite´ des termes ne´cessite le stockage des messages encore valables et constitue un
inconve´nient pour l’apprentissage en ligne.
6.3 Le Perceptron
Il s’agit d’un algorithme d’apprentissage permettant de re´soudre efficacement des proble`mes
line´aires de classement et propose´ initialement par Rosenblatt en 1957 et publie´ en 1962 [217]
[216].
Le Perceptron a beaucoup inte´resse´ la communaute´ d’intelligence artificielle jusqu’a` la pu-
blication du livre de Minsky et Papert [189] qui de´montrait ses avantages et surtout ses incon-
ve´nients : l’impossibilite´ de se´parer des classes de´finies par des fonctions non line´aires, e.g. un
ou-exclusif. Ceci est du au fait que l’interpre´tation de l’algorithme de classement du Perceptron
est ge´ome´trique : l’e´quation 〈w ·x〉 = 0 de´fini l’hyperplan se´parant les deux classes. L’inte´reˆt par









Fig. 6.1: Le Perceptron
En mode classement, le fonctionnement du Perceptron est de´crit par l’e´quation 6.13 [23] [155],
ou` x est un vecteur repre´sentant un objet a` classer et w est le vecteur des parame`tres du
Perceptron. Le signe du re´sultat indique la classe a` attribuer a` l’objet (l’appartenance a` chaque
classe est repre´sente´e par les valeurs −1 et 1).
yˆ = sign (〈w,x〉) =
{
+1 si 〈w,x〉 ≥ 0




L’apprentissage consiste a` trouver le parame`tre w annulant l’erreur globale. Plusieurs va-
riantes d’algorithme d’apprentissage ont e´te´ propose´es.
Dans la version ci-dessous (Algorithme 6.1), la plus e´le´mentaire, l’ensemble d’exemples est
examine´ entie`rement, jusqu’a` ce que tous les exemples soient classe´s correctement. A chaque
exemple examine´, si le classement est errone´, le vecteur de poids w est actualise´. Cet algorithme
converge en un nombre fini d’ite´rations, a` condition que les classes soient line´airement se´parables,
mais la convergence peut eˆtre tre`s lente.




for all xi ∈ S do
if yˆi 6= yi then
w← w + η (yi − yˆi) xi
k ← k + 1
end if
end for
until k = 0 (plus d’erreurs)
Un autre algorithme similaire, Adaline (Adaptive Linear Element), a e´te´ de´veloppe´ par
l’e´quipe de Widrow en meˆme temps que le Perceptron, mais avec un approche d’apprentissage
diffe´rente, connue sous la de´nomination ”delta rule” de Widrow et Hoff [263].
6.4 Re´gression Logistique
Comme pour le classificateur Baye´sien, l’algorithme de Re´gression logistique a une interpre´-
tation probabiliste puisque sa de´cision de classement est fonde´e sur la probabilite´ a` posteriori de
la classe.
Ce mode`le conside`re que, sous des hypothe`ses assez ge´ne´rales, le logarithme de la vraisem-
blance a` posteriori peut eˆtre e´crit comme une fonction line´aire du vecteur d’attributs de l’objet
a` classer. Ainsi, la probabilite´ a` poste´riori peut eˆtre de´crite par une fonction sigmo¨ıde agissant
sur le vecteur d’attributs [23, p. 205] :
P (spam |m) = 1
1 + e−〈w,m〉
(6.14)
ce qui permet d’e´valuer directement la probabilite´ a` poste´riori de la classe, sans simulation du
processus de ge´ne´ration de l’objet, comme c’est le cas pour l’algorithme Baye´sien. L’apprentissage
de cet algorithme consiste alors a` de´terminer le vecteur w.
L’apprentissage d’un classificateur a` re´gression logistique fait appel, en ge´ne´ral, a` des me´-
thodes ite´ratives tels GIS (Generalized Iterative Scaling) [84] propose´ par Darroch et Ratcliff en
1972 ou des algorithmes plus re´cents tels IRLS (Iterative Reweighted Least Squares) [23, p. 207].
Certains auteurs [255, p. 156] [155, p. 267] sugge`rent que l’apprentissage de certains algo-
rithmes, comme par exemple un Perceptron modifie´ utilisant la fonction sigmoide comme fonc-
tion de lien (link function), convergent vers la meˆme solution que le classificateur a` re´gression
logistique. Ne´anmoins, ces algorithmes ont des diffe´rences conceptuelles importantes. L’interpre´-
tation du Perceptron est ge´ome´trique : un hyperplan de se´paration entre deux classes line´airement
se´parables, tandis que l’interpre´tation de la Re´gression Logistique est probabiliste. Ces deux al-
gorithmes ne sont e´quivalents que dans des contextes particuliers.
Ce classificateur, avec apprentissage supervise´e, a e´te´ propose´ par Goodman [115] et utilise´
par Cormack [58] [57] dans TREC 07.
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Fig. 6.2: Dans un SVM, ou Machine a` Vecteurs de Support, la marge, ou distance entre le
hyperplan se´parateur et les exemples les plus proches, est maximale.
Il s’agit d’un classificateur avec une interpre´tation ge´ome´trique (voir Figure 6.2 et s’appuie
sur la notion de marge maximale. La marge est la distance qui se´pare la frontie`re de se´paration
(un hyperplan) des exemples les plus proches. Les vecteurs de´finissant la distance entre entre la
frontie`re et les exemples les plus proches sont les Vecteurs de Support. L’apprentissage consiste
a` trouver l’hyperplan assurant une marge maximale, a` partir de l’ensemble d’exemples, dont la
solution est un proble`me d’optimisation quadratique. On peut utiliser ce type de classificateur
pour re´soudre des proble`mes non line´aires par projection dans un espace de dimension supe´rieure.
Pour plus de de´tails sur ce type de classificateur voir, par exemple, [256] [77] [225] [239] ou [136]
pour l’application aux proble`mes de classement textuel.
Les SVM ont e´te´ propose´es pour le classement de messages e´lectroniques de`s 1999 par Drucker
et all [92]. Sculley a propose´ ROSVM [229] [230] [226] pour le classement de spam et apprentissage
en ligne (en mini-batches). Il s’agit d’une version alle´ge´e, ou` le nombre d’ite´rations de l’algorithme
d’optimisation est limite´ ainsi que le nombre d’exemples dans une feneˆtre temporelle.
6.6 Notes bibliographiques
La bibliographie concernant les algorithmes d’apprentissage artificielle est assez vaste. Des
livres inte´ressants sont, par exemple, Mitchell [190], [209], Hastie, Tibshirani et Friedman [126],
Bishop [23], Kononenko et Kukar [155]. La re´fe´rence la plus inte´ressante couvrant l’application
de ces algorithmes au proble`me spe´cifique de classement de messages e´lectroniques est la mono-










L’utilisation mutualise´e d’un filtre anti-spam
La pense´e n’est qu’un e´clair au milieu de la nuit. Mais c’est cet e´clair qui est tout.










Fig. 7.1: Classement mutualise´ des messages adresse´s a` plusieurs destinataires, utilisant des
ressources communes.
Lorsque le flot de messages de plusieurs destinataires traverse une meˆme se´rie de noeuds de
traitement, on est tente´ d’utiliser aussi des ressources et parame`tres communs pour effectuer le
classement des messages et l’e´limination des spams. Ceci est sche´matise´ dans la Figure 7.1.
Il semble exister un consensus sur le fait que, en pratique, l’utilisation d’un classificateur
statistique pour filtrer collectivement les messages d’un groupe d’individus est une situation
proble´matique [149] [249] [261] [233]. Ce consensus re´sulte de l’ide´e que les flots de messages de
destinataires diffe´rentes ont des caracte´ristiques diffe´rentes, ce qui est surement vrai, chaque clas-
sificateur e´tant adapte´ a` un flot spe´cifique n’est pas adapte´ au flot combine´. Ces travaux posent
des questions pertinentes mais ils conside`rent un proble`me binaire : utilisation individuelle ou
collective. Les solutions propose´es sont expe´rimente´es dans le contexte particulier, sous-entendu,
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de l’e´tude. Il n’y a pas, ou pas assez, a` notre connaissance, de travaux publie´s pour confirmer ou
infirmer ce consensus, se basant sur les caracte´ristiques re´elles des flots.
En fait, on peut identifier, par leurs caracte´ristiques, au moins trois grandes cate´gories de
collectivite´s partageant un meˆme service de messagerie. Ces caracte´ristiques font que l’on peut
penser qu’avoir une approche diffe´rente selon la cate´gorie de collectivite´ nous permettrait d’at-
teindre plus facilement un filtrage plus performant, en particulier dans la cate´gorie qui nous
inte´resse : typiquement une universite´.
Dans beaucoup des travaux publie´s, on se concentre le plus souvent sur l’e´valuation des
algorithmes de classement propose´s, sans de´montrer l’ade´quation entre les corpus de messages
de validation et le contexte d’utilisation. Il est souvent assume´, explicitement ou pas, dans les
travaux utilisant des corpus publiques de messages, que le re´sultat de classement ne de´pend pas
de son destinataire [66] [56].
L’objectif de ce chapitre est d’identifier les caracte´ristiques de ces cate´gories et d’imaginer les
types de solutions applicables, en particulier pour la cate´gorie qui nous inte´resse.
7.2 La taxonomie des communaute´s
Il est tentant d’essayer de re´soudre globalement la proble´matique d’utilisation d’un filtre anti-
spam, quelque soit le type de communaute´. Ne´anmoins, nous identifions trois grandes cate´gories
de communaute´s, avec des caracte´ristiques diffe´rentes :
– Les He´bergeurs de Bo¨ıtes aux Lettres - (ou ESP - E-mail Service Provider) Ce sont des
services gratuits ou payants (tels Yahoo, Gmail, Hotmail, FastMail, . . . ). La caracte´ristique
premie`re de ces services est l’absence, a` priori, de liens entre les abonne´s ou alors des liens
tre`s faibles, parfois contractuels, entre les abonne´s et le prestataire. Dans ces conditions,
aucune infe´rence peut eˆtre faite sur la constitution des messages le´gitimes envoye´s ou rec¸us
par les abonne´s.
– Les entreprises - C’est, parmi ces trois types, la structure la plus rigide : les activite´s
des employe´s, ainsi que le contenu habituel des messages e´lectroniques, sont bien de´finis
et connus, a` tel point qu’il est possible de regrouper les employe´s en un nombre limite´ et
faible de profils assez pre´cis. Les services administratifs ont, en plus, le pouvoir de de´cider
de la strate´gie de filtrage, parfois triviale, impose´e aux employe´s.
– Les communaute´s d’enseignement et recherche - Il s’agit d’une communaute´ dont la
diversite´ est interme´diaire entre les entreprises et les he´bergeurs de messagerie. La connais-
sance que l’on peut avoir de la constitution des messages e´change´s est assez vague, mais
e´tonnante. Vue la liberte´ intrinse`que des chercheurs et enseignants, les messages, a` pre-
mie`re, vue e´tonnants ne sont pas force´ment ille´gitimes. Aussi, le re´seau de correspondants
est beaucoup plus large, mais avec un nombre souvent plus important d’interlocuteurs
communs, avec une participation souvent plus importante dans des listes de discussion et
adresses de messagerie collectifs.
Le tableau (7.1) pre´sente des caracte´ristiques de chacune de ces communaute´s.
7.3 L’interaction avec les destinataires
L’apprentissage d’un classificateur de´pend entie`rement du jugement des messages par le desti-
nataire, donc de l’existence d’un retour d’information sur le classement des messages de´ja` rec¸us.
Cela pose des proble`mes les plus divers, y compris dans un environnement de filtrage mono-
utilisateur, ou` le filtre est installe´ sur son poste de travail et sous son entie`re responsabilite´1. Des
exemples de points importants sont :
1Par exemple, avec un logiciel du type Thunderbird ou` l’utilisateur a un petit bouton a` cliquer lui permettant




























He´bergeur de Bo¨ıtes aux Lettres Entreprise Communaute´s E/R
Utilisation Plutoˆt personnelle. Exclusivement professionnelle. Professionnelle et personnelle.
Diffusion des adresses a` l’ex-
te´rieur
Faible, a` l’initiative des abonne´s :
dans des forums ou des blogs, par
exemple.
Tre`s faible, souvent limite´e aux
services commerciaux, sous la
forme d’adresses ge´ne´riques.
Large : sur pages web person-
nelles, publications, confe´rences,
forums, . . .
Pouvoir de censure de l’ad-
ministrateur de la message-
rie
Aucun qui ne puisse pas eˆtre jus-
tifie´ par des raisons de se´curite´.
Fort. Aucun et les raisons de se´curite´
ne justifient pas.
Connaissance de la constitu-






Ressemblance des boˆıte aux
lettres des utilisateurs
Aucune. Forte. Moyenne.
Topologie du re´seau de cor-
respondants et des e´changes
Correspondants plutoˆt exte´-
rieurs.
Communication plutoˆt interne. Correspondants exte´rieurs et in-
te´rieurs.
Diversite´ Linguistique Souvent forte. Souvent faible. Souvent forte.
Adresses alternatives ou de
regroupement
Un individu = une adresse. Une adresse personnelle plus une
e´ventuelle de contact.
Plusieurs.
De´finition de spam Ge´ne´rique, accepte´e par l’utilisa-
teur.
Stricte, impose´e par l’entreprise. Variable selon l’utilisateur.
Tab. 7.1: Les caracte´ristiques syste`mes de messagerie selon le type de communaute´
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Ergonomie et non-intrusion - il faut que l’utilisateur puisse, en un ou deux ”clics de
souris”, de´marrer le processus de retour d’information sans qu’il ne soit de´range´ dans son activite´
en cours. Il ne faut pas que cela soit une contrainte.
Exhaustivite´ - les utilisateurs ne signalent pas syste´matiquement les erreurs ou l’exactitude
de classement et quand ils le font c’est, le plus souvent, pour une seule des classes. Le signalement
syste´matique de bon classement de tous les messages n’est pas envisageable. Donc, l’apprentissage
se fait avec un ensemble de messages qui ne correspond pas a` un e´chantillonnage i.i.d. du flot de
messages.
Confidentialite´ - en ge´ne´ral, pour des raisons de protection de la vie prive´e, les utilisateurs
n’acceptent pas de transmettre leurs messages le´gitimes a` un administrateur de messagerie, alors
qu’il s’agit des messages qu’ils ne souhaitent surtout pas voir classe´s en erreur. Les utilisateurs
acceptent plus facilement de fournir des retours d’information sur les spams que sur les hams.
Diversite´ des crite`res d’appre´ciation - La de´finition de ce que c’est un ”spam” est de´ja`
assez floue et varie selon le point de vue le´gal, ou technique mais varie aussi d’individu a` individu,
aussi bien du point de vue de´finition que du seuil de tole´rance au spam.
Retard - Il y a toujours un retard entre le moment ou` le message passe par le filtre et
le moment ou` le destinataire lit le message et retourne une information de classement. Selon la
”distance”entre le filtre et le destinataire, ce retard peut varier entre quelques minutes et quelques
jours. Ce retard peut aussi varier selon l’heure de la journe´e et le jour de la semaine. Ce de´lai
peut-eˆtre meˆme exceptionnellement tre`s long : e.g. pendant les vacances.
7.4 La taxonomie des solutions de filtrage mutualise´
Le type de solution probablement le plus largement diffuse´ et utilise´ pour le filtrage de spam
dans une communaute´, ce sont les listes noires ou de re´putation. Il s’agit de listes d’adresses
IP conside´re´es suspectes. Cette me´thode ne rele`ve pas des techniques d’apprentissage artificiel
et se caracte´rise parle fait que le filtrage est fonde´ uniquement sur le mode de distribution des
messages et ne tient pas compte ni du contenu, ni du destinataire. Il ne s’agit pas d’une ope´ra-
tion de classement en deux cate´gories mais juste d’identification des messages distribue´s par des
interme´diaires juge´s suspects. Ce sont des solutions ”preˆte a` l’emploi” avec un fonctionnement
inde´pendant du type de communaute´. Ne´anmoins, le taux de de´tection de spams de ce type de
solution rarement de´passe 80 % sur un flot de messages re´el [119]. Le fonctionnement de nom-
breuses solutions commerciales de filtrage est base´ sur l’utilisation de ces listes, comple´te´es par
une panoplie d’autres me´thodes de filtrage, parfois obscures ou garde´es secre`tes. La multiplicite´
et la complexite´ des me´thodes devient un argument de vente.
Kolcz [149] e´nume`re les difficulte´s du filtrage individualise´ chez un ESP (Email Service Pro-
vider) he´bergeant quelques millions de boˆıtes aux lettres et e´tabli des limites de faisabilite´ se
basant sur des crite`res de couˆt et be´ne´fice (mode`le e´conomique). Kolcz estime que cette option
est a` privile´gier par rapport a` un filtrage collectif lorsque les spams sont dominants dans le flot
et qu’une quantite´ encore importante de spams passe au travers d’un filtrage collectif.
CanIt2 et j-chkmail3 sont deux filtres anti-spam libres avec un classificateur ”Baye´sien Na¨ıf”
inte´gre´, qui distribuent les informations d’apprentissage. Ne´anmoins, le mode de collecte et consti-
tution des ensembles d’exemples utilise´s pour l’apprentissage diffe`re.
CanIt collecte des signatures (liste de termes) des messages rec¸us par des utilisateurs (volon-
taires) du filtre [244] et les valide avant de les inte´grer dans une base commune qui sera distribue´e
a` l’ensemble des utilisateurs du filtre. En 2006, dans un forum de discussion, l’auteur de ce lo-
giciel indiquait que la base de signatures contenait 6.548.626 termes extraits de 446.740 spams
et 181.182 hams4. L’ide´e derrie`re cette proce´dure est que l’ensemble de messages collecte´s est
repre´sentatifs du flot de messages a` filtrer et, comme dans le cas d’utilisation de corpus publiques
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La base de termes distribue´e par j-chkmail est destine´e plutot au filtrage spe´cifique dans une
population du type campus universitaire. Le corpus d’apprentissage de j-chkmail est constitue´,
pour les hams, de messages en provenance de listes de diffusion publiques caracte´ristiques de cette
communaute´ et de messages donne´s par des volontaires et pour les spams, de messages rec¸us par
l’auteur ou dans des pie`ges a` spam. En mai 2011, cette base e´tait constitue´e de 934468 termes
extraits de 72819 spams et 63395 hams. De ces 934468 termes, seulement 201817 termes sont
partage´s par les deux classes. L’ide´e derrie`re cette proce´dure est que dans le cas d’un classificateur
ge´ne´ratif (Baye´sien Na¨ıf) le processus de filtrage revient, en fait, a` comparer le vocabulaire d’un
message avec ceux des classes et de choisir la classe dont le vocabulaire ressemble le plus.
Les de´marches de ces deux filtres sont assez ”´etonnantes”: d’une part, rien ne permet d’affirmer
que les messages collecte´s soient repre´sentatifs du flot de messages a` classer et, d’autre part, pour
des raisons de respect de la vie prive´e, il n’existe pas d’e´valuation se´rieuse de leur efficacite´. Le
manque d’e´valuation d’efficacite´, en continu, fait que, malgre´ les constantes mises a` jour, ces
filtres fonctionnent en boucle ouverte et, en effet, le nombre important de termes sugge`re qu’ils
soient sur-ajuste´s.
Ne´anmoins, ces filtres fonctionnent assez bien, selon l’impression subjective que l’on peut
obtenir des utilisateurs de ces filtres. L’explication la plus probable est que les vocabulaires des
classes sont assez disjoints, comme nous verrons dans le chapitre 12. Cela fait que la probabilite´ a`
priori des classes et la probabilite´ conditionnelle des termes sachant la classe ont peu d’importance
dans le classement : la connaissance des termes pre´sents dans chaque classe suffit pour obtenir
des re´sultats satisfaisants.
Segal [233] propose l’apprentissage global d’un classificateur Baye´sien Na¨ıf avec la possibilite´
d’utilisation d’informations individualise´es au niveau des termes. Au moment du classement d’un
message on utilise, pour chaque terme, l’information globale, sauf si l’information individuelle
existe avec un niveau de confiance supe´rieur. Cette me´thode est mise en pratique dans le filtre
DSPAM 5. Ce filtre, utilise´ a` Rice University, contient 750K termes dans la base commune et,
en moyenne, un peu moins de 20K termes dans la base de chaque utilisateur. Cela fait que, en
moyenne, chaque utilisateur a, a` sa disposition une base d’environ 770K termes. Le nombre total
de termes de tous les utilisateurs, sachant qu’il y a 15.000, est de l’ordre de 300M + 750K6. Il est
a` remarquer que ce me´lange de donne´es obtenus a` partir de sources diffe´rentes n’est envisageable
que sous l’hypothe`se d’inde´pendance statistique des termes.
Enfin, on remarque qu’un des objectifs des fournisseurs de solutions commerciales de filtrage
de contenu est d’avoir un produit preˆt a` l’emploi (ou presque), quelque soit l’environnement
d’utilisation. Pour atteindre ce but, un principe souvent utilise´ est de baser le filtrage sur l’iden-
tification des spams et non pas le classement en deux cate´gories. Cette tactique dispense (presque)
le besoin de collecte de messages le´gitimes mais exige une tre`s bonne connaissance des spams en
circulation, que l’on obtient graˆce a` des messages collecte´s par des nombreuses sondes, pie`ges a`
spam ou de´nonciation par les utilisateurs du produit en question. Ces filtres sont tre`s souvent mis
a` jour plusieurs fois par jour. Il est probable, mais pas de´montre´, qu’ils soient, en quelque sorte,
sur-ajuste´s et que leur efficacite´ puisse se de´grader tre`s rapidement en absence de mises a` jour.
Ces produits utilisent des heuristiques, a` la fois complexes et artisanales, pour se´lectionner les
messages en provenance des pie`ges a` spam qui seront utilise´s pour le parame´trage des filtres [191].
Yih et al [249] [261] estiment, base´s sur des analyses de contenu des messages de 200.000 utili-
sateurs volontaires de hotmail.com, qu’une quantite´ importante d’erreurs de filtrage proviennent
des Gray Mail, des messages dont le classement varie d’un destinataire a` l’autre. Ils supposent
que ces messages sont, pour la plupart, des messages publicitaires et proposent de les identi-
fier, par de´tection de campagnes publicitaires - un certain nombre de messages identiques (ou
presque) envoye´s dans un intervalle de temps assez court (I-Match [50] [150]) - et de traiter ces
messages se´pare´ment. Le principe est inte´ressant mais il n’a pas e´te´ par de´montre´ ni que les
re´sultats puissent eˆtre transpose´es a` d’autres types de communaute´, ni qu’il soit applicable dans
des communaute´s dont le niveau de trafic n’est pas aussi important que hotmail.com.
5DSPAM - http://dspam.sourceforge.net
6Ces informations re´sultent d’une correspondance prive´e avec Kenneth Marshall de Rice University
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Nous pouvons identifier au moins quatre modes d’apprentissage dans les applications de
filtrage de spam, que ce soient dans les solutions commerciales ou diffuse´s avec licence libre ou
des propositions issues de la recherche.
Apprentissage sur les erreurs - Il s’agit d’un mode d’apprentissage ou` le destinataire re-
tourne les informations sur les erreurs de classement de´tecte´es. Ge´ne´ralement, il ne de´tecte pas
toutes les erreurs et ne retourne pas les erreurs de la classe hams, sauf lorsqu’il s’agit de messages
anodins (pour des questions de confidentialite´).
Apprentissage unilate´ral (one side learning) - Cette approche se justifie par la difficulte´
de collecte d’exemples de la classe ham. Le principe de fonctionnement des filtres n’est pas le
classement des messages en deux cate´gories mais l’identification des spams, tout le reste e´tant
conside´re´ comme e´tant des hams. Il s’agit d’une approche courante dans les solutions commer-
ciales. Les spams proviennent, la plupart, des pie`ges a` spam et, parfois, des messages retourne´s
par des utilisateurs des solutions.
Apprentissage sur des corpus synthe´tiques - Cette approche consiste a` collecter des
exemples a` partir de listes de discussion e nouvelles pour les hams e de messages des pots de miel
pour les spams.
Auto-apprentissage - Il s’agit d’un mode d’apprentissage automatique, souvent dans des
filtres comportant deux (ou plus) classificateurs - les messages soumis a` l’apprentissage d’un
classificateur statistique sont ceux classe´s par l’autre classificateur, pre´-construit. Le classificateur
construit de cette fac¸on a souvent tendance a` de´river progressivement, au fur et a` mesure que les
erreurs d’un classificateur se propagent a` l’autre.
Ces modes d’apprentissage (ou plutoˆt parame´trage, selon le cas) ont souvent des inconve´nients
pratiques qui impactent leur efficacite´ ou leur utilite´.
Ils visent surtout a` de´pendre, le moins possible, de l’intervention du le destinataire. Dans tous
les cas, il s’agit d’un fonctionnement en boucle (presque) ouverte. Il n’y a donc aucune garantie
que le mode`le interne des classificateurs soit repre´sentatif du flot a` classer.
Du mode de fonctionnement en boucle ouverte et non intervention du destinataire des mes-
sages de´coule l’impossibilite´ d’une e´valuation objective de l’efficacite´ de classement, autre que la
satisfaction ressentie par les utilisateurs de la messagerie.
Le dernier inconve´nient concerne la pertinence des exemples utilise´s pour l’apprentissage, qui
ne sont jamais choisis par le classificateur, mais selon des crite`res probablement pas optimaux. A
cause de la course vers la perfection et le filtrage parfait, on peut se demander si les classificateurs
construits de cette fac¸on ne sont pas sur-ajuste´s.
7.6 Discussion et Conclusions
Dans ce chapitre nous avons pu identifier trois types de communaute´s ayant des caracte´ris-
tiques diffe´rentes. Ces diffe´rences sont telles que la strate´gie de filtrage optimale peut varier selon
le type de communaute´.
Les fournisseurs de solutions commerciales cherchent a cre´er des produits passe partout. Les
solutions typiques sont des solutions utilisant tout d’abord des listes noires - ce sont des solutions
qui rejettent les messages par leur provenance : les origines douteuses. Ce sont des solutions qui ne
de´pendent pas des caracte´ristiques de la communaute´ d’appartenance du destinataire. L’efficacite´
de ces solutions ne de´passent pas, en ge´ne´ral, un taux de de´tection de l’ordre de 70 a` 80 %. Ces
solutions sont, en ge´ne´ral, comple´te´es par des solutions de filtrage de contenu. Ces solutions de
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filtrage de contenu sont, le plus souvent complexes et inte`grent rarement des retours d’information
des destinataires.
Il s’agit de solutions fonctionnant en boucle (presque) ouverte a` cause du faible niveau de
retour d’information pris en compte pour la mise a` jour du syste`me de filtrage.
Tre`s peu sont les travaux publie´s concernant le classement mutualise´ de message e´lectroniques.
Ils s’appliquent, en ge´ne´ral, a` un environnement d’entreprise ou alors ils ne tiennent pas compte
du type de communaute´.
Une des voies exploite´es consiste a` utiliser des classificateurs mixtes, utilisant des informations
a` la fois globales et spe´cifiques au destinataire [233]. Cette voie ne semble inte´ressante que dans
les contextes ou` le nombre d’utilisateurs de la messagerie est limite´ ou quand le module de filtrage
est proche de la boite aux lettres de l’utilisateur, a` cause du besoin de gestion des pre´fe´rences de
chaque utilisateur.
Yih et Chang [249] [261] soule`vent le proble`me des messages publicitaires, proble`me qui n’est
pas spe´cifique au filtrage mutualise´, mais qui prend de l’importance dans ce contexte, a` cause
des diffe´rences d’appre´ciation par les destinataires.
Tre`s peu de re´sultats publie´s sur le filtrage de spams tiennent compte ou mentionnent les
caracte´ristiques particulie`res des corpus de messages utilise´s, autres que la quantite´ par classe.
Pour des questions de confidentialite´, les messages le´gitimes de test provenaient assez souvent de
listes de discussion publiques ou des boˆıtes aux lettres de plusieurs individus [9], [220]. Drucker
et al [92] ont utilise´ des messages provenant d’une seule boˆıte aux lettres mais, surement pour
les meˆmes raisons, les messages utilise´s n’ont pas e´te´ rendus publiques. Les messages distribue´s
par listes de discussion ne constituent qu’une partie des messages rec¸us par un destinataire
quelconque et pre´sentent, en ge´ne´ral, une diversite´ assez faible et ne sont donc pas repre´sentatifs
d’un flot re´el de messages.
Le corpus TREC Spam 2005 [64] [65] a e´te´ le premier corpus public de taille importante,
constitue´ a` partir de boˆıtes aux lettres d’individus identifiables d’une meˆme communaute´ : il
s’agissait du contenu de la messagerie de la socie´te´ Enron, tombe´s dans le domaine public lors
de la faillite de l’entreprise. Malgre´ l’inte´reˆt de ce corpus, les messages couvrent une pe´riode
autour de la banqueroute et refle`tent une situation exceptionnelle et non pas pas une situation
de fonctionnement stable dans une entreprise. Le corpus TREC Spam 2007 porte une ame´lioration
dans le sens ou` les messages des deux classes ont e´te´ rec¸us en meˆme temps sur le meˆme serveur
de messagerie. Ne´anmoins, d’une part il s’agit encore d’utilisateurs fictifs et, d’autre part, les
messages le´gitimes ont e´te´ distribue´s par des listes de diffusion auxquelles ces utilisateurs, fictifs,
ont e´te´ abonne´s.
La re´flexion mene´e dans ce chapitre sugge`re un renforcement du fonctionnement de la boucle
de retour d’information avec de l’apprentissage actif.
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CHAPITRE 8
Caracte´ristiques spatiotemporelles d’un flot de messages
La statistique est la premie`re des sciences inexactes.
Edmond et Jules de Goncourt
8.1 Introduction
Le but de l’apprentissage d’un classificateur est la construction d’un mode`le (ou une fonction)
a` partir d’un ensemble d’exemples repre´sentatifs de la population d’ou` seront extraits les objets
a` traiter : les exemples re´sultent d’un tirage ale´atoire i.i.d. de la population d’objets.
Dans un cas ge´ne´ral de classement d’objets il est possible que les exemples ne soient pas
significatifs de la population, et cela pour plusieurs raisons. Dans le contexte qui nous concerne,
le classement mutualise´ de messages e´lectroniques, on peut avancer deux raisons : la constitution
d’un ensemble d’e´chantillons significatifs du flot de messages peut ne pas eˆtre une taˆche triviale
et meˆme si cela e´tait possible, il peut y avoir une de´rive temporelle.
Dans ce chapitre, nous menons une re´flexion sur les causes de ces de´calages, et la fac¸on dont
elle se manifeste. Dans le Chapitre 9, nous proposons une solution base´e sur une architecture
d’apprentissage actif en ligne.
8.2 De´calage et de´rive
Un des challenges des techniques d’apprentissage artificiel est le de´calage pouvant exister entre
la situation d’apprentissage d’un classificateur et la situation de fonctionnement re´el. L’hypothe`se
habituelle implicite dans des de´veloppements de me´thodes d’apprentissage artificiel est que les
exemples utilise´s pour l’apprentissage et ceux utilise´s pour les tests ont e´te´ ge´ne´re´s a` partir
d’une meˆme distribution de probabilite´, inconnue mais constante, (voir, par exemple, Scho¨lkopf
et Smola [225, p. 8] ou Vapnik [256, p. x]), c.a`.d. , ils re´sultent tous d’un e´chantillonnage ale´atoire
inde´pendant et identiquement distribue´ d’une meˆme population. Cela suppose, accessoirement,
que l’efficacite´ de classement est optimale lorsque cette hypothe`se est ve´rifie´e, ce qui n’est pas
toujours le cas. Par exemple, le de´veloppement d’une application de classement de documents
textuels de´veloppe´e et valide´e dans un pays anglophone (e.g. les E´tats Unis) peut ne pas pre´senter
pas la meˆme efficacite´ dans un pays francophone (e.g. la France) puisque la diversite´ linguistique
est diffe´rente dans chacun de ces deux pays. Dans cet exemple, ce n’est meˆme pas l’ade´quation
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des donne´es d’apprentissage qui est en cause, mais l’ade´quation de l’algorithme de classement ou
d’apprentissage.
Nous allons nous inte´resser plutoˆt aux de´calages spe´cifiques a` l’application de filtrage de spam
et en particulier ceux qui concernent l’utilisation partage´e d’un filtre par plusieurs utilisateurs.
L’expression - De´rive spatiotemporelle dans un flot de messages - comprend deux formes de
de´calage entre l’ensemble d’apprentissage et le flot de messages a` classer :
– Le de´calage spatial qui nous inte´resse est spe´cifique au filtrage partage´ par plusieurs
destinataires : le mode`le appris par un classificateur correspond au flot global, addition des
flots de tous les destinataires et non pas au flot de chaque destinataire.
– La de´rive temporelle contient deux composantes : une de´rive due au fait que le flot
de messages n’est pas un processus stationnaire et un de´calage duˆ a` l’interaction avec les
destinataires des messages, en particulier les retards dan la boucle de retour d’information.
Dans ce chapitre nous examinons seulement la premie`re composante. L’effet des retards de
la boucle sera examine´ empiriquement dans le Chapitre 11.
Dans la bibliographie, l’utilisation des termes de´calage et de´rive (shift et drift, en anglais)
peut, parfois, preˆter confusion. Un de´calage a une connotation plutoˆt statique : la diffe´rence entre
les distributions associe´es a` deux processus diffe´rents, tandis qu’une de´rive concerne plutoˆt la
diffe´rence, a` deux moments diffe´rents, entre les distributions d’un meˆme processus. Si bien que
dans les deux cas, il s’agit de la diffe´rence entre les ensembles d’apprentissage et de test, les
conse´quences et le traitement ne sont pas les meˆmes. Dans le cas statique (de´calage), on peut
imaginer que ”l’e´cart”puisse eˆtre e´value´ une fois pour toutes et utilise´ pour corriger le classement,
ce qui n’est pas possible dans le cas de la de´rive temporelle puisque cet ”l’e´cart” doit eˆtre e´value´
et corrige´ en permanence.
Aussi, les expressions Concept Drift [262] [253] [158] ou Population Drift [143] sont parfois
utilise´es pour de´signer un de´calage dans la distribution des objets. Parfois on utilise Concept
Drift et Concept Shift pour de´signer des changements graduels ou brusques [177].
Plusieurs peuvent eˆtre les causes d’un de´calage entre les exemples d’apprentissage et de teste,
mais on peut les regrouper selon leur impact. Storkey [246] e´nume`re quelques regroupements
possibles (non spe´cifiques a` la proble´matique du filtrage de spam) :
1. De´calage de la probabilite´ a` priori - (Prior Probability Shift) Ce changement est assez
courant. Les algorithmes ge´ne´ratifs (e.g. , Baye´sien Na¨ıf) conside`rent que les messages sont
ge´ne´re´s selon un mode`le du type P (x|y) . P (y), ou` y est la classe et x est un message. Le
classement se fait a` partir d’une estimation de P (y|x) effectue´e a` l’aide de la re`gle de Bayes.
Si P (y) change, la re`gle de de´cision doit changer, elle aussi.
2. E´chantillonnage avec tendance - (Sample Selection Bias) Ce type de de´calage apparaˆıt
lorsque la constitution de l’ensemble d’exemples ne re´sulte pas d’un e´chantillonnage i.i.d.
de la population et que certaines re´gions de l’espace de repre´sentation des objets ne sont
pas repre´sente´es dans l’ensemble d’apprentissage. Dans le cas de classement des spams,
par exemple, cela peut eˆtre l’utilisation uniquement des messages classe´s en erreur, la non
utilisation de messages sensibles ou encore l’inclusion plutoˆt des spams que des hams.
3. De´calage simple des attributs - (Simple Covariate Shift) il s’agit d’un changement
dans la probabilite´ a` priori des attributs P (x), alors que la probabilite´ a` posteriori des
classes P (y |x) reste constante. Storkey [246, p. 8] de´fend que ce cas n’affecte pas le mode`le
P (y |x∗), alors que, par exemple, Shimodaira [241] Sugiyama et al [248] ou Bickel et al [20]
conside`rent qu’il s’agit d’une variante de l’e´chantillonage avec tendance.
4. Classes non e´quilibre´es - (Unbalanced Data) Il s’agit de proble`mes avec des exemples
rares qui n’apparaissent pas dans l’ensemble d’exemples d’apprentissage. On peut le com-
prendre (mais pas le traiter) comme une variante d’e´chantillonage avec tendance.
5. De´calage de domaine - (Domain Shift) Il s’agit d’une e´volution dans la de´finition des
classes.
6. De´calage dans une composante source - (Source Component Shift) lorsque les e´chan-
tillons proviennent d’un me´lange de diffe´rentes sources inde´pendantes (voir Chapitre 14),
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chacune avec sa propre distribution de probabilite´s et son coefficient de me´lange associe´, il
est courant que chaque source puisse e´voluer inde´pendamment des autres. La difficulte´ de
ce cas, en ce qui concerne le filtrage de spams, est que ni le nombre de sources n’est pas
facilement identifiable, ni ses parame`tres.
Ces cas de de´calage impactent diffe´remment les algorithmes de classement, selon qu’ils ont
une interpre´tation plutoˆt ge´ome´trique (e.g. les SVM et le Perceptron) ou probabiliste (e.g. le
Baye´sien Na¨ıf ou Re´gression Logistique).
Cette typologie n’est ni unique ni exhaustive. Vu d’un point de vue probabiliste, les conse´-
quences des de´calages se pre´sentent sur : la probabilite´ a` priori des classes P (y), la probabilite´ des
exemples conditionne´e a` la classe P (x|y), i = 1, . . . , N , ou la probabilite´ a` posteriori des classes
P (y|x) [158].
8.2.1 La de´rive temporelle
Il est ge´ne´ralement admis que la ge´ne´ration de messages e´lectroniques, en particulier le spam,
est un processus non-stationnaire [100] [60] [69] puisque les caracte´ristiques des messages e´vo-
luent dans le temps. On conside`re que l’efficacite´ de filtrage est optimal lorsque les exemples
et les messages a` classer sont ge´ne´re´s a` partir d’une meˆme distribution de probabilite´. Cette
contrainte n’est jamais satisfaite dans un processus non-stationnaire puisque l’apprentissage se
fait avec des messages du passe´ alors que les messages a` classer n’existeront que dans le futur.
La solution intuitive, et na¨ıve, pour minimiser l’e´cart entre ces deux ensembles est de renouveler
l’apprentissage pe´riodiquement ou en continu. Ne´anmoins, la difficulte´ de constitution et d’entre-
tien d’un corpus d’exemples e´tiquete´s pousse a` l’utilisation d’exemples qui ne sont pas force´ment
re´cents et de ne les renouveler qu’occasionnellement lorsqu’une baisse d’efficacite´ de filtrage est
constate´e. En tout e´tat de cause, le classificateur ne doit pas de´pendre d’un retour d’information
concernant chaque message classe´.
Il est vraisemblable que la classe des messages le´gitimes e´volue naturellement alors que dans
la classe des spams les changements sont intentionnels. On peut aussi admettre intuitivement
que les deux classes e´voluent de fac¸on inde´pendante, que les spams e´voluent plus rapidement
que les hams et que le renouvellement des exemples peut se faire inde´pendamment dans les deux
classes. Cette hypothe`se, justifie´e intuitivement ci-apre`s, sera examine´e expe´rimentalement dans
le Chapitre 10.
La Figure 2.4 du chapitre 2 montre que la re´partition des messages dans les classes (probabilite´
a` priori des classes) e´volue dans le temps, a` court et a` long terme. Ce changement quantitatif
est directement observable mais il est accompagne´ de modifications plus profondes. Regardons
ce qui se passe dans les deux classes.
Tout d’abord, la classe des messages le´gitimes. On peut raisonnablement e´nume´rer les types
de changements que l’on retrouve dans cette classe. Ces messages sont e´crits par des personnes
qui n’ont pas des raisons, a` priori, pour modifier leurs habitudes re´dactionnelles (style, vocabu-
laire) mais qui peuvent, de temps en temps, changer la pre´sentation (mise en forme, couleurs de
police, ...) suite a` un changement ou mise a` jour du logiciel de messagerie ou tout simplement
pour e´chapper a` la monotonie. Aussi, a` l’exception de certaines cate´gories professionnelles telles
la communication ou la vente, chaque personne a son re´seau de correspondants que l’on peut
conside´rer comme raisonnablement stable. On peut e´videment rejoindre ou quitter des groupes de
discussion. Mais, globalement, on peut conside´rer que, mis a` part des e´ve´nements exceptionnels
tel un changement de domaine d’activite´, les caracte´ristiques des messages rec¸us par quelqu’un
e´voluent dans le temps, mais ne subissent pas des modifications conse´quentes et fre´quentes. Ce
sont des e´volutions que l’on peut classer comme naturelles. Si on se place a` un niveau plus e´leve´,
celui d’un groupe d’individus, on peut e´mettre l’hypothe`se que les changements individuels se
diluent dans le flot de messages regroupe´s et peuvent deviennent imperceptibles, ou alors ne se
manifester que comme une augmentation du bruit de fond, mesurable par la variance d’un certain
parame`tre tel un score de classement.
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Les changements dans la classe spam ne sont pas de la meˆme nature. La ge´ne´ration de
ces messages peut eˆtre vue comme la confrontation entre deux opposants [100] [179] [180] :
le spammeur et le service de filtrage de spams, chacun adaptant son strate´gie en fonction des
actions de l’autre, une ”course aux armements”. Il s’agit de changements intentionnels, avec une
fre´quence suffisamment e´leve´e pour pouvoir s’adapter aux changements de l’adversaire.
Les messages de cette classe concernent un nombre limite´ et pas tre`s important de sujets
(pornographie, me´dicaments, ...). Selon Spamhaus1, 80 % des spams en circulation sont ge´ne´re´s
par seulement 100 spammeurs. Ce faible nombre d’expe´diteurs fait que les oscillations dans leur
activite´s impactent directement le nombre de spams en circulation [100] et la probabilite´ a` priori
de chaque classe. Ce sont des changements directement observables dans le trafic.
Les changements dans les caracte´ristiques cache´es (tels le vocabulaire, les sujets de discussion,
ou le style re´dactionnel) sont plus difficiles a` de´tecter et peuvent eˆtre confondues avec du bruit
[262] : ces changements ne peuvent pas eˆtre de´duits directement des parame`tres mesurables.
L’e´volution de la quantite´ de spam en circulation, avec une re´partition par genre, a e´te´ constate´
par Fawcett [100] ou Hulten et al [11]. Plusieurs e´diteurs de logiciels de filtrage (Sophos, McAfee,
Symantec, Brightmail, ...) pre´sentent pe´riodiquement des rapports ou des livres blancs avec ce
type d’information, parfois meˆme en temps re´el sur leurs sites web.
Pu et Webb [204] ont e´tudie´ l’e´volution des strate´gies de cre´ation de spam sur une pe´riode
de 3 ans (de janvier 2003 a` de´cembre 2005) a` partir des messages du corpus public SpamArchive
2. Pour cela, ils ont utilise´ les attributs de´finis par le logiciel SpamAssassin3 et observe´ les dates
d’apparition et disparition de ces attributs dans les messages. Cet e´tude est inte´ressante puisque
l’observation porte non pas sur la quantite´ de messages en circulation, un indicateur du niveau
d’activite´ des expe´diteurs, mais sur la fac¸on de construire les messages, ce qui rele`ve plutoˆt de la
strate´gie des expe´diteurs pour pouvoir traverser les filtres.
Sheng et al [240] ont e´tudie´ l’activite´ des sites de Phishing (Hamec¸onnage) et ont observe´
qu’une campagne de cette cate´gorie de spam ne dure que quelques heures alors que les sites web
vers ou` les victimes sont attire´s restent actifs plus longtemps. Dans ces conditions, les me´thodes
heuristiques et les filtres statistiques sont plus efficaces que les listes noires de URLs, qui ne sont
pas mises a` jour suffisamment vite.
Delany et al [86] ont publie´ quelques re´sultats d’e´valuation de de´rive des performances due
au manque de mise a` jour du mode`le appris, mais obtenus avec un ensemble de teste dont la
taille ne semble pas significative (quatre ensembles de seulement 1000 messages ayant, chacun
le meˆme nombre de hams et de spams) et avec une me´thodologie semblant plutoˆt destine´e a` la
validation de l’algorithme en de classement propose´.
La plupart de ces travaux sont spe´cifiques a` la classe spam et, a` notre avis, ne vont pas assez
loin, dans la recherche d’une meilleure compre´hension des caracte´ristiques temporelles des flots
de messages e´lectroniques.
Avec Gordon V. Cormack [71] [81] nous avons e´tudie´ l’effet de l’aˆge des exemples ainsi que
de leur aˆge relatif sur l’efficacite´ d’un filtre utilisant un algorithme de re´gression logistique. Nous
avons montre´ que partie de la de´rive constate´ dans l’efficacite´ de filtrage est due a` la pre´sence
dominante de re´fe´rences temporelles [71], des re´fe´rences qui ne sont pas lie´es a` la classe de
chaque message. mais qui font en sorte que, si les messages de chaque classe utilise´s lors de
l’apprentissage n’ont pas le meˆme aˆge, le filtre fini par apprendre a` classer par aˆge et non pas
par cate´gorie de message. Cette remarque est inte´ressante puisqu’elle peut remettre en cause
les re´sultats de travaux valide´s a` l’aide de corpus de messages synthe´tiques et dont les aˆges des
messages des deux classes ne sont pas comparables, ou qui ont e´te´ valide´s utilisant des me´thodes
plutoˆt destine´es aux processus de classement hors-ligne.
Avec les expe´rimentations pre´sente´es dans le Chapitre 10, nous avons pu mieux identifier les
caracte´ristiques de la de´rive de chaque classe et l’impact sur l’efficacite´ de classement.
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8.2.2 Le de´calage spatial
Le de´calage spatial, dans le sens qui nous inte´resse, repre´sente de la diffe´rence pouvant exister
entre l’ensemble d’apprentissage et l’ensemble de classement re´el mais aussi entre plusieurs flots
de messages : des utilisateurs diffe´rents, des groupes diffe´rents d’utilisateurs. Ce proble`me est,
en quelque sorte, assez diffe´rent de celui de la de´rive temporelle.
Intuitivement, on accepte que les boites aux lettres de deux personnes distinctes soient aussi
”diffe´rentes”. Mais on peut se demander si les boˆıtes aux lettres de deux personnes travaillant dans
le meˆme service ou dans des services diffe´rents sont aussi ”diffe´rentes”. En fait, nous cherchons a`
quantifier la diffe´rence entre deux boˆıtes aux lettres ou, au moins, eˆtre capables de les ordonner
selon un crite`re a` de´finir.
Du point de vue classement de messages, une notion pertinente de ”distance” est celle qui
exprime la diffe´rence entre les flots telle que ressentie par le classificateur. Le Chapitre 13 est un
chapitre de perspectives et pre´sente quelques re´flexions sur des possibles me´thodes pour e´valuer
la diffe´rence entre ensembles de messages.
Dans le contexte qui nous concerne, le de´calage spatial joue un roˆle important. Dans une com-
munaute´ assez large, on telle une universite´, on peut intuitivement effectuer quelques hypothe`ses
sur les types de message en circulation. On peut e´ventuellement obtenir des e´chantillons signi-
ficatifs du flot de messages de quelques utilisateurs mais il est quasiment impossible de le faire
pour l’ensemble des utilisateurs. Dans ce cas, il y a surement un de´calage entre les e´chantillons
obtenus, les flots des autres utilisateurs et le flot global de messages.
8.3 La diversite´
La diversite´ des messages du flot est un point important dans le contexte de classement
mutualise´ : nous l’avons mentionne´ dans le Tableau 7.1 sous la rubrique ”Ressemblance des boites
aux lettres des utilisateurs” - la diversite´ est le manque de ressemblance, des points communs,
entre les messages.
La boite aux lettres d’une personne est constitue´ d’un ensemble de messages pouvant eˆtre
groupe´es par des crite`res communs tels l’appartenance a` un groupe de travail, messages de ser-
vice, amis, ... Les messages, a` l’inte´rieur d’un meˆme groupe, ont des points communs et une
certaine ressemblance. A un niveau supe´rieur, on peut imaginer regrouper des boites aux lettres
de personnes avec des activite´s semblables.
Intuitivement, on peut espe´rer que lorsqu’on combine les boites aux lettres de plusieurs per-
sonnes d’une communaute´, plus leurs activite´s sont diffe´rentes, plus la boite combine´e sera he´te´-
roge`ne. Ceci ne peut ne pas avoir un impact sur l’efficacite´ de classement.
8.4 L’apprentissage dans un flot non stationnaire
La dernie`re de´cennie a vu une explosion d’applications manipulant des flots de donne´es e´vo-
lutifs et faisant appel aux techniques d’apprentissage artificiel. Le de´ploiement d’Internet a lar-
gement contribue´. Parmi ces applications, on trouve la fouille de donne´es [110], la de´tection de
changements, et des vitesses associe´es, dans un flot [2] [27]. Le classement en ligne et le cluste-
ring [3] [265] [258] sont des domaines qui ont des similarite´s avec le domaine de classement de
messages e´lectroniques. Les re´sultats de recherche concernant le filtrage de spam, tenant compte
du caracte`re non stationnaire du flot de messages sont plutoˆt rares.
La caracte´ristique premie`re d’un flot non stationnaire est, bien entendu, la constante e´vo-
lution de ses caracte´ristiques statistiques, faisant que le classificateur doit eˆtre reconstruit en
permanence pour s’adapter. Pour ce faire, il y a deux deux familles d’approches - l’apprentissage
sur les exemples dans une feneˆtre temporelle glissante et l’apprentissage incre´mentale - puis une
approche interme´diaire : les ”mini-batches”.
75
8.4. L’apprentissage dans un flot non stationnaire
8.4.1 Apprentissage sur les exemples pris dans une feneˆtre temporelle
C’est l’approche canonique ! Il s’agit de de´finir une feneˆtre temporelle ayant une extre´mite´
quelque part dans le passe´ et l’autre a` l’instant pre´sent. La feneˆtre se de´place au fur et a` mesure
que le temps avance, inte´grant des exemples nouveaux et supprimant des anciens qui ne sont plus
pertinents. Cette approche apparait naturellement dans les classificateurs base´s sur les exemples
(que l’on appelle parfois ”lazy learners”) et qui utilisent explicitement l’ensemble des exemples
au moment du classement [262].
Si l’ide´e est simple, sa mise en place l’est moins.
Si le flot de messages e´tait un processus stationnaire ou si son e´volution e´tait de´terministe,
l’avancement de la feneˆtre temporelle serait pre´visible : la vitesse des chacun des deux fronts (pas
force´ment identiques), et le nombre d’exemples re´cents a` ajouter et des anciens a` supprimer.
Rien ne dit que les deux fronts, avant et arrie`re, de la feneˆtre temporelle avancent a` la meˆme
vitesse : la taille de la feneˆtre n’est donc pas constante et le nombre d’exemples ajoute´s diffe`re du
nombre d’exemples supprime´s. L’avancement du front avant de la feneˆtre est trivial et impose´ par
l’avancement du temps - ce n’est pas le cas du front arrie`re. La de´termination de l’avancement
ade´quat du front arrie`re rele`ve souvent d’un traitement lourd pas force´ment compatible avec
les contraintes de traitement en temps re´el souhaite´ dans le proble`me de classement en ligne de
messages e´lectroniques.
Une autre difficulte´ pratique est la place me´moire ne´cessaire pour enregistrer les exemples de
la feneˆtre glissante. En principe, tous les nouveaux exemples doivent eˆtre utilise´s pour mettre a`
jour les mode`les mais il est rare qu’ils soient tous disponibles, avec le classement correct associe´,
pour eˆtre re´-injecte´s dans la chaˆıne d’apprentissage.
Ces difficulte´s expliquent, probablement, le nombre re´duit de re´sultats de recherche sur des
filtres anti-spam base´s sur ce principe, souvent spe´cifiques a` l’algorithme de classement.
Avec cette approche, Cunningham [80] utilise un classificateur kNN (k voisins les plus proches)
et refait l’apprentissage de`s que le taux d’erreur de´passe un certain seuil. Fernandes-Riverola et
al [102] se basent sur une me´thode de se´lection d’attributs pour choisir les exemples a` supprimer
ou a` garder et pour re-e´valuer la taille de la feneˆtre temporelle. Hsiao [129] e´value les changement
a` l’inte´rieur de clusters (nuages) d’exemples pour de´clencher des mises a` jour de l’apprentissage.
Delany et al [86] utilise un classificateur base´ sur des exemples (lasy learner) : seulement les
messages avec un classement errone´ sont ajoute´s a` l’ensemble d’exemples et un re-apprentissage
complet est relance´ pe´riodiquement pour pouvoir supprimer les exemples anciens devenus peu
pertinents.
On remarque, ne´anmoins, que les re´sultats pre´sente´s dans ces publications ont e´te´ obtenus
avec des corpus d’apprentissage et de test de taille assez limite´e (quelques centaines/milliers
d’exemples) qui ne nous semble pas repre´senter des situations re´elles de filtrage de mail. On peut
s’interroger sur la capacite´ de traitement de messages a` une e´chelle plus importante.
L’avantage souvent mise en valeur par les adeptes de cette approche est la capacite´ de de´tec-
tion et adaptation aux changements locaux internes a` chaque classe.
8.4.2 Apprentissage incre´mental
La deuxie`me approche consiste a` utiliser chaque nouveau exemple pour mettre a` jour de
fac¸on incre´mentale les mode`les appris par le classificateur. Dans cette approche, les exemples
sont soumis a` l’apprentissage, dans l’ordre chronologique (donc, possiblement en temps re´el),
et supprime´s imme´diatement apre`s. Le but premier est de ne pas pas conserver l’ensemble des
exemples passe´s et d’e´viter la complexite´ lie´e a` la gestion de la feneˆtre temporelle.
Inde´pendamment des de´tails lie´s a` l’imple´mentation, l’ide´e de base est que la pre´sentation
de nouveaux exemples fait que le mode`le construit de fac¸on incre´mentale converge asymptoti-
quement vers le mode`le re´el du trafic. Bien entendu, l’apprentissage doit inte´grer un me´canisme
permettant d’oublier ou de diminuer progressivement l’influence des anciens exemples au fur et
a` mesure de leur vieillissement.
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L’apprentissage incre´mental n’est pas adapte´ a` tout type d’algorithme de classement. Un clas-
sificateur Baye´sien Na¨ıf, par exemple, comptabilise, pour chaque attribut, le nombre d’exemples
ou` les attributs apparaissent. La relation entre les attributs et chaque exemple n’existant plus
dans le mode`le cre´e´ lors de l’apprentissage, le me´canisme d’oubli des exemples les plus anciens ne
peut pas eˆtre mis en place, sauf si l’on garde les informations individualise´es de chaque exemple
mais, dans ce cas, c¸a revient a` utiliser le mode`le de feneˆtre temporelle glissante.
Comme pour l’approche pre´ce´dente, il faut que la fre´quence de pre´sentation des exemples pour
apprentissage, ainsi que les diffe´rents retards soient compatibles avec la vitesse de changements
observe´s dans le flot de messages.
Goodman et Yih [115] utilisent un algorithme de descente se´quentielle du gradient pour
l’apprentissage d’un classificateur a` re´gression logistique, les messages e´tant pre´sente´s dans l’ordre
chronologique. Cette me´thode d’apprentissage ressemble celle d’un Perceptron [155] sauf que la
convergence est atteinte par la pre´sentation des exemples au fur et a` mesure de leur occurrence
et non pas par pre´sentation en boucle des exemples mal classe´s. Les exemples sont utilise´s une
seule fois et oublie´s ensuite. L’inconve´nient de cette me´thode est que l’apprentissage est faite
avec tous les messages classe´s. Les re´sultats reporte´s sont tre`s bons, meilleurs que ceux obtenus
avec les classificateurs ge´ne´ratifs largement diffuse´s et confirme´s pendant TREC Spam Track
2007 [57] [58]. L’algorithme d’apprentissage propose´ par Goodman et Yih est, en effet, un cas
particulier d’approximation stochastique, avec vitesse d’apprentissage constante.
Certains filtres libres ”dits baye´siens” tels Bogofilter4 enregistrent la dernie`re fois que chaque
attribut a e´te´ vu dans une ope´ration de classement et suppriment, pe´riodiquement, ceux qui
n’ont pas e´te´ vus depuis un certain temps. Vu que dans cette approche on de´compte seulement
les attributs et non pas les exemples, le mode`le diverge progressivement du contenu re´el du flot
et doit eˆtre re´-initialise´ de temps en temps.
8.4.3 L’apprentissage en mini-batches
Il s’agit d’une approche interme´diaire entre les deux pre´ce´dentes, dont le but est plutoˆt pra-
tique et qui vise surtout une optimisation des ressources mate´rielles. Il s’agit d’une approximation
ou` l’on utilise, en ge´ne´ral, une feneˆtre temporelle de taille fixe et l’on refait l’apprentissage a` des
intervalles fixes ou lorsque le taux d’erreur de´passe un certain seuil.
Cunningham [80], par exemple, refait l’apprentissage d’un classificateur ”lazy learner” lorsque
le taux d’erreur de´passe un certain seuil.
Cette approche est aussi souvent choisie dans les classificateurs baye´siens na¨ıfs tels j-chkmail5,
ou` les messages de la classe spam sont actualise´s chaque jour.
L’apprentissage en mini-batches est aussi choisie lorsque la mise a` jour du classificateur est
trop couˆteuse. Sculley [229] [226] propose ROSVM (Relaxed Online Support Vector Machine)
pour le filtrage de spam. Il s’agit d’une version de SVM dont l’apprentissage s’effectue par pa-
quets de nouveaux exemples, mais avec relaxation de certains parame`tres, comme par exemple,
apprentissage uniquement sur des erreurs, limitation dans le nombre d’ite´rations ou limitant
l’apprentissage sur les p derniers exemples. Cette dernie`re contrainte fait que, en pratique, son
approche rele`ve d’une apprentissage sur une feneˆtre temporelle glissante.
A. Bordes et al [29] propose LASVM, une approche alternative d’apprentissage en ligne d’un
SVM, diffe´rente de celle de Sculley. Dans cette approche, la mise a` jour du classificateur consiste
a`, exe´cuter deux processus PROCESS et REPROCESS. Le premier sert a` ajouter des nouveaux
exemples, si pertinents et le deuxie`me, a` supprimer ceux qui ne sont pas des vecteurs de support
et qui ont peu de chances de le devenir. A notre connaissance, il n’y a pas eu d’expe´rimentations
de classement de messages ele´ctroniques utilisant LASVM.





Vu que le processus de ge´ne´ration de messages e´lectroniques n’est pas un processus sta-
tionnaire, le traitement de la de´rive temporelle des caracte´ristiques statistiques qui re´sulte est
conside´re´ comme un besoin et plusieurs plusieurs propositions de solutions ont e´te´ publie´es. Ne´an-
moins, a` notre connaissance peu de travaux ont e´te´ publie´s sur l’e´valuation des conse´quences de
cette de´rive sur l’efficacite´ des filtres anti-spam.
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CHAPITRE 9
Un filtre anti-spam avec apprentissage actif en ligne
La simplicite´ est la sophistication supreˆme.
Leonardo da Vinci
9.1 Classement et apprentissage actif en ligne
Apre`s avoir e´tudie´ les briques de base ne´cessaires a` la construction d’un syste`me de classement
de documents textuels, de tirer les enseignements des solutions actuelles de filtrage de spam et
de leurs de´ficiences, nous pre´sentons, dans ce chapitre, une architecture et des choix que nous
estimons capables de re´pondre, a` la fois aux besoins d’un syste`me mutualise´ de classement de
messages dans une organisation et aussi a` la de´marche de´finie a` l’introduction de ce document :





Référence Message + Étiquette
Fig. 9.1: Environnemnt de classement et apprentissage actif en ligne.
Une architecture de syste`me de filtrage mutualise´ (ou pas) avec retour d’information apparait
naturellement dans la Figure 9.1. Les choix apparaissent aussi naturellement.
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9.2 Repre´sentation des messages
Le choix du niveau de de´composition -mots ou caracte`res - pour la repre´sentation de messages
ne peut pas se justifier ni de fac¸on analytique, ni de fac¸on objective. Il s’agit juste d’un choix
justifie´ par des arguments subjectifs. Des arguments qui pourront ne pas eˆtre valables dans
l’avenir ou dans d’autres contextes linguistiques.
Notre choix est d’utiliser des 4-grams de niveau caracte`re extraits de la fac¸on suivante : on
conside`re une feneˆtre textuelle de taille 4 caracte`res se de´plac¸ant le long du message, caracte`re
par caracte`re. Ainsi, la phrase ”allons enfants de la patrie”va ge´ne´rer les 4-grams suivants : ”allo”,
”llon”, ”lons”, ”ons ”, ”ns e”, ”s en”, ” enf”, ”enfa”, ”nfan”, ...
Plusieurs arguments justifient le choix niveau caracte`re et pas mot :
– simplicite´ et pre´cision - l’heuristique d’extraction de n-grams de niveau caracte`re peut
eˆtre de´finie de fac¸on pre´cise, tandis que l’extraction de mots suppose la de´finition d’un
ensemble de caracte`res se´parateurs. Certains de ces caracte`res seront ou pas des se´parateurs,
selon le contexte et la langue, par exemple le ”.” selon qu’il se trouve a` la fin d’un mot (fin
de mot et de phrase), entoure´ de chiffres (se´parateur de´cimal) ou entoure´ de lettres (partie
d’une sigle). Il n’y a pas d’heuristique simple et ge´ne´rale permettant de de´finir la re`gle
d’extraction des mots ;
– robustesse - les n-grams de niveau caracte`re plus re´sistants aux attaques visant le proces-
sus de segmentation des messages. Une technique souvent utilise´ les ”spammeurs” est, par
exemple, l’introduction de caracte`res se´parateurs (espaces, virgules, caracte`res spe´ciaux, ...)
entre les lettres des mots critiques (p. ex., ”V,I,A,G,R,A”) de fac¸on a` perturber l’algorithme
de segmentation des messages. Par ailleurs, ce niveau de de´composition est courante dans
les outils de correction orthographique, puisqu’il permet de de´tecter et corriger les erreurs,
conside´re´es comme du bruit ;
– regroupement par le sens - l’utilisation des n-grams est une fac¸on simple d’extraire la
racine des mots permettant de regrouper, par exemple, des formes conjugue´es. Dans ce cas
de repre´sentation de niveau mot, il faut faire appel a` des ope´rations de lemmatisation et/ou
stemming, avec des heuristiques non triviales et de´pendantes de la langue utilise´e.
– de´pendances inter mots - l’extraction des n-grams au fil de l’eau permet de pre´server,
au moins partiellement, la relation de succession des termes dans le texte, ce qui n’est pas
le cas lorsque l’unite´ est le mot.
La longueur, quatre, a e´te´ choisie de fac¸on expe´rimentale, dans des expe´rimentations pre´limi-
naires, et constitue un compromis entre la complexite´ et la capacite´ d’extraction d’information :
l’ordre 3 semble ne pas extraire suffisamment d’information et le niveau 5 ge´ne`re des classifica-
teurs exigent plus d’e´chantillons pour constituer un vocabulaire significatif.
Un argument contre l’utilisation demots comme terme e´le´mentaire de segmentation est l’envi-
ronnement de fonctionnement hostile. En effet, dans la classe ham les messages sont bien re´dige´s
alors que ce n’est pas le cas dans la classe spam. Des nombreuses astuces sont utilise´es pour
tromper les analyseurs lexicaux des classificateurs. Par exemple, le mot ”VIAGRA” peut eˆtre
e´crit soit comme ”V I A G R A” (insertion de caracte`res se´parateurs entre les lettres) ou alors
”VI4@R4” (remplacement de lettres par des caracte`res visuellement semblables). Le but e´tant
de faire en sorte que le texte soit visuellement compre´hensible par l’expe´diteur mais pas par un
analyseur lexical.
Enfin, ces choix sont a` revoir dans les contextes de langue dominante dans le flot. Par exemple,
la langue dominante peut appartenir a` la famille des langues agglutinantes (turc, hongrois, ou
japonais) ou eˆtre code´e avec d’autres familles de caracte`res (langues asiatiques ou des pays de
l’est). Malheureusement, nous n’avons pas d’e´chantillons de messages permettant de ve´rifier ces
contextes.
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Fig. 9.2: SLDC - Un classificateur linear discriminant simple
9.3 SLDC - Simple Linear Discriminative Classifier
Nous avons choisi un algorithme du type discriminant line´aire, simple, de´crit par la Figure
9.2. Du point de vue fonctionnel (en mode classement), il est similaire au Perceptron, avec la
fonction de lien (link function) remplace´e par une fonction sigmo¨ıde. L’algorithme de classement
s’inspire, en partie, de celui propose´ par Goodman et Yih [115], avec une strate´gie d’apprentissage
diffe´rente (actif plutoˆt que supervise´) et des modifications dans la repre´sentation des messages.
Le re´sultat du classificateur est une valeur de score, e´value´e selon l’E´quation 6.14, et pre´sente´
en deux e´chelles : logit (−∞,∞) et probabilite´ [0, 1]. Ces scores sont donne´s par :





avec w le vecteur de parame`tres du classificateur etm la repre´sentation du message a` classer. La
classe attribue´e par le classificateur re´sulte d’un seuillage utilisant une valeur triviale de seuil :
yˆ =
{
1 si Slogit > 0 (spam)
0 si Slogit ≤ 0 (ham)
(9.2)
Les deux scores Slogit et yˆ = Sprob e´tant lie´s par la fonction sigmo¨ıde, la valeur de seuil Slogit = 0,
correspond a` Sprob = 1/2.
Remarque 9.1 (Les e´chelles des scores). Les de´signations Slogit et Sprob constituent, d’une certaine
fac¸on, un abus de langage et servent juste a` e´tablir un lien entre les e´chelles de valeur de ces
deux pre´sentations de score et ne correspondent pas a` une estimation de probabilite´ a` posteriori
de la classe, comme on pourrait penser. La raison principale, dans le contexte pre´sent, est que
l’apprentissage actif ne re´sulte pas d’un e´chantillonnage i.i.d. de l’ensemble d’exemples.
9.3.1 Apprentissage
Notre choix d’apprentissage en ligne se fait par descente de gradient stochastique (voir Annexe
C). La fonction de couˆt est l’erreur quadratique :
Lt = (yt − yˆt)2 (9.3)
avec y ∈ {0, 1} l’e´tiquette re´elle du message et 0 ≤ yˆ ≤ 1 est le score du message, estime´ par le
classificateur.
La mise a` jour du vecteur de parame`tres se fait selon :
wt+1 = wt + ηt+1∇wLt
= wt + ηt+1(yt − yˆt)m
(9.4)




+ η∞, 0 ≤ η∞  1 (9.5)
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La valeur re´siduelle de η∞ rend l’algorithme adaptatif lui permettant de suivre l’e´volution d’un
flot non stationnaire. Des valeurs typiques sont de l’ordre de 10−3 [18, p. 150]. De nos expe´-
rimentations pre´liminaires, nous avons trouve´ qu’une plage raisonnable se situe entre 0.001 et
0.005.
En effet, l’utilisation d’une valeur constante et faible de η ferait juste ralentir la phase initiale
d’accrochage, sans changement global significatif dans l’efficacite´ du classificateur. Ne´anmoins, il
est inte´ressant de retenir le caracte`re variable de ce parame`tre et de le rendre plus adaptatif en
cas de changements abrupts dans les flots de messages. C’est un point que nous ne traitons pas
dans cette the`se.
9.3.2 Apprentissage Actif
L’objectif de l’apprentissage actif est surtout le renforcement du fonctionnement du classi-
ficateur en boucle ferme´e. Il y a une diffe´rence fondamentale entre ce mode d’apprentissage et
les options que l’on trouve dans les solutions de filtrage de spam : dans ce mode, c’est le clas-
sificateur qui prend l’initiative de choisir les exemples dont il souhaite connaitre la vraie classe
associe´e, alors que dans les solutions de filtrage, ce choix est laisse´ a` une entite´ exte´rieure, tel le
destinataire, suite a` une erreur de classement de´tecte´e. En apprentissage actif, le classificateur
choisira les exemples que, dans son point de vue, sont les plus pertinents pour l’apprentissage.
Il s’agit d’un choix dans un flot, c.a`.d. , il ne s’agit pas de choisir les exemples les plus
pertinents d’un ensemble, mais de´cider au fil de l’eau, si un exemple en cours d’analyse est
pertinent.
Le crite`re de de´cision est celui de marge fixe. Intuitivement, cela correspond se´lectionner
les exemples dont l’incertitude de classement se trouve au dessus d’un certain seuil. D’autres
heuristiques ont e´te´, e.g. [47], mais il n’est pas certains qu’elles soient plus efficaces. L’ensemble
des messages pour lesquels le classificateur demande l’e´tiquette est de´fini par :
M = {m : |Sprob(m)− 1/2| < Marge} (9.6)
Si, par exemple, la marge de´finie est de 0.35, le classificateur demandera l’e´tiquette de bon
classement pour tous les messages dont le score Sprob est compris dans la place [0.15, 0.85].
Cette heuristique pose un proble`me puisque les messages mal classe´s qui ne se situent pas a`
l’inte´rieur de la marge d’apprentissage actif ne feront pas objet de demande d’e´tiquette. Donc,
nous avons conside´re´ que le destinataire pourra prendre renseigner aussi renseigner l’information







Caracte´ristiques temporelles empiriques des flots de messages
On dit souvent qu’il faut expe´rimenter sans ide´e pre´conc¸ue. Cela n’est pas possible ;
non seulement ce serait rendre toute expe´rience ste´rile, mais on le voudrait qu’on ne
le pourrait pas.
Henri Poincare´, La Science et l’hypothe`se (1908)
10.1 Introduction
Ce chapitre de´crit une se´rie d’expe´rimentations et de mesures effectue´es dans un contexte
de classement en ”boucle ouverte”. Ce contexte statique nous permet d’isoler et identifier les
caracte´ristiques dynamiques d’un flot de messages.
On aurait pu utiliser l’expression ”classement avec apprentissage hors ligne”ou ”batch”au lieu
de ”boucle ouverte”, expression courante plutoˆt en automatique. ”Boucle ouverte” nous semble
plus adapte´e pour pre´ciser qu’il s’agit bien d’un processus sans re´troaction : le classificateur
utilise´ a e´te´ construit au pre´alable et les informations devenues disponibles au fur et a` mesure
de l’avancement du temps ne sont utilise´es pour actualiser le classificateur. L’absence de mises a`
jour nous permet d’observer, indirectement, l’e´volution des caracte´ristiques temporelles du flot,
a` l’aide des indicateurs de classement.
Dans la premie`re partie, nous examinons, par simple comptage, l’e´volution de la re´partition
des messages par classe - mesure significative de la probabilite´ a` priori des classes.
Dans la section suivante, nous utilisons un classificateur construit a` partir des messages rec¸us
par l’auteur pendant une pe´riode de deux mois pour classer quatre ensemble de messages rec¸us
pendant les vingt mois suivants. Nous observons l’e´volution des caracte´ristiques des flots de
messages, a` l’aide de me´thodes issues de l’analyse de se´ries.
10.2 L’e´volution de la re´partition des messages par classe
La Figure (10.1) pre´sente l’e´volution, a` long terme, du nombre de messages rec¸us par l’auteur,
par jour et pour chacune des classes (ham et spam), pendant 32 mois (du 1er janvier 2008 au 31
aouˆt 2010). Le pas d’e´chantillonnage est la journe´e.
Le comportement du nombre de messages de la classe ham est approximativement stable,
avec deux exceptions :
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Fig. 10.1: E´volution a` long terme de la re´partition du nombre de hams et spams, par jour, rec¸us
par l’auteur, entre le 1er janvier 2008 et 31 aouˆt 2010
– on remarque une claire pe´riodicite´ hebdomadaire qui s’explique par la baisse de messages
le´gitimes rec¸us pendant le weekend (2 jours sur cinq). Cette baisse s’explique par le fait
qu’il s’agit d’une boˆıte aux lettres a` usage professionnelle ;
– on peut aussi remarquer, des creux pendant les vacances d’e´te´ et de fin d’anne´e.
Le flot de la classe spam ne pre´sente n’est pas re´gulier et ne pre´sente pas de pe´riodicite´s
e´videntes et l’on peut juste remarquer quelques e´ve´nements extraordinaires comme, par exemple,
la fermeture du fournisseur d’acce`s McColo en novembre 20081 (vers le jour 320). L’absence de
pe´riodicite´s s’explique par le fait que l’ordonnancement de la distribution des spams est effectue´e
par des moyens automatise´s, donc non soumis aux cycles d’activite´ humaines et professionnelles.
Les e´ve´nements et de´rives dans le flot des spams sont plutoˆt lie´s aux ale´as d’activite´.
La Figure (10.2) montre la re´partition des messages par classe, mais dans une e´chelle plus
fine (comptage des messages a` l’heure) et sur une dure´e d’un mois : juin 2008, un mois typique.
Les quatre figures permettent de comparer le flot de messages de l’auteur et le flot global sur un
des serveurs d’arrive´e de l’E´cole des Mines de Paris.
Outre le phe´nome`ne pe´riodique hebdomadaire constate´ dans l’observation a` long terme, on
constate un deuxie`me phe´nome`ne pe´riodique journalier duˆ a` la baisse d’activite´ pendant la nuit.
Ce phe´nome`ne est plus accentue´ dans la classe ham que dans la classe spam, pour la meˆme raison
- la baisse d’activite´ humaine pendant la nuit. Ceci n’est pas repe´rable dans l’observation a` long
terme puisque le l’e´chantillonnage avait e´te´ fait avec des intervalles d’une journe´e entie`re.
L’autre observation pertinente concerne concerne le taux de spam bien plus important dans
la boˆıte aux lettres de l’auteur que dans le flot global. Trois raisons permettent d’expliquer cela :
– des utilisateurs diffe´rents ne rec¸oivent pas la meˆme quantite´ de spam : des adresses plus
anciennes et plus divulgue´es ont plus de chance de recevoir plus de spam ;
– la messagerie de l’auteur inclut des adresses de service recevant habituellement beaucoup
de spam (postmaster, abuse, ...) ;
– le flot global est soumis a` un filtrage par greylisting. Cette me´thode de filtrage protocolaire
permet d’enlever beaucoup de spam sans toucher aux messages le´gitimes.
Ces observations posent deux proble`mes distincts.
La variation observe´e dans la re´partition des messages fait que la plage de variation de
la probabilite´ a` priori des classes est importante. On peut penser que l’efficacite´ de certains
algorithmes utilisant explicitement ce parame`tre (e.g. un classificateur Baye´sien Na¨ıf) ne peut
pas eˆtre optimale. Or, on sait, par expe´rience, que ces classificateurs pre´sentent des re´sultats qui
sont toujours tre`s bons, meˆme si, a` notre connaissance, aucun des algorithmes utilise´s en pratique
tient compte de cette variabilite´ temporelle. Nous essayons de donner une explication a` cela dans
le Chapitre 12.
1McColo - Ce fournisseur d’acce`s internet e´tait responsable de la distribution d’une fraction significative de
spam. Voir, p.ex., http://www.washingtonpost.com/wp-dyn/content/story/2008/11/12/ST2008111200662.html
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(a) Re´partition des messages par classe pour l’ensemble


























































(d) Contribution du spam dans les messages de l’auteur
Fig. 10.2: Re´partition des messages par classe dans le flot global de messages du domaine mines-
paristech.fr et dans les messages de l’auteur, pour le mois de juin 2008
Des e´ve´nements pe´riodiques apparaissent a` plusieurs e´chelles - jour, semaine et anne´e (les
mois de vacances) - et plus particulie`rement dans les messages le´gitimes. Les pe´riodicite´s les
plus rapides sont du meˆme ordre de grandeur que les de´lais en jeu dans l’interaction avec les
destinataires : la journe´e. Ces phe´nome`nes seront examine´s plus en de´tail dans la section suivante.
10.3 L’impact de l’aˆge et de l’aˆge relatif des exemples
Avec Gordon Cormack [71] [81], nous avons e´tudie´ empiriquement l’impact de l’aˆge, absolu
ou relatif, des exemples dans l’efficacite´ de classement. Il ressort que l’efficacite´ de classement
de´te´riore effectivement, comme pre´vu, si l’apprentissage est faite avec des messages anciens.
Ne´anmoins, l’impact le plus ne´faste re´sulte de l’utilisation de messages dont l’aˆge n’est pas com-
parable, a` cause des re´fe´rences temporelles, implicites ou pas, que l’on trouve dans les messages
- e.g. les dates pre´sents dans le message, les versions des logiciels ou encore les re´fe´rences a` des
e´ve´nements largement diffuse´s. Leur pre´sence syste´matique dans les messages peut faire qu’ils de-
viennent excessivement discriminants faisant que le classificateur apprenne a` classer les messages
par leur aˆge et non pas par le crite`re ham/spam souhaite´.
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10.4 Les caracte´ristiques temporelles d’un flot de messages
Cette section a pour but l’e´tude de l’ide´e ge´ne´ralement admise du caracte`re dynamique d’un
flot de messages.
Dans l’expe´rimentation de´crite dans cette section nous avons utilise´ un classificateur, sans
aucune mise a` jour, pour classer des messages pendant une pe´riode suffisamment longue. Le but
e´tant de faire apparaˆıtre, dans les indicateurs des re´sultats de classement, les conse´quences de la
de´rive temporelle des caracte´ristiques d’un flot de messages.
Des se´ries temporelles ont e´te´ construites a` partir des parame`tres de classement de quatre
flots diffe´rents de messages. Ces se´ries sont e´tudie´es a` l’aide des me´thodes courantes d’analyse de
se´ries de donne´es : observation des se´ries brutes, ve´rification d’existence et identification d’une
tendance de´terministe, comparaison visuelle des variogrammes, ajustement d’un mode`le line´aire






1er Nov 2008 1er Jan 2009 31 Aou 2010
Learning Test - Classification
Fig. 10.3: Sche´ma temporel de l’expe´rimentation : les messages rec¸us pendant les mois de no-
vembre et de´cembre 2008 sont utilise´s pour la construction du classificateur, qui sera utilise´, sans
eˆtre mis a` jour, pour classer les messages de chaque ensemble de test.
Nous avons e´tudie´ les re´sultats de classement de quatre flots de messages :
1. JM-H et JM-S - les hams et spams rec¸us par l’auteur ;
2. SB-S - les spams rec¸us dans un pie`ge a` spam2 ge´re´ par l’auteur et installe´ dans le domaine
ensmp.fr. Il s’agit d’un serveur de messagerie acceptant des messages vers des adresses
inse´re´es de fac¸on cache´e dans quelques pages de certains serveurs web, qui ne sont pas
force´ment du meˆme domaine ;
3. BG-S - les spams en provenance du corpus constitue´ par Bruce Guenter, disponible a`
http://untroubled.org/spam/. Ces messages proviennent de pie`ges a` spam.
Les messages de chaque flot appartiennent tous a` la meˆme classe et couvrent une pe´riode de 600
jours : du 1er janvier 2009 au 31 aouˆt 2010. Les flots JM-H et JM-S correspondent aux deux
classes de la boˆıte aux lettres de l’auteur.
Un classificateur a e´te´ construit a` partir des messages rec¸us pendant les mois de novembre
et de´cembre 2008 (29093 spams et 8499 hams), pe´riode juste avant celle couverte par les flots
de test. Ce classificateur a e´te´ ensuite utilise´ pour classer chacun des flots. L’observation de
l’e´volution des re´sultats de classement, sans mise a` jour du classificateur, permet d’observer
l’e´volution temporelle des caracte´ristiques des flots. Voir sche´ma dans la Figure 10.3.
2Les pie`ges a` spam sont aussi connus par pots de miel, honeypot ou spam trap
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Les ensembles JM-H et JM-S permettent de comparer les deux classes (ham et spam), tandis
que l’observation simultane´e des trois ensembles de spam permet de comparer trois flots de de
la meˆme classe rec¸us simultane´ment a` des endroits diffe´rents et, a` priori, sans aucun lien entre
eux. Ide´alement il serait ne´cessaire d’e´tudier et de comparer plusieurs flots de messages le´gitimes,
mais l’acquisition de ce type de message sur une pe´riode aussi longue est irre´aliste.
Ce classificateur peut eˆtre vu comme un ”instrument de mesure” e´talonne´ pour classer spe´ci-
fiquement les ensembles JM-H et JM-S, puisque la distribution des messages dans ces flots est
cense´e eˆtre identique a` celle utilise´e pour l’apprentissage du classificateur. L’utilisation de cet
”instrument” pour classer les deux autres ensembles est juste un moyen d’e´tudier leur de´rive.
Corpus Classe Messages Classe´s Ham Classe´s Spam Taux d’erreur
JM-H Ham 86673 84419 2254 2.601 %
JM-S Spam 379374 837 378537 0.221 %
SB-S Spam 487473 274 487199 0.056 %
BG-S Spam 1222270 7972 1214298 0.652 %
Tab. 10.1: Ensembles de messages utilise´s et re´sultats globaux de classement en boucle ouverte,
avec un seuil de classement trivial.
Le classificateur utilise´ est le classificateur discriminant line´aire de´crit dans le Chapitre 9.
Le classement s’effectue selon la re`gle de de´cision triviale : on attribue le message a` la classe
spam si le score est positif et a` la classe ham si ne´gatif. La Table 10.1 pre´sente les re´sultats
globaux de classement utilisant cette re`gle de de´cision. Ce classement binaire n’est qu’indicatif
et ne sert qu’a` ve´rifier si les re´sultats sont re´alistes.
Le score de chaque message a e´te´ enregistre´ et les re´sultats ont e´te´ agre´ge´s par jour :
– le nombre de messages ;
– la moyenne journalie`re du score ;
– l’e´cart-type des scores de la journe´e ;
– l’entropie des scores de la journe´e.
Le nombre de messages par jour est un indicateur de l’intensite´ du flot.
Graˆce a` la ”fonction de transfert du classificateur” Le score d’un message est la projection,
sur une seule dimension, de la repre´sentation vectorielle des messages. Dans cet expe´rimentation,
on peut le voir comme un indicateur qui agre`ge, en une seule valeur nume´rique (un scalaire),
l’ensemble des caracte´ristiques d’un message : le fond (le contenu effectif) et la forme (comment
le message a e´te´ cre´e´, mis en forme et distribue´). Il s’agit d’une repre´sentation avec perte :
l’attribution d’un score a` un message n’est pas une fonction injective puisque la meˆme valeur de
score peut eˆtre associe´e a` des messages diffe´rents. En revanche, des scores diffe´rents correspondent
toujours a` des messages diffe´rents.
L’e´cart-type et l’entropie sont tous les deux, avec des points de vue diffe´rents, des indicateurs
de la diversite´ d’un ensemble de messages : l’e´cart-type e´value la dispersion des scores autour de
la moyenne, tandis que l’entropie e´value l’homoge´ne´ite´ de la distribution des scores. Aussi, il y a
une certaine redondance entre l’e´cart-type et l’entropie - nous ne pre´sentons les deux que lorsque
cela devient utile.
L’entropie du score, a e´te´ e´value´e a` partir du histogramme du score comptabilise´ sur la plage












ou` Ni est le nombre de messages dont le score se trouve dans le bin i et N et le nombre total
de messages. Dans l’absolu, cette me´thode d’estimation de l’entropie n’a pas de sens, mais elle
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nous est utile pour de´tecter, qualitativement, des e´volutions ou des e´ve´nements pe´riodiques dans
le flot de messages.
Un raisonnement simpliste justifie l’e´tude conjointe des se´ries de moyenne et e´cart-type du
score. On peut imaginer l’ensemble de messages comme e´tant un nuage centre´ sur la moyenne
du score et dont la dispersion est de´finie par l’e´cart-type. Si l’on suppose que la re´partition
des scores suit une distribution normale, alors 95% des messages seraient concentre´s dans un
voisinage de rayon 1.96 fois l’e´cart-type. Si le valeur du seuil de classement se trouve a` l’inte´rieur
de ce voisinage, alors l’erreur de classement est supe´rieure a` 2.5%.
Nous utilisons des outils varie´s pour l’analyse de ces se´ries : le demi-variogramme pour de´tecter
les de´pendances temporelles et aussi la ressemblance ou diffe´rence entre deux flots de messages ; le
pe´riodogramme permettant de mettre en valeur des phe´nome`nes pe´riodiques et l’ajustement d’un
mode`le line´aire SARIMA pour identifier quantitativement les parame`tres des se´ries temporelles
des indicateurs des flots de messages.
10.4.2 Les donne´es brutes
Les se´ries temporelles brutes des indicateurs sont pre´sente´es graphiquement dans les Figures




















Fig. 10.4: Messages par jour dans des corpus JM-H, JM-S, SB-S et BG-S.
Le nombre de messages par jour : Dans la Section 10.2, nous avons mentionne´ l’e´volution
temporelle du taux d’arrive´e de messages dans la boˆıte aux lettres de l’auteur (JM-H et JM-S)
sur une pe´riode encore plus longue (32 mois) et constate´ des pe´riodicite´s re´gulie`res a` ’inte´rieur
de la journe´e et de la semaine. Dans l’expe´rimentation en cours, les variations a` l’inte´rieur de la























































(c) Messages par jour BG-S
Fig. 10.5: Les taux de messages des corpus de spam, lorsque repre´sente´s dans des e´chelles compa-
rables (Figures 10.5a, 10.5b et 10.5c) sugge`rent une forte ressemblance entre ces trois ensembles.
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Le flot de messages le´gitimes, hams, (Figure 10.4) est assez re´gulier et marque´ uniquement
par la variation hebdomadaire que l’on explique par la baisse d’activite´ professionnelle pendant
le weekend. Les flots de la classe spam (Figure 10.4) sont, visiblement, inde´pendants de celui
de la classe ham. Ils contiennent, certes, une composante pe´riodique hebdomadaire, plus visible
dans le flot BG-S, mais avec intensite´ plus faible : la composante dominante est plutoˆt erratique
et re´sulte probablement des changements du niveau d’activite´ des spammeurs.
La ressemblance dans le nombre de messages par jour des flots de spam - JM-S, SB-S et
BG-S - apparait visuellement dans la Figure 10.5 lorsqu’ils sont repre´sente´s dans des e´chelles
comparables. Une fac¸on d’estimer cette ressemblance est de conside´rer ces se´ries comme des
vecteurs et d’e´valuer, pour chaque couple, le cosinus de l’angle entre les vecteurs ainsi que la
distance entre les vecteurs normalise´s :
cosinus(~s1, ~s2) =
< ~s1, ~s2 >
|~s1| · |~s2|
distance(~s1, ~s2) =
∣∣∣ ~s1|~s1| − ~s2|~s2|
∣∣∣ (10.2)
Si la valeur du cosinus est unitaire ou si cette distance normalise´e est nulle (ce sont des situations
e´quivalentes), alors les vecteurs sont coline´aires et lie´s par un facteur d’e´chelle.
L’e´valuation de ces fonctions pour chacune des pairs de se´ries de spams, pre´sente´ dans la
Table 10.2, sugge`re que ces trois se´ries se ressemblent plutoˆt qu’elles diffe´rent.
JM-S SB-S BG-S
JM-S 1.0000 / 0.0000 0.9778 / 0.2105 0.9759 / 0.2194
SB-S 0.9778 / 0.2105 1.0000 / 0.0000 0.9745 / 0.2257
BG-S 0.9759 / 0.2194 0.9745 / 0.2257 1.0000 / 0.0000
Tab. 10.2: Le cosinus et distance, de´finis par 10.2, entre les se´ries du nombre de messages par
jour des flots JM-S, SB-S et BG-S montrent la ressemblance temporelle entre ces se´ries.
Les indicateurs de classement : La comparaison visuelle des se´ries des indicateurs de clas-
sement (voir Figure 10.6) sugge`re que les flots de spams sont similaires entre eux, mais diffe´rents
des hams.
Pour l’ensemble des hams, les deux moments (moyenne et e´cart-type du score) ont un com-
portement assez re´gulier : des valeurs concentre´es autour d’une moyenne, pre´sentant une faible
de´rive line´aire et une dispersion plus ou moins constante. Ce qui n’est pas le cas pour les trois
ensembles de spam qui, en plus d’une tendance line´aire apparente, pre´sentent des e´volutions
irre´gulie`res mais visuellement similaires.
La de´rive line´aire de la moyenne du score s’oriente vers la valeur du seuil de classement.
On remarque, visuellement, des ressemblances entre les se´ries d’e´cart-type du score des spams :
un creux juste apre`s le jour 100, puis un pic juste apre`s le jour 300 et la variation moins re´gulie`re
dans spams que dans les hams.
10.4.3 La tendance a` long terme (de´rive line´aire) des se´ries
Dans la subsection pre´ce´dente nous avons observe´ visuellement que les se´ries des indicateurs
pre´sentent une de´rive temporelle, en apparence, line´aire. Cette de´rive peut eˆtre e´value´e graˆce a`
une re´gression line´aire, si l’on de´compose chaque se´rie en :
X(t) = (α+ β.t) +R(t) (10.3)
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(l) Entropie du score - BG-S
Fig. 10.6: Se´ries temporelles journalie`res construites a` partir de la moyenne et e´cart-type du
score de classement des flots JM-H, JM-S, SB-S et BG-S
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ou` (α + β.t) est une tendance de´terministe line´aire et R(t) est un processus stochastique de
moyenne nulle. Les valeurs de α et β, ont e´te´ estime´es pour chaque se´rie a` l’aide de la bibliothe`que
de re´gression line´aire glm du logiciel R et pre´sente´es dans la Table 10.3.
Indicateur αˆ βˆ
JM-H
Score Moyen −3.442 (±3.374 10−2) *** 8.425 10−4 (±1.067 10−4) ***
E´cart-Type 1.323 (±2.591 10−2) *** 2.862 10−4 (±7.405 10−5) ***
Entropie 5.670 (±6.325 10−2) *** −2.310 10−4 (±1.807 10−4) *
JM-S
Score Moyen 3.897 (±2.425 10−2) *** −1.773 10−3 (±6.929 10−5) ***
E´cart-Type 0.8782 (±1.459 10−2) *** 3.802 10−4 (±4.169 10−5) ***
Entropie 6.123 (±3.220 10−2) *** 2.816 10−5 (±9.198 10−5)
SB-S
Score Moyen 3.579 (±3.028 10−2) *** −1.072 10−3 (±8.649 10−5) ***
E´cart-Type 0.8113 (±1.896 10−2) *** 2.165 10−4 (±5.417 10−5) ***
Entropie 5.937 (±6.968 10−2) *** 3.110 10−4 (±1.991 10−4) **
BG-S
Score Moyen 2.729 (±3.352 10−2) *** −1.166 10−3 (±9.375 10−5) ***
E´cart-Type 0.8180 (±1.568 10−2) *** 7.700 10−5 (±4.469 10−5) ***
Entropie 5.978 (±4.047 10−2) *** −8.878 10−5 (±1.153 10−4)
Tab. 10.3: Estimation de la tendance de´terministe line´aire des indicateurs obtenue par ajustement
d’un mode`le line´aire (αˆ + βˆ.t). Ces parame`tres, avec des intervalles de confiance a` 95% ont e´te´
obtenus a` l’aide du logiciel R. Les intervalles de confiance montrent que, a` l’exception des pentes
de l’entropie, ces valeurs sont statistiquement significatives (l’indication *** est attribue´e par R
pour p-value < 10−3, et en fait les valeurs de p-value sont bien infe´rieures a` cela).
La de´rive de la moyenne des scores est toujours infe´rieure a` 1/1000 de la valeur initiale :
positive pour les hams et ne´gative pour les spams. On peut interpre´ter cette de´rive si l’on imagine
les deux classes de messages comme des nuages dont les centres convergent vers un point commun.
Ce point commun e´tant le seuil de classement, cela confirme l’intuition que, sans mise a` jour du
classificateur, le taux d’erreur ne peut qu’augmenter avec le temps.
Ne´anmoins, cette faible de´rive indique que, au moins dans le cas de ce classificateur et de ces
flots, la mise a` jour en permanence du classificateur avec des exemples tre`s re´cents, ne constitue
pas une obligation a` respecter absolument. Si cette remarque ne peut pas eˆtre ge´ne´ralise´e, on
peut ne´anmoins penser qu’il peut avoir des classificateurs construits astucieusement de fac¸on a`
ce que cette contrainte ne soit pas absolue.
L’e´cart-type du score est plus important pour l’ensemble de hams (autour de 1.3) que pour
les ensembles de spam (autour de 0.8) ce qui sugge`re que la diversite´ des messages, perc¸ue par
le classificateur, est plus importante dans la classe des hams. Cela confirme l’intuition que l’on
peut avoir puisque les spams sont, la plus part du temps, re´pe´titifs.
La de´rive de l’e´cart-type est positive dans tous les cas, mais encore plus faible que celle de la
moyenne des scores. Ne´anmoins, e´tant toujours positive, cela sugge`re que la dispersion du score
moyen augmente. Cette expe´rimentation ne permet pas de de´duire directement si cela re´sulte
d’une augmentation effective de la diversite´ des messages ou d’une de´pendance existante entre
la moyenne et l’e´cart-type des scores.
Les re´sultats de re´gression line´aire des indicateurs des flots de spam pre´sentent des valeurs
proches aussi bien pour la moyenne que pour l’e´cart-type, a` l’exception de la moyenne du score
du flot BG-S.
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10.4.4 Les demi-variogrammes des se´ries
Dans l’e´tude de se´ries temporelles, les corre´logrammes sont utilise´s plus souvent que les va-
riogrammes. Ce dernier est plus courant dans l’e´tude de donne´es spatiales, en particulier la
geostatistique, domaine ou` il a e´te´ propose´. Si bien que les deux outils peuvent eˆtre utilise´s pour
le traitement de se´ries temporelles, Cressie [76, p. 70] e´nume`re une se´rie de crite`res qui lui font
privile´gier le variogramme plutoˆt que le corre´logramme. Parmi ces crite`res, le plus inte´ressant,
dans notre contexte, est l’inde´pendance d’une estimation de la moyenne de la se´rie. Cela fait que
le variogramme est encore de´fini lorsque la moyenne n’est pas constante. Bien sur, dans ce cas
la se´rie n’est pas stationnaire et son interpre´tation doit eˆtre faite avec pre´caution. Pour plus de
de´tails sur la de´finition des variogrammes et de leur utilisation, consulter le re´sume´ dans l’Annexe
B, Chiles et Delphiner [49] ou encore Cressie [76].






(Z(x) − Z(x+ h))2 (10.4)
Dans la pratique, lorsque la longueur de la se´rie est finie, l’estimation des variogrammes se
limite a` des valeurs de pas infe´rieures a` 1/3 ou 1/2 de la longueur de la se´rie : le nombre de points
pris en compte de´croit avec la valeur du pas (dont la signification statistique de l’estimation en
de´pend). Ne´anmoins, l’estimation de ces variogrammes est e´tendue jusqu’a` 2/3 (soit 400 points) -
l’information perd en signification statistique, mais on peut encore l’utiliser dans un but qualitatif
pour comparer des variogrammes de se´ries diffe´rentes.
Le demi-variogramme normalise´ par la variance nous permet d’observer des se´ries diffe´rentes
dans une meˆme e´chelle, puisque la valeur asymptotique du demi-variogramme est e´gale a` la
variance du processus, si le processus est stationnaire de deuxie`me ordre.
Les demi-variogrammes ont e´te´ regroupe´s dans la Figure 10.7 pour les indicateurs des se´ries
de la classe spam (JM-S, SB-S et BG-S) et dans la Figure 10.8 pour ceux des se´ries de l’auteur
(JM-H et JM-S). A` l’exception des indicateurs d’entropie, ces variogrammes ont e´te´ estime´s apre`s
e´limination de la de´rive de´terministe line´aire (cf Table 10.3).
On remarque, tout d’abord, une ressemblance entre les se´ries des indicateurs des flots de
spams, graˆce a` leurs variogrammes (Figure 10.7). Cette ressemblance est confirme´e par les demi-
variogrammes croise´s (Figure 10.9), qui non seulement se ressemblent mais ressemblent aussi les
variogrammes simples. Le variogramme du nombre de messages par jour pre´sente une compo-
sante pe´riodique hebdomadaire qui semble ne pas impacter les variogrammes des indicateurs de
classement (moyenne et e´cart-type du score).
Alors que l’on remarque une ressemblance entre les se´ries des flots de spam, graˆce a` leurs
indicateurs, on remarque que ces se´ries sont bien diffe´rentes de celles du flot de hams. Aussi,
la composante pe´riodique du nombre de messages par jour est bien plus importante dans le
flot de hams que dans le flot de spams, avec un impact non ne´gligeable dans les indicateurs de
classement. Cet aspect est confirme´ et commente´ dans les sections qui suivent.
10.4.5 Caracte´risation par ajustement d’un mode`le dynamique line´aire
Une me´thode souvent utilise´e pour caracte´riser une se´rie temporelle est l’ajustement d’un
mode`le dynamique sous-jacent, line´aire ou pas, susceptible de ge´ne´rer la se´rie en e´tude a` partir
d’un bruit blanc : un processus purement ale´atoire, stationnaire et non corre´le´ [48] [124] [38].
Les mode`les line´aires courants sont les mode`les AR, MA, ARMA, ARIMA et SARIMA (voir
de´finition de ces mode`les dans l’Annexe B).
L’identification du mode`le associe´ a` chaque se´rie a e´te´ faite a` l’aide du logiciel statistique
R [205]. La fonction arima de R ajuste, pour un 6-tuple, de´finissant l’ordre du mode`le, les
quatre polynoˆmes du mode`le dynamique SARIMA correspondant - voir Equation (B.18) - les
plus vraisemblables pour cet ordre et retourne la valeur de la vraisemblance de l’ajustement.
Un balayage exhaustif de l’ensemble des 6-tuples possibles permet de choisir le mode`le ayant
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(d) Entropie des scores
Fig. 10.7: Variogrammes simples des se´ries des indicateurs des flots JM-S SB-S et BG-S apre`s
e´limination de la tendance de´terministe line´aire.
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(d) Entropie des scores
Fig. 10.8: Demi-variogrammes des se´ries des indicateurs (messages par jour, moyenne, e´cart-type






































Mode`le Partie non saisonnie`re Partie Saisonnie`re
JM-H
ARIMA(1,0,0) φ = (0.2328)
φse = (0.0395)
JM-S
ARIMA(1,0,1) φ = (0.9155) θ = (−0.3576)
φse = (0.0213) θse = (0.0522)
SB-S
SARIMA(1,0,1)(1,0,1)7 φ = (0.9433) θ = (−0.3699) Φ = (0.9840) Θ = (−0.9528)
φse = (0.0170) θse = (0.0468) Φse = (0.0178) Θse = (0.0317)
BG-S
ARIMA(1,0,1) φ = (0.9320) θ = (−0.2329)
φse = (0.0171) θse = (0.0493)
Erreur-Type
Mode`le Partie non saisonnie`re Partie Saisonnie`re
JM-H
SARIMA(0,0,0)(2,0,0)7 Φ = (0.2858, 0.1532)
Φse = (0.0403, 0.0406)
JM-S
ARIMA(2,0,1) φ = (1.2535,−0.2813) θ = (−0.7606)
φse = (0.0944, 0.0831) θse = (0.0775)
SB-S
ARIMA(1,0,1) φ = (0.9468) θ = (−0.4779)
φse = (0.0160) θse = (0.0480)
BG-S
ARIMA(2,0,1) φ = (1.3518,−0.3699) θ = (−0.7802)













































































































































































































































(d) Entropie du score
Fig. 10.9: Les demi-variogrammes croise´s des se´ries des indicateurs des flots de spam JM-S
SB-S et BG-S apre`s e´limination de la tendance de´terministe line´aire renforcent l’hypothe`se de
l’existence d’un lien de de´pendance, au moins partielle, entre ces flots.
la valeur de BIC le plus faible. Finalement, pour valider ce choix, il faut encore ve´rifier que la
se´rie Zt re´siduelle est bien stationnaire et non corre´le´e. Cette e´tape a e´te´ faite visuellement : la
se´rie re´siduelle brute permet de constater que la moyenne et variance sont approximativement
constantes et la autocorre´lation (fonction acf) doit eˆtre ”ne´gligeable” pour toute valeur de pas
non nulle. On entend par ”ne´gligeables” les valeurs d’autocorre´lation dont la valeur absolue est
infe´rieure a` 1.96/
√
N , intervalle de confiance a` 95 % pour une valeur nulle, ou` N est le nombre
de termes de la se´rie [38] [74]3.
Cette de´marche est similaire a` celle propose´e par Cowpertwait [74, p. 144], a` l’exception que,
comme me´thode d’ajustement nous avons utilise´ la vraisemblance maximale (ML) au lieu de
la somme quadratique conditionnelle (CSS ) et que comme crite`re de se´lection du mode`le nous
avons utilise´ le BIC au lieu de AIC 4.
Les mode`les trouve´s par cette de´marche sont pre´sente´s dans la Table 10.45, dans le format de
R avec les coefficients des diffe´rents polynoˆmes. Ne´anmoins, une interpre´tation plus inte´ressante
utilise plutoˆt les racines de ces polynoˆmes, ce sont ces valeurs qui de´finissent le comportement
dynamique des se´ries6. Et c’est ce que nous utilisons pour interpre´ter les mode`les des se´ries des
flots de spam.
Les mode`les ajuste´s pour le flot de hams ne ressemblent pas a` ceux des flots de spam, ce qui
sugge`re, de toute e´vidence, que les flots des deux classes ont des dynamiques diffe´rentes.
Dans les se´ries de la moyenne du score des flots de spam, la partie ARMA des mode`les
3Ceci correspond au quantile 0.975 d’une distribution normale standard
4BIC - Bayesian Information Criteria et AIC - Akaike Information Criteria - (voir de´finition de ces crite`res
dans l’Annexe A)
5Le logiciel R utilise une convention diffe´rente de celle de l’E´quation B.18 en ce qui concerne le signe des
coefficients des polynoˆmes de la partie MA - voir fonction arima dans [205, p. 1091].
6Autrement dit, les racines de ces polynoˆmes correspondent aux zeros et aux poˆles de la transforme´e en Z
d’une fonction de transfert
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Mode`le AR MA BIC
JM-S ARMA(2,1) 0.9607 0.2928 0.7606 -1632.08
SB-S ARMA(1,1) 0.9468 - 0.4779 -1512.75
BG-S ARMA(2,1) 0.9708 0.3810 0.7802 -1752.50
SB-S* ARMA(2,1) 0.9616 0.1772 0.6430 -1509.47
Tab. 10.5: Mode`les ajuste´s pour les se´ries d’e´cart-type des scores des flots de spam. On reprend
ici les re´sultats de la Table 10.4, mais les re´sultats pre´sente´s sont sous la forme des racines des
polynoˆmes au lieu de leurs coefficients. La ligne SB-S* correspond au mode`le ARMA(2,1) ajuste´
au flot SB-S, mais qui n’a pas e´te´ retenu, vu que son BIC est supe´rieur a` celui du mode`le
ARMA(1,1).
est fortement similaire pour les trois flots. Le mode`le du flot SB-S est le seul qui pre´sente une
composante saisonnie`re. Si l’on observe les pe´riodogrammes de ces se´ries on remarque que, ef-
fectivement, toutes les trois pre´sentent une petite composante saisonnie`re et que le flot SB-S est
celui qui posse`de la composante saisonnie`re la plus importante.
Pour les flots de spam, les mode`les ajuste´s aux se´ries de l’e´cart-type sont tous du type ARMA.
Ne´anmoins la partie AR du flot SB-S est d’un ordre infe´rieur et les coefficients sont diffe´rents. Si
l’on observe plutoˆt les racines des polynoˆmes (voir Table 10.5), on remarque que, meˆme si l’ordre
est diffe´rent, la valeur de la racine la plus proche de la frontie`re de stabilite´ (racine unitaire) de
la partie AR est presque identique pour les trois flots : 0.9607, 0.9468 et 0.9708.
Encore dans cette table, la ligne SB-S* correspond a` un mode`le ARMA(2,1) ajuste´ au flot
SB-S, identique a` celui ajuste´ pour les deux autres flots. On remarque que les valeurs du crite`re
BIC des deux mode`les est assez proche (-1512 contre -1509), les valeurs du log de la vraisemblance
sont quasiment identiques (769.2 contre 770.7) et c’est juste la complexite´ du mode`le qui a e´te´
de´terminante dans le choix du mode`le.
Une dernie`re remarque concerne l’ordre des mode`les ajuste´s des se´ries de moyenne et e´cart-
type du score. Aucun de ces mode`les ne contient une racine unitaire dans le polynoˆme caracte´-
risant la partie auto-re´gressive de la se´rie, et cela meˆme si l’on tient compte de l’erreur estime´e
d’ajustement. Autrement dit, aucune des se´ries n’est devenue stationnaire par de´rivation de la se´-
rie d’origine. Par contre, tous les se´ries de la classe spam, et seulement de cette classe, contiennent
une racine assez proche de l’unite´ : environ 0.93 pour les se´ries de la moyenne du score et 0.96
pour les se´ries de l’e´cart-type du score. Cela sugge`re que la pre´visibilite´, par rapport a` la veille,
des indicateurs de la classe spam est meilleure que celle de la classe ham.
10.4.6 Analyse Spectrale
La transformation de Fourier du correlogramme7 d’une se´rie permet de l’e´tudier dans le
domaine des fre´quences et d’identifier les e´ve´nements pe´riodiques de la se´rie. Le pe´riodogramme
est un estimateur de la transformation de Fourier du corre´logramme.
Pour l’estimation des pe´riodogrammes, les se´ries ont e´te´ traite´es pour e´liminer la composante
line´aire, estime´e auparavant, ainsi que la composante irre´gulie`re lente : d’une part nous souhaitons
e´tudier les composantes pe´riodiques dont la pe´riodicite´ est de l’ordre de la semaine et d’autre
part ces composantes contribuent a` rendre non stationnaires les se´ries (un pe´riodogramme n’a
de sens que pour des signaux stationnaires). La composante irre´gulie`re lente a e´te´ supprime´e a`
l’aide d’un simple filtre passe-hautes : a` chaque point de la se´rie, on soustrait la valeur moyenne
e´value´e sur les 32 points voisins). Pour re´duire la variance de l’estimateur du pe´riodogramme, un
7La transformation de Fourier de l’autocorrelation d’un signal ale´atoire est connue, en traitement de signal ou
en te´le´communications, par la de´signation Densite´ Spectrale de Puissance
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Fig. 10.10: Pe´riodogrammes (e´chelle logarithmique), des se´ries des indicateurs des flots JM-H et
JM-S, apre`s e´limination de la tendance de´terministe line´aire.
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Fig. 10.11: Superposition, sur deux mois (troisie`me et quatrie`me), des se´ries de l’entropie et du
nombre de messages par jour des flots JM-H et JM-S. Dans le flot JM-H, la co¨ıncidence des
creux dans les deux indicateurs montre que la baisse d’entropie (et de la diversite´ des messages)
correspond bien aux fins de semaine. Dans le flot JM-S, l’entropie des scores n’est pas impacte´e
par les variations du nombre de messages par jour.
lissage par un filtre triangulaire de Bartlett (feneˆtre syme´trique de taille deux points de chaque
cote´) a e´te´ applique´ et ajuste´ visuellement (voir l’Annexe B ou [48, p. 133]). Cette me´thode est
suffisante pour notre objectif.
Comme nous avons fait pour l’estimation des demi-variogrammes, les corre´logrammes sont
aussi normalise´s par rapport a` la variance, ce qui permet la repre´sentation de pe´riodogrammes de
se´ries diffe´rentes dans une e´chelle unique et la comparaison, y compris visuelle, de l’importance






[(Z(x) − µˆ) · (Z(x+ h)− µˆ)] (10.5)




ρˆ(h) · e−i 2pi hN k, h = 0, . . . , N − 1 (10.6)




M + 1− |i|
(M + 1)2
Sˆ(k + i) , t = 0, . . . , N − 1 (10.7)
Les estimations des pe´riodogrammes des indicateurs des flots de l’auteur (Figure 10.10)8
confirment et mettent en valeur les diffe´rences les plus importantes entre les deux classes de
messages.
Le caracte`re pe´riodique du nombre de messages par jour avait de´ja` e´te´ remarque´ auparavant,
mais ces pe´riodogrammes montrent clairement que la pre´sence d’une composante pe´riodique dans
l’ensemble des indicateurs et plus forte dans le flot de hams que dans celui des spams.
Ce caracte`re pe´riodique est indique´ par la raie place´e a` la coordonne´e 2 pi/7, soit environ 0.143
et les harmoniques multiples. La multiplicite´ des harmoniques, en particulier les harmoniques
paires, s’explique par l’asyme´trie du signal : un nombre de messages important pendant les cinq
jours ouvrables de la semaine et une baisse pendant les deux jours du week-end.
La pre´sence de cette pe´riodicite´ sur les indicateurs de classement a une interpre´tation par-
ticulie`re. En effet, si la variation du nombre de messages par jour re´sultait uniquement d’un
8Les pe´riodogrammes e´tant des fonctions complexes, il s’agit du module dans l’intervalle [0, 2pi].
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(d) BG-S - Entropie des Scores
Fig. 10.12: Pe´riodogrammes des se´ries d’entropie des scores des flots JM-H et JM-S, SB-S et
BG-S. Le pe´riodogramme du flot de hams a une raie spectrale qui se de´tache clairement tandis
que les flots de spams n’en ont pas.
e´chantillonnage plus ou moins important d’une meˆme population, alors il ne devait pas avoir
d’impact dans les indicateurs de classement, autres que les erreurs d’estimation. L’impact sur la
moyenne, l’e´cart-type et l’entropie indique que les messages des jours ouvrables et du weekend
ont pour origine des populations avec des distributions diffe´rentes.
Le flot de messages le´gitimes JM-H correspond a` une boˆıte aux lettres professionnelle et suit
l’activite´ de la personne associe´e. Il est constitue´ de deux cate´gories de messages : les messages
interactifs re´sultant d’un e´change entre le destinataire des messages et ses interlocuteurs et les
messages non interactifs (p. ex., messages automatiques et listes de diffusion). Pendant les jours
de la semaine et plus particulie`rement pendant les heures de travail, le flot est constitue´ des deux
cate´gories alors que pendant le weekend, le flot est constitue´ presque exclusivement des messages
non interactifs.
La Figure 10.11a montre que la diminution de l’entropie et du nombre de messages le´gitimes
dans le flot JM-H sont des e´ve´nements synchrones et confirme que la diversite´ des messages est
plus faible dans le weekend qu’en semaine.
En fait, malgre´ un ajustement satisfaisant de mode`les line´aires (AR, ARMA et SARIMA)
a` chacune des se´ries temporelles prise individuellement, globalement il s’agit plutoˆt d’un mo-
de`le non line´aire a` commutation de re´gime avec au moins deux re´gimes diffe´rents et dont le
basculement est progressif : l’arreˆt et le de´marrage de l’activite´ professionnel de chacun des
correspondants ne sont pas des e´ve´nements synchrones).
Les pe´riodogrammes de l’entropie du score des quatre flots (Figure 10.12) sugge`re que, effec-
tivement, la composante pe´riodique est relativement plus importante dans le flot de hams que
dans le flot de spams. Par contre, dans les trois flots de spams, l’importance de la composante
pe´riodique n’est pas identique. Nous avons observe´ que dans les flots JM-S et SB-S, des flots,
partie des spams re´sultent de messages publicitaires distribue´s par des entreprises de marketing
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et non pas par des re´seaux de botnets9. Cela explique que seulement une partie du spam rec¸u dans
ces deux flots correspond a` une activite´ cyclique, vraisemblablement d’importance plus faible que
celle des hams.
Rappelons que l’unite´ d’agre´gation des indicateurs e´tant la journe´e, nous n’avons pu iden-
tifier que les pe´riodicite´s hebdomadaires. Nous avons vu dans la Section 10.2 que, pour raisons
identiques, l’intensite´ du flot de messages varie dans la journe´e, avec des pics dans la journe´e
et des creux dans la nuit, a` cause du cycle d’activite´. Une e´tude avec une granularite´ plus fine
pourrait permettre d’identifier cela, mais la densite´ de messages disponible n’est pas suffisante :
nous n’avons que quelques messages a` l’heure.
10.4.7 Comparaison avec autres classificateurs
Les re´sultats pre´sente´s jusqu’ici ont e´te´ obtenus avec un classificateur base´ sur un algorithme
discriminant line´aire SLDC. Dans cette sub-section, nous comparons ces re´sultats avec d’autres
variantes du meˆme classificateur et aussi avec un classificateur baye´sien na¨ıf. L’algorithme de clas-
sement SLDC appartient a` la famille des classificateurs discriminants tandis que le classificateur
baye´sien na¨ıf a` celle des classificateurs ge´ne´ratifs.
Les attributs utilise´s par SLDC sont des 4-grams de niveau caracte`re extraits des en-teˆtes et
corps des message. La construction du classificateur se fait par apprentissage en ligne et actif.
Les variantes de ce type de classificateur utilisent les meˆmes types d’attributs mais extraits soit
dans les en-teˆtes des messages, soit dans le corps.
L’autre classificateur est du type Baye´sien Na¨ıf. Les attributs sont des mots et des bi-mots
extraits, pour la plupart, du corps des messages et uniquement dans quelques en-teˆtes : (Subject,
From, Content-Type, Content-Transfer-Encoding, User-Agent et X-Mailer). La construction
de ce classificateur est faite par apprentissage supervise´e, c.a`.d. tous les exemples sont utilise´s.
La comparaison de deux algorithmes utilisant des repre´sentations des donne´es diffe´rentes n’a
pas tellement de sens, ne´anmoins, la de´marche reste inte´ressante puisque
On retrouve dans la Table 10.6 les valeurs des indicateurs de qualite´ de classement (1 −
AUC %, et taux d’erreur de classement par classe) e´value´es sur trois pe´riodes conse´cutives de
200 jours, pour chaque classificateur. On observe, selon le crite`re 1−AUC %, une de´gradation de
la qualite´ de filtrage sur tous les classificateurs, mais plus prononce´e pour le classificateur baye´sien
na¨ıf. Ne´anmoins, si l’on regarde le taux d’erreur spe´cifique par classe, l’e´volution de´pend du type
de classificateur.
La de´rive dans dans l’ensemble des indicateurs est confirme´e visuellement par les se´ries brutes
(Figures 10.6, 10.13 et 10.14), en particulier la moyenne journalie`re de score pour le classificateur
baye´sien na¨ıf. La perte d’efficacite´ peut s’expliquer par le mode d’apprentissage supervise´e de ce
classificateur qui tend a` construire des classificateurs sur-ajuste´s. La Table 10.7 montre le nombre
d’attributs et de messages retenus pour l’apprentissage de chacun des classificateurs.
Vraisemblablement, des meilleurs re´sultats sont obtenus lorsque l’on utilise des informations
aussi bien des en-tetes (me´ta-informations) et du corps des messages.
L’information inte´ressante que l’on peut retenir des variogrammes est que l’apparition de
composantes pe´riodiques dans l’e´cart-type du score est plus prononce´e dans les classificateurs
utilisant en priorite´ les en-teˆtes des messages. Le classificateur baye´sien na¨ıf pre´sente une forte
composante pe´riodique dans la moyenne du score, ce qui est probablement duˆ au type d’attribut
utilise´.
9Un botnet est un agent logiciel installe´ sur un ordinateur quelconque et qui exe´cute des taˆches re´pe´titives a`
la demande d’un ordinateur maˆıtre. Dans le domaine de la se´curite´ informatique, un re´seau de botnets est un
ensemble d’ordinateurs infecte´s par un logiciel malveillant (e.g. un virus), commande´s par un maˆıtre et utilise´s
pour distribuer des spams, infecter autres ordinateurs (pour augmenter la taille du re´seau), s’attaquer a` des cibles





























Classificateur SLDC - Corps et en-teˆtes des messages
Jour 1 - 200 Jour 201 - 400 Jour 401 - 600
JM 0.0238 (0.018 - 0.032) 1.773 / 0.056 0.0489 (0.042 - 0.057) 2.438 / 0.120 0.1604 (0.144 - 0.179) 3.473 / 0.579
SB 0.0466 (0.038 - 0.057) 1.773 / 0.054 0.0355 (0.027 - 0.046) 2.438 / 0.042 0.0869 (0.074 - 0.102) 3.473 / 0.073
BG 0.1078 (0.091 - 0.128) 1.773 / 0.898 0.1337 (0.115 - 0.155) 2.438 / 0.526 0.3461 (0.309 - 0.388) 3.473 / 0.519
Classificateur SLDC - Corps des messages
Jour 1 - 200 Jour 201 - 400 Jour 401 - 600
JM 0.8382 (0.788 - 0.892) 7.975 / 1.519 0.9843 (0.928 - 1.044) 7.573 / 2.187 1.7968 (1.718 - 1.879) 7.712 / 4.282
SB 0.8859 (0.828 - 0.948) 8.010 / 1.453 1.2493 (1.188 - 1.314) 7.569 / 3.096 1.8163 (1.723 - 1.914) 7.712 / 3.835
BG 1.0562 (0.992 - 1.124) 8.010 / 2.029 1.1154 (1.055 - 1.179) 7.569 / 2.587 1.8314 (1.766 - 1.899) 7.712 / 4.334
Classificateur SLDC - En-teˆtes des messages
Jour 1 - 200 Jour 201 - 400 Jour 401 - 600
JM 0.0410 (0.031 - 0.055) 1.632 / 0.073 0.0711 (0.059 - 0.085) 2.700 / 0.286 0.2558 (0.232 - 0.282) 3.682 / 0.960
SB 0.0619 (0.046 - 0.083) 1.632 / 0.080 0.0452 (0.033 - 0.061) 2.700 / 0.041 0.1312 (0.112 - 0.154) 3.682 / 0.095
BG 0.0846 (0.068 - 0.105) 1.632 / 0.648 0.0867 (0.069 - 0.108) 2.700 / 0.295 0.2301 (0.199 - 0.266) 3.682 / 0.377
Classificateur Baye´sien Na¨ıf
Jour 1 - 200 Jour 201 - 400 Jour 401 - 600
JM 0.1721 (0.155 - 0.192) 0.339 / 3.965 2.0577 (2.005 - 2.112) 0.611 / 9.685 3.4842 (3.399 - 3.571) 0.783 / 23.75
SB 0.1948 (0.178 - 0.213) 0.339 / 7.125 1.3434 (1.299 - 1.389) 0.611 / 10.67 3.1534 (3.072 - 3.236) 0.783 / 29.72
BG 0.1507 (0.141 - 0.161) 0.339 / 8.280 3.3061 (3.241 - 3.372) 0.611 / 15.64 4.8255 (4.743 - 4.909) 0.783 / 31.09
Tab. 10.6: De´rive de l’efficacite´ de classement pour les quatre classificateurs. La dure´e de la pe´riode d’expe´rimentation (600 jours) a e´te´ partage´e
en 3 e´tapes de 200 jours. Dans chaque e´tape nous avons e´value´ les indicateurs 1-AUC%, avec intervalles de confiance a` 95 % et les taux d’erreur de




























































































(f) Entropie du score - JM-S
Fig. 10.13: Se´ries temporelles des indicateurs des flots JM-H et JM-S, classificateur SLDC, avec

































































































(f) Entropie du score - JM-S
Fig. 10.14: Se´ries temporelles des indicateurs des flots JM-H et JM-S - classificateur Baye´sien
Na¨ıf.
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(d) Classificateur baye´sien na¨ıf
Fig. 10.15: Variogrammes des indicateurs des flots JM-H et JM-S - series brutes avec e´limination
de la tendance de´terministe line´aire. Classificateur SLDC utilisant les en-teˆtes et le corps des
messages (Figure 10.15a), seulement les en-teˆtes (Figure 10.15b), seulement le corps (Figure
10.15c) et classificateur baye´sien na¨ıf (Figure 10.15d).
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Classificateur Dimension Spams Hams
Baye´sien Na¨ıf 1505439 29093 8499
SLDC (en-teˆtes et corps) 204702 1043 570
SLDC (corps) 241562 3609 1951
SLDC (en-teˆtes) 125583 1656 837
Tab. 10.7: Complexite´ (dimension du vocabulaire) des classificateurs et nombre de messages
retenus lors de la phase d’apprentissage. Le classificateur Baye´sien Na¨ıf a e´te´ construit avec
apprentissage supervise´ (et utilise tous les messages) tandis que les classificateurs SLDC, par
apprentissage actif.
10.5 Conclusions
Dans ce chapitre nous avons collecte´ les re´sultats de classement de quatre flots de messages
sur une pe´riode assez longue (20 mois). Le classificateur n’a pas e´te´ actualise´ pendant toute la
pe´riode d’expe´rimentation, de fac¸on a` mettre en e´vidence et observer la de´rive des caracte´ristiques
des flots. Nous avons construit des se´ries temporelles a` partir des parame`tres et indicateurs de
classement. L’analyse de ces se´ries nous a permis de caracte´riser un certain nombre d’aspects de
l’e´volution temporelle de ces flots.
Nous avons tout d’abord constate´ que les caracte´ristiques du flot de messages sont diffe´rentes
et n’e´voluent pas de la meˆme fac¸on selon la classe.
On observe que le nombre de messages par jour diminue pendant le weekend, de fac¸on plus
significative dans la classe des hams que des spams. Ces variations suivent le cycle d’activite´
professionnelle des utilisateurs de la messagerie et impactent les indicateurs de classement. Cet
impact du nombre de messages par jour dans les indicateurs de classement de la classe ham
sugge`re que, en plus de la de´rive a` long terme, les caracte´ristiques du flot de messages varie selon
le jour de la semaine. Comme conse´quence, le mode`le probablement le plus adapte´ pour le flot
de hams ne serait pas un mode`le line´aire mais un mode`le commute´, avec au moins deux re´gimes
diffe´rents et un basculement progressif entre les re´gimes.
L’identification d’un processus a` commutation de re´gime est inte´ressante a` cause des im-
plications que l’on trouvera dans un syste`me de filtrage avec retour d’information (feedback),
puisque ces retours n’e´tant jamais imme´diats, il convient de ve´rifier le conse´quences des retards
lorsqu’ils couvrent les instants de changement de re´gime. L’influence de ces retards font partie
des expe´rimentations du chapitre suivant.
L’existence d’une certaine ressemblance des indicateurs des flots de spam font croire qu’une
partie significative de ces flots re´sulterait d’une combinaison line´aire d’un nombre, pas tre`s e´leve´,
de flots inde´pendants. Ces coefficients de me´lange peuvent eˆtre (faiblement) variables dans le
temps. Cette hypothe`se n’est pas absurde puisqu’une fraction tre`s importante de la quantite´ de
spam en circulation (supe´rieure a` 80 %) est ge´ne´re´e par un petit nombre de sources (moins d’une
centaine)10.
L’unite´ d’agre´gation que nous avons utilise´ a e´te´ la journe´e, mais dans des expe´rimentations
pre´liminaires, nous avons remarque´ aussi des variations horaires dans le taux d’arrive´e de mes-
sages. Nous n’avons pas pu e´tudier l’impact dans les indicateurs de classement, mais il est tre`s
probable que le re´sultat soit identique puisque la cause est identique. Une e´tude a` cette e´chelle
ne´cessite des flots de messages plus importants.





Expe´rimentations de classement avec apprentissage actif en ligne
In theory there is no difference between theory and practice. In practice there is.
Yogi Berra
11.1 Introduction
Dans le chapitre pre´ce´dent nous avons utilise´ un classificateur, sans mise a` jour, pour faire
apparaˆıtre et e´tudier la de´rive temporelle naturelle des flots de messages. Dans ce chapitre, le clas-
sificateur est mis a` jour en continu, graˆce au retour d’information de classement, et peut s’adapter
aux changements des caracte´ristiques des flots. Des simulations sont faites dans diffe´rentes condi-
tions de fonctionnement : retard et/ou bruit dans le retour d’information, apprentissage supervise´
et plusieurs niveaux d’apprentissage actif.
Comme pour le chapitre pre´ce´dent, nous utilisons un simple classificateur discriminant line´aire
- SLDC. Les exemples sont pre´sente´s se´quentiellement selon l’ordre chronologique re´elle de leur
re´ception lors de la constitution des corpus. L’apprentissage se fait en ligne graˆce au retour d’in-
formation du classement correct des messages, soit suite a` une demande faite par le classificateur
(apprentissage actif), soit suite a` une erreur de classement de´tecte´e par le destinataire final.
La contribution de ce chapitre constitue, a` notre connaissance, la premie`re expe´rimentation
de´taille´e d’apprentissage actif, avec participation du destinataire, avec e´valuation de l’impact des
conditions ope´rationnelles et utilisant un corpus re´el de messages.
11.2 Objectifs et Hypothe`ses
Dans ce chapitre nous e´tudions, empiriquement, les parame`tres de fonctionnement d’un clas-
sificateur de messages e´lectroniques, sur une assez longue dure´e, dans un contexte d’apprentissage
actif et en ligne.
Pour cela, nous utilisons des ensembles de messages re´els, aussi bien le´gitimes et du spam -
des messages rec¸us par l’auteur et cense´s eˆtre significatifs d’une boˆıte aux lettres professionnelle.
Malheureusement, a` notre connaissance, il n’existe pas des corpus de messages le´gitimes, re´els,
re´alistes et re´cents, disponibles pour des expe´rimentations, pour des raisons de confidentialite´ et
respect de la vie prive´e.
Les e´valuations de classificateurs de messages e´lectroniques, que l’on trouve dans la biblio-
graphie, utilisent ge´ne´ralement des ensembles synthe´tiques de messages - ce sont, pour la classe
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spam, des messages en provenance de pie`ges a` spam et, pour la classe hams, des messages en
provenance de listes publiques de discussion ou de nouvelles, mais il n’est pas certain que ces
ensembles de messages correspondent a` des flots re´els. De fac¸on a` pouvoir positionner nos re´sul-
tats nous avons aussi utilise´ des ensembles de messages, constitue´s selon les meˆmes me´thodes de
ces e´valuations, et effectue´ les expe´rimentations a` la fois sur des ensembles re´els et synthe´tiques.
Cette comparaison n’est pas absolue, mais c’est la seule fac¸on disponible de positionner notre
mode`le par rapport aux filtres de messages disponibles. Accessoirement, nous allons identifier
des points qui font que l’utilisation d’ensembles synthe´tiques pour l’e´valuation de classificateurs
fonde´s sur l’apprentissage est hautement de´conseille´e.
En ce qui concerne les indicateurs ope´rationnels de classement, nous nous inte´ressons a` la
qualite´ de classement, exprime´e par des taux d’erreur global et spe´cifique par classe, et aux
conse´quences de parame`tres nuisibles tels le retard dans la boucle ou le niveau de bruit (qui
repre´sente les erreurs d’appre´ciation, par les destinataires). D’autres parame`tres inte´ressants sont
la complexite´ du classificateur a` la fin de l’expe´rimentation, repre´sente´e par le nombre d’attributs,
et le nombre de messages retenus pour l’apprentissage.







Référence Message + Étiquette
Fig. 11.1: Mode`le fonctionnel utilise´ pour la simulation de classement en ligne de messages
e´lectroniques avec apprentissage actif.
L’e´tude pre´sente´e ici est base´e sur le mode`le fonctionnel de la Figure 11.1, que nous avons
simule´ a` l’aide d’un simulateur a` e´ve´nements discrets.
Les corpus utilise´s (de´crits plus loin) sont constitue´s de messages e´tiquete´s avec la classe
d’appartenance et la date, re´elle, de leur arrive´e.
La simulation de l’ope´ration en ligne du classificateur est coordonne´e par un ordonnanceur,
qui scrute une pile d’e´ve´nements trie´s par ordre chronologique et soumet chaque e´ve´nement au
module concerne´. Les e´ve´nements sont de deux types : l’arrive´e d’un message (e´ve´nement classe-
ment) et le retour d’une information de classe associe´ a` un message (e´ve´nement apprentissage).
Les e´ve´nements du premier type sont des e´ve´nements externes impose´s au simulateur, tandis que
ceux du deuxie`me type re´sultent du fonctionnement meˆme du simulateur.
11.3.1 Les modules du simulateur
Le simulateur a deux modules qui correspondent a` des composants re´els : le classifica-
teur et le destinataire des messages, deux modules auxiliaires (Retard et Bruit) et un module
d’ordonnancement dont de´pend le fonctionnement du simulateur lui-meˆme.
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Le module Ordonnanceur - qui n’apparaˆıt pas dans ce sche´ma, est charge´ de la gestion de la
simulation et de la communication entre les modules. Il scrute la pile d’e´ve´nements dans l’ordre
chronologique et soumet des taˆches a` chaque module selon l’e´ve´nement a` traiter ou le re´sultat
du traitement effectue´ par les modules.
Le processus entier de simulation est de´clenche´ par une suite d’e´ve´nements, lus par l’ordon-






ou` la premie`re colonne correspond a` la date d’arrive´ du message (seconds depuis Unix epoch :
1er/janvier/1970 00h00m00s), la deuxie`me colonne contient l’e´tiquette du message (information
qui n’est utilise´e que par le destinataire) et la dernie`re colonne contient le chemin du fichier avec
le message a` traiter.
Le Classificateur - est base´ sur un algorithme discriminant line´aire - SDLC (voir description
de´taille´e dans le Chapitre 9) - et fonctionne en deux modes : classement et apprentissage.
Le mode classement est de´clenche´ par un e´ve´nement d’arrive´e d’un message. Le classificateur
examine le message et lui attribue un score : le produit interne de la repre´sentation du message
et le vecteur de parame`tres du classificateur. La valeur neutre du score (0) est utilise´e comme
seuil (trivial) de classement : au dessus de cette valeur la classe spam est attribue´e au message
et au dessous c’est la classe ham. Ce score correspond, en principe, au logit de la probabilite´ que
le message en cours appartienne a` classe spam. Le score en e´chelle de probabilite´ [0, 1] est aussi
disponible.
L’apprentissage actif (voir description de´taille´e dans la Section 5.4.3 et Chapitre 9) imple´-
mente´ dans le simulateur est base´ sur la marge de classement de´finie, par :
marge = |score− 0.5| (11.1)
et qui est un indicateur de l’incertitude de classement. Si la marge est infe´rieure a` une valeur
pre´de´finie : le seuil de requeˆte, le classificateur active un drapeau, transmis au destinataire avec le
message lui indiquant que le classificateur souhaite connaˆıtre le classement correct du message.
A` noter que si le seuil est e´gal a` 0.5 (valeur maximale), alors tous les messages sont inte´gre´s
dans le processus d’apprentissage, ce qui correspond a` la situation d’apprentissage supervise´. La
valeur extreˆme oppose´e - seuil nul - correspond a` la situation ou` le classificateur n’est jamais mis
a` jour.
Le mode apprentissage est de´clenche´ lorsque le destinataire retourne la bonne e´tiquette as-
socie´e a` un message. Le classificateur e´value, a` nouveau le score et la marge - ceci est ne´cessaire
puisque le classificateur a pu eˆtre mis a` jour apre`s le premier passage du message. Si la nouvelle
marge est infe´rieure au seuil de requeˆte, le classificateur adapte les corrige parame`tres de l’algo-
rithme de classement, selon la me´thode de´crite dans le Chapitre 9 et Annexe C (approximation




+ η∞, i > 0, 0 ≤ η∞ < 1 (11.2)
La valeur asymptotique de ηi ne doit pas eˆtre nulle, de fac¸on a` ce que le classificateur puisse
s’adapter aux changements dans le flot et de´fini ”l’inertie” du classificateur. Dans des expe´ri-
mentations pre´liminaires nous n’avons pas trouve´ des diffe´rences significatives pour des valeurs
asymptotiques dans l’intervalle [0.001, 0.004]. En dehors de cette plage, les valeurs plus hautes
rendant le classificateur trop sensible au bruit et les valeurs plus basses font qu’il ne re´agit pas as-
sez vite aux changements. Dans l’ensemble de ces expe´rimentations, nous avons fixe´ η∞ = 0.002.
Cette valeur est compatible avec la ”thumb rule” indique´e par Benveniste et all [18, p. 150] :
autour de un millie`me.
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11.3. Mode`le fonctionnel et contexte de simulation
Corpus Classe Nombre Description
JM-H Ham 86858 Les messages le´gitimes rec¸us par l’auteur
JM-S Spam 379210 Les spams rec¸us par l’auteur
SB-S Spam 486142 Les spams rec¸us dans un pie`ge a` spam, ge´re´ par l’auteur,
dans un sous-domaine de ensmp.fr
BG-S Spam 1219031 Les spams rec¸us dans un pie`ge a` spam ge´re´ par Bruce Guen-
ter, et disponible a` http://untroubled.org/spam/
SYNT-H Ham 196112 Un corpus synthe´tique constitue´ de messages en provenance
des archives publiques d’environ 200 listes de diffusion (en
franc¸ais et en anglais) ainsi que des abonnements a` des ser-
vices de nouvelles scientifiques ou d’actualite´s (ACM, Science
Direct, CNN, CBS, Foxnews, NewYork Times, ...)
Tab. 11.1: Ensembles de messages utilise´s dans les expe´rimentations. Les ensembles JM-H et
JM-S sont constitue´s avec des messages envoye´s a` des personnes re´elles. Les autres ensembles
sont des ensembles ”synthe´tiques” constitue´s, selon la cate´gorie, par des messages envoye´s a` des
pie`ges a` spam ou des messages distribue´s par des listes de diffusion.
Le Destinataire - joue un roˆle trivial : si le drapeau de demande de classement correct est
actif ou si le classement du message est errone´, alors il retourne le message vers le classificateur
a` l’aide d’un e´ve´nement apprentissage.
Le module ”Retard” - est un artifice permettant de simuler le de´lai entre le moment ou` le
classificateur a traite´ le message et le moment ou` le message a e´te´ lu par le destinataire. Dans le
cas ou` le destinataire doit retourner une information de classement, un e´ve´nement correspondant
est ajoute´ a` la pile d’e´ve´nements, pour la date ti+∆i. Deux types de retard ont e´te´ expe´rimente´s :
un retard constant et un retard ale´atoire de distribution exponentielle avec un seuil de 10 minutes.
Dans la re´alite´, le retard doit suivre des lois plus complexes, en particulier de´pendre du moment
de la journe´e et du jour de la semaine. A notre connaissance, il n’y a pas de travaux publie´s sur
ce sujet.
Le module ”Bruit” - , comme le module pre´ce´dent, permet de simuler les erreurs d’appre´cia-
tion du classement correct des messages, par le destinataire. Le passage par ce module fait que
l’information de classe retourne´e par le destinataire est inverse´e ale´atoirement selon une valeur
ge´ne´re´e ale´atoirement avec distribution de Bernouilli dont le parame`tre est la probabilite´ d’erreur
a` simuler. Il s’agit d’un bruit dit uniforme dans le sens ou` il est inde´pendant des caracte´ristiques
de chaque message.
11.3.2 Corpus de messages
Nous avons utilise´ les meˆmes corpus de messages de´ja` utilise´s dans le Chapitre 10 : JM-H,
JM-S, SB-S et BG-S. Les deux premiers correspondent aux messages des deux cate´gories rec¸us
par une meˆme personne, re´elle, et a` un meˆme endroit, tandis que les deux derniers, ce sont des
messages envoye´s a` des pie`ges a` spam (Voir Table 11.1). Nous avons ajoute´ un dernier ensemble
de messages, SYNT-H, construit a` partir d’archives de listes de discussion publiques, dont la
plupart typiques de la communaute´ d’enseignement supe´rieur et de recherche, et de listes de
diffusion de nouvelles scientifiques ou actualite´s - ce sont des messages en franc¸ais et en anglais.
Il s’agit, pour les cinq ensembles, de messages collecte´s dans la pe´riode allant du mois de janvier
2009 a` aouˆt 2010.
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Les ensembles de messages ont e´te´ combine´s par pairs (un de chaque classe) et trie´s par ordre
chronologique de la date de re´ception. Les deux couples les plus significatifs sont JM-H/JM-
S et SYNT-H/BG-S. Le premier repre´sente les messages rec¸us par une personne re´elle et le
deuxie`me est, typiquement, le type de corpus utilise´ dans les e´valuations de filtres anti-spam
par les revues spe´cialise´es (e.g. Virus Bulletin - VBSPAM1) et nous permet de positionner notre
expe´rimentation par rapport aux re´sultats de ces e´valuations.
Nous avons aussi utilise´ le corpus public de messages TREC-07 [57], ce qui nous permet
d’e´talonner et comparer nos re´sultats avec ceux obtenus par le classificateur similaire propose´
par Gordon Cormack [58]. Accessoirement, il s’agit d’un corpus synthe´tique dans le sens ou` il a
e´te´ constitue´ exclusivement pour le workshop Spam de TREC-2007, mais c’est aussi le premier
corpus public constitue´ des deux classes de messages collecte´s sur un meˆme point. Par contre,
son e´tendue temporelle ne co¨ıncide pas avec celle des autres ensembles.
Pour simuler le fonctionnement d’un filtre en bordure d’un domaine, les messages ont subi un
traitement de fac¸on a` enlever les enteˆtes rajoute´s a` l’inte´rieur du domaine, des informations qui
ne sont pas, a` priori, discriminantes de la classe du message. En plus, dans le cas des ensembles
dits synthe´tiques, certains enteˆtes du eˆtre modifie´s de fac¸on a` ce qu’ils puissent eˆtre vus, par
le filtre, comme des messages destine´s a` des destinataires re´els, les meˆmes de la classe oppose´e.
Les raisons et la pertinence de ces derniers traitements seront discute´s en meˆme temps que les
re´sultats.
11.3.3 Protocole de simulation
Dans les expe´rimentations de classement en boucle ouverte (Chapitre 10), nous avons utilise´
un classificateur pre´-construit avec les messages rec¸us pendant les deux mois avant la pe´riode en
e´tude, et aucune mise a` jour n’a e´te´ applique´e pendant l’expe´rimentation. Ici, nous partons d’un
classificateur vide qui sera construit au long de l’expe´rimentation.
On peut distinguer deux phases d’apprentissage : une phase initiale transitoire (dite d’accro-
chage) et une phase dite de poursuite, ou` le but de l’apprentissage est l’adaptation du classificateur
aux changements (lents ou mineurs) des caracte´ristiques du flot.
Nous n’avons pas tenu compte, dans les re´sultats de synthe`se, des messages des 30 premiers
jours (choix arbitraire), de fac¸on a` ce que re´sultats ne tiennent pas compte de la phase transitoire.
Ne´anmoins, les re´sultats des premiers jours sont toujours enregistre´s pour pouvoir e´tudier la dure´e
et le comportement du classificateur pendant la phase d’accrochage.
Pour chaque couple d’ensemble de messages nous avons fait varier :
– le retard dans le retour de l’information de classement correct, par le destinataire. Nous
avons effectue´ des simulations avec retard fixe et retard ale´atoire avec distribution expo-
nentielle ;
– le taux d’erreur dans le retour d’information de classement ;
– la marge utilise´e dans l’apprentissage actif, la faisant varier dans l’intervalle [0.05, 0.50]. La
borne supe´rieure correspond a` une situation d’apprentissage supervise´e ou` tous les exemples
sont utilise´s.
Pour chaque contexte de simulation de´fini par les parame`tres de´crits ci-dessus, nous avons ob-
serve´ :
– Taux d’erreur de classement spe´cifique par classe et global repre´sente´ par l’aire sous la
courbe ROC (1-AUC%) ;
– Taux de requeˆtes (query rate) la fraction du nombre de messages dont le classificateur de-
mande la classe d’appartenance (l’e´tiquette). Ce parame`tre est inte´ressant puisqu’il indique
le niveau de participation du destinataire dans le classement des messages ;
– Taux d’apprentissage - la fraction du nombre de messages classe´s qui ont e´te´ effectivement
utilise´s pour l’apprentissage ;




Ces (nombreuses) mesures ont e´te´ faites avec les tous les ensembles de messages. Nous pre´sen-
tons, dans la section suivante, les re´sultats globaux pour les diffe´rents couples e´tudie´s et, ensuite,
les re´sultats de´taille´s pour chaque parame`tre pour le couple JM-H/JM-S.
11.4 Re´sultats
11.4.1 Les diffe´rents flots de messages
Le Tableau 11.2 synthe´tise les re´sultats obtenus avec les diffe´rentes combinaisons possibles
de couples d’ensembles hams/spams, re´els/synthe´tiques de messages, obtenus avec une marge


























Fig. 11.2: Les histogrammes normalise´s (en e´chelle logarithmique), estime´s sur 20 bins, des scores
des messages (en e´chelle de probabilite´) montrent que le nombre de messages a` l’inte´rieur de la
re´gion d’apprentissage actif est bien plus importante lorsque les deux classes sont constitue´es



























Fig. 11.3: Evolution de la dimension (en nombre d’attributs) du classificateur. On remarque la
croissance plus rapide pour le couple JM-H/JM-S, qui s’explique par le nombre plus important
de messages dans la re´gion d’apprentissage actif.
Les re´sultats de chaque couple d’ensembles de messages sont pre´sente´s en deux lignes : la
premie`re (∆t = 0) tient compte de la dure´e entie`re de l’expe´rimentation tandis que dans la
deuxie`me (∆t = 30) le de´but d’acquisition est de´cale´ de 30 jours, un choix arbitraire, de fac¸on a`
ne pas tenir compte de la phase transitoire d’initialisation du classificateur.
On remarque une diffe´rence importante entre les re´sultats des deux couples extreˆmes : JM-
H/JM-S (ensembles de messages re´els) et SYNT-H/BG-S (ensembles de messages synthe´tiques),









































Corpus ∆t Classe Messages Erreurs 1-AUC% Requeˆtes Dim.
Jour Nb Nb % % Intervalle de Confiance Nb % Attrs
0
ham 86858 285 3.281e-01
3.634e-03 (2.681e-03 - 4.926e-03)
2060 2.372
422696
JM-H spam 379210 122 3.217e-02 2667 7.033e-01
JM-S
30
ham 82158 208 2.532e-01
3.248e-03 (2.316e-03 - 4.556e-03)
1672 2.035
spam 363198 109 3.001e-02 2051 5.647e-01
0
ham 86858 13 1.497e-02
3.372e-06 (1.837e-06 - 6.190e-06)
341 3.926e-01
133893
JM-H spam 486142 17 3.497e-03 495 1.018e-01
SB-S
30
ham 82158 2 2.434e-03
1.471e-06 (6.186e-07 - 3.497e-06)
221 2.690e-01
spam 466714 16 3.428e-03 267 5.721e-02
0
ham 86858 5 5.757e-03
1.577e-07 (4.760e-08 - 5.226e-07)
136 1.566e-01
75394
JM-H spam 1219031 23 1.887e-03 247 2.026e-02
BG-S
30
ham 82158 3 3.652e-03
6.746e-08 (8.724e-09 - 5.217e-07)
73 8.885e-02
spam 1172805 21 1.791e-03 143 1.219e-02
0
ham 196112 10 5.099e-03
1.315e-06 (4.594e-07 - 3.765e-06)
456 2.325e-01
139495
SYNT-H spam 379210 14 3.692e-03 335 8.834e-02
JM-S
30
ham 184134 0 0.000
1.914e-07 (3.342e-08 - 1.096e-06)
293 1.591e-01
spam 363198 12 3.304e-03 189 5.204e-02
0
ham 196112 12 6.119e-03
6.030e-06 (1.972e-06 - 1.844e-05)
586 2.988e-01
172627
SYNT-H spam 1219031 33 2.707e-03 578 4.741e-02
BG-S
30
ham 184134 1 5.431e-04
2.940e-06 (2.663e-07 - 3.245e-05)
407 2.210e-01

















































































































































































































Tab. 11.3: Fraction du nombre de messages dont le score de classement se situe a` l’inte´rieur de
la re´gion de classement actif : [0, 15, 0, 85] (Table 11.2), bien plus importante dans de cas des






Tab. 11.4: Fraction du nombre de messages du couple JM-H/JM-S dont le score de classement
se situe a` l’inte´rieur de la marge de classement actif : [0, 15, 0, 85] (Table 11.5). Les messages
publicitaires ont e´te´ enleve´s des ensembles marque´s avec un ’*’.
Les messages dans la zone d’apprentissage actif
Si l’on observe la distribution des scores des messages (Figure 11.2 et Table 11.3), on remarque
que la fraction de messages dont le score (en probabilite´) se trouve a` l’inte´rieur de la plage
d’apprentissage actif ([0.15, 0.85]) est plus importante dans les le couple JM-H/JM-S que dans
les autres couples. Cet indicateur repre´sente l’incertitude de classement.
Dans le couple JM-H/JM-S, la plupart des messages mal classe´s (74% des spams et 87% des
hams) et dont le score se trouve dans la plage d’apprentissage actif sont des messages publicitaires
particulie`res. Il s’agit de messages envoye´s par des entreprises de marketing connues et le´gitimes
distribuant, a` la fois, de la publicite´ abusive (donc des spams) et des newsletters ou des messages
commerciales de partenaires connus (donc des hams) - des messages tre`s similaires sur les deux
classes.
Pour examiner l’influence de cette cate´gorie de messages dans les re´sultats de classement,
nous avons compare´ les re´sultats de l’ensemble JM-H/JM-S avec ceux que l’on obtient lorsque
l’on enle`ve ce type de messages (Table 11.5), et nous constatons que leur suppression ame´liore
le´ge`rement la qualite´ de classement. Curieusement, l’ame´lioration dans les taux d’erreur est plus
effective lorsque la suppression se fait dans la classe spam, alors que dans le nombre de requeˆtes
et dimension finale du classificateur, l’ame´lioration est plus effective quand la suppression se
fait dans la classe ham. On remarque notamment une notable diminution dans la dimension du
classificateur lorsque ce type de message est enleve´ du flot.
La Table 11.4 montre les fractions de messages a` l’inte´rieur de la plage d’apprentissage actif
apre`s suppression des messages publicitaires. Aussi, on remarque que la fraction de messages de
cette cate´gorie n’est pas la meˆme dans les deux classes : 1, 43% des hams et 3, 97% des spams.
Hormis l’impact certain de cette cate´gorie de messages dans l’efficacite´ de classement, il ne semble
pas judicieux de ge´ne´raliser les observations restantes.








































Corpus ∆t Classe Messages Erreurs 1-AUC% Requeˆtes Dim.
Jour Nb Nb % % Intervalle de Confiance Nb % Attrs
0
ham 86858 285 3.281e-01
3.634e-03 (2.681e-03 - 4.926e-03)
2060 2.372
422696
JM-H spam 379210 122 3.217e-02 2667 7.033e-01
JM-S
30
ham 82158 208 2.532e-01
3.248e-03 (2.316e-03 - 4.556e-03)
1672 2.035
spam 363198 109 3.001e-02 2051 5.647e-01
0
ham 86858 243 2.798e-01
2.643e-03 (1.841e-03 - 3.794e-03)
1884 2.169
403743
JM-H spam 364148 88 2.417e-02 2454 6.739e-01
JM-S*
30
ham 82158 167 2.033e-01
2.326e-03 (1.517e-03 - 3.566e-03)
1505 1.832
spam 348468 74 2.124e-02 1850 5.309e-01
0
ham 85618 228 2.663e-01
3.260e-03 (2.071e-03 - 5.130e-03)
1775 2.073
385315
JM-H* spam 379210 100 2.637e-02 2263 5.968e-01
JM-S
30
ham 80971 166 2.050e-01
2.920e-03 (1.868e-03 - 4.564e-03)
1419 1.752
spam 363198 86 2.368e-02 1717 4.727e-01
0
ham 85618 207 2.418e-01
2.329e-03 (1.634e-03 - 3.320e-03)
1646 1.922
366244
JM-H* spam 364148 83 2.279e-02 2105 5.781e-01
JM-S*
30
ham 80971 143 1.766e-01
2.060e-03 (1.357e-03 - 3.129e-03)
1293 1.597








































































synthe´tiques, que ce soient des messages en provenance de pots de miel ou des listes de diffusion.
En effet, la pre´sence de ce type de message, a` cheval sur les deux classes, rend les classes moins
facilement se´parables. Cette cate´gorie de message est parfois de´signe´e par l’expression message
gris (ou gray mail, en anglais). Leur pre´sence, dans les deux classes affecte le taux d’erreurs de
classement, le nombre de messages utilise´s pour l’apprentissage actif et surtout la dimension du
classificateur construit, comme le montre l’e´volution temporelle de la dimension du classificateur
- Figure 11.3 - bien plus importante dans le flot de messages re´els (JM-H/JM-S) que dans les
autres. On peut penser que, a` long terme, ces messages peuvent nuire l’efficacite´ de classement,
et que ce type de message me´rite une attention ou un traitement particulier.
Autres diffe´rences
Ne´anmoins, l’ame´lioration que nous avons obtenu n’est pas suffisante pour expliquer la diffe´-
rence trouve´e. Nous avons mentionne´, dans la Section 11.3.2, que les ensembles de messages ont
subi des traitements de fac¸on a` ce que, aux yeux du classificateur, ils puissent ressembler a` des
messages collecte´s tous aux meˆme endroit et vers des destinataires du meˆme domaine local. En
effet, sans cela, le classificateur fini par classer les messages par leur origine et non pas par les
cate´gories voulues (ham et spam).
Cette hypothe`se se confirme lorsque l’on consulte les attributs les plus discriminants du
classificateur (les attributs de poids les plus forts) : le nom de domaine, le mode`le et version du
logiciel sur le serveur ou encore des enteˆtes spe´cifiques. Cette remarque est valable en particulier
pour les classificateurs avec apprentissage en ligne. Le traitement automatise´ des enteˆtes peut
devenir assez complexe, en particulier lorsque le type de logiciel de messagerie installe´ dans les
points de collecte ne sont pas identiques ou alors dans certaines configurations particulie`res.
Cette complexite´ peut finir par de´te´riorer l’efficacite´ de filtrage des ensembles re´els. Ainsi, il
ne nous semble pas utile de consacrer trop d’effort sur cela et conside´rer que les e´valuations
de classificateurs base´s sur l’apprentissage en ligne ne doit eˆtre faite qu’avec des ensembles de
messages collecte´s en meˆme temps et au meˆme endroit.
Reste une hypothe`se que nous n’avons pas pu ve´rifier, et qui concerne la diversite´ des mes-
sages. On a bien constate´ que, pour la cate´gorie des spams, on retrouve, grosso modo, les meˆmes
messages aussi bien dans les ensembles collecte´s dans des pie`ges a` spam ou envoye´s a` un desti-
nataire re´el. Ne´anmoins, pour les messages le´gitimes synthe´tiques, nous avons utilise´ un nombre
limite´ (∼ 200) de listes de diffusion ou de nouvelles, envoye´s par un nombre petit d’expe´diteurs
(< 20). Or, ces messages sont formate´s de fac¸on assez uniforme avec des sujets et vocabulaire
assez stables. La ve´rification de cet hypothe`se ne´cessite d’autres outils et surtout d’avoir acce`s
a` l’ensemble des messages (hams et spams) rec¸us pendant une pe´riode assez longue, ce qui nous
semble assez difficile pour des raisons pratiques et de protection de la vie prive´e et de confiden-
tialite´.
Vitesse d’apprentissage
Si bien que l’ide´e, qualitative, de la vitesse d’apprentissage soit intuitive - la rapidite´ avec la-
quelle un dispositif s’adapte a` son environnement - les de´finitions peuvent varier selon le contexte.
Nous faisons le choix arbitraire de nous inspirer du ”temps de monte´e” (rise time) 2 que l’on de´fi-
nit, en e´lectronique, comme le de´lai de basculement d’un signal, entre 10% et 90% de l’amplitude
du changement, de´duits les e´ventuels pics de de´passement (overshoot).
Le signal qu’il convient d’observer est le score des messages, le parame`tre de re´gulation du
classificateur. En fait nous utilisons le score moyen journalier. Du point de vue de l’efficacite´ de
filtrage il conviendrait plutoˆt de observer l’erreur de classement. Nous allons regarder les deux.
Comme dans les analyses de´ja` faites, nous avons se´pare´, par classe, les re´sultats de score
moyen journalier et les pre´sentons dans les Figures 11.4a et 11.4b. On observe que tous les
indicateurs de´passent de´ja`, de`s le premier jour, la moitie´ de la plage de variation. Pour e´valuer
2http://www.atis.org/glossary/definition.aspx?id=2014
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le ”temps de monte´e”, nous avons conside´re´ comme valeur cible, la moyenne du score pendant la
pe´riode d’expe´rimentation, excluant les 120 premiers jours (pour eˆtre surs de ne pas inclure la
phase transitoire) et pris le nombre de jours ne´cessaires pour atteindre pour la premie`re fois 90%
de cette valeur. Les re´sultats obtenus sont pre´sente´s dans la Table 11.6.
Ham Spam
∆score tr (jours) ∆score tr (jours)
JM-H/JM-S -4.39 19 4.27 30
JM-H/SB-S -3.70 22 3.48 37
JM-H/BG-S -3.37 19 4.22 30
Tab. 11.6: Temps de monte´e (rise time), en jours, du score moyen des messages, par classe. Cet
indicateur e´value le temps pris pour que le score moyen journalier effectue 80% de la variation
attendue (10% a` 90%) : passant de la valeur initiale a` la valeur moyenne finale.
L’autre point de vue est l’efficacite´ de filtrage, c.a`.d. le taux d’erreur. Une e´valuation directe
par le nombre de messages classe´s en erreur par jour n’est pas une mesure significative puisque
le nombre d’e´chantillons (∼ 1000) est faible pour les taux d’erreur en jeu (entre 0.01% et 0.5%).
Une approche alternative consiste a` supposer que, a` chaque jour, le score des messages suit
une distribution normale. Cette hypothe`se est plausible puisque le score re´sulte d’une somme
de variables ale´atoires. On peut alors de´terminer la borne de seuil qui correspondant a` un taux
d’erreur fixe.
Dans une approche alternative, e´mettons l’hypothe`se que, pour chaque jour, le score des
messages, de chaque classe, est une variable ale´atoire de distribution normale :
N (µh(i), σh(i)), µh(i) < 0
N (µs(i), σs(i)), µs(i) > 0
(11.3)
On peut alors de´terminer une borne de score correspondant a` un taux d’erreur fixe donne´e
comme, par exemple, 2.5 % (re´fe´rence usuelle lorsqu’on utilise des distributions normales).
Ainsi, pour chaque jour i et classes ham et spam, les bornes de score qui font que les proba-
bilite´s d’erreur spe´cifique soient infe´rieures a` 2.5% sont de´finies par :
Ph(score > µˆh(i) + 1.96 σˆh(i)) < 0.025
Ps(score < µˆs(i)− 1.96 σˆs(i)) < 0.025
(11.4)
Ces bornes sont pre´sente´es dans les Figures 11.4c et 11.4d montrent que, a` l’exception des hams
du couple de messages JM-H/JM-S, le taux d’erreur spe´cifique de classement est de´ja` infe´rieur
a` 2.5%.
Le test de normalite´ de Cramer-Von Mises3, applique´ sur quelques dizaines de jours e´chan-
tillons choisis au hasard a montre´ que l’hypothe`se de normalite´ n’est pas ve´rifie´e. Nous avons
e´value´, pour chaque jour, les troisie`me et quatrie`me moments sans dimension (Skewness et Kur-
tosis) (voir, p.ex. l’Annexe B ou [75]) des distributions du score des messages. Ce sont des
indicateurs de l’asyme´trie et de l’aplatissement (ou ”pointicite´”) d’une distribution4.
Les valeurs de ces indicateurs, synthe´tise´es dans le Tableau 11.7, ne permettent pas de ti-
rer des conclusions ge´ne´ralisables, mais e´tant donne´ qu’elles restent majoritairement faibles on
peut penser que l’approximation reste acceptable, meˆme si l’hypothe`se de normalite´ n’est pas
respecte´e.
3Le test statistique d’ajustement de Cramer-Von Mises a e´te´ effectue´ par le logiciel R.
4Cette de´finition de Kurtosis est souvent appele´e Kurtosis en exce`s, a` cause de la valeur 3 de´duite, permettant
une comparaison avec une distribution normale.
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Min. 1st Qu. Median 3rd Qu. Max. Mean
JM-H Ham
skewness -2.1430 -0.5574 -0.2920 -0.0802 1.3380 -0.3181
kurtosis -1.2950 -0.2475 0.2698 1.0490 6.1230 0.4814
JM-S Spam
skewness -1.3890 -0.1730 0.0125 0.1670 0.8549 -0.0158
kurtosis -1.1950 -0.1839 0.0886 0.5123 11.3300 0.3683
JM-H Ham
skewness -2.3300 -1.0450 -0.6630 -0.3061 1.2120 -0.6566
kurtosis -1.4960 0.2836 1.1460 2.2290 9.3040 1.4030
SB-S Spam
skewness -1.5270 -0.2140 0.1258 0.4029 1.1030 0.0975
kurtosis -1.3320 -0.2962 0.0885 0.5716 14.8600 0.2384
JM-H Ham
skewness -1.5580 -0.7237 -0.5180 -0.2772 1.2290 -0.4784
kurtosis -1.5500 0.0553 0.4460 0.9687 8.0000 0.5990
BG-S Spam
skewness -1.7510 -1.0720 -0.8557 -0.5834 0.3841 -0.7918
kurtosis -0.8411 0.3818 1.0840 1.7920 7.6210 1.1630
Tab. 11.7: Synthe`se des troisie`me et quatrie`me moments (kurtosis et skewness) de la distribution








































































(d) Borne infe´rieure - Spams
Fig. 11.4: E´volution de la moyenne journalie`re du score (en e´chelle logit) des messages pendant
la pe´riode d’accrochage. Le score des messages est le parame`tre de re´gulation de la boucle de
re´troaction. On constate que ce parame`tre s’approche tre`s rapidement de la valeur en re´gime
permanent.
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Comparaison avec les re´sultats de TREC-07
Le classificateur que nous avons utilise´ dans nos expe´rimentations est base´ sur celui propose´
par Goodman et Yih [115], et repris par Cormack [58]. Du point de vue conceptuel, nous utili-
sons un taux d’apprentissage variable et de´croissant (approximation stochastique), alors que ce
parame`tre est fixe dans les versions pre´ce´dentes. Les autres diffe´rences rele`vent de l’imple´men-
tation : Cormack utilise le message brut, alors que nous excluons quelques enteˆtes des messages
et nous n’utilisons pas les messages bruts, mais nous prenons soin de de´coder les parties MIME
(multime´dia).
Lors du workshop TREC-07 SPAM [57], les meilleurs re´sultats ont e´te´ obtenus par le classi-
ficateur a` SVM propose´ par Sculley [230] et le classificateur a` Re´gression Logistique utilise´ par
Cormack [58].
Dans la Table 11.8 nous comparons nos re´sultats (apprentissage actif) avec ceux obtenus par
Cormack et Sculley sur le corpus TREC07 [57] dans les taˆches d’apprentissage actif (avec la
contrainte de ne pas utiliser plus de 1000 exemples) et d’apprentissage supervise´.
Pour l’apprentissage actif, nos re´sultats sont le´ge`rement meilleurs, selon l’indicateur 1-AUC%.
Si cette diffe´rence n’est pas suffisamment significative, elle indique ne´anmoins que l’efficacite´ de
notre classificateur est au moins comparable a` celle de l’e´tat de l’art actuellement connus.
Nous avons ajoute´ les re´sultats des solutions propose´es par Cormack et Sculley, dans un
contexte d’apprentissage supervise´. Dans ce contexte, leurs re´sultats sont meilleurs que les noˆtres
en apprentissage actif. Ne´anmoins, ce contexte est irre´aliste puisque, d’une part, il exige l’informa-
tion d’e´tiquette de tous les messages vus et d’autre part, il est fort probable que ces classificateurs
soient sur-ajuste´s.
Apprentissage actif Apprentissage supervise´
JM - SLDC wat4p1000 tftS2Fp1000 wat4pf tftS3Fpf
- Reg. Log. RO SVM Reg. Log. RO SVM
1-AUC (%) 0.0093 0.0145 0.0144 0.0055 0.0093
TFP (%) 0.353 - - - -
TFN (%) 0.173 - - - -
Requeˆtes 943 < 1000 < 1000 75419 75419
Tab. 11.8: Comparaison de nos re´sultats avec ceux obtenus par Gordon Cormack (re´gression
logistique) et D. Sculley (ROSVM) lors de TREC-07 [57], dans les taˆches apprentissage actif et
supervise´. Le corpus de messages de test est celui de TREC-07.
11.4.2 Le flot JM-H/JM-S
Nous avons simule´, pour le couple JM-H/JM-S, les diffe´rentes combinaisons des conditions
de fonctionnement :
– marge d’apprentissage actif variant entre 0.05 et 0.50 (apprentissage supervise´ - tous les
messages sont utilise´s pour l’apprentissage du classificateur) ;
– niveau de bruit dans la boucle de re´troaction variant entre 0 % (pas de bruit) et 16 % :
l’information de classement fournie par le destinataire est fausse ;
– retard dans la boucle de re´troaction : entre 0 h (retour imme´diat) et 168 h (1 semaine),
avec des retard fixe ou ale´atoire avec distribution exponentielle.
et e´value´ :
– l’erreur de classement spe´cifique par classe (faux positifs et faux ne´gatifs) ;
– l’erreur de classement global selon 1-AUC % ;
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– le nombre d’e´tiquettes demande´es par le classificateur - pour l’apprentissage actif ;
– le nombre d’e´tiquettes retourne´es par le destinataire et effectivement prises en compte pour
l’apprentissage ;
– la dimension finale du classificateur (nombre d’attributs).
Les re´sultats de´taille´s sont pre´sente´s sous diffe´rentes formes dans des tables dans l’Annexe
G :
– les Tables G.5 et G.6 pre´sentent les re´sultats en fonction du retard dans le retour d’in-
formation. Le retard est constant dans G.5 et ale´atoire de distribution exponentielle (avec
seuil de 10 minutes) dans G.6 ;
– les Tables G.7 a` G.30 pre´sentent les re´sultats en fonction de la marge d’apprentissage
actif. Chaque table correspond a` des valeurs fixes de retard dans le retour d’information
d’e´tiquette et de niveau de bruit ;
– les Tables G.31 a` G.38 synthe´tisent l’ensemble des Tables G.7 a` G.30, ne pre´sentant qu’une
seule valeur : la dimension du classificateur construit (en nombre d’attributs) dans les
Tables G.31 a` G.34 et l’erreur de classement (1-AUC %) dans les Tables G.35 a` G.38.
Une repre´sentation synthe´tique inte´ressante est celle des Figures 11.5 et 11.6, ou` les variables
explique´es - l’erreur de classement (1-AUC% ), la dimension du classificateur et la fraction de
messages classe´s utilise´s pour l’apprentissage - sont repre´sente´es par des e´chelles de couleur en
fonction de deux variables explicatives - la marge d’apprentissage actif et le niveau de bruit. Pour
chaque variable explique´e, une se´rie de quatre figures est utilise´e pour repre´senter quatre valeurs
de la troisie`me variable explicative : le retard dans la boucle de re´troaction.
En effet, le re´sultat le plus inte´ressante est l’apport de l’apprentissage actif par rapport a` l’ap-
prentissage supervise´. Pour me´moire, dans un contexte d’apprentissage supervise´ la construction
du classificateur utilise l’ensemble des exemples qui lui sont pre´sente´s, tandis dans celui d’appren-
tissage actif seuls ceux apportant une ame´lioration de la qualite´ de classement, selon un certain
crite`re sont utilise´s. L’intensite´ de l’apprentissage actif est controˆle´ par la marge.
La Figure 11.5, colonne de gauche, montre l’erreur de classement (1-AUC %) en fonction de
la marge et du niveau de bruit pour quatre niveaux de retard. On voit que, lorsqu’il n’y a pas
de retard, l’erreur de classement croit avec les deux variables explicatives mais, en pre´sence de
retard la valeur optimale de marge prend une valeur interme´diaire, qui de´pend du niveau de bruit
et surement aussi des caracte´ristiques du flot et de l’algorithme de classement.
La valeur optimale de marge, au regard de l’erreur de classement, se trouve dans la re´gion ou`
la couleur bleue est la plus intense. L’existence d’une re´gion optimale apparait plus clairement
lorsqu’il y a retard dans la boucle de retour d’information. On peut interpre´ter cela par l’ade´qua-
tion du classificateur au flot a` filtrer : le classificateur est sur-ajuste´ pour des valeurs de marge
plus importants et sous-ajuste´ pour des valeurs plus faibles.
Dans la Table G.7, la valeur de la marge d’apprentissage actif qui correspond au point optimal
de fonctionnement, du point de vue de l’erreur de classement (1-AUC %), semble se situer autour
de 0.45. Il s’agit d’un contexte sans bruit et avec retour d’information imme´diat. En dehors de
ce contexte, la valeur de marge ide´ale est infe´rieure et se situe, la plupart du temps entre 0.30 et
0.35.
La colonne de droite de cette meˆme Figure 11.5 montre la dimension finale du classificateur
construit, qui croit tre`s rapidement et en meˆme temps que les variables explicatives.
La Figure 11.6 pre´sente, a` gauche, la fraction de messages pour lesquels le classificateur
demande le bon classement et, a` droite, la fraction de messages effectivement utilise´e pour l’ap-
prentissage. On remarque que, au fur et a` mesure que le retard augmente, l’e´cart entre ces deux
indicateurs augmente aussi : le classificateur demande plus d’e´tiquettes qu’il n’utilise. Ceci est
du au fait que, pendant l’attente de l’information de classement d’un message, des demandes
concernant des messages similaires peuvent eˆtre faites, des demandes qui, meˆme si satisfaites, ne
seront plus pertinentes lors de leur retour.
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"error-vs-marge-vs-roca-000000.dat"




























































































(b) Retard exponentiel de moyenne 6 h
"error-vs-marge-vs-roca-086400.dat"













































(c) Retard exponentiel de moyenne 24 h
"error-vs-marge-vs-roca-172800.dat"













































(d) Retard exponentiel de moyenne 48 h
Fig. 11.5: Erreur de classement - 1-AUC (%) (figures de gauche) et dimension du classificateur
construit - nombre d’attributs (figures de droite), en fonction de la marge d’apprentissage actif et





































































































(b) Retard exponentiel de moyenne 6 h
"error-vs-marge-vs-query-086400.dat"















































(c) Retard exponentiel de moyenne 24 h
"error-vs-marge-vs-query-172800.dat"















































(d) Retard exponentiel de moyenne 48 h
Fig. 11.6: Dans les figures de gauche, le taux de requeˆtes (en % par rapport au nombre de
messages traite´s), et a` droit, le taux de messages effectivement utilise´s pour l’apprentissage (en
% par rapport au nombre de messages traite´s), en fonction de la marge d’apprentissage actif et
du taux d’erreur dans le message de retour, pour diffe´rents niveaux de retard dans l’information
de retour.
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Taux d’erreur 0 % - Retard cte(.)
Taux d’erreur 0 % - Retard exp(.)
Taux d’erreur 1 % - Retard exp(.)

























(b) 1-AUC% en fonction du niveau de bruit dans
l’information de retour
Fig. 11.7: La de´te´rioration de l’information de retour en boucle ferme´e, soit par l’introduction
d’un retard, soit par du bruit provoque une augmentation dans l’erreur de classement (1-AUC%).
L’irre´gularite´ remarque´ dans la Figure 11.7a est due a` l’interaction des de´lais avec les composantes








































































































(d) Retard moyen de 48 h
Fig. 11.8: Erreur de classement (1-AUC %) en fonction de la marge d’apprentissage actif, en
fonction de la marge, dans diffe´rents environnements (niveau de bruit et retard de retour d’in-
formation).
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11.5 Expe´rimentation de classement mutualise´
Utilisant le meˆme contexte de l’expe´rimentation de la section pre´ce´dente, nous avons ajoute´ les
messages de quatre autres destinataires, un a` la fois, puis tous ensemble. Les messages, le´gitimes,
ont e´te´ collecte´s pendant une dure´e de deux mois (fe´vrier et mars 2010), a` l’exception de CB
pour qui nous avons pu obtenir seulement les messages obtenus sur une dure´e d’un mois. Ces
quatre destinataires ont des profils assez diffe´rents : enseignant/chercheur en finance quantitative,
enseignant/chercheur en gestion de l’innovation, enseignant/chercheur en ge´nie des proce´de´s et
informaticien de gestion.
Les re´sultats sont pre´sente´s dans les Tables 11.9 pour un marge d’apprentissage actif de 0.30
et 11.10 pour un marge de 0.35.
Ces re´sultats sont presque inattendus, sous plusieurs aspects.
Lorsque l’on me´lange l’ensemble des utilisateurs l’efficacite´ mesure´e par 1-AUC% est meilleure
que lorsqu’on ajoute un seul utilisateur. La de´gradation de l’erreur spe´cifique est plus importante
dans la classe spam que dans la classe ham. De meˆme que le taux de requeˆtes ge´ne´re´es par
l’apprentissage actif ne croit pratiquement pour la classe ham. La dimension du classificateur ne
croit pas de fac¸on significative.
Ces re´sultats ne peuvent surement pas eˆtre ge´ne´ralise´s et me´ritent des investigations comple´-
mentaires : expe´rimentation dans un autre contexte du meme genre (institution enseignement/-
recherche), mais avec un pe´rime`tre plus large (nombre d’utilisateurs plus important).
11.6 Conclusions
Les expe´rimentations faites dans ce chapitre constituent, a` notre connaissance, la premie`re
expe´rimentation effectue´e avec des ensembles de messages re´els, collecte´s sur une dure´e assez
longue. Ne´anmoins, il s’agit d’un contexte encore limite´, par le faible nombre de destinataires
ayant participe´, mais surtout par une situation spe´cifique qui est la boite aux lettres d’un individu
en France. Ces re´sultats appellent des nouvelles expe´rimentations de contenu similaire, mais dans
d’autres contextes. Malgre´ ces restrictions, on peut penser que, qualitativement, les re´sultats dans
d’autres contextes ne doivent pas eˆtre trop diffe´rents.
Ainsi, utilisant des ensembles synthe´tiques de messages, a` partir de listes de discussion et de
pie`ges a` spam, nous avons obtenu des re´sultats presque parfaits. Les re´sultats obtenus avec des
ensembles re´els de messages ont e´te´ moins bons, mais avec des taux d’erreur qui restent encore
bien infe´rieurs a` 1 %.
Le fonctionnement en apprentissage actif en ligne, graˆce a` une boucle de re´troaction, a permis
de maintenir ce niveau d’efficacite´ tout au long de l’expe´rimentation, avec une faible contrainte
pour le destinataire des messages, puisque moins de 1 % des messages classe´s ont fait objet d’une
demande d’information de bon classement (apprentissage actif).
A` l’ensemble initial de messages qui ne concernait un seul destinataire, nous avons ajoute´,
pendant deux mois, les messages de quatre autres destinataires avec des profils diffe´rents du
premier e nous avons constate´ que la perte en efficacite´ marginale n’a pas e´te´ tre`s significative.
L’algorithme de classement utilise´ est assez simple et line´aire, donc incapable de se´parer des
classes dont la frontie`re est autre chose qu’un hyperplan. L’apprentissage en ligne est base´ sur
de l’approximation stochastique et l’apprentissage actif utilise une marge fixe.
On peut donc penser que le proble`me de classement de messages e´lectroniques n’est pas un
proble`me complexe. En fait, ce qui le rend difficile est l’intole´rance des destinataires : la recherche
de la perfection.
Il reste a` savoir que faut-il faire pour obtenir de meilleurs re´sultats. Pour cela, il y a deux
raisonnements :
– soit les classes sont se´parables et il faudrait un classificateur non line´aire et plus complexe ;
– soit les classes sont non se´parables a` cause d’objets dont l’e´tiquette correcte de´pend d’in-








































Corpus Classe Messages Erreurs 1-ROCA% Query Dim.
Nb Nb % % Intervalle de Confiance Nb % Attributs
JM-H ham 10025 10 9.975e-02
3.991e-03 (7.160e-04 - 2.224e-02)
106 1.057
326601
JM-S spam 27896 10 3.585e-02 117 4.194e-01
JM-H + JMV ham 10599 (574) 19 (10) 1.793e-01
3.192e-03 (1.107e-03 - 9.203e-03)
129 1.217
330971
JM-S spam 27896 14 5.019e-02 149 5.341e-01
JM-H + AG ham 11419 (1394) 18 (7) 1.576e-01
3.239e-03 (9.195e-04 - 1.141e-02)
143 1.252
334631
JM-S spam 27896 14 5.019e-02 161 5.771e-01
JM-H + CB ham 10293 (268) 15 (7) 1.457e-01
5.145e-03 (1.235e-03 - 2.143e-02)
132 1.282
333503
JM-S spam 27896 13 4.660e-02 149 5.341e-01
JM-H + TW ham 13054 (3029) 19 (10) 1.455e-01
5.159e-03 (1.323e-03 - 2.011e-02)
145 1.111
334873
JM-S spam 27896 14 5.019e-02 165 5.915e-01
JM-H + TOUS ham 15290 (5265) 20 (0,2,0,7) 1.308e-01
3.742e-03 (9.545e-04 - 1.467e-02)
159 1.040
337048
JM-S spam 27896 13 4.660e-02 177 6.345e-01
Tab. 11.9: Synthe`se des re´sultats de classement avec apprentissage actif et en ligne, dans des conditions ide´ales - re´troaction non bruite´e et sans















Corpus Classe Messages Erreurs 1-ROCA% Query Dim.
Nb Nb % % Intervalle de Confiance Nb % Attributs
JM-H ham 10025 13 1.297e-01
4.068e-03 (7.436e-04 - 2.225e-02)
141 1.406
374475
JM-S spam 27896 10 3.585e-02 160 5.736e-01
JM-H + JMV ham 10599 (574) 21 (9) 1.981e-01
3.639e-03 (1.322e-03 - 1.002e-02)
168 1.585
379425
JM-S spam 27896 15 5.377e-02 206 7.385e-01
JM-H + AG ham 11419 (1394) 21 (10) 1.839e-01
3.290e-03 (1.261e-03 - 8.584e-03)
193 1.690
385557
JM-S spam 27896 15 5.377e-02 225 8.066e-01
JM-H + CB ham 10293 (268) 17 (7) 1.652e-01
6.827e-03 (1.795e-03 - 2.596e-02)
170 1.652
381421
JM-S spam 27896 14 5.019e-02 200 7.169e-01
JM-H + TW ham 13054 (3029) 22 (11) 1.685e-01
4.392e-03 (1.837e-03 - 1.050e-02)
199 1.524
387094
JM-S spam 27896 15 5.377e-02 231 8.281e-01
JM-H + TOUS ham 15290 (5265) 20 (0,2,0,8) 1.308e-01
3.477e-03 (9.393e-04 - 1.287e-02)
210 1.373
387703
JM-S spam 27896 15 5.377e-02 239 8.568e-01
Tab. 11.10: Synthe`se des re´sultats de classement avec apprentissage actif et en ligne, dans des conditions ide´ales - re´troaction non bruite´e et sans
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sentation des messages. Par exemple, des messages dont le classement correct de´pend du
destinataire ou du moment.
Il reste que l’ordre de grandeur de l’erreur de classement est de´ja` e´gal ou infe´rieur a` l’impre´-
cision des diffe´rents parame`tres attache´s aux causes de l’erreur de classement.
Par exemple, les e´ve´nements pe´riodiques de´tecte´s dans le chapitre pre´ce´dent ne semblent
pas avoir impacte´ significativement les re´sultats dans le contexte d’apprentissage actif en ligne.
Ne´anmoins, a` cause des interactions entre ces e´ve´nements et les de´lais de retour d’information, on
peut penser que ces e´ve´nements pourraient finir par avoir un impact de plus en plus important,
au fur et a` mesure que l’on atteint des taux d’erreur de classement de plus en plus faibles.
Enfin, nous avons compare´ les re´sultats de classement de la me´thode que nous proposons ici
avec ceux qui ont pre´sente´ les meilleurs re´sultats lors de TREC 2007 - SVM et une proposition
de re´gression logistique - et nos re´sultats ont e´te´ le´ge`rement meilleurs.
Dans le classificateur (algorithme plus contexte d’apprentissage) que nous proposons, deux
parame`tres me´ritent une e´tude plus approfondie pour leur rendre adaptatifs :
– la marge d’apprentissage actif pourrait e´voluer dans le temps en fonction de la valeur des
certains parame`tres e´value´s en temps re´el, e.g. le niveau de bruit ou le retard dans le retour
d’information ;
– la vitesse d’apprentissage pourrait de´pendre aussi des parame`tres de fonctionnement e´value´s
en temps re´el au lieu de de´pendre uniquement du temps e´coule´ depuis l’initialisation du
syste`me, de fac¸on a` s’adapter plus rapidement aux changements brusques dans le flot.
L’apprentissage actif s’est montre´ particulie`rement inte´ressant comme moyen pour assurer le
meilleur ajustement du classificateur : ni en exce`s ni en manque. Pour que cela soit possible, il
faut que la marge puisse devenir un parame`tre adaptatif et non pas statique comme il a e´te´ le
cas ici.
L’apprentissage actif en ligne pre´sente aussi un inte´reˆt additionnel assez important : en effet,
dans une application de classement de messages e´lectroniques habituel, il est pratiquement im-
possible d’e´valuer l’efficacite´ de filtrage. On peut penser que les informations retourne´es par le
destinataire pourraient permettre d’e´valuer, en ligne, des parame`tres tels l’efficacite´ de classement









Geome´trie des classes et filtrage parfait
Far better an approximate answer to the right question, than the exact answer to the
wrong question, which can always be made precise.
John Tukey
12.1 Introduction
Classement sans erreurs ? ? ? Dans la communaute´ d’apprentissage artificiel, il s’agit d’une
question qui n’a pas vraiment de sens et que ne se pose donc pas (ou plus).
Ceux qui utilisent des filtres anti-spam cherchent le ”filtrage parfait” le croyant exister. Les
de´veloppeurs de logiciels de filtrage annoncent le filtre (presque) parfait [269]. Des tests compa-
ratifs de produits commerciaux (e.g. [119]) pre´sentent des re´sultats aussi (presque) parfaits. Le
filtre parfait, c’est le ”Graal” des practiciens ! ! ! Un examen plus attentif de ces re´sultats montre
que le contexte d’expe´rimentation n’est pas toujours re´aliste.
La question de la ”perfection” d’un filtre anti-spam n’est pas spe´cifique au the`me de cette
the`se, mais nous avons estime´ utile de l’e´tudier et d’apporter une re´ponse satisfaisante.
Il n’est pas question de pouvoir quantifier la ”perfection” d’un classificateur, mais on peut se
contenter de pouvoir expliquer pourquoi le filtrage peut, dans le meilleur des cas, eˆtre ”optimal”
et jamais ”parfait”.
Il y a, bien e´videmment, des raisons lie´es a` l’algorithme de classement : certains peuvent
eˆtre plus efficaces que d’autres. Mais il y a aussi des raisons lie´es aux donne´es. C’est sur cet
aspect que nous de´veloppons d’abord l’ide´e de se´parabilite´ : condition ne´cessaire pour qu’une
hypothe`se puisse correspondre parfaitement aux objets a` classer. Ensuite nous explorons quelques
raisons structurelles des donne´es (distribution spatiale) qui font que la ge´ne´ralisation est meilleure
dans certaines situations plutoˆt que d’autres. Dans cette partie nous analysons le proble`me de
classement avec un point de vue d’apprentissage de fonctions boole´ennes.
12.2 Se´parabilite´ et Classement sans Erreur
Nous avons, dans la Section 5.3.1, pre´sente´ la se´parabilite´ des classes comme un pre´-requis
essentiel pour le classement sans erreur, c.a`.d. le filtrage parfait. Lorsque les classes ne sont pas
se´parables, aucun classificateur n’est capable de classer les e´le´ments de l’ensemble sans erreur.
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12.3. Distribution spatiale des donne´es
Parmi les causes de non se´parabilite´, on peut citer l’e´tiquetage non de´terministe, e.g. des
exemples qui ne sont pas appre´cie´s de la meme fac¸on par des destinataires diffe´rents. Ceci pourrait
eˆtre interpre´te´ comme une repre´sentation de dimension insuffisante, puisqu’il suffirait d’ajouter
une dimension - le destinataire, avec les pre´fe´rences, mais une telle solution n’est pas toujours
re´aliste et il convient parfois de conside´rer que l’e´tiquette de certains exemples est une donne´e
ale´atoire.
La se´parabilite´ des classes assure l’existence d’au moins une hypothe`se capable de classer tout
e´le´ment, sans erreur. Ne´anmoins, cela ne suffit pas. Selon la structure de l’ensemble a` classer
(que ce soit celui des objets bruts ou des repre´sentations), il est possible que cet objectif ne soit
atteignable qu’apre`s un apprentissage exhaustif sur tous les objets et le classificateur perd tout
son inte´reˆt puisqu’il n’a aucune capacite´ de ge´ne´ralisation, a` cause de la structure des classes et
non pas de l’algorithme de classement ou d’apprentissage.
La notion de se´parabilite´ line´aire est aussi inte´ressante puisqu’elle correspond a` des algo-
rithmes de classement moins complexes.
Zighed [276] sugge`re que la capacite´ d’apprentissage d’une me´thode est fortement associe´e au
niveau de se´parabilite´ des classes et que les classes sont plus facilement se´parables si :
1. les instances de la meˆme classe apparaissent plutoˆt regroupe´es dans dans le meˆme groupe
dans l’espace de repre´sentation ;
2. le nombre de groupes est faible, pas beaucoup plus important que le nombre de classes ;
3. les frontie`res entre les groupes ne sont pas complexes
Il conviendrait d’ajouter ”les hypothe`ses ge´ne´re´es sont plus simples ou la ge´ne´ralisation est
plus aise´e” a` la phrase ”les classes sont plus facilement se´parables”.
Thornton [250] e´tudie la se´parabilite´ ge´ome´trique, en opposition a` la se´parabilite´ line´aire, e
propose GSI (Geometric Separability Index ) un indicateur de se´parabilite´ permettant d’e´valuer
la se´parabilite´ des classes, y compris des classes dont la repre´sentation spatiale contient des
re´gions non connexes. Ses travaux portent principalement sur le classificateur C4.5 (des arbres de
de´cision) : il serait inte´ressant de reprendre sa proposition et l’appliquer a` d’autres classificateurs.
Dans la section suivante nous e´tudions quelques aspects de la distribution spatiale des exemples
qui tentent de justifier cette suggestion pour ensuite essayer de comprendre le cas spe´cifique du
classement de messages e´lectroniques.
12.3 Distribution spatiale des donne´es
12.3.1 Apprentissage de fonctions boole´ennes
Il est assez courant qu’un processus d’apprentissage soit mode´lise´ comme l’apprentissage
d’une fonction boole´enne (e.g. dans le mode`le PAC d’apprentissage [142]). Cette repre´sentation
convient bien a` une application de classement de messages e´lectroniques utilisant un mode`le du
type Bag of Words, puisque les messages sont repre´sente´s par un vecteur d’attributs (les termes
d’un dictionnaire) et dont la valeur associe´e a` chaque attribut est la pre´sence ou absence dans le
message1. La dimension du vecteur repre´sentant le message est la taille du dictionnaire :
M = (x1, x2, . . . , x|V |), xi ∈ {0, 1} (12.1)
L’ensemble des tous les messages que l’on peut construire avec ce vocabulaire (2|V |, si l’on
conside`re que toutes les combinaisons sont possibles), constitue un treillis boole´en2. Les Bornes
Supe´rieure et Infe´rieure de cet ensemble sont les vecteurs de dimension |V | : I = (1, 1, . . . , 1) et
O = (0, 0, . . . , 0).
1Si l’on utilise le nombre d’apparitions de chaque terme, au lieu de sa pre´sence, on peut utiliser dlogne attributs
binaires, n e´tant le nombre de valeurs diffe´rents a` codifier
2Pour une introduction aux treillis boole´ens, consulter l’annexe F.
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La dimension des vocabulaires que l’on trouve dans les applications de filtrage de spam varie
entre quelques dizaines de milliers a` quelques millions d’attributs. La figure (12.1) montre un
exemple simple avec seulement trois attributs (que l’on peut visualiser en trois dimension). La
position relative des objets fait que les classificateurs soient plus ou moins complexes.
Dans la figure (12.1a) les e´le´ments des deux classes sont regroupe´es en deux clusters. Tous
les attributs sont pertinents et les classes sont line´airement se´parables par l’hyperplan :







































(d) f(x2, x1, x0 = x2 ⊕ x1 ⊕ x0
Fig. 12.1: Diagramme de Hesse de configurations diffe´rentes des objets de classement : deux
classes avec 4 e´le´ments chacune. Les classes d’appartenance sont repre´sente´es par la couleur
des sommets. (12.1a) et (12.1b) sont line´airement se´parables. Dans (12.1b), un seul attribut est
pertinent alors que tous les sont dans (12.1a). Deux hyperplans sont ne´cessaires pour se´parer les
classes en (12.1c). Dans le cas de la fonction ou exclusif (12.1d) aucun des sommets a un voisin
dans la meˆme classe et il faut, au moins, 3 hyperplans pour se´parer les classes.
Les objets de la figure (12.1a) sont aussi regroupe´s en deux clusters, mais on voit qu’un seul
attribut suffit a` se´parer les classes. C’est le cas ou des parties des vocabulaires des classes sont
disjoints (p. ex., des langues diffe´rentes). Les classes sont line´airement se´parables par l’hyperplan :
x2 = 1/2
Dans l’exemple de la figure (12.1c), les objets sont dispose´s sur des chaˆınes et, meˆme s’ils
constituent toujours deux clusters, ils ne sont pas line´airement se´parables par une seule hypothe`se
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et il faut deux hyperplans pour se´parer les classes (la solution n’est pas unique) :
x2 + x0 = 1/2
x2 + x1 = 3/2
Enfin, la figure (12.1c) repre´sente la fonction ou exclusif, ou` aucun e´le´ment n’a un voisin de
la meˆme classe. Il n’y a pas d’hypothe`se line´aire comportant un hyperplan unique capable de
se´parer les classes et il en faut trois :
x2 + x1 + x0 = 1/2
x2 + x1 + x0 = 3/2
x2 + x1 + x0 = 5/2
Ces exemples, dans un espace de dimension encore tre`s faible, montrent l’influence de la
disposition spatiale relative des objets sur la complexite´ de l’hypothe`se capable de les se´parer.
Ces interactions apparaissent naturellement dans des dimensions plus importantes.
La premie`re remarque que l’on peut faire de l’observation de ces exemples est que la situation
ou` la distribution spatiale des e´le´ments est la plus uniforme (figure 12.1d) est celle ou` l’hypothe`se
est la plus complexe. Ide´alement, les situations ou` les classes sont line´airement se´parables par un
seul hyperplan sont les plus inte´ressantes, puisqu’elles peuvent eˆtre traite´es plus facilement par
des algorithmes de classement line´aires courants (Bayes Na¨ıf, Re´gression Logistique, Machine a`
Vecteur de Support, ou l’algorithme discriminant line´aire utilise´ dans nos travaux).
On observe aussi que la distance entre chaque e´le´ment et la borne infe´rieure du treillis cor-
respond au nombre d’attributs actifs. Les e´le´ments avec un nombre identique d’attributs actifs













Fig. 12.2: Dans une repre´sentation des classes utilisant des treillis, tous les objets se trouvant a`
un meˆme niveau ont le meˆme nombre d’attributs.
Un vocabulaire de dimension |V | ge´ne`re un treillis avec 2|V | sommets : tous les messages
possibles pouvant avoir jusque a` 2|V | termes distincts. Mais nous sommes plutoˆt inte´resse´s par
les messages avec une diversite´ bien plus faible. Les pratiques courantes de se´lection d’un nombre
fixe d’attributs ou de normalisation de la longueur des documents fait que les repre´sentations
utiles se trouvent toujours a` une distance fixe (ou presque) de la base du treillis. En fait, seuls
les messages dont le nombre de termes distincts est bien infe´rieur a` la dimension du vocabulaire
(` << |V |), inte´ressent les applications de classement. Pour un nombre donne´ ` d’attributs
distincts, le nombre de combinaisons possibles est :
136















La table 12.1 montre des exemples d’ordres de grandeur du nombre de termes utiles que l’on
peut trouver dans des classificateurs (e´value´s selon 12.2). Ces valeurs sont juste indicatives, et il
faudrait encore retrancher les combinaisons qui ne peuvent pas exister dans une langue.
Repre´sentation |V | # sommets ` # sommets utiles
Mots et bi-mots (Bayes Na¨ıf) 1000000 21000000 64 ≈ 2980
4-grams (SLDC ) 1000000 21000000 3500 ≈ 233587
Tab. 12.1: Exemples d’ordres de grandeur du nombre de sommets potentiels et utiles pour deux
classificateurs : Baye´sien Na¨ıf et le classificateur discriminant line´aire utilise´ dans cette the`se.
Le premier se´lectionne les ` attributs les plus discriminants tandis que le deuxie`me utilise une
longueur fixe du message. Ces valeurs ont e´te´ calcule´es a` l’aide de (12.2)
L’information a` retenir de ces chiffres n’est pas tant les valeurs, qui peuvent eˆtre diffe´rentes
dans d’autres situations, mais plutoˆt que le nombre de sommets effectivement utiles est ne´gli-
geable par rapport au nombre de sommets du treillis et se trouvent concentre´s dans une re´gion
a` une distance plus ou moins constante de la base du treillis.
A noter aussi que cette distribution ne correspond pas a` une hypothe`se usuellement conside´re´e
dans des mode`les tels PAC [142] ou` les exemples seraient uniforme´ment distribue´s dans le espace
de repre´sentations.
Si cette distribution spatiale dans un treillis rend, probablement, moins e´vidente la se´parabilite´
line´aire des classes, les sommets non utilise´es peuvent eˆtre attribue´s indiffe´remment a` l’une ou
l’autre classe de fac¸on privile´gier les hypothe`ses plus simples.
Le cas trivial de se´paration line´aire aise´e est celui des classes avec des vocabulaires disjoints
(l’e´quivalent de la figure 12.1b), ou` l’intersection des vocabulaires des classes est vide. Dans la
section suivante nous pre´sentons quelques re´sultats expe´rimentaux.
La repre´sentation graphique de la distribution spatiale permet aussi d’e´tablir un lien entre
cet aspect et la capacite´ de ge´ne´ralisation, en tant que proprie´te´ intrinse`que des donne´es. Dans
une application d’apprentissage il est important de pouvoir ge´ne´raliser des conclusions a` l’en-
semble des cas possibles, a` partir de l’observation d’un nombre limite´ d’exemples et bien sur non
exhaustif. Le cas extreˆme est la fonction ou-exclusif ou` une hypothe`se consistante ne peut-eˆtre
construite qu’apre`s observation exhaustive de tous les cas possibles, donc, aucune possibilite´ de
ge´ne´ralisation.
12.4 Vocabulaires des classes : communs ou disjoints ?
Nous avons vu dans la section pre´ce´dente, a` l’aide de la repre´sentation spatiale des objets, que
les attributs spe´cifiques a` chaque classe facilitent le classement par des hypothe`ses plus simples.
Ce constat peut eˆtre fait pour chaque algorithme de classement. Par exemple, dans le cas du
classificateur baye´sien na¨ıf utilisant le mode`le multinomial avec des attributs boole´ens la re`gle de
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de´cision re´sulte de la comparaison des vraisemblances ponde´re´es par la probabilite´ a` priori des
classes (voir e´quations (6.2) et (6.9)) :
yˆ = argmax
c ∈ {ham,spam}






P (t | c)Ip(t,m) (12.3)
Si un message contient des termes qui n’existent que dans une des classes, la vraisemblance
sera nulle pour l’autre classe. Cela fait que la valeur exacte des probabilite´s des termes partage´s
ainsi que la probabilite´ a` priori des classes a tre`s peu d’importance.
Mais cela est intuitivement e´vident. L’extension extreˆme serait que chaque classe ait son
propre vocabulaire. Cela est e´vident intuitivement.
Dans cette section, nous pre´sentons quelques re´sultats de la comparaison des vocabulaires
de hams et spams, tels que vus par deux filtres. Ce que nous inte´resse plus particulie`rement est
d’e´valuer leur degre´ de superposition, c.a`.d. quelle fraction des termes d’un corpus est partage´e
par deux classes et quelle fraction est constitue´e uniquement de termes qui n’apparaissent que
dans une seule classe.
Nous avons e´tudie´ les vocabulaires obtenus lors de l’apprentissage de deux classificateurs
sur 7 corpus diffe´rents (Table 12.2). Nous avons releve´, pour chaque corpus et filtre, le nombre
total d’attributs et retenu seulement ceux vus plus d’une fois dans les messages (les non hapax )
et comptabilise´ les attributs exclusifs a` une classe, leur fraction dans la classe et la fraction
d’attributs exclusifs dans le vocabulaire entier.
Corpus De´finition Hams Spams
JM-1003 Corpus de JM du mois de mars 2010 5007 13746
TW-1003 Corpus de TW du mois de mars 2010 3455 897
JM+TW-1003 me´lange de JM-1003 et TW-1003 8482 14643
JM-1003-EN JM-1003 - classe HAM avec les seuls messages en anglais 3090 13746
JM-1003-FR JM-1003 - classe HAM avec les seuls messages en franc¸ais 1862 13746
JM-09xx Corpus de JM de l’anne´e 2009 51444 261759
TREC-07 Corpus de TREC 2007 Spam Track 25220 50199
Tab. 12.2: Corpus utilise´s pour e´tudier la superposition des vocabulaires des spams et des hams
Les re´sultats d’un filtre baye´sien na¨ıf sont pre´sente´s dans la table Tab. (12.3). Ce filtre utilise
les mots et les bi-mots comme attributs. Les attributs sont extraits du corps du message et les
seuls en-teˆtes utilise´s sont le Sujet et l’Expe´diteur. L’apprentissage se fait hors-ligne (batch).
Le deuxie`me classificateur (SLDC ), est base´ sur un algorithme discriminant line´aire simple et
utilise des 4-grams comme attributs. Les re´sultats sont pre´sente´s dans les tables Tab. (12.4) pour
l’apprentissage passif (SLDC-AP) et (12.5) pour l’apprentissage actif (SLDC-AA). Au contraire
du filtre baye´sien na¨ıf, ce filtre utilise les en-teˆtes et une longueur fixe du corps des messages (512
caracte`res). L’apprentissage se fait en ligne par approximation stochastique.
Les valeurs nume´riques obtenues sont dans des plages diffe´rentes selon l’algorithme de clas-
sement et la repre´sentation utilise´e mais ils refle`tent, a` l’inte´rieur d’une meˆme table, la difficulte´
de classement intuitive : des chiffres plus faibles indiquent plus de termes partage´s par les deux
classes.
Le corpus JM-1003 et TW-1003 sont constitue´s des spams et des messages le´gitimes rec¸us par
JM (informaticien) et TW (chercheur en e´conomie) pendant le mois de mars 2010. Les messages
de TW sont moins pre´visibles que celles de JM et, a` priori, plus difficiles a` classer. C’est ce qui
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Bayes Na¨ıf Attributs Spam Ham Total
Corpus total s/ hapaxes excl % excl excl % excl % excl
JM-1003 2042560 580963 313683 86.25 217292 81.30 91.40
TW-1003 677916 288665 86884 76.08 174461 86.46 90.54
JM+TW-1003 2601578 820094 375859 82.97 367088 82.63 90.59
JM-1003-FR 1686399 440338 344730 94.80 76709 80.23 95.71
JM-1003-EN 1860898 503606 325128 89.41 139977 78.43 92.35
JM-09xx 11162512 3150887 1501553 88.32 1450789 87.96 93.70
TREC-07 4740152 1514408 661756 82.97 716850 84.07 91.03
Tab. 12.3: Vocabulaires extraits par un filtre Baye´sien Na¨ıf (apprentissage hors-ligne) et attributs
exclusifs a` une seule classe. Les attributs sont des mots et bi-mots
SLDC - A. Passif Attributs Spam Ham Total
Corpus total s/ hapaxes excl % excl excl % excl % excl
JM-1003 1113613 382370 159942 50.07 62946 28.30 58.29
TW-1003 366736 190687 22867 25.44 100791 60.06 64.85
JM+TW-1003 1283562 486576 156907 41.93 112402 34.10 55.35
JM-1003-FR 918754 308842 196905 68.58 21743 19.42 70.80
JM-1003-EN 1029631 342957 173448 58.01 43962 25.93 63.39
JM-09xx 1639588 519902 205452 47.94 91362 29.05 57.09
TREC-07 1884213 466183 168191 42.39 69420 23.30 50.97
Tab. 12.4: Vocabulaires extraits par SLDC, le classificateur discriminant line´aire simple utilise´
dans cette the`se (apprentissage passif en ligne, par approximation stochastique), et attributs
exclusifs a` une seule classe. Les attributs sont des 4-grams de niveau caracte`re
SLDC - App. Actif Attributs Spam Ham Total
Corpus total s/ hapaxes excl % excl excl % excl % excl
JM-1003 201802 75713 24573 39.91 14144 27.66 51.14
TW-1003 163783 71732 12360 24.35 20973 35.32 46.47
JM+TW-1003 299522 122143 28068 29.64 27438 29.17 45.44
JM-1003-FR 142717 53978 21165 46.84 8792 26.79 55.50
JM-1003-EN 151935 55204 21084 45.54 8903 26.09 54.32
JM-09xx 239008 94213 31841 41.59 17659 28.31 52.54
TREC-07 174401 72787 22936 38.27 12853 25.78 49.17
Tab. 12.5: Vocabulaires extraits par SLDC, le classificateur discriminant line´aire simple uti-
lise´ dans cette the`se (apprentissage actif en ligne, par approximation stochastique) et attributs
exclusifs a` une seule classe. Les attributs sont des 4-grams de niveau caracte`re
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ressort des re´sultats, sauf pour le classificateur SLDC-AP. Nous attribuons cela au nombre re´duit
de messages dans le corpus TW-1003 et au fait que l’apprentissage passif utilise tous les messages
disponibles sans chercher a` optimiser la qualite´ de classement.
Sachant que la langue dominante dans les spams est l’anglais, nous avons expe´rimente´ une
extraction du corpus JM-1003 avec seulement les messages en franc¸ais (JM-1003-FR) ou en
anglais (JM-1003-EN). On remarque que la superposition est plus faible dans dans JM-1003-
FR, mais pas aussi faible que l’on pourrait attendre. En fait, les me´ta-donne´es des messages
(formatage HTML et en-teˆtes) introduit une ”troisie`me” langue, commune aux deux classes,
qui diminue l’influence de la langue dominante dans les messages. Par ailleurs, nous avons vu,
dans le Chapitre 10, que les informations extraites dans les me´ta-donne´es semblent etre plus
discriminantes que le contenu effectif du message.
Lorsque nous avons me´lange´ les boites aux lettres (JM-1003 + TW-1003) la superposition
des vocabulaires a e´te´ plus faible, a` cause de l’augmentation de la diversite´ des messages de la
classe ham. Ceci sugge`re que le classement peut eˆtre plus difficile dans les situations d’utilisation
partage´e d’un classificateur de messages e´lectroniques.
La comparaison des re´sultats de JM-09xx (messages rec¸us pendant une anne´e entie`re) avec
ceux de JM-1003, montre la stabilite´ des re´sultats pendant une pe´riode plus longue.
Enfin, le corpus TREC-07 permet de ve´rifier que l’on obtient des re´sultats similaires avec un
corpus public, certes plus ancien, et dont la langue dominante dans les messages le´gitimes est la
langue anglaise.
Le constat le plus inte´ressante de cet expe´rimentation est que dans les cas examine´s - deux
classificateurs diffe´rents, des messages d’origines tre`s diffe´rentes avec des repre´sentations aussi
diffe´rentes - moins de la moitie´ des termes est partage´e par les deux classes. Ce crite`re n’est pas
le seul pris en compte pour le classement des messages, mais il explique en partie la facilite´ avec
laquelle on obtient, avec peu d’effort et avec des classificateurs line´aires, des taux d’erreur aussi
faibles (infe´rieurs a` 5 %) dans le classement de messages e´lectroniques.
Dans la Section 7.4, nous avons mentionne´ les me´thodes de constitution des ensembles
d’exemples par les filtres j-chkmail et CanIt. Le nombre important de termes exclusifs a` chaque
classe explique pourquoi les me´thodes empiriques de ces filtres donnent des re´sultats aussi satis-
faisants.
Cela explique aussi pourquoi certains spams utilisant un vocabulaire ressemblant fortement
a` celui de la classe ham - les phishings et certaines arnaques - sont plus difficiles a` de´tecter.
Ne´anmoins, n’oublions pas que l’environnement de filtrage de spam est celui d’une ”course
aux armements” et que ces hypothe`ses peuvent e´voluer dans le temps.
12.5 Discussion et Conclusions
La se´parabilite´ des classes est une condition ne´cessaire pour que deux ensembles puissent eˆtre
se´pares sans erreur. La distribution spatiale des donne´es de´fini la complexite´ du classificateur et
la capacite´ de ge´ne´ralisation intrinse`que des donne´es.
Les expe´rimentations ont de´montre´ la facilite´ que l’on a pour se´parer les hams des spams.
On peut surement affirmer qu’il ne s’agit pas d’un proble`me difficile dans le sens ou` l’on peut
atteindre des niveaux d’efficacite´ assez importants avec des classificateurs peu sophistique´s - des
classificateurs line´aires. Ne´anmoins, rien ne dit que le classement sans erreur soit possible. Cela
de´pend de plusieurs autres aspects. Voici quelques raisons qui font que le taux d’erreur n’est pas
nul ou meˆme pas optimal :
– Se´parabilite´ vue a` des niveaux diffe´rents d’interpre´tation - La de´finition 5.1 est intention-
nellement vague sur le type des e´le´ments de l’ensemble. Normalement la bibliographie
concernant l’apprentissage artificiel fait re´fe´rence plutoˆt a` la repre´sentation (souvent vec-
torielle) des objets tel que vus par les algorithmes de classement (e.g. [256, p.401] [126, p.
121]). Les eˆtres humains observent les objets bruts et l’interpre`tent a` un niveau se´mantique
alors que applications de filtrage observent leurs repre´sentations vectorielles (avec perte
d’information). La se´parabilite´ des classes n’est pas la meˆme selon le niveau d’analyse.
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– Apprentissage sur des exemples incorrectement classe´s - Il a e´te´ remarque´ que les utilisa-
teurs commettent des erreurs lorsqu’on leur demande de classer un lot de messages, des
erreurs pouvant atteindre 3%-7% [249] [118], alors que la pre´cision d’un filtre anti-spam
peut atteindre des taux d’erreur aussi faibles que 0.5 %. Ces erreurs, mode´lise´es comme
du bruit, impactent l’efficacite´ des filtres. Cormack, Kolcz et Sculley [62] [228] ont e´tu-
die le proble`me du point de vue spe´cifique au filtrage de spam, proposent des solutions,
plus ou moins complexes, pour atte´nuer l’influence du bruit sans toutefois le supprimer
comple`tement.
– E´le´ments avec classement non de´terministe (Gray Mail) - Il s’agit d’une cate´gorie de mes-
sages qui ne sont pas cate´gorise´s de fac¸on identique selon le destinataire ou la situation du
moment [249] [261]. Parfois il suffirait d’ajouter un attribut indicateur de la situation par-
ticulie`re. Cela n’est pas toujours possible et il conviendrait de conside´rer que le classement
de tels cas rele`vent d’un phe´nome`ne ale´atoire dont la conse´quence est de rendre les classes
non se´parables.
– Apprentissage empoisonne´ - Il s’agit du bruit e´ventuellement ajoute´ intentionnellement
par du spam. Le filtrage de spam est une application fonctionnant dans un environnement
hostile. Un des nombreuses me´thodes pour attaquer les filtres serait, par exemple, rejouer
des messages le´gitimes tout en changeant juste un lien d’un site web [179] [180].
– Algorithme de classement line´aire pour un proble`me non line´aire - Malgre´ les re´sultats tre`s
bons que l’on peut obtenir avec des classificateurs line´aires, rien ne prouve que les classes
implique´es soient se´parables et si oui qu’elles soient se´parables par un classificateur line´aire.
– Mauvaise utilisation du filtre - Malgre´ les excellents re´sultats the´oriques que l’on peut ob-
tenir dans les applications de classement de spams, une gestion de´ficiente de l’application
de filtrage (ge´ne´ralement lie´e a` l’apprentissage) peut faire qu’un classificateur ne fonction-
nera pas dans des conditions optimales. Par exemple, un sur-ajustement du classificateur
suite a` l’utilisation d’un nombre excessif d’exemples ou encore l’utilisation de heuristiques
d’apprentissage non valide´es ou sans fondement scientifique (e.g. , l’apprentissage re´pe´te´
sur un exemple tant que le classement n’est pas correct).
Des travaux de recherche continuent a` eˆtre effectue´s a` la recherche d’un filtrage parfait.
Yih Goodman et Hulten [270] ont e´tudie´ l’apprentissage d’un filtre dans des zones de faible
taux de faux positifs, soit en attribuant des poids plus importants aux messages le´gitimes, soit en
de´coupant le classement en deux e´tapes : dans chacune des e´tapes l’apprentissage serait re´alise´
sur des sous ensembles d’exemples diffe´rents. Malgre´ l’ame´lioration obtenue cette me´thode semble
eˆtre de mise en oeuvre difficile dans un contexte de filtrage en ligne.
Lynam et Cormack [181] ont expe´rimente´ diffe´rentes combinaisons de 53 filtres inde´pen-
dants et ont de´montre´ que l’on peut obtenir des ame´liorations significatives avec des heuristiques
simples de combinaison de juste un petit nombre de filtres. Wang et all [257] proposent un cadre
d’e´tude et validation de me´thodes de combinaison de classificateurs en vue d’obtention d’un en-
semble optimal. La combinaison de classificateurs ame´liore la qualite´ de filtrage, au prix d’une
complexification des filtres.
Ces sont deux exemples d’approches possibles, mais il reste des doutes sur la validite´ de ces
approches : d’une part, ce sont des travaux valide´s toujours sur des donne´es synthe´tiques, et
d’autre part, la variabilite´ des contextes re´els d’utilisation semble plus importante que le faible
gain apporte´ par chacune de ces approches.
Martijn Grooten [119] a effectue´ un test comparatif de 21 produits commerciaux. Les plages
d’efficacite´ obtenues sont re´sume´es dans le tableau (12.6). Le corpus synthe´tique est constitue´ de
messages le´gitimes en provenance de listes de diffusion et les spams en provenance de pie`ges a`
spam. Le corpus VirusBulletin est constitue´ de messages re´els rec¸us par les employe´s de Virus-
Bulletin. Ce tableau donne une ide´e (probablement optimiste) de l’efficacite´ des filtres anti-spam
du commerce3. Ces filtres sont, pour la plupart, base´s sur une combinaison de me´thodes de
classement et non pas une me´thode unique.
3Nous avons vu dans le Chapitre 11 que les e´valuations faites avec des corpus synthe´tiques donnent des re´sultats
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Corpus #Spams Taux de vrai positifs #Hams Taux de faux positifs
Corpus synthe´tique 247315 98-99,8 % 2196 0-1,8 %
Corpus VirusBulletin 20829 87-97 % 1398 0-5,8 %
Tab. 12.6: Re´sume´ de test comparatif de 21 produits commerciaux de filtrage de spam (Vi-
rusBulletin). Le corpus synthe´tique est constitue´ par des messages en provenance de listes de
diffusion et pie`ges a` spam, tandis que le corpus VirusBulletin est constitue´ de messages re´els
rec¸us par des employe´s de VirusBulletin
Le filtrage imparfait de spam est souvent mal perc¸u des utilisateurs de la messagerie e´lec-
tronique. D’une part ils constatent, tous les jours, l’apparition constante d’innovations dans les
domaines de la communication e´lectronique, inimaginables il y a quelques anne´es, et d’autre part
ils peuvent ne pas comprendre pourquoi ce proble`me n’est toujours pas re´solu, alors qu’il est la`
depuis plus d’une de´cennie.
trop optimistes puisqu’ils ne sont pas repre´sentatifs des flots re´els de messages.
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CHAPITRE 13
Comparaison de flots ou ensembles de messages
Le savant doit ordonner ; on fait de la science avec des faits, comme on fait une maison
avec des pierres ; mais une accumulation de faits n’est pas plus une science qu’un tas
de pierres n’est une maison.
Henri Poincare´, La Science et l’Hypothe`se.
13.1 Introduction
Dans les chapitres pre´ce´dents, une question est apparue entre les lignes et ignore´e : la notion
de diffe´rence on ressemblance entre boites aux lettres ou entre flots de messages.
Essayons de de´finir l’objectif (au moins un des) de cette re´flexion. De fac¸on caricaturale, le
proble`me de classement consiste a`, e´tant donne´ deux cate´gories d’objets et un objet susceptible
d’appartenir a` une d’entre elles, associer l’objet a` la bonne cate´gorie.
Ce que nous souhaitons faire c’est eˆtre capables de de´cider si deux cate´gories donne´es d’objets
sont elles diffe´rentes ou pas et de quantifier que cette diffe´rence. Ou alors, ordonner N cate´go-
ries d’objets selon leur similarite´ ou dissimilitude des cate´gories par rapport a` une cate´gorie de
re´fe´rence.
Ceci est directement applicable dans le proble`me qui nous concerne, que nous posons de la
fac¸on suivante. Nous avons deux cate´gories de messages (A1 et A2), une troisie`me cate´gorie (B)
et des classificateurs permettant de classer individuellement des messages des premie`res classes
par rapport a` la troisie`me. Une cate´gorie A1+2 est construite a` partir d’un me´lange de A1 et A2.
Nous construisons un classificateur permettant de classer des messages en deux classes : A1+2 et
B.
Notre proble`me est d’identifier les caracte´ristiques de A1, A2 et B qui feraient que le classi-
ficateur construit pour la classe issue du me´lange aurait une efficacite´ encore comparable a` celle
des classes individuelles. Il s’agit d’un proble`me essentiel si nous souhaitons eˆtre capables de
de´finir les frontie`res entre les communaute´s identifie´es dans le Chapitre 7.
Intuitivement, une e´tape pour re´soudre ce proble`me est la capacite´ de pouvoir comparer des
cate´gories d’objets, de quantifier leur diffe´rence et l’augmentation de la diversite´ des ensembles
combine´s.
Une approche intuitive et na¨ıve pour comparer deux ensembles de messages consiste a` chercher
les diffe´rences telles que perc¸ues par les individus : les diffe´rences dans le contenu, le sujet, les
mots, la mise en forme, les fichiers attache´s, ... Bref, comparer les messages, mot par mot. Cette
approche a peu d’inte´reˆt puisque que les re´sultats ne sont ni quantifiables ni significatifs.
143
13.2. Les approches pour comparer des ensembles de messages
En fait, la diffe´rence pertinente n’est pas celle perc¸ue par un eˆtre humain, mais celle perc¸ue
par le classificateur, qui n’acce`de qu’a` une repre´sentation des messages.
Dans ce chapitre nous pre´sentons des re´flexions sur la comparaison de flots ou ensembles
de messages. En particulier, nous rappelons quelques ide´es issues du domaine de la The´orie
d’Information qui justifieraient l’utilisation des divergences entre distributions de probabilite´ pour
comparer des ensembles de messages soumis a` classement par un algorithme du type ge´ne´ratif.
13.2 Les approches pour comparer des ensembles de mes-
sages
Comme il a e´te´ dit dans l’introduction, la comparaison pertinente n’est pas celle ressentie
par un eˆtre humain, mais celle perc¸ue par le classificateur. Il y a trois cas a` conside´rer. Dans le
premier cas, aucune information sur classificateur et la repre´sentation interne des messages n’est
pas accessible. Dans les deux autres, il convient de faire une distinction entre les classificateurs
ge´ne´ratifs (e.g. le classificateur Baye´sien Na¨ıf et les classificateurs a` compression de donne´es)
et les classificateur discriminants (e.g. , le classificateur a` Re´gression Logistique, les SVM ou le
Perceptron).
Dans ce chapitre nous traitons seulement le cas des classificateurs ge´ne´ratifs. Les sections
suivantes pre´sentent les ide´es de principe de la comparaison d’ensembles de messages soumis a`
un classificateur de ce type.
13.2.1 Les boˆıtes noires
Dans le chapitre 10, nous avons examine´ trois flots de messages - des spams - nous sommes
arrive´s a` la conclusion que ces flots ont une certaine ressemblance. En effet, dans les expe´rimen-
tations de ce chapitre, rien n’a e´te´ suppose´ ni sur le classificateur, ni sur les flots de messages.
Les classificateurs sont vus comme des boˆıtes noires. Les conclusions re´sultent uniquement de
mesures indirectes telles la diffe´rence ressentie dans l’efficacite´ de classement, ou des caracte´-
ristiques de´duites a` l’aide d’outils particuliers (e.g. les variogrammes, les corre´logrammes ou
pe´riodogrammes) applique´s a` des se´ries temporelles.
13.2.2 Les classificateurs ge´ne´ratifs
Dans les classificateurs de ce type (e.g. , le Baye´sien Na¨ıf), on associe un mode`le a` chaque
classe. Le mode`le correspond a` la distribution de probabilite´s empirique des termes. L’ope´ration
de classement consiste a` ve´rifier, pour l’objet a` classer, quelle classe serait la plus susceptible
de produire cet objet. Dans le cas du classificateur Baye´sien Na¨ıf, cela revient a` e´valuer une
”distance” entre l’objet et chacune des distributions de probabilite´. Cette distance peut eˆtre
pose´e en termes d’un rapport de vraisemblance ou d’une divergence de Kullback-Leibler. Ainsi,
on peut penser que la comparaison entre deux ensembles de messages, peut se re´duire a` e´valuer
la divergence de Kullback-Leibler entre les distributions de probabilite´ des termes.
13.2.3 Les classificateurs discriminants
Dans le cas de ces classificateurs, il n’y a pas de mode`le associe´ a` chaque classe. L’ope´ration de
classement est base´ sur la recherche de la position relative de l’objet a` classer par rapport a` une
surface de se´paration entre les classes et d’attribuer l’une ou l’autre classe selon cette position
relative. L’ide´e na¨ıve consiste a` ve´rifier si une telle surface existe. Une autre approche serait
d’utiliser un ensemble de messages ”te´moin” que l’on sait diffe´rent des ensembles a` comparer,
et de ve´rifier si les surfaces de se´paration entre les classes sont identiques ou proches autour
des zones de concentration des objets. Cette comparaison peut ne pas etre triviale pour des
classificateur non line´aires, mais dans le cas contraire, il suffirait de ve´rifier la distance entre des
hyperplans de de´limitation.
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13.3 Le divergences entre distributions de probabilite´
Dans cette section nous passons en revue quelques coefficients de divergence entre distribu-
tions de probabilite´. Ce sont des mesures qui, du point de vue de la the´orie d’information, ont une
interpre´tation en rapport avec des bornes de taux d’erreur en teste d’hypothe`ses et applications
de classement, comme nous le verrons dans la section suivante. Bien entendu, on conside`re que les
ensembles de messages peuvent eˆtre repre´sente´s par des distributions empiriques de probabilite´
des termes.
Dans la bibliographie statistique, des nombreux coefficients ont e´te´ sugge´re´s pour e´valuer la
ressemblance entre distributions de probabilite´ ou la facilite´ de les distinguer (manque de ressem-
blance), avec des de´nominations diffe´rentes selon l’application. Nous utilisons la de´nomination
”divergence” et non pas me´trique puisque, en ge´ne´ral, ce ne sont pas des me´triques dans le sens
usuel. Kullback [156] a sugge´re´ ”coefficient de divergence d’une distribution par rapport a` une
autre”. Une me´trique est de´finie comme suit :
De´finition 13.1. Me´trique ou Distance [113] Soit X un ensemble quelconque. Une fonction
d : X × X 7→ R+, l’ensemble des nombres re´els, est dite une me´trique en X si :
1. d(x, y) ≥ 0, ∀x, y ∈ X (Non-Ne´gativite´) ;
2. d(x, y) = d(y, x), ∀x, y ∈ X (Syme´trie) ;
3. d(x, y) = 0, si et seulement si x = y (Se´paration) ;
4. d(x, y) + d(y, z) ≥ d(x, z), ∀x, y, z ∈ X (Ine´galite´ Triangulaire)
Si d est une me´trique, (X , d) est dit un espace me´trique. Si d satisfait (2) et (4), mais pas
force´ment (3), on dit que d est un e´cart.
Ali et Silvey [4] sugge`rent que une divergence entre distributions de probabilite´ doit satisfaire
une liste non exhaustive de quatre proprie´te´s :
1. Le coefficient d(P1, P2) doit eˆtre de´fini pour toute paire P1 et P2 de l’espace de probabilite´s
partage´.
2. Si l’on suppose que y = t(x) est une transformation mesurable d’un espace de mesure
(X ,F) vers un autre espace (Y,G) alors, on doit avoir :
d(P1, P2) ≥ d(P1t−1, P2t−1)
ou` Pit
−1 est la mesure en Y correspondante de la mesure Pi en X . Cette proprie´te´, qui n’est
pas intuitive, re´sulte de l’ine´galite´ de traitement des donne´es [73] qui de´montre que aucune
transformation des donne´es, surtout celles d’agre´gation, ne peut ame´liorer la qualite´ de
l’infe´rence que l’on peut faire a` partir des donne´es de de´part. Cette proprie´te´ a une autre
interpre´tation e´quivalente. Supposons que {xn;n = 1, 2, . . .} est un processus stochastique
et que P1 et P2 sont deux possibles distributions pour ce processus. Il est plausible que plus
longues sont les observations faites sur le processus, meilleure sera notre capacite´ d’identifier
la vraie distribution.
3. d(P1, P2) doit assumer une valeur minimale quand P1 = P2 et sa valeur maximale quand
P1 ⊥ P2. Selon cette proprie´te´, la divergence augmente lorsque les distributions ”s’e´loignent”.
4. Soit θ un parame`tre re´el et {Pθ; θ ∈ (a, b)} une famille de distributions Pθ(x) avec des
rapports de vraisemblance monotones en x. Si a < θ1 < θ2 < θ3 < b, alors :
d(Pθ1 , Pθ2) ≤ d(Pθ1 , Pθ3)
Cette proprie´te´ re´sulte de la pre´ce´dente dans le sens ou` le but de la divergence est d’e´valuer
la discrimination de deux distributions et, donc, augmenter avec cette capacite´, si l’on
conside`re que le rapport de vraisemblance en est un indicateur.
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13.3.1 Divergence de Kullback-Leibler
De´finition 13.2. Soient P1 et P2 deux distributions de probabilite´, discre`tes, en X . La Diver-
gence de Kullback-Leibler [156] [73, P. 18] de P2 par rapport a` P1 est de´finie comme :
D(P1 ‖ P2) =
∑
x∈X
p1(x) · log p1(x)
p2(x)
(13.1)
On conside`re les cas particuliers : 0 · log 00 = 0, 0 · log 0q = 0 et p · log p0 =∞.
La divergence de Kullback-Leibler (KL) est toujours non-ne´gative et n’est nulle que quand
les distributions P1 et P2 sont identiques partout dans X .
D(P1 ‖ P2) = 0 ⇐⇒ P1(x) = P2(x), ∀x ∈ X (13.2)
La divergence de Kullback-Leibler n’est pas syme´trique et n’a pas la proprie´te´ de l’ine´galite´
triangulaire. Certains auteurs (y compris Kullback [156]) ont e´tudie´ la J-divergence propose´e
initialement par Jeffreys [135], comme solution de remplacement syme´trique de la divergence de
Kullback-Leibler.
J(P1 ‖ P2) = 1
2
(D(P1 ‖ P2) +D(P2 ‖ P1)) (13.3)
Ne´anmoins, la divergence de Kullback-Leibler est inte´ressante justement a` cause de son asy-
me´trie, puisque les proble`mes de test d’hypothe`ses et de classement sont des proble`mes intrinse`-
quement asyme´triques, et cette proprie´te´ est pre´serve´e par la divergence de Kullback-Leibler.
Par contre, l’inconve´nient majeur est qu’elle n’est pas borne´e lorsqu’une des distributions
assume des valeurs nulles dans une partie de son espace de probabilite´s (cas p log p0 ).
En the´orie d’information, cette divergence est connue sous la de´nomination de Entropie Rela-
tive et interpre´te´e comme le nombre de bits additionnels ne´cessaires pour coder une information,
utilisant une distribution de probabilite´ autre que celle qui a effectivement ge´ne´re´ l’information.
C’est le principe de fonctionnement des classificateurs a` compression.
Nous verrons dans la section (13.4) des proprie´te´s de la divergence KL qui justifient son
utilisation en test de hypothe`ses. Lafferty utilise la divergence KL comme fonction risque a`
minimiser en recherche documentaire [160]. Le AIC (Akaike Information Criteria) est un crite`re
permettant d’e´valuer la qualite´ d’un mode`le fonde´ sur l’utilisation de la divergence KL pour
comparer des distributions de probabilite´ [154].
13.3.2 Divergence de Jensen-Shannon
La divergence de Jensen-Shannon cherche a` syme´triser la divergence de Kullback-Leibler
et a` palier l’inconve´nient d’absence d’une borne supe´rieure. Cette divergence a e´te´ introduite
implicitement par Wong [264] puis formalise´e par Lin [175] en 1991. Elle est de´finie comme suit :
De´finition 13.3. Divergence de Jensen-Shannon - Soient P1 et P2 deux distributions de proba-
bilite´, discre`tes, en X . La divergence de Jensen-Shannon est de´finie par :




, x ∈ X
(13.4)
Cette divergence est donc, la somme des divergences de Kullback-Leibler entre les distribu-
tions en question et leur moyenne. Vu que P (x) n’est jamais nulle dans les points ou` au moins
une des deux distributions n’est pas nulle, la divergence de Jensen-Shannon est toujours borne´e
et en fait elle est toujours infe´rieure a` 1 [175].
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De´finition 13.4. Divergence de Jensen-Shannon ge´ne´ralise´e - Soient P1, P2, . . . , PN des distri-













Une interpre´tation de la divergence de Jensen-Shannon [107] re´sulte d’un mode`le de commu-
tation (switching model) ou` une information est ge´ne´re´e par une parmi N sources. A chaque nou-
velle information, la source e´mettrice est choisie ale´atoirement avec probabilite´ pii. La divergence
de Jensen-Shannon correspond a` la redondance minimale ne´cessaire pour encoder l’information
re´sultante de la diffe´rence entre l’entropie moyenne des sources plus l’incertitude lie´e au choix de
la source e´mettrice.
Un autre interpre´tation [107] concerne les mode`les de me´lange, que nous aborderons dans le
chapitre (14). Dans ce contexte, la divergence de Jensen-Shannon est interpre´te´e comme l’aug-
mentation de l’entropie de la distribution de probabilite´ re´sultante du me´lange, par rapport a`
l’entropie moyenne ponde´re´e des composantes.
La racine carre´e de la divergence de Jensen-Shannon est une me´trique. Voir de´monstration
en [196].
13.3.3 Les f-divergences
La notion de f-divergences a e´te´ introduite par Csiszar [78] et Ali et Silvey [4] en meˆme temps,
mais de´veloppe´es inde´pendamment, comme une proposition d’unification des diffe´rentes mesures
de divergence entre distributions de probabilite´.
De´finition 13.5. f-divergence - Soit f(t) une fonction convexe de´finie pour t > 0, avec f(1) = 0
et g(t) une fonction croissante. La f-divergence d’une distribution P par rapport a` Q est de´finie
par :
































Remarque 13.1. Certaines re´fe´rences incluent la fonction croissante g(t) dans la de´finition des
f-divergences (e.g. [14]) alors que les re´fe´rences originales l’omettent (e.g. [4] [79]) (dont la forme
implicite triviale g(t) = t). Cette variante permet d’inte´grer d’autres mesures dans la famille des
f-divergences, telles la divergence de Chernoff et de Battacharyya. Nous l’avons maintenu dans
le seul but de garder en me´moire un possible lien avec ces autres mesures. Ne´anmoins, il ne faut
pas perdre de vue que les de´monstrations des proprie´te´s que l’on trouve dans la bibliographie [79]
conside`rent une fonction g(t) triviale et ne sont pas force´ment valables lorsque la fonction g(t)
n’est pas triviale.
La table (13.1) pre´sente des exemples de divergences que l’on peut traiter comme une f-
divergence.
Les f-divergences ont e´te´ intensivement e´tudie´es [79] [196] [197] [201] [252] [174] avec de´mons-
tration des proprie´te´s communes.
Seules quelques unes des f-divergences sont des vraie me´triques, comme par exemple, la Di-
vergence de Hellinger, lorsque f(t) = (1−√t)2 [88].
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Mesure f(t) g(t) Df(P ‖ Q)
Divergence de Kullback-
Leibler - D(P ‖ Q)
t log t t
∑




Leibler - D(Q ‖ P )
− log t t ∑x∈X Q(x) log Q(x)P (x)
Divergence de Jeffreys (t− 1) log t t ∑x∈X (P (x) −Q(x)) log P (x)Q(x)
Divergence de X 2 (Pearson) (t− 1)2 t ∑x∈X (P (x)−Q(x))2Q(x)
Divergence de Chernoff −x1−r, 0 ≤ r ≤ 1 − log(−t) − log (∑x∈X P r(x)Q1−r(x))
Divergence de Hellinger (1) (α − 1)−1(tα − 1) t 1−∑x∈X √P (x)Q(x)
Divergence de Hellinger (2) 1−√t, (α = 12) t 1−∑x∈X √P (x)Q(x)








|t− 1| t ∑x∈X |P (x)−Q(x)|










Tab. 13.1: Exemples de repre´sentation de mesures de dissimilarite´ entre distributions de proba-
bilite´, sous la forme de f-divergences [4] [79] [154] [14]
13.3.4 Le cosinus et la distance euclidienne
Le cosinus et la distance euclidienne sont, avec la divergence de Kullback-Leibler, des me-
sures de similitude utilise´es en recherche documentaire pour comparer des documents ou des
ensembles de documents (clustering) [182, p. 344]. Ces mesures apparaissent naturellement dans
le mode`le VSM1. Les documents, ou classes de documents, sont repre´sente´s par des vecteurs ou`
les composantes sont les fre´quences de chaque terme.
La similarite´ par le cosinus est de´finie comme :
sim(P1, P2) = cos(P1, P2) =
< P1, P2 >
|P1||P2|
(13.7)
L’inte´reˆt du cosinus la normalisation naturelle de la longueur des documents. Mais les incon-
ve´nients sont le faible pouvoir discriminant pour des documents assez proches et l’absence de
rapport entre la mesure et des taux d’erreur.





Dans le cas ou` les vecteurs de´finissant les distributions de probabilite´ sont normalise´s, l’ordre
(ranking) ge´ne´re´ par un ensemble de distributions de probabilite´ utilisant la distance euclidienne
ou le cosinus sont identiques [182, p. 120].
La distance euclidienne est une me´trique.
13.4 Proprie´te´s des Divergences
Dans cette section nous pre´sentons quelques proprie´te´s sugge´rant le lien entre les divergences
entre distributions de probabilite´ et la proble´matique de test d’hypothe`ses, en particulier la
1VSM - Vector Space Model
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probabilite´ asymptotique d’erreur.
13.4.1 Le lemme de Neymann-Pearson
Parmi les diffe´rentes fac¸ons de pre´senter le Lemme de Neymann-Pearson [168] [260] [73],
celle que l’on trouve dans les textes de the´orie d’information et des grandes de´viations [73],
fait apparaitre naturellement les liens entre la comparaison de distributions de probabilite´ et la
proble´matique de classement qui nous inte´resse.
The´ore`me 13.4.1 (Lemme de Neymann-Pearson). Soit X1, X2, ..., Xn une suite de variables
ale´atoires tire´es i.i.d. selon une distribution Q. Conside´rons le proble`me de test d’hypothe`ses
qui consiste a` de´cider si Q = P1 ou si Q = P2. Q, P1 et P2 de´finies dans le meˆme espace de
probabilite´s. Pour T ≥ 0 de´finissons la re´gion An(T ) de de´cision :
An(T ) =
{
xn ∈ Xn : P1(x1, x2, . . . , xn)






est le rapport de vraisemblance de a sous P1 et P2.
Soit α∗ la probabilite´ d’erreur associe´e au choix de P2 alors que le bon choix est P1 et β
∗ le
cas contraire :
α∗ = Pn1 (A
c
n(T )), β
∗ = Pn2 (An(T )) (13.10)
Soit Bn une autre re´gion quelconque, avec des probabilite´s d’erreur α et β, alors :
α ≤ α∗ =⇒ β ≥ β∗ (13.11)
De´monstration. Voir [73, p. 376]
Le lemme de Neyman-Pearson permet de de´finir un test optimal dans le sens suivant. Si l’on
fixe l’une des deux probabilite´s d’erreur (e.g. α∗) et si on conside`re toutes les autres possibles
re´gions de de´cision, aucune d’entre elles ne minimisera, en meˆme temps α et β. Cette re´gion
de´finit la re´gion de Xn ou` la de´cision optimale est la distribution P1.
Le test du lemme de Neyman-Pearson sur deux hypothe`ses est la comparaison du rapport de
vraisemblance avec un seuil, de la forme :
P1(x1, x2, . . . , xn)
P2(x1, x2, . . . , xn)
≷ T (13.12)
Dans le contexte d’une application de classement, le crite`re (13.12) est interpre´te´ comme une
mesure de distance entre distributions de probabilite´ [156, p. 86] [73, p. 378]. Soit L(·) le log du
rapport de vraisemblance2 :
L(x1, x2, . . . , xn) = log
P1(x1, x2, . . . , xn)








2Ce passage utilise l’hypothe`se d’inde´pendance statistique des termes.
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Soit PXn la distribution de probabilite´ empirique de la se´quence x1, x2, . . . , xn
























= nD(PXn ‖ P2)− nD(PXn ‖ P1)
(13.14)
Donc, le test 13.12 est e´quivalent a` :
D(PXn ‖ P2)−D(PXn ‖ P1) ≶ 1
n
logT (13.15)
c.a`.d. , la de´cision optimale consiste a` choisir, parmi les deux distributions de probabilite´ candi-
dates, celle dont la ”distance” avec la distribution de probabilite´ empirique de l’e´chantillon est la
plus faible.
13.4.2 Lemme de Chernoff-Stein
The´ore`me 13.4.2 (AEP - Proprie´te´ d’Equipartition Asymptotique3 de l’entropie relative [73]).
Soit X1, X2, . . . , Xn une se´quence de variables ale´atoires tire´es i.i.d. selon une loi P1(x) sur X
et P2(x) n’importe quelle autre distribution en X . Alors, le rapport de vraisemblance converge en




P1(X1, X2, . . . , Xn)
P2(X1, X2, . . . , Xn)
P−→ D(P1 ‖ P2) (13.16)


























The´ore`me 13.4.3 (Lemme de Chernoff-Stein). Soit X1, X2, . . . , Xn une se´quence de variables
ale´atoires tire´es i.i.d. ∼ Q. Conside`re le test d’hypothe`ses entre deux alternatives, H0 : Q = P1
et H1 : Q = P2, avec D(P1 ‖ P2) <∞. Soit An ⊆ Xn une re´gion d’acceptation pour l’hypothe`se
Q = P1. Les probabilite´s d’erreur sont :
α∗ = Pn1 (A
c
n(T )), β
∗ = Pn2 (An(T )) (13.18)
Pour 0 <  < 12 , de´finir :
3AEP - Asymptotic Equipartition Property
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De´monstration. Voir [73, p. 384].
Ces deux re´sultats sont tre`s inte´ressants puisqu’ils de´montrent l’existence d’un rapport liant
la divergence de Kullback-Leibler entre les distributions de probabilite´ des termes dans les classes,
la re´gion de de´cision optimale et des bornes des taux d’erreur de classement. A` noter qu’il s’agit
de rapports asymptotiques, pour des se´quences dont la longueur tend vers infini.
Ces deux proprie´te´s justifient l’utilisation d’une des divergences (Kullback-Leibler) pour e´va-
luer la dissimilarite´ d’ensembles d’objets. Les proprie´te´s des divergences et leurs applications
dans les applications de classement et test d’hypothe`ses ont e´te´ largement e´tudie´es. Voir, par
exemple, Devroye [88] Beirlant [16] Pardo [201] Vajda et Osterreicher [196] et Csisza´r [79].
13.5 Re´sultats Pre´liminaires
Les expe´rimentations pre´liminaires avec les donne´es disponibles que nous avons semblent
montrer, au moins qualitativement, que la comparaison des distributions de probabilite´ des termes
refle`te effectivement la diffe´rence ressentie entre ensembles de messages.
Les distributions empiriques de probabilite´ ont e´te´ construites a` partir de la repre´sentation
des messages utilise´e par le classificateur baye´sien naif du logiciel j-chkmail. Les termes sont les
mots et bi-mots.
Nous avons utilise´ quatre des mesures pre´sente´es dans ce chapitre pour comparer des en-
sembles de messages de trois informaticiens : joe, jmv et mg - voir re´sultats dans la Table 13.2.
Les deux points inte´ressants de ces re´sultats sont : les quatre mesures ont place´ les ensembles
dans le meˆme ordre et les ensembles les plus proches, joe et mg, correspondent, effectivement,
aux personnes dont les profils professionnels sont aussi les plus proches.
La Table 13.3 pre´sente les re´sultats de comparaison des flots de messages de l’auteur, regroupe´s
par mois, de mars 2008 a` juin 2008 : hams (H-08mm) et spams (S-08mm), utilisant la divergence
de Kullback-Leibler. On remarque que les diffe´rences intra-classe sont infe´rieurs aux diffe´rences
inter-classe.
La Figure 13.1 (13.1a a` 13.1c) montre l’e´volution temporelle des flots de messages utilise´s dans
les expe´rimentations du Chapitre 10, selon les divergences de Kullback-Leibler, Jensen-Shannon
et distance euclidienne, e´value´es par rapport a` l’ensemble de messages de de´part.
13.6 Discussion et Conclusions
Dans ce chapitre nous avons pose´ le proble`me de la quantification de la ressemblance (ou
dissemblance) entre ensembles de messages. Nous avons identifie´ trois approches pour traiter
ce proble`me, la premie`re conside´rant le syste`me de filtrage comme une boite noire et les deux
autres, de´pendantes du type de classificateur, ne´cessitant une connaissance de l’algorithme de
classement et de la repre´sentation des messages.
Nous avons pre´sente´ quelques re´sultats issus de la the´orie de l’information justifiant l’utilisa-
tion des divergences entre distributions de probabilite´ pour e´valuer la diffe´rence entre ensembles
de messages dans le cas des algorithmes ge´ne´ratifs. Les re´sultats expe´rimentaux obtenus semblent
cohe´rents avec l’attendu.
151
13.6. Discussion et Conclusions
h-jmv h-joe h-mg
h-jmv 0.0000 2.1459 2.1323
h-joe 1.8279 0.0000 1.3877
h-mg 1.5156 1.3509 0.0000
(a) Divergence de Kullback-Leibler
h-jmv h-joe h-mg
h-jmv 0.0000 0.6726 0.5929
h-joe 0.6726 0.0000 0.4660
h-mg 0.5929 0.4660 0.0000
(b) Divergence de Jensen-Shannon
h-jmv h-joe h-mg
h-jmv 0.0000 1.3974 1.2009
h-joe 1.3974 0.0000 0.8809
h-mg 1.2009 0.8809 0.0000
(c) Divergence de Battacharyya
h-jmv h-joe h-mg
h-jmv 0.0000 0.0063 0.0064
h-joe 0.0063 0.0000 0.0050
h-mg 0.0064 0.0050 0.0000
(d) Distance Euclidienne
Tab. 13.2: Dissimilarite´s entre les boˆıtes aux lettres de trois informaticiens e´value´es a` l’aide de
divergences et distance euclidienne
H-0803 H-0804 H-0805 H-0806 S-0803 S-0804 S-0805 S-0806
H-0803 0.0000 0.7357 0.7817 0.8103 2.8219 3.0093 3.0501 3.0562
H-0804 0.7540 0.0000 0.7166 0.7805 2.8360 3.0163 3.0567 3.0614
H-0805 0.8289 0.7365 0.0000 0.7273 2.8296 3.0127 3.0491 3.0578
H-0806 0.8615 0.8018 0.7364 0.0000 2.8597 3.0499 3.0855 3.0827
S-0803 3.1116 3.1209 3.1348 3.1521 0.0000 0.7899 1.2674 1.4401
S-0804 3.3431 3.3445 3.3630 3.3788 1.0430 0.0000 0.8971 1.3293
S-0805 3.2936 3.3020 3.3131 3.3240 1.4439 0.8802 0.0000 0.7894
S-0806 3.2122 3.2137 3.2322 3.2343 1.5344 1.2690 0.8378 0.0000
Tab. 13.3: E´volution temporelle des hams et spams de l’auteur, entre mars et juin 2008, e´value´e
















































































Fig. 13.1: E´volution temporelle des flots de messages utilise´s dans le Chapitre 10 par les mesures
de divergence de Kullback-Leibler, Jensen-Shannon et distance euclidienne.
Ne´anmoins, si ces re´sultats semblent cohe´rents, la de´marche de l’expe´rimentation n’a pas tenu
compte d’un nombre de de´tails du fonctionnement de l’algorithme de classement. Par exemple :
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– mode`le de ge´ne´ration des messages : dans les de´veloppements issus de la the´orie
d’information, le mode`le utilise´ est un tirage ale´atoire avec remise, tandis que dans la
plupart des algorithmes de classement, il s’agit d’un tirage sans remise, puisque seule la
pre´sence d’un terme compte, et non pas le nombre d’occurrences ;
– se´lection d’attributs : les algorithmes de classement usuels se´lectionnent les attributs les
plus discriminants trouve´s dans l’objet a` classer ;
– apprentissage supervise´ versus actif : les re´sultats issus de la the´orie d’information
se basent sur tous les exemples disponibles tandis que dans l’apprentissage actif, seuls les
exemples informatifs sont pris en compte. Cela fait que l’aspect probabiliste de la distribu-
tion des objets n’est pas respecte´. Le contour de se´paration des classes n’a plus un caracte`re
probabiliste e devient plutoˆt ge´ome´trique.
Ces trois exemples ne sont pas, bien entendu, exhaustifs et la validite´ des de´veloppements
reste a` de´montrer. Ne´anmoins, une re´flexion sur les me´thodes permettant de comparer, du point
de vue du classificateur, des flots de messages reste inte´ressante et me´rite eˆtre poursuivie.
13.7 Notes Historiques et Bibliographiques
La divergence de Kullback-Leibler a e´te´ propose´e par Kullback et Leibler en 1951 [157] [156],
sous la de´nomination information discriminante (information for discrimination). Dans cet ar-
ticle, les auteurs pre´sentent, dans le cadre meˆme cadre, leur mesure ainsi que celle introduite
par H. Jeffreys quelques anne´es auparavant [135] et qui e´tait une version syme´trique de leur
mesure d’information discriminante obtenue par la moyenne des mesures dans les deux sens.
Kullback [156] sugge`re la minimisation de cette mesure comme un principe en infe´rence statis-
tique.
Plusieurs mesures de dissimilarite´ avaient e´te´ propose´es avant celle de Kullback et Leibler :
les divergences de Chernoff, Hellinger, Mahalanobis, Battacharyya, pour ne citer que quelques
unes. La nouveaute´ apporte´e par Kullback et Leibler est le lien, intentionnel, entre cette nouvelle
mesure et la The´orie d’Information, introduite peu de temps avant par la ce´le`bre publication
de Claude E. Shannon [236], qui proposait l’entropie comme mesure de quantite´ d’information.
Dans le pre´face de son livre [156], Kullback e´crit :
Information theory is a branch of the mathematical theory of probability and
mathematical statistics. As such, it can be and is applied in a wide variety of fields.
Information theory is relevant to statistical inference and should be of basic interest
to statisticians. Information theory provides a unification of known results, and leads
to natural generalizations and the derivation of results.
Dans cette meˆme publication, Kullback de´montre l’existence d’une relation entre la informa-
tion discriminante et l’information de Fischer.
En 1966 et 1967, Imre Csisza´r [78] et Ali et Silvey [4] ont introduit simultane´ment et inde´-
pendamment les f-divergences, comme un moyen d’unifier les diffe´rentes mesures de dissimilarite´,
comme une application de la the´orie des grandes de´viations.
La plupart de ces mesures n’e´tant pas des me´triques, plusieurs propositions de mesures de´-
rive´es ont e´te´ faites dans le but de trouver des mesures de dissimilarite´ qui e´taient des vraies
me´triques dans le sens topologique. Ne´anmoins, cet asyme´trie ne fait que reproduire, le´gitime-
ment, l’asyme´trie des proble`mes test d’hypothe`ses et classement.
On trouvera une pre´sentation plus comple`te (et didactique) des proprie´te´s de ces mesures, et
de leur application dans les proble`mes de reconnaissance de formes, dans [88].
Parmi les mesures syme´triques inte´ressantes, on trouve la Divergence de Jensen-Shannon,
de´veloppe´e par Lin [175] et qui a fait objet de plusieurs publications. Osterreicher et Vajda ont
de´montre´ que la racine carre´e de cette divergence est une vraie me´trique [196], [197]. Une autre
preuve a e´te´ fournie par Endres et Schindelin [98]. Topsoe et Fuglede [252] [107] ont de´montre´ plu-
sieurs proprie´te´s de cette mesure, en particulier des rapports (ine´galite´s) avec autres divergences
telles la divergence de Hellinger et la divergence variationnelle.
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CHAPITRE 14
Mode`les de Me´lange Fini
You give 100 percent in the first half of the game, and if that isn’t enough in the
second half you give what’s left.
Yogi Berra
14.1 Introduction
Les mode`les de me´lange et commute´ apparaissent naturellement a` diffe´rents niveaux dans la
constitution des boˆıtes aux lettres et les flots de messages.
La plupart des utilisateurs de la messagerie e´lectronique a l’habitude de classer ses messages
dans des dossiers selon, par exemple, le sujet ou l’expe´diteur. Quelque soit le crite`re de classement,
chaque dossier a ses particularite´s qui font que les messages a` l’inte´rieur de chaque dossier ont
des caracte´ristiques communes. La boˆıte aux lettres d’un utilisateur de la messagerie est l’union
de plusieurs dossiers.
Si on remonte a` un niveau plus haut, comme par exemple, un de´partement d’une universite´,
on peut conside´rer que la boˆıte aux lettres collective du de´partement est l’union des boˆıtes aux
lettres des diffe´rents utilisateurs. De cette fac¸on, on pourrait repre´senter cette boˆıte aux lettres
collective comme une composition ponde´re´e, une combinaison line´aire, des diffe´rents sujets traite´s
par les diffe´rents utilisateurs.
A un niveau encore plus haut, on peut voir l’Internet entier comme un re´seau avec des noeuds
de routage ou` des flots de messages sont combine´s (me´lange´s) ou e´clate´s.
Ces mode`les sont directement utilisables dans les applications utilisant des algorithmes ge´ne´-
ratifs de classement tels le Baye´sien Na¨ıf. L’ide´e est qu’une boˆıte aux lettres peux eˆtre repre´sente´e
par la distribution de probabilite´ de ses unite´s textuelles et que l’on peut combiner, successive-
ment, les distributions que l’on trouve a` chaque niveau pour retrouver celles des niveaux plus
e´leve´s.
A` l’exception du proble`me trivial de de´terminer la distribution re´sultante sachant les com-
posantes et les poids de chacune, les proble`mes a` re´soudre avec de mode`les de me´lange et de
commutation ont souvent un couˆt de traitement e´leve´. Ne´anmoins, l’abordage de la proble´ma-
tique du filtrage collectif de spam en tant que mode`le de me´lange ou de commutation a le me´rite
de fournir quelques re´ponses et conclusions inte´ressantes.
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14.2 Mode`les de me´lange et commute´
De´finition 14.1. [106] Conside`re une variable (ou vecteur) ale´atoire X en un espace de probabi-
lite´s X , discret ou continu. X est dite re´sulter d’un me´lange fini de N distributions si la fonction




ηiPi(x), ηi ≥ 0,
N∑
i=1
ηi = 1 (14.1)
On conside`re souvent que les distributions composantes appartiennent a` une meˆme famille
de distributions parame´triques indexe´es par un parame`tre Θ, mais elles peuvent aussi provenir
de distributions non parame´triques partageant le meˆme espace de probabilite´s.
Pour de´crire le mode`le commute´, reprenons le mode`le de me´lange fini de´crit par l’e´quation
(14.1).
En fait, ces deux mode`les ont des proprie´te´s assez similaires et sont, assez souvent, aborde´s
ensemble [106] [187] [23]. La diffe´rence re´side dans la de´finition du processus de ge´ne´ration des
objets d’e´tude. Dans le mode`le de me´lange les objets sont ge´ne´re´s selon la distribution re´sultante
du me´lange, tandis que dans le mode`le commute´, il y a, d’abord, un choix au hasard d’une
distribution (les coefficients de me´lange correspondent a` une distribution de probabilite´s) et
ensuite la ge´ne´ration de l’objet, selon la distribution choisie par le premier tirage.
Le mode`le commute´ semble, a` priori, plus adapte´ a` la mode´lisation d’un flot de messages
puisqu’il s’agirait, d’abord, de choisir une cate´gorie (ham, spam), une sous-cate´gorie (appel pre´-
sentation, message de service, pornographie, me´dicaments, . . .) pour ensuite ge´ne´rer le message
selon la sous-cate´gorie choisie. Ne´anmoins, ce mode de fonctionnement ne´cessite, lors de l’ope´ra-
tion de classement, de pouvoir identifier la composante du me´lange, ce qui n’est pas force´ment une
taˆche aise´e. Une contrainte ne´cessaire pour qu’un me´lange soit identifiable est que des parame`tres
de me´lange diffe´rents doivent correspondre a` des distributions diffe´rentes [106, p. 14].
Aussi, lorsque la dimension du proble`me est e´leve´e, les me´thodes fonde´es sur l’estimation de
la vraisemblance deviennent rapidement intraitables [106, p. 43] [212, p. 11], puisque exprime´e
comme un produit de sommes. La fonction de vraisemblance d’une se´quence de dimension N ,
x1, x2, . . . , xN , ge´ne´re´e par un me´lange de K composantes a la forme [106, p. 43] :






14.3 Discussion et perspectives
Il ne semble pas e´vident que l’on puisse se baser sur les mode`les de me´lange pour effectuer
du classement de messages e´lectroniques, a` cause de la lourdeur des traitements. Ne´anmoins,
ces mode`les apparaissent naturellement dans la constitution des flots et on peut penser qu’ils
puissent eˆtre utiles plutoˆt dans un but d’approfondissement de la connaissance. On peut citer
deux exemples d’applications.
Dans le Chapitre 10 nous avons e´mis l’hypothe`se que le flot de spams arrivant dans une boite
aux lettres pourrait re´sulter de la combinaison d’un petit nombre de flots inde´pendants. On peut
imaginer qu’un mode`le de me´lange pourrait eˆtre utilise´ pour identifier et e´valuer les coefficients
de me´lange en jeu.
Une deuxie`me application possible pourrait eˆtre l’e´tude de la diversite´ du flot compose´, par
exemple, dans une universite´. Nous avons de´montre´ empiriquement dans le Chapitre 11 que
l’efficacite´ d’un classificateur mutualise´ diminue au fur et a` mesure que l’on ajoute des compo-
santes diffe´rentes, donc la diversite´ de la population. Il serait alors inte´ressant de comprendre
comment et de pouvoir e´tablir des limites d’utilisabilite´. L’entropie d’une distribution est une
mesure ”grossie`re”, de la diversite´ d’une distribution de probabilite´. On peut de´montrer qu’il est
possible d’e´valuer l’entropie d’une distribution issue d’un me´lange a` partir des composantes du
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me´lange. De meˆme, on peut aussi e´valuer certaines divergences (e.g. , Kullback-Leibler) entre
distributions issus d’un me´lange, aussi a` partir de ces composantes1.
1La de´monstration a e´te´ omise, puisque longue et l’inte´reˆt de la de´marche reste a` de´montrer.
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The important thing is not to stop questioning. Curiosity has its own reason for
existing. One cannot help but be in awe when he contemplates the mysteries of
eternity, of life, of the marvelous structure of reality. It is enough if one tries merely
to comprehend a little of this mystery every day. Never lose a holy curiosity.
Albert Einstein
15.1 Re´sultats
Notre premier objectif, au de´but de cette the`se, e´tait l’e´tude du classement mutualise´ de
messages e´lectroniques dans une communaute´ telle une universite´ ou plus ge´ne´ralement, un e´ta-
blissement d’enseignement et recherche avec une population, certes, he´te´roge`ne mais avec des
points communs.
L’expe´rience pre´alable et les premiers travaux ont montre´ que quasiment tous les algorithmes
de classement et me´thodes d’apprentissage usuels avaient de´ja` e´te´ expe´rimente´s pour le filtrage
de spam. Ne´anmoins, la connaissance de la matie`re manipule´e - les caracte´ristiques des messages
- restait, a` notre avis, insuffisante.
Pour mener a` bien notre objectif initial, il nous a semble´ plus inte´ressant de, avant toute
autre chose, augmenter cette connaissance que de rechercher des ame´liorations aux algorithmes
et me´thodes de´ja` existantes.
Le proble`me de classement de messages e´lectroniques diffe`re de celui de classement de docu-
ments textuels ge´ne´riques dans le sens ou` les messages e´lectroniques contiennent la partie utile
mais aussi des me´ta-informations (e.g. des informations de mise en forme, des informations de
routage ou des fichiers attache´s) et une diversite´ linguistique bien plus large que celles des docu-
ments textuels ge´ne´riques. Par ailleurs, l’observation des re´sultats dans les configurations diverses
a montre´ que les me´ta-informations ge´ne`rent des attributs plus pertinents pour le classement que
le contenu effectif des messages.
Apre`s avoir e´tudie´ des travaux de´ja` publie´s concernant le filtrage de spams, nous avons de´fini
une architecture de filtrage susceptible d’eˆtre utilise´e dans le contexte initial de cette the`se, avec
la contrainte d’eˆtre encore simple mais performant. Nous avons utilise´ un algorithme discriminant
line´aire assez simple avec apprentissage en ligne (approximation stochastique) et apprentissage
actif (marge statique).
Nous avons utilise´ cette architecture, tout en de´sactivant l’apprentissage, pour e´tudier l’e´vo-
lution temporelle de trois flots de spams et un flot de hams. Cette expe´rimentation nous a permis
161
15.2. Perspectives
de mettre en e´vidence des caracte´ristiques inte´ressantes des flots et de de´montrer que les deux
classes de messages n’ont pas les meˆme caracte´ristiques.
Dans un contexte simule´ de filtrage utilisant des ensembles de messages re´els et synthe´tiques,
tels ceux souvent utilise´s dans les travaux publie´s, nous avons pu de´montrer que ces derniers
ne correspondent pas a` des situations re´elles et donnent des re´sultats excessivement optimistes,
en particulier par l’absence de messages gris (gris mails), les messages pouvant eˆtre appre´cie´s
diffe´remment selon le destinataire (e.g. les messages publicitaires).
La simulation de classement de messages re´els, utilisant notre proposition d’architecture de
filtrage, a donne´ des re´sultats que nous conside´rons tre`s bons (taux de faux positifs de l’ordre de
0,3 %, taux de faux ne´gatifs de l’ordre de 0,03 % et 1-AUC de l’ordre de 0.003 %).
Le filtrage mutualise´ d’un flot de cinq individus, ayant des profils diffe´rents, a montre´ une
le´ge`re de´gradation de l’efficacite´ de filtrage, restant toutefois peu significative.
Ces expe´rimentations ont le me´rite d’avoir e´te´ faites avec des donne´es re´els collecte´s sur une
pe´riode assez longue, mais avec dans un pe´rime`tre limite´. Ide´alement, il serait ne´cessaire de les
valider avec une population plus large et incluant d’autres langues. Malheureusement, il n’existe
pas des ensembles de donne´es, publiques et aussi re´alistes comme ceux que nous avons utilise´,
permettant d’e´largir le pe´rime`tre d’expe´rimentation.
Ces re´sultats nous font estimer que le classement de messages e´lectroniques n’est pas un
proble`me difficile. Il est tre`s facile d’obtenir de tre`s bons re´sultats avec des me´thodes assez
simples. Ce qui peut le rendre un proble`me difficile est plutoˆt le niveau d’exigence des utilisateurs
de la messagerie e´lectronique : le filtrage parfait.
Pour qu’un filtrage parfait puisse eˆtre un objectif re´aliste il fallait que les classes soient
se´parables, se qui ne semble pas eˆtre la cas, a` cause des messages gris. Nous avons observe´, dans
le Chapitre 11, qu’une partie importante des erreurs de classement e´taient duˆs aux messages dont
le jugement varie selon le destinataire.
Un deuxie`me point a` retenir, et c’est probablement le plus important, concerne la variabilite´
des donne´es, par rapport au niveau d’efficacite´ de´ja` atteint. Nous avons constate´, dans le Cha-
pitre 11, l’importance de l’impact du passage des donne´es de validation synthe´tiques vers des
donne´es re´els sur les indicateurs d’efficacite´. Compte tenu de cette variabilite´ des donne´es et des
niveaux d’efficacite´ de´ja` atteints, il ne semble pas que les petites ame´liorations d’efficacite´ soient
significatives dans un contexte ge´ne´ral de filtrage de spam.
15.2 Perspectives
15.2.1 De´ploiement
L’architecture de classement que nous avons propose´ et expe´rimente´ ici nous semble la plus
adapte´e dans un contexte de mutualisation d’un outil de classement de messages. Elle atteint,
dans notre contexte d’e´valuation, un niveau d’efficacite´ de classement comparable a` ceux de l’e´tat
de l’art (TREC 2007).
Les deux aspects de l’apprentissage : en ligne et actif re´pondent a` des de´ficiences majeures
des solutions de filtrage actuelles : il n’y a pas de gestion des les de´lais de mise a` jour (perte
de re´fe´rences temporelles) et la pertinence des retours d’information est laisse´e entie`rement a`
l’initiative du destinataire et non pas du classificateur. Ces de´ficiences ont e´te´ de´crites dans le
Chapitre 9.
Cette architecture est, au moment de la pre´sentation de cette the`se, en fonctionnement dans
un certain nombre d’e´tablissements d’enseignement et recherche franc¸ais : l’Ecole des Mines de
Paris, le Comite´ Re´seau des Universite´s et l’Universite´ de la Me´diterrane´e.
Ne´anmoins, dans les versions en fonctionnement dans ces organismes, la boucle de retour d’in-
formation n’est pas encore automatise´e. L’automatisation comple`te de la boucle de´pend d’une
fonctionnalite´ inexistante, actuellement, dans les logiciels de messagerie des utilisateurs, leur per-
mettant de retourner la bonne information. Cela peut-etre re´alise´e sous la forme d’une extension
(plugin) pour des logiciels du type Thunderbird.
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15.2.2 Les ame´liorations de l’algorithme d’apprentissage
Nous avons de´montre´ qu’il e´tait possible d’obtenir des re´sultats de filtrage tre`s bons avec
un algorithme de classement tre`s simple. Ne´anmoins un point reste insatisfaisant dans notre
proposition, et c’est le caracte`re statique de deux parame`tres essentiels : la marge d’apprentissage
actif et la valeur re´siduelle de la vitesse d’apprentissage (valeur utilise´e pour l’approximation
stochastique).
Nous avons vu, dans le Chapitre 11 qu’il existe un valeur optimale de marge en fonction du
retard moyen dans la boucle de retour d’information et du niveau de bruit, des valeurs qui ne
sont pas connues a` priori. Il serait inte´ressant de pouvoir, a` partir d’une valeur initiale arbitraire,
pouvoir rechercher le point optimal de fonctionnement.
Rendre adaptative la valeur re´siduelle de la vitesse d’apprentissage a l ?inte´reˆt de minimiser
le temps de re´ponse du classificateur a` des changements brusques dans les caracte´ristiques des
flots.
15.2.3 Chapitres ”re´flexions a` approfondir”
Une deuxie`me suite de cette the`se concerne les trois derniers chapitres, qui n’ont e´te´ qu’ef-
fleure´s, mais indiquent des voies qui vont dans le sens d’augmentation de la connaissance de la
proble´matique de filtrage de spam.
15.2.4 Validation plus large
Enfin, il reste la validation des re´sultats obtenus, dans un pe´rime`tre plus large. Cette voie,
inte´ressante et ne´cessaire, heurte sur une barrie`re qui est la difficulte´ de collecte de donne´es
re´els. La solution utilise´e dans cette the`se a e´te´ de dupliquer le flot de messages des individus en
question et de leur demander, a` la fin, de classer l’ensemble des messages. La mise en place de
ce type de proce´dure, sur une dure´e assez longue et avec un nombre plus important d’individus,
semble peu re´aliste.
Nos expe´rimentations ont porte´ sur des ensembles de messages le´gitimes recueillis en France,
avec des messages rec¸us en plusieurs langues. Nous avons remarque´ que la langue pre´dominante
dans les spams reste l’anglais. La validation de ces re´sultats dans d’autres langues reste a` faire.
15.3 Que faut-il retenir ?
L’apport le plus important de cette the`se re´side dans une meilleure connaissance et de´mysti-
fication de la proble´matique du filtrage de spam. Au contraire de ce que l’on pense, il ne s’agit
pas d’un proble`me difficile : ce qui le rend difficile est la recherche d’un filtrage parfait, objectif
qui semble inatteignable, puisque les classes ne semblent pas eˆtre comple`tement se´parables.
En ce qui concerne l’architecture d’un syste`me de filtrage, les apports les plus importants
semblent eˆtre la de´monstration de l ?inte´reˆt de l’apprentissage actif en ligne dans le contexte de
filtrage de spam :
– en ce qui concerne l’efficacite´ de classement, il est possible d’obtenir un filtrage de qualite´,
avec des classificateurs assez simple ;
– le retour d’information (apprentissage actif plus erreurs), en ligne rend possible l’e´valuation
du qualite´ de filtrage, ce qui n’est pas envisageable dans le contexte habituel en boucle
ouverte.
Le taux d’erreur re´siduel que nous avons constate´ dans nos re´sultats semble re´sulter plutoˆt des
donne´es que d’une insuffisance des algorithmes de classement et apprentissage. Vouloir ame´liorer
encore l’efficacite´ de filtrage implique force´ment l’utilisation d’algorithmes de classement et d’ap-
prentissage plus complexes. Ne´anmoins, vu le niveau d’efficacite´ de´ja` atteint, et les incertitudes
lie´es aux diffe´rentes configurations de donne´es, on peut imaginer que d’autres algorithmes plus
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astucieux et aussi simple puissent apparaitre, mais il ne faut pas s’attendre a` des ame´liorations
surprenantes dans l’efficacite´ de classement.
La remarque de David Hand [125] faite dans un contexte ge´ne´ral d’e´tude d’algorithmes d’ap-
prentissage et commente´e dans l’introduction de cette the`se nous semble plus que pertinente dans
le contexte particulier de filtrage de spam.
Enfin, il ne faut pas perdre de vue que la proble´matique de filtrage de spam se situe dans un
contexte de constante e´volution technologique et ”course aux armements” entre ceux qui veulent
que leurs publicite´s arrivent dans les boites aux lettres et ceux qui ne veulent pas les recevoir.









Ce chapitre pre´sente, tre`s brie`vement, quelques de´finitions ou re´sultats utilise´s dans cette
the`se.
A.1 De´finitions
X ∼ P - une variable ale´atoire X de distribution P
De´finition A.1. Convergence - Soient X1, X2, . . . , Xn une se´quence de variables ale´atoires et
X une autre variable ale´atoire [260].
– en Probabilite´ : Xn converge vers X en probabilite´ (Xn
P−→ X) si
∀ > 0, P (|X −Xn| > )→ 0, quand n→∞ (A.1)
– en Distribution : (Xn  X)
lim
n→∞
Fn(t) = F (t) (A.2)
– en Moyenne Quadratique : ou convergence en L2, (Xn
L2−−→ X)
E[(Xn −X)2]→ 0, quand n→∞ (A.3)
A.2 Moments d’une distribution de probabilite´s
Le n-ie`me moment d’une distribution de probabilite´s est de´fini par :
φn(X) = E [X
n] (A.4)
Les moments courants sont celui de premier ordre et ceux d’ordre supe´rieure centre´s sur la
moyenne :
167
A.3. Estimation de probabilite´
Moment De´finition Observations
Moyenne µ = E [X ]















− 3 Coefficient d’Aplatisse-
ment
Covariance Cov[X,Y ] = E[(X − µX)(Y − µY )]
Coefficient de Corre´lation ρX,Y =
1
ρX ρY
E[(X − µX)(Y − µY )]
Cette de´finition de Kurtosis est souvent appele´e Kurtosis en exce`s, a` cause de la valeur 3
de´duite, permettant une comparaison avec une distribution normale.
A.3 Estimation de probabilite´
L’estimation de la probabilite´ empirique est un proble`me qui arrive souvent dans, e.g. le clas-
sificateur baye´sien na¨ıf. E´tant donne´ un ensemble de cate´gories (e.g. un vocabulaire), il s’agit
d’estimer la probabilite´ empirique de chacune de ces cate´gories dans un e´chantillon (e.g. la pro-
babilite´ empirique de chaque mot dans un corpus). L’estimateur le plus simple, celui de vraisem-
blance maximale, donne des re´sultats peu satisfaisants dans des ensembles e´pars (ou e´ve´nements
rares - les mots peu fre´quents) [183, p. 198] que l’on trouve typiquement dans les applications
de traitement de textes. Nous citons deux estimateurs alternatifs : Laplace et Lidstone, souvent
utilise´s en NLP [183, Section 6.2]
Conside´rons la notation suivante : V = {m1, . . .} est un vocabulaire de dimension |V| et C un
corpus de taille |C| : |C| occurrences de termes de V . Ck est le nombre d’occurrences de mk dans
C.









3. Estimateur de Lidstone - 0 < λ < 1.
P (mk) =
Ck + λ
|C|+ λ |V| (A.7)
Le cas particulier λ = 1/2 correspond a` l’estimateur de Jeffreys-Perks.
A.4 Mode´lisation Statistique et Crite`res d’Information
Deux crite`res d’information souvent utilise´s en mode´lisation statistique pour choisir le mode`le
sont AIC (Akaike Information Criterion) et BIC (Bayes Information Criterion). Globalement, ces
crite`res sont fonde´s sur la valeur de la vraisemblance maximale pe´nalise´e par la dimension du
mode`le. L’ide´e est de, a` vraisemblance e´gale, le mode`le choisi sera celui qui est le plus simple.
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De´finition A.2. AIC (Akaike Information Criterion - Le crite`re AIC d’un mode`le est de´fini
par :
AIC = −2 ln(L) + 2 k (A.8)
avec :
– L : la valeur de la fonction de vraisemblance du mode`le ;
– k : la dimension du mode`le.
De´finition A.3. BIC (Bayes Information Criterion) - Le crite`re BIC d’un mode`le est de´fini
par :
BIC = −2 ln(L) + k ln(n) (A.9)
avec :
– L : la valeur de la fonction de vraisemblance du mode`le ;
– k : la dimension du mode`le ;
– n : la taille e´quivalente de l’e´chantillon utilise´ pour construire le mode`le.
A.5 Notes Bibliographiques
Ce chapitre e´nume`re quelques re´sultats utilise´s dans cette the`se. On trouvera un traitement
plus complet dans des textes tels Wasserman [260] (plus qu’un aide-me´moire) ou [75] (pour des
explications pratiques avec le logiciel statistique R).
Manning et Schuze [183, Section 6.2] traitent l’utilisation des diffe´rents types d’estimateurs de
probabilite´ dans les applications de traitement de textes en langage naturel. Church et Gale [51]
[112] proposent et e´tudient l’utilisation de deux estimateurs (Enhanced Good-Turing et Cat-Cal)
pour l’estimation de probabilite´s de digrammes. Zhenmei et Cercone [121] e´tudient l’influence
des estimateurs de Laplace et Good-Turing dans le classificateur Baye´sien Na¨ıf.
Les crite`res d’information utilise´s en mode´lisation statistique que nous pre´sentons, et aussi
d’autres, sont de´crits en de´tail dans des textes tels Konish et Kitagawa [154] de´die´ a` la mode´li-






Processus Stochastiques et Se´ries Temporelles
Cet annexe contient un tre`s bref re´sume´ des outils d’analyse des se´ries temporelles. On trou-
vera une pre´sentation plus comple`te dans les re´fe´rences mentionne´es dans les notes bibliogra-
phiques.
De´finition B.1. L’autocovariance d’un processus stochastique est la covariance du processus
e´value´e a` des instants diffe´rents :
KXX(t, s) = Cov[Xt, Xs] = E[(Xt − µt)(Xs − µs)] = E[XtXs]− µtµs (B.1)
B.1 Stationnarite´
De´finition B.2. Soit un processus stochastique temporel X , a` des valeurs re´elles et en temps
discret.
Si f (X1, X2, . . . , Xt) est une fonction mesurable (densite´ de probabilite´ conjointe, distribution
de probabilite´ jointe, ...), alors le processusX est dit stationnaire dans le sens strict (stationnarite´
forte) ssi
f (X1, X2, . . . , Xt) = f (X1+k, X2+k, . . . , Xt+k) , ∀k (B.2)
que l’on interpre`te, in fine, comme l’invariabilite´ des caracte´ristiques statistiques du processus,
quel que soit l’instant d’observation. Une conse´quence de cette de´finition est que, les moments
de la distribution de probabilite´, quel que soit l’ordre, ne de´pendent pas de l’instant.
Une de´finition moins forte est la stationnarite´ dans le sens large (ou stationnarite´ faible, ou
de deuxie`me ordre), ou` la contrainte ne s’applique que jusqu’aux moments de deuxie`me ordre :
E[Xi] = µ , ∀i
V ar[Xi] = σ
2 <∞µ , , ∀i





B.2.1 Corre´logramme d’une Se´rie Temporelle







(X(i)− µ)(X(i+ k)− µ) (B.4)
A noter que le nombre de termes pris en compte diminue au fur et a` mesure que k augmente.
D’habitude le corre´logramme est e´value´ pour des valeurs de k jusqu’a` un tiers de la longueur de
la se´rie.
B.2.2 Variogramme
Le demi-variogramme d’un processus stationnaire de deuxie`me ordre (moyenne et variance
constantes) est de´fini par [76, p. 40] :





Par rapport a` la fonction auto-covariance, le demi-variogramme a l’avantage de ne pas de´-
pendre de la moyenne et, par conse´quent, est de´fini meˆme pour un processus non stationnaire.
Bien entendu, dans ce cas, son utilisation et interpre´tation doit eˆtre faite avec pre´caution. La
valeur asymptotique du demi-variogramme quand le pas tend vers infini est la variance de la
se´rie.
Remarque B.1. Pour les besoins de cette the`se, vu que nous nous inte´ressons plutoˆt a` une analyse
plutoˆt qualitative et dans le but de pouvoir repre´senter graphiquement les diffe´rents re´sultats dans
une meˆme e´chelle, nous utilisons le demi-variogramme normalise´e par la variance.










De fac¸on analogue, le demi-variogramme croise´ de deux processus Y et Z, est de´fini par :
2 γY Z(k) = Ex [(Y (x) − Y (x+ k)) (Z(x)− Z(x+ k))] (B.7)
Pour un traitement plus complet des demi-variogrammes, consulter, par exemple, [76] et [49].
B.2.3 Periodogramme
Pour une se´rie stationnaire de deuxie`me ordre, la auto-covariance et sa Transforme´e de Fourier
Discre`te (DFT ) sont de´finies par :




ρ(h) · e−i 2pi hN k, k = 0, . . . , N − 1 (B.8)
Remarque B.2. La Transforme´e de Fourier Discre`te de la fonction d’auto-covariance d’une pro-
cessus est parfois appele´e Densite´ Spectrale de Puissance a` cause de son interpre´tation dans le
domaine des te´le´communications.
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Le Pe´riodogramme est un estimateur de la DFT de la fonction d’auto-covariance de la se´rie.
Il est, le plus souvent, lisse´ apre`s estimation. Pour les besoins de cette the`se, nous avons utilise´




M + 1− |i|
(M + 1)2
Sˆ(k + i) , t = 0, . . . , N − 1 (B.9)
Une e´tude plus comple`te sur les diffe´rentes me´thodes de filtrage des pe´riodogrammes se trouve
dans [48, Section 7.4]
B.3 Mode`les de Se´ries Temporelles
De´finition B.3. Un processus {Zt} est dit purement ale´atoire s’il consiste d’une suite de va-
riables ale´atoires inde´pendantes et e´galement distribue´es. La condition d’inde´pendance signifie
que l’auto-covariance est nulle pour des pas diffe´rents de 0. Si la distribution des variables est
normale N(0, σ2), ce processus est parfois appele´ bruit blanc (white noise) WN(0, σ2).
B.3.1 Mode`les Line´aires
Une des me´thode d’e´tude des se´ries temporelles, stationnaires, consiste a` conside´rer qu’il s’agit
de la sortie d’un syste`me dynamique ayant comme entre´e un bruit blanc (re´alisation d’un pro-
cessus ale´atoire stationnaire non corre´le´ de moyenne nulle : WN(0σ2)). Nous nous inte´ressons ici
uniquement aux mode`les line´aires. Les trois mode`les line´aires de base sont : AR (AutoRegressive)
- d, q = 0, MA (Moving Average) - p, d = 0, ARMA (AutoRegressive - Moving Average)
De´finition B.4. MA(q) Moving Average : Un processus stationnaire {Xt} est dit eˆtre un
processus MA(q) (Moving Average d’ordre q), si {Zt} est un processus purement ale´atoire et si
{Xt} peut eˆtre e´crit sous la forme :




De´finition B.5. AR(p) Auto Regressive : Un processus stationnaire {Xt} est dit eˆtre un
processus AR(p) (Auto Regressive d’ordre p), si {Zt} est un processus purement ale´atoire et si




φiXt−i = Zt (B.11)
Remarque B.3. Si {Xt} est AR(1) et de´finit par :
Xt = Xt−1 + Zt (B.12)
alors, on dit que {Xt} est un processus de marche ale´atoire (random walk).
De´finition B.6. ARMA(p,q) Auto Regressive/Moving Average : Un processus station-
naire {Xt} est dit eˆtre un processus ARMA(p,q), si {Zt} est un processus purement ale´atoire et








De´finition B.7. Ope´rateur Retard : L’ope´rateur L retard (ou de´calage) est de´fini selon :
L Xt = Xt−1 (B.14)
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B.3.2 Mode`les Non Stationnaires
Processus non stationnaires : Une classe de processus non stationnaires peuvent devenir
stationnaires par diffe´rentiation. C’est le cas des processus ARIMA, de´finis comme suit.
De´finition B.8. ARIMA(p,d,q) Auto Regressive Integrated Moving Average : Un
processus {Xt} est un processus ARIMA(p,d,q), si
Yt = (1− L)dXt (B.15)
est un processus ARMA(p,q).
Les processus ARIMA prennent une part
B.3.3 Mode`les avec Saisonnalite´
De´finition B.9. Processus SARIMA(p,d,q)(P,D,Q) [38, p. 203] Un processus {Xt} est dit
SARIMA(p, d, q)(P,D,Q)s de pe´riode s si le processus {Yt} de´fini par
Yt = (1 − L)d(1− Ls)D Xt (B.16)
est un processus ARMA de´fini par :
φ(L) Φ(Ls) Yt = θ(L) Θ(L
s) Zt (B.17)
φ(z), Φ(z), θ(z) et Θ(z) sont des polynoˆmes de´finis par :
φ(z) = 1− φ1z − · · · − φpzp
Φ(z) = 1− Φ1z − · · · − ΦP zP
θ(z) = 1 + θ1z + · · ·+ θqzq
Θ(z) = 1 + Θ1z + · · ·+ΘQzQ
(B.18)
et l’ensemble de parame`tres (p, d, q, P, D et Q), des entiers non ne´gatifs, de´finissent l’ordre du
mode`le. Zt est un bruit blanc (processus stationnaire et non corre´le´) WN(0, σ
2).
B.3.4 Ajustement de Mode`les
Dans nos travaux, l’ajustement du mode`le associe´ a` chaque se´rie a e´te´ obtenu a` l’aide du
logiciel statistique R [205]. La fonction arima de R ajuste, pour un 6-tuple, de´finissant l’ordre
du mode`le, les quatre polynoˆmes du mode`le dynamique SARIMA correspondant - voir Equation
(B.18) - les plus vraisemblables pour cet ordre et retourne la valeur de la vraisemblance de
l’ajustement. Un balayage exhaustif de l’ensemble des 6-tuples possibles permet de choisir le
mode`le ayant la valeur de BIC le plus faible. Finalement, pour valider ce choix, il faut encore
ve´rifier que la se´rie Zt re´siduelle est bien stationnaire et non corre´le´e. Cette e´tape a e´te´ faite
visuellement : la se´rie re´siduelle brute permet de constater que la moyenne et variance sont
approximativement constantes et la autocorre´lation (fonction acf) doit eˆtre ”ne´gligeable” pour
toute valeur de pas non nulle. On entend par ”ne´gligeables” les valeurs d’autocorre´lation dont la
valeur absolue est infe´rieure a` 1.96/
√
N , intervalle de confiance a` 95 % pour une valeur nulle, ou`
N est le nombre de termes de la se´rie [38] [74]1.
Cette de´marche est similaire a` celle propose´e par Cowpertwait [74, p. 144], a` l’exception que,
comme me´thode d’ajustement nous avons utilise´ la vraisemblance maximale (ML) au lieu de
la somme quadratique conditionnelle (CSS ) et que comme crite`re de se´lection du mode`le nous
avons utilise´ le BIC au lieu de AIC 2.
1Ceci correspond au quantile 0.975 d’une distribution normale standard
2BIC - Bayesian Information Criteria et AIC - Akaike Information Criteria
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B.4 Notes Bibliographiques
La bibliographie concernant les se´ries temporelles est assez vaste. Les livres probablement
classiques sont Chatfield [48],Hamilton [124], Brockwell et Davis [38] et Lindsey [176]. L’intro-
duction des se´ries temporelles par Durbin [95] est assez inte´ressante, meˆme si le livre est plutoˆt
de´die´ a` approche par espaces d’e´tat, que nous n’avons pas utilise´ dans nos travaux. Une approche
pratique de l’e´tude de se´ries temporelles a` l’aide du logiciel statistique R est Cowpertwait [74].
Les se´ries spatiales et, en particulier les variogrammes, sont pre´sente´es dans Chiles et Delfiner






Les techniques dites d’approximation stochastique (ou descente de gradient stochastique) de´-
rivent de la me´thode propose´e par Robbins et Monro [210] pour la solution d’e´quations de la
forme M(x) = α, ou` M(x) est une fonction monotone inconnue et dont on ne dispose que d’un
nombre, possiblement infini, d’e´chantillons bruite´s {xk, Y (xk)}, avec E[Y (x)] = M(x). Si θ est
une racine de cette e´quation, alors la se´quence xn telle que :
xk+1 = xk + ak(α− Y (xk)) (C.1)
converge vers θ en L2 et, par conse´quent, en probabilite´, sous certaines conditions de re´gularite´
(Y (x) est uniforme´ment borne´e, M(x) est non de´croissante, M ′(θ) existe et est positive) et la
se´quence des ak satisfait :
ai > 0 , lim
i→∞







ak+1 = f(k, ak) est une fonction quelconque satisfaisant l’E´quation (C.2), e.g. :
ai = f(i, ai−1) =
c
i
, c > 0 (C.3)
Kiefer et Wolfowitz [145] se sont inspire´s de la me´thode de Robbins et Monro pour pro-
poser une me´thode stochastique de recherche de la valeur extreˆme (minimum ou maximum)
d’une fonction (convexe ou concave). Lors de chaque ite´ration, Kiefer et Wolfowitz utilisent deux
e´chantillons, a` chaque ite´ration, pour estimer le gradient de la fonction a` minimiser (maximiser).




La condition de monotonicite´ de la fonction en e´tude est remplace´e par une condition de convexite´
(ou concavite´). Les se´quences {ak} et {ck} devant satisfaire :
ai > 0 , lim
i→∞
ai = 0 , lim
i→∞












Les me´thodes d’approximation stochastique ont e´te´ largement utilise´es en automatique, e´lec-
tronique et te´le´communications pour construire des syste`mes adaptatifs (voir, e.g. , Benveniste
et all [18], devenu un classique).
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Des me´thodes d’optimisation convexe fonde´es sur l’approximation stochastique peuvent eˆtre
utilise´es pour l’apprentissage artificielle - voir, e.g. , la the`se de Le´on Bottou [30].
Dans le cas d’apprentissage artificielle, il s’agit le plus souvent de rechercher la meilleure
hypothe`se associe´e a` un algorithme - e.g. , le vecteur de poids w de l’algorithme discriminant
line´aire que nous avons utilise´ dans nos travaux, cf. Equation (9.1). Ces me´thodes re´sultent en
algorithme du type :
wk+1 = wk + ηk ∇wkC(yˆk, yk) (C.6)
ou` C(yˆk, yk) est une fonction de couˆt a` minimiser, tel l’erreur quadratique et ηk est une se´quence
satisfaisant les conditions de l’E´quation C.2 pour la suite {ak}.
lim
i→∞







Lorsqu’il s’agit d’un contexte d’apprentissage en ligne d’un processus non stationnaire, il
convient de modifier les conditions impose´es a` la se´quence ηk, de fac¸on a` avoir une valeur re´siduelle
positive et rendre l’algorithme adaptatif. La valeur a` choisir pour cette valeur re´siduelle re´sulte
d’un compromis entre la sensibilite´ au bruit et la vitesse d’adaptation (poursuite) - c’est l’inertie
de l’algorithme. Benveniste et all [18] sugge`re des valeurs de l’ordre d’un millie`me, comme re`gle




+ η∞, η0 > 0, 0 ≤ η∞ < 1 (C.8)
Pour une e´tude plus approfondie, voir e.g. , [159, chap 11].
La bibliographie concernant les approximations stochastiques est assez vaste. Pour les aspects
the´oriques, les re´fe´rences classiques sont Benveniste et all [18], Kushner et Yin [159] ou Duflo [93].
La bibliographie concernant des applications de l’approximation stochastique aux applications
d’apprentissage artificiel est moins vaste : les algorithmes de ce domaine ne sont pas tous adapte´s
a` cela. Voir, e.g. [30], [165], [166], [31], [219], [108], [32], [33].
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ANNEXE D
Me´triques d’e´valuation d’un classificateur de messages e´lectroniques
D.1 Tables de contingence et indicateurs de´rive´s
Nombreux sont les indicateurs d’efficacite´ utilise´s dans l’e´valuation des applications de clas-
sement. Il arrive que des domaines d’applications diffe´rents utilisent un meme indicateur, mais
en le nommant diffe´rent, juste pour des questions historiques, mais il arrive aussi souvent que
des domaines diffe´rents utilisent des indicateurs diffe´rents, avec des interpre´tations spe´cifiques







Tab. D.1: Une table de contingence ventile les re´sultats d’un classement obtenus en fonction des
re´sultats attendus.
Une table de contingence (ou table de co-occurrence) est un outil souvent utilise´ lorsqu’on
souhaite e´tudier les relations entre deux variables pouvant prendre des valeurs discre`tes (ou
des cate´gories) et pre´sente´ comme dans la Table D.1, pour le cas spe´cifique du classement de
messages e´lectroniques. Dans notre cas, les variables sont, dans les colonnes, le classement re´el
(”Gold Standard”) et dans, les lignes, le re´sultat du classificateur. La somme de chaque colonne
donne le nombre re´el d’e´le´ments dans chaque classe et celle de chaque ligne donne le nombre
d’e´le´ments dans chaque classe, vus par le classificateur. Le contenu des ce´lules est :
– VN : vrais ne´gatifs - hams classe´s correctement ;
– FN : faux ne´gatifs - spams classe´s en erreur ;
– VP : vrais positifs - spams classe´s correctement ;
– FP : faux positifs - hams classe´s en erreur.
Les diffe´rents rapports que l’on peut extraire de la table permettent de de´finir des crite`res
d’efficacite´, plus ou moins pertinents selon le type d’application. La Table D.2 pre´sente quelque
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uns.
Indicateur De´finition Remarques
Pre´cision (Precision) V P
V P+FP Indicateur de´pendant des probabi-
lite´s a` priori des classes
Rappel (Recall) V P
V P+FN (1 − TFN)
Taux de faux positifs (TFP) FP
VN+FP
Taux de faux ne´gatifs (TFN ) FN
V P+FN
Sensibilite´ (Sensibility, Power) V P
V P+FN (1 − TFN)
Spe´cificite´ (Specificity) V N
VN+FP (1 − TFP )
Exactitude (Accuracy) V P+V N
V P+FP+V N+FN Indicateur de´pendant des probabi-
lite´s a` priori des classes
Taux d’erreur global FP+FN
V P+FP+V N+FN (1 − Exactitude)
Tab. D.2: Quelques indicateurs de´finis a` partir d’une table de contingence
La pertinence de chaque indicateur de´pende de l’application ou` il sera utilise´. Dans une
application de classement de messages e´lectroniques, la probabilite´ a` priori des classes varie non
seulement dans le temps, mais aussi d’individu a` individu. Plus ge´ne´ralement, les indicateurs
dont l’e´valuation utilise des valeurs pris dans plusieurs colonnes de´pendent de la probabilite´ a`
priori des classes et ne sont pas ade´quats. Le couple Pre´cision et Rappel, souvent utilise´ dans les
applications de recherche documentaire, est un exemple d’indicateur a` e´viter, pour cette raison,
dans les applications de classement de messages e´lectroniques.
Dans un flot de messages e´lectroniques, les classes sont asyme´triques, non seulement dans
leur re´partition, mais aussi dans le couˆt des erreurs de classement. Ainsi, des propositions ont
e´te´ faites de, par exemple, ponde´ration des erreurs par un coefficient de couˆt associe´ a` chaque
classe [10], mais s’il est vrai que les couˆts sont asyme´triques, non seulement il n’y a pas de crite`re
objectif permettant leur e´valuation [128] mais aussi le couˆt varie selon le genre de message, a`
l’inte´rieur de chaque classe. Il semble plus utile de renseigner le taux d’erreur par classe et laisser
le jugement a` la discre´tion du destinataire des messages.
D.2 ROC (Receiver Operating Characteristic)
Les indicateurs de´rive´s d’une table de contingence ont l’inconve´nient d’eˆtre spe´cifiques a` un
point d’ope´ration particulier - une valeur de seuil - et ne disent rien sur l’efficacite´ du filtre a`
d’autres points d’ope´ration.
Certains classificateurs pre´sentent pre´sentent uniquement un re´sultat binaire - ham/spam -
(hard classifiers) tandis que d’autres indiquent le re´sultat sous la forme d’un score avec valeur
nume´rique (”soft classifiers”).
Pour un soft classifier, leROC [101] est repre´sente´ graphiquement par une courbe pre´sentant le
Taux de Vrai Positifs en fonction du Taux de Faux Positifs, parame´tre´e par le seuil de classement,
pour un soft classifier, e.g. la Figure D.1.
Les courbes ROC ont des caracte´ristiques visuelles que l’on peut interpre´ter facilement :
– la courbe ROC ne de´pend pas de la re´partition des classes puisque ;
– la courbe ROC est entie`rement comprise dans le carre´ de sommets oppose´s (0,0) et (1,1) :
les variables repre´sente´es sont des probabilite´s ;
– un classificateur ide´al (au cas ou` il existerait un) ne commet pas d’erreurs et donc sa courbe
ROC se confond avec les coˆte´s gauche et supe´rieur de ce carre´ ;
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Fig. D.1: Exemple ROC
– le segment reliant les sommets (0,0) et (1,1) de´finit une zone d’incertitude ou` l’efficacite´ du
classificateur est identique a` un choix ale´atoire ;
– pour comparer deux points d’ope´ration, il suffit de se´lectionner celui que est plus vers le
haut et vers la gauche ;
– pour comparer deux classificateurs, le meilleur est celui dont la courbe est ROC est la plus
proche du coin en haut et a` gauche.
La courbe ROC a une autre proprie´te´ inte´ressante : la surface sous la courbe correspond a` la
probabilite´ de prendre, au hasard, un exemple de chaque classe et d’avoir dans le bon ordre les
scores attribue´s par le classificateur. Cette valeur est souvent pre´sente´e par la sigle AUC (Area
Under the Curve) ou ROCA (ROC Area) ou plutoˆt le comple´ment a` 1 : 1-AUC ou 1-ROCA. En
effet, l’AUC correspond au re´sultat d’un test de rang de Wilcoxon [134, p.128].
La l’indicateur 1-AUC repre´sente globalement l’efficacite´ de classement, quelque soit la valeur
de seuil choisie.
D.3 Notes Bibliographiques
Peu de re´fe´rences bibliographiques sont de´die´es a` l’e´valuation d’algorithmes en apprentissage
artificielle. Des re´fe´rences inte´ressantes sont les livres re´cents de Japkowicz et all [134], qui traite
le proble´me ge´ne´ral d’e´valuation d’algorithmes de classement, et Buttcher et all [40], oriente´ aux
algorithmes de recherche documentaire.
Tom Fawcett a e´crit un tutoriel inte´ressant concernant l’utilisation de ROC [101].
Gordon Cormack a mis au point, pour les confe´rences TREC, une me´thodologie d’e´valuation







De´finition E.1 (Entropie). Soit X une variable ale´atoire discre`te associe´e a` une distribution de




P (x) logP (x) (E.1)
que l’on note aussi sous la forme H(P ) lorsque l’on veut mettre en valeur le fait que l’on
s’inte´resse a` l’entropie associe´e a` une distribution de probabilite´.
L’entropie est, parmi les diffe´rentes interpre´tations, une mesure de l’incertitude moyenne que
l’on peut avoir sur la valeur prise par la variable ale´atoire X .
De´finition E.2 (Entropie Jointe). - Soient X et Y deux variables ale´atoires dont la distribution
conjointe est P (X,Y ). L’entropie conjointe e´ de´finie par :





P (x, y) logP (x, y) (E.2)










P (x, y) logP (y|x)
(E.3)
L’entropie conditionnelle indique l’incertitude que l’on a de la valeur de X sachant Y .
Proprie´te´s de l’Entropie
* Non ne´gativite´ :
H(X) ≥ 0
* Re´duction d’entropie par conditionnement :
H(X |Y ) ≤ H(X)
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E.1. De´finitions
* Distribution conjointe :





H(X) < |X |
* La fonction entropie :
H(p) = −p log 1
p
− (1− p) log 1
1− p
est concave en p.
Information Mutuelle
























Re`gle de Chainage Entropie
H(X,Y ) = H(X) +H(Y |X)
H(X1, X2, . . . , XN ) =
N∑
i=0
H(Xi|X1, X2, . . . , Xi−1)
(E.6)
I(X1, X2, . . . , XN ;Y ) =
N∑
i=0
I(Xi;Y |X1, X2, . . . , Xi−1) (E.7)
D(P (X,Y ) ‖ Q(X,Y ) = D(P (X) ‖ Q(X)) +D(P (Y |X) ‖ Q(Y |X)) (E.8)
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ANNEXE F
Treillis et Alge`bre de Boole
Ce chapitre est une pre´sentation tre`s bre`ve des Treillis et de l’Alge`bre de Boole avec seuls
les concepts dont nous avons besoin. Un petit arreˆt prolonge´ sur les ensembles se fait ne´cessaire
pour valider la notation. Pour une pre´sentation plus de´taille´e, on peut se re´fe´rer, par exemple,
a` [22] [26] [147], des livres dont nous nous sommes inspire´s pour ce contenu.
F.1 Ensembles
Nous conside´rons acquise la notion intuitive d’ensemble et nous nous limitons a` la notation.
Un ensemble est une collection d’objets distincts. Les objets d’un ensemble sont les e´le´ments
ou membres. On note :
– A = {a1, a2, . . . , an}, l’ensemble dont les e´le´ments sont a1, a2, . . . , an ;
– A = {x ∈ A | P (x)}, l’ensemble des e´le´ments x ∈ A qui ve´rifient la proprie´te´ P (x) ;
– a ∈ A, a est un e´le´ment de A ;
– A = ∅, A est un ensemble qui ne contient aucun e´le´ment, et on le nomme un ensemble
vide ;
De´finition F.1. Deux ensembles sont e´gaux s’ils contiennent exactement les meˆmes e´le´ments.
De´finition F.2. Un ensemble A est un sous-ensemble d’un ensemble B, si tout e´le´ment de A
est aussi un e´le´ment de B. On dit aussi que A est inclus dans B ou que A est une partie de B et
on note : A ⊂ B.
De´finition F.3. Union : Soient A et B deux ensembles, on dit que C est l’union de A et B si
tout e´le´ment de C est un e´le´ment de A ou de B et on note
C = A ∪B = {x | x ∈ A ou x ∈ B} (F.1)
De´finition F.4. Intersection : Soient A et B deux ensembles, on dit que C est l’intersection de
A et B si tout e´le´ment de C est un e´le´ment de A et de B et on note
C = A ∩B = {x | x ∈ A et x ∈ B} (F.2)
De´finition F.5. Deux ensembles sont disjoints ou mutuellement exclusifs s’ils n’ont aucun e´le´-
ment en commun, i.e. A ∩B = ∅.
De´finition F.6. Relation binaire sur A : Soit A un ensemble. On appelle relation binaire sur A
toute correspondance de A×A vers A.
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F.2 Ordre Partiel et Treillis
De´finition F.7. Relation d’ordre : Une relation binaire R sur un ensemble A est dite relation
d’ordre si elle est :
1. re´flexive : ∀x ∈ A, x R x
2. transitive : ∀x, y, z ∈ A : {x R y et y R z} ⇒ x R z
3. antisyme´trique : ∀x, y ∈ A : {x R y et y R x} ⇒ x = z
On note souvent x R y par x 6 y si x est ”infe´rieur ou e´gal” a` y, x > y si x est ”supe´rieur
ou e´gal” a` y, x < y au lieu de x 6 y et x 6= y. On note (A,6) un ensemble muni d’une relation
d’ordre.
De´finition F.8. Ordre Total et Ordre Partiel : On dit que l’ensemble A est totalement ordonne´
par la relation d’ordre 6 ssi cette relation est de´finie pour toute paire d’e´le´ments de A, c.a`.d.
∀x, y ∈ A, ⇒ x 6 y ou x > y.
Un ordre est partiel quand il n’est pas total, c.a`.d. l’ordre n’est pas de´fini pour certaines
paires d’e´le´ments de A et on dit que les couples pour lesquels l’ordre n’est pas de´fini ne sont pas
comparables.
De´finition F.9. Majorant et Borne Supe´rieure : Soit (A,6) un ensemble ordonne´ et E un sous
ensemble de A. On dit que u est un majorant de E ssi u ∈ A et ∀x ∈ E ⇒ x 6 u. On dit que E
est majore´ s’il existe au moins un majorant de E.
La borne supe´rieure de l’ensemble E, si elle existe, est le plus petit des majorants de E. m
est une borne supe´rieure de E si :
E ⊂ A, ∀x, y ∈ E, m ∈ A, x 6 m, y 6 m, si u ∈ A, x 6 u, y 6 u ⇒ m 6 u (F.3)
De´finition F.10. Minorant et Borne Infe´rieure : Soit (A,6) un ensemble ordonne´ et E un sous
ensemble de A. On dit que b est un minorant de E ssi b ∈ A et ∀x ∈ E ⇒ b 6 x. On dit que E
est minore´ s’il existe au moins un minorant de E.
La borne infe´rieure de l’ensemble E, si elle existe, est le plus grand des minorants de E. l est
une borne infe´rieure de E si :
E ⊂ A, ∀x, y ∈ E, l ∈ A, l 6 x, l 6 y, si b ∈ A, b 6 x, b 6 y ⇒ b 6 l (F.4)
On remarque que les bornes supe´rieure et infe´rieure d’un ensemble sont uniques. Les bornes
supe´rieures sont des proprie´te´s duales l’une de l’autre.
Les de´finitions ci-dessus de Borne Supe´rieure et Infe´rieure font re´fe´rence a` des sous ensembles
mais, elles prennent une toute autre importance en tant que relation binaire applique´e a` des
couples, si l’on restreint l’ensemble E aux ensembles de deux e´le´ments, que l’on note :
x, y ∈ A
{
l = x ∧ y l ∈ A
m = x ∨ y m ∈ A (F.5)
En abre´ge´, ces bornes sont de´signe´es par sup et inf et on dit que l est le inf de (x, y) et m
le sup de (x, y).
De´finition F.11. Couverture Dans un ensemble ordonne´ A, on dit que y couvre x (ou que x
est couvert par y, si x 6 y et il n’y a aucun a ∈ A tel que x < a < y. Cette succession imme´diate
est note´e par x ≺ y.
Le Diagramme de Hesse constitue une forme de repre´sentation usuelle d’ensembles ordonne´s.
Dans ce diagramme, les e´le´ments e´le´ments sont repre´sente´s par des sommets et les relations de
couverture (succession imme´diate) sont repre´sente´es par des areˆtes.
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Fig. F.1: Diagramme de Hesse pour l’ensemble des diviseurs de 12, utilisant la divisibilite´ comme
relation d’ordre.
Exemple F.1. Soit A = {1, 2, 3, 4, 6, 12} l’ensemble des diviseurs de 12. Si l’on ordonne cet
ensemble par l’ordre naturelle on obtient une chaine. Par contre, si on utilise la divisibilite´
comme relation d’ordre, on obtient le diagramme de la figure (F.1).
De´finition F.12. Treillis : Un Treillis1 est un ensemble ordonne´ (E,6) dans lequel tout couple
d’e´le´ments (x, y) posse`de a` la fois une borne supe´rieure et une borne infe´rieure. Dans un treillis,
borne supe´rieure et borne infe´rieure sont des ope´rations binaires ∨ : E×E → E et ∧ : E×E → E.
Proprie´te´s F.2.1. Proprie´te´s des Treillis : Dans un ensemble ordonne´ quelconque P , les ope´-
rations inf et sup satisfont aux re`gles suivantes :
P1. Idempotence : x ∧ x = x, x ∨ x = x
P2. Commutativite´ : x ∧ y = y ∧ x et x ∨ y = y ∨ x
P3. Associativite´ : x ∧ (y ∧ z) = (x ∧ y) ∧ z et x ∨ (y ∨ z) = (x ∨ y) ∨ z
P4. Absorption : x ∧ (x ∨ y) = x ∨ (x ∧ y) = x
De´finition F.13. Treillis Modulaire : est celui qui satisfait :
P5. Si x 6 y, on a x ∨ (y ∧ z) = (x ∨ y) ∧ z
De´finition F.14. Treillis Distributif : On dit qu’un treillis est distributif lorsqu’il satisfait les
re`gles :
P6. x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)
P7. x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z)
F.3 Alge`bre de Boole
De´finition F.15. Comple´ment d’un e´le´ment : on appelle comple´ment d’un e´le´ment x d’un
treillis A contenant O et I, un e´le´ment y ∈ A tel que x ∧ y = O et x ∨ y = I. Le treillis est dit
comple´mente´ si tous les e´le´ments ont des comple´ments.
De´finition F.16. Un Treillis de Boole est un treillis distributif ou` tout e´le´ment x a un comple´-
ment unique x′. x et x′ ve´rifient :
P8. x ∧ x′ = O et x ∨ x′ = I
P9. (x′)′ = x
P10. (x ∧ x′) = x′ ∨ y′ et (x ∨ x′) = x′ ∧ y′
De´finition F.17. Une Alge`bre de Boole est un ensemble A muni des deux ope´rations binaires
∨ et ∧ et d’une ope´ration unaire ′ satisfaisant P1 a` P10.
1Certains auteurs utilisent l’expression Ensemble Re´ticule´ a` la place de Treillis.
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ANNEXE G
Re´sultats de´taille´s - Chapitre 11
Bruit 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.0 0.005481 0.2987 0.0355 2.0949 0.5949 2.0949 0.5949
1.0 0.005523 0.3026 0.0360 2.1196 0.6061 2.1196 0.6061
2.0 0.005621 0.3130 0.0404 2.1936 0.6286 2.1923 0.6286
4.0 0.006335 0.3442 0.0429 2.2910 0.6776 2.2897 0.6770
8.0 0.007076 0.3857 0.0559 2.5456 0.7917 2.5339 0.7906
12.0 0.008613 0.4364 0.0726 2.8404 0.9537 2.8326 0.9523
16.0 0.009831 0.5455 0.0868 3.2001 1.0849 3.1858 1.0823
Tab. G.1: Impact du bruit (erreurs) dans le retour d’information d’e´tiquette - retour imme´diat
Bruit 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.0 0.006785 0.3234 0.0404 2.6910 0.8773 1.9871 0.5661
1.0 0.006400 0.3390 0.0435 2.7066 0.9229 2.0312 0.5897
2.0 0.006762 0.3559 0.0453 3.0625 0.9918 2.1520 0.6373
4.0 0.007770 0.3974 0.0510 3.1053 1.0719 2.3157 0.7027
8.0 0.011843 0.4442 0.0709 3.4884 1.7622 2.5910 1.0560
12.0 0.031575 0.6922 0.4655 4.9664 6.3143 3.6066 3.4653
16.0 0.055315 0.9676 0.7024 7.5172 10.4261 5.4561 6.5262
Tab. G.2: Impact du bruit (erreurs) dans le retour d’information d’e´tiquette - retour ale´atoire
de distribution exponentielle de moyenne 6 h
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Bruit 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.0 0.007785 0.3442 0.0516 3.8066 1.3855 1.8819 0.5323
1.0 0.008216 0.3585 0.0628 4.2132 1.5048 2.0520 0.5767
2.0 0.009200 0.3974 0.0643 4.2469 1.7014 2.1663 0.6586
4.0 0.012068 0.4390 0.1268 4.8872 2.5254 2.5066 0.9886
8.0 0.020070 0.6013 0.1473 6.1899 5.1171 3.5768 2.2130
12.0 0.081218 1.1974 0.5750 11.1082 17.4990 6.4678 9.0222
16.0 0.280995 1.9546 2.1314 15.9669 33.3711 10.2056 20.2501
Tab. G.3: Impact du bruit (erreurs) dans le retour d’information d’e´tiquette - retour ale´atoire
de distribution exponentielle de moyenne 24 h
Bruit 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.0 0.009455 0.3675 0.0562 3.9911 1.5898 1.8624 0.5292
1.0 0.009660 0.4052 0.0553 4.4495 1.7875 2.0585 0.6070
2.0 0.010925 0.4104 0.0663 4.5521 1.8708 2.1390 0.6877
4.0 0.011407 0.4455 0.0842 5.3872 2.4637 2.6235 0.9171
8.0 0.026360 0.6611 0.2306 7.8003 7.6511 4.0625 3.1468
12.0 0.127131 1.3858 1.2019 13.8031 26.1589 7.7341 13.4008
16.0 0.414701 2.5469 2.5784 19.6202 36.3942 11.7758 22.1371
Tab. G.4: Impact du bruit (erreurs) dans le retour d’information d’e´tiquette - retour ale´atoire
de distribution exponentielle de moyenne 48 h
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Retard 1-AUC Erreur (%) Query (%) Apprentissage (%)
(h) (%) Ham Spam Ham Spam Ham Spam
0 0.005481 0.2987 0.0355 2.0949 0.5949 2.0949 0.5949
6 0.006448 0.3338 0.0386 2.6079 0.7710 2.0235 0.5713
12 0.006565 0.3429 0.0435 2.7910 0.8998 1.9845 0.5591
24 0.007059 0.3546 0.0418 3.1443 1.0413 1.9546 0.5505
36 0.007240 0.3727 0.0461 3.5443 1.1520 1.9273 0.5393
48 0.007662 0.3740 0.0519 3.7521 1.2711 1.9157 0.5341
60 0.008505 0.3688 0.0527 3.9716 1.4077 1.9027 0.5303
72 0.008611 0.3624 0.0551 4.2339 1.4956 1.8988 0.5332
96 0.008119 0.3688 0.0530 3.9924 1.5446 1.8715 0.5300
120 0.008665 0.3701 0.0551 3.9534 1.5477 1.8767 0.5387
168 0.009408 0.3935 0.0597 4.2054 1.6524 1.8754 0.5249
Tab. G.5: Re´sultats de classement en fonction du retard de retour d’e´tiquette (constant). Marge
d’apprentissage actif : 0.35
Retard 1-AUC Erreur (%) Query (%) Apprentissage (%)
(h) (%) Ham Spam Ham Spam Ham Spam
0 0.005481 0.2987 0.0355 2.0949 0.5949 2.0949 0.5949
6 0.006785 0.3234 0.0404 2.6910 0.8773 1.9871 0.5661
12 0.006833 0.3403 0.0415 3.3066 1.0145 1.9728 0.5453
24 0.007785 0.3442 0.0516 3.8066 1.3855 1.8819 0.5323
36 0.009568 0.3818 0.0631 4.3339 1.7299 1.8650 0.5225
48 0.009455 0.3675 0.0562 3.9911 1.5898 1.8624 0.5292
60 0.008753 0.3727 0.0746 3.9027 1.7264 1.8559 0.5202
72 0.009083 0.3831 0.0588 4.2209 1.6186 1.8624 0.5231
96 0.009360 0.3831 0.0628 4.1677 1.6924 1.8364 0.5234
120 0.009575 0.4052 0.0640 4.2183 1.6613 1.8598 0.5283
168 0.009522 0.3805 0.0625 4.1326 1.7155 1.8728 0.5257
Tab. G.6: Re´sultats de classement en fonction du retard moyen de retour d’e´tiquette (ale´atoire
de distribution exponentielle). Marge d’apprentissage actif : 0.35
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.011662 0.3247 0.0568 0.6000 0.1401 0.6000 0.1401
0.10 0.008518 0.2870 0.0464 0.7767 0.1847 0.7767 0.1847
0.15 0.007193 0.2636 0.0409 0.9585 0.2323 0.9585 0.2323
0.20 0.006450 0.2766 0.0369 1.1325 0.2848 1.1325 0.2848
0.25 0.006129 0.2714 0.0372 1.3767 0.3542 1.3767 0.3542
0.30 0.005861 0.2844 0.0372 1.6819 0.4496 1.6819 0.4496
0.35 0.005481 0.2987 0.0355 2.0949 0.5949 2.0949 0.5949
0.40 0.005113 0.3182 0.0366 2.8222 0.8577 2.8222 0.8577
0.45 0.005025 0.3377 0.0378 4.4989 1.4881 4.4989 1.4881
0.50 0.005588 0.4299 0.0481 100.0000 100.0000 100.0000 99.9997
Tab. G.7: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 0 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.012297 0.3481 0.0574 0.6221 0.1473 0.6221 0.1473
0.10 0.009229 0.2935 0.0464 0.7793 0.1853 0.7780 0.1853
0.15 0.007448 0.2701 0.0427 0.9572 0.2306 0.9533 0.2306
0.20 0.007581 0.2740 0.0392 1.1416 0.2859 1.1416 0.2856
0.25 0.006200 0.2727 0.0389 1.3897 0.3632 1.3897 0.3632
0.30 0.006155 0.2961 0.0360 1.7040 0.4557 1.7014 0.4557
0.35 0.005523 0.3026 0.0360 2.1196 0.6061 2.1196 0.6061
0.40 0.005190 0.3260 0.0395 2.9105 0.8840 2.9105 0.8837
0.45 0.005067 0.3429 0.0404 4.6963 1.5936 4.6963 1.5936
0.50 0.010877 0.4546 0.0481 100.0000 100.0000 100.0000 99.9997
Tab. G.8: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 1 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.010751 0.3429 0.0657 0.6065 0.1467 0.6013 0.1458
0.10 0.007810 0.2948 0.0490 0.7948 0.1943 0.7922 0.1934
0.15 0.008073 0.2766 0.0453 0.9767 0.2404 0.9741 0.2404
0.20 0.006616 0.2831 0.0404 1.1962 0.2928 1.1923 0.2917
0.25 0.006383 0.2792 0.0418 1.4195 0.3724 1.4182 0.3721
0.30 0.005940 0.3000 0.0380 1.7118 0.4808 1.7105 0.4805
0.35 0.005621 0.3130 0.0404 2.1936 0.6286 2.1923 0.6286
0.40 0.005972 0.3390 0.0398 3.0196 0.9431 3.0196 0.9431
0.45 0.005509 0.3611 0.0441 4.9781 1.7043 4.9781 1.7043
0.50 0.016021 0.6104 0.0608 100.0000 100.0000 100.0000 99.9997
Tab. G.9: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 2 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.013613 0.3481 0.0654 0.6364 0.1571 0.6286 0.1551
0.10 0.010157 0.2896 0.0536 0.8182 0.1951 0.8156 0.1945
0.15 0.008014 0.2974 0.0467 1.0299 0.2418 1.0247 0.2412
0.20 0.008063 0.3039 0.0458 1.2117 0.3046 1.2091 0.3032
0.25 0.007366 0.3195 0.0429 1.4988 0.3799 1.4949 0.3781
0.30 0.005570 0.3299 0.0421 1.8598 0.4831 1.8598 0.4822
0.35 0.006335 0.3442 0.0429 2.2910 0.6776 2.2897 0.6770
0.40 0.006015 0.3481 0.0429 3.1573 1.0194 3.1560 1.0189
0.45 0.006259 0.3883 0.0565 5.4483 2.0988 5.4457 2.0985
0.50 0.037899 0.9935 0.1695 100.0000 100.0000 100.0000 99.9997
Tab. G.10: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 4 %
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.015706 0.3611 0.0663 0.6805 0.1571 0.6624 0.1554
0.10 0.011701 0.3766 0.0574 0.8728 0.2046 0.8637 0.2018
0.15 0.009363 0.3468 0.0539 1.0806 0.2513 1.0728 0.2496
0.20 0.008416 0.3312 0.0484 1.3169 0.3326 1.3130 0.3315
0.25 0.007889 0.3598 0.0458 1.6014 0.3992 1.5884 0.3972
0.30 0.007209 0.3572 0.0487 1.9014 0.5917 1.8975 0.5911
0.35 0.007076 0.3857 0.0559 2.5456 0.7917 2.5339 0.7906
0.40 0.007056 0.4234 0.0620 3.5729 1.2944 3.5651 1.2941
0.45 0.008575 0.4831 0.0896 7.1353 3.4137 7.1327 3.4137
0.50 0.218627 2.5897 0.8577 100.0000 100.0000 100.0000 99.9997
Tab. G.11: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 8 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.016013 0.4312 0.0937 0.7429 0.1816 0.6961 0.1721
0.10 0.013290 0.3961 0.0755 0.9468 0.2369 0.9104 0.2317
0.15 0.011702 0.4221 0.0741 1.1897 0.3289 1.1637 0.3248
0.20 0.011803 0.4455 0.0680 1.5040 0.3914 1.4832 0.3865
0.25 0.009316 0.4701 0.0787 1.8897 0.5326 1.8780 0.5309
0.30 0.008938 0.4727 0.0778 2.2676 0.7119 2.2403 0.7099
0.35 0.009831 0.5455 0.0868 3.2001 1.0849 3.1858 1.0823
0.40 0.013703 0.6572 0.1608 5.4483 2.6456 5.4353 2.6427
0.45 0.098798 1.3572 0.9572 17.3241 25.4133 17.3137 25.4107
0.50 2.050730 7.9769 4.7533 100.0000 100.0000 100.0000 99.9997
Tab. G.12: Impact de la marge d’apprentissage actif - Retour d’information imme´diat - Niveau
de Bruit = 16 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.014408 0.4312 0.0896 0.8091 0.2845 0.5650 0.1323
0.10 0.011173 0.3585 0.0700 1.0234 0.3917 0.7143 0.1703
0.15 0.009054 0.3546 0.0473 1.3624 0.4041 0.8935 0.2176
0.20 0.009085 0.3039 0.0447 1.6105 0.4885 1.0974 0.2761
0.25 0.008709 0.3247 0.0412 1.8494 0.5825 1.3052 0.3364
0.30 0.006901 0.3351 0.0418 2.2637 0.6961 1.6027 0.4283
0.35 0.006785 0.3234 0.0404 2.6910 0.8773 1.9871 0.5661
0.40 0.006188 0.3598 0.0404 3.5183 1.1486 2.7053 0.8165
0.45 0.006100 0.3883 0.0438 5.4275 1.8579 4.2755 1.4074
0.50 0.006620 0.4870 0.0542 100.0000 100.0000 99.7013 99.8723
Tab. G.13: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 0 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.014517 0.4870 0.0893 0.8974 0.2513 0.5844 0.1358
0.10 0.014873 0.4000 0.0651 1.1676 0.3805 0.7507 0.1830
0.15 0.011078 0.3727 0.0536 1.3468 0.4041 0.9143 0.2297
0.20 0.008500 0.3208 0.0478 1.5884 0.4580 1.1078 0.2796
0.25 0.008160 0.3338 0.0461 1.9637 0.5617 1.3546 0.3502
0.30 0.007720 0.3585 0.0441 2.4053 0.7569 1.6624 0.4433
0.35 0.006400 0.3390 0.0435 2.7066 0.9229 2.0312 0.5897
0.40 0.006666 0.3688 0.0424 3.7456 1.2350 2.8274 0.8618
0.45 0.006479 0.3870 0.0412 5.7587 2.0037 4.4963 1.5071
0.50 0.011918 0.5000 0.0657 100.0000 100.0000 99.7221 99.8792
Tab. G.14: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 1 %
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.016900 0.5221 0.1029 0.9935 0.2882 0.6260 0.1438
0.10 0.015027 0.4052 0.0795 1.1117 0.4202 0.7611 0.1896
0.15 0.009888 0.3585 0.0669 1.3312 0.4424 0.9416 0.2384
0.20 0.008422 0.3468 0.0470 1.6429 0.4911 1.1390 0.2934
0.25 0.007612 0.3429 0.0464 1.9637 0.6208 1.3702 0.3614
0.30 0.008030 0.3312 0.0418 2.3637 0.7073 1.7092 0.4548
0.35 0.006762 0.3559 0.0453 3.0625 0.9918 2.1520 0.6373
0.40 0.006658 0.3507 0.0421 3.8833 1.2837 2.9404 0.9105
0.45 0.006416 0.4247 0.0476 6.4652 2.2720 5.1288 1.7045
0.50 0.017913 0.5896 0.0882 100.0000 100.0000 99.7221 99.8792
Tab. G.15: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 2 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.019054 0.4637 0.1038 0.9208 0.2920 0.6247 0.1585
0.10 0.012336 0.4221 0.0821 1.1884 0.3655 0.7793 0.1997
0.15 0.012366 0.3870 0.0758 1.4676 0.4715 0.9884 0.2508
0.20 0.009502 0.4013 0.0651 1.8299 0.6076 1.2546 0.3170
0.25 0.009431 0.3909 0.0692 2.1624 0.8500 1.5481 0.4245
0.30 0.008658 0.3675 0.0496 2.4936 0.8358 1.8079 0.5156
0.35 0.007770 0.3974 0.0510 3.1053 1.0719 2.3157 0.7027
0.40 0.007688 0.4078 0.0551 4.3872 1.6106 3.3300 1.0699
0.45 0.008161 0.4546 0.0654 7.4951 3.8797 6.0028 2.6842
0.50 0.034010 0.9494 0.1721 100.0000 100.0000 99.7221 99.8792
Tab. G.16: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 4 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.024396 0.5650 0.2283 1.0208 0.4747 0.6559 0.2150
0.10 0.015106 0.4585 0.1242 1.3026 0.4323 0.8650 0.2415
0.15 0.015494 0.4221 0.0738 1.6247 0.4476 1.1143 0.2750
0.20 0.012361 0.4779 0.1216 1.9858 0.9197 1.3481 0.4401
0.25 0.011394 0.4156 0.0819 2.1287 0.8981 1.6312 0.5073
0.30 0.012899 0.4650 0.1352 3.0897 1.8233 2.1546 0.9030
0.35 0.011843 0.4442 0.0709 3.4884 1.7622 2.5910 1.0560
0.40 0.013718 0.5299 0.0954 5.9184 3.9426 4.4002 2.3689
0.45 0.040979 0.7961 0.3165 17.4981 31.6971 13.0213 21.9319
0.50 0.164003 2.4196 0.7076 100.0000 100.0000 99.7221 99.8792
Tab. G.17: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 8 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.030288 0.7065 0.2032 1.1520 0.4081 0.8013 0.2237
0.10 0.048310 0.6741 0.4983 1.5663 1.1307 1.0884 0.5214
0.15 0.024441 0.6208 0.1657 1.9871 0.9134 1.3832 0.5125
0.20 0.020141 0.6572 0.2412 2.5611 1.4766 1.8170 0.8162
0.25 0.040773 0.6909 0.5946 3.3300 3.3722 2.3546 1.7544
0.30 0.029299 0.7728 0.2827 3.7937 3.8501 2.8131 2.2726
0.35 0.055315 0.9676 0.7024 7.5172 10.4261 5.4561 6.5262
0.40 0.206590 1.6299 2.0028 18.2007 38.1452 13.7733 27.7589
0.45 0.626636 3.3664 3.5512 45.6589 74.1518 37.2716 63.7202
0.50 1.885750 8.3120 4.4965 100.0000 100.0000 99.7221 99.8792
Tab. G.18: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 6 h - Niveau de Bruit = 16 %
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.053748 1.0052 0.5240 2.1105 1.3503 0.5039 0.1176
0.10 0.026610 0.7169 0.1943 2.4871 1.1904 0.6585 0.1556
0.15 0.021507 0.6026 0.1378 2.8871 1.6025 0.8052 0.1969
0.20 0.014277 0.4585 0.0836 2.6663 1.1615 1.0039 0.2459
0.25 0.010668 0.3948 0.0657 3.1053 1.3405 1.1987 0.3101
0.30 0.008369 0.3688 0.0525 3.4884 1.3348 1.5040 0.3977
0.35 0.007785 0.3442 0.0516 3.8066 1.3855 1.8819 0.5323
0.40 0.007608 0.3740 0.0504 4.9534 1.6674 2.5261 0.7546
0.45 0.007070 0.4156 0.0519 6.8042 2.4790 4.0898 1.3212
0.50 0.007706 0.5078 0.0620 100.0000 100.0000 99.2402 99.5285
Tab. G.19: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 0 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.050310 0.9312 0.3499 1.8819 1.0186 0.5325 0.1381
0.10 0.022276 0.5753 0.1663 2.0066 1.3079 0.6948 0.1882
0.15 0.018444 0.5312 0.1283 2.6105 1.2365 0.8403 0.2193
0.20 0.013401 0.5260 0.1046 3.2326 1.5895 1.0637 0.2856
0.25 0.011593 0.4701 0.0582 3.3768 1.2771 1.2858 0.3511
0.30 0.008150 0.3649 0.0588 3.4884 1.2843 1.5897 0.4277
0.35 0.008216 0.3585 0.0628 4.2132 1.5048 2.0520 0.5767
0.40 0.009077 0.4156 0.0533 5.4171 2.2643 2.8456 0.8814
0.45 0.007701 0.4208 0.0533 7.0262 2.8029 4.5573 1.5426
0.50 0.012847 0.5039 0.0911 100.0000 100.0000 99.1039 99.4463
Tab. G.20: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 1 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.068210 1.1715 0.5531 2.1975 1.3765 0.5870 0.1784
0.10 0.034333 0.8273 0.2064 2.5507 1.2097 0.7429 0.2159
0.15 0.019963 0.6325 0.1185 2.7845 1.4166 0.9091 0.2729
0.20 0.014985 0.4247 0.1309 2.6300 1.6394 1.1390 0.3361
0.25 0.012524 0.4753 0.0928 3.2534 1.4872 1.3728 0.3940
0.30 0.009786 0.3857 0.0712 3.7937 1.5371 1.7040 0.4960
0.35 0.009200 0.3974 0.0643 4.2469 1.7014 2.1663 0.6586
0.40 0.007837 0.3935 0.0585 5.5002 2.2046 3.0339 1.0068
0.45 0.008135 0.4208 0.0559 7.8912 3.3212 5.1690 1.9014
0.50 0.017822 0.5520 0.1084 100.0000 100.0000 99.1039 99.4463
Tab. G.21: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 2 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.054455 0.9039 0.5107 1.7728 1.2664 0.6416 0.2225
0.10 0.038851 0.7312 0.5200 2.2365 1.7679 0.8143 0.3274
0.15 0.016048 0.5455 0.1326 2.6001 1.0367 1.0130 0.2900
0.20 0.014341 0.4766 0.0983 2.9741 1.3953 1.2897 0.3859
0.25 0.013522 0.5013 0.1280 3.7209 1.9247 1.6079 0.5496
0.30 0.012344 0.4494 0.0856 4.1859 1.8267 1.9338 0.6378
0.35 0.012068 0.4390 0.1268 4.8872 2.5254 2.5066 0.9886
0.40 0.009993 0.4701 0.0692 6.7081 2.3888 3.7066 1.2241
0.45 0.015878 0.4364 0.1115 10.2913 9.9909 6.8327 5.3998
0.50 0.029736 0.9247 0.1631 100.0000 100.0000 99.1039 99.4463
Tab. G.22: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 4 %
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.078690 1.0987 0.8451 1.9235 1.8267 0.7559 0.4358
0.10 0.055723 0.8624 0.5851 2.3598 1.9562 1.0104 0.5099
0.15 0.050927 0.8273 0.7007 3.1962 3.1667 1.3650 0.8232
0.20 0.027622 0.6065 0.2649 3.3703 2.4260 1.6143 0.7817
0.25 0.023317 0.7948 0.2796 5.2171 2.5804 2.3455 0.9370
0.30 0.019733 0.6338 0.1265 5.1638 3.0523 2.6702 1.2071
0.35 0.020070 0.6013 0.1473 6.1899 5.1171 3.5768 2.2130
0.40 0.029392 0.6935 0.1796 10.3433 12.5396 6.1886 6.3985
0.45 0.048713 0.8806 0.4093 25.3672 46.8180 17.3929 31.6193
0.50 0.173000 2.4689 0.6410 100.0000 100.0000 99.1039 99.4463
Tab. G.23: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 8 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.176087 1.4819 1.7648 2.4624 2.8407 1.1403 0.9843
0.10 0.065496 1.2559 0.4796 3.0066 1.4584 1.4403 0.5940
0.15 0.127641 1.3897 1.4587 4.0144 4.9199 2.0287 2.0467
0.20 0.125636 1.3650 1.2783 5.4236 7.8955 3.0001 3.5189
0.25 0.159618 1.5585 1.5068 6.9210 11.9494 3.9820 5.6918
0.30 0.128126 1.2273 1.4918 9.3302 17.1552 5.5639 9.1375
0.35 0.280995 1.9546 2.1314 15.9669 33.3711 10.2056 20.2501
0.40 0.446180 3.1014 2.4346 32.0948 48.5350 21.9814 34.5101
0.45 0.816171 5.0054 2.9254 58.8919 74.4945 45.9628 63.4553
0.50 1.866330 8.1834 4.4928 100.0000 100.0000 99.1039 99.4463
Tab. G.24: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 24 h - Niveau de Bruit = 16 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.096709 1.6027 0.6237 3.0988 1.8060 0.4572 0.1078
0.10 0.039640 0.9052 0.3340 3.0573 1.9809 0.6273 0.1487
0.15 0.026516 0.8013 0.1568 3.4910 1.6665 0.7650 0.1871
0.20 0.016763 0.5247 0.1196 3.4923 2.0830 0.9637 0.2372
0.25 0.011258 0.4065 0.0738 3.4456 1.4521 1.1987 0.3026
0.30 0.011001 0.4364 0.0625 3.9495 1.6342 1.4559 0.3908
0.35 0.009455 0.3675 0.0562 3.9911 1.5898 1.8624 0.5292
0.40 0.008285 0.4013 0.0539 4.9612 1.8550 2.5053 0.7621
0.45 0.007925 0.4039 0.0539 6.6457 2.5516 4.0326 1.3252
0.48 0.007721 0.4286 0.0576 10.1030 4.0659 6.9665 2.5793
0.50 0.007934 0.5026 0.0625 100.0000 100.0000 99.0623 99.4011
Tab. G.25: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 0 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.009113 0.4013 0.1386 0.8065 0.3698 0.2208 0.0496
0.10 0.050565 1.1026 0.5237 3.5105 2.0974 0.6987 0.1983
0.15 0.031000 0.8377 0.1698 3.5391 1.8740 0.8624 0.2332
0.20 0.013927 0.5312 0.1317 3.4144 1.8259 1.0247 0.2833
0.25 0.012195 0.4740 0.0723 3.6703 1.4719 1.2676 0.3450
0.30 0.011024 0.3753 0.0700 3.9885 1.6065 1.5871 0.4375
0.35 0.009660 0.4052 0.0553 4.4495 1.7875 2.0585 0.6070
0.40 0.009570 0.4468 0.0620 6.1301 2.2406 2.8287 0.8791
0.45 0.008185 0.4052 0.0591 7.0808 3.0148 4.3599 1.5800
0.48 0.008574 0.4325 0.0605 11.5940 5.9659 8.2042 3.6371
0.50 0.012019 0.5364 0.0850 100.0000 100.0000 99.0935 99.4247
Tab. G.26: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 1 %
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Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.004610 0.2831 0.1035 0.6403 0.2827 0.2416 0.0669
0.10 0.041651 0.7948 0.5462 2.7014 2.0236 0.7143 0.2355
0.15 0.027738 0.6273 0.2072 2.9209 2.0236 0.8909 0.3032
0.20 0.016499 0.6143 0.1254 3.7988 1.6564 1.1598 0.3266
0.25 0.010467 0.4520 0.0876 3.7807 1.4820 1.4156 0.3903
0.30 0.011557 0.4299 0.0787 4.1833 2.1043 1.7390 0.5421
0.35 0.010925 0.4104 0.0663 4.5521 1.8708 2.1390 0.6877
0.40 0.009173 0.4117 0.0654 5.3612 2.4775 2.9495 1.0399
0.45 0.009588 0.4390 0.0588 8.5835 3.7411 5.3041 1.9830
0.48 0.010746 0.4481 0.0847 14.0148 12.1468 10.1108 7.0845
0.50 0.018362 0.6104 0.1110 100.0000 100.0000 99.0935 99.4247
Tab. G.27: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 2 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.162765 1.7949 1.2973 3.1521 2.5848 0.7065 0.3372
0.10 0.043022 0.7143 0.4594 2.3429 2.1931 0.8026 0.3580
0.15 0.030715 0.8286 0.2989 3.8456 1.8423 1.1702 0.3828
0.20 0.022700 0.5883 0.1819 3.5651 2.4360 1.3143 0.5176
0.25 0.016690 0.4870 0.1291 3.8274 2.3507 1.5299 0.5940
0.30 0.011558 0.4961 0.0865 4.1794 1.9190 1.9235 0.6168
0.35 0.011407 0.4455 0.0842 5.3872 2.4637 2.6235 0.9171
0.40 0.009966 0.4364 0.0804 7.3341 3.3096 3.9768 1.4731
0.45 0.021700 0.4883 0.1110 12.9836 15.2498 8.0899 7.6491
0.48 0.026904 0.6104 0.1986 30.3544 53.6774 22.1944 38.5931
0.50 0.034815 0.9728 0.1902 100.0000 100.0000 99.0935 99.4247
Tab. G.28: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 4 %
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.173539 1.4715 1.8083 2.5676 3.3849 0.8689 0.6750
0.10 0.085007 1.2949 0.4574 3.1313 1.8446 1.0871 0.4978
0.15 0.044352 0.8416 0.3868 3.4988 2.2608 1.4429 0.6652
0.20 0.037274 0.7961 0.3998 4.0430 3.8665 1.7403 1.1189
0.25 0.036619 0.6507 0.5603 4.8794 5.3010 2.1455 1.6063
0.30 0.026995 0.5831 0.2891 5.3015 5.7837 2.6988 2.0905
0.35 0.026360 0.6611 0.2306 7.8003 7.6511 4.0625 3.1468
0.40 0.040746 0.7598 0.3816 12.2057 20.4562 7.0301 10.1912
0.45 0.073925 1.0974 0.5228 29.0310 50.5084 19.1930 34.0320
0.48 0.107431 1.5299 0.7021 60.7712 82.2173 48.3305 71.3272
0.50 0.164307 2.2897 0.8113 100.0000 100.0000 99.0935 99.4247
Tab. G.29: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 8 %
Marge 1-AUC Erreur (%) Query (%) Apprentissage (%)
(%) (%) Ham Spam Ham Spam Ham Spam
0.05 0.266080 2.2949 1.5734 3.7469 3.0341 1.6338 1.0555
0.10 0.244742 1.7312 1.9510 4.1054 5.5575 1.9377 2.0668
0.15 0.264354 1.4533 3.1284 4.6456 11.4928 2.3676 4.6504
0.20 0.285383 2.0884 2.1127 7.6756 12.4036 3.7924 5.4923
0.25 0.203216 1.5728 1.9789 7.9990 16.6185 4.2690 7.8739
0.30 0.260021 1.7988 2.4323 11.9836 25.2263 6.9016 13.3242
0.35 0.414701 2.5469 2.5784 19.6202 36.3942 11.7758 22.1371
0.40 0.542733 3.1274 2.9955 33.6714 53.9074 22.5437 38.2985
0.45 0.929184 4.9638 3.6180 58.0023 78.1353 45.4070 66.3047
0.48 1.370840 6.4587 4.1253 82.5617 94.0834 73.0483 89.5206
0.50 1.742530 7.5860 4.3977 100.0000 100.0000 99.0935 99.4247
Tab. G.30: Impact de la marge d’apprentissage actif - Retour d’information ale´atoire de distri-
bution exponentielle de moyenne 48 h - Niveau de Bruit = 16 %
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Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 201694 202654 202469 204434 209423 215180
0.10 234168 233802 238545 237439 247846 254569
0.15 265583 266742 270213 273646 279157 303669
0.20 294582 294303 298586 306610 320316 341882
0.25 329719 335399 339669 344745 364793 393179
0.30 376430 378941 385755 394609 430330 458308
0.35 430121 438613 445185 454593 488246 573893
0.40 520542 524277 543609 564711 639609 853619
0.45 690996 717944 756977 815483 1009323 2312144
0.50 1881308 5043556 5616107 5897515 6006177 6056271
Tab. G.31: Dimension du classificateur en fonction du niveau de bruit et de la marge d’appren-
tissage actif - Retour d’information d’e´tiquette imme´diat
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 188812 194741 198964 209225 227982 256417
0.10 223078 225786 230495 245918 261054 314054
0.15 255691 260323 263747 280658 306466 371998
0.20 286524 290584 295418 313742 343849 469192
0.25 320871 325549 333934 358605 382649 621422
0.30 365100 370731 382723 403856 483023 745267
0.35 417362 423415 444134 464402 592077 1138286
0.40 504148 522227 537598 582455 818189 2136927
0.45 667548 694548 759601 944303 1929030 3725376
0.50 1878888 5183807 5611743 5881897 6003479 6045369
Tab. G.32: Dimension du classificateur en fonction du niveau de bruit et de la marge d’appren-
tissage actif -Retour d’information ale´atoire de distribution exponentielle de moyenne 6 h
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 172012 185336 207975 224198 287792 426035
0.10 206730 221784 239593 272504 340675 436914
0.15 232647 248945 276794 285806 402409 644857
0.20 267474 286144 299502 327822 448145 731275
0.25 301880 320581 339021 394193 515162 1001495
0.30 350508 364630 390137 427736 590841 1179922
0.35 403736 425552 447267 529277 724706 1787143
0.40 482257 519990 558537 661799 1103032 2501197
0.45 643995 701807 796300 1147908 2285049 3891660
0.50 1874602 5162159 5587746 5856444 5976767 6018613
Tab. G.33: Dimension du classificateur en fonction du niveau de bruit et de la marge d’ap-
prentissage actif - Retour d’information ale´atoire de distribution exponentielle de moyenne 24
h
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 160730 225777 230418 253756 315552 453254
0.10 200313 223056 233796 286107 351431 555232
0.15 229449 249666 270890 314559 421215 770246
0.20 263561 285436 302638 352613 468483 873138
0.25 302999 320919 332159 387327 539511 1171966
0.30 344817 366903 393470 441508 638610 1425569
0.35 399405 424833 462474 516149 807000 1995839
0.40 482537 518578 571470 677395 1285783 2730083
0.45 644454 702513 805565 1174712 2599858 4080570
0.50 1871860 5154773 5580085 5848814 5969057 6010944
Tab. G.34: Dimension du classificateur en fonction du niveau de bruit et de la marge d’ap-




0.00 0.01 0.02 0.04 0.08 0.16
0.05 0.011662 0.012297 0.010751 0.013613 0.015706 0.016013
0.10 0.008518 0.009229 0.007810 0.010157 0.011701 0.013290
0.15 0.007193 0.007448 0.008073 0.008014 0.009363 0.011702
0.20 0.006450 0.007581 0.006616 0.008063 0.008416 0.011803
0.25 0.006129 0.006200 0.006383 0.007366 0.007889 0.009316
0.30 0.005861 0.006155 0.005940 0.005570 0.007209 0.008938
0.35 0.005481 0.005523 0.005621 0.006335 0.007076 0.009831
0.40 0.005113 0.005190 0.005972 0.006015 0.007056 0.013703
0.45 0.005025 0.005067 0.005509 0.006259 0.008575 0.098798
0.50 0.005588 0.010877 0.016021 0.037899 0.218627 2.050730
Tab. G.35: Erreur de classement (1-AUC%) en fonction du niveau de bruit et de la marge
d’apprentissage actif - Retour d’information d’e´tiquette imme´diat
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 0.014408 0.014517 0.016900 0.019054 0.024396 0.030288
0.10 0.011173 0.014873 0.015027 0.012336 0.015106 0.048310
0.15 0.009054 0.011078 0.009888 0.012366 0.015494 0.024441
0.20 0.009085 0.008500 0.008422 0.009502 0.012361 0.020141
0.25 0.008709 0.008160 0.007612 0.009431 0.011394 0.040773
0.30 0.006901 0.007720 0.008030 0.008658 0.012899 0.029299
0.35 0.006785 0.006400 0.006762 0.007770 0.011843 0.055315
0.40 0.006188 0.006666 0.006658 0.007688 0.013718 0.206590
0.45 0.006100 0.006479 0.006416 0.008161 0.040979 0.626636
0.50 0.006620 0.011918 0.017913 0.034010 0.164003 1.885750
Tab. G.36: Erreur de classement (1-AUC%) en fonction du niveau de bruit et de la marge
d’apprentissage actif - Retour d’information ale´atoire de distribution exponentielle de moyenne
6 h
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Annexe G. Re´sultats de´taille´s - Chapitre 11
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 0.053748 0.050310 0.068210 0.054455 0.078690 0.176087
0.10 0.026610 0.022276 0.034333 0.038851 0.055723 0.065496
0.15 0.021507 0.018444 0.019963 0.016048 0.050927 0.127641
0.20 0.014277 0.013401 0.014985 0.014341 0.027622 0.125636
0.25 0.010668 0.011593 0.012524 0.013522 0.023317 0.159618
0.30 0.008369 0.008150 0.009786 0.012344 0.019733 0.128126
0.35 0.007785 0.008216 0.009200 0.012068 0.020070 0.280995
0.40 0.007608 0.009077 0.007837 0.009993 0.029392 0.446180
0.45 0.007070 0.007701 0.008135 0.015878 0.048713 0.816171
0.50 0.007706 0.012847 0.017822 0.029736 0.173000 1.866330
Tab. G.37: Erreur de classement (1-AUC%) en fonction du niveau de bruit et de la marge
d’apprentissage actif - Retour d’information ale´atoire de distribution exponentielle de moyenne
24 h
Marge Taux d’Erreur
0.00 0.01 0.02 0.04 0.08 0.16
0.05 0.096709 0.104602 0.068518 0.162765 0.173539 0.266080
0.10 0.039640 0.050565 0.041651 0.043022 0.085007 0.244742
0.15 0.026516 0.031000 0.027738 0.030715 0.044352 0.264354
0.20 0.016763 0.013927 0.016499 0.022700 0.037274 0.285383
0.25 0.011258 0.012195 0.010467 0.016690 0.036619 0.203216
0.30 0.011001 0.011024 0.011557 0.011558 0.026995 0.260021
0.35 0.009455 0.009660 0.010925 0.011407 0.026360 0.414701
0.40 0.008285 0.009570 0.009173 0.009966 0.040746 0.542733
0.45 0.007925 0.008185 0.009588 0.021700 0.073925 0.929184
0.50 0.007934 0.012019 0.018362 0.034815 0.164307 1.742530
Tab. G.38: Erreur de classement (1-AUC%) en fonction du niveau de bruit et de la marge
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I.1 Sendmail - 25 Years of Trusted Messaging
Fig. I.1: Sendmail Award
http://www.sendmail.com/pdfs/pressreleases/Sendmail%20Innovation%20Awards_10%2025%2006_FINAL.pdf
MOUNTAIN VIEW, Calif. - October 25th, 2006 - Today at its 25 Years
of Internet Mail celebration event, taking place at the Computer History Museum
in Mountain View, California, Sendmail, Inc., the leading global provider of trusted
messaging, announced the recipients of its inaugural Innovation Awards. Eight reci-
pients from across the globe were recognized for the dramatic impact they have made
to Internet communications and security using Sendmail technology. . . .
The Sendmail Innovation Awards honored companies in three categories : Inno-
vative Use of the Sendmail Mail Transfer Agent (MTA) ; Innovative Open Source
Contribution and Sendmail Milter Innovation. Drawing from Sendmail’s roots in in-
novation and with a vision for the future of secure and trusted messaging, Sendmail
selected the award winners after evaluating hundreds of enterprise deployment scena-
rios and contributions to Open Source. Each of the winners demonstrated excellence
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I.2. Terena Networking Conference 2005 - Selected Papers
in developing one-of-a-kind Internet Mail solutions showing unusual creativity, provi-
ding best practice standards and providing measurable impact on solving real-world
problems.
. . .
Innovative Open Source Contribution
EMEA Winner : Jose Marcio Martins da Cruz, Ecole des Mines de Paris - for
his contributions to libmilter (the library that implements the Milter protocol and
provides the API to applications). This contribution delivered an alternative imple-
mentation of the threading model, providing improved performance for operating
systems such as Linux.
I.2 Terena Networking Conference 2005 - Selected Papers
http://www.terena.org/publications/tnc2005-proceedings/
The papers published here represent the best of the papers presented at the TE-
RENA Networking Conference 2005 in Poznan, Poland. Over one hundred and sixty
extended abstracts were submitted in response to the call for papers, and after review,
sixty-two of these were chosen by the Programme Committee for presentation at the
conference. In addition, seventy-two recognised experts in their field were invited to
give presentations at the conference.
All speakers were then invited to submit full papers for potential selection for
this publication of the conference proceedings, and after review by the Programme
Committee and other experts when necessary, those that were finally selected are
published here.
The papers represent a good mix of subjects covering the entire breadth of the
main themes of the conference.
The programme committee was composed of members of the TERENA commu-
nity in Europe and from our sister organisation in the United States.
Olivier Martin
Programme Committee Chair
Les 10 papiers choisis ont constitue´ un nume´ro de la revue Computational Methods in
Science and Technology :
J. M. Martins da Cruz, Mail filtering on medium/huge mail servers, Computational Methods
in Science and Technology 11 (2005), no. 2, 101-108.
212
ANNEXE J
Le logiciel de filtrage de spam j-chkmail
j-chkmail est un logiciel de filtrage de spams, destine´ a` des serveurs de messagerie de taille
moyenne ou importante. C’est le re´sultat pratique des travaux de l’auteur dans le domaine de la
messagerie e´lectronique depuis 2001.
Il s’agit d’un logiciel distribue´ sous licence libre du type GPL, e´crit en langage C avec, comme
principe, d’imple´menter un nombre minimal de me´thodes de filtrage se´lectionne´es entre celles qui
sont, a` la fois, efficaces et peu consommatrices de ressources informatiques.
Il regroupe deux familles de me´thodes de filtrage :
Filtrage protocolaire - Ce sont des heuristiques base´es uniquement dans les caracte´ristiques
de la connexion et de´pendantes du client SMTP qui se connecte sur le serveur de messagerie. Ce
sont des heuristiques telles :
– Limitations a` court terme : e´value´es dans une feneˆtre temporelle de taille 10 minutes.
Ce sont des limitations du type cadence de connexion, nombre de messages ou destinataires.
Cette cate´gorie de limitation sert, d’une part a` prote´ger le serveur contre des attaques de
de´ni de service et, d’autre part a` e´viter les flots de messages inattendus envoye´s par des
outils ”non-humains”;
– Limitations a` long terme : e´value´es dans une feneˆtre temporelle de taille 4 heures. Ce
sont des limitations visant a` de´tecter les clients SMTP avec un comportement douteux tel
des erreurs re´pe´titifs dans les adresses destinataires, ou alors le moissonnage d’adresses par
balayage exhaustif d’un dictionnaire de noms ;
– Greylisting : c’est une me´thode permettant de de´tecter des botnets - des ordinateurs
personnels infecte´s par un logiciel malveillant et utilise´s pour distribuer des spams.
Outre la protection du serveur contre les attaques de de´ni de servie, le filtrage protocolaire
vise surtout a` e´liminer les messages dont le filtrage est trivial et diminuer la charge de traitement
qui serait impose´e au filtrage de contenu.
Filtrage de contenu - Le filtrage de contenu examine le message entier (corps et enteˆtes)
a` l’aide de deux classificateurs statistiques : un Baye´sien Naif et le classificateur discriminant
line´aire. Ce dernier a e´te´ de´veloppe´ pour les besoins de cette the`se.
Les scores des deux classificateurs sont combine´s de fac¸on triviale en un score final : moyenne
des scores en e´chelle logit.
L’apprentissage des deux classificateurs se fait hors ligne sur une feneˆtre temporelle glissante :
apprentissage supervise´ pour le classificateur Baye´sien Na¨ıf et apprentissage actif pour le classifi-
cateur discriminant line´aire. Les classificateurs re´sultant de cet apprentissage sont distribue´s a` des
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utilisateurs externes (des organismes d’enseignement et recherche franc¸ais), pour leur e´pargner
la taˆche de collecte d’exemples d’apprentissage.
Il n’y a pas d’e´valuation d’efficacite´ objective possible dans ce contexte d’utilisation mais, vus
les retours d’information et l’efficacite´ ressentie par les utilisateurs, il semblerait que la qualite´
de filtrage soit comparable a` celle des meilleurs filtres du marche´.






Caracte`re - signe typographique utilise´ pour l’encodage du texte sur un support lisible par
l’ordinateur.
Caracte`res de´limiteurs/non-de´limiteurs - distinction ope´re´e sur l’ensemble des caracte`res,
qui entrent dans la composition du texte permettant aux proce´dures informatise´es de seg-
menter le texte en occurrences (suite de caracte`res non de´limiteurs borne´e a` ses extre´mite´s
par des caracte`res de´limiteurs). On distingue les de´limiteurs de forme (le blanc, les signes
de ponctuation usuels, et les e´ventuels signes de pre´-analyse), les de´limiteurs de se´quence
(ponctuations faibles et fortes contenues dans la police de caracte`res) et les de´limiteurs de
phrase (sous-ensemble des de´limiteurs de se´quence - ponctuations fortes).
Corpus - ensemble de textes re´unis a` des fins de comparaison ; servant de base a` une e´tude
quantitative.
Hapax - forme dont la fre´quence est e´gale a` un dans le corpus (hapax du corpus) ou dans une
de ses parties (hapax de la partie).
Forme - ou forme graphique arche´type correspondant aux occurrences identiques dans un corpus
de textes, c’est a` dire aux occurrences compose´es strictement des meˆmes caracte`res non-
de´limiteurs d’occurrence
Forme banale - (sp) pour une partir du corpus donne´e, forme ne pre´sentant aucune spe´cificite´
(ni positive ni ne´gative) dans cette partie.
Lemmatisation - regroupement sous une forme canonique (en ge´ne´ral a` partir d’un diction-
naire) des occurrences du texte. En franc¸ais, ce regroupement se pratique en ge´ne´ral de la
manie`re suivante : les formes verbales a` l’infinitif, les substantifs au singulier, les adjectifs
au masculin singulier et les formes e´lide´es a` la forme sans e´lision.
Lexique - ensemble virtuel des mots d’une langue
Lexicome´trie - ensemble de me´thodes permettant d’ope´rer des re´organisations formelles de la
se´quence textuelle et des analyses statistiques portant sur le vocabulaire d’un corpus de
textes.
Occurrence - suite de caracte`res non de´limiteurs borne´e a` ses extre´mite´s par deux caracte`res
de´limiteurs de forme.
Polyforme - arche´type des occurrences d’un segment ; suite de formes non se´pare´es par un
se´parateur de se´quence, qui n’est pas obligatoirement atteste´e sans le corpus.
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Segment - toute suite d’occurrences conse´cutives dans le corpus et non se´pare´es par un se´pa-
rateur de se´quence est un segment du texte.
Segmentation - ope´ration qui consiste a` de´limiter des unite´s minimales dans un texte
Segmentation automatique - ensemble d’ope´rations re´alise´es au moyen de proce´dures infor-
matise´es qui aboutissent a` de´couper, selon des re`gles pre´de´finies, un texte stocke´ sur un
support lisible par un ordinateur en unite´s distinctes que l’on appelle des unite´s minimales.
Se´quence - suite d’occurrences du texte non se´pare´es par un de´limiteur de se´quence.
Terme - nom ge´ne´rique s’appliquant a` la fois aux formes et aux polyformes. Dans le premier
cas on parlera de termes de longueur 1. Les polyformes sont des termes de longueur 2, 3,
etc.
Unite´s minimales - (pour un type de segmentation) unite´s que l’on ne de´compose pas en unite´s
plus petites pouvant entrer dans leur composition.
Vocabulaire - ensemble des formes atteste´es dans un corpus de textes.
Vocabulaire de base - ensemble des formes du corpus ne pre´sentant, pour un seuil fixe´, au-
cune spe´cificite´ (ne´gative ou positive) dans aucune des parties, (i.e., l’ensemble des formes
banales).
Autres
DARPA - Defense Advanced Research Projects Agency
Filoutage - (Phishing) Message pie`ge invitant le destinataire a` de´voiler des donne´
Faux Ne´gatif - Um spam classe´ comme e´tant du ham
Faux Positif - Un ham classe´ comme e´tant du spam
FSF - Free Software Foundation - Entite´ a` l’origine de la licence GPL. Voir : http://www.fsf.
org.
GPL - General Public License - Licence d’utilisation typique des logiciels libres (ce n’est pas la
seule), promue par la FSF.
Ham - Un message le´gitime
HMR - Ham Misclassification Rate - False Positive Rate - Taux de Faux Positifs
HTML - Hypertext Mark Up Language -
ISP - Internet Service Provider
LAM - Logistic Average Misclassification
MIME - Multipurpose Internet Mail Extensions
MDA - Mail Delivery Agent - logiciel utilise´ pour remettre les messages dans la boˆıte aux lettres
des utilisateurs. Lorsque le MTA rec¸oit un message destine´ a` un utilisateur local, ce message
est transmis au MDA.
MTA - Mail Transport Agent - logiciel de routage de messages - souvent appele´ Serveur de
Messagerie
MUA - Mail User Agent
NLP - Natural Language Processing - Traitement d’objets textuels
RBL - Real Time Blackhole List
ROC - Receiver Operating Caracteristic
1-AUC -
SMR - Spam Misclassification Rate - False Negative Rate - Taux de Faux Negatif -
SMTP - Simple Mail Transport Protocol
Spam - Un message non souhaite´. Voir de´finition dans le Chapitre 1.
TFN / TFN - Taux de Faux Positifs / Taux de Faux Ne´gatifs
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Contribution au classement statistique mutualisé de messages électroniques
(spam)
Résumé : Depuis la fin des années 90, les différentes méthodes issues de l’apprentissage artificiel
ont été étudiées et appliquées au problème de classement de messages électroniques (filtrage de
spam), avec des résultats très bons, mais pas parfaits. Il a toujours été considéré que ces méthodes
étaient adaptées aux solutions de filtrage orientées vers un seul destinataire et non pas au classement
des messages d’une communauté entière.
Dans cette thèse notre démarche a été, d’abord, de chercher à mieux comprendre les caractéristiques
des données manipulées, à l’aide de corpus réels de messages, avant de proposer des nouveaux
algorithmes. Puis, nous avons utilisé un simple classificateur discriminant linéaire avec de l’apprentis-
sage actif en ligne - pour démontrer empiriquement qu’avec un algorithme simple et une configuration
d’apprentissage adaptée au contexte réel de classement, on peut obtenir des résultats aussi bons
que ceux que l’on obtient avec des algorithmes plus complexes. Nous avons aussi démontré, avec
des ensembles de messages d’un petit groupe d’utilisateurs, que la perte d’efficacité peut ne pas être
significative dans un contexte de classement mutualisé.
Mots clés : spam, classement de messages électroniques, filtrage de spam, filtrage mutualisé,
apprentissage actif, apprentissage en ligne.
A contribution to shared classification of electronic messages (spam)
Abstract: Since the 90’s, different machine learning methods were investigated and applied to the
email classification problem (spam filtering), with very good but not perfect results. It was always
considered that these methods are well adapted to filter messages to a single user and not filter to
messages of a large set of users, like a community.
Our approach was, at first, look for a better understanding of handled data, with the help of a corpus
of real messages, before studying new algorithms. With the help of a simple linear discriminator clas-
sifier with online active learning, we could show empirically that with a simple classification algorithm
coupled with a learning strategy well adapted to the real context it’s possible to get results which are
as good as those we can get with more complex algorithms. We also show, empirically, with the help
of messages from a small group of users, that the efficiency loss is not very high when the classifier is
shared by a group of users.
Keywords: spam, email classification, spam filtering, shared filtering, active learning, online learn-
ing.
