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1. INTRODUCTION 
This paper presents ome new fixed point and approximation results for multivalued maps. Our 
arguments rely on the notion of essential [1] and hemicompact [2] maps. In particular, we extend 
and complement the collectively condensing operator approximation theory presented in the 
literature (see [3,4]). Both the Banach and Frdchet space setting will be discussed in this paper. 
Our theory was motivated by ideas and results in [1-6] and our results have applications in the 
theory of differential and integral inclusions. 
Finally, in the Introduction we state a theorem which will be used throughout this paper. Let 
(X, d) be a metric space and let f /x  be the bounded subsets of X. The Kuratowski measure of 
noncompactness i  the map c~ : f~x --+ [0, oo] defined by (here B E f~x), 
~(B) = inf {r > O : B C O B~ and diam(B~) <- r} 
Let S be a nonempty subset of X. For each x E X, define d(x, S) = inf~e s d(x, y). Now suppose 
G : S -* 2x; here 2 x denotes the family of nonempty subsets of X. Then 
(i) G : S --, 2 x is k-set contractive (here k > 0) if a(G(W)) <_ ks(W) for all nonempty, 
bounded sets W of S; 
(ii) G : S --* 2 x is condensing if G is 1-set contractive and a(G(W)) < a(W) for all bounded 
sets W of S with a(W) ~ 0; 
(iii) G : S -~ 2 X is hemicompact if each sequence (xn)T ° in S has a convergent subsequence, 
whenever d(xn, G xn) "* 0 as n ---* c~. 
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THEOREM 1.1. (See [2].) Let (X, d) be a metric space, D a nonempty, complete subset of X, 
and G : D --+ 2 x a condensing map with G(D) bounded. Then G is hemicompact. 
2. BANACH SPACE SETT ING 
Let E be a Banach space and U a open subset of E. K(U, E) will denote the set of all Upper 
Semicontinuous (u.s.c.), condensing maps F : U ~ CK(E) with F(U) a subset of a bounded set 
in E; here CK(E) denotes the family of all nonempty, compact, convex (or more generally R6) 
subsets of E and U denotes the closure of U in E. 
We refer the reader to [1,7-9] for the following definitions. 
DEFINITION 2.1. We let Kou(U, E) denote the set of all mappings F E K(U, E) which are fixed 
point free on OU (i.e., x ~ F(x) for x • OU); here OU denotes the boundary of U in E. 
DEFINITION 2.2. A map F • Kou(U, E) is essential if every G • Kou(U, E) with GIou = F[ou 
has a fixed point. 
DEFINITION 2.3. Two maps F, G • Kou(U,E) are homotopic in Kou(U,E) written F ~- G in 
Kou(-U, E) if there exists a u.s.c., condensing map N : U x [0,1] --* CK(E) with N(U x [0, 1]) a 
subset of a bounded set in E and with Nt(. ) = N(.  ,t) : U --* CK(E) belonging to Kou(U,E) 
for each t • [0, 1] and No = F, N1 = G. 
THEOREM 2.1. (See [8,9].) Let E and U be as above. Suppose F and G are two maps in 
Kou(U, E) with F "~ G in Kou(U, E). Then F is essential iff G is essential 
We begin by proving a simple (but powerful) result which is very useful from an application 
viewpoint (particular examples of this result may be found in [5,6]). 
THEOREM 2.2. Let E = (E, I. [) be a Banach space with U an open subset ofF.  Suppose the 
following conditions are satisfied: 
and 
for each n • No --- { 1, 2, . . .  }, Fn • Kou (-U, E) is essential, 
oo  
the map IC : -U --* 2 E, given by ICy = U Fray, is condensing 
m=l  
and IC ~ is a subset of a bounded set in E, 
(2.1) 
(2.2) 
F.  oo the sequence of maps { ~}1 has the following closure property: 
if {zn}~ ° is any sequence in U with zn E Fn zn, n = 1, 2, . . .  (2.3) 
and there exists zo E U with zn ~ zo in E, then zo E F zo. 
Then there exists a subsequenee S of No and a sequence (xn) of solutions of w E Fn w, n E S 
with xn --* Xo (as n --* oo in S) in E and xo is a solution of w E F w. 
PROOF. For each n E No, w E Fn w has a solution xn E U by (2.1). Now Theorem 1.1 (since 
d(x~, IC xn) = 0 for each n = 1, 2, . . .  ; here d(x, S) = inf~es Ix -  y[ for any nonempty subset S of 
E) guarantees that (xn) has a convergent subsequence. Without loss of generality, assume it is 
the whole sequence and xn -* x0 in E. This together with (2.3) implies x0 E F x0. I 
REMARK 2.1. Notice (2.1) can be replaced by any condition that guarantees F~ : U --* 2 E has a 
fixed point in U. 
REMARK 2.2. Suppose p E U and for each n E No suppose y ~t A Fn y + (1 - A) p for all A E (0, 1] 
and y E OU. Then (2.1) holds, To see this, recall [8,9] that the constant map x ~-~ p is essential 
in Kou(-U,E). Fix n E No. If we let N(x,t)  = tF,~(x) + (1 - t)p, it is easy to check [8,9] that 
N : U x [0, 1] --~ CK(E) is a u.s.c., condensing map with N(U x [0, 1]) a subset of a bounded set 
in E and Nt • K(-U,E) for each t E [0, 1]. In fact, Nt • Kou(U,E) since y qt N(y,t)  for y • OU 
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and t E [0, 1] (we assumed it for t E (0, 1], whereas the case t = 0 is immediate since p E U). 
Consequently, Fn =~ p in Kau(U, E), so Theorem 2.1 implies Fn E KOu('U, E) is essential. 
It is of interest o remark on the single valued version of Theorem 2.1. Let SK(U,  E) denote 
the set of all continuous, condensing maps F : U ~ E with F(U) a subset of a bounded set in E, 
and SKou(U,E)  denotes the set of all mappings F E SK( ' f f  , E) with x ~ F(x)  for x E OU. A 
map F E SK(U,  E) is essential if every G E SK(U ,  E) with Glov = FIou has a fixed point. 
THEOREM 2.3. Let E = (E, [. [) be a Banach space with U an open subset o rE .  Suppose the 
following conditions are satisfied: 
for each n e No = { 1, 2 . . . .  }, Fn e SKou (-U, E) is essential, (2.4) 
and 
oo  
the map/C : U ~ 2 E, given by 1C y = U Fm y, is condensing 
m=l  
and lC (-0") is a subset of a bounded set in E, 
F : U --* E is continuous, 
(2.5) 
(2.6) 
sup IFn w - F wl -~ O, as n -~ oo. (2.7) 
wEU 
Then there exists a subsequence S of No and a sequence (Xn) of solutions of w = Fn w, n E S 
with xn ~ xo (as n --* oo in S) in E and xo is a solution of w = F w. 
PROOF. For each n E No, w = Fn, w has a solution xn E U. Now Theorem 1.1 guarantees that 
(xn) has a convergent subsequence. Without loss of generality, assume it is the whole sequence 
and xn --* Xo in E. Notice 
IFn xn - F xol <_ IFn x~ - F x=[ + IF xn - F xo[ <_ sup IFn w - F wl + IF x= - F xo[, 
wED" 
so (2.6) and (2.7) imply Fnxn --* Fxo  E E as n --* oo. Thus, xo E Fxo.  I 
REMARK 2.3. Notice (2.6) and (2.7) can be replaced by the condition: if {zn}~ is any sequence 
in U with z,~ = Fn zn, n = 1, 2, . . .  and there exists z0 E U with zn ~ Zo in E, then Fn zn ~ F Zo. 
REMARK 2.4. The conditions in Theorem 2.3 (and Remark 2.3) are easily checked in practice. 
We refer the reader to [6,10] for particular examples. 
From a theoretical viewpoint, it is of interest o discuss when the operator F in Theorem 2.2 
and Theorem 2.3 is essential. Some results of this type were first established by Wolf in [4] using 
the notion of degree of a map. 
THEOREM 2.4. Let E = (E, [. [) be a Banach space with U an open subset orE.  Suppose (2.1) 
and (2.2) are satisfied and in addition assume 
F E Kotr (-U, E) (2.8) 
and 
the sequence of maps {Fn}~ has the following closure property: 
i f  { Zn } ~ ° is a sequence in OV and {An}~ ° is a 
sequence in [0, 1] with An ~ Ao E [0, 1] and with 
Zn E An Fn Z n -t- (1 - An) F zn for n = 1,2, . . .  
and there exists zo ~ OU with zn ~ Zo in E, 
then zo E F zo 
(2.9) 
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hold. Then F is essential in Kou(U, E). 
PROOF. Fix n • No = {1, 2, . . .  } and let 
Hn(x, t) = t Fnx + (1 - t) Fx. 
We first show Hn : U x [0, 1] -~ CK(E) is a u.s.c., condensing map with Hn(U x [0, 1]) a subset 
of a bounded set in E. We will show only the condensing part since the rest is easy. To see this, 
let W be a bounded subset of U x [0, 1] with a(W) # O. Then 
-< = o 
= max {a (Fn(HW)) ,a (F(HW))} < a(HW),  
here H : U x [0, 1] --* U is the natural projection (projection onto the U coordinate). Also it is 
easy to check that (Hn)t E K(-ff, E) for each t 6 [0, 1]; here (Hn)t = Hn(. ,t). We can do this for 
each n 6 No. Next, we claim that there exists no 6 No with (Hno)t fixed point free on OU (i.e., 
we claim that there exists no 6 No with (Hno)t 6 KOu(-U, E)). If the claim is true, then Fno ~- F 
in Kou(-U, E). Then (2.1) together with Theorem 2.1 implies F 6 Kou(-ff, E) is essential. 
It remains to prove the claim. Suppose it is false. Then for each n 6 No, there exists xn 6 OU 
and An • [0, 1] with Xn • Hn(xn, )~n). Without loss of generality, assume An --* A0 • [0, 1]. Define 
the map Gn by 
Gn(x) = Hn(x, An) = AnFn(x) + (1 - An)F(x), n = 1 ,2 , . . . ,  
where An is as described above. Next let 
O0 
= U 
n----1 
Notice d(xm,~(Xm)) = 0 for each m = 1,2, . . .  since d(xm,Gm(xm)) = 0 (here d(x,S) = 
infyes Ix - y[ for any nonempty set S of E). Also 7~ : U --* 2 E is a condensing map with T~(U) 
a subset of a bounded set in E. To see this, let X _C U be bounded with a(X) # O. Then 
=a([n=QFn(x)]UF(X)) , 
since 
([0 ] ) U [A.F.(x)+(l-an)F(x)l C__co F.(x) UF( ) 
n=l  n=l  
for each x 6 X. Now Theorem 1.1 guarantees that (xn) has a convergent subsequence. Without 
loss of generality, assume its the whole sequence and xn ~ xo 60U in E. This together with (2.9) 
implies x0 6 F xo. This contradicts (2.8). Hence, our claim is true. | 
It is of interest o remark on the single valued version of Theorem 2.4. 
THEOREM 2.5. Let E = (E, I-I) be a Banach space with U an open subset orE. Suppose (2.4) 
and (2.5) are satisfied and in addition assume 
F 6 SKou (-U, E) (2.10) 
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and 
sup [Fnw-Fw[ - - *O,  asn~oo (2.11) 
wEOU 
hold. Then F is essential in SKou (-U, E). 
PROOF. Let Hn be as in Theorem 2.4. Notice Hn : U x [0, 1] ~ E is a continuous, condensing 
map with Hn(U x [0, 1]) a subset of a bounded set in E and (Hn)t • SK(U,  E) for each t • [0, 1]. 
It remains to show that there exists no • No with (Hno)t fixed point free on OU. Suppose this is 
false. Then let Xn, An, A0, Gn, 7~, and Xo be as in Theorem 2.4. Now since xn ~ xo and 
[Fn xn - F xol  < sup [Fn w - F w[ + [F  xn  - F xoI, 
wEOU 
we have Fn xn ---* FXo in E (use (2.10) and (2.11)). This together with Xn = An Fn (xn) + (1 - 
An) F (xn) yields xo = Ao F(xo) + (1 - A0) F(xo), i.e., xo = F (x0). This contradicts (2.10). I 
REMARK 2.5. Notice (2.11) can be replaced by the condition: if {zn}~ ° is a sequence in OU with 
zn -'* zo in E, then Fnzn ~ Fzo in E (i.e., in this situation we say Fn converges continuously 
to F on OU). 
3. FRECHET SPACE SETT ING 
Let No = {1, 2, . . .  }. In this section, we assume E is a Fr4chet space endowed with a family of 
seminorn~ {I-In: n • No} with 
[X[1 ~ [X[2 ~ . . . ,  for all x • E. 
Also for each n • No, we assume that there are Banach spaces (En, [. In) with 
E1 _D E2 _D ...  
oo and E = Nn=IE  n. 
We begin by presenting a result which guarantees that 
y • Fy  (3.1) 
has a fixed point in E. 
DEFINITION 3.1. Fix k 6 No. I f  x, y 6 Ek, then we say x = y in Ek if Ix - Y[k = 0 (i.e., i[ 
x -- y = 0; here 0 is the zero in Ek). 
DEFINITION 3.2. F/x k E No. We say x 6 F y in Ek ff there exists w E F y with x = w in Ek. 
THEOREM 3.1. Let E be a Frdchet space endowed with a family ofseminorms {[. In : n 6 No} 
with 
[X[1 <~__ [X[2 ___~ . - . ,  for a / /x  E E. 
Assume for each n 6 No that (E,, I. In) is a Banach space and suppose E1 D_ E2 D ..., E = 
Nn°°=IEn, and [x[. _< [x[.+l t'or a11 x e En+l (here n 6 No). For each n 6 No, let Un be an open 
subset of En with 0 • Un and 
U1~_U22..., 
here Un denotes the closure of Un in En. In addition, suppose the following conditions are 
satisfied: 
for each n • No, F ,  • Kay,  U(-~, En) is essential; 
(3.2) 
here OUn denotes the boundary of [In in En, 
42 D. O'REGAN 
and 
for each n • No, the map/Cn : ~ --~ 2 E" given by 
oo  
1Cn y = U Fmy is condensing with 1Cn ( -~ a 
m=n 
subset of a bounded set in En, 
(3.3) 
and 
has a fixed point. 
THEOREM 3.2. Let E be a Frdchet space endowed with a family ofseminorms {[. In : n • No} 
with 
[x[1 _< Ix[2 _< ""  , for all x • E. 
Assume for each n E No that (E,~, [. In) is a Banach space and suppose E1 D E2 D . . . ,  E = 
Nn°O=lEn , and [x[n <_ Ix[n+1 for all x • En+l (here n • No). For each n • No, let [In be an open 
subset of En with 0 E Un and 
U1 ~_ Ug ~_ . . . , 
here ~ denotes the closure of [In in En. In addition, suppose the following conditions are 
satisfied: 
for each n • No, Fn • SKou~ (U'~n, En) is essential, (3.6) 
for each n E No, the map/C~ : ~ --* 2 E" given by 
oo  
1Cny = U Fray is condensing with K:n (U--~) a (3.7) 
m ~ n  
subset of a bounded set in En, 
F : ~ ~ En is continuous (for any n • No), (3.8) 
for any k • No, i fS  C_ {k + 1, k + 2, . . .  } is any subsequence of N0, 
then sup ]Fn w - F wlk --* O as n --* oo in S. 
wEUk 
Then (3.5) has a fixed point in E. 
REMARK 3.1. Notice (3.8) and (3.9) could also be replaced by the condition 
(3.9) 
y = F y (3.5) 
if there exists a w E E, and for every k E No, there exists 
a subsequence S C_ {k + 1, k + 2, . . .  } of No and a sequence 
{Yn},~es with Yn • U,~, y,~ = Fn Yn in En for n • S and with 
Yn --* w inEk as n --* oo in S, then w -- F w in E. 
REMARK 3.2. The conditions in Theorem 3.2 (and in Remark 3.1) are easily checked in practice. 
We refer the reader to [6,10] for particular examples. 
i f  there exists a w E E, and for every k E No, there exists 
a subsequence S c_ (k + 1, k + 2, . . .  } of No and a sequence 
{Yn}nES with Yn E ~nn, Yn E Fn Yn in En for n E S and with (3.4) 
yn ~ w in Ek as n ~ oo in S, then w E F w in E. 
Then (3.1) has a fixed point in E. 
PROOF. Fix n E No. Now (3.2) implies w E Fn w has a fixed point yn in [In. Essentially, the 
same argument as in Theorem 2.1 of [5] establishes the result. I 
Finally, we state the single-valued version of Theorem 3.1. Our aim here is to show 
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