I. INTRODUCTION
HE spatial resolution of CT scanner images is nowadays calculated by using two methods. The first method consists of calculating the spatial frequency response of the CT system by imaging an impulse source. The resultant image is the Point Spread Function (PSF) of the system. The line spread function (LSF) is then obtained by summing the pixel values of this PSF with respect to the horizontal/vertical direction. The MTF curve is then calculated from the Fourier transform of the LSF data. In the second method proposed by Droege & Morin 1 , the practical Modulation Transfer Function curve (pMTF) is calculated by measuring the standard deviation of the pixel values in each individual pattern of the image of cyclic bar patterns.
In order to compare and evaluate these methods, Digital Test Objects (DTO) were being generated. These DTOs are supposed to simulate the two types of images (pinhole and cyclic bar patterns) used to calculate the spatial resolution. Knowing that the blur within the images is an essential factor that affects the spatial resolution, we have simulated the blur by convolving the generated DTOs with a two-dimensional Gaussian function with a specified Full Width at Half Maximum (FWHM These DTOs are used for a self controlling process of the software ICQ-CT 2,3 , developed and commercialized 4 by the company QualiFormeD and dedicated to automatic CT image quality controls. This software will be also able to control completely automatically the image quality of onboard imaging systems installed onto the latest linear accelerators used for radiation therapy treatments 5, 6, 7 .
II. MATERIALS AND METHODS
The IQC-CT software is capable to perform automatic CT image quality controls in terms of slice thickness, spatial resolution, spatial distortions, low and high level contrast, noise and uniformity... Furthermore and in order to facilitate the quality control development process of the different algorithms used in the software and to test their limits, DTOs (Digital Test Objects) were being generated. These DTOs are constructed in pixels and have well known geometrical forms. For the spatial resolution measurement, two of these DTOs have been developed. The first DTO (Fig. 1 ) is dedicated to simulate the image of an impulse source. This DTO is composed of an intense pixel with a CT value of 1000 which represents the image of an impulse source cast in a water equivalent cylinder (CT value 0). The second DTO (image in Fig. 2 ) is composed of a rectangular area of 260x280 pixels with a CT value of 120 (PMMA). Inside, six groups of water bar patterns (CT value 0) are each made of five inclined dark bars separated by four bright bars.
These bars are respectively from top to bottom,
The blur is simulated by convolving the DTO with a twodimensional Gaussian PSF Ref (Fig. 3) . The FWHM (Full Width at Half Maximum) of the PSF Ref is given in pixels by the user. The two-dimensional function is written according to the formula: Knowing the geometric characteristics of each digital phantom, the MTF is calculated using the two methods.
In the first DTO, a data array (PSF) is constructed out of a square region of 21X21 pixels centred on the pixel that used to simulate the impulse source, (Fig. 5 ). The LSF at 0° and 90° is then obtained by summing the rows and columns of numbers in the PSF, respectively (Fig.6) . [ ]
where pMTF[pattern(i)] is the pMTF value for the frequency corresponding to the pattern group (i), SD pattern(i) is the SD of the pixel values of group of patterns (i), SD ROIp(i)
and SD ROIbg(i) are the SD of the pixel intensity value in two ROIs having the same size of the pattern group (i), the first is located in a homogenous region with a same composition as the pattern and the second lays in the background medium, while M ROIp(i) and M ROIbg(i) are the mean values of the pixel intensity within the same ROIs.
Knowing the size of the bars within each group of patterns, the right corresponding frequency can be associated for these groups. For illustration, the bar width of the smallest group of patterns is Table 1 shows the values at 50, 10 and 5% of the two types of MTF calculated. The percentages of deviation with respect to the reference values are also shown. Table. 1. Values of the frequencies F 50, 10 and 5% of the MTF for the four different blur functions of Fig. 7 . "V" is the value of the frequencies and "D%" is the percentage of relative deviation with respect to the reference value (FT of the blur PSF). The CT number of the pinhole is 10 3 V. DISCUSSION Results issued from these two methods to measure the MTF show a good agreement with the MTF Ref .
Theoretically, the MTF curve using the pinhole image is identical to the MTF Ref , but since the CT numbers in the simulated images are represented with integers, the conversion from double to integers causes these slight differences. This can be seen by raising the pinhole intensity; in this case the MTF issued from the pinhole method becomes quasi identical to the MTF Ref (see Table 2 ). Table. 2. Values of the frequencies F 50, 10 and 5% of the MTF for the four different blur functions of Fig.7 , simulating a pinhole with a CT number equal to 10 8 . "V" is the value of the frequencies and "D%" is the percentage of relative deviation with respect to the reference value (FT of the blur PSF). , while the theoretical value should be equal to 1.
Furthermore, the results issued from pMTF show deviations with respect to the MTF Ref for low frequencies. This can be explained by the fact that the model proposed by Droege and Morin 1 suggests that (f>=f c /3), where f is the frequency to be measured and f c is the cut-off frequency of the system. These Quality Assurance (QA) tools were integrated into the ICQ-CT software which is now capable to generate a large set of DTOs and to calculate the MTF of these DTOs.
In contrary, problems occurred when using real images issued from dense bar patterns like the Catphan600 8 Aluminum bars, where the presence of artifacts due to a lack of signal intensity between the Aluminum bars reinforces the value of the Standard Deviation (SD) corresponding to low frequencies. This causes a raise of the related pMTF (Fig. 8) . A practical solution of this problem would be to use bar patterns built up by using less dense material. This is realized with the GE 9 phantom which uses Plexiglas instead of Aluminum. VI. CONCLUSION The two methods used to measure the MTF and studied in this paper, the pinhole method and Droege 1 method, and their integration into the IQC-CT software proved to be accurate tools for determining the MTF of CT scanners and On Board Imaging systems. Furthermore, the use of Digital Test Objects is an important technique which helps to verify all software features dedicated to an automatic CT image quality control. This methodology will be used in order to develop new software modules for automatic quality control of on-board imaging systems installed onto the new generation linear accelerators for radiation therapy treatments.
