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Abstract
In this paper we study the analytic tangent cones of admissible Hermitian-
Yang-Mills connections near a homogeneous singularity of a reflexive sheaf,
and relate it to the Harder-Narasimhan-Seshadri filtration. We also give
an algebro-geometric characterization of the bubbling set. This strength-
ens our previous result in [3].
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1 Introduction
This article is a continuation of [3] on studying tangent cones of (isolated)
singularities of admissible Hermitian-Yang-Mills connections. The goals are the
following
• Remove a technical assumption in the main theorem in [3] by using a
different argument;
• Study a stronger notion of analytic tangent cones by including the infor-
mation on the analytic bubbling sets;
• Give an algebro-geometric characterization of the bubbling sets.
Now we recall the main set-up, following [3]. Let B = {|z| < 1} ⊂ Cn be
the unit ball endowed with the standard flat Ka¨hler metric ω0 and let A be an
admissible Hermitian-Yang-Mills connection on B. Then A defines a reflexive
sheaf E over B. In this paper we always assume 0 is an isolated singular point
of A. Our goal is to understand the infinitesimal structure of A near 0 in terms
of the complex/algebraic geometric information on the stalk of E at 0. Loosely
speaking we are searching for an analytic/algebraic correspondence, which can
be viewed as a local analogue of the well-known Donaldson-Uhlenbeck-Yau the-
orem.
From the analytic point of view, we can take analytic tangent cones of A
at 0, which are defined as follows. Let λ : z 7→ λz be the rescaling map on
Cn. Then by Uhlenbeck’s compactness result ([7, 12, 13]), we know as λ → 0,
by passing to a subsequence, the rescaled sequence of connections Aλ := λ
∗A
converge to a smooth Hermitian-Yang-Mills connection A∞ on C
n
∗ \ Σ. Here
Cn∗ := C
n \ {0}, and Σ is a closed subset of Cn∗ that has locally finite Hausdorff
codimension four measure, and we may assume Σ is exactly the set where the
convergence is not smooth. We call Σ the analytic bubbling set1. By Bando-Siu
[2], A∞ extends to an admissible Hermitian-Yang-Mills connection on C
n and
it defines a reflexive sheaf E∞ on Cn. By [12] (see also the discussion in Section
2), passing to a further subsequence we may assume the Yang-Mills energy of
Aλ weakly converges to a limit Radon measure µ on C
n. Write
µ = |FA∞ |2dVol + 8π2ν,
and define the blow-up locus as Σb := Supp(ν) \ {0}. We know that Σ is always
a complex-analytic subvariety of Cn∗ and by [12], Σb consists of precisely the
closure of the codimension two part of Σ, and to each irreducible component
of Σb one can associate an analytic multiplicity; the lower dimensional strata
corresponds to the essential singularities of the connection A∞ which can not
be removed. For more detailed discussion see Section 2.
Throughout this paper, we shall call the triple (A∞,Σ, µ) an analytic tangent
cone of A at 0. Compared to [3], the definition here includes the extra data
of the bubbling set and the limit measure, hence contains more information.
A priori (A∞,Σ, µ) depends on the choice of subsequences as λ → 0. We also
1For our purpose in this paper we will always remove the point 0 and we only consider
the convergence of smooth connections, locally away from 0, so that we can directly use the
Uhlenbeck convergence theory. In general one could try to understand the bubbling set of a
sequence of admissible Hermitian-Yang-Mills connections, which we leave for future study.
2
know that A∞ is a HYM cone connection in the sense of Definition 2.24 in [3]
(see Theorem 2.25 there). Namely, the corresponding reflexive sheaf E∞ on Cn
is isomorphic to ψ∗π
∗E∞, where π : Cn∗ → CPn−1 is the natural projection map
and ψ : Cn∗ → Cn is the inclusion map, and
E∞ =
⊕
j
F j
where each F j is a stable reflexive sheaf. The connection A∞ is isomorphic to
the direct sum of the pull-back of the (unique) Hermitian-Yang-Mills connection
on each F j under the projection map π, twisted by µj times the pull-back
of the Chern connection associated to the Fubini-Study metric on O(1) (this
is necessary to make the Einstein constant vanishing). So in short the limit
connection A∞ is uniquely characterized by the algebraic data E∞ := ⊕jF j .
In the language of [3], each factor F j corresponds to a simple HYM cone. We
emphasize again that the analytic tangent cone is a priori not known to be
unique, since it depends on not only the connection A but also the choice of
subsequences.
From the complex-algebraic point of view, in [3] we introduced the notion
of an algebraic tangent cone at a singularity of a reflexive coherent analytic
sheaf E . This is defined to be a torsion-free sheaf on CPn−1 that is given by the
restriction of a reflexive extension of p∗(E|B\{0}) across p−1(0), where p : Bˆ → B
is the blown-up at 0. We point out that in general algebraic tangent cones are
not necessarily unique either, due to the fact that the exceptional divisor has
complex codimension exactly one.
To make a connection between analytic and algebraic tangent cones, we
recall the following conjecture in [3]. Let E be a reflexive sheaf over B with
isolated singularity at 0.
Conjecture 1.1. (I). Given any admissible Hermitian-Yang-Mills connec-
tion A on E, all the analytic tangent cones of A at 0 have gauge equiv-
alent admissible connection A∞ and hence the underlying sheaf E∞ is
unique up to isomorphism;
(II). There is an algebraic tangent cone Ealg on CPn−1 such that for all ad-
missible Hermitian-Yang-Mills connection A on E, the reflexive sheaf
E∞ corresponding to the analytic tangent cones is always isomorphic to
ψ∗π
∗((GrHNS (Ealg))∗∗), where GrHNS means taking the graded object
associated to the Harder-Narasimhan-Seshadri filtration.
Notice (I) implies that (A∞, E∞) does not depend on the choice of subse-
quences when taking the limit λ → 0, and (II) implies that it does not depend
on the choice of the connection A either and is purely a complex algebraic
geometric invariant of the sheaf E . One also would like to understand the con-
struction and uniqueness of the algebraic tangent cones Ealg. These are sensible
complex/algebro-geometric questions which will be studied in the future.
In [3] we studied the special case when E is isomorphic to ψ∗π∗E for some
locally free sheaf E on CPn−1 (in which case we call 0 a homogeneous singularity
of E), and we proved the above conjecture with the choice Ealg = E , but under
a technical assumption that GrHNS(E) is reflexive. The first goal of this paper
is to remove this technical restriction.
3
Theorem 1.2. Suppose E is a reflexive sheaf on B with 0 as an isolated sin-
gularity, such that E is isomorphic to (ψ∗π∗E)|B for some holomorphic vector
bundle E over CPn−1. Then for any admissible Hermitian-Yang-Mills connec-
tion A on E, all the tangent cones at 0 have the connection A∞. More precisely,
the corresponding E∞ is isomorphic to ψ∗π∗(GrHNS(E))∗∗, and A∞ is gauge
equivalent to the natural Hermitian-Yang-Mills cone connection that is induced
by the admissible Hermitian-Yang-Mills connection on (GrHNS(E))∗∗. Further-
more, π−1(Sing(GrHNS(E))) ⊂ Σ for any tangent cone (A∞, µ,Σ).
The main motivation for the generalization in Theorem 1.2 is that we also
want to understand the analytic bubbling set in terms of the given complex
geometric data. Given a torsion free sheaf F , we define its singular set Sing(F)
to be the set where F fails to be locally free.
Theorem 1.3. Under the same hypothesis as Theorem 1.2, the analytic bubbling
set Σ is also independent of the choice of subsequences. Moreover, it agrees
with the singular set Σalg of π∗(GrHNS(E)) as a set and for each irreducible
codimension 2 component, the analytic multiplicity agrees with the algebraic
multiplicity. In particular, the limit measure µ is also uniquely determined by
E.
For the definition of algebraic multiplicity we refer to Section 4. Notice
Sing(E∞) \ {0} is obviously a subset of Σalg, and by Theorem 1.2 the difference
only appears when GrHNS(E) fails to be reflexive. One particular interesting
fact is that there are examples where GrHNS(E) is not reflexive and its dou-
ble dual is a direct sum of line bundles, so ψ∗π
∗(GrHNS(E))∗∗ is trivial, i.e.
ψ∗π
∗(GrHNS(E))∗∗ ∼= O⊕ rank(E)Cn .
Corollary 1.4. There exists an admissible Hermitian-Yang-Mills connection
on a rank two reflexive sheaf over CP3, such that at all of its singular points the
analytic tangent cones have trivial flat connections but non-empty bubbling sets.
More generally, in view of Theorem 1.3, we expect a strengthening of Con-
jecture 1.1.
Conjecture 1.5. In part (II) of Conjecture 1.1 we define the algebraic bubbling
set Σalg to be the singular set of π∗(GrHNS(Ealg)). Then Σ = Σalg for all
tangent cones and for each irreducible codimension 2 component, the analytic
multiplicity and the algebraic multiplicity are equal.
We now explain the main ideas in the proof of Theorem 1.2. In the proof
in [3], the technical restriction on GrHNS(E) being reflexive is already needed
when E is semistable. So in the following we shall focus on the case when E is
semistable and the unstable case imposes no essential extra difficulties.
It is known by [12] that given an analytic tangent cone (A∞,Σ, µ), both the
singular set of A∞ and the bubbling set Σ are C
∗ invariant, so we can assume our
tangent cone is (up to isomorphism) given by the rescaling along a subsequence
of the fixed sequence {λj := 2−j}. For simplicity we denote by Aj the pull-back
connection λ∗jA on the ball B. Notice by the nature of tangent cones it suffices
to restrict our attention to the unit ball B.
Recall in [3] we view A as the Chern connection of an admissible Hermitian-
Einstein metric H on the reflexive sheaf E . For each holomorphic section s of E
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we defined the notion of the degree d(s), which is a number that measures the
vanishing order of s at 0, with respect to the unknown metric H . The fact that
d(s) is well-defined depends on a key convexity property similar to the classical
three circle lemma. Assuming E is semistable we proved that the degree of all
non-zero sections of the form π∗s with s ∈ H0(CPn−1, E) is all the same and is
given by explicit formula in terms of the slope of E . Under the rescalings, any
non-zero holomorphic section π∗s, by passing to subsequences and by suitable
normalization, gives rise to holomorphic sections on any tangent cone E∞, which
are homogeneous of the degree d(s) with respect to the natural cone structure
on E∞.
Now let 0 ⊂ E1 ⊂ · · · Em = E be a Seshadri filtration of E , and the goal is to
build isomorphisms from each quotient ψ∗π
∗(Ep/Ep−1)∗∗ to a direct summand
of E∞. By tensoring with some O(k) we can always assume each Ep/Ep−1 is
generated by global holomorphic sections of Ep, and we denote by HGp the
sections of the E of the form ψ∗π∗s with s ∈ H0(CPn−1, Ep). Then under the
rescaling map, sections in HGp give rise to sections of E∞ and they can be used
to build non-trivial maps from Ep to E∞. Here for each j, we need to normalize
the sections in HGp by a common factor depending on j, so that the limit map
is well-defined.
When p = 1 using the stability of E1 we obtain a splitting E∞ = S1 ⊕ V1
which is orthogonal on the locally free part, such that sections of HG1 yields
an isomorphism between E1 and S1 which descends to an isomorphism between
E1 and S1 on CPn−1. Notice E1 is always reflexive, see Remark 2.8 in [3].
When p = 2 complication arises since it could happen that the sections of
HG2, under normalization by a common factor, may limit to sections of S1 too.
So this does not immediately give rise to a new direct summands of E∞. The
approach we take in [3] is that for each j, we perform L2 orthogonal projection
of elements in HG2 \ HG1 on the rescaled ball B, to the orthogonal comple-
ment of HG1. Then we proved that the projected sections, after a common
normalization, still give rise to holomorphic sections in E∞. These generate a
homomorphism ψ : E2/E1 → V1.
By construction these limit sections are L2 orthogonal to the sections in E∞
that arise as limits of HG1, hence are L
2 orthogonal to sections of S1 of the
same homogeneous degree. From this we conclude ψ is non-trivial by using E1
being reflexive. Then using the stability of E2/E1 we get a splitting
V1 = S2 ⊕ V2
and we get an map E2/E1 → S2 that induces an isomorphism (E2/E1)∗∗ ≃ S2.
Now we can try to continue this process, but we meet serious issues when
p ≥ 3. One can still construct the map from E3/E2 → V2 by the L2 projection
technique. However it is no longer easy to see that this map is non-trivial. The
reason is that by construction we only know the limits of the projected sections
are L2 orthogonal to the limit sections of HG2, but if E2/E1 is not reflexive
these latter sections do not necessarily span all the sections of S2 of the same
homogeneous degree. There are possible ways to get around this difficulty when
p = 3. But we find this argument become tedious and very complicated when p
becomes larger.
Instead in this paper we use a new idea to overcome this issue, and the key
point is to replace L2 projection by a pointwise orthogonal projection. This
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will help overcome the above issue but in the mean time create new techni-
cal points that we now discuss. If we assume all the tangent cones consist of
smooth connections without bubbling set so that the rescaled connections con-
verge smoothly, then it is relatively easy to see that the pointwise orthogonal
projection still possesses convexity (in the form of a three circle type lemma)
so that one can almost repeat the proof in [3]. However this assumption can
not be guaranteed a priori and a posteriori by our main results it must not be
satisfied if one of the factor Ep/Ep−1 is not locally free. Consequently in general
we can only perform pointwise orthogonal projection away from the union of
the singular sets of Ep/Ep−1, and in order this orthogonal projection behaves
well as j →∞ we need to work on the complement of the analytic bubbling set
Σ.
Now for simplicity of discussion we first assume Σ is independent of the choice
of analytic tangent cones, then we can simply cut off a fixed small neighborhood
of Σ, and do pointwise orthogonal projection on the complement, say Ω. Then
we meet a common issue as in many problems in geometric analysis, namely, how
do we take non-trivial limits of the projected sections as j →∞. If we normalize
any reasonable norm to be 1, then general elliptic theory only guarantees interior
estimates, and we can not exclude the possibility that the limit is zero, unless
we can derive the estimates near the boundary of Ω. Such an estimate can not
follow from general elliptic theory, and it is at this point we turn to rely crucially
on the complex geometry: the fact that the bubbling set Σ is a complex-analytic
subvariety of codimension at least 2 allows us to get uniform estimates on Ω
for a fixed subsequence. Roughly speaking, one can choose Ω and a relatively
compact Ω′ ⊂ Ω so that every point in Ω\Ω′ lies on a holomorphic disc D which
is contained in the complement of Σ and with boundary ∂D contained in Ω′.
Then we can restrict a holomorphic section s to D and use maximum principle
on D to conclude that the L∞ norm of s over Ω can be uniformly controlled by
the L∞ norm of s over Ω′, which can be controlled by the L2 norm of s over Ω.
This improved estimate on s allows us to adapt most techniques in [3] to the
new setting to prove a key convexity result (Proposition 2.18). Using this and
the Hartogs extension property of holomorphic sections, we are able to obtain
limit holomorphic sections which, away from Σ, are pointwisely orthogonal to
the sub-bundle of E∞ obtained in the previous induction step. This then fixes
the issue in the above discussion.
In general we do not know a priori that the bubbling set Σ is independent
of the choice of analytic tangent cones, and a priori the union of the bubbling
sets of all the tangent cones could be the whole Cn∗ , so we can not a priori cut
off the region in terms of neighborhood of bubbling sets. Instead for each j we
shall cut off an intrinsic high curvature region that depends on j, which as j
tends to infinity should be close to the neighborhoods of bubbling sets. This is
a very delicate point and we refer to Section 2 for details. In Section 3 we shall
prove Theorem 1.2 following the above line of discussion.
The proof of Theorem 1.3 is essentially a direct consequence of Theorem 1.2,
together with the formula of Tian [12] on representing the analytic multiplicity
in terms of curvature concentration, and a formula of Sibley-Wentworth [11] on
representing the algebraic multiplicity in terms of a Chern-Simons transgression
form. The latter has been used to identify the analytic multiplicties and the
algebraic multiplicities for the blow-up locus in the Hermitian-Yang-Mills flow
case (see [11]). For the convenience of readers we will make a self-contained
6
discussion in our setting.
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2 A convexity result
In this section, let (E , A) be an admissible Hermitian-Yang-Mills connection over
B = {|z| < 1} ⊂ Cn with an isolated singularity at 0. As in [3] we only consider
the case when the metric ω0 on C
n is the standard flat metric, and the general
case of a smooth Ka¨hler metric is a straightforward extension. We denote by
dVol the volume form of ω0, and when an integral is taken with respect to this
volume form, we often omit the volume form. In the following, the closure of a
set is always taken in Cn∗ .
2.1 Analytic tangent Cones
We first recall known results (c.f. [7, 9, 12, 13]) on the convergence of a sequence
of Hermitian-Yang-Mills connections with locally uniformly bounded Yang-Mills
energy, adapted to our setting of getting analytic tangents cones.
As in the introduction, for any λ ∈ (0, 1] we consider the rescaling map
defined by
λ : Bλ−1 → B; z 7→ λz
and denote
Aλ := λ
∗A.
Given any subsequence λi → 0, by Price’s monotonicity formula [9] (see also
Page 20, Remark 3 in [12]), for any R > 0, the sequence {Aλi}i has uniformly
bounded Yang-Mills energy over BR \ {0}. Then by Uhlenbeck’s compactness
result ([7, 12, 13]) after passing to a subsequence, we may assume {Aλi}i con-
verges locally smoothly to A∞ on C
n
∗ \Σ modulo gauge transformations, where
Σ is a closed subset of Cn∗ so that the Hausdorff (2n− 4) measure of Σ ∩BR is
finite for any fixed R > 0. More explicitly, we have
Σ = {z ∈ Cn∗ | lim
r→0
lim inf
i→∞
r4−2n
∫
Br(z)
|FAλi |2 ≥ ǫ0} (2.1)
where ǫ0 > 0 denotes the constant in the ǫ-regularity theorem (see Equation
(3.1.4) in [12]). We denote Sing(A∞) as the set of essential singularities of A∞
on Cn∗ i.e. where A∞ can not be extended smoothly after a gauge transform on
Cn∗ . Clearly Sing(A∞) ⊂ Σ, but in general Sing(A∞) may be strictly smaller
due to the removable singularities of A∞. Passing to a further subsequence,
we may assume that the sequence of Radon measures {µi := |FAλi |2dVol}i
converge weakly to µ on Cn. We define the triple (A∞,Σ, µ) to an analytic
tangent cone of A (associated to the chosen subsequence), and Σ is called the
analytic bubbling set. For simplicity of notation, we denote
lim
i→∞
Aλi = (A∞,Σ, µ).
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By Fatou’s lemma, there exists an nonnegative measure ν on Cn so that
µ = |FA∞ |2dVol + 8π2ν.
By [12], supp(ν) \ {0} is the blow-up locus Σb of the sequence {Aλi}i given as
Σb = {x ∈ Cn∗ |Θ(µ, x) > 0, lim
r→0
r4−2n
∫
Br(x)
|FA∞ |2 = 0}.
where Θ(µ, x) := limr→0 r
4−2nµ(Br(x)) is called the density function. It is easy
to see that
Σ = Σb ∪ Sing(A∞). (2.2)
The removable singularity theorem in [2] implies that A∞ defines a reflexive
sheaf E∞ on Cn, and we have
Sing(A∞) = Sing(E∞) \ {0}.
In particular Sing(A∞) is a complex-analytic subvariety of C
n
∗ . As a conse-
quence of the monotonicity formula, Tian ([12], Lemma 5.3.1) proved that the
connection A∞ is radially invariant, so is its singular set Sing(A∞). Therefore
Sing(A∞) is C
∗ invariant, which implies π(Sing(A∞)) is an algebraic subvariety
of CPn−1 (see Theorem 2.24 in [3]). Also the invariance of A∞ implies that for
any r ∈ (0, 1), the function
z 7→ (|z|r)4−2n
∫
B|z|r(z)
|FA∞ |2
is invariant under the natural C∗ action on Cn∗ . By Theorem 4.3.3 in [12], we
know2 that Σb is also a complex-analytic subvariety of C
n
∗ of pure codimension
two (see also Lemma 3.2.3 in [12]), with finitely many irreducible components
Σk, and there are positive integers mk such that the following current equation
holds on Cn∗
lim
i→∞
1
8π2
tr(FAλi ∧ FAλi ) =
1
8π2
tr(FA∞ ∧ FA∞) +
∑
mank [Σk]. (2.3)
In particular,
ν =
∑
k
mank [Σk].
Later when talking about Σb, we always assume Σb =
∑
km
an
k Σk to include the
multiplicities. (This will only be used in Section 4.) Again by Lemma 5.3.1 in
[12], we know Σb is also radially invariant, hence it is also invariant under C
∗
action.
Summarizing the above we have
Lemma 2.1. Σ = π−1(Σ) where Σ is a subvariety of CPn−1 of complex codi-
mension at least 2.
2The proof in [12] is written in the case of compact manifolds, but as remarked in [12]
(Remark 5), one only requires the boundedness of local Yang-Mills energy, which is valid in
our case due to Price’s monotonicty formula.
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Now fix a smooth point z ∈ Σk, and let ∆ be a transverse slice at z, i.e. ∆ is
a smooth complex two dimensional submanifold in B such that ∆ is transversal
to Σk. The following is proved in [11] (see Lemma 4.1) and the argument is
purely local.
Lemma 2.2. For ∆ which is a transverse slice at a generic point z ∈ Σk, we
have
mank = lim
i→∞
1
8π2
∫
∆
{tr(FAλi ∧ FAλi )− tr(FA∞ ∧ FA∞)}. (2.4)
Remark 2.3. Lemma 2.2 holds for any irreducible component Σk which is not
necessarily a component of Σ. Indeed, mank = 0 in this case.
The radial invariance of tangent cones has a few easy consequences, which
will be used frequently later.
Corollary 2.4. For z ∈ B \ {0},
(a). limi→∞ µi(Br(z)) = µ(Br(z)) for r < |z|;
(b). lims→r µ(Bs(z)) = µ(Br(z));
(c). limi→∞ µi(Bri(zi)) = µ(Br(z)), for zi → z, ri → r.
Proof. For (a), by general theory on convergence of Radon measures it suffices to
show that µ(∂Br(z)) = 0. Since Σ = π
−1(Σ) where Σ is a complex subvarierty
of real codimension 4 in CPn−1, Σ∩∂Br0 (z) is of Hausdorff codimension at least
5, hence we have µ(∂Br(z)) = 0. Now for (b) we notice that Σ being radially
invariant implies that
|µ(Bs(z))− µ(Br(z))| ≤ |
∫
Bs(z)
|FA∞ |2 −
∫
Br(z)
|FA∞ |2|+ C|s− r|
for some fixed constant C. So (b) follows. For (c), fix r < r′ < |z| and for i
large one has Bri(zi) ⊂ Br′(z). This implies
µ(Br′(z)) = µ(Br′(z)) ≥ lim sup
i→∞
µi(Bri(zi)).
By letting r′ → r, we have
µ(Br(z)) ≥ lim sup
i→∞
µi(Bri(zi)).
Similarly one can prove µ(Br(z)) ≤ lim infi→∞ µi(Bri(zi)). This finishes the
proof.
In our definition of analytic tangent cones we always need to pass to sub-
sequences. For our later purpose we want to restrict to a particular discrete
subsequence as λ → 0. Namely, we define λi := 2−i and Ai = λ∗iA. We say
two analytic tangent cones are equivalent if they have the same bubbling set
and the same analytic multiplicity of each irreducible Hausdorff codimension 4
component and the corresponding connections are gauge equivalent.
Corollary 2.5. Any analytic tangent cone (A∞,Σ, µ) is equivalent to an ana-
lytic tangent cone arising from the limit of a subsequence of {Ai}i.
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Now we restrict to our setting when E is homogeneous, i.e. E = π∗E . In our
later discussion we will talk about convergence of holomorphic section of E to
holomorphic sections on an tangent cone, so here we first clarify the meaning of
this. Suppose
lim
ji
Aji = (A∞,Σ, µ).
By Theorem 2.25 in [3] we know A∞ is a HYM cone. Namely, we may assume
E∞ = π∗E∞ and E∞ is a direct sum of stable reflexive sheaves on CPn−1
E∞ = ⊕lQl.
Then
A∞ =
⊕
l
π∗Al + µl∂ ln |z|2 · Idπ∗Q
l
,
where Al is the unique Hemitian-Yang-Mills connection on Ql. We let Hl denote
the Hermitian-Einstein metric on Q
l
. Then A∞ is the Chern connection on
(E∞, H∞) where H∞ := ⊕l|z|2µ(Ql)π∗H l. Fix a smooth Hermitian H ′ on E ,
and let H ′ = π∗H ′. Recall H is the unknown Hermitian-Einstein metric on E .
Let Hi = (2
−i)∗H and fi = (H
′−1Hi)
1
2 be the complex gauge transform (note
fi is Hermitian with respect to H
′). Let Ai be the Chern connection given by
the hermitian metric H and the holomorphic structure fi · ∂¯E := fi ◦ ∂¯E ◦ f−1i .
Then there exists a unitary gauge isomorphism
P : (E , H ′)→ (E∞, H∞)
outside Σ and a sequence of unitary gauge transform {gji}i of (E , H ′) defined
outside Σ so that {gji · Aji}i converges to P ∗A∞ smoothly outside Σ.
Now given a sequence of holomorphic sections {σi} of E over B∗, we know
fi(σi) is a holomorphic section of (E , fi(∂¯E)). We say {σi} converges to a holo-
morphic section σ∞ of E∞, if gjifi(σji) converges smoothly to P−1σ∞ locally
away from Σ. Since gji · fi(Aji ) converges to P ∗A∞ outside Σ, by the elliptic
regularity of ∂¯-operator, we know that for any sequence of holomorphic sections
{σi}i which are normalized suitably, by passing to subsequences, we can always
obtain limit holomorphic sections of E∞ in the above sense. However, the limit
is not a priori nontrivial. This would rely on the convexity result that we are
going to discuss.
2.2 The main result
We first make a few conventions. We say a subset E of an open (or closed)
annulus A is symmetric if for any z ∈ E, then
C∗.z ∩ A ⊂ E.
For any subset E ⊂ B2−1 \B2−2 , we define its symmetrization to be the smallest
symmetric subset that contains E i.e. the set π−1(π(E))∩ (B2−1 \B2−2). Below
we shall discuss convergence of compact subsets of B, and it will always be with
respect to the Hausdorff distance on the space of all compact subsets of B.
For any r ∈ (0, 10−3] and integer j ≥ 1, we define Erj to be symmetrization
of the closed set
{z ∈ B2−1 \B2−2 : (|z|r)4−2n
∫
B|z|r(z)
|FAj |2 ≥
ǫ0
2
}.
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Given a tangent cone (A∞,Σ, µ), we define a symmetric set
N r(A∞,Σ, µ) := {z ∈ B \B2−3 : (|z|r)4−2nµ(B|z|r(z)) ≥
ǫ0
2
}.
Furthermore, from the definition of Σ we see that for any r > 0,
Σ ∩ (B \B2−3) ⊂ N r(A∞,Σ, µ).
For notational convenience, we will sometimes simply denote N r(A∞,Σ, µ) by
N r if the relevant tangent cone is clear from the context. Given a subsequence
{Aji}i converging to (A∞,Σ, µ), we denote
Σrji := 2E
r
ji−1 ∪ Erji ∪ 2−1Erji+1.
Now we are ready to state the main theorem of this section.
Theorem 2.6. There exists r0 ∈ (0, 10−3) such that for any r ∈ (0, r0], and for
any given tangent cone (A∞,Σ, µ) = limi→∞ Aji the following holds
(I). Suppose V1 and V2 are limits of E
r
ji and E
r
ji+1 respectively, then
m(V1 \ V2) = m(V2 \ V1) = 0
where m(·) denotes the Lebesgue measure on Cn;
(II). N
r
2 ⊂ Σrji ⊂ N2r for i large. Moreover,
d((B \B2−3) \N2r, N
r
2 ) > 0
and
d((B \B2−3) \N
r
2 ,Σ) > 0;
(III). There exists a constant C = C(r) > 0 so that for any z ∈ (B2−1 \B2−2) \N r2 ,
there exists a flat holomorphic disk Dz ⊂ B 3
4
\B 3
16
such that Dz ∩ Σ = ∅
and ∂Dz ⊂ (B 3
4
\B 3
16
) \N2r and d(Dz ,Σ) ≥ C > 0.
2.2.1 Proof of Theorem 2.6 (I).
Given a tangent cone (A∞,Σ, µ), we consider the following function
f : B2−1 \B2−2 × (0, 10−3)→ R+, (z, r) 7→ (|z|r)4−2nµ(B|z|r(z)).
Lemma 2.7. f(z, r) = ǫ02 if and only if B|z|r(z) ∩ Σ = ∅ and
(|z|r)4−2n
∫
B|z|r(z)
|FA∞ |2 =
ǫ0
2
.
Proof. The if part follows directly from the definition. For the only if part,
suppose limiAji = (A∞,Σ, µ). If f(z, r) =
ǫ0
2 , by Corollary 2.4, there exists
r′ > r such that
f(z, r′) ≤ 3ǫ0
4
,
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hence for i large
(|z|r′)4−2n
∫
B|z|r′(z)
|FAji |2 ≤
5
6
ǫ0.
By the choice of ǫ0, {Aji}i converge to A∞ smoothly over B|z| r′+r
2
(z) and
B
|z| r+r
′
2
(z) ∩Σ = ∅. As a result,
(|z|r)4−2nµ(B|z|r(z)) = (|z|r)4−2n
∫
B|z|r(z)
|FA∞ |2 =
ǫ0
2
,
and B|z|r(z) ∩ Σ = ∅. This finishes the proof.
Remark 2.8. The conclusion also holds if we replace ǫ02 by any c < ǫ0.
Lemma 2.9. For any fixed r ∈ (0, 10−3], the set
{z ∈ B2−1 \B2−2 : f(z, r) =
ǫ0
2
}
is a symmetric real analytic subvariety of B2−1 \ B2−2 , which is proper if Σ is
non-empty. In particular, if Σ 6= ∅, then
m({z ∈ B2−1 \B2−2 : f(z, r) =
ǫ0
2
}) = 0.
Proof. Locally near any smooth point, under a holomorphic frame, the Hermitian-
Einstein metric h∞ on E∞ satisfies the following elliptic equation
P (h∞) :=
√−1Λω0 ∂¯(h−1∞ ∂h∞) = 0.
Since the coefficients of P are real analytic in z, it follows from Theorem 41 on
page 467 in [1] that h∞ is also real analytic in z. Therefore, the function
Q : {z ∈ B \ {0} : B|z|r(z) ∩ Σ = ∅} → R; z 7→ (|z|r)4−2n
∫
B|z|r(z)
|FA∞ |2
is real analytic. Now by Lemma 2.7, we know
{z ∈ B2−1 \B2−2 : f(z, r) =
ǫ0
2
}
={z ∈ B2−1 \B2−2 : (|z|r)4−2n
∫
B|z|r(z)
|FA∞ |2 =
ǫ0
2
, B|z|r(z) ∩ Σ = ∅}.
This easily implies {z ∈ B2−1 \B2−2 : f(z, r) = ǫ02 } is a symmetric real analytic
subvarierty of B2−1 \ B2−2 . The last statement follows from well-known facts
about the zero set of a real analytic function (see for example [6]).
Remark 2.10. It also follows from the proof that for any fixed z such that
B|z|r(z) ∩Σ = ∅, the function
s 7→ (|z|s)4−2n
∫
B|z|s(z)
|FA∞ |2
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is real analytic in (0, r). Then given any constant C, the set
{s ∈ (0, r) : (|z|s)4−2n
∫
B|z|s(z)
|FA∞ |2 = C}
is either equal to (0, r) or consists of finitely many points. Compare also with
Theorem 2.24 in [3].
Proposition 2.11. There exists r′0 ∈ (0, 10−3) such that for any r ∈ (0, r′0) and
any tangent cone (A∞,Σ, µ),
m({z ∈ B2−1 \B2−2 : f(z, r) =
ǫ0
2
}) = 0.
Proof. Otherwise, by Lemma 2.9, we can find a sequence ri → 0 and for each
ri there exists a tangent cone (A∞(i),Σ(i), µ(i)) with Σ(i) = ∅ and
{z ∈ B2−1 \B2−2 : fi(z, ri) =
ǫ0
2
} = B2−1 \B2−2 .
Taking limits, we obtain (A∞,Σ, µ) with B2−1 \B2−2 ⊂ Σ, which is impossible.
This is a contradiction.
Now we finish the proof of (I) for all r ∈ (0, r′0].
Proof of (I). We claim
(V1 \ V2) ∪ (V2 \ V1) ⊂ {z ∈ B2−1 \B2−2 : f(z, r) =
ǫ0
2
}.
Given this claim, by Proposition 2.11, we have m(V1 \ V2) = m(V2 \ V1) = 0.
We only prove the claim for V1 \V2 and the proof for V2 \V1 is the same. Given
any z ∈ V1 \ V2, we need to show f(z, r) = ǫ02 . By passing to a subsqequence,
there exists a sequence of points zi ∈ Erji \Erji+1 converging to z. By definition,
for each zi, there exists yi ∈ B2−1 \B2−2 with π(zi) = π(yi) satisfying
(|yi|r)4−2n
∫
B|yi|r(yi)
|FAji |2 ≥
ǫ0
2
but
(|yi
2
|r)4−2n
∫
B
|
yi
2
|r
(
yi
2
)
|FAji |2 <
ǫ0
2
.
By passing to a subsequence, we can assume {yi}i converge to y ∈ B2−1 \B2−2
with π(y) = π(z). By Corollary 2.4, we have
(|y|r)4−2nµ(B|y|r(y)) ≥ ǫ0
2
and
(|y
2
|r)4−2nµ(B| y
2
|r(
y
2
)) ≤ ǫ0
2
.
By Corollary 2.4, we have
(|z|r)4−2nµ(B|z|r(z)) = (|y|r)4−2nµ(B|y|r(y)) = (|y
2
|r)4−2nµ(B| y
2
|r(
y
2
)) =
ǫ0
2
.
This finishes the proof.
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2.2.2 Proof of Theorem 2.6 (II).
Again suppose we are given a tangent cone (A∞,Σ, µ).
Lemma 2.12. Suppose for some 0 < r1 < r2 < 10
−3 and z ∈ B \ {0} we have
(|z|r1)4−2nµ(B|z|r1(z)) = (|z|r2)4−2nµ(B|z|r2(z)),
then exactly one of the following holds:
• (|z|r2)4−2nµ(B|z|r2(z)) ≥ ǫ0;
• (|z|r)4−2nµ(B|z|r(z)) ≡ 0 for any r ≤ r2.
Proof. Suppose (|z|r2)4−2nµ(B|z|r2(z)) < ǫ0, then by Remark 2.8 we haveB|z|r2(z)∩
Σ = ∅. So on B|z|r2(z), A∞ is smooth and µ = |FA∞ |2dV ol. By Price’s mono-
tonicity formula, under the above assumption, the following function
(|z|s)4−2n
∫
B|z|s(z)
|FA∞ |2
is constant on [r1, r2]. So by Remark 2.10, it is constant on (0, r2]. The conclu-
sion follows by letting s tend to zero.
Proof of (II). Suppose {Aji}i converges to (A∞,Σ, µ). We first show the inclu-
sion N
r
2 ⊂ Σrji for i large. Otherwise, by passing to a subsequence, there exists
a sequence of points zji ∈ N
r
2 \Σrji and zji converges to z ∈ N
r
2 . In particular,
(|z|r
2
)4−2nµ(B|z| r
2
(z)) ≥ ǫ0
2
.
Since zji /∈ Σrji , by Corollary 2.4, we must have
(|z|r)4−2nµ(B|z|r(z)) ≤ ǫ0
2
.
By Price’s monotonicity formula (see Equation (5.3.4) in [12]), we have
(|z|r
2
)4−2nµ(B|z| r
2
(z)) = (|z|r)4−2nµ(B|z|r(z)) = ǫ0
2
.
However, by Lemma 2.12, this is impossible. Similarly, one can get the other
statements in (II) by the same argument. This finishes the proof.
2.2.3 Proof of Theorem 2.6 (III).
Given a point p ∈ Cn \ {0}, we can choose a n− 2 dimensional complex linear
subspace Cn−2p ⊂ Cn that contains p. Then using the flat metric on Cn, we can
identify Cn with an orthogonal product C2 × Cn−2p at p.
Definition 2.13. We say a closed subset S ⊂ B admits a good cover if S ∩
(B2−1 \ B2−2) can be covered by finitely many open sets Uk ⊂ B 3
4
\ B 3
16
such
that
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• Uk = B2δk
2
×Bn−2
δk
3
⊂ C2×Cn−2pk for some point pk ∈ Cn \ {0}, some choice
of Cn−2pk , and some δ
k
2 , δ
k
3 > 0, where B
2
δk
2
denotes the ball {|z| < δ} in C2
and B2
δk
3
denote the ball of radius δk3 centered at pk in C
n−2
pk
;
• ∅ 6= Uk ∩ S ⊂ Vk = B2δk
1
×Bn−2δk
3
for some δk1 ∈ (0, δk2 );
Lemma 2.14. For any tangent cone (A∞,Σ, µ), Σ admits a good cover.
Proof. By Lemma 2.1, we know Σ is a codimension 2 complex subvarierty of
B\0. Then given any p ∈ Σ∩(B2−1\B2−2), for a generic orthogonal projection ρp
to some Cn−2p at p, ρ
−1
p (y)∩Σ consists of finitely many points for any y ∈ Bn−2δp
3
for some δp3 > 0. Then near p, one can easily construct a neighborhood Up of
p so that Up = B
2
δp
2
× Bn−2
δp
3
⊂ B 3
4
\ B 3
16
for some δp2 , δ
p
3 > 0 and Up ∩ Σ ⊂ Vp
where Vp = B
2
δp
1
× Bn−2
δp
3
for some δp1 ∈ (0, δp2). Now we get an open cover of
Σ ∩ (B2−1 \B2−2) given by ∪pUp. Since Σ ∩ (B2−1 \B2−2) is compact, one can
get a finite subcover ∪kUpk .
Remark 2.15. In Lemma 2.14, we only need that Σ has locally finite Hausdorff
(2n− 4) measure.
Proposition 2.16. There exists r0 ∈ (0, r′0] such that for any r ∈ (0, r0], N2r
admits a good cover for all tangent cones (A∞,Σ, µ).
Proof. Otherwise, there exists a subsequence ri ց 0 such that for each ri there
exists N2ri for some tangent cone (A∞(i),Σ(i), µ(i)) which does not admit a
good cover. By using part (II) of Theorem 2.6, for each i, there exists Aji so
that N2ri ⊂ Σ4riji . By passing to a subsequence, we can assume {Aji}i converge
to some tangent cone (A∞,Σ, µ) and Σ
4ri
ji
converges to a closed subset of Σ.
In particular, {N2ri}i converges to a closed subset of Σ. By Lemma 2.14, Σ
admits a good cover and we let ∪kUk be the corresponding finite cover. Now
we conclude that for i large, ∪kUk is also a good cover of N2ri , which is a
contradiction. It suffices to verify the following
• N2ri ∩ (B2−1 \B2−2) ⊂ ∪kUk for i large. This is obvious since ∪kUk is an
open cover of Σ ∩B2−1 \B2−2 and {N2ri ∩ (B2−1 \B2−2)}i converge to a
closed subset of Σ ∩B2−1 \B2−2 .
• Uk ∩ N2ri ⊂ Vk for i large. Otherwise, by passing to a subsequence and
using the finiteness of {Uk}k, we can assume for some fixed k, there always
exists zi ∈ (Uk ∩ N2ri) \ Vk for each i and zi converges to z ∈ Uk ∩ Σ.
Then z ∈ Vk and thus zi ∈ Vk for i large. Contradiction.
As a direct corollary, we are ready to prove (III) for all r ∈ (0, r0].
Proof of (III). By Proposition 2.16, N2r admits a good cover and let {Uk}k be
the corresponding cover. So for each k
Uk ∩ Σ ⊂ Uk ∩N r2 ⊂ Uk ∩N2r ⊂ Vk
15
where Uk = B2δk
2
× Bn−2
δk
3
⊂ C2 × Cn−2pk and Vk = B2δk
1
× Bn−2
δk
3
. Consider the
projection ρk : C
2 × Cn−2pk → Cn−2pk . By assumption, we have
(B2δk
2
×Bn−2
δk
3
) ∩ Σ = Uk ∩Σ ⊂ B2δk
1
×Bn−2
δk
3
which implies ρ−1k (y)∩Σ∩B2δ2 is a compact complex analytic subvariety of B2δ2
and thus consists of finitely points for any y ∈ Bn−2δ3 . For any z ∈ N2r \N
r
2 ∩
(B2−1\B2−2), suppose z ∈ Uk, then ρ−1k (ρk(z))∩Σ∩B2δ2 consists of finitely many
points which lie in B2δ1 . As a result, one can easily find a flat holomorphic disk
Dz ⊂ Uk containing z such that Dz ∩Σ = ∅ and ∂Dz ⊂ Uk \ Vk ⊂ (B 3
4
\B 3
16
) \
N2r. By perturbing the disk Dz, we can find an open neighborhood Vz of z so
that for each z′ ∈ Vz there exists a flat holomorphic disk Dz′ ⊂ B \B2−3 so that
Dz′ ∩Σ = ∅ and ∂Dz ⊂ (B 3
4
\B 3
16
) \N2r. Furthermore, infz′∈Vz d(Dz′ ,Σ) > 0.
For z ∈ (B2−1\B2−2)\N2r, it is obvious that one can do the same thing as above.
As a result, we get an open cover ∪
z∈(B
2−1\B2−2 )\N
r
2
Vz of (B2−1 \B2−2) \N r2 .
Since (B2−1 \B2−2) \N r2 is compact, we can find a finite subcover ∪ziVzi . Let
C(r) = mini infz∈Vzi d(Dzi , σ). This finishes the proof.
2.3 Convexity
In this section, we will refine the convexity result obtained in [3]. Given a tangent
cone (A∞,Σ, µ), suppose W is a symmetric open subset of (B \B2−3) \ Σ. We
say a non-zero holomorphic section s of E∞ over W is homogeneous of degree d
if
∇∂rs = dr−1s.
Since s is holomorphic, this is equivalent to ∇J∂rs =
√−1dr−1s. If s(z) 6= 0 for
some z ∈W , then s(z) is an eigenvector of the holonomy of the connection A∞
(as defined in Section 2.2 of [3]), and in particular we have
d ∈ ((rank E∞)!)−1Z.
The following is a slight extension of Proposition 3.5 in [3]. For the convenience
of readers we include the proof here.
Proposition 2.17. Suppose s ∈ H0(W, E∞) with
∫
W |s|2 <∞, then
(
∫
W∩(B
2−1\B2−2 )
|s|2)2 ≤
∫
W∩(B
2−2\B2−3 )
|s|2 ·
∫
W∩(B\B
2−1 )
|s|2.
Furthermore, if s is non-zero and the equality holds, then s must be homoge-
neous.
Proof. Similar to the proof of Lemma 3.4 in [3], we can write s =
∑
d sd where
sd is a homogeneous section of E∞ overW of degree d ∈ ((rank E∞)!)−1Z. Then
we have ∫
W∩(B\B
2−1 )
|s|2 =
∑
d
∫
W∩(B\B
2−1 )
|sd|2,
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and ∫
W∩(B
2−1\B2−2 )
|s|2 =
∑
d
2−2d
∫
W∩(B\B
2−1 )
|sd|2,
and ∫
W∩(B
2−2\B2−3 )
|s|2 =
∑
d
2−4d
∫
W∩(B\B
2−1 )
|sd|2.
Now the conclusion follows from the general Cauchy-Schwartz inequality.
Now given a saturated subsheaf F ⊂ E , we denote by πF : E → F the point-
wise orthogonal projection with respect to the admissible Hermitian-Einstein
metric H and let π⊥F = Id− πF . Note πF is only defined away from Sing(E/F).
In the following we shall work under the following hypothesis, and in our later
application this hypothesis will always be verified.
** Given any subsequence {ji}, by passing to a further subsequence, {Aji}i
converges to a tangent cone (A∞,Σ, µ), and the corresponding pull-backs
of πF under the map z 7→ 2−jiz converges locally smoothly to a projection
map π∞ on E∞ away from Σ. Furthermore, π∞ is exactly the orthogo-
nal projection onto a HYM cone direct summand F∞ ⊂ E∞ (away from
Sing(E∞/F∞)).
Given any fixed r ∈ (0, r0], for any smooth section σ of E over (B2−j−1 \
B2−j−2) \ 2−jErj , let
‖σ‖rj = 2jn(
∫
(B
2−j−1\B2−j−2 )\2
−jEr
j
|σ|2) 12 . (2.5)
Proposition 2.18. Given any r ∈ (0, r0] and λ /∈ ((rankE)!)−1Z, there exists
j0 = j0(r, λ) such that for all j ≥ j0, if s ∈ H0(Bj−1, E) satisfies
‖π⊥Fs‖rj > 2−λ‖π⊥Fs‖rj−1,
then
‖π⊥Fs‖rj+1 ≥ 2−λ‖π⊥Fs‖rj .
Proof. Otherwise, there exists a sequence of holomorphic sections sji ∈ H0(Bji−1, E)
so that
‖π⊥Fsji‖rji = 1,
and
‖π⊥Fsji‖rji−1 < 2λ,
but
‖π⊥Fsji‖rji+1 < 2−λ.
By passing to a subsequence, we can assume {Aji}i converges to a tangent
cone (A∞,Σ, µ), and the statements in (∗∗) hold. By passing to a further
subsequence, we may assume {Erji−1}i, {Erji}i and {Erji+1}i converge toW r0 ,W r1
and W r2 respectively, which are all symmetric. We then denote
W r := 2W r0 ∪W r1 ∪ 2−1W r2 .
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Let σji = (2
−ji)∗π⊥Fsji . Then we have∫
(B\B
2−3 )\Σ
r
ji
|σji |2 < 1 + 2λ + 2−λ,
and
((2−ji)∗π⊥F ) ◦ ∂¯Ajiσji = 0
over (B \ B2−3) \ Σrji . Hence σji is a holomorphic section of F⊥ji = (2−ji)∗F⊥
over (B \B2−3) \ Σrji with uniformly bounded L2 norm. Since we have smooth
convergence of (2−ji)∗πF locally away from Σ, by standard elliptic theory, af-
ter passing to a subsequence, we can assume {σji}i converges to σ∞ locally
smoothly over (B \B2−3) \W r. Then σ∞ is a holomorphic section of F⊥∞ over
(B \B2−3) \W r satisfying
∫
(B\B
2−1 )\2W
r
0
|σ∞|2 ≤ 2λ,
and ∫
(B
2−1\B2−2 )\W
r
1
|σ∞|2 ≤ 1,
and ∫
(B
2−2\B2−3 )\2
−1W r
2
|σ∞|2 ≤ 2−λ.
Let V r1 := W
r
0 ∪W r1 ∪W r2 and V r = 2V r1 ∪ V r1 ∪ 2−1V r1 . By Theorem 2.6 (II),
we have
m(V r1 \W rl ) = m(W rl \ V r1 ) = 0
for l = 0, 1, 2. Then we have
∫
(B\B
2−1 )\2V
r
1
|σ∞|2 ≤ 2λ,
and ∫
(B
2−1\B2−2)\V
r
1
|σ∞|2 ≤ 1,
and ∫
(B
2−2\B2−3 )\2
−1V r
1
|σ∞|2 ≤ 2−λ.
Claim 2.19.
∫
(B
2−1\B2−2 )\V
r
1
|σ∞|2 = 1.
Given this claim, by applying Proposition 2.17 to σ∞ over (B\B2−3)\V r, we
know σ∞ is a nonzero homogeneous section of E∞ of degree λ over (B\B2−3)\V r.
This contradicts with our hypothesis that λ /∈ ((rank E)!)−1Z.
Proof of Claim 2.19. By assumption we know N
r
2 ⊂ Σrji ∩ Σrji−1 ∩ Σrji+1 for i
large, so N
r
2 ⊂ V r1 . Then we have
‖σji‖L∞((B
2−1\B2−2 )\V
r
1
) ≤ ‖σji‖L∞((B
2−1\B2−2 )\N
r
2 )
.
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It suffices to prove that there exists C = C(r) independent of i such that for all
i large
‖σji‖L∞((B
2−1\B2−2 )\N
r
2 )
≤ C. (2.6)
By Theorem 2.6 (III), there exists a constant C′ = C′(r) > 0 so that for any z ∈
(B2−1 \B2−2) \N r2 , there exists a flat holomorphic disk so that Dz ⊂ B 3
4
\B 3
16
with Dz ∩ Σ = ∅ and ∂Dz ⊂ (B 3
4
\ B 3
16
) \ N2r and d(Dz ,Σ) ≥ C′ > 0. Since
Aji converges to A∞ locally smoothly over (B \ {0})\Σ, there exists a constant
C1 = C1(r) so that for any z ∈ B 3
4
\B 3
16
with d(z,Σ) ≥ C′
|FAji |(z) ≤ C1 <∞, |∂¯Aji (2−ji)∗πF | ≤ C1 <∞. (2.7)
Then Claim 2.19 follows from the following
Lemma 2.20. |σji(z)| ≤ C2 ·(‖σji‖L∞(∂Dz)+1) where C2 = C2(r) is a constant
independent of i.
Indeed, given this, we have
‖σji‖L∞((B
2−1\B2−2 )\N
r
2 )
≤ C · (‖σji‖L∞((B 3
4
\B 3
16
)\N2r) + 1). (2.8)
By Theorem 2.6 (II), we have
d((B \B2−3) \N
r
2 ,Σ) > 0
which implies {Aji}i converge toA∞ uniformly over a neighborhood of (B \B2−3) \N
r
2 .
By Theorem 2.6 (II) again, we have
d((B 3
4
\B 3
16
) \N2r, N r2 ) > 0
which implies that (B 3
4
\B 3
16
)\N2r lies in the interior of (B \B2−3) \N r2 . Now
Equation (2.6) follows from standard elliptic interior estimate and Equation
(2.7).
Proof of Lemma 2.20. Let ∇ := AF⊥
ji
|Dz which has curvature form
F∇ = (FAji − (∂¯Aji (2−ji)∗πF )∗ ∧ ∂¯Aji (2−ji)∗πF )|Dz .
Since σji |Dz is a holomorphic section of F⊥ji |Dz , we have
∆Dz log(|σji |Dz |2 + 1) ≥ −|F∇| ≥ −2C1 (2.9)
where the second inequality follows from 2.8. For the first inequality, we first
identify Dz with {t ∈ C : |t| < δz} where δz is the radius of Dz and by a direct
calculation, we have
∆ log(|σ|2 + 1) = < σ,∇∂¯t∇∂tσ >|σ|2 + 1 +
|∇∂tσ|2
|σ|2 + 1 −
< ∇∂tσ, σ >< σ,∇∂tσ >
(|σ|2 + 1)2
The difference of the last two terms is non-negative by Cauchy-Schwartz in-
equality, and for the first term we have
< σ,∇∂¯t∇∂tσ >
|σ|2 + 1 =
< σ, F∇(
∂
∂t¯ ,
∂
∂t )σ >
|σ|2 + 1 ≥ −|F∇|.
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As a result, we get
∆Dz (log(|σji |Dz |2 + 1) + 2C1|t|2) ≥ 0
Now the conclusion follows from the maximal principle.
Corollary 2.21. Given a local section s of E near the origin, the following is
a well-defined number in ((rank E)!)−1Z ∪ {∞}
drF(s) := lim
j→∞
log ‖π⊥Fs‖rj
−j log 2
for any r ∈ (0, r0].
Proposition 2.22. Given a local section s of E near the origin, if drF(s) is finite
for some r ∈ (0, r0], then { (2
−ji )∗π⊥F s
‖π⊥F s‖
r
ji
}i converges to a non-trivial homogeneous
section σ∞ of degree d
r
F (s) of F⊥∞ over (B2−1 \ B2−2) \ Σ, which extends to a
holomorphic section of F⊥∞ defined over B2−1 \B2−2 .
Proof. If drF (s) < ∞, by passing to a subsequence, it follows from the proof
of Proposition 2.18 that {σji := (2
−ji )∗π⊥s
‖π⊥s‖r
ji
}i converges to a nontrivial homoge-
neous holomorphic section σ∞ of degree d
r
F (s) over (B\B2−3)\V r. Furthermore,
we also have
‖σji‖L∞((B
2−1\B2−2 )\N
r
2 )
≤ C(‖σji‖L∞(B 3
4
\B 3
16
)\Nr) + 1). (2.10)
for some C = C(r). By definition, we know drF (s) is decreasing when r → 0.
Hence we have d
r
2
F (s) < ∞ which implies { (2
−ji )∗π⊥s
‖s‖
r
2
ji
} converges to a homoge-
neous section σ′∞. Then by Equation (2.10), we can assume {σji}i converges
to a nontrivial homogeneous holomorphic section of F⊥∞ over (B \ B2−3) \ V
r
2
which is a multiple of σ′∞. By repeating this process for 2
−lr inductively on
l ∈ Z≥0 and passing to a subsequence, we can assume {σji}i converges to a
nontrivial homogeneous holmorphic section σ∞ of F⊥∞ over (B2−1 \ B2−2) \ Σ.
Now it remains to show that σ∞ extends to be a holomorphic section of F⊥∞
over B2−1 \ B¯2−2 . Since B2−1 is a precompact Stein open set in B, we can find
a finite resolution of (F⊥∞)∗ over B2−1 as
On1 → On2 → (F⊥∞)∗ → 0.
By taking the dual of the above exact sequence, we have the following exact
sequence over B2−1
0→ F⊥∞ → On2 → On1 .
Then we can view σ∞ as a holomorphic section of On2 over (B2−1 \ B2−2) \ Σ.
Since Σ has Hausdorff codimension 4, σ∞ extends to be a holomorphic section
of On2 over B2−1 \B2−2 (see Lemma 3 in [10]). This finishes the proof.
Remark 2.23. In the case F = 0, for any local holomorphic section of E near
the origin, dF agrees with the degree defined in Corollary 3.7 in [3].
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3 Uniqueness of tangent cone connections
In this section, we will prove Theorem 1.2. The argument is similar to that in
[3], given Theorem 2.6. To make the argument clear, we first deal with the case
E is semistable in Section 3.1, and in Section 3.2 we prove the case when E is
unstable. The technical part of the second case involves the construction of a
good comparison metric, which has already been overcome in [3].
3.1 Semistable Case
Assume E is semistable and fix a Seshadri filtration for E as
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · Em = E .
So
GrHNS(E) ≃
m⊕
p=1
Ep/Ep−1
Denote Ei = π∗E i. Theorem 1.2 follow from
Theorem 3.1. (E∞, A∞) is isomorphic to the natural Hermitian-Yang-Mills
cone connection on ψ∗π
∗(GrHNS(E))∗∗. Moreover, Sing(ψ∗π∗(GrHNS(E))) ⊂
Σ.
By tensoring with O(k) for k large, we may assume the following for each
p ≥ 1
• Ep and Ep/Ep−1 are globally generated;
• The following sequence is exact
0→ H0(CPn−1, Ep−1)→ H0(CPn−1, Ep)→ H0(CPn−1, Ep/Ep−1)→ 0.
Denote HGp := {π∗s : s ∈ H0(CPn−1, Ep)}. Then we have a filtration
0 ⊂ HG1 ⊂ HG2 ⊂ · · ·HGm = HG.
Denote np := dimCHGp/HGp−1. For p ≥ 0, let πp be the pointwise orthogonal
projection given by Ep ⊂ E with respect to the unknown metric H and
π⊥p = Id− πp.
Note πp and π
⊥
p are both defined away from Sing(E/Ep). Fix a basis {σp,l|1 ≤
p ≤ m, 1 ≤ l ≤ np} of HG so that {σp,l|1 ≤ l ≤ np, 1 ≤ p ≤ q} form a basis for
HGq for any 1 ≤ q ≤ m. For each (p, l), we denote
σjp,l := (2
−j)∗(π⊥p−1σp,l).
We view these as smooth sections of E defined on B \ Sing(E/Ep).
Fix any r ∈ (0, r0], where r0 is given in Theorem 2.6. Denote
M jp = sup
1≤l≤np
‖π⊥p−1σp,l‖rj
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where ‖ · ‖rj is defined as in Equation (2.5) for p ≥ 2 and
M j1 = sup
l
‖σj1,l‖L2(B).
Now suppose (A∞,Σ, µ) is a tangent cone of A given by the limit of a
subsequence {Aji}i. We shall prove the following statements by induction on
p ≥ 1. Theorem 3.1 is a direct corollary of these statements.
(a)p. There is a simple HYM cone direct summand Sp of E∞ which is isomorphic
to (Ep/Ep−1)∗∗ so that Sp ⊥ Sk for any k < p (We take S0 = 0 here);
(b)p. Sing(Ep/Ep−1) ∪ Sing(E/Ep) ⊂ Σ, and over (B2−2 \B2−1) \ Σ, {πjip }i con-
verges locally smoothly to the limit projection π∞p : E∞ → E∞ given by
⊕k≤rSk ⊂ E∞. Here πjip = (2−ji)∗πp. We also denote by (E∞p )⊥ the HYM
cone direct summand of E∞ so that
E∞ = ⊕k≤pSk ⊕ (E∞p )⊥.
(c)p. If p < m then dEp(σp+1,l) = µ(E) for any 1 ≤ l ≤ np+1. Here dEp is
well-defined due to (b)p.
When p = 1 this has been done in [3] except that we did not show the first
statement in (b)1. For completeness we recall the proof. By Corollary 3.7 and
Lemma 3.10 in [3], after passing to further subsequence we may assume { σ
ji
1,l
M
ji
1
}i
converges to a holomorphic homogeneous section of degree µ(E) away from Σ
for any 1 ≤ l ≤ n1 and at least one of the limits is non-zero. By assumption we
have the following exact sequence of coherent sheaves
0→ R1 → O⊕n1 φ1−→ E1 → 0.
where
φ1(z)(a1, · · · , an1) =
n1∑
l=1
alσ1,l(z).
Away from Sing(E/E1), E1 can be viewed as a vector sub-bundle of E . For
z /∈ Σ ∪ Sing(E/E1), we define a vector bundle homomorphism
φ∞1 : O⊕n1 → E∞
by
φ∞1 (z)(a1, · · · , an1) = lim
i→∞
(M ji1 )
−1
n1∑
l=1
alσ
j1
1,l(z).
If (a1, · · · , an1) is in the fiber of Rz, then by definition, we have
∑n1
l=1 alσ1,l(z) =
0, hence
∑n1
l=1 alσ
ji
1,l(z) = 0, which implies φ
∞
1 (z)(a1, · · · , an1) = 0 and φ∞1
descends to a homomorphism away from Σ
ψ1 : E1 ≃ On1/R1 → E∞
which satisfies ψ1(z)(σ1,l(z)) = σ
∞
1,l(z). Let S1 be the minimal simple HYM
cone direct summand of E∞ which contains the image of ψ1. Note S1 is locally
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free away from Σ. Since d(σ∞1,l) = µ(S1), ψ1 descends to be a nontrivial map
defined over CPn−1 \ (π(Σ) ∪ Sing(E/E1))
ψ
1
: E1 → S1,
where µ(E1) = µ(E) = µ(S1). By Lemma 3 in [10], ψ1 extends to a sheaf
homomorphism over the whole CPn−1. So it has to be an isomorphism by
Corollary 2.5, Corollary 2.6 in [3], and the minimality of S1. This proves (a)1.
For (b)1, since S1 is locally free away from Σ and ψ1 maps E1 isomorphically
onto S1, we know in particular E1 must be locally free away from Σ, and ψ1 is
a vector bundle isomorphism away from Σ. By construction the bundle map ψ1
then factors through the bundle map E1 → Im(E1) ⊂ E . Hence on B \ Σ, the
map E1 → E must be a injective vector bundle map, and so E/E1 is locally free.
This implies Sing(E/E1) ⊂ Σ.
Given any z /∈ Σ, choose a local orthonormal frame {et|1 ≤ t ≤ rank(E1)}
for S1 near z. Then we can write et =
∑
l a
t
l(z)σ
∞
1,l(z) for each t, hence
{ejit =
∑
l a
t
l
σ
ji
1,l
M
ji
1
: 1 ≤ t ≤ rank(S1)} is an approximately orthonormal frame
of (2−ji)∗(E1) near z which converges to {et} smoothly. In particular, {πji1 }i
converges smoothly to π∞1 given by S1 ⊂ E∞.
It remains to prove (c)1. By Theorem 2.10 and Lemma 2.30 in [3], for any
ǫ > 0, there exists a smooth Hermitian metric on Hǫ on E so that
|ΛωFSF(H
ǫ
,∂¯E) − µ(E)Id|L∞ ≤ ǫ
and
Cǫ|z|2ǫHǫ ≤ H ≤ C−1ǫ |z|−2ǫHǫ,
where Hǫ = |z|2µ(E)π∗Hǫ, and Cǫ > 0. Let π⊥Hǫ1 σ2,l denote the orthogonal
projection of σ2,l to E1 by using Hǫ. Then we have away from Σ
|π⊥1 σ2,l| ≤ |π⊥Hǫ1 σ2,l| ≤ C−1ǫ |z|−2ǫ|π⊥Hǫ1 σ2,l|Hǫ .
Similarly
Cǫ|z|2ǫ|π⊥Hǫ1 σ2,l|Hǫ ≤ |π⊥1 σ2,l|.
As a result, we have
dǫE1(σ2,l)− ǫ ≤ dE1(σ2,l) ≤ dǫE1(σ2,l) + ǫ,
where
dǫE1(σ2,l) = limi→∞
log
∫
(B
2
−ji−1\B2−ji−2 )\2
−jiEr
ji
|π⊥Hǫ1 σ2,l|Hǫ
−2ji log 2 − n.
Since Hǫ = |z|2µ(E)π∗Hǫ, we have π⊥Hǫ1 = π∗(π
⊥Hǫ
1 ). Using the fact that
σ2,l = π
∗σ2,l, it is easy to see
dǫE1(σ2,l) = µ(E)
Then we have
µ(E)− ǫ ≤ dE1(σ2,l) ≤ µ(E) + ǫ
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for any ǫ > 0. By letting ǫ→ 0, we have dE1(σp,l) = µ(E).
Now we perform the induction argument and suppose we have established
the statements
(a)1, (b)1, (c)1, · · · , (a)p−1, (b)p−1, (c)p−1.
By (c)p−1, we have dEp−1(σp,l) = µ(E) for any l. By Proposition 2.21, after
passing to subsequence, { σ
ji
p,l
M
ji
p
}i converges to homogeneous sections σ∞p,l of E∞
with degree µ(E) over (B2−1 \ B2−2) \ Σ for each l and at least one of them
is non-zero. By assumption, we have the following exact sequence of coherent
sheaves on B2−1 \B2−2 ,
0→ Rp → O⊕np φp−→ Ep/Ep−1 → 0
where φp(a1, · · · , anp) =
∑
l alσp,l. By (b)p−1 we know E/Ep−1 is locally free
away from Σ. For any z /∈ Σ ∪ Sing(Ep/Ep−1), we define
φ∞p : O⊕np → E∞
by letting
φ∞p (z)(a1, · · · , anp) = lim
i→∞
∑
l alσ
ji
p,l(z)
M jip
=
∑
l
alσ
∞
p,l(z).
If φp(z)(
∑
l alσp,l) = 0 in Ep/Ep−1, then by definition, we have
∑
l alσp,l ∈ Ep−1,
so
∑
l alσ
ji
p,l = 0. Hence away from Σ ∪ Sing(Ep/Ep−1), φ∞p induces a nontrivial
map
ψp : Ep/Ep−1 → E∞
which satisfies ψp(φp(σp,l(z))) = σ
∞
p,l(z) for z /∈ Σ ∪ Sing(Ep/Ep−1). Let Sp be
the minimal simple HYM cone summand containing the image of ψp. By (b)p−1
and using the definition, we have
Sp ⊂ (E∞p−1)⊥
away from Σ. Since σ∞p,l are all homogeneous sections of degree equal to µ(E),
ψp descends to a nontrivial holomorphic map over CP
n−1 \ (π(Σ)∪Sing(E/Ep))
as
ψ
p
: Ep/Ep−1 → Sp
where µ(Sp) = µ(E) = µ(Sp). Then ψp extends to be a nontrivial holomorphic
map defined over CPn−1 and induces the following isomorphism
ψ
p
: (Ep/Ep−1)∗∗ → Sp.
This proves (a)p.
By (b)p−1, away from Σ, E/Ep−1 is locally free away from Σ. Since Ep/Ep−1 is
saturated in E/Ep−1, we know Ep/Ep−1 is reflexive away from Σ by Proposition
5.22 in [5]. Then away from Σ, ψp is an isomorphism between Ep/Ep−1 and Sp.
Since Sp is locally free away from Σ, we know Ep/Ep−1 is also locally free away
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from Σ, and ψp is a vector bundle isomorphism. As in the case p = 1, since
the map ψp factors through the natural map Ep/Ep−1 → E/Ep−1, it follows that
away from Σ, Ep/Ep−1 is a sub-bundle of E/Ep−1, and hence Ep is a sub-bundle
of E . This is equivalent to saying that E/Ep is locally free away from Σ.
For any z /∈ Σ, we can choose {e′t|1 ≤ t ≤ rank(Sp)} to be an orthonormal
frame for Sp near z. Then we can write e′t =
∑
l a
t
p,lσ
∞
p,l for each t near z and
thus {∑l atp,l σ
ji
p,l
M
ji
p
|1 ≤ t ≤ rank(Sp)} is an approximately orthonormal frame
for (2−ji)∗(Ep) ∩ ((2−ji)∗(Ep−1))⊥ near z which smoothly converge to {e′t : 1 ≤
t ≤ rank(Sp)}. In particular, we have {πjip − πjip−1}i converges to π∞p given
by Sp ⊂ E∞. Combining this with (b)p−1, we have {πjip }i converges to the
projection determined by ⊕1≤l≤pSl ⊂ E∞. This proves (b)p.
Finally (c)p follows line by line by replacing E1 with Ep in the proof (c)1. So
we have established (a)p, (b)p, (c)p. This finishes the proof.
3.2 General Case
Now we assume E is a general holomorphic vector bundle over CPn−1. Let
0 = E0 ⊂ E1 ⊂ · · · Em = E
be the Harder-Narasimhan filtration of E , with µp = µ(Ep/Ep−1) strictly de-
creasing in p, and choose a filtration
Ep−1 = Ep,0 ⊂ Ep,1 ⊂ · · · Ep,qp = Ep
so that
0 = Ep,1/Ep−1 ⊂ · · · Ep,qp/Ep−1 = Ep/Ep−1
is a Seshadri filtration of Ep/Ep−1. By tensoring E with O(k) for k large, we
may assume the following for all p and q,
• Ep and Ep,q are generated by its global sections;
• we have a short exact sequence
0→ H0(CPn−1, Ep,q−1)→ H0(CPn−1, Ep,q)→ H0(CPn−1, Ep,q/Ep,q−1)→ 0.
For p = 1, · · · ,m, we define
HGp := {s = π∗s|s ∈ H0(CPn−1, Ep)}
and
HGp,q := {s = π∗s|s ∈ H0(CPn−1, Ep,q)}.
Then we have a filtration
0 ⊂ HG1,1 ⊂ · · ·HG1,q1 = HG1 ⊂ · · · ⊂ HGm = HG.
Now we can repeat the proof in Section 3.1 for the semistable case here. The only
difference in the proof is the calculation of the degree. Suppose limi→∞ Aji =
(A∞,Σ, µ) and the rescaled projections {(2−ji)∗πp,q}i given by the orthogonal
projection πp,q : E → Ep,q converges to a projection map π∞p,q so that π∞p,q
determines a direct HYM cone summand of E∞. Similar to the unstable case in
[3], we can only get one-sided bound for the degree by using analytic method.
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Proposition 3.2. We have the following
(a). for any s ∈ HGp,q+1 \HGp,q, dEp,q(s) ≤ µ(Ep,q+1/Ep,q);
(b). for any s ∈ HGp,1 \HGp−1, dEp−1(s) ≤ µ(Ep,1/Ep−1).
Proof. The proof for (a) and (b) are the same. We only prove (a) here. As
in the proof of Proposition 3.16 in [3], for any ǫ > 0, there exists a Hermitian
metric Hǫ on E so that
H ≥ C|z|ǫHǫ
away from a cone neighborhood U ′ of π−1(Sing(GrHN (E))). Furthermore, away
from U ′, we have
Hǫ =
∑
p′
π∗Hǫ(|z|µ(Ep′/Ep′−1)(πp′ − πǫ,p′−1)·, |z|µ(Ep′/Ep′−1)(πp′ − πǫ,p′−1)·)
where πǫ,p′ is the pointwise orthogonal projection given by Ep′ ⊂ E with respect
to the metric π∗Hǫ. Similar to the proof of (c)1 in the semistable case, we have
dEp,q (s) ≤ lim
i→∞
log(22jin
∫
(B
2
−ji−1
\B
2
−ji−2
)\(U ′∪2−jiEr
ji
) |z|ǫ|(πǫp,q)⊥s|2Hǫ)
−2ji log 2 (3.1)
where πǫp,q denotes the pointwise projection given by Ep,q ⊂ E with respect to
the metric Hǫ. However, over (B2−ji−1 \B2−ji−2) \ (U ′ ∪ 2−jiErji), we have
(πǫp,q)
⊥s = (πǫ,(p,q))
⊥s
where πǫ,(p,q) denotes the pointwise projection given by Ep,q ⊂ E with respect
to the metric π∗Hǫ. Then we have
|(πǫp,q)⊥s|2Hǫ = |z|2µ(Ep/Ep−1)|(πǫ,(p,q))⊥s|2π∗Hǫ .
By plugging this into Equation (3.1), we have
dEp,q (s) ≤ lim
ji
log(22jin
∫
(B
2
−ji−1\B2−ji−2)\(U
′∪2−jiEr
ji
)
|z|2µ(Ep/Ep−1)+ǫ|(πǫ,(p,q))⊥s|2π∗Hǫ
−2ji log 2
= µ(Ep,q+1/Ep,q) +
ǫ
2
.
By letting ǫ→ 0, we have
dEp,q (s) ≤ µ(Ep,q+1/Ep,q).
This finishes the proof.
Given this, we can finish the proof of Theorem 1.2 by repeating what we
did in the semistable case by replacing the Harder-Narasimhan filtration with a
Harder-Narasimhan-Seshadri filtration. Then the induction is on (p, q) instead
of p. For the base case, we can achieve (a)1,1 and (b)1,1 exactly the same as the
semistable case by replacing E1 with E1,1. For (c)1,1, otherwise, assume for some
s ∈ HG1,2 (without loss of generality we assume q1 ≥ 2), dE1,1(s) < µ(E1,2/E1,2).
As (a)1,1, we get a nontrivial map as
ψ
1,2
: (E1,2/E1,1)∗∗ → S1,2
where S1,2 is polystable with µ(S1,2) < µ(E1,2/E1,1) = µ((E1,2/E1,1)∗∗). This
is impossile by Proposition 7.11 in [5]. When doing induction, we can achieve
(a)p,q and (b)p,q exactly in the same way as the semistable case as well. For
(c)p,q, this is done exactly the same as (c)1,1 above.
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4 Uniqueness of bubbling set with multiplicities
4.1 Chern-Simons transgression
In this section, we will collect some well-known results about the Chern-Simons
transgression. Fix ∆ to be smoothly isomorphic to {z ∈ C2 : |z| ≤ 1} and
let E be a complex vector bundle of rank m ≥ 2 over ∆ with a preferred
smooth trivialization over ∂∆ (indeed E is always abstractly trivial). Then any
connection A defined on E|∂∆ can be viewed as a smooth one form and the
Chern-Simons form is defined as
CS(A) = Tr(dA ∧ A+ 2
3
A ∧ A ∧A).
Given two such connections A and B, we also define the relative Chern-Simons
transgression form as
CS(A,B) := Tr(dBa ∧ a+ 2
3
a ∧ a ∧ a+ 2a ∧ FB).
Note CS(A) = CS(A, 0). Given a smooth isomorphism g : E|∂∆ → E|∂∆, we
define the (complex) gauge transform of a connection A on E|∂∆ as
g · A = gAg−1 − dg · g−1.
Lemma 4.1. The following holds
(a). if A extends to a smooth connection of E over the whole ∆, then∫
∂∆
CS(A) =
∫
∆
Tr(FA ∧ FA);
(b).
∫
∂∆CS(A,B) =
∫
∂∆ CS(A)−
∫
∂∆ CS(B);
(c). For any g as above, CS(g ·A, g ·B) = CS(A,B). In particular the relative
Chern-Simons transgression does not depend on the choice of the common
trivialization of E|∂∆;
(d). deg(g) :=
∫
∂∆ CS(g ·A,A) ∈ 8π2Z is independent of A and it only depends
on the isotopy class of g. Moroever, deg(g1g2) = deg(g1) + deg(g2);
(e). If g extends to be an isomorphism of E over ∆, then deg(g) = 0.
Proof. (a) follows from the fact that
d(CS(A)) = Tr(FA ∧ FA).
(b) also follows from a direct calculation
CS(A) = CS(B) + CS(A,B) + dTr(a ∧B).
For (c) we write g ·A−g ·B = g(A−B)g−1. Denote a = g ·A−g ·B, g = A−B
and gag−1 = g · a. Then we have
CS(g · A, g ·B) = Tr(dg·Bg · a ∧ g · a+ 2
3
g · a ∧ g · a ∧ g · a+ 2g · a ∧ Fg·B)
= Tr(g(dBa ∧ a+ 2
3
a ∧ a ∧ a+ 2a ∧ FB)g−1)
= CS(A,B).
27
For (d), by (b) and (c), we have
∫
∂∆
CS(A, g ·A)− CS(B, g ·B) =
∫
∂∆
CS(A)− CS(g ·A)− CS(B) + CS(g ·B)
=
∫
∂∆
CS(A,B)− CS(g ·A, g · B)
=
∫
∂∆
CS(A,B)− CS(A,B)
= 0.
.
To see deg(g) ∈ 8π2Z, we take the trivial connection A0 on E over ∆, so
CS(A0) = 0. Then we take another copy of A0 and glue these two together
along ∂∆ using g to form a connection A1 on a bundle over S
4. Then we have
deg(g) = CS(g ·A0, A0) = CS(g · A0)− CS(A0) =
∫
S4
Tr(FA1 ∧ FA1) ∈ 8π2Z.
Also we have
deg(g1g2) =
∫
∂∆
CS(A, g1g2A)
=
∫
∂∆
CS(A, g1A) +
∫
∂∆
CS(g1A, g1g2A)
=
∫
∂∆
CS(A, g1A) +
∫
∂∆
CS(A, g2A)
= deg(g1) + deg(g2).
.
(e) follows by using the same gluing argument.
4.2 Proof of Theorem 1.3
In this section, we will prove Theorem 1.3. By Theorem 1.2, given any analytic
tangent cone (E∞, A∞,Σ, µ),we know that the connection A∞ is given by the ad-
missible Hermitian-Yang-Mills connection on (GrHNS(E))∗∗. More specifically,
write
(GrHNS(E))∗∗ = ⊕lQl,
where each Q
l
is a stable reflexive sheave on CPn−1. Let S denote the set where
(GrHNS(E))∗∗ is not locally free and µl denote the slope of Ql. Then Theorem
1.2 tells us that away from π−1(S), we have
(E∞, A∞, H∞) = (π∗(GrHNS(E))∗∗,
⊕
l
(π∗Al+µl∂ log |z|2Idπ∗Q
l
),
⊕
l
|z|2µlπ∗H l)
where (Al, Hl) is the (unique) admissible Hermitian-Yang-Mills connection over
Q
l
. In particular
Sing(A∞) = π
−1(S).
In the following, we denote
A := ⊕lAl
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and
a∞ := ⊕lµl∂ log |z|2Idπ∗Q
l
.
Let (A∞,Σ, µ) be an analytic tangent cone associated to a subsequence
{ji} ⊂ {i}. Let H ′ be a fixed smooth Hermitian metric on E and let A′ be
the Chern connection of (H ′, ∂¯E). Denote H
′ = π∗H ′. Following the convention
in Section 2.1, there exits a unitary isomorphism P outside Σ
P : (E , H ′)→ (π∗(GrHNS(E))∗∗, H∞)
and a sequence of unitary isomorphism {gi} of (E , H ′) so that {gi · Aji}i con-
verge to P ∗A∞ smoothly outside Σ. Here Aji denotes the Chern connection
associated to (H ′, fi ◦ ∂¯π∗E ◦ f−1i ) where fi = (H ′−1(2−ji)∗H)
1
2 . We fix a
Harder-Narasihman-Seshadri filtration for E as
0 ⊂ E1 ⊂ · · · Em = E .
Let Q′
l
be the orthogonal complement of E l−1 in E l with respect to H ′. By
doing orthogonal projection, we can identify E smoothly with ⊕lQ′l away from
Sing(GrHNS(E)) ⊂ Σ
ρ : E → GrHNS(E).
We also denote ρ = π∗ρ. Let ι : GrHNS(E) →֒ (GrHNS(E))∗∗ be the natural
inclusion map.
Now we will follow the discussion in [11]. Let Σalg denote the proper analytic
subvarierty in CPn−1 where GrHNS(E) is not locally free. Define
T := (GrHNS (E))∗∗/GrHNS(E)
which is a torsion sheaf over CPn−1. Then we have
Σalg = supp(T ) ∪ S.
By Proposition 2.3 in [11], on the complement of S, Σalg has pure complex
codimension 2. Then we define Σalgb as the union of irreducible codimension
2 components in Σalg. For each irreducible component Σk of Σ
alg
b , we can
associate an algebraic multiplicity malgk to Σk by letting
malgk := h
0(∆, T |∆)
where ∆ is a holomorphic transverse slice at a generic point of Σk. We write
Σalgb =
∑
k
malgk Σk
where Σk = π
−1(Σk).
Given an irreducible component Σk of Σ
an
b ∪ Σalgb , it has been shown how
to calculate the algebraic multiplicity in [11]. More specifically, choose a class
[∆] in H4(CP
n−1,Q) whose intersection product with Σk is nonzero and [∆] can
be represented as a codimension 2 subvarierty ∆ of CPn−1 which intersects Σk
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transversally and positively at points {z1, · · · , zN}. Now we have the following
(see Equation (4.5) in [11]),
Nmalgk = ([∆] · [Σk])malgk =
∫
∪N
l=1
∆∩B
σ
(zl)
1
8π2
{tr(FA′ ∧ FA′)− tr(Fτ∗A ∧ Fτ∗A)}
−
∫
∪N
l=1
∆∩∂(B
σ
(zl))
1
8π2
CS(A′, τ∗A)
(4.1)
where τ = ρι. In [11], the result is only stated for an irreducible component
of Σalgb but the calculation obviously holds for any codimension 2 subvarierty
(indeed, if Σk is not a component of Σ
alg
b , then m
alg
k = 0). By choosing σ
small, for each ∆l, we can choose a holomorphic lifting ∆l in B2−1 \B2−2. Then
Equation (4.1) can be rewritten as
Nmalgk =
∫
∪N
l=1
∆l
1
8π2
{tr(Fπ∗A′ ∧ Fπ∗A′)− tr(Fπ∗A ∧ Fπ∗A)}
−
∫
∪N
l=1
∂∆l
1
8π2
CS(π∗A′, τ∗(π∗A)).
(4.2)
where τ = π∗τ .
Corollary 4.2.
Nmalgk = Nm
an
k − lim
ji
∫
∪N
l=1
∂∆l
1
8π2
CS(Aji , τ
∗A∞).
Proof. By Lemma 2.2 and Equation (4.2), using Lemma 4.1 we get
Nmank = lim
i→∞
∫
∪N
l=1
∆l
1
8π2
{tr(FAji ∧ FAji )− tr(FA∞ ∧ FA∞)}
= Nmalgk − limi→∞
1
8π2
∫
∪N
l=1
∂∆l
CS(π∗A′, τ∗(π∗A)) + CS(Aji , π
∗A′) + CS(π∗A,A∞)
= Nmalgk − limi→∞
1
8π2
∫
∪N
l=1
∂∆l
CS(Aji , τ
∗(π∗A)) + CS(τ∗(π∗A), τ∗A∞)
= Nmalgk − limi→∞
1
8π2
∫
UN
l=1
∂∆l
CS(Aji , τ
∗A∞).
Now Theorem 1.3 follows from the following Proposition combined with
Corollary 4.2.
Proposition 4.3. For all 1 ≤ l ≤ N , we have
lim
i→∞
∫
∂∆l
CS(Aji , τ
∗A∞) = 0.
Proof. First, we have∫
∂∆l
CS(Aji , τ
∗A∞) =
∫
∂∆l
CS(gi · Aji , gi · (P−1τ)∗P ∗A∞)
=
∫
∂∆l
CS(gi · Aji , gi · (P−1τ)−1 · P ∗A∞)
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We claim for i large, on E|∂∆l , we have
deg(P−1τ) = deg(gi).
Given this claim, by Lemma 4.1, we have
∫
∂∆l
CS(Aji , τ
∗A∞) =
∫
∂∆l
CS(gi · Aji , P ∗A∞)
which goes to 0 since {gi · Aji}i converge to P ∗A∞ smoothly away from Σ.
Now we prove the Claim. The key point is that in our proof of Theo-
rem 1.2 (see Section 3.1), the homogeneous map ψl we constructed to identify
π∗(E l/E l−1)∗∗ with π∗Ql is given by (away from Σ)
ψl = P lim
i→∞
(πil − πil−1)(gifi(πl − πl−1))
ai
Here πil denotes the orthogonal projection from E to (gifi)(π∗E l) with respect to
the metricH ′, πl denote the orthogonal projection from E to π∗E l with respect to
H ′ and ai is suitable normalizing constant (see the proof in Section 3.1). Since
the map between E l/E l−1 and (E l/E l−1)∗∗ which induces an isomorphism of
(El/El−1)∗∗ is unique up to rescaling, we can assume τ =
⊕
l ψl by re-normalizing
ai. Write
hi :=
(πil − πil−1)(gifi(πl − πl−1))
ai
,
then it is easy to see that hi is smoothly homotopic to gifi away from Σ. Indeed,
consider for t ∈ [0, 1] the family
Ft =
(πil − πil−1)(gifi(πl − πl−1)) + t
∑
l1,l2<l
(πil1 − πil1−1)(gifi(πl2 − πl2−1))
(1− t)tai + t
is a family of complex gauge transformations satisfying F0 = hi and F1 = gifi.
Now since fi is defined over B \ {0}, we know by Lemma 4.1 that deg(fi) = 0
on E|∂∆l . So for i large, we have
deg(P−1τ) =deg( lim
i→∞
gifi)
= lim
i→∞
deg gi.
This finishes the proof of the claim.
5 Examples
In this section, we will prove Corollary 1.4. We first state a lemma to con-
struct reflexive sheaves in general. Suppose {f1, · · · fk} is a regular sequence of
holomorphic function over an open subset U ⊂ Cn i.e.
CodimC(Zero(f1, · · · fk)) = n− k.
Denote u := (f1, · · · fk) ∈ O⊕k. Consider the coherent sheaf E given by the
following exact sequence
0→ O u−→ O⊕k → E → 0.
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Lemma 5.1. E is a reflexive sheaf over U for k ≥ 3.
Proof. Indeed, since CodimC(Zero(f1, · · · fk)) = n− k, by Lemma on Page 688
in [4], the following Koszul complex given by u is exact over U
0→ O ∧u−−→ O⊕k ∧u−−→ ∧2O⊕k ∧u−−→ ∧3O⊕k · · · ∧u−−→ I → 0
where I is the ideal sheaf generated by {f1, · · · fk}. By exactness of the above
sequence and the definition of E , we have the following exact sequence
0→ E → ∧2O⊕k → ∧3O⊕k
which implies E is reflexive by Proposition 5.22 in [5].
Now we discuss a class of local examples. Over CP2 we denote by Ek the
locally free rank 2 sheaf defined by the exact sequence
0→ OCP2 fk−→ OCP2(k)⊕OCP2(1)⊕OCP2(1)→ Ek → 0
where fk = (z
k
1 , z2, z3). Let Ek = ψ∗π∗Ek.
It is easy to see c1(Ek) = k+ 2. By using the criteria given by Lemma 1.2.5
in [8], we can easily get the following
• If k = 1, then Ek is stable;
• If k = 2, then Ek is semistable, and a Seshadri filtration is given by
0→ OCP2(k)→ Ek → I[0:0:1] ⊗OCP2(2)→ 0,
where I[0:0:1] is the ideal sheaf of the point [0 : 0 : 1], and the first map is
induced by the inclusion OCP2(k) →֒ OCP2(k)⊕OCP2 ⊕OCP2 .
• If k > 2, then Ek is unstable and the Harder-Narasimhan filtration is given
by
0→ OCP2(k)→ Ek → I[0:0:1] ⊗OCP2(2)→ 0.
When k ≥ 2, we have
GrHNS(Ek) = OCP2(k)⊕ (I[0:0:1] ⊗OCP2(2)),
so
ψ∗π
∗(GrHNS(Ek))∗∗ = O⊕2C3 ,
and the algebraic bubbling set
Σalgb = {0} × Cz3 ⊂ C3
with multiplicity 1.
Now supposeA is an admissible Hermitian-Yang-Mills connection on Ek|B(k ≥
2), and let (A∞,Σ, µ) be the unique analytic tangent cone of A at 0, then by
Theorem 1.2 and 1.3 we know A∞ is the trivial flat connection on O⊕2C3 , and
the bubbling set is Σb, µ = [Σb]. In particular, the analytic tangent cones, as
defined in this paper, are all the same for all k ≥ 2.
Remark 5.2. It is interesting to see how we can interpret the integer k here in
terms of the admissible Hermitian-Yang-Mills connections on Ek.
32
Finally, to prove Corollary 1.4, we consider a global example. On CP3, we
let E be given as follows
0→ OCP3 σ−→ OCP3(2)⊕OCP3(1)⊕OCP3(2)→ E → 0.
where σ = (z21 , z2, z3z4).
Lemma 5.3. E is a rank 2 stable reflexive sheaf with singular set given by
{[0, 0, 0, 1], [0, 0, 1, 0]}.
Proof. It is obvious that E is locally free away from {[0, 0, 0, 1], [0, 0, 1, 0]}. Near
[0, 0, 0, 1], since [0, 0, 0, 1] is an isolated common zero of {z21 , z2, z3z4}, by Lemma
5.1, we know E is reflexive near [0, 0, 0, 1]. Similarly, E is also reflexive at
[0, 0, 1, 0]. Since H0(CPn−1, E ⊗ OCP3(−3)) = 0, E is stable.
By Theorem 2 in [2], choosing any smooth Ka¨hler metric ω on CP3, there
exists an admissible Hermitian-Yang-Mills connection A on E with singularities
at p0 = [0, 0, 0, 1] and p1 = [0, 0, 1, 0]. We will apply our Theorem 1.2 and 1.3 to
study the local behavior of A near p0 and p1. Locally around p0, E is isomorphic
to E2 (as defined as above). The same is true at p1 by symmetry. So we see E
provides an example in Corollary 1.4. Strictly speaking, the underlying metric
ω here is not flat, but as we pointed out in the beginning of Section 2, this does
not cause technical difficulties.
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