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~erekening van determinanten 
Toepassing van de eerste zowel als van de tweede determinan-
ten regel(blz.113, 115) geeft in het algemeen zeer veel 
rekenwerk, omdat bij betrekkelijk kleine orde van de determi-
nant het aantal termen vrij groot wordt (bij orde 4 bijv. 
reeds 4!=24 termen). Het werk kan echter belangrijk worden 
vereenvoudigd, Passen we namelijk stalling 7.19 toe, dan is 
de berekening van een determinant al direct terug te voeren 
tot die van de minoren van de elementen van zekere rij of 
kolom, d.z. determinanten van een orde lager. Met behulp van 
de stellingen 7.2 en 7.6 is de berekening verder te vereen-
voudigen. 
Het streven hierbij is steeds zoveel mogelijk elementen uit 
een bepaalde rij of kolom nul te maken ( 11 schoonveegproces 11 ) 
en dan de determinant te ontwikkelen naar die rij of kolom. 
De zaak wordt dan teruggebracht op de berekening van deter-
minanten van lagere orde, waarop hetzelfde beginsel is toe 
te passen. 
Aan het volgende voorbeeld zullen we de methode verduide-
lijken: 
3 2 4 5 4 0 3 2 
-1 2 1 3 ( 1) -1 2 1 3 lil 4 3 2 :LlJ 4 3 - 2 Vb 6 0 4 2 6 0 4 2 2 6 4 2 4 3 2 1 I 
4 4 -3 1 6 0 -5 -5i 6 -5 -5 16 -5 -5 
-2 -1 2 ill -2 -1 
4 -4 21 = -4(-10+21)= -44, 0 0 1 5 
21 5 -5 
waarbij de bewerkingen (1) t/m (5) bij elke stap resp. voor-
stellen: 
(1): rij 1-rij 2; rij 4-2xrij 2 (stelling 7.6); 
(2): ontwikkelen naar de 26 kolom (stelling 7.19); 
(3): factor 2 uit de 2e rij (stelling 7.2); 
(4):~kolom 1-3 x kolom 3; kolom 2-2 x kolom 3 (stelltng 7.6); 






1. Maak nog eens de opgaven 2,5 en 6 van blz.125-126. 
2. Bereken de waarden van de volgende determinanten: 
2 1 3 1 -1 2 4 6 5 1 0 -1 1 
4 -1 0 . 20 3 1 -2 . 30 1 0 0 . 40 0 -1 2 1 :, !J !J . 
:, 
-7 2 1 1 2 3 2 -8 3 1 0 -1 2 
2 1 -1 0 
6 5 4 3 2 7 11 19 
5 4 3 2 60 0 1 28 31 . 
!J 
4 3 2 1 0 0 3 -10 
3 2 1 0 0 0 0 5 
2 1 3. Los x op uit: X ax x 
b2 ab b 1 o. 2 = 
C be x 1 
d2 ad d 1 
4. Bewijs de volgende geli.ikheid rn,=,t, behnlp van eigen-
s-chappAn van determinanten: 
a 1+b 1 a2+b2 a3+b3 a1 a2 a3 
b 1+c 1 b2+c2 b3+c3 
::::: 2 b1 b2 b3 
C 1 +a 1 c2+a2 c3+a3 ! C 1 c2 C3 
5. Als A=(a .. ) een vierkante matrix is van de ne orde lJ 
en B=(m .. ) de matrix, waarvan de elementen de mino-lJ 
ren zijn van de overeenkomstige elementen van A, 
bewijs dan, dat JBf=IAJn- 1 voor n > 1 (Bis de gead-
jungeerde matrix van A (blz 129)). 
6. In een determinant D van de graad n worden de elemen-
ten van elke rij verminderd met de som van de over-
eenkomstige elementen van de overige rijen. Bewijs, 
dat de nieuwe determinant gelijk is aan 





bijv. door uit te 
(opg.5, blz 126) 
1 1 1 
gaan van de Vandermonde-deter-
a b C d e 
1 1 1 1 
2 b2 2 d2 2 b d a C e dat van de 4e graads- X C , 
a3 b3 c3 d3 e3 vergelijking in x: 2 b2 2 d2 X C 
4 b4 c4 d4 e4 4 b4 4 d4 a X C 
een der wortels gelijk is aan -( b+c+d). 
Toe2assing van de determinantentheorie bi,i de be2aling van 
de rang van een matrix 
Definitie: Als r de rang van de matrix Ai$, dan wordt onder 
een hoofdmatrix van A verstaan, elke vierkante 
deelmatrix van A van de re orde, waarvan de deter-
minant/ 0 is (dus elke niet-singuliere deelma-
trix van de re orde). 
Opm. 1) 
2) 
Als deelmatrix van Akan ook A zelf optreden 
(dit is het geval als A niet-singulier is). 
Een nulmatrix heeft per definitie een "deelmatrix" 
van de Oe orde met determinant/ 0 (niet-singu-
lier). , 
Dat een matrix met rang r steeds een hoofdmatrix bezit, doch 
nimmer een matrix van orde :,:,. r, waarvan de determinant /0 is, 
is de inhoud van de volgende stelling: 
Stelling 7.22 Een matrix A heeft dan en slechts dan de rang 
r, als A minstens een niet-singuliere deelmatrix 
van de order bezit, doch niet een niet-singuliere 
deelmatrix van hogere orde. 
Bewijs: Laat Been niet-singuliere deelmatrix van A zijn, 
van zo groot mogelijke orde s. ( Onderstel s > 0; 
als s=O is A=O en de stelling is triviaal i.v.m. 
opm.2 boven) We zullen bewijzen, dat s=r (= rang 
van A)= 
Des rijen van A, die des rijen van B bevatten, 
moeten lineair onafhankelijk zijn, want als ze 
=O 
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lineair afhankelijk zouden zijn, dan waren de rij-
vectoren van B dat ook, waardoor B singulier zou 
zijn (Stelling 7.13). 
A bevat dus minstens s lineair onafhankelijke rij-
vectoren, zodat geldt s~ r. We gaan nu aantonen, 
dat ieder stelsel van s+1 rijen van A lineair af-
hankelijk is. ( Onderstel hierbij s < aantal rijen 
van A).Laat namelijk C een deelmatrix van A zijn, 
gevormd~t s+1 rijen van A. De rang van C is 
kleiner dan s+1, want anders zou C zeker s+1 
lineair onafhankelijke kolomvectoren bevatten, zo-
dat er dan een niet-singuliere deelmatrix van A 
zou moeten bestaan van orde s+1 in strijd met het 
uitgangspunt. 
s+1 rijen van A zijn dus lineair afhankelijk, zo-
dat r<: s+1 en dus samenvattend s :s; r < s+1., hetgeen 
geeft s=r. 
Hiermede is stelling 7.22 bewezen. 
Opm. Veelal definieert men de rang van een matrix A als de 
orde van de grootst mogelijke niet-singuliere deel-
matrix van A. Deze definitie is dan volgens bovenge-
noemde stelling aequivalent met de onze. (maximale 
aantal rijen of kolommen, dat lin. onafhankelijk is). 
Stelling 7.22 wordt toegepast bij het zoeken naar een hoofd-
matrix van een gegeven matrix A. Deze hoofdmatrix moet 
volgens deze stelling een niet-singuliere matrix zijn van zo 
hoog mogelijke orde. Willen we dus onderzoeken of een niet-
singuliere deelmatrix van A hoofdmatrix is, dan moet dus wor-
den nagegaan of alle vierkante deelmatrices van A, waarvan 
de orde 1 hoger is, singulier zijn, of hiermede aequivalent: 
een determinant bezitten gelijk aan O. Is dit het geval, 
dan geeft de orde van die niet-singuliere deelmatrix van A 
dus juist de rang van A aan. Op deze wijze kan dus ook de 
rang 'van een matrix ( van niet te grote afmetingen1 worden be-
paald. De volgende stelling zal het rekenwerk belangrijk kun-
*) anders te 'bewerkelijk 
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nen vereenvoudigen: 
Stelling 7.23 Is Deen vierkante deelmatrix van A van de re 
orde, zodanig, dat det D/-0, en is verder ge-
geven, dat iedere (r+'1)-matrix., die uit D 
ontstaat door randen met een rij en een kolom 
uit A, de determinant O heeft, dan heeft ook 
iedere (r+'1)-matrix van A de determinant 0 
(Dis dan dus een hoofdmatrix van A). 
Opm. Is A een (m,n)~matrix, dan wordt ondersteld, dat r niet 
gelijk is aan m of n. 
Bewijs: Gemakshalve zullen we onderst2llen, dat D gevormd 
wordt door de eerste r rijen en eerste r kolommen 
van A. We zullen nu aantonen, dat een willekeurige 
rij van A, stel de ke, een lineaire conbinatie is 
van de eerste r rijen van A, voorgesteld door: 
a '1 '1 • • . a '1r . . . a '1n 
a rn 
Het volgende stelsel vergelijkingen in P1,P2 , .. ,pr: 
P--i a'1'1 + ... + Pr ar'1 = ak'1 
0 0 13 0 0 1) 0 0 4-@ 0 \II, 0 0,. 0 0 0 C'I O O O O O O GO 0 
P a ~ ~ p a - a · 1 1n · 0 0 " • · r rn - kn 
heeft immers volgens stelling 6.5 en 7.'1'1 altijd een oplossing. 
Iedere rij van A is dus een lineaire combinatie van r rijen, 
zodat ieder stelsel van r+'1 rijen lineair afhankelijk is 
(vgl opm 2° blz.'105). 




r+1 lineair afhankelijke rijen en heeft dus, op grond van 
stelling 7.11 de waarde 0, hetgeen te bewijzen was. 
Uit stelling 7.22 en 7.23 volgt direct de volgende stelling: 
Stelling 7.24 Een matrix A heeft dan en slechts dan de rang 
r als A een vierkante deelmatrix D bevat van 
de order met det ~fo, zodanig dat geen der 
(r+1)-matrices: die uit D door randen met een 
rij en een kolom uit A ontstaan, een determi-
nant fo heeft.
1
)n is een hoofdmatrix van A. 
Stelling 7.24 houdt dus een ,,eer eenvoudig voorschrift in 
om een hoofdmatrix en de rRng vnn een matrix te bepalen. 
Vb.: Bepaal een hoofdmatrix en de rang van de matrix 
;12 5 9 7 7 
( 1; 1 2 8 19 A = 6 7 9 7 
\ 5 2 4 2 1 
\ 2 1 1 3 5 r ~ ,,.,, I, 1 '-- ../ r 
4 2 1 
De onderdetr: 111.1.nan t van de 3e orde rechtsonder 1 3 5 
2 4 1 
is ongelijk aan o, terv-dj 1 all""' 6 determinanten, die uit 
r::mding van deze ontstaan ri-:et 1 :n.i j en 1 kolom van A, n.l. 
6 7 9 7 13 7 9 7; : 1 2 8 
1~1 ,~ 2 8 19 2 4 2 1 5 4 2 1! l2 "-!- 2 1.L ;::, /1 
-1 J 
' - / 'I 3 2 1 3 .5 ,,/ ;_;, _, .,) ; I~ ? 1! I 3 2 4 6 2 4 11 2 4 1 6 2 4 1 ! 
i 
,5 9 7 7 12 9 7 71 
2 4 2 1 4 2 5 1, en gelijk zijn aan o, zoals gemak-
1 1 3 5 2 1 3 5 kelijk is te verifieren. Een 
3 2 4 1/ 6 2 4 1 hoofdmatrix van A is dus bijv. 
"' 
~,, .. ' ~ - - ~~ ':~L~ / 4 2 1 \ De rang van A is dus 3. 
' 1 ..) .,, 
\2 4 1) 
A r;-fn-geva1 er geen (r+1)-matrices Zijn te vormen 3 dus als de orde van D gelij~:: is aan de r~j-of kolomlengte van A, stemt de rang van A ook met deze orde ove:t'een. 
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Opm. A bevat (~)x(~}= 75 onderdeterminanten van de 4e orde. 
Wij behoeven hier dus slechts van 6 determinanten het 
nul zijn na te gaan om tot het O zijn van de overige 
69 determinanten automatisch te kunnen besluiten (stel-
ling 7. 23). 
Opgave 




4 5 ' 1 3 1 -2 
10 4 2 1 7 ) ;30 3 2 5 -1 . :, 
I 
4 5 9 ·-10 'Ii 2 -1 1 
'I 
7 7 11 -4 
4° G 
0 ~) (~ ~) ,' 1 9 7 17 I 0 ;50 ·60 3 2 -4 1 \2 ~ 0 2 -1 -5 -4 
0 6 6 12 
1 4 2 7 
Toepa~sing van de determinan~~entheor:L.Ll.i.i het oplossen van 
stelsels lineaire vergeli,ikingen 
Eerst geven we een opsomming van de voor ons doel belangrijke 
eigenschappen van deze stelsels, afgeleid in§ 6. 
E 1. Een homogeen st~lsel van n lineaire vergelijkingen met 
n onbekenden heeft dan .~n :Jlechts dan een andere dan 
de nul-(of triv~ale) opiossing, als de kleine (of 
coefficienten-)~atrix vi.~ het stelsel singulier is of 
(aequivalent hiermede) ~e determinant van deze matrix 
gelijk .is aan nul. 
E 2. De oplossingsruir1te van een homo~een stelsel lineaire 
vergelijkingen met n onbekPnden heeft de dimensie n-r, 
als r de rang van de kleine matrix is, 
E 3. Een niet-homoge9n steloel van lin°aire vergelijkingen 
heeft dan en slechts dan een oplocsing, als de rang ,. 
van de kleine matrix g2lijk is aa~ de rang van de 
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grote (of aangevulde) matrix. 
E 4. Is seen oplossingsvector van een niet-homogeen stelsel 
lineaire vergelijkingen en is teen oplossingsvector 
van het bijbehorende homogene (of gereduceerde) stelsel, 
dan is s+t een oplossingsvector van het niet-homogene 
stelsel. Is seen oplossingsvector van het niet-homogene 
stelsel (een particuliere oplossing) en doorloopt t 
alle oplossingen van het gereduceerde stelsel, dan door-
loopt s+t alle oplossingsvectoren van het niet-homogene 
stelsel. 
E 5. Een niet-homogeen stelsel van n lineaire vergelijkingen 
met n onbekenden heeft dan en slechts dan een oplossing 
als de kleine matrix niet-singulier is. 
De eigenschappen E 1, E 3 en E 5 zouden existentie-theorema 
kunnen worden genoemd voor stelsels lineaire vergelijkingen, 
daar zij slechts voorwaarden aangeven voor het bestaan van 
oplossingen van deze stelsels, en ons verder niets vertellen 
over de methode om de oplossingen te bepalen. 
De meeste methoden om een stelsel lineaire vergelijkingen 
op te lossen zijn variaties van de methode van successieve 
eliminatie der onbekenden. 
De determinanten-stellingen 7.19 en 7.20 doen ons een middel 
aan de hand om langs systematische weg de oplossingen van 
een stelsel te bepalen door middel van eliminatie der onbe-
kenden met behulp van determinanten~theorie. 
Beschouw hiertoe het volgende stelsel van n lineaire verge-
lijkingen met n onbekendent 
a11 x1 + a12 x2 + ... + a1n xn = c1 
a21 x1 + a22 x2 +.'. + a2n X = c2 n 
(7.22) 
o o @ ❖ <1 G ~ ❖ <11 ~ o o ei o o o • • o ® e e:i & o o o e o • 41 o i:, o 
a x1 + a x2 + ... + ann X = C n1 n2 n n 
Ism .. weer de uitdrukking voor de coefficient van het ele-
lJ 
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ment a .. in de determinant van de cot:!fficientenmatrix A=(a .. ) lJ lJ 
van het stelsel (7.22), dan vermenigvuldigen we de eerste 
vergelijking van (7.22) met m11 , de tweede vergelijking met 
m21 , .•. , de ne vergelijking met mn 1 en tellen de verkregen 
vergelijkingen op. Volgens (7.19) geldt nu 
(7.23) 
Het rechterlid van (7.23) is de uitdrukking, die men ver-
krijgt, indien de determinant 
c 1 a 12 a1n 
c2 a22 ··· a2n 
ontwikkeld wordt naar de 1e kolom. 
Indien weals vermenigvuldigers voor de vergelijkingen van 
(7.22) achtereenvolgens nemen de minoren van A behorende 
bij de 2e,3e, ... ,ne kolom, ontstaan n-1 vergelijkingenJ die 
met (7.23) kunnen warden samengevat in: 
(7.24) (i=1,2., ..• .,n)., 
waarin Ai de matrix voorstelt, die men uit A verkrijgt als 
daarin de ie kolom vervangen wordt door de kolom der rechter-
leden c 1.,c 2 , ... ,cn van (7.22). 
Op deze wijze worden alle onbekenden op een na (vergelijk 
blz.110,111 voor het geval n=3) tegelijk geelimineerd. 
Als nu IAl/o, geven de vergelijkingen (7.24) indien we beide 
leden delen door !Al, de oplossing van het stelsel (7.22), 
omdat er in dit geval volgens eigenschap E 5 (blz.138) er 
juist een oplossing is eneen oplossing van (7.22) zeker een 
oplossing is van ( 7. 24). IR~i2e oplossingsmethode heet de 
regel van Cramer, (xi =w· ) . 
Beschduw nu het algemene geval van een stelsel met m verge-





(7.25) L a 1 Jo x .=c. j=1 J l (1=1,2, ... ,m). 
Als de rang van de kleine matrix A en die van de grote ma-
trix, aangeduid met At, niet gelijk zijn, zijn er volgens 
E 3 geen oplossingen; het stelsel is dan strijdig. 
0nderstel nu, dat A en A1 dezelfde rang r hebben. Volgens 
stelling 7.22 heeft A een niet-singulieredeelmatrix van de 
orde r. Door zonodig de vergelijkingen van het stelsel anders 
te ordenen en de onbekenden anders te nummeren, kan worden 
aangenomen, dat de (r,r)-matrix in de linkerbovenhoek van 
A niet-singulier is. Aangezien de matrix B, gevormd door de 
eerste r rijen van A1 ook deze niet-singuliere matrix als 
deelmatrix bezit, volgt uit stelling 7.22,dat B de rang r 
heeft. Daar ook A' de rang r heeft zijn de laatste m-r 
riJen van A1 lineaire combinaties van de eerste r rijen, 
zodat dus ook de laatste m-r vergelijkingen van (7.25) lineaire 
combinaties zijn van de eerste r. Dus iedere oplossing van deze 
eerste r vergelijkingen is een oplossing van het gehele stelsel 
( 7. 25) . 
Als we in de eerste r vergelijkingen van (7.25)aan xr+1, .. ,xn 
willekeurige waarden toekennen, ontstaat een stelsel van 
r vergelijkingen in r onbekenden x 1,x2 , ... ,xr, waarvan de 
coefficienten-matrix niet-singulier is, en dat dus volgens 
eigenschap E 5 ~~n oplossing heeft, welke oplossing bepaald 
kan worden met behulp van de regel van Cramer, zoals boven 
is uiteengezet. De gevonden waarden van x 1,x2, ... ,xr te-
zamen met de toegekende waarden aan xr+1, ... ,xn geven een 
oplossing van de eerste r vergelijkingen en dus van het 
stelsel (7.25). 
We krijgen dan voor elke keuze van waarden voor xr+1, ... ,xn 
~~n oplossing. x 1,x2 , ... ,xr kunnen worden uitgedrukt in 
x 
1
, ... ,x (d.m.v. lineaire(d.z. 1e graads)functies), terwijl r+ n 
alle oplossingen van (7.25) worden verkregen door -· 
x 
1
~ •.. ,x alle mogelijkewaarden te geven (vergelijk eigen-r+ n 
schap E 2 en E 4, n-r "vrijheidsgradenrr). 
WR-A 'l41 
Opm. In de practijk zal men vaak, en in ieder geval als het 
aantal vergelijkingen van het stelsel, dat we Willen 
oplossen, vrij groot is, afwijken van deze oplossings-
methode. De uitwerking der determinanten wordt dan 
namelijk veel te bewerkelijk; de directe oplossings-
methode door eliminatie ("schoonvegen") voert dan 
sneller tot het doel. Vaak ook gebruikt men geraffineer-
de directe methoden (bijv. de relaxatie-methode), die 
met minder werk de oplossing leveren. Bij de behandeling 
van de numerieke wiskunde wordt op deze zaken nader inge-
gaan. 
Zoals we gezien hebben is een stelsel lineaire vergelijkingen 
dan en slechts dan oplosbaar, als de rang r van A gelijk is 
aan de rang r' van A'. Volgens stelling 7.22 bezit A een niet-
singuliere deelmatrix van de re orde, die we H zullen noemen 
(hoofdmatrix). Door deze matrix te randen met een rij en een 
kolom van A ontstaan matrices waarvan de determinant gelijk is 
aan O. Volgens stelling 7.24 heeft dus A' dan en slechts dan 
een rang r 1 , die gelijk is aan r, als alle matrices, die uit 
H ontstaan door randing met een rij van A' en de kolomvector, 
gevormd door de bekende termen (rechterleden) van het stelsel, 
een determinant O hebben. We geven nu de volgende definities 
om ons gemakkelijker te kunnen uitdrukken: 
Definitie: Onder een karakteristieke matrix van een stelsel 
lineaire vergelijkingen verstaan we een matrix, 
die uit een hoofdmatrix H van de coefficientenma-
trix A ontstaat, door H te randen aan de onderkant 
met de coefficienten van een der vergelijkingen, 
waarvan geen coefficienten in H staan, .en aan de 
rechterkant met de bijbehorende bekende termen. 
Opm. 
De determinant van een karakteristieke matrix is 
een karakteristieke determinant. 
Is de rang r van A gelijk aan het aantal vergelij-
kingen m van het stelsel, dan is er geen karakte-
ristieke matrix (en dus ook geen karakteristieke 
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determinant)o 
Bij een bepaalde hoofdmatrix behoren dus bij een 
stelsel van m vergelijkingen m-r karakteristieke 
determinanteno Uit het voorgaande volgt, dat het 
nul zijn van alle karakteristieke determinanten 
een nodige en voldoende voorwaarde is voor oplos-
baarheid van een stelsel lineaire vergelijkingeno 
Samengevat geldt dus: 
Stelling 7o25 (Stelling van Rouche) 
Is gegeven een stelsel van m lineaire vergelij-
kingen met n onbekenden en is H een hoofdmatrix 
van de coefficientenmatrix A van rang r, dan geldt: 
a) Zijn de m-r karakteristieke determinanten niet 
alle nul, dan heeft het stelsel geen oplossing 
(de vergelijkingen zijn strijdig (vals))o 
b) Zijn wel alle karakteristieke determinanten nul 
(of zijn er geen karakteristieke determinanten te 
vormen, doio het geval als m=r(=r'), zie opm. 
boven) dan is het stelsel oplosbaar, en wel kan 
men aan n-r onbekenden, waarvan geen coefficienten 
in H staan, willekeurige waarden toekennen; de 
overige r onbekenden (waarvan wel coefficienten 
in H staan) zijn lineaire functies van de eerst-
genoemde n-ro 
Om de oplossing(en) van het stelsel te vinden, behoeft men 
slechts de r vergelijkingen te beschouwen, waarvan de coeffi-
cienten in H staan. In deze vergelijkingen brengt men alle on-
bekenden waarvan geen coefficienten in H, naar het rechterlid 
en lost daarna met behulp van de regel van Cramer de overige 
onbekenden opo 
Opm. bij stelling 7o25 b)o Men bedenke, dat het geheel van de 
keuze van de hoofdmatrix H afhangt welke onbeken-
den willekeurig kunnen worden gekozen. Bij een 
andere keuze van H behoren in het algemeen weer 
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andere willekeurig te kiezen onbekenden. 
n 
Het stelsel lineaire vergelijkingen (7.25): ~ aijxj=ci 
J=1 
(i=1,2, ... ,m) kan door middel van matrices zeer eenvoudig 
worden weergegeven. Immers op grond van de definitie van 
het matrixproduct is (7.25) gelijkwaardig met de matrix-
vergelijking 
AX= C 
waarin A weer de coefficienten-matrix (a .. ) voorstelt, X de 
lJ 
kolommatrix is bestaande uit de op te lossen onbekenden 
x1 , ... ,xn en C de kolommatrix van de rechterleden c1 , ... ,cn 
van het stelsel. 
Als m=n en A niet-singulier, kan (7.26) opgelost worden door 
-1 beide leden ervan v66r te vermenigvuldigen met A . 
De oplossing is dan 
(7.27) X = A-1 C 
n -1 
en ( 7. 27) volgt: x. = L a .. 
l j=1 lJ 
n 
[ m .. c . is de waarde van de 
j=1 Jl J 1 Ai I 
Ai (blz.139), zodat xi= Tiff 
(7.24). 
Uit (7.20) 
determinant IA.I van derratrix 
l 
, in overeenstemming met 
De volgende voorbeelden illustreren het gebruik van determi-
nanten bij het oplossen van stclsels lineaire vergelijkingen: 
Vb 1: Los het volgende stelsel vergelijkingen op met behulp 
van de regel van Cramer: 
[ 2x1 -3x2+sx3 ~ 7 
5x2- x3 = -9 
X4+ x2 +x3 = 0 
2 -3 5 
0£1.: Men heeft hier: I Af = 0 5 -1 = -10 ; 
1 1 1 
7 -3 5 
IA2! -1; 7 5 
·2 -3 
IA1I = -9 5 -1 = -30; -9 -1 =20; IA31 = 0 5 






De regel van Cramer levert dus de oplossing: 
X4 
IA1/ 
= 3.; x 2 
IA2l = -2; x 3= 
bl_ 
-1 0 = TAI = lAJ IAI = 
Vb 2: Los op het stelsel vergelijkingen: 
r1 -2x2 + X3 = 0 x2 - X + X4 = 0 3 
x
3 
- 2x4 + xS = 0 C -2 1 0 n .021.: De co~fficientenmatrix 0 1 -1 1 heeft de 0 0 1 -2 
H-( ~ 
-2 -] de rang r=3, een hoofdmatrix is 1 , 
0 
IHI= 1 (product van de diag.elementen). 
x1 ,x2 en x 3 
kunnen we dan met behulp van de regel van Cramer 
als volgt in x4 en xS uitdrukken (IHl=1): 
0 -2 1 1 0 1 
1 -1 VIHI =-XS; X2= 0 -X4 -1 / IHI =x4 -xS; 
2x4-xS 0 1 0 2x4-xS 1 
1 -2 
X3 = 0 1 
0 0 
Dus X1= -XS] X2=X4-Xs; X3=2x4-xs. 
Een tweetal onbekenden kan steeds willekeurig worden gekozen, 
behalve echter x1 en xS beide tegelijk, want aan x1+xs=0 
(de som van de 1~2x2e en 3e vergel.) moet noodzakelijk worden 
voldaan. Dit houdt verband met het feit, dat elke (3,3)-deel-
matrix van de coeff. matrix een hoofdmatrix is, behalve die 
gevormd uit de kolommen 2,3 en 4. 
De opiossing in vectorvorm luidt: 
x=(x1 ,x2 ,x3 ,x4 ,xs)=(-xS,x4 -xS,2x4-xS,x4,xS)= 
xS(-1,-1,-1,0,1)+x4(0,1,2,1,o)= A(1,1,1,0,-1)+)L(0,1,2,1,0). 
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Elke oplossing van het gegeven homogene stelsel is een 
lineaire combinatie van de vectoren (1,1,1,0,-1) en 
(0,1,2,1,0). De oplossingsruimte is 2-dimensionaal, in over-
eenstemming met n-r=5-3=2. 
Vb.3: Los op het stelsel vergelijkingen: 
f 
x1 + 2x2 - x3 
= 0 
3x1 + x2 - x 3 = 0 
Opl.: Zowel met de regel van Cramer (His bijv {; ~)), als door 
1 .. t· . d 1 2 d t gewone e imina ie vin en we x1= 5 
x
3
; x2 = 5 
x
3
, zo a 
x1 : x2 : x 3
=1;2:5 of X=(x1,x2 ,x3
)= ~ (1,2,5). Een 1-dimen-
sionale opl.ruimte (n-r=3-2=1). 
Hetzelfde resultaat, namelijk een verhouding van de onbekenden 
treedt eveneens b.v. op bij een homogeen stelsel, waarvan de 
coeff.matrix vierkant is, met rang 1 lager dan de orde, zoals 
bijv. in 
Vb.4: Los op het stelsel vergelijkingen: 
[ x1 - 5x2 + x3 = 0 
x1 + x2 - x3 = 0 
x1 + l.~x - 2x = 0 2 3 
1 -5 1 
OJ.21. : IAI = 1 1 -1 = 0 . 
1 4 -2 




-5 1 -x 
3 
X3 1 2 j X3 1 
X4 = I~ -~r = 3 x3 ; x2 = f~ -~, = 3 X3 3 
zodat x 1 :x2 :x3
=2:1:3 of X=(x1 ,x2 ,x3
)= A(2,1,3). 
De oplossingsruimte is 1 dimensionaal (n-r=3-2=1). 
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Vb.5: Los op het stelsel vergelijkingen: 
ax1+bx2+cx3
+dx4 = 1 
bx1+cx2+dx3




+cx4 = 1 
021.: De coefficienten-matrix A heeft een determinant, die bij 
uitwerking gelijk blijkt te zijn aan 
a b c d 
/Al=~ ~ ~ ~ = -(a+b+c+d)(a-b+c-d){(a-c) 2+(b-d) 2 } 
d a b c 
We onderscheiden nu de volgende gevallen (i.v.m.lAl=O 
of J A It' 0): 
a) a+b+c+dt'O en a-b+c-dt'O, terwijl niet gelijktijdig a=c 
en b=d. Dit geeft /Af t' 0. Er is dan een oplossing 
(n=r=4), en daar de vergelijkingen bij cyclische ver-
wisseling der onbekenden invariant blijven, is deze 
oplossing dus x1=x2=x3=x4= a+b1c+d 
0 
b) a+b+c+d=O. Het stelsel is dan strijdig, zoals direct 
blijkt bij optelling der 4 vergelijkingen (0=4). 
(
ab ~c)i·s c) a+c=b+dt'O, dus d=a-b+c, dan is IA/=0. H= b c 
C d 
een hoofdmatrix, want IH/=-(a+c){(a-b)
2
+(b-c) 2 J, 
tenzij a=b=c(en dus =d). Zijn dus a,b,c end niet aan 
elkaar gelijk, dan kan men x 4 willekeurig kiezen (het 
stelsel is oplosbaar, want de 4e vergelijking is de 
som van de eerste en de derde verminderd met de tweede 
vergelijking, karakteristieke determinant is dus 0). 
Men vindt dan x1=x3
= a1c - x4 ; x2=x4 . Evenzo had men 
x 1 ,x2 of x3 
willekeurig kunnen kiezen. (n-r=4-3=1). 
d) a=c, b=d, terwijl a2t'b2 . Alle karakteristieke determi-
' nanten zijn dan Oen x1+x3
=x2+x4= a1b, waarin x1 of 
x
3 
willekeurig kunnen worden gekozen en evenzo x2 of 
x4 . ( n-r=4-2=2). 
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1 e) a=b=c=d~Oo Dan heeft men x 1+x2+x3
+x4= a O Drie der on-
bekenden kunnen willekeurig worden gekozen (n-r=4-1=3)o 
Vb.6: Onderzoek voor alle reele waarden van a en b de oplos-
baarheid van het stelsel vergelijkingen: 
en geef de eventueel aanwezige oplossing(en) aano 
(examen 1961) 
Opl o: Beschouw de coefficientenmatrix A =(~ -~ :: ) ; 
1 -3 7 
/Al= 2(7-3a)+(28+a)-(-12-1)=55-5a. !Al =0 voor a=11o 
1) a & 11: 
1e en 2e 10+b+ab vergel.:-,6x-(a+1)z=1 )----J X= 55 _5a ; 
verge 1. :-45X-10z = -b Z= 5§~~~ 15-4b+2ab ; y - 55-5a 
(
2 -1 0) 
2) a=11 : hoofdmatrix (~ -~) ; karakteristieke matrix 4 1 1 ; 
1 -3 b 
hiervan is de determinant gelijk aan 6b+5; voor 6b+5~0 
of b~ -l:geen oplossing (stelsel strijdig); voor b=- l 
stelsel co 1oplossingen: 1e en 2e vergel.-➔ 
1 1 1 1 
X= tr2z; Y= y3z -➔ (x.,y.,z)=('5., 3.,o)+ "·~ 
~ opl ohom. stelsel 
1 (10+b+ab Samenvattend: ar11-~(x.,y.,z)= SS-Sa , 15-4b+2ab 55-Sa 
5+6b )·· . 
'55-5a ., 
a=11 en b~ - ~:stelsel strijdig; 
a=11 en b = - t ->(x.,y.,z)=(i, ;,o)+ ~(2.,3,1). 
02_Baven 
1o Maak met behulp van de voorgaande theorie nog eens de opga-
ve~van blz. 106 eoVo nrs.: 4.,5.,6,7.,8.,9.,10.,110 





7x1 + 13x2 
x2 
2x1 + 5x2 
= 20 16x2 + 25x3 
+ 41x4 = -9 
2x2 + 3x3 
+ 5x 4 = -1 ,. 
-2x1 + 3x2 + 3x3 




~ { x1 + 3x2 - 4x3 + 
- x2 - x3 + x4 = 
x1 - x3 




0nderzoek voor welke waarden van a de volgende 6 stelsels ver-
gelijkingen geen oplossing, resp. een oplossing, resp. meer dan 




+ 2x2 - 2x3 = -1 f (2-a)x1 + 3x2 - x3 = -2 
2x1 - 4x 2 ; + 3x2 +3ax3 = 0 = I 2x1 3 
x2 + ax3 = 
-1 l ax1 + 2x3 = 4 
5. { 2ax + y ~ 3 
{ X4 
- x2 +(12-3a)x3 = 2 
(3a-5)x +(a-4)y=-a-10 . 2x'I +(a-1)x2 +(a+4) x3 =a+2 :; 




ax+ y + z = 1 ((3-a)x1 + ax2 +(6-a)x3 
=15-5a 
X + ay + z; a ; ) l~x. + (a+4)x2 +(8-a)x3 
20 = I = ·1 
2 I X + y + az = a l x,.. + 2x2 +(2-a)x3 = 5 I 
7. Bepaal a en b z6 3 dat het stelsel 
3x1 - 5X2 - 4x + 3X4 = 3 tenminste twee oplos-3 
4x1 - 8x2 - 9x3 + ax4 = b-5 
singen heeft. Bereken 
vervolgens de oplos-
x1 - 3x2 - 5x - X4 = 2 singen. 3 
3x1 -r(2a-9 )x2 - 4x3 
+ 3X4 = 3 
8. X +(1-3b)z - w 
y + bz + w 
x+ 2y - z + w 










Dit' stelsel heeft tenminste 
twee oplossingen. Bepaal a 
en b en de oplossingen. 
9. Los op met determinanten: 
{
2xx - y + 4z = O ; {2x - y - z =0 
+ 2y - z = 0 5Y + z =0 {
2x + 3Y - z + t = 0 
X - y -2z + 4t = 0; 
; 
3X + Y +3Z + 2t = 0 
rx + y - 2z + t = 0 { X + y + z + t=O f x-y =0 9x - 3Y + 3z - t = 0 ; 2x - y -z + 3t=0; x-y-t =0 
2x - 2y -11z - 10t = 0 y+t =0 
1959.1 
10. Maak de examenopgaven Lineaire Algebra 1960.2 
1962(1).1 0 
De regel van Cramer kan ook toegepast worden bij het oplossen 
van een lineair stelsel vectorvergelijkingen. Het is duide-





a .. X. = C. 
J.J J l 
(i=1,2, ... .,m) 
op te lossen naar de vectoren x1 ,x2 ., .. ,xn bij gegeven vecto-
ren c1,c2 , ... .,cm en coefficienten aij' dat de vectoren 
x1 , .•. ,xn met behulp van de regel van Cramer op analoge wijze 
berekend kunnen worden als de x1 , ... .,xn uit het stelsel 
(7.25), blz.140. Verkeren we bijv. in het geval., dat de 
matrix (a .. ) niet-singulier is, dan is het resultaat., dat de 
J.J 
vectoren x. homogeen lineair kunnen worden uitgedrukt in de 
_J 
vectoren ci. We lichten dit toe aan een voorbeeld: 
Vb.: Laat e1=(1,0,0), e2=(0,1.,0) en e3
=(0,0.,1) basisvectoren 
zijn van een R
3
. Als gegeven is het stelsel vectorverge-
•lijkingen: 
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dan kunnen we met behulp van de regel van Cramer de basisvec-
toren uitdrukken in f1., f2 en r3 en wel als volgt: 
f1 5 -3 2 f1 -3 2 5 f1 
f2 -1 2 1 f2 2 1 -1 f2 
f2 -2 1 3 f2 1 3 -2 f2 
e1 . e2 . e3 = = 
-;1 
:; = :, 
2 5 2 5 
-;1 1; 
5 -;l 1 -1 1 -1 -1 
3 -2 3 -2 -2 
De betekenis van de determinanten in de tellers van bovenstaan-
de determinantenquotienten, die elk een kolom vectoren bevatten, 
is duidelijk. Berekening geschiedt overeenkomstig de berekening 
van gewone getallendeterminanten. We vinden als resultaat: 
De vectoren r 1 ., r 2 en r 3 zijn volgens het gegeven stelsel resp. 
gelijk aan (2.,5-3), (1.,-1.,2) en (3.,-2.,1). Substitutie in de 
rechterleden van het gevonden resultaat levert inderdaad de 
drie gegeven basisvectoren van R
3 
op, Het is eenvoudig in te 













van het gevonden resultaat elkaars 
inverse moeten zijn. 
Opgaven d 
1. Schrijf'eZ'ectoren e1=(1.,0,0)., e2=(0.,1,0) en e3=(0,0.,1) als 




2. Schrijf de vectoren x1=(2,1.,0), x2=(3.,1,1) en x3
=(2,-1,7) als 
lineaire combinaties van de vectoren y1=(0,2,1), y 2=(-1,6,2) en y 
3 
= ( 1, 3, 4 ) . 
.;; 
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Ook omgekeerd gevraagd Y1,Y2 en Y3 uit te drukken in 
X1.,X2 en X3· 
Controleer Uw antwoorden. 
3. Maak nog eens opgave 2., blz. 76. 
--------
Mee~kundige ,:toep~ssingen 
1. Gevraagd in R2 de oppervlakte van het parallelogram, opge-
spannen door de vectoren a=(a1 .,a2 ) en b=(b1 ,b2 ) uit te 
drukken in de kentallen dezer vectoren. e 1 en e2 zijn de 
basisvectoren in R2 • 
Voer hiertoe de functie in: -
{
+ oppervlakte parall. als draaiingsrichting van a 
D(a,b)= naar bis in de richting van e1 naar e2 • -- oppervlakte parall. als draaiingsrichting 
naar bis in de richting van e2 naar e1 
van a 
Deze functie heeft dan de volgende eigenschappen: 
1) D(>.a,b)= 7'D(a,b) 
2) D(a,b) = -D(b.,a) 
3) D(a,b+c)= D(a,b)+D(a,c) 
4) D(a.,b) ~ 0 als a en b lineair onafhankelijk. 
Uit eigenschap 2) volgt D(a,a)=-D(a.,a), dus D(a.,a)=O. 
Verder i.v.m. 1) als a en b lineair afhankelijk., stel 
a= ),.b: D(a,b)=D(,.b.,b)= ~ D(b,b)=O. 
Dus i.v.m. 4): D(a.,b) is dan en slechts dan O als a en b 
lineair afhankelijk. 
Als e1 en e2 de basisvectoren voorstellen in R2,geldt: 
a=a1e1+a2e 2 en b=b1e 1+b2e2 ., zodat: i.v.m. 
D(a,b)=D(a1e 1+a2e2 ,b1e1+b2e2 ) ~) a 1b2D(e1,e2 )+a2b1D(e2 ,e1 )= 
a1 b1 
(a1b2-a2b1)D(e1.,e2)= a2 b2 D(e4,e2) • 
Indien we de oppervlaktegrondmaat D(e1,e2 ) gelijkstellen 
aan~1, is de gevraagde parallelogramoppervlakte t.o.v. de 
basis e1 ,e2 dus gelijk aan de absolute waarde van de deter-





. Bij een andere basis, die 
b1 b2 
ook grondmaat 1 hc~ft, krijgen we dezelfde waarde. 
Analoog kunnen we bewijzen, dat in R
3 
de inhoud van het 
parallelopipedum, opgespannen door de drie vectoren 
a=(a4,a2,a3), b=(b1,b2,b3) en C=(C4,C2,c3) t.o.v. de basis 
e 1,e2 ,e3 
gelijk is aan + de determinantwaarde: 
a1 b1 c1 a1 a2 a3 
D(a,b,c)= a1 b2 c3 = b1 b2 b3 3 als de grondmaat 
a3 b3 C3 c1 C2 C3 
D(e1,e2,e3 )=1, en wel met het + teken als de orientatie 
van a,b enc overeenstemt met die van e1,e2 en e3, anders 
met het - teken. 
Ook hier geldt, dat de determinant bij een andere basis 
dezelfde waarde houdt, als de grondmaat maar weer 1 is. 
In verband met het voorgaandezou het begrip determinant 
ook kunnen worden gedefinieerd als een oppervlakte (2x2-
determinant) of inhoud (3x3-determinant, etc.). Algemeen 
zoeken we dan in een Rn naar een functie D(a1 , ••• ,an), 
die aan analoge axioma's voldoet als boven de eigenschappen 
1) t/m 4). Indien zulk een functie bestaat en eenduidig is, 
noemen we deze een nxn-determinant en interpreteren wij hem 
als een georienteerd volume. Men kan bewijzen, dab als 
a.=(a. 1 , ... ,a. ) voor i=1, ..• ,n, en D(e1, ••• ,e )=1, de i i in n 
gezochte functie D(a1 , ..• ,an) gedefinieerd is en noodzake-
lijk gelijk is aan: 
8 11 8 21 . . . a n1 
D(a1, •.. ,an)= a12 , met het rechterlid de 
. 
a· . . a 1n nn 
betekenis van formule (7.8). 
We kunnen ook zeggen, dat de gestelde axioma's en 
D(e1 , •.• ,en)=1 het begrip determinant volledig karakteri-
seren. De determinant heeft op alle bases dezelfde waarde, 
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als de oppervlaktegrondmaat der bases maar 1 is. 
PPeaaven: 
1. Gegeven zijn in R2 de 3 punten A=(a1 ,a2 ),B=(b1,b2 ) en 
C=(c1,c2 ). 
I stelt de oppervlakte voor van driehoek OAB; J stelt de 
oppervlakte voor van driehoek ABC. Bewijs, dat I en J resp. 
gelijk zijn aan de determinanten: 
a1 a2 1 a1 a2 1 
1 
b1 b2 1 
1 
b1 b2 1 in absolute waarde. 2 en - , 2 
-0 0 1 c1 c2 1 
2. Gegeven zijn in R3 de 4 punten A=(a1,a2,a3 ), B=(b1,b2,b3), 
C=(c1,c2 ,c3
) en D=(d1,d2 ,ct3
). I en J stellen de inhoud 
voor van de viervlakken OABC resp. ABCD. Bewij~ dat I en J 
resp. gelijk zijn aan de determinanten: 
a1 a2 a3 1 a1 a2 a3 1 
1 b1 b2 b3 1 en 1 
b1 b2 b3 1 
0 o , in absolute 
01 c2 c3 1 c1 c2 03 1 waarde. 
0 0 0 1 d1 d2 d3 1 
3. Bepaal de inhoud van het viervlak, opgespannen door de 
vectoren: 
10. a=(1,4 ,5L b=(-1,-1.,1), c=(3,1,5). 
20. a=(2,3,-1), b=(1,-1,2), c=(-2,10-11). 
4. Bepaal de inhoud van het viervlak, gevormd door de punten: 
1°. A=(1,1,0), B=(0,0,2), C=(2,0,2), D=(-2,-1,1). 
2°. A=(4,15,2), B=(-4,34,-4), C=(2,15,4), D=(-2,1?,-2). 
3°. A=(1,-3,2), B=(-12,2,3), C=(2,-2,1), D=(4,6,-5). 
5. Bereken de volgende determinant en geef een meetkundige 





6. Bewijs de gelijkheid, gegeven in opgave 4 blz.132 door de 
determinanten te interpreteren als inhouden. 
2. a) 
-- --. 
Gevraagd in R2 de vergelijking van de rechte lijn 1 door 
P(p1,P2) en Q(q1.,q2). (P~Q). 
Dan moet voor een punt X=(x1 .,x2 ) op 1 gelden: 
o~ I q1-P1 x1-p1 1 0 0 1 1 1 = = . 
q2-P2 x2-p2 P4 q1-P1 x1-P1· P1 q1 x1 
P2 q2-P2 x2-p2 P2 q2 x2 
De vergelijking 
1 1 1 
(7.28) P4 q1 X4 =0 is de vergelijking van de 
P2 q2 x2 
gevraagde lijn door Pen Q. 
Het is immers de vergelijking van een rechte (lineaire 
vergelijking!)., waaraan (x1 ,x2 )=(p1 ,p2 ) en (x1 .,x2 )=(q1 ,q2 ) 
voldoet (det. heeft bij substitutie 2 gelijke kolommen). 
b) Uit het bovenstaande volgt ook direct de voorwaarde, 
opdat drie punten P(p1 ,p2 ), Q(q1 .,q2 ), R(r1 ,r2 ) op een 
rechte liggen. Deze luidt: 
1 1 1 
(7.29) 
We kunnen dit ook als volgt afleiden. Stel 
a1x1+a2x2+a 0 =0 is de vergelijking van een rechte. Aan 
deze vergelijking moet worden voldaan bij substitutie 
van: (x1 ,x2 )=(p1,p2 ), :x1 ,x2 )=(q1 ,q2 ) en (f1 ,x2 )=(r1,r2 ). 
De vergelijking is naar a1,a2,a0 oplosbaar ~ls de gevormde 
co~ffici~ntenmatrix een determinant heeft gelijk aan O, 
en dit geeft juist de vergelijking(7.29i We kunnen ook 
zgn. b2~28~D~ co~rdinaten inv~~ren: X=(x
0
,x1 ,x2 ), dwz. 1 .,.2 
vervang x1 door x en x2 door T. 
? 0 0 
De vergelijking van een rechte wordt dan homogeen in 












+a1x 1+a2x2=0. Aan deze vergelijking moet 
worden voldoen door (x
0
,x1 ,x2 )=(p0 ,P1,P2 ) en 
(x
0





,a2 ) een anderedan de nuloplossing toe-
laat als de coefficientendeterminant gelijk aan nul: 
Po qo ro 
(7.30) = o. 
Door hierin p =q =r =1 te stellen ontstaat (7.29). 
0 0 0 
c) Volkomen duaal hier tegenover staat de voorwaarde voor 







+c2x 2+c 0 =0 door een (eigenlijk) punt. 
Volgens (7.30) luidt deze: 
ao bo co 
a1 b1 c1 =0. 
a2 b2 c2 
Dit betekent ook, als we uitgaan van 2 snijdende lijnen 
11 en 12 : 13
= Al1+pl2 , (de vergelijking van de lijnen-
waaier bepaald door 11 en 12 , vergelijk § 1, (1.24)). 
d) Uit (7.30) volgt, dat de vergelijking van de rechte lijn 1, 
bepaald door een punt P(p1 ,p2 ) en richting a=(a1 ,a2 ) 
(d.w.z. door het oneigenlijke punt met hom~gene co~rdi-
naten (o,a1 ,a2 )) gegeven wordt door de vergelijking: 
0 1 1 
=0. 
e) Uit (7.29) volgt nog, dat Pen 






p 1 q1 0 = 0 of 
P2 q2 0 
= 0, hetgeen, zoals ook het geval moet zijn, niets 
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) hebben dezelfde drager als 
= 0 ). 
3. Analoge resultaten in R
3
: 
a) Vergelijking van het pl.vlak door drie vrijgelegen punten 
P=(p1 ,P2 ,p3
), Q~(q1 .,q2 ,q3
) en R=(r1,r2 ,r3
): 
(7.33) 
1 1 1 1 
P1 q1 r1 x1 
P2 q2 r2 x2 
P3 q3 r3 x3 
(zie (7.28)) 
b) Vier punten P(p1 ,p2 .,p3
), Q(q1 ,q2 ,q3
), R(r1 ,r2 ,r3
) en 
S(s1,s2 ,s3
) liggen in een plat vlak als 
1 1 1 1 
P1 q1 r1 s1 
(zie (7.29)) 
P3 q3 r3 s3 
c) Vier vlakken (e< 1) : a1x1+a2x2+a3x3+ao= 0 
(<x 2) : b1x1+b2x2+b3x3+bo= 0 
(1X3): c1x1+c2x2+c3x3+co= 0 
(tx 4) : d1x1+d2x2+d3x3+do= 0 












=0. (-----; vlakkenschoof, bepaald 
door drie vrijgelegen vlakken 
(l(1.,cx2 en °'3:tl(4=llcc1+Jhi<2+l'«3). 
d)" D"e vergelijking van het vlak bepaald door P(p1 ,p2 .,p3
) 
en de twee richtingen a=~1 ,a2,a3




0 0 1 1 
a1 b1 P1 x1 
(7.36) 
a2 b2 P2 x2 
=0. (zie (7.32)) 
a3 b3 P3 X3. 
Uit (7.34) volgt, dat P.,Q, en R met O in ~ ~ plat vlak een 
liggen als 
P1 q1 r1 
(7. 37) P2 q2 r2 =0, 
P3 q3 r3 
hetgeen, zoals ook het geval moet zijn, niets anders 
betekent, dat r=(r1,r2 ,r3
) een lineairecombinatie is 
van de twee vectoren p~p1,p2 ,p3
) en q=(q1 ,q2 ,q3
).,als we 
deze verschillend van drager onderstellen. 




(door 0) in een plat vlak als: 
a1 b1 c1 
a2 b2 02 = 0. ) • 
a3 b3 c3 
Opgaven 
1. Bewijs, met behulp van determinanten, dat de punten 
A=(3,-4)., B=(2,-2) en C=(-4,10) op een rechte lijn 
liggen. 
2. Bewijs, met behulp van determinanten, dat de volgende 4 






3. Bewijs, met behulp van determinanten, dat de volgende 4 
punten in een plat vlak liggen: 
A=(0,0,1), B=(5,-2.,0), C=(4,0,-1)., D=(1.,-2,2). 
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4. Vectorproduct in R3 
Zij a=(a1,a2 ,a3
) en b=(b1,b2 ,b3
) twee lineair onafhankelijke 
vectoren in R
3
. D: vergelijking van het vlak door Oen deze 
vectoren ., het door a en b opgespannen vlak, wordt i.v.m. 
(7.37) voorgesteld door de vergelijking: 








(ontwikkeling naar de 1e kolom) 
Volgens Stelling 2.2 staat de vector 
( 
a2 a3 I a1 a3 a1 a2 ) 
(a2b3-a3b2,a3b1-a1b3.,a1b2-a2b1)= b2 b3 ,- b1 b3., b1 b2 
loodrecht op dit vlak. We noemen deze vector het vectorproduct 
ax b. 
Wat is de lengte van deze vector? We merken op, dat de deter-
minant 
a1 b1 a2b3-a3b2 
a2 b2 a3b1-a1b3 
a3 b3 a1b2-a2b1 
2 2 




de laatste kolom) 
positief is, en in waarde gelijk aan het kwadraat van de lengte 
van ax b. Ui t het posi tief zijn blijkt., dat de orientatie van 
a,b,a x b., die van e1 .,e2 ,e3 is. Verder heeft het parallelopipedum., 
dat wordt opgespannen door a,b en de daarop loodrechte a~ b de 
I - -12 inhoud ax b ., dus 
11 - - 2 _ _ <.,yara. .1.,J _ _ 
I ax b I =Ia x b I. oppervlakte\/6pg'espannen door a en b, zodat: 
Jax bl= oppervlakte parallelogram= lal.1"61. sin r(a.,b)., waar-
in ~(0< f <180°) de hoek tussen de vectoren a en bis. 
Hiermee is bewezen: 
Stelling 7.26 
1) Als a en b lineair afhankelijk., dan ax b=O. (Bewijs di:b) 
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1°. loodrecht staat op a en b; 
2°. met a en bis georienteerd als e1 ,e2 ,e3
; 
o is _ _ 
3. in lengte gelijk aan de oppervlakte van het door a en b 
opgespannen parallelogram. 
(1,0,0) X (0,1,0)=(0,0,1) 
( 1, 0., 0) X ( 0, 0 3 1 ) =- ( 0 3 1., 0) 
(1,0,0) X (1,0,0)= (0,0,0) . 
2. De momentvector m t.o.v. de oorsprong van een kracht k, 
die werkt in een punt A=a wordt gedefinieerd door m=ax k. 
Deze momentvector heeft lengte 1a1.lkl.sin fen dit is 
juist het product van de lengte van ken de afstand van 
0 tot de werklijn van k. 
0pm. Het vectorproduct a X b van a en b ( ook wel het ui twendig 
product van a en b genoemd)is een vector. Het inwendig 
product (a,b) (of scalair product) is een getal! 
(zie blz. 70). 
0pgaven 
1. Bewijs de volgende eigenschappen van het vectorproduct: 
a) a X b = -b X a 
b) ax (b+c)=a x b+a x c 
C ) (a., b X C) =D ( a .9 b ., C) • 
d) a J<. (bx c)=(a,c) .b-(a,b) .c 
2. Bewijs, dat uit 1. c) volgt: 
(a,bxc)=(b,cxa)=(c,axb)= -(a.,cxbj :-s-,axc)= -(c,bxa). 
3. Bewijs., dat uit 1 a) en 1 d) volgt: 
a~(bxc)= -a x(cxb)= -(bxc)xa. 
4. Bewijs, dat: 




We definieren 6 typen van operaties op een matrix A, die we 
zullen noemen elementaire transformaties. Hieronder verstaan 
we de volgende transformaties: 
1. Verwisseling van twee rijen (kolommen) van A. 
2. Optelling van een (met een factor vermenigvuldigde) rij 
(kolom)vector van A bij een andere rij (kolom)vector. 
3. Vermenigvuldiging van een rij (kolom)vector van A met 
een factor /.0. 
Zoals we gezien hebben in§ 6 laten deze elementaire transfor-
maties de rang van een matrix invariant. 
Def. Een matrix A heet geli,ikwaardig ( of equivalent) met een 
matrix B als A in B getransformcsrd kan worden door een 
eindig aantal achter elkaar uitgevoerde elementaire trans-
formaties. Notatie: A,.,,B. 
Stelling 7.27 
a) Voor elke matrix A geldt A---A. 
b) Al s A"' B -> B ,-., A. 
c) Als ArvB en B~C~A,_,,.c. 
Bewijs: a) enc) zijn direct duidelijk. Om b) te bewijzen 
hebben we slechts aan te tonen, dat elke elementaire 
transformatie T te niet gedaan kan worden door toepas-
sing van een elementaire transforma tie T- 1, de in·;;·rs9 
van T, Bijv. is de inverse van de transformati~: ~aie 
twee rijen verwisselt, de transformatie, die dezelfde 
verwisselingen uitvoert. Als T de transformatie is, die 
k maal de je rijvector optelt bij de ie, dan bestaat de 
inverse transformatie T- 1 uit de optelling van -k maal 
de je rijvector bij de ie. Als T de transformatie is 
die een rijvector vermenigvuldigt met een factor k/.0, 
dan is T- 1 de transformatieJ die dezelfde rijvector 
m~t k- 1 vermenigvuldigt. 
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Als A nu wordt getransformeerd in B door achtereenvolgens de 
transformaties T1 , T2 ••• , Tm ~~t te voeren, dan voeren de elemen-
taire transformaties T - 1 , T 1 , •.• , T1-
1 in deze volgorde uitge-m m-
voerd, blijkbaar Bin A over, zodat dus b) geldt. 
De drie eigenschappen a), b) enc) van stelling 7.27 heten resp. 
de reflexieve, de symmetrische en de transitieve wet. Iedere be-
trekking, gedefinieerd voor een stelsel getallen of voor andere 
mathematische grootheden, die zowel reflexief, symmetrisch als 
transitief is, heet een eguivalentie-relatie. De eenvoudigste 
equivalentie-relatie is de gelijkheidsrelatie, doch er zijn vele 
andere. Gelijkwaardigheid van matrices is volgens de voorgaande 
stelling een equivalentie-relatie. Er zijn ook tal van voorbeelden 
van relaties, die geen equivalentie-relaties zijn, o.a. ~ , ~, 
ondeelbaarheid van getallen, etc. 
Vb. Een matrix A heet congruent met een matrix B, als er een niet-
singuliere matrix P bestaat, zodanig dat PAPT=B. Te bewijzen, 
dat dit congruentie-begrip voor matrices een equiva1entie-
relatie is. 
Bewijs: a) IAIT=A (I= eenheidsmatrix) • 
b) Uit PAPT=B volgt, daar P niet-singulier is en dus 
-1 -1 T - 1 -1 -1 T een inverse P bezit : A=P B(P) = P B(P ) 
(zie opg. 3, blz. 77). 
c) Uit PAPT=B en Q,BQT=C volgt: QPAPTQT=C of 
(QP)A(QP)T=C (i.v.m. stelling 5.1, blz. 71). 
Als Pen Q beide niet-singulier zijn, is QP dat 
ook (stelling 7.16, blz. 121). 
In § 6 is de rang van een matrix systematisch bepaald door schoon-
vegen van rijen en/of kolommen. Het principe hierbij was de matrix 
door toepassing van de elementaire transformaties en schrapping 
van nulrijen en nulkolommen, te transformeren in een matrix van 
eenvoudige gedaante. Indien we de nulrijen en nulkolommen, die 
tijdens de bewerkingen ontstaan, niet schrappen, is volgens § 5 
iedere (m,n)-matrix van de rang r door toepassing van de elemen-





0 1 0 
o ... 0.1.0 ... o 
o .... 0@00000000 
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r 
eveneens bestaande uit m rijen en n kolommen met de eerste r 
elementen in de "hoofddiagonaal" (gevormd door de elementen 
b11 , b22 , .... ) gelijk aan 1; alle andere elementen van B zijn 
gelijk aan O. Deze matrix B heet de canonische vorm van A, 
welke dus eenduidig bepaald is. Kennen we van een matrix de 
canonische vorm, dan geeft het aantal enen in de 11hoofddiagonaal" 
juist de rang van de matrix aan. 
Vb.1. De canonische vorm van de matrix op blz. 95 onderaan, die 
de rang 3 heeft, is 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 0 
0 0 0 0 
2. De canonische vorm van een niet-singuliere matrix van orde 
n is In (blz. 71). 
Ui t het voorgaande volgt dir.eet ·'de· volgende stelling: 
§,te~.l.ins; 7. 28 Twee matrices zijn dan en slechts dan gelijkwaardig, 
als ze dezelfde canonische vorm hebben (d.w.z. als 
ze van hetzelfde type zijn en dezelfde rang hebben). 
Voor de elementaire transformaties van een matrix A geldt de 
volgende belangrijke stelling: 
Stelling 7.29 Iedere elementaire transformatie van een matrix A 
kan verkregen worden door Ate vermenigvuldigen met 
een niet-singuliere matrix. 
Bewijs: Onderstel de matrix A van het type (m,n). 
a) Laat Er een vierkante matrix van de order voorstellen, 
die uit Ir ontstaat door verwisseling van de ie en de 
je rij. 
De matrix Em A is dan de matrix, die uit A ontstaat door 
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verwisseling van de ie en de je r1J; AEn is de matrix, 
die uit A ontstaat bij ve~wisseling van de ie en de je 
kolom. De matrices E en E zijn niet-singulier. Ver-m n 
wisseling van 2 rijen (kolommen) van A komt dus tot 
stand door links (rechts) vermenigvuldiging van 
A met E (E ). (transformatie type 1, blz.160) m n 
b) Laat F een vierkante matrix van de order voorstellen r 
met alle elementen van de hoofddiagonaal gelijk aan 1, 
het element in de ie en de je kolom (i~j) gelijk aan 
ken alle andere elementen gelijk aan 0. 
De matrix FmA is dan de matrix, die uit A ontstaat 
door optelling van k maal de je rij van A bij de ie; 
AFn is de matrix, die uit A ontstaat door optelling van 
k maal de ie kolom van A bij de je. De matrices F Gn 
m 
Fn zijn niet-singulier. Iedere elementaire transformatie 
van het type 2 (blz. 160) kan dus worden verkregen door 
links (rechts) ver□enigvuldiging van de matrix met een 
niet-singuliere matrix. 
c) Laat Green vierkante matrix van de order voorstellen 
met alle elementen van de hoofddiagonaal gelijk aan 1, 
uitgezonderd het element in de ie rij en de ie kolom, 
dat gelijk is aan k; de elementen buiten de hoofddiago-
naal van Gr zijn alle O. 
De matrix GA is dan de matrix, die uit A ontstaat m 
door vermeni.::;vuldiging v2.n de i e rij met k, AGn is de 
matrix, die ui t _I\. ontstaat door vermenigvuldiging van de 
ie kolom met k. Als k/-0 zijn Gm en Gn niet-singulier. 
Iedereelementaire transformatie van het type 3 kan dus 
worden verkregen door links (rechts) vermenigvuldiging 
van de matrix met een niet-singuliere matrix. 
Hiermede is het bewijs geleverd. 
02g. Be~Jjs, dat een elementaire transformatie van het type 1 
(blz. 160) door herhaald toepassen van elementaire transforma-
ties van het type 2 en 3 kan warden verkregen. 
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Aangezien het product van twee niet-singuliere matrices weer niet-
singulier is, volgt uit stelling 7.29: 
Stelling 7.30 Is A een willekeurige matrix, dan bestaan er niet-
singuliere matrices Pen Q, zodat PAQ=A 1 , waarin A1 
de canonische vorm van A is. 
We merken op, dat de matrices Pen Qin voorgaande stelling niet 
eenduidig bepaald zijn. Is bijv. Reen niet-singuliere matrix, 
waarbij geldt A1R=RA 1 , dan geldt: (R-1P)A(QR)= R-1A1R=R-1RA 1 =A'. 
Als A niet-singulier is, is A'=I (Vb. 2, blz.162 ), zodat dan 
(R-1P)A(QR)=A' voor iedere niet-singuliere matrix R . 
.Q.Q.f£. 1. Als A= (6 ~~ ), bepaal dan 2 niet-singuliere matrices 
2 3 3 
Pen Q zcdanig, dat PAQ de canonische vorm van A is. Wat 
is de rang van A? 
2. Als A een symmetrische matrix is van de orde n, te bewij-
zen, dater een niet-singuliere matrix P moet bestaan met 
PAPT de canonische vorm van A. 
Definitie Onder een elementrire matrix verstaan we iedere matrix 
van het type E, F of G (bij G is k f 0), omschreven in 
het bewijs van stelling 7.29. 
0£m. De elementai~e matrices zijn dus niet-singulier. 
ptelling 7.31 Een matrix A is dan en slechts dan niet-singulier 
als A geschreven kan warden als het product van 
elementaire matrices. 
Bewijs: Als A niet-singulier is, is ziJn canonische vorm een een-
heidsmatrix I. Volgens stelling 7.27 b) kan I in A getrans-
formeerd worden door elementaire transformaties, en dus 
geldt A=PIQ=PQ, waarin Pen Q elk producten voorstellen 
van elementaire matrices. Omdat het product van niet-singu-
' liere matrices (zoals de elementaire matrices) weer niet-
singulier geldt ook het omgekeerde. 
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Uit stelling 7.31 volgt direct: 
Stelling 7.32 Een matrix A is dan en slechts dan gelijkwaardig 
met een matrix B, als er niet-singuliere matrices 




Zoals bekend kan door toepassing van elementaire operaties op de 
rijen van een niet-singuliere matrix A deze omgezet warden in een 
eenheid~matrix I. Stellen we de bijbehorende elementaire matrices 
in volgorde van toepassing voor door P1 , P2 , .•. , Ps, dan geldt 
) - 1 - 1 ~s .•. P2 P1 I A=I of Ps ..• P2 P1 I= A m.a.w. A wordt verkre-
gen door dezelfde bewerkingen, die op de rijen van A warden uit-
gevoerd om tot I te komen, i~ dezelfde volgorde toe te passen op 
de rije~ van I (van overeenkomstige orde1 
Uiteraard geldt hetzelfde (maar dan met r~2bt~ vermenigvuldiging 
van A met elementaire matrices) als de bewerkingen alleen op de 
kolommen van A worden toegepast. 
-1 Het is om uit I tot A te komen in het algemeen niet toegestaan 
de bewerkingen dan eens op de rijen en dan weer eens op de kolom-
1 men toe te passen. 
A-1 q -15 1 ) . Vb. Bepaal de inverse van A = -26 2 
-12 1 
A-0 -15 n -(g 0 n .Q&. -26 I 1 -12 0 
J, 1e rij-3
6 riJ 1 2e rij-2x3e rij 
0 -3 ~) (g 0 -1) -2 1 -2 -12 0 1 
J. 2e rij-1erij J 3e rij-4derij 
( 1 -3 0 ) (-~ 0 ·-1 ) 0 1 0 1 -1 0 0 1 -4 0 5 
t 1e rij+3"JC.2e rij J., 
r-{g 0 0) 1 (-2 3 -4 ) 1 0 A - = -1 1 -1 
0 1 -4 o 5 
Inderdaad geldt -1 -1 AA =A A=I.(controleer dit) 
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-1 1. Bepaal in bovenstaand voorbeeld A ook door toepassing van 
de elementaire transformaties op de kolommen. 
2. Bepaal volgens de bovengeschetste methode de inverse vande 
volgende matrices: 
( 12) (413) -'.: 1 ' 3 O 1 
5 0 2 
(
6121) 1 0 5 0 
' 7 1 0 2 
O O 6-1 
Controleer Uw antwoorden. 
- . ·-
Productstelling voor determinanten 
Eerst behandelen we een speciaal geval: 
Stelling 7.33 Als Been elementaire matrix is, en A een willekeurige 
vierkante matrix, beide van orde n, dan geldt: 
I AB I = I BA I = I A I I B l . 
Bewijs: a) Is B van het type E (blz.162), dan ii IBI= - 1 en 
IABI= iBAI= -!Al=IAIIP\> daar vermenigvuldiging van A met B 
verwisseling geeft van twee rijen of kolommen van A, tenge-
volge waarvan de determinant in z'n tegengestelde overgaat 
(stelling 7.4). De stelling geldt dus in dit geval. 
type 
b) Als B van het/F is, geldt \Bl= 1 en vermenigvuldiging van 
A met B heeft tot gevolg, dat bij een rij of kolom van A een 
met een getal vermenigvuldigde rij of kolom wordt opgeteld, 
hetgeen de waarde van de determinant invariant laat (stel-
ling 7.6), dus: /ABl=IBAl=IAl=lAJ\Bf. Ook hier geldt dus de 
Stelling. 
c) Is B van het type G, dan is !Bl= ken vermenigvuldiging 
van A met B heeft tot gevolg, dat een rij of kolom van A met 
k wordt vermenigvuldigd. In verband met stelling 7.2 geldt 
dus: I AB! =IBAl= k!Al=IBI IA!, en dus ook de stelling. 
Opm. Uit stelling 7.27 b) 
is in de vorm: 
volgt , dat elke matrix Ate schrijven 
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waarin de e's en D's elementaire matrices zijn en A I de canonische 
vorm van A. Is A een vierkante n-matrix, dan geeft herhaalde 
toepassing van stelling 7.33: 
I A \=\cs l ... J c 11 )A I lln) ... ) D t I . 
Daar elke C en elke Deen determinant heeft f 0, geldtlAlf 0 
dan en slechts dan als IA'jf 0. Nu geldt ook IA')f 0 dan en 
slechts dan als de rang r van A gelijk is aan n (orde van A) 
dus dan en slechts dan als A niet-singulier is, zodat bewezen 
is, dat een matrix dan en slechts dan niet-singulier is, als 
!Alf 0, zoals ook reeds eerder is aangetoond (stelling 7.12). 
Nu de algemene productstelling voor determinanten: 
Stelling 7.34 Als A en B vierkante matrices zijn van de ne orde, 
dan geldt !ABl=IAI \Bl. 
Bewi,js: a) Als A en B beide singulier zijn, is AB dat eveneens 
(stelling 7.16). Dan geldt:IAI= o,IBI= 0 en\ABI= 0, dus 
!ABJ ={A I \Bl. 
b) Zijn A en B niet beide singulier, bijv. A niet-singulier, 
dan geldt volgens stelling 7.31: A=C1 c2 ... Cr, waarin 
c1 , c2 ... , Cr elementaire matrices zijn. 
Herhaale toepassing van stelling 7.33 geeft dan 
IABl=lc1 c2 ... crB)=lc) lc2 1 ••• lcrl !Bl=lc1 c2 ... crlB =fAI IBI. 
De productstelling bevestigt het feit, dat het product van twee 
vierkante n-matrices dan en slechts dan niet-singulier is, als beide 
factoren niet-singulier zijn (stelling 7.16). We zien ook, dat als 
A niet-singulier is, wegens A A-1 = I:IA-11= 11r· 
Heeft een matrix dus een inverse, dan is de determinant van de 
inverse matrix gelijk aan het omgekeerde van de determinant van de 
matrix. 
Ter illu§tratie geven we nog een geheel ander bewijs voor de pro-
ductstelling: Beschouw de determinant D van de orde 2n, die gevormd 
is uit de volgende vier vakken: in het vak links boven staat de 
matrix A, rechts onder de matrix B, voor welke matrices we de pro-
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ductstelling willen aantonen; verder staat in D rechts boven een 
vierkante nulmatrix van de ne orde en links onder de tegengestel-
de van de eenheidsmatrix van de ne orde, dus : 
a 11 ... a1n O . . . O 
0000000000 0000000 000 
D 0 • 0 0 0 
b .. •b 11 1n 




Iedere term uit Dis (ook wat betreft het teken, waarmee hij voor-
komt in D) gelijk aan het product van een term uit IA\ en een term 
uit )BJ, beide van het juiste teken voorzien; omgekeerd komt elk 
dezer producten in D voor. Hieruit volgt D =IA\ !Bl. 
Vermenigvuldig nu de (n+1)e rij van D met a 11 , de (n+2)e met a 12 , 
enz. en tel ze daarna bij de eerste rij op. Vermenigvuldig ver-
volgens de (n+1)e rij met a 21 , de (n+2)e met a22 enz. en tel ze 
daarna bij de 2e rij op, enz. Zo doorgaande bereiken we, dat links 
boven een vierkante nulmatrix komt te staan, terwijl rechts boven 
de matrix C = AB verschijnt. Nu geldt dus: 
0 . 0 0 0 
D ::. 0 0 0 0 0 C n1 0 0 0 cnn 
-1 
0 ~11 
. . . b1n . 
0 :.1 b n1 ... b nn 
Breng de eerste n kolommen in bovenstaande rangschikking geheel 
0 
naar rechts. Di t heeft tot gevolg n lol. n = nc.:. verwisselingen, zodat 
2 
D=(-1)nlcl (-1)n = (-1)n(n+1 )1cl= lcLdaar n(n+1) even is. 










2 2 2 2 
Vb. 1. Bewijs.,, dat 
(a2+b1) (a2+b2) (a2+b3) (a2+b4) 
=0. 2 2 2 2 









Bewijs: 2 a1 a1 1 0 1 1 1 1 
2 1 0 2b1 
2b2 2b3 
2b
4 a2 a2 =0. 2 1 0 b2 b2 b2 b2 a3 a3 1 2 3 4 
a2 
4 a4 1 0 0 0 0 0 
Uitwerking van het linkerlid geeft juist de determinant.,, 
waarvan we het nulzijn Wilden aantonen. 
Vb. 2. Bewijs.,, dat 
l 
sin(ot +~ 1 ) sin(()!+p') sin (ra. +/1 ) 
sin(~+~') sin({l+/1') sin(~+/1 ) = o. 
sin ({ +r.1.1 ) sin(/+ fi') sin((+/') 
Bewi,js: sin « cos Q( 0 COS ()( I COS {J. I cos I' 
sin J! cos~ 0 sin Cl.' sin f., 1 sin / 1 = 
sin/ cost 0 0 0 0 
Uitwerking van het linkerlid geeft juist de determinant.,, 















2 4 1+c +c 
0 
(Pas een dergelijke methode als boven bij de voorbeelden en 
maak gebruik van opg. 5, blz. 126). 
2.Maak nog eens opgave 5, blz. 132. 
De productstelling voor determinanten kan worden uitgebreid tot 
rechthoekige matrices. Is A een (m.,,n)-matrix en Been (n,m)-matrix, 
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dan is AB een(m,m)-matrix. Het heeft dan zin te vragen naar }AB\ 
We onderscheiden de gevallen m > n en m < n: 
1. Is m :i, n.9 dan verandert AB niet, wanneer wij A aan de rechter-
kant met (m-n) nulkolommen.9 en B aan de onderkant met (m-n) 
nulrijen tot (m,m)-matrices aanvullen. De determinanten van de 
zo gevormde (m,m)-matrices zijn nul, en dus geldt volgens de 
productstelling: \AB\= 0 (vergelijk beide bovenstaande voorbeel-
den) . Dus: 
Stelling 7-~5 Is A een (m,n)-matrix en Been (n,m)-matrix en is 
m > n, dan is I AB l= 0. 
0pm. De juistheid van deze stelling kan ook direct worden ingezien 
door op te merken, dat de rijen van de productmatrix AB 
lineaire combinaties zijn van de rijen van B. AB bevat dus 
hoogstens n lineair onafhankelijke vectoren (zie opm. 2°, 
blz. 105) . Daar n < m is volgens stelling 7 .14 dus I AB I = 0. 
2. Voor het geval m < n kunnen we de volgende stelling ui tspreken: 
Stelling 7.36 Is A een (m,n)-matrix en Been (n,m)-matrix en is 
m < n 9 dan is ) AB 1 gelijk aan de som van de producten 
van de overeenkomstige onderdeterminanten uit A en 
B (d.i. een som van(~) producten). 
Hierbij spreken wij af, dat onderdeterminanten van de me orde van 
de (m,n)-matrix A en de (n,m)-matrix B overeenkomstig zullen worden 
genoemd, de kolommen van A, waaruit de eerste onderdeterminant is 
gevormd, dezelfde nummers dragen als de rijen van B, waaruit de 
tweede onderdeterminant is gevormd. 
Het bewijs van deze stelling zullen we niet geven. We lichten de 
zaak alleen toe aan een voorbeeld. 
Vb. Bewijs de identiteit van Lagrange: 
2 2 2 2 2 2 2 
(a1+a2+ .•. +an)(b1+b2+ ... +bn)~(a1b1+a2b2+ ... +anbn) + 
" 2 2 2 






a2 b2 ::: . . 







n r b~ 
i=1 l 
Toepassing van stelling 7.36 geeft, dat de determinant van het 






-( §: a.b.)2 = 
·4l -4 l . 1 ll l= l= l= 
Het rechterlid is de som van(-~))= ~ n(n-1) termen. 
Opg. Bewijs de identiteit van Lagrange oak zonder gebruikmaking van 
determinanten. 
Uit de identiteit van Lagrange volgt voor reele getallen a., b. 
l l 
direct de ongelijkheid van Cauchy-Schwarz (zie opg. 18 Analyse 
en verder oak blz. 23): 
2 2 2 2 2 2 2 
(a1b1+a2b2+ ..• +anbn) ~ (a1+a2+ ... +an) (b1 +b2+ ... +bn) . 
Het gelijkteken geldt dan en slechts dan als de vectoren 
a= (a1 ., ... ,an) en b = (b1 , ... , bn) dezelfde dragers hebben. 
Nag enkele beschouwingen over_het_o2lossen_van_lineaire_stelsels -------------------------
van_n_vergelijkingen_met_n_onbekenden_voor_grote_n;_bepaling_van_de 
inverse en de determinant van grate orde-matrices. -------------------------------------------------
Beschouw het lineaire stelsel: 
(1) 
n 
L a.k xk = b. 
k=1 l l 
( i=1, ... ., n) ; A= (a .. ) . lJ 
De exacte oplossing van (1) is als !Al~ O volgens Cramer direct 
neer te schrijven: X=A-1 b of: 
(2) 
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(2) is echter, zoals vroeger reeds opgemerkt voor grote stelsels, 
onbruikbaar voor practische berekening. De reden hiervan ligt in 
het feit, dat de berekening van een determinant van de ne orde 
uit zijn algebraische definitie, n! (n-1) vermenigvuldigingen 
vergt, en de berekening van alle xj uit (2) dus (n+1) n! (n-1) 
vermenigvuldigingen en n delingen, voor grote n dus totaal een zeer 
groot aantal bewerkingen. Er zijn weliswaar andere methoden voor 
determinant-berekening, die minder vermenigvuldigingen vereisen, 
doch di t aantal is dan toch nog van de orde E n2 ~ j n3 _. zoda t 
de gehele oplossing ""; n4 vermenigvuldigingen vereist (onder-
steld is, ook in hetgeen onder volgt, dat het rekenwerk voor een 
vermenigvuldiging en een deling ongeveer gelijk is, en dat n >.) 1). 
Zuiniger is de volgende methode: 
/ 
Beschouw in (1)de 1e en de jc vergelijking. Vermenigvuldig de eerste 
vergelijking met aj1 , de laatste met a 11 en trek de verkregen. ver-
gelijkingen dan van elkaar af. Resultaat: 
(a11aj2-aj1a12)x2+(a11aj3-aj1a13)x3+ .... +(a11ajn-aj1a1n)xn= 
Herhaal di t proces voor alle j met 1 < j t$ n. Er ontstaan ( n-1) 
vergelijkingen in (n-1) onbekenden x2 , ... ,xn, waarvoor nodig zijn 
geweest 2n(n-1) vermenigvuldigingen. Het proces zetten· we op 
x2 , ... xn voort totdat ook x2 , ... , xn-i zijn geelimineerd. 
Resultaat van dit zgn. eliminatie-proces van Gauss is het volgen-
de stelsel vergelijkingen~ 
( 3) 
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Het totale aantal vermenigvuldigingen bedraagt: 
2 [n(n-1)+(n-1)(n-2)+ ... +2.1] =; n(n2-1) (Bewijs dit laatste). 
voor de bepaling van de oplossing van (1) gaan we terugsubstitueren 
en lessen eerst x op uit de laatste vergelijking van (3). Substitu-n 
tie van de gevonden waarde voor x in de (n-1)e vergelijking van n 
(3) geeft x 1 ; x en x 1 gesubstitueerd in de (n-2)e vergelijking n- n n- 1 
van (3) geven xn_2 , enz. Dit proces vereist 2 n(n-1) vermenigvuldi-
gingen en n delingen, zodat het totale aantal van deze bewerkingen 
2 2 1 2 3 bedraagt 3 n(n -1) + 2n(n-1)+n, dus van de orde 3 n voor grote n. 
Zijn de coefficienten a .. van A bijv. niet al te grote gehele ge-
lJ 
tallen, dan zou het gehele eliminatie-proces zonder afronding kun-
nen geschieden. Bestaat ook de oplossing uit gehele getallen, dan 
worden deze op deze wijze exact verkregen. In andere gevallen, 
gaat i.h.a. de afronding een rol spelen; het proces dient dan ver-
fijnd te worden. We zouden dan bijv. als volgt te werk kunnen gaan~ 
1. Bepaal in absolute waarde het grootste element a 1J van de matrix 
A. 
2. Vermenigvuldig de Ie vergelijking achtereenvolgens met alle 
quotienten aiJ/a1J (i=1, ... ,n, i I) en trek de andere vergelij-
kingen er telkens vanaf. 
Het resultaat van deze operaties is een stelsel van (n-1) verge-
lijkingen, waarin xJ niet meer voorkomt. Ditzelfde "discriminatie-
eliminatie11-proces wordt op het nieuwe stelsel van (n-1) vergelij-
kingen toegepast enz., totdat weer een "driehoekig" stelsel ont-
staat van het type (3). Terugsubstitutie geeft dan de oplossing. 
Als delersvan de quotienten, waarmee we vermenigvuldigen z~n de 
grootste a .. gekozen van de coefficienten-matrices. Dit is gedaan lJ 
om te bereiken, dat bij elke eliminatiestap de eventueel optredende 
afrondings-fouten zo klein mogelijk worden gehouden. De overheer-
sendeelementen a 1J noemt men de 2!Y2t~ het proces: §±1ill1g§£§G_ill§t 
pivots-zoeken. 
Het aantal vermenigvuldigingen wordt ongeveer met de helft geredu-
ceerd, zodat voor grote n het proces van de orde 5 n3 is. 
Speciaal ook voor handberekening is de laatste methode bijzonder 
geschikt; omdat dan vlug kan worden overzien, waar de pivot zich 
bevindt. We kunnen ook zodanig elimineren, dat ook in de bovendrie-
hoek van A allemaal nullen worden gevormd (Gauss-Jordan proces). 
WR-A 174 
Op de plaats van het rechterlid ontstaat dan juist de oplossing. 
Di t is dezelfde methode, die in ~ 6 ui tvoerig is beschreven ( schoon-
veeg-procede). Het aantal vermenigvuldigingen is hier van de orde 
n 
L nk d. i voor grote n van de orde ½n3 (bewij s di t). 
k=1 
Een derde methode staat bekend als het zgn. Choleski-proces 
(of LU_(of_LDU)-decompositie). 
Het is gebaseerd op reductie van A tot een product van een onder-
driehoeksmatrix L (lower) en een bovendriehoeksmatrix U (upper). 1 ) 
Dus A= LU en Ax= LUx = b. We lossen dan eerst op Ly= b en daarna 
Ux = y door terugsubstitutie twee maal uit te voeren. De coeffi-
cienten 
product 
A in de 
1 .. en u .. van Len U worden verkregen door vorming van het 
lJ lJ 
LU en gelijkstellin~ van de elementen hiervan aan die van 
volgorde a11···a1n a21···a2n······an1"""ann" 
Het voorgaande kan ook dienen voor de bepnling van de inverse A-1 
van een niet-singuliere matrix A. De inverse matrix A-1 kan bijv. 
van belang zijn als we het stelsel (1) voor diverse rechterleden b 
willen oplossen. De oplossing kan wegens x = A-1b lineair in b 
worden uitgedrukt engem21dcelijker worden berekend als A-1 bekend is. 
Lossen we (1) op metals rechterlid achtereenvolgens den eenheids-
vectoren e1 , ... , en, dan vormen de oplossingen van den stelsels 
juist den kolommen van A-1 . We lossen dan immers op de matrixv~r~ 
-1 gelijking AX=I. De determinanten-methode voor het bepalen van A 
(blz. 130) geeft 
_ (m1:/IA! ... mn1/IAI) 
A 1= : , 
m1 °//Aj ... m /IA/ n nn 
met mij de minor van A bij het element 
a .. (vergel. (7 .21) . lJ 
Deze methode is voor grote n in de practijk weer onbruikbaar. 
Ook hier kunnen we Gauss-eliminatie 'toepc1.ssen, op dezelfde wijze 
zoals boven is geschetst. Als we dan bij het eliminatie-proces niet 
een rechterlid .~eetransformeren 9 doch alle n rechterleden e1 , ..• ,en, 
m.a.w. al,s we naast A rechts de eenheidsmatrix I plaatsen en het 
1) De diagonaalelementen van L worden veelal gelijk aan 1 gekozen. 
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eliminatieproces dus toepassen op de matrix (A,I), en als de 
eliminatie zich ook uitstrekt over de bovendriehoek van A 
(Gauss-Jordan proces) met reductie van A dus tot de eenheids-
matrix, dan ontstaat op de plaats van de oorspronkelijke I 
-1 rechts van de oorspronkelijke A juist A , geheel overeenkomstig 
de methode geschetst op blz.165 . Dit proces is danweer van de 
orde; n3 voor grote n. 
De Choleski-methode, toegepast voor matrix-inversie, reduceert 
-1 zoals boven eerst A tot het product LU. Dan geldt wegens AA =I 
-1 -1 -1 -1 dus LUA =I, zodat A =U L . Uit L (bijv. met elementen 1 op 
-1 -1 de hoofddiagonaal) berekenen we eerst L uit LL = I door 
gelijkstelling van coefficienten van linker-en rechterlid. Op 
analoge wijze berekenen we u-1 . Vermenigvuldiging van L-1 en 
-1 -1 U geeft dan de gevraagde A • 
Zijn we geinteresseerd i~ de determinant van een matrix van grote 
orde, dan merken we op, dat we deze met behulp van het op de 
matrix toe te passen eliminatie-proces van Gauss kunnen berekenen 
door het product te nemen van de pivots, evt.metverwisselingvan teken, 
Bij de Choleski-methode is de determinant gelijk aan het product 
van de diagonaal-elementffi1van Len U. Heeft L allemaal enen op de 
hoofddiagonaal, dan is de determinant dus gelijk aan het product 
van de diagonaal-elementen van U. 
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Gemengde Opgaven 
1) U is de deelruimte van een R
3
, die wordt opgespannen door de 
vector en 1=( 1., -3., 2) en '°S=( -1., 2., 1). 
Aan welke relatie voldoen de kentallen van een vector 
1=(x1.,x2,x3), die in U ligt. 
2) Bepaal de matrix van de homogene lineaire transformatie., 
waarbij de volgende correspondentie geldt: 
(1.,0.,1)--t(5,-1.,2), (1.,1.,0}--t(5,3,4), (1.,2.,3)-+(1.,-5.,-2). 
Heeft deze transformatie een inverse? 
3) Bepaal een lineair onafhankelijke basis voor de deelruimte 
van ·R4., die bestaat uit alle vectoren 1=(x1,x2,x3,x4), waar-
van de kentallen voldoen aan de homogeen lineaire vergelij-
king: x 1-2x2+3x3
=o. 
4) Een deelruimte U van R
3 
wordt bepaald door de vectoren 
1=(x1,x2 ,x3
), waarvoor geldt x 1+x2+x3
=o. 
a) Als de vector if=(2.,-2.,t) tot U behoort., bepaal dan t. 
b) Een deelruimte V van R
3 
wordt opgespannen door de vectoren 
~ en \1=( 2., 2, 5) . 
Bepaal de doorsnede Un V. 
5) In R
3 
zijn de deelruimten U en V gegeven door: 
U: x+2y-z=O, V: 3x-y+2z=O. Bepaal een lineair onafhankelijke 
basis voor de doorsnede Un V. 
6) Gegeven de vector en a\ -S., 7! en cf met de eigenschappen: 
1. 71, 13'., ~+-S+i vormen een lineair onafhankelijk stelsel. 
2. cf is lineair afhankelijk van 1 en b, zowel als van? en ""t. 
Bewijs., dat cf lineair afhankelijk is van 1. Kan? gelijk zijn 
➔ 
aan de nulvector., als d dat niet is? 
➔ ~ 4 
7) Gegeven de lineair onafhankelijke vectoren a., b., c. U is de 
-1<-,}-114 ➔ __,, 
vectorruimte, opgespannen door de basis b-c., a+b., a+c. 
1. Bepaal de dimensie van U. 




➔ ➔ ➔ 3. De vectoren (p,q,r) met de eigenschap, dat pa+qb+rc tot U 
behoort, bepalen een vectorruimte V. Geef een (lineair on-
afh.) basis voor V. 
-¼ -) ➔ ➔ 
8) Gegeven zijn de vier vectoren a, b, c end met de volgende 
eigenschappen: 
-> -) -¾ ➔ -4 
1. a is lineair afhankelijk van b enc, evenals van c end. 
-¼ ➔ -) 
2. b, c end vormen een lineair onafhankelijk stelsel. 
Bewijs, dat fi lineair afhankelijk is van d. 
9) Gevraagd wordt in R
3 
de vergelijking van het vlak, waarvan de 
parameter-voorstelling luidt: 
10) 
➔ x=(0,1,2)+ ~(1,-1,0)+ p.(0,1,1). 
Geef omgekeerd in R
3 





lineair ➔ 4 a is afhankelijk van b enc. 
-i 
onafhankelijk van 1 en 't. 2. b is lineair 
3. - =I= d. a 
Bewijs, dat t lineair afhankelijk is van "t. 
11) Beschouw in R
3 
de rechte lijn 1, gegeven door de vergelijking 
➔ x=(1,2,3)+ A(0,1,1), 
Gevraagd: 
1. De snijpunten van 1 met de drie coordinaatvlakken. 
2. De parametervoorstelling van het vlak V door 1 evenwijdig 
aan de lijn met richtingsvector (1,0,-2). 
3. De coordinatenvergelijking van V. 
12) Gegeven zijn in R4 met rechthoekig Cartesisch coordinatenstel-~ _, 
sel de vectoren: a=(10,5,15,0) en b=(1,2,2,4). 
➔ ➔ --4 -,:-1> • 1. Bepaal de vector v van de gedaante v=a+ ~o, die de klein-
ste lengte heeft (~ =parameter). 
2. Hoe groot is de hoek tussen b en~? ,, 
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13) Gegeven zijn in R
3 
met rechthoekig Cartesisch coordinaten-
stelsel 0XYZ de rechte 1: 
--t 
x=(-1,14,-3)+ A(-1,2,-2) en het punt P=(-1,2,3). 
1. Bepaal op l het punt Q, z6, dat PQ,J.. l. 
2. Bepaal de afstand van P tot l en een parametervoorstelling 
van de loodlijn PQ op 1. 
14) Bepaal in R
3 
met rechthoekig Cartesisch coordinatenstelsel 
0XYZ de hoek tussen de vlakken U en V met U: 2x+2y-z=5 en 
V: vlak door (1,3,-3) en (4,o,o), evenwijdig aan de z-as. 
15) Bepaal in R
3 
met rechthoekig Cartesisch coordinatenstelsel 
0XYZ de hoek tussen de lijn 1 en het vlak v~ 
~ 
1: x=(2,2,10)+ 1\(1,0,7). 
V: x+y+2z-5=0. 
Geef ook Vin parametervorm. Bepaal het snijpunt van 1 en V. 
16) Gegeven is in R
3 
het vlak U:2x+3y-4z=1 en het punt P(2,1,1). 
0nderzoek of 
1. Q,(1,3,2) aan dezelfde kant van U ligt als P. 
2. Evenzo voor R(1,-1,1) i.p.v. Q,. 
17) Gegeven zijn de vier rechten in een R
3
: 
➔ 4 ~ 
x= >.(0,1,0); x=(1,0,0)+ ;.i..(0,0,1); x=(0,1,1)+ ii(1.,0,0); 
~ 
x=(2,2,0)+ ~(-1,0,1). 
Bepaal de rechte, die deze vier rechten alle snijdt. 
Bepaal ook de coordinaten van de 4 snijpunten. 
18) dn is een determinant van de ne orde met algemeen element 
aik' zodanig, dat a11=1 (i=1, ... ,n); ai,i+'1=i
2
, a1+1, 1= -1 
(i=1, ... ,n-1); alle andere elementen zijn nul. 
Bewijs, dat voor n > 2 de volgende recursieformule geldt: 
2 d =d 1+(n-1) d 2 . n n- n-
Welke functie is d van n? n 
19) dn is een determinant van de ne orde met algemeen element 
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aik' zodanig., dat a 11=cos f; aii=2cosr (i=2, ..• ,n); 
a o o +"'=1, a o +"' . =1 ( i=1, .•. ., n-1); alle andere elementen 
l,l I l 1,l 
zijn nul. 
Bewijs., dat voor n > 2 de volgende recursieformule geldt: 
d =2 COS'/ d ,,.-d 2· n n-, n-
Welke functie is d van n en p? n 
20) Bereken de determinant van de ne orde, met algemeen element 
aik' waarvoor geldt: 
aii=1+x
2 
(i=1, ... ,n); aij=x voor li-jl =1 voor 
i=1., ... , n., ( 1 ~ j , n); alle elementen bui ten de hoofddiagonaal 
en de twee nevendiagonalen zijn nul. 
~ ~ 
21) Druk in een R
3 
de vectoren x 1=(2,1,0),x2=(3,1.,1) en 
"°1
3
=(2,-1,7) uit als lineaire continaties van 11=(0,2.,1)., 
y2=(-1,6,2) en 13=(1,3,4). Evenzo omgekeerd: de vectoren ->-> ➔ 0--,> ➔ .....I;,. y 1, y2, y 3 in x 1, x2 en x 3 . 
22) GBgeven is dat de ruimte, opgespannen door de oplossingsvecto-





+ bx4= 0 
- x2 + ax3 - 5x4= 0 
de dimensie 2 heeft. Bepaal a en b. 
Geef een (lineaire onafh.) basis voor de oplossingsruimte 
van het stelsel. 
Geef in determinantvorm de voorwaarde, die nodig en voldoende 
is, opdat de volgende drie rechten in het platte vlak door 
, , 
punt gaan: een 
a 1x + b1y + c1 = 0 
a 2x + b2y + c2 = 0 ,,, 
a
3





Los het volgende stelsel vergelijkingen op: 
{: + y + z = 1 + my + z = m + + mz 2 y = m 
Is voor iedere waarde van m het stelsel oplosbaar? 
Los op het stelsel vergelijkingen: 
{ 
x1 + bx2 + x3 = 1 
ax 1 + x2 + dx3 
= 1 
x1 + cx2 + x3 = 1 
en beschouw alle gevallen., die zich kunnen voldoen. 
Gegeven is., dat het stelsel vergelijkingen: 
2x + y - z + 2 = 0 
3x + 2y + az + 2 = 0 
5x + by - 3z + C = 0 
X + 3Y + 2z + d = 0 
tenminste twee oplossingen bezit., die lineair onafhankelijk 
zijn. 
Bereken a.,b,c end en geef alle oplossingen van het stelsel 
voor de gevonden waarden van deze grootheden. (examen sept. 162) 
27) Bepaal voor alle reele waarden a en b de oplossing(en) van 
het stelsel vergelijkingen: 
2 = 0 
{ 
X + 2y + 4z -
2x + ay + 8z - a= O 
bx+ y + 2z 2b = 0 
28) Bepaal voor alle reele waarden van a de oplossing(en) van de 
stelsels: 
y - 2a - 2 
y - 3 
= 0 
= 0 ·{ 2a: : 
(3a-1)x + ay - 7a + 2 = O 
. , 
{
ax:+ y+ z-1=0 
+ ay + z = a 
+ y + az -a2 = O 
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Evenzo voor reele a,b en C de oplossing(en) van het stelsel: 
{ ax 
+ by + CZ = b+c 
bx + cy + az = c+a 
ex + ay + bz = a+b 
29) In de drie dimensionale ruimte met rechthoekig Cartesisch 
coordinatenstelsel OXYZ zijn de volgende twee rechten ge-
geven; 
1: Jx + y - 1 =0, 
m: 15 z = -p 
2x - y + z = 1 
4x - 12y + 5z = p 
. , 
1. Onderzoek voor welke waarde(n) van p de rechten 1 en m 
elkaar snijden. 
2. Bepaal voor de onder 1. bedoelde waarde(n) van peen 
der hoeken, die door 1 en m worden ingesloten. 
JO) Onderzoek voor alle reele waarden van a en b de oplossingen 
van het stelsel vergelijkingen: 
31) 
- 8z - b = 0 
+ 7z + b = 0 
- az - 1 = 0 , 
en geef de eventueel aanwezige oplossing(en) aan. 
Toon aan, dat het stelsel: 
4x 2y - Jt = -4z 
-x - 2y + 2t = z 
X - y + t = z 
2x + y - t = 0 
een oplossing bezit, die niet de nul-oplossing is. 
Bepaal verder de waarde(n) van p, waarvoor het stelsel: 
4x - 2y + 4z = 3 
-x 2y z = -2 
X y z = -1 
6p3x + 6p2y -10pz = 9 
een oplossing bezit. 
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32) Gegeven is, dat het stelsel: 
{ x1 
+ X - x3 = 2 2 
-x + ax2 + x3 = -2 
2x~ + 2x + ax3 
= 4 2 
tenminste twee oplossingen heeft. Bepaal a en de oplossingen. 
33) Elimineer x, y en z uit de vergelijkingen: 
+ ay + a 2z 4 X = a 
X + by + b2z = b4 
X + cy + c 2z = C 
!~ 
X + dy + d2z = d4 
34) Gegeven is het stelsel lineaire vergelijkingen: 
X + (3a+1)y 
{a+2)x + (a+1)y 
X + ( a+2 )y 
( a+1 )x + ( 3-a )y 
+ az - 2 = 0 
z - 5 = O 
-(a+1)z-a-1=0 
- a = O 
Gevraagd a zo te bepalen, dat het stelsel oplossingen heeft. 
Bepaal alle oplossingen voor die waarde(n) van a. 
35) Bepaal de waarde(n) van a, waarvoor het stelsel vergelijkingen 
+ 2ay - 3Z = 6 
+ 3z -7a= 0 
y + 3az+1 = 17a 
meer dan ~~n oplossing heeft. Geef bij de gevonden a de op-
lossing (bijv. in vectorvorm). 
Idem voor het stelsel: 
[ 
ax + 2y - z - 1 = 0 
X +(a+1)y + Z - 2 = 0 
x - y +(a+2)z+1-a= O 
36) Gegeven is, dat het stelsel: 
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ax + y 2z = -1 
X - 3Y - 4z + 7 = 0 
(a+1)x - 5Y - 3z - 4 = 0 
6x + by - 3z + 1 = 0 
2x + 7Y + z = 0 
oplosbaar is. Bepaal a, b en de oplossingen. 
37) a) Bepaal in de vergelijking y=mx m zo, dat in R2 (met 
rechth. Cartesisch coordinatenstelsel) de door y=mx voor-
gestelde rechte twee samenvallende punten met de cirkel 
x2+y2-6x-2y+8=0 gemeen heeft. Wat is de meetkundige be-
tekenis? Behandel dit vraagstuk bij voorbeeld (ook) op 
de volgende wijze: de cirkel zal van de lijn een koorde 
afsnijden, wier lengte een functie van mis. Bepaal die 
functie en vindt met behulp daarvan de raaklijn uit O aan 
de cirkel. 
b) Bewijs, dat de raakkoorden van een cirkel, behorende bij 
de punten van een rechte geheel buiten deze cirkel, in 
een R2 een lijnenwaaier vormen. 
38) Bewijs, dat in R2 (met rechth. Cartesisch coordinatenstelsel) 
de ellips x2+2y2=a2 en de parabool x2=2py elkaar loodrecht 
snijden. 
39) Herleid tot z 1 n eenvoudigste vorm de volgende determinant~ 
40) 
a-b-c 2a 2a 
2b b-c-a 2b' 
2c 2c c-a-b 
Gegeven is de matrix: 
a-b b-c c-b b-a 
b-c c-b b-a a-b 
M= 
c-b b-a a-b b-c 
b-a a-b b-c c-b 
Gevraagd te bewijzen: 
1. det M = O. 
2. De minoren van alle elementen van M zijn gelijk. 
Aan welke voorwaarden moeten de elementen van een vierkante 
matrix voldoen, opdat de minoren van alle elementen gelijk zijn? 
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§ 8. Beknopte theorie der eigenwaarden en eigenvectoreu van 
matrices 
1. Inleiding 
In de lineaire algebra en de numerieke analyse speelt het probleem 
van de bepaling van eigenwaarden en eigenvectoren van matrices 
een zeer belangrijke rol. Het kan als volgt worden gedefinieerd. 
Zij gegeven een vierkante matrix A; gevraagd die waarden van~, 
waarvoor het stelsel vergelijkingen: 
( 8. 1) A X = AX 
een niet triviale oplossing x bezit (dwz x / nuloplossing). 
De waarden van~ heten de eigenwaarden (eigenvalues, characteristic 
values (roots), latent roots) van A; de corresponderende vectoren 
x heten de eigenvectoren van A. Uit (8.1) volgt, dat iedere vector 
x bepaald is op willekeurige multiplicatieve constante na. 
Iikwijls word.en de eigenvectoren genormeerd op bijv. 11 lengte 11 1 
(dwz de som van de kwadraten van de kentallen van xis gelijk aan 
1) of zo, dat het grootste element van de vector gelijk is aan 1. 
Een vector x, die aan (8.1) voldoet, heet ook wel een eigenkolom 
van A. 
We kunnen het probleem ook zo interpreteren, dat als A reeel van 
de ne orde is, de reele eigenvectoren die vectoren f nulvector 
in een R zijn, die door de bijbehorende lineaire transformatie n 
A overgevoerd worden in een vector, die op een scalaire factor 
na gelijk is aan de oorspronkelijke vector. Deze factor heet de 
bij de eigenvector behorende eigenwaarde. 
Opm. Het eigenwaardeprobleem komt ook wel voor in de vorm: 
(8.2) C X = AB X 
bij gegeven vierkante matrices C en B. Is B niet-singulier, dan 
is (8.2) aequivalent met B- 1c x = AX van de vorm (S.1). 
Bij het bepalen van de oplossing van een stelsel simultane line-
aire differentiaal vergelijkingen met constante coefficienten, ,, 
heeft men met een eigenwaardeprobleem te maken. Is het stelsel b.v. 
van de 2e orde, en bestaat het uit n vergelijkingen, dan kan het 
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stelsel geschreven worden in de vorm 
(8.3) A X + B x + C x = O, 
waarin A.,B en C (n x n)-matrices en de punten differentiaties 
naar de onafhankelijke veranderlijke, zij t,voorstellen. 
Het stelsel (8.3) is te herleiden tot 2n vergelijkingen, bij 
introductie van de niauwe variabelen x=p; (8.3) gaat dan over in 
de 2n vergelijkingen: 
(8.4) 
Volgens de theorie van de lineaire differentiaalvergelijkingen 
(Meulenbeld en Baart, deel II, § 102) is de oplossing van (8.4) 
een lineaire combinatie van oplossingen van het type: 
~t ~ . x=ae ,p=be , met Aa=b. Uit (8.4) en deze oplossingen volgt 
de relatie 
( 8. 5) A ;>.. b + Bb+Ca = 0 . 
Gecombineerd met na=b voert dit tot de matrixvergelijking: 
( 8 .6) 
Stellen we de 2n-vector (~) gelijk aan z, dan is (8.6) van de 
vorm APz=Qz, aequivalent met (3.2). 




0 { + x2 + x1 + x2 = 2x 1 + Jx2 + x1 2x2 = 0 
voorgesteld kan worden door [ x 1 - a 
3t + 5 b -t e e 
3t - b -t x 2 =-a e e 
Een ander probleem, dat aanleiding geeft tot een eigenwaardebe-
paling; is dat van de bepaling van de perioden van de vrije 
trillingen van een dynamisch systeem om een evenwichtstoestand. 
De differentiaalvergelijking is van de vorm: 
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(8.7) A .x = -B x (harmonische trilling). 
Zijn A en B positief definiete matrices (d.z. symmetrische 
matrices met uitsluitend reele positieve eigenwaarden), dan kan 
worden aangetoond, dat de oplossingen van (8.7) lineaire combi-
t . . . d 1 " d ii\t t 1 na ies ZlJn van e op ossingen van e vorm x=ye , me ree e 
~, die gesubstitueerd in (8.7), voldoen aan de vergelijking 
A A2y=By van het type (8.2). 
2. Enkele eigenschappen en definities 
Uit (8.1) volgt, dat de eigenwaarden A van A de wortels zijn van 
de vergelijking 
(8.8) 
want dan en slechts dan heeft (8.1) andere oplossingen dan de 
nuloplossing, als de determinant van de coefficientenmatrix van 
(8.1), d.i. het linkerlid van (8.8), gelijk is aan nul. 
Deze determinantenvergelijking heet de karakteristieke vergelijking 
van A (ook wel genaamd eigenwaardenvergelijking, seculaire verge-
lijking of S-vergelijking). Uitgeschreven, als A=(a1 j) een 
vierkante n-matrix: 
a11->-- a12 a1n 
(8.8) a) a21 a22-" .. a2n = o. 
. .. 
a n1 a n2 a a -11 n,n-1 nn 
Deze determinant heet de karakteristieke determinant*) van A. 
Het is de determinant van de coefficientenmatrix van de op 
rechterlid O herleide eigenwaardevergelijking (8.1). De ontwik-
keling van deze determinant is een veelterm van de ne graad in A,de 
karakteristieke veelterm van A: 
(8.9) 
*) Verwar dit begrip vooral niet met het onder dezelfde naam 
voorkomende begrip bij de theorie der lineaire vergelijkingen 
( blz .141). 
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(8.9) heeft volgens de hoofdstelling van de algebra n wortals, 
den eigenwaarden, die re~el of complex kunnen zijn, enkelvoudig 
of meervoudig. Het is eenvoudig in te zien, dat alleen de reele 
oplossingen voor A bij een reele matrix A kunnen leiden tot 
reele eigenvectoren van (8.1). 
Zoals reeds opgemerkt is een eigenvector op een factor na bepaald, 
indien ongenormeerd. Dit betekent, dat iedere eigenvector een 
deelruimte opspant van dimensie 1 in een n-dimensionale vector-
ruimte en (d.i. de verzameling van aDe n-vectoren met complexe 
kentallen), invariant bij transformatie met matrix A. 
Vb. Zij A= (~ 1 ~). De karakteristieke vergelijking, die bij A 
behoort, luidt: ,~~A ~-Al=o of (1-A)2+1=0. Dit geeft de eigen-
waarden ,- = 1 +i . 
Bij 11.=1+1 vinden we de ei.genvectoren ui t {
-ix 1+~2 =0 
-x 1-ix2 =0 
De algemene oplossing hiervan is x 1=t, x 2=it. De invariante een-
dimensionale deelruimte 3 die bij ?-. ='1+1 behoort, wordt dus in een 
c2 opgespannen door de eigenvector (1,1). Evenzo behoort bij de 
eigenwaarde A=1-i in de c2 een invariante een-dimensionale deel-
ruimte, opgespannen door de eigenvector (1,-1). 
Zoals op blz.62 gedefinieerd, wordt de kern van een transformatie 
A gevormd uit alle vectoren van een R (of C ), die door A over-n n 
gevoerd warden in de nulvector. Als nu A een lineaire transforma-
tie is met matrix A singulier, dan heeft A zeker een eigenwaarde, 
die gelijk is aan O. 
Iedere met deze eigenwaarde corresponderende eigenvector spant 
een invariante deelruimte op, die door A overgevoerd wordt in de 
nulvector. Dus als A singulier, spannen de lineair onafhankelijke 
eigenvectoren van A, die corresponderen met A=O, tezamen met de 
nulvector, juist de kern van A op. Het is verder duidelijk, dat 
een lineaire transformatie dan en slechts dan een vector/ nul-
vector, invariant laat, als deze transformatie bij een matrix be-
hoort, ,di~genwaarde bezit,die gelijk is aan 1. 
Stelling 8.1. Bij verschillende eigenwaarden behoren lineair on-
afhankelijke eigenvectoren. 
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~~~!J~: Laten we aannernen., dat A1, ~ 2 , ... , Arn twee aan twee 
verschillende eigenwaarden zijn van een vierkante matrix A van de 
ne orde, dat x 1 een eigenvector is bij A1, x2 een bij A2 , •.• ,xrn 
een bij A behorend. Bewijs uit het ongerijrnde: Stel, dat rn 
x1'x2 , ... .,xm lineair afhankelijke vectoren zijn. Er is dan altijd 
een getal r te vinden ( 1 ~ r < m), zc5., dat x 1,x2 , ... ,xr+'1 lineair 
afhankelijk, terwijl x 1,x2 , ... ,xr lineair onafhankelijk. Laat nu 
de volgende relatie bestaan tussen x 1,x2 , ... ,xr+'1' 
I: c 1x 1+c 2x 2+ ... +cr+1xr+1=0, met (c 1,c 2 , ... ,cr+1)/ nulvector. 
Links verrnenigvuldigen van I met A geeft volgens (8.1): 
II: c1~1x1+c2~2x2+ ... +cr+1~r+1xr+1=0. 
Verrnenigvuldig verder I met Ar+ 1 en trek het resultaat van II af. 
Er ontstaat: 
III: c1(~1-Ar+1)x1+c2(A2-Ar+1)x2+ ... +cr(Ar-Ar+1)xr=O. 
Daar x 1,x2 ., ... ,xr lineair onafhankelijk zijn en Aif Ar+'1 voor 
i=1,2, ... r, volgt uit III: c 1=c 2= ... =cr=O. Doch dan is cr+'1f0, 
hetgeen volgens I irnpliceert xr+1=nulvector, hetgeen is buiten 
gesloten. 
Opgaven 
1) Bepaal de eigenwaarden en eigenvectoren 
a)(~ 
1
;); b) (-~ -~} c) (! -~); d) (! 
2 2 1 





e) 1 2 1 1 ' 
3 3 ' 
1 2 2 0 0 
3 3 3 
(-~ 





de volgende matrices n; 
~); h)( ~ 
1 :} 0 3 -6 5 
(: 
0 ~} 0 1 
2) Gegeven is de lineaire vectortransformatie 1 1 =A '1 met A de 
symm~trische matrix (~ ~). 
a) Bepaal de eigenvectoren. 
b) Toon aan, dat de twee stelsels eigenvectoren loodrecht op 
elkaar staan. 
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3) Bewijs, dat als A een niet-singuliere matrix is, de eigenwaar-
den van A- 1 de inversen zijn van die van A. 
4) 
5) 
Wat is de som en wat het product van de eigenwaarden van de 
matrix 
2 1 -1 0 
1 3 4 2 
-1 4 1 2 ~ 
0 2 2 1 
Wat is bij een vierkante matrix de relatie van de som en het 
product der eigenwaarden tot het spoor en de determinant van 
de matrix? 
Bepaal de eigenwaarden en eigenvectoren van de matrix 
(50 -252 240 ) 
29 -154 150 l. 
21 -114 112 
(Hint: de eigenwaarden van de matrix zijn geheel!) 







aan, en bepaal met behulp hiervan een eigenwaarde van de 
matrix (examen 1961). 
7) Gegeven is de matrix 
M = (_~ -~ _; ) 
a) Leid een voorwaarde voor de elementen a,b enc af, die 
nodig en voldoende is, opdat de matrix M een eigenwaarde 
2 bezit. 
" b) Laat M een eigenwaarde 2 bezitten. Bewijs, dat dan de vec-
tor (2,-1,0) een eigenvector van M behorende bij de eigen-
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waarde 2 is, indien geldt: 2a-b-4=0. 
c) Bereken a,b enc als M een eigenwaarde 2 bezit en bovendien 
gegeven is, dat de vector ( 1,0,-1) een eigenvector van M 
is behorende bij een eigenwaarde f 2. (examen maart 1962). 
3. Equivalentie 
Volgens stelling 7.32 blz. 165 is een matrix Adan en slechts 
dan equivalent met een matrix B, als er niet-singuliere matrices 
Men N bestaan, zodanig, dat B=MAN. Een equivalentie in engere 
zin treedt op, als de matrices Men N zodanig gekozen kunnen 
warden, dat ze elkaars inverse zijn, dwz. als er niet-singuliere 
matrix P bestaat, zodat 
(8.10) B=P- 1 AP 
(en dus ook A=Q- 1 B Q, als P- 1=Q). 
In de eigenwaardetheorie speel t deze II speciale 11 eq ui valentie van 
matrices een zeer belangrijke rol. Spreken we in het vervolg over 
equivalentie, dan zullen we, tenzij anders vermeld, onderstellen 
deze speciale equivalentie te bedoelen. Ius: 
Definitie: Een matrix Bis equivalent met een matrix A, als er 
niet-singuliere matrix P bestaat, zo dat B=P- 1A P. De transfor-
matie van A in P- 1A P heet een equivalentie-transformatie 
-1 (similarity transformation); P AP wordt wel de getransformeerde 
van A genoemd met betrekking tot de matrix P. 
Opm. Op grond van deze definitie moeten A en B ingeval er van 
equivalentie sprake is vierkante matrices zijn van dezelfde orde 
( waarom?). 
Stelling 8.2. Equivalentie van matrices is een 11 equivalentie-
relatie11 in de zin van@ 7, blz.161 (reflexief, symmetrisch en 
transi tief) . 
~§!!J~i Neem P=I, dan is A equivalent met zich zelf, dus equiva-
" -1 -1 -1 lentie reflexief. Voorts als B=P AP, dan is A=P BP =Q B Q 
als Q=P- 1, dus symmetrisch. Tenslotte geldt, als B=P- 1A Pen 
-1 C=R BR, dat 
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C=R- 1(P- 1A P)R=(R- 1P- 1 )A(PR)=(PR)- 1A(PR) 
waarmede de transitiviteit is aangetoond. 
-1 =S AS, als S=PR, 
Opm. Op grond van de symmetrie in het equivalentie-begrip kunnen 
we zonder dubbelzinnigheid spreken van "equivalente matrices A 
en B''. 
Stelling 8.3. Equivalente matrices hebben gelijke determinant, 
dezelfde karakteristieke vergelijking (veelterm) en dezelfde 
eigenwaarden. 
~~~!j~: a) Als B=P- 1AP, dan geldt volgens de productstelling voor 
determinanten (blz.167): 
l B I = I p- 1 I I A I I PI = I P - 1 I j P I I A I = I F - 1 P I I Al = I I l I A I = I Al . 
b) IA-Ail=IP-\A-;..I)Pl=\F- 1AP-AP- 1IFl=IP- 1AP-Ait. 
A en P- 1AP hebben dus dezelfde karakteristieke veelterm, dus 
dezelfde karakteristieke vergelijking, en dus ook 
c) dezelfde eigenwaarden. 
Opm. A en B behoeven niet noodzakelijk (en in het algemeen zelfs 
zeker niet) dezelfde eigenvectoren te bezitten, want als x een 
eigenvector is van een matrix A, behorende bij een eigenwaarde A 
en Peen willekeurige niet-singuliere matrix, dan is volgens 
(8.1): Ax= AX, dus (P- 1AP)P- 1x=P- 1A Ix=F- 1Ax= 7'P- 1x., zodat P- 1x 
een eigenvector van P- 1AP is behorende bij dezelfde eigenwaarde 
A, als waartoe x behoort met betrekking tot de matrix A. Daar 
Peen willekeurige niet-singuliere matrix is, treedt P- 1x in het 
algemeen niet als eigenvector van A op. 
Nu ge!dt inderdaad: 
a) IA!= IBI= -5. 
b)1- 3 -I\ 4 I =(-3-).)(-1-i\)-8=,--2+4A-5=(,\+5)(i\-1)== 2 -1 -A 11- i\ o l O -5-)... . 
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c) A en B hebben dezelfde eigenwaarden 1 en -5. 
d) Een bi j ). = 1 behorende eigenvector van A is (1,1), idem bij 





bij A= -5 behorende eigenvector 
-1 P AP: ( 0, 1); 
(_~)= c- ~ 
van A is (2,-1), idem 
Opg. Bewijs dat iedere matrix, die equivalent is met een diago-
naalmatrix ook equivalent is met z•n getransponeerde (dezelfde 
eigenschap geldt zelfs voor iedere matrix, dus ook die, die niet 
equivalent zijn met een diagonaalmatrix (zgn defecte matrices, 
z i e b 1 z • 2 00) ) • 
4. Over eigenwaarden en eigenvectoren van matrices in samenhang 
met de equivalentie-transformatie; transformatie van matrices 
tot de diagonaalvorm en driehoeksvorm. 
Het probleem, dat we zullen behandelen, betreft de transformatie 
(reductie) van een gegeven (vierkante) matrix A tot bijzondere 
matrices door middel van een equivalentie-transformatie. Is bijv. 
reductie van A tot een diagonaalmatrix (zoals in het voorbeeld 
boven) altijd mogelijk? Het zal blijken, dat dit niet bij elke 
matrix mogelijk is. 
Onderstel eerst eens, dat A equivalent is met een diagonaalmatrix 
/\, dus dater niet-singuliere matrix S bestaat met s- 1As; /\. 
Volgens stelling a.3 hebben A en Adan dezelfde eigenwaarden.De 
eigenwaarden van een diagonaalmatrix zijn juist de elementen van 
de hoofddiagonaal. Deze diagonaalelementen zijn dus juist de 
eigenwaarden van A. Dus: 
Stelling 8.4 Als een matrix A van de ne orde equivalent is met 
een diagonaalmatrix A , dan is 
I\ 0 1 






waarin de diagonaalelementen A1, A2 , ... , An de eigenwaarden zijn 
van A. 
Ui t S- 1AS= /\ volgt AS=S /\ . 
Laat A=(aij), S=(sij) zijn en A1, ~2 , ... , An de eigenwaarden van 
A, dus de diagonaalelementen van/\. Dan geldt dus: 
( 8. 11) AS=S A = 
An 82n 
Als nu s 1,s2 , ••• ,Sn den kolomvectoren van S zijn, ziJn die van 
SI\ volgens (8.11): -,.1 s1, A 2S2 , ... , "'nSn; die van AS zijn 
AS 1,As2 , ... ,ASn. Gelijkstelling geeft 
( 8. 12) AS.= ,._, S. 
l l l 
(i=1,2, ... ,n) 
Volgens (8.1) drukt (8.12) uit, dat de ie kolom van Seen eigen-
vector van A is, die correspondeert met de eigenwaarde A 1 . 
Omgekeerd geldt, dat iedere matrix S, waarvan de ie kolom een 
eigenvector van A is, die correspondeert met de eigenwaarde 
"i (i=1,2, ... ,n) voldoet aan de matrixvergelijking AS=SI\ met A 
de diagonaalmatrix met diagonaalelementen gelijk aan de eigenwaar-
den A .• Is S niet-singulier, dus bestaat Suit n lineair onaf-
l 
hankelijke kolomvectoren, eigenvectoren van A, dan geldt dus 
s- 1AS= A, zodat A equivalent is met een diagonaalmatrix, m.a.w. 
Stelling 8.5 Een nodige en voldoende voorwaarde voor het equiva-
lent zijn van een matrix A van de ne orde met een 
diagonaalmatrix /\, is dat A n lineair onafhanke-
lijke eigenvectoren bezit. s- 1AS is dan en slechts 
dan een diagonaalmatrix Aals de kolomvectoren van 
S lineair onafhankelijke eigenvectoren van A zijn. 
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De diagonaalelementen van A ZlJn de eigenwaarden 
van A. Het ie diagonaalelement van/\ is gelijk aan 
de eigenwaarde van A, die correspondeert met een 
eigenvector van A gelijk aan de ie kolom van S. 
Vb.1) In vb. blz.191 is s- 1As een diagonaalmatrix /\ als 
S=P=(=~ -~) en A=(-~-~), en wel de diagonaalmatrix (6 
De eigenwaarden van A zijn 1 en -5, de diagonaalelementen 
van /\ . Volgens stelling 8. 5 moeten de kolomvectoren van 
S: (-1,-1) en (-2,1) eigenvectoren van A zijn, resp. be-
horende bij A=1 en A= -5, zoals inderdaad ook het geval 
is. 






~ tot een diagonaalmatrix 
door middel van een equivalentie-transformatie. 
Opl.: De eigenwaarden van Avinden we uit de karakteristieke ver-
4-'A 2 -2 
gelijking: -5 3-A 2 =0 of 
-2 4 1-i\ 
,_'.3-8l+17 'A -10=(i\-1)(1'-2)('--5)=0. De eigenwaarden van A zijn 
dus: "-J=1, " 2=2.9 A3=5. 
Zoals direct is te verifieren ziJn de vectoren (2,1,4), 
(1,1,2) en (0,1,1) eigenvectoren van A resp. corresponderen-
de met de eigenwaarden 1,2 en 5. Volgens stelling 8.5 zal de 




~ ) , A reduceren tot de diagonaalmatrix (i 
Controleer dit. 




Stelling 8.6 Als de eigenwaarden van een matrix A alle verschillend 
&jn (karakteristieke veelterm dus het product van ver-
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schillende lineaire factoren, karakteristieke verge-
lijking dus enkelvoudige wortels), dan is A 
equivalent met een diagonaalmatrix. 
Opm. Als de eigenwaarden van een matrix niet twee aan twee ver-
schillend zijn, behoeft de matrix niet equivalent te zijn 
met een diagonaalmatrix. 
De matrix A=(_~ -~) bijv. heeft de tweevoudige eigenwaar-
de O. De eigenvectorenzijn van de vorm (t,-t). A bezit dus 
niet 2 lineaire onafhankelijke eigenvectoren, en kan dus 
volgens stelling 8.5 niet equivalent zijn met een diagonaal-
matrix. 
Heeft een matrix wel meervoudige eigenwaarden, en is hij 
zgn niet-defect (zie blz.200), dan is hij wel te diagonali-
seren. Dit houdt verband met het feit, dat voor diagonali-
sering noodzakelijk en V8ldoende is dat het aantal lineair 
onafhankelijke eigenvectoren, dat bij elke eigenwaarde be-
hoort, gelijk is aan de multipliciteit van de betreffende 
eigenwaarde, (zie blz.200). 
Beschouwen we i.p.v. A z 1 n getransponeerde AT, dan ZlJn de eigen-
waarden van AT die waarden van 'A , die voldoen aan l AT - "I { =O. 
T T Daar (A-AI) =A -AI en de determinant van een matrix gelijk is aan 
de determinant van z'n getransponeerde, hebben A en AT dezelfde 
eigenwaarden. De eigenvectoren van A zijn echter in het algemeen 
verschillend van die van AT. 
Stel nu eens, dat A1, A2 , ... , An n onde~ling verschillende 
eigenwaarden zijn van A (en dus ook van A), dus ~./ A. voor 
l J 
i/j. Zi4 x 1,x2 , ... ,xn resp. y 1,y2 , ... ,yn n eigenvectoren van A 
resp. A corresponderende met A1 , A2 , ... , An· Dan geldt voor 
i=1,2, ... ,n dus: 
(8.13) 
(8.14) T A Y. = "-. Yi· l l 
en 
De getransponeerde vgl. van (8.13) luidt: 
" 
(8.15) xiAT = AiXi 
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T Men noemt yi (i=1,2, ... ,n) veelal de eigenrijen van A die corres-
ponderen met A. (resp. voor i=1,2, ... ,n). Eigenkolommen (-rijen} 
l 
van AT zijn dus eigenrijen ~kolommen) van A. 
T Uit (8.14) volgt bij voorvermenigvuldiging met xj: 
( 8. 16) 
Rechtsvermenigvuldiging van (8.15) met y. geeft bij verwisseling 
J 
van i en j: 
( 8. 17) 




T O=(A.- ~.)x. y., zodat als i/j de onderstelling A./ AJ. 
l J J l l 
( 8. 18) 
leidt tot 
( 8. 19) T xj Yi= 0 
(8.19) drukt uit, dat de 2 stellen vectoren xi (i=1, ... ,n) 
en yj (j=1, ... ,n) zgn. biorthogonaal zijn. Als A bovendien reeel-
symmetrisch is en dus geldt A=AT, dan volgt uit (8.13) en (8.14), 
dat xi en yi langs dezelfde drager vallen, want zoals we straks 
zullen zien is bij een enkelvoudige eigenwaarde de bijbehorende 
eigenvector (op een factor na) bepaald. 
Bij een reele symmetrische matrix geldt dus, dat eigenrijen tevens 
eigenkolommen zijn (en omgekeerd), terwijl 
(8.20) ( i/j) O (dus x. en x. orthogonaal). 
l J 
Bovendien geldt, dat bij een reele symmetrische matrix de eigen-
waarden ook reeel zijn, want als A een niet-reele eigenwaarde is, 
is ook de toegevoegd complexe waarde ~ een eigenwaarde, die dus 
verschilt van A. Uit (8.20) volgt dan dat het scalaire product 
van de corresponderende eigenvectoren xi, en xi (xi is toegev. 
complex van x.) gelijk is aan O. Doch dan moet O gelijk zijn aan 
l 
de som van de kwadraten van de reele en de imaginaire gedeelten 
van de kentallen van x .. x. is dan noodzakelijk een nulvector, 
l l 





T Zij nu Y= y 2 de (n,n)-matrix met ~!J~~ gelijk aan den eigen-
···· rijen Yi van A (wel of niet-symmetrisch) met 
T yn verschillende eigenwaarden, en X=(x 1 x2 ... xn) 
de (n,n)-matrix met t2!2~~~~ gelijk aan den eigenkolommen x1 van 
A, dan geldt volgens (8.14) getransponeerd, 
T 
)-.1y 1 
(8.21) y A == 
T Stel nu, dat voor zekere i zou gelden x.y.==O, dan is van deze 
l l 
aanname, in verband met (8.19) het gevolg, dat de vergelijking 
XTu==O een oplossing u=yi ongelijk de nulvector moet bezitten, dus 
dat X singulier is. Volgens stelling 8.1 evenwel zijn wegens 
A./ A. voor i/j, den eigenvectoren x. lineair onafhankelijk, 
l J l 
zodat (volgens stelling 7.13) X niet-singulier is. Uit deze tegen-
T spraak volgt dus x1 yi/O. Normeer nu xi en y1 zo, dat 
T (8.22) xiyi = 1 , voor 1=1,2, ... ,n, 
dan geldt dus volgens (8.19), (8.21) en (8.22): 
(8.23) Y A X = 
).1 0 
'-2 = /\ . ( diagonaalma trix) . 
o· " n 
Dit resultaat is in overeenstemming met stelling 8.5, omdat volgens 
(8.19) en (8.22) Yen X na normering, elkaars inverse zijn. 
We hebben dus de volgende stelling afgeleid~ 
Stelling 8.7 Zij A een vierkante matrix met verschillende eigen-
waarden. De vierkante matrix X met kolommen gelijk 
aan eigenkolommen van A, heeft een inverse Y, waarvan 
de rijen eigenrijen zijn van A. 
De ie kolom x. van Xis gelijk aan een eigenkolom van 
l 
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A, die correspondeert met een eigenwaarde Ai van 
A, waarbij een eigenrij behoort die gelijk is aan 
de ie rijvector y! van Y. 
l 
Opm. Heeft A de eigenschap, dat bij elke eigenvector het bijbe-
horende aantal lineair onafh. eigenvectoren gelijk is aan 
de multipliciteit van de eigenwaarde~ dan geldt de stelling 
eveneens (zie vb. 3, blz.202). 
Als A reeel en symmetrisch is, en dus, zoals op blz.196 reeds 
opgemerkt, eigenkolommen tevens eigenrijen zijn, geldt na geschik-
te normering: Y=X- 1=XT. Xis dan dus eenorthogonale matrix 
(zie blz.73, 75). Er bestaat dus bij een reeel symrnetrische matrix 
A (zoals we later zullen zien, ook indien A meervoudige eigenwaar-
den heeft) altijd een orthogonale matrix P, die A transformeert 
in een diagonaalmatrix, dus wegens (8.23) P- 1AP= /\ (vergelijk 
syll. Num.Wiskunde II, blz.CR 39, formule 7.8.10),of PTAP=/\, P 
orthogonaal~ 
Zoals bij stelling 8.6 werd opgemerkt is niet elkerratrix equiva-
lent met een diagonaalmatrix. Wel echter geldt, dater steeds 
equivalentie is met een driehoeksmatrix (blz.71): 
Stelling 8.8 Zij A een vierkante matrix van de ne orde met eigen-
waarden A1 , A2 , ... , An· Er bestaat een niet-singu-
liere matrix P met de eigenschap 
(8.24) P- 1AP = 
A1 b12 b1n 
0 A2 b2n 
0•4000000000000 
0 0 0A n 
(=driehoeksmatrix met 
eigenwaarden van A op 
de hoofddiagonaal). 
Bewijs: Laat x 1 een eigenvector van A zijn, die correspondeert met 
de eigenwaarde ~ 1 van A, en X een niet-singuliere matrix, 
waarvan x 1 de eerste kolomvector is. De eerste kolomvector 
van AX is dus Ax 1= A 1x 1 ; die van x-
1AX is derhalve gelijk 
.:~~ :::,,;u:~(>~e)~eN:o:e::te:::t: ~::(:~ct::)~ van 
0 
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In deze laatste matrix is ~1 een element, B1 een 
(1,n-1)-matrix, 0 een (n-1,1)-nulmatrix en A1 een 
(n-1,n-1)-matrix. Laar volgens stelling 8.3 x- 1AX en A 
dezelfde eigenwaarden hebben en lx- 1AX-~If=(~ 1-A)lA 1- AIi, 
geldt, dat A2 , A3, ... , An de eigenwaarden van A1 zijn. 
De stelling is dus bewezen voor n=2. Het algemene bewijs 
voor n > 2 zullen we nu leveren volgens het principe van 
volledige inductie, waarbij we dus aannemen, dat de stel-
ling bewezen is voor een vierkante matrix A van de (n-1)e 
orde. Voor de matrix A1, die juist van dit type is, kunnen 
we nu aannemen, dater een niet-singuliere matrix Q be-
staat met de eigenschap, dat Q- 1 A11 de driehoeksvorm 
heeft met ~2 , ~3
, ... , ~n als diagonaalelementen, dus: 
Q-1A Q- 2 
b23 b2n 
) 1 0) Als nu R= ( 0 1 - 0 "3 b3n Q ooooooeeooo00•0 
0 0 ... 0 "n 
(R- 1 1·s dan ( 0
1 O Q-1)), waarin O nulmatrices voorstellen, 
dan geldt: 
(XR)- 1 A(XR)=R- 1(x- 1AX)R= (6 0 )..1 B1 (6 0) Q-1) ( 0 A ) = 
1 
Q 
c~ B1Q. ) ).1 b12 b1n Q-1A1Q = 0 'r-2 b2n 
00000000000000 
0 0 
Hiermede is de stelling bewezen, want indien we stellen P=XR, 
geeft vergelijking van het eerste lid en het laatste lid juist de 
te bewijzen vergelijking (3.24). 
Opm. Omdat kan warden aangetoond, dat iedere vierkante matrix 
equivalent is met zijn getransponeerde (zie opgave blz.192), geldt 
eveneens, dat elke vierkante matrix equivalent is met een matrix, 
die de driehoeksvorm heeft met nullen boven in plaats van onder 
de hoofddiagonaal, zoals in het rechterlid van (8.24) het geval 
was. 
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Uit vergelijking (8.24) volgt: 
"1-A b 12 b 1n 
(8.25) 0 
Daar P- 1(A-~I)P=P- 1~P-AI, heeft de matrix in het rechterlid van 
(8.25) volgens stelling 7.15 dezelfde rang als A-AI en wel voor 
iedere waarde van A. Is nu A1 een s-voudige eigenwaarde van A, 
of zoals men wel zegt een eigenwaarde met multipliciteit s 
(d.w.z. dat A
1 
een s-voudige wortel is van de karakteristieke 
vergelijking jA-Ail=O, of ook, (A-A1 ) een juist s maal optredende 
lineaire factor in de factorontbinding van de karakteristieke 
veelterm IA-~II; als s=1, dan is A1 enkelvoudig, anders meervou-
dig (2,3, ... ,n-voudig)), dan komen in de diagonaal van de matrix 
in het rechterlid van (8.25) juist s elementen A
1
-A voor, omdat 
volgens stelling 8.J de determinant (A 1-A)(A 2-A) ... (An-A) van de 
matrix in het rechterlid van (8.25) overeenkomt met de karakteris-
tieke veelterm van A. 0nder A2 , A3
, ... , An zijn dus juist s-1 
elementen, die gelijk zijn aan A1, Subs ti tu tie van A= A1 in 
het rechterlid van (8.25) geeft dus een matrix van rang ➔ n-s. 
De rang van A-~1I is dus ook ~n-s. Dit betekent, dat alle eigen-
vectoren, die corresponderen met de eigenwaarde A1, tezamen met 
de nul vector, een vec torruimte vormen van dimensie p met 1 ~ p ~ s, 
Dit is de zgn eigenruimte ~igenkolomruimte), behorende bij de 
eigenwaarde A1; bij elke eigenwaarde Ai behoort zo een eigen-
ruimte. Hieruit volgt in het bijzonder, dat bij een enkelvoudige 
eigenwaarde van een matrix juist een 1-dimensionale eigenruimte 
behoort. (vgl, blz.196) 
Het kan inderdaad voorkomen, dat bij een s-voudige eigenwaarde 
van een matrix A een eigenruimte behoort met een dimensie <s( s > 1). 
Men noemt dan de matrix defect. Dit wil dus zeggen, dat niet bij 
alle eigenwaarden van de matrix eigenruimten behoren van een dimen-
sie, die gelijk is aan de multipliciteit der betreffende eigen-
" 
waarde. (de dimensie is altijd hoogstens gelijk aan de multiplici-
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teit volgens het voorgaande) In verband met stelling 8.1 geldt, 
dat een n-matrix dan en slechts dan defect is, als het maximale 
aantal lineair onafhankelijke eigenvectoren kleiner dan n is, of 
op grond van stelling 8.5 als er geen equivalentie bestaat met 
een diagonaalmatrix}lzoals we op blz.198 hebben gezien, zijn 
reele symmetrische matrices altijd door een orthogonale matrix 
in een diagonaalmatrix te transformeren, zodat deze matrices dus 
nooit defect zijn. Bij een s-voudige eigenwaarde van een reele 
symmetrische matrix behoort dus juist altijd een s-dimensionale 
eigenruimte. 
Vb. 1) De matrix A=(~ ~) heeft de karakteristieke vergelijking 
j11A 1~Al=o. Hieruit volgt A1= A2=1. Bij deze 2-voudige 
eigenwaarde 1 behoren slechts de eigenvectoren (O,t), dus 
een 1-dimensionale eigenruimte. De matrix A is dus defect 
en daarom niet equivalent met een diagonaalmatrix. 
Opgave: Bewijs, dat van de matrix 
alle eigenwaarden gelijk zijn aan O, doch de hierbij behorende 
eigenruimte slechts 1-dimensionaal is. 
Vb. 2) De matrix A=(~ 
-1 
1-";, 4 6 
4 6) 1 -3 heeft de karakteristieke vergelij-
2 6 
king 1 1- ✓, -3 =0. 
-1 2 6-A 
Hieruit volgt (A-3) 2(A-2)=0, 
Bij de 2-voudige eigenwaarde 3 vinden we de eigenvectoren 
uit de vergelijking -2x 1+4x2+6x 3
=o. Bij deze 2-voudige 
eigenwaarde behoort dus wel een 2-dimensionale eigenruimte 
(opgespannen door bijv. de eigenvectoren (2,1,0) en (3,0,1)). 
A is dus niet defect en daarom wel equivalent met een 
diagonaalmatrix. ----------
1) Zo definieert men ook wel een defecte matrix. 
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Vb. 3) Bepaal een matrix S, die A uit vb.2) overvoert in een 
diagonaalmatrix. 
Volgens stelling 8.5 voldoet voor S de matrix met kolommen 
gelijk aan eigenvectoren van A. Volgens vb.2) behoren bij 
A=3 eigenvectoren (a) en (Q) . Bij A=2 behoort, zoals 
(-J) . eenvoudig is na te gaan, een eigenvector 
Dus S= ( ~ 3 -2) 0 '1 .Hierui t volgt 
'1 - '1 
- '1 (-~ - '1 -3) s = 2 4 . 
- '1 2 3 
C 
0 
~ )= (; 
0 0 
) Nu moet gelden - '1 S AS=/\= ~ "2 3 0 
0 )'3 0 0 2 
Opgave: Controleer dit. 
2 




wel of niet defect 
is. 
Volgens stelling 8.5 is Adan en slechts dan equivalent 
met een diagonaalmatrix (dus niet-defect) als A 3 lineaire 
onafhankelijke eigenvectoren bezit. De eigenwaarden van A 
volgen uit de karakteristieke vergelijking: 
'1-t\ 2 -4 
0 - '1- A 6 = 0 of ().. - '1 ) 2 ( :X - 2 ) = 0 ; "'1 = A2 = '1 ; 113 = 2 . O -'1 4-J-
De eigenvectoren, die bij de eigenwaarde 1 behoren zijn 
alle van het type (t,O,O) en vormen dus een 1-dimensionale 
eigenruimte. A is dus niet equivalent met een diagonaal-
matrix en dus defect. 
Vb. 5) Volgens stelling 8.8 bestaat er een matrix P, zodat 
- '1 P AP de driehoeksvorm heeft. Bepaal een matrix P, die A 
uit vb. 4) transformeert in een driehoeksmatrix. 
Indien we voor P nemen een matrix, waarvan de eerste kolom 
de eigenvector ( '1,0,0) van A is: 
1 b '12 b'13 
.P= 0 b22 b23 en wel 
, 
dat (b22 ,b32 ) een eigenvector zo, 
0 b32 b33 
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is van de deelmatrix ( =~ ~) van A, dan is P- 1AP een 
driehoeksmatrix (zie bewijs van stelling 8.8). 
(b22 ,b32 )=(2,1) is een eigenvector van(=~ i). Voor P 














=1, dan geldt inder-
daad dat 
Vb. 6) Van een symmetrische matrix A met drie rijen is het volgen-
de gegeven: 
a) 0,1 en -1 ZlJn eigenwaarden van A; 
b) de vectoren (2,0,-1) en (0,1,0) zijn eigenvectoren van 
A, behorende bij respectievelijk de eigenwaarden 1 en 
-1. 
Bepaal A. (examen lineaire algebra, september 1962). 
Volgens blz. 198 bestaat er een orthogonale matrix P met -1 (0 0 0 ) P AP=/\ = 0 1 0 • 
0 0 -1 
-1 Dus A=P /\ P . De kolommen van P zijn drie op lengte 1 ge-
normeerde eigenkolommen van A, resp. behorende bij de 
eigenwaarden 0,1 en -1. , 1,. (2,0,-1) behoort bij ~=1, 
'v5 
(0,1,0) bij :>,= -1. 
Bij A=0 behoort een eigenvector, die orthogonaal is met 
de bij 1 en -1 behorende eigenvectoren; deze vector is dus 
1 van de gedaante A(1,0,2), genormeerd V5 (1,0,2). 
-1 T 1 ~angezien P =P, want P orthogonaal, gel:it dus: 
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1 2 0 0 0 o\ 1 0 2 ,15 V5 V5 T/5 




A=P/\P = - v5 = vs 
2 1 
0 0 0 0 1 0 
V5 - V5 I 
0 
2 
0 1 0 2 4 0 2 
V5 1/5 V5 5 - 5 




0 0 1 0 2 0 1 - vs -5 5 
Opgaven 
1) Bepaal alle eigenvectoren van de matrix A{~ ; ) , 
alsmede een matrix S, die A door middel van de equivalentie-
transformatie s- 1As overvoert in een diagonaalmatrix. Wat 
zijn van deze laatste matrix de diagonaalelementen? 
2) Een matrix(/ nulmatrix) heet nilpotent, als er een zeker 
natuurlijk getal m bestaat, waarvoor Am=O. 
a) Toon aan, dat een driehoeksmatrix (/ nulmatrix), waarvan 
alle diagonaalelementen O zijn, nilpotent is. 
b) Toon aan, dat een matrix(/ nulmatrix) dan en slechts dan 
nilpotent is, als al zijn eigenwaarden gelijk zijn aan 0 
(door bijv. gebruik te maken van stelling 8.8). 
c) Bewijs, dat een nilpotente matrix niet equivalent kan zijn 
met een diagonaalmatrix. 
3) Reduceer de matrix 







Bewijs dat met de orthogonale symmetrische matrix 
7 4 4 
9 9 9 cg 60 24) P== 4 '1 8 de symmetrische matrix A== 60 2'10 -24 
9 9 9 J 
4 8 '1 24 -24 '147 
9 9 9 
te reduceren is tot de diagonaalvorm. Wat ZlJn de eigenwaarden 
en eigenvectoren van A? Toon aan, dat A 3 onderling orthogo-
nale eigenvectoren bezit. 
5) Bewijs, dat van de niet-defecte matrices alleen de nulmatrix 
de matrix is met alle eigenwaarden gelijk aan O. 
6) 
(Als de matrix defect is, dan kunnen alle eigenwaarden O zijn, 
zonder dat de matrix een nulmatrix is, bijv. bij (~ g)blz.20'1). 
Bewijs dat een n-matrix volledig bepaald is door ziin eigen-
waarden en n lineair onafhankelijke eigenvectoren.
1 
Bepaal voor de volgende 5 gevallen a)- e) de matrix, waarvan 
de vectoren (6~3,2), (6,4,3), (20, '15,'12) eigenvectoren zijn 
behorende bij de eigenwaarden: 
a) resp. '1.:, 2 en 3; 
b) resp. 2,'1 en 3; 
c) resp. -'1,0 en '1 . , 
d) '1 ( drievoudig); 
e) resp. '1 (tweevoudig) en 2. 
7) Bewijs, dat als A een matrix is van de ne orde en I de een-




l O'k \r- ,r.::- 1 ge_ ij ziJn aan + I A'l' •.. , + ~ "'n' a s 
ristieke wortels zijn van A. 
8) Bewijs dat een symmetrische matrix Adan en slechts dan een 
symmetrische 11 vierkantmrnrtel 11 W bezit (d.w.z. dat WxW==A), 
als A positieve eigenwaarden heeft (zgn. positief definiet is). 
____ Bepaal_ van de symmetrische matrix 




641 -16 172) 
A = -16 137 -116 
172 -116 356 
4 essentieel verschillende symmetrische vierkantswortels W 
(dwz. wortels waarvan er niet een tegengesteld is aan een 
andere). 
Vb: 2, essentieel 
( 772 504) zijn 504 2353 
controleer dit. 


















Bij defecte matrices is, zoals we gezien hebben, volledige diago-
nalisatie onmogelijk. Wel echter kan, volgens stelling 8.8 iedere 
vierkante matrix in de driehoeksvorm worden getransformeerd. 
Eveneens kan worden aangetoond, (het bewijs zullen we niet geven), 
dat iedere vierkante matrix A door middel van een equivalentie-
transformatie getransformeerd kan worden in een zgn. "canonische" 
matrix, d.i. een matrix met de volgende eigenschappen: 
1. alle elementen onder de hoofddiagonaal zijn O; 
2. de diagonaalelementen zijn de eigenwaarden van A; 
3. alle elementen buiten de hoofddiagonaal zijn 0, uitgezonderd 
eventueel die elementen, die direct grenzen aan twee gelijke 
diagonaalelementen; 
4. deze laatste elemsnt,en (die dus direct grenzen aan twee gelijke 
diagonaalelementen) zijn 0 of 1. 
Een matrix, die deze vier eigenschappen heeft, heet een Jordan-
canonische matrix, behorende bij A. Iedere matrix A is dus equiva-
lent met een matrix J van de driehoeksvorm: 
F1 0 0 
J = 0 F2 0 0 0 0 0 
000000~000000000 
0 0 0 Fr 
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de zgn. Jordan-canonische (of klassieke) vorm van A (0 in J zijn 
nulmatrices). 
Elk 11kastje 11 Fi in J is een vierkante matrix met diagonaalelemen-












0 0 . . . 0 A. 
l 
zijn de eigenwaarden 
van A. 
In rij A1 , A2 , ... , Ar komen alle eigenwaarden een of meer malen 
voor. Gelijke eigenwaarden kunnen in de rij minder vaak voorkomen 
dan de bijbehorende multipliciteit bedraagt. Een F. van de 1e orde 
l 
bestaat alleen uit het element A .• De Jordan-canonische vorm heeft 
l 
slechts dan de diagonaalvorm als alle optredende matrices F. van 
l 
de 1e orde zijn. We illuRtreren het bovenstaande aan een matrix 
e van de 5 orde, waarvoor t\1 = "A 2 = ,_3 
en ). 4= ),5
., doch ).1/ "A4 . 
De Jordan-canonjsche vorm is van het type 
"1 tX 1 0 0 0 
0 "1 0(2 0 0 
0 0 )..1 0 0 
0 0 0 "4 0<3 
0 0 0 0 i.4 
Er doen zich de volgerde 5 gevallen voor: 
1. ~1= ~2=0 : bij A1 behoort een 3-dimensionale eigenruimte; 




ct =0: bij 
3 
ot =1: bij 
3 
i' 11 c 0 hoort een 2-dimensionale eigenruimte; 
A4 behoort een 1-dimensionale eigenruimte. 
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De bij eeh matrix beho~ende ~ordin-canonische vorm J is bepaald op 
de volgorde der kastjes F1 ,F2 ,.\:,Fr door de hoofddiagonaal van 
J n;a-.-
Ook geldt, dat twee matrices_dan en slechts dan equivalent zijn 
als_z~ dezelfde c~nonisc~~ vor~ h~bben (afgezien van de volgorde 
der matrices F.; de canonische ._vorm van een matrix A die te dia-
. . l . - . . ·.- -.--;._ \ : . ·- ·_. :; 
gonaliseren is, i~ dus van de.diagonaalvorm met diagonaalelementen 
de eigenwaarden van A in will~keurige volgorde). 
Het bewijs van al deze eigenschappen laten we achterwege. 
Ook op de reductie van matrices.tot .andere-standaardvormen zal 
hier niet nader warden ingegaan. 
5. De stelling van Cayley~Hamilton met enkele toepassingen 
m m-1 Als f(x)=a x +a1x + ... +a een veelterm is in-x en A een vierkan-o m 
te matrix, definieren we f(A) als 
) m m-1 f(A =a A +a1A + ... +a I. o m 
(Toelichting: Als n een positief geheel getal is en A een vier-
kante matrix, dan wo:r•dt het symbool An, evenals in het geval, dat 
we met getallen te maken hebben, gebruikt om het product AA .•. A 
van n factoren A uit te drukken. Als A niet-singulier is, geldt 
(An)-1---(A-1)n. · Aan de hand hiervan~unnen we negatieve en nul-
machten van een niet-singuliere matrix A definieren en wel door 
-n -1)n o A =(A en A =I. 
I 
Voor ieqere niet-singuliere matrix A en gehele getallen men n 
geldt dus Am .An:::::A m+n :en (Am) n =A mn). ·-: 
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Nu gelden de vblgende stellingen, 
§telling 8. 9. Als ]1 1 , ,..2 " .. ·· ,9 xn de eigenwaarden zijn van een 





), ... ,_f(An}. .· · ... 
R~wi.js-;: Laat de. n-matrices B en· c de driehoeksvorrir hebbeh met :de 
nulelementen onder de hoofddiagonaal. ,. Laat- verder-· de diagoriaal-
elementen .resp. z-i.jn =. b1 '· b2 , .• -•·;; b en c1 ., c2 , ... , c . Dan geldt., - · . . . n n 
dat BC en B+C eveneens de driehoeksvorm hebben, ook met nulelemen-
ten onder de hoofddiagonaal, en wel met resp. de diagonaalel~men-
ten b1c1 .,b2c2 , ... ,bncn, en b1+c1,b2+c2
., ... ,bn+cn (hetzelfde geldt 
als we rronder" door 11 boven" vervangen). · · 
Als nu Peen niet~singuliere matrix is met P-1AP de 'd~ieh6eksvorm 
(steeds mogelijk om zo 1 n P te vinden volgens·:st~lling 818), dan 
heeft f(P- 1AP) eveneen~de driehoeksvorm., _en wel., daar P-1AP de 
eigenwaarden A1 ., A 2 , ... , An van A in de hoofddiagonaal heeft, · · -1 m -1 m 
met diagonaalelementen f('>-1 ),f(:>-2 ),. ~1
.,f("n~.; Daar (P · AP) =P A P 
voor ieder getal m io , geldt f(P AP)=P f(A)P. Door de matrix 
P wordt dus f(A) door middei van een equivalentie-transformatie 
getransformeerd in een matrix., die de driehoeksvorm heeft met 
diagonaalelementen f(~1 ),f(~2 ), ... ,f(~n). Dez~ diagonaalelementen 
moeten dan volgens stelling 8.4 de eigenwaarden van f(A) zijn, 
zoals te bewijzen was. 
Stelling 8.10. Als A een n-matrix is, die equivalent is met een 
diagonaalmatrix en f(~) de karakteristieke veelterm van A, dan 
geldt dat f(A)=O (nulmatrix). 
Bewijs: Laat A =P-1A; een diagonaalvorm van A zijn. De elementen 
in de hoofddiagonaal van /\ zi jn de eigenwaarden ?,.1 , /\2 , ... 11 An 
van A. Nu geldt·, eyenals in het bewijs van de- vo-rige stelling, 
-1 ) - -1 \ /\ dat P f(A P=f-(P-- AP1=f( ) . -
f(/\) is een diagonaalmatrix metals diagonaalelementen de eigen-
waarden van f(A)., dus volgens stelling 8.9: f(A1 ).,f(A2 ), ... ,f("'n). 
Doch daar A~, A2 , ... , An de eigenwaarden van A zijn geld~~ 
f(A1 )=r(A2 )=,, ,=f(An)=O en dus f(/\)=0. Daar f(A)=Pf(/\)P is 
f(A)=O, zoals te bewijzen was. 
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We illustreren deze stelling aan het volgende voorbeeld: 
Voorbeeld: Neem voor A de matrix(~ 2). Zoals reeds opgemerkt, is 
elke reele symmetrische matrix door een equivalentie-transformatie 




2-x 1 I 2 4 . 2 4 f(x)= 1 2 _x = x - x+3. Nu geldt inderdaad A - A+3I=0, want 
(2 1)2 (2 1) (1 0) (5 4) (8 4) (3 0) co 0) 1 2 - 4 ,1 2 +3 O 1 = 4 5 - 4 8 + O 3 = O O. 
Stelling 8.10 is een bijzonder geval van de stelling van Ca~le~-
Hamilton, welke zegt, dat als A een willekeurige vierkante matrix 
is met karakteristieke veelterm f(x), geldt f(A)=O of: iedere 
vi~_:c,k_a_r_rt_e ma tr_i:x;_-v.o_l,.doe.t__?,an zi,jn eigen karakteristieke vergelij-
king. 
Het bewijs van deze algemene stelling zullen we achterwege laten. 
De stelling van Cayley-Hamilton geldt dus ook voor matrices die 
niet equivalent zijn met een diagonaalmatrix (defecte matrices). 
Dit toetsen we aan de defecte matrix O -1 6 van voorbeeld 4)blz. 
( 
1 2 -4) 
O -1 4 
202. De karakteristieke veelterm is (x-1) 2 (x-2)=0. Inderdaad geldt, 
dat 
{0 2 -4) C 0 ~)r {(g 2 -4) (g 0 g)}-(g 2 -4 y (1 2 -4) -1 6 - o 1 -1 6 - 2 -2 6 o -3 6 -1 4 O 0 -1 4 0 -1 3 0 -1 2 
-0 0 0) (-1 2 -4) (° 0 g)--2 6 o -3 6 = O 0 -1 3. O -1 2 0 0 
Opmerl:lng. De stelling van Cayley-Hamilton stelt ons in staat elke 
gehele macht van een n-matrix A, en dus ook elke veelterm van A, 
2 n-1 lineair uit t 0 ~-u~~P~ i~ I.A,A , ... ,A . In het gegeven voorbeeld 
bovena-9.n geldt bijv. voor de tweede en derde macht van A: 
A
2 = 4A - 3I, en dus 
enz. 
Uit A~=4A-3I volgt tevens A-4I+3A-1=0 (A heeft een inverse), het-
geen ons in staRt stelt ook de negatieve gehele machten van Ate 
schrijven als een lineaire combinatie van A en I. 
Voorbeeld: Bereken langs deze weg de inverse van 
( 
1 2 3) 
A = 4 1 5 . 
6 2 3 
Oplossing: De karakteristieke veelterm van A is 
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1-x 2 3 
4 1-x 5 
6 2 3-x 
= 
= -x3+5x2+29x+35, zodat volgens de stelling van Cayley-Hamilton 
geldt: -A3+5A2+29A+35I=0 en dus als A-1 bestaat: 
-1 1 2 1 {(27 10 22) r 5 -10 -15) A = 35 (A -5A-29I)-35 s~ 19 32 + -20 - 5 -25 + 20 37 -30 -10 -15 
c29 0 on 1 (-7 0 7) c1/5 0 1/5) + 0 -29 o = 35 18 -15 7 = 18/35 -3/7 1/5 • 
0 0 -29 2 10 -7 2/35 2/7 -1/5 
Controleer de juistheid van het resultaat. 
Opmerking. Is A een niet-singuliere n-matrix, die door een equiva-
lentie-transformatie in de diagonaalvorm te brengen is, dan kunnen 
we A-1 bijv. ook berekenen uit P-1AP=/\ (diagonaalmatrix). 
Hieruit volgt namelijk A-1=PA - 4P-1 . Pis volgens stelling 8.5 een 
matrix metals kolomvectoren lineair onafhankelijke eigenvectoren 
van A. (P-1 bestaat uit n lineair onafhankelijke eigenrijen van A, 
zie bijv. stelling 8.7). /\-1 is een diagonaalmatrix met diagonaal-
elementen: . In het algemeen zal het bepalen van de matrices 
-1 i -1 Pen P minstens zoveel werk geven als het bepalen van A langs 
directe weg. Dit laatste geldt in het algemeen ook voor de bepaling 
van A-1 uit positieve gehele machten van A, zoals boven uiteengezet. 
Met name in hLt voorbceld boven~un bracht d~ bcr~lc~nin~ van de 
kc.rc.lct..__,risticJcl_; V(.;C 1 term '--n A 2 r'--la ti'--f vrij VG(.. 1 rck'--'nw~rk m~ t 
zich ml.;c. Opmcrkin3 bij d..__, b~rck'--ning van d~ invcrs\__, van ~en matrix 
A mvt buhulp van d~ stcllin~ van Caley-Hamilton: 
Noodzakelijk hiervoor is het kennen van de coefficienten Vi8.n de ., 
karakteristieke veelterm van A. 
Stel de karakteristieke vergelijking van den-matrix A voor door: 
) n n-1 IA- ;\J l=O of f("- =" +a1 " + •.• +a 1 A +a =0. Dan is volgens de n- n 
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-1 1 Daar van A ondersteld wordt, dat A bestaat, geldt anFO, en omdat 
IAl=(-1)nan: 





-1 -1 [ n-1 n-2 ] -1 (1) A = a A +a1A + ..• +an_2A+an_1r , waaruit A berekend n 
kan worden. 
Definieer nu als het §E22E van A de som van de elementen in de 
hoofddiagonaal van A: Sp(A)=a11+a22+ ... +ann (zie opgave 21, blz.80). 
Definieer verder de getallen s 1 ,s2 , ... ,sn als volgt: 
(2) S1=Sp(A),s2=Sp(A2 ), ... ,Sr=Sp(Ar), ... ,sn=Sp(An). 
s is dus het spoor van de re macht van A. r 
Aangetoond kan worden dat de volgende recursieformules gelden: 
a1 = -s1 
1 
(a1s1+s2) a2 = -2 
(3) a3 
1 
(a2s1+a1s2+s3) = -3 
. . 1 a = -- (a 1s 1+a 2s2+ •.. +a1s 1+s ). n n n- n- n- n 
De berekening -1 verloopt dan als volgt: van A 
) 2 n-1 a Bereken de n-1 machten A,A , ... ,A van A; 
b) Bereken alleen de diagonaalelementen van An; 
c) Bereken den getallen s 1 ,s2 , ... ,sn gedefinieerd in (2)~ 




coefficienten a1 ,a2 , ... ,an; 
e) Bereken A- met behulp van (1). 
Voorbeeld. Bereken A -1 met behulp van bovengenoemde regel, als 
15 11 6 -9 -15 
1 3 9 -3 - 8 
A= 7 6 6 -3 -11 
7 7 5 -3 -11 
17 12 5 -10 -16 
Oplossing: Uit A,A2 ,A3 ,A4 en de diagonaalelementen van A5 volgt 
met behulp van (2): 
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met behulp van (2): 
S1=5, S2=-41, s 3=-217, S4=-17, s 5
=3185. 




Voor de karakteristieke vergelijking van A vinden we dan: 
f(A)= A5-5 ?.4+33»3-51 71.2+135 ).+225=0. 
Uit (1) volgt dan tenslotte voor -1 A : 
-207 64 -124 111 171 
-315 30 195 -180 270 
-1 1 
A = - 225 -315 30 - 30 45 270 
-225 75 - 75 0 225 
-414 53 52 3 31~2 
0pmerking. Het linkerlid van de karakteristieke vergelijking van A 
is te ontbinden in (l\ +1)("A
2
-3J..+15) 2 , zodat de eigenwaarden van A 
zijn A1=-1; A2 , 3= ~ + ;i \/51 (tweevoudig) en ~4 , 5= ~- ~i V'51 
( tweevoudig) . 
Naast de in deze en vorige paragrafen geschetste methoden voor 
het bepalen van de inverse van een matrix, zij hier nog een methode 
genoemd, wnarbij d--:, inv'---rsc van ..__:t...n mntrix it'---re.ti...;f wordt b'---paald, 
(zie blz,130 onderaan). 
Deze methode is bijv. gebaseerd zijn op het iteratieproces: 
xn+1=xn (2-axn), met (onder zekere voorwaarden) n:!~ xn= a-
1 
(vgl. syllabus N.W., I, p.54). 
Als aan zekere voorwaarden is voldaan, kan worden aangetoond, dat 
een analoge iteratie: 
Xn+1 = Xn(2I-A Xn) , 
waarin Xn,Xn+1 en A vierkante matrices ZlJn en I een eenheidsmatrix, 
alle van dezelfde orde, zal leiden tot A-1 ( lim X =A-1 ), als A 
n-ro n • 
niet-sin~ulier is ondersteld. 
De convergentie-snelheid hangt van de beginbenadering X
0 
af en van 
de preciese vorm van A. Veelal start men met X =I. 
0 
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Opgave: Gegeven is de matrix A=(~~). Gevraagd de eigenwaarden 
en corresponderende eigenvectoren van de matrix 
B=A5-3A4+2A-I. 
100 Bepaal ook A . 
6. Re~le symmetrische matrices 
In de eigenwaardetheorie van matrices spelen, zoals we reeds ge-
zien hebben, de re~le symmetrische matrices een bijzondere rol. 
Voor deze klasse van matrices gelden enkele belangrijke eigen-
schappen, die niet algemeen voor asymmetrische matrices geldig 
zijn, bijv. de mogelijkheid tot volledige diagonalisatie, het 
re~el zijn van de eigenwaarden, enz. 
Alvorens de belangrijkste stellingen over de re~le symmetrische 
matrices weer te geven, geven we eerst een overzicht van enkele 
fundamentele eigenschappen en begrippen. De matrices waarover we 
spreken, zullen we in dit gedeelte steeds re~el veronderstellen, 
' . 
evenals de getallen (scalairen), tenzij expliciet anders.wordt 
vermeld. 
a) Een matrix is symmetrisch als geldt AT=A. 
b) Als A symmetrisch is, is A- 1, zo deze bestaat, eveneens 
symmetrisch, (A- 1=(AT)- 1=(A-'1)T). 
c) Het product AB van twee symmetrische matrices A en Bis dan 
en slechts dan symmetrisch als AB=BA,(AB=ATBT=(BA)T=(AB)T). 
d) Iedere positieve (en in het niet-singuliere geval, ook iedere 
negatieve) gehele macht van een symmetrische matrix, is even-
eens symmetrisch, (gevolg van b) enc)). 
) r . d . . 1 ( . bl 196 A -TA -T e e eigenwaar en ziJn re~e , zie z. , x= "i\X -~ x x= ;;. x x 
(x en x zijn toegevoegd complex); ook geldt Ax=Ax, dus 
-T --T -T --T ( -)-T m x A= i\X -➔ x Ax= ,-x x, zodat ,-- Ax x=O. Daar x,=O en dus 
x?x/0, geldt dus ).-).=0 ___. :>..= ~ , dus. :>-. =re~el). 
"Metrische" eigenschappen en begrippen van vectoren (kentallen 
t 
t.oiv. Cartesisch co~rdinatenstelsel): 
f) inwendig product(x,~ van twee vectoren x=(x 1, ... ,x) en T T n 
y=(y1, ... ,yn): (x,y)=x y=y x =x 1y 1+ ... +xnyn. 
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g) lengte lf x II van de vector x=(x 1., ... ,xn): 
T ~ 2 2 ~ 




h) hoek ep tussen twee vectoren x en y: (f' ::::::arccos llxll .UyU = 
x1y1+ ... +xnyn 
== arccos 
2 2 - 2 2)-( x 1 + ... +xn) 2 ( y 1 + ... +y n 2 
i) orthogonaliteit: twee vectoren x en y onderling orthogonaal 
( loodrecht) al s ( x, y) ::::::x Ty=x 1y 1+ ... +xny n =O, (lf =90° in h ).) 
➔ 
j) Onderling orthogonale vectoren (/0) zijn lineair onafhankelijk, 
(Bewijs dit!). 
k) Iedere vectorruimte V van dimensie r > 0 bezit r, doch niet 
M 
meer dan r onderling orthogonale vectoren /0; in iedere 
vectorruimte Rn is dus een (lin.onafh.) stelsel van n vectoren 
te kiezen (een lin.onafh.basis), bestaande uit n onderling 
orthogonale vectoren. We kunnen zelfs vormen een 
1) Genormeerd_orthogonaal_stelsel in Rn, dat is een stelsel van 
n vectoren in Rn., bestaande uit n onderling orthogonale een-
heidsvectoren (lengte 1). (de constructie hiervan uit een 
willekeurige basis kan bijv. geschieden door middel van het 
Gram-Schmidt orthogonalisatieproces (zie blz.216.) 
m) Als e 1,e2, ... ,e 8 s(1~ S< r) onderling orthogonale eenheids-
vectoren zijn in een vectorruimte V van dimensie r, dan bestaan 
er r-s eenheidsvectoren e
8
+1,e8 +2, ..• ,er in V zo, dat de r 
vectoren e 1, ... ,er een genormeerde orthogonaalbasis (of een 
zgn. Cartesisch co~rdinatenstelsel) bepalen voor V, (af te 
leiden uit de uitwisselingsstelling van Steinitz, blz.47). 
n) Als den rijen een vierkante matrix P van de orde n een genor-
meerd orthogonaal stelsel vormen in een R, dan geldt volgens n 
g), i) en 1): PPT=PTP=I (eenheidsmatrix). 
Den kolomvectoren van P vormen dan eveneens een genormeerd 
orthogonaalstelsel in R (vgl.opgave 9, blz.78). Een m~trix P 
T n T -1 
met~PP =I heet een orthogonale matrix, (P =P ). 
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o) De inverse(= de getran~poneer~e volgens n)) van een orthogo-
nale matrix, is wederom orthogonaal. Het product van twee 
(of meer) orthogonale matrices is orthogonaal. De determinant 
van een orthogonale matrix is in volstrekte waarde gelijk aan 
1. Bewijs deze eigenschappen (vgl. opg.31, blz.82). 
Gram-Schmidt-orthogonalisatieproces voor de vorming van een genor-
meerd orthogonaal stelsel van 
vectoren in een Rn: 
Ga uit van een lineair onafhankelijke basis in RnJ bestaande uit 
de vectoren x 1,x2, ... ,xn. Vorm daarmee achtereenvolgens de vecto-
ren Y 1,y2, ... ,yn op de volg2nde wijze: 
y 1=X1 ' 
y =x -2 2 
Y =x -3 3 
Hieruit leiden we af (ga dit na!) 
(y2,Y 1 )=0, (y3'y 1 )=0, (y3'y2 )=0,... algemeen: 
(yi,Yi-1)=(yi,Yi_2 )= ... =(yi,Y 1 )=0 voor 1 < i ~ n . 
Ie vectoren yi ziJn dus onderling orthogonaal. Iedere vector yi 
is van de vorm x. -(lin.combinatie van x. ~,x. 2, ... ,x~). Le l 1- 1 l- 1 
vectoren yi zijn alle orgelijk de nulvector, daar .de vectoren x1 
lineair onafhankelijk zijn. De vectoren y 1,y2 , ... ,yn vormen dus 
een lineair onafhankelijke basis voor R (zie punt k) blz.21~. n y. 
Indien we de vectoren yi normeren door ze te vervangen door e1= fiy~ll 
l 
ontstaat een genormeerd orthogonaalstelsel (zie punt l),b~z.215). 
De ond~rling orthogonale eenheidsvectoren e 1,e2, ... ,en van dit 
stelsel vorme~ GOD ryonn~mop~rlP n~+hnannqle basis voor R. 
n 
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Stelling 8.11 Indien A een re~le symmetrische matrix is, bestaat 
er een orthogonale matrix P, zo dat P- 1AP een 
diagonaalmatrix is, (A is dus door middel van een 
orthogonale matrix te diagonaliseren, vgl.blz.198). 
Bewijs: Laat ~1, ~2 , ••• , ~n de eigenwaarden zijn van A. Daar ~1 
volgens eigenschap e) blz.214 re~el is, is er een re~le eenheids-
eigenvector s1, die correspondeert met A1, waarbij dus AS 1= A1S1 . 
Volgens de punten m) en n) bestaat er dan een orthogonale matrix 
S, waarvan s1 de eerste kolomvector is. De eerste kolomvector -1 van AS is AS 1= A1s1, zodat A 1S 4 cte eerste kolomvector van -1 -1 S AS is. Doch ~1 S s1 is de eerste kolomvector van 
A1 s-
1S= A1I, of (A 1 O ... O)T (vgl. bewijs van stelling 8.8 
blz.198). 
Bovendien is wegens (S- 1AS)T=(STAS)T=STAS=S- 1AS, de matrix s- 1AS 
symmetrisch, zodat 
waarbij in het rechterlid de matrix A1 symmetrisch is van de orde 
n-1 met eigenwaarden A2 , A3
, ... , An. 
Stelling 8.11 wordt nu bewezen met volledige inductie: Als Q een 
orthogonale matrix is van de orde n-1, die A1 diagonaliseert, 
zodat dus Q- 1A1 Q=D=diagonaalmatrix, dan is SR met R={6 ~) even-
eens orthogonaal, terwijl 
(SR)-1A SR=R-1S-1A SR= R-1 (.?t1 0) R= (1 0 )("1 0) (1 0) = 




--(>-1 _o ) (1 o) __ (k1 0) 
0 Q 1A
1 
0 Q OD 
. Deze laatste matrix is een diago-
naalmatrix, daar Deen diagona~lmatrix is. De orthogonale matrix 
P=SR diagonaliseert dus A, waarmede het bewijs geleverd is. 
Opm. Dat stelling 8.11 in het algemeen niet juist is voor niet-
symmetrische re~le en voor niet-re~le symmetrische matrites zien 
.. ~ d t. ( 1 1 ) ( 1 i) b'. · 2 1 B 'd WlJ resp. aan e ma rices O 1 en i _1 , waar lJ i = - • ei e 
matrices bezitten niet twee lineair onafhankelijke eigenvectoren, 
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en zijn derhalve volgens stelling 8.5 niet equivalent met een 
diagonaalmatrix. (ga dit na) 
Volgens stelling 8.5 zijn de kolomvectoren van P n eigenvectoren 
van A. Deze kolomvectoren zijn onderling orthogonaal, daar Peen 
orthogonale matrix, zodat (vergelijk syll. N.W. II, blz.CR 38): 
Stelling 8.12 Een re~le symmetrische matrix van de orde n heeft 
n onderling orthogonale eigenvectoren. 
Omgekeerd is het duidelijk, dat als wen onderling orthogonale 
eenheidseigenvectoren van A kunnen vinden, de matrix P, die samen-
gesteld is uit deze kolomvectoren en dus orthogonaal is, A trans-
formeert in de diagonaalvorm. 
Het probleem van de diagonalisering van een re~le symmetrische 
matrix is hiermede teruggebracht tot dat van het vinden van n 
onderling orthogonale eigenvectoren van A. De volgende twee stel-
lingen geven hiervoor het middel: 
Stelling 8.13 Als twee eigenvectoren s1 en s2 van een re~le 
symmetrische matrix A corresponderen met twee ver-
schillende eigenwaarden van A, dan zijn s1 en s2 
orthogonaal. 
Bewijs: Hoewel deze stelling reeds volgt uit vgl.(8.19), blz.196, 
geven we hier nog even het bewijs: Zij A1 en A2 twee verschillen-
de eigenwaarden van A met resp. s1 en s2 als corresponderende re~le 
eigenvectoren. Daar AS 1= A1s1 geldt S~AS 1= A1 s~s1. Ook geldt, 
T T T T daar AS2= ~2 s2 : s2 A= A2 s2, en dus s2As 1= A2 s2s4 . Hieruit volgt: 
T T T 
A1 s2s1= A2 s2s1, en dus als ~1 I A2 : s2s1=0, d.w.z. de eigen-
vectoren s1 en s2 onderling orthogonaal, (zie pt i) blz.215). 
Stelling 8.14 Als A een p-voudige eigenwaarde is van een re~le 
symmetrische matrix A, dan heeft A p en niet meer 
dan p onderling orthogonale eigenvectoren, dte 
corresponderen met A, (stelling van Weierstrasz, 
vgl. blz.201). 
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Bewijs: Volgens stelling 8.11 is er een matrix P, zo dat P- 1AP 
(met dezelfde eigenwaarden als P) een diagonaalmatrix is, waarin 
Ajuist p maal in de hoofddiagonaal voorkomt. 
P- 1AP - AI heeft dus de rang n-p. Daar P- 1AP- AI=P- 1(A- AI)P 
heeft, volgens stelling 7.15, ook A- ~I de rang n-p. De oplossings-
ruimte van het stelsel: (A- ~I)x=O is derhalve van de dimensie 
n-(n-p)=p, zodat er volgens punt k) blz.215 in deze ruimte p 
(en niet meer dan p) onderling orthogonale eenheidsvectoren be-
staan. Dit zijn dan p (uiteraard niet eenduidig bepaalde) onder-
ling orthogonale eigenvectoren van A, die een orthogonale basis 
vormen voor de p-dimensionale eigenruimte behorende bij de p-vou-
dige eigenwaarde ~. 
Uit stelling 8.14 volgt, dat met elke enkelvoudige wortel van de 
karakteristieke vergelijking van A een (op een factor+ 1 na be-
paalde) eenheidseigenvector van A correspondeert en met een p-vou-
dige wortel juist p onderling orthogonale eenheidsvectoren. 
Daar volgens stelling 8.13 eigenvectoren, die corresponderen met 
verschillende eigenwaarden van A, onderling orthogonaal zijn, be-
staan er n onderling orthogona.1a eenheidsvectoren van A, die teza-
men een orthogonale matrix P vormen, welke A transformeert in een 
diagonaalmatrix volgens de transformatie P- 1AP. 
Opgaven 
1. Als A1 en A2 verschillende eigenwaarden van de matrix A ZlJn, 
bewijs dan dat iedere eigenvector van A, die correspondeert 
met A1 orthogonaal is met iedere eigenvector van AT, die 
correspondeert met A 2 " Leid hieruit een bewijs af van stelling 
8. 13. 
Opm. Aangezien een eigenvector (eigenkolom) van AT een eigenrij 
is van A, zijn een eigenrij en een eigenkolom, resp. behorende 
bij verschillende eigenwaarden van A, onderling orthogonaal 
( z i e b 1 z • 196 ) . 





















4. Bewijs, dat van een diagonaalmatrix van de orde n met verschil-
lende diagonaalelementen de dragersvan de eigenvectoren (in een 
Rn) samenvallen met die van den grondvectoren (van Rn). 
5. Twee deelruimten U en V van Rn he ten "orthogonaal 11 als elke 
vector van U en elke vector van V onderling orthogonaal zijn 
(generalisatie van het orthogonaalbegrip voor twee vectoren 
(2 R1, s). Le deelruimte van de hoogste dimensie, die nog 
orthogonaal is met U, heet de "complementaire deelruimte" van U. 
Bewijs: 
➔ -> 
a) de rechte x= A(1,2,3) en het vlak x+2y+3z=O zijn complemen-
taire deelruimten van R
3
; 
b) twee loodrechte vlakken in 
c) de rechte i= ~(1,2,3,4) en 
complementaire deelruimten 









ZlJn niet orthogonaal; 
het hypervlak x+2y+3z+4t=O zijn 
6. Maak nog eens van§ 5, blz.76 e.v. de opgaven: 
10, 16, 22, 25, 27, 30 en 31, 
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7. Metho?en voor het bepalen van eigenwaarden en ei~envectoren 
In het voorgaande hebben we gezien, dat de eigenwaarden van een 
vierkante matrix A de wortels zijn van de karakteristieke verge-
lijking det(A-AI)=O. Indien A van de ne orde is, is deze verge-
lijking van de ne graad in A. De coefficienten van het karakte-
ristieke polynoom zijn sommen van onderdeterminanten van A en 
zouden kunnen worden berekend volgens een directe (niet-iteratie-
ve) methode. Zijn deze coefficienten eenmaal berekend, dan kan 
men overgaan tot de bepaling van de wortels ~- (bijv. iteratief, 
J. 
zie N. W • ., II., § 7. 9 - 7 .12). De eigenkolommen x. kan men vervol-
. J. 
gens vinden door het oplossen van de homogeen lineaire stelsels 
(A-Ai I)xi=O. Deze voor de hand liggende methode is numeriek 
gezien zeer inefficient. Het is immers zeer goed mogelijk, dat de 
wortels van een algebraische vergelijking zeer gevoelig zijn 
voor kleine afwijkingen in de coefficienten. 
We streven dus naar andere methoden. 
Zoals bekend heeft een niet-defecte matrix A van de ne orde n 
lineair onafhankelijke eigenkolommen. Deze vormen een niet-
singuliere vierkante matrix X=(x .. ) , waarbij x. : het j-de element 
J.J . J.J 
van de i-de eigenkolom voorstelt. Deze matrix X transformeert A 
in de diagonaalvorm /\, d.w.z. x-1Ax =/\, waarbij de diagonaal-
elementen van/\ overeenstemmen met de eigenwaarden Ai van A. 
Als A een reele symmetrische matrix is, heeft A altijd n lineair 
onafhankelijke eigenvectoren en kan dus steeds gediagonaliseerd 
-1 T worden. Na geschikte normering is X orthogonaal, d.w.z. X =X. 
Er zijn diverse numerieke methoden ter bepaling van eigenwaarden 
en eigenvectoren, die gebaseerd zijn op transformatie van een 
matrix in een diagonaalmatrix /\_(b.v. methode van Jacobi voor 
symmetrische matrices door transformatie ("rotatie") met orthogo-
nale matrices)of door transformatie in een tripel-diagonale 
matrix S(d.w.z. s .. =0 als Ji-j 1>1) m.b.v. een direct rekenproces, 
. J.J 
gevolgd door een iteratieve bepaling van de eigenwaarden (methoden 
van Givens, Lanczos, e.a.). Householder en Wilkinson hebben een 
zeer practische methodP ~~~~P.geven om een symmetrische matrix in 
een tripeldiagonaalvorm te transformeren. Daarvoor gebru!ken zij 
•· orthogonale symmetrische matrices van de vorm 
P =I -2v v T r :~ ·rr' 
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waarbij v een genormeerde kolomvector is (vgl.opg. 22 blz. 80), r . 
waarvan de eerste (r-1) elementen O zijn, dus 
v T=(O, ••. ,o, v , ... ,v ). Uitgaande van de reele symmetrische 
r ( 1 ) rr rn matrix A =A worden achtereenvolgens geconstrueerd matrices 
A(r)=P A(r~ 4 )p (r= 2, ..• , n-1), zodanig, dat in de (r-1)-ste 
r r 
rij en kolom van A de gewenste nullen ontstaan. Voert men de 
transformatie van A( 1 ) t/m A(n- 4 ) achtereenvolgens uit met res). 
P2 , ... , Pn_1 , dan ontstaat een tripel-diagonale matrix S=A(n-
4 : 
De vorming van de vectoren vr geschiedt volgens een bepaald reken-
schema, waarop wij niet nader zullen ingaan. 
De volgende stap is het bepalen van de eigenwaarden van S, welke 
theoretisch gelijk zijn aan die van A(S wordt immers uit Aver-
kregen door herhaalde toepassing van equivalentie-transformaties), 
en practisch daarmee ook redelijk overeenstemmen. 
Zij S{i) de deelmatrix, bestaande uit de eerste i rijen en kolommen 
van Sen 
fi(A)= det(AI-S(i)) (i=1, ... ,n), 
dan is fn(~)= det(AI-S) de karakteristieke veelterm vans;) De 
f.(A) kunnen worden berekend met de recursie-formule: 
1 
2 f.(,-.)=(:;\-a.) f. 1 (:;\)-b. 1 f 1._2 ("-) (i>1) 1 l 1- l-
(ga dit na). 
De methode van Givens berust op de volgende eigenschappen: 
Als de nevendiagonaal van de symmetrische tripel-diagonale matrix S 
geen nullen bevat (m.a.w. b1~0,i=1, ... ,n-1), dan vormt de rij 
functies fi(i=O, .. ,,n) een Sturm-rij (zie Wijdenes, Middel-Algebra); 
het aantal eigenwaarden van S groter dan a is gelijk aan het aantal 
tekenwisselingen in de rij 1, r1 (a), ... ,fn(a), mits fn(a)~O; de 
nulpunten van elke veelterm f.(~) zijn verschillend en worden 
1 
gescheiden door de nulpunten van f. 1 (A). 1-
1) op de factor {-1)n na. 
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Het bovenstaande stelt ons in staat de eigenwaarden van S (en dus 
ook die van A) op eenvoudige wijze zeer nauwkeurig te bepalen • 
., . 
De bij een eigenwaarde A. behorende eigenvector v. van S wordt 
l l 
bepaald door oplossing van het homogeen lineaire stelsel 
(S- x.I)v.=0. De bijbehorende eigenvector x. van A is dan te 
l l l 
verkrijgen door terugtransformatie: 
x.=Prl••·P 1v .. (vgl. opm.onder stelling 8 . .3,blz~91) l c:. n- l 
Komen er in de nevendiagonaal van S nullen voor, dan kan men de 
matrix S verdelen in deelmatrices, die apart behandeld kunnen 
warden. Afgeleid kan worden dat dit optreedt als S meervoudige 
eigenwaarden heeft. Zo'n meervoudige eigenwaarde is dan enkel-
voudige eigenwaarde van verschillende deelmatrices en de daarbij 
gevonden eigenvectoren staan loodrecht op elkaar. 
De transformatie van Householder en Wilkinson, toegepast op 
asymmetrische matrices, leidt tot de zgn. Hessenberg-vorm of bijna-
driehoeksvorm H d.w.z. h .. =0 voor j > i+1. De vectoren v en P 1J · r r 
worden gekozen als boven om nullen in de (r-1)-ste rij te ver-
krijgen, maar wegens de asymmetrie, ontstaan er dan in het 
algemeen geen nullen in de overeenkomstige kolommen. De bepaling 
van de eigenwaarden wordt in dit geval gecompliceerder, ook al 
omdat ook niet-reele eigenwaarden kunnen optreden. Wegens de 
instabiliteit van het asymmetrische probleem is de te kiezen 
arithmetiek van het hoogste belang, wil de methode effectief ziJn. 
Op deze zaken zullen we niet nader ingaan (zie N.W.,II f7.12). 
"Afschatting" van de eigenwaarden van een matrix 
Vaak wensen wij hij de bepaling van de eigenwaarden van een 
matrix te beschikken over grenzen, w~arbinnen de eigenwaarden 
zich bevinden. Vele formules staan hiervoor ter beschikking. 
Zonder bewijs geven we hier een tweetal eigenschappen: 
Zij ii(A) de eigenwaarden van een matrix A=(aij) van de ne orde, 
dan geldt: n 
2 
n 2 
1) r- J:>.j (A) J ❖ . I; Jai j I 
J=1 l,J=1 
2) De modulus van elke eigenwaarde is hoogstens gelijk aan 
het maximum van den getallen, ieder voorstellende de som 
van de absolute waarden van de elementen van elk der 
n rijen (kolommen). 
WR-A 224-
§ 9. Lineaire transformaties (zie ook § 4) 
1. Een homogene lineaire transformatie in Rn metals transfor-




y = Ax 
neeft de eigenschap, dater een eeneenduidige cor~eepondentie 
bestaat tussen punten X (plaatsvectoren !) en punten Y (plaats-
vectoren Y) in Rn. De transformatie voert lineaire ruimten in 
lineaire ruimten over (rechte lijnen in rechte lijnen, platte 
vlakken in platte vlakken, enz.). (9.1) is een bijzonder ge-
val van de transformaties van de vorm 
+ + -+ 
y = Ax + v. 
Leze transformaties (9.2) met A niet-singulier bezitten bijv. 
ook de eigenschap, dat ze rechte lijnen in rechte lijnen 
overvoeren, etc. Men noemt ze affiene transformaties. 
Opg. Bewijs, dat de affiene transformaties een groep vormen 
met de homogene lineaire transformaties als ondergroep. 
Voorbeelden van affiene transformaties zijn: 
+ + ........ 
1. De translatie y = x + v (vis een constante verplaatsings-
vec tor). ..... ..... 
2. De vermenigvuldigingstransformatie y = ex (c = constante 
scalar). 
3. De uitrekking (als de matrix A bijv. een diagonaalmatrix is). 
Opm. Affiene transformaties zijn zelfs volledig gekarakteri-
seerd door de eigenschap, dat ze rechte lijnen in rechte 
lijnen overvoeren, want ook omgekeerd kan men bewijzen, dat 
iedere eeneenduidige transformatie van de ruimte Rn in zich-
zelf, die elke rechte lijn in Rn weer in een rechte lijn 
overvoert, noodzakelijk een affiene transformatie moet zijn. 
Men onderscheidt verschillende soorten meetkunaen, afhanke-
lijk van de begrippen, die invariant blijven bij uitvoering 
van bepaalde transformaties. 
Zo noemt men dat deel van de meetkunde, dat zich bezighoudt 
met begrippen invariant tegenover affiene transformaties, de 
I 
afftene meetkunde en de invariante begrippen: affiene be-
grippen. 
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Opg. Bewij.s, dat het begrip rechte lijn, plat vlak, evenwijdig-
heid, verhouding van evenwijdige vectoren affie~e begrippen zijn. 
Een begrip als "loodrecht" is geen affien begrip en behoort zo-
als we in§ 5 reeds gezien hebben thuis in een gemetriseerde 
meetkunde (metrische meetkunde), waarbij als transformatiegroep, 
die transformaties optreden, die lengten en hoeken invariant 
laten (verplaatsingen), de zgn. groep van de algemene orthogo-




We voeren in Rn naast de lineair onafhankelijke basis gevormd 
door de vectoren t 1,'t2 , ... ,ln een nieuwe basis in (of zoals men 
zegt een ander conrdinatenstelsel), gevormd door de vectoren ..... ...,. .... ..... 
r 1,r2 , ••• ,fn. We zullen hier afspreken, dat van een vector x in ... 
Rn de kentallen t.o.v. de basis e. zullen worden aangegeven met 
l + 
x 1,x2 , ••• ,xn; die t.o.v. de nieuw! basis fi met accenten: 
x 1
1 ,x2
1 , ••• ,xn'. T.o.v. de basis e. schrijven we voor de vector 
+ -+ l + 
x : x = (x 1,x2 , ••• ,xn); t.o.v. de basis fi voor dezelfde vector 
~ ~ ➔ 
x : x 1 = ix 1
1 ,x2
1 , ••• ,xn'), d.i. de kentallenvector van x t.o.v. 
de basis r1 . ..,. n -to- :r, -+ 
Nu geldt dus: x = L x. ei = L xi 1 f
1
• 
i=1 l i=1 
Zij nu (vgl. opgave 2, blz.76): 
... t -+ fi = pikek, 
k=1 
-+ n ➔ f f -+-dan geldt dus X = L xi'fi = x. I pikek = 
i=1 i=1 l k=1 
n ( t pkixk') ' = L ei, zodat 
i=1 k=1 
n 
xi = L pkixk I . 
k=1 
Is Pde n-matrix, waarvan de kolommen worden gevormd door de --~-----
kentallen van de basisvectoren f. t.o.v. de oude (P dus niet-
1 
singulier), dan geldt dus volgens (9.4): 
+ -+ x=Px 1 _. 
(9.4) of (9.4) 1 stelt een homogene conrdinatentransformatie met 
matrix P'voor, d.w.z. een transformatie van de kentallen van 
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een vector in Rn t.o.v. het ene co~rdinatenstelsel in die 
t.o.v. het andere stelsel. Ze vormen een deelverzameling van de 
algemene coordinatentransformaties: 
(9.5) .... .... -+ X = p X 1 + U. 
-i,. 
Hierin is it= 
0 in de nieuwe 
00 1 de verplaatsingsvector van de oude oorsprong 
0 1 (met kentallen t.o.v. het oude stelsel). 
Een affiene transformatie in Rn zal van een andere vorm worden 
bij invoering van een ander co~rdinatenstelsel. 
Zij voor het gemak eerst ondersteld, dat de affiene transfor-
matie A de oorsprong O invariant laat, terwijl dat ook het 
geval is met de co~rdinatentransformatie (0 = 0 1 ). Dan geldt 
volgens ( 9. 1) en ( 9. 4) 1 : 
~ -+ .. -+ 
y = Ax en x = Px 1 , zodat, daar P niet-singulier: 
+ -1~ -1 + -1 ~, 
y 1 = P Y = P Ax= P APx. 
Op de nieuwe basisvectoren wordt dus de nieuwe transformatie-
matrix A1 uit A gevormd door de equivalentie-transformatie 
(zie § 8): 
(9.6) A1 = P- 1AP. 
We hebben zodoende de volgende belangrijke stelling: 
Stelling 9.1. Als A in Rn de matrix voo:stelt van een homogene 
lineaire transformatie t.o.v. de basis ei en A1 die t.o.v. de 
basis fi, dan geldt A1 = P- 1AP, waarin Pde n-matrix is, waarvan 
de kolommen gevormd warden door de kentallen van de basisvectoren 
fi t.o.v. de basis ti. 
.-i,. + -+ 
Opg.1. Bewijs, dat de algemene affiene transformatie y =Ax+ v 
bij overgang op een nieuw coordinatenstelsel d.m.v. de transfor-
matie (9.5), op dit stelsel de vorm heeft y1 = A1°t1 + #1 , waarin 
-1 + -1 -+ ~ -,. 
A 1 = P AP en v 1 = P (Au - u + v) . 
. -+ 
Opg.2. Indien in stelling 9.1 f. n lineair onafhankelijke eigen-
l 
vectoren voorstellen van de matrix A, dan heeft A1 de diagonaal-
vorm. Bewijs dit. 
Uit (9.6) en de stellingen 8.3 resp. 8.6 en 8.11 volgen de vol-
' gende stellingen: 
Stelling 9.2. re eigenwaarden van een homogene lineaire transfor-
matie (matrix) zijn invariant tegenover de invoering van nieuwe 
basisvectoren. 
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Stelling 9.3. Zijn de eigenwaarden van een homogene lineaire 
transformatie (matrix) alle verschillend of, zo dit niet het 
geval is, is de matrix niet defect (bijv. elke re~le symmetri-
sche matrix), dan kan deze door geschikte keuze van nieuwe 
basisvectoren op de diagonaalvorm warden gebracht. 
Opm.1. In verband met de identificatie van de begrippen 
11 homogene lineaire transformatien en "matrix", spreken we 
ook van de eigenwaarden (en eigenvectoren) van een homogene 
lineaire transformatie (zie § 4, blz.59). 
Opm.2. Een niet-homogeen stelsel niet-strijdige vergelijkingen 
is door een conrdinaten-transformatie altijd over te voeren in 
een homogeen stelsel. Immers: zij bijv. t = At het stelsel en 
! = 1'
0 
een particuliere oplossing, dan voert de conrdinaten-
+ + .+ ..,,. -+ .+ 
transformatie x = x 1 + x het stelsel over inc~ A(x 1 +x) = 
+ -,.. -+ 4 o _..,-+ o = Ax 1 + Ax = Ax 1 + c, zoda t O = Ax ', een homogeen stelsel. 
0 
re oplossingsruimte van het nieuwe stelsel is nu een lineaire 
vectorruimte geworden. Met evenveel recht zouden we dus ook 
bijv. kunnen spreken van de dimensie van de oplossingsruimte 
van een niet-homogeen stelsel. Het enige verschil tussen homo-
gene stelsels en inhomogene stelsels, is dat bij oplosbaarheid 
van het inhomogene stelsel diens oplossingsruimte een particu-
liere oplossingsvector verschoven is t.o.v. de oplossingsruimte 
van het homogene stelsel (vgl. stelling 6.3). 
3. De 11 uitrekking 11 als homogene lineaire transformatie 
Als de transformatiematrix A van een homogene lineaire trans-
formatie Y = Ai in Rn t.o.v. een zekere basis in Rn een diago-
naalmatrix is met alle diagonaalelementen a1 i positief, dan 
stelt de transformatie een uitrekking voor. Vectoren in de 
richting der basisvectoren worden door de transformatie met 
resp. a1i vermenigvuldigd. Eventueel warden deze vectoren
11 samen-
gedrukt11 of blijven invariant ( 0 < aii ~ 1), doch ook dan spreekt 
men van een uitrekking. 
Als men nu onder een positief definiete (symmetrische) matrix 
een re~le symmetrische matrix verstaat, die slechts posi\ieve 
~,I, 
eigenwaarden bezit (vgl. opg.8, blz.205), dan geldt de volgende 
stelling: 
(9.7) 
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Stelling 9.4. Als de matrix A van een homogene lineaire 
..,. + 
transformatie y = Ax in Rn positief definiet symmetrisch is, 
dan stelt A een uitrekking voor. 
Bewijs: Gesteld, dat de orthogonale matrix Q de matrix A 
diagonaliseert, dus Q- 1AQ = D (volgens stelling 8.11 altijd 
mogelijk). Pas nu in Rn een homogene co~rdinatentransformatie 
toe met matrix Q (oude basisvectoren 't., nieuwe f.), dan 
+ ~ l -1 Tl 
geldt volgens (9.4) 1 : x = Qx 1 of i,v.m. Q = Q: 
• -1-+ T ~ x 1 = Q x = Q x, zodat 
-,.. 
Ten opzichte van de nieuwe basis f. heeft de met A equiva-
-1 . l 
lente matrix Q AQ dus de diagonaalvorm. Daar volgens stel-
ling 8.3 deze diagonaalmatrix als diagonaalelementen de eigen-
waarden van A heeft, zijn deze elementen positief, zodat de 
transformatie dus een uitrekking voorstelt. 
Opm.1. Als A de transformatie is t.o.v. een orthonormaal 
stelsel {blz.215), is de nieuwe basis volgens (9.7) eveneens 
orthonormaal, daar Q orthogonaal is. De uitrekking vindt dan 
plaats in onderling orthogonale richtingen. 
Opg. Bewijs dat deze richtingen overeenstemmen met de rich-
tingen van de eigenvectoren van A, en de 11 uitrekkingsfactoren" 
met diens eigenwaarden. 
Opm.2. Met betrekking tot de positief definiete symmetrische n-
matrices A= (a .. ) geven we hier nog (zonder bewijs) de vol-lJ 
gende stellingen: 
Stelling 9.5. Een re~le symmetrische matrix A is dan en slechts 
dan positief definiet als den "diagonaal 11 -determinanten 
a11 a12 a1k 
d positief zijn, (k=1, ... ;n). 
Stelling 9.6. Een re~le symmetrische matrix A is dan en slechts 
dan positief definiet, als er een niet-singuliere matrix Q 
bestaat, zodanig, dat A= QTQ. 
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Stelling 9.7. Iedere reEle niet-singuliere matrix Akan ge-
schreven worden als een product A= PS, waarin P orthogonaal 
en S positief definiet symmetrisch is (Pen S worden bovendien 
eenduidig door A bepaald; een bewijs van deze stelling is ver-
vat in het te geven voorbeeld op blz.232 ). 
0pg. Bewijs, dat uit stelling 9.7 volgt, dat iedere re~le 
niet-singuliere matrix A ook geschreven kan worden als A=S 1P1, 
waarin s1 = positief definiet symmetrisch en P1 = orthogonaal. 
4. 0rthogonale transformaties 
Hieronder verstaan we een homogene lineaire transformatie 
+ + 
y = Ax in een reele vectorruimte R met de eigenschap, dat het 
~ -+ n 
origineel x en de beeldvector y dezelfde lengten hebben voor 
alle vectoren 1 in Rn, dus !YI= I Atf = I tj. 
Stelling 9.8. Nodig en voldoende voor het behoud van lengte 
-+ + 
in R bij uitvoering van de transformatie y =Axis, dat het 
n + ..,. 
inwendig product(v 1,v2 )invariant blijft voor ieder tweetal -+ --->-vector en v1 en v2 in Rn. 
➔ .... -+- .1. 
Bewijs~ "voldoenden direct duidelijk, want Jxf = (x,x) 2 = 
-+ ..,.. 1 -+ 
= (y,y) 2 =!YI• 
"noodzakelijk": we maken gebruik van de volgende 
identiteit tussen lengten en inwendig product: 
waaruit direct volgt, dat behoud van lengten, behoud van in-
wendig product impliceert. 
Gevolg: Behoud van lengten impliceert ook behoud van hoeken 
tussen vectoren, d.w.z. Ge hoek e tussen 11 en i 2 is gelijk , - ..,. "7" ...i,. ...,. 
aan ae hoek 8 1 tussen oe vectoren w1 ~ Av 1 en w2 = Av2 • In het 
bijzonder blijft dus orthogonaliteit tussen vectoren invariant. 
0pgave: Bewijs genoemde eigenschappen. 
Stelling 9.9. Nodig en voldoende voor het behoud van lengte 
is, dat de matrix A t.o.v. de orthonormale basis 
t 1 = t1,o, ... ,o), ... ,tn = (0,0, ... ,1) orthogonaal is. 
Bewijs: Als A orthogonaal is, geldt AAT = ATA = I en dus 
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-+ ->- ...,. T, + T T) -i- ~ T T -+- -+ T~ (""" "' ) (w 1,w2 ) = w1 w2 = (v1 A (Av2 ) = v 1 (A A)v2 = v 1 v2 = v 1,v2 , 
d.w.z. bij de gegeven orthonormale basis behoud van lengte. 
( -+ -+ ) ( + - ) .... + Omgekeerd: Als w1,w2 = v 1,v2 voor alle vectoren v 1 en v2 , 
1 t ( ~ ..,. ) -+ T..,.. -i- T ( T )"""' - T...,.. . ge d w1,w2 = w1 w2 = v 1 A A v2 = v 1 v2 . Zoals eenvoudig 
kan worden bewezen is de laatste gelijkheid voor alle vectoren 
,... + T 
v 1 en v2 slechts dan mogelijk als de matrix A A de eenheids-
matrix is, ATA = I, dus A= orthogonaal. 
Opgave. Bewijs, dat deze stelling ook geldt als i.p.v. de 
gegeven orthonormale basis een willekeurige andere orthonor-
male basis beschouwd wordt, ten opzichte waarvan de matrix A 
orthogonaal is. 
In plaats van de invariantie van lengte tussen beeld en ori-
gineel, kan men een orthogonale transformatie dus ook 
definieren als een homogene lineaire transformatie in Rn, waar-
van de transformatiematrix ten opzichte van een (en dus t.o.v. 
iedere) orthonormale basis orthogonaal is. 
Opg. Bewijs dat de orthogonale transformaties inn verander-
lijken een groep vormen (de orthogonale groep, een ondergroep 
van de affiene groep, zie blz. 224). 
Als A een orthogonale matrix is geldt ATA = I, dus 
det(A) = + 1. Een orthogonale transformatie in R met matrix 
- n 
A t.o.v. een orthonormale basis heet eigenlijk (of direct) resp. 
oneigenlijk (of gespiegeld) al naar gelang det(A) = +1 resp. 
=-1 is. Deze eigenschappen zijn invariant bij transformatie 
van de co~rdinaten indien wordt overgegaan op een andere ortho-
normale basis (bewijs dit). Een eigenlijke orthogonale trans-
formatie van Rn noemt men een draaiing of rotatie. Deze defi-
nitie komt overeen met de definitie, dat in R een rotatie n 
een homogene lineaire transformatie is, waarbij lengten (en 
dus ook hoeken) alsmede orientaties (i.v.m. het positief zijn 
van det(A)) invariant blijven. 
Opg. Bewijs dat de directe orthogonale transformaties een 
ondergroep vormen van de orthogonale groep; de gespiegelde 
I 
orthQgonale transformaties vormen echter geen groep (waarom niet?). 
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Vb. Gevraagd alle orthogonale transformaties in R2 . 
Opl.: Laat A een orthogonale transformatie zijn met matrix 
A __ ( a11 a12). re kolommen van A zijn de beeldvectoren 
a21 a22 
~ ~ ➔ -+ r 1 en r 2 van de basisvectoren e 1 en e 2 (orthonormaal stelsel) 
van R2 . Lengte blijft invariant, zodat 
1 = f t1l2 = I r1j2 = a~1 + a~1 en 1 = I l2l2 =lt2f2 = a~2+a~2· 
Stel a 11 = cos <p en a 21 = sin <p , a 12 = sin y/ en a 22 = cos -y.r, 
--( co. s <p. sin ,r). dan is A 
sin <p cos r 
+ ->-
Aangezien ook r 1 en r 2 orthogonaal zijn geldt: 
0 = cos tp sin yr + sin rp cosy- = sin(4'+ "f )=0, dus y;- =-<p of 





-sin (f) of ( c~s <p sin :) . 
cos 'f sin 'f -cos , 
In het eerste geval is jAj = 1, dus de transformatie eigenlijk 
orthogonaal; in het tweede geval is JAl=-1, en de transformatie 
dus gespiegeld orthogonaal. In het eerste geval is de transforma-
+ -+ 
tie een draaiing om O over een hoek cp : y = Ax ui tgeschreven: 
Y1 = x 1cos f -x2sin f, y2 = x 1sin f + x2cos f; in het tweede 
geval is eerst ~2 t.o.v. de ~1-as gespiegeld en daarna de trans-
forma tie over een hoek <p ui tgevoerd. ( Mag de vol garde van 
spiegeling en d~aaiing worden omg~0isseld?)Ook in R komt n 
det(A) =-1 en A orthogonaal overeen met de uitvoering van een 
spiegeling en een draaiing. 
Met behulp van stelling 9.7 kunnen we de meetkundige betekenis 
van een willekeurige niet-singuliere homogene lineaire trans-
formatie (d.i. een hom,lin.transformatie met een niet-singuliere 
matrix als transformatiematrix) in R nader analyseren: n 
Stel eens dat T zo 1 n transformatie is en dat A t.o.v. een ortho-
normale basis de bijbehorende re~le matrix is. Stel A= PS 
(stelling 9.7), waarin P orthogonaal en S positief defin~et sym-
metris~h. Laat verder Q een orthogonale matrix zijn, die S 
diagonaliseert (stelling 8.11) in D. Dan geldt 
Q- 1AQ = Q- 1PSQ = Q- 1PQQ- 1SQ = Q- 1PQD = UD, waarin Ude orthogo-
nale matrix Q- 1PQ is en Deen diagonaalmatrix met diagonaalele-
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ffienten positief (waarom dit laatste?). 
Passen we nu in Rn een cotirdinatentransformatie toe met matrix 
Q, dan krijgen we een nieuw orthonormaal basisstelsel, ten op-
zichte waarvan de homogene lineaire transformatie T, die een 
vector! in een vector 1 overvoert, volgens (9.6) v0orgesteld 
kan worden door y = Q- 1AQi = Uri. Iientengevolge is T equiva-
lent met een uitrekking met matrix I (t.o.v. de nieuwe basis) 
gevolgd door een orthogonale transformatie met matrix U (even-
eens t.o.v. de nieuwe basis). Iaar iedere orthog~nale trans-
formatie in Rn een rotatie voorstelt of een rotatie gevolgd 
door een spiegeling (of omgekeerd) hebben we de volgende stel-
ling: 
Stelling 9.10. Iedere niet-singuliere homogene lineaire trans-
formatie in Rn is 6r equivalent met een rotatie gevolgd door 
een uitrekking 6r met een rotatie gevolgd doer een spiegeling 
en daarna door een uitrekking. 
Opm. In verbanc r.1et de opgave op blz .22S ,nag men de volgorde 
van rotatie (incl. evt. spiegeling) en uitrekking verwisselen. 








1°. Ate schrijven als het procluct van een orthogonale matrix P 
en een p~sitief detiniete s~runetrische matrix S (stelling 
']. 7) . 
0 0 T 
L. Ie meetkundige betekenis van de met A corresponcerencte 
homogene lineaire transformatie (stelling 9.10). 







positief definiet symmetrisch. Onderling orthogonale eenheids-
vectc,ren in R3 zijr ( ½¥2, ½'12, 0) ,( - Jv6, J'16 ,f V6), ( l VJ,-; V3, l V3), 
zijnde eigenvectoren van B zijn resp. behorende bij de eigen-,, 
waar6en 4(2-voudig) en 1. Volgens blz.213 e.v. transforrneert de 
orthogonale matrix Q met als koloinrnen bovenstaanc:e eenheictsvecto-
ren: 
½ \;; 
Q = l. V2 2 
0 









1 ✓-- 3 3 
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B d m v de trans ?orna tie Q,- 1B(~ = ~ T .3Q, in de diagonaalma trix 
I· ~. ( g. ~ ~ ) . Laa~ r 
1 
de diagonaalH,a trix zijn met positieve 
0 
( 2 0 0 ) diagonaalelementen, zodat r 1c = !, dus r 1 = g ~ ~ . 
Stel S = QI 1Q
11
, dan is S symmetrisch 
2 '1' '11 
en positief definiet 
n-r , 1~ T nr.n'l' -- B (waarom?). Ian geldt S = Qr 1Q QL 1~ 
Als nu P = AS- 1 geldt dus: 
- ¾~1~1~ - ~ ~ = 
PTP = (AS- 1 )TAS- 1=(S- 1 )TATAS- 1=(S- 1 )TS2S- 1=(S- 1}TS=S- 1S=I. 
Pis dus orthogonaal, zodat A=PS met P orthogonaal en S positief 
definiet symmetrisch (stelling 9.7 is hiermed.e tevens bewezen). 
Ie gevraagde positief definiete symmetrische matrix Sis dus 
5 1 1 
3 3 -3 
] en ae eigenlijke orthogonale matrix P: s QD QT 1 2. = = 3 1 3 
1 1 5 -3 3 3 
2 2 1 
3 -3 -3 
AS- 1 
1 2 2 
p = = 3 3 -3 
2 1 2 
3 J 3 
0pg. Controleer dat ind.erc'.aad gel(t A=PS en in di t bijzonc'.ere 
geval zelfs ook A=SP. 
2°. Stel T de homogene lineaire transformatie met matrix AT 
+ + -t.o.v. !e basis e 1 = (1,0,0), e 2 = (0,1,0), e3 = (0,0,1). Een 
vector x = (x 1,x2 ,x3
) wordt overgevoerd in een vector 
1 = (y1,Y2,y3 ) d.m.v. de transformatie 
! 
y 1 = x1+x2+x3 
->- T~ (9.9) y =Ax of y 2 = -x 1+x2+x3 
, y 3 = -x1-x2+x3 
I,e eigenlijke orthogonale transformatie met matrix PT (t.o.v. 
~ + + 
de basis e 1,e2 ,e3
) stelt in R
3 
een rotatie voor, welke alle 
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vectoren in een zekere richting 't (de richting der rotatie-as) 
+ invariant laat. Dater in het algemeen zo'n richting r be-
staat volgt uit: 
}PT-r) =)PT-rl {Pl=}PTP-Pl =Ir-Pl= (--1) 3 jP-rJ = -JPT-rl, 
I T I T +r ( ..J. •o) dus P -I= 0., P -I dus singulier, zodat er een vector T 
T + -+ T+ -+ is met (P -I)r = 0 of Pr= r. 
De orthogonale matrix PT heeft een eigenwaarde 1 met eigen-
vector (1,-1,1). In deze richting valt dus de rotatie-as, die 
bij de rotatie behoort. Het vlak x 1-x2+x3
=o door O, orthogonaal 
met de rotatie-as (waarom?), blijft bij de rotatie invariant. 
Om de draaiingshoek e te vinden, waarover bij de rotatie ge-
draaid wordt, beschouwen we de vector (1,1,0) in dit invariante 
vlak. reze vector gaat bij de rotatie over in de vector (1,0,-1). 
De cosinus van de hoek e tussen de vectoren (1,1,0) en (1,0,-1) 
is dus gelijk aan 1·~1-~0 --1 = ~ (zie o.a. pt h)blz.215). e is 
wegens O ~ e < 180 dus 2 · 2 gelijk aan 60°. 
Om de asrichting (1,-1,1) wordt dus over een hoek van 60° ge-
draaid in de richting van (1,1,0) ➔ (1,0,-1). De pos.def. 
symm. matrix S heeft de eigenwaarden van r 1, dus 1 en 2 (twee-
voudig). Hierbij behoort een "uitrekking" (vgl. stelling 9.4) 
met factor 1 in de richting (1,-1,1) van de rotatie-as (immers 
(1,-1,1) is een eigenvector van S behorende bij de eigenwaarde 
1 en volgens de opgave blz.228 vindt in deze richting dus een 
uitrekking plaats met factor 1 (d.w.z. invariantie)), alsmede 
een uitrekking met factor 2 in alle richtingen gelegen in het 
vlak x 1-x2 +x3
=o, da t orthogonaal. is met de rota tie-as ( en de 
2-dimensionale eigenruimte voorstelt van S bij de tweevoudige 
eigenwaarde 2). 
re transformatie (9.?) is het (commutatieve) product van de 
rotatie 
! 
2 1 2 
Y 1= }c1 .1. 
1 
Y1 = 3x1 + 3x2 + 3x3 + 3X2 - -x 3 3 
2 2 1 en de uitrekking 1 5 1 Y2 =-3x1 + )X2 + 3x3 Y 2= 3x1 + 3:X:2 + 3:X:3 
1 2 2 1 1 5 
Y3 =-3X1 - -x + 3x3 Y =--x + )XZ + 3X3 3 2 3 3 1 
f1, 
(transformatie-matrix PT) (transformatie-matrix S) 
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Dus damengevat: De homogene lineaire transformatie, die correspon-
T . ~ + deert met A stelt t.o.v. de basis e 1 = (1,0,0), e2 = (0,1,0)~ 
t
3 
= (0,0,1) een rotatie voor met rotatie-as (1,-1,1) over een 
draaiingshoek van 60° (in de richting (1,1,0)--;,. (1,0,-1), gevolgd 
door een uitP.ekking met factor 2 in alle richtingen orthogonaal op 
deze rotatie-as~ dus in alle richtingen gelegen in het vlak 
x 1-x2+x3 
= O. Men mag in dit geval oak de uitrekking vooraf laten 
gaan aan de rotatie, zoals meetkundig direct duidelijk is (alge-
bra:tsch correspondeert het met de c.ommutativi tei t van het product 
der matrices Pen S of van PT en S). 
Opg. Bewijs, dat met de matrix A de homogene lineaire transformatie 
correspondeert, die het resultaat is van een draaiing om boven-
staande rotatie-as over een hoek van 60° in tegengestelde richting 
als in het gegeven voorbeeld, gevolgd door dezelfde uitrekking als 
boven (of in omgekeerde volgorde uitgevoerd). 
Bewijs verder, dat met de matrix B = ATA de uitrekking correspon-
deert met een factor 4 in alle richtingen van het orthogonaal op 
de draaiingsas staand vlak x 1-x2+x3 
= O. 
De orthogonale transform&ties zijn homogeen lineair. Combineren 
➔ ➔ "' we ze met de translaties, dus: y =Ax+ v, dan krijgen we de ver-
zameling van de zgn. verplaats·ingen. Hierin is A een orthogonale 
"'7" . 
matrix en v een translatie vector. Dat deel der meetkunde waarin 
begrippen optreden die tegenover verplaatsingen invariant ziJn 
(zoals lengten, hoeken, loodrechLe stnnd), noemt men metrische 
meetkunde (te vergelijken met de gewone elementaire 11 schoolmeet-
kunde11). Een verplaatsing is meetkundig gezien een affiene trans-
formatie in R, waarbij origineel en beeld congruente vormen hebben. n . 
Opg.1. Bewijs dat de verzameling der verplaatsingen een groep vormen. 
2. Bewijs, dat een n-matrix P dan en slechts dan orthogonaal is, als 
P behoort bij een homogene lineaire transformatie in R, waarbiJ een . n 
orthonormaal stelsel van n vectoren wordt overgevoerd wederom in een 
orthonormaal stelsel van n vectoren. 
I 
Is de matrix P, die bij een coordinatentransformatie (9.4) behoort 
eigenlijk orthogonaal (dus !Pl= +1), dan spreekt men - naar analogie 
met overeenkomstige begrippen bij vectortransformaties (of punt-
transformaties) - van een draaiing of rotatie van het assenstelsel 
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of van de coBrdinaatassen (zie blz.230). Men kan ook zeggen, dat 
iedere draaiing van hct assenstelsel wordt bewerkt door toepas-
sing van een homogene lineaire transformatie, waarbij een ortho-
normale basis getransformeerd wordt wederom in een orthonormale 
basis, die op dezelfde wijze zijn geori~nteerd, terwijl ook omge-
keerd (zie opg.2 boven) iedere eigenlijke orthogonale coordinaten-
transformatie met corresponderende orthonormale bases, die op 
dezelfde wijze zijn geori~nteerd, een draaiing voorstelt. 1 ) 
Twee orthonormale bases hebben volgens afspraak dezelfde ori~ntatie 
als ze in elkaar kunnen worden overgevoerd door een eigenlijke 




ruimte gaat bij een draaiing een rechts 
orthonormaal stelsel weer in een rechts 
orthonormaal stelsel over. 
Onder een rechtsdraaiend assenstelsel verstaat men hier in R
3 
een 
stelsel lineair onafhankelijke basisvectoren t 1,i2 ,t3, zo gelegen, 
dat als men een kurketrekker over de kleinste hoek in de richting 
van '?1 naar ?'2 draait, deze kurketrekker zich in de lengterichting 
( .L draaiingsrichting) beweegt in de richting van t
3
. Is dit laat-
ste niet het geval, dan is het stelsel linksdraaiend. 
In het algemeen spreekt men in een R van positieve en negatieve 
n -+ 
ori~ntatie van n lineair onafhankelijke vectoren 11, ... ,xn in Rn, 
al naar het positief of negatief zijn van de determinant, waarvan 
de eerste t/m de ne kolom-(of riJvector) resp. bestaan uit de 
-+ -;, 
vectoren x 1, ... ,xn. 
Opgaven 
1. Geef de matrix en de vergelijkingen van de volgende coOrdinaten-
transformaties: 







1) Zoals vroeger reeds meermalen vermeld (zie bijv. blz.21~), 
noemt men een coordinatenstelsel met een orthonormaal stelsel 
basisvectoren, veelal een Cartesisch coordinatenstelsel (reaht-
hoekig stelsel met basisvectoren lengte 1). 
\J"H - A 237 
2. Bepaal een orthonormale basis in R
3
, waarvan de eenheidsvector 
(i, ~, ~) een der basisvectoren is. Hoe luidt de co~rdinaten-
transformatie van de basis (1,0,0), (0,1,0), (0,0,1) in deze 
nieuwe? 
J. Bewijs, dat in RJ de co~rdinatentransformaties van de E-basis: 
t 1 = (1,0,0), 't2 = (0,1,0), ~J = (0,0,1) in elk van de volgende 
bases orthogonaal is. 0nderzoek welke van deze transformaties 
een draaiing voorstelt. 
4. 
-+ ~ 3 4 -+- 4 3 
a) r 1 = (0,1,0), r 2 = (5 , 0,- 5), r 3 = (5,o, 5 ) . 
...,. 3 6 2-+ 6 2 3 ➔ 2.3 6 
b) f 1 = (7,- 7 ' 7), f2 = (7, 7'- 7), f3 = (7, 7' 7). 
-1- 2 2 1 + 2 1 2 -+- 1 2 2 
c) f1 = (3, 3' 3), f2 = (- 3' 3' 3), f3 = (3,- 3' 3). 
Bepaal bij opgave 3 de transformatiematrices behorend bij de 
transformatie van 
a) de E-basis in de basis genoemd onder c) van opgave 3. 
b) de basis genoemd onder b) van opgave 3 in de E-basis. 
c) de basis genoeind onder C) van opgave 3 in die genoemd onder 
a) van opgave 3. 
Pfwijs, dat al deze transformaties orthogonaal zijn. Welke ervan 
zijn rotaties? 
5. Bewijs, dat in een Rn twee bases dezelfde ori~ntatie hebben 
als de determinant, die de ene basis in de andere basis over-
voert, positief is. Maak aanschouwelijk, dat het door een 
continue deformatie onmogelijk is een positief geori~nteerd 
stelsel vectoren over te voeren in een negatief geori~nteerd 
stelsel (en omgekeerd) zonder een van de vectoren bij de defor-
matie te laten vallen in de ruimte opgespannen door de andere 
vectoren. 
5. Kwadratische vormen 
Iefinities. Een kwadratische vorm fin x 1, ... ,xn is een homogene 
kwadratische veelterm inn variabelen x 1, ... ,xn. 
, ~matrix van een kwadratische vorm in x 1, ... ,xn is de vierkante 
n-ma trix A = (a .. ) , waarin 




co~ffici~nt van xi 
co~ffici~nt van x.x, voor if j. 
l J 
Deze matrix is dus een symmetrische m&trix. 
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Vb. r.e kwadratische 
(-~ =~ ~ ) 2 0 -2 
Zoals eenvoudig kan worden bevestigd geldt de volgende stelling: 
Stelling 9.11. Is A= (a .. ) de matrix van een kwadratische vorm f, lJ 
dan is f te schrijven als het matrixproduct 
(9.10) 
waarin X de kolomvector gevormd door x 1, ... ,xn. 
Wensen we f te zien als functie van de vector X, dan schrijven we 
veelal f ( X). 
Onder de rang van f verstaan we de rang van de bijbehorende matrix 
A. f heet singulier resp. niet-singulier als A is singulier resp. 
niet-singulier. f heet re~el als alle co~ffici~nten aij re~el zijn, 
waarbij we dan meestal zullen aannemen, dat tevens x 1, ... ,xn re~el 
zijn. 
Transformatie van kwadratische vormen 
We beschouwen een homogene cot)rdinatentransformatie met matrix P, 
waarbij 
Volgens 
de oLde veranderlijken zijn x,..,, ... ,x en de nieuwe x~, ... ,x 1 • 
-+- 1 n + 1 n 
(9.4) geldt x = (x 1, ... ,xn) = P(x1, ... ,x~) = Px 1 (det PI o). 
Zij nu weer X =( t) = x• =( t ), dan geldt dus 
(9.11) X = PX I' 
zodat volgens (9.10) geldt~ 
(9.12) 
Gevolg: f is uitgedrukt in de nieuwe cot)rdinaten x~, ... ,x' weer 
1 T n 
een kwadratische vorm. r•e bijbehorende matrix A 1 = P AP is weer 
symrnetrisch (waarom?). 
Dus: 
Stelling 9,13. Toepassing van co~rdinatentransforrnatie (9.11) op 
de kwadratische vorm fin x 1, ... ,xn met matrix A heeft tot gevolg 
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dat f weer een kwadratische vorm wordt in x1, ... ,x~ met matrix 
A1 = PTAP. 
Het stellen van X1 =Yen A1 = B geeft aanleiding tot de volgende 
definities: 
I·efini ties. 'l1wee re~le kwadratische vorinen XTAX en YTBY heten 
equivalent als de ene in de andere kan worden overgevoerd door 
middel van een re~le homogene co~rdinatentransformatie. Zij heten 
orthogonaal equivalent als de ene in de andere kan worden overge-
voerd door middel van een orthogonale co0rdinatentransformatie. 
Opg. Bewijs, dat gewone equivalentie, zowel als orthogonale equi-
valentie van kwadratische vormen een reflexieve, symmetrische en 
transitieve relatie is (zie blz.161). 
Men zegt nu ook, 
equivalent zijn, 
overvoert 
'I' T dat twee reEle kw@.dratische vormen X AX en X BX 
T waar11J, 'r T 
als B = Q AQ,/Q ae matrix is, die X AX in Y BY 
d.m.v. X = QY (vgl. (9.11)). 
Bestaat er een orthogonale matrix Q met deze eigenschap, dus 
'l' 1 B = Q AQ = Q- AQ, dan spreekt men van orthogonale eqfyivalentie 
(vgl. blz.19O). Ten aanzien van deze orthogonale equivalentie 
geldt de volgende stelling: 
Stelling 9.14. 'l'wee reEle kwadratische vormen x'l'AX en XTBX zijn 
dan en slechts dan orthogonaal equivalent als hun matrices de-
zelfde eigenwaarden hebben met dezelfde multipliciteit. 
Bewijs: Volgens stelling 8.11 zijn de symmetrische matrices A en 
B beide te diagonaliseren d.m.v. orthogonale matrices. in een 
diagonaalmatrix metals diagonaalelementen de eigenwaarden van A 
en B. Aangezien deze in waarde en multipliciteit overeenstemmen 
bestaan er dus orthogonale matrices Pen Q, zodanig, dat 
I = PTAP = QTBQ en dus B = (QT)-'lp'l'APQ- 1 = 
QPTAPQT = (PQT)TA(PQT) = RTAR als R = PQT. 
Nu is R- 1 = (QT)- 1P-'1 = (Q-'1)TP-'1 = (QT)TPT = QPT = RT, zodat 
ook R orthogonaal is. Daar B = RTAR zijn A en B dus orthogonaal 
equivalent. 
'I' -1 Omgekeerd volgt uit stelling 8.3 en B = R AR= R AR, dat A en B 
~ 
dezelfde eigenwaarden hebben met dezelfde multipliciteit. 
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Gevolg: 
Stelling 9.15. Iedere reele kwadratische vorm XTAX is orthogonaal 
2 2 2 equivalent met de vorm A1x 1 +A2x2 + ... +Anxn, waarin A1,A2, ... ,An 
de eigenwaarden zijn van A. 
Bewijs: Volgens stelling o.11 is er een orthogonale matrix P, die 
1 T T T A diagonaliseert: r = P- AP= PAP= PAP. De vorm X AX is dan 
T 2 2 2 orthogonaal equivalent met de vorm X rx = ~1x 1 +A2x2 + +AnXn, 
q.e.d. 
T Heeft de kwadratische vorm X AX nu de rang r en is s het aantal 
positieve eigenwaarden van A, dan kan men de volgende stelling be-
wijzen over de splitsing van een reele kwadratische vorm in 
retle kwadraten (als gevolg van stelling 9.15): 
'I' Stelling 9.16. Iedere reele kwadratische vorm X AX is equivalent 
2 2 2 2 met de vorm x 1 + ... +x 8 -xs+1- ... -xr. 
Ook geldt 
Stelling 9.17. (Sylvester) Twee reele kwadratische vorrnen 
2 2 2 2 
f = x1 + ... +xs -xs+1- ... -xr 
2 2 2 2 
en g = Y1 + ... +y 8 ,-Ysr+1- ... -yr' 
zijn dan en slechts dan equivalent als s=s' en r=r'. 
2 2 2 2 We noemen de vorm x 1 + +xs -xs+1 - ... -xr in st.9.16 de reele 
canonische vorm van iedere. equivalente vorm XTAX. Valgens stelling 
9.16 en 9.17 geldt dus ook (vgl. blz.207): 
Stelling 9.18. Twee reele kwadratische vormen ziJn dan en slechts 
dan equivalent_ als ze ctezelfde reele canonische vorm hebben. 
Een ander gevolg is, dat de rang r zowel als het aantal s der 
posi tieve eigenwaarden van A invariant is bij co·ordinatentrans-
formatie. Iit betekent, dat dus ook r-s invariant is en tevens 
s-(r-s) = 2s-r. Dit getal 2s-r, aangevende het verschil tussen 
het aantal positieve en negatieve eigenwaarden van A heet de 
T . 
signatuur van de kwadratische vorm X AX. Gevolg: 
Stelling 9.19. Twee reele kwadratische vormen zijn dan en slechts 
dan equivalent als ze dezelfde rang en dezelfde signatuur hebben. 
~ 
Een reele kwadratische vorm f(X) heet niet~negatief definiet als 
f(X)~ O voor alle reele X; positief definiet als f(X) > 0 voor alle 
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reele XI O (niet-positief defiriiet als f(X)~ 0 en negatief -
def iniet al s f ( X) < 0 voor alle reele X -I O). 
We geven nog de volgende stellingen: 
Stelling 9.20. Ie kwadratische vorm fin n variabelen is dan en 
slechts dan positief definiet als de Signatuur van de kwadratische 
vorm n is. 
Stelling 9.21. f is dan en slechts dan niet-negatief definiet 
als de signatuur gelijk is aan de rang. 
Volgens stelling 9.20 heeft een positief definiete kwadratische 
vorm signatuur n. Dus n = 2s-r, zodat 2.r ~- n+r = 2s ~ 2r en dus 
r=s=n. Het aantal positieve eigenwaarden van A is dus n, zodat 
alle eigenwaarden van A dus positief zijn. Op blz.227 hadden we 
een positief definiete matrix dan ook als zodanig gedefinieerd. 
Opm. Een ander criterium voor het positief definiet zijn van een 
syrnmetrische matrix of van een kwadratische vorm is neergelegd 
in stelling 9.5. 
Bovenstaande theorie kan worden toegepast· om kwadratiscne vormen 
door een coOrdinatentransformatie te transformeren in een vorm 
van eenvoudiger gedaante (canonische vorm). Beschouwen we een 
algebra!sche vgl. van de tweede graad in 3 veranderlijken, dan 
betekent di t transfor.,ia tie van de vergelijkingen van kwadra tische 
oppervlakken in R
3 
(kwadrieken) in vergeliJkingen waarin de 
gemengde terH1en tussen de veranderlijken ontbreken. Men kan dan 
zo komen tot een classificatie van de kwadrieken (reele en ima-
ginaire ellipso!den, hyperbolo!den, parabolo!den (niet-singuliere 
:kwadrieken); elliptische,hyperbolis0he en parabolische cylinders, 
kegels (singuliere kwadrieken); twee vlakken evt. sa111envallend 
(ontaarde kwadrieken), door beschouwing van signatuur en rang. 
reze analyse van de kwadrieken zal ons te ver voeren; we zullen 
de theorie hier slechts toepassen voor de classificatie van de 
algebra!sche vglen van de tweede graad in twee veranderlijken, 
voorstellende de zgn. kegelsneden in R2 . 
Reductie van kwadratische vormen in 2 variabelen; classificatie 
van kegelsneden 
Volgens stelling 9.15 kan iedere kwadratische vorm f(X) in 
2 2 X = (x 1,x2 ), dus f = a 11x 1 +2a 12x 1x2+a22x2 door een orthogonale 
coordinatentransformatie getransformeerd warden in de eenduidig 
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b ld . h '\ I 2+... I 2 t " .,_ ct· ( '"'l I ) epaa e canonise e vorm ~1 x 1 ,\ 2x2 , me A 1 en A 2 e re~ e. 
eigenwaarden van de ·symmetrische matrix 
A = ( a11 a12 ) . 
a12 a22 
Er bestaat dus een orthogonale matrix P, en zoals eenvoudig kan 
worden aangetoond, zelfseen eigenlijke orthogonale matrix P met 
PT AP = P- 1AP = t = ( ;1 ~ ) . Ie transforma tie i-s dus door een 
2 
draaiing van het assenstelsel te bewerken. 
Volgens stelling 8.5 (zie ook 3.12) bestaat P uit onderling 
orthogonale eigenvectoren van A. Volgens blz.225 zijn de kolo~aen 
-+ 
van P juist de kentallen van de nieuwe basisvectoren r1 t.o.v. de 
oude basis t1 . De nieuwe co~rdinaatassen lopen dus in de richting 
van de eigenvectoren van A. Volgens stelling d.12 ZiJn er altiJd 
2 onderling orthogonale eigenvectoren, hetgeen bevestigt dat door 
een draaiing van het Cartesisch co~rdinatenstelsel in R2 de kwa-
dratische vorm f te transformeren is in de gegeven eenvoudige ge-
daante A1x1
2 +'i',.2x2 
2, waarin dus de gemengde term ontbreekt. 
Stellen we de kwadratische vorm f(X) geliJk aan een constante 
dan stelt de vergeliJking 
een (nog niet algemene) kwadratische kromme voor in R2 (een kegel-
snede, evt. ontaard in rechte lijnen). 
Hoe we deze vgl. (9.13) kunnen reduceren tot een van eenvoudiger 
gedaante, lichten we toe aan het volgende voorbeeld: 
Vb. Een kromine in R2 heeft (op een Cartesisch coordinatenstelsel) 
tot vergeliJking 4ox 1
2+36x_1x2+25x2 
2-52 = O. Gevraagd de vergeliJ-
king van deze kegelsnede te transformeren in z'n eenvoudigste 
gedaante en te onderzoeken met wat voor soort kegelsnede we hier 
te maken hebben. 
Opl.: We bepalen eerst de eigenwaarden en de eigenvectoren van de 
matrix A = ( ~~ ~~), die bij de homogene kwadratische veelterm 
behoort van het linkerlid van de gegeven vergeliJking. De eigen-
waarde~ van A zijn de wortels van diens karakteristieke v~rge-
lijking: 
J 
40 - " 
18 25 
1~).. I = O ~ X 2-65" + 676 = (>- -52 )(>-. ~ 13) = 
\ 
0--'?" "1 = 52, 
).2 = 13. 
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Bijbehorende eigenvectoren ziJn resp. (3,2) en (-2,3). Brengt 1nen 
in deze richtingen de nieuwe co~rdinaatassenaan (voer dus een 
draaiing uit), dan is op deze nieuwe assen cte vergeliJking vanae 
2 _L2 12 XA2 
kegelsnede: 52x1 + '1Jx.2 - 52 = 0 of x 1 + + = '1 , 
voorstellende een el lips met O als middelpunt en halve assen \0.n 
1 t ,1 2 ( • f • ) x 2
1 -as . x2-as eng e ,, resp. zie lguur . t 
f2 
x 1 -as '1 
---+---~---l~---x1-as 
2 ' '1 
\ 
Beschouwen we de zaak weer wat algemener, dan zu.Llen we de vgl. 
(9.'13) altijd kunnen overvoeren in een van het type 
(9.'14) " ,2 --. ,2 O l\'1X'1 + "2x2 + a33 == ' 
waarin A,1 en A2 de (re~le!) eigenwaarden zijn van A=( a'1'1 a'1
2 ), 
• a'12 a22 
en wel door draaiing van het (cartesische) co~rdinatenstelsel (zie 
stelling 9.'15). ne soort kegelsnede, die bij (9.'14) behoort hangt 
af van h0t positief, negatief of nul ziJn van A1 , A2 en a 33
. We 


















re~le ellips } 
hyperbool niet-ontaarde kegel-
imaginaire ellips sneden 
lijnenparen (evt. samenvallend): ontaarde 
kegelsneden 
Opgave: Ver1.fieer in deze tabel ·biJ de gegeven tekencombinaties het 
er achter vermelde type kegelsnede. Geef van de 5 onderste gevallen 
aan met wat voor soort liJnenparen de tekencombinaties correspon-
deren. 
Aangezien bij transformatie van de matrix-van een kwadratische 
vorm ( zie blz -~ de eigenwaarden van de matrix invariant blijven, 
·e. V. 
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kunnen we wat de tekens van A1 en A2 betreft uitgaan van de 
vorm (9.13). De eigenwaarden worden bepaald uit de karakteris-
tieke vergelijking l a11- A a12 _.., I= O of 
I a12 a22 ,... 
( 9. 15) 
Ie discriminant van deze vierkantsvergelijking (9.15) in A is 
gelijk aan D = -4(a 11a 22 -a;2 ) + (a 11 +a 12 )
2 = 4a;2+(a 11-a22 )
2 . 
reze discriminant is dus ~ 0, hetgeen uiteraard ook het geval 
moet zijn, omdat een re~le symmetrische matrix ook re!:!le eigen-
waarden moet hebben. Uit (9.15) volgt dat het product der eigen-
waarden gelijk is aan a 11a 22 -a 1~. Is dit positief, dan A1 en A2 
hetzelfde teken (uus ellips en imaginair snij~end lijnenpaar); 
is het negatief dan A1 en A2 verschillend teken (hyperbool, re~el 
snijdend lijnenpaar); is het gelijk aan O dan een der eigenwaar-
den O (waarom niet beide?) (evenwijdig lijnenpaar, evt. samen-
vallend). We komen dan zo tot de indeling gegeven in de syllabus 
CR - Am blz.10,11 (uitgezonderd de parabool). De vermeJ-ie kegel-
sneden zijn alle zgn. middelpuntskegelsneden. Ze hebben namelijk 
alle een middelpunt en assen van symmetrie door het middelpunt. 
De parabool heeft geen mi~delpunt en ontbreekt dus in de gegeven 
tabel. Deze zal echter wel logisch te voorschijn komen als we de 
algemene vergelijking van de tweede graad waarvan (9.13) slechts 
een bijzonder geval is, nader analyseren (zie ook Cr-Am blz.10, 
11) . 
Opm. Vindt men bij de analyse van de vgl. ( f,I. 13) als kegelsnede 
een hyperbool~ dan is deze steeds re~el. De asymptoten-richtingen 
vinden we door het O stellen van het kwadratische gedeelte van 
(9.13): a 11x 1
2+2a 12x 1x2 + a 22x2
2 = 0 (zie Analyse II, Meulenbeld 
en Baart, blz.168). Deze richtingen zijn orthogonaal als 
a 11 + a 22 = 0 (zie (9.15)); ~e hebben dan te maken met een 
orthogonale hyperbool (kenmerk a 11 = -a22 , a 33 f 0). 
Geldt a 11 = a 22 en is a 12 = O, a 33 
f o, dan hebben we een kromme 
van de elliptische soort. (9.15) gaat dan over in x2-2a 11 ~ +a 1~ = 
= (A-a 11 )
2 = O. Le eigenwaarden zijn dan dus geliJk hetgeen be-
teken!, dater een waaier van asrichtingen is in R2 . We hebben 
dan te maken met een cirkel. In een cirkelvergelijking ontbreekt 
de gemengde kwadratische term, terwijl de co~ffici~nten van 
x 1
2 en x 2
2 gelijk zijn. In een voorbeeld zullen we hierop nog 
terugkomen. 
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Zij gegeven de algemene vergelijking van de tweede graad in x 1 en 
x2 met re~le co~fficHmten: • 
Gevraagd door middel van een cocrdinaten-transformatie de vergelij~ 
king (9.16) te transformeren in z 1 n "eenvoudigste gedaante" en de 
bijbehorende krommen (kegelsneden) in ~2 te classificeren. 
Onderstel hier steeds, het gegeven (x 1,x2 )-stelsel Cartesisch. 
Eerst gaan we in R2 het coordinatenstelsel evenwijctig verschuiven, 
met het doel te proberen de termen van de eerste graad weg te wer-
ken. Zij de nieuwe oorsprong 0 1 (a 1,a2 ), dan iB de bijbehorende 
coordinatentransformatie voor deze translatie: 
Op het nieuwe cocrdinatenstelsel woro.t de vergelijking van de 
kromme ( subst. ( J. 17) in ( 'J. 16) : 
I 2 I I I 2 1 I 
a11(x1+a1) +2a12(x1+a1)(x2+a2)+a22(x2+a2) +2a13(x4+a~)+2a23(x2+ 
a2)+a33= o 
of ..., 
2 I I 2 · I 
a11x1 +2a12x1x2+a22x~+(2a11a1+2a12a2+2a13)x1+(2a12a1+ 
I 2 2 
2a22a2+2a23)x2+(a1ta1+2a12a1a2+a22a2+2a13a1+2a23a2+a33)= 0. 
I 1 
stellen we de co~ffici~nten van de x 1 en x 2 in (~.18)gelijk aan O, 
dan geeft dit de volgende lineaire vergeliJkingen in a 1 en a 2 : 
Het stelsel ( 9. 19} bestaat ui t de zgn midde~pupt,svergelijkingen 
voor de bepaling van a 1 en a 2 . Immers, indien het gelukt a 1 en a 2 
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o_p te lossen uit (9.10), cian is de nieuwe ooroprong 0 1 (a-1,a2 ) 
middelpunt van de kegelsnede (J.16). Op cteze manier kunnen we 
dus bij een middelpunts~egelsnede (zie blz. 244) het middelpunt 
bepalen. 
·opg. Bewijs dat als f(x 1,x2 ) geliJk is aan het linkerlid van 
(9.16) de twee vergeliJkingen van (9.19) overeenstemmen met ¢le 
v.e~gelijkingen: 
o · a . · ox
1 
·r(x1,x2 )== 0 enix2 
f(x 1,x2 )== 0 voor x 1==a 1 en x 2::; a 2 . (zie CR -
Am blz_. 10). 
Heeft een kegelsnede een middelpunt, dan is dat middelpunt op te 
vatten als de pool van de oneigenlijke rechte t.o.v. de kegelsne-
de . Een lijn door het i1iidd.elpurit heet een middelli,Jn. 'rwee mid-
dellijnen heten toegevoegd als de een poollijn is van het oneigen-
lijke punt van de andere t.o.v. de kegelsnede-.. 
(9.19) is dan en slechts dan oplosbaar naar a 1 en a2 als de ma-
trices 
We onderscheiden nu 2 gevallen: 
dezelfoe rang hebben (stelling 
A niet-singulier 
rar.g 2. 
a) (9.19) oplosbaar: stellen we de constante term in (9.13) gelijk 
aan a 1
33 
en is voldaan .aan (9.19), dan wordt (J.1d): 
(9.20) 
f 
Op deze v;,ergelijking is de reeds beh2ndelde theorie van blz.242-
244 onveranderd toe te passen, want (9.13) is equivalent met (9.20). 
Een draaiing van het af;!senstelsel bewerkt dat (9.20) verder kan 
worden gereduceerd tot het type (9.14). 
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Opg~ Bewijs, dat de draaiingshoek~, waarover het coordinaten-
1 2a12 
stelsel dient te worden gedraaid gelijk iE aan "2' arctg · 
a11' a22 
(zie Cr - Am blz. 11). 





= 4(zie blz. 244) transformeren 
( zie Cr - Am blz. 9). 
van de orthogonale hyperbool 
2 2 
in de vergelijking x 1 -x2 = 2? 
re bijbehorende kromme behoort tot de op blz. 243 gegeven tabel . 
I I ) Het middelpunt is x
1
= O,x2= O, corresponderende met (zie J.17 :x1=a 1, 
x
2
=a2 . re nieuwe coordinaatassen zijn volgens (9.20) assen van sym-
metrie ( spiegelbeeldsymmetrie, een as van symH1etrie is een widdel-
lijn, die loodreoht staat op z•n toegevoegde, zie · ,_ -\6). 
Opgave 1. Bewijs dat biJ een cirkel toegevoegde middellijnen on-
derling orthogonaal zijn. Elke middellijn van een cirkel is dus 
symmetrie-as. 
Opgave 2. Bewijs, dat als 
singulier geldt 
Is IHI= O, dus H wel singulier, en !All O, A niet~singulier, dt. is 
de kegelsnede ontaard (inr'--chte lijnen) en omgekeerd. Bewijs dit. 
We hebben dan te maken met een imaginair- of reeel-snijdend lij• 
nen paar. 
b) (9.19) niet oplosbaar: (9.16) is dan niet in de vor1!l (9.20) 
te transforr1ieren. We hebben dan te maken met een kegel snede zonder 
middelpunt. 
(9.19) is dan en slechts dan onciplosbaar als·de rang van A gelijk 
is aan 1 en die van B gelijk is aan 2(A is niet een nulmatrix, 
want we onderstellen (J.16) echt k~qdratisch). 
Teneinde (9.16) toch in een eenvoudige gedaante te transformeren, 
voeren we een zodanige draaiing van het coOrdinatenstelsel 1 • .'.t, 
dat de~gemengde kwadratische _term in de nieuwe vergelijking 1weg-
,. 
valt m.a.w. we transformeren A eerst in de diagonaalvorm. 
Hiertoe bepalen we de eigenwaarden van A uit diens karakteris-
tieke vergelijking IA-hII= (a 11 -_,..)(a22 -'>-)-a;2'== 0..-+ 
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O (zie blz. 244). DaarlA\ = O, geldt 
( Van een singuliere matrix is zeker een eigenwaarde gelijk aan 
nul, waarom?) 
reze waarden van A worden de coefficienten van x1
2en x2
2 . 
A transformeert zich dan (met behulp van een orthogonale matrix 
P metals kolommen onderling orthogonale eigenvectoren van A, 
zie blz. 242) in de matrix (~1g) en de vergelijking (9.16) wordt 
dus van het type 
roor het nieuwe co~rdinat~nstelsel evenwijdig te verplaatsen naar 
a 1 a 1 
hef punt 0 1· (- :·n-· · 13 - -
~ , 2~~~ 2J 2a~b 
a33 
op het thans verkregen stelsel ( ga ctit 
(9.22) 
2 
A x 11 
1 1 
), vinaen we alsvergeliJking 
na); 
a.i. dus een parabo)l met de nieuwe oors~r0ng als top, de x2-as 
(//x;-as) als as, en de x1- as (//x~- as) als-topraaklijn. 
Zijn in dit geval b) a 12 en a 22 in (J.16) beide O, dan heeft B 
slechts dan de rang 2, als a 11f'o en a 23f O. 
Zijn a12 en a 22 niet beide O, dan heeft B, wegens 1:11 12 
( 
a12 a13) alleen de rang 2 als C = a 22 a 23 
niet-singulier is; mfn kan be-
1 • 1 IC\ 
wijzen, dat in ( 9. 21) a 23 gelijk is aan a 23 = ✓--~ ;_ 2 , aus f. r,, alst81 fo 
a12+a22 
(zie ook opg. boven). Indien a12 en a 22 in (J.16) niet beide 0 
zijn, is A singulier tezamen met C niet-singulier, dus de nodige 
en voldoende voorwaarde, opdat de kegelsnede voorgesteld door 
(9.16) een parabool is. Zijn a 12 en a 22 wel beide O, dan is de 
kronwe ;Ileen dan een parabool als a 11f Oen a 23f O. 
Hoe we van een parabool de asrichting en cte as kunnen bepalen 
lichten we toe aan het volgende voorbeeld: 
Vb. 1 
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dus krom-
me een parabool. 
re asrichting van de parabool wordt be~aald door de bij 
A2= 0 behorende eigenvector (4,3). (x1,x2)=(4,3) is 
imrners een oplossing van het aan O geliJkgesteld.e kwa-
dratische gedeelte van de vgl: 9x1 2 -24x✓1 x2+16x22 =-0. 
(Meetkundig betek~nt dit aat ae parabool raakt aan de 
oneigenlijke rechte van het µlatte v1ak,zie verderop). 
Een normaal-vector op de asrichting heeft dan de rich-
ting (3,-4), d.i. de richting van een eigenvector be-
horende bij A/=25. 
I 
We kunnen volgens de voorgaande theorie de top van de 
parabool vinden door bevaling van de oorsprong van het 
coordinatenstelsel, waarup de paraboolvergelijking ae 
gedaante krijgt van (9.22). We aoen het hier eens an-
ders, namelijk door 0e parabool te sniJaen met een lijn 
in ae richting (3,-4) zodanig, dater twee samenvallen-
de snijpunten zijn (samenvallend in de top). 
Snijd dus de parabool met de lijn 4x1 +3x
2
+c-., CJ en be-
paal q zodanig, dat de gevormde vierkantsvergelijking 
ter bepaling van de snijpunten samenvallende wortels 
heeft. Enig rekenwerk geeft dan q=-5. re top heeft 
dan de coordinaten (~~, ~~). en de parabool-as de 
parametervoorstelling: 1 = (~~, $)\X(4,3). !·tiezen 
we 0 1 in de top van de parabool, de x1-as langs de i 
topraaklijn en de x 2 -as in de asrichting van de para-
bool (t2 
1 
ge:r,icht naar het 11 parabool inwendige 11 ), dan 
is de vergeliJking van de parabool op het zo verkregen 
stelsel van het type (9.22): 
2 t 2 r 
25x1 -15x2 = O of 5x1 -Jx2 = 0 (ga dit na). 
'l'hans geven we nog een aantal voorbeelden van niet-ont-
aarde middelpuntskegelsneden (hyperbool, ellips (cirkel)): 
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jA l = l 2 2
4 }= - 12 Io ,H=I ·~ ·~ ~~ l =20/0. Volgens op-
I 4 -2-2 -1 
gave 2 blz 247 is de kegelsnede dus een niet-ontaarde 
middelpuntskegelsnede, dus een ellips of een hyperbool. 
Ie eigenwaarden vah A z. iJn de wurtels van { 2- A) 2- 16=0-?' h 1 
• 1 I HI 2d 7 =6),2=-2, Volgens genoeinde opgave is a 33=1Af'" =- 12 = - 3 . 





- j = O. 






Ui t de middelpuntsvergelijkingen ( 9. 1~; \ 4x 1
+2x2
._ 2=0 met 
als oplossing (x 1~2 )=(~,;) 
volgt het middelpunt M= (;, ;) van de hyperbool. 
Ie asrichtingen liggen in de richting van de eigenvec-
toren (1,1) en (1,-1) van A. Ie asymptoten zijn de liJ-
nen door Min de richtingen (-2+V3,1) en (-2-V3,1), d.z. 
de asym;;.; ~ )ti sche ld'chtingen . bepaald ui t de homo gene kwadra-
tische vergelijking 2x~+8x 1x2+2x~= O. (zie blz. 244). 
Ie cotlrdinatentransformatie van (x 1,x2 ).- cotlrdinaten in 
I I ,t;:,, I 1 ,r::, 
(x 1,x2 ) - cotlrdinaten luidt {x 1v~ = x 1 - x 2~ 1 
v2 . 
x V2 = x 1 + x 1 + - V2 
2 1 2 3 
Opm. Ie voorwaarde voor een orthogonale hyperbool is volgens 
blz. 244 : a 11= - a 22 ,a33
/ O, dus bi"v. x 1x2~ 1 = 0 (zie 
opg. blz.247 .. ) stelt een 6rthogonale hyperbool voor. 
Vb. 3 
- 576. 
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Ie kegelsnede is dus weer een ellips of een hyperbool. 
I e eigenwaardi:,n van A bepalen we ui t ( 7- )I.) ( 4- A)-4=0 .-+->-.1=3, A2=d. 1 IHI 576 
a33=m = 24 = - 24 · 
2 2 
re nieuwe vergeliJking w0rot G.Us V.Jlgens (:) .14) : JY-.,.,i' +:;x2 -24 = O. 
Volgens de tabel op blz. 24 3 is o.e kroinme dus een ellips. Het mid-
delnunt IVI volgt uit (o 1))• { 7x1- 2x2- 3 = 0
0 
---J.- M ( 1,2). 
~ ~· ~ · -2x +4x -6 = 
1 2 
Ie as-richtingen van de ellips vinden we uit de richtingen der ei-
genvectoren van A, dus (1,2) resp. (2,-1). 
_ { x 1V5 = x~-2x; +V5 




Op de nieuwe coDrdina ten is dus de vgl. van de ellips Jx1
1 +dx12 -24= 0 
X,.2_ XI 2 
of 1 + 2 = 1. Ius lengte halve grote as: 2'V2., lengte halve 
( 2V2 ) 2 ( V3 ) 2 
kleine as: V3. 
Vb.4. 
Te eigenwaarcten va1, A vallen sa1,1en, ziJn geliJk aan 1. 
Iit betekent, dat blJ alle richtingen in het platte vlak 
symmetrieassen behoren. Blijkbaar is o.e kegelsnede aan 
dus ecm 9ir½:_~ ( in overeenstemming met blz. 244, want 
a 11 =a 22 =1 en a 12=0 zie ook opg. 1,blz 247 )). Het mid-
delpunt i'li volgt uit de rniddelpuntsvergelijkingen 
{
x,,,-1 = 0 
I ··-+ /Vi( 1 2) 
X -2 - 0 ' ' 
0 
2 -
r~ coordinaten-transformatie (translatie) luidt 
WR - A 252 
Ieze vergelijking volgt eigenlijk direct uit de gegeven v~l. 




-16=0. Ie straal R van 
de. cirkel is R = 4. 
Opg. Bewijs, dat a
11
=a22 , a 12
=0 bij een niet ontaarde kegelsnede 
juist de voorwaarde is voor een cirkel. 
Opm.1 Zoals ui t het voorgaande volgt is biJ sainenvallende eigen-
waaro.en van A elke richting een richting van een symmetrie-
as van de betreffende kegelsnede (een cirkel). Is de kegel-
snede nu een ellips, dienbijna'.1 een cirkel is, dan zijn de 
eigenwaarden van A 1bijna' aan elkaar gelijk. Het is begrijpe-
lijk, dat in dit geval de as-richtingen van de ellips nummeriek 
moeilijk zijn te bepalen. Ieze asrichtingen zijn ouk juist 
de richtingen van de eigenvectoren van A. Het is inderdaad 
een bekend feit, dat bij bijna sarnenvallende eigenwaarden 
van een H,atrix, de precisie waarin de eigenvectoren 
kunnen worden bepaala, zeer sterk afhankeliJk is van het 
relatieve verschil der eigenwaarcten (zie syll. N.W. II, hfdst.7). 
2.Hebben we te maken met een niet-ontaarQe kegelsnede, dus 
een hy~erbool, ellips oi µaraboo1, ctan gelQt voor de 
hyperbool l Al< 0 
ellips : I A I > 0 
parab'.:Jol : I A I= 0 ( zie Cr-Am, blz. 10, 11). 
Immers ; f A I is het product van de •~igenwaarden A1 en A2 
van A (zie opg. 4 biz. 189). Volgens de tabel op blz. 243 
geeft jAf < 0 (>0) een hyperbool (ellips). Volgens blz.248 
is IAI = 0 bij een niet-ontaarde kegelsnede juist de voor-
waarde voor een parabool. 
We kunnen deze onderscheiding ook nog langs andere weg vin-
den. Wij schrijven hiertoe de algemene vergelijking (9.16) 
in homogene 
~ - - - coDrdinaten (zie bijv.blz. 
x1 





154) door te stellen 
( 9. 16) gaa t dan over in de ho1,iogene vergeliJking: 
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(9.23) 
Ie oneigenlijke punten (de 11 punten in het oneindige") van de 
kromme zijn haar snijpunten met de oneigenliJke rechte ( ae 
11 rechte in het oneindige 11 ) die ue vergeliJking heef t x
O
=o. I e 
homogene conrdinaten van ueze sniJpunten vinden we ctus uit de 
vergelijkingen x O=o en a 11x;+2a 12x 1x 2 +a22x~= o. Ieze laatste 
vergeliJking luidt in niet-homogene conrd.inaten: 
Ieze vergeliJking ontstaat a0or het tweede graadsgedeelte van 
(J.16) gelijk aan O te stellen. Ie aiscriminant van dit tweede 
graadsgedeelte is D = a;2 -a 11a 22= - !Al . 
a) Is D >-0, dus I A!-<o, dan heef t de krom1,te 2 c.meigenlijke punten. 
Zeis dan van de hyperbolische soort (hy~erbool of twee recelsnij-
dende lijnen). 
b) Is D < O, dus I Al > O, dan heeft de krorn1ne geen oneigenlijk punt. 
re krom,ne is van de elliptiscile soort (ellips(als bijzonder geval 
biJv. een cirke.i) ~i twee. ii.,aginai:re J_ijnen uie elkaar reeBl sniJ-
den). We onc.erscheiden reB..1.e en imaginaire ellipsen. Ie laatste 
hebben geen enkel reeBl punt, bijv. ae iinaginaire cirkel x;+x~+1=0. 
Ie richting8n (1,i) en (1,-i) (waarbiJ i
2
=-1) zijn de zgn. isotro-
pe richtingen ; in deze richtingen liggen de oneigenliJke verre 
punten van een willekeurige cirkel. 
Het imaginaire lijnenpaar heeft 1 reeBl punt( het gemeenschappe-
lijke snijpunt) bijv. x;+x~= O, enige reBle punt (x 1,x2 )=(O,O). 
c) D = 0, dus \Al= 0. Het linkerlid van (9.24) is dan een vol-
komen kwadraat. Ie kroHune heeft een oneigenliJk punt ( twee sarnen-
gevallen oneigenlijke punten). Ie kromme is van de parabolische 
soort ; ze is een parabool of bestaat uit twee evenwijdige ( of 
sawenvallende) rechten ( indien niet sa11,envallend dan reeBl of 
imaginair evenwijdig J_iJnenpaar). 
Een kromme van de hyperbolische soort snijat dus de oneigenlijke 
recnte in twee oneigenlijke reBle punten((9.24) heeit een ~osi-
? 
tieve discriminant). Een kromme van de elliptische soort sniJdt 
de oneigenlijke rechte niet reeBl ((9.24) heeft een negatieve dis-
criminant). Een kromme van de parc.bolische soort raak! aan de 
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oneigenlijke rechte ((9.24) heeft een discriminant, ctie geliJk 
is aan 0). 
Bij een kromme van ci.e hyµerbolische soort bepaalt (J.24) JUist 
de beide asymptotische richtingen (vergelijk Meu1enbeld en 
Baart, II, blz. 160, zie ook blz. 244). Ie asymptoten ziJn de lij-
nen in deze richtingen gaande door het midaelpunt M. Bij een 
reeEl lijnenpaar vallen d.e 11 asymptoteri1 .met deze lijn samen; het 
middelpunt van cie 11 kegelsnede 11 is het sniJpunt van deze liJnen. 
Ontaarde kegelsneden. 
a) Uit vgL (9.20) volgt, dat bij IA! I- O, ctus bij een kromme 
van de hyperbolische of elliptische soort, ontaarding optreedt 
(d.w.z. dat de kromme bestaat uit l~l= 0 ( zie opgave blz.21~7 ), dus 
Ontaarding in een sniJdend 
I 
recnte liJnen), als a 33 = JHI = O en omgekeerd. 
lijnen-paar treedt dus biJ 
fAJ I- 0 dan en slechts dan opals !HI= O. Bij }Al< 0 : twee 
reEle snijdende lijnen, bij lA)>O: twee imaginaire liJnen met 
reeEl snijpunt. 
1 i 1 -2 
\Al=l-½ .l l 13 /4 I H l 1 2 - - = -2 5½ = 0. 2 - , -2 
1 5½-15 
Ie kegelsnede is dus ontaard in twee re~le elkaar snij-
dende rechten. Het snijpunt, d.i. het middelpunt van de 
11 kegelsnede 11 , bepalen we weer uit de middelpuntsverge-
lijkingen (J.1J): 
{ 
X -1-x + 1 = 0 
1 2 2 
-1-x -2x +5-1 = 0 
2 1 2 2 
Ie richtingen van de snijdenoe lijnen worden bepa~ld uit 
2 2 x 1-x 1x 2-2x2 = 0. 
ffe-+ (2,1) en (1,-1). Ie lijnen zijn x 1-2x2 +5 = 0 enf 
x 1 +x 2 -3 = O. 
re gegeven vgl. is juist het product van deze twee verge-
lijkingen. 
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Ius twee imaginaire liJnen met reeEl sniJpunt. 
X - 3 = 0} 
Het sniJpunt bepa1en we uit 1 x = 0 --,1,-( 3,0 ). 2 
Ie liJnen hebben de isotrope richtingen (1,i) en (1,-i). 




-3 = 0 en 
x 1-ix2 -3 = 0. Leze liJnen hebben inderuaad als reEl 
sniJpunt (3,0). re gegeven vgl. is weer het product 
van deze twee vergeliJkingen. 
b) Is !Al= O, dan treedt in dit parabolische geval 
ontaarding (twee// (evt. samenv~ liJnen) op a1s de 
11 kegelsnede 11 wel over rninstens een middelpunt beschikt, 
m.a.w. als (9.19) oplosbaar is, a.w.z. A en B beide de 
rang 1})Er is dan een lijn van middelpunten. Ieze lijn 
ligt "miduen tussen 11 de twee evenwijdige liJnen en zal 
er alleen mee sa111envallen als de beide liJnen samenvallen. 
Van beide gevallen geven we nog een voorbeeld. 
Vb. 7, Vgl. l+x ~+12x 1]: 2 +9x~ +4x 1 +6x 2 -J 




) heeft de rang 1. 
MiddelpuntsvergeliJking (). 1)): 4x 1 't-6 x 2+2= 0 -+-
2x1+3x2+1 = O. 
Aangezien deze l1Jn midden tussen de twee evenwijdige 
lijnen ligt is (2x 1+3x 2 +1+~:x(2x 1+3x 2+1-c)identiek gelijk 
aan het linkerlid van de gegeven vergelijking, zodat 
(1+c) (1-c) =-Jen dus C= + J. 
Ie kegelsnede is dus ontaard is de twee reEle evenwij-
dige lijnen 2x 1+3x2 +4 = 0 en 2x 1+Jx2 -2= 0. 
Was de constante in de gegeven vergelijking i.p.v. 1-j ,, 
gelijk aan +2 geweest, dan wordt c= + i 
en de vergelijkingen der twee evenwijdige imaginaire 
.. 
1) In dit geval is dus oak IHI = 0 (zie blz. 246)~47). 
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Vb. 8. Vgl. 
Opgaven 
1. 
de rang 1. 
Middelpuntsvergelijking (?.1]): Jx 1-12x2 -15= 0 Jx 1-4x2-5 = O. 
Aangezien (-5) 2= 25 is de kegelsnede ontaard in de twee 
samenvallende liJnen Jx 1-4x2 -5 = 0. 
Inderdaad is het linker~id van de gegeven vergeliJking 
2 
gelijk aan (Jx 1-4x2 -5) . 
Gegeven 
horende 
a) Geef de eigenwaarden van de bij A behorende homogeen 
lineaire vectortransforrnatie.. 
b) Eveneens de eigenvectoren. 
c) Staan deze vectoren loodrecht op elkaar? 
d) Iraai het assenstelsel zo, dat ae nieuwe basisvectoren 
in de richting dezer eigenvectoren vallen. Lruk de oude 
I -l 
coordinaten (x 1xf) ;n ~e nieuwe (x 1,x2) ult. 
e) Ook omgekeera (x
1
,x2 ) in (x 1,x2 ). 
f) Hoe transformeert zich f(x 1 ,x2 )? 
g) En hoe als we aan f nog toevoegen de termen 4x 1+Jx2-1J? 
2. Bepaal voor verschillende waarden van a aard en ligging van 
2 2 
de kegelsneden gegeven door de vergel1Jking. x 1+4x 2 -4x 1+ 
-:JX 2 +4a = 0. 
J. 
2 2 Iezelfde vraag vuor de vgl. 4x -x -2x -a = o. 1 2 2 
4. 2 Iezelfde vraag voor de vgl. x 1+4ax2 -4x 1= o. 
5. Bepaal aard en ligging van de kegelsnedenJnet vergelij~ing: 
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C) 52x~-72x 1x 2 +73x~+4ox 1-22ox 2 +100 =- 0 . 
a) 2 2 2x 1 +6x 1x 2 +Jx2 -2x 1-6x 2 +1 = 0. 
e) 2 2 11x 1-24x 1x 2 +4x 2 -22x 1+24x 2 +6 - (). 
f) 




+x 2 +42x 1 
- 14;:
2 
.--40 -- o. 
g) 2 2 x 1+2x 1x 2 +x 2 -2x 1-2x 2 +2 = o. 
h) 4x~+4x 1x 2 +x~+12x 1+6x 2 +J =- o. 
i) 16x; +:Jx~ -24x 1x 2 -17x 1 +6x2 +16 = o. 
j ) x;-4x 1x 2 +4x~+6x 1-4x2 +3 = o. 
6. Onderz oek c,e kege l sned.e, v:::.iorges teld door de matrix-
vergelijking 11 2_1) (x'1) 
. '. '( ,1X: 1) j 2 4 1 X2 = 0. 
I ·- \ 0 0 2 'j. 
Schrijf de algemene vergelijking (9.16) in aeze vorm. 
7. Bepaal van de hyperbolen uit opgave 3 de asymptoten. 
8. 
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een parabool voorstelt. Bepaal vervolgens van deze parabool 
de as, de top en de parameter (p). 
10. G~mengde herhalingsvraa5stukken 
1) Stel Sis de deelruimte van R
3
, opgespannen door de vectoren 
(1,2,-1) en{2,1,0), en T de deelruimte opgespannen door 
(1,-1,0) en (0,1,1). 
Bepaal een vector I= nul vector behorende tot Sn T ( doorsnede). 
Uit welke vectoren bestaat Su T ( vereniging, ook wel aange-
geven door S+T)? 
2) Bewijs, dat als twee deelruimten Sen T van R onderling n 
orthogonaal zijn ( zie opg. 5, blz.220) de doorsnede SI\T 
slechts bestaat uit de nulvector. 
3) Geer een meetkundige interpretatie van het Gram-Schmidt 
-· orthogonalisatieproces in R2 en R3 (blz.216). 
Construeer met behulp van dit proces een orthonormale 
basis uitgaande van de basis (2,4,3), (0,4,2), (3,3,7). 
Bepaal in R4 twee onderling orthogonale vectoren, die 
orthogonaal zijn met de ruimte opgespannen door de vectoren 
(1,0,1,0) en (2,4,3,1). 
4) Als in een gemetriseerde ruimte de lengte van ..... 
wordt voorgesteld door Ix!, te bewijzen dat 
ft+ YI =J!l+Jy) dan en slechts dan geldt, als 
! en -; lineair afhankelijk zijn. 
5) Gegeven zijn in R
3 
de vlakken: 
U: 2x + y + 2z-1 = O, V: 6x - 4y - z - 5 = 0, 
W: X + 3Y + z + 2 = 0. 
Gevraagd: 
➔· de vector x 
de vectoren 
1) De vergelijking van het vlak door de oorsprong 0, gaande 
door de snijlijn s van U en v. 
2) De vergelijking van het vlak doors loodrecht op W. 
3) 
4) 
De co6rdinaten van het snijpunt S vans en w. 
I 
De vergelijking van het vlak doors loodrecht op de vector 
(1,2,-3). 
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5) De vergelijkingen van de projecterende vlakken vans. 
6) De hoeken te bepalen, dies maakt met de co~rdinaatassen 
en de cotlrdinaatvlakken. 
7) Te bewijzen, dat S ligt in het vlak x + y + z = o. 
8) Te onderzoeken of dit laatste vlak tot de vlakkenschoof 
behoort, bepaald door U,V en W. 
9) Te onderzoeken welke vlakken van deze vlakkenschoof door 
de oorsprong gaan. Wat vormen deze vlakken? 
10) De afstand van de oorsprong tot de vlakken U, Ven W. 
11) De snijpunten te bepalen van de lijn t = (0,1,0) + A(0,0,1) 
met U, V en W. 






OX,OY en OZ de drie coordinaatassen van een 
Cartesisch co~rdinatenstelsel. 
We draaien eerst dit stelsel{in positieve richtin~.over een 
hoek '\Y om de as OZ, zodat het stelsel ontstaat met co~rdinaat-
assen ox',0Y',oz 1 =(OZ). 
Daarna wordt dit stelsel gedraaid over een hoek ~ om OX' 
in de positie ox"(=OX'),oY",oz". 
~~ Bewijs datrcte co~rdinaten (x,y,z) en(x",y",z") van een punt 
in R
3 
het verband bestaat 
{
x = x" cos1"- y" sin1'cos cp+ z" sin't7sin <p 
y = x" sinl.1'+ y" cost!'cos cp- z" cos1'sin <p 
z = y" sin¥ + z" cos~ 
Bewijs, dat de matrix, die bij deze co~rdinatentransformatie 
behoort, eigenlijk orthogonaal is. 
-,. + .... -+ .... ~ 
7) Bewijs, dat in R
3 
de lijnen x =a+ ~b en x = c +)A,d dan 
en slechts dan elkander kruisen als de drie vectoren 
+ ..,. ➔ -+ 
a - c, b, d lineair onafhankelijk zijn. 
8) Gegeven zijn in R4 met Cartesisch cotlrdinatenstelsel de . ~ -),, 
vectoren v = (2,1,3,0) en w = (1,2,2,4). 
-+ .... -+ .... 
Bereken de kleinste vector r van de vorm r = p + mq als 
m een parameter is. 
-+. .... 
Ho~groot is de hoek tussen q en r ? 
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9) a) Bepaal de matrix van de hom .• lin. transformatie, die in R3 
(1,0,1) overvoert in (5,-1,2) , (1,1,0) in (5,3,4) en 
(1,2,3) in (1,-5,-2). 
b) Heeft deze matrix een inverse? 
c) Van welke· vectoren verandert de richting niet door de 
transformatie met matrix ( ~ :! ~\? 
-2 4 -1'/ 
1 Q Bewijs in R
3 
: 
..,.. ...,. -+ 
a) (x )I. y). z = 
x1 x2 x3 
Y4 Y2 Y3 
z1 z2 z3 
-+ ..,. ..,.. ..,. -+- + -+ + + 
b) (x xy)xz = (x.z) y - (y.z)x . 
+ + +... ➔➔ .,i,.+ ....... -++ 
c) (x xy). (z xu) = (x.z) (y.u) - (x.u) (y.z). 
d) De parametervoorstelling van de loodlijn door p1 6p het 
+ ➔ 
vlak door a en bis; 
..,. -+ -+ * x==p+~(axb). 
-+ ~ -+ 
e) De vergelijking van het vlak door p met a en b als richtings-
vectoren is: 
+ + + -+ 
( a x b) • (x - p) == 0 . 
-+.... .... 
f) De vergelijking van het vlak door a,b, enc is: 
{ 
+ + -+ .... } + ➔ 
_(a - c)x(b - c) . (x - c) = 0. 
""r + + g) De projectie van x op de lijn p + Aa is in lengte gelijk 
1 -+ -+ 
aan - (x . a). 
lal 
h) De afstand d tussen 
+ "?' + 
1: X = p + )I.a 
is gelijk aan 
l + .. ..,.. d_( l? - g2. ( a - ~ -+ 
J a x b I 
de kruisende lijnen !l en m, 
-J,- ➔ ,-+, 
en m: x == q + f"b 
11)a) Bewijs, dat de getransponeerde zowel als de inverse (zo 
deze bestaatj van een symmetrische, antisymmetrische 
(alternerende),orthogonale matrix., weer resp. symmetrisch, 
antisymmetrisch., orthogonaal is. 
b) Bewijs, dat een orthogonale matrix altijd niet-singulier 
is en een antisymmetrische (alternerende) van oneved 
orde altijd singulier. 
c) Geef een voorbeeld van een symmetrische orthogonale 
matrix (~ eenheidsmatrix). 
1) pis plaatsvector van een punt P 
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12) a) Bewijs dat het product van de eigenwaarden van een matrix 
gelijk is aan de determinant van de matrix, terwijl de 
som gelijk is aan de spoor. 
b) Bewijs, dat een vierkante matrix dan en slechts dan sin-
gulier is als O een eigenwaarde is. 
c) Bewijs, dat als A niet-singulier, de eigenwaardenvan·A-1 
de inversen zijn van die van A. Wat is het verband tussen 
de eigenvectorenvan A-1 en die van A? 
d) Bewijs dat elke eigenruimte van een matrix een lineaire 
vectorruimte is (blz. 200). 
e) Bewijs, dat elke eigenvector van een matrix A ook een 
eigenvector is van f (A), als f een veel term is in A 
(bl z . 2 08 e . v. ) 
f) Wat voor effect heeft het vermen:@Juldigen van een matrix 
met een zekere factor op de eigenwaarden en eigenvectoren 
van die matrix? 
g) Hoe veranderen de eigenwaarden van een matrix als men bij 
de diagonaal-elementen een constante optelt? 
13) a) Bewijs, dat als A een alternerende n-matrix is en I= In 
de matrix I-A niet-singulier is. 
b) Bewijs, dat de matrix B = (I+A) (I-A)-1 dan en slechts 
dan orthogonaal is, als A alternerend (zie opg.27. blz.81). 
c) Bewijs, dat elke nilpotente matrix defect is en singulier 
(blz.204). 
14) Gegeven is een re~le (m,n)-matrix A en een re~le m-vector b 
met bijbehorend stelsel vergelijkingen Ax=b. 
Bewijs, dat 
a) de matrix ATA een symmetrische matrix is en positief 
semidefiniet (d.w.z. alle eigenwaarden ~O); 
b) ATA dan en slechts dan positief definiet is (d.w.z. alle 
eigenwaarden > 0) als ATA niet-singulier is d. w. z • r=rang 
van A=n $ m; 
c) van het stelsel vergelijkingen de beste oplossingsvector 
x in de zin van de 11kleinste kwadraten 11 ( dus lengte 
afwijkingsvector !Ax-bj minimaal) gegeven wordt door 
X= c-1d, als d = ATb en C = ATA positief definiet; 
d) elke re~le positief semidefiniete symmetrische matrix 
te schrijven is als een product ATA met A vierkant, 
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Bewijs, dat de determinant 
2 d2 a + ab+de ac+df 
ab+de b2 2 + e bc+ef = 0 
ac+df bc+ef c2+ f2 
is, door aan te tonen, dat hij gelijk is aan het product 
van twee determinanten, waarvan er een nul is. 
Bewijs: 
1+a 1 1 1 
1 1+b 1 1 1 1 1 1 
1 1 1+c 1 = abcd(1+ a+ b + c + d). 
1 1 1 1+d 
(Als a,b,c, of d gelijk aan O,interpretere.men het rechter-
lid als abcd+bcd + acd + abd + abc.) 
17) Los de volgende stelsels vergelijkingen op en beschouw de 
verschillende gevallen, die zich kunnen voordoen 
a){ax +by+ cz = b+c 
bx+ cy + az = c+a 
ex+ ay + bz = a+b 
c)!axxx + y + z = 1 
+ ay + z = a 
+ y + az = a2 
b) { :x + ay + 
+by+ 
+ cy + 




1 2 = + a + a 
= 1 + b + b2 
1 2 = + C + C 
18) a) Geef aan voor welke waarde~)van a het stelsel vergelij-
kingen 
3x1 -~ - 2x3 
= 2 {2x1 + 9ax2 + x3 = 100 
x1 + 3x2 + 8x3 
= 0 resp. ax1 + 2x3 = 
12a 
3X4 + 4x2 + (a+8)x3 = 
1 2x1 + 3X2 + 3ax3
= 1-3a 
11x1 + ax2 +2(a+2)x3 = 
2a 
geen, precies een, resp. meer dan een oplossing bezit. 
Geef in geval van oplosbaarheid ook de oplossingen. 
b)Het stelsel 
. , 
X + (3b-1 )y -w = 0 heeft tenminste twee oplossingen. 
- by - z +w = 0 Bepaal bij dit gegeven a en b 
X + y - 2z +w = 1 en de oplossingen. 
4x - 10z +aw = 3-b 
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19) Geef aan voor welke waarden van a de volgende stelsels 
strijdig zijn en voor welke oplosbaar (geef ook de op-
lossingen) 
a)t· ax + y = 3 
(3a-10)x + (a-8)y = 
x+y=a+2 
-a - 20 
b) { 3X + ( 2 - a) y - Z + 2 = 0 
; 3x + 2y + 3az = 0 
ay + 2z - 4 = 0 
20) Gegeven de Hilbert-matrix 
1 1 1 2 3 
Ar:: 
1 1 1 
2 3 4 
1 1 1 
3 4 5 
1 -1 a)Bepaal A- . Is A ook symmetrisch? 
b)Bewijs, dat A positief definiet is. 
) -1 c Is A ook positief definiet?a b c 
21) Beschouw de determinant D = d e f 
g h k 
, als functie van de 
9 variabelen a,b, ... ,k. Zij Da, Db, .•. , Dk de parti~le 
afgeleiden van D resp. naar a,b, ... ,k. Bewijs: 
a) aDa + bDb + cD = D. C 
b) D Db D Opm. Dit is een bijzonder geval van a C 
Dd D Df D2 • de eigenschap dat als A een vierkante e = 
Dg Dh Dk 
matrix is van de ne orde en B 
geadjungeerde (zie opg.5 blz. 
I BI = f A I n-4 voor n > 1. 
22) Onderzoek voor welke waarden van). de matrix 
a) ·. ( V 1 V 2 V 3 ) 
X. 14 -5 2 
2 10 11 
orthogonaal is. 
b)Voor welke direct orthogonaal en voor welke gespiegeld 
orthogonaal? (blz.230). 
23) Gegeven is de matrix A =(-~ -~) • 
Bepaal de matrix B =(~ ;) z6, dat B = BTA. en jBJ = 4.1 
diens 
132) 
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24) Bepaal in de vergelijking 
Ax2 + Bxy + Cy2 + Dx + Ey + F = 0 
de coefficienten A, B, ... , F zodanig, dat aan deze ver-
gelijking voldaan wordt door x = x1 , y = y1 , door x = x2 , 
y = y2 , door x = x3
, y = y
3
, door x = x4 , y = y4 en door 
x = x
5
, y = y
5 
te nemen. 
25) Bepaal a zo, dat het volgende stelsel vergelijkingen een 
oplossing toelaat en los daarna het stelsel voor deze a op. 
X +y +z = 9 
x(x-1)+y(y-1) +z(z-1) = 20 
x2 (x-1)+y2 (y-1)+z2 (z-1) = a 
xy = 6 
26) Bepaal de coefficienten den e in de vergelijking 
4x
2 
+ 6xy + y
2 
+ 2dx + 2ey, + 9 = 0 
z6, dat de door deze vergelijking voorgestelde kromme in 
R2 de x-as en de y-as raakt. Wat is de kromme voor een 
kegelsnede? 
27) De vergelijking in R2 te bepalen van de cirkel, die door 
de snijpunten van de cirkels : x2+ y2 - 6x + 4y - 12 = O 
2 2 en x + y - 10x - 16y + 40 = 0 gaat en waarvan het middel-
punt op d6 lijn 8x - 3Y = 2 ligt. 
Welk punt derx-as heeft gelijke machten ten opzichte van 
de beide cirkels? 
28) Toon aan, dat de orthogonale hyperbolen 
2 2 2 
x - y = a en xy = c 
elkaar loodrecht snijden. 




+ 38x - 4 +27 = - 12xy - 2y y o, , 
b) 4x
2 
- 12xy + 9Y 








WR - A 265 
Gegeven het stelsel vergelijkingen 
2y + 4z 2u = 0 
X - y - 2z + 4u + 2v = 0 
2x + 6u + 4v = 0 
3x + 2y +4z + 7u + 6v = 0 
4x - 3Y - 6z + 15u + 8v = 0 
Hoe groot is de rang van de coefficienten-matrix? 
Hoe groot is de dimensie van de oplossingsruimte? 
Geef de algemene oplossing van het stelsel. 
Geef een basis aan van de oplossingsruimte. 
Beschouw het inhomogene stel~~l met dezelfde coefficienten-
matrix en rechterlidvector ( I! ) ' 
4t+3 
Voor welke waarde(n) van tis dat stelsel oplosbaar? 
Bepaal de inverse van A = ( ; -~ ~) ui t di ens 
2 -1 -2 
karakteristieke vergelijking (Cayley-Hamilton). 
3?) Ven een symmetrische metrix P vEn de 38 orde is gegeven: 
33) 
c,) O en 1 zijn de eigem:aPrden, Hec1 rvcm 1 t1-·,eevoudig. 
b) de vector (1,0,0) is eigenvector ven A, behorende bij da 
eigem,.-e.c: rde O. 










ven de 1ne trix 
en beoEe l .net behulp hiervcn de eigem·merden. 
BepaFl tevens de eigenrijen en de eigenkolommen. Is A defect? 
34) e) Bewijs, d2t 3lke orthogonEle matrix A VEn oneven orde met 
I A I = 1 een eigenwac1rde heeft !) die gelijk is aan 1. 
b) Be'l,,,rij s, dc.t iedere eigenlijke ortho6 onc le me.trix in 
een ruLnte van oneven orde een vector I:, nulvector 
inv2rient l&Et. Wat betekent dit meetkundig in R
3
? 
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35) Bepaal a,b enc z6, dat van de matrix 
A = (-1; : -~2 ) 
14 -b c 
de som van de eigenwaarden gelijk is aan 6 en (1,6,-5) 
een eigenvector is. 
Bepaal ook de andere eigenvectoren. 
Einde van de Syllabus Lineaire Algebra en Meetkunde 
van de 
Cursus Wetenschappelijk Rekenaar A3 1961- 163 
