Abstract. In this paper we will discuss the stability of rarefaction waves for a viscoelastic material with memory. The rarefaction waves for which the stability is tested are not themselves solutions to the integrodifferential equations (1.1) governing the viscoelastic material. They are solutions to a related equilibrium system of conservation laws given by (1.11). We shall show that if the forcing term and the past history are small and if the initial data are close to the rarefaction waves, the solutions to (1.1) will approach the rarefaction waves in sup norm as the time goes to infinity.
Introduction
In this paper, we will discuss the nonlinear stability of rarefaction waves for a system, ( 
1.1) V, = UX, U, = o(V)x+ [ a'(t-x)<p(V)xdx + f(x,t), J-oo
with the initial data (U(x,0),V(x,0)) = (U0(x), V0(x)), xeR, (L2) lim (Uo(x),V0(x)) = (U±,V±).
x->±oo
The above system can be derived from (1.3) w,t = a(wx)x+ a'(t-x)(p(wx(x,x))xdx + f(x,t), J -oo by setting U -w, and V = wx . In this paper, for a and cp we require that aeC\R), a'>0, a">0, <t>eC3(R), $ >0, 4>">0.
For a(t) we assume (1.5) a, a', a" e Ll(0, oo), a is strongly positive definite on (0,oo). where A means the Laplace transform and n = {zeC|Rez>0}. The assumption (1.5) implies (1.7) ¿z(0)>0, ¿z'(0)<0.
In what follows, we assume without loss of generality (1.8) ¿z'(0) = -l.
Integrating the integral term in ( 1.1 ) we obtain V, = UX, Ut = x(V)x+ [ a(t-x)<)>(V)x,dx + a(t)(t>(Vo)x + h(x,t), Jo where (1.10) x(V) = o(V) -a(0)<P (V) and ,o h(x,t)= a'(t-x)<j>(V)xdx + f(x,t).
J -oo
In order that the equilibrium system (1.11) V, = UX, Ut = X(V)x, be hyperbolic and genuinely nonlinear, we assume that (1.12) />0, x">0.
The condition x' > 0 means in particular that the equilibrium stress modulus is positive.
As the form of (1.9) suggests, the asymptotic behavior of the solution for (1.9) and (1.2) is closely related to the Riemann problem for (1.11) with (1.13) W,V)(x,0) = W¡,V¡)W = {%l[y^ III]
We should note that system ( 1.1 ) is not invariant under dilations of coordinates while system (1.11) is.
For each constant state, we define the rarefaction curves 7?i and R2 through (U-, V-) in a neighborhood co of (t/_ , VJ) by (1.14) Ri(U-, V-)= UU,V)£co\U=U--f Ài(s)ds, with U <U-\ , R2(U-, V-) = l(U,V)eco\U = U--j X2(s)ds, with U <U-\ , where Ài(s) = -\Jx'(s) and k2(s) = y/x'(s) ■ In (I-14) -^l (resp. R2) is the state which can be connected through (U-, VJ) by the backward (resp. forward) rarefaction wave. We also define RR as a part of co such that (1.15) RR(U-,V-) = \(U,V)€co\U <U--Í Ài(s)ds,U <U--Í À2(s)ds\.
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Define S = \U+ -U-\ + \V+ -V-\. Then, there exists a positive constant ôo such that if (U+,V+) € RR(U-, V-) and ô < ô0, then there is a unique (Um, Vm) e Ri(U-, V-) satisfying (U+ , V+) € R2(Um, Vm). In what follows, we discuss the case when ([/+, V+) e RR(U-, V-) and ô < öo. Then, the solution of the Riemann problem (1.11), (1.13) consists of centered rarefaction waves. This solution will be denoted by (Ur, V)(x/t). Our goal is to show that the solution of (1.1) and (1.2) approaches the rarefaction wave (Ur, V)(x/t) as t -> +00 provided that the initial data are suitably close to (U{¡, V¿ 
Furthermore, the solution to (1.1), (1.2) will approach the equilibrium rarefaction waves as t goes to infinity in the maximum norm, namely (1.18) sup|(t/, V)(x,t)-(Ur, V)(x/t)\^0 ast^oo.
xeR Remark 1.1. It should be noted that system (1.1) is not invariant under dialations of coordinates, and thus the rarefaction waves for which the stability is tested are not solutions to system (1.1).
Remark 1.2. The condition (1.17) implies that the rarefaction waves, the initial perturbations, and the past history should be weak.
To prove this theorem we first approximate (Ur, V) by a smooth function (y>, y/). This will be described in §2. In this section, we also introduce the new variables u = U-y>, v = V-y/, which are perturbations from (y>, y/). In §3, we discuss the properties of the kernels associated with the kernel a(t). In §4 we will state Proposition 4.1 for (u,v), which will imply Theorem 1.1. This will be shown in Proposition 4.2. The proof of Proposition 4.1 will be carried out in §5. The proof is based on the energy method and along the line of Hrusa and Nohel [4] . System (1.1) describes a one-dimensional motion of an unbounded, homogeneous, viscoelastic bar. The integral term represents the memory effect and induces subtle dissipation. The global existence of a classical solution for small initial data was obtained by various authors. In the case when <f> = a MacCamy [9] discussed the initial-boundary value problem and Dafermos and Nohel [1] discussed both the initial and the initial-boundary value problems. In the case when (p t¿ er Dafermos and Nohel [2] discussed the initial boundary value problem and Hrusa and Nohel [4] discussed the pure initial value problem. In the initial value problem, they prove: Under suitable assumptions on the material functions, the kernel, and the forcing term and for sufficiently small data belonging to 772, the Cauchy problem (1.1), (1.2) has a unique solution (U, V) for 0 < t < oo ; moreover, U, V, Ux, U,, Vx, V, -► 0 as t -» oo uniformly in x . As they assume that the initial data are in 772 , the initial data Uo and Vo approach zero as x -► ±oo . The case when Uo and V0 approach nonzero constant states as x -► ±oo has not been discussed yet. In this paper we discuss such a case when the initial data are perturbations from rarefaction waves.
As for the Riemann problem, the Riemann data problem for the scalar equations modeling (1.1) has been discussed by MacCamy [10] and Greenberg and Hsiao [3] .
The stability of rarefaction waves has been studied for viscous hyperbolic conservation laws [7, 11, 13, 14] and hyperbolic conservation laws with relaxation by the energy method [5] . Therefore, it is of interest to extend the result to the case where the dissipation is given by the fading memory. We should note that as the rarefaction waves for which the stability is studied, we choose the equilibrium rarefaction waves for the system constructed from the equilibrium characteristics, À = ±yfxj • and not the instantaneous characteristics A = ±yfo~'. The significance of the equilibrium characteristics is discussed in [6] in conjunction with travelling waves. It is also interesting to understand the importance of equilibrium characteristics for the rarefaction waves. In this paper we discuss the case when a ^ <f>.
Smooth approximate solution of the Riemann problem
In this section, using the idea of Matsumura and Nishihara [11], we will construct a smooth approximate solution to (Ur, V). In what follows, we will use || • || to denote the L2 norm and || • ||, to denote the 77' norm unless it is explicitly specified.
Consider the Riemann problem for the simplest equation 
The choice of w0(x) is rather arbitrary. However, it makes the following estimates easier. (iv) If w-> 0, for all x < O ¿z«¿/ í > 0,
and t>0, which yields the first inequality llalli, < IKHi, < cp\w\p.
For the second inequality, we divide the integral into two parts
Then, introducing y = w'0(xo)t, we estimate 7-in the following way:
We estimate I2 in a similar way. D Now we construct a smooth approximate solution (tp, y/) of (Ur, V) as follows. Let (Um , Vm) e R\(U-, V-) be the constant state satisfying (U+, V+) e R-2(Um, Vm). We denote by lui (resp. ^2) the solution of (2.4) with W--X\(V-) and w+ = l\(Vm) (resp. W-= À2(Vm) and w+ = X2(V+)). Then, we define (y>¡, y/x) (resp. (<p2, y/2)) by
k\(y/l) = wx (resp. h(W2) = w2), (2.8) í»i = -/ y\i(s)ds+ U-(resp. y>2 = -/ k2(s)ds + Um).
JVJVm
Now we set (2.9) ((p, y/)(x, t) = (<pi + <p2-Um, y/i + y/2-Vm)(x, t).
From ( Then, (q>, y/) satisfies the following Lemma 2.2. (i) y/, < 0, for all x e R and t>0.
(ii) There exists C and a (> 0) such that for all t > 0, x e R, and ô (0<ô<ô0), \Vx\ < C\y/,\, \y/,\<Cô, (2.11) \y/xx\<C\y/,\, \y/xt\<C\y/,\, \yfxxt\ < C\y/t\, \Px\ < Co exp{-o;(|x| + t)}.
(iii) For p i 1 < p < oo), there exists Cp such that for all t > 0 and ô (0<ô<ô0), (2.12) llalli, <C,*>/'(1 +0"I+I/*-(iv) For all p ( 1 < p < oo), there exist Cp and C such that for all t > 0 and S (0 < ô < ô0), WVxxWu < Cpmm(ô, (1+0"') < C *° , 0 < a < 1.
We can show the above results using Lemma 2.1 and the computation carried out from (2.7) through (2.10).
Since we consider the nonlinear perturbation of (cp, y/), it is convenient to change the dependent variables. We introduce the perturbation (u,v) from (<p, y/) as In this section, we summarize the properties of kernels which will appear in this paper. We omit most of the proofs of lemmas appearing in this section, since they are available in [2 and 4] .
We now discuss the relevant aspects of the Volterra equation. Let b e L/oJO, oo) be given and consider the linear Volterra equation (3.1)
For each g e L.loc[0, oo), (3.1) has a unique solution y e 7,,'^fO, oo) • This solution is given by (3.2) y
where p is the unique solution of the resolvent equation
Jo As we will see, it is important to know the conditions under which a given kernel is in ¿'(O, oo). First, we define the resolvent kernel k associated with ¿z' as the unique solution to
The kernel k will be used to express vx and vxx in terms of u, and vtt, respectively, in §5. The requirement for k e Ll(0, oo) follows from Lemma 3.1. If (1.5) and (1.6) hold, then the solution k of Ci.4) belongs to Ll (0, oo). See Lemma 3.2 of [2] for the proof.
Next, we discuss the resolvent kernel r associated with -a". This kernel satisfies
Jo
This kernel itself does not belong to Ll(0, oo). Nevertheless, r is the sum of a constant and a kernel belonging to L'(0, oo).
Lemma 3.2. Suppose that (1.5), (1.6), and (1.8) hold. Then, the solution of (3.5)
can be expressed as
where ReLl(0,oo).
The proof is given in Lemma 3.2 of [4] .
We define another kernel M by /oo R(s) ds, Vr > 0.
This kernel has the following properties. In this section we state the theorem which we shall prove in the next section and state the lemma establishing the existence of local solutions.
In what follows, we will use || • || to denote the L2 norm unless it is explicitly specified. Regarding the initial data «o and v0 in (2.15) and h, we require that
To measure the size of the initial perturbation and h , we denote The proof is essentially the same as in [2] . Therefore, we omit the details.
Proof of Proposition 4.1
The proof is based on the energy method. In what follows, C will denote generic positive constants which may be large. It is convenient to define Since a" is identically zero outside the above interval, ct"(c¡) and a'"(Ç) have finite maxima in ¿f g R. This modification will not alter the problem, since we will see posteriori that v G [min(t;_ , v+) -p, vm + p]. As is discussed in the previous section, we normalize a(t) so that ¿z'(0) = -1. After the differentiation of (2.17b) with respect to t, we have To eliminate the term ¡0' ¡^¡¿¿(x, s)dxds, we make another identity. Multiplying (2.14) by u, and integrating over [0, t] x R, 0 < t < T, we have 
Jo
Since the estimate for the first term is similar to the second term, we indicate how the second term is estimated. It should be noted that M, R, and ¿z G Ll(0, oo) is crucial. Using Holder's inequality and then Fubini's theorem, we have We should note that M(0) < 1. Hence the fourth term in the above estimate can be absorbed in the left-hand side of (5.6). The estimate for 75 is identical to the one for the last term in 74 . The estimate for 76 is done as follows:
Using Sobolev's embedding theorem, Young's inequality and Lemma 2.2 we have the following estimate for 7? :
Note that terms with coefficient e and S can be absorbed in the left-hand side of (5.6) if the rarefaction waves are weak. Therefore, the above estimates, (5.6), To obtain the next identity, we apply the forward differentiating operator A/, to (2.14) and multiply it by Af,<f>(v + y/)xt. Then, we integrate the resulting equation over [0, t] x R, 0 < t < T. After the integrations by parts, we derive it by h2 and let h i 0. From this we have Jo J-oo + C(E(t){'2 + E(t) + E(t)3'2 + E(t)2 + ô1'2 + S + ô2)Fit) + Ció + 77).
We need the estimates for J^ujix, t)dx. Squaring (2.14) and integrating over R Jo J-oo + C(E(t)1'4 + E(t)1'2 + E(t) + E(t)3'2 + E(t)2 + óll2 + Ó + ó2)F(t) + C(Ó + Ó2 + H).
Therefore, as far as E(t) < p and ó < ôo , using (5.9) we finally arrive at the estimate ft fOO (5.34) E(t) + F(t)+ / \y/,\v2(x,s)dxds<C(U0 + óo + H).
Jo J-oo So, if we take the initial data to be p0 < p/4C and ó0 + 77 < p/4C, then as far as E(t) < p we have ft /»OO J (5.35) E(t) + F(t)+ / \y/,\v2(x, s)dxds< x/z, 7o 7-00 2 which shows E(t) is actually smaller than p. Now invoking Lemma 4.1, we conclude that To -oo . This estimate yields (4.6) and (4.7), and consequently (4.8) . This completes the proof.
