This paper proposes a novel analytical model to predict zero quantized DCT coefficients for fast video encoding. The dynamic range of quantized DCT coefficients are analyzed and a threshold scheme is derived in order to determine DCT and quantization computations to be skipped without video quality degradation. The proposed model is compared with other models in the literature. Experimental results demonstrate that the proposed analytical model can greatly reduce the computational complexity of video encoding without any performance degradation, and outperforms other models.
INTRODUCTION
Most high quality video encoders, such as MPEG-4 [1] , H.263 [2] and H.264 [3] , use the discrete cosine transform (DCT), motion estimation (ME), quantization (Q), inverse quantization (IQ) and inverse DCT (IDCT) as the building blocks. Such video encoders are computationally intensive. In fact, there is a significant interest and research in reducing these computations. Previously, the efforts to reduce the computations of video encoding are mainly focused on fast motion estimation algorithms. However, as the motion estimation becomes optimized, we also need to optimize other functions to further speed up video encoding.
In digital video coding, it is quite common that a substantial number of DCT coefficients of the prediction difference are quantized to zeros. Therefore, considerable computations may be saved if there is a method which can early detect Zero Quantized DCT (ZQDCT) coefficients, i.e., the DCT coefficients equal to zero after Q, before implementing DCT and Q. Yu et al. [4] propose to compare the sum of absolute difference SAD with the product of the quantization parameter Q p and a predetermined threshold T . If SAD < T × Q p , then DCT and Q computations can be skipped, and the quantized DCT coefficients are all set to zeros. This model is shown to be effective in reducing the computational complexity of the H.263 encoder. However, the quality of the encoded video is heavily dependent on the threshold T , where to define a suitable value is not trivial. In order to reduce the degradation of video quality, Yu et al. [5] decrease the threshold value experimentally to detect all-zero DCT blocks. In [6] , Zhou et al. perform theoretical analyses on the range of DCT coefficients and derive the same threshold as [5] to skip DCT and Q computations. Zhou's model [6] is further refined by Sousa [7] and Kim [8] where tighter sufficient conditions are derived to obtain more reductions of the computational complexity without video quality degradation.
However, all the models mentioned above only consider to detect all-zero DCT blocks and do not consider the more general case to predict ZQDCT coefficients in the individual coefficient level. Therefore, this paper proposes a novel analytical model to skip redundant DCT and Q computations without quality degradation through a more theoretical analysis on the dynamic range of DCT coefficients. The proposed analytical model can not only detect all-zero DCT blocks, but also predict individual ZQDCT coefficients. As a result, higher prediction efficiency and more savings in the computational complexity can be achieved by the proposed model.
The rest of this paper is organized as follows. The ZQDCT coefficients are analyzed in Section 2. In Section 3, the novel analytical model is proposed and compared with other models theoretically. The experimental results are presented in Section 4. Finally, Section 5 concludes this paper and gives some future research directions.
ANALYSIS OF ZQDCT COEFFICIENTS
We will firstly analyze the sufficient condition for the quantized DCT coefficients to be zeros. In this paper, we mainly focus on the 8×8 DCT which is widely used in MPEG-4 [1] and H.263 [2] standards and will consider the 4×4 DCT in our future research. We define f (x, y), 0 ≤ x, y ≤ 7, as the 8×8 motion-compensated pixel block, such that
where I(x, y) is the image block and I m (x, y) is the bestmatched block predicted from the reference frame. The bestmatched block is obtained in the motion estimation stage to 
minimize the sum of absolute difference SAD given by
The two-dimensional 8×8 DCT coefficients
where
are quantized for compression, and will be zeros if the following condition holds true
where Q p is the quantization parameter and α is related to the quantization method applied. For example, the quantization performed in H.263 and MPEG-4 inter mode follows
where L(u, v) is the quantized DCT coefficient. The DCT coefficients are quantized to zeros if |L(u, v)| < 1. Therefore, when |F (u, v)| < 2.5Q p , the coefficients F (u, v) will be quantized to zeros. As a result, α should be chosen as α = 2.5.
PROPOSED ANALYTICAL MODEL

Sufficient Condition for ZQDCT Prediction
From (2) and (3), the DCT coefficient 
We start our discussion on the range of F (u, v) by considering the case of u = 4 and v = 2 such that
Considering
Fig. 1. Thresholds to determine quantized DCT coefficients in
(u, v) to be zeros, where label i is that for Ti listed in Table 1 . 
Equation (7) is further given as
So F (4, 2) can be predicted as zero if
Therefore, we can predict F (4, 2) as zero by comparing SAD with the threshold T = 
. Similarly, other DCT coefficients are bounded depending on the frequency position that affects the maximum values of the two cosine functions. As a result, the thresholds that determine the quantized DCT coefficients to be zero-valued are listed in Table 1 , and also illustrated in Fig. 1 , where the numeric labels are the threshold labels as listed in Table 1 .
Implementation and Comparison with Other Models
Based on the thresholds in Table 1 , we develop an algorithm to perform different types of DCT, Q, IQ and IDCT computations. This algorithm is explicitly shown in Table 2 : If SAD < T i , compute all the DCT coefficients labelled by j with j < i in Fig. 1 , and 0 < i, j < 7. The case for i = 1 implies the block is an all-zero DCT block, and thus all the DCT, Q, IQ and IDCT computations are skipped. Similarly, the case when SAD ≥ T 6 would require all the DCT coefficients and the associated quantizations to be computed.
Regarding the DCT/IDCT implementation, we make use of the row-column approach [9] and optimize DCT/IDCT in conformity to the different types shown in Table 2 . Since we can predict some DCT coefficients as zeros in advance, it is no need to calculate such coefficients and the row-column DCT/IDCT butterfly-flow structure can be optimized accordingly. For Q/IQ, the elements which are predicted as zeros are directly set to zeros to save computations.
Compared with the models in [6] and [7] , which are also based on 8×8 DCT and only consider the case of detecting all-zero DCT blocks, our proposed minimum threshold
is equal to the threshold proposed in [7] , and larger than the threshold 4αQ p in [6] . More importantly, besides the skip type (Table 2 ), the proposed model also considers other prediction types, hence can achieve more computational complexity reductions than the models in [6] and [7] .
EXPERIMENTAL RESULTS
The XVID codec [10] is implemented for experiments, which is an MPEG-4 compliant video codec. To avoid introducing any biasing factors, the encoder fixes the quantization parameter Q p during video encoding. We have tested many benchmark video sequences with different resolutions, due to the space limit, herein only present four benchmark video sequences: Foreman and News with QCIF format, Silent and Table Tennis with CIF format. Because the model in [8] is proposed for H.264 codec (4×4 DCT), so in the current experiments, we mainly compare the proposed analytical model with the models in [6] and [7] .
False Acceptance Rate and False Rejection Rate
The false acceptance rate (FAR) and false rejection rate (FRR) are provided to compare the ZQDCT prediction capacity of the proposed analytical model with the models in [6] and [7] . The smaller the FAR is, the less the video quality degrades. The smaller the FRR is, the more efficiently the model can detect ZQDCT coefficients. Therefore, it is more desirable to have small FAR and FRR for an efficient predictive model of ZQDCT coefficients. From the results, all of the models observe zero FAR, which indicates that there is no false acceptance of ZQDCT coefficients as we expected since all of the three models are derived based on mathematically verified analysis. So we only list the FRR results in Table 3 for Q p equal to 7, 14, 21 and 28, where AM denotes the proposed analytical model. As evident in Table 3 , our analytical model can achieve smaller FRR than those of the models in [6] and [7] indicating that the proposed model is more efficient to predict ZQDCT coefficients and hence reduce more computations related to DCT, Q, IQ and IDCT manipulations.
Computation Reduction of DCT, Q, IQ and IDCT
To further demonstrate the proposed analytical model can efficiently reduce the computations of video encoding, the comparisons of computational complexity about DCT, Q, IQ and IDCT between the test models and the original MEPG-4 encoder are illustrated in Figs. 2-5. In these figures, the required computational complexity of DCT, Q, IQ and IDCT for the test model is defined as
where T d is the encoding time of DCT, Q, IQ and IDCT for the test model, and T o d is the encoding time of these four procedures in the original encoder. From these figures, it is obvious that the proposed analytical model can obtain better performance in reducing the computational complexity of DCT, Q, IQ and IDCT than the other models in [6] and [7] . It reveals that the proposed model can effectively eliminate redun- dant computations which are impossible to detect in [6] and [7] . In general, for different Q p values and different video sequences, the average computations of DCT, Q, IQ and IDCT have been reduced by about 40 percent as compared with the original encoder when the proposed model is applied.
Encoding Time and Video Quality
Finally, we will study the entire encoding time and video quality performances. The video quality is objectively measured by the Peak Signal to Noise Ratio (PSNR). From the experimental results, no PSNR drop is observed for all the three evaluated models when compared with the original encoder. This is because that all of these three models are proposed on mathematical analysis of the quantized DCT coefficients, and the PSNR results are consistent with the FAR results as stated previously. In the following, we will compare the entire encoding time performance about these three models via Table 4 , where the encoding time improvement (∆T , %) is presented as
where T org and T are the entire encoding time of the original MPEG-4 encoder and the test model, respectively. From Table 4 , it can be seen that the real-time performance based on our analytical model is better than the other two models for all the cases. This validates that the proposed model can reduce the computational complexity of video encoding more efficiently, and is more practical to be applied in real-time applications.
CONCLUSION AND FUTURE WORKS
In this paper, a novel ZQDCT coefficient prediction model is proposed to skip redundant DCT, Q, IQ and IDCT computations. We have analyzed the ZQDCT coefficients and derived an sufficient condition for each quantized DCT coefficient to be zero. Based on these theoretical analysis, a precise analytical model is proposed. The experimental results demonstrate that the proposed analytical model can achieve higher encoding efficiency than other theoretically analyzed models without any degradation of video quality.
In the future, we will apply the proposed analytical model to the H.264 [3] encoder after modifications since the 4×4 DCT and combination of DCT and Q are employed in this standard. In addition, from the experiments, we notice that although our analytical model can achieve smaller FRR values than other theoretical models, the FRR results are still noticeable. In order to further improve the ZQDCT coefficients prediction efficiency, some statistical techniques such as [11] may be combined with the proposed analytical model. Thus, we can study the trade-off between the real-time performance and video quality for the potential models.
