Confluence reduction and partial order reduction by means of ample sets are two different techniques for state space reduction in both traditional and probabilistic model checking. This paper provides an extensive comparison between these two methods, and answers the question how they relate in terms of reduction power when preserving branching time properties. We prove that, while both preserve the same properties, confluence reduction is strictly more powerful than partial order reduction: every reduction that can be obtained with partial order reduction can also be obtained with confluence reduction, but the converse is not true.
Introduction
Probabilistic model checking has proved to be an effective way for improving the quality of communication protocols and encryption techniques, for studying biological systems, and measuring the performance of networks. The omnipresent state space explosion poses a serious threat to the efficiency of model checking and similar methods; therefore, several reduction techniques have been introduced to deal with large systems.
While reduction techniques preferably reduce as much as allowed by a relevant notion of bisimulation, in practice this is often infeasible. The computation may be complex and often requires the complete state space, while it is much more desirable to reduce on-the-fly, i.e., prior to the generation of the original state space. Therefore, reduction techniques often exchange reduction power for efficiency. Recently, two powerful techniques of this kind were generalised from non-probabilistic model checking to the probabilistic setting: partial order reduction [1, 2, 3] and confluence reduction [4, 5] . Both use a notion of independence between transitions of a system, either explicitly or implicitly, and try to reduce the state space by eliminating redundant paths through the system (and therefore often also states). In the non-probabilistic setting, partial order reduction techniques have been defined for a large range of property classes, most notably variants that preserve LTL \X and CTL to guarantee that the reduced system is branching bisimilar to the original system; thus, these techniques preserve virtually all branching properties (in particular, CTL
The second situation seems to arise when working with process-algebraic modelling languages. As demonstrated in [4] for the non-probabilistic and in [17] for the probabilistic setting, it is quite natural to detect confluence in such a context. Alternatively, our results (in particular Theorem 38) allow for the use of more relaxed definitionsincorporating a notion of local independence-if partial order reduction is used. In addition to providing these practical opportunities, our precise comparison of confluence and partial order reduction fills a significant gap in the theoretical understanding of the two notions.
The theory is presented in such a way, that the results hold for non-probabilistic automata as well, as they form a special case of the theory where all probability distributions are deterministic. Hence, as a side effect we also answer the question of how the non-probabilistic variants of ample set reduction and confluence reduction relate.
Our findings imply that results and techniques applicable to confluence can be used in conjunction with ample sets. As an example of such a technique, we show how a state space generation technique based on representative states, already known in the context of confluence reduction [4] , can also be applied with partial order reduction. This is a very general technique for replacing a class of states by a single representative, and a quite similar method has also been used in conjunction with the so-called essential state abstraction in [22] . The technique replaces explicit checking of the cycle condition, in addition to further reducing the number of states and transitions. The latter is important, especially if the MDP is to be subjected to further analysis.
Overview of the paper. After recalling some basic preliminaries in Section 2, we present the notions of ample set reduction and confluence reduction in Section 3, also showing that confluence reduction for MDPs preserves PCTL * \X in the same way as ample sets. Then, in Section 4 we discuss how ample set reduction can be thought of as a special case of confluence reduction. We show what kind of restrictions and relaxations are needed to make them coincide, thereby pinpointing the exact differences of the methods. In Section 5 we consider the use of the so-called representation map in the context of confluence and ample set reduction. Section 6 concludes the paper and provides directions for future work.
Preliminaries
Definition 1 (Probability distributions). A probability distribution over a countable set S is a function µ : S → [0, 1] such that s∈S µ(s) = 1. The support of a distribution is given by spt(µ) = {s ∈ S | µ(s) > 0}, and we write 1 t for the deterministic distribution µ determined by µ(t) = 1. We use Distr(S) to denote the set that contains all probability distributions over S and the subdistribution ⊥ that assigns probability 0 to every s ∈ S. Given an equivalence relation R ⊆ S × S and two probability distributions µ, ν ∈ Distr(S), we write µ ≡ R ν if µ(C) = ν(C) for every equivalence class C ∈ S/R.
The model on which probabilistic ample set reduction is defined is the Markov decision process. It consists of states that are labelled by atomic propositions, an initial state, and a probabilistic actionlabelled transition function. From each state s, a subset of the actions is enabled; for every enabled action a, a probability distribution P (s, a) specifies for every other state s the likelihood P (s, a)(s ) of ending up in s after taking a from s.
Definition 2 (MDPs). A Markov decision process (MDP) is tuple M = (S, Σ, P, s
0 , AP, L), where
• S is a finite set of states;
• Σ is a finite set of action labels;
• P : (S × Σ) → Distr(S) is the probabilistic transition function;
• s 0 ∈ S is the initial state;
• AP is the set of atomic propositions; • L : S → 2 AP is the labelling function.
If P (s, a) = ⊥, the action a is not enabled from s. Otherwise, P (s, a)(s ) is the probability of going to s when executing a from s.
We use several notions when working with MDPs. The next definition introduces the set of transitions of the MDP, and introduces the notation (s, a, µ) to denote a transition from s, taking an action a and having a next-state distribution µ. Also, we introduce a notation for paths through an MDP. Figure 1 visualises an MDP M , consisting of 14 states. This MDP will be used throughout the paper as a running example. It represents a flow chart, specifying the way in which six tasks can be performed. The tasks occur in pairs: first task 1 and task 2 need to be executed, then task 3 and task 4 , and finally we need to do task 5 and task 6 . Each pair of tasks can be executed in either order. Furthermore, the execution of task 2 fails with probability 1 10 , in which case it can be attempted again. Moreover, after finishing the first two tasks and before starting the last two, we can quit or choose to continue. Finally, after all tasks have been completed, it is allowed to repeat either task 5 or task 6 . We assume that the effect of the even-numbered tasks is visible to the environment (indicated by a change of atomic proposition due to such a transition), while the odd-numbered tasks are invisible.
Note that for this MDP we have S = {s i | 0 ≤ i ≤ 13} and Σ = {task i | 1 ≤ i ≤ 6} ∪ {quit,continue}. The probabilistic transition function is visualised by arrows. For instance, P (s 0 , task 2 ) = µ such that µ(s 0 ) = 1 10 and µ(s 2 ) = 9 10 , and P (s 0 , quit) = ⊥. Furthermore, we have s 0 = s 0 and AP = {p, q, r, s, t, u}. The labelling is indicated for each state, e.g., L(s 2 ) = {q}. We have s 1 − task 2 −−− → s 3 , for instance, and en(s 3 ) = {quit, task 3 , task 4 } as well as s 5 − • A transition (s, a, µ) ∈ ∆ M is deterministic if µ is deterministic, and an action a ∈ Σ is a deterministic action if all a-labelled transitions are deterministic. We denote the set of all deterministic actions by Σ det ⊆ Σ. Given a deterministic transition (s, a, 1 t ), we write target(s, a) = t;
, and an action a ∈ Σ is a stuttering action if all a-labelled transitions are stuttering. We denote the set of all stuttering actions by Σ st ⊆ Σ;
• A transition (s, a, µ) ∈ ∆ M is invisible if it is both deterministic and stuttering, and an action a ∈ Σ is an invisible action if all a-labelled transitions are invisible. We denote the set of all invisible actions by Σ inv = Σ st ∩ Σ det ;
• A finite path s − We sometimes abuse the notation a little by writing (s, a, s ) instead of (s, a, 1 s ) for deterministic transitions.
Note that (s, a, µ) may be an invisible transition even if a is not an invisible action, but not vice versa. Also note that given a sequence of invisible (and thus deterministic) actions a 1 a 2 . . . a n , talking about "the path" of this sequence from some state s makes sense, because the states that are visited are unique. We do so for the rest of this paper.
Example 6. In the MDP M given in Figure 1 , all transitions except for the two task 2 transitions are deterministic. Hence, all actions except for task 2 are deterministic. All transitions labelled by odd tasks are stuttering, as well as the continue transition, since the atomic propositions in their source and target states all correspond. Hence, all odd-labelled task actions and the continue action are stuttering. Combining this, we obtain Σ inv = {task i | i ∈ {1, 3, 5}} ∪ {continue}.
For a given MDP, a wide class of reductions can be defined using the construct called a reduction function. Informally, such a function decides for each state which outgoing actions are enabled in the reduced MDP. The transition function of the reduced MDP then consists of all transitions that are still enabled after the reduction function is applied, and the set of states consists of all states that are still reachable using the reduced transition function.
Definition 7 (Reduction functions). Given an MDP
Σ with R(s) ⊆ en(s) for every s ∈ S M . Given a reduction function R, the reduced MDP for M with respect to R is the minimal
• If s ∈ S R and a ∈ R(s), then P R (s, a) = P M (s, a) and spt(P M (s, a)) ⊆ S R ;
• If s ∈ S R and a / ∈ R(s), then P R (s, a) = ⊥;
where minimal should be interpreted as having the smallest set of states. Given a reduction function R :
The transitions in R are called the nontrivial transitions of the reduction. We say that a reduction function R is acyclic if the original MDP restricted to the transitions in R is acyclic.
In other words, R assigns to each state s the subset of actions that are enabled by R in case a real reduction is made for s. Otherwise, it assigns no actions to s. Note that the reduction function is acyclic if there is no cycle of nontrivial transitions in the MDP. Figure 1 is given by R(s 0 ) = {task 1 }, R(s 1 ) = {task 2 }, R(s 3 ) = ∅ and R(s i ) = en(s i ) for every other state s i . The reduced MDP with respect to R consists of solely the states s 0 , s 1 and s 3 , and the two transitions connecting them. We have R(s 0 ) = {task 1 } and R(s 1 ) = ∅, and find that R is acyclic (which is immediate, as there is only one nontrivial transition and this transition is no self-loop).
When reducing MDPs, we clearly want to retain some behaviour to still be able to verify certain properties. The reductions we deal with preserve PCTL
Ample Sets and Confluence for MDPs
This section presents the theory of the ample set reduction and confluence reduction techniques. While the ample set technique is just taken from literature, our definitions and correctness proofs for confluence reduction for MDPs are novel-although inspired by confluence reduction for PAs [17] .
First, we need the concepts of weight functions and probabilistic visible (bi)simulation [24] , as they will be used to prove that our redefined variant of confluence for MDPs also preserves PCTL * \X . Definition 9 (Weight functions). Let R ⊆ S 1 × S 2 be a binary relation and let µ ∈ Distr(S 1 ) and ν ∈ Distr(S 2 ) be probability distributions. We write µ R ν if µ, ν = ⊥ and there exists a weight function w :
be MDPs, and let R ⊆ S 1 × S 2 be a binary relation. Then, R is a probabilistic visible simulation
If a ∈ en(s), then either (a) a ∈ Σ inv and (target(s, a), s ) ∈ R, or (b) there is an invisible path s − b1...bn −−−− → s in M 2 such that (s, s i ) ∈ R for every state s i on this path, a ∈ en(s ) and P 1 (s, a) R P 2 (s , a);
3.
If there is an infinite invisible path s − b1b2... −−− → in M 1 such that (s i , s ) ∈ R for every s i on this path, then there is a finite invisible path s − a1...an −−−− → s n in M 2 , n ≥ 1, such that (s, s i ) ∈ R for every s i on this path (possibly excluding s n ), and (s k , s n ) ∈ R for at least one s k (with k > 0) on the path s − b1b2...
−−− →.
A binary relation R is a probabilistic visible bisimulation for (M 1 , M 2 ) if it is a probabilistic visible simulation for (M 1 , M 2 ) and R −1 is a probabilistic visible simulation for (M 2 , M 1 ). We say that two MDPs M 1 , M 2 are probabilistically visibly bisimilar, denoted by M 1 ≡ pvb M 2 , if there is a probabilistic visible bisimulation that relates them.
Ample sets
Although there are many techniques that are called "partial order reduction", we focus on the ample set method as presented in [13] , as it is the most well known and the only one we are aware of that has been defined so as to preserve probabilistic branching time properties. To present the definition, we first need to introduce the notion of independence. Intuitively, two actions a, b are independent if they don't disable each other, and if the probability of ending up at any state by first taking a and then taking b is the same as when the actions are taken the other way around.
Definition 11 (Independence). Given an MDP M = (S, Σ, P, s 0 , AP, L), two actions a, b ∈ Σ are independent if a = b and for every state s ∈ S such that {a, b} ⊆ en(s) the following conditions hold:
• If s ∈ spt(P (s, a)), then b ∈ en(s ) (and symmetrically);
If a and b are not independent, we say that they are dependent. An action a is dependent on a set B if there exists at least one b ∈ B on which a depends.
Based on this notion of dependence, the ample set constraints can be defined. We refer to [24] for an extended explanation of these conditions. Definition 12 (Ample set reduction). Let M = (S, Σ, P, s 0 , AP, L) be an MDP without any terminal states. Then, a reduction function A : S → 2 Σ for M is an ample set reduction function if it satisfies the following conditions in every state s ∈ S:
The sets A(s) are called ample sets.
Note that we could also choose to allow MDPs with terminal states. In that case A0 should be changed to allow A(s) = ∅ if en(s) = ∅. Note also that conditions A1 and A4 can be combined by saying that either A(s) = en(s) or A(s) contains exactly one invisible action.
Example 13. In the MDP M given in Figure 1 , the actions task 1 and task 2 are independent. After all, there is only one state in which both are enabled: s 0 . From there, indeed, these two actions do not disable each other. Moreover, when first executing task 1 and then executing task 2 , the probability of ending up in s 1 is 1 10 and the probability of ending up in s 3 is 9 10 . When executing the tasks the other way around, we obtain the same probabilities.
Similarly, it can be shown that task 3 and task 4 are independent. Note that task 5 and task 6 are not independent, as they are both enabled in s 11 and from there can disable each other.
A valid ample set reduction function A for M is given by A(s 0 ) = {task 1 } and A(s i ) = en(s i ) for all other states. Note that all ample set conditions vacuously hold for all fully-expanded states, so we only need to investigate s 0 . The conditions A0, A1 and A4 are trivial to verify. Also A3 is easy, since the only possible cycle in M A is an infinite loop through s 1 (although this has probability 0): indeed A(s 1 ) = en(s 1 ). Finally, to see why A2 holds, note that every path from s 0 either immediately traverses task 1 (which is indeed in A(s 0 )) or starts with a number of times task 2 and then task 1 ; for all traces of the second kind, task 2 is independent of A(s 0 ) and task 1 is in A(s 0 ), satisfying the condition.
This reduction function only gets rid of state s 2 . Note that no additional reduction is possible. In s 3 , s 4 , s 5 and s 6 , no subset of the enabled actions can be chosen as an ample set, since none of the actions is independent of the quit action (as quit disables all other actions). Also, in s 8 no reduction is possible, since task 5 and task 6 are not independent (after all, in state s 11 they can disable each other).
The following result from [13] indicates why ample sets are sound for MDP reduction. 
Confluence
Confluence for action-based probabilistic automata was introduced in [17] . Here, we reformulate the theory in terms of MDPs in order to compare it to the ample set method. In [17] , three variants of probabilistic confluence were introduced, differing in their ease of detection and their reduction power. Traditionally, notions of confluence (as of bisimulation) that are able to distinguish many systems are called strong, while the more relaxed notions are called weak. Hence, reduction power is inversely related to the strength of a notion's distinctive character.
In this work, we redefine strong probabilistic confluence. The weaker variants are more difficult to use in practice and would therefore not provide a fair comparison to ample sets. We weaken the notion of strong probabilistic confluence slightly from [17] , to make it a true probabilistic generalisation of the earlier notion of non-probabilistic strong confluence from [5] , except for the ability to preserve divergences. This way, our results also hold for strong confluence in a non-probabilistic setting, as presented in previous work. We first discuss non-probabilistic strong confluence as presented in [5] , to provide motivation and intuition as a foundation for the probabilistic variant.
Non-probabilistic strong confluence
Strong confluence is based on a set T of invisible transitions, that are all called strongly confluent if the set satisfies a certain confluence property. Basically, it should be the case that the transitions from T can never interfere with observable behaviour. That is, an action that is enabled before a confluent transition should still be enabled after the transition (so that it can be mimicked ). Moreover, the system should end up in the same state, regardless of whether the other transition is taken before or after the confluent transition. Because of this, confluent transitions can basically be given priority, omitting all other transitions from the states in which they are enabled.
Strong confluence can be defined diagrammatically, as in Figure 2 (a). Here, we write T above an arrow to indicate that the corresponding transition is in T (and we do not care about the action name). The solid lines should be matched universally, while the dashed lines are meant to be existential. That is, for all states s, t, u, v in a system M such that there are transitions (s, a, t) ∈ T and (s, b, u) ∈ ∆ M , there has to be a state v with transitions (t, b, v) ∈ ∆ M and (u, c, v) ∈ T for some c. Additionally, if the left b-transition is in T , so should the right one be. Some states might coincide, so for instance a self-loop (s, b, s) can be seen as the transition (s, b, u) with u = s. The property should hold for all transitions in T and all actions b.
To make things slightly more liberal, invisible actions do not necessarily have to be mimicked. Therefore, the double lines indicate that, in case b ∈ Σ inv , it is also fine if t cannot do a b-transition, as long as t = v. Similarly, since all transitions in T are invisible, it is also fine if there is no T -transition from u and u = v.
Example 15. As an example, consider the MDP in Figure 2 (b). Note that the actions a, c, d, e, f and g are invisible. We show that T = {a, c, f, g} is a valid strongly confluent set (indicated in bold in the figure).
First note that the confluence diagram always holds for a confluent transition with itself. Take for instance the match s = s 4 and t = u = s 5 , with the c-transition being both of the outgoing transitions from s. Since every T -transition is invisible, we can take both t = v and u = v due to the double lines (which is valid since t = u), and the diagram holds vacuously. For c and f there is nothing more to check. For a, there are three additional transitions for which the diagram has to hold. The b-transition can easily be seen to satisfy the diagram, since it can indeed be mimicked from s 1 and there is a T -transition between the target states. For the d-transition, the diagram holds by taking t = u = v. Finally, for the e-transition (which is invisible itself), we can take t = v and see that the diagram fits using s = s 0 , t = v = s 1 and u = s 3 . For g we should have u and v coincide, and take s = s 5 , t = s 6 and u = v = s 2 .
Probabilistic strong confluence
In a probabilistic setting, transitions do not have a single target state anymore; they go to a distribution over target states. Therefore, instead of requiring as above that u should have a T -transition to v, we should require that the distribution corresponding to the b-transition from s is somehow related by T -transitions to the distribution corresponding to the b-transition from t.
To define strong probabilistic confluence, we therefore introduce the notion of equivalence up to T -steps: a way of saying that two probability distributions are basically the same, except for some intermediate transitions from a set T .
Definition 16 (Equivalence up to T -steps).
Let M = (S, Σ, P, s 0 , AP, L) be an MDP, T ⊆ ∆ M a set of deterministic transitions of M , and µ, ν ∈ Distr(S) two probability distributions. Then, we say that µ is equivalent up to T -steps to ν, denoted by µ ; T ν, if µ, ν = ⊥ and there exists a partitioning spt(µ) = n i=1 S i of the support of µ and an ordering spt(ν) = {s 1 , . . . , s n } of the support of ν, such that
With respect to the notion of equivalence up to τ c -steps of [17] this definition is slightly more general, as we allow states in the support of µ to directly correspond to states in the support of ν, without requiring a T -step in between (by the S i = {s i } clause). This corresponds to the fact that the lower T -transition in Figure 2 (a) is dashed, and is needed for our probabilistic notion of strong confluence to coincide with the existing non-probabilistic notion in a non-probabilistic context (except for divergences).
Example 17. Consider the MDP in Figure 3 , and let T = {(s 0 , a, s 1 ), (s 2 , a, s 6 ), (s 3 , a, s 5 ), (s 4 , a, s 5 )}. Moreover, let µ = P (s 0 , b) and ν = P (s 1 , b). It now follows that µ T ν, by taking the partitioning spt(µ) = S 1 ∪ S 2 with S 1 = {s 2 } and S 2 = {s 3 , s 4 }, and the ordering spt(ν) = {s 6 , s 5 }. Now, indeed µ(S 1 ) = 1 3 = ν(s 6 ) and µ(S 2 ) = 2 3 = ν(s 5 ). Also, there is a transition in T connecting s 2 to s 6 , and there are transitions in T connecting s 3 and s 4 to s 5 . Note that it also would have been fine if, for instance, s 0 directly went to s 6 instead of s 2 with probability 1 3 as part of the b-transition. The next lemma states that, given a deterministic transition (s, a, 1 s ), the distribution from s associated with an action b independent of a is equivalent up to a-labeled-steps to the distribution associated with the same action from s .
0 , AP, L) be an MDP, and a, b ∈ Σ two independent actions such that a ∈ Σ det . Let s ∈ S such that {a, b} ⊆ en(s), and assume that s − a → s . If T contains all outgoing a-transitions from states in the support of
Proof. For any t ∈ spt(P (s , b)), let R t = {r ∈ spt(P (s, b)) | r − a → t} be the set of states that might be reached after the action b from s and can reach t by an a-action. As a and b are independent, R t is not empty, and when taking into account the assumption that a is deterministic it follows that {R t | t ∈ spt(P (s , b))} is a partitioning of spt(P (s, b)). We use this partitioning to show that P (s, b) T P (s , b). Indeed
The first equality follows from the fact that a is deterministic, the second from the independence of a and b, the third from the definition of R t and the fourth from the fact that a is deterministic.
Also, by definition of R t and T and the fact that a ∈ Σ det , we have ∀s
We define strong probabilistic confluence for sets of transitions T , and require every transition in such a set to have an invisible action. Actions that were enabled before a confluent transition should still be enabled after the transition, and if a transition (s, b, µ) is to be mimicked by a transition (t, b, ν), then there should be confluent transitions connecting µ and ν as defined by the relation T . As an exception, transitions with invisible actions and having the same source and target state as a confluent transition do not have to be mimicked, as an equivalent transition already exists by definition.
transitions of M is strongly probabilistically confluent if all its transitions have invisible actions, and for every (s, a, 1 t ) ∈ T and every b ∈ en(s) either
A transition (s, a, µ) ∈ ∆ M is said to be strongly probabilistically confluent if there exists a strongly probabilistically confluent set T such that (s, a, µ) ∈ T .
To motivate this definition, consider again the diagram in Figure 2 (a). The first clause of our definition corresponds to the case where the b-transition from s is indeed mimicked from t. In the non-probabilistic case, we then required that there either is a confluent transition from u to v, or that u = v. In the probabilistic case, this corresponds to requiring that P (s, b) T P (t, b). Also, just like in the non-probabilistic case, we require that if the b-transition from s is confluent, then so is the one from t.
If b ∈ Σ inv , as stated by the second clause, then the states t and v in Figure 2 (a) are allowed to coincide. If P (s, b) = 1 t , then apparently also t and u coincide, and the diagram holds vacuously. So, the second clause corresponds to the case that both the path from u to v and the path from t to v is empty.
Looking at the non-probabilistic diagram, there is one last possibility: if b ∈ Σ inv , it is also allowed that it is not mimicked by t (so t = v), that u = v, and there is a T -transition from u to v. A clause dealing with this case would be "b ∈ Σ inv and ∃c . (target(s, b) , c, 1 t ) ∈ T ". In the non-probabilistic action-based setting, the object is to preserve branching bisimilarity. Branching bisimulation as an equivalence does not require loops of invisible actions, i.e., divergences, to be preserved. In the current context we want to prove probabilistic visible bisimulation, which requires divergence to be preserved by confluent transitions (otherwise, minimal reachability probabilities might change). To demonstrate that the suggested third clause would not preserve enough behaviour, consider the MDP in Figure 4 .
Here, T = {b} would be a valid strongly probabilistically confluent set if this additional third clause would be taken into account. After all, a is invisible and indeed there is a confluent transition from s 0 to s 1 . A reduction based on this set, keeping only the b-transition from s 0 and omitting the a-transition, would change the minimal reachability probability from s 0 of the atomic proposition q from 0 to 1. For this reason, we need a stronger condition than the non-probabilistic version of strong confluence and omit this clause. We are now ready to define confluence reduction functions.
Definition 20 (Confluence reduction). Given an MDP
Σ is a confluence reduction function for M if there exists some confluent set T ⊆ ∆ M such that, for every s ∈ S,
In such a case, we also say that T is a confluence reduction function under T .
Note that, in every state, a confluence reduction function either fully explores all outgoing transitions or explores only one of them (which is then required to be confluent). This way, the possibility exists that confluent transitions are taken indefinitely, ignoring the presence of other actions. This problem is well known in the theory of partial order reduction as the ignoring problem [3, 25] , and is dealt with by the cycle condition A3 of the ample set method. With strong confluence this problem can be dealt with by requiring acyclicity, and in Section 5 we will look at an alternative approach.
Example 21. Consider again the MDP M given in Figure 1 . We define T = {(s 0 , task 1 , s 1 ), (s 2 , task 1 , s 3 ), (s 3 , task 3 , s 4 ), (s 5 , task 3 , s 6 ), (s 8 , task 5 , s 9 ), (s 10 , task 5 , s 11 )}. Note that, indeed, all of these transitions have invisible actions. Moreover, it is easy to verify that, for instance, P (s 0 , task 2 ) T P (s 1 , task 2 ). This is the only proof obligation for the transition (s 0 , task 1 , s 1 ) in T . For (s 2 , task 1 , s 3 ) there is nothing we have to prove, since there are no other transitions from s 2 .
Note that (s 5 , task 3 , s 6 ) is a valid element of T , since P (s 5 , quit) T P (s 6 , quit). After all, both of these probability distributions assign probability 1 to s 7 , and hence equivalence up to T -steps is trivial due to the clause S i = {s i } in its definition. The validity of the other transitions is shown similarly.
Based on T , we can define the reduction function T given by T (s 0 ) = task 1 , T (s 3 ) = task 3 , T (s 8 ) = task 5 and T (s) = en(s) for all other states s. The reduced MDP obtained in this way is shown in Figure 5 . Note that, compared to the maximal ample set reduction that could be obtained for this MDP, we reduced on two more occasions in the MDP.
Correctness
Our main result here is Theorem 25, which establishes the correctness of acyclic confluence reduction functions. The following two lemmas and corollary first give us some tools. For starters, we provide a lemma stating that the joinability relation for confluent transitions (i.e., T ) is an equivalence relation. Lemma 22. Let M = (S, Σ, P, s 0 , AP, L) be an MDP, and T ⊆ ∆ M a strongly probabilistically confluent set of transitions of M . Then, the set R = {(s, s ) | s T s } is an equivalence relation.
Proof. Clearly, R is reflexive and symmetric by construction. So, we only need to prove transitivity. Let s T s T s . We show that s T s . Let t be a state such that s T t and s T t , and likewise, let t be a similar state for s and s . If we can show that there is some state t such that t T t and t T t, we have the result. Let a minimal confluent path from s to t be given by s 0 − a1a2...an −−−−− → s n , with s 0 = s and s n = t . By induction on the length of this path, we show that for each state s i on it, there is some state t such that s i T t and t T t. Since t is also on the path, this completes the argument. Base case. There clearly is a state t such that s 0 T t and t T t, namely t itself. After all, s 0 = s and s T t , and T is reflexive.
Inductive case. Let there be a state t k such that s k T t k and t T t k . We show that there exists a state t k+1 such that s k+1 T t k+1 and t T t k+1 . Let (s k , a, u) ∈ T be the first transition on the T -path from s k to t k . Let (s k , a k+1 , s k+1 ) ∈ T be the T -transition between s k and s k+1 . By Definition 19, either (1) s k+1 = u, or (2) 1 s k+1 T P (u, a k+1 ) and (u, a k+1 , P (u, a k+1 )) ∈ T .
In case (1), we directly find s k+1 T t k . Hence, we can just take t k+1 = t k . In case (2), there is some state u such that (u, a k+1 , u ) ∈ T and either s k+1 = u or (s k+1 , c, u ) ∈ T for some action c. If u = t k , we can take t k+1 = u and indeed s k+1 T t k+1 and t T t k+1 . Otherwise, we can show as above that there is a state t k+1 such that u T t k+1 and t T t k+1 , based on u T t k and t T t k . Since the path from u to t k is one transition shorter than the path from s k to t k , this argument terminates.
Based on the lemma above, it is immediate that confluent transitions can always join again without having to take any non-confluent transitions. We state this property in terms of terminal SCCs-i.e., maximal strongly connected subgraphs without any outgoing transitions-of the system obtained when omitting all non-confluent transitions. Proof. This is an immediate consequence of the fact that R = {(s, s ) | s T s } is an equivalence relation. After all, consider a state s with multiple outgoing T -transitions, for instance to s and s . Then, s T s and s T s , and hence by transitivity of R also s T s . So, s and s cannot be part of distinct terminal SCCs, as there is a state they can both reach.
As a last preparation for the main theorem of this section, we show that µ T ν implies that µ and ν assign the same probabilities to sets of states that are joinable by confluent transitions. 
Proof. First of all, by Lemma 22 we find that R indeed is an equivalence relation. Let µ T ν, i.e., µ, ν = ⊥ and there exists a partitioning spt(µ) = n i=1 S i of the support of µ and an ordering spt(ν) = {s 1 , . . . , s n } of the support of ν, such that
Now let R be the smallest equivalence relation that relates the states of every set S i to each other and to their corresponding s i . That is, for every S i and for all s, s ∈ S i , let (s, s ) ∈ R and (s, s i ) ∈ R . Since µ(S i ) = ν(s i ) for every S i , clearly µ ≡ R ν.
Since a transition (s, a, s i ) ∈ T implies s T s i , we find (s, s i ) ∈ R for all s ∈ S i in every S i . Also for every S i and all s, s ∈ S i we have s T s , since they either coincide or can join at s i (so also (s, s ) ∈ R). Since R is the smallest equivalence relation having these properties, we find that R ⊇ R . Because of this, µ ≡ R ν implies µ ≡ R ν (using Proposition 5.2.1.1 and 5.2.1.5 from [26] ), which is what we wanted to show.
We are now able to prove the following theorem, stating that acyclic confluence reduction functions are correct with respect to probabilistic visible bisimulation. Note that acyclicity was introduced in Definition 7.
Theorem 25. Let M = (S, Σ, P, s 0 , AP, L) be an MDP, T a strongly probabilistically confluent set of transitions from M and T an acyclic confluence reduction function under T . Let
Proof. In this proof, whenever we write that a transition is 'confluent', we mean that it is in T . Similarly, a 'confluent path' in this proof is a path consisting only of transitions from T .
Let R = {(s, s ) ∈ S × S | s T s } be the relation that relates all states that can join by traversing only confluent transitions. By Lemma 22, it is an equivalence relation. Let R = R ∩ (S × S T ), i.e., it restricts R to relating only states of the original MDP to the reduced one. Note that R is still transitive, and that it is reflexive for the state of S T . We first prove that R is a probabilistic visible simulation for (M, M T ). Note that (s 0 , s 0 ) ∈ R, since R is reflexive for states in S T and indeed s 0 ∈ S T due to the fact that reduction functions preserve initial states. For the additional conditions of probabilistic visible simulation, let (s, s ) ∈ R, so s ∈ S, s ∈ S T and s T s . 1. L(s) = L T (s ) holds because all confluent transitions are invisible (and hence stuttering). 2. Let a ∈ en(s). Since (s, s ) ∈ R and hence also (s, s ) ∈ R, there is at least one state in S that is reachable in M using confluent paths from both s and s . Combining this fact with Corollary 23, we find that there is a unique terminal SCC of the subgraph of M obtained by keeping only the transitions that are in T , that can be reached in M from s and s by following only confluent transitions. Since reduction functions preserve at least one confluent transition in each state that has at least one such transition and T is acyclic, s can still reach a subgraph of this terminal SCC in M T . Let t be a state in this subgraph such that T (t) = en(t), i.e., t is fully expanded. Such a state exists, due to acyclicity of the reduction. So, there is a confluent path from s to t in M , and there is a confluent path from s to t in M T . Therefore, (s, s i ) ∈ R for all states s i on the path from s to t in M T . Since all transitions on this path are confluent, the path is invisible, and it can be used to satisfy condition 2(b) of the definition of probabilistic visible simulation. We only still need to show that a ∈ en(t) and that P (s, a) R P T (t, a). Since t is fully expanded, P T (t, a) = P (t, a), so we just need to prove that P (s, a) R P (t, a).
− → s n with s 0 = s and s n = t be the confluent path from s to t. We show by induction on its length that either a ∈ Σ inv ∧ (target(s, a), s ) ∈ R, or P (s, a) ≡ R P (s i , a) for every 0 ≤ i ≤ n (note that we use ≡ R instead of ≡ R ). The first part coincides with condition 2(a) of Definition 10. The second part can be instantiated with i = n to obtain P (s, a) ≡ R P (t, a) and thus also P (s, a) R P (t, a) (using Proposition 5.2.1.1 from [26] ). As t is fully expanded, every state in the support of P (t, a) is in S T , so P (s, a) R P (t, a) implies P (s, a) R P (t, a), which coincides with condition 2(b) of Definition 10 (using the confluent path from s to t in M T discussed above).
Base case. For s 0 , we immediately obtain P (s, a) ≡ R P (s 0 , a) from the fact that s 0 = s and the reflexivity of the ≡ R relation.
Inductive case. Let either a ∈ Σ inv ∧ (target(s, a), s ) ∈ R, or P (s, a) ≡ R P (s i , a) for every 0 ≤ i ≤ k from some k < n. In case the first part of this disjunction is true, we are done. So, we assume P (s, a) ≡ R P (s k , a) and prove either a ∈ Σ inv ∧ (target(s, a), s ) ∈ R or P (s, a) ≡ R P (s k+1 , a). We make a case distinction:
(a) Let a ∈ Σ inv and P (s k , a) = 1 s k+1 . Notice that P (s, a) ≡ R P (s k , a), combined with the facts that a ∈ Σ inv and P (s k , a) = 1 s k+1 , yields (target(s, a), s k+1 ) ∈ R. Since there is a direct confluent path from s k+1 to t and one from s to t, also (s k+1 , s ) ∈ R. Finally, by transitivity of R we find (target(s, a), s ) ∈ R and since s ∈ M T , also (target(s, a), s ) ∈ R. (b) Let a ∈ Σ inv or P (s k , a) = 1 s k+1 . Then, by definition of confluence P (s k , a) T P (s k+1 , a).
Lemma 24 yields P (s k , a) ≡ R P (s k+1 , a). By transitivity of ≡ R , we find P (s, a) ≡ R P (s k+1 , a). −−− → be an invisible path such that (s i , s ) ∈ R for every state s i on the path. As shown above in part (2) of this proof, (s, s ) ∈ R implies that there is a state t such that T (t) = en(t), there is a confluent path from s to t in M and there is a confluent path from s to t in M T .
If s has an outgoing confluent transition (so with an invisible action) to some state s , then (s , s ) ∈ R and by transitivity of R also (s i , s ) ∈ R for every i. Hence, the condition is met.
So, assume that s does not have an outgoing confluent transition, and thus t = s . Hence, there is a confluent path from s to s . Note that one of the states on the confluent path s − c1···cn −−−− → s is the last one to appear in the infinite path s − b1b2... −− →, this is obviously true. So, from now on assume that the infinite invisible path from s j does not involve s j+1 . Note that s j+1 is reachable by a directed confluent path from some state on s − −− →, then s j+1 has an infinite invisible path, and the directed confluent paths exist for the same reason as in case (a).
−−− →,
If u is not on s j − τ τ ...
−− →, then again u is reachable by a directed confluent path from some state on s − b1b2...
−−− →, since s
* is and there is a confluent transition from s * to u. Moreover, from u the exact same situation that we started with appears again. So, we can repeat the argument until case (a) occurs, or if that doesn't happen (b) occurs infinitely often and s j+1 has an infinite invisible path as well.
So, s has an infinite invisible path such that every state on this path is reachable by a directed confluent path from as least one of the states of the path s − To see that R −1 is a probabilistic visible simulation for (M T , M ), we can use the same as or much simpler arguments than above: 1. As above. 2. Every state s ∈ S T will have either exactly one outgoing confluent transition, or exactly the outgoing transitions that are in M . In the first case 2(a) holds, and in the second, 2(b), trivially. 3. The same reasoning applies as before, with the simplification that each infinite execution of M T is at the same time an infinite execution of M .
Proposition 3.4.10 from [24] , gives the following corollary.
Corollary 26. If T is an acyclic confluence reduction function for M , then M and M T satisfy the same PCTL * \X -formulae.
Weak confluence
Many weaker definitions of probabilistic confluence can be given. Here we provide one, based on the notion of action-based weak probabilistic confluence from [17] .
Definition 27 (Weak Probabilistic Confluence). Let M = (S, Σ, P, s 0 , AP, L) be an MDP, T ⊆ ∆ M a set of transitions from M and R = {(s, s ) ∈ S × S | s T s } a relation over its states. Then, T is weakly probabilistically confluent if a ∈ Σ inv for every transition (s, a, µ) ∈ T , and
• The relation R is an equivalence relation, and
• For every path s T t and for every a ∈ Σ, (s, a, µ) ∈ ∆ M implies ∃t ∈ S . t T t such that either P (t , a) ≡ R µ or a ∈ Σ inv and µ ≡ R 1 t .
Note that reflexivity and symmetry of R are immediate. Transitivity basically corresponds to requiring that two outgoing T -transitions from the same state can always join again following only T -transitions. This yields the very appealing property that, when only following T -transitions, we always end up in a unique terminal strongly connected component (as we also used above with strong probabilistic confluence).
As expected, weak probabilistic confluence is implied by strong probabilistic confluence.
Proposition 28.
A strongly probabilistically confluent set of transitions is weakly probabilistically confluent.
Proof. Let T be a strongly confluent set of transitions. We need to prove two things. Firstly, we need to show that the relation R = {(s, s ) | s T s } is an equivalence relation. This was already proven in Lemma 22. Secondly, we need to show that s T t implies that for every a such that P (s, a) = ⊥, there exists a state t such that t T t and either P (s, a) ≡ R P (t , a) or P (s, a) ≡ R 1 t and a ∈ Σ inv .
For the second part, strong confluence guarantees that if P (s, a) = ⊥, then on all confluent paths that start from s, a is never disabled (unless it is invisible). More formally, let
− → s n = t be a path from s to t such that all transitions are in T . First, assume that a ∈ Σ inv . Then, we know by strong confluence that P (s i−1 , a) T P (s i , a) for every 0 < i ≤ n, which by Lemma 24 implies that also P (s i−1 , a) ≡ R P (s i , a). Then, transitivity of R gives the result.
If a ∈ Σ inv , possibly at some point P (s i , a) = 1 si+1 . Since the above arguments apply until this point, P (s, a) ≡ R P (s i , a). Moreover, since s i+1 T t, we find 1 si+1 ≡ R 1 t , so since P (s i , a) = 1 si+1 also P (s i , a) ≡ R 1 t , and by transitivity of ≡ R we obtain P (s, a) ≡ R 1 t .
Although states that are connected by weakly confluent transitions can be shown to have the same observable behaviour, this fact is hard to use for state space reduction. For instance, consider this MDP:
Here, both a-transitions are weakly confluent, as the observable transitions are not disabled. Indeed, s 1 and s 2 are branching bisimilar in the sense that they have the same behaviour modulo invisible actions. However, a reduction function R that chooses for instance R(s 1 ) = {a} would not be valid, as the observable b-transition is now not reachable anymore from s 1 and s 2 , while it was before. Hence, this reduction function based on a weakly confluent set is not sound, even though it is acyclic. A solution would be to merge all the equivalent states into one big state, but in practice this is much less convenient. For this reason, we will use strong probabilistic confluence in our comparison to ample sets.
A Comparison of Ample Sets and Confluence
The relationship between ample sets and confluence is not straightforward. In this section, we will first see that confluence is strictly more general, by proving that every ample set reduction also is a confluence reduction. In addition to this, we discuss the aspects that differentiate ample sets from confluence. To show that these are the only differences, we provide variations to the concepts that make them coincide. The choice of which concept is varied in each situation, is to a large extent arbitrary. Restricting confluence or relaxing ample sets is not the issue here, the objective is to prove that we have identified the essential differences. However, the variations are made in such a way that the resulting notions are useful in practice. Restrictions of confluence rule out features that are plausibly hard to implement in practice, and relaxed features of ample sets are such that they have been used in practice.
Why confluence is strictly more powerful
The starting point of our investigation is given by Theorem 29. It shows that, if the ample set method allows a state to explore only one of its outgoing transitions, the confluence method also allows this. Therefore, any reduction that can be achieved by the use of ample sets can also be achieved by using confluence. In the following, "confluence" refers to the notion of strong confluence of Definition 19. Recall that A(s) contains the actions that are enabled from s by a reduction function A in case s is not fully explored (the nontrivial transitions); otherwise, A(s) is the empty set (Definition 7).
Theorem 29. Let A be an ample set reduction function for an MDP M = (S, Σ, P, s 0 , AP, L). Then, the set T A = {(s, a, µ) ∈ ∆ M | a ∈ A(s)} is acyclic, and consists of strongly confluent transitions.
Proof. Firstly, the fact that T A is acyclic follows from the ample set condition A3: a cycle of nontrivial transitions would violate the condition. Secondly, to show that all the transitions in T A are confluent, we need to find a confluent set of transitions T * A ⊇ T A in which they are contained. Let T * A be defined as the minimal set that satisfies the following:
To prove that T * A is confluent, first note that by conditions A1 and A4 of the definition of ample sets and by construction of T * A , only transitions with invisible actions are ever added to the set. Second, let (s, a, 1 t ) ∈ T This result obviously holds for weaker notions of confluence (probabilistic confluence from [17] and weak probabilistic confluence), which are even more powerful than strong probabilistic confluence. On the other hand, it is not the case that every confluent transition can be chosen to be in a nontrivial ample set. Confluence reduction turns out to be more liberal on several aspects, some of which are illustrated by the following examples.
Example 30. Consider the MDPs in Figure 6 (with the atomic propositions per state indicated in brackets). For these MDPs, all transitions are deterministic. Note also that all a-transitions are stuttering and therefore invisible. Even more, they are constructed in such a way that the outgoing a-transitions from every state s 1 are confluent. Hence, some confluence reduction is allowed to omit their outgoing b-transitions, removing six transitions and two states.
In Figure 6 (a), also the b-transition is invisible. Due to the part b ∈ Σ inv and P (s, b) = 1 t of the disjunction in Definition 19, this transition does not prohibit the a-transition from being confluent. After all, this part basically allows confluent transitions to disable other invisible transitions having the same source and target state as the confluent transition, as illustrated here. Therefore, confluence reduction is allowed to choose either one of these two transitions and could for instance reduce based on T = {(s 1 , a, 1 s2 )}. The ample set conditions do not allow this; they require complete independence between a and b for {a} to be a valid ample set for s 1 . Hence, the only valid ample set for s 1 is {a, b}.
In Figure 6 (b), the b-transition is not invisible anymore. Also, a and b are again dependent since b disables a. However, the a-transition from s 1 can still be considered confluent, taking T = {(s 1 , a, 1 s2 )} as the underlying confluent set for confluence reduction, due to the part S i = {s i } of the disjunction in Definition 16 (so the reduction is enabled by the weakening of this definition with respect to [17] ). This part of the definition makes sure that although visible actions must still be enabled after a confluent transition, the confluent action does not need to still be enabled after the visible action. Again, however, ample set reduction would not work since a and b are not independent.
Although it might seem that allowing reduction in case of triangle constructions such as Figure 6 (b) only removes some transitions, it can in theory make a significant difference in the number of states. Imagine for instance a system in which every state has a transition quit to a single deadlock state (as is partially the case in Figure 1 ). Then, not one action is independent of quit, and ample set reduction would not be able to provide any reduction. However, such transitions would not interfere with confluence. Every confluence reduction that would be possible without the quit transitions is still possible with the quit transitions.
In Figure 6 (c), the a-transition can be considered confluent since the diamond shape is closed perfectly (taking T = { (s 1 , a, 1 s2 ), (s 3 , c, 1 s4 )}). Even though b disables a, there is a transition from s 3 to s 4 that can easily be seen confluent. The ample set conditions strictly require invisible transitions to be mimicked by equally-named invisible transitions, not allowing any reduction for this model.
In Figure 6 (d), the outgoing a-transition from s 1 is confluent since the diamond shape of independence is present (taking T = { (s 1 , a, 1 s2 ), (s 3 , a, 1 s4 )}) . The fact that a can disable b later on in the system does not matter for confluence. The ample set conditions, however, do require a and b to be globally independent for {a} to be a valid ample set for s 1 . As this is not the case, no reductions can be achieved with ample set reduction.
One large contributor to why confluence provides more reduction stems from the fact that it is defined based on the actual low-level transitions at a given state of the model, whereas the independence notion of ample set reduction works on higher-level actions and is considered to be global. That is, the dependency relation is assumed to be the same for every state. In practice, however, heuristics for detecting confluent transitions symbolically often also take this action-based point of view, which diminishes the difference [4, 17] .
Making confluence and ample sets coincide
To show that the differences discussed above are indeed the only differences between confluence and ample sets, we remove them and show that the resulting notions indeed coincide. As a first step, we precisely prohibit all the liberal aspects of confluence that make the reductions in Figure 6 (a), 6(b) and 6(c) work. When looking at Figure 2(a) , this implies changing the double lines to single lines (and hence not allowing 'shortcuts' anymore). As a second step, we loosen the independence concept of ample sets so that it better corresponds to the more local approach of confluence, allowing ample set reduction to optimise Figure 6(d) . Note that we do this safely, i.e., Theorem 25 is never compromised in the process, as all these notions will still be confluent in the sense used in that theorem.
Restricted confluence. First of all, we strengthen equivalence up to T -steps to force it to always occur in the diamond structure of independence. Therefore, the part S i = {s i } of the disjunction has to be removed. This results in confluence not being able to reduce Figure 6 (b) anymore.
Definition 31 (Restricted equivalence up to T -steps). Let M = (S, Σ, P, s 0 , AP, L) be an MDP, T ⊆ ∆ M a set of deterministic transitions of M , and µ, ν ∈ Distr(S) two probability distributions. Then, we say that µ is equivalent up to T -steps to ν, denoted by µ * T ν, if µ, ν = ⊥ and there exists a partitioning spt(µ) = n i=1 S i of the support of µ and an ordering spt(ν) = {s 1 , . . . , s n } of the support of ν, such that
When symbolic analysis is carried out for ample sets and similar methods, the relations that are extracted are usually assumed symmetric: if a and b are independent, then they do not disable each other. This is much due to the way algorithms for generating them often work (though not always, see for instance [16] ). The above stronger version of up-to-equivalence features this same symmetry.
In addition to strengthening equivalence up to T -steps, also strong probabilistic confluence is restricted to no longer allow an action b from a state s with a confluent transition (s, a, 1 t ) to immediately go to t and not be mimicked there; the practical interpretation is similar to the one mentioned above. After this change, no reduction is possible anymore in the model of Figure 6 (a).
Definition 32 (Restricted probabilistic confluence). Let M = (S, Σ, P, s 0 , AP, L) be an MDP. A set T ⊆ ∆ M of transitions of M is restrictedly probabilistically confluent if all its transitions have invisible actions, and for every (s, a, 1 t ) ∈ T and every b ∈ en(s) (b = a), it holds that
We call a reduction function with an underlying restricted confluent set a restricted confluence reduction function.
We add the restriction b = a, as without it, confluent transitions would not commute with themselves anymore. Since in the original definition every confluent transition also already commuted with itself, this does not weaken the concept. Hence, Definition 32 is a true restriction of Definition 19.
Finally, we saw in Figure 6 (c) that for confluence it can happen that invisible transitions are mimicked by actions with different names. To get closer to the notions coinciding, we need to make sure that actions are not allowed to rely on other actions to 'close their diamonds'. From the point of view of symbolic analysis, this restriction matches the practical methods of analysis used in conjunction with ample set reduction: this way only pairwise analysis of actions is required, and the algorithms for generating ample sets or similar notions mostly rely on these sort of binary relations. For this purpose we introduce the concept of actionseparability, requiring that each subset of T that can be obtained by only keeping one specific action, is confluent. That way, confluence reduction functions such as the one in Figure 6 (c) are not allowed anymore.
Definition 33 (Action-separable confluence). Let M = (S, Σ, P, s 0 , AP, L) be an MDP, then a confluent set T ⊆ ∆ M of transitions of M is action-separable if for every action a ∈ Σ the subset T a = {(s, a, µ) ∈ S × {a} × Distr(S) | (s, a, µ) ∈ T } of a-labelled confluent transitions is either empty or confluent.
A confluence reduction function T : S → 2 Σ is action-separable if its underlying confluent set T is.
Relaxing ample sets. Independence is judged by the ample set constraints in a global manner, whereas confluence deals with the notion of "equivalence up to", which is much more local.
To make the methods coincide, independence should also be judged locally, i.e., given a state, dependency of a and b makes a difference only in parts of the MDP that can be reached without executing the ample action first. This corresponds to the fact that confluence only puts restrictions on commutation of actions before a confluent transition.
The practical side of this lies in dynamic analysis. We can, for instance, initially consider that a and b are dependent due to symbolic analysis. However, after finishing exploring some part of the possible states following a state s, we might come to the conclusion that the dependency never manifests anywhere where a has not been executed yet, and thus declare a independent of b locally in s. This idea originates from [27] and [28] , and also exactly corresponds to the way the stubborn set definitions (see, e.g., [8] ) deal with dependency in the non-probabilistic case: only executions starting from the current state, that do not include any stubborn actions, are relevant from the point of view of commutativity.
To define local independence, let R a (s) ⊆ S be the set of states s such that s − c1...cn −−−− → s for some sequence where there is no i such that c i = a.
Definition 34 (Local independence). Given an MDP M = (S, Σ, P, s 0 , AP, L), a state s ∈ S, and two actions a, b ∈ Σ, we say that a is independent of b at s if a = b and for every state s ∈ R a (s) such that {a, b} ⊆ en(s ) the following conditions hold:
• If s * ∈ spt(P (s , a)), then b ∈ en(s * ) (and symmetrically);
If a is not independent of b at s, we say that it is dependent of b at s.
Note that local (in)dependence is not a symmetric relation. For a to be independent of b at s we only look at the states in R a (s); this is in general a set different from R b (s).
Example 35. In Example 13 we noticed that the actions task 5 and task 6 in Figure 1 were not independent, since there is a state (s 11 ) in which they can disable each other. However, taking local independence, we see that R task5 (s 8 ) = {s 8 , s 10 } and R task6 (s 8 ) = {s 8 , s 9 }, and we can verify that the independence conditions are satisfied by all of these states. Hence, task 5 is independent of task 6 at s 8 and also task 6 is independent of task 5 at s 8 . Therefore, if the ample set conditions would use local independence instead of global independence, it would be allowed to take either task 5 or task 6 as an ample set for s 8 .
Under these definitions, we have the following lemma.
Lemma 36. Let M = (S, Σ, P, s 0 , AP, L) be an MDP, a ∈ Σ det a deterministic action, s ∈ S a state, and T ⊇ {(t, a, µ) ∈ ∆ M | t ∈ R a (s)} a set containing all a-labelled transitions enabled from some state that is reachable from s without doing any a-transitions. For any action b ∈ Σ such that b = a, the implication {a, b} ⊆ en(s ) =⇒ P (s , b) * T P (target(s , a), b) holds for every s ∈ R a (s) if and only if a is independent of b at s.
Proof. (⇒) To prove the "only if" part of this lemma, take an arbitrary action b = a and consider any state s ∈ R a (s) such that {a, b} ⊆ en(s ). According to the assumptions of the lemma the a-transition from s has to be in T , so let (s , a, t) ∈ T .
Due to the implication assumed by this lemma, P (s , b) * T P (t, b). Now, from this and the fact that T only contains a-transitions, using the part ∀s * ∈ S i . ∃a ∈ Σ . (s * , a, 1 si ) ∈ T of the conjunction in the definition of * T , the first condition for independence is satisfied. For the second condition, observe that
where the first and last step follow from the fact that a is deterministic, the second and third from the definition of * T . We used S u to denote the class in the partitioning according to * T , corresponding to state u.
(⇐) For the "if" part of this lemma, assume that a is independent of b at s, and let s ∈ R a (s) be an arbitrary state such that {a, b} ⊆ en(s ). Carrying out exactly the same calculations as in Lemma 18 for s (note that T indeed contains all a-transitions from the support of P (s , b) since all these states are also in R a (s)), we see that P (s , b) * T P (target(s , a), b).
Under the local dependency condition, we can now relax the ample set conditions slightly.
Definition 37 (Relaxed ample sets). A set A(s) is a relaxed ample set if it meets the criteria of Definition 12, except that A2 is replaced by the following condition:
Comparison. Our main theorem is now ready to be proven:
Σ is an acyclic action-separable restricted confluence reduction function if and only if T is a relaxed ample set reduction function.
Proof. (⇒) To prove the "only if" part of the theorem, let T be the acyclic action-separable restricted confluent set underlying T , and let s ∈ S be an arbitrary state. In this proof, when we write that a transition is confluent we mean that it is confluent and that it is in T . If T (s) = en(s), then all ample set conditions hold vacuously, so assume that T (s) = en(s). Thus, by definition of confluence reduction functions, T (s) = {a} for some confluent a ∈ Σ inv . Condition A0 is clearly satisfied. Moreover, A1 follows from fact that only transitions with invisible (and thus stuttering) actions can be confluent, A3 from the acyclicity of T and A4 by construction and from the fact that all confluent transitions are deterministic.
For condition A2 * , we prove the contrapositive: given an arbitrary path
and a i ∈ T (s) for every i, we show that T (s) is independent of b at s. Due to Lemma 36, it is enough to prove that (s , a, 1 target(s ,a) ) ∈ T for every s ∈ R a (s) and additionally Since there is a confluent a-transition from s and also a 1 ∈ en(s) and a 1 = a, by definition of restricted confluence P (s, a 1 ) * T P (target(s, a), a 1 ) . Now, by definition of * and using action-separability, there has to be a confluent a-labelled transition from s 1 . Repeating this argument from s 1 we find that P (s 1 , a 2 ) * T P (target(s 1 , a), a 2 ) and that there is a confluence a-labelled transition from s 2 , and continuing this way that P (s m−1 , a m ) * T P (target(s m−1 , a), a m ) and that there is a confluent a-labelled transition from s m . So, since s m = s , indeed (s , a, 1 target(s ,a) ) ∈ T . Now, if {a, b} ⊆ en(s ), then the same argument can be applied once more from s , obtaining P (s , b) * T P (target(s , a) , b). (b = a since it was assumed that b ∈ T (s).) (⇐) To prove the "if" part of the theorem, let T a be the set of nontrivial actions of the ample set reduction function that are labelled by a. Now, the construction and proof of confluence of a set T * a ⊇ T a works almost exactly as in Theorem 29: the construction never adds actions that have a label that is different from a to the set (so action-separability is guaranteed), and the proof of confluence does not rely in any way on the liberal parts that we removed from the definitions.
The only difference is that now, due to the relaxed condition A2 * , a and b are not necessarily globally independent anymore. However, confluence can still be proven. To see this, let (s, a, 1 t ) ∈ T * a and let (s, b, µ) be a transition of M . If b equals a, then again the condition for confluence is trivially fulfilled, so assume that b = a. Now, by definition of T * a , there must be some state s * and a (possibly empty) path s * − b1...bn −−−− → s such that b i = a for each i, and a ∈ T (s * ). Then, T (s * ) = {a}, by condition A4 of ample sets. Condition A2
* guarantees that if a depends on b at s * , we would have at least one b i ∈ T (s * ), contradicting A4. Thus, a is independent of b at s * . As s ∈ R a (s * ), the conditions of local independence hold at s. Now, confluence follows from Lemma 18. (Note that, technically, this lemma is not applicable: although by construction T * a contains all a-transitions from the support of P (s, b), a and b are not globally independent. However, the fact that the independence equations hold at s is the only thing that is used in the proof of Lemma 18, so the result is still valid.)
Note that the union of these confluent sets T a is an action-separable confluent set, as the action-specific subsets are exactly the sets T a constructed above. Thus, we get the result by taking the union of every T a , as a ranges over all (invisible) actions: the resulting action-separable confluent set T contains all nontrivial transitions of T and therefore proves that T is an acyclic action-separable restricted confluence reduction function.
Note that an action-separable restricted confluence reduction function is just a special case of the liberal definition of confluence, used in Theorem 25, so it too preserves probabilistic visible bisimulation. Since relaxed ample set reduction functions coincide with confluence now, we immediately have the result that they too still preserve probabilistic visible bisimulation.
As all of our propositions and theorems hold just as well in case there are no probabilistic transitions, and the probabilistic notions of ample set reduction and confluence reduction in that case reduce to their non-probabilistic variants (except that we preserve divergences), the following corollary is also immediate.
Corollary 39. In the non-probabilistic setting, confluence reduction is able to reduce more than ample set reduction. With some adjustments (as in Definitions 31, 32, 33, 34 and 37), the two notions coincide.
Practical Implications of the Theory
To further reduce the number of states, we adapt the probabilistic confluence reduction technique of [17] , which uses the method of representative states, as introduced in [4] . A highly similar construction was used in [22] for representing sets of states for the so-called essential state abstraction. Basically, for this we perceive the system as being partitioned into sets of states that can reach a common representative through confluent transitions. As each state in such a set S i can simulate all other states in S i , we pick one of them as a representative for the set and omit the other states. To make sure that all visible transitions are enabled immediately from the representative, the representative has to be chosen from the terminal strongly connected component (TSCC) of the subgraph spanned by confluent transitions. The representative can easily be found using a variant of Tarjan's algorithm for strongly connected components, as explained in detail in [4, 5] : The algorithm follows confluent transitions until it detects a TSCC and then picks a state to serve as representative for all the states that can reach it via confluent transitions.
We now introduce the technicalities needed for the use of a representation map with MDPs in such a way as to preserve probabilistic visible bisimulation.
Definition 40 (Representation map). Let M be an MDP, and T ⊆ ∆ M a subset of its transitions. Then, a function φ T : S → S is a representation map for M under T , if The first condition makes sure that states that can reach each other via T -transitions have the same representative, and the second ascertains that every representative is in a TSCC when restricting to T -transitions.
Proposition 41. Let M = (S, Σ, P, s 0 , AP, L) be an MDP, and T a strongly confluent set of transitions from M . Then, there exists a representation map for M under T .
Proof. By Corollary 23, we know that for each state s there is a unique terminal SCC of the subgraph of M obtained by keeping only the transitions that are in T , that can be reached from s. For each terminal SCC, we choose one state t to be the representative of all states s that can reach that SCC by following only T -transitions. Now, by construction indeed s T φ T (s). Also, if (s, a, 1 s ) ∈ T , then s can reach the same terminal SCCs as s when following T -transitions. Since both have a unique such terminal SCC, these must coincide, and hence s and s indeed have the same representative.
The following definition states how, given an MDP and a representation map, the reduced MDP is constructed.
Definition 42 (Quotient MDP). Let M = (S, Σ, P, s 0 , AP, L) be an MDP, and φ a representation map for M under a set T . The quotient MDP of M under φ is defined as
• P φ (s, a) = µ if and only if ∀s ∈ S φ . µ(s ) = s * ∈φ −1 (s ) P (s, a)(s * );
The definition of the quotient is slightly different from the one given in [18] . This definition induces a self-loop to the states of the quotient in case there is an outgoing confluent transition from the representative; its justification is to handle infinite invisible paths correctly in probabilistic visible bisimulation.
Example 43. Consider again the MDP in Figure 1 and the strongly confluent set provided in Example 21. As stated there, T = {(s 0 , task 1 , s 1 ), (s 2 , task 1 , s 3 ), (s 3 , task 3 , s 4 ), (s 5 , task 3 , s 6 ), (s 8 , task 5 , s 9 ), (s 10 , task 5 , s 11 )}. In the absence of cycles in T , there is only one possible representation map under T :
and φ T (s) = s for all other states s. The quotient MDP under this representation map is shown in Figure 7 .
The following theorem states that the use of representation maps to reduce a state space preserves probabilistic visible bisimulation.
Theorem 44. Let M be an MDP, and T a strongly confluent set of transitions from M . If φ is a representation map for M under T , then M ≡ pvb M φ .
Proof. Let R ⊆ S × S φ be the relation that contains exactly all pairs (s, φ(s)). We prove that R is a probabilistic visible bisimulation for (M, M φ ), by first showing that it is a probabilistic visible simulation for (M, M φ ) and then that R −1 is a probabilistic visible simulation for (M φ , M ). Note that, by definition of quotient MDPs, the initial states of M and M φ are indeed related by R. Now, let (s, s ) ∈ R, so s = φ(s). By definition of representation maps we have s T φ(s), and since T is a confluent set, there is a confluent path from s to s . Let s − a) . In the first case, condition 2(a) of Definition 10 follows immediately, so we assume the sequence of T -steps. Hence, a ∈ en(s ) in M , and by definition of the quotient, this also implies that a ∈ en(s ) in M φ . To show that condition 2(b) holds, we don't need an invisible path in the quotient (we can just take the empty path). So, we just need to prove that P (s, a) R P φ (s , a). To do so, we define a function w : S × S φ → [0, 1] and show that it is a weight function. Given any pair (s 1 , s 2 ) ∈ S × S φ , let w be given by
For w to be a weight function, we additionally need to show that P φ (s , a)(s 2 ) = s * ∈S w(s * , s 2 ) for every s 2 . Since P (s, a) T P (s 1 , a) T · · · T P (s , a), there is a partitioning spt(P (s, a)) = m i=1 S i , and an ordering {s 1 , . . . , s m } = spt(P (s , a)), such that P (s, a)(S i ) = P (s , a)(s i ) and there is a (possibly trivial) confluent path from all states of S i to s i .
Let s 2 ∈ spt(P φ (s , a)) be an arbitrary state in the support of P φ (s , a). Without loss of generality, assume that {s 1 , . . . , s k } = φ −1 (s 2 ) ∩ spt(P (s , a)) for some k ≤ m, i.e., the first k states in the ordering of spt(P (s , a)) are the ones that map to s 2 . Then, we have
where the first equality is due to the definition of the quotient, the second and third by the assumptions above, and the fourth by the fact that the S i 's form a partitioning. Because each state has exactly one representative, we have spt(P (s, a)) ∩ φ −1 (s 2 ) = S 1 ∪ . . . ∪ S k , which means the above can be used to find −−− → be an infinite invisible path of M such that (s i , s ) ∈ R for every s i on this path, i.e., φ(s i ) = s for every s i on the path.
We show that there is an invisible self-loop at s in M φ , which then provides the finite invisible path s − → s in M φ that satisfies the condition. To show the existence of such a self-loop, it is sufficient to show that s has an outgoing invisible transition in M to some state s * such that φ(s * ) = s (as the self-loop in M φ then follows by definition of the quotient).
Note that in exactly the same way as we did in part 3 of the proof of Theorem 25, it can be shown that s has an infinite invisible path such that every state on that path is reachable by a directed confluent path from as least one of the states of the path s − In the other direction, let (s, s ) ∈ R −1 and note that s = φ(s ).
1. L φ (s) = L(s ) is again obvious from the existence of a confluent path from s to s and the fact that confluent transitions are invisible. 2. Let a ∈ en(s). Then, by definition of the quotient there is some transition (s, a, µ) in M such that P φ (s, a)(t) = s * ∈φ −1 (t) µ(s * ) for every t ∈ S φ . Now, to show condition 2(b), take a confluent path from s to s (which exists since φ(s ) = s). By definition of confluence this path is indeed invisible, and (s, s i ) ∈ R −1 for every state s i on this path by definition of representation maps. Finally, as explained above, also a ∈ en(s) in M . It remains to show that P φ (s, a) R P (s, a). For this, we define a function w : S φ × S → [0, 1] and show that it is a weight function. Given any pair (s 1 , s 2 ) ∈ S φ × S, let w be given by w(s 1 , s 2 ) = P (s, a)(s 2 ) if s 1 = φ(s 2 ) 0 otherwise
Note that this mirrors the function defined in the proof that R is a probabilistic visible simulation. By definition, w(s 1 , s 2 ) > 0 implies that (s 1 , s 2 ) ∈ R −1 . Also, given any s 2 ∈ S, by definition w(s * , s 2 ) is only nonzero if s * = φ(s 2 ). Moreover, since w(φ(s 2 ), s 2 ) = P (s, a)(s 2 ), we indeed obtain that P (s, a)(s 2 ) = s * ∈S φ w(s * , s 2 ). Finally, it holds that By definition, this invisible self-loop of s in the quotient corresponds to an invisible transition (s, a, s * ) in M such that φ(s * ) = s. Since s = φ(s ), there is a confluent path from s to s. If this path is nonempty, it proves the conditions. After all, for every state s i on this path indeed (s, s i ) ∈ R −1 , by definition of representation maps. If the path is empty (so s = s ), then we can take the path s − a → s * to prove the condition, since φ(s * ) = s and hence (s, s * ) ∈ R −1 .
Theorem 44 is useful, not only for confluence reduction, but also for ample set reduction. After all, from Theorem 29 we know that every ample set reduction is a confluence reduction. The representation map approach serves as an alternative implementation of the cycle condition of ample sets. The cycle condition is satisfied in the sense that the quotient MDP never indefinitely ignores any behaviour of the original MDP.
Conclusions and Future Work
We redefined probabilistic confluence reduction to an MDP-based setting, enabling a comparison to probabilistic partial order reduction based on ample sets in branching time. We proved that every nontrivial ample set can be mimicked by a confluent set, and that in some cases reductions are possible using confluence but not using ample sets. Therefore, at least in theory confluence reduction is able to reduce more than the ample set method. We also showed the exact way in which confluence and ample sets have to be modified for the two notions to coincide. These results hold for the non-probabilistic variants of the two reduction techniques as well.
Our observation that probabilistic ample set reduction can be mimicked by probabilistic confluence reduction has additional implications, some of which are highly practical. One such implication is that the use of a representation map for reduced state space generation, already applied earlier in combination with confluence reduction, can also be applied for partial order reduction.
As both ample sets and confluence are detected symbolically on the language level, the quality of the heuristics applied there will decide which notion works best in practice. The results in this paper already strengthen our theoretical understanding of the two methods, and this is independent of the heuristics that are applied. Also, no matter how such heuristics might be improved, the results in this paper will remain valid. Future work could focus more on the relative merits of the two notions in practice and potentially on the improvement of the syntactical heuristics.
A natural question is, whether there are similar results that could be proven for weaker semantics, like reductions that preserve (probabilistic) LTL \X . For most part, the answer is obvious: confluence reduction preserves branching time properties, so it also preserves LTL \X . However, since confluence is designed to preserve branching properties, it has the inherent restriction that confluent transitions must lead to bisimilar states. This means that we must be able to take single confluent transitions, for if we couldn't, we would lose some state that is not bisimilar to the current state. Ample sets, and similar methods, do not need such a restriction when dealing with weaker semantics, and might then reduce more.
One class of open and interesting questions remains, however. When aiming to prove Theorem 38, we worked mostly by restricting confluence. It is sensible to ask, if we could have proven the theorem by relaxing the ample set conditions such as the notion of independence more and restricting the confluence conditions less, while maintaining a practical method that can make use of the extra reduction. How would the less restrictive conditions of confluence (e.g., the original asymmetric up-to-equivalence), or the absence of action separability, be used in conjunction with ample sets or other partial order reduction methods? Could similar conditions be used when partial order reduction preserves weaker properties, like LTL \X ? Future work might focus on answering these questions.
