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BIVARIANT ALGEBRAIC COBORDISM
JOSE´ LUIS GONZA´LEZ AND KALLE KARU
ABSTRACT. We associate a bivariant theory to any suitable oriented Borel-Moore homol-
ogy theory on the category of algebraic schemes or the category of algebraic G-schemes.
Applying this to the theory of algebraic cobordism yields operational cobordism rings and
operationalG-equivariant cobordism rings associated to all schemes in these categories. In
the case of toric varieties, the operational T -equivariant cobordism ring may be described
as the ring of piecewise graded power series on the fan with coefficients in the Lazard ring.
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1. INTRODUCTION
The purpose of this article is to study the operational bivariant theory B∗ associated to a
refined oriented Borel-Moore pre-homology theory B∗, and the equivariant versions of these
theories. We apply this to the algebraic cobordism theory Ω∗ of Levine and Morel [15] to
construct the operational bivariant cobordism theory Ω∗. As an application, we describe the
operational T -equivariant cobordismΩ∗T (X∆) for a toric variety X∆.
Bivariant theories were defined by Fulton and MacPherson [8, 7]. A bivariant theory
assigns a group B∗(X → Y) to every morphism X → Y of schemes. The theory contains
both a covariant homology theory B∗(X) = B
∗(X → pt) and a contravariant cohomology
theory B∗(X) = B∗(IdX : X → X), but the bivariant theory can be more general in the
This research was funded by NSERC Discovery and Accelerator grants.
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sense that there may be invariants of the theory that are not determined by homology and
cohomology alone [8]. Starting with a suitable homology theory B∗(X), one can extend
it to a bivariant theory B∗. The definition of this bivariant theory is a generalization of
the construction of Fulton and MacPherson in [8, 7] of a bivariant theory A∗ associated
to the Chow theory A∗. The elements of B
∗(X → Y) are certain compatible operators on
the homology groups B∗, hence the bivariant theory is called the operational bivariant
theory. The only bivariant theories we consider in this paper are the operational ones. An
operational bivariant theory can be viewed as a method of constructing a cohomology
theory B∗ out of a homology theory B∗. The cohomology theory takes values in rings,
hence there is a well-defined intersection product in this theory. The Chern class operators
naturally lie in the cohomology B∗.
The operational cohomology theory B∗ at first seems very intractable. A single element
of B∗(X) is defined by an infinite set of homomorphisms. However, Kimura [12] has
shown that, in case of Chow theory A∗, the bivariant cohomology groups A
∗(X) for an
arbitrary variety X can often be computed if one knows the homology groups A∗(Y) for
smooth varieties Y. Payne [18] carried out this computation for the equivariant Chow
cohomology A∗T of toric varieties. By a result of Brion [3], the T -equivariant Chow ring
A∗T(X∆) of a smooth toric variety X∆ can be identified with the group of integral piecewise
polynomial functions on the fan ∆. Payne showed that the ring of such functions on an
arbitrary fan ∆ gives the operational T -equivariant Chow cohomology A∗T(X∆). A similar
computation in the case of K-theory is done byAnderson and Payne [1]. Brion and Vergne
[4] (see also Vezzosi and Vistoli [20]) have proved that the T - equivariant K-theory ring
of a smooth toric variety X∆ is isomorphic to the ring of integral piecewise exponential
functions on the fan ∆. Anderson and Payne show that for an arbitrary fan ∆ this ring
gives the operational T -equivariant K-cohomology of the variety X∆.
One of the goals of this article is to extend the results of Payne and Anderson-Payne to
the case of algebraic cobordism. The T -equivariant algebraic cobordism of smooth toric
varieties was computed by Krishna and Uma [14]. Using the same terminology as in the
case of Chow theory and K-theory, the equivariant cobordism ring Ω∗T (X∆) of a smooth
toric variety X∆ can be identified with the ring of piecewise graded power series on the
fan ∆, with coefficients in the Lazard ring L. We will prove that for a (quasiprojective) fan
∆ the same ring is isomorphic to the operational T -equivariant cobordism ringΩ∗T(X∆) of
the variety X∆.
We start by constructing the operational bivariant theory B∗ for as large a class of ho-
mology theories B∗ as possible. To carry out the construction of the operational bivariant
theory, it suffices to assume that B∗ is a refined oriented Borel-Moore pre-homology theory
(ROBM pre-homology theory). This is a weakening of the notion of oriented Borel-Moore
homology theory [15, Definition 5.3.1] with refined Gysin homomorphisms, where we
do not require the projective bundle, extended homotopy and the cellular decomposition
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properties. The various constructions can be summarized by a diagram as follows:
BG∗ −−−→ B∗Gx x
B∗ −−−→ B∗.
Each horizontal arrow associates to an ROBM pre-homology theory its operational bi-
variant theory. This step can be applied to an arbitrary ROBM pre-homology theory B∗,
including its equivariant version BG∗ for a linear algebraic group G. The vertical arrows
associate to a theory its G-equivariant version using Totaro’s algebraic approximation of
the Borel construction from topology [19]. For these constructions to be well-defined, we
need to assume that the ROBM pre-homology theory B∗ has the localization and homo-
topy properties. The construction of BG∗ is a direct generalization of similar constructions
in Chow theory by Totaro [19] and by Edidin and Graham [5], and in algebraic cobordism
by Krishna [13] and by Heller and Malago´n-Lo´pez [11].
We will prove that the above square commutes; more precisely, the two ways to con-
struct B∗G agree if we assume that the original theory B∗ has certain exact descent se-
quences for envelopes. Such sequences were first proved by Gillet [9] in K-theory and
Chow theory, and they were used by Edidin and Graham [5] to prove the commutativity
of the square above for Chow theory. The Edidin-Graham proof can be generalized to an
arbitrary ROBM pre-homology theory, but the descent property depends on the theory.
The descent property for the algebraic cobordism theory was proved in [10].
The descent property in the Chow theory was used by Kimura in [12] to give an induc-
tive construction of operational Chow cohomology classes. We will generalize Kimura’s
proofs to arbitrary ROBM pre-homology theories that satisfy the descent property.
Levine and Morel [15] showed that the algebraic cobordism theory is universal among
all oriented Borel-Moore homology theories. We can not prove any similar universality
statement for the operational bivariant theory or its cohomology. Yokura [21] has pro-
posed a geometric method for constructing a bivariant algebraic cobordism theory Ω˜∗,
which would be universal among a class of oriented bivariant theories. The homology
of this bivariant theory Ω˜∗ is expected to be the algebraic cobordism Ω∗. By universality,
there should exist a natural transformation from Yokura’s bivariant Ω˜∗ to the operational
Ω∗, restricting to an isomorphism between the homology theories. To relate these two
theories would then be an interesting problem.
The paper is organized as follows. We define refined oriented Borel-Moore pre-homology
theories in § 2. In § 3 we define bivariant theories and associate the operational bivariant
theory B∗ to any ROBM pre-homology theory B∗ in the categories Schk andG-Schk, which
among other properties has the original theory B∗ as its associated homology theory (see
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Proposition 3.1) and has the Poincare´ duality isomorphism between homology and co-
homology in the nonsingular case (see Proposition 3.2). In § 4 we start from any ROBM
pre-homology theory B∗ on Schk that satisfies the localization and homotopy properties
and construct the G-equivariant ROBM pre-homology theory BG∗ on G-Schk by taking a
limit over successively better approximations of the Borel construction. In § 5 we show
that if B∗ has exact descent sequences (5.1), then the computation of bivariant classes can
be inductively reduced to the nonsingular case (see Theorem 5.6 and Theorem 5.3), and
that furthermore the operational equivariant theory B∗G can alternatively be computed by
applying the limit construction directly to the operational theory B∗ (see Proposition 5.2).
In § 6 we overview the theory of algebraic cobordismΩ∗. We conclude this article in § 7
by showing in Theorem 7.2 that the operational T -equivariant cobordism ring of a toric
variety can be described as the ring of piecewise graded power series on the fan with
coefficients in the Lazard ring.
Acknowledgments. The authors would like to thank Dave Anderson, William Fulton
and Sam Payne for insightful conversations. This work started by trying to understand
the operational equivariant K-theory of toric varieties constructed by Dave Anderson and
Sam Payne.
2. REFINED ORIENTED BOREL-MOORE PRE-HOMOLOGY THEORIES
2.1. Notation and Conventions.
2.1.1. Throughout this article all of our schemes will be defined over a fixed field k. We
denote by Schk the category of separated finite type schemes over Spec k and by Sch
′
k
the subcategory of Schk with the same objects but whose morphisms are the projective
morphisms. We denote by Smk the full subcategory of Schk of smooth and quasiprojec-
tive schemes. By a smooth morphism we always mean a smooth and quasiprojective
morphism. Ab∗ will denote the category of graded abelian groups.
2.1.2. LetG be a linear algebraic group. AG-linearization of a line bundle f : L→ X over
theG-scheme X, is aG-actionΦ : G×L→ L on L such that f isG-equivariant and for every
x ∈ X and g ∈ G the action mapΦg : Lx → Lgx is linear. We denote by G-Schk the category
whose objects are the separated finite type G-schemes over Spec k that admit an ample G-
linearizable line bundle and whose morphisms are G-equivariant morphisms. We denote
by G-Sch ′k the subcategory of G-Schk with the same objects but whose morphisms are the
projective G-equivariant morphisms. Note that all schemes in G-Schk are assumed to be
quasiprojective; this is needed in the construction of equivariant theories using the GIT
quotients.
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2.1.3. In §§ 5-7 we will assume that k has characteristic zero and in §§ 4.2-4.4 we will as-
sume that k is infinite. The assumption on the characteristic of k is only meant to guaran-
tee the existence of smooth projective envelopes in the categories Schk and G-Schk and to
provide the setting for the use of Levine-Pandharipande’s version of algebraic cobordism,
which requires resolution of singularities by projective morphisms, weak factorization
for birational maps and some Bertini-type theorems that hold in characteristic zero. The
assumption on the cardinality of k is only used explicitly in the proof of Proposition 4.3.
2.1.4. We call a morphism f : Z → X in one of the categories C = Schk or C = G-Schk
a locally complete intersection morphism in C or simply an l.c.i. morphism in C, if there
exist a regular embedding i : Z → Y and a smooth morphism g : Y → X, with g and i in
C such that f = gi. When we work in the category G-Schk and we say that a morphism
f is an equivariant l.c.i. morphism or simply an l.c.i. morphism we mean that f is an
l.c.i. morphism in G-Schk. We follow the convention that smooth morphisms, and more
generally l.c.i. morphisms, are assumed to have a relative dimension. If f : X → Y is an
l.c.i. morphism of relative dimension d (or relative codimension −d) and Y is irreducible,
then X is a scheme of pure dimension equal to dimY + d.
2.2. ROBM pre-Homology Theories.
2.2.1. For simplicity, we unify the treatment of the cases when the ambient category is
Schk or G-Schk for some algebraic group G. Therefore, through the rest of this section we
fix the category C, which is either Schk or G-Schk, and we assume that all the schemes
and morphisms are in C (e.g. the statement for any morphism should be interpreted as
for any morphism in C). Likewise, when C = G-Schk, by an l.c.i. morphism we mean an
equivariant l.c.i. morphism. The category C ′ is defined to be Sch ′k or G-Sch
′
k, depending
on whether C is equal to Schk or G-Schk, respectively.
Let us start by recalling the definition of a Borel-Moore functor on C and several extra
structures on it from [15].
Definition 2.1. A Borel-Moore functor on C is given by:
(D1) An additive functor H∗ : C
′ → Ab∗, i.e., a functor H∗ : C ′ → Ab∗ such that for any
finite family (X1, . . . , Xr) of schemes in C
′, the morphism
r⊕
i=1
H∗(Xi)→ H∗( r∐
i=1
Xi)
induced by the projective morphisms Xi ⊆
∐r
i=1 Xi is an isomorphism.
(D2) For each smooth equidimensional morphism f : Y → X of relative dimension d in
C a homomorphism of graded groups
f∗ : H∗(X)→ H∗+d(Y).
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These data satisfy the following axioms:
(A1) For any pair of composable smooth equidimensional morphisms (f : Y → X, g :
Z→ Y) of relative dimensions d and e respectively, one has
(f ◦ g)∗ = g∗ ◦ f∗ : H∗(X)→ H∗+d+e(Z).
In addition, Id∗X = IdH∗(X) for any X ∈ C.
(A2) For any projective morphism f : X → Z and any smooth equidimensional mor-
phism g : Y → Z, if one forms the fiber diagram
W
f ′

g ′
// X
f

Y
g
// Z
then
g∗f∗ = f
′
∗g
′∗.
Notation 2.2. For each projective morphism f the homomorphism H∗(f) is denoted f∗
and called the push-forward along f. For each smooth equidimensional morphism g the
homomorphism g∗ is called the pull-back along g.
Definition 2.3. A Borel-Moore functor with exterior product on C consists of a Borel-Moore
functor H∗ on C, together with:
(D3) An element 1 ∈ H0(Spec k) and for each pair (X, Y) of schemes in C, a bilinear
graded pairing (called the exterior product)
× : H∗(X)×H∗(Y)→ H∗(X× Y)
(α, β) 7→ α× β
which is (strictly) commutative, associative, and admits 1 as unit.
These satisfy
(A3) Given projective morphisms f : X→ X ′ and g : Y → Y ′ one has that for any classes
α ∈ H∗(X) and β ∈ H∗(Y)
(f× g)∗(α× β) = f∗(α)× g∗(β) ∈ H∗(X
′ × Y ′).
(A4) Given smooth equidimensional morphisms f : X→ X ′ and g : Y → Y ′ one has that
for any classes α ∈ H∗(X
′) and β ∈ H∗(Y
′)
(f× g)∗(α× β) = f∗(α)× g∗(β) ∈ H∗(X× Y).
Remark 2.4. Given a Borel-Moore functor with exterior productH∗, the axioms giveH∗(Spec k)
a commutative, graded ring structure, give to each H∗(X) the structure of H∗(Speck)-
module, and imply that the operations f∗ and f
∗ preserve the H∗(Speck)-module struc-
ture.
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Definition 2.5. A Borel-Moore functor with intersection products on C is a Borel-Moore func-
tor H∗ on C, together with:
(D4) For each l.c.i. morphism f : Z → X of relative codimension d and any morphism
g : Y → X giving the fiber diagram
W
g ′

f ′ // Y
g

Z
f // X,
a homomorphism of graded groups
f!g : H∗(Y)→ H∗−d(W).
These satisfy
(A5) If f1 : Z1 → X and f2 : Z2 → Z1 are l.c.i. morphisms and g : Y → X any morphism
giving the fiber diagram
W2

f ′2 // W1
g ′

f ′1 // Y
g

Z2
f2 // Z1
f1 // X,
one has (f1 ◦ f2)
!
g = (f2)
!
g ′ ◦ (f1)
!
g.
(A6) If f1 : Z1 → X1 and f2 : Z2 → X2 are l.c.i. morphisms of relative codimensions d
and e, respectively, and h1 : Y → X1 and h2 : Y → X2 are arbitrary morphisms giving the
fiber diagram
W

// W2
f ′2

// Z2
f2

W1

f ′1 // Y
h1

h2 // X2
Z1
f1 // X1
one has (f1)
!
h1f
′
2
◦ (f2)
!
h2
= (f2)
!
h2f
′
1
◦ (f1)
!
h1
: B∗Y → B∗−d−eW.
(A7) For any smooth morphism f : Y → X one has f!IdX = f∗.
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For any l.c.i morphism f : Z → X, any morphism g : Y → X and any morphism
h : Y ′ → Y, if one forms the fiber diagram
W ′
h ′

f ′′ // Y ′
h

W
g ′

f ′ // Y
g

Z
f // X
then
(A8) If g and f are Tor-independent in Schk (i.e., if Tor
OX
j (OY,OZ) = 0 for all j > 0) then
f!gh = (f
′)!h
(A9) If h is projective then f
!
g ◦ h∗ = h
′
∗ ◦ f
!
gh.
(A10) If h is smooth equidimensional then f
!
gh ◦ h
∗ = h ′∗ ◦ f!g.
Notation 2.6. Given a Borel-Moore functor with intersection products H∗, for any l.c.i.
morphism f : Z → X of relative codimension d, the map f!IdX : H∗(X) → H∗−d(Z) is called
the l.c.i. pull-back along f and denoted f∗. For each l.c.i morphism f : Z → X and each
morphism g : Y → X we call the morphism f!g the refined l.c.i. pull-back along f associated to
g. We will usually denote f!g simply by f
! with an indication of where it acts. When the
l.c.i. morphism f is a regular embedding then f!g is called a refined Gysin homomorphism.
Refined Gysin homomorphisms and smooth pull-backs can be composed to construct all
refined l.c.i. pull-backs.
Definition 2.7. A Borel-Moore functor with compatible exterior and intersection products on C
consists of a Borel-Moore functor H∗ on C endowed with exterior products and intersec-
tion products that in addition satisfy
(A11) If for i = 1 and i = 2, fi : Zi → Xi is an l.c.i. morphism and gi : Yi → Xi is an
arbitrary morphism and one forms the fiber diagram
Wi
g ′i

f ′i // Yi
gi

Zi
fi // Xi,
one has that for any classes α1 ∈ H∗(Y1) and α2 ∈ H∗(Y2)
(f1 × f2)
!
g1×g2
(α1 × α2) = (f1)
!
g1
(α1)× (f2)
!
g2
(α2) ∈ H∗(W1 ×W2).
Notation 2.8. Wewill call a Borel-Moore functor with compatible exterior and intersection
products a refined oriented Borel-Moore pre-homology theory (ROBM pre-homology theory,
for short).
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Examples of ROBM pre-homology theories are Chow theory A∗ (see [7]), K-theory (i.e.
the Grothendieck K-group functor G0 of the category of coherent OX-modules, graded by
G0⊗ZZ[β, β
−1] -see [15, Example 2.2.5]-), and algebraic cobordism Ω∗ (see [15]) on the
category Schk; and equivariant Chow theory A
G
∗ and equivariant algebraic cobordismΩ
G
∗
on the category G-Schk constructed as in § 4 (see [5], [13] and [11]).
Levine and Morel in [15] consider the notion of an oriented Borel-Moore homology theory,
which is an ROBM pre-homology theory but with l.c.i. pull-backs only instead of refined
l.c.i. pull-backs, and with additional axioms called projective bundle, extended homo-
topy and cellular decomposition properties. Because of the refined l.c.i. pull-backs, an
oriented Borel-Moore homology theory is not necessarily an ROBM pre-homology theory.
However, one can construct refined l.c.i. pull-backs from ordinary l.c.i. pull-backs by
deformation to the normal cone argument of Fulton and MacPherson, provided that the
theory additionally satisfies the homotopy and localization properties (see § 4 for these
properties). We will need the homotopy and localization properties when working with
equivariant theories, hence an alternative theory that is sufficient for the constructions be-
low would be a Borel-Moore functor with compatible l.c.i. pull-backs and exterior prod-
ucts, that additionally satisfies the homotopy and localization properties.
Definition 2.9. If H∗ is an ROBM pre-homology theory, for any line bundle L → Y in
C with zero section s : Y → L one defines the operator c˜1(L) : H∗(Y) → H∗−1(Y) by
c˜1(L) = s
∗s∗, and calls it the first Chern class operator of L.
2.3. Cohomology theory. LetH∗ be an ROBMpre-homology theory. For a smooth scheme
X of pure dimension n, define
H∗(X) = Hn−∗(X).
For an arbitrary smooth scheme we extend this notion by taking the direct sum over pure
dimensional parts of X.
The groups H∗(X) are commutative graded rings with unit, with product defined by
H∗(X)×H∗(X)→H∗(X)
(a, b) 7→∆∗X(a× b),
where ∆X : X → X × X is the diagonal map and ∆∗X is the l.c.i. pull-back. Associativity
of the product follows from (A5) and (A11) applied to two different ways to construct the
diagonal X→ X× X× X by composing ∆X.
Let pi : X → Spec k be the structure morphism and define 1X = pi∗(1) ∈ H0(X), where
1 = 1Spec k ∈ H
0(Spec k) is the element specified in (D3). Then 1X is the multiplicative
identity in the ring H∗(X).
Axioms (A5) and (A11) imply that if f : X → Y is an l.c.i. morphism between smooth
schemes, then f∗ : H∗(Y) → H∗(X) is a homomorphism of graded rings with unit. Thus,
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we may view H∗ as a contravariant functor from the category of smooth schemes and
l.c.i. morphisms in C to the category of commutative graded rings with unit. In the next
section we extend this functor to the whole category C.
3. OPERATIONAL BIVARIANT THEORIES
In this section we consider a refined oriented Borel-Moore pre-homology theory B∗ on
one of the categories C = Schk or C = G-Schk, and associate to it a bivariant theory B
∗ on C.
We present a unified treatment of these two cases. Therefore throughout this section we
fix one of these two categories and denote it by C, and we assume that all the schemes and
morphisms are in C following the conventions described in 2.2.1. The constructions that
we present in this section follow the ideas in [7, Chapter 17] where a bivariant theory A∗
is constructed for the Chow theory A∗. Some definitions and proofs have been modified
to adapt them to our more general setting.
3.1. Bivariant theories. A bivariant theory B∗ on C assigns to each morphism f : X → Y
in C a graded abelian group B∗(X → Y). The groups B∗(X → Y) are endowed with three
operations called product, push-forward and pull-back, which are mutually compatible
and admit units:
(P1) Product. For all morphisms f : X→ Y and g : Y → Z, and all integers p and q, there
is a homomorphism
Bp(X
f
−→ Y)⊗ Bq(Y g−→ Z) ·−→ Bp+q(X gf−→ Z).
The image of c⊗ d is denoted c · d.
(P2) Push-forward. If f : X → Y is a projective morphism, g : Y → Z is any morphism
and p is an integer, there is a homomorphism
f∗ : B
p(X
gf
−→ Z) −→ Bp(Y g−→ Z).
(P3) Pull-back. If f : X→ Y and g : Y ′ → Y are arbitrary morphisms, f ′ : X ′ = X×YY ′ → Y ′
is the projection and p is an integer, there is a homomorphism
g∗ : Bp(X
f
−→ Y) −→ Bp(X ′ f ′−→ Y ′).
(U) Units. For each X there is an element 1X ∈ B
0(X
Id
−→ X), such that α · 1X = α and
1X · β = β, for all morphisms W → X and X → Y, and all classes α ∈ B∗(W → X) and
β ∈ B∗(X → Y). These unit elements are compatible with pull-backs, i.e., g∗(1X) = 1Z for
all morphisms g : Z→ X.
These operations are required to satisfy the following seven compatibility properties:
(B1) Associativity of products. If c ∈ B
∗(X→ Y), d ∈ B∗(Y → Z) and e ∈ B∗(Z→W), then
(c · d) · e = c · (d · e) ∈ B∗(X→W).
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(B2) Functoriality of push-forwards. If c ∈ B
∗(X → Y), then IdX∗c = c ∈ B∗(X → Y).
Moreover, if f : X → Y and g : Y → Z are projective morphisms, Z → W is arbitrary, and
d ∈ B∗(X→W), then
(gf)∗d = g∗(f∗d) ∈ B
∗(Z→W).
(B3) Functoriality of pull-backs. If c ∈ B
∗(X→ Y), then Id∗Y c = c ∈ B∗(X→ Y). Moreover,
if f : X → Y, g : Y ′ → Y and h : Y ′′ → Y ′ are arbitrary morphisms, X ′′ = X ×Y Y ′′ → Y ′′ is
the projection, and d ∈ B∗(X→ Y), then
(gh)∗d = h∗(g∗d) ∈ B∗(X ′′ → Y ′′).
(B12) Product and push-forward commute. If f : X → Y is projective, Y → Z and Z → W
are arbitrary, and c ∈ B∗(X→ Z) and d ∈ B∗(Z→W), then
f∗(c) · d = f∗(c · d) ∈ B
∗(Y →W).
(B13) Product and pull-back commute. If c ∈ B
∗(X
f
−→ Y) and d ∈ B∗(Y g−→ Z), and h : Z ′ →
Z is arbitrary, and one forms the fiber diagram
X ′
h ′′

f ′ // Y ′
h ′

g ′
// Z ′
h

X
f // Y
g
// Z,
then
(h)∗(c · d) = h ′∗(c) · h∗(d) ∈ B∗(X ′ → Z ′).
(B23) Push-forward and pull-back commute. If f : X → Y is projective, g : Y → Z and
h : Z ′ → Z are arbitrary morphisms, and c ∈ B∗(X→ Z), and one forms the fiber diagram
X ′
h ′′

f ′ // Y ′
h ′

g ′
// Z ′
h

X
f // Y
g
// Z,
then
h∗(f∗c) = f
′
∗(h
∗c) ∈ B∗(Y ′ → Z ′).
(B123) Projection formula. If f : X→ Y and g : Y → Z are arbitrary morphisms, h ′ : Y ′ → Y
is projective and c ∈ B∗(X→ Y) and d ∈ B∗(Y ′ → Z), and one forms the fiber diagram
X ′
h ′′

f ′ // Y ′
h ′

X
f // Y
g
// Z,
then
c · h ′∗(d) = h
′′
∗ (h
′∗(c) · d) ∈ B∗(X→ Z).
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The group Bp(X
f
−→ Y) may be denoted by simply by Bp(X → Y) or Bp(f). We will
denote by B∗(X
f
−→ Y), B∗(X→ Y) or B∗(f) the direct sum of all Bp(X f−→ Y), for p ∈ Z.
3.2. Homology and Cohomology. A bivariant theory B∗(X → Y) contains both a covari-
ant homology theory B∗(X) and a contravariant cohomology theory B
∗(X).
The homology is defined by Bp(X) = B
−p(X → Spec k). For any projective morphism
f : X → Y, the push-forward in the bivariant theory defines the functorial push-forward
map in homology f∗ : B∗(X)→ B∗(Y).
The cohomology is defined by Bp(X) = Bp(IdX : X → X). The product operation in
the bivariant theory turns B∗(X) into a graded ring with unit 1X and turns B∗(X) into a
graded left module over B∗(X). The product operation B∗(X) × B∗(X) → B∗(X) is called
cap product and denoted (α, β) 7→ α ∩ β. For any morphism f : X → Y, the pull-back in
the bivariant theory defines a functorial pull-back f∗ : B∗(Y)→ B∗(X). The pull-back map
is a homomorphism of graded rings. When f is a projective morphism, then the projection
formula relates the pull-back, push-forward, and cap product as follows:
f∗(f
∗(α) ∩ β) = α ∩ f∗(β).
3.3. Operational bivariant theories. We now fix an ROBM pre-homology theory B∗ on C
and associate a bivariant theory B∗ to it.
Let f : X→ Y be any morphism. For each morphism g : Y ′ → Y, form the fiber square
X ′
g ′

f ′ // Y ′
g

X
f // Y
with induced morphisms as labeled. An element c in Bp(X
f
−→ Y), called a bivariant class,
is a collection of homomorphisms
c(m)g : BmY
′ → Bm−pX ′
for all g : Y ′ → Y, and all m ∈ Z, compatible with projective push-forwards, smooth
pull-backs, intersection products and exterior products, i.e.:
(C1) If h : Y
′′ → Y ′ is projective and g : Y ′ → Y is arbitrary, and one forms the fiber
diagram
X ′′
h ′

f ′′ // Y ′′
h

X ′
g ′

f ′ // Y ′
g

X
f // Y
BIVARIANT ALGEBRAIC COBORDISM 13
then for all α ∈ Bm(Y
′′),
c(m)g (h∗α) = h
′
∗c
(m)
gh (α)
in Bm−p(X
′).
(C2) If h : Y
′′ → Y ′ is smooth of relative dimension n and g : Y ′ → Y is arbitrary, and
one forms the fiber diagram
X ′′
h ′

f ′′ // Y ′′
h

X ′
g ′

f ′ // Y ′
g

X
f // Y
then for all α ∈ Bm(Y
′),
c
(m+n)
gh (h
∗α) = h ′∗c(m)g (α)
in Bm+n−p(X
′′).
(C3) If g : Y
′ → Y and h : Y ′ → Z ′ are morphisms, and i : Z ′′ → Z ′ is an l.c.i. morphism
of codimension e, and one forms the fiber diagram
X ′′
i ′′

f ′′ // Y ′′
i ′

h ′ // Z ′′
i

X ′
g ′

f ′ // Y ′
g

h // Z ′
X
f // Y
then for all α ∈ Bm(Y
′),
c
(m−e)
gi ′ (i
!α) = i!c(m)g (α)
in Bm−e−p(X
′′).
(C4) If g : Y
′ → Y is arbitrary, and h : Y ′ × Z → Y ′ and h ′ : X ′ × Z → X ′ are the
projections, and one forms the fiber diagram
X ′ × Z
h ′

f ′′ // Y ′ × Z
h

X ′
g ′

f ′ // Y ′
g

X
f // Y
then for all α ∈ Bm(Y
′) and β ∈ Bl(Z),
c
(m+l)
gh (α× β) = c
(m)
g (α)× β
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in Bm+l−p(X
′ × Z).
The three operations are defined as follows.
Product: Let c ∈ Bp(X
f
−→ Y) and d ∈ Bq(Y g−→ Z). Given any morphism h : Z ′ → Z, form
the fiber diagram
X ′
h ′′

f ′ // Y ′
h ′

g ′
// Z ′
h

X
f // Y
g
// Z,
and for each integerm define (c · d)
(m)
h = c
(m−q)
h ′ ◦ d
(m)
h : BmZ
′ → Bm−p−qX ′.
Push-forward: Given c ∈ Bp(X
f
−→ Y g−→ Z) and any morphism h : Z ′ → Z, form the fiber
diagram
X ′
h ′′

f ′ // Y ′
h ′

g ′
// Z ′
h

X
f // Y
g
// Z,
and for each integerm define (f∗c)
(m)
h = f
′
∗ ◦ c
(m)
h : BmZ
′ → Bm−pY ′.
Pull-back: Given c ∈ Bp(X
f
−→ Y) and morphisms g : Y ′ → Y and h : Y ′′ → Y ′, form the
fiber diagram
X ′′
h ′

f ′′ // Y ′′
h

X ′
g ′

f ′ // Y ′
g

X
f // Y,
and for each integerm define (g∗c)
(m)
h = c
(m)
gh : BmY
′′ → Bm−pX ′′.
It is straightforward to verify that these three operations are well defined (i.e., that
c · d, f∗c and g
∗c satisfy (C1)-(C4), so that they define classes in the appropriate bivariant
groups). Unit elements 1X ∈ B
0(X → X), for each X, satisfying the property (U) are de-
fined by letting them act by identity homomorphisms. It is also straightforward to check
that the three operations satisfy properties (B1)-(B123). In conclusion, the operational the-
ory is a bivariant theory.
The only bivariant theories wewill consider are the operational ones. By a bivariant the-
ory we will mean an operational bivariant theory associated to an ROBM pre-homology
theory.
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3.4. Homology and Cohomology for Operational Bivariant Theories. Recall that any
bivariant theory B∗(X → Y) contains a covariant homology theory B−∗(X → Spec k) and
a contravariant cohomology theory B∗(IdX : X→ X). We claim that if the bivariant theory
B∗(X → Y) is the operational theory associated to an ROBM pre-homology theory B∗,
then the homology theory B−∗(X → Spec k) is isomorphic to the original theory B∗(X).
Similarly, the cohomology theory B∗(X → X) agrees with the cohomology theory B∗(X)
constructed in § 2.3 for smooth schemes X. The proofs in this section are adapted from the
proofs in [7] for the Chow theory.
Proposition 3.1. For any X and each integer p the homomorphism
ϕ : B−p(X→ Spec k)→ Bp(X)
taking a bivariant class c to c(1) is an isomorphism. Here 1 = 1Speck ∈ B0(Speck) is the element
specified by (D3) in Definition 2.3. The isomorphism ϕ is natural with respect to push-forwards
along projective morphisms.
Proof. Define a homomorphism ψ : Bp(X) → B−p(X → Speck) as follows: Given any
a ∈ Bp(X), any morphism f : Y → Spec k and a class α ∈ Bm(Y), we define ψ(a)(α) =
a×α ∈ Bm+p(X×Y). It follows at once thatψ(a) satisfies (C1)-(C4) andψ is a well defined
homomorphism.
For each a ∈ Bp(X), one has ϕ(ψ(a)) = ψ(a)(1) = a × 1 = a ∈ Bp(X), so ϕ ◦ ψ is
the identity. Given any c ∈ B−p(X → Speck), any morphism Y → Spec k and any class
α ∈ Bm(Y), one hasψ(ϕ(c))(α) = ψ(c(1))(α) = c(1)×α = c(1×α) = c(α) ∈ B
m+p(X×Y),
so ψ ◦ϕ is also the identity.
Naturality of ϕwith respect to projective push-forwards follows from the definition of
push-forward in the operational bivariant theory. 
Let us now consider the cohomology theory B∗(X → X). Note that an element c ∈
Bp(X → X) is a collection of homomorphisms c(m)f : BmX ′ → Bm−pX ′, for all morphisms
f : X ′ → X and all integersm, that are compatible with projective push-forwards, smooth
pull-backs, exterior and intersection products. Using the previous proposition we identify
B∗(X) with B
−∗(X → Speck) and thus give B∗(X) the structure of a module over B∗(X →
X).
Proposition 3.2 (Poincare´ duality). Let X be a smooth purely n-dimensional scheme and let
B∗(X) = Bn−∗(X) be the cohomology theory defined in § 2.3. The homomorphism defined by cap
product with 1X ∈ B
0(X):
ϕ : B∗(X
IdX
−−→ X) ∩1X−−→ B∗(X)
is an isomorphism of graded rings that takes 1X ∈ B
0(X → X) to 1X ∈ B0(X). The isomorphism
ϕ is natural with respect to pull-backs by l.c.i. morphisms.
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Proof. Let us fix an integer p and define a homomorphismψ : Bp(X) = Bn−p(X)→ Bp(X→
X) as follows: Given any a ∈ Bn−p(X), any morphism f : Y → X and a class α ∈ Bm(Y), we
define ψ(a)(α) = ψ(a)
(m)
f (α) = γ
∗
f(a× α) ∈ Bm−pY, where γf = (f, IdY) : Y → X× Y is the
transpose of the graph of f, which in this case is a regular embedding of codimension n. It
is straightforward to check thatψ(a) is a bivariant class andψ is a group homomorphism.
For each a ∈ Bn−pX, one has ϕ(ψ(a)) = ψ(a)(1X) = γ
∗
IdX
(a × 1X) = Id
∗
X a = a ∈ Bn−pX,
so ϕ ◦ ψ is the identity. Given any c ∈ Bp(X → X), any morphism f : Y → X and any
class α ∈ BmY, one has ψ(ϕ(c))(α) = ψ(c(1X))(α) = γ
∗
f( c(1X) × α) = γ
∗
f(c(1X × α)) =
c(γ∗f(1X × α)) = c(α) ∈ Bm−pY, so ψ ◦ϕ is also the identity.
To verify the compatibility with multiplication, we show that for arbitrary classes a ∈
Bn−p(X) and b ∈ Bn−q(X) we have ψ(a · b) = ψ(a) · ψ(b) ∈ B
p+q(X → X). Indeed, given
any morphism f : Y → X and any class θ ∈ BmY, we have
ψ(a · b)(θ) = γ∗f(γ
∗
IdX
(a× b)× θ) = (f, f, IdY)
∗(a× b× θ)
= γ∗f((IdX, γf)
∗(a× b× θ)) = γ∗f(a× γ
∗
f(b× θ))
= ψ(a)(ψ(b)(θ)) = (ψ(a) ·ψ(b))(θ) ∈ Bm−p−qY.
The element 1X ∈ B
0(X → X) acts as multiplicative identity, hence cap product with it
maps 1X ∈ B
0(X) to itself.
Let f : X → Y be an l.c.i. morphism between pure dimensional smooth schemes. Natu-
rality of ϕ with respect to pull-back by f is equivalent to the identity
f∗(c) ∩ 1X = f
∗(c ∩ 1Y)
for any c ∈ B∗(Y → Y), which holds by (C3) since 1X = f∗(1Y). 
Notation 3.3. We will denote B∗(X) = B∗(IdX : X → X) for an arbitrary scheme X in C.
Proposition 3.2 shows that this contravariant functor on C, when restricted to the category
of smooth schemes and l.c.i. morphisms, is isomorphic to the functor B∗ defined in § 2.3.
Remark 3.4. In his construction of a bivariant theory associated to Chow theory in [7, Chap-
ter 17], Fulton uses the Chow theory versions of our axioms (C1), (C2) and (C3), namely,
compatibility of the bivariant classes with proper push-forwards, flat pull-backs and re-
fined Gysin homomorphisms; but there is no explicit requirement of our axiom (C4), com-
patibility with exterior products. This axiom (C4) does not appear explicitly in Fulton’s
construction because in the case of Chow theory A∗ axioms (C1) and (C2) imply axiom
(C4). More generally, this is true for any ROBM pre-homology theory B∗ that satisfies that
for every X in C the group B∗(X) is generated by the projective push-forward images of
the classes 1Y for all smooth varieties Y with a projective map to X. Indeed, using (C1) one
reduces (C4) to the case where both Y
′ and Z are smooth varieties, and α = 1Y ′ and β = 1Z.
In that case, from (C2) one obtains that c
(m+l)
gh (1Y ′ × 1Z) = c
(m+l)
gh (1Y ′×Z) = c
(m+l)
gh (h
∗1Y ′) =
h ′∗c
(m)
g (1Y ′) = c
(m)
g (1Y ′)× 1Z, and then (C4) holds in general for B∗.
BIVARIANT ALGEBRAIC COBORDISM 17
4. THE EQUIVARIANT VERSION OF AN ROBM PRE-HOMOLOGY THEORY
In this section we fix an ROBM pre-homology theory B∗ on the category Schk and con-
struct its equivariant version BG∗ , which is an ROBM pre-homology theory on G-Schk. The
construction of BG∗ generalizes to arbitrary ROBMpre-homology theories similar construc-
tions in Chow theory by Totaro [19] and Edidin-Graham [5], and in algebraic cobordism
by Krishna [13] and Heller-Malago´n-Lo´pez [11].
We will need to assume throughout this section that the field k is infinite and the theory
B∗ satisfies the homotopy property (H) and the localization property (L):
(H) Let p : E→ X be a vector bundle of rank r over X in Schk. Then p∗ : B∗(X)→ B∗+r(E)
is an isomorphism.
(L) For any closed immersion i : Z → X with open complement j : U = X r Z→ X the
following sequence is exact:
B∗(Z)
i∗
−→ B∗(X) j∗−→ B∗(U) −→ 0.
4.1. Algebraic Groups, Quotients and Good Systems of Representations. Let G be a
linear algebraic group. If X is a scheme with a G-action σ : G× X→ X and the geometric
quotient of X by the action ofG exists it will be denoted by X→ X/G. When the geometric
quotient pi : X→ X/G exists, it is called a principalG-bundle if the morphism pi is faithfully
flat and the morphism ψ = (σ,prX) : G × X → X ×X/G X is an isomorphism. By [17,
Proposition 0.9], if G acts freely on U ∈ G-Schk and the geometric quotient pi : U → U/G
exists in Schk, for some quasiprojective scheme U/G, then pi : U → U/G is a principal
G-bundle. Moreover, by [17, Proposition 7.1], for any X ∈ G-Schk the geometric quotient
pi ′ : X × U → (X × U)/G also exists in Schk, it is a principal G-bundle and (X × U)/G is
quasiprojective. In this case we denote the scheme (X×U)/G by X×G U.
Definition 4.1. We say that {(Vi, Ui)}i∈Z+ is a good system of representations of G if each Vi
is a G-representation, Ui ⊆ Vi is a G-invariant open subset and they satisfy the following
conditions:
(1) G acts freely on Ui and Ui/G exists as a quasiprojective scheme in Schk.
(2) For each i there is a G-representationWi so that Vi+1 = Vi ⊕Wi.
(3) Ui ⊕ {0} ⊆ Ui+1 and the inclusion factors as Ui = Ui ⊕ {0} ⊆ Ui ⊕Wi ⊆ Ui+1.
(4) codimVi(Vi rUi) < codimVj(Vj rUj), for i < j.
For any algebraic group G there exist good systems of representations (see [19, Remark
1.4]). The following lemma lists some basic facts regarding the properties of morphisms
induced on geometric quotients.
Lemma 4.2. Let f : X → Y be a G-equivariant morphism in G-Schk and let {(Vi, Ui)} be a good
system of representations of G.
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(1) For each i the quotient X ×G Ui = (X × Ui)/G exists in Schk and it is quasiprojective.
The induced morphisms φij : X ×
G Ui → X ×G Uj are l.c.i. morphisms for j ≥ i. If X is
smooth then X×G Ui is also smooth.
(2) Let P be a property of morphisms in the following list: open immersion, closed immersion,
regular embedding, projective, smooth, l.c.i. If f : X → Y satisfies the property P in the
category G-Schk then the induced maps fi : X×
G Ui → Y ×G Ui satisfy property P in the
category Schk.
(3) For any morphisms g : Y → X and f : Z→ X in G-Schk and any indices j ≥ i, the square
diagrams
W ×Ui

// Y ×Uj

Z×Ui // X×Uj,
W ×G Ui

// Y ×G Uj
g ′

Z×G Ui
f ′ // X×G Uj,
induced by the Cartesian productW = Y ×X Z are fiber squares, and furthermore they are
Tor-independent if f and g are Tor-independent.
Proof. For proofs of the assertions in (1) and (2) see [5, Proposition 2] and [11, 2.2.2,
Lemma 9]). For (3), given any T ∈ Schk and morphisms g
′′ : T → Y ×G Uj and f ′′ :
T → Z×GUi such that f ′ ◦ f ′′ = g ′ ◦g ′′, we letG act on T˜ = T ×(X×GUj) (X×Uj) via the mor-
phismG× T˜ → T˜ induced by the product of the trivial action ofG on T and the action ofG
on X×Uj. By [17, Amplification 7.1], G-equivariant morphisms from T˜ to each of X×Uj,
Y×Uj, Z×Ui andW×Ui correspond to the morphisms induced on the quotients from T
to X×GUj, Y×
GUj, Z×
GUi andW×
GUi, respectively. The assertion that the squares in (3)
are Cartesian follows easily from these observations. If f and g are Tor-independent, then
TorOXm (OY,OZ) = 0 for all m > 0, and clearly Tor
OUj
m (OUj ,OUi) = 0 for all m > 0. Hence,
by applying locally the spectral sequence associated to the double complex obtained as
the tensor product of two complexes, we obtain that Tor
OX×Uj
m (OY×Uj ,OZ×Ui) = 0 for all
m > 0. Since Y×Uj = (Y×
GUj)×(X×GUj) (X×Uj) and Z×Ui = (Z×
GUi)×(X×GUj) (X×Uj),
by faithfully flat base change for Torm, we have that Tor
O
X×GUj
m (OY×GUj ,OZ×GUi) = 0 for all
m > 0. Therefore, in this case the given squares are also Tor-independent. 
4.2. Construction of BG∗ (X). Fix a good system of representations {(Vi, Ui)} of G. For any
scheme X ∈ G-Schk define B
G
∗ (X) =
⊕
n∈Z B
G
n(X), where
BGn (X) = lim←−
i
Bn+dimUi−dimG(X×
G Ui).
To simplify notation, we will often write
BG∗ (X) = lim←−
i
B∗(X×
G Ui),
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where the limit is taken in each degree separately. Equivalently, the limit is taken in the
category of graded abelian groups, with B∗(X ×
G Ui) having grading shifted so that the
maps in the inverse system are homogeneous of degree zero.
To see that BG∗ is independent of the choice of a good system of representations, one
can formally follow the argument presented in the case of algebraic cobordism in [11,
Proposition 15 and Theorem 16], which we outline below for the reader’s convenience.
The proof of the next proposition requires the field k to be infinite.
Proposition 4.3. Assume that the ROBM pre-homology theory B∗ satisfies the properties (H)
and (L). Let pi : E → X be a vector bundle over a scheme X of rank r. Let U ⊆ E be an open
subscheme with closed complement S = ErU.
(1) If X is affine and codimE S > dimX then pi|
∗
U : Bm(X)→ Bm+r(U) is an isomorphism for
allm.
(2) For X arbitrary, there is as integer n(X) depending only on X, such that pi|∗U : Bm(X) →
Bm+r(U) is an isomorphism for allm whenever codimE S > n(X).
Proof. The case when B∗ is algebraic cobordism is [11, Proposition 15]. The proof given
in [11] only uses the formal properties of algebraic cobordism as an ROBM pre-homology
theory satisfying (H) and (L), so it translates formally to the present setting. 
Proposition 4.4. For any X ∈ G-Schk, B
G
∗ (X) is independent of the choice of a good system of
representations of G up to canonical isomorphism.
Proof. We use Bogomolov’s double filtration argument. Let {(Vi, Ui)} and {(V
′
i , U
′
i)} be
good systems of representations of G. For a fixed index i, since G acts freely on Ui, it also
acts freely on Ui × V
′
j and Ui × U
′
j for all j. Hence X ×
G (Ui × V
′
j ) → X ×G Ui is a vector
bundle. By Proposition 4.3 (2), there is an integer Ni such that the l.c.i. pull-backs induce
canonical isomorphisms
B∗(X×
G Ui) ∼= B∗(X×
G (Ui ×U
′
j))
for each j ≥ Ni. Therefore, there is a canonical isomorphism
(4.1) lim←−
i
B∗(X×
G Ui) = lim←−
i
lim←−
j
B∗(X×
G (Ui ×U
′
j)).
Similarly, exchanging the role of the good systems of representations we obtain a canoni-
cal isomorphism
(4.2) lim←−
j
B∗(X×
G U ′j) = lim←−
j
lim←−
i
B∗(X×
G (Ui ×U
′
j)).
To get the conclusion we only need to observe that the right sides of (4.1) are (4.2) canoni-
cally isomorphic to the inverse limit of the system {B∗(X×
G (Ui×U
′
j))}i,j, where the maps
B∗(X×
G (Ui ×U
′
j))→ B∗(X×G (Ui ′ ×U ′j ′))
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are the corresponding l.c.i. pull-backs for all i ≥ i ′ and j ≥ j ′. 
4.3. The InducedROBMpre-Homology Theory Structure on BG∗ . We now show that the
ROBM pre-homology structure of the theory B∗ induces an ROBM pre-homology struc-
ture on BG∗ . We use functoriality of the inverse limit to construct projective push forwards,
smooth pull-backs, exterior and intersection products on BG∗ . To define a homomorphism
between two inverse limits, we construct a map between the two inverse systems.
Fix a good system of representations {(Vi, Ui)} ofG. Given any projective G-equivariant
morphism f : X → Y, the morphisms {fi : X ×G Ui → Y ×G Ui} are projective. The fiber
square on the left in (4.3) is Tor-independent for any j ≥ i,
(4.3) X×G Ui

// Y ×G Ui

X×G Uj // Y ×
G Uj
B∗(X×
G Ui)
fi∗ // B∗(Y ×
G Ui)
B∗(X×
G Uj)
OO
fj∗ // B∗(Y ×
G Uj)
OO
hence the square on the right in (4.3) is commutative for any j ≥ i. Hence, the maps fi∗
induce a homomorphism between the limits f∗ : B
G
∗ (X)→ BG∗ (Y).
Smooth pull-backs are defined in a similar way. For intersection products, given a G-
equivariant l.c.i morphism f : Z→ X of codimension d and any G-equivariant morphism
g : Y → X, withW = Z ×X Y, first we apply the operation ×GUi to the whole intersection
product diagram. The result is again an intersection product diagram. The two leftmost
fiber squares in (4.4) are Tor-independent for any j ≥ i,
(4.4)
Z×G Ui

fi // X×G Ui

Z×G Uj
fj // X×G Uj
W ×G Ui

// Y ×G Ui

W ×G Uj // Y ×
G Uj
B∗−d(W ×
G Ui) B∗(Y ×
G Ui)
f!ioo
B∗−d(W ×
G Uj)
OO
B∗(Y ×
G Uj)
OO
f!joo
hence the square on the right in (4.4) is commutative for any j ≥ i. Hence, the maps f!i
induce a homomorphism between the limits f! : BG∗ (Y)→ BG∗−d(W).
To define the exterior product, note that the morphisms
φi : (X× Y)×
G (Ui ×Ui)→ (X×G Ui)× (Y ×G Ui)
are smooth (see [2, Theorem 6.8]). We compose the associated smooth pull-back and the
exterior product of B∗ to get
×i : B∗(X×
G Ui)× B∗(Y ×
G Ui)→ B∗((X×G Ui)× (Y ×G Ui))→ B∗((X× Y)×G (Ui×Ui)).
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The morphisms ×i are compatible with maps in the inverse systems, hence they define
the exterior product map between limits:
× : BG∗X× B
G
∗ Y → BG∗ (X× Y).
The elements 1Ui/G ∈ B∗(Speck×
G Ui) define 1 ∈ B
G
∗ (X).
It remains to prove that the theory BG∗ with the operations defined above satisfies the
axioms of an ROBM pre-homology theory. Each axiom amounts to a statement about
the commutativity of a diagram of homomorphisms. One can check that in each case
the commutativity holds at each level i, hence it also holds in the limit. Using the dou-
ble filtration argument as before, one can also check that these projective push-forwards,
smooth pull-backs, exterior and intersection products are independent of the good system
of representations.
The conclusions of this section can then be summarized as:
Theorem 4.5. The functor BG∗ with the projective push-forwards, smooth pull-backs, exterior and
intersection products constructed above is a refined oriented Borel-Moore pre-homology theory on
the category G-Schk. We call B
G
∗ the equivariant version of B∗.
4.4. Operational Equivariant Theory. For a given ROBM pre-homology theory B∗ on
Schk we constructed an associated equivariant version B
G
∗ as an ROBM pre-homology
theory on G-Schk. The construction of § 3 applied to B∗ and to B
G
∗ produces respectively
operational bivariant theories B∗ on Schk and (B
G)∗ on G-Schk. We denote (B
G)∗ by B∗G
and call it the operational equivariant version of B∗
One can switch the order of the two steps in the construction of B∗G and define an ”equi-
variant operational” theory
B˜∗G(X) = lim←−
i
B∗(X×G Ui).
The two theories B∗G(X) and B˜
∗
G(X) turn out to be isomorphic if we assume that B∗ satisfies
the descent property (D) described in the next section. This property was first proved by
Gillet [9] in the case of Chow groups and K-theory. It has several other consequences for
ROBM pre-homology theories that are studied in the next section.
5. DESCENT SEQUENCES
We assume in this section that the field k has characteristic zero, or more generally, we
assume that every scheme X in Schk or in G-Schk has a smooth projective (equivariant)
envelope pi : X˜→ X as defined in 5.1. We fix an ROBM pre-homology theory B∗ on one of
the categories Schk or G-Schk and consider the following property (D):
(D) For any envelope pi : X˜→ X, with pi projective, the following sequence is exact
(5.1) B∗(X˜×X X˜)
p1∗−p2∗
−−−−→ B∗(X˜) pi∗−→ B∗(X) −→ 0,
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where pi : X˜×X X˜→ X˜ is the projection on the ith factor, for i = 1, 2.
5.1. Envelopes. An envelope of a scheme X in Schk is a proper morphism pi : X˜ → X such
that for every subvariety V of X there is a subvariety V˜ of X˜ that is mapped birationally
onto V by pi. If G is an algebraic group, a G-equivariant envelope of a scheme X in G-Schk is
a proper G-equivariant morphism pi : X˜ → X such that for every G-invariant subvariety
V of X there is a G-invariant subvariety V˜ of X˜ that is mapped birationally onto V by pi.
In the following, an envelope in the category Schk means an ordinary envelope and
an envelope in the category G-Schk means a G-equivariant envelope. If pi : X˜ → X is an
envelope, we say that it is a smooth envelope if X˜ is smooth, and we say that it is a projective
envelope if pi is a projective morphism. Likewise, we say that the envelope pi : X˜ → X is
birational if for some dense open subsetU of X, pi induces an isomorphism pi| : pi−1(U)→ U.
The composition of envelopes is again an envelope and the fiber product of an envelope
by any morphism is again an envelope.
The domain X˜ of an envelope is not required to be connected, hence if we assume that
varieties over k admit (equivariant) resolutions of singularities via a projective morphism,
then by induction on the dimension it follows easily that for every scheme X in Schk
(respectively in G-Schk) there exists a smooth projective birational (equivariant) envelope
pi : X˜→ X.
Notice that if pi : X˜→ X is an envelope in G-Schk and if U˜ ∈ G-Schk has a free G-action
such that U˜/G exists as a quasiprojective scheme in Schk, then the induced morphism
piG : X˜ ×
G U˜ → X ×G U˜ is an envelope in Schk. Furthermore if pi is either a smooth,
projective or birational envelope, then piG is a smooth, projective or birational envelope,
respectively. Moreover, if pi| : pi−1(U) → U is an isomorphism for some G-invariant open
subsetU of X and {Zi} areG-invariant closed subschemes of X such that XrU = ∪Zi, then
piG maps the open subset pi
−1
G (U×
G U˜) = pi−1(U)×G U˜ of X˜×G U˜ isomorphically onto the
open subset U×G U˜ of X×G U˜, and the closed subschemes {Zi×
G U˜} of X×G U˜ satisfy that
(XrU)×G U˜ = (X×G U˜)r (U×G U˜) = ∪(Zi ×
G U˜).
5.2. Operational Equivariant vs. Equivariant Operational. Assume now that the theory
B∗ on Schk satisfies properties (H) and (L), and we can thus define the operational equi-
variant theory B∗G as well as the ”equivariant operational” theory B˜
∗
G as in § 4.4. We show
that if B∗ also satisfies property (D), then these two bivariant theories are isomorphic. For
simplicity, we prove this isomorphism only for the bivariant cohomology theory B∗G(X).
Lemma 5.1. Let B∗ be an ROBM pre-homology theory on Schk that satisfies (H), (L) and (D).
Then, for any scheme X ∈ G-Schk and any projective envelope pi : X˜ → X the push-forward
homomorphism pi∗ : B
G
∗ (X˜)→ BG∗ (X) is surjective.
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Proof. Recall that the inverse limit lim←− is a left exact functor from the category of inverse
systems of (graded) abelian groups. Given a short exact sequence of inverse systems
0→ (Ei)→ (Fi)→ (Gi)→ 0,
the sequence of limits
0→ lim←−Ei → lim←− Fi → lim←−Gi → 0
is exact if the system (Ei) satisfies the Mittag-Leffler condition. This condition is satisfied
for example if the maps Ei → Ej for i > j in the inverse system are all surjective.
Given an exact sequence
(Ei)→ (Fi)→ (Gi)→ 0,
one may replace the system (Ei)with its image (Ii) in (Fi) to get a short exact sequence. If
all maps in the inverse system (Ei) are surjective, then they are also surjective in (Ii), and
it follows that the map of limits lim←− Fi → lim←−Gi is surjective.
We apply the previous discussion to the sequence of inverse systems:
B∗((X˜×X X˜)×
G Ui)→ B∗(X˜×G Ui)→ B∗(X×G Ui)→ 0.
This sequence is exact by property (D): the map X˜×G Ui → X×G Ui is an envelope and
(X˜×X X˜)×
G Ui ∼= (X˜×
G Ui)×X×GUi (X˜×
G Ui).
For any scheme Y in G-Schk, the l.c.i. pull-backs
B∗(Y ×
G Ui)→ B∗(Y ×G Uj)
are surjective for all i > j. This follows from properties (H) and (L) because the inclusion
Y ×G Uj → Y ×G Ui can be factored as the inclusion of the zero section of a vector bundle
followed by an open immersion. Applying this to the case Y = X˜×X X˜ gives the statement
of the lemma. 
Proposition 5.2. If the ROBM pre-homology theory B∗ on Schk satisfies properties (H), (L) and
(D), then for any X in G-Schk there exists an isomorphism
B∗G(X)
∼= lim←−
i
B∗(X×G Ui).
The isomorphism is natural with respect to pull-back by any morphism f : X ′ → X in G-Schk.
Proof. Given X in G-Schk we define a homomorphism
ϕX : lim←−
i
B∗(X×G Ui)→ B∗G(X)
as follows: Given c = (ci) ∈ lim←−i B∗(X×GUi), where ci ∈ B∗(X×GUi) for each i, and given
any G-equivariant morphism f : Y → X and a class α = (αi) ∈ BG∗ (Y) = lim←−i B∗(Y ×G Ui),
where αi ∈ B∗(Y ×
G Ui) for each i, one defines ϕX(c)(α) = (ci(αi)) ∈ lim←−i B∗(Y ×G Ui) =
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BG∗ (Y). It is straightforward to verify that ϕX(c) is well defined and is indeed a bivariant
class in BG∗ (X), so that ϕX is a well defined homomorphism.
It is clear from the definitions that ϕX is natural with respect to pull-backs.
We prove that ϕX is an isomorphism. First, we consider the case when X is smooth.
In this case, each X ×G Ui is smooth as well. By Poincare´ duality (Proposition 3.2) we
have isomorphisms B∗G(X)
∩1X
−−→ BG∗ (X) and B∗(X ×G Ui) ∩1X×GUi−−−−−→ B∗(X ×G Ui) for each i.
Passing to the component-wise inverse limit, and composing appropriately, one obtains
the isomorphism
lim←−i B∗(X×G Ui) (∩1X×GUi )i //
ϕX
33lim←−i B∗(X×G Ui) = BG∗ (X) (∩1X)−1 // B∗G(X)
which can be verified directly to be ϕX.
For the general case, given X we choose a G-equivariant envelope pi : X˜ → X so that pi
is projective and X˜ is smooth. Let pii : X˜×
G Ui → X×G Ui be the induced morphisms. We
get a commutative diagram:
lim←−i B∗(X×G Ui)
ϕX



(pi∗i ) // lim←−i B∗(X˜×G Ui)
≀ ϕX˜

B∗G(X)

 pi∗ // B∗G(X˜)
We claim that pi∗ and (pi∗i ) are injective. To see this, assume that pi
∗c = 0 for some c ∈ B∗G(X).
Given a G-equivariant map f : Y → X and a class α ∈ BG∗ (Y), form the fiber product
Y˜
f ′

pi ′ // Y
f

X˜
pi // X
with morphisms as indicated. Since pi ′ is an envelope, by Lemma 5.1 there exists α˜ ∈
BG∗ (Y˜) such that pi
′
∗(α˜) = α. We have c(α) = c(pi
′
∗(α˜)) = pi
′
∗(c(α˜)) = pi
′
∗((pi
∗c)(α˜)) = 0, and
it follows that pi∗ is injective. Since each pii is also an envelope, the same argument proves
that the pi∗i are injective, and then so is the component-wise inverse limit homomorphism
(pi∗i ). In particular, it follows that ϕX is injective, as ϕX˜ is an isomorphism by the smooth
case.
To prove the surjectivity of ϕX, we consider c ∈ B
∗
G(X), and construct an element map-
ping toϕ−1
X˜
(pi∗c) by (pi∗i ). Let pj : X˜×X X˜→ X˜ and p ′j : (X˜×GUi)×X×GUi (X˜×GUi)→ X˜×GUi
be the projections on the corresponding jth factor, for j = 1, 2. Let (c˜i) ∈ lim←−i B∗(X˜×G Ui)
be the image of c under ϕ−1
X˜
◦ pi∗, where each c˜i ∈ B
∗(X˜ ×G Ui). Now, using that ϕX˜×XX˜
is injective and that (p∗1 − p
∗
2)(pi
∗c) = 0, it follows that (p ′1
∗
− p ′2
∗
)(c˜i) = 0 for each i. We
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define a class (ci) ∈ lim←−i B∗(X ×G Ui) as follows: Given a morphism f : Y → X ×G Ui and
a class α ∈ B∗(Y), form the fiber product
Y˜
f ′

pi ′i // Y
f

X˜×G Ui
pii // X×G Ui
with morphisms as indicated, and define ci(α) = pi
′
i ∗(c˜i(α˜)), where α˜ ∈ B∗(Y˜) is any
class satisfying pi ′i ∗(α˜) = α (which exists since pi
′
i is an envelope). To see that ci(α) is
independent of the choice of α˜, it is enough to see that pi ′i ∗(c˜i(β)) = 0 for each class
β ∈ B∗(Y˜) such that pi
′
i ∗β = 0. By property (D), given such class β there exists a class
γ ∈ B∗(Y˜ ×Y Y˜) such that β = g1∗(γ) − g2∗(γ), where gj : Y˜ ×Y Y˜ → Y˜ are the projections,
for j = 1, 2. Since pi ′i ◦ g1 = pi
′
i ◦ g2, it follows that pi
′
i ∗(c˜i(β)) = pi
′
i ∗(c˜i(g1∗(γ) − g2∗(γ))) =
((pi ′i ◦ g1)∗ − (pi
′
i ◦ g2)∗)(c˜i(γ)) = 0, and then ci is well defined. It is straightforward
to verify that each ci satisfies the conditions (C1)-(C4), so they define bivariant classes
ci ∈ B
∗(X ×G Ui). Moreover, it is clear that the classes ci agree under the bivariant pull-
backs B∗(X×GUj)→ B∗(X×GUi) for each j ≥ i, so they define a class (ci) ∈ lim←−i B∗(X×GUi).
To prove that ϕX is surjective, it is enough to see that pi
∗
i ci = c˜i for each i. For this, let
f : Y → X˜×G Ui be any morphism and form the fiber diagram
Y˜
f ′

pi ′i // Y
f

(X˜×G Ui)×X×GUi (X˜×
G Ui)
p ′1

p ′2 // X˜×G Ui
pii

X˜×G Ui
pii // X×G Ui
with morphisms as indicated. Consider a class α ∈ B∗(Y) and any class α˜ ∈ B∗(Y˜) such
that pi ′i ∗(α˜) = α. Since p
′∗
1 (c˜i) = p
′∗
2 (c˜i), we have that
(pi∗i ci)f(α) = pi
′
i ∗((c˜i)p ′1◦f ′(α˜)) = pi
′
i ∗((f
′∗p ′∗1 c˜i)(α˜))
= pi ′i ∗((f
′∗p ′∗2 c˜i)(α˜)) = pi
′
i ∗((c˜i)f◦pi ′i(α˜)) = (c˜i)f(α).
Hence pi∗i ci = c˜i for each i, and the proof is complete. 
5.3. Kimura Type Descent Sequence for Bivariant Theories and Inductive Computa-
tion of Bivariant Groups. Theorem 5.3 and Theorem 5.6 below were proved by Kimura
[12] in the case of Chow theory A∗. We generalize his proofs to arbitrary ROBM pre-
homology theories.
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Theorem 5.3. Let B∗ be an ROBM pre-homology theory on C = Schk or C = G-Schk that
satisfies property (D). Let pi : X˜ → X be a projective envelope in C, Y → X be a morphism in C,
and Y˜ = X˜×X Y. Then the following sequence is exact
(5.2) 0 −→ B∗(Y → X) pi∗−→ B∗(Y˜ → X˜) p∗1−p∗2−−−→ B∗(Y˜ ×Y Y˜ → X˜×X X˜).
Proof. Assume that pi∗c = 0 for some c ∈ B∗(Y → X). Given a morphism f : X ′ → X and a
class α ∈ B∗(X
′), form the fiber diagram on the left in (5.3)
(5.3)
Y˜ ′

pi ′′
~~⑦⑦
⑦
⑦
⑦
⑦
⑦
⑦
// X˜ ′

pi ′~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
Y ′

// X ′

Y˜ //
~~⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
X˜
pi
~~⑥
⑥
⑥
⑥
⑥
⑥
⑥
⑥
Y // X
Y˜ ′

pi ′′
{{✈✈
✈
✈
✈
✈
✈
✈
// X˜ ′
f ′

pi ′zz✈✈
✈
✈
✈
✈
✈
✈
Y ′

// X ′
f

Y˜ ×Y Y˜

{{✇✇
✇
✇
✇
✇
✇
✇
// X˜×X X˜
p1

p2
{{✇✇
✇
✇
✇
✇
✇
✇
Y˜

// X˜
pi

Y˜ //
zz✈✈
✈
✈
✈
✈
✈
✈
✈
X˜
pi
zz✉✉
✉
✉
✉
✉
✉
✉
✉
Y // X
with morphisms labeled as indicated. Since pi ′ is an envelope, there exists α˜ ∈ B∗(X˜ ′) such
that pi ′∗(α˜) = α. We have c(α) = c(pi
′
∗(α˜)) = pi
′′
∗ (c(α˜)) = pi
′′
∗ ((pi
∗c)(α˜)) = 0, and it follows
that pi∗ is injective. By the functoriality of pull-backs it follows that (p∗1 − p
∗
2) ◦ pi
∗ = 0.
Now, let c˜ ∈ B∗(Y˜ → X˜) be a bivariant class such that (p∗1−p∗2)(c˜) = 0. We define a class
c ∈ B∗(Y → X) as follows: Given a morphism f : X ′ → X and a class α ∈ B∗(X ′), form
once again the fiber diagram on the left in (5.3), with morphisms as indicated, and define
c(α) = pi ′′∗ (c˜(α˜)), where α˜ ∈ B∗(X˜
′) is any class satisfying pi ′∗(α˜) = α (which exists since
pi ′ is an envelope). To see that c(α) is independent of the choice of α˜, it is enough to see
that pi ′′∗ (c˜(β)) = 0 for each class β ∈ B∗(X˜
′) such that pi ′∗β = 0. Let gj : X˜
′ ×X ′ X˜ ′ → X˜ ′
and g ′j : Y˜
′ ×Y ′ Y˜ ′ → Y˜ ′ be the projections, for j = 1, 2. By property (D), given such class β
there exists a class γ ∈ B∗(X˜ ′×X ′ X˜ ′) such that β = g1∗(γ) − g2∗(γ). Since pi
′′ ◦ g ′1 = pi
′′ ◦ g ′2,
it follows that pi ′′∗ (c˜(β)) = pi
′′
∗ (c˜(g1∗( γ) − g2∗(γ))) = ((pi
′′ ◦ g ′1)∗ − (pi
′′ ◦ g ′2)∗)(c˜(γ)) = 0,
and then c is well defined. It is straightforward to verify that c satisfies the conditions
(C1)-(C4), so this construction yields a bivariant class c ∈ B∗(Y → X). To finish the proof
we show that pi∗c = c˜. For this, let f : X ′ → X˜ be any morphism and consider a class
α ∈ B∗(X
′) and any class α˜ ∈ B∗(X˜ ′) such that pi
′
∗(α˜) = α. Form the fiber diagram on the
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right in (5.3) with morphisms as indicated. Since p∗1(c˜) = p
∗
2(c˜), we have that
(pi∗c)f(α) = pi
′′
∗ (c˜p1◦f ′(α˜)) = pi
′′
∗ ((f
′∗p∗1c˜)(α˜))
= pi ′′∗ ((f
′∗p∗2c˜)(α˜)) = pi
′′
∗ (c˜f◦pi ′(α˜)) = c˜f(α).
Hence pi∗c = c˜, and the proof is complete. 
Corollary 5.4. Let B∗ be an ROBM pre-homology theory on C = Schk or C = G-Schk that
satisfies property (D). Then for any projective envelope pi : X˜ → X in C the following sequence is
exact
0 −→ B∗(X) pi∗−→ B∗(X˜) p∗1−p∗2−−−→ B∗(X˜×X X˜).
The following lemma is a simple consequence of the localization property (L) or of the
property (D).
Lemma 5.5. Let B∗ be an ROBM pre-homology theory on C = Schk or C = G-Schk that satisfies
either property (L) or property (D). If X =
⋃r
i=1 Zi where each fi : Zi → X is a closed subscheme
of X then
B∗(X) = Σ
r
i=1fi ∗(B∗(Zi))
Proof. The general case follows at once from the case r = 2, so we assume that X = Z1∪Z2.
If B∗ satisfies (L), we have that the following sequence is exact
B∗(Z1)
f1 ∗
−−→ B∗(X) f2 |∗−−→ B∗(Xr Z1) −→ 0.
By the compatibility of pull-backs and push-forwards and using localization it is clear
that f2|
∗ maps f2 ∗(B∗(Z2)) onto B∗(X r Z1). It is clear now that B∗(X) = f1 ∗(B∗(Z1)) +
f2 ∗(B∗(Z2)) as desired. If B∗ satisfies (D), the result follows since B∗ is additive and the
projective morphism from the disjoint union Z1
∐
Z2 → X induced by the inclusions is an
envelope. 
The following result can be proved as a corollary of Theorem 5.3. It gives an inductive
method for computing bivariant groups.
Theorem 5.6. Let B∗ be an ROBM pre-homology theory on C = Schk or C = G-Schk. Let
pi : X˜ → X be a projective and birational envelope in C. Let Y → X be a morphism in C and
Y˜ = X˜ ×X Y. Assume that B∗ satisfies the conclusion of Lemma 5.5 and that the sequence (5.2)
in Theorem 5.3 is exact (e.g. it is enough to assume that B∗ satisfies (D)). Let pi : pi
−1(U)
∼=→ U
for some open dense U ⊂ X. Let Si ⊂ X be closed subschemes, such that XrU = ∪Si. Let
Ei = pi
−1(Si) and let pii : Ei → Si be the induced morphism. Then for a class c˜ ∈ B∗(Y˜ → X˜) the
following are equivalent:
(1) c˜ = pi∗(c) for some c ∈ B∗(Y → X).
(2) For all i, c˜|Ei = pi
∗
i (ci) for some ci ∈ B
∗(Y ×X Si → Si).
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Proof. If c˜ = pi∗(c) for some c ∈ B∗(Y → X), then by the functoriality of pull-backs c˜|Ei =
pi∗i (c|Si) for all i, and then (2) holds if we take ci = c|Si ∈ B
∗(Y ×X Si → Si). Reciprocally,
assume that there are classes ci as in (2). Let p1, p2 : X˜ ×X X˜ → X˜ be the projections. By
Theorem 5.3 it is enough to show that p∗1c˜ = p
∗
2c˜, i.e., that for anymorphism f : Z→ X˜×X X˜
and for any class α ∈ B∗Zwe have that (p
∗
1c˜)(α) = (p
∗
2c˜)(α). Let f
′
i : Ei ×X Ei → X˜×X X˜ be
the corresponding closed embeddings and let ∆ : X˜→ X˜×X X˜ be the diagonal morphism
which is also a closed embedding. Notice that X˜×X X˜ is the union the closed subschemes
∆(X˜) and f ′i(Ei×XEi) for all i. LetZ0 = f
−1(∆(X˜)) andZi = f
−1(f ′i(Ei×XEi)), with inclusions
∆ ′ : Z0 → Z and f ′′i : Zi → Z, for each i. Then, by Lemma 5.5, in order to prove that
(p∗1c˜)(α) = (p
∗
2c˜)(α), we can assume that either α = f
′′
i ∗(αi) for some i and some αi ∈
B∗(Zi) or α = ∆
′
∗(α0) for some α0 ∈ B∗(Z0). In the first case, for j = 1 and j = 2 consider
the fiber diagram
Ei ×X Ei
pj |

f ′i // X˜×X X˜
pj

Ei
pii

f˜i // X˜
pi

Si
fi // X
with morphisms as labeled. Let ∆ ′′ : Z0 ×X Y → Z ×X Y and g ′′i : Zi ×X Y → Z×X Y be the
morphisms obtained from ∆ ′ and f ′′i by base change. We have
(p∗j c˜)(α) = (p
∗
j c˜)(f
′′
i∗(αi)) = g
′′
i ∗((p
∗
j c˜)(αi)) = g
′′
i ∗(c˜(αi))
= g ′′i ∗((f˜i
∗
c˜)(αi)) = g
′′
i ∗((pii
∗ci)(αi)) = g
′′
i ∗((pj|
∗
pii
∗ci)(αi))
= g ′′i ∗(((pii ◦ pj|)
∗ci)(αi)).
Since pii ◦ p1| = pii ◦ p2|, it follows that in the first case (p
∗
1c˜)(α) = (p
∗
2c˜)(α). In the second
case, for j = 1 and j = 2, we have
(p∗j c˜)(α) = (p
∗
j c˜)(∆
′
∗(α0)) = ∆
′′
∗ ((p
∗
j c˜)(α0)) = ∆
′′
∗ ((∆
∗p∗j c˜)(α0))
= ∆ ′′∗ (((pj ◦ ∆)
∗c˜)(α0)) = ∆
′′
∗ ((IdX˜
∗c˜)(α0)) = ∆
′′
∗ (c˜(α0)).
Therefore, in the second case (p∗1c˜)(α) = (p
∗
2c˜)(α), and the proof is complete. 
5.4. Kimura Type Descent Sequence for Bivariant Equivariant Theories and Inductive
Computation of Bivariant Equivariant Groups. Theorem 5.3 and Theorem 5.6 proved
above can be applied to the equivariant theory BG∗ , provided that it satisfies property (D).
We can not prove property (D) for BG∗ assuming that it holds for B∗. Wewill therefore give
a different proof of the statements of Theorem 5.3 and Theorem 5.6 for BG∗ that depends
only on B∗ satisfying property (D). We give proofs for the bivariant cohomology groups
B∗G(X) only.
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Theorem 5.7. Let B∗ be an ROBM pre-homology theory on Schk that satisfies properties (H),
(L) and (D). Let pi : X˜ → X be a projective envelope in G-Schk, and let the terminology be as in
Theorem 5.6.
(a) The following sequence is exact
0 −→ B∗G(X) pi∗−→ B∗G(X˜) p∗1−p∗2−−−→ B∗G(X˜×X X˜).
(b) If pi is also birational, then for a class c˜ ∈ B∗G(X˜) the following are equivalent:
(1) c˜ = pi∗(c) for some c ∈ B∗G(X).
(2) For all i, c˜|Ei = pi
∗
i (ci) for some ci ∈ B
∗
G(Si).
Proof. (a) Since for each i the map X˜×G Ui → X×G Ui is an envelope, by Corollary 5.4
the sequence
0 −→ B∗(X×G Ui)−→B∗(X˜×G Ui)−→B∗((X˜×X X˜)×G Ui)
is exact. Applying the left exact functor lim←− and using Proposition 5.2 gives the
desired result.
(b) In view of part (a), the conclusion follows from Theorem 5.6 if we show that the
ROBM pre-homology theory BG∗ satisfies the conclusion of Lemma 5.5.
For this, it is enough to consider the case r = 2, so we let X = Z1 ∪ Z2 and Let
Z = Z1
∐
Z2. The projective morphism Z → X induced by the inclusions is an
envelope, hence BG∗ (Z)→ BG∗ (X) is surjective by Lemma 5.1 
6. AN OVERVIEW OF ALGEBRAIC COBORDISM THEORY
In this section we recall the definition and main properties of algebraic cobordism Ω∗.
This theory was constructed by Levine and Morel in [15]. Later, Levine and Pandhari-
pande [16] found a geometric presentation of the cobordism groups. We will use the
construction of Levine-Pandharipande as the definition, but refer to Levine-Morel for its
properties. This construction and the proofs of some of facts stated below use resolution
of singularities, factorization of birational maps and some Bertini-type theorems, then we
will assume for the remainder of this article that the field k has characteristic zero.
The equivariant algebraic cobordism ΩG∗ was constructed first by Krishna [13] and by
Heller andMalago´n-Lo´pez [11]. Krishna and Uma [14] showed how to compute the equi-
variant and ordinary cobordism groups of smooth toric varieties; wewill recall their result
in § 7.
For X in Schk, let M(X) be the set of isomorphism classes of projective morphisms
f : Y → X for Y ∈ Smk. This set is a monoid under disjoint union of the domains; let
M+(X) be its group completion. The elements of M+(X) are called cycles. The class of
f : Y → X inM+(X) is denoted [f : Y → X]. The groupM+(X) is free abelian, generated
by the cycles [f : Y → X] where Y is irreducible.
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A double point degeneration is a morphism pi : Y → P1, with Y ∈ Smk of pure dimen-
sion, such that Y
∞
= pi−1(∞) is a smooth divisor on Y and Y0 = pi−1(0) is a union A ∪ B of
smooth divisors intersecting transversely alongD = A ∩ B. Define
PD = P(OD(A)⊕OD) = ProjOD(Sym
∗
OD
(OD(A)⊕OD)),
where OD(A) stands for OY(A)|D. (Notice that P(OD(A)⊕OD) ∼= P(OD(B)⊕OD) because
OD(A+ B) ∼= OD.)
Let X ∈ Schk and let Y ∈ Smk have pure dimension. Let p1, p2 be the two projections of
X× P1. A double point relation is defined by a projective morphism pi : Y → X× P1, such
that p2 ◦ pi : Y → P1 is a double point degeneration. Let
[Y
∞
→ X], [A→ X], [B→ X], [PD → X]
be the cycles obtained by composing with p1. The double point relation is
[Y
∞
→ X] − [A→ X] − [B→ X] + [PD → X] ∈M+(X).
Let R(X) be the subgroup of M+(X) generated by all the double point relations. The
cobordism group of X is defined to be
Ω∗(X) =M
+(X)/R(X).
The group M+(X) is graded so that [f : Y → X] lies in degree dimY when Y has pure
dimension. Since double point relations are homogeneous, this grading gives a grading
onΩ∗(X). We writeΩn(X) for the degree n part ofΩ∗(X).
There is a functorial push-forward homomorphism f∗ : Ω∗(X) → Ω∗(Z) for f : X → Z
projective, and a functorial pull-back homomorphism g∗ : Ω∗(Z)→ Ω∗+d(X) for g : X→ Z
a smooth morphism of relative dimension d. These homomorphisms are both defined on
the cycle level; the pull-back does not preserve grading. The exterior product onΩ∗(X) is
also defined on the cycle level:
[Y → X]× [Z→W] = [Y × Z→ X×W].
A much harder result proved in [15] is the existence of functorial pull-backs g∗ along l.c.i.
morphisms g, and more generally, the existence of refined l.c.i. pull-backs.
The groupsΩ∗(X)with these projective push-forward, l.c.i. pull-back and exterior prod-
ucts form an oriented Borel-Moore homology theory (see [15]). Moreover, with those
refined l.c.i. pull-backs it is also an ROBM pre-homology theory (see [15]).
As in the case of a general ROBM pre-homology theory, Ω∗(Spec k) is a ring, Ω∗(X)
is a module over Ω∗(Speck) for general X, and Ω∗(X) is an algebra over Ω∗(Spec k) for
smooth X. When X is smooth and has pure dimension, we also use the cohomological
notation
Ω∗(X) = ΩdimX−∗(X).
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Then Ω∗(X) is a graded algebra over the graded ring Ω∗(Spec k). The class 1X = [IdX :
X → X] is the identity of the algebra. Similar conventions are used for the equivariant
cobordism groups.
Remark 6.1. Algebraic cobordism satisfies the homotopy property (H) and the localiza-
tion property (L) [15], as well as the descent property (D) [10]. It follows that everything
proved in the previous sections for general ROBM pre-homology theories can be applied
to the algebraic cobordism theory. This includes the construction of the equivariant cobor-
dism theory ΩG∗ , the operational cobordism theory Ω
∗ and the operational equivariant
cobordism theory Ω∗G. This also includes the descent exact sequences for the operational
theoriesΩ∗ andΩ∗G and the inductive method for their computation using envelopes.
The following part of Theorem 5.7 applied toΩ∗G(X) will be used in the next section.
Theorem 6.2. Assume that pi : X˜ → X is a projective birational envelope in G-Schk, with pi :
pi−1(U)
∼=→ U for some open nonempty G-equivariant U ⊂ X. Let Si ⊂ X be closed G-equivariant
subschemes, such that XrU = ∪Si. Let Ei = pi
−1(Si) and let pii : Ei → Si be the induced
morphism. Then pi∗ : Ω∗G(X) → Ω∗G(X˜) is injective and for a class c˜ ∈ Ω∗G(X˜) the following are
equivalent:
(1) c˜ = pi∗(c) for some c ∈ Ω∗G(X).
(2) For all i, c˜|Ei = pi
∗
i (ci) for some ci ∈ Ω
∗
G(Si).
6.1. Formal group law. Algebraic cobordism is endowedwith first Chern class operators
associated to line bundles, whose definition agrees with the one in Definition 2.9. We
recall the formal group law satisfied by these operators.
A formal group law on a commutative ring R is a power series FR(u, v) ∈ RJu, vK satisfying
(a) FR(u, 0) = FR(0, u) = u,
(b) FR(u, v) = FR(v, u),
(c) FR(FR(u, v), w) = FR(u, FR(v,w)).
Thus
FR(u, v) = u+ v+
∑
i,j>0
ai,ju
ivj,
where ai,j ∈ R satisfy ai,j = aj,i and some additional relations coming from property (c).
We think of FR as giving a formal addition
u+FR v = FR(u, v).
There exists a unique power series χ(u) ∈ RJuK such that FR(u, χ(u)) = 0. Denote
[−1]FRu = χ(u). Composing FR and χ, we can form linear combinations
[n1]FRu1 +FR [n2]FRu2 +FR · · ·+FR [nr]FRur ∈ RJu1, . . . , urK
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for ni ∈ Z and ui variables.
There exists a universal formal group law FL, and its coefficient ring L is called the
Lazard ring. This ring can be constructed as the quotient of the polynomial ring Z[Ai,j]i,j>0
by the relations imposed by the three axioms above. The images of the variables Ai,j in
the quotient ring are the coefficients ai,j of the formal group law FL. It is shown in [15]
that Ω∗(Spec k) is isomorphic as a graded ring to L with grading induced by letting Ai,j
have degree −i − j + 1. The power series FL(u, v) is then homogeneous of degree 1 if u
and v both have degree 1.
The formal group law on L describes the first Chern class operators of tensor products
of line bundles:
c˜1(L⊗M) = FL(c˜1(L), c˜1(M))
for any line bundles L andM on any scheme X in Schk.
7. OPERATIONAL EQUIVARIANT COBORDISM OF TORIC VARIETIES
Let X∆ be a smooth quasiprojective toric variety corresponding to a fan ∆. Krishna
and Uma in [14] showed that the T -equivariant cobordism ring of X∆ is isomorphic to the
ring of piecewise power series on the fan ∆. Our goal here is to show that for any fan
∆, the ring of piecewise power series on ∆ is isomorphic to the operational T -equivariant
cobordism ring of X∆. When X∆ is smooth, this follows from the result of Krishna and
Uma by Poincare´ duality. For singular X∆ we follow the argument of Payne [18] in the
case of Chow theory to reduce to the smooth case.
We use the standard notation for toric varieties [6]. Let N ∼= Zn be a lattice. It deter-
mines a split torus T with character latticeM = Hom(N,Z). A toric variety X∆ is defined
by a fan ∆ in N.
Every quasiprojective toric variety X∆ with torus T is in the category T -Schk, since each
line bundle on such variety admits a T -linearization. We will write ΩT∗(X∆) for the T -
equivariant cobordism group of X∆. For a smooth X∆ we also use the cohomological no-
tation Ω∗T(X∆) = Ω
T
dimX∆−∗
(X∆). The operational T -equivariant cobordism ring is denoted
Ω∗T(X∆). For smooth X∆, the two definitions ofΩ
∗
T(X∆) are identified via Poincare´ duality.
7.1. Graded Power Series Rings. Let A = ⊕i∈ZAi be a commutative graded ring. The
graded power series ring is
AJt1, t2, . . . , tnKgr = ⊕d∈ZSd.
Here Sd is the group of degree d homogeneous power series
∑
I aIt
I, where the sum runs
over multi-indices I = (i1, . . . , in) ∈ Z
n
≥0, t
I = ti11 · · · t
in
n , and aI ∈ Ad−i1−···−in .
Let T be a torus determined by a lattice N, and let χ1, . . . , χn a basis for the dual lattice
M. It is shown in [13] that the equivariant cobordism ring of a point with trivial T -action
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is isomorphic to
Ω∗T(Spec k)
∼= LJt1, . . . , tnKgr,
with ti corresponding to the first Chern class transformation c˜1
T(Lχi) of the equivariant
line bundle Lχi . More generally, for any smooth G-variety X, let T act trivially on X. Then
(7.1) Ω∗G×T(X)
∼= Ω∗G(X)Jt1, . . . , tnKgr,
where, as before, ti correspond to the first Chern class transformations of Lχi pulled back
to X. Both of these formulas are proved using the projective bundle formula from [15] in
the cobordism ring.
As a matter of terminology, we identify ti with χi and view these variables as linear
functions onN (or onNR = N⊗R). The ring S = LJt1, . . . , tnKgr is called the ring of graded
power series onN (or onNR). The variables ti have the following functorial property. Let
N ′ → N be a morphism of lattices, giving rise to an algebraic group homomorphism
T ′ → T of the corresponding tori. Assume that the image of N ′ in N is saturated. We can
then choose a basis χ1, . . . , χn forM and ν1, . . . , νm forM
′ = Hom(N ′,Z) so that the dual
mapM→M ′ takes:
χi 7→
{
νi for i = 1, . . . , l,
0 for i = l+ 1, . . . , n.
Then the pull-back map
Ω∗T(Spec k)
∼= LJti, . . . , tnKgr → Ω∗T ′(Spec k) ∼= LJu1, . . . , umKgr
is an L-algebra homomorphism taking
ti 7→
{
ui for i = 1, . . . , l,
0 for i = l+ 1, . . . , n.
(The map of variables is extended to the morphism of power series rings in an obvious
way.) We view the morphism of power series rings as pulling back power series from N
to N ′.
As a special case, consider a saturated sublatticeN ′ ⊂ N giving rise to a subtorus T ′ ⊂ T .
When the bases forM andM ′ are chosen appropriately, the pull-back map
Ω∗T(Spec k)→ Ω∗T ′(Speck)
can then be identified with restriction of power series from N to N ′.
A little caution must be used when identifyingΩ∗T (Speck)with the ring of power series
LJt1, . . . , tnKgr. This identification depends on the chosen basis χ1, . . . , χn forM. Whenwe
change the basis to ν1, . . . , νn, with the corresponding power series ring LJu1, . . . , unKgr,
then the relation between ti and uj is not linear like the relation between χi and νj. If
νj =
∑
i ajiχi, then one has to use the formal group law FL to express
uj = [aj1]FLt1 +FL [aj2]FLt2 +FL · · ·+FL [ajn]FLtn.
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The result is a power series with only linear terms in ti equal to
∑
i ajiti.
There is a one-to-one correspondence between cones σ ∈ ∆ and T -orbits in X∆. Let Oσ
be the orbit corresponding to a cone σ. Then the stabilizer (of a point) ofOσ is the subtorus
T ′ of T corresponding to the sublattice N ′ = Spanσ ∩ N ⊂ N. Morita isomorphism [14]
then gives
Ω∗T (Oσ) = Ω
∗
T (T ×
T ′ Spec k) ∼= Ω∗T ′(Speck).
We denote Sσ = Ω
∗
T (Oσ)
∼= LJt1, . . . , tmKgr,m = dimσ, and call it the ring of graded power
series on σ. When τ is a face of σ, we have the inclusion of lattices Span τ∩N ⊂ Spanσ∩N,
giving rise to the restriction map Sσ → Sτ. With the basis of M chosen compatibly, this
restriction map is the restriction of power series.
7.2. The Sheaf of Piecewise Graded Power Series. A sheaf F of abelian groups on a fan ∆
consists of the data:
(1) An abelian group Fσ for every σ ∈ ∆, called the stalk of F at σ.
(2) A morphism resστ : Fσ → Fτ for τ ≤ σ, called the restriction map.
The restriction maps must satisfy:
(1) resσσ = IdFσ .
(2) resτρ ◦ res
σ
τ = res
σ
ρ for ρ ≤ τ ≤ σ.
One can give a topology on the set of cones ∆ by defining the open sets to be subfans
of ∆. Then F described above gives a sheaf on this topological space.
The group of global sections F(∆) of a sheaf F is the set of (fσ) ∈
∏
σ∈∆ Fσ, such that
resστ(fσ) = fτ for every τ ≤ σ. To give a global section of F, it suffices to give fσ for
maximal cones σ only.
For a cone ρ ∈ ∆, the star St ρ = {σ ∈ ∆|ρ ≤ σ} is a closed set in the fan topology. Let
F(St ρ) be the group of global sections of the sheaf F|St ρ. It consists of elements (fσ) ∈∏
σ∈St ρ Fσ, such that res
σ
τ(fσ) = fτ for every τ ≤ σ ∈ St ρ.
Define the sheaf PPS of piecewise power graded series on ∆ with coefficients in the Lazard ring
as the sheaf with stalks PPSσ = Sσ and restriction maps res
σ
τ the restriction maps Sσ → Sτ
as described above. The global sections PPS(∆) are called piecewise graded power series with
coefficients in the Lazard ring on ∆. For short, we refer to PPS as the sheaf of piecewise
power series on ∆ and to its global sections PPS(∆) as piecewise power series on ∆. Note
that the sheaf PPS is a sheaf of graded S-algebras: all stalks Sσ are graded S-algebras and
the restriction maps are homomorphisms of graded S-algebras. It follows that PPS(∆) is
also a graded S-algebra. Similarly, PPS(St ρ) is the graded S-algebra of piecewise power
series on St ρ.
We must again use caution when working with the restriction maps Sσ → Sτ. These
are restrictions of power series, once we have chosen a suitable basis forM. When τ ′ is
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another face of σ, representing the restriction map Sσ → Sτ ′ as restriction of power series
may require a different basis forM that is compatible with σ and τ ′. The change of basis
gives rise to an isomorphism of the graded power series rings that involves the formal
group law.
7.3. Operational Equivariant Cobordism of Toric Varieties. The inclusionmap iσ : Oσ →֒
X∆ is an l.c.i. morphism when X∆ is smooth, hence there exists the pull-back map:
i∗σ : Ω
∗
T(X∆)→ Ω∗T(Oσ) = Sσ.
The following theorem was proved in [14].
Theorem 7.1. (Krishna-Uma) Let X∆ be a smooth quasiprojective toric variety. Then the mor-
phism of S-algebras
Ω∗T(X∆)
(i∗σ)
−−→∏
σ∈∆
Sσ
is injective and the image is equal to the S-algebra PPS(∆) of piecewise graded power series on ∆
with coefficients in the Lazard ring.
In the proof of Krishna and Uma, the group Ω∗T (X∆) stands for the cohomological no-
tation of ΩTdimX∆−∗(X∆) and the maps i
∗
σ are l.c.i. pull-backs. We claim that the same
statement is true for general X∆ whenΩ
∗
T (X∆) stands for the operational cobordism group
and i∗σ is the pull-back morphism in the operational theory.
Theorem 7.2. Let X∆ be a quasiprojective toric variety. Then the morphism of S-algebras
Ω∗T(X∆)
(i∗σ)
−−→∏
σ∈∆
Sσ
is injective and the image is equal to the S-algebra PPS(∆) of piecewise graded power series on ∆
with coefficients in the Lazard ring.
Proof. We prove the theorem by induction on dimX∆. In the inductive proof we will need
a slightly stronger statement. Let T ′ be another split torus with character latticeM ′. Fix a
basis ν1, . . . , νm ofM
′ and the corresponding isomorphismΩ∗T ′(Spec k)
∼= LJu1, . . . , umKgr.
We let T ′ act trivially on X∆.
Instead of the theorem, we prove the following stronger statement:
Claim. The morphism
Ω∗T×T ′(X∆)
(i∗σ)
−−→∏
σ∈∆
SσJu1, . . . , umKgr
is injective and the image is equal to the graded SJu1, . . . , umKgr-algebra PPS(∆)Ju1, . . . , umKgr.
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To simplify notation, let T˜ = T × T ′, S˜ = SJu1, . . . , umKgr, S˜σ = SσJu1, . . . , umKgr. The
restriction maps S˜σ → S˜τ are obtained by applying the restriction maps Sσ → Sτ to the
coefficients of a power series. This collection of rings and restriction maps defines a sheaf
P˜PS on ∆, with global sections P˜PS(∆) = PPS(∆)Ju1, . . . , umKgr. We also call the S˜-algebra
P˜PS(∆) the ring of piecewise power series on ∆.
For smooth X∆ the claim follows from Theorem 7.1 and Equation (7.1).
When X∆ is singular, we can resolve its singularities by a sequence of star subdivisions
of ∆:
X∆ ←− X∆ ′ ←− · · ·←− X∆ ′′ .
We may assume by induction on the number of star subdivisions that the claim holds for
X∆ ′ . The morphism f : X∆ ′ → X∆ is the blowup of X∆ along a closed subscheme C ⊂ X∆
with support |C| equal to the orbit closure Vpi = Opi, where pi ∈ ∆ is the cone containing
the subdivision ray in its relative interior. Let ρ ∈ ∆ ′ be the new ray. Then the exceptional
divisor E = f−1(C) has support |E| = Vρ. The morphism f is a birational envelope. In order
to use Theorem 6.2, we need to identify Ω∗
T˜
(C), Ω∗
T˜
(E) and the pull-back map between
them.
Lemma 7.3. For any 0 6= pi ∈ ∆, the map
Ω∗
T˜
(Vpi)
(i∗σ)
−−→ ∏
σ∈St(pi)
S˜σ
is injective and the image is equal to the graded S˜-algebra P˜PS(Stpi) of piecewise power series on
Stpi.
Proof. The orbit closure Vpi is again a toric variety corresponding to the fan ∆pi that is the
image of Stpi in N/(Spanpi ∩ N). We split N = N1 ⊕ N2, where N2 = Spanpi ∩ N, and
consider ∆pi as a fan inN1. Splitting the lattice corresponds to decomposing the torus T =
T1 × T2, where T1 is the big torus in Vpi and T2 acts trivially on Vpi. Since dimVpi < dimX∆,
we have by induction
(7.2) Ω∗T1×T2×T ′(Vpi)
∼= PPS(∆pi)Jt1, . . . , tlKgrJu1, . . . , umKgr,
where t1, . . . , tl correspond to a basis of the dual lattice of N2, hence Spi ∼= LJt1, . . . , tlKgr.
The isomorphism in (7.2) is defined by pull-back maps
i∗σ : Ω
∗
T1×T2×T ′
(Vpi)→ Ω∗T1×T2×T ′(Oσ)
for σ ∈ Stpi. Here we used the fact that if σ¯ is the image of σ in ∆pi, then Oσ = Oσ¯ as
subsets of X∆. Since Sσ = Sσ¯Jt1, . . . , tlKgr for every σ ∈ Stpi, it follows that
PPS(∆pi)Jt1, . . . , tlKgr ∼= PPS(Stpi).
This implies the statement of the lemma. 
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We can apply the previous lemma to ρ ∈ ∆ ′, to get that Ω∗
T˜
(Vρ) is isomorphic to
P˜PS(St ρ). Moreover, the pull-back map Ω∗
T˜
(X∆ ′) → Ω∗T˜(Vρ) is simply the restriction of
piecewise power series P˜PS(∆ ′)→ P˜PS(St ρ).
Next we describe the pull-back morphism Ω∗
T˜
(Vpi) → Ω∗T˜(Vρ). Note that every cone in
σ ∈ St ρ lies in some cone of τ ∈ Stpi. Choosing a basis forM compatibly with σ and τ
gives a restriction map of power series S˜τ → S˜σ. It is easy to see that these maps combine
to give a well defined pull-back map of piecewise power series P˜PS(Stpi)→ P˜PS(St ρ).
Lemma 7.4. The pull-back morphism
Ω∗
T˜
(Vpi) ∼= P˜PS(Stpi)→ Ω∗T˜(Vρ) ∼= P˜PS(St ρ)
is the pull-back of piecewise power series.
Proof. Define a map φ : ∆ ′ → ∆ so that φ(σ) is the smallest cone in ∆ containing σ. Then
the map f : X∆ ′ → X∆ takes Oσ onto Oφ(σ). Choosing an appropriate basis for M, the
pull-back morphism
Ω∗
T˜
(Oφ(σ)) = S˜φ(σ) → Ω∗T˜ (Oσ) = S˜σ
is the restriction of power series.
Consider the diagram
Ω∗
T˜
(Vρ) −−−→ ∏σ∈St ρΩ∗T˜(Oσ)x x
Ω∗
T˜
(Vpi) −−−→ ∏τ∈St piΩ∗T˜(Oτ),
where all maps are pull-back morphisms. The right vertical map sends (sτ) to (tσ), such
that tσ is the image of sφ(σ); this map restricts to the pull-back of piecewise power se-
ries P˜PS(Stpi) → P˜PS(St ρ). Now it suffices to show that the diagram commutes, which
follows from the commutativity of the diagram:
Vρ ←−−− Oσy y
Vpi ←−−− Oφ(σ)
for every σ ∈ St ρ. 
To finish the proof of the claim, we apply Theorem 6.2 with S1 = C
red = Vpi and E1 =
Ered = Vρ. Since the pull-back map Ω
∗
T˜
(Vpi) → Ω∗T˜ (Vρ) is injective, Theorem 6.2 implies
that we have a Cartesian diagram, with all maps pull-backs:
Ω∗
T˜
(X∆) −−−→ Ω∗T˜(Vpi)y y
Ω∗
T˜
(X∆ ′) −−−→ Ω∗T˜(Vρ).
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The following diagram of piecewise power series and pull-back maps is clearly Cartesian:
P˜PS(∆) −−−→ P˜PS(Stpi)y y
P˜PS(∆ ′) −−−→ P˜PS(St ρ).
This implies that Ω∗
T˜
(X∆) is isomorphic to P˜PS(∆). To see that the isomorphism comes
from the maps (i∗σ) as stated in the claim, we only need to consider the commutative
diagram:
Ω∗
T˜
(X∆) −−−→ ∏σ∈∆ Sσy y
Ω∗
T˜
(X∆ ′) −−−→ ∏τ∈∆ ′ Sτ,
where the right vertical morphism is defined by the map φ : ∆ ′ → ∆ as above. Commuta-
tivity of the diagram shows that the inclusion map
Ω∗
T˜
(X∆) →֒ Ω∗T˜(X∆ ′) ∼=→ P˜PS(∆ ′)
factors through
∏
σ∈∆ Sσ. The image ofΩ
∗
T˜
(X∆) in
∏
σ∈∆ Sσ is then equal to P˜PS(∆). 
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