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Abstrakt
Práce popisuje návrh a tvorbu systému umožňující hromadné generování vizuálních pre-
zentací. Součástí systému jsou rovněž moduly pro vyhodnocení kvality obrázků z pohledu
ostrosti či nalezení významného objektu. Vybrané a použité metody pro toto ohodnocení
jsou v práci detailněji popsány, a to včetně navržených modifikací a vylepšení. Ohodno-
cení neostrosti je realizováno pomocí vlnkové transformace a detekce význačných objektů
je provedena na základě zkoumání kontrastu v obraze. Chování těchto modulů je následně
vyhodnoceno na vhodných datových sadách.
Abstract
This thesis describes design and implementation of system that allows batch generation
of graphical presentations. The system also includes modules for image quality evaluation
using no-reference blur metric and salient object detection. Selected methods for evaluation
of image quality are described in detail and implemented in corresponding chapters, inclu-
ding proposed modifications and changes. Blur detection is based on wavelet transform, and
salient object detection is achieved by investigating image contrast. Capabilities of these
modules are evaluated on suitable image datasets.
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Kapitola 1
Úvod
Automatické zpracování dat dokáže ušetřit obrovské množství práce, která by jinak musela
být složitě vykonávána ručně. V případě hromadného zpracování obrazových dat je poměrně
obtížné najít spolehlivou a účinnou metodu, která by zároveň byla použitelná na co nejvíce
typů obrazových dat. U velké sady dat je nepravděpodobné, že budou pořízeny jednotným
stylem, ať už uměleckým nebo technickým.
Cílem této práce je co možná nejlépe usnadnit tvorbu velkého množství obrazových
prezentací pomocí nástroje, který je bude schopen jednoduše vytvářet a především dále
zpracovávat informace v nich obsažené. Takové prezentace totiž často mívají společné prvky,
které jsou uloženy v tzv. šablonách. Pomocí nich jsou pak vytvářeny esteticky jednotné
prezentace, avšak s některými odlišnostmi.
Například dnešní obchody uchovávají své produkty v tzv. datových zdrojích, které ob-
sahují informace o produktech, jejich fotografii, cenu a další údaje. Z takového datového
zdroje se poté hromadně vytváří například reklamní podklady jeho zobrazením v šabloně.
Ne vždy jsou ale všechny položky vhodné pro umístění v konkrétní šabloně. Některé ob-
rázky položek mohou být neostré nebo se jenom nehodí pro konkrétní šablonu z hlediska
svých rozměrů.
Tato práce se úvodu zaměřuje na návrh systému, který bude zajišťovat zobrazování
obrazových prezentací a rovněž obrázky v nich umístěné hodnotit z pohledu jejich kvality.
Systém bude rozdělen na dvě základní části, a to nejprve na vykreslovací nástroj, který
umožňuje zobrazení datového zdroje do dané šablony. Druhou částí je modul skládající
se ze tří samostatných prvků, které slouží k hodnocení obrazu. Prvním z nich je prvek
systému umožňující ohodnocení obrázku z pohledu neostrosti, jenž je poté doplněn prvkem,
který v obrázcích vyhledává největší význačné oblasti. Poslední jednoduchý prvek umožňuje
stanovit množství textu obsaženého v obraze. V závěru práce je uveden celý systém jako
celek ohodnocující obrázky na základě výstupů předchozích prvků.
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Kapitola 2
Systém pro hromadné vytváření
prezentací
Hromadné generování může být využito například při vytváření produktových prezentací
z internetového obchodu. Tyto obchody z pravidla mívají rozsáhlé databáze produktů, kdy
ke každému z nich jsou uchovávány textové popisy a hlavně jeho fotografie. Ruční vytváření
reklam individuálně pro každý produkt by vedlo k obrovským nárokům na lidskou činnost,
s čímž nutně přicházejí i další finanční výdaje. Proto je vhodné využít v tomto případě
nástroj, který umožní hromadně vytvářet vizuální prezentace z velkého množství datových
zdrojů.
V ideálním případě by výše zmíněný proces měl být zcela automatický, nicméně nastává
problém s kolísající kvalitou obrazových dat u některých položek. V rozsáhlé produktové
databázi se může kvalita jednotlivých fotografií produktů velmi lišit a některých přípa-
dech je pro použití v prezentaci až nevhodná. Z tohoto důvodu je lepší zvolit řešení, které
automaticky hodnotí kvalitu obrazových dat u jednotlivých položek. Na základě tohoto
hodnocení by pak bylo možné nevhodné položky zcela vyloučit ze zpracování, či provést
jejich jednoduchou úpravu, jako je například automatický ořez na požadované rozměry.
Dále při hromadném generování bývá určitá vizuální část ve výsledné prezentaci pro
všechny položky společná. K uchování takové informace slouží tzv. šablony, které určují
rozložení obrázků položek ve výsledné vizuální prezentaci. Navíc mohou specifikovat i spo-
lečné grafické prvky (například logo obchodu, slogan apod.), které pro všechny položky
zůstanou neměnné. Dále budou podporovány základní animace umístěné v šabloně, pomocí
kterých bude možné vytvořit jednoduchou video-animaci. Struktura a podporované funkce
šablony jsou blíže popsané v samostatné kapitole 3.3 o vykreslovacím nástroji.
V následující podkapitole 2.1 je uveden základní koncept systému, který nabízí vlastní
způsob řešení výše popsaných problémů. Popsána je jeho základní struktura a rozdělení
na funkční bloky. Datová struktura, která je použita pro uchování položek k vykreslení je
rovněž v této podkapitole. Posledním prvkem systému jsou pak moduly pro analýzu obrazu
obsažené v podkapitole 2.2. Na základě výstupu těchto modulů bude vyhodnocena vhodnost
obrázku pro šablonu popsaná v podkapitole 2.3. V závěru je v podkapitole 2.4 uvedena
realizace hlavního modulu, jenž řídí ostatní moduly pro analýzu obrazu. Tato kapitola
obsahuje popis realizace doplňkového modulu pro rozpoznání množství textu v obraze.
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2.1 Koncept systému pro hromadné vytváření prezentací
Hlavním účelem systému je nabídnout řešení pro hromadné generování grafických prezen-
tací snižující nároky na obsluhu celého systému. Systém čerpá z tzv. datových zdrojů (angl.
data feeds) obsahující například položky internetového obchodu. Tyto datové zdroje obsa-
hují textová i obrazová data a mohou se skládat z tisíců položek, kdy pro každou z nich je
v ideální případě nutné vytvořit kvalitní vizuální prezentaci. Základem celkového systému je
tedy vykreslovací modul, který je schopen hromadně vytvářet z datových zdrojů podle zvo-
lené šablony výstupní prezentace. Během zpracování mohou být jednotlivé obrázky získané
z těchto zdrojů individuálně hodnoceny z pohledu jejich obrazové kvality, což obstarává
samostatný modul pro analýzu obrazu.
Již zmíněná šablona udávající rozložení jednotlivých položek bývá společná pro velké
množství datových zdrojů. Rovněž může obsahovat vlastní grafické či textové prvky, které
jsou pro datové zdroje společné. Může se jednat například o logo značky, obrázek pozadí,
statický text, vektorovou grafiku apod.
Názorná ukázka těchto částí je zobrazena na obrázku 2.1, kde je promítnut konkrétní
zdroj dat do společné šablony. U ukázkového zdroje je v tomto případě uvedeno logo výrobce
přímo u produktu a dále obsahuje fotografii produktu a popisný text. V šabloně (vlevo)
je poté určeno rozložení prvků ve výsledné vizuální prezentaci. Při vykreslení je šablona
dat předána vykreslovacímu modulu společně se sadou datových zdrojů. Pro každý datový
zdroj je na výstupu dle šablony vytvořena vizuální prezentace s rozložením daným šablo-
nou. Proces vykreslování zajišťuje samostatný modul, jehož návrh a realizace je popsaný
v samostatné kapitole 3.
 Šablona Zdroje dat 
Vizuální prezentace 
Obrázek 2.1: Základní koncept vykreslovacího modulu. Vpravo nahoře zdroje obrazových
a textových dat. Vlevo poté společná šablona, která se na tyto zdroje aplikuje. Dole jsou
znázorněny výstupy po aplikaci šablony na konkrétní zdroj, kdy za příslušné položky v ša-
bloně byly doplněny údaje z datového zdroje1.
1Zdroj ilustračního obrázku <http://www.drumondpark.com/logo>
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2.1.1 Zdroje obrazových a textových dat
Zdroje dat (anglicky data feeds) často bývají ukládány v textových souborech s datovou
strukturou danou jazykem XML. Tyto soubory se především skládají ze seznamu položek,
které reprezentují například již zmíněné produkty v internetovém obchodě, seznam položek
na skladě a podobně. Je v nich možné uchovávat veškeré textové popisky, kdy obrazová
data jsou většinou uchovávána odděleně a ve zdroji dat propojena pouze formou odkazu.
Jelikož je jazyk XML pouze obecným jazykem pro uchování dat, je z důvodu univerzál-
nosti řešení vhodné využít existující specifikaci, jež blíže určuje vnitřní strukturu pro uložení
zdrojů dat. Jako vhodný kandidát může být použita specifikace produktového zdroje dat
blíže popsaná v dokumentaci pro vývojáře firmy Facebook2. S touto datovou strukturou
uchovanou pomocí jazyka XML bude možné bez dalších úprav využít spoustu existujících
datových zdrojů, které běžně podporují větší internetové obchody.
Kód 2.1 znázorňuje základní strukturu datového zdroje podle výše zmíněné specifikace
a obsahuje všechny povinné položky, jež každý zdroj dat musí obsahovat. Obecně se datové
zdroje skládají z obrázků (často například produktů či položek na skladě), popisného textu
a z dalších dále popsaných informací.
Základní informace o zdroji dat jsou obsaženy ve značce channel, který i dále obsa-
huje seznam veškerých položek označených značkou item. Taková položka je rozlišitelná od
ostatních pomocí jednoznačného identifikátoru v rámci zdroje id. Mimo jiných informací
jsou u každé položky obsaženy pro tuto práci důležité textové popisky (titulek title, popis
description a případná cena položky price) a odkaz na obrázek položky image_link.
<?xml version="1.0" encoding="utf-8"?>
<rss xmlns:g="http://base.google.com/ns/1.0">
<channel>
<title>Název stránky</title>
<link>http://www.example.com</link> <!--Odkaz na stránku-->
<description>Seznam položek stránky</description> <!--Popisek stránky-->
<item> <!--Položka datové sady-->
<g:id>123456789</g:id> <!--Jednoznačný identifikátor-->
<g:availability>in stock</g:availability> <!--dostupnost-->
<g:description>Popis položky... </description>
<g:title>Titulek položky</title>
<g:link>http://www.example.com/product/1</link> <!--odkaz na položku-->
<g:brand>Značka</g:brand>
<!--Obrázek položky-->
<g:image_link>http://www.example.com/img.jpg</g:image_link>
<g:condition>new</g:condition> <!--Stav položky-->
<g:price>300 CZK</g:price> <!--Cena položky měnou dle ISO~4217-->
<g:gtin/> <!--Globální ID položky-->
<g:mpn/> <!--Číslo výrobce položky-->
<!--Povinný parametr pokud neexistují gtin/mpn identifikátory-->
<g:identifier_exists>FALSE</g:identifier_exists>
</item>
<item>
...
2Detailní popisu struktury dostupný z <https://developers.facebook.com/docs/marketing-api/
dynamic-product-ads/product-catalog\#productfeed>
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</item>
...
</channel>
</rss>
Kód 2.1: Příklad struktury produktového datového zdroje dle specifikace firmy Facebook.
Znázorněny jsou povinné údaje, jež musí každá položka zdroje obsahovat.
2.1.2 Základní struktura systému
Na základě předchozí podkapitoly navrhuji systém rozdělit na jednotlivé moduly jak zobra-
zuje obrázek 2.2. Vlevo je umístěn modul pro vykreslování vizuálních prezentací, který bude
dále v této práci uváděn pod pojmem renderer. Ten bude načítat velké množství zdrojů dat
a vykreslovat je pomocí vstupní šablony do vizuálních prezentací. Jeho chod bude řízen edi-
torem, jenž je na obrázku uprostřed a jeho funkci plní externí aplikace. Ta si plně řídí chod
rendereru, kterému na vstupu poskytne zdroj dat, šablonu a potřebné parametry a renderer
je vykreslí jako vizuální prezentace. Na obrázku vpravo se nachází modul pro analýzu dat,
na jehož moduly bude v této práci kladen důraz. Tento modul bude rovněž řízen editorem,
který mu na vstupu poskytne obrazová data k vyhodnocení a zvolí způsob ohodnocení,
který provede modul pro analýzu dat. Ten se bude skládat z dalších podmodulů, kdy každý
bude zajišťovat různý druh zpracování a ohodnocení vstupního obrazu. Vnitřní struktura
modulu pro analýzu obrazu je blíže popsána v následující podkapitole 2.2.
Zdroj dat
Analýza datRenderer
Zdroj datZdroj dat
Vstupní šablona
Editor
Obrázek k analýze
Vykreslovací modul Analyzační modulExterní aplikace
Velké množství zdrojů
Společná šablona
Vstupní parametry
Výstupní grafická
prezentace Výsledek analýzy
Obrázek 2.2: Moduly navrhovaného systému (tečkovaně externí editor šablon).
Výstupem rendereru budou obrázky vykreslené podle šablony a příslušných datových
zdrojů. V případě využití animačních prvků v šabloně bude naopak výstupem rendereru
video zobrazující animaci. Výstupy modulů na analýzu obrázků se pak budou odlišovat na
základě konkrétního typu ohodnocení. Obecně půjde v případě detekce neostrosti o skóre,
určující míru neostrosti a v případě rozpoznání význačné oblasti bude výstupem binární
maska reprezentující její umístění.
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2.2 Moduly pro analýzu obrazu
U datových zdrojů je zapotřebí kontrolovat jejich obrazovou kvalitu a blíže zkoumat obsah
jejich obrazu. Modul pro analýzu obrazu umožní ohodnocení zdrojů z pohledu neostrosti,
kdy bude hodnocena ostrost jednotlivých obrazových vstupů a vytvořeno skóre reprezen-
tující míru jejich neostrosti. Na základě tohoto skóre bude možné vyloučit ze zpracování
neostré obrázky, které by tak mohly snižovat kvalitu výsledné prezentace.
Dále bude zkoumán obsah obrazové prezentace s cílem najít význačné objekty, což
jsou objekty, které v konkrétním obraze dominují. To je důležité, jelikož mají být zkoumány
obrázky z pohledu jejich rozměrů z důvodu jejich umístění v šabloně. Produktové fotografie
však často bývají obklopeny uniformním či přechodovým pozadím, kterého v obrázku může
být naprostá většina. Obrázek přesahující rozměry šablony by však v šabloně mohl být
umístěn, pokud by byl lokalizován zájmový objekt a proveden jeho ořez na požadované
rozměry. Ne vždy je však pozadí uniformní, či triviální k provedení ořezu. Proto bude v této
práci uvažovaná robustní metoda, která je aplikovatelná i na běžné fotografie zachycující
přirozené scény. Na obrázku 2.3 jsou zobrazeny různé druhy pozadí u produktů, se kterými
by měla být schopna metoda pracovat. Na obrázku 2.3a je znázorněno souvislé pozadí, na
obrázku 2.3b pak přechodové pozadí a na obrázku 2.3c je produkt umístěn v přirozeném
pozadí.
(a) (b) (c)
Obrázek 2.3: Ukázka fotografií3 produktů. a) Obrázek produktu se souvislým pozadí; b) Ob-
rázek produktu s přechodovým pozadím; c) Obrázek produktu v přirozeném prostředí.
Dále navrhuji systém rozdělit na vzájemně nezávislé části, které budou dohromady
umožňovat usnadnění hromadné vytváření grafických prezentací. Ty budou vytvářeny na
základě šablony a velkého množství zdrojů dat, jež se pomocí této šablony budou vykreslo-
vat. Šablony obsahují informace o rozmístění grafických komponentů ve výsledném výstupu,
kdy jednotlivé komponenty mohou být statické, tedy neměnné v rámci datového zdroje, či
dynamické, načítané pro každou položku z datového zdroje.
Obrázek 2.4 znázorňuje vnitřní strukturu modulu pro analýzu obrazových dat znázor-
něném na obrázku 2.2 v předcházející podkapitole. Hlavní modul imgeval bude v základu
ohodnocovat obrazový vstup s využitím realizovaných funkcí z jeho podmodulů. Jako vstup
bude uvažovat obrázek s případnými rozměry cílového prostoru v šabloně, ve kterém má být
umístěn. Hlavní modul bude ostatní moduly využívat pro ohodnocení vhodnosti vstupních
obrázků.
Realizovány budou tři moduly, kdy v prvním bude obrázek ohodnocen z pohledu jeho
ostrosti, což bude zajištěno modulem quality připraveným pro zaobalení dalších funkcí na
3Obrázky převzaty z <www.wikipedia.org>.
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ohodnocení kvality obrazu. Modul saliency bude zajišťovat detekci nejvíce význačné oblasti
ve scéně, což bude posuzováno na základě jeho kontrastu vůči jejímu okolí. Tento modul
bude realizovat dva přístupy, a to první jednodušší a rychlejší přístup použitý v případech
vyžadujících rychlejší zpracování. Druhým bude přístup umožňující přesnější segmentaci
význačné oblasti od jejího okolí a bude provádět pokročilejší analýzu obrazu. Posledním
doplňkovým modulem bude modul text, který bude realizován s cílem určit procentuální
zastoupení textu v obraze. Například v reklamách totiž často bývá omezen maximální počet
textu v obrazu a jeho cílem bude tak včas vytřídit obrázky obsahující nadměrné množství
textu.
imgeval
saliency textquality
Modul pro analýzu dat
Obrázek 2.4: Struktura modulu pro ohodnocení vhodnosti a kvality obrázku. Modul
quality zajišťuje ohodnocení obrázku z pohledu ostrosti, saliency rozpoznání význač-
ných objektů a text detekuje množství textu v obrazu. Předchozí moduly pak zaobaluje
hlavní modul imgeval.
Pro úspěšné propojení s externím systémem musí být zváženy i použité technologie
v rámci této práce. Jelikož renderer nemusí být integrován do existujícího systému, může
operovat zcela nezávisle a navrhuji ho tedy realizovat jako konzolovou aplikaci pomocí
jazyka C++. Ostatně pro jazyk C++ je rovněž proveden rozbor kandidátů na nástroje pro
realizaci v kapitole 3.1. Renderer na vstupu požaduje pouze datové zdroje a příslušnou
šablonu, kdy už se zcela samostatně postará o jejich vykreslení. Modul pro analýzu dat
bude zakomponován do existujícího systému editoru, a je tedy nutné využít jazyk Python,
na kterém je již založen tento systém. Z důvodu optimalizace však bude v modulu pro
analýzu obrazu v kritických částech uváženo použití rozšíření Cython4, umožňující překlad
kódu jazyka Python do jazyka C/C++. Tím je možné podstatně urychlit náročné výpočty
při zpracování obrazu.
Modul imgeval bude plnit funkci finálního ohodnocení vhodnosti obrázku pro danou
šablonu. Jak již bylo zmíněno v úvodní kapitole 2, zastává roli obalového modulu obalující
funkcionalitu specializovaných podmodulů, které byly realizovány v předcházejících kapi-
tolách. Jako celek bude modul sloužit k jednoduchému ohodnocení vhodnosti obrázku pro
danou šablonu.
V následujících podkapitolách bude stručně popsán jeho návrh a jak bude vyhodnoco-
vat vhodnost obrázku pro konkrétní šablonu. Návrh vyhodnocení vhodnosti je blíže popsán
v podkapitole 2.3. Jednotlivé analyzační moduly jsou blíže rozepsány v samostatných kapi-
tolách. Kapitola 4 obsahuje problematiku detekce neostrosti v obraze, návrh použití těchto
4Domovská stránka projektu <http://cython.org>
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metod a jejich následné vyhodnocení na testovací sadě dat. V kapitole 5 je popsán pří-
stup pomocí dvou metod, kdy první preferuje rychlost a druhá naopak preciznost výběru
význačné oblasti. Opět je v této kapitole proveden návrh řešení pomocí zvolených metod
následovaný jejich vyhodnocením. Doplňkový modul pro detekci množství textu v obraze
je poměrně jednoduchý, a proto je popsán v následujících podkapitolách společně s řídícím
modulem.
2.3 Vhodnost obrázku pro zvolenou šablonu
Jelikož tento systém pracuje s velkým množstvím obrazových dat, je zapotřebí rozpoznávat
obrázky nevhodné k dalšímu zpracování. K tomu bude poskytovat funkcionalitu hlavní
modul imgeval, který s využitím modulů popsaných v předchozích kapitolách ohodnotí
vstupní obrázek na základě jeho vlastností vůči konkrétní šabloně. Vstupem tohoto modulu
bude tedy obrázek, a dále rozměry v šabloně, do kterých je třeba umístit. Na základě těchto
rozměrů bude v pozdější fázi určeno, zda-li je obrázek pro šablonu vhodný.
Na základě předchozích podkapitol navrhuji obraz nejprve ohodnotit z pohledu ne-
ostrosti pomocí modulu blur. Následně bude rozpoznána význačná oblast pomocí modulu
saliency, kdy jedním z jejich výstupů bude obalový obdélník význačné oblasti. Na základě
jeho rozměrů a rozměrů v šabloně bude určeno, zda-li je možné obrázek do šablony umístit.
Prostor v šabloně totiž počítá s fixními rozměry obrázků a cílem tohoto zpracování je určit,
zda-li je vstupní obrázek vhodný pro umístění do daného pole s pevně daným rozměrem
stran. V případě nevyhovujících původních rozměrů bude vyhodnocena vhodnost na zá-
kladě rozměrů význačné oblasti pro použití v příslušném prvku šablony. Výstupem tohoto
zpracování bude rozhodnutí, zda-li je obrázek vhodný pro danou šablonu či nikoliv. To bude
dále doprovázené dalšími daty od ostatních modulů předcházející rozhodnutí (např. ostrost,
oblast zájmu, podíl textu v obraze). Finální ohodnocení bude rozhodnutí s hodnotou 0 pro
obrázek nevhodný pro danou šablonu a s hodnotou 1 pro vhodný.
Vhodnost rozměrů pro šablonu bude vyhodnocena na základě obrázku 2.5. Upro-
střed je znázorněn obalový čtyřúhelník rozpoznané význačné oblasti. Za přípustné rozměry
v šabloně budou považovány ty, které po umístění na střed význačné oblasti obsahují ce-
lou význačnou oblast (na obrázku uprostřed) a nepřesahující vnější rozměry původního
obrázku. V ideálním případě budou hrany obalového čtyřúhelníku prostoru v šabloně umís-
těny v šedé oblasti. Na základě předchozích kritérií bude obrázek prohlášen za vhodný
z pohledu rozměrů obrázku.
Výsledkem ohodnocení bude asociativní pole obsahující sadu příznaků a finální roz-
hodnutí, zda-li je obrázek pro šablonu vhodný či nikoliv. Příznaky budou poskytovat po-
třebné doplňující informace o výsledku zpracování obrázku, kdy se konkrétně bude jednat
o následující parametry:
• sharpness udává míru ostrosti vstupního obrázku,
• roi je obalový obdélník rozpoznané oblasti,
• text_usage procentuální zastoupení textu v obraze,
• roi_ok určuje, zda-li nejsou rozměry obalového obdélníku příliš malé,
• crop_ok_desc doplňující stav určující příčinu nevhodných rozměrů obalového ob-
délníku,
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• crop_sharpness míra ostrosti vyhodnocená pouze pro obalový obdélník,
• crop_ratio poměr stran obalového obdélníku (šířka / výška),
• crop_dim_ok příznak určující, že rozměry obalového obdélníku jsou vhodné,
• overall celkové rozhodnutí na základě předchozích příznaků (nabývá hodnot 1 či 0).
Vy´znacˇna´ oblast
Vhodne´ rozmeˇry
sˇablony
Obrázek 2.5: Ilustrace vyhodnocení vhodných rozměrů obrázku pro šablonu. Uprostřed bíle
obalový čtyřúhelník význačného objektu, šedě přípustné rozměry pro umístění v šabloně,
vnější rozměr určuje původní rozměry obrázku.
Jako doplňující modul bude realizováno jednoduché rozpoznání textu v obrázku po-
mocí existujících knihoven určených pro optické rozpoznávání textu v obraze. Aby bylo roz-
poznání textu co možná nejefektivnější, navrhuji využít techniku předzpracování z článku [6]
určenou k binarizaci a extrakci textu nezávisle na okolním pozadí. Metoda využívá Cannyho
hranový detektor jednotlivě na každý kanál RGB barevného prostoru, kdy výsledná mapa
hranových bodů je vytvořena logickým operátorem OR. V takto získané mapě je provedena
detekce aktivních kontur, pomocí níž jsou získány obalové čtyřúhelníky znaků. Metoda dále
zkoumá popředí a pozadí obrázku a provádí prahování, jehož práh je určen automaticky na
základě okolních pixelů.
Cílem toho zpracování je zjištění míry textu v obrázku na základě specifikace5 firmy
Facebook. Ten totiž omezuje množství textu v reklamě maximálním podílem 20%. Vstupní
obrázek je rozdělen na mřížku o velikosti 5 × 5, čímž rozdělí obrázek na 25 stejně velkých
čtyřúhelníkových regionů. Jakmile je v nějakém z regionů detekován text, je celý region
počítán jakoby obsahoval textová data. Situaci znázorňuje obrázek 2.6, kde je zobrazeno
32% zaplnění obrázku textem.
5Specifikace dostupná z <https://www.facebook.com/business/help/468870969814641>
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Obrázek 2.6: Ilustrace počítání podílu textu v obraze – obraz rozdělen na mřížku 5 × 5.
Jakmile část mřížky obsahuje text, je celý obsah této části počítán jako text. V tomto
případě zastoupení textem 32%.
2.4 Realizace řídícího a doplňkového modulu
Hlavní ohodnocení obrázku z pohledu vhodnosti dle návrhu z předchozí podkapitoly 2.3
pro šablonu zajišťuje funkce evaluate(), která je umístěna v řídícím modulu imgeval
a provádí postupné ohodnocení ostatními moduly. Po tomto ohodnocení v závěru sestaví
výstupy do asociativního pole obsahující výše zmíněné příznaky a rozhodnutí. V rámci
volitelného urychlení výpočtů tato funkce umožňuje snížení rozlišení vstupního obrázku.
V první fázi je provedeno ohodnocení ostrosti modulem blur pro vstupní obrázek ve
stupních šedi. Následně je za pomoci modulu saliency regionální metodou získána maska
význačné oblasti a její obalový obdélník. Pokud je výsledný ořez dostatečně velký, je pro-
veden pokus o zarovnání potenciálního čtyřúhelníku šablony na střed význačné oblasti viz
předcházející obrázek 2.5. V případě, že se čtyřúhelník šablony vyskytuje ve vhodných roz-
měrech, je obrázek prohlášen za vhodný z pohledu rozměrů. Tento výřez obrázku je sám
o sobě ohodnocen z pohledu ostrosti. Na závěr je určena míra textu v obrazu pomocí modulu
text, jehož realizace je popsána v následujících odstavcích.
Při realizaci doplňkového modulu pro optické rozpoznání textu byl využit nástroj
Tesseract, a to konkrétně jeho schopnost vytvářet obalové čtyřúhelníky (angl. bounding
boxes) okolo slov či písmen rozpoznaných v obraze. Jedná se spíše o malý doplňkový mo-
dul, jehož cílem je demonstrovat směr možného řešení. Ohodnocení míry textu v obraze
je zajištěno funkcí text_area(). Funkce ve výchozím stavu využívá již v předchozí pod-
kapitole 2.3 zmiňovanou binarizaci a extrakci textu nezávisle na okolním pozadí (funkcí
text_extract()). Při binarizaci byla využita již existující implementace6, která byla pouze
upravena pro použití v tomto modulu.
Na výsledek binarizace je aplikováno gaussovské rozostření a jeho výstup předán mo-
dulu PyOCR7. Tento modul spouští externí nástroj Tesseract s parametry určujícími, že
jeho výstupem budou i obalové čtyřúhelníky jednotlivých slov rozpoznaných v obraze. Pro
vyloučení nesmyslných znaků je použit tzv. whitelist znaků, který umožňuje přesně defino-
vat znaky, které budou rozpoznávány. K rozpoznávání byly zvoleny znaky anglické abecedy
včetně numerických znaků. Na závěr jsou zkoumány překryvy obalových čtyřúhelníků textu
s mřížkou znázorněnou na obrázku 2.6. Výstupem funkce je desetinné číslo na intervalu
< 0; 1 > udávající procentuální zastoupení textu v obraze.
Ukázka funkce modulu pro detekci textu je znázorněna na obrázku 2.7. Na prvních dvou
obrázcích 2.7a a 2.7b je zobrazena úspěšná detekce textu v obrázku, kde byly korektně
6Domovský repozitář <https://github.com/jasonlfunk/ocr-text-extraction>
7Domovský repozitář projektu <https://github.com/jflesch/pyocr>
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nalezeny obalové obdélníky slov a následně znázorněny čtyřúhelníky mřížky v původním
obrázku. Text na obrázku 2.7c byl rozpoznán pouze částečně – horní nadpis byl označen ko-
rektně, nicméně knihovně Tesseract činí problémy lokalizovat text, pokud je blízce umístěn
k dalším objektům nebo jimi obklopen.
(a) (b) (c)
Obrázek 2.7: Příklad detekce textu v obraze se zvýrazněnými oblastmi, ve kterých je text
obsažen. a) Úspěšná detekce nápisu na tričku; b) Úspěšné rozpoznání nápisu v levém horním
rohu; c) Částečná detekce – správně rozpoznaný text v horní části, nesprávně nebyl označen
nápis „100kg“.
Pokud ale pozadí, na kterém je umístěn text, obsahuje výraznou texturu, dochází k pro-
blémům u předzpracování znázorněným na obrázku 2.8. Vlivem výrazné textury na pozadí
obrázku 2.8a dochází na pozadí k výrazné detekci hran, což vede ke vzniku artefaktů ve vý-
stupním binárním obrázku 2.8b. Rozpoznání textu v takovém vstupu poté vede ke spoustě
falešných detekcí znázorněných na obrázku 2.8c.
(a) (b) (c)
Obrázek 2.8: Příklad falešných detekcí v případě selhání metody předzpracování. a) Vstupní
obrázek; b) Chybný výsledek předzpracování; c) falešné detekce způsobené předzpracová-
ním.
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Kapitola 3
Vykreslovací nástroj
V této kapitole jsou uvedeny informace nezbytné k návrhu nástroje pro generování a ná-
sledné ohodnocení vizuálních prezentací. Vykreslovací nástroj je ze své podstaty nezávislý
prvek, který však může být využitý jako součást systému popsaném v kapitole 2. Jeho
hlavní funkcí je vykreslování velkého množství obrazových výstupů. Ty budou vytvořeny
z datových zdrojů (obsahujících textová či obrazová data) a šablony, která umožňuje určit
rozložení prvků z datových zdrojů v grafické prezentaci. Dále bude umožněno jejich přizpů-
sobení (změna barvy, průhlednost, transformace ...) a jejich vzájemné vrstvení. Za možný
výstup jsou považována vykreslená vstupní data pomocí zvolené šablony ve formě obrázku
či videa, v závislosti na povaze vstupních dat a parametrech šablony. Výsledný systém tedy
na vstupní data postupně aplikuje vybranou vstupní šablonu určující rozložení a grafický
vzhled prvků z datového zdroje. Na takto získaných datech se následně provádí analýza
obrazové kvality a obsahu prezentace. Prvek zajišťující proces vykreslení vstupních dat do
šablony bude dále uváděn pod pojmem renderer.
V následující podkapitole 3.1 je popsán výběr nástrojů, umožňující co možná nejefek-
tivněji realizovat výše popsaný prvek – renderer. V další podkapitole 3.2 je proveden návrh
vnitřní struktury rendereru, který je následně realizován v podkapitole 3.4. Podkapitola 3.3
popisuje požadavky na strukturu šablony následovaná závěrečnou podkapitolou 3.4 obsa-
hující realizaci rendereru.
3.1 Nástroje pro vizuální prezentaci
Pro vykreslování dvojrozměrné grafické prezentace a případné jednoduché video animace je
nejprve nutné zvolit vhodný nástroj umožňující jejich vykreslení. Důležitým aspektem při
výběru tohoto nástroje je především jeho schopnost jednoduše vykreslovat základní vek-
torová primitiva, textové elementy či obrázky. Vektorová primitiva musí být podporována
kvůli požadavkům na kvalitu při zobrazení znázorněné na ilustračním obrázku 3.1, která
může být u rastrové grafiky nevyhovující např. při zvětšení. Dále musí být podporovány
afinní geometrické transformace jako jsou posun, rotace, zkosení, změna měřítka a jejich
kombinace. Zároveň musí být podporováno vykreslení rastrového obrázku a vícejazyčného
textu s různým formátováním. Níže zmíněné nástroje jsou z pohledu této práce zajímavými
kandidáty na použití v renderovacím modulu, a proto byly blíže zkoumány. Cílem tohoto
přehledu je poskytnout ucelený popis vlastností konkrétních nástrojů a odůvodnění výběru
ve výsledku využitého nástroje. U každého je následně v závěru uveden stručný přehled
kladů a záporů z pohledu této práce. Nutno podotknout, že některé vytýkané nedostatky
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(a) (b)
Obrázek 3.1: Rozdíl mezi kvalitou po přiblížení rastrové a vektorové grafiky. a) Vektorové
grafika; b) Rastrová grafika.
nejsou chybou samotných nástrojů, ale pouze v kontextu této práce chybí daná funkcio-
nalita. I s těmito nedostatky je ale možné jejich využití (i v kombinaci) v dalším postupu
práce. Informace k nástrojům byly mimo jiné uvedené zdroje čerpány z publikace Handbook
of Open Source tools [9].
Knihovna Cairo byla jedním z prvních kandidátů, který byl při výběru uvažován. Jedná
se o nízkoúrovňovou knihovnu pro vykreslování 2D vektorové grafiky. Umožňuje vykreslo-
vání vektorových fontů a podporuje hardwarovou akceleraci. Dříve sloužila pro vykreslování
v jádru prohlížeče Firefox, kde však již byla nahrazena výkonnějším API Moz2D1. Cairo
není příliš pro tuto práci vhodná z důvodu jejího příliš nízkoúrovňového rozhraní neu-
možňující prakticky žádné animace bez jejich vlastní implementace. Shrnutí funkcí je pak
následující:
• klady – platformně nezávislá, konzistentní výstup, hardwarová akcelerace, spousta
jazykových vazeb (anglicky language bindings, dále v textu počeštěný výraz),
• zápory – nízkoúrovňová, chybí animace.
Dalším kandidátem byla sada knihoven openFrameworks, zaštiťující mnoho užiteč-
ných knihoven včetně modulu pro vykreslování vektorové grafiky. Konkrétně se jednalo
o modul ofxSVG, který umožňuje vykreslování vektorové grafiky přímo ze souborů ulože-
ných v SVG formátu. Tento modul však bohužel neumožňoval vykreslovat všechny typy
animací, které jsou v základu dle specifikace SVG 1.2 podporovány. Sadu knihoven open-
Frameworks je však možné integrovat například s knihovnou Qt, čehož může být využito
v budoucnu v případě potřeby. Shrnutí funkcí je pak následující:
• klady – modulárnost, možnost zpracování XML, vykreslování scény v SVG formátu,
uživatelská základna, spousty přídavných modulů, možnost integrace s Qt,
• zápory – chybí animace, chybí podpora u přídavných modulů (některé jsou neudr-
žované).
V případě nástroje ImageMagick je podpora funkcí taktéž rozsáhlá. Prioritně se jedná
především o aplikaci v příkazovém řádku pro zpracování obrázků, ale opět existuje velké
množství jazykových vazeb, které umožňují mimo spoustu dalších jazyků tuto knihovnu
využívat i s jazykem C++. V základu podporuje veškeré operace s obrázky, vektorovými pri-
mitivy či vektorovým textem, a to pomocí vlastního jazyka pro popis 2D vektorové grafiky
MVG (Magick Vector Graphics2). V samotné oficiální dokumentaci je však doporučováno
1Zdroj uvedení nového API
<https://blog.mozilla.org/joe/2011/04/26/introducing-the-azure-project>
2Viz <http://www.imagemagick.org/script/magick-vector-graphics.php>
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definovat vektorovou grafiku pomocí SVG formátu, který se následně automaticky při na-
čtení převádí do výsledného jazyka MVG. Dokonce umožňuje i vytváření animací, nikoliv
ale s vektorovou grafikou, ale spíše pro jednoduché spojování sekvencí po sobě jdoucích
snímků do výstupní animace ve formátu gif. To je bohužel pro naše použití nedostačující,
protože jiná funkcionalita podporující animace v knihovně integrována není.
GraphicsMagick je projekt oddělený původně od projektu ImageMagick, kdy se podle
jeho autorů nynější verze soustředí především na výkonnost a je tedy vhodný kdekoliv, kde
hraje roli rychlost zpracování velkého množství obrázků3. Z hlediska funkcionality a mož-
nosti použití s různými jazyky je na tom obdobně jako nástroj ImageMagick. U obou těchto
nástrojů je možné využít programové rozhraní Magick++ API, které je umožňuje využít
i v jazyce C++. Další přínos těchto knihoven by mohl být v části hodnocení technické kva-
lity obrazu, kdy by pomocí nich mohly být prováděny operace nad vstupními obrázky.
Shrnutí funkcí je pak následující:
• klady – široká funkcionalita pro práci s obrázky, vektorovými primitivy či textem,
spousta jazykových vazeb, široká uživatelská základna,
• zápory – chybí podpora animací.
Dalším z hlavních kandidátů je multiplatformní framework4 Qt [15], určený mimo jiné
pro tvorbu grafických uživatelských rozhraní. Je ho ale možné využít i pro serverové apli-
kace, a to i díky jazyku C++ (je možné využít i další jazykové vazby), funkcionalitě signálů
a slotů, správě vláken a dalších. Především však obsahuje spoustu zajímavých knihoven,
kdy v tomto případě je obzvláště zajímavá skupina knihoven QtSvg5. Ta umožňuje vykres-
lování veškeré vektorové grafiky podporované specifikací SVG 1.2 Tiny6, a to tedy veškerá
vektorová primitiva, obrázky či dokonce SVG animace. U animací není bohužel možné na-
stavení fixního kroku nezávislého na uplynulém reálném čase. Pro uplatnění u rendereru je
nutné mít možnost vykreslit další snímek animace v závislosti na čase animace, nikoliv na
reálném čase. Je tedy zapotřebí mít možnost krokovat průběhem animace s fixním krokem,
kdy jen tak bude mít výsledná animace vždy konstantní počet snímků za vteřinu.
Dále je možné tuto knihovnu využívat společně s frameworkem openFrameworks (zmí-
něným výše), což umožňuje v případě potřeby využít některý z jeho modulů7. Shrnutí funkcí
je pak následující:
• klady – rozšířenost, široká funkcionalita, parsování XML, možnost integrace s open-
Frameworks, podpora SVG animací,
• zápory – nemožnost regulovat krok animace.
Z výše zmíněných knihoven byl jako vybraný nástroj zvolen framework Qt, a to přede-
vším z důvodů jeho širokých možností použití a možnosti případného zkombinování s ostat-
ními knihovnami, pokud bude potřeba některá z jejich funkcionalit. Ve frameworku Qt
existuje knihovna QtSvg podporující animace a načítání souborů v SVG formátu. Z po-
hledu použití pro renderer bude však nutné implementovat možnost krokování animací.
3Vyjádření autorů a návod na srovnání dostupný z <http://www.graphicsmagick.org/benchmarks.
html>
4Framework je ucelená sada nástrojů, knihoven či dalších podpůrných prostředků s cílem zjednodušit
implementaci projektů s podobným zaměřením.
5Viz dokumentace <http://doc.qt.io/qt-5/qtsvg-index.html>
6Viz specifikace <http://www.w3.org/TR/SVGTiny12>
7Více informací na odkazu <https://forum.openframeworks.cc/t/ofqt-openframeworks-qt-uis/
20103>
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3.2 Vnitřní struktura vykreslovacího nástroje
V této podkapitole je popsán návrh struktury vykreslovacího nástroje – rendereru. Ten
bude v kontextu této práce prezentován jako vykreslovací modul umožňující na základě
vstupních šablon a datových zdrojů zobrazit výsledný obrázkový výstup či jednoduchou
animaci. Renderer bude očekávat jako vstup šablonu, která bude obsahovat rozložení prvků
v grafické prezentaci. Může se skládat ze statických i dynamicky načítaných prvků. Statické
prvky budou vykreslovány nezávisle na zdroji dat, jenž může být rovněž předán rendereru
jako vstup. V případě přidání zdroje dat ke vstupu, budou na něj příslušné dynamické prvky
v šabloně napojeny. Tím bude například možné dávkově generovat vizuální prezentace pro-
duktů se společným statickým vzhledem a proměnlivým produktovými fotkami a textovými
popisky.
Na základě předchozí struktury systému a obecného popisu v předcházející kapitole 2
navrhuji části systému reprezentovat tak, jak je znázorněno na diagramu závislostí tříd
na obrázku 3.2. Celý běh řídí hlavní třída Renderer jenž zajišťuje zpracování parametrů,
načtení vstupních souborů a předání potřebných informací třídě MySvgRenderer zajišťující
přímé vykreslení vizuální prezentace. Renderer jako takový bude plnit formu konzolové
aplikace, která na vstupu očekává vstupní šablonu, datový zdroj a další parametry blíže
specifikované v příloze A.1.
Renderer
+template: TemplateItem
+feed: FeedItem
+commandline_params: Params
+app: Application
TeplateParser
+templates: TemplateItem
+input_template: File
FeedParser
+feed_items: FeedItem
+input_feed: File
MySvgRenderer
+SVG Handler
+video_generator
Obrázek 3.2: Závislosti tříd reprezentující části systému – hlavní obalová třída Renderer,
třídy TemplateParser a FeedParser zpracovávající vstupní šablony či zdroje a vnitřní třída
zajišťující veškeré vykreslení MySvgRenderer.
Vstupní datové zdroje jsou zpracovávány pomocí třídy FeedParser, která načítá jed-
notlivé položky a poskytuje je dále uchované v třídě FeedItem. Z důvodu možnosti rozsáh-
lého vstupního zdroje dat, který může obsahovat řádově tisíce položek budou položky ze
zdroje načítány postupně a předávány příslušnou metodou. U šablony zpracované třídou
TemplateParser nemusí být počítáno s tak vysokým počtem jako u datových zdrojů, jeli-
kož se jedna šablona bude aplikovat na celý datový zdroj a nebude nijak rozsáhlá. Informace
získané z šablony budou chované v třídě TemplateItem.
Animace budou generované externím nástrojem popsaným dále v realizaci 3.4, který
umožňuje vytváření videí z libovolné sekvence obrázků. Třída MySvgRenderer tedy nejprve
vygeneruje sekvenci obrázků reprezentujících animaci, která bude v závěru spojena ve vi-
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deosekvenci. Výsledné video bude obsahovat snímky vytvořené z animace s předem daným
animačním krokem, který bude rovněž určovat počet snímků za vteřinu výstupního videa.
3.3 Vstupní grafické šablony
V šablonách je nutné jednoduše uchovávat textová data, geometrická primitiva, jednoduché
animace či vektorovou a rastrovou grafiku. Dynamické prvky musí být možné v šabloně
jednoznačně identifikovat, aby mohl být jejich obsah postupně načítán z datového zdroje.
Jako řešení vnitřní struktury takové šablony se nabízí textový značkovací jazyk XML8, který
poskytuje dostatečnou flexibilitu pro uložení potřebných údajů a v němž jsou často uloženy
datové zdroje s texty a obrázky. Výhodou tohoto formátu je jeho snadné zpracování, kdy
v tomto případě lze využít stejný způsob zpracování jak pro šablony, tak pro datové zdroje.
V šablonách poté lze ukládat základní vektorová primitiva, jako jsou například n-úhelník,
kružnice, úsečka či křivky. Dále je možné ukládat text v různém formátování a jazycích.
Nedílnou součástí šablony jsou poté obrázky, které v ní mohou být uloženy jak přímo, tak
i nepřímo ve formě odkazu. Přímé uložení takového obrázku je možné například pomocí
base649 kódování. Každý objekt uložený v šabloně musí být dále vyhledatelný pomocí
unikátního identifikátoru (v rámci šablony), což jazyk XML bez problému umožňuje.
Navrhuji využít značkovací jazyk SVG10, který na základě výše zmíněných požadavků
splňuje kritéria pro uchovávání veškerých informací v šabloně. Tento jazyk je přímo určen
k popisu dvoudimenzionální vektorové grafiky, textu a grafického obsahu obecně (rastrové
obrázky, jednoduché animace apod.). Jazyk SVG popisuje svoji strukturu právě pomocí
výše zmíněného jazyka XML, kdy uchovává seznam objektů (ve formě značek – tagů),
pomocí kterých se vytváří výsledný grafický výstup. Jelikož v době psaní této práce je
SVG verze 2.0 stále ve formě pracovního návrhu, byla vybrána předchozí stabilní verze
SVG 1.2 Tiny11 poskytující potřebnou funkcionalitu pro naše použití. Tato verze umožňuje
u všech potřebných objektů bez problému uchovávat například údaje o rozměrech, pozici,
transformacích, efektech, animacích či doplňujících identifikátorech.
Vzorový text.
Kurzíva.
Průhledný text.
Tučný text.
Obrázek 3.3: Příklad vykreslených prvků v SVG formátu, podporována jsou základní pri-
mitiva, transformace, rastrové obrázky, průhlednost, Bézierovy křivky, text a další.
Specifikace SVG 1.2 Tiny podporuje veškerá základní vektorová primitiva, a to
včetně rastrových obrázků či Bézierových křivek. Na obrázku 3.3 jsou v prvním řádku
8Viz standard konsorcia W3C <http://www.w3.org/XML>
9Viz specifikace kódování base64 <https://www.ietf.org/rfc/rfc3548.txt>
10Viz specifikace standardu na <http://www.w3.org/Graphics/SVG>
11Specifikace dostupná z <http://www.w3.org/TR/SVGTiny12>
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znázorněna vykreslená základní vektorová primitiva – zleva elipsa, kruh, obdélník, přímky,
lomená čára a n-úhelník. Na dalším řádku obrázku 3.3 je znázorněno vykreslení rastrového
obrázku, různě formátovaného textu a na závěr Bézierovy křivky s naznačenými kontrol-
ními body. Zdrojový kód zmíněného obrázku je z důvodu rozsahu umístěn v příloze na
přiloženém CD a popisuje postup vytvoření obrázku 3.3. Například zahrnuje základní prin-
cip vykreslování geometrických primitiv uložených ve formátu SVG, provádění transformací
(rotace, posun, změna měřítka), formátování textu, vykreslení křivek a další postupy.
Hlavními prvky využitými v šabloně bude značka text a image, ve kterých bude buď
umístěn přímo statický text, nebo na základě svého identifikátoru určeného parametrem
id bude jejich obsah při vykreslování nahrazen obsahem datového zdroje. Názorný příklad
je zobrazen v kódu 3.1, který se skládá ze dvou obrázků a popisného textu. První z nich
obsahuje identifikátor, který umožní jeho přepsat s každou novou vykreslovanou položkou
konkrétním obrázkem produktu. Druhý obrázek bez identifikátoru pak určuje pozadí, které
zůstává v rámci šablony neměnné. Text je pak staticky určen pro všechny prvky, protože
nemá identifikátor, kterým by ho bylo možné změnit. Všechny prvky mají danou pozici
a rozměry v šabloně a případně odkazují na externí soubory uložené vedle souboru s šablo-
nou. Odkazovat je možné pouze na lokální soubory, či případně umístit obrázek přímo do
šablony, pomocí výše zmíněného base64 kódování.
<?xml version="1.0" standalone="no"?>
<svg width="1200" height="630" baseProfile="tiny" version="1.2"
mydata-test="custom_data"
xmlns:xlink="http://www.w3.org/1999/xlink"
xmlns="http://www.w3.org/2000/svg">
<image width="1200" height="630" y="0" x="0"
xlink:href="" id="img_1"/>
<image width="1200" height="630" y="0" x="0"
xlink:href="./files/overlay.png"/>
<text x="875" y="340" font-family="serif" font-size="60"
fill="black">
PASSA PA!
</text>
</svg>
Kód 3.1: Šablona použitá v ilustraci na obrázku 3.5 obsahující rozmístění dvou
obrázků a statického textu.
Animace jsou pak podporovány dle výše zmíněné specifikace – například v kódu 3.2 je
znázorněna jednoduchá animace trojúhelníku. Konkrétně se jedná o animaci transformace,
jež je provedena umístěním značky animateTransform do značky polygon. Následně v jejích
parametrech je určen typ transformace (zde rotace), bod rotace (střed trojúhelníku), doba
trvání (10s) a počet opakování. Výsledkem tedy bude jedno otočení trojúhelníku kolem
svého středu během deseti sekund.
Dle specifikace budou podporovány čtyři značky určující typ animace. První z nich
již zmíněná animateTransform. Další značka animateMotion umožňuje animovat přesun
prvku po zadané cestě a značka animateColor poskytuje animace barevných přechodů. Po-
slední značka animate umožňuje animovat jeden libovolný parametr prvku, tedy například
jeho pozici.
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<polygon points="60,30 90,90 30,90">
<animateTransform attributeName="transform"
attributeType="XML" type="rotate" from="0 60 70"
to="360 60 70" dur="10s" repeatCount="1"/>
</polygon>
Kód 3.2: Příklad animovaného trojúhelníku. Během deseti vteřin se otočí kolem
svého středu o 360°.
3.4 Realizace vykreslovacího modulu
V této kapitole je popsána implementace výše navrženého modulu a při ní použité po-
stupy. Vývoj probíhal ve vývojovém prostředí QtCreator a základní stavebním blokem bylo
využití existujícího modulu QtSvg knihovny Qt. Tento modul umožňuje pohodlnou práci
s platformě nezávislým značkovacím jazykem SVG postaveném na obecném značkovacím
jazyce XML. Jak již bylo zmíněno v teoretické části v předchozí podkapitole 3.3, jedná se
o značkovací jazyk umožňující vytvářet a uchovávat vektorovou grafiku společně s textem
i rastrovou grafikou. Použitá verze dle specifikace SVG 1.2 Tiny umožňuje animace, které
renderer potřebuje vytvářet.
Obrázek 3.4: Výstup rendereru pro testovací šablonu obsahující základní geometrická pri-
mitiva a text.
Vykreslovací modul renderer je realizován ve formě konzolové aplikace, která očekává na
vstupu jako svoje parametry datový zdroj a vstupní šablonu. Postupně potom do výstup-
ního adresáře vykresluje jednotlivé záznamy v datovém zdroji pomocí šablony do rastrových
obrázků. Na obrázku 3.4 je zobrazeno náhledové okno rendereru po použití testovací šablony
přiložené v příloze na CD. Ta obsahuje veškeré grafické prvky zmiňované již dříve v kapi-
tole 3, které byly předtím zobrazeny jako vektorový výstup. Zde se však jedná o vykreslený
rastrový obrázek rendererem.
Případ použití rendereru na reálné datové zdroje je zobrazen na obrázku 3.5, kde je
nejprve znázorněno jednoduché promítnutí původní fotografie produktu (vlevo dole) do
předpřipravené šablony, jež je společná pro všechny produkty (vlevo nahoře). Po aplikaci
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vstupní šablony na obrázek pak dojde k vykreslení do náhledového okna (vpravo). Vstupní
šablona je blíže popsána v kódu 3.1 z předchozí podkapitoly, u níž je u šablony napevno
uložený text, který se aplikuje na veškeré produkty. Text ale může být pro každý produkt
načítán přímo z datového zdroje podle potřeby.
Obrázek 3.5: Příklad vykreslení datového zdroje (obrázek vlevo dole) do šablony (vlevo
nahoře) do náhledového okna rendereru (vpravo).
3.4.1 Implementace rendereru
Pro implementaci rendereru byl použit již několikrát zmíněný multiplatformní framework Qt.
Využita byla především jeho část – knihovna QtSvg12 přímo určená k vykreslování souborů
ve formátu SVG 1.2 Tiny. Projekt byl vyvinut ve vývojovém prostředí QtCreator dodáva-
nému s knihovnou Qt.
Ačkoliv je framework Qt primárně učen pro vývoj aplikací s grafickým rozhraním, je
pomocí něj možné realizovat i serverové aplikace spouštěné z příkazové řádky, jak tomu
je i v našem případě. Například obsahuje již třídu QCommandLineParser, pomocí níž bylo
možné hned z počátku jednoduše zpracovat parametry programu v příkazové řádce. Dále je
možné jednoduše zobrazovat vykreslované náhledy rendereru pomocí třídy QApplication
umožňující zobrazení GUI okna s možností zobrazování informací.
Již před začátkem implementace bylo zřejmé, že knihovna QtSvg neumožňuje pokroči-
lejší řízení přehrávání SVG animací. Konkrétně je v tomto případě zapotřebí mít možnost
nastavit fixní krok v přehrávání animace vzhledem k animačnímu času a nikoliv vzhledem
k reálnému času systému. Při klasickém spuštění animace totiž dochází k nerovnoměrnému
vykreslování jednotlivých snímků a počet snímků za vteřinu se mění se zatížením pracovní
stanice. Z tohoto důvodu jsem se rozhodl využít dědičnosti od původních tříd knihovny
QtSvg a funkcionalitu doplnit.
12Dokumentace dostupná z <http://doc.qt.io/qt-5/qtsvg-index.html>
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3.4.2 Binární kompatibilita
Qt však používá tzv. d-ukazatele13 (v angličtině tzv. d-pointers), které slouží mimo jiné
ke skrytí implementačních detailů před uživateli a zároveň umožnění aktualizace součástí
frameworku Qt bez porušení tzv. binární kompatibility. Ta představuje problém, kdy při
každé aktualizaci knihoven Qt by aplikace přeložené pro předchozí verze musely být znovu
zkompilovány. Pokud by mezi verzemi například byla přidána položka k některé ze struktur
využívaných knihovnami Qt, změnila by se i její velikost v paměti. Jelikož však C++ využívá
offset (tedy relativní posunutí v paměti) k přístupu jednotlivým položkám objektů, tak po
přidání třídní proměnné do třídy se změní offset všech ostatních třídních proměnných ulo-
žených v paměti za přidanou proměnnou. Řešením je zachování konstantní velikosti u všech
tříd dostupných (exportovaných) uživateli. To probíhá uchováním pouze jednoho ukaza-
tele, jenž ukazuje na privátní třídu obsahující všechna data. Tato struktura není uživateli
běžně přístupná a na tyto data odkazuje právě d-ukazatel. Výhodou tohoto řešení z pohledu
knihoven Qt je to, že mimo jiné skrývá implementační detaily (nachází se mimo uživateli
dostupné hlavičkové soubory), ale hlavně zachovává výše zmíněnou binární kompatibilitu
mezi verzemi. Princip rovněž znázorňuje obrázek 3.6, kde je zobrazen přístup k privátním
datům pomocí d-ukazatele.
Polozˇky Priva´tn´ı data Verˇejna´ data
d-ukazatel
. . .
Obrázek 3.6: Znázornění přístupu pomocí d-ukazatele z veřejných dat (třídy) do privátních
dat (privátní třídy).
V některých případech je však nutné přistoupit z privátní třídy na třídu veřejnou uživa-
telům. Tuto funkcionalitu poskytuje takzvaný q-ukazatel (anglicky tzv. q-pointer), pomocí
nějž je možné například zavolat metodu veřejně dostupné třídy Qt knihovny.
Po nastudování výše zmíněných poznatků jsem se rozhodl pro využití dědičnosti u tříd
QSvgWidget sloužící k zobrazení SVG výstupu v okně aplikace, QSvgRenderer pro samotné
vykreslení a QSvgTinyDocument pro zpracování vstupního SVG souboru a řízení animace.
Tyto třídy využívají právě v předchozím odstavci zmíněnou funkcionalitu q a d ukazatelů,
se kterými se musí pracovat při využití dědičnosti. Struktura aplikace vychází z diagramu
závislosti tříd na obrázku 3.2 a dále bude postupně popsána jejich účel a realizace.
3.4.3 Řízení aplikace
Řízení aplikace a napojení na rozhraní frameworku Qt zajišťuje hlavní třída Renderer.
Stará se o načítání parametrů příkazové řádky, k čemuž využívá výše zmíněnou třídu
13Čerpáno z dokumentace Qt projektu <https://wiki.qt.io/D-Pointer>
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QCommandLineParser. Seznam dostupných parametrů a jejich popis je shrnut v příloze A.1.
V základu zajišťuje načtení vstupní šablony a datového zdroje (angl. data feed), jejichž ob-
sah je zpracován pomocí tříd TemplateParser a FeedParser. Ty zajišťují zpracování tex-
tového obsahu šablony či zdroje a ukládají je do příslušných obalových tříd (TemplateItem
a FeedItem). Ke zpracování XML souborů je využita třída QXmlStreamReader a úpravy
šablony (tj. doplnění názvu souboru, textu, apod.) zajišťuje třída QDomDocument. Obě tyto
třídy jsou standardně zahrnuty v knihovně Qt.
Samotné vykreslování obrazových prezentací zastává třída MySvgRenderer přímo
využívající upravenou třídu QSvgTinyDocument pro vytvoření výstupní grafické prezentace.
Tato renderovací třída si uchovává informace o aktuální vykreslovaném výstupu a sama si
dávkuje další položky z datového zdroje v případě úspěšného vykreslení předchozí. Ukládá
si rovněž informace o probíhající animaci, kdy poskytuje i rozhraní k jeho ovládání (start,
stop, pauza a přesun časem animace). Tato třída generuje výstup ve formě obrázků v pří-
padě statické šablony, nebo ve formě videa ve formátu mp4 v případě animace. Animace
jsou nejprve snímek po snímku vykresleny do výstupního adresáře, kdy jsou po úspěšném
vykreslení spojeny do videa pomocí nástroje ffmpeg14. Ten je využit ve formě externího
nástroje volaného přes příkazovou řádku.
Při využití dědičnosti u třídy QSvgTinyDocument jsem však narazil na problém při
implementaci, kdy se ani po intenzivním úsilí nedařilo řídit vykreslování animace. Do-
cházelo sice k volání metody pro vykreslení, nicméně se z pro mne neznámých důvodů
nevykresloval výstup do cílového okna Widget. Zvolil jsem tedy poměrně radikální řešení
a třídu jsem upravil přímo ve zdrojových souborech knihovny Qt přidáním celé knihovny
do projektu rendereru. I přestože bylo nezbytné zasáhnout přímo do struktury původní
třídy považuji toto řešení za přijatelné, jelikož poskytne flexibilitu při ovládání animace
a případně i implementaci speciálních požadavků na vykreslení SVG souboru, které nejsou
v základu knihovnou podporovány.
Pomocí výsledného řešení je renderer schopen plně ovládat animační čas a pohybovat
se v něm oběma směry (tedy tam i zpět) s fixním krokem. Díky tomu je například schopen
vytvořit posloupnost snímků s odstupem např. 100 milisekund (v animačním čase), které
po spojení do videa budou disponovat 10 snímky za vteřinu. Renderer plní funkci konzolové
aplikace, očekávající na vstupu alespoň šablonu, kdy v tomto případě dojde k vykreslení sta-
tického obsahu, nebo i datový zdroj kdy dojde k doplnění dynamických položek z datového
zdroje do šablony. Jelikož je struktura datového zdroje předem známá (viz předcházející
podkapitola 2.1.1), dochází k napojení předem známých elementů z datového zdroje na
základě názvu elementu a jeho identifikátoru. V kódu 3.3 je znázorněn jednoduchý příklad
spuštění rendereru pro vytvoření animace jako video.
$ vrend.exe -t template.svg -v -k -o output/animated
Kód 3.3: Příklad spuštění aplikace – na výstupu vykreslí animaci z šablony template.svg
do videa do složky output/animated (pokud vstupní šablona animace definuje). Bližší popis
parametrů v příloze v tabulce A.1.
14Domovská stránka nástroje <https://www.ffmpeg.org>
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Kapitola 4
Modul pro detekci neostrosti
Tato kapitola se zabývá problémem detekce neostrosti u obrazových dat, se kterými pracuje
systém popsaný v předchozí kapitole 2. Tento systém bude manipulovat s velkým množstvím
obrazových dat, mezi kterými se mohou vyskytovat i fotografie nevalné kvality. Jelikož
je však důležitá výsledná technická kvalita grafických prezentací, je zapotřebí detekovat
neostré obrázky. Na základě této detekce pak mohou být neostré fotografie případně úplně
vyřazeny ze zpracování.
Nezbytný teoretický základ potřebný pro detekci neostrosti je obsažen v následující pod-
kapitole 4.1, kde jsou popsány metody detekce neostrosti za pomoci vlnkové transformace.
Následuje návrh ohodnocení z pohledu neostrosti v kapitole 4.2 a realizace v podkapi-
tole 4.3. V závěru kapitoly je provedeno vyhodnocení implementovaných metod na vhodné
testovací sadě v podkapitole 4.4.
4.1 Neostrost obrazu
Příčiny neostrosti obrazu (anglicky blur) mohou být různé. Například Lagendijk a Bie-
mod [10] člení druhy neostrosti na ostré (angl. no blur), kdy obrázek netrpí žádným druhem
neostrosti (obrázek 4.1c). Dále pak na lineární pohybovou neostrost (angl. linear motiom
blur), kdy se celá scéna nebo jen její část pohybovala relativně vůči kameře (obrázek 4.1b).
To může být způsobeno přesunem scény, změnou měřítka, rotací či kombinací předchozích
možností. Posledním druhem rozostření, je uniformní neostrost (anglicky uniform out-of-
focus blur), které není způsobeno pohybem scény vůči kameře, ale část scény (nebo celá
scéna) se nachází mimo rovinu ostrosti (obrázek 4.1a). Veškeré objekty mimo tuto rovinu
poté budou rozostřené, a to v závislosti na vzdálenosti od roviny ostrosti, na kterou je ka-
mera zaostřená. Rozostření způsobí, že původně ostré body se na senzor kamery promítnou
jako tzv. rozptylové kroužky (anglicky circle of confusion). Právě tuto techniku využívají
profesionální fotografové k oddělení foceného subjektu od pozadí, a tak mohou i kvalitní
fotografie vykazovat velkou dávku neostrosti. Tuto skutečnost je potřeba uvažovat při bu-
doucím návrhu. Ostrost obrazu může být také ovlivněna nadměrnou kompresí obrazu, což
bude popsáno dále v této podkapitole.
4.1.1 Klasifikace neostrosti
Existuje velké množství metod na klasifikaci neostrého obrazu, které ale můžeme rozdě-
lit do několika základních skupin. Například Debing [4] je člení na metody s referencí
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(a) (b) (c)
Obrázek 4.1: Typy rozostření. a) Rozostřené popředí a pozadí; b) Pohybové rozostření;
c) Ostrý obrázek.
(angl. full-reference), které vyžadují při detekci referenční obraz. Znalost předchozího sig-
nálu sice zvyšuje úspěšnost těchto metod, ale prakticky omezuje jejich použití na předem
neznámou sadu vstupních obrázků. Další skupinou jsou pak metody s částečnou referencí
(anglicky reduced-reference), jimž stačí ke klasifikaci pouze část původního signálů, čímž
ale jejich nevýhoda plně nevymizí. Toto rozdělení uzavírají metody bez reference (anglicky
no-reference), jež nepotřebují žádné informace o předchozím signálu na vstupu a disponují
tedy mnohem širšími možnostmi použití.
Právě zmíněné metody bez reference jsou pro tuto práci zásadní, jelikož obrazový vstup
může být prakticky libovolný a bez znalosti referenčního vstupu. Důležitým faktorem při
návrhu metody pak bude její robustnost a univerzálnost použití na širokou škálu obrázků.
Marziliano [12] ve svojí práci popisuje základní metodu bez reference, která je založena na
vlivu neostrosti na hrany v obraze. Takové rozostření obrazu totiž uhlazuje hrany v obraze,
což se tato metoda pokouší změřit. Nejprve se na obraz aplikuje detektor vertikálních hran
(například Sobelův operátor) a pro každý řádek v obraze se u pixelů na pozici detekovaných
hran je začátek/konec hrany definován jako nejbližší lokální minimum/maximum v okolí
bodu. Lokální neostrost (šířka hrany) je poté dána rozdílem těchto hodnot a globální už je
pouze průměr přes všechny tyto hodnoty.
Nevýhodou předchozí zmíněné metody je nutnost detekce hran před určením míry ne-
ostrosti obrazu, což je poměrně výpočetně náročné. To se snaží eliminovat Debing [4] v na-
vrhované bez-referenční metodě založené na blocích (anglicky No-reference Block-based Blur
Detection). V ní jsou lokální neostrosti počítány pro jednotlivé kompresní makrobloky (na-
příklad blok 16×16 pixelů v obrázku). Dále se v této metodě využívá váhování pro jednotlivé
makrobloky, které vylučuje bloky s příliš členitou nebo naopak jednoduchou texturou z vý-
sledného výpočtu neostrosti. Následně se počítá lokální hodnota neostrosti umístěná ve
středu na horizontální hranici makrobloků.
Hodnota neostrosti je poté určena jako vzdálenost mezi dvěma pixely s lokální minimální
a maximální hodnotou jasu. Ve výsledku tato metoda méně ovlivnitelná typem zpracováva-
ného obsahu a díky nižší složitosti oproti metodám s detekcí hran je snáze paralelizovatelná.
4.1.2 Vlnková transformace
Při detekci neostrosti se nabízí využití některé z více-měřítkových transformací (angl. multi-
resolution transform), mezi které spadá i vlnková transformace. Procesu zpracování signálu
pomocí vlnkové transformace se do detailu věnuje kniha od autora Stéphane Mallata [11],
kde jsou již v první kapitole rozebírány její schopnosti při zpracování obrazového signálu
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a je srovnávána se známou Fourierovou transformací. V následujícím odstavci bylo rovněž
čerpáno z článku [1] časopisu Elektrorevue.
Pro srovnání – Fourierova transformace rozkládá signál pomocí sinusových a kosinuso-
vých funkcí do spektrální roviny signálu, čímž ale ztrácí informaci o času výskytu (z hlediska
obrazového signálu ztrácí prostorovou informaci). Vlnková transformace oproti ní využívá
k analýze obrazu tzv. bázové vlnkové funkce, jež jsou časové omezené. Její hlavní výhodou je
možnost získat informaci o výskytu určité frekvence i okamžiku jejího výskytu. Právě tyto
vlastnosti umožňují vlnkové transformaci lépe pracovat s nestacionárními či neperiodickými
signály oproti Fourierově transformaci. Dále jsou v ní využívány vlastnosti víceměřítkové
transformace, kdy je prakticky signál zpracováván v různých úrovních rozlišení původního
signálu. Ty je možné zkoumat nezávisle na sobě, či pozorovat závislosti mezi různými úrov-
němi rozlišení. Díky tomu je možné efektivněji zkoumat detailní či významné změny v sig-
nálu, jelikož se každá z těchto změn projeví výrazněji v jiné úrovni rozlišení. Různé úrovně
detailů jsou získávány roztažením či smrštěním vlnkové funkce a jejím posunutím signálem
v čase. Tyto vlnkové funkce mohou být různého typu, jak naznačuje obrázek 4.2. Jednou
z jejich společných vlastností je například nulová střední hodnota, jež musí každá vlnka
splňovat a další kritéria pro tvorbu libovolné vlnky jsou ve výše zmíněné publikaci.
(a) (b) (c)
Obrázek 4.2: Příklad používaných vlnek a) Vlnka Daubechies; b) Haarova vlnka; c) Vlnka
sym2.
Základním principem vlnkové transformace je hledání korelace (míry podobnosti)
mezi signálem a vlnkou. U vlnky pak dochází k systematické změně měřítka, kdy se sni-
žujícím se měřítkem jsou ze signálu extrahovány detaily odpovídající vyšším frekvencím
a naopak se zvětšujícím měřítkem detaily s frekvencí nižší. Tímto jsou extrahovány jednot-
livé úrovně detailů ze signálu a mohou být zpracovávány jednotlivě.
Pro tuto práci je zajímavá Haarova vlnka znázorněná na obrázku 4.2b. Jedná se
o jednu z nejstarších, ale zároveň nejednodušších a nejrychlejších vlnek využívaných při vý-
počtu diskrétní vlnkové transformace, jelikož je definována jako nespojitá diskrétní funkce
nabývající pouze hodnot 0, −1 a 1. Autor Hanghang Tong poté ve svém článku [16] kom-
binuje některé z výše zmíněných přístupů k detekci neostrosti s dvourozměrnou vlnkovou
transformací využívající právě Haarovu vlnku. V tomto postupu je využito vlastností vln-
kové transformace s Haarovou vlnkou umožňující odhalení různých typů hran v závislosti
na úrovni transformace. Výsledný přístup by měl být rychlý z důvodu použití Haarovy
vlnky a měl by být schopný detekovat uniformní a pohybové rozostření obrazu včetně jeho
umístění v obraze.
Výše zmíněná metoda zkoumá výskyt čtyř různých typů hran v obraze, které jsou zob-
razené na obrázku 4.3. Na obrázku 4.3a je znázorněna skoková hrana (angl. A-step) repre-
zentující skokovou změnu jasu v obraze. V reálných obrazech se však spíše vyskytuje změna
postupná, kterou znázorňuje postupná hrana (angl. G-step či ramp) na obrázku 4.3b. Pří-
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padně vyskytnou-li se tyto hrany v obraze ve svojí blízkosti, vznikají následně dva typy
hran, a to hrana typu čára (angl. Dirac či line) nebo střecha 4.3d (angl. roof ). Parametr 𝛼
reprezentuje úhel svíraný mezi vodorovnou osou a stoupající částí hrany a určuje tedy ost-
rost postupné či střechové hrany. Může nabývat hodnot v intervalu 0 < 𝛼 < 𝑝𝑖2 a se zvyšující
hodnotou je hrana ostřejší.
(a)
α
(b) (c)
α
(d)
Obrázek 4.3: Model funkce hrany a) skoková; b) postupná; c) čára; d) střecha.
Základní myšlenkou detekce neostrosti při využití vlnkové transformace je sledování
změn těchto hran v závislosti na úrovni dekompozice vlnkovou transformací, ve které se
hrany vyskytly. Většina fotografií obsahuje všechny typy výše zmíněných hran. Z výzkumu
ve výše uvedeném článku [16] vyplývá, že v případě výskytu jedné z forem rozostření z ob-
razu vymizí hrany skokové a typu čára a ostatním se sníží hodnota parametru 𝛼. Rovněž
jsou uvažovány pouze první tři dekompozice znázorněné na obrázku 4.4a. Jak se mění rozli-
šení původního obrázku s úrovní vlnkové transformace je znázorněno na obrázku 4.4b, kdy
s každou úrovní má obrázek poloviční rozlišení v obou dimenzích.
LL3 HL3
LH3 HH3
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HH2LH2
HL1 { Horizonta´ln´ı detaily
HH1 { Diagona´ln´ı detailyLH1 { Vertika´ln´ı detaily
(a)
úroveň 0
původní
obrázek
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1/2 rozlišení
úroveň 2
1/4 rozlišení
úroveň 3
1/8 rozlišení
úroveň 4
1/16 rozlišení
Zmenšení
Zmenšení
...
(b)
Obrázek 4.4: a) Dekompozice původního obrázku na jednotlivé složky vlnkovou transfor-
mací; b) Pyramidové znázornění dekompozice původního obrázku.
Vstupní obraz je tedy vždy rozdělen do čtyř skupin kde 𝐿𝐻𝑖 reprezentuje vertikální
(dále V) detaily vertikálním filtrem horní propust (dále HP) a horizontálním (dále H) filtrem
dolní propust (dále DP),𝐻𝐻𝑖 diagonální detaily (filtry HHP a VHP),𝐻𝐿𝑖 vertikální detaily
(filtry HDP a VHP) a v závěru 𝐿𝐿𝑖 reprezentuje aproximovanou verzi původního obrázku
s polovičním rozlišením v obou dimenzích (filtry HDP a VDP). Nevýhodou této metody je
ovšem fixní prahování, které v určitých situacích může snižovat efektivitu metody.
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Při výše uvedeném zpracování je nejprve je proveden tříúrovňový rozklad pomocí vln-
kové transformace využívající Haarovu vlnku. S každou úrovní transformace se pak zmenší
rozlišení původního obrázku na polovinu, jak znázorňuje pyramidový přístup na obráz-
ku 4.4b. Z jednotlivých úrovní je pak sestavena takzvaná mapa hran (angl. edge map)
𝐸𝑚𝑎𝑝𝑖(𝑘, 𝑙), jež vyjadřuje vzorec 4.1 a kde hodnoty 𝑘 a 𝑙 určují pozici hranového bodu.
Tyto mapy jsou následně rozděleny okenní funkcí dle jejich rozlišení podle úrovně. V nej-
vyšší úrovni je použito okno 8 × 8, v druhé pak 4 × 4 a v poslední okno 2 × 2. V každém
z těchto oken je vybrána maximální intenzita hrany a uložena do mapy maximálních hran
𝐸𝑚𝑎𝑥𝑖 pro 𝑖 ∈ 1, 2, 3. Čím větší je tedy hodnota prvku v 𝐸𝑚𝑎𝑥𝑖 , tím větší je intenzita hrany.
Následně se tato mapa prochází a pokud v některých z úrovní dosahuje intenzita fixního
prahu 𝑇ℎ = 35, je tento bod považován za hranový. Tato hodnota byla autory určena s odů-
vodněním, že lidské vidění není citlivé na intenzity pod hodnotou 30 (při uvážení hodnot
intenzity v intervalu < 0; 255 >). U všech hranových bodů je následně porovnávána inten-
zita mezi úrovněmi, na základě čehož jsou klasfikovány jako jeden z výše zmíněných typů
hran na obrázků 4.3. Tyto pravidla jsou blíže popsána v kapitole 4.3.
𝐸𝑚𝑎𝑝𝑖(𝑘, 𝑙) =
√︀
(𝐿𝐻𝑖)2 + (𝐻𝐿𝑖)2 + (𝐻𝐻𝑖)2 pro 𝑖 ∈ 1, 2, 3 (4.1)
V závěru algoritmu je dle vzorce 4.2 určen poměr hran typu čára 𝑁𝑑𝑎 a celkového počtu
hran 𝑁𝑒𝑑𝑔𝑒. Pokud hodnota 𝑃 dosahuje alespoň hodnoty 𝑚𝑖𝑛𝑧𝑒𝑟𝑜, kdy platí 𝑚𝑖𝑛𝑧𝑒𝑟𝑜 = 0.05,
vstupní obraz je prohlášen za ostrý. V ideálním případě by hodnota prahu 𝑚𝑖𝑛𝑧𝑒𝑟𝑜 měla
být nulová, nicméně z důvodu možných nepřesností autoři empiricky práh zvolili takto.
𝑃 =
𝑁𝑑𝑎
𝑁𝑒𝑑𝑔𝑒
(4.2)
Na předcházející článek navazuje publikace [7], kde se autoři snaží eliminovat nevýhodu
fixního prahu přes všechny stupně dekompozice vlnkové transformace. Hodnota obou prahů
se zvyšuje s úrovní zanoření, a to konkrétně pro práh pro intenzitu hrany 𝑇ℎ𝑖 dle prvního
vzorce 4.3. Pro hodnoty 𝑃𝑖 je hodnota prahu určena pro jednotlivé úrovně hranové mapy
jako druhý vzorec v rovnici 4.3.
𝑇ℎ𝑖 = 2
𝑖−1 ×𝑚𝑒𝑎𝑛(𝐸𝑚𝑎𝑝𝑖), 𝑚𝑖𝑛𝑧𝑒𝑟𝑜𝑖 = 0, 5× 2𝑖−1 pro 𝑖 ∈ 1, 2, 3 (4.3)
Výstupem navazujícího algoritmu je metrika 𝐼𝑄𝐴 hodnotíci kvalitu potenciálně rozostře-
ného obrázku v rovnici 4.4 vlevo. Hodnota 𝑄𝑖 určuje kvalitu na základě poměru počtu
rozostřených hran 𝑁𝑏𝑖 a ostrých hran 𝑁𝑒𝑖 . Výpočet je následně prováděn s odlišnou vahou
určenou na základě aktuální úrovně 𝑖.
𝐼𝑄𝐴 = 1−
∑︀3
𝑖=1 2
3−𝑖𝑄𝑖∑︀3
𝑖=1 2
3−𝑖 , 𝑄𝑖 =
𝑁𝑏𝑖
𝑁𝑒𝑖
(4.4)
Dalším problémem u vstupních dat může být výskyt nadměrné komprese či šumu,
kdy obrázek může například být ve vysokém rozlišení, ale s vysokou JPEG kompresí a velmi
degradovaným obrazem. U výše použité metody je však předpokladem, že obraz obsahuje
minimální množství šumu a netrpí přílišnou kompresí. Pokud se objeví na vstupu takový
obraz, může dojít k jeho označení za neostrý, i když je naopak příliš zkomprimovaný či
zašuměný.
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4.2 Hodnocení z pohledu neostrosti
Pro prvotní hodnocení neostrosti navrhuji nejprve využít metodu [16] již popsanou v před-
cházející kapitole 4.1. Ta používá globální přístup a neostrost v obraze vyhodnocuje jako
celek nezávisle na umístění oblastí neostrosti. Tento přístup rozhoduje o ostrosti obrázku na
základě podílu počtu hran typu čára nebo skoková hrana a funguje tedy poměrně spolehlivě
na uniformně rozostřené obrázky. Naopak selhává, pokud se vyskytne u fotografie, u níž
je většina plochy rozostřená z důvodu oddělení popředí od pozadí. V tomto případě může
docházet k chybným detekcím neostrosti, kdy bude technicky kvalitní obrázek prohlášen za
neostrý.
Obrázek 4.5: Vyznačené zájmové oblasti (šedou barvou) na základě pravidla třetin a upřed-
nostnění středové oblasti.
Z výše zmíněných důvodů navrhuji ve výsledném ohodnocení neostrosti využít upřed-
nostnění oblastí ve středu obrázku a v okolí oblastí daných pravidlem třetin. Pravidlo třetin
je zjednodušená verze pravidla zlatého řezu, která rozděluje obraz na devět stejně velkých
částí pomocí dvou horizontální a dvou vertikálních čar umístěných v obraze. Dobrou prak-
tikou při pořizování fotografií je následné umisťování objektů zájmů do těchto oblastí. Lidé
totiž při pohledu na fotografii věnují více pozornosti právě těmto oblastem, jak ostatně tvrdí
autoři v článku [3]. Zmíněné oblasti jsou znázorněny na obrázku 4.5, kdy velikost těchto
oblastí se přizpůsobuje na základě rozměrů obrázku a je navíc uvažován i střed obrázku.
Dále u detekce neostrosti pomocí vlnkové transformace může být vedlejším efektem
fakt, že komprimovaná či příliš zašuměná vstupní data vyvolají falešnou detekci a způsobí
prohlášení obrázku za neostrý. V této práci jsem se rozhodl ponechat tento problém neře-
šený, jelikož tato metoda má za cíl ohodnotit nekvalitní vstupní obraz a nikoliv striktně
klasifikovat typ vady v obraze. V původním článku [16] i sami autoři stanovili předpoklad
nezašuměného vstupu, jelikož opravdu zašuměný vstup se vyskytuje v digitální fotografii
poměrně v malém množství.
Dále bude implementována alternativní metoda z článku [7], která vychází z předcháze-
jící metody. Ve svém principu uvažuje proměnlivé hodnoty prahů intenzity hran v závislosti
na úrovni rozkladu vlnkové transformace. Finální metoda bude vybrána na základě výsledků
testování, jejímž výstupem bude skóre určující míru ostrosti vstupu v intervalu < 0; 1 >,
kdy 0 představuje naprosto neostrý obraz a hodnota 1 naopak obraz ostrý. Vhodný práh
určující finální rozhodnutí bude zvolen na základě provedených testů na rozsáhlé datové
sadě anotovaných obrazových dat obsahující reálné fotografie s různými druhy neostrosti –
CERTH Image Blur Dataset [13].
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4.3 Realizace detekce neostrosti
V této podkapitole je popsán princip řešení detekce neostrosti v obraze, k čemuž jsou
využity vlastnosti vlnkové transformace již popsané v podkapitole 4.1.2. Realizovány jsou
dvě odlišné metody, které budou vyhodnoceny v následující kapitole 4.4.
Vyhodnocení neostrosti za pomoci vlnkové transformace a algoritmu popsaném v kapi-
tole 4.1 zajišťuje funkce sharpnessWavelet() umístěná v modulu blur implementovaném
v jazyce Python. Jelikož je v průběhu výpočtu neostrosti zapotřebí rozdělit obrázek po-
mocí mřížky, je jako první krok proveden ořez obrázku, aby jeho rozměry byly dělitelné
osmi (maximální velikost pole mřížky bude 8 × 8). Následující postup je detailně popsán
v algoritmu 1. Nejprve je vytvořena mapa hran 𝐸𝑚𝑎𝑥𝑖 viz krok 1. V dalším kroku 2 je na
základě počtu hran typu střecha nebo postupná hrana určena orientační metrika určující
míru rozostření obrazu 𝐵𝑒 (krok 3). Poslední hodnota 𝑃 v kroku 4 přímo ovlivňuje finální
rozhodnutí o ostrosti obrázku a je vypočítána jako poměr hran typu čára nebo skoková
hrana vůči celkovému počtu hran.
1. Proveď tříúrovňový rozklad pomocí vlnkové transformace s Haarovou vlnkou,
z koeficientů vytvoř mapu hran 𝐸𝑚𝑎𝑝𝑖 (viz vzorec 4.1) a jednotlivé úrovně rozděl
mřížkou dle úrovně a vyber z polí mřížky lokální maximum čímž vznikne mapa
maximálních hran 𝐸𝑚𝑎𝑥𝑖 .
2. Pro každý bod (𝑘, 𝑙) ∈ 𝐸𝑚𝑎𝑥𝑖 urči následující:
(a) Na základě pevné hodnoty prahu 𝑇ℎ urči počet hran 𝑁𝑒𝑑𝑔𝑒 tak, že pokud
platí 𝐸𝑚𝑎𝑥𝑖(𝑘, 𝑙) > 𝑇ℎ pro alespoň jednu úroveň 𝑖 ∈ 1, 2, 3, jedná se
o hranový bod.
(b) Pokud platí 𝐸𝑚𝑎𝑥1(𝑘, 𝑙) > 𝐸𝑚𝑎𝑥2(𝑘, 𝑙) > 𝐸𝑚𝑎𝑥3(𝑘, 𝑙) jedná se
o skokovou hranu či hranu typu čára. Nechť hodnota 𝑁𝑑𝑎 určuje jejich
celkový počet.
(c) Pokud platí 𝐸𝑚𝑎𝑥1(𝑘, 𝑙) < 𝐸𝑚𝑎𝑥2(𝑘, 𝑙) < 𝐸𝑚𝑎𝑥3(𝑘, 𝑙) jedná se
o hranu typu střecha či postupnou hranu. Nechť hodnota 𝑁𝑟𝑔 určuje jejich
celkový počet.
(d) Pokud platí
𝐸𝑚𝑎𝑥2(𝑘, 𝑙) > 𝐸𝑚𝑎𝑥1(𝑘, 𝑙) a zároveň 𝐸𝑚𝑎𝑥2(𝑘, 𝑙) > 𝐸𝑚𝑎𝑥3(𝑘, 𝑙)
jedná se o hranu typu střecha. Nechť hodnota 𝑁𝑟𝑔 určuje jejich celkový
počet společně s počtem hran typu postupná hrana.
(e) Pokud pro libovolnou hranu typu střecha nebo postupná hrana platí
𝐸𝑚𝑎𝑥1(𝑘, 𝑙) < 𝑇ℎ ztratila tato hrana na ostrosti. Nechť hodnota 𝑁𝑏𝑟𝑔
určuje jejich celkový počet.
3. Vypočti hodnotu 𝐵𝑒 = 𝑁𝑏𝑟𝑔𝑁𝑟𝑔 . Hodnota 𝐵𝑒 pak určuje procentuální rozostření
obrazu.
4. Vypočti hodnotu 𝑃 = 𝑁𝑑𝑎𝑁𝑒𝑑𝑔𝑒 . Pokud platí 𝑃 > 𝑚𝑖𝑛𝑧𝑒𝑟𝑜, obrázek je ostrý, jinak
je rozmazaný.
Algoritmus 1: Princip vyhodnocení neostrosti obrázku.
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K předchozímu algoritmu je přidáno rozšíření o zájmové oblasti uvedené v před-
chozí kapitole 4.2 uvažující oblasti blízko středu a pozicemi danými pravidlem třetin. Výše
zmíněná hodnota 𝑁𝑑𝑎 je vypočtena dohromady pro oblasti znázorněné na obrázku 4.5 jako
hodnota 𝑁𝑑𝑎𝑐𝑒𝑛𝑡𝑒𝑟 . Dále je oběma hodnotám přiřazena váha (z počátku s hodnotou 1) a obě
hodnoty jsou sečteny. Testováním budou v následující podkapitole 4.4 zvoleny vhodné váhy
a práh rozhodující o neostrosti obrazu.
Na předchozí metodu přímo navazuje alternativní metoda [7] využívající proměnlivý
práh mezi úrovněmi z rozkladu pomocí vlnkové transformace, jak znázorňuje vzorec 4.3. Vý-
stupem je pak ohodnocení kvality obrázku z pohledu neostrosti 𝐼𝑄𝐴 v rovnici 4.4. Postup
vyhodnocení je obdobný, jako v metodě ze které vychází (viz algoritmus 1), jen hodnota
𝑚𝑖𝑛𝑧𝑒𝑟𝑜𝑖 a práh 𝑇ℎ𝑖 je určen aktuální zpracovávanou úrovní rozkladu vlnkové transformace.
Při rozhodnutí o neostrosti pixelu zde probíhá kontrola 4-okolí každého pixelu v tzv. mapě
kontur, která je sestrojena jako maximum každého bloku mřížky z výstupu vlnkové transfor-
mace. Vytvořena je pro každou úroveň rozkladu vlnkové transformace a zároveň prahována
hodnotou prahu 𝑇ℎ𝑖 . V mapě kontur je pro každý pixel spočten rozdíl intenzit okolních
pixelů, který pokud je menší než práh 𝑚𝑖𝑛𝑧𝑒𝑟𝑜𝑖 , jedná se o rozostřený bod, jinak o hra-
nový bod. Na základě vzorce 4.4 je v závěru vypočtena výstupní metrika kvality. Metoda
je realiována pomocí funkce sharpnessWaveletIQA() v modulu blur.
4.4 Vyhodnocení detekce neostrosti
Vyhodnocení detekce neostrosti pro metody popsané v kapitole 4.1 probíhalo na anotované
sadě dat CERTH Image Blur Dataset1, který vytvořili autoři článku [13]. K vyhodno-
cení byla použita část datové sady pro evaluaci pomocí reálně pořízených fotografií (angl.
označena Evaluation set - Natural blur set). V této sadě bylo obsaženo 589 ostrých a 411
rozostřených obrázků anotovaných hodnotou 1 pro rozostřený obrázek a −1 pro ostrý.
Při testování bylo vyhodnoceno sedm různých kombinací vah ovlivňující důležitost
ohodnocení kontrastu globálně oproti ohodnocení pouze v zájmových oblastech (oblast dle
pravidla třetin a středu – bližší popis viz podkapitola 4.2). Nejlépe si vedla metoda pro
ohodnocení pouze pro oblast třetin s ignorováním výsledku globální metody. Naopak nej-
horší výsledky měla metoda využívající pouze globální ohodnocení. Na obrázku 4.6 jsou
znázorněny výsledky pro konkrétní váhy tohoto testování na tzv. ROC křivce (angl. Re-
ceiver Operating Characteristic), ve které je zde vyjádřena závislost mezi mírou skutečně
pozitivních (angl. true positive rate) a mírou falešně pozitivních (angl. false positive) detek-
cemi neostrosti.
Na základě výsledků testování jsem se rozhodl zvolit míru maximálně falešně pozitivních
na 0, 19, tedy 19%. V této oblasti je rozdíl mezi různými hodnotami vah výsledky přibližně
10% v míře skutečně pozitivních detekcí. Z důvodu potenciální stability jsem zvolil jako
výchozí váhy s hodnotami 𝑤𝑔𝑙𝑜𝑏𝑎𝑙 = 1 pro globální ohodnocení a s hodnotou 𝑤𝑡ℎ𝑖𝑟𝑑𝑠 = 2 pro
ohodnocení v oblasti třetin a středu. Jedná se o druhou nejlepší konfiguraci vah, která byla
testována. Varianta zcela ignorující globální ohodnocení neostrosti nebyla vybrána z důvodu
možné nestability, jelikož by pak byl ignorován z pohledu detekce neostrosti obraz mimo
oblasti třetin a středu obrazu.
1Datová sada dostupná z <http://mklab.iti.gr/project/imageblur>
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Obrázek 4.6: ROC křivka znázorňující testování metody pro detekci neostrosti s různými
váhami pro ohodnocení celkové neostrosti a neostrosti v oblastech umístěných blízko středu
a oblastem daným pravidlem třetin.
Schopnosti metody se zvolenými váhami jsou znázorněny na ROC křivce na obrázku 4.7,
kde maximální hodnotě 19% míry falešně pozitivních detekcí odpovídá práh 0.45. Při tomto
prahu byla na výše zmíněné datové sadě míra skutečně pozitivních detekcí neostrých ob-
rázků 66%.
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Obrázek 4.7: Výsledná ROC křivka pro metodu detekce neostrosti realizované v tomto
článku. V grafu je znázorněna doporučená hodnota 0.45 zvoleného prahu na základě vý-
sledků testování.
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V realizované metodě byl využit poměrně přímočarý přístup, který nemůže ze své po-
vahy korektně identifikovat všechny případy neostrosti obrazu. Pro zvolený práh 0.45 byly
vypočteny metriky precision, accuracy, recall a f-score použité při vyhodnocení obdobných
bez-referenčních metod v článku od autora Mavridaki [13]. V tomto článku je rovněž reali-
zována metoda, která využívá Fourierovu transformaci a rozdělení obrázku do bloků 5× 5.
Navíc však využívá metodu binární strojového učení Support Vector Machines (dále jako
SVM), která se snaží v prostoru příznaků získaných předchozím zpracováním získat vhodné
rozdělení do dvou tříd (zde ostré a neostré). Tato metoda má pravděpodobně díky strojo-
vému učení podstatně lepší výsledek než ostatní přímočaré metody. Příslušné metriky jsou
vyjádřeny v rovnici 4.5, kde hodnota 𝑇𝑃 je počet skutečně pozitivních, 𝑇𝑁 skutečně ne-
gativních, 𝐹𝑃 falešně pozitivních a 𝐹𝑁 falešně negativních rozhodní o neostrosti. Hodnota
#𝑖𝑚𝑎𝑔𝑒𝑠 pak udává celkový počet testovaných obrázků, který je možné rovněž spočítat
jako #𝑖𝑚𝑎𝑔𝑒𝑠 = 𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 . Hodnota f-score je pak určena jako aritmetický
průměr hodnot metrik precision a recall.
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
#𝑖𝑚𝑎𝑔𝑒𝑠
, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
, 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
(4.5)
V této práci realizovaná metoda nepředčí metodou s strojovým učením uvedenou v člán-
ku [13], ale je srovnatelná s ostatními metodami, které jsou v tomto článku porovnávány.
Bližší popis metod zobrazených v tabulce a reference na články k ním náležející jsou uvedeny
u tabulky č.1 v článku [13]. Část této tabulky byla převzata jako tabulka 4.1 a doplněna
o výsledky metody realizované v rámci této práce ve druhém sloupci Blur Wavelet. V rámci
této práce je pro nás zajímavá metoda MDWE, což je implementace článku [12] zmíněným
v předchozí podkapitole 4.1.1. Metoda realizovaná v této práci je na společné datové sadě
CERTH Image Blur Dataset dosahuje obdobných výsledků při detekci neostrých obrázků.
Metriky Mavridaki BlurWavelet CDLN BIQI BIQI BRIS JNB CPBD LPC S3 MDWE
Accuracy 0.87 0.74 0.50 0.55 0.75 0.63 0.68 0.55 0.75 0.78 0.72
Precision 0.84 0.71 0.43 0.47 0.68 0.53 0.60 0.45 0.69 0.73 0.66
Recall 0.84 0.65 0.67 0.64 0.74 0.78 0.61 0.49 0.72 0.74 0.64
F-score 0.84 0.68 0.53 0.54 0.70 0.63 0.61 0.47 0.70 0.73 0.65
Tabulka 4.1: Srovnání realizované s dalšími metodami. Tabulka byla převzata z článku [13],
který realizuje metodu ve sloupci Mavridaki. V této práci realizovaná metoda byla do této
tabulky doplněna, nachází se ve druhém sloupci Blur Wavelet a její hodnoty jsou zvýrazněny
kurzívou.
4.4.1 Navazující metoda detekce neostrosti
Navazující metoda realizovaná ve funkci sharpnessWaveletIQA() přímo vychází z přede-
šlé metody detekce neostrosti využívající vlnkovou transformaci. Při testování na reálné
datové sadě obrázků CERTH Image Blur Dataset metoda neumožnila spolehlivě rozlišit
ostré obrázky od neostrých. Metoda byla v původním článku [7] testována pouze na uměle
rozostřených obrázcích, ale na reálných případech rozostření prakticky selhala. Její imple-
mentace byla několikanásobně kontrolována, nicméně nebyla objevena žádná chyba, která
by ovlivnila její výstup. Situaci znázorňuje naprosto nevyhovující výsledky v křivce ROC
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na obrázku 4.8. Implementace metody byla v modulu blur ponechána, nicméně není pou-
žitelná pro rozlišení ostrých či neostrých obrázků.
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Obrázek 4.8: Metoda počítající metriku kvality neostrosti IQA funkcí
sharpnessWaveletIQA().
V předchozích odstavcích byly vyhodnoceny dvě metody založené na vlnkové transfor-
maci detekující neostrost obrázků. Na základě výsledků testování byla zvolena původní me-
toda vycházející z článku [16]. Druhá metoda rozšiřující předchozí o prahování v závislosti
na úrovni vlnkové transformace se ukázala jako nevyhovující. První metoda je ve výsledku
schopná správně označit jako rozostřených 65% vstupních obrázků (míra skutečně pozitiv-
ních), kdy zároveň 19% obrázků nesprávně označí jako rozostřené (míra falešně pozitivních,
platí pro hodnoty doporučeného prahu 0.45).
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Kapitola 5
Modul pro detekci význačné
oblasti
V této kapitole bude blíže popsána analýza obrazu, která může následovat po ohodnocení
z pohledu neostrosti z předcházející kapitoly. Jedná se o poslední větší část modulu pro
analýzu dat, který je popsán v úvodní kapitole 2. Cílem této analýzy je nalezení význačné
oblasti ve fotografii na základě jejího kontrastu oproti okolí. Pokud se takovou oblast podaří
lokalizovat, může být tato informace použita například pro ořez obrázku či automatické
odstranění pozadí.
Kapitola bude zaměřena na dva různé způsoby rozpoznání význačné oblasti, kdy po-
třebný teoretický základ obsahuje následující podkapitola 5.1. První z nich je globální me-
toda využívající pouze barevnou informaci z histogramu, jež je jednodušší na implementaci,
která ale nedisponuje takovou přesností jako regionální metoda. Ta navazuje na předchozí
metodu a její přístup dále rozvíjí a uvažuje prostorové závislosti regionů. Výstupem obou
metod je tzv. mapa význačnosti, kterou je nutné dále zpracovat pomocí segmentační metody
popsáné v závěru této podkapitoly.
V následující podkapitole 5.2 je přiblížen návrh řešení výběru význačné oblasti ze vstup-
ního obrázku a jeho následná segmentace. Podkapitola 5.3 poté popisuje realizaci navr-
ženého řešení detekce význačné oblasti, která je následovaná extrakcí význačné oblasti.
Funkcionalita modulu je následně ověřena a diskutována v podkapitole 5.4.
5.1 Výběr význačné oblasti
Z hlediska vyhodnocení míry vhodnosti vstupních dat pro danou šablonu je vhodné nejprve
uvažovat jejich poměr stran. Vstupní obrázek totiž může být pro šablonu nevhodný, a to jak
kvůli svým celkovým rozměrům (například obdélníkové pole v šabloně s poměrem stran 5:1
nebude vhodné pro čtvercový obrázek), tak i z hlediska rozměrů význačné oblasti. Například
obrázek předmětu s jednotvárným pozadím 5.1 a čtvercovým poměrem stran může být
v případě potřeby umístěn i do obalového obdélníku s delšími vertikálními stranami, jak
naznačuje černý obdélník. Z toho důvodu budou uvažovány metody na detekci význačných
oblastí v obrazu, které budou schopny určit význačnou oblast v obraze a případně tak určit
nové rozměry v šabloně.
Z výše zmíněných důvodů je nutné nejprve vyhledat oblast se zájmovým objektem,
který je v popředí a v daném obrazovém vstupu dominantní z pohledu kontrastu. Přesně
1Původní obrázek dostupný z <http://pstutorialsws.deviantart.com>
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Obrázek 5.1: Příklad obrázku s vyznačenou oblastí zájmu (případným ořezem v šabloně)1.
tak totiž lidé automaticky vnímají zájmové objekty při pohledu na vizuální prezentaci,
jak popisuje M. M. Cheng s kolegy v úvodu svojí práce [2]. Jedná se o tzv. význačné
objekty2 (anglicky salient objects), jež dominují v obraze a tvoří nejdůležitější část scény.
Ve výše zmíněné práci je uvažován předpoklad, že lidské vidění zpracovává pouze části
obrazu detailněji a ostatní ponechává téměř nezpracované. V práci se autoři soustředí na
metodu zdola-nahoru řízenou získanými daty z kontrastu v obrázku (anglicky bottom-up
data driven salient object detection).
Detekce význačných objektů je základním krokem pro spoustu metod pro zpra-
cování obrazu, jako je například segmentace na základě oblasti zájmu, úprava obrázků či
rozpoznání objektů. Tato metoda disponuje značnou výhodou, jelikož nepotřebuje mít pro
rozpoznání takových oblastí jakékoliv informace o obsahu scény a je ji možné použít na
širokou škálu obrázků nezávisle na jejich obsahu. Ve výše zmíněné práci jsou uvažovány
dva různé přístupy, a to první globální kontrastní metoda založená na barevném histogramu
obrazu (v původním textu označována jako HC). Ta odděluje význačné objekty na základě
barevné informace obsažené v obrazu a její hlavní předností je jednoduchost i rychlost výpo-
čtu. Druhý přístup se pak soustředí na regionální kontrastní metodu (v původním textu jako
RC), která k původnímu přístupu přidává navíc prostorové závislosti regionů, na které je
nejprve vstupní obraz rozdělen. Pro jednotlivé regiony je pak spočítáno globální ohodnocení
kontrastu ovlivněné kontrastem regionu a jeho vzdáleností od ostatních regionů v obraze.
Ve výsledku tato metoda produkuje přesnější výsledky, nicméně je ale znatelně výpočetně
náročnější.
Na obrázku 5.2 je znázorněno zpracování vstupního obrazu pomocí globální kontrastní
metody s aplikací prahování s fixním prahem. Výstupem je pak maska definující přesně
polohu význačného objektu v obraze.
2Pojem salience nemá v češtině odpovídající ekvivalent a vyskytují se různé překlady, dále v textu je
využit pojem význačný objekt či oblast na základě článku <https://cs.wikipedia.org/wiki/Salience>
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Obrázek 5.2: Globální kontrastní metoda založená na barevném histogramu – shora vstupní
obrázky, rozpoznání význačných objektů a segmentace prahováním. [2]
5.1.1 Globální kontrastní metoda
Lidský zrak je velmi citlivý na kontrast ve vizuálním obraze, čehož tato metoda využívá
a definuje význačnost pixelu (anglicky pixel saliency) jako jeho kontrast vůči všem ostat-
ním pixelům ve scéně. K tomu je využit barevný prostor L*a*b3, který je ze své povahy
nezávislý na zobrazovacím zařízení. Barvy reprezentuje jako třídimenzionální model, kde
složka L zastupuje luminanční složku (rozsah obvykle < 0, 100 >), složka a reprezentuje
přechod mezi červenou a žlutou a složka b pak žlutou a modrou (u obou rozsah obvykle
< −128, 127 >).
Jako nejjednodušší řešení se nabízí význačnost pixelu definovat jako jeho barevný kon-
trast (v barevném prostoru L*a*b) vůči všem ostatním pixelům. Tento přístup má však
jednu zásadní nevýhodu, a tou je výpočetní náročnost. Již samotné porovnání každého
pixelu se všemi ostatními má kvadratickou časovou složitost 𝑂(𝑁2). Výše popsaná význač-
nost 𝑆 pixelu 𝐼𝑘 v obraze 𝐼 je definována rovnicí 5.1 jako součet barevných vzdáleností 𝐷
pixelu 𝐼𝑘 s ostatními pixely v obraze. Vzdálenost 𝐷 (reprezentující kontrast dvou pixelů) je
vypočtena ve výše zmíněném barevném prostoru L*a*b a hodnota 𝑁 udává celkový počet
pixelů v obraze.
𝑆(𝐼𝑘) =
𝑁∑︁
𝑖=1
𝐷(𝐼𝑘, 𝐼𝑖) = 𝐷(𝐼𝑘, 𝐼1) +𝐷(𝐼𝑘, 𝐼2) + · · ·+𝐷(𝐼𝑘, 𝐼𝑁 ) (5.1)
Z výše zmíněné rovnice však vyplývá, že jednotlivé pixely s identickou barvou budou
mít rovněž identickou hodnotu význačnosti 𝑆. Pokud se tedy vytvoří barevný histogram pro
daný obraz, je možné citelně snížit náročnost výpočtem význačnosti pouze mezi jednotli-
vými barvami. Následně může být definována význačnost barvy 𝑆(𝑐𝑙) přepsáním předchozí
rovnice do tvaru rovnice 5.2, kde 𝑐𝑙 je barva pixelu 𝐼𝑘, 𝑛 je počet rozdílných barev v ob-
raze, 𝑐𝑖 představuje barvu společnou mezi pixely a 𝑓𝑖 je pravděpodobnost výskytu barvy 𝑐𝑖
v obraze 𝐼.
𝑆(𝐼𝑘) = 𝑆(𝑐𝑙) =
𝑛∑︁
𝑖=1
𝑓𝑗𝐷(𝑐𝑙, 𝑐𝑗), (5.2)
3Viz článek dostupný z <http://docs-hoffmann.de/cielab03022003.pdf>
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Pomocí rovnice 5.2 je možné snížit časovou složitost na 𝑂(𝑁) +𝑂(𝑛2) (sestavení histo-
gramu a výpočet význačnosti jednotlivých barev), jež může v ideálním případě klesnout až
na 𝑂(𝑁) za předpokladu, že obraz obsahuje malé množství barev, tedy konkrétně musí být
splněna podmínka 𝑂(𝑛2) < 𝑂(𝑁). V běžném RGB barevném prostoru může být až 2563
možných barev, což je zpravidla více než pixelů v běžné fotografii. Jako jedno z možných
řešení se nabízí kvantizace barevného prostoru obrázku, čímž sice přijdeme o část barevné
informace, ale zásadně se tím sníží výpočetní náročnost.
V článku [2] autoři navrhují kvantizaci v původním RGB prostoru na pouhých 12
hodnot na barevný kanál, čímž se sníží celkový počet barev na 123. Aby byl tento počet
dále redukován, jsou dále vybrány nejčetnější barvy v obraze (zahrnující alespoň 95% počtu
pixelů) a zbylé jsou převedeny na nejbližší nejčetnější barvu v barevném histogramu. Touto
razantní kvantizací je možné docílit v průměru přibližně 85 barev4 při zpracování reálných
fotografií. Celý proces je znázorněn na obrázku 5.3a, což je stav před kvantizací a na ob-
rázku 5.3b stav po kvantizaci, kdy její výstup obsahuje pouze 41 unikátních barev. Vedlejším
efektem kvantizace jsou pak blokové artefakty, kde došlo ke sloučení větších barevných ploch
s podobnou barvou. Proto je nutné v pozdější fázi vyhodnocení význačnosti provést vyhla-
zení barevného prostoru jako kompenzaci předcházející kvantizace. Obrázek 5.3c zobrazuje
výstup rozpoznání význačných oblastí výše popsanou globální metodou reprezentovaný tzv.
mapou význačnosti, ve které jsou v odstínech šedi znázorněny vyššími hodnotami významné
oblasti.
(a) (b) (c)
Obrázek 5.3: Kvantizace barev v obrázku a) Stav před kvantizací; b) Stav po kvantizaci
se 41 barvami5 c) Mapa význačnosti vytvořena globální kontrastní metodou HC.
5.1.2 Regionální kontrastní metoda
Pro lidské vidění jsou přirozeně mnohem výraznější oblasti s vysokým kontrastem vzhle-
dem k jejich okolí. Záleží ale také na prostorové informaci, jelikož vysoký kontrast vzhledem
k blízkému okolí je pro lidský zrak výraznější než vyšší kontrast vůči vzdálenějším oblas-
tem. Z tohoto důvodu je vhodné pro vylepšení přesnosti detekce význačných oblastí pra-
covat i s prostorovou informací a s tím počítá právě tato metoda pracující s prostorovými
závislostmi kontrastních regionů.
V první fázi je nutné vybrat efektivní segmentaci obrázku na regiony, jinak také
nazývané superpixely. K tomu autoři článku [2] využili Felzenszwalbovu segmentaci [5]. Ta
obrázek chápe jako graf a využívá k rozdělení obrázku na regiony Kruskalův algoritmus
4Zmíněno autory na základě testování metody v textu [2].
5Obrázek kvantizace pravděpodobně prošel kompresí při vytváření dokumentu, ale vychází z původní
bitmapy se 41 barvami.
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hledání minimální kostry grafu. U této metody je možné vstupními parametry přibližně
omezit maximální počet komponent (parametr c) i jak malé komponenty mají být přidru-
ženy k větším segmentům (parametr min).
V další fázi následuje výpočet barevného histogramu, jenž je společný pro obě metody,
a to včetně již zmíněné kvantizace. Význačnost 𝑆 jednotlivých regionů 𝑟𝑘 popisuje rov-
nice 5.3. Váhu regionů 𝑤(𝑟𝑖) určuje počet pixelů regionu, což přidává větším regionům na
význačnosti. Hodnota 𝐷𝑟(𝑟𝑘, 𝑟𝑖) reprezentuje metriku barevné vzdálenosti v mezi jednotli-
vými regiony blíže popsané v následující rovnici 5.4.
𝑆(𝑟𝑘) =
∑︁
𝑟𝑘 ̸=𝑟𝑖
𝑤(𝑟𝑖)𝐷𝑟(𝑟𝑘, 𝑟𝑖) (5.3)
Barevnou vzdálenost𝐷𝑟 mezi regiony 𝑟1 a 𝑟2 spočteme pomocí pravděpodobnosti 𝑓(𝑐1𝑖),
která představuje pravděpodobnost výskytu 𝑖-té barvy mezi všemi barvami objevujícími se
v regionu 𝑟1 a analogicky pro pravděpodobnost 𝑓(𝑐2𝑗). Pravděpodobnost výskytu 𝑓 je repre-
zentována histogramem sestaveným pro konkrétní region, jehož hodnoty jsou normalizované
celkovým počtem pixelů v regionu. Uchovávat celý histogram pro každý region ovšem bylo
neefektivní, a proto je uchovávána pouze jeho řídká reprezentace, tedy pouze pro barvy,
které skutečně obsahuje. Hodnota 𝐷(𝑐1𝑖, 𝑐2𝑖) opět představuje vzdálenost (kontrast) mezi
barvami 𝑐1𝑖 a 𝑐2𝑖 viz rovnice 5.2.
𝐷𝑟(𝑟1, 𝑟2) =
𝑛1∑︁
𝑖=1
𝑛2∑︁
𝑗=1
𝑓(𝑐1𝑖)𝑓(𝑐2𝑗)𝐷(𝑐1𝑖, 𝑐2𝑗) (5.4)
Aby bylo plně využito výhody takto sestavených regionů, je dále uvažováno prostorové
váhování u každého regionu. Každému z regionů je přiřazena váha na základě vzdálenosti
od středu obrázku kdy čím blíže středu se nacházejí, tím významnější jsou z pohledu vý-
značnosti. To vychází z předpokladu, že fotografové tíhnou k umisťování objektů při focení
blízko ke středu či zlatému řezu (či pravidlu třetin) a zřídka je na kvalitní fotografii ob-
jekt zájmu mimo tuto oblast. Při ohodnocení míry významnosti regionu vůči jinému se
vzdálenost mezi nimi počítá jako vzájemná eukleidovská vzdálenost pozice těžiště u obou
regionů.
(a) (b) (c)
Obrázek 5.4: Regionální kontrastní metoda a) Segmentace obrázku na regiony Felzenszwal-
bovou metodou; b) Mapa význačných regionů; c) Maska význačného objektu získaná pra-
hováním.
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Předcházející vzorec 5.4 je tedy rozšířen o prostorové váhování v rovnici 5.5. Hodnota
𝐷𝑠(𝑟𝑘, 𝑟𝑖) udává prostorovou vzdálenost mezi regiony 𝑟𝑘 a 𝑟𝑖, hodnota 𝜎𝑠 určuje sílu prosto-
rového váhování. Váha 𝑤(𝑟𝑖) představuje váhu regionu 𝑟𝑖 danou počtem jeho pixelů a 𝑤𝑠(𝑟𝑘)
je prostorové váhování určující významnost regionu v závislosti na vzdálenosti od středu
obrázku. Autoři metody zvolili jeho hodnotu na 𝑤𝑠(𝑟𝑘) = 𝑒𝑥𝑝(−9𝑑2𝑘), kde 𝑑𝑘 je průměrná
vzdálenost všech pixelů regionu od středu obrazu se souřadnicemi pixelů normalizovanými
na interval < 0; 1 >. Hodnota 𝑤𝑠 tedy nabývá tím vyšších hodnot, čím je region blíže středu
obrazu. Hodnota 𝐷𝑟 opět udává barevnou vzdálenost mezi regiony jako u předcházející rov-
nice 5.3.
𝑆(𝑟𝑘) = 𝑤𝑠(𝑟𝑘)
∑︁
𝑟𝑘 ̸=𝑟𝑖
𝑒
𝐷𝑠(𝑟𝑘,𝑟𝑖)
−𝜎2𝑠 𝑤(𝑟𝑖)𝐷𝑟(𝑟𝑘, 𝑟𝑖) kde 𝜎2𝑠 = 0.4 (5.5)
Výsledek předchozího zpracování je znázorněn na obrázku 5.4b opět v mapě význačnosti
se zvýrazněným význačným objektem. Obrázek 5.4c znázorňuje výslednou masku rozpozna-
ného význačného objektu po jeho extrakci, která bude popsána v následující podkapitole.
5.1.3 Extrakce význačné oblasti
Z mapy význačnosti je na závěr cílem získat binární masku reprezentující význačný objekt.
Podle ní pak bude možné určit výslednou význačnou oblast a skutečné rozměry obrázku
v šabloně. V případě ideální segmentace bude eventuálně možné extrahovat detekovaný
objekt z pozadí.
Na tuto operaci je však běžné prahování nedostačující, jelikož výstupní mapa význač-
nosti obsahuje nerovnoměrně zvýrazněná místa v závislosti např. na osvícení či barvě vý-
značného objektu. V případě první globální metody využívající histogram je tento problém
obzvláště patrný viz předchozí obrázek 5.3c. Regionální metoda se neuniformní zvýraznění
snaží redukovat a výsledná mapa význačnosti by měla být s menšími výkyvy ve význačnosti
pro daný objekt. V tomto případě by mohlo dostačovat např. adaptivní prahování, nicméně
je stále nedostačující pro spolehlivou extrakci v případě nerovnoměrně označeného objektu,
jako je například obrázek 5.5b v následující podkapitole. Autoři v článku [2] tak navrhují
vlastní přístup označovaný jako SaliencyCut, jenž využívá iterativní algoritmus GrabCut
pro extrakci význačného objektu.
Segmentační algoritmus GrabCut [14] vychází z algoritmu Graph Cut, u kterého
probíhá segmentace i v závislosti na textuře a kontrastu obrazu. V základu je obraz re-
prezentován jako graf, kdy každý uzel tohoto grafu je propojen se svým blízkým okolím
(4-okolí či 8-okolí). Dále je každý uzel napojen na uzel reprezentující popředí (angl. fore-
ground či source) a pozadí (angl. background či sink), kdy toto propojení je ohodnoceno
váhovou funkcí. Tato funkce reprezentuje míru příslušnosti daného pixelu (uzlu) k popředí
či pozadí. Tuto hodnotu reprezentuje parametr průhlednosti 𝛼 kdy platí, že 0 ≤ 𝛼𝑛 ≤ 1,
kde hodnoty 0 reprezentují pozadí a 1 popředí. Zvlášť pro pozadí i popředí je následně se-
staven barevný RGB model pomocí Gaussian Mixture modelů (GMM), kdy každému pixelu
je pak přiřazena hodnota z těchto modelů. Při inicializaci je požadováno, aby byly uživate-
lem označeny části obrazu, které je možné považovat za popředí či pozadí. K tomu slouží
tzv. trimapa (angl. trimap), obsahující hodnoty parametru 𝛼, čímž dělí obraz na regiony
pozadí 𝑇𝐵, popředí 𝑇𝐹 a uživatelem neoznačené části jako neznámý region 𝑇𝑈 . Cílem seg-
mentace je poté výpočet hodnot v neznámém regionu trimapy z uživatelem zadaných dat
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a natrénovaných barevných modelů pozadí a popředí. K tomu slouží tzv. funkce energie 𝐸
na vzorci 5.6, jejíž minimum by mělo reprezentovat vhodnou segmentaci.
𝐸(𝛼, 𝜃, 𝑧) = 𝑈(𝛼, 𝜃, 𝑧) + 𝑉 (𝛼, 𝑧) (5.6)
Tento proces je možné přirovnat k hledání minimálního řezu grafu, tedy řezu s nejnižší
cenou funkce energie 𝐸. Hodnota 𝑈 (angl. data term) je určena na základě míry příslušnosti
hodnot 𝛼 k natrénovanému rozložení dat v GMM modelu pozadí či popředí. Hodnota 𝑉
(angl. smoothness term) je dána blízkým 8-okolím pixelu a eukleidovskou vzdáleností barev
pixelů v RGB prostoru. V principu nabývá vyšších hodnot pro pixely v blízkém okolí, jež
mají podobnou barvu a podporuje tím fakt, že tyto pixely patří do stejného regionu (pozadí
či popředí). GrabCut pak pro hledání minimálního řezu využívá iterativní algoritmus, jenž
umožňuje s jednotlivými kroky aktualizovat hodnoty parametru 𝛼 použitím nových hodnot
z neznámého regionu 𝑇𝑈 pro aktualizaci GMM popředí a pozadí. Dále algoritmus umožňuje
pracovat i s nekompletní trimapou, a to například obdélníkovým výběrem, kdy vnější částí
obdélníku jsou označeny jako pozadí 𝑇𝐵 a vnitřní jako neznámé 𝑇𝑈 . V tomto případě se
pozadí označené uživatelem jako neznámé v průběhu algoritmu nezmění a výpočet probíhá
pouze v neznámém regionu 𝑇𝑈 .
Autoři v článku [2] využívají upravenou verzi výše popsaného algoritmu GrabCut,
kdy před výpočtem dochází k inicializaci hodnotou mapy význačnosti (angl. saliency map),
na níž bylo aplikováno fixní prahování pro získání nejvíce význačných regionů. Po praho-
vání je vybrán největší spojitý region a označen jako neznámý region 𝑇𝑈 trimapy, kdy zbylé
pixely dále uvažujeme jako pozadí 𝑇𝐵. Následně je algoritmus iterativně spouštěn, kdy po
jeho jednotlivých výstupech jsou na aktuální výsledek segmentace aplikovány morfologické
operace dilatace a eroze, čímž je získána nová trimapa pro následnou inicializaci algo-
ritmu GrabCut. Výhodou tohoto přístupu je, že pokud při fixním prahování byla vyloučena
některá z méně význačných částí, docílíme zpětného zařazení této oblasti do segmentace
rozšířením oblasti původní neznámé oblasti 𝑇𝑈 do oblasti 𝑇𝐵.
Celý tento proces krok za krokem je znázorněn na obrázku 5.5, kdy pro vstupní obrá-
zek 5.5a je nejprve regionální metodou vypočtena mapa význačnosti na obrázku 5.5b. Na
obrázku 5.5c je největší spojitý region získaný fixním prahováním, kdy po prvním kroku al-
goritmu GrabCut algoritmu segmentační maska na obrázku 5.5d nesprávně neobsahuje část
květiny. Na obrázku 5.5e dochází k rozšiřování segmentační masky, která z oblasti znázor-
něné šedou barvou vytvoří neznámou oblast. Na obrázku 5.5f je pak výsledná segmentace
s korektně označeným význačným objektem po třech iteracích.
(a) (b) (c) (d) (e) (f)
Obrázek 5.5: Iterativní segmentace inicializovaná výstupem algoritmu detekce význačných
objektů (černě pozadí 𝑇𝐵, bíle popředí 𝑇𝐹 , šedě neznámá oblast 𝑇𝑈 ). a) Výřez vstupního
obrázku; b) Vypočtená mapa význačnosti; c) Největší spojitý region získaný fixním prahová-
ním (bude označen jako 𝑇𝑈 ); d) Segmentace po prvním iteraci; e) Výsledek eroze a dilatace
masky na předcházejícím obrázku; f) Výsledná segmentace po třech iteracích.
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5.2 Návrh výběru význačné oblasti
Pro výběr význačného objektu navrhuji na základě předchozích kapitol použít dvě metody
dříve popsané v podkapitole 5.1. Celý proces výběru význačné oblasti je znázorněn na sché-
matu 5.6. Nejprve bude provedena kvantizace barevného prostoru pro urychlení výpočtů,
kdy dojde k snížení počtu barev na pouhých 12 úrovní na kanál. Následně bude vykonána
jedna z dále navržených segmentačních metod a v závěru pak proběhne segmentace společná
pro obě metody.
První z těchto metod bude tedy globální kontrastní metoda využívající pouze in-
formace o barevném složení obrázku. Její předností je rychlost výpočtu, čímž je vhodnější
pro zpracování většího množství obrazových dat. Vychází z výstupu kvantizace, díky které
bude její výpočet výrazně urychlen.
Kvantizace
barev
Detekce význačné
oblasti
globání / regionální
Segmentace
význačné oblasti
Binární maskaKvantizovaný     obraz
    Mapa
význačnostiObrázek
Obrázek 5.6: Proces výběru význačné oblasti. Vlevo probíhá kvantizace barev, uprostřed
probíhá detekce globální či regionální detekce význačnosti a vpravo výsledná segmentace.
Dále bude implementována komplexnější regionální kontrastní metoda, jež bude
segmentovat vstupní obraz na regiony, s jejichž vzájemnými závislostmi bude pracovat.
Jelikož tato metoda bude plnit účel přesnější segmentace zájmového objektu a měla by pro-
dukovat uniformně zvýrazněné význačné objekty, její výpočetní náročnost bude podstatně
vyšší.
Obě metody pro výběr zájmové oblasti budou součástí modulu saliency na obrázku 2.4.
Jejich vstupem bude vstupní obrázek předaný z nadřazeného modulu imgeval. Jejich vý-
stupem bude mapa význačnosti, segmentační binární maska (viz segmentace v následujícím
odstavci) a obalový čtyřúhelník (angl. bounding box) obalující význačný objekt. Mapa vý-
značnosti bude sloužit pro znázornění výstupu. Na základě segmentační masky pak bude
možné odstranit pozadí význačného objektu či případně lokalizovat význačný objekt v ob-
rázku. K tomu ale bude spíše sloužit třetí návratová hodnota, a to obalová obdélník vý-
značné oblasti určující její hranice.
Segmentace zájmové oblasti bude provedena po získání mapy význačnosti z původ-
ního obrázku. Z té bude metodou inspirovanou postupem v původním článku [2] získána
výsledná segmentační maska. Autoři k finální segmentaci využili segmentační algoritmus
SaliencyCut, fungující na principu upraveného algoritmu GrabCut blíže popsaném v pře-
cházející kapitole 5.1.3.
Navrhuji však využít volně dostupnou implementaci algoritmu GrabCut a pouze ji do-
plnit o potřebnou funkcionalitu. Algoritmus bude iterativně volat GrabCut algoritmus, kdy
po každém volání provede korekci aktuální segmentační masky. V závěru bude z aktuální
segmentační masky vytvořena binární segmentační maska zvýrazňující význačnou oblast.
Celý proces bude dále popsán v následující kapitole 5.3 obsahující implementační detaily.
Vyhodnocení finálního řešení bude provedeno na sadě6 obsahující 10 tisíc reálných foto-
grafií, kdy ke každé fotografii je přiložena segmentační masku význačného objektu. Výsledný
6Testovací sada dostupná z <http://mmcheng.net/msra10k>
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modul bude vyhodnocen dle postupu uvedeném u zmíněné datové sady pomocí metrik prů-
měrných precision, recall a f-measure popsaným blíže v podkapitole 5.4.
5.3 Realizace detekce význačných objektů
V této podkapitole je blíže popsána realizace detekce význačného objektu jejíž princip byl
přiblížen v předcházející kapitole 5.2. Nejprve je uvedena implementace obou metod na
základě návrhu z kapitoly 5.1 a následně i segmentace algoritmem GrabCut. Výstupem
tohoto algoritmu je binární maska reprezentující pixely s hodnotou 1 význačný objekt
a s hodnotou 0 pozadí.
K realizaci je mimo jiné využita sada nástrojů pro zpracování obrazu scikit-image7,
obsahující v kapitole 5.1.2 již zmiňovanou Felzenszwalbovu grafovou segmentaci. Z důvodů
výpočetní náročnosti některých částí algoritmu jsou obě části pro výběr oblasti zájmu
implementovány v rozšíření Cython8, které plní funkci statického překladače. Umožňuje
převod klasického kódu z jazyka Python do C/C++, čímž se jeho vykonávání podstatně
urychlí.
K ještě většímu zrychlení dochází, je-li dodržena jeho jazyková konvence – kritické
části kódu budou implementovány v jazyce Cython bez minimálního volání rozhraní jazyka
Python. Aby tedy bylo urychlení co největší, nemělo by dojít ke kombinování syntaxe obou
jazyků zároveň. Jazyk Cython umožňuje specifickými konstrukcemi vytvářet kód podobný
jazyku C/C++, podporuje ukazatele, typování, základní datové typy, struktury a v nepo-
slední řadě umožňuje přímé volání funkcí jazyka C/C++ či využívání jeho knihoven. Téměř
jakýkoliv C/C++ kód může tedy být připojen k existujícímu modulu v jazyce Python. Po
překladu se modul jako celek navenek jeví jako klasický modul v jazyce Python. Ke zpraco-
vání obrazových dat je rovněž využita knihovna OpenCV [8] v aktuální verzi 3.1, obsahující
napojení na jazyk Python.
Dále následuje popis realizace základní globální kontrastní metody, kdy regionální kon-
trastní metoda na ni nadále navazuje a rozvíjí její přístup pomocí rozdělení vstupního ob-
razu do regionů. Závěr podkapitoly popisuje segmentaci mapy význačnosti získané pomocí
jedné z předchozích metod.
5.3.1 Globální kontrastní metoda
Na základě informací v podkapitole 5.1.1 je vytvořena funkce histogram_saliency() mo-
dulu saliency. Při zavolání funkce dojde nejprve ke kvantizaci vstupního obrazu tak, že vý-
sledný obraz disponuje pouze dvanácti barvami na jeden kanál RGB formátu. Z takto upra-
vených barev je vytvořen řídký barevný histogram, kdy každá z barev je reprezentována jako
decimální hodnota v intervalu < 0; 1727 >9. Tuto akci zajišťuje funkce build_colors(),
která barvy ještě více redukuje výběrem alespoň 95% nejvíce zastoupených barev jako vý-
znamných barev. Pro tento účel jsou barvy v histogramu seřazeny dle četnosti výskytu
a zbylých 5% barev je převedeno na nejbližší barvy z vybraných významných barev. Nej-
bližší barvy umožňuje najít funkce get_closest_color(), která na základě umocněné eu-
kleidovské vzdálenosti složek RGB barevného prostoru (tedy eukleidovské vzdálenosti bez
odmocniny) porovnává jejich vzdálenost. Nevýznamná barva je tedy vždy převedena na
7Domovská stránka projektu na <http://scikit-image.org>
8Domovská stránka projektu <http://www.cython.org>
9Hodnota 1727 je určena hodnotou (123)− 1, tedy dvanácti barvami na jeden barevný kanál.
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nejbližší významnou barvu a tím je počet barev opět redukován. Výsledek takové kvanti-
zace obrázku 5.3a je znázorněn na obrázku 5.7. Vlevo je stav před kvantizací a vpravo po
kvantizaci na 41 různých barev.
(a) (b)
Obrázek 5.7: Kvantizace RGB barevného prostoru a převod nevýznamných barev na
významné za účelem snížení celkového počtu barev. a) RGB histogram původního ob-
rázku 5.3a; b) RGB histogram po kvantizaci a převodu barev na výsledných 41 barev.
V další fázi dochází k normalizaci předchozího histogramu a převodu barev v něm ob-
sažených do barevného prostoru L*a*b. Podle dříve zmíněného vzorce 5.2 je vypočtena
význačnost každé barvy z kvantizovaného histogramu. V poslední řadě je provedeno vyhla-
zení význačnosti na základě nejbližších barev v histogramu (vzdálenost v L*a*b) realizované
funkcí smooth_saliency(). Po takovém vyhlazení budou mít barvy, které jsou si v histo-
gramu blízko, podobnou úroveň význačnosti, což umožní snížit vliv artefaktů vznikajících
při kvantizaci RGB barevného prostoru. Na závěr je provedeno vyhlazení mapy význačnosti
pomocí gaussovského rozostření a provedena normalizace hodnot význačnosti na interval
< 0; 1 >. Tím je proces globální kontrastní metody u konce a výsledná mapa význačnosti
je předána algoritmu GrabCut k segmentaci popsané v podkapitole 5.3.3. Na obrázku 5.8b
je zobrazena maska význačnosti pro vstupní obrázek 5.8a. Jelikož mapa význačnosti není
rovnoměrná na oblasti zájmu, dojde k chybám v segmentaci znázorněným na obrázku 5.8c.
Nerovnoměrnost mapy význačnosti na objektu zájmu je jednou z nevýhod této metody.
(a) (b) (c)
Obrázek 5.8: Příklad použití globální kontrastní metody a následné segmentace. a) Původní
obrázek před detekcí význačnosti a segmentací; b) Oblast význačnosti je nerovnoměrně
vyznačená, což může způsobit problémy při segmentaci; c) Nekorektní segmentační maska
obsahující díry.
5.3.2 Regionální kontrastní metoda
První část přístupu regionální metody je společná s globální metodou z předcházející podka-
pitoly 5.3.2. Funkcionalita této metody je umístěna ve funkci region_saliency(). V první
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fázi rovněž pomocí funkce build_colors() zajistí kvantizaci barevného prostoru a dra-
matické snížení počtu odlišných barev v obraze. Po kvantizaci je zvolen přístup rozdělení
vstupního obrazu na regiony neboli superpixely. Ty představují segmenty původního obrazu,
které mají podobné vlastnosti např. z pohledu barevnosti či textury. Cílem této segmen-
tace je snížení náročnosti výpočtu, jelikož se výpočty nebudou provádět pro každý pixel
zvlášť, ale pro celý superpixel, který bude mít ve výsledku na celé své rozloze rovnoměrně
rozloženou míru význačnosti.
Segmentace obrazu na superpixely probíhá pomocí již dříve zmíněné Felzenswalbovy
segmentační metody [5]. Z počátku byla využita pro segmentaci funkce felzenszwalb()
z modulu pro zpracování obrazu scikit-image10. Produkovala však odlišné výstupy od
referenční implementace [5] v jazyce C++ a nebylo v ní prakticky možné ovlivnit počet
výsledných segmentů. Ve stupních šedi produkovala stejné výsledky jako referenční imple-
mentace, nicméně pro barevné vstupy byla segmentace nespolehlivá, pravděpodobně z dů-
vodů odlišného přístupu k obrázkům obsahujícím více barevných kanálů. Z tohoto důvodu
jsem se rozhodl využít raději referenční implementaci a vytvořit jednoduché rozhraní pro
komunikaci s modulem v jazyce Python. Do referenční implementace realizované funkcí
segment_image() bylo umístěno vytvoření superpixelů, jež pro uložení informací využívají
třídu Superpixel. V této třídě jsou uchovávány informace o superpixelech, tedy například
počet pixelů, těžiště, míra význačnosti, histogram či vektor jeho pixelů.
Další funkce postupně obstarávají nezbytné výpočty, které se ukládají jako třídní pro-
měnné třídy Superpixel. Funkce superpixel_prepare() provádí výpočet těžiště (geome-
trického středu) superpixelu, jeho velikost, řídce reprezentovaný normalizovaný histogram
jeho barev a rovněž i vzdálenost od středu obrázku. Vzdálenost od středu je následně využita
při upřednostnění pixelů blíže středové oblasti při výpočtech význačnosti.
Funkce superpixel_saliency() zastává hlavní roli při výpočtu význačnosti superpi-
xelu. Před samotným výpočtem význačnost si předpřipraví vypočtené vzdálenosti v L*a*b
barevném prostoru mezi všemi barvami v kvantizovaném histogramu. Následně přejde k vý-
počtu význačnosti viz dříve popsané vzorce 5.3 a 5.4. Nejprve je vypočtena barevná vzdále-
nost 𝐷𝑟 mezi superpixely za pomoci předem vypočtených vzdáleností mezi barvami v L*a*b
prostoru a normalizovaných histogramů jednotlivých superpixelů. Hodnoty normalizova-
ného histogramu jsou použity jako váhy při výpočtu barevné vzdálenosti. Dalším krokem je
vypočtení výsledné význačnosti superpixelu (viz vzorec 5.4) pomocí vypočtené vzdálenosti
mezi barvami a kde vahou 𝑤 je počet pixelů regionu. V závěru výpočtů je využito prosto-
rového váhování ze vztahu 5.4, čímž jsou upřednostněny superpixely blíže středové oblasti.
Výsledkem toho zpracování je prvotní mapa význačných oblastí znázorněna na obrázku 5.9a.
10Modul dostupný z <http://scikit-image.org/docs/dev/api/skimage.segmentation.html>
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(a) (b) (c)
Obrázek 5.9: Výstupy regionální kontrastní metody. a) Význačné regiony s prostorovým
váhováním vzhledem ke středu obrázku a upřednostněním bližších regionů; b) Vyhlazení
význačnosti na základě sousedních barev v histogramu; c) Finální vyhlazení superpixelů
(regionů) na základě výsledků předchozího vyhlazení (b).
Zatím je význačnost uložena pouze v jednotlivých superpixelech, pro reprezentaci jejího
výstupu jsou však hodnoty význačnosti regionů převedeny metodou create_saliency_-
map() do pixelové mapy význačnosti. Takto získaná mapa je následně použita při vyhlazení
barevného prostoru stejnou funkcí smooth_saliency() jako u předcházející globální me-
tody 5.3.1, jen je nejprve vypočtena míra význačnosti pro jednotlivé barvy pomocí funkce
smooth_colors_saliency(). Obrázek 5.9b reprezentuje výstup po tomto vyhlazení. Pro
vytvoření finální mapy význačnosti zobrazené na obrázku 5.9c je již pouze vypočtena prů-
měrná hodnota význačnosti na superpixel po předcházejícím vyhlazení funkcí smooth_-
superpixels(). Získaná mapa význačnosti se pouze normalizuje na interval < 0; 1 >
a je připravena na segmentaci. Příklad normalizované mapy význačnosti pro vstupní obrá-
zek 5.10a je znázorněn na obrázku 5.10b (bílou barvou hodnoty blížící se k 1, černou k 0).
Oproti předcházející metodě, jejíž výstup je znázorněný na obrázku 5.8, je význačná oblast
rovnoměrněji označena a výstup segmentace je o poznání kvalitnější a neobsahuje díry.
(a) (b) (c)
Obrázek 5.10: Příklad segmentace zájmového objektu. a) Původní obrázek před detekcí vý-
značnosti a segmentací; b) Mapa význačnosti pomocí regionální kontrastní metody; c) Vý-
stupní obraz po segmentaci a výřezu pomocí segmentační masky.
5.3.3 Segmentace mapy význačnosti
Segmentaci mapy význačnosti z předchozích dvou metod realizuje funkce grab_cut() vy-
užívající implementaci algoritmu GrabCut knihovnou OpenCV. Před samotným předáním
mapy význačnosti algoritmu je provedeno mírné vyhlazení gaussovským rozostřením.
V prvním kroku segmentace je nejprve prahována hodnota význačnosti převedená na
interval < 0; 255 >. Hodnoty s význačnosti menší než 70 jsou prohlášeny za pozadí s hod-
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notou 0 a mezi zbylými hodnotami je hledán největší spojitý nenulový region funkcí get_-
largest_non_zero_mask(). Takto získaný region bude v pozdější fázi využit k inicializaci
segmentační masky viz problematika blíže popsaná v kapitole 5.1.3.
Nyní se dostáváme k samotné inicializaci segmentační masky, kdy u běžného algo-
ritmu GrabCut je segmentační maska ve tvaru tzv. trimapy, tedy masky s hodnotami vyme-
zujícími pozadí, popředí a neznámou oblast. Implementace algoritmu GrabCut v OpenCV
oproti tomu přidává jednu variantu navíc, a to tak, že dělí neznámou oblast na oblasti
pravděpodobného pozadí GC_PR_FGD a popředí GC_PR_BGD. Z tohoto důvodu byla inicia-
liace segmentační masky provedena následovně (k dalšímu prahování je využita hodnota
význačnosti převedená na interval < 0; 1 >). Na základě prahování mapy význačnosti je
nyní vytvořena segmentační maska. V případě, že hodnota význačnosti klesne pod hod-
notu 0, 1, je maska inicializována jako pozadí GC_BGD, ostatní pixely masky jsou prohlášeny
za popředí GC_BGD, pokud je jejich hodnota vyšší než 0, 9. Hodnoty na intervalu < 0, 1; 0, 8 >
představují pravděpodobné popředí GC_PR_FGD.
Po předchozí inicializaci je algoritmus GrabCut iterativně spouštěn a jsou sledovány
počty změn pixelů, u nichž se změní segmentační maska. Mezi jednotlivými iteracemi jsou
prováděny morfologické operace eroze a dilatace na aktuální segmentační masku (viz popis
v předchozí kapitole 5.1.3), což umožňuje průběžně rozšiřovat masku na další význačné
regiony. Výpočet segmentace končí po 4 vnějších iteracích, nebo pokud již nedochází k do-
statečně velkému počtu změn pixelů při krocích segmentace. Algoritmus GrabCut může být
během jedné vnější iterace puštěn až osmkrát – v závislosti na počtu změn provedených
mezi jednotlivými iteracemi může být předčasně ukončen výpočet. Výstupem segmentace
je maska s hodnotami 255 pro popředí (význačný objekt) a hodnotami 0 pro pozadí.
Na obrázku 5.11a je znázorněna inicializace masky pro algoritmus GrabCut. Tato maska
je použita pro první iterace algoritmu znázorněné na následujících obrázcích. Dále na ob-
rázku 5.11b je stav výstupní segmentační masky po první iteraci algoritmu GrabCut. Na
obrázku 5.11c je stav po druhé iteraci, kdy došlo ke korektnímu odstranění pozadí (část
plotu) z původního obrázku. Obrázek 5.11d znázorňuje výslednou segmentační masku, která
je po aplikaci na vstupní obraz znázorněna na předcházejícím obrázku 5.10c.
(a) (b) (c) (d)
Obrázek 5.11: Ilustrace segmentace algoritmem GrabCut, původní obrázek viz 5.10a. a) Ini-
cializační maska segmentace (bílou barvou je zobrazeno popředí, šedou pravděpodobné
popředí a černou pozadí); b) segmentační maska po prvním kroku algoritmu GrabCut;
c) druhý krok algoritmu GrabCut s přesnější segmentací; d) finální segmentace s ještě více
detaily.
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5.4 Vyhodnocení detekce význačné oblasti
Obě realizované metody byly testovány na datové sadě11 čítající 10 tisíc reálných fotogra-
fií s binárními maskami reprezentujícími význačné objekty. Výstupní segmentační masky
obou implementovaných metod byly porovnány s referenčními binárními maskami. Vypoč-
teny byly průměrné hodnoty metrik precision, recall a f-measure znázorněné ve vzorci 5.7.
Hodnoty 𝑇𝑃 pak znamenají počet správně označených pixelů jako popředí, 𝐹𝑃 jsou pixely
falešně označené jako popředí a 𝐹𝑁 pak pixely falešně označené jako pozadí. Hodnota 𝑓𝑚
pak bývá určena jako aritmetický průměr metrik precision a recall, nicméně autoři datové
sady doporučují použít pro evaluaci váhu přidávající větší významnost metrice precision.
Hodnota metriky recall není tak důležitá, jelikož postačuje označit celý obrázek jako po-
předí, čímž je docíleno její maximální hodnoty. Hodnota parametru 𝛽 pak byla autory
určena jako 𝛽 = 0.3.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
, 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
, 𝑓𝑚 =
(1 + 𝛽2)𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙
(𝛽2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) + 𝑟𝑒𝑐𝑎𝑙𝑙 (5.7)
Výpočet těchto hodnot metrik uvedených ve vzorci 5.7 byl proveden pomocí skriptu
eval.py, který srovnává referenční a hodnocené masky. Pro každou masku zvlášť byly
vypočteny příslušné metriky, jejichž hodnota byla zprůměrována. Výsledné srovnání dvou
implementovaných metod je znázorněno v grafu na obrázku 5.12. Z hlediska přesnosti do-
padla nejlépe regionální metoda, která byla schopna korektně určit průměrně 88% pixelů
segmentační masky oproti necelým 81% u globální metody založené pouze na histogramu.
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Obrázek 5.12: Srovnání dvou realizovaných metody – na sloupci vlevo globální metoda
využívající histogram a na sloupci v pravo regionální metoda.
Na obrázku 5.13 je znázorněn případ, kdy se mají obě metody na detekci význačných
oblastí obdobné výstupy. Mapy význačnosti na obrázcích 5.14b a 5.14d jsou si velmi po-
11Testovací sada dostupná z <http://mmcheng.net/msra10k>
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dobné. Díky tomu je segmentace algoritmem GrabCut schopná segmentovat zájmový objekt
téměř identicky pro obě metody, jak je znázorněno na obrázcích 5.13c a 5.13e.
(a) (b) (c) (d) (e)
Obrázek 5.13: Srovnání metod detekce význačnosti. ) Vstupní obrázek; b) Mapa význač-
nosti vytvořená globální metodou využívající histogram; c) Segmentační maska získaná
z předchozí mapy význačnosti; d) Mapa význačnosti vytvořena regionální metodou; e) Seg-
mentační maska z mapy význačnosti regionální metody.
V dalším případě na obrázku 5.14 je znázorněn neideální případ, kdy samotná mapa vý-
značnosti znázorněná na obrázku 5.14b již nemá nejvýznačnější body soustředěné v rámci
objektu, ale i v jeho okolí. Důsledkem toho je neideální segmentace znázorněná na ob-
rázku 5.14c, kdy je do okolí význačného objektu zahrnuto i jeho blízké okolí. Oproti tomu
regionální metoda disponuje výrazně kvalitnější mapou význačnosti na obrázku 5.14d, díky
čemuž je i výsledná segmentace znázorněná na obrázku 5.14e o poznání přesnější.
(a) (b) (c) (d) (e)
Obrázek 5.14: Srovnání metod detekce význačnosti. a) Vstupní obrázek; b) Mapa význač-
nosti vytvořená globální metodou využívající histogram; c) Nepřesná segmentační maska
získaná z předchozí mapy význačnosti; d) Mapa význačnosti vytvořena regionální metodou;
e) Segmentační maska z mapy význačnosti regionální metody.
Metody byl dále testovány z hlediska časové náročnosti, kdy byl sledován celkový
čas provádění, čas detekce význačné oblasti a následné segmentace. Testování bylo prová-
děno na sestavě s procesorem Intel Core 2 Duo P8700, 4GB RAM a operačním systémem
Windows 10 x64. Měření bylo provedeno na části testovací sady12 použité k předchozímu
vyhodnocení obou metod. Vybráno bylo prvních 250 obrázků s rozlišením 400×300 pixelů.
Při testování bylo využito paralelismu pomocí vláken. Jelikož ale výše zmíněný procesor
disponuje pouze dvěma jádry (i vlákny), bylo při zvyšování počtu vláken dosaženo pouze
neznatelných rozdílů, které mohly být způsobeny činností aplikací na pozadí. V grafu na
obrázku 5.15 jsou zobrazeny průměrné časy doby od začátku výpočtu po vytvoření segmen-
tační masky. Na tomto obrázku vlevo je případ bez využití vláken, kdy doba výpočtu
a segmentace pro globální metodu pomocí histogramu byla vypočtena za 0,51 sekundy.
12Testovací sada dostupná z <http://mmcheng.net/msra10k>
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V případě regionální metody byla maska vytvořena za 0,67 sekundy. Při použití dvou
vláken, klesl výpočetní čas přibližně o třetinu, což je znázorněno na druhém pár sloup-
cových grafů vlevo. Ve finále bylo na testovací sestavě dosaženo nejlepších výsledků při
použití dvou a více vláken. V průměru byla vypočtena jedna segmentační metoda každých
0,35 sekundy v případě globální metody využívající pouze histogram, tedy přibližně vy-
tvoří 6 segmentačních masek každé dvě sekundy. V případě regionální metody byl tento čas
0,43 sekundy a vytvoří tedy přibližně 5 segmentačních masek každé dvě sekundy.
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Obrázek 5.15: Průměrná doba výpočtu mapy význačnosti a segmentační masky pro globální
i regionální metodu při použití různého počtu vláken.
Z důvodu nepříliš velké odlišnosti implementovaných metod byla dále zkoumána ča-
sová náročnost segmentace mapy význačnosti metodou GrabCut. Graf na obrázku 5.16
zobrazuje, jak velkou částí se podílí segmentace na době výpočtu. V případě globální me-
tody pomocí histogramu zabírá samotný výpočet význačnosti v průměru 9% výpočetního
času na jeden vstupní obrázek. Zbylých 91% času je na úkor segmentace, díky čemuž není
rozdíl ve výpočetním čase na jeden obrázek z přechozího grafu 5.15 tak výrazný. V případě
regionální metody tvoří výpočet význačností 15% celkového času, kdy zbylých 85% tvoří
segmentace.
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Obrázek 5.16: Procentuální podíl výpočtu mapy význačnosti a následné segmentace. Seg-
mentace v obou případech zabírá naprostou většinu výpočetního času.
Jelikož je časový rozdíl mezi realizovanými metodami na výpočet význačnosti poměrně
zastíněn výpočtem segmentační masky, bylo provedeno srovnání průměrných výpočetních
časů jednotlivých metod. V grafu na obrázku 5.17 jsou uvedeny výpočty pro jednotlivé
metody v milisekundách. Dvojice sloupců vždy znázorňuje průměrnou dobu výpočtu mapy
význačnosti pro globální a regionální metodu. Na první dvojici sloupců vlevo je patrný vý-
početní čas při jednom výpočetním vlákně v průměru 44 milisekund pro globální metodu
a téměř 100 milisekund pro regionální. Tento čas je snížen opět o třetinu v případě při-
dání druhého vlákna. Nejlepšího výsledku je tedy dosaženo při použití dvou vláken, kdy je
dosaženo průměrné doby výpočtu 30 milisekund pro globální metodu a 65 milisekund pro
regionální metodu. S přidáváním dalších vláken se hodnoty odlišují, což je nicméně možné
považovat za odchylku při měření.
Ve výsledku dosahovala segmentace v nejlepších případech s využitím regionální me-
tody průměrně 88% vybraných pixelů správně označeno za popředí (metrika precision).
Oproti tomu segmentace s globální metodou využívající histogram takto v průměru ozna-
čila správně 81% pixelů.
Z hlediska časové náročnosti je segmentace využívající regionální metodu v přibližně
o 25% pomalejší v závislosti na počtu využitých vláken. Na testovací sestavě bylo dosa-
ženo nejlepších výsledků při využití dvou vláken, kdy segmentace s regionální metodou
vypočítala každých 43 milisekund jednu segmentační masku. Oproti tomu segmentace vy-
užívající globální metodu vytvořila masku každých 35 milisekund. Rozdíl mezi metodami
není tolik patrný jelikož segmentace zabírá naprostou většinu výpočetního času, jak ostatně
znázorňuje graf na obrázku 5.16.
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Obrázek 5.17: Průměrná doba výpočtu mapy význačnosti pro globální metodu a regionální
metodu v závislosti na počtu vláken.
Pokud jsou srovnávány samotné metody pro vytvoření mapy význačnosti bez segmen-
tace, je globální metoda přibližně dvakrát rychlejší než komplexnější regionální metoda.
V průměru je u ní při použití dvou vláken vypočtena mapa význačnosti za 30 milisekund,
oproti 65 milisekundám u regionální metody.
51
Kapitola 6
Závěr
Cílem této práce bylo navrhnout a vytvořit systém umožňující hromadnou tvorbu grafic-
kých prezentací a především vytvořit moduly, které zkoumají a vyhodnocují jejich vizuální
stránku.
Nejprve byl vytvořen vykreslovací nástroj, umožňující zobrazení rozsáhlých datových
zdrojů v grafické šabloně, a to včetně možnosti vytvoření jednoduché video animace. Vý-
sledný modul plní formu konzolové aplikace a je schopen hromadně vykreslovat grafické
prezentace ze zdrojů dat pomocí šablon. Rovněž pracuje v režimu umožňujícím vykreslení
animace do výstupního videa, pokud je v šabloně obsažena libovolná animace.
Následně byl realizován modul pro analýzu obrazových dat umožňující rozpoznání ne-
ostrého obrazu. Pomocí detekce neostrosti vlnkovou transformací bylo dosaženo správného
označení 65% obrázků za neostré, avšak na úkor falešného označení ostrého obrázku za
neostrý v přibližně 19% případů. Metoda je i přes nepříliš vysokou úspěšnost detekce srov-
natelná s obdobnými přímočarými postupy. Úspěšnější přístupy detekce kombinují základní
metody s různými formami strojového učení (například SVM).
Další modul umožňuje rozpoznání význačných oblastí v obrazu z hlediska jejich kon-
trastu, kdy poskytuje dva různé přístupy vytvářející mapu význačných oblastí. Z takto
získané mapy je hlavní význačná oblast vybrána segmentačním algoritmem GrabCut spo-
lečným pro obě metody. Jednodušší metoda využívající pouze barevné informace v průměru
označí 81% pixelů správně jako význačný objekt. Složitější metoda vycházející z prosto-
rové závislosti regionů dále dosahuje v průměru až 88% správně vybranými pixely jako
význačné. Segmentace tvoří v průměru přibližně 85-91% celkového výpočetního času, kdy
jednodušší metoda vytvoří segmentační masku každých 35 milisekund a regionální metoda
každých 43 milisekund.
Dále byl vytvořen základ jednoduchého modulu počítající množství textu v obraze za
pomoci existujících nástrojů pro rozpoznávání textu. Modul má problémy s rozpoznáním
textu obklopeným kontrastními oblastmi, což by mohlo být řešeno například hledáním
kandidátních oblastí s textem (například pomocí metody MSER), na kterých by následně
byla provedena detekce textu. U rozpoznání textu je rovněž použito předzpracování, jenž
může v určitých případech vytvářet velké množství šumu způsobujícího selhání detekce.
Pokud bych měl realizovat znovu detekci neostrosti, zaměřil bych se spíše na metody
využívající strojové učení. Jejich použití by bylo to bylo pro úspěšnost detekce velkým
přínosem. Za vhodné navázání u detekce význačné oblasti považuji vylepšení segmentačního
algoritmu a snížení celkové doby segmentace.
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Příloha A
Přehled parametrů konzolové
aplikace
Parametr Hodnota Účel
-t
–t emplate <template.svg>
Soubor se vstupní šablonou.
(povinný)
-f
–feed <feed.xml>
Soubor se vstupním datovým zdrojem .
(nepovinný)
-o,
–outdir <path/to/out/dir>
Cesta kde bude vytvořen výstup rendereru.
(nepovinný)
-b
–basename <out_file>
Název výstupního souboru bez koncovky.
(nepovinný)
-s
–animation-step <100>
Animační krok ovlivňující rychlost v
posunu animací. (nepovinný)
-v - Parametr povolující vytvoření videa pokudšablona obsahuje animace. (nepovinný)
-k - Parametr zamezující smazání souborů povytvoření video animace. (nepovinný)
Tabulka A.1: Seznam podporovaných parametrů modulem renderer. První sloupec repre-
zentuje parametr, druhý příklad jeho hodnoty a v posledním je popisek funkce parametru.
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