For the Vlasov-Poisson equation with random uncertain initial data, we prove that the Landau damping solution given by the deterministic counterpart (Caglioti and Maffei, J.
Introduction
In this paper we are concerned with the Vlasov-Poisson (VP) equation, which is a widely used model in plasma physics [15, 12] . The VP equation reads
with initial data f (x, v, 0) = f in (x, v), where t ∈ R + is the time variable, x ∈ T d = [0, 2π] d is the space variable, and v ∈ R d is the velocity variable. f = f (x, v, t) is the particle distribution function of electrons. The term E · ∇ v f represents the effect of the self-consistent electric field E = E(x, t) on the electrons. ρ = ρ(x, t) is the local density of electrons, while the constant ρ 0 = f in dv dx is the background charge (from ions) satisfying the neutrality condition. Landau damping, first discovered by Landau [13] in 1946 in the linearized setting, is one of the most famous physical phenomena for the VP equation. It says that given the initial data close enough to some spatial homogeneous equilibrium, i.e., f in (x, v) = f 0 (v)+h(x, v) where h is small, then the electric field decays exponentially in time, if f 0 (v) satisfies certain conditions. Since the discovery of Landau damping, there has been a few work at the linearized level [4, 20, 5, 6] , but the first nonlinear result was obtained by Caglioti and Maffei [3] in 1998 (and later improved by Hwang and Velázquez [7] ). Using the scattering approach, Caglioti-Maffei proved that there exists a class of analytic initial data such that Landau damping does happen, by a fixed-point
It is desirable to have a class of Landau damping solutions with uncertainty, such that the z-derivative of the solution of any order is controlled. Therefore one would desire the smallness condition on the initial data independent of K, the order of z-derivative. However, a direct extension of the contraction argument in [3] will require the smallness condition on f * depending on K. To overcome this difficulty, we let t 0 , the time when the estimate starts to work, increase with K. With t 0 = t 0 (K), all other parameters appeared in the smallness condition can be made independent of K. This means that for a class of f * , we can estimate the z-derivative of the solution of any order, but the estimates start to work at later time for higher order derivatives. This is less restrictive than the requirement of f * depending on K, since it is natural to expect an extension of a local-in-time estimate [8] to handle the time period [0, t 0 ] (but this is out of the scope of this paper). This paper is organized as follows: in Section 2 we introduce notations and our main result. In Section 3 we introduce some necessary lemmas, including some from [3] and some new ones. In Section 4 we estimate the x, v-derivatives of the particle trajectory X(x, v, t), V (x, v, t), and x-derivatives of the electric field E. In Section 5 we conduct estimates for the z-derivatives of X and E. In Section 6 we prove the z-regularity of the particle distribution f . The paper is concluded in Section 7.
Notations and the main result
From now on we will consider the VP equation (1.1) with one-dimensional x, v, z, which can be written as:
Notations
Fix a ≥ 0, t 0 > 0. For a function F with variables t, (x, t) or (x, v, t), denote
where the L ∞ norm is taken over all variables except t, and the corresponding space of functions
form a closed subset, denoted by C a,t0 . We also define C a,t0,k by the norm
for positive integers k, and
for positive integers k.
Summary of the main result in [3]
[3] considers the deterministic 1d VP equation (2.1) (without z-dependence). Given a time-asymptotic profile f * (x, v), their goal is to find a solution f (t, x, v) to (2.1) such that
the free transport equation ∂ t g + v∂ x g = 0 with initial data g(·, ·, 0) = f * , this goal is to say that for large time, the solution f (x, v, t) behaves like the solution to the free transport equation with initial data f * . In other words, this specific solution exhibits the behavior of Landau damping.
They assume f * satisfying
• (Decay)(a 2 ): |f
1+v 4 , for some positive constants a, a 1 , a 2 , withf * being the Fourier transform in both x and v:
The first assumption basically says that f * is analytic in v, and second-order differentiable in x.
For example, it is straightforward to see that f
x . Note that this f * also satisfies the second assumption.
[3] assumes the following conditions on the constants:
and showed that for f * (x, v) satisfying the above conditions, there exists initial data at t = t 0 such that the solution to (2.1) satisfies
for large t. The key idea is the following map F (Lemma 3.1 in [3] ), which maps a field F (x, t) with F a,t0 e −at0 ≤ a and satisfying the Lipschitz condition into:
• Define the particle trajectory X = X(x, v, t), V = V (x, v, t) bẏ
The Hamiltonian map from (x, v) to (X, V ) is denoted as Φ t .
• Define f by
i.e., f solves the Liouville equation
• Define F (F ) by ∂ x F (F ) = ρ − ρ 0 , with ρ = f dv. In other words, 10) with the convolution kernel B given by
Then to solve (2.1) with the asymptotic limit (2.6) is equivalent to finding a fixed point of F . [3] proved that F maps the set with small C a,t0 norm and the Lipschitz condition (which is a closed subset of C a,t0 ) into itself, and is contractive. This provides a fixed point of F . From now on, we will denote E as the unique fixed point of F . When we consider (2.1) with z-dependence, the result of [3] can be applied for each fixed z, i.e., if f * depends on z, then E also depends on z.
Our main result
Fix a positive integer K, and we will estimate ∂ K z E. First we assume that f * satisfies (Smoothness)(a 1 ) and (Decay)(a 2 ) for each fixed z, with ∇ x,v f * satisfying (Decay)(a 2 ). We further assume that all the x, v, z-derivatives of f * up to total order K satisfy (Smoothness)(C) and (Decay)(C) for some constant C. For example, it is straightforward to see that f
x,z , and is small enough in H 2 x for each fixed z.
Next we assume the constants a, a 1 , a 2 , t 0 satisfying the following conditions:
These conditions are clearly satisfied if one first chooses a 1 and a 2 small enough, then a and t 0 large enough. Then we have Theorem 2.1. Under the aforementioned assumptions (A1)-(A5) and the (Smoothness) and (Decay) of f * and its derivatives, E(z), the fixed point of F given by [3] , satisfies the estimate
Corollary 2.2. Under the same assumptions, f (x, v, t, z), the Landau damping solution given by [3] , satisfies
Theorem 2.1 means that when time is large, the electric field of the Landau damping solution given by [3] is insensitive to the random perturbation on the initial data. Corollary 2.2 means that when time is large, the z-dependence of the particle distribution f is dominated by the z-dependence of the time-asymptotic profile f * and insensitive to the uncertainty propagated from the electric field.
To prove Theorem 2.1, we will use induction on k. The case k = 1 can be proved by simply adopting estimates for the first order x, v-derivatives of X, V and x-derivative of E. For larger k, we have to involve higher order x, v-derivatives to close the estimate. Therefore we start by estimating the higher order x, v-derivatives of X, V and x-derivatives of E. It is important to adopt the correct norms in this part ((2.3) with proper index k), since taking x, v-derivatives will deteriorate the time decay by polynomial orders. The simplest case is already noted in [3] , which proved that ∂ x E b,t0 ≤ C for all b < a.
Our method is based on the fixed-point argument from [3] . However, one has to pay attention to the following facts:
1. When taking x, v-derivatives, the 'self-interacting' term contains more and more terms as the order of derivative increase, which makes it harder to have norm less than 1/2. In order to make a, a 1 , a 2 independent of K (which means that the initial data does not shrink to zero as K → ∞), we let t 0 depends on K, see (A2), which means that for higher order z-derivatives, our estimate starts to work at later time. This is less restrictive than the requirement of a, a 1 , a 2 depending on K, since one may extend the estimate to earlier time based on local-in-time estimates. For example, one can estimate ∂ k z E based on the existence theorem for the deterministic VP equation [8] , but this is out of the scope of this paper.
2. The self-interacting term contains x, v-derivatives of order no more than ONE. As a result, all the higher order x, v-derivatives and z-derivatives of f * are only required to satisfy (Smoothness) and (Decay), with arbitrarily large constants.
Preliminaries

Summary of intermediate results from [3]
Apart from the contraction property of F , we will use some intermediate results from [3] . We first list a few estimates in [3] :
• ∂ x E a,t0,1 ≤ C E (a consequence of (3.6) below, with C E = 240a1a2 a + 4a 1 given explicitly).
We remark that [3] claims E a,t0 ≤ 8a 1 a 2 , but there is a calculation error on page 319 of [3] . The correct estimate for F (0)(x, t) goes as
and then the contraction property of F implies E a,t0 ≤ 8a 1 .
Lemma 3.1.
In particular,
The above lemma is Lemma 3.1 Step 3 in [3] .
Lemma 3.2. If g * satisfies (Decay)(c 2 ), and define ('the density given by g * ')
If g * satisfies (Smoothness)(c 1 ) and (Decay)(c 2 ), with ∇ x,v g satisfying (Decay)(c 2 ), then
where
Proof. This is Lemma 3.1
Step 4 and Theorem 3. 4 Step 2 in [3] , with slight improvement. We include the proof below. First, one has the fact that
where the second inequality is because of the condition |v| ≥ |V | − ( E a,t0 /a)e −at . Then,
where we used the fact that |V | ≥ 2( E a,t0 /a)e −at implies |v| ≥ ( E a,t0 /a)e −at in the first inequality, and the fact that ( E a,t0 /a)e −at ≤ 1 (due to (A2)) in the last step. This proves (3.5). Next, fix t,
(3.9) I 1 is estimated by
where (x 1 , v 1 ) are some values with 10) where in the first inequality we used |v − V (x, v, t)| ≤ ( E a,t0 /a)e −at ≤ 1 and
To estimate I 2 , first notice that
Then I 2 is estimated by
This finishes the proof of (3.6) with C = 240a1c2 a + 4c 1 .
The following lemma is a modification of Lemma 3.1 Step 7, 8 in [3] .
If g * satisfies (Smoothness)(c 1 ) and (Decay)(c 2 ), then
Proof. Lemma 3.1 Step 7 in [3] with (3.5) implies that
Step 8 (corrected) implies that
Then the conclusion follows from the estimate E a,t0 ≤ 8a 1 .
Contraction property in C a,t 0 ,k
In order to estimate the derivatives of X, V, E in the spaces C a,t0,k , we will need the contraction properties in these spaces. The assumption t 0 ≥ 4K in (A2) will play a crucial role in making the resulting smallness conditions independent of K.
We first compute the integrals
Then one has 19) if t ≥ t 0 and assumption (A1) providing a ≥ 1. Thus
. Thus the quantity in the bracket in (3.19) is controlled by
Therefore we obtain Lemma 3.4. Under the assumption (A1), (A2) and
By estimating the first integral in (3.18) a similar way, one obtains Lemma 3.5. Under the assumption (A1), (A2) and t ≥ t 0 , k ≤ 2K,
Now we give the contraction argument in C a,t0,k , which can be viewed as a generalization of the contraction argument in [3] : Lemma 3.6. Consider the operator
where Φ(s) is some given source term. Then under assumptions (A1), (A2),
for k ≤ 2K and any Y 1 , Y 2 ∈ C a,t0,k . In particular, if Φ(s) ∈ C a,t0,k , then P is a contraction map on C a,t0,k , and one has the estimate
for the unique fixed point Y 0 of P .
Proof.
thus one gets (3.25) (where the last step is due to Lemma 3.4). If k ≤ 2K, then the constant in (3.25) is at most 1/2, by (A1). In this case, since
i.e.,
which implies (3.26).
Remark 3.7. Here we explain the importance of the assumption t 0 ≥ 4K. If on the contrary, we take t 0 to be a fixed constant. Then the bracket in (3.19) will be at least O((k + 1)!), and as a result, the constant in (3.25) will be at least O((k + 1)!). Since one needs this constant to be at most 1/2 to obtain a contraction map, one will need a 2 ≤ C (k+1)! a 2 . This will prevent the assumptions on a, a 1 , a 2 being independent of K.
Formulas for higher order derivatives
We need a few lemmas regarding the higher derivatives of composite functions, which are variants of the Faà di Bruno formula. It is easy to prove them by induction, and we omit the proof.
where all the indices are non-negative, and the constants c are non-negative integers depending on the summation indices (we suppress this dependence). It can be written as a polynomial
It can be written as a polynomial
Remark 3.10. In Lemma 3.8 and Lemma 3.9, it is important to notice that P Lemma 3.11. Fix t, and consider the map
35)
where the RHS is evaluated at (x(X, V ), v(X, V )). It can be written as a polynomial
includes all the terms with all but one factor in the product Proof. First notice that when considering the LHS of (3.35),
where the last equality uses the Hamiltonian structure of Φ t defined in (2.7). Thus
This gives the structure on the RHS of (3.35), since each time in a monomial, one factor gets a x or v derivative, and the whole monomial is multiplied by 
where the first term is the first possibility with the j-th derivative not hitting g, and the second term is the second possibility with the j-th operator chosen as
∂v . This gives (3.38).
Nonlinear estimate in C a,t 0 ,k
We prove a nonlinear estimate in the spaces C a,t0,k with various k values:
Lemma 3.12. Let k, k 1 , . . . , k n , n ≥ 2 be nonnegative integers, and f i ∈ C a,t0,ki , i = 1, . . . , n. Then Proof.
The function φ(t) = sup t≥t0 t ki−k e −(n−1)at attains its maximum in [0, ∞) at t 1 = ki−k (n−1)a , and is monotone in [0, t 1 ] and [t 1 , ∞) respectively. Thus in the case t 1 ≤ t 0 , the maximum in [t 0 , ∞) is attained at t = t 0 , otherwise at t = t 1 . 4 x, v-derivatives of X, V and x-derivatives of E Equation (A.1) in [3] gives
Notice that since (2.7) is a Hamiltonian system, the Jacobian det(
∂(x,v) ) = 1.
Estimate for first order x, v-derivatives of X, V
For fixed x, v, applying Lemma 3.6 to (4.2) with Φ(s) = ∂ x E(X(s), s), ∂ x E(X(s), s)s and k = 1, 2 respectively, yields the estimates
Notice that these estimates are independent of x, v. In particular, one gets
by (A5), and the fact that te −at achieves its maximum in [t 0 , ∞) at t 0 , and the maximum is no greater than 1 (a consequence of (A1), (A2)). By the third and fourth equations of (4.2), one easily deduces that 5) which implies the estimates
4.2 Higher x, v-derivatives of X, V and x-derivatives of E Since we already have the estimate ∂ x E a,t0,1 ≤ C E , we proceed to derivatives of order at least two. We will use induction on k ≥ 2 to prove:
for all 2 ≤ k ≤ K. Notice that the subindex k appeared in the function space behaves like: each x-derivative counts for one, and each v-derivative counts for two. We start with
where the second equality is due to (3.2) with φ being a delta function. Then taking ∂
by Lemma 3.11. With k = 2, the above equality takes the form
Note that ( ∂V ∂v − 1) and ∂V ∂x are in C a,t0,2 , and
in L ∞ (which is a consequence of (Decay) of ∇ x,v f * , with the estimate (3.5)). The term , it suffices to prove that in (P
* is in C a,t0,k or equal to 1.
For the terms in P term is in C a,t0,k by Lemma 3.12.
For the term P f * ,1 k−1 given by
the order of derivatives on V inside the summation is at most k − 2 times in x and once in v. By induction hypothesis and the fact that ∂V ∂x a,t0,1 ≤ C (where each x-derivative counts for one and v for two on the function space subindex), the coefficients in P 14) its coefficient is a constant 1 plus terms in C a,t0,2 . This finishes the proof of ∂ k y E ∈ C a,t0,k . Finally we prove (4.8) and (4.9) based on the induction hypothesis and (4.7). Taking (4.15) where all the omitted source terms consist of one derivative of E (of order at most k−1) multiplied by some x, v-derivatives of X. In the first equation, all the source terms are in C a,t0,k+j since:
which is in L 
Proof of Theorem 2.1: estimates for z-derivatives
Now we start estimating ∂ k z E where E(z) is the fixed point of F . We use induction on k to prove
for k = 0, . . . , K, where the constants C may depend on a, a 1 , a 2 , t 0 and the derivative indices. In particular, this will imply Theorem 2.1. The case k = 0 is already proved, so we will assume k ≥ 1 and prove (5.1) and (5.2) based on the induction hypothesis. For a fixed k, we will use induction on l = i + j. We first prove the case l = 0, then prove the case l ≥ 1 based on the induction hypothesis (on l).
Case
by Lemma 3.8. By the induction hypothesis, each monomial in P E k is a product of factors bounded in L ∞ , with at least one factor (z-derivative of X of order between 1 and k − 1) bounded in C a,t0 . Thus P E k a,t0 ≤ C. By Lemma 3.6 with 'k = 0', we get
where C comes from P E k . Then we estimate ∂ k z E. Taking ∂ k z on (3.3), using Lemma 3.9,
where each factor in the omitted terms has z-derivatives of order at most k −1, or x, v-derivatives of total order at most l − 1, thus all these factors can be controlled by the induction hypothesis and the estimates for the x, v-derivatives of X, V (see Section 4). We already know that all the terms in the bracket in the first equation of (4.15) are in C a,t0,i+2j . According to the induction hypothesis, taking z-derivatives on the x-derivatives of E and x, v-derivatives of X does not make its decay property worse, except in the case when the z-derivative hits the X inside E. In this exceptional case, there is an extra factor ∂ z X ∈ C a,t0 coming out. Then in this term there are two factors in C a,t0,k1 for some k 1 , namely, ∂ z X and a derivative of E. Thus this term is in C a,t0 in view of Lemma 3.12. Therefore all the omitted terms in (5.11) are also in C a,t0,i+2j . Thus Lemma 3.6 with parameter 'k = l + j' gives the estimates by (A3) and l ≤ K ≤ t 0 (a consequence of (A2)). Thus 8A l ≤ 8e ≤ 1 20a2 by (A4). Next we estimate the terms S 2 and S 1 . All terms in S 2 has x, v-derivatives in X of total order at most l − 1, thus can be controlled by the induction hypothesis. In each term, at least two factors are in C a,t0,k1 for some k 1 (one is a derivative of ∂ k z X, another is a x, v-derivative of V of total order at least 2). This shows that S 2 is in C a,t0,l , in view of the fact that δ(y − X)|f * | dX dV is in L ∞ .
has at least two factors in C a,t0,k1 for some k 1 , except the terms with all derivatives inside ∂ 
