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CONVEXITY AT INFINITY IN CARTAN-HADAMARD
MANIFOLDS AND APPLICATIONS TO THE ASYMPTOTIC
DIRICHLET AND PLATEAU PROBLEMS
JEAN-BAPTISTE CASTERAS, ILKKA HOLOPAINEN, AND JAIME B. RIPOLL
Abstract. We study the asymptotic Dirichlet and Plateau problems on Cartan-
Hadamard manifolds satisfying the so-called Strict Convexity (abbr. SC) con-
dition. The main part of the paper consists in studying the SC condition on
a manifold whose sectional curvatures are bounded from above and below by
certain functions depending on the distance to a fixed point. In particular,
we are able to verify the SC condition on manifolds whose curvature lower
bound can go to −∞ and upper bound to 0 simultaneously at certain rates,
or on some manifolds whose sectional curvatures go to −∞ faster than any
prescribed rate. These improve previous results of Anderson, Borbe´ly, and
Ripoll and Telichevsky. We then solve the asymptotic Plateau problem for
locally rectifiable currents with Z2-multiplicity in a Cartan-Hadamard man-
ifold satisfying the SC condition given any compact topologically embedded
(k − 1)-dimensional submanifold of ∂∞M, 2 ≤ k ≤ n − 1, as the boundary
data. We also solve the asymptotic Plateau problem for locally rectifiable cur-
rents with Z-multiplicity on any rotationally symmetric manifold satisfying the
SC condition given a smoothly embedded submanifold as the boundary data.
These generalize previous results of Anderson, Bangert, and Lang. Moreover,
we obtain new results on the asymptotic Dirichlet problem for a large class of
PDEs. In particular, we are able to prove the solvability of this problem on
manifolds with super-exponential decay (to −∞) of the curvature.
1. Introduction
In this paper we investigate the notion of convexity at infinity and its ap-
plications for a class of Cartan-Hadamard manifolds. We recall that a Cartan-
Hadamard manifold M is a complete, connected, and simply connected Riemann-
ian n-manifold, n ≥ 2, of non-positive sectional curvature. It is well-known that a
Cartan-Hadamard manifold M can be compactified in the cone topology by adding
a sphere at infinity, also called the asymptotic boundary of M ; we refer to [14] for
more details. In the following, we will denote by ∂∞M the sphere at infinity and
by M =M ∪ ∂∞M the compactification of M .
It is well-known that the notion of convexity at infinity plays an important role
in the solvability of the asymptotic Dirichlet and Plateau problems. Let us briefly
introduce these two problems. The asymptotic Plateau problem in M basically
consists in finding an absolutely area minimizing k-dimensional submanifold Σ ⊂M
asymptotic to given (k−1)-dimensional submanifold Γ ⊂ ∂∞M, 2 ≤ k ≤ dimM−1.
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If such Σ exists we say that the asymptotic Plateau problem is solvable in M for
Γ. On the other hand, the asymptotic Dirichlet problem on M for an operator Q is
the following: Given a continuous function h on ∂∞M , does there exist a (unique)
function u ∈ C(M) such that Q[u] = 0 on M and u|∂∞M = h?
The connection between convexity at infinity and the solvability of the Dirichlet
problem was first pointed out by Choi in [12] (see Remark 1.3). He proved that ifM
satisfies the ”convex conic neighborhood condition” (see the definition below) and
if the sectional curvature KM of M is bounded from above by a negative constant,
then the asymptotic Dirichlet problem for the Laplacian admits a solution. Let us
recall Choi’s convexity condition:
Definition 1.1 (The convex conic neighborhood condition). LetM be a Hadamard
manifold. We say thatM satisfies the convex conic neighborhood condition if, given
x ∈ ∂∞M , for any y ∈ ∂∞M \ {x}, there exist Vx ⊂ M , a neighborhood of x, and
Vy ⊂ M , a neighborhood of y such that Vx and Vy are disjoint open sets of M in
terms of the cone topology and Vx ∩M is convex with C2 boundary.
The use of the convex conic neighborhood condition by Choi for solving the
asymptotic Dirichlet problem for the Laplacian is heavily based on the linearity
of the Laplace operator and does not apply directly to other PDEs like the p-
Laplacian and the minimal graph equation. To deal with more general PDEs,
Ripoll and Telichevesky ([25]) recently introduced another notion of convexity at
infinity which was called the Strict Convexity condition. Intuitively, this condition
insures that we can extract from M a neighborhood of any point of the sphere at
infinity so that the remaining is convex. The precise definition of this notion is the
following:
Definition 1.2 (SC condition). Let M be a Hadamard manifold. We say that
M satisfies the Strict Convexity condition (SC condition) if, given x ∈ ∂∞M and
a relatively open subset W ⊂ ∂∞M containing x, there exists a C2 open subset
Ω ⊂ M such that x ∈ int ∂∞Ω ⊂ W and M \ Ω is convex. Here int ∂∞Ω denotes
the interior of ∂∞Ω in ∂∞M .
It turns out that the SC condition can be used to prove the solvability of the
asymptotic Dirichlet problem for a large class of PDEs which includes, besides the
Laplacian, the p-Laplacian and the minimal graph equation. Now we would like to
give a brief overview of the earlier results concerning the class of manifolds where
either the SC or the convex conic neighborhood conditions hold.
The first result in this direction was obtained by Anderson in [5]. There he
proved that the convex conic neighborhood condition is satisfied on a manifold M
if the sectional curvatures are pinched i.e. −k1 ≤ KM ≤ −k2, for some constants
k2 ≥ k1 > 0. A few years later, Borbe´ly in [8] improved the curvature assumption of
the previous result by modifying the construction of Anderson. Namely he assumed
that KM ≤ −1 and
min
ρ(x)≤R
|KM (x)| ≤ e
λρ(x), if R > R0 and for some λ <
1
3
,
where ρ(x) stands for the distance of x ∈ M to a fixed point of M . Concerning
the SC condition, Ripoll and Telichevesky in [25] proved that it is satisfied on
rotationally symmetric manifolds satisfying KM ≤ −k
2, k > 0. They also adapted
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the construction of Anderson and proved that the SC condition holds if
−
e2kρ(x)
ρ(x)2+2ε
≤ KM (x) ≤ −k
2,
for all x ∈ M such that ρ(x) = d(x, o) ≥ R∗, R∗ large enough, and where k and ε
are positive constants.
The first part of this paper is devoted to generalize these previous results in two
directions: we allow the lower bound of the sectional curvature to go to 0 at a
certain rate and, on the other hand, we allow it to go to −∞. Before giving our
precise assumptions on the sectional curvature, we state two results as special cases
of our main theorem.
Theorem 1.1. Let M be a Hadamard manifold and let o ∈M . Suppose that there
exists R∗ > 0 such that, for some constants ε > ε˜ > 0,
−
(log ρ(x))2ε˜
ρ(x)2
≤ KM (x) ≤ −
1 + ε
ρ(x)2 log ρ(x)
,
for all x ∈M , with ρ(x) = d(x, o) ≥ R∗. Then M satisfies the SC condition.
Theorem 1.2. Let M be a Hadamard manifold and let o ∈M . Suppose that there
exists R∗ > 0 such that, for some constants φ > 1/4, ǫ > 0, and c > 0,
−c e(2−ǫ)ρ(x)ee
ρ(x)/e3
≤ KM (x) ≤ −φe
2ρ(x),
for all x ∈M , with ρ(x) = d(x, o) ≥ R∗. Then M satisfies the SC condition.
More generally, our main result is the following (see (2.2) for the definition of
fa):
Theorem 1.3. Let M be a Hadamard manifold and let o ∈M . Suppose that there
exists R∗ > 0 such that
(1.1) − b2(ρ(x)) ≤ KM (x) ≤ −a
2(ρ(x)),
for all x ∈ M , with ρ(x) = d(x, o) ≥ R∗ and b monotonic. Moreover, assume that
at least one of the following alternatives holds:
(1) for some constants C1 > 0, 0 < ε˜, 2α < ε, t0 > 0, and 0 < λ < 1, we have
for t large enough that
a2(t) ≥
1 + ε
t2 log t
,
b(t/2) ≤ C1b(t), b(t+ 1) ≤ C1b(t), and
(1.2)
(log t)ε˜
t
≤ b(t) ≤

f ′a(t)
t(log t)1+2α
fa(λt)
fa(t)
,
f ′a(t)
t(log t)1+2α
fa(t− t0)
fa(t)
, if, in addition, b is increasing;
(2) or a and b are non-decreasing continuous functions such that b(0) > 0 and
(1.3) lim
t→∞
t(log t)1+εfa(t− 2)b(t)
f ′a(t− 2)fa(t− 3)
<∞.
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Then M satisfies the SC condition.
We observe that Theorem 1.1 is obtained from Theorem 1.3 by using Proposi-
tion 3.1. Also Theorem 1.2 follows from Theorem 1.3 by taking fa(t) = sinh
◦2(t) =
sinh(sinh t); a direct computation shows that−a2(t) = − sinh t coth(sinh t)−cosh2(t).
It is worth noting that Theorem 1.2 is just an example to illustrate the use of The-
orem 1.3. Choosing fa = sinh
◦m to be the m-th iterate of sinh, we can make the
ratio b2(t)/a2(t) of the curvature bounds grow faster than exp◦k for any given k ∈ N
by choosing m large enough. We point out that the pinching conditions (1.2) and
(1.3) are (almost) the same in their shared range. Let us also observe that the cur-
vature lower bound and the pinching condition appearing in Theorem 1.1 are the
same as the ones obtained by the authors in [11] to solve the asymptotic Dirichlet
problem for a large class of operators. The upper bound for the sectional curvature
in Theorem 1.1 is interesting since it is close to optimal for the solvability of the
asymptotic Dirichlet problem: Indeed, if we assume that
K(x) ≥ −
1
ρ(x)2 log ρ(x)
then all bounded harmonic functions are constant in dimension 2 and, more gen-
erally in any dimensions n, all bounded p−harmonic functions, with p ≥ n, are
constant; see the discussion in [11]. This may indicate that the upper bound for
the sectional curvature in Theorem 1.1 could be optimal for the SC condition.
The proofs of the cases (1) and (2) in Theorem 1.3 are quite different depending
on the case we consider. Under the assumption (1), our proof relies heavily on the
construction of smooth extensions of certain “angular functions”. In the case (2),
we adapt the approach of Anderson. Let us notice that in the second case, due to
the fact that our construction relies on an iterative procedure, it seems unavoidable
that the condition 1.3 involves terms depending on different radii. However, it is
possible to obtain a more technical condition where the radii tend to each others.
This is the object of Remarks 3.6 and 3.7.
A natural question is to investigate a relation between the SC condition and
Choi’s convex conic neighorhood condition. In the forthcoming paper [10], we prove
that the SC condition and the convex conic neighborhood condition are equivalent
provided that the sectional curvature of M satisfies
KM (x) ≤ −
1 + ε
ρ(x)2(log ρ(x))
for some ε > 0 and ρ(x) large enough. We conjecture that these conditions are
actually equivalent.
In the same paper, we will also investigate the optimality of the pinching con-
ditions (1.2) and (1.3) obtained in Theorem 1.3. It is well-known that some kind
of pinching conditions for the curvature are necessary for the SC condition to hold.
Independently, Ancona [2] and Borbe´ly [9] constructed a manifoldM of dimension 3
with sectional curvatures bounded from above by −1 satisfying the following prop-
erty: there exists a point P ∈ ∂∞M such that the convex hull of every neighborhood
U ⊂ M of P contains the whole manifold M . Holopainen in [17] (see also [6]) was
able to give an estimate for the lower bound of sectional curvatures in Borbe´ly’s
example by proving that it decays to −∞ faster than − exp(12 exp(2ρ(x))), for ρ(x)
large enough. Let us remark that assuming KM ≤ −k
2, for some constant k, we
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are only able to prove that the SC condition holds if the lower curvature bound
tends to −∞ exponentially.
Next, we give some applications of our convexity results for the asymptotic
Dirichlet and Plateau problems. First let us recall the result established by Ripoll
and Telichevesky in [25] concerning the asymptotic Dirichlet problem. There they
considered a large class of elliptic differential operators Q of the form
(1.4) Q[u] = div
(
a(|∇u|)
|∇u|
∇u
)
= 0,
where a ∈ C1([0,∞)) satisfies
• a(0) = 0, a′(s) > 0 for all s > 0;
• a(s) ≤ C(sp−1 + 1), for some constant C and for all s ∈ [0,∞);
• there exist q > 0 and δ > 0 such that a(s) ≥ sq for all s ∈ [0, δ].
One notices that the minimal graph operator and the p-Laplacian belong to this
class of operators. The main result of [25] is the following:
Theorem 1.4. Let M be a Cartan-Hadamard manifold with sectional curvature
KM ≤ −k
2, k > 0, satisfying the SC condition. Assume, moreover, that
(1) there exists a sequence of bounded C∞ domains Ωk ⊂ Ω, k ∈ N, satisfying
Ωk ⊂ Ωk+1 and ⋃
k∈N
Ωk =M,
such that the Dirichlet problem for the operator Q (as defined above) is
solvable in Ωk for all C
∞ boundary data;
(2) sequences of solutions with uniformly bounded C0 norm are compact in
relatively compact subsets of M .
Then the asymptotic Dirichlet problem for Q is solvable for any continuous bound-
ary data.
As an immediate consequence of Theorem 1.3 and Theorem 1.4 we obtain new
solvability results for the asymptotic Dirichlet problem. In particular, it follows
that the asymptotic Dirichlet problem for the class of operators Q described above
is solvable for any continuous boundary data at infinity in Hadamard manifolds
whose sectional curvatures satisfy the condition of Theorem 1.2. We notice that
the solvability of the asymptotic Dirichlet problem under superexponential decay of
the curvature was not known earlier. We point out that, more generally, from the
combination of the above mentioned theorems we are able to consider non rotation-
ally symmetric Hadamard manifolds having curvature tending to −∞ at any speed.
A negative curvature upper bound alone is not sufficient for the solvability of the
asymptotic Dirichlet problem as Ancona’s and Borbe´ly’s examples ([2], [9]) show in
the case of the Laplace equation. In [17], Holopainen generalized Borbe´ly’s result
to the p-Laplace equation, and very recently, Holopainen and Ripoll [18] extended
these nonsolvability results to the operator Q (as defined in (1.4)), in particular, to
the minimal graph equation.
Finally, we present applications of the SC condition to the solvability of the
asymptotic Plateau problem. First we introduce some basic terminology and no-
tation. We denote by Rk(U) and R2k(U) the spaces of rectifiable k-currents on an
open set U ⊂ M with Z- and Z2-multiplicity, respectively. The mass, support,
and the boundary of S ∈ Rk(U) ∪ R
2
k(U) are denoted by M(S), sptS, and ∂S,
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respectively. For a Borel set V ⊂ U and S ∈ Rk(U) ∪ R2k(U), the restriction of
S to V is denoted by SxV and defined as SxV (ω) = S(χV ω). The local classes
Rk,loc(U) and R2k,loc(U) are defined in an obvious way. Every k-rectifiable oriented
set S ⊂ M , with Hk(S ∩ K) < ∞ for all compacta K ⊂ M , defines a locally
rectifiable k-current [S] as
[S](ω) =
∫
S
ω,
where ω is a differential k-form. We refer to [15], [24], and [27] for standard refer-
ences, see also [7] for a concise presentation. Before stating our results, we briefly
review some previous results on this topic. Anderson proved in [3] (see also [4]) that
the asymptotic Plateau problem is solvable in the hyperbolic space Hn for smoothly
embedded closed submanifolds Γ ⊂ ∂∞Hn. Bangert and Lang [7] extended Ander-
son’s result to a fairly large class of manifolds. To state their result, which we want
to refer, let (M, g) be an n-dimensional Cartan-Hadamard manifold with sectional
curvature satisfying −b2 ≤ KM ≤ −1, for some b ≥ 1, and let g˜ be a Riemannian
metric on M Lipschitz equivalent to g, i.e. there exist two constants β ≥ α > 0
such that α2g(v, v) ≤ g˜(v, v) ≤ β2g(v, v) for all v ∈ TM. They proved the existence
of a complete g˜-minimizing locally rectifiable k-current modulo two inM that is as-
ymptotic to a given compact (k − 1)-dimensional embedded submanifold of ∂∞M ,
with k ∈ {2, . . . , n − 1}. It is worth noting that on such a manifold (M, g˜) the
sectional curvature can easily go to −∞ or to 0; in fact, some sectional curvatures
can take arbitrary large positive values. In [22] Lang extended the results of [7] by
replacing the curvature lower and upper bounds of (M, g) by weaker bi-Lipschitz
invariant conditions: bounded geometry and Gromov hyperbolicity, respectively.
Very recently, Ripoll and Tomi [26] investigated the asymptotic Plateau problem
for minimal type disks using the classical Plateau theory and proved the existence
of solutions on certain Hadamard manifolds whose curvature can go to −∞ under
a prescribed bound decay of the sectional curvature. Finally, we refer to [13] for a
survey on the asymptotic Plateau problem.
Our results on the asymptotic Plateau problem are the following:
Theorem 1.5. Let Mn, n ≥ 3, be a Cartan-Hadamard manifold satisfying the
SC condition and let Γ ⊂ ∂∞Mn be a (topologically) embedded closed (k − 1)-
dimensional submanifold, with 2 ≤ k ≤ n− 1. Then there exists a complete, abso-
lutely area minimizing, locally rectifiable k-current Σ modulo 2 in Mn asymptotic
to Γ at infinity, i.e. ∂∞ sptΣ = Γ.
In the case k = n − 1 we can treat more general limit sets Γ ⊂ ∂∞Mn and,
moreover, work with Z-multiplicity currents. Following [7] we denote by bd, cl,
and int the boundary, closure, and interior with respect to the sphere topology of
∂∞M
n. Our result is a counterpart of [7, 4.4]; see also [21, 3.2] and [22, 5.4].
Theorem 1.6. Let Mn, n ≥ 2, be a Cartan-Hadamard manifold satisfying the SC
condition. Suppose that Γ ⊂ ∂∞Mn satisfies Γ = bdA for some A ⊂ ∂∞Mn with
A = cl(intA). Then there exists a closed set W ⊂Mn of locally finite perimeter in
Mn such that Σ := ∂[W ] ∈ Rn−1,loc(M
n) is minimizing in Mn, ∂∞W = A, and
∂∞ sptΣ = Γ.
The two theorems above are in line with those in [7], [21], and [22]. However,
there are differences. Firstly, all the manifolds in those papers have bounded ge-
ometry (see [22, p. 33] for the definition) whereas this is not the case in our setting
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since we can allow the sectional curvature upper bound −a2(ρ(x)) decay to −∞.
Secondly, on manifolds considered in [7], [21], and [22], some sectional curvatures
can be 0 (or even positive) outside any compact set, and therefore such manifolds
are not covered by our results.
The next result is a generalization of Anderson’s theorem ([3, Theorem 3]) to
rotationally symmetric Cartan-Hadamard manifolds satisfying the SC condition.
Theorem 1.7. Let Mn, n ≥ 3, be a rotationally symmetric Cartan-Hadamard
manifold around o ∈Mn satisfying the SC condition. Identify ∂∞M
n with the unit
(n − 1)-sphere SoMn ⊂ ToMn. Let Γ ⊂ SoMn be a closed, smoothly embedded,
orientable (k − 1)-dimensional submanifold, with 2 ≤ k ≤ n − 1. Then there
exists a complete, absolutely area minimizing, locally rectifiable k-current Σ in Mn
asymptotic to Γ at infinity, i.e. ∂∞ sptΣ = Γ.
We can get rid of the assumption M being rotationally symmetric by assuming
that sectional curvatures satisfy (1.1) with some increasing functions a and b such
that b − a2/b is integrable over [0,∞). Note that the integrability condition (1.5)
allows the difference between curvature upper and lower bounds go to ∞.
Theorem 1.8. Let Mn, n ≥ 3, be a Cartan-Hadamard manifold satisfying the SC
condition. Suppose that
−(b ◦ ρ)2(x) ≤ K(P ) ≤ −(a ◦ ρ)2(x)
for all 2-dimensional subspaces P ⊂ TxM, x ∈ M , where ρ(x) = d(x, o) and
a, b : [0,∞)→ [0,∞) are increasing functions satisfying
(1.5)
∫ ∞
0
b2(t)− a2(t)
b(t)
dt <∞.
Identify ∂∞M
n with the unit (n − 1)-sphere SoMn ⊂ ToMn. Let Γ ⊂ SoMn
be a closed, smoothly embedded, orientable (k − 1)-dimensional submanifold, with
2 ≤ k ≤ n − 1. Then there exists a complete, absolutely area minimizing, locally
rectifiable k-current Σ in Mn asymptotic to Γ at infinity, i.e. ∂∞ sptΣ = Γ.
We refer to [1] and [16] for discussions on the regularity of area minimizing locally
rectifiable currents; see also [24] for a survey. In particular, a k-dimensional area
minimizing rectifiable current (or more precisely its support) in Rn is a smooth,
embedded manifold on the interior except for a singular set of Hausdorff dimension
at most k − 2. In the codimension 1 case, i.e. k = n − 1, the singular set is of
Hausdorff dimension at most n− 8.
The plan of this paper is the following: in Section 2, we construct smooth exten-
sions of certain ”angular” functions with gradient and Hessian controlled in terms
of curvature bounds. These extensions will play an important part in the proof of
Theorem 1.3 under assumptions (1.2). In Section 3, we give the proof of Theorem
1.3. Finally, in the last section, we prove Theorems 1.5, 1.6, 1.7, and 1.8.
Remark 1.3. While completing this manuscript, we found the article [20] by Ka-
sue, where he introduced the following notion of convexity at infinity in order to
solve the asymptotic Dirichlet problem for the Laplacian. Let M be a Hadamard
manifold. Following Kasue, we say that the condition (R) holds at a point x ∈ ∂∞M
if for any neighborhood U of x, there exists a neighborhood V of x such that V ⊂ U
andM \V is (totally) convex. He proved that the asymptotic Dirichlet problem for
8 JEAN-BAPTISTE CASTERAS, ILKKA HOLOPAINEN, AND JAIME B. RIPOLL
the Laplacian is solvable for every h ∈ C(∂∞M) provided the sectional curvature
is bounded from above by a negative constant and the condition (R) holds at every
point x ∈ ∂∞M . Clearly, the condition (R) implies both the SC condition and the
convex conic neighborhood condition.
Acknowledgements. The authors would like to thank the International Centre of
Theoretical Physics (ICTP), Trieste, Italy, where part of this work has been done,
for its support and kind hospitality. We are grateful to Urs Lang for his valuable
comments on previous versions of the paper, in particular, for pointing out an
incorrect assumption in Theorem 1.5 in the first version.
2. Construction of the extension
In this section we will construct smooth extensions of certain ”angular” functions
h : ∂∞M → R associated to boundary points x0 ∈ ∂∞M so that the gradients and
the Hessians of the extended functions are controlled in terms of curvature bounds.
These functions will be later used in the proof of the SC condition. Throughout
this section we assume that sectional curvatures ofM are bounded both from above
and below by
(2.1) − (b ◦ ρ)2(x) ≤ K(P ) ≤ −(a ◦ ρ)2(x)
for all 2-dimensional subspaces P ⊂ TxM and for all x in an appropriate subset
of M . Here ρ = ρo stands for the distance function ρ(x) = d(x, o) to a fixed
point o ∈M . Furthermore, a and b are smooth functions [0,∞)→ [0,∞) that are
constant in some neighborhood of 0, b ≥ a, and they are subject to certain growth
conditions that we will specify in due course. The curvature bounds are needed
to control first and second order derivatives of the ”angular” functions h. To this
end, if k : [0,∞)→ [0,∞) is a smooth function, we denote by fk ∈ C∞
(
[0,∞)
)
the
solution to the initial value problem
(2.2)

fk(0) = 0,
f ′k(0) = 1,
f ′′k = k
2fk.
It follows that the solution fk is a smooth, non-negative, and increasing function.
We will use extensively various estimates obtained in [19] (and originated in the
unpublished licentiate thesis [28]). Therefore for readers’ convenience we use basi-
cally the same notation as in [19]. Thus we let M be a Cartan-Hadamard manifold,
∂∞M the sphere at infinity, and M =M ∪∂∞M . Recall that the sphere at infinity
is defined as the set of all equivalence classes of unit speed geodesic rays in M ; two
such rays γ1 and γ2 are equivalent if supt≥0 d
(
γ1(t), γ2(t)
)
< ∞. For each x ∈ M
and y ∈M \ {x} there exists a unique unit speed geodesic γx,y : R→M such that
γx,y0 = x and γ
x,y
t = y for some t ∈ (0,∞]. If v ∈ TxM \ {0}, α > 0, and r > 0, we
define a cone
C(v, α) = {y ∈M \ {x} : ∢(v, γ˙x,y0 ) < α}
and a truncated cone
T (v, α, r) = C(v, α) \B(x, r),
where ∢(v, γ˙x,y0 ) is the angle between vectors v and γ˙
x,y
0 in TxM . All cones and
open balls in M form a basis for the cone topology on M .
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We start with the following consequence of the Rauch comparison theorem; see
e.g. [19, Lemma 2.6] for a proof.
Lemma 2.1. Let x0 ∈ M \ {o}, U = M \ γo,x0(R), and define θ : U → [0, π],
θ(x) = ∢o(x0, x). Let x ∈ U and γ = γo,x. Suppose that
KM (P ) ≤ −a(t)
2
for every t > 0 and for every 2-dimensional subspace P ⊂ Tγ(t)M that contains the
radial vector γ˙t. Then
|∇θ(x)| ≤
1
(fa ◦ ρ)(x)
.
For a given boundary point x0 ∈ ∂∞M , let
v0 = γ˙
o,x0
0 ∈ SoM = {v ∈ ToM : |v| = 1}
be the initial (unit) vector of the geodesic ray γo,x0 from the fixed point o ∈ M .
Furthermore, for any constant L ∈ (8/π,∞), we consider cones
(2.3) Ω = C(v0, 1/L) ∩M
and
kΩ = C(v0, k/L) ∩M.
Suppose that
−(b ◦ ρ)2(x) ≤ KM (P ) ≤ −(a ◦ ρ)
2(x)
for all x ∈ 4Ω and all 2-dimensional subspaces P ⊂ TxM . We assume that b is
monotonic, b(0) > 0, and that there exist positive constants T1, ε, ε˜, and C1 such
that
a2(t) ≥
1 + ε
t2 log t
,(C1)
b2(t) ≥
(log t)2ε˜
t2
,(C2)
for all t ≥ T1 and
b(t+ 1) ≤ C1b(t),(C3)
b(t/2) ≤ C1b(t)(C4)
for all t ≥ 0. Of course, (C3) (respectively, (C4)) trivially holds if b is decreasing
(respectively, increasing). It is also worth pointing that the condition (C2) is not
restrictive since −b2(t) represents the curvature lower bound. We collect all these
constants and functions together to a data
C = (a, b, T1, ε, ε˜, C1, n).
Next we define a function h : ∂∞M → R and its (crude) extension h˜ :M → R by
(2.4) h(y) = min
(
1, L∢(v0, γ˙
o,y
0 )
)
, y ∈ ∂∞M,
and
(2.5) h˜(x) = min
(
1,max
(
2− 2ρ(x), L∢(v0, γ˙
o,x
0 )
))
, x ∈M,
respectively. Then h˜ ∈ C(M) and h˜|∂∞M = h. As the final step in the construction
of an ”angular” function we smooth out h˜ as in [19, Section 3.1] to get an extension
h ∈ C∞(M) ∩ C(M). Since the assumptions (C1)-(C4) for functions a and b are
weaker than those in [19] (in particular, b need not satisfy condition (A5) in [19]),
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we must present another proofs for some statements and lemmas. However, for
readers’ convenience we list all lemmas that are needed and refer to [19] whenever
the proofs there apply verbatim in our setting.
Lemma 2.2. [19, Lemma 3.8] Let N be a Cartan-Hadamard manifold and f :
N ×N → R a function. Suppose that f(·, y) ∈ C∞(N) for all y ∈ N and that
(x, y) 7→ Xm(Xm−1(· · · (X1(f(·, y))) · · · ))(x)
is continuous for all smooth vector fields Xi ∈ T (N) and all m ≥ 0. Suppose also
that each x0 ∈ N has a neighborhood V ∋ x0 such that the set⋃
x∈V
supp f(x, ·)
is bounded. Define u : N → R,
u(x) =
∫
N
f(x, y) dmN (y).
Then u ∈ C∞(N) and
(2.6) Xu =
∫
N
X
(
f(·, y)
)
dmN (y)
for all X ∈ TN , and
(2.7) D2u(X,Y ) =
∫
N
D2
(
f(·, y)
)
(X,Y ) dmN (y).
for all X,Y ∈ TxN , x ∈ N .
The following lemma tells us that for given k > 0 and x ∈ M , the function
b ◦ ρ behaves essentially as a constant in the set {y ∈ M : b(ρ(y))d(x, y) ≤ k}.
Since −(b ◦ ρ)2 represents the curvature lower bound in 4Ω, this enables the use of
comparison theorems. Since the proof given in [19] relies on an assumption on the
function b that need not be valid in the current paper, we will present a new proof.
Lemma 2.3. [19, Lemma 3.10] Let k > 0. There exists a constant c1,k = c1,k(C, k) >
1 such that if x, y ∈M and b(ρ(y))d(x, y) ≤ k, then
1
c1,k
b
(
ρ(x)
)
≤ b
(
ρ(y)
)
≤ c1,k b
(
ρ(x)
)
.
Proof. Let x, y ∈ M be such that b(ρ(y))d(x, y) ≤ k. We may assume that b is
decreasing since the proof for an increasing b in [19] applies here, too. Note that
the proof for the case of an increasing b is the only point where the assumption
(C3) is used. Suppose first that ρ(y) ≥ max
{
T1, exp
(
(4k)1/ε˜
)}
. By (C2),
b
(
ρ(y)
)
≥
4k
ρ(y)
,
and therefore
d(x, y) ≤
k
b
(
ρ(y)
) ≤ ρ(y)
4
≤
1
4
(
ρ(x) + d(x, y)
)
.
Consequently, d(x, y) ≤ ρ(x)/3, and so
b
(
ρ(y)
)
≥ b
(
ρ(x) + d(x, y)
)
≥ b
(
4
3ρ(x)
)
≥
1
C1
b
(
ρ(x)
)
.
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On the other hand,
ρ(y) ≥
2
3
ρ(x),
and therefore
b
(
ρ(y)
)
≤ b
(
2
3ρ(x)
)
≤ C1b
(
4
3ρ(x)
)
≤ C1b
(
ρ(x)
)
.
If ρ(y) ≤ max
{
T1, exp
(
(4k)1/ε˜
)}
=: c˜, then
b(c˜) ≤ b
(
ρ(y)
)
≤ b(0),
and therefore d(x, y) ≤ k/b(c˜). It follows that ρ(x) ≤ ρ(y) + d(x, y) ≤ c˜ + k/b(c˜),
and hence
b
(
ρ(x)
)
≥ b
(
c˜+ k/b(c˜)
)
= c b(0) ≥ c b
(
ρ(y)
)
.
On the other hand,
b
(
ρ(x)
)
≤ b(0) = c b(c˜) ≤ c b
(
ρ(y)
)
.

Fix χ ∈ C∞(R) such that 0 ≤ χ ≤ 1, suppχ ⊂ [−2, 2], and χ|[−1, 1] ≡ 1. After
establishing Lemma 2.3 we obtain the following two lemmas exactly as in [19].
Lemma 2.4. [19, Lemma 3.11] For each k > 0 there exists a constant c2 = c2(C, k)
such that
mM
(
B
(
x,
k
b(ρ(x))
))
≤
c2
b(ρ(x))n
holds for all x ∈M that satisfy B
(
x, k/b(ρ(x))
)
⊂ 4Ω.
Lemma 2.5. [19, Lemma 3.12] If ϕ ∈ C(M), then the function f :M ×M → R,
f(x, y) = χ
(
b(ρ(y))d(x, y)
)
ϕ(y),
satisfies the assumptions of Lemma 2.2.
Let ϕ ∈ C(M) and f be as in Lemma 2.5 and define
R(ϕ)(x) =
∫
M
f(x, y) dmM (y).
Since R(1) > 0, we can also define P(ϕ) :M → R by
P(ϕ) =
R(ϕ)
R(1)
.
Then P is linear: if λ1, λ2 ∈ R and ϕ1, ϕ2 ∈ C(M), then
P(λ1ϕ1 + λ2ϕ2) = λ1P(ϕ1) + λ2P(ϕ2).
Also, if k :M → R is a constant function, then
P(k) = k.
The proof of the following lemma under current curvature assumptions requires
only a minor change from that in [19]. In fact, we need only a counterpart for the
estimate [19, (3.10)].
Lemma 2.6. [19, Lemma 3.13] Suppose that ϕ ∈ C(M ). Extend the function
P(ϕ) :M → R to a function M → R by setting
P(ϕ)(x¯) = ϕ(x¯)
whenever x¯ ∈ ∂∞M . Then the extended function satisfies P(ϕ) ∈ C
∞(M)∩C(M ).
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Proof. It is enough to show continuity at infinity since P(ϕ) ∈ C∞(M) by Lemma
2.2. Fix x¯ ∈ ∂∞M and ǫ > 0. Since ϕ is continuous at x¯, there exist δ ∈ (0, 1) and
R > 0 such that |ϕ(x) − ϕ(x¯)| < ǫ for every x ∈ T (γ˙o,x¯0 , δ, R).
Choose R′ > max(3R/2, T1) such that
2c1,2t
(log t)ε˜
≤
δ
3
t
for all t ≥ R′, where the constant c1,2 is given by Lemma 2.3. Let x ∈M \B(o,R′)
and let y ∈M be such that b(ρ(y))d(x, y) ≤ 2. Lemma 2.3 and (C2) imply
(2.8) d(x, y) ≤
2
b(ρ(y))
≤
2c1,2
b(ρ(x))
≤
δ
3
ρ(x).
This is the estimate [19, (3.10)] and after this the original proof applies verbatim.

Again, after establishing Lemma 2.3, the original proof of the following lemma
in [19] applies.
Lemma 2.7. [19, Lemma 3.14] Let ϕ ∈ C(M). Let x ∈M be such that
B(x, 2c1,2/b(ρ(x))) ⊂ 4Ω and let X ∈ SxM . Then
(2.9) |R(ϕ)(x)| ≤ c3b(ρ(x))
−n sup
y∈B(x,2c1,2/b(ρ(x)))
|ϕ(y)|,
(2.10)
∣∣X(R(ϕ))∣∣ ≤ c3b(ρ(x))1−n sup
y∈B(x,2c1,2/b(ρ(x)))
|ϕ(y)|,
and
(2.11)
∣∣D2(R(ϕ))(X,X)∣∣ ≤ c3b(ρ(x))2−n sup
y∈B(x,2c1,2/b(ρ(x)))
|ϕ(y)|.
Also,
(2.12) R(1)(x) ≥ c−13 b(ρ(x))
−n.
Here c3 = c3(C) is a constant.
The following lemma is a counterpart of [19, Lemma 3.16].
Lemma 2.8. For every t0 > 0 and 0 < λ < 1 there exists a constant R1 =
R1(C, t0, λ) such that the following hold.
(a) If x ∈ 3Ω \B(o,R1) and y ∈ B(x, 2c1,2/b(ρ(x))), then
(2.13) ∢o(x, y) ≤

c1,2
b (ρ(x)) fa (λρ(x))
;
c1,2
b (ρ(x)) fa (ρ(x)− t0)
if, in addition, b is increasing,
and
y ∈ 4Ω \B(o, 1).
(b) If x ∈M \
(
2Ω ∪B(o,R1)
)
, then B(x, 2c1,2/b(ρ(x))) ⊂M \
(
Ω ∪B(o, 1)
)
.
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Proof. Suppose that x ∈ M and y ∈ B(x, 2c1,2/b(ρ(x))). Choose R′1 > max(2, T1)
such that
2c1,2t
(log t)ε˜
≤
t
2L
for all t ≥ R′1. Suppose that ρ(x) ≥ R
′
1. Then as in the proof of Lemma 2.6, we
have
d(x, y) ≤
2c1,2
b(ρ(x))
≤
ρ(x)
2L
and thus ρ(y) ≥ ρ(x)−d(x, y) ≥ ρ(x)/2 > 1. Also, Lemma 2.1 (applied with a ≡ 0)
gives
∢o(x, y) ≤
d(x, y)
ρ(x) − d(x, y)
≤
1/(2L)
1− 1/(2L)
<
1
L
.
From this we see that if x /∈ 2Ω ∪ B(o,R′1), then y /∈ Ω ∪B(o, 1). This proves (b).
Also, if x ∈ 3Ω \B(o,R′1), then y ∈ 4Ω \B(o, 1).
Suppose now that x ∈ 3Ω and ρ(x) ≥ R′1. We know by above that then
B(x, 2c1,2/b(ρ(x))) ⊂ 4Ω \ B(o, 1). We are left to verify the estimates (2.13) in
(a). Fix 0 < λ < 1 and let R′′1 ≥ R
′
1 be so large that
2c1,2t
(log t)ε˜
≤ (1− λ)t
for all t ≥ R′′1 . Then
d(x, z) ≤
2c1,2
b(ρ(x))
≤ (1− λ)ρ(x)
for all z ∈ B(x, 2c1,2/b(ρ(x))) whenever ρ(x) ≥ R′′1 . So, for all z ∈ B(x, 2c1,2/b(ρ(x))),
we have ρ(z) ≥ ρ(x) − d(x, z) ≥ λρ(x), in particular, this holds on the geodesic
segment from x to y. Hence, by integrating |∇∢o(x, ·)| along this segment and
using Lemma 2.1, we get
∢o(x, y) ≤
d(x, y)
fa
(
λρ(x)
) ≤ 2c1,2
b(ρ(x))fa
(
λρ(x)
) .
If b is increasing, we have
d(x, z) ≤
2c1,2
b(ρ(x))
≤ t0
for all z ∈ B(x, 2c1,2/b(ρ(x))) whenever ρ(x) is large enough, say ρ(x) ≥ R1 ≥ R′′1 .
Hence ρ(z) ≥ ρ(x)− t0 for all z ∈ B(x, 2c1,2/b(ρ(x))). As above we obtain
∢o(x, y) ≤
d(x, y)
fa
(
ρ(x)− t0
) ≤ 2c1,2
b(ρ(x))fa
(
ρ(x) − t0
) .
This shows (2.13) and ends the proof. 
We extend h : ∂∞M → R, defined by (2.4), to a function h : M → R by setting
h(x) = P(h˜)(x), x ∈M,
where h˜ is the function given by (2.5). We know by Lemma 2.6 that h ∈ C∞(M)∩
C(M). The following lemma gives the desired estimates for derivatives of h. We
refer to [19] for the proofs of these estimates that are based on Lemmas 2.7 and
2.8.
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Lemma 2.9. [19, Lemma 3.16] (Main lemma) The extended function h ∈ C∞(M)∩
C(M) satisfies
|∇h(x)| ≤

c4
fa (λρ(x))
;
c4
fa (ρ(x) − t0)
if, in addition, b is increasing,
‖D2h(x)‖ ≤

c4b (ρ(x))
fa (λρ(x))
,
c4b (ρ(x))
fa (ρ(x) − t0)
if, in addition, b is increasing,
(2.14)
for all x ∈ 3Ω \B(o,R1). In addition,
h(x) = 1
for every x ∈M \
(
2Ω∪B(o,R1)
)
. Here R1 = R1(C, t0, λ) is the constant in Lemma
2.8 and c4 = c4(C) is a constant.
Thanks to the previous lemma, we are in position to prove that the SC condition
holds under our curvature assumptions.
3. SC condition
The aim of this section is to give a proof of Theorem 1.3. We consider two cases
depending on the assumption made on the sectional curvature.
3.1. Proof of Theorem 1.3 under assumption (1). Throughout this subsection
we assume that functions a and b satisfy the conditions (C1)-(C4) from Section 2.
Recall the following (Jacobi field) estimates:
Proposition 3.1. [12, Prop. 3.4] Suppose that
a2(t) ≥
1 + ε
t2 log t
,
for some ε > 0 on [R0,∞). Then, for any 0 < ε1 < ε, there exists R1 ≥ R0 such
that, for all t ≥ R1,
fa(t) ≥ t(log t)
1+ε1 ,
f ′a(t)
fa(t)
≥
1
t
+
1 + ε1
t log t
.
Note that in the above setting we have an estimate
(3.1) f ′a(t) ≥ (log t)
1+ε1 + (1 + ε1)(log t)
ε1
for t ≥ R1. Let us first consider the case
a2(t) =
1 + ε
t2 log t
.
We prove the following:
Proposition 3.2. Assume that
a2(t) =
1 + ε
t2 log t
and b2(t) =
(log t)2ε˜
t2
,
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with ε > ε˜ > 0. Fix ε1 ∈ (ε˜, ε) and define g(t) = (log t)α for t > 1 and for a
constant α ∈ (0, ε1 − ε˜). Then there exist R > 0 and β > 0 such that, for all
x0 ∈ ∂∞M and 0 < β0 ≤ β, the set
C =
{
x ∈M : ϕ
(
h(x)
)
g
(
ρ(x)
)
≤ R
}
is strictly convex, where h is the function defined in Section 2 related to x0 ∈ ∂∞M
and ϕ : [0,∞)→ [0, 1] is a smooth function such that ϕ(0) = 1, ϕ|[β0,∞) = 0, and
|ϕ′(t)|, |ϕ′′(t)| ≤ C for all t ∈ [0, β0]. In particular, M satisfies the SC condition.
Remark 3.3. We begin by noticing that limx→x0 ϕ(h(x)) > 0, and consequently
limx→x0 ϕ
(
h(x)
)
g
(
ρ(x)
)
= ∞, since h(x0) = 0 and h is continuous in M . On
the other hand, h(x) = 1 if ∢(γ˙o,x0 , γ˙o,x0 ) ≥ 2/L and ρ(x) is large enough. Thus,
given a relatively open subset W ⊂ ∂∞M containing x0, we ensure that x0 ∈
Int (∂∞(M \ C)) ⊂ W by choosing the constants L (see (2.3), (2.4)) and β0 prop-
erly. Therefore, if we prove that C is strictly convex,M will satisfy the SC condition.
Proof. We will use Lemma 2.9 with λ = 3/4; any other choice of 0 < λ < 1 would
work as well. Throughout the proof, all computations are done on the boundary ∂C
where ϕ
(
h(x)
)
g
(
ρ(x)
)
= R, with sufficiently large R. To prove the strict convexity
of C, we will show that D2(ϕ(h)g(ρ)) is positive definite for an arbitrary unit vector
field X on ∂C that is tangential to ∂C, i.e.
X⊥ (g(ρ)ϕ′(h)∇h+ ϕ(h)g′(ρ)∇ρ) ,
in other words
(3.2) 〈X,∇ρ〉 = −
ϕ′(h)g(ρ)〈X,∇h〉
ϕ(h)g′(ρ)
= −
ϕ′(h)g2(ρ)〈X,∇h〉
Rg′(ρ)
.
A direct computation gives
D2(ϕ(h)g(ρ))(X,X) = g(ρ)ϕ′′(h)〈X,∇h〉2 + g(ρ)ϕ′(h)D2h(X,X)
+ ϕ(h)g′′(ρ)〈X,∇ρ〉2 + ϕ(h)g′(ρ)D2ρ(X,X)(3.3)
+ 2ϕ′(h)g′(ρ)〈X,∇h〉〈X,∇ρ〉.
On ∂C we have ϕ(h) = R/g(ρ), and therefore we obtain from (3.2) and (3.3)
D2(ϕ(h)g(ρ))(X,X) =
Rg′(ρ)D2ρ(X,X)
g(ρ)
+ g(ρ)ϕ′(h)D2h(X,X)(3.4)
+
(
g(ρ)ϕ′′(h) +
g′′(ρ)ϕ′(h)2g3(ρ)
Rg′(ρ)2
−
2ϕ′(h)2g2(ρ)
R
)
〈X,∇h〉2.
Lemma 2.9 and (3.2) imply that
〈X,∇ρ〉2 =
(
ϕ′(h)g2(ρ)〈X,∇h〉
Rg′(ρ)
)2
≤
(
c4ϕ
′(h)g2(ρ)
Rg′(ρ)fa
(
3
4ρ
))2
≤
c
R2ρ2(log ρ)2(ε1−α)
≤
1
2
.
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Using the Hessian comparison theorem, we deduce from the previous estimate that
D2ρ(X,X) ≥
f ′a(ρ)
fa(ρ)
(
‖X‖2 − 〈X,∇ρ〉2
)
≥
f ′a(ρ)
fa(ρ)
1−( c4ϕ′(h)g(ρ)2
Rg′(ρ)fa
(
3
4ρ
))2
(3.5)
≥
f ′a(ρ)
2fa(ρ)
.
Next we estimate from below the terms on the right side of (3.4). The first term,
which will dominate the others, can be estimated by using Proposition 3.1 and (3.5)
as
Rg′(ρ)D2ρ(X,X)
g(ρ)
=
RαD2ρ(X,X)
ρ log ρ
≥
Rα
2ρ log ρ
(
1
ρ
+
1 + ε1
ρ log ρ
)
(3.6)
≥
Rα
2ρ2 log ρ
.
The second term has a lower bound
(3.7) g(ρ)ϕ′(h)D2h(X,X) ≥ −
c
ρ2(log ρ)1+ε1−ε˜−α
by Lemma 2.9 and Proposition 3.1. For the last three terms we first have estimates
g(ρ)ϕ′′(h) ≥ −c(log ρ)α,
g′′(ρ)ϕ′(h)2g3(ρ)
Rg′(ρ)2
≥
−c(log ρ)1+2α
R
≥ −c(log ρ)1+α,
−
2ϕ′(h)2g2(ρ)
R
≥ −
c(log ρ)2α
R
≥ −c(log ρ)α,
where we used the fact that g(ρ) = (log ρ)α ≥ R on ∂C. Combining these estimates
with Lemma 2.9 and Proposition 3.1 gives(
g(ρ)ϕ′′(h) +
g′′(ρ)ϕ′(h)2g3(ρ)
Rg′(ρ)2
−
2ϕ′(h)2g2(ρ)
R
)
〈X,∇h〉2(3.8)
≥
−c(log ρ)1+α
f2a
(
3
4ρ
) ≥ −c
ρ2(log ρ)1+2ε1−α
.
Plugging in estimates (3.6), (3.7), and (3.8) to (3.4) and recalling that α < ε1 − ε˜
we obtain
D2(ϕ(h)g(ρ))(X,X) ≥
Rα
2ρ2 log ρ
−
c
ρ2(log ρ)1+ε1−ε˜−α
−c
ρ2(log ρ)1+2ε1−α
> 0
for R, and hence ρ, large enough. This establishes the proposition. 
More generally, we have :
Proposition 3.4. Assume that
a2(t) ≥
1 + ε
t2 log t
,
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b(t+ 1) ≤ C1b(t), b(t/2) ≤ C1b(t), and
(log t)ε˜
t
≤ b(t) ≤

f ′a(t)
t(log t)1+2α
fa(λt)
fa(t)
;
f ′a(t)
t(log t)1+2α
fa(t− t0)
fa(t)
, if, in addition, b is increasing,
for t large enough and for some ε > ε˜ > 0, t0 > 0, 0 < λ < 1, and α ∈ (0, ε1 − ε˜),
with ε1 ∈ (ε˜, ε). Then there exist R > 0 and β such that, for all x0 ∈ ∂∞M and
β0 ≤ β, the set
C =
{
x ∈M : ϕ
(
h(x)
)
g
(
ρ(x)
)
≤ R
}
is strictly convex, where the functions ϕ and g(t) = (log t)α are as in Proposition 3.2
and h is the function defined in Section 2 related to x0 ∈ ∂∞M . In particular, M
satisfies the SC condition.
Proof. The proof of Proposition 3.2 applies almost verbatim. We will only con-
sider the general case for b, the case of an increasing b being a simple adaptation.
Proceeding as previously, we get
〈X,∇ρ〉2 ≤
1
2
and
Rg′(ρ)D2ρ(X,X)
g(ρ)
≥
Rα
ρ log ρ
f ′a(ρ)
2fa(ρ)
for R, and hence ρ, sufficiently large. As in (3.8), we have(
g(ρ)ϕ′′(h) +
g′′(ρ)ϕ′(h)2g3(ρ)
Rg′(ρ)2
−
2ϕ′(h)2g2(ρ)
R
)
〈X,∇h〉2 ≥
−c(log ρ)1+α
f2a
(
λρ
) .
By Proposition 3.1, we obtain
Rα
4ρ log ρ
f ′a(ρ)
fa(ρ)
≥
R
4ρ2 log ρ
and
c(log ρ)1+α
f2a
(
λρ
) ≤ c(log ρ)1+α
λ2ρ2(log ρ)2+2ε1
≤
R
4ρ2 log ρ
,
and therefore
Rα
ρ log ρ
f ′a(ρ)
2fa(ρ)
−
c(log ρ)1+α
f2a
(
λρ
) ≥ Rα
4ρ log ρ
f ′a(ρ)
fa(ρ)
for R, consequently ρ, large enough. Plugging these estimates into (3.4) we obtain
D2(ϕ(h)g(ρ))(X,X) ≥ −g(ρ)|f ′(h)||D2h(X,X)|+
Rα
4ρ log ρ
f ′a(ρ)
fa(ρ)
.
Using (2.14) and the assumption
b(t)
fa(λt)
≤
f ′a(t)
t(log t)1+2αfa(t)
,
we have
g(ρ)|ϕ′(h)||D2h(X,X)| ≤
c(log ρ)αb(ρ)
fa(λρ)
≤
cf ′a(ρ)
ρ(log ρ)1+αfa(ρ)
<
Rα
4ρ log ρ
f ′a(ρ)
fa(ρ)
for R, and hence ρ, sufficiently large. This concludes the proof. 
18 JEAN-BAPTISTE CASTERAS, ILKKA HOLOPAINEN, AND JAIME B. RIPOLL
3.2. Proof of Theorem 1.3 under assumption (2). In this subsection we as-
sume that
−b2(ρ(x)) ≤ KM (x) ≤ −a
2(ρ(x))
for all x ∈ M , with ρ(x) = d(x, o) ≥ R∗, where a and b are non-decreasing contin-
uous functions such that k := b(0) > 0 and
lim
t→+∞
t(log t)1+εfa(t− 2)b(t)
f ′a(t− 2)fa(t− 3)
<∞.
Let φ : [0,+∞)→ [0, 1] be a smooth non-decreasing function such that φ([0, 1/2]) =
0 and φ ≡ 1 on [1,+∞). We also assume that there exists a constant L > 0 such
that φ′, φ′′ ≤ L. We are now in position to state the following lemma which is a
crucial tool in our construction. In what follows, S(p, r) = ∂B(p, r).
Lemma 3.5. There exists a constant β > 0 depending only on k and L such that
for
(3.9) εR :=
β
b(R+ 1)
f ′a(R)
fa(R)
,
the sublevel set
CR,p = {x ∈M : (ρ− εRφ(ρp)) (x) ≤ R}
is a strictly convex set for all R ≥ R∗ and p ∈ S(o,R).
Proof. The strict convexity of the set CR,p will follow from the fact that
D2(ρ− εRφ ◦ ρp)(X,X) > 0
whenever X is a unit vector field tangent to the level set of CR,p at q ∈ ∂CR,p, i.e.
(3.10) 〈X,∇ρ− εR∇(φ ◦ ρp)〉 = 0.
Let X be such a vector field. We begin by noticing, since ρ is a distance function,
that
D2ρ(X,X) = D2ρ(X⊥, X⊥),
where X⊥ = X − 〈X,∇ρ〉∇ρ. Straightforward computations then yield to
D2(ρ− εRφ ◦ ρp)(X,X) = D
2ρ(X⊥, X⊥)− εRφ
′D2ρp(X,X)
− εRφ
′′〈∇ρp, X〉
2.(3.11)
Let us estimate each terms of (3.11). Since KM (x) ≤ −a2(ρ(x)), for all x ∈ ∂CR,p
and X satisfies (3.10), it follows from the Hessian comparison theorem that
D2ρ(X⊥, X⊥) ≥
f ′a(x)
fa(x)
(
‖X‖2 − 〈X,∇ρ〉2
)
=
f ′a(x)
fa(x)
(1− εRφ
′〈X,∇ρp〉〈X,∇ρ〉)
≥
f ′a(R)
fa(R)
(1− εRL).(3.12)
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Since φ′ ≡ 0 on [0, 1/2] ∪ [1,+∞), bR+1 = b(R + 1) ≥ k and KM ≥ −b2R+1 in
B(p, 1), applying the Hessian comparison theorem in the other direction, we deduce
that
φ′D2ρp(X,X) ≤ φ
′bR+1 coth(bR+1ρp)‖X − 〈X,∇ρp〉∇ρp‖
2
= φ′bR+1 coth(bR+1ρp)
(
1− 〈X,∇ρp〉
2
)
≤ LbR+1 coth(k/2).(3.13)
Finally, plugging (3.12) and (3.13) into (3.11), we get that
D2(ρ− εRfp)(X,X) ≥
f ′a(R)
fa(R)
− εRL
(
f ′a(R)
fa(R)
+ bR+1 coth(k/2) + 1
)
.
Now, taking
εR =
β
bR+1
f ′a(R)
fa(R)
for some β > 0 small enough, it is easy to see that
D2(ρ− εRϕ ◦ ρp)(X,X) > 0.
This concludes the proof of the lemma. 
Remark 3.6. The value of εR in the previous lemma will be crucial in the sequel.
We would like to point out that it is possible to replace the term b(R+1) appearing
in the definition of εR by some terms involving only b(R + ε) for some arbitrarily
small positive ε. In order to prove this fact, we will modify the cut-off function
φ. More precisely, we let φ : [0,+∞)→ [0, 1] be a smooth non-decreasing function
such that φ([0, ε]) = 0, φ ≡ 1 on [2ε,+∞), where ε > 0 will be determined in the
sequel. We also assume that there exists a constant L > 0 such that φ′ ≤
L
ε
and
φ′′ ≤
L
ε2
. Since φ′ ≡ 0 on [0, ε]∪ [2ε,+∞) and KM ≥ −b2R+2ε in B(p, 2ε), applying
the Hessian comparison theorem in the other direction, we deduce that
φ′D2ρp(X,X) ≤ φ
′bR+2ε coth(bR+2ερp)‖X − 〈X,∇ρp〉∇ρp‖
2
= φ′bR+2ε coth(bR+2ερp)
(
1− 〈X,∇ρp〉
2
)
≤
L
ε
bR+2ε coth(bR+2εε).(3.14)
Finally, plugging (3.12) and (3.14) into (3.11), we get that
D2(ρ− εRfp)(X,X) ≥
f ′a(R)
fa(R)
− εRL
(
f ′a(R)
fa(R)
+
bR+2ε
ε
coth(bR+2εε) +
1
ε2
)
.
Now, taking
εR = β
f ′a(R)
fa(R)
min
{
ε2,
ε
bR+2ε coth(bR+2εε)
}
for some β > 0 small enough, it is easy to see that
D2(ρ− εRϕ ◦ ρp)(X,X) > 0.
Proof of Theorem 1.3 under assumption (1.3). To prove that M satisfies the SC
condition, it is sufficient to show that given γ(∞) ∈ ∂∞M for some geodesic γ such
that γ(0) = o and 0 < α < π/2, there exists a convex set C ⊂M such that
(i) ∂∞C ⊇ {γ˜(∞) : ∢o(γ˜(∞), γ(∞)) ≥ 2α}
(ii) C ∩ T (γ˙(0), α, r0 + 1) = ∅ for some r0 ≥ R
∗ large enough.
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We follow exactly the same construction as the one in [25] (see also [5] and [8]).
We outline it for the sake of self-containment. This construction is based on an
iterative procedure so let us begin by initializing it. Let r0 ≥ R∗ to be determined
in the sequel and let v := γ˙0 ∈ ToM . We start by defining the following sets:
C0 := B(o, r0), T0 := {p ∈ S(o, r0) : ∢(γ
o,p, v)) < α}, D0 = ∅.
Using Lemma 3.5, we can find an uniform ε0 := εr0 such that for each p ∈ S(o, r0),
the sublevel set
C0,p := {x ∈M : (ρo − ε0fp)(x) ≤ r0}
is convex. Then, we define a new collection of sets:
C˜1 :=
⋂
p∈T0
C0,p, C1 := C˜1 \D0, r1 := r0 + ε0
D1 := B(o, r1) \ C1, T1 := S(o, r1) \ ∂C1.
The induction scheme is then the following : Let us assume that Ck, rk, Dk, Tk are
defined for all k ≤ n − 1, n ≥ 1. Using Lemma 3.5, we get the existence of an
uniform εn such that if p ∈ S(o, rn−1), the set Cn,p := {ρo − εn−1fp ≤ rn−1} is
convex. The inductive construction is then given by
C˜n :=
⋂
p∈Tn−1
Cn−1,p, Cn := C˜n \Dn−1, rn := rn−1 + εn−1
Dn := B(o, rn) \ Cn, Tn := S(o, rn) \ ∂Cn.
Finally, we set
C :=
⋃
n≥0
Cn and D :=
⋃
n≥0
Dn.
In exactly the same way as in [25], one can prove that C is a convex set,M = C∪D
and that (ii) holds. Therefore, we are reduced to prove (i). We first notice that, if
x ∈ D, then the following estimate holds
∢o(v, γ˙
o,x(0)) ≤ α+
+∞∑
n=0
θn,
where θn is defined by
θn := sup{∢(γ˙
o,p(0), γ˙o,q(0)) : p ∈ Tn, q ∈ S(p, 1)}.
We claim that, taking r0 large enough,
+∞∑
n=0
θn ≤ α.
We begin by rewriting this sum as
∞∑
i=0
θi =
∞∑
n=0
∑
ri∈In
θi,
where In := [r0+n, r0+n+1]. Denote by tn the number of ri’s on the interval In,
n ≥ 0. To estimate tn let us define jn as the index of the greatest ri on In. Since
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εi is decreasing on i, we have:
tnεjn ≤ εjn−1 + εjn−2 + · · ·+ εjn−tn
= (rjn − rjn−1) + (rjn−1 − rjn−2) + · · ·+ (rjn+1−tn − rjn−tn)
≤ (r0 + n+ 1)− (r0 + n) = 1.
This implies that
tn ≤ ε
−1
jn
≤
b(r0 + n+ 2)
β
fa(r0 + n)
f ′a(r0 + n)
.
Using Lemma 2.1 and our assumptions on the curvature, we deduce that
θn ≤
c
fa(r0 + n− 1)
,
for some constant c > 0. Combining the above estimates and since by assumption
lim
t→∞
t(log t)1+εfa(t− 2)b(t)
fa(t− 3)f ′a(t− 2)
<∞,
we obtain that
∞∑
i=0
θi ≤
∞∑
n=0
tn
c
fa(r0 + n− 1)
≤
c
β
∞∑
n=0
b(r0 + n+ 2)
fa(r0 + n− 1)
fa(r0 + n)
f ′a(r0 + n)
<∞.
This proves the claim. 
Remark 3.7. We notice that it is possible to improve the previous estimate by
taking In =
[
r0 +
∑n
i=1
1
i , r0 +
∑n+1
i=1
1
i
]
. With this choice, we have
tn ≤
1
nεjn
≤
b
(
1 + r0 +
∑n+1
i=1
1
i
)
nβ
fa
(
r0 +
∑n
i=1
1
i
)
f ′a
(
r0 +
∑n
i=1
1
i
) ,
and
θn ≤
c
fa
(
r0 +
∑n+1
i=1
1
i
) .
This yields to
∞∑
i=0
θi ≤
∞∑
n=0
tn
c
fa
(
r0 +
∑n+1
i=1
1
i
) ≤ c
β
∞∑
n=0
b
(
1 + r0 +
∑n+1
i=1
1
i
)
nfa
(
r0 +
∑n+1
i=1
1
i
) fa (r0 +∑ni=1 1i )
f ′a
(
r0 +
∑n
i=1
1
i
) .
4. Asymptotic Plateau problem
In this section we prove Theorems 1.5, 1.6, and 1.7 on the asymptotic Plateau
problem. Throughout the section we assume that M is an n-dimensional Cartan-
Hadamard manifold, n ≥ 3, that satisfies the SC condition. We start with the
following fundamental lemma.
Lemma 4.1. For every closed subset Γ ⊂ ∂∞M there exists a closed subset Λ ⊂M
whose interior IntΛ is a convex subset of M and ∂∞Λ = Γ.
22 JEAN-BAPTISTE CASTERAS, ILKKA HOLOPAINEN, AND JAIME B. RIPOLL
Proof. We extend Γ to a closed subset S of M by fixing o ∈ M and extending Γ
radially through the exponential map based at o. Thus S is the cone over Γ from
the point o ∈M . Using the notation in Section 2
S = Coneo Γ = {γ
o,x(t) : t ≥ 0, x ∈ Γ}.
We then construct a convex subset Λ of M that contains S in its interior and
∂∞Λ = Γ. To this end, we choose an open subset O of M such that ∂∞O = Γ, for
example, a tubular neighbourhood of S with fixed radius. Given x ∈ ∂∞M \Γ take
an open set Wx ⊂ ∂∞M \ Γ such that x ∈ Wx. By the SC condition, there exists
a C2-smooth open subset Ωx of M such that x ∈ int ∂∞Ωx ⊂ Wx and M \ Ωx is
convex. Let dx :M → [0,∞) denote the Riemannian distance dx = dist(y,M \Ωx).
By [12, Theorem 4.1], any two points of M \ Ωx can be connected by a geodesic
segment entirely contained in M \ Ωx. Since KM ≤ 0, we may then apply the
Hessian comparison theorem [20, (2.49) Theorem] (see also [29]) to immediately
obtain D2dx(v, v) ≥ 0 for all y ∈ Ωx and for all v ∈ TyM , with v ⊥ ∇dx(y).
Since D2dx(v, v) = 〈B(v, v), η〉, where η = −∇dx and B is the second fundamental
form of the level hypersurface Ly of dx through y, it follows that the set {z ∈
M : dx(z) ≤ dx(y)} is convex. For dx(y) big enough, these level hypersurfaces Ly
do not intersect O. Therefore, we may assume that Ωx ∩O = ∅. We define
(4.1) Λ =
⋂
x∈∂∞M\Γ
(M \ Ωx) .
Then O ⊂ Λ, Λ is closed in M and IntΛ is an open convex subset of M such that
∂∞Λ = Γ. 
Remark 4.2. It is well known that Λ is a barrier for compact area minimizing
integral currents with boundary in Λ, that is, if L is a minimal locally integral
current such that spt ∂L ⊂ Λ, then sptL ⊂ Λ; see [3].
The next lemma is a variant of [7, Lemma 2.4]. It leads to a crucial Harnack-type
upper density bound (Proposition 4.4) for minimizing currents mod 2. Clearly such
a result can not hold for integer multiplicity currents.
Lemma 4.3 (Sublinear isoperimetric inequality). Let R ∈ R2k−1(M) be a boundary
in B¯(x, r), for some x ∈ M , r > 0, and 1 ≤ k ≤ n. Then there exist S ∈ R2k(M)
satisfying sptS ⊂ B¯(x, r) and ∂S = R, and a function G : R+ → R+ depending on
KM , n, and x such that
M(S) ≤ G(r)M(R)1−δ ,
where δ = 1/(n− k + 1).
Proof. We set R¯ = (exp−1x )♯R ∈ R
2
k−1(TxM), where expx : TxM → M is the
exponential map. Since R¯ bounds in the Euclidean ball B¯(0, r) of TxM , the com-
pactness theorem [15, (4.2.17)ν] implies the existence of a current S¯ ∈ R2k(TxM),
with ∂S¯ = R¯ and spt S¯ ⊂ B¯(0, r) such that S¯ is minimizing in B¯(0, r) (with respect
to the Euclidean metric). Since B¯(0, r) is convex, S¯ is minimizing in the whole
TxM . The isoperimetric inequality [23, 2.5] due to Morgan gives
M(S¯) ≤ c0r
nδM(R¯)1−δ,
where c0 depends on k and n, and δ is given as in the statement of the lemma and
M here stands for the Euclidean mass. Then, taking S = (expx)♯S¯ ∈ R
2
k(M) we
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have sptS ⊂ B¯(x, r) and ∂S = R. It is well known that if π :M → P is a Lipschitz
map (with Lipschitz constant Lip(π)) then we have, for all T ∈ R2k(M),
(4.2) M(π♯T ) ≤ Lip(π)
kM(T ).
We then observe that the restriction of expx to B¯(0, r) is bi-Lipschitz. More pre-
cisely, by the Hessian comparison theorem, expx |B¯(0, r) is Lipschitz with a constant
G(r) for some function G depending on
max
B¯(x,r)
|KM |,
and, on the other hand, exp−1x is Lipschitz with constant 1 since KM ≤ 0. The
lemma then follows from (4.2). 
Once we have Lemma 4.3 in use, the following important upper density bound
can be proven as in [7, p. 131-132] with only minor changes.
Proposition 4.4. Given x ∈ M and r > 0 there exists a function H : R+ → R+
depending on KM , n, and x such that, for any S ∈ R2k(M) that is minimizing in
B¯(x, r) ⊂M \ spt ∂S, we have
(4.3) M
(
SxB¯
(
x, r2
))
≤ H(r).
Before proving Theorem 1.5, we record the following lower density bound that
holds also for integer multiplicity currents; see e.g. [22, 3.1].
Lemma 4.5 (Lower density bound). For all k ∈ {2, . . . , n} there exists a constant
δ = δ(k) > 0 such that
M
(
SxB¯(x, r)
)
≥ δrk
whenever S ∈ R2k,loc(M) ∪ Rk,loc(M) is minimizing in M , x ∈ sptS, and 0 < r ≤
dist(x, spt ∂S).
4.1. Proof of Theorem 1.5. Let Γ ⊂ ∂∞M be a (topologically) embedded closed
(k − 1)-dimensional submanifold, with 2 ≤ k ≤ n − 1. Recall that we are looking
for a complete, absolutely area minimizing, locally rectifiable k-current Σ modulo
2 in M asymptotic to Γ at infinity, i.e. ∂∞ sptΣ = Γ.
To prove the existence of such Σ we adapt the methods of Bangert and Lang [7,
Section 4] (see also [22, Section 5]).
Proof of Theorem 1.5. As in [7, p. 139] (or [22, p. 44]) we approximate Γ by
a sequence of closed singular Lipschitz chains σi (with Z2 coefficients) such that
sptσi ⊂ ∂B(o, i) ∩ IntΛ for all i and for every open set V ⊂ M meeting Γ there
exists a closed set K ⊂M , contained in V \Γ, such that almost all σi do not bound
in M \ K. Each σi determines a cycle Si ∈ R2k−1(M) and all the properties of
σi above hold for Si, as well. By the lower semicontinuity of the mass functional
and the compactness theorem [15, (4.2.17)ν , p. 432] we find, for each i, a k-
current Σi ∈ R2k(M) that is minimizing in B¯(o, i) and ∂Σi = Si. Furthermore,
sptΣi ⊂ B¯(o, i) ∩ Λ since B¯(o, i) ∩ Λ is convex. Applying Proposition 4.4 we see
that for every r > 0 there exists a constant C(r) <∞ such that
M
(
ΣixB¯(o, r)
)
+M
(
(∂Σi)xB¯(o, r)
)
=M
(
ΣixB¯(o, r)
)
≤ C(r)
for all sufficiently large i. Using again the compactness theorem and a diagonal
argument we find a subsequence Σij converging in the local flat topology modulo 2
to a complete, absolutely area minimizing current Σ ∈ R2k,loc(M). (Non-triviality
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of Σ will be proven below.) Clearly sptΣ ⊂ Λ, and therefore ∂∞ sptΣ ⊂ ∂∞Λ = Γ.
It remains to show that Γ ⊂ ∂∞ sptΣ. Let V ⊂M be an open set meeting Γ. Then
there exists a closed set K ⊂ M , contained in V \ Γ, such that almost all Si do
not bound in M \K. This, together with the fact that sptΣi ⊂ Λ for all i, imply
that almost all sptΣij intersect with the compact subset K ∩Λ of M . Since Σij is
minimizing in B¯(o, ij), we obtain from Lemma 4.5 that
M
(
ΣijxB¯(pij , r)
)
≥ δrk
for all pij ∈ sptΣij ∩ K ∩ Λ and 0 < r ≤ dist(pij , spt ∂Σij ). The compactness of
K ∩ Λ implies the existence of p0 ∈ K ∩ Λ, r0 > 0, and a subsequence of Σij , still
denoted by Σij , such that
M
(
ΣijxB¯(p0, r)
)
≥ δrk
for all 0 < r ≤ r0. We conclude that
M
(
ΣxB¯(p0, r + ǫ)
)
≥ δrk
for all ǫ > 0 and 0 < r ≤ r0, and therefore p0 ∈ sptΣ∩K ∩Λ ⊂ V (see [15, 5.4.2]).
Since this holds for all open sets V ⊂M meeting Γ, we finally obtain Γ ⊂ ∂∞ sptΣ.
The complete, absolutely area minimizing current Σ ∈ R2k(M), with ∂∞ sptΣ =
Γ, then solves the asymptotic Plateau problem. Hence Theorem 1.5 holds true. 
In fact, the above (with minors changes) proves also the following analogue to
the general existence result [7, 4.2].
Theorem 4.6. Suppose that M is an n-dimensional Cartan-Hadamard manifold
satisfying the SC condition. Let 1 ≤ k < n and let Γ ⊂ ∂∞M be closed such that
there exists a sequence of boundaries Si ∈ R
2
k−1(M) in M satisfying the following
conditions:
(i) For every neighborhood U of Γ in M there exists k > 0 such that sptSi ⊂ U
for all i ≥ k, and
ii) for every open V ⊂ M meeting Γ there exists a closed set K ⊂ V \ Γ such
that almost all Si do not bound in M \K.
Then there exists a complete k-dimensional surface Σ ∈ R2k,loc(M) which is mini-
mizing in M and ∂∞ sptΣ = Γ.
4.2. Proof of Theorem 1.6. Since the proof is very similar to that of [21, 3.2],
we just present a brief sketch.
Proof of 1.6. We assume that (M, g) is a Cartan-Hadamard manifold of dimension
n ≥ 2 satisfying the SC condition. Let Γ be a non-empty subset of ∂∞M as in
Theorem 1.6, that is Γ = bdA for some A ⊂ ∂∞M with A = cl(intA). We identify
∂∞M with the unit sphere SoM ⊂ ToM for a fixed o ∈M . Then we notice that the
Riemannian metric g when restricted to closed geodesic balls B¯(o, r) is bi-Lipschitz
equivalent to the standard hyperbolic metric with some constants β(r) ≥ α(r) > 0.
For each i ∈ N, let
Ti = [S(o, i) ∩ Coneo(intA)] ∈ Rn−1(M)
equipped with the canonical orientation of S(o, i). Then spt ∂Ti ⊂ Coneo Γ. As
in [21, p. 32] we deduce that, for each i, there exists a set Wi ⊂ B¯(o, i) of finite
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perimeter such that the rectifiable (n − 1)-current Si := ∂[Wi] − Ti is minimizing
in B¯(o, i). Thus we can bound the total variation (measure) from above by
(4.4) sup
i
‖∂[Wi]‖
(
B(o, r)
)
≤ F (r)
for every r > 0, where F : R+ → R+ depends on n and the functions α and β
above. Hence there exist a subsequence {Wij} of {Wi} and a set W of locally
finite perimeter such that [Wij ] → [W ] weakly. It follows that Σ = ∂[W ] is a
locally rectifiable (n− 1)-current that is minimizing in M . It remains to show that
∂∞ sptΣ = Γ and ∂∞W = A. Recall from (4.1) the definition of the convex set
Λ corresponding to Γ. First we observe that sptSi ⊂ Λ since spt ∂Si = spt ∂Ti ⊂
Coneo Γ ⊂ Λ and Si is minimizing in B¯(o, i) hence also in the convex set B¯(o, i)∩Λ.
It follows that sptΣ ⊂ Λ and hence ∂∞ sptΣ ⊂ Γ. The remaining claims Γ ⊂
∂∞ sptΣ and ∂∞W = A can be proven exactly as in [21, p. 55]. 
4.3. Proof of Theorem 1.7. Let us recall the assumptions in Theorem 1.7. Let
Mn, n ≥ 3, be a rotationally symmetric Cartan-Hadamard manifold around o ∈M
satisfying the SC condition. Identify ∂∞M
n with the unit (n− 1)-sphere SoMn ⊂
ToM
n. Suppose that Γ ⊂ SoMn is a closed, smoothly embedded, orientable (k−1)-
dimensional submanifold, with 2 ≤ k ≤ n− 1.
We want to prove the existence of a complete, absolutely area minimizing, locally
rectifiable k-current Σ in Mn that is asymptotic to Γ at infinity, i.e. ∂∞ sptΣ = Γ.
Let f : [0,∞)→ [0,∞) be the smooth function such that the Riemannian metric
of M is given in polar coordinates (r, ϑ), with the pole at o, by
(4.5) ds2 = dr2 + f2(r)dϑ2.
If B¯k(o, t) = expo B¯
k(0, t) ⊂ M is a geodesic k-dimensional (closed) ball, then its
k-dimensional volume is given by
Volk(B¯
k(o, t)) = kαk
∫ t
0
fk−1(s) ds,
where αk is the volume of the k-dimensional Euclidean unit ball B
k.
We need the following monotonicity formula for the mass ratio in order to obtain
a counterpart to the crucial upper density bound (4.3). It is essential that the center
of the ball is the pole o ∈M .
Lemma 4.7. Suppose thatMn, n ≥ 3, is a rotationally symmetric Cartan-Hadamard
manifold around o ∈ M . Let S ∈ Rk,loc(M), 2 ≤ k ≤ n − 1, be absolutely area
minimizing in B(o, r) ⊂M \ spt ∂S. Then the function
(4.6) t 7→
M(SxB¯(o, t))
Volk(B¯k(o, t))
is non-decreasing on the interval (0, r].
Proof. The proof is similar to that of [24, 9.3] and [7, 2.2]. For 0 < t ≤ r, we write
m(t) =M(SxB¯(o, t)). Since m is increasing, m′(t) exists for a.e. t ∈ (0, r]. Slicing
by the distance function ρ(x) = d(x, o) yields
(4.7) M
(
∂(SxB¯(o, t))
)
≤ m′(t)
for a.e. t ∈ (0, r]; see [27, 28.9] and [7, 1.4]. Hence Rt := ∂(SxB¯(o, t)) is a rectifiable
(k − 1)-current for all such t. Thus there exist a (k − 1)-rectifiable set Vt ⊂ S(o, t)
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and a Borel-measurable simple (k− 1)-vector field η, with integer (multiplicity) |η|
and spt η ⊂ S(o, t), such that Rt = [Vt] (with multiplicity |η|). That is,
Rt(ω) =
∫
Vt
ω(η) dHk−1
for differential (k − 1)-forms ω; see [24, 4.4]. Next we extend η radially along
geodesic rays from o to the simple (k − 1)-vector field η˜ in Ct := Coneo Vt. This is
possible since spt η ⊂ S(o, t). Then ∇ρ ∧ η˜ is a Borel-measurable simple k-vector
field on Ct, with integer multiplicity |η˜|. Hence St := [Ct] (with multiplicity |η˜|),
St(ω) =
∫
Ct
ω(η˜) dHk,
is a rectifiable k-current, with ∂St = Rt. Concluding as in [7, p. 129] and taking
into account that S is minimizing and the Riemannian metric is given by (4.5), we
obtain using (4.7) that
(4.8) m(t) =M(SxB¯(o, t)) ≤M(St) =
βk(t)
β′k(t)
M(Rt) ≤
βk(t)
β′k(t)
m′(t)
for a.e. t ∈ (0, r], where βk(t) = Volk(B¯k(o, t)). Hence
d
dt
(
m(t)
βk(t)
)
≥ 0
a.e. on (0, r] and the claim follows. 
Proof of Theorem 1.7. For each t > 0 we define
Kt = Coneo Γ ∩ B¯(o, t) and Γt = Coneo Γ ∩ S(o, t).
Since Γ →֒ SoM is a smooth embedding, each Kt and Γt define rectifiable cur-
rents [Kt] ∈ Rk(M) and [Γt] ∈ Rk−1(M), respectively. Furthermore, since Γ is
orientable, we may assume that [Γt] = ∂[Kt]. Then the k-dimensional volume of
Kt is given by
Volk(Kt) = c
∫ t
0
fk−1(s) ds <∞,
where c = c(Γ) is a constant. We obtain
Volk(Kt) = ck Volk
(
B¯k(o, t)
)
,
where the constant ck depends only on k and Γ. For each i ∈ N, let Σi ∈ Rk(M) be
an integral current inM , with ∂Σi = [Γi] = ∂[Ki], that is minimizing in B¯(o, i). Let
Λ be given by (4.1) corresponding to Γ. Note that Coneo Γ ⊂ Λ. Since B¯(o, i) ∩ Λ
is convex, Σi is minimizing in B¯(o, i) ∩ Λ. Hence
(4.9) M(Σi) ≤ Volk(Ki) = ck Volk
(
B¯k(o, i)
)
.
Using the monotonicity formula (Lemma 4.7) we obtain
(4.10) M(ΣixB¯(o, r)) ≤ ck Volk
(
B¯k(o, r)
)
for all r > 0 and i ≥ r. This serves as a counterpart to the upper density bound
(4.3). Hence using the compactness theorem and a diagonal argument we can
extract a subsequence Σij converging weakly to a (non-trivial) complete, absolutely
area minimizing current Σ ∈ Rk,loc(M), with ∂∞ sptΣ ⊂ Γ. The inclusion Γ ⊂
∂∞ sptΣ holds true since the sequence of boundaries [Γi] ∈ Rk−1(M) satisfies
conditions (i) and (ii) in Theorem 4.6; cf. [7, p. 139]. 
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4.4. Proof of Theorem 1.8. The proof is similar to that of Theorem 1.7 with
some changes. The following lemma is crucial in order to obtain a useful counterpart
of upper density bounds (4.3), (4.10), cf. [26].
Lemma 4.8. Let a, b : [0,∞) → [0,∞) be smooth, increasing functions such that
b ≥ a and
(4.11) I :=
∫ ∞
0
b2(t)− a2(t)
b(t)
dt <∞.
If fa and fb are the solutions of the initial value problem (2.2) with k = a and
k = b, respectively, then there exists a constant c = c(I) such that fb(t) ≤ c fa(t)
for all t ≥ 0.
Proof. For all 0 < δ < r, we have∣∣∣∣log fb(r)fa(r) − log fb(δ)fa(δ)
∣∣∣∣ = ∣∣∣∣∫ r
δ
(
f ′b(s)fa(s)− f
′
a(s)fb(s)
fb(s)fa(s)
)
ds
∣∣∣∣
≤
∫ r
δ
∫ s
0
(
b2(t)− a2(t)
)
fb(s)fa(s)
fb(t)fa(t) dt ds.
where the last estimate follows from the identity
(f ′bfa − f
′
afb)
′
= f ′′b fa − f
′′
a fb = (b
2 − a2)fafb.
For fixed t, let f be the solution of the initial value problem
f ′′(s)− a2(t)f(s) = 0, f(t) = fa(t), f
′(t) = f ′a(t).
Since a is increasing, we conclude that for s ≥ t
fa(s) ≥ f(s) = fa(t) cosh
(
a(t)(s− t)
)
+
f ′a(t)
a(t)
sinh
(
a(t)(s− t)
)
≥ fa(t) cosh
(
a(t)(s− t)
)
.
Similarly,
fb(s) ≥ fb(t) cosh
(
b(t)(s− t)
)
for s ≥ t. By Fubini’s theorem, we obtain for all 0 < δ < r∣∣∣∣log fb(r)fa(r) − log fb(δ)fa(δ)
∣∣∣∣
≤
∫ ∞
0
(
b2(t)− a2(t)
)
fb(t)fa(t)
(∫ ∞
t
ds
fb(s)fa(s)
)
dt
≤
∫ ∞
0
(
b2(t)− a2(t)
)(∫ ∞
t
ds
cosh
(
a(t)(s− t)
)
cosh
(
b(t)(s− t)
)) dt
≤
∫ ∞
0
(
b2(t)− a2(t)
) [arctan(sinh b(t)(s− t))
b(t)
]∞
t
dt
=
π
2
∫ ∞
0
(
b2(t)− a2(t)
)
b(t)
dt =: C < +∞.
Since
lim
δ→0
fb(δ)
fa(δ)
= 1,
it follows that fb(t) ≤ c fa(t), for all t ≥ 0. 
28 JEAN-BAPTISTE CASTERAS, ILKKA HOLOPAINEN, AND JAIME B. RIPOLL
Lemma 4.9. Suppose that Mn, n ≥ 3, is a Cartan-Hadamard manifold such that
sectional curvatures have an upper bound
K(P ) ≤ −a2(ρ(x)),
with a smooth function a : [0,∞)→ [0,∞). Let S ∈ Rk,loc(M), 2 ≤ k ≤ n− 1, be
absolutely area minimizing in B(o, r) ⊂M \ spt ∂S. Then the function
(4.12) t 7→
M(SxB¯(o, t))
αk
∫ t
0
fk−1a (s)ds
is non-decreasing on the interval (0, r].
Proof. The proof is similar to that of Lemma 4.6 with the cone inequality (4.8)
replaced by
m(t) =M(SxB¯(o, t)) ≤M(St) ≤
βk(t)
β′k(t)
M(Rt) ≤
βk(t)
β′k(t)
m′(t)
for a.e. t ∈ (0, r], where
βk(t) = αk
∫ t
0
fk−1a (s)ds.

Proof of Theorem 1.8. We use the same notation as in the proof of Theorem 1.7.
For each t > 0 we define
Kt = Coneo Γ ∩ B¯(o, t) and Γt = Coneo Γ ∩ S(o, t).
Now the k-dimensional volume of Kt has an upper bound
Volk(Kt) ≤ c
∫ t
0
fk−1b (s) ds <∞,
where c = c(Γ) is a constant. Applying Lemma 4.8 we get
Volk(Kt) ≤ ck
∫ t
0
fk−1a (s) ds,
where the constant ck depends only on k, Γ, and the functions a an b. For each
i ∈ N, let Σi ∈ Rk(M) be an integral current in M , with ∂Σi = [Γi] = ∂[Ki], that
is minimizing in B¯(o, i). Then
M(Σi) ≤ Volk(Ki) ≤ ck
∫ i
0
fk−1a (s) ds.
Using the monotonicity formula (Lemma 4.9) we obtain an upper density bound
M(ΣixB¯(o, r)) ≤ ck
∫ r
0
fk−1a (s) ds
for all r > 0 and i ≥ r. The rest of the proof is similar to that of Theorems 1.6 and
1.7. 
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