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Cryo-electron microscopy (cryo-EM) plays an important role in determining the structure of proteins, viruses, and even the 
whole cell. It can capture dynamic structural changes of large protein complexes, which other methods such as X-ray crystal-
lography and nuclear magnetic resonance analysis find difficult. The signal-to-noise ratio of cryo-EM images is low and the 
contrast is very weak, and therefore, the images are very noisy and require filtering. In this paper, a filtering method based on 
non-local means and Zernike moments is proposed. The method takes into account the rotational symmetry of some biological 
molecules to enhance the signal-to-noise ratio of cryo-EM images. The method may be useful in cryo-EM image processing 
such as the automatic selection of particles, orientation determination, and the building of initial models. 
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In recent decades, cryo-electron microscopy (cryo-EM) has 
become an important means of studying the structure of 
biological macromolecules, viruses, and even the whole cell. 
Cryo-EM can keep biological molecules in their native 
states. However, cryo-EM images must be obtained under 
low-dose conditions to avoid radiation damage to the sam-
ple. Biological samples are composed of light atoms, and 
cryo-EM images thus have very low contrast and sig-
nal-to-noise (SNR) ratios. To analyze the images and obtain 
the structure of a sample, image processing must be per-
formed. For example, it is easier to select particles after 
enhancing the image contrast by filtering the original    
images. Several image filtering methods used to denoise 
cryo-EM images have been proposed, such as the non-linear 
anisotropic diffusion filter [1], the bilateral filter [2], and the 
optimized locally adaptive non-local means filter (LANL) 
[3].  
The non-local means filter [4] is a new kind of spatial 
filter that works well in both detail preservation and noise 
removal, and it is capable of yielding high-quality denoising 
results. Improvements of this method have been reported to 
work well in the processing of different kinds of images, 
such as fluorescent images of living cells [5] and Positron 
Emission Tomography images [6]. The improvements in-
clude parameter selection based on the characteristics of 
different samples and a decrease in the computational cost. 
A speed-up approach introduced by Liu et al. [7] integrates 
both mirror images and Laplacian pyramids and is 50 times 
faster than the classic non-local means algorithm. The 
LANL method based on the non-local means filter works 
well in smoothing the background. Some biological mole-
cules have rotational symmetry but the original LANL 
method did not consider this situation. If the rotation sym-
metry is considered, the LANL method may be improved. 
This can be achieved using Zernike moments to compute 
the similarity between two pixels in an image. Zernike mo-
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ments have the property of rotation invariance; i.e., the val-
ues of Zernike moments do not change after rotating the 
given image through any angle.  
In this paper, we present a Zernike-moment-based 
non-local means filter for cryo-EM images and analyze the 
filtering effect. In the next two sections, we briefly intro-
duce the non-local means filter and Zernike moments. Sec-
tion 3 describes our methods. Section 4 gives the results, 
which include examinations of our method and analyses on 
how the parameters affect the filtering effect, as judged by 
the peak SNR (PSNR) and masked peak SNR (MPSNR). 
Section 5 concludes the paper and discusses proposals for 
future work.  
1  Non-local means filter 
Digital image filters [8] can be generally divided into spa-
tial-domain filters and frequency-domain filters, and most 
of the former filters are based on local areas of the image. In 
recent years, a new spatial-domain filter based on non-local 
areas of the image was proposed by Buades [9]. The basic 
principle of the non-local means filter is that for a certain 
pixel i and any other pixel j in the image, if i and j have 
similar neighboring pixels then pixel j has a larger weight in 
determining the value i in filtering. The pixel i and its 
neighborhood are called the comparison window. It is time 
consuming to compute all the pixels in the image, and we 
therefore only consider a certain area around pixel i. This 
area is called the search window. For a noisy image I, {v(i), 
iI} denotes all its pixel values; after filtration, the corre-
sponding pixel value is u(i): 
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{(i, j)} is the weight of all other pixels in image I, denot-
ing the similarity of pixels i and j,  ranges 01 and 
Σj(i, j)=1. The weight (i, j) is based on the similarity of 
v(Ni) and v(Nj), which denote the two neighborhoods of 
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E(i, j) is the Gaussian weighted Euclidean distance and 
Z(i) is the normalization factor; therefore, Σj(i, j)=1. Pa-
rameter h controls the decay of the exponential function, 
and thus adjusts the filtering effect, which depends on the 
image to be filtered. The definition of h in the LANL 
method is h=, where β is a constant and  is the standard 
deviation of the image with a threshold [3]. The LANL 
method has a threshold for parameter h, so that it cannot be 
too large or too small.  
2  Zernike moments 
The moment technique is widely used in the field of image 
processing [10,11], such as image reconstruction, image 
compression, edge detection, and object identification. Zer-
nike moments are series of orthogonal basis functions based 
on Zernike polynomials [12–14], which have the property 
of rotation invariance. Zernike moments can be computed to 
arbitrarily high order, and moments of different orders cor-
respond to independent characteristics of the image. Gener-
ally speaking, higher order moments give more detailed 
shape characteristics of the image. Mathematically, Zernike 
basis functions are defined with an order p and a repetition 
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where  is the length of the vector from the origin to pixel 
(x, y), and  is the angle between vector ρ and the x-axis in 
the counterclockwise direction. For a digital image I, the 
Zernike moments become 
    *1 , ,πpq pqx y
p
Z V x y I x y
   (7) 
with the condition x2+y21.  
3  Methods 
Considering that some biological molecules have rotational 
symmetry, the original non-local means algorithm does not 
work well in filtering such images. We therefore use Zer-
nike moments to compute the similarity of two comparison 
windows. That is, we use Zernike moments instead of the 
Gaussian weighted Euclidean distance to compute the dis-
tance between two pixels. Zernike moments are complex 
moments and so we use the moduli of Zernike moments. 
The moduli of Zernike moments of the original image and 
the rotated image have the same value. In our method, the 
386 Wang J, et al.   Sci China Life Sci   April (2013) Vol.56 No.4 




( ) ( )1
, exp ,
( )









( ) ( )
( ) exp .
i j
j
Zer N Zer N
Z i
h
      
  (9) 
|Zer(Ni)| and |Zer(Nj)| denote the moduli of Zernike mo-
ments of the two neighborhoods of pixels i and j , and Z(i, j) 
is the normalization factor.  
The comparison window (cw), search window (sw) and 
orders of Zernike moments (p, q) should be different be-
cause of the low SNR of cryo-EM images and the different 
shapes of different biological samples. In our method, we 
do not specify the value of parameter q, so the value of q is 
taken over all possible values depending on parameter p. 
For example, when p takes the value 2, q takes the value 0 
and 2. In this paper, we also analyze how these different 
parameters affect the filtering effect.  
Another parameter is the filtering degree factor h. If the 
parameter h is small, almost all other weights are close to 
zero and the weight of the pixel itself is close to one, and 
there is no filtering at all. Buades et al. [9] suggested that h 
should be selected between (10)1/2and (15)1/2, where σ is 
the standard deviation of the additive Gaussian noise con-
tained in the image. Here we use (12)1/2. Additionally, the 
thickness of ice varies in the sample, which affects the value 
of σ within a cryo-EM image [3]; hence, we also propose a 
locally adaptive variable factor depending on the local 
standard deviation. In our method, the parameter h is de-
fined as  
 
0.5 12 , 0.5 ,
1.5 12 , 1.5 ,










where N and I are the standard deviations for the neigh- 
borhood and the whole image, respectively.  
Figure 1 shows the difference in weights between our 
method and the non-local means method. A, B and C are 
three comparison windows when determining the weights 
and the center of C is the target pixel. B and C represent the 
same subunits in biological molecules. When determining 
the weights of A and B, our method assigns a higher weight 
to B than to A. Therefore, our method considers that the 
pixel in the center of B is similar to the target pixel.  
To test our method, we chose a reconstruction density 
map of GroEL with resolution 6 Å (EMDB, accession code 
1081) to generate simulation data. We then used a cross- 
section of the three-dimensional (3D) density map and add-
ed random Gaussian noise with an SNR of 0.1, which is 
close to the SNR of a real cryo-EM image. The SNR is de-
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where var(u) and var(n) denote the standard deviations of u 
and n, respectively. We filtered the noisy image with our 
method and the LANL-means filter and then computed the 
PSNR and MPSNR between the original noise-free image 
and the filtered image. For an 8-bit grayscale image, the 
PSNR is defined as 
 
2255
PSNR 10 lg ,
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  (12) 
where MSE is the root-mean-square error calculated by 
comparing the original noise-free image and the denoised 
image. To obtain the MPSNR, a circle with radius slightly 
larger than the radius of GroEL as a mask was used to ex-
clude the non-signal part.  
Next we filtered real cryo-EM data using our method, 
and then reconstructed the 3D structure using the filtered 
data. The original data were downloaded from http://blake. 
grid.bcm.edu/dl/EMAN11/eman2_2011_demo_data.tgz and 
we used GroEL having D7 symmetry. All the filter scripts 
of our method were implemented in MATLAB [15], which 
has many built-in image functions. We used parallel  
 
 
Figure 1  The centers of A, B and C are different pixels. B and C have similar pixel neighborhoods, and can represent the same subunits in biological mol-
ecules, but the original non-local means method gives a lower weight than our method; A and C are different pixel neighborhoods, and the non-local means 
method gives a higher weight than our method. 
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MATLAB programming to accelerate our filtering method 
[16]. We then reconstructed the 3D structure with the ap-
plication of EMAN2 [17] using default parameters. The 
protocols were downloaded from http://blake.bcm.edu/ 
emanwiki/Ws2011/Eman2. 
4  Results 
4.1  Simulation data 
We first studied the difference in applying the optimized 
LANL means filter and our method to simulation data. The 
60th section (parallel to the xy-plane) along the z-axis of the 
original 3D reconstruction density map of GroEL [18] 
(EMDB, accession code 1081) was chosen as the signal 
(Figure 2A). We then added Gaussian random noise with a 
SNR of 0.1, which is similar to the SNR of real data, to 
generate the simulation data (Figure 2B). Figure 2 shows 
the filtering results for optimized LANL means filter and 
our method. Although the background obtained with the 
optimized LANL means filter (Figure 2C and E) was 
smoother than that obtained with our method (Figure 2D 
and F), the signal part of the image was smooth in both cas-
es. When determining the value of a certain pixel after fil-
tering, our method obtains more similar pixels than the 
LANL filter in the range of the search window, especially at 
the curved edge of the signal, owing to the property of rota-
tion invariance of Zernike moments. The center black spot 
of the images filtered using our method, for example, is 
clearer than that obtained with the LANL filter.  
To quantitatively distinguish the two methods, we com-
pared the PSNR and MPSNR. Figure 3 compares the PSNR 
and MPSNR between the optimized LANL means filter and 
our method. It shows the influence of the parameter search 
window and comparison window on the PSNR and MPSNR. 
The horizontal axis denotes the size of the search window 
and comparison window. The first number is the size of the 
search window and the second is the size of the comparison 
window. For example, 5-3 denotes a search window sw=5 
and a comparison window cw=3. The vertical axis is the 
SNR (db). The values of parameter p in our method are 0, 2 
and 4. psnr-zer and mpsnr-zer are the values of PSNR and 
MPSNR using our method and psnr-lanl and mpsnr-lanl are 
corresponding values using the LANL method. Although 
the PSNR of our method is lower than that of the optimized 
LANL means filter at most of the given points, the value of 
MPSNR of our method is higher in the range investigated. 
This means that our method can keep more signals than the 
optimized LANL means filter. 
4.2  Real data 
We used real cryo-EM data, a total of 4234 GroEL particle 
images, to test our method. We randomly selected particles 
from the data set to form four groups and the number of 
particles in each group was different. We used the four 
groups of data to reconstruct the 3D structure using EMAN2 
[18]. In this procedure, we used the same parameters and 
data sets in that protocols and we obtained four different 
reconstructions. The four maps were refined using default 
phase-flipped hp data sets. Next we filtered the images in 
the four groups using our method and the parameters cm=15,  
 
 
Figure 2  Montages compare results obtained with the LANL filter and our method. A, Original image, the 60th section along the z-axis of the 3D density 
map of GroEL. B, Image A corrupted by Gaussian random noise at SNR=0.1. C, Image B filtered by an LANL filter with d=3, s=5, β=4. D, Image B filtered 
using our method with cw=3, sw=5, p=2, q=0, 2. E, Image B filtered with an LANL filter with d=5, s=15, β=4. F, Image B filtered using our method with 
cw=5, sw=15, p=2, q=0, 2.  
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Figure 3  Influence of the search window/comparison window on the PSNR and MPSNR. The first number is the size of the search window and the second 
is the size of the comparison window. For example, 5-3 denotes a search window sw=5 and comparison window cw=3. The values of parameter p in our 
method are 0, 2 and 4.  
 
Figure 4  Particle number dependence of the 3D reconstruction resolution. 
It is concluded that our method achieves higher resolution when the parti-
cle number is small.  
sw=5 and p=4 (q=0, 1, 2). We then used the filtered data to 
reconstruct 3D structure (starting from the “make initial 
model” step). Figure 4 shows the resolution (FSC=0.5) after 
running e2eotest in EMAN2. Figure 5 shows the surfaces of 
some of the reconstruction maps and Figure 6 shows 
cross-sections of the reconstruction maps. It is seen that our 
method achieved higher resolution when the particle num-
ber was small. The density map of B, which is reconstructed 
from 1706 particle images filtered using our new method, 
for example, looks like density map C, which is recon-
structed from 4234 particle images of the phase- flipped hp 
data set.  
To test our method in terms of maintaining a signal, we 
calculated cross-correlation coefficient (CCC) [19,20] for 
correlation between different reconstructions (Table 1). This 
image processing was carried out with SPIDER [21]. The 
first column gives the values of the CCC for different den-
sity maps reconstructed with different particle numbers and 
a density map with resolution of 8.4 Å, which was obtained 
from the high-resolution refinement in that protocol. The 
second column gives values of the CCC for reconstructions 
from images filtered using our method and the 8.4-Å densi-
ty map. The third column gives values of the CCC for re-
constructions from phase-flipped hp images and images 
filtered using our method. It is evident that our filtering 
method performs well in keeping the signal (Figures 5 and 6, 
Table 1).  
5  Discussion and conclusion  
In this paper, we proposed a Zernike-moment-based non- 
local means filter method for application to low-SNR 
cryo-EM images. We use Zernike moments, which have the 
feature of rotation invariance, to weigh the distance between 
two pixels. This method can improve the SNR without sac-
rificing signal details in the original images. It is concluded 
that the sizes of the search window and comparison window 
affect the smoothness of the background. Generally speak-
ing, a larger search window provides a smoother back-
ground (Figure 2D and F). This might be because of the 
characteristics of the non-local means filter. When the 
search window is bigger, more pixels are considered when 
determining the value of the target pixel.  
The orders of Zernike moments also greatly affect the 
filter results. A higher order of Zernike moments will give 
more detail in the image. In this paper, we used a lower or-
der to improve the computation speed and obtain a smooth-
er background.  
There are problems in applying our method in image 
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Figure 5  Top and side views of the reconstructed 3D density maps. All the images are displayed using e2display.py with the same threshold. A, 3D density 
map reconstructed from the phase-flipped hp group 1 data sets (particle number of 1706). B, 3D density map reconstructed from the same data sets filtered 
using our method. C, 3D density map reconstructed from the phase-flipped hp group 4 data sets (particle number of 4234). D, 3D density map reconstructed 
from the same data sets filtered using our method. 
 
Figure 6  The 79th section (parallel to the xy-plane) along the z-axis of the density maps. A, 3D density map reconstructed from the phase-flipped hp group 
1 data sets (particle number of 1706). B, 3D density map reconstructed from the same data sets filtered using our method. C, 3D density map reconstructed 
from the phase-flipped hp group 4 data sets (particle number of 4234). D, 3D density map reconstructed from the same data sets filtered using our method. 
Table 1  Cross-correlation coefficient (CCC) for correlation between different reconstructions 
Group Particle number CCCa) CCCb) CCCc) 
1 1706 0.72912 0.73843 0.94960 
2 2608 0.74071 0.76462 0.95837 
3 3348 0.77526 0.77025 0.97114 
4 4234 0.78628 0.77537 0.96521 
a) Values of CCC for the density maps reconstructed from data sets filtered using phase-flipped hp data and a density map with resolution of 8.4 Å, 
which was obtained from the high-resolution refinement in that protocol. b) Values of CCC for the density maps reconstructed from data sets filtered using 
our method and the 8.4-Å density map. c) Values of CCC for the density maps reconstructed from data sets filtered using phase-flipped hp data and our 
method.  
processing. One of these problems is the determination of 
the values of parameters, and especially the order of Zernike 
moments, which can greatly affect the PSNR of the images. 
Generally speaking, lower orders of Zernike moments are 
suitable for cryo-EM images. Another problem is that the 
non-local filter is more time-consuming than other filters. It 
takes about 15 seconds to compute an image of 512512 
pixels on a personal computer. Here we used parallel pro-
gramming [22] in MATLAB. This problem may be over-
come by using a graphics processing unit GPU [23] or em-
ploying another acceleration method.  
In conclusion, the Zernike-moment-based non-local 
means filter considers both the rotation invariance of some 
biological molecules and the influence of the thickness of 
ice in the cryo-EM image. This method works well in sup-
pressing noise and enhancing signal details. The filtering 
method is most effective when the particle number is low 
(Figure 4, Table 1) compared with other filtering methods. 
The method may be useful in selecting particle images, de-
termining the orientation of particles and deducing initial 
models of biological complexes from cryo-EM images.  
This work was supported by the National Basic Research Program of Chi-
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