Abstract. Lagrangian coordinates describe a local frame moving and deforming with a flow, where by flow we mean either a physical flow or the solution of a smooth dynamical system. The rôle of chaos in these coordinates is reflected by a mean exponential stretching of fluid elements along characteristic directions. Many partial differential equations, such as the kinematic advection-diffusion equation, are greatly simplified by a change to Lagrangian coordinates. To evaluate the terms in such equations, it is necessary to obtain the form of the Lagrangian derivatives of the frame. These derivatives are related to generalised Lyapunov exponents, which describe deformations of fluid elements beyond ellipsoidal. When the flow is chaotic, care must be taken in evaluating the derivatives because of the extreme separation of scale along the different characteristic directions. We show this can be accomplished by projection onto orthonormal frames. Two matrix decomposition methods are used to accomplish the projections, the first appropriate in finding the asymptotic behaviour of the derivatives analytically, the second better suited to numerical evaluation. As an illustration, we show that for the kinematic dynamo problem the induced current becomes perpendicular to the magnetic field.
Introduction
We consider a collection of coupled ordinary differential equations (ODEs) associated with a vector field [1] (a continuous-time dynamical system). The general solution to these equations defines a flow, a mapping from the fluid domain into itself. For deterministic systems, this mapping is invertible and smooth, assuming the vector field is smooth [2, p. 276] . The flow can then be regarded as a smooth coordinate transformation (a diffeomorphism) from the set of initial conditions to the state of the system at some later time. The coordinates describing the initial conditions are called the Lagrangian coordinates, and those describing the state at a given time are called the Eulerian coordinates.
Many equations of fluid dynamics are "advective" in nature, in that they describe the motion of a scalar or vector field as it is dragged by a flow, and possibly incluenced by other effects such as diffusion and sources. Examples are the scalar advection-diffusion equation [3] and the induction equation for a magnetic field [4] . When expressed in Lagrangian coordinates, the advective term drops out of these types of equations. For scalar and vector advection-diffusion equations, one is left with a diffusion equation with anisotropic diffusivity [5] . We consider here the case of a prescribed velocity field, known as the kinematic problem, where the advected quantity does not react back on the flow.
An interesting case is that of a chaotic flow, where trajectories of nearby fluid elements diverge rapidly from each other, at an average rate close to exponential for long times. This rate is called the largest Lyapunov exponent of the flow [6] . For chaotic flows, the transformation to Lagrangian coordinates is exceedingly contorted, and in practice the information about the actual position of the particles is lost: the transformation can no longer be properly inverted. Nevertheless, by considering a Lagrangian framework and focusing on invariant quantities (scalars), the presence of chaos can actually be advantageous because it leads to a large separation of timescales along the different characteristic directions of the flow. This approach was used by Boozer [7] and Tang and Boozer [8] to study the kinematic dynamo problem. Vishik [9] used a Lagrangian approach to show the existence of dynamo action for certain flows.
To get a full solution of the problem, the Lagrangian derivatives of the characteristic rates of separation (the finite-time Lyapunov exponents) and of the characteristic eigenvectors are needed. This is because the Lagrangian coordinate frame is positiondependent, so when derivatives of vector fields are taken one must also differentiate the basis vectors themselves (this is the same procedure as in covariant differentiation, or when one obtains the fictitious forces in transforming to a rotating frame). Thus the necessity of obtaining Lagrangian derivatives of the vectors defining the coordinate frame. Because Lagrangian coordinates are also stretched with respect to Eulerian coordinates, the derivatives of the characteristic separations (as characterised by the finite-time Lyapunov exponents) are also needed.
The problem of finding the asymptotic form of Lagrangian derivatives of the coordinate transformation induced by a flow has been addressed previously by Dressler and Farmer [10] and Taylor [11] in a different context. They examined the asymptotic behaviour of the Hessian, the quadratic form consisting of the second derivatives of the flow. The Hessian is the term that follows the Jacobian matrix in a Taylor expansion of the coordinate transformation form Lagrangian to Eulerian coordinates. Dressler and Farmer call derivatives generalised or higher-order Lyapunov exponents. Their motivation lay in characterising the growth of nonlinear distortions of geometric quantities evolving under the influence of a one-dimensional dynamical system. For instance, the Lyapunov exponents quantify the leading order stretching of an infinitesimal ellipse moving with the fluid, and the generalised exponents describe deviations from an elliptical shape. The higher-order exponents also characterize the growth of extrinsic curvature of curves embedded in the flow, and so can be connected to the work of Cerbelli et al [12] describing the evolution of the curvature of material lines in a chaotic flow. Dressler and Farmer provided numerical results only for the largest Lyapunov exponent, because no numerical method exist to evolve the Hessian in a numerically stable manner that is not susceptible to limited precision. We provide such a method here.
Our approach is similar to Refs. [10, 11] but applies to flows rather than maps: we aim to give reasonable estimates of the asymptotic growth rates of the Lagrangian derivatives of finite-time Lyapunov exponents and characteristic eigenvectors by appealing to arguments of "genericity" of the quantities involved, thus showing that the estimates will hold in most cases. To do this, we perform a singular value decomposition (SVD) of the tangent mapping of the flow, and differentiate the ODEs derived by Greene and Kim [13] directly. A careful analysis of the equations, with the assumption of a nondegenerate spectrum and a bounded attractor as in Goldhirsch et al [14] , leads to our asymptotic forms. We find that the Lagrangian derivatives along diverging directions of the finite-time Lyapunov exponents grow exponentially at the characteristic rate of that direction. This is consistent with the intuitive notion that small displacements in those directions will be exponentially amplified, so one expects derivatives to grow as well. For contracting directions, the opposite is true: the Lagrangian derivatives converge exponentially to time-asymptotic values, but often do so at a slower rate than the characteristic rate.
Whilst the SVD method is transparent and useful for interpretation, it is not wellsuited for numerical purposes [15] : it possesses troubling singularities and involves a needlessly large number of equations to evolve. A better method is the QR decomposition [14, 15] , also known as the continous Gram-Schmidt orthonormalisation method because it is a time-continuous version of earlier methods that involved reorthonormalising a set of vectors evolved using the tangent map of the flow [16, 17, 18] . As for the SVD method, we adapt the QR method to finding the Lagrangian derivatives of the finite-time Lyapunov exponents and of the characteristic eigenvectors. This can be used to verify constraints on the derivatives of finite-time Lyapunov exponents and characteristic eigenvectors found by Tang and Boozer [5] and Thiffeault and Boozer [19] . These constraints depend on delicate cancellations that require the high accuracy afforded by the method herein in order to be properly established. For instance, the field of unstable directions asymptotically becomes perpendicular to its curl, indicating that in the kinematic dynamo problem the Ohmic heating arises mainly from the current perpendicular to the magnetic field, as opposed to the parallel part, as straightforward calculations would seem to indicate [7] .
The outline of the paper is as follows. In Section 2 we introduce the basic framework and notation necessary to the subsequent development. The central object of study is the metric tensor transformed to Lagrangian coordinates, and its diagonal form that contains all the information on the characteristic separations and directions. Section 3 describes the direct method of evolving the Hessian, when its governing equations are obtained by a variation of the basic dynamical system and integrated directly. This method is not very useful numerically because the exponential blowup of the elements of the Hessian leads to limited precision problems, but illustrates the basic principles and can be used to check the results of more complex methods, for short times.
A more powerful method is introduced in Section 4, the SVD decomposition method. This allows derivation of the asymptotic behaviour of the Lagrangian derivatives. In Section 5 the QR decomposition is used to develop a suitable numerical method for evolving the various Lagrangian derivatives. Section 6 gives some applications of the numerical method by calculating with high precision the geometrical constraints predicted in Refs. [5, 19] . Finally, Section 7 is a brief discussion of the main results of this paper and of possible future work.
Characteristic Directions of Trajectory Separation
We begin with a brief overview of the concepts and notation we shall use. We consider the n-dimensional dynamical systeṁ
where the overdot indicates a time derivative, and v is a smooth function of x and t. The solution to (2.1) is a function x(t), with initial condition x(0) = a. We can thus regard x(t) as a coordinate transformation from the set of initial conditions a to the state at time t; we write this transformation explicitly as x(a, t). Following standard terminology, we call x the Eulerian coordinates and a the Lagrangian coordinates.
The time-evolution of the Jacobian matrix M i p := ∂x i /∂a p is given bẏ 
called the metric tensor; it is symmetric and positive-definite, so it can be diagonalized with real positive eigenvalues and orthogonal eigenvectors. We can thus rewrite the metric tensor as
withê σ (a, t) and Λ 2 σ (a, t) respectively the σth eigenvector of g ij (a, t) and corresponding eigenvalue. We often refer to the Λ σ as the stretching factors, because they represent the relative deformation of the principal axes of an infinitesimal ellipsoid carried by the flow. The stretching factors can be used to define the finite-time Lyapunov exponents,
The finite-time Lyapunov exponents, λ σ (a, t) describe the instantaneous average rate of exponential separation of neighbouring trajectories. ‡ The multiplicative ergodic theorem of Oseledec [20] states that the infinite-time limit λ ∞ σ of λ σ (a, t) exists and is independent of the initial condition a in a given chaotic region. The infinitetime limitê ∞ σ (a) of the characteristic eigenvectorsê σ (a, t) also exists but depends on the initial condition. The Lyapunov exponents converge very slowly, whereas for nondegenerate exponents the characteristic eigenvectors converge exponentially fast [14] . The slow convergence of the Lyapunov exponents indicates that the instantaneous separation rate of neighbouring trajectories is not at all exponential on a typical attractor; only in the infinite-time limit do the trajectories show a mean exponential rate of separation. The instantaneous deviations from this exponential rate are very large. However, even though it may not be growing exponentially, it an eigenvalue Λ σ associated with a positive Lyapunov exponent becomes very large after a relatively short time, and conversely an eigenvalue associated with a negative Lyapunov exponent becomes very small. It is thus an abuse of language, but a convenient one we shall use, to refer to the Λ σ 's as growing or shrinking exponentially.
For the remainder of this paper we shall assume that the eigenvalues Λ σ are nondegenerate and ordered such that Λ σ−1 > Λ σ . After allowing some time for chaotic behaviour to set in, we have that Λ σ ≫ Λ κ for σ < κ. We shall make use of this ordering often in the subsequent development.
Lagrangian Derivatives: Direct Method
A straightforward method of evaluating the Lagrangian derivatives of Λ µ andê µ is by finite-differencing: simply follow trajectories separated by a small distance. The equations needed for forward (first-order) differences are n + n 2 for the reference trajectory (2.1) and its tangent equation (2.2), and n nearby trajectories with their tangent space along each axis in the phase space, for a total of n(n + 1) 2 equations. Since in a chaotic system trajectories diverge exponentially, the initial separation must be very small. The method also does not work very well near the boundaries of chaotic regions, because the nearby trajectories could belong to different regions and so exhibit completely different chaotic behaviour. Since the boundaries of the region are not a priori known, ensuring this does not happen is problematic.
When the vector field v(x, t) is a known analytic function, there is a way to avoid finite differences in computing the spatial derivatives of the Λ µ andê µ , as pointed out in Refs. [5] and [21] . The method involves expressing the derivatives of Λ µ andê µ in terms of derivatives of the metric tensor g. This is done by taking the Lagrangian derivative of the diagonal form of g, Eq. (2.4), and taking a a dot product of the resulting expression with the eigenvectorsê µ . We obtain
The derivatives of the metric are obtained from the Hessian K k qr := ∂ 2 x k /∂a q ∂a r of the coordinate transformation via the relation
obtained by differentiating the non-diagonal form of g, Eq. (2.3). The Hessian is symmetric in its lower indices, and it is computed by solving the evolution equatioṅ
where
, so that we require that v be at least twice-differentiable. Equation (3.3) is obtained by differentiating Eq. (2.2), and the initial condition is K = 0. The time derivatives (the overdots) are taken at constant a, so they can be commuted with Lagrangian derivatives.
The linear part of Eq. (3.3) is the same as for (2.2), but now there is a nonlinear coupling term to M. Since for a chaotic flow the matrix M has at least one exponentially growing eigenvalue, the elements of the Hessian K can potentially grow faster than M, owing to the nonlinear coupling. Numerically, the system (3.3) is thus unstable in an essential way, and we can expect the integration to give meaningless results (except along the dominant stretching direction) after the elements of K become too large. Nevertheless, if one is not interested in long-time behaviour the direct method can yield satisfactory results. It is not suitable for a detailed, accurate, long-time solution of the Lagrangian derivatives. We develop such methods in Sections 4 and 5.
The total number of ordinary differential equations that need to be solved in the direct method is n(n + 1)(n + 2)/2, fewer that with first-order finite differencing. In general, though, the solution of (3.3) is more computationally intensive because of the nonlinearity.
Asymptotic Behaviour using the SVD Method

Basic Method
Any matrix, and in particular the Jacobian matrix M, can be decomposed into the product
where U and V are orthogonal matrices and F is diagonal. The superscript T denotes a matrix transpose. This decomposition is called the singular value decomposition (SVD), and is unique up to permutations of rows and columns. The diagonal elements of F are called the singular values. Requiring that the singular values be ordered decreasing in size makes the decomposition unique (for nondegenerate eigenvalues). The metric tensor g can be written
which says the the columns of V are eigenvectors of g, V qσ = (ê σ ) q , with eigenvalues given by the diagonal elements of
The advantage of the SVD is that it separates cleanly the parts of M that are growing or shrinking exponentially in size (as determined by the stretching factors Λ σ ). The SVD has the following interpretation: if we consider an infinitesimally small "ball" of initial condition obeying Eq. (2.1), it will deform into an ellipsoid under the action of the flow. The Λ σ give the relative stretching of each principal axis of the ellipsoid, the orthogonal matrix V gives the principal axes of stretching in Lagrangian coordinate space, and the orthogonal matrix U gives the absolute orientation of the ellipse in Eulerian space. Constructing the metric tensor as in Eq. (4.2) thus eliminates the Eulerian information, retaining the essential features of the stretching.
Greene and Kim [13] derived the equations satisfied by U, V , and F :
Numerically, the SVD method has limitations: the number of quantities to evolve is large, and when Λ σ ≃ Λ σ+1 the denominators become singular (See Refs. [13, 15] for a discussion of these issues). However, conceptually the method is very straightforward and transparent, and it gives explicit equations for all the quantities we are interested in, as opposed to the QR method (Section 5) which needs to be corrected to yield the true value of the Λ σ . Note that Eqs. (4.3) and (4.4) form a closed set of equations for U and Λ σ . To avoid the problem with vanishing denominators, Greene and Kim used Λ σ /Λ κ → 0 for σ < κ to simplify Eq. (4.4). The QR method of Section 5 is recovered in this manner (as pointed out by Geist et al [15] ). However, the equation for the Λ σ is no longer exact, and Eq. (4.5) for the eigenvectors becomes invalid. Approximations based on Λ σ /Λ κ → 0, σ < κ are useful in finding the asymptotic behaviour of the quantities U, V , and Λ σ , as we shall see below, but not in obtaining their exact value.
For large time, when Λ σ /Λ κ ≪ 1, σ > κ, we can approximate Eqs. (4.4) and (4.5) by
where we have used
The matrix γ is symmetric, and defined such that (for nondegenerate Λ) all of its elements are decaying exponentially. The diagonal element γ µµ represents the element on the µth row or column that decays the slowest, that is, γ µµ = max σ =µ γ σµ . If we assume that the evolution of the system takes place on some bounded set in x-space, then we know that G, and hence G and A, remains bounded (we must also assume that the vector field v is smooth). Thus, the right-hand side of Eq. (4.7) goes to zero exponentially, and we can solve the equation perturbatively for large time,
for some constant V ∞ qν , which can only be determined by solving the unapproximated equation (4.5). We conclude that for large t the matrix V has the form [14] 
Since V qµ = (ê µ ) q and γ µµ → 0 , this tells us that the characteristic eigenvectors converge exponentially to their time-asymptotic value, (ê
The elements of the matrix U do not in general converge. The convergence of the finite-time Lyapunov exponents, defined by Eq. (2.5), is the object of Oseledec's multiplicative ergodic theorem [20] . This slow convergence does not concern us here, as we are considering timescales of fast (roughly exponential) convergence.
Lagrangian Derivatives
Having derived the equations of motion for the SVD of M, we can now take the Lagrangian derivative of these equations of motion, in a manner analogous to Section 3.
We define the quantities 9) which are simply the Lagrangian derivatives of Λ ν and U iν expressed in a convenient frame. Note that Φ κµν = −Φ κνµ . From Eqs. (4.3)-(4.5), we can find equations for the evolution of Ψ κν and Φ κµν ,
The first term in (4.12) is
This shows that the second term in (4.12) can be neglected compared to the first because it is smaller by a factor γ 2 µν . We also neglect the third term, which couples Φ and Ψ. After solving for Ψ, we will verify that the neglect of the coupling term was justified.
After these approximations, the evolution equation for Φ κµν iṡ
for µ < ν. This is a linear system, with a driving term given by −Λ κ X νκµ . The only term that couples different κ's is the V TV one, which is small compared to U TU . We neglect this term for the time being, and rearrange (4.14) to givė
Let us ignore the driving term for now and consider the homogeneous solution Φ h κµν . We haveΦ 
; but since we have Φ h κ1n ∼ γ 1n → 0 we can neglect the coupling term in both these equations, and thus find
We can repeat this procedure, increasing µ and decreasing ν as we work our way through the Φ h κµν , and show that the coupling terms can always be neglected, so that Φ If we assume that the motion of the system takes place in a bounded region of phase space, X νκµ is also bounded (we also assume that v is twice differentiable). Then the inhomogeneous driving term Λ κ X νκµ asymptotically goes as Λ κ . (A similar argument was used in Section 4.1 to show convergence of V .) Asymptotically, then, what happens in Eq. (4.15) is that either the exponentially decaying linear part or the driving term dominates, depending on which has the larger growth rate. We conclude that
where Φ κµν is some function that neither grows nor decays exponentially. The V TV coupling term that we neglected in Eq. (4.14) can be shown to go as
which is either much smaller or of the same order as the other terms; it thus does not modify the asymptotic behaviour of Φ κµν . Next, we investigate the asymptotic behaviour of Ψ. Its time evolution is given by Eq. (4.10), which after inserting our asymptotic solution for Φ becomeṡ
This can be rewritteṅ
where Ψ drive κν is some nonexponential function. Notice that the different ν are uncoupled. The matrix V TV has elements that are decreasing exponentially, so we can solve the system perturbatively. The solution, valid to first-order in V TV , is
The terms in the sum evolve as
After combining the different growth rates, the asymptotic behaviour of Ψ κν can be written
We can now go back and insert the asymptotic form of Ψ into the coupling term that we neglected in Eq. (4.12). We find that
, which can indeed be safely neglected compared to max(Λ κ , γ µν ).
Finally, having derived an asymptotic form for Φ and Ψ, we can do the same for the Lagrangian derivatives of V ,
As for Φ, Θ κµν is antisymmetric in µ and ν. From Eqs. (4.3)-(4.5), we can find equations for the evolution of Θ κµν ,
The term given by Eq. (4.22) is independent of Θ and contains only quantities with known asymptotic forms. For large t, we use Eqs. (4.17) and (4.19) and writė 
The solution to Eq. (4.23), valid to first-order in V TV , is thus
Proceeding as we did for Φ and Ψ, we keep only the dominant exponential terms. The final result is
A comment about the perturbation expansions in small V TV used to obtain Eqs. (4.18) 
TV , actually decreases exponentially in time (for nondegenerate eigenvalues Λ µ ). Thus, ε t ≪ 1 even for large t, and the expansion remains valid.
We now summarize the main results of this section: for t ≫ 1, by which we mean that the dynamical system has evolved long enough for the quantities Λ µ to have reached a regime of quasi-exponential behaviour, we have that the Lagrangian derivatives defined by Eqs. (4.9) and (4.20) evolve asymptotically as
Recall that in all these cases the first index, κ, denotes the characteristic eigendirectionê κ along which the Lagrangian derivative is evaluated. For a given κ with Λ κ ≫ 1, corresponding to an expanding direction of the flow, both Φ κµν and Ψ κν grow exponentially with time (the constant Ψ ∞ κν is then irrelevant). Thus, Lagrangian derivatives of log Λ ν along an expanding direction κ become more singular with time, to a degree commensurate with the separation of neighbouring initial conditions along that direction, as given by Λ κ .
Conversely, for κ with Λ κ ≪ 1, corresponding to a contracting direction of the flow, both Φ κµν and Ψ κν decrease exponentially with time, Φ κµν converging towards zero and Ψ κν converging to a constant, Ψ ∞ κν . The convergence rate of both these quantities, however, is not necessarily equal to Λ κ but may be slower (though still converging), as denoted by the max in Eqs. (4.17) and (4.19). We conclude that Lagrangian derivatives of log Λ ν along a contracting direction κ become smaller with time.
The interpretation of the long-time behaviour of Lagrangian derivatives of V , the characteristic eigenvectors, is a little more problematic. For a contracting direction κ the derivatives Θ κµν converge to the constant value Θ ∞ κµν at a rate of max(γ κκ , γ µµ , γ νν ). For an expanding direction κ the exact behaviour of Θ κµν depends on the relative magnitudes of the stretching factors Λ µ . However, for a non-contracting direction κ it is always true that
so the gradients ofê along expanding directions grow much more slowly that those of log Λ.
Derivatives of the Hessian
We now make contact with the work of Dressler and Farmer [10] and Taylor [11] on the form of the generalised Lyapunov exponents, which describe the asymptotic behaviour of the Hessian. The Hessian, defined in Section 3, can be recovered from the Lagrangian derivatives of Section 4.2. Following Dressler and Farmer [10] , we project the components of the Hessian onto the U and V bases and define
Writing K ℓ pq = ∂M ℓ p /∂a q , and using the SVD decomposition (4.1) for M, we find
The asymptotic behaviour of the Hessian is easily derived from Eqs. (4.17), (4.19), and (4.25) to be
as found in Refs. [10, 11] . We could have written an evolution equation for the "projected" Hessian (4.26), derived the asymptotic form (4.28) directly, and from that obtain the asymptotic forms (4.17), (4.19) , and (4.25). There are several disadvantages to that approach. The first is that in that manner we do not obtain the rates of convergence of the various quantities without more detailed analysis. The second is that numerically the equation for the Hessian is more susceptible to error than the individual equations for Φ, Ψ, and Θ. This becomes clearer when we try to use the symmetry of the Hessian to eliminate variables, as we now proceed to do. Since the Hessian is symmetric in its lower indices, we could have equally well written
where we simply interchanged µ and ν in (4.27). Equating (4.27) and (4.29), we find the relations
Equation (4.30) defines n(n−1) independent relations, whilst (4.31) defines n(n−1)(n− 2)/2 relations. Thus, a total of n 2 (n − 1)/2 quantities are dependent on the others and can be eliminated, which is exactly the number of dependent components of K κ µν . The relation (4.31) can be solved for Θ κµν to yield The cancellations of such large terms will be severely limited by machine precision. Thus, even though there are more components to the {Φ, Ψ, Θ} system than to the Hessian, it is still better to evolve them independently in order to obtain an accurate result. Although we are not using the SVD method to obtain numerical results, the considerations of this section also apply to the QR method of Section 5. The relations (4.30) and (4.31) can then be used as a diagnostic tool to monitor the numerical results.
Numerical Computations using the QR Method
Basic Method
The QR method, like the SVD method, avoids the numerical problems associated with evolving the Jacobian matrix M by using a judicious matrix decomposition. In this instance, the decomposition says that any matrix, and in particular M, can be written
where Q is an orthogonal matrix and R is upper-triangular. This is often called the QR decomposition. For our case, R has positive diagonal elements. The QR-decomposition method of finding Lyapunov exponents is also called the continuous Gram-Schmidt orthonormalisation method by some authors [14, 22] , referring to the matrix Q being obtained from M by the Gram-Schmidt method. The QR method is an approximate version of the SVD method. The matrix Q is analogous to U in that it embodies the Eulerian information about the orientation of the ellipsoid (see Section 4.1), and drops out of g as required. But the resulting expression g = R T R does not manifestly give a diagonalisation of g. Below in Eqs. (5.7) and (5.8) we give the eigenvectorsê σ and stretching factors Λ σ in terms of R, though the expression is not exact but is exponentially accurate with time (see the appendix). Let
That is, ∆ is a vector containing the diagonal elements of R, D is a diagonal matrix with the ∆ along the diagonal, and r is R with the µth row rescaled by ∆ µ . The time-evolution of these quantities is [14, 15] Unlike the SVD method, in the QR method the eigenvalues Λ µ and eigenvectorsê µ are not evolved directly. They can be recovered from the ∆ µ and the matrix r in the following manner. Let d be the lower-triangular matrix that effects the Gram-Schmidt orthonormalisation of r, that is
where d µν = 0 for µ < ν, and W is orthogonal. The eigenvectors of g and corresponding stretching factors are then 2 ). Equation (5.8) is proved in the appendix. By definition, the matrix W is obtained by Gram-Schmidt orthonormalisation of the upper-triangular matrix r. In performing this orthonormalisation, we have to compute the diagonal elements d µµ , so there is no extra work involved in correcting the ∆ µ if we are calculating the eigenvectors W . Note also that the Gram-Schmidt procedure does not represent an extra overhead in solving the system of ODEs (5.3)-(5.5), as the orthonormalisation need only be effected at the end of the integration, when the eigenvectors are required.
In most examples of applications of the QR method, the correction derived above to the eigenvalues is omitted [13, 15] . The reason for this is that typically what is sought are the infinite-time Lyapunov exponents,
Since the d µµ converge to constant values, they are irrelevant to the asymptotic value λ ∞ µ . This means that it is possible to find the infinite-time Lyapunov exponents without solving for the eigenvectors. However, as mentioned in Section 2, we are interested here in timescales much shorter than the convergence time of Lyapunov exponents, so we keep the correction.
We close this section by giving an explicit recurrence relation for the W qµ and the lower-triangular matrix d:
10)
These follow from the usual Gram-Schmidt procedure.
Lagrangian Derivatives
We now proceed to obtain ordinary differential equations for the derivatives of the eigenvalues and eigenvectors of g, using the QR method. Define
where φ κµν = −φ κνµ . The tensors ψ and φ are the QR method analogues of Ψ and Φ defined in Eq. (4.9) for the SVD method. The tensor ξ has no analogue in the SVD method, but is used to obtain the Lagrangian derivatives of the eigenvectors W qµ . Using the equations of motion for ∆, Q, and r, Eqs (5.3)-(5.5), we finḋ
The driving term Y is
is analogous to X of the SVD method, and is also symmetric in κ and µ. The lowertriangular matrix d −1 = r W was defined in Eq. (5.7). In order to solve Eqs. (5.12)-(5.14), we need to obtain the derivatives W TẆ . Because W is obtained from r via Gram-Schmidt orthonormalisation, the time derivatives of W are deduced from those of r by differentiation of Eq. (5.9). After multiplying that equation by W pν , with µ < ν, we find
Owing to the orthogonality of W , the matrix (W TẆ ) µν is antisymmetric. Equation 14) . The total number of ODEs involved is n(2n 2 + 3n + 3)/2; in two dimensions, this is 17, in three, 45. In evaluating the right-hand side of Eqs. (5.12)-(5.14), the most expensive term to evaluate is Y , which scales as n 4 , obfuscating the cost of the Gram-Schmidt procedures for W and W TẆ . It is thus clear that this numerical method is not well suited to higher-dimensional dynamical systems. However, the applications we have in mind involve chaotic mixing, where v is a two-or three-dimensional flow (see Section 6).
We are not quite done yet: even though we can now solve the ODEs, they do not give the Lagrangian derivatives of the Λ µ and W qµ directly. The W qµ are obtained from the r νp via Gram-Schmidt orthonormalisation, so we need to proceed as we did for the time derivatives of W , Eq. (5.15), and take a Lagrangian derivative Eq. (5.9). We obtain the recurrence relation
is the analogue to Θ in the SVD method. The recurrence relation is solved by first evaluating θ κ1ν and then incrementing µ, always keeping µ < ν. The antisymmetry of θ κµν in µ and ν means that we do not need to consider the µ > ν case. Finally, we need the Lagrangian derivative of d µµ in order to find the derivative of Λ µ . Indeed, because of the correction to ∆ µ given in Eq. (5.8), we have
where Ψ κν was defined in Eq. (4.9), and
is the correction. The explicit form for η is readily obtained in the same manner as Eq. (5.16) by differentiating Eq. (5.10), to yield
Equation (5.17) is the same as Eq. (5.16) with µ = ν, so that numerically both θ and η can be obtained in the same loop. This completes the numerical procedure. As we mentioned in Section 5.1, there is no real additional numerical burden involved in evaluating Eqs. (5.16) and (5.17), as the Lagrangian derivatives of W and Λ µ are not needed to solve the ODEs. These derivatives can be calculated as desired, either at regular intervals or at the end of the integration.
There are really two related but distinct numerical problems when finding the Lagrangian derivatives. The first is that the direction of fastest stretching of the flow dominates and must be isolated from the other directions, otherwise it quickly becomes impossible to extract subdominant directions because of lack of numerical precision. This is the problem we have solved with our method, by projecting along appropriate characteristic axes. The second numerical problem is that the exponentially growing quantities in the method eventually lead to numerical overflow (or underflow for exponentially decreasing quantities). In the QR method for the stretching factors, Eq. (5.3) can easily be rewritten as an equation for log ∆ µ , replacing the exponential behaviour by linear growth (or decay) in time. The same cannot be done in Eqs. (5.12)-(5.14) because the rescaling of the driving term introduces a large damping term that makes the system extremely stiff (because the rescaling itself is time-dependent). But overflowing only becomes a problem if we solve the system for very long times (on the timescales necessary for the Lyapunov exponents to converge), and as mentioned at the end of Section 4.1 we are concerned with much shorter times here.
Examples of Applications
In deriving the asymptotic forms used in Section 4, we made use of the "genericity" assumption, which implies that for an arbitrary velocity field the quantities involved obey no particular relationships. This assumption is well supported by numerical computations that confirm the asymptotic forms (4.17), (4.19) , and (4.25) for such systems as the Lorenz model [23] and ABC flow [4] , among others.
However, Tang and Boozer [5] and Thiffeault and Boozer [19] have found that the characteristic vectorsê σ and separations Λ σ obey differential constraints. These constraints are geometrical in nature: they arise because the metric tensor obtained in Eq. (2.3) is not arbitrary but is the Euclidean metric transformed to Lagrangian coordinates. The Riemann curvature tensor associated with the metric g thus vanishes identically. When the chaotic nature of the system is taken into account, it is found that the individual terms in the Riemann tensor are of greatly differing magnitudes. For example, for an incompressible flow in two dimensions the Ricci scalar is
In the first term, Λ −1 1 decreases exponentially, whereas in the second term Λ −2 2 grows exponentially. Yet, the two terms must balance because the curvature (and hence the Ricci scalar) vanishes identically. In Ref. [19] it is shown that for the two terms to balance we must have
Using the definitions (4.9) and (4.20), we can rewrite this as
This formula is valid in any number of dimensions, as shown in Ref. [19] . In Figure 1 , the quantity S is shown for the ABC flow with A = B = 5, C = 2; S is computed with the direct method of Section 3 (solid line) and with the QR method of Section 5.2 (dashed line). It would be difficult to make a case for S converging to zero based on the direct method: the noise starting at t ≃ 6 reflects the effects of limited numerical precision inherent to the method as the elements of M become exponentially large. The QR method, however, has S reaching 10 −12 before precision problems sets in (this is not a flaw in the method: the numbers in Eq. (6.2) cannot agree beyond the number of digits of precision represented by the machine).
Another constraint, also derived in Ref. [19] and a consequence of the vanishing curvature tensor, is thatê 1 · ∇ 0 ×ê 1 → 0: in three dimensions the direction field associated with the fastest growing eigenvalue becomes perpendicular to its curl (∇ 0 indicates a gradient with respect to the Lagrangian coordinates a). To see the importance of this result, consider the magnetic induction equation,
which governs the evolution of a magnetic field in ideal magnetohydrodynamics. The Eulerian velocity field v(x, t) is a prescribed time-dependent flow and B(x, t) is the magnetic field. For simplicity, we consider an incompressible velocity field, so that det g = 1. In Lagrangian coordinates, Eq. The current generated by the magnetic field is j = ∇×B/µ 0 , where µ 0 is the permeability of free space. In Lagrangian coordinates, the current is [7] µ 0 j r = p,q,w
Projected along the characteristic directions, to leading order the components of the current are
The components of j would seem to have similar asymptotic forms, namely growing as Λ However, as mentioned above, it was shown in Ref. [19] 
2 → 0 asymptotically. This is confirmed by numerical calculations, as in Figure 2 for the case of ABC flow. Taking this asymptotic behaviour into account, the j ·ê 1 components of the current is seen to be of order Λ . Since the B field itself aligns with the unstable direction (that is, the b ·ê 1 component dominates in B 2 [7] ), this is interpreted to mean that the part of j parallel to B becomes negligible compared to the perpendicular part. This generic result, with possibly important physical consequences, can only be obtained by a careful consideration of the asymptotic behaviour of Lagrangian derivatives.
Discussion
Lagrangian coordinates can greatly simplify the form of partial differential equations, specifically equations of an advective nature. We have taken the viewpoint that to fully characterize quantities expressed in the Lagrangian frame it is necessary to know how to compute derivatives with respect to these Lagrangian coordinates. In a sense, this amounts to understanding how the Lagrangian frame itself (as defined by the characteristic eigenvectors and the stretching factors) vary under small changes of initial conditions. Obtaining such derivatives with accuracy is difficult in chaotic flows because the stretching rates of fluid elements differ greatly along different directions.
The Lagrangian derivatives can be computed by differentiating existing methods for finding Lyapunov exponents and eigenvectors. Direct differentiation of the equations of motion is useful only for short times. For long times limited numerical precision becomes problematic and a decomposition method is needed. The SVD decomposition method proved useful in deriving the asymptotic form of the Lagrangian derivatives, but possesses singularities that make its use difficult for short times. The QR decomposition method is more useful for numerical implementations, but is less transparent than the SVD method.
We used the QR method to accurately verify differential constraints that were previously derived [19] . These constraints yield information about the nature of the evolution of a scalar or vector field embedded in a flow. As an illustration, we considered the kinematic dynamo, that is a magnetic field embedded in a fluid. We showed that the induced current is predominantly perpendicular to the magnetic field. This has been verified numerically for the ABC flow, among others.
The techniques described here apply only to the first derivatives of the various quantities. The behaviour of second and higher derivatives has not been investigated. Whilst in principle the method could be extended to cover such cases, the complexity of the calculation is prohibitive.
In this appendix we prove that Eq. (5.8) does indeed give the asymptotically correct value of the eigenvectorsê µ and stretching factors Λ µ (the square root of the eigenvalues of g). This result was shown in Ref. [14] . We present here a different proof, proceeding by induction and deriving the eigenvectors and eigenvalues together.
Let d be the lower-triangular matrix that performs the Gram-Schmidt orthonormalisation of r, that is We use the induction hypothesis that F σν = (∆ ν /d νν ) 2 δ σν when both ν and σ are less than µ, and find 2 . To complete the proof, we need to show that the columns W qν , with ν > µ, are not modified by the correction (A.3). We have
which to leading order is
showing that the correction can be neglected. We have thus proved by induction that the correction (A.3) to W makes F diagonal to leading order, leaving its diagonal elements unaffected. However, the correction (A.3) is of order (∆ µ /∆ µ−1 ) 2 , which is exponentially small with time. We conclude that the eigenvectors of g and corresponding stretching factors are 
