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Chapter 1
Introduction
More than 45 years have passed since Richard Feynman gave his famous talk
”There’s Plenty of Room at the Bottom” on 29. December 1959 at the annual
meeting of the American Physical Society that laid the inspirational bases for
today’s nanotechnology. Enormous progress was made in the fields of material
research and thin-film technology over the last decades: Microelectronics is part
of our daily life, spintronics is in research and quantum computing the next
logical step. All the processes for the preparation of high quality surfaces and
interfaces require also characterization techniques on atomic length scales. With
the ongoing reduction of the film thicknesses, the influence of the interfaces and
the surfaces increases and properties of the materials can change radically. The
understanding of the physics of surfaces and interfaces is therefore of fundamen-
tal interest for explaining the material properties. X-ray scattering is a powerful
non-destructive method for structure-analysis; X-ray reflectometry can probe the
variation of the electron density with A˚ngstroem resolution. This makes it highly
sensitive to surfaces and interfaces. It fits exactly the requirement of state-of -
the-art nano samples.
However, X-ray scattering experiments lack from the fact, that only the ampli-
tude of the scattered X-rays can be measured in the experiment, whereas the
determination of the scattering profile also requires knowledge of the phase. In
other words: No direct picture of the surface or interface can be created like with
other methods, i.e. scanning electron microscopy (SEM) or transmission electron
microscopy (TEM). The lack of phase-information is known as the phase-problem
and is the main reason for ambiguities in the analysis of x-ray reflectivity data.
Large efforts have been spent in to the experimental solution of this phase problem
with limited applicability: Neutron-scattering is sensitive to magnetic structures
and uses the reference layer method [90][91][92]. Anomalous x-ray scattering is
restricted to certain sample systems only [11][125]. The frequently used fitting of
a calculated profile to the measurement data, requires a theoretical description
of the sample in a model, that is often hard to find and even ambiguous; no
constraints can be imposed to overcome this phase-problem.
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For these reasons a different approach will be followed in this thesis - the so-
called inverse methods or model independent description. A large variety of these
analysis-schemes have been proposed in the literature [20][36][107][123][176]. The
common goal is to - at least partly - overcome the phase-problem, by using a-
priori information about the sample structure.
From the analyticity of the reflection coefficient follows that its phase can be
separated in two terms: The first term is the Hilbert phase, which is fully de-
termined by the reflectivity alone. The second term is a function of the complex
zeros of the reflection coefficient that are located in the upper half complex plane
(UHP) 1. Thus, the analysis of x-ray reflectivity can be split in three major tasks:
1) Recovery of the Hilbert profile. 2) Locating the zeros of the reflection coeffi-
cient. 3) Decide which zeros should be located in the UHP. Whereas the first two
tasks require a limited computational effort and can solved in a reasonable time,
the third task is a severe problem. The number of combinations for N zeros is
2N so that required computational time exceeds the life-time of a human being
– even for N of moderate size.
The scope of this thesis is to widen the application field of the inverse methods,
by overcoming known constrains to the sample structures and developing new
techniques to decrease the required numerical effort. The resulting new algo-
rithm is finally used to evaluate samples, not analyzable with standard fitting
methods.
This thesis is structured as follows:
• Chapter 2 gives an introduction into the theory of x-ray reflectivity. The
treatment in terms of classical optics and in the kinematical approximation
is reviewed.
• The phase problem and the analytical properties of the reflection coefficient
are subject of Chapter 3. The Hilbert-phase is be reviewed and formulas for
its calculation are discussed. The important question under what conditions
this phase uniquely determines the density profile is discussed. Existing
procedures for locating the zeros of the reflection coefficient are reviewed
and new methods will be proposed. The influence of zeros in the UHP on
the profile is discussed.
• An overview on already existing analysis-techniques for x-ray reflectivities
is given in Chapter 4. Inversion methods in the framework of quantum
scattering theory, iterative inversion schemes based on the kinematical ap-
proximation as well as model-independent fitting techniques are revised and
discussed.
1Criteria for zeroless reflection coefficients have been derived for some classes of profiles.
But a general answer to this problem is unlikely to be found.
3• Chapter 5 addresses the x-ray reflectivity experiment. The influence of
the experimental setup on the measured data is revised and the required
corrections for the extraction of the true specular reflectivity are described.
The x-ray diffractometer used for the experiments in this thesis is briefly
presented.
• Based on the previous chapters, a new iterative inversion algorithm will
be proposed in Chapter 6. Different types of bases for the expansion of
the profile are proposed. These bases will be used for the approximation
of the eigenfunctions of the linear inverse problem. Other topics are the
calculation of Hilbert-phase and of the corresponding Hilbert-profile as well
as the locating of the zeros.
• In Chapter 7, examples for the application of iterative inversion schemes to
experimental x-ray reflectivity data are presented: Long-time irradiation of
samples with x-rays under ambient condition causes small changes in the
sample structure. Series of reflectivities are measured and analyzed. The
obtained density profiles will be discussed and emphasize the importance
of model-independent analysis techniques.
• Chapter 8 summarizes this thesis and closes with an outlook.
Chapter 2
Theory of x-ray reflectivity
2.1 Basics
An electromagnetic plane wave described by its electric field E(r) = E0 exp(ik·r),
which penetrates into a medium characterized by an index of refraction n(r),
propagates according to the Helmholtz equation.
∆rE(r) + k
2n(r)2E(r) = 0 , (2.1)
where k = 2pi/λ is the modulus of the wavevector ki and λ denotes the x-
ray wavelength. Treating the N atoms per unitcell as harmonic oscillators with
resonance frequencies ωj, the index of refraction is given by
n(r) = 1 +N
e2
ε0m
N∑
j=1
fj(ω)
ωj2 − ω2 − 2iωηj , (2.2)
where ω is the frequency of the incoming wave, e is the charge and m the mass,
respectively, of the electron. The ηj is the damping factor and the fj is the
forced oscillation strength of atom j. The formfactor fj is a complex number,
fj = f
0
j + f
′
j(E) + if
′′
j (E), with the dispersion and absorption corrections f
′
j(E)
and f ′′j (E) dependent on the radiation energy E. Since for x-rays ω > ωj , the
index of refraction can be rewritten as
n(r) = 1− δ(r) + iβ(r) , (2.3)
with the dispersion and absorption terms
δ(r) =
λ2
2pi
%(r)
N∑
j=1
f 0j + f
′
j(E)
Z
(2.4)
β(r) =
λ2
2pi
%(r)
N∑
j=1
f ′′j (E)
Z
=
λ
4pi
µ(r) . (2.5)
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Figure 2.1: A plane electromagnetic
wave with wavevector ki hits the sur-
face at a grazing angle αi. The wave
splits into a reflected ( αi = αf ) and a
refracted wave at the angle αt accord-
ing to Snell’s law from classical optics.
%(r) = reρ(r) is the scattering length density (SLD). re = e
2/4pi0mc
2 = 2.814×
10−1A˚ is the classical electron radius, ρ(r) denotes the electron density and Z =∑
j Zj is the total number of electrons in the unitcell. Neglecting f
′
j(E) and
approximating f 0j (E) by f
0
j (E) ≈ Zj, Eq. (2.2) may be rewritten as
n(r) = 1− λ
2
2pi
ρ(r) + i
λ
4pi
µ(r) , (2.6)
where µ(r) is the linear absorption coefficient. The dispersion δ is a positive
number of the order 10−6 for x-rays. The absorption β is typically one or two
orders of magnitude smaller. Both, dispersion and absorption, are proportional
to the electron density %(r).
2.2 Dynamical scattering-theory
2.2.1 Scattering from sharp interfaces
When an electromagnetic plane waveEi(r) = E0 exp(iki · r) hits the sharp surface
of a medium with the index of refraction n at grazing angle αi, it splits into a
reflected and a transmitted wave as shown in Fig. 2.1. The vectors of their electric
fields Er(r) and Et(r) are given by
Er(r) = rs,pEi(r) exp(iq · r) and Et(r) = ts,pEi(r) exp[i(kt − ki) · r] (2.7)
with the reflection coefficient rs,p and the transmission coefficient ts,p. q = kf − ki
is the wavevector transfer. For the case of s- and p-polarization, rs,p and ts,p are
given by the so-called Fresnel formulas from classical optics [24],
rs =
ki,z − kt,z
ki,z + kt,z
, rp =
n2ki,z − kt,z
n2ki,z + kt,z
, (2.8)
ts =
2ki,z
ki,z + kt,z
, tp =
2ki,z
n2ki,z + kt,z
, (2.9)
where ki,z = k sinαi and kt,z = k sinαt = k
√
n2 − cos2 αi are the z-components
of the wavevectors of the incoming and the transmitted waves. Since n ≈ 1 for
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Figure 2.2: Sketch of
a system consisting of
N + 1 layers of with
N sharp interfaces lo-
cated at zj. The am-
plitude of the imping-
ing wave is unity, T0 =
1, The amplitude of
the wave reflected from
the surface at z = 0
is R0. No reflection,
RN+1 = 0, arises from
the substrate, that ex-
tends from zN to ∞ .
x-rays, both cases are effectively identical and only the formulas for s-polarization
are used in the following. Because n is smaller than unity for x-rays, there exists
a critical angle αc ≈
√
2δ below which the real part of kt,z vanishes and total
external reflection (r ≈ 1) occurs. The intensity of the reflected radiation, the
so-called Fresnel reflectivity, rF = |r|2 is given by 1
rF (qz) =
∣∣∣∣∣qz2 −
√
qz2 − qc2
qz2 +
√
qz2 − qc2
∣∣∣∣∣
2
≈
(
qc
2qz
)4
for qz  qc, (2.10)
where qz = 2k sinαi is the z-component of the wavevector transfer q and qc =
2k sinαc is the critical wavevector transfer that is related to the SLD by qc =√
16piρ .
The formalism for the description of the scattering at a single sharp interface
has been extended to systems consisting of an arbitrary number of homogeneous
layers with sharp interfaces. Fig. 2.2 shows such a system. Abele`s [5] connected
the transmission and reflection coefficients of two consecutive layers via matrices.
Parratt [105] developed a recursive formalism that provides equivalent results.
The ratio Xj = Rj/Tj of the amplitudes of the transmitted and reflected waves
1Note that in this work r(qz) = |R(qz)|2 denotes the reflectivity and the Fresnel reflection
rj,j+1 from the interface between the layers j and j +1 inside the sample. Furthermore rF (qz)
denotes the Fresnel reflectivity.
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Figure 2.3: Rough interface with
mean z-coordinate zj and fluctua-
tions z(x, y). The probability to find
the sharp interface at zj + z is given
by the distribution Pj(z) with vari-
ance σj (taken from [155]).
at the lower interface of layer j is given by the recursion formula
Xj =
Rj
Tj
= exp (2ikz,jzj)
rj,j+1 +Xj+1 exp (−2ikz,j+1zj)
1 + rj,j+1Xj+1 exp (−2ikz,j+1zj) , (2.11)
with the Fresnel reflection coefficient
rj,j+1 =
kz,j − kz,j+1
kz,j + kz,j+1
. (2.12)
kz,j = k
2
√
nj2 − cos2 αi denotes the z-component of the wave vector inside the
layer j with the index of refraction nj. Since there is no reflection from the
substrate, the recursion starts with RN+1 = XN+1 = 0. With the normalization
T0 = 1 the intensity reflected in the specular direction (αi = αf ), in the following
denoted by r, is given by
r = |X0|2 = |R0|2 . (2.13)
With the knowledge of R0 and T0 = 1 the amplitudes Rj and Tj are given by the
recursive relationships
Rj+1 =
1
tj+1,j
{
Tjrj,j+1 exp
[− i(kz,j+1 + kz,j)zj]
+Rj exp
[− i(kz,j+1 − kz,j)zj]} (2.14)
Tj+1 =
1
tj+1,j
{
Tj exp
[
i(kz,j+1 − kz,j)zj
]
+Rjrj,j+1 exp
[
i(kz,j+1 + kz,j)zj
]}
, (2.15)
with the Fresnel transmission coefficient tj+1,j = 1− rj,j+1.
2.2.2 Scattering from rough interfaces
The model described above only deals with sharp interfaces. Since real interfaces
and surfaces are always rough, some extensions of the formalism are necessary to
include roughness.
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Figure 2.4: A continuous density profile
is approximated by an ensemble of very
thin layers of thickness ε with constant
electron density δj and sharp interfaces.
The reflectivity can be calculated using
the Parratt algorithm.
In Figure 2.3 a rough interface with density fluctuations around zj is shown. In
the specular direction, the wavevector transfer q = kf−ki has only a z-component
so that the sample structure laterally averaged over (x, y) is probed, i.e.
nj(z) =
∫∫
nj(x, y, z) dy dx . (2.16)
The sharp interface located at zj is then replaced by an ensemble of interfaces
whose position is given by a probability distribution function Pj(z) with variance
σj (see Fig. 2.3). The index of refraction around the interface between two media
with the respective indices of refraction nj and nj+1 is given by
nj(z) = njwj(z) + nj+1
[
1− wj(z)
]
(2.17)
where
wj(z) =
∫ z
−∞
Pj(ζ − zj) dζ (2.18)
is the fraction of material j at the position z. For a Gaussian probability distri-
bution,
Pj(z) =
1√
2piσj
exp
(
− z
2
2σ2j
)
, (2.19)
so-called modified Fresnel coefficients,
r˜j,j+1 = rj,j+1 exp(−2kz,jkz,j+1σ2j ) (2.20)
t˜j,j+1 = tj,j+1 exp
[
(kz,j − kz,j+1)2σ2j/2
]
, (2.21)
can be derived, which replace the Fresnel coefficients rj,j+1 and tj,j+1 for a sharp
interface in the Parratt algorithm. At large angles of incidence, αi  αc,
Eq. (2.20) simplifies to r˜j,j+1 = rj,j+1 exp(−q2zσ2j/2), where the exponential term
is known as Debye-Waller factor. A comprehensive overview about scattering
from rough interfaces is given in [155] and Refs. in there.
An alternative approach is to slice the continuous profile n(z) into very thin
layers of thickness ε with a constant index of refraction nj = n(εj) and sharp
interfaces (see Fig. 2.4).  has to be small enough to correctly represent rapid
density changes, i.e.   σ. In addition,  must be smaller than pi/qmax, where
2.3. Kinematical approximation 9
qmax is the maximum value of qz for which the reflectivity is requested. The
reflectivity can then be calculated with the Parratt algorithm using the Fresnel
coefficient rj−1,j for a sharp interface. This approach is more general because it
does not depend on the form of the density profile, whereas the derivation of the
modified Fresnel coefficients requires some probability distribution function for
which the modified Fresnel coefficients have to be calculated analytically. The in-
creased number N of slabs for the description of the profile results in an increase
of the computational time (O(N2) operations ), but does not cause problems
nowadays.
Since this work deals with arbitrary density profiles all reflectivities are calculated
within dynamical theory by the slicing technique, if not mentioned otherwise.
2.3 Kinematical approximation
2.3.1 Derivation from quantum mechanics
In quantum theory the scattering process can be described by the time-independent
Schro¨dinger equation (
∆r + k
2
)
ψ(r) = V (r)ψ(r) , (2.22)
A comparison with the Helmholtz equation, see Eq. (2.1), imposes to connect the
scattering potential V (r) to the index of refraction via V (r) = k2 (1− n(r)2).
With Green’s function G(r− r′) as solution of the equation(
∆r + k
2
)
G(r− r′) = δ(r− r′) (2.23)
and the solution ψ0(r) = exp(ik · r) of the associated homogeneous differential
equation (
∆r + k
2
)
ψ0(r) = 0 , (2.24)
the solution of Eq. (2.22) satisfies the integral equation
ψ(r) = ψ0(r) +
∫
G(r− r′)V (r′)ψ(r′) d3r′ . (2.25)
For the physically meaningful solution of Eq. (2.23), an outgoing spherical wave,
the Green’s function has the form
G(r− r′) = − 1
4pi
exp(ik|r− r′|)
|r− r′| . (2.26)
Identifying ψ0 with the incoming plane wave ψi = exp(ik · r), Eq. (2.25) becomes
ψ(r) = ψi(r)− 1
4pi
∫
V (r′)
exp(ik|r− r′|)
|r− r′| ψ(r
′) d3r′ , (2.27)
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Figure 2.5: Geometry showing the field point r relative to the source point r′. The
stratification coincides with the xy-plane and the scatter wave direction makes
the same angle θ with the xy-plane as the incident wave [171].
where the second term describes the scattered wave
ψs(r) = − 1
4pi
∫
exp(ikR)
R
V (r′)ψ(r′) d3r′ . (2.28)
R = |r− r′| is the distance from the source point r′ to the field point r as shown
in Fig. 2.5. Inserting ψ(r) = ψi(r) + ψs(r) into Eq. (2.28) leads to
ψs(r) = − 1
4pi
∫
exp(ikR)
R
V (r′)ψi(r′) d
3r′
− 1
4pi
∫
exp(ikR)
R
V (r′)ψs(r′) d
3r′ (2.29)
The first term is the first order Born approximation and is due to direct illu-
mination of V (R) by the incident wave ψi(r
′). The second term is the multiple
scattering effect because the source term V (r′)ψs(r′) is due to the illumination
of the scatterer by the scattered wave ψs(r), which itself arises from V (r
′). Ne-
glecting multiple scattering effects, inserting ψi(r) = exp(ik · r) and assuming a
stratified medium, i.e.V (r′) = V (z′), the above equation becomes
ψs(r) = − 1
4pi
∫
exp(ikR)
R
V (z′) exp(ik · r′) d3r′ . (2.30)
In the specular direction, outgoing scattered wave vector and incident wave vector
make the angle θ with the xy-plane and the scattering plane coincides with the
yz-plane (see Fig. 2.5). In the far field the distance R can be approximated as
R ≈ R0 − y′ cos θ + x
′2 + y′2 sin2 θ
2R0
(2.31)
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and R0 ≈ r+z′ sin θ. Replacing R by R0 in the denominator of Eq. (2.30) and by
Eq. (2.31) in the numerator, integrating with respect to x′ and y′ over (−∞,∞),
one obtains
ψs(r) = − i
qz
exp(ikr)
∫
V (z′) exp(iqzz′) dz′ (2.32)
where qz = 2k sin θ. The reflection coefficient R(qz) of the surface is equal to the
amplitude of the scattered wave ψs(r). Thus, in the first order Born approxi-
mation the reflectance is proportional to the Fourier transform of the scattering
potential with respect to the vertical position z
R(qz) = − i
qz
∫
V (z) exp(iqzz) dz =
1
qz2
∫
dV (z)
dz
exp(iqzz) dz . (2.33)
For x-rays, the complex scattering potential V (z) is given by
V (z) = k2[1− n2(z)] ≈ 2k2[δ(z)− iβ(z)] . (2.34)
If absorption is neglected, β(z) = 0, V (z) becomes real and can be approximated
by 4piρ(z).The reflectivity r(qz) = |R(qz)|2 is given by
r(qz) = |R(qz)|2 = 16pi
2
qz4
∣∣∣∣∫ dρ(z)dz exp(iqzz) dz
∣∣∣∣2 . (2.35)
The kinematical approximation can also be derived from the dynamical scattering
theory which will done in the next section.
2.3.2 Derivation from the Parratt formalism
To derive the kinematical approximation from the dynamical theory, we rewrite
Parratt’s recursion formula, see Eq. (2.11), in a slightly different way:
Rj =
rj,j+1 +Rj+1 exp (−iqz,j+1∆zj+1)
1 + rj,j+1Rj+1 exp (−iqz,j+1∆zj+1) (2.36)
qz,j = 2kz,j is the wave vector transfer in the layer j (see Fig. 2.2). The second
term in the denominator can be neglected compared to unity and Eq. (2.36) can
be approximated with high accuracy by
Rj ≈ rj,j+1 +Rj+1 exp (−iqz,j+1∆zj+1) . (2.37)
The recursion in Eq. (2.37) can be carried out and one obtains for the reflectance
at the surface
R0 ≈
N+1∑
j=1
rj,j+1 exp
(
i
j−1∑
l=1
qz,l∆zl
)
. (2.38)
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The Fresnel reflectance at the interface j is given by
rj,j+1 =
qz,j − qz,j+1
qz,j + qz,j+1
=
16pi (ρj+1 − ρj)
(qz,j + qz,j+1)
2 (2.39)
Inserting Eq. (2.39) in Eq. (2.38) one obtains in the continuous limit, N → ∞
and ∆zl → 0,
R0 ≈ 4pi
∫ +∞
−∞
1
qz(z)
2
dρ(z)
dz
exp
(
i
∫ z
−∞
qz(ζ) dζ
)
dz . (2.40)
Far away from the region of total external reflection, i.e. qz  qc, the wave vector
inside the sample can be approximated by that of the vacuum, qz(z) ≈ qz, and
one obtains the reflectance of the entire sample
R(qz) =
4pi
qz2
∫ +∞
−∞
dρ(z)
dz
exp (iqzz) dz , (2.41)
which is identical to Eq. (2.33) derived from quantum theory.
In the kinematical approximation, the density profile and the reflectance are
connected by the Fourier transform, which is a linear transformation. In dy-
namical theory, their relationship is highly nonlinear and can be described by a
Riccatti differential equation [171]. The kinematical approximation in the form
of Eq. (2.31) is obtained by neglecting multiple scattering and approximating the
wave vector inside the sample kz(z) by that of the vacuum kz,0. Each of these
omissions corresponds to a source of nonlinearity. The omission of the multiple-
scattering term only becomes important, whenever the reflectance is of the order
of unity. If, for example, |R| = 0.5 then |R|2 = 0.25 and multi-scattering cannot
be neglected. But if |R| = 0.1, then |R|2 = 0.01 can be neglected compared to
unity. This is already the case for wave vector transfers very close to region of
total external reflection, i.e. qz ≈ 1.2 qc. The second omission, the assumption of a
constant wave vector inside the sample, has a much stronger impact on the quality
of the kinematical approximation. The phase-speed of the electromagnetic wave
inside the sample is determined by qz(z) in the exponential term in Eq. (2.40) . It
depends in a nonlinear fashion on the electron density %(z). Thus, by assuming
a constant wave speed inside the sample, wavelets reflected from different posi-
tions do not overlap with correct phases anymore. In addition, the neglect of the
non-linear dependency of the Fresnel reflectance on the electron density results
in incorrect amplitudes of the wavelets. The effect of the latter two omissions
is important, whenever (qc/qz)
2 cannot be neglected against unity. To improve
the approximation, the wavevector in the exponent may be approximated by a
wavevector q¯z ≈
∫
qz(z) dz averaged over the sample. Another improvement is
to replace the factor 1/q2z,0 by some Fresnel reflectance. If one chooses that of
the (usually known) substrate, the reflectivity becomes the widely used form, see
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e.g. Refs. [65][109],
r(qz) = rF (qz) |F (qz)|2 , (2.42)
with the complex structure factor
F (qz) =
1
%∞
∫ +∞
−∞
d%(z)
dz
exp (iq′zz) dz . (2.43)
where q′z =
√
q2z − q¯z2 and %∞ is the electron density of the substrate. If the
electron density %film at the surface region of the sample differs significantly from
that of the substrate, it is, however, more appropriate to choose rather the Fresnel
reflectivity of the film instead of that of the substrate and the normalization factor
in Eq. (2.43) has to be replaced by 1/%film [65].
A density profile consisting of N layers of density %n and interfaces located at zn
with gaussian roughness σn can be expressed as
2
%(z) =
N∑
n=0
∆%n erf
(
−z − zn√
2σn
)
, (2.44)
where ∆%n = %n−1 − %n and erf(z) =
∫ z
0
exp(−ζ2) dζ. Inserting the derivative
with respect to z into Eq. (2.43) yields the structure factor,
F (qz) =
N∑
n=0
∆%n
%∞
exp (iqzzn) exp
(−qz2σ2n/2) , (2.45)
with %∞ =
∑
n∆%n. For a single interface, i.e.N = 0, Eq. (2.45) reduces to
F (qz) = exp(−qz2σ2/2) and hence r(qz) = rF (qz) exp(−qz2σ2), which is identical
to the result from dynamical theory.
Figure 2.6 shows the density profile %(z) of a substrate with two layers of thick-
ness 150 A˚ and 90 A˚, respectively, on top. The substrate is extended to +∞
and its interface has a roughness of 3 A˚. The layer upon has a smaller electron
density and the topmost layer has a larger electron density. The roughnesses of
their interfaces are 8 A˚ and 5 A˚, respectively. Fig. 2.7 depicts the corresponding
reflectivity calculated with the Parratt formalism and within the kinematical ap-
proximation. The open circles represent the exact reflectivity calculated with the
Parratt formalism. The thin curve is the reflectivity calculated in the kinematical
approximation using the free wavevector transfer qz to approximate the phase-
speed inside the sample, i.e. q′ = qz in Eq. (2.43). Around the region of total
external reflection, qz ≈ qc, the failure of the kinematical approximation is ob-
vious. The thick curve represents the reflectivity calculated from Eq. (2.43), but
2Here we assume non-overlapping interfaces, i.e. ∃z ∈ [zn, zn+1]|Pn(z) <  ∧ Pn+1(z) <
∀n = 0..N − 1, where Pn(z) denotes the probability distribution of the nth interface. For a
detailed discussion of density profiles with over-lapping interfaces see Refs. [155] and [127].
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Figure 2.6: Density pro-
file of a substrate with
two layers on top. The
thicknesses of the layers
are 150 A˚ and 90 A˚, re-
spectively. The dashed
vertical lines indicate the
mean position of the in-
terfaces. The reflectivities
calculated with the Par-
ratt formalism and within
the kinematical approxi-
mation are shown in Fig-
ure 2.7.
Figure 2.7: Reflectivities of the density profile shown in Fig. 2.6: The open circles
represent the excact reflectivity calculated with the Parratt formalism. The two
solid lines are the reflectivities calculated in the kinematical approximation from
Eq. (2.43) with (thick line) and without (thin line) q-correction. Both curves differ
from the true reflectivity in the region of total external reflection (see inset) and
are almost indistinguishable at higher qz-values. The q-correction leads to an
improvement of the approximation and the reflectivity agrees well for qz & 3qc.
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Figure 2.8: Patterson functions of the reflectivities from Fig. 2.7: The thick solid
line represents the Patterson function of the exact reflectivity (open circles in
Fig. 2.7), the dashed line is the Patterson function obtained from the reflectivity
calculated from the density profile within the q-corrected kinematical approxi-
mation (solid line in Fig. 2.7). The peaks in the Patterson function correspond
to distances between regions of density variations, i.e. the interfaces between the
layers (right panel).
with a correction of the exponential term, q′z =
√
q2z − qc,∞2. This leads to a much
better agreement with the exact reflectivity at low qz-values. For qz . (2− 3)qc
the approximation fails. At high qz-values, where (qc/qz)  1 , the kinematical
approximation coincides almost with the exact reflectivity.
2.4 The Patterson function
From x-ray crystallography it is known that the Fourier transform of the modu-
lus squared of the structure factor |F (q)| is proportional to the autocorrelation
function of the density distribution in 3D-space [106]. For x-ray reflectivities
the one-dimensional Patterson function P 1D(d) is obtained from the normalized
reflectivity r(qz)/rF (qz) = |F (qz)|2,
P 1D(d) =
∫ +∞
−∞
r(qz)
rF (qz)
exp (−iqzd) dqz
=
∫ +∞
−∞
|F (qz)|2 exp (−iqzd) dqz (2.46)
=
1
ρ∞2
∫ +∞
−∞
dρ(ζ)
dζ
dρ(ζ + d)
dζ
dζ , (2.47)
where the equality of Eqs. (2.46) and (2.47) follows from the Wiener-Khinchin
Theorem and the symmetry of the structure factor, F (−q) = F (q)∗. To account
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for the non-linearity effects discussed in previous section it is preferable to use
P 1D(d) =
∫ +∞
−∞
r(q′)
rF (q′)
exp (−iqzd) dqz , (2.48)
with the corrected wave vector transfer q′ =
√
q2z + q
2
c . Since the corrected kine-
matical approximation fails for small values of qz, the Patterson function calcu-
lated from Eq. (2.49) is disturbed by long periodical oscillations and one considers
the modulus |P 1D(d)| [25][26] instead, i.e. the power spectral density.
For the N -layer system defined by Eq. (2.44) the Patterson function is given by
[25][26]
P 1D(d) =
∑
k
∑
l
∆%k∆%l
σk,l
exp
[−(d− dk,l)2
σk,l2
]
, (2.49)
with dk,l = zk − zl and σk,l =
√
σ2k + σ
2
l . If only the modulus |P 1D(d)| is con-
sidered, the sign of ∆%k∆%l gets lost. Figure 2.8 shows the Patterson functions
calculated from the reflectivities in Fig. 2.7. The solid line represents that of
the kinematical approximation (cf. Eq. (2.43) ). The thin line is obtained from
the exact reflectivity. The positions of the three Gaussian peaks correspond to
distances of the interfaces in the density profile (right panel). By inspecting the
width and height of the peaks one may extract further information about the
density profile, but the sample structure itself cannot be obtained.
The Patterson function is intensively used in the analysis of reflectivities from
soft-matter films, see e.g. Refs. [133][146][164][169], where the kinematical approx-
imation is sufficiently accurate. It also became a powerful analysis method for
low density-contrast systems [128]. Recently, a modified version of the Patter-
son function was proposed [63] in order to determine the interfacial distances
more precisely. Furthermore, the use of window functions and wavelets may
be used to gain additional information on the layer-stacking as proposed in
Refs. [114][138][139][141].
2.5 The phase problem
The measurable quantity in x–ray scattering experiments is the magnitude of
the reflection coefficient r(qz) = R
∗(qz)R(qz). An unambiguous determination
of the density profile from a single measurement is only possible if the complex
reflection coefficient R(qz), i.e. its modulus |R(qz)| =
√
r(qz) and its phase are
known.
This is illustrated in Figure 2.9, where the two different density profiles (right
panel) result in almost identical reflectivities (left panel). The small difference
at low qz-values (see circle) is due to dynamical scattering effects. Within the
kinematical approximation, the modula of the respective structure factors are
identical.
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Figure 2.9: Left panel: Reflectivities of the density profiles shown in the right
panel. They differ at small qz-values (see circle) but coincide at large qz-values.
In kinematical approximation, both reflectivities are identical.
Chapter 3
Analytical properties of the
reflection coefficient
In this chapter the analytical properties of the complex reflection coefficient R(q)
are reviewed. These properties impose, that R(q) is completely known up to
the sign of the imaginary parts of its zeros in the complex plane. Furthermore,
when the density profile fulfills certain criteria, then the phase of R(q) is equal to
the so-called Hilbert phase which is completely determined by reflectivity. These
criteria will be discussed and formula for the calculation of the Hilbert phase will
be derived. Illustrative examples will be given.
In the following, the reflection coefficient R(q) is regarded as a function of the
complex wavevector transfer q = qz + iκ.
3.1 The Hilbert phase
3.1.1 The Kramers-Kronig relations
If a complex function γ(q) = α(q) + iβ(q) is analytical, the Cauchy-Riemann
equations ∂α/∂qz = ∂β/∂κ and ∂α/∂κ = −∂β/∂qz hold and in the upper half
complex plane (UHP) the Cauchy Principal Value theorem,∮
C
γ(ζ)
q − ζ dζ = 0 , (3.1)
is valid. If furthermore lim|q|→∞ γ(q) = 0, then α(q) and β(q) are not independent
from each other but connected by the Kramers-Kronig relations,
α(q) = − 1
pi
P.V.
∫ +∞
−∞
β(ζ)
q − ζ dζ β(q) =
1
pi
P.V.
∫ +∞
−∞
α(ζ)
q − ζ dζ , (3.2)
for q ∈ R. P.V. denotes the principle value of the respective integral. Thus, if
α(q) is known on the entire real q-axis, β(q) may be obtained from Eq. (3.2) and
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vice versa.
The analyticity of the reflection coefficient R(q) follows from the Titchmarsh
theorem [28][101][154] which states that a function is analytic in the UHP if its
Fourier transform is zero on some domain on the real axis. If one chooses the
origin of the z-axis in real space such that V (z) ≡ 0 for z < 0, then in kine-
matical theory the analyticity of the structure factor F (q) follows immediately
from the fact that dρ(z)/dz vanishes for z < 0. In dynamical scattering theory,
the reflection coefficient R(q) is analytic in the UHP since the impulse response
function g(t) =
∫
R(q) exp(iqt) dq vanishes for t < 0, see e.g. [73][122].
3.1.2 Derivation of the Hilbert Phase
If R(q) is analytic in the UHP, then lnR(q) is also analytic except where R(q) = 0.
From
lnR(q) =
1
2
ln r(q) + iφ(q) , (3.3)
we see, that the reflectivity r(q) and the phase φ appear separately in the real
part and imaginary part of lnR(q), respectively. However, Eqs. (3.2) do not apply
for ln r(q) since r(q) → 0 for r(q) → ∞, and thus ln r(q) → −∞. Instead, one
considers the quantity [lnR(q)−lnR(0)]/q for which a once-subtracted dispersion
relation, see e.g. [28][73][148][156] ,
φ(qz) = φ(0)− qz
2pi
P.V.
∫ +∞
−∞
ln r(q′)
q′ (q′ − qz) dq
′ , (3.4)
can be derived. If the reflection coefficient R(q) has zeros in the UHP, one can
still calculate the integral (3.4) along the real q-axis and obtains the so-called
Hilbert phase,
φH(qz) = φ(0)− qz
2pi
P.V.
∫ +∞
−∞
ln r(q′)
q′ (q′ − qz) dq
′ , (3.5)
which is not identical with the phase φ(q) of R(q), but differs from it by the
contribution of the zeros. By adding the identity
q
2pi
P.V.
∫ +∞
−∞
ln r(q)
q′ (q′ − q) dq
′ = 0 (3.6)
to the right hand-side of Eq. (3.5) and assuming real potentials, which implies
r(−q) = r(q), the Hilbert phase becomes
φH(qz) = φ(0)− qz
pi
∫ +∞
0
ln r(q′)− ln r(qz)
q′2 − qz2 dq
′ (3.7)
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and can be calculated from the reflectivity r(qz), which is known only for qz > 0.
If r(q) is differentiable at some q ∈ R, the singularity of the integrand in Eq. (3.7)
at q′ = qz is removable with the limiting value
lim
q′→qz
ln r(q′)− ln r(qz)
q′2 − qz2 =
1
2qz
r′(qz)
r(qz)
. (3.8)
In the kinematical approximation the same arguments hold for the complex struc-
ture factor F (qz). Noting that φ(0) is equal to zero
1, since F (0) = 1, the Hilbert
phase is given by [37]:
φH(qz) = −2qz
pi
∫ +∞
0
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′ . (3.9)
For the rest of the chapter we restrict ourselves, if not mentioned explicitly, to the
kinematical theory, which we will use later on. The reflection coefficient R(q) has
the same analytic properties as the structure factor F (q), since R(q) = RF (q)F (q)
and the Fresnel coefficient RF (q) is an analytic function with no zeros in the
UHP. Finally it should be mentioned that the same results may be obtained for
the reflection coefficient R(q) within the dynamical scattering theory.
3.1.3 Computation of the Hilbert phase
For real potentials the calculation of the Hilbert phase φH(qz) requires the knowl-
edge of r(qz) on the entire left qz-axis. In reality r(qz) can only be measured over
a finite interval 0 < qz < qmax. This is due to diffuse scattering and the limited
dynamical range of the experimental setup. Thus, Eq. (3.9) has to be rewritten
as
φH(qz) = −qz
pi
∫ qmax
0
ln r(q′)− ln r(qz)
q′2 − qz2 dq
′ +∆ΦH(qz, qmax) , (3.10)
where the first term can be calculated from a measured reflectivity r(qz) and
∆ΦH(qz, qmax) is the not available contribution of r(qz) with qz > qmax to the
Hilbert phase φH(qz).
If the N–th derivative of the potential V (z) has a discontinuity at z = 0, i.e.
V (0) = V ′(0) = . . . = V (N−1)(0) = 0 and VN = limz→+0 V (N)(z), the asymptotic
behavior is given by [74][122]:
r(qz)→ VN
16qz2N+4
for qz → +∞ , (3.11)
which reduces to r(qz)→ V (0)/q4z for an ideal surface, i.e. N = 0. Assuming an
asymptotic behavior given by Eq. (3.11) with N = 0, it was proposed [115][117]
1In dynamical theory we have R(0) = −1 and hence φ(0) = −pi.
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to compute the Hilbert phase of the reflectivity r(qz) given on [0, qmax] via
φH(qz) = −pi − qz
pi
∫ qz+
0
ln r(q′)− r(qz)
q′2 − q2z
dq′ − qz
pi
∫ qmax
qz+
ln r(q′)
q′2 − q2z
dq′
+
1
2pi
ln r(qz) ln
2qz + 

− 1
pi
ln
V0
4
ln
qmax + q
qmax − q
+
4qz
piqmax
[
ln qmax
(
1 +
q2z
3q2max
)
+
(
1 +
q2z
9q2max
)]
, (3.12)
where  is some small positive number. The last term stems from a series expan-
sion of the integral
∫
ln(q′)/(q′2 − q2z)dq′. V0 is not equal to V (0) in Eq. (3.11)
but it is estimated from the last data of the reflectivity r(qmax) instead to avoid
a singularity at qmax.
If we calculate φH within the kinematical approximation, the extrapolation r(qz)→
1/q4z does not lead to an improvement since ln |r(qz)/rF (qz)| → 0. A first improve-
ment of Eq. (3.12) can be achieved by replacing r(qz) by rF (qz)f(qz),
φH(qz) = −pi − qz
pi
∫ qmax
0
ln |rF (qz)f(qz)| − ln |rF (qz)f(qz)|
q′2 − qz2 dq
′
= φF (qz)− qz
pi
∫ qmax
0
ln |f(q′)/f(qz)|
q′2 − qz2 dq
′ (3.13)
Since φF (qz) = arg{RF (qz)} is known exactly, the last two terms of Eq. (3.12)
are replaced by the correct result. Nevertheless, Eq. (3.13) and Eq. (3.12) do
obviously not apply to real samples with rough interfaces (see Section 2.2.2). For
a surface with roughness σ of Gaussian type, the asymptotic behavior is given by
r(qz) = rF (qz) exp(−q2zσ2) which is not equal to Eq. (3.11) . For a density profile
consisting ofN layers with interfaces located at zn and Gaussian roughness σn and
density contrasts ∆%n = %n − %n−1 , the structure factor is given by Eq. (2.45) :
F (qz) =
N∑
n=0
∆%n
%∞
exp (iqz z¯n) exp
(−q2zσ2n/2) . (3.14)
If there exist an interface such that σj < σn for j 6= n, then the asymptotic
behavior of |F (qz)| is given by
|F (qz)| = C exp
(−q2zσ2j/2) for qz → +∞ , (3.15)
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with the constant C ∈ R+. If |F (qz)| is known up qmax and we assume the above
asymptotic behavior, we get:
φH(qz) = − 2qz
pi
∫ qmax
0
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′ (3.16)
+ 2qz
ln |F (qz)| − lnC
pi
∫ ∞
qmax
1
q′2 − qz2 dq
′
+
σ2j
pi
qz
∫ ∞
qmax
q′2
q′2 − qz2 dq
′ ,
where the last integral diverges since the integrand approaches unity with in-
creasing q′. This can be explained in different ways: First, we have a violation of
the causality condition since the probability distribution P (z) ∝ erf (z/√2σ) is
not vanishing on a half-line2. Consequently, the profile has no compact support
and be made causal by a translation of the origin. Second, the Kramers-Kronig
relations (see Eq. (3.2) ) are not valid any more, because ln |F (q)|/|q| does not
vanish for |q| → ∞. A detailed mathematical discussion of the logarithmic dis-
persion relation in case of functions having non-causal Fourier transforms is given
in Refs. [28] and [156]. However, if one considers the above integral for finite limits
of integration a and b, one finds
qz
∫ b
a
q′2
q′2 − qz2 dq
′ = qz(b− a) + qz
2
2
[
ln
(
a+ qz
a− qz
)
+ ln
(
b− qz
b+ qz
)]
. (3.17)
The divergence of the integral is caused by the linear term qzb, which can be
eliminated by redefining the origin of the sample system. The limit b → ∞
is problematic and actually requires to calculate the Hilbert phase in a slightly
different manner. However, here we drop qzb, since the spatial extent of real
samples is always limited. In practice, the causality can always be enforced by
simply cutting the sample when the density at the surface reaches a certain lower
limit , even if the interface distribution functions have no compact support.
Insertion into Eq. (3.16) with b = +∞ yields
φH(qz) = − 2qz
pi
∫ qmax
0
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′ − σ
2
j qmax
pi
qz
+
1
pi
[
ln |F (qz)| − lnC +
σ2j qz
2
2
]
ln
qmax + qz
qmax − qz . (3.18)
The last term of the above equation needs to be discussed in further detail:
Obviously the last logarithmic term has a singularity at qz = qmax. Since the first
two terms do not diverge at qmax, the whole last term must be bounded. This
means that the sum has to approach zero for qz → qmax. Unfortunately, the first
2For σ → 0 one has erf (z/√2σ)→ z/|z| and the system becomes causal again.
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Figure 3.1: Density profile (left side) and the corresponding reflectivity (right
side). The roughness of the surface is 2A˚, that of the internal interfaces 4A˚. At
higher qz values the scattering from the surface dominates the reflectivity.
term has two unknowns, C and σ. Let us assume that we are not able to estimate
C since it is related to the density contrast of the (unknown) sample structure.
If we can estimate σ from the reflectivity, we obtain C = |F (qmax)| exp[σ2q2max/2]
and Eq. (3.18) becomes,
φH(qz) = − 2qz
pi
∫ qmax
0
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′ − σ
2
j
pi
qzqmax (3.19)
+
1
pi
[
ln
|F (qz)|
|F (qmax)| +
σ2j
2
(qz
2 − qmax2)
]
ln
qmax + qz
qmax − qz .
where the last term vanishes at qmax. Inspecting the above equation, we see that
σ enters in quadratic form. Hence, the estimation of σ has to be done as pre-
cisely as possible and an underestimation of σ will lead to smaller errors than an
overestimation.
Figure 3.1 shows a density profile and the corresponding reflectivity. The rough-
ness of all interior interfaces is larger than that of the surface (σ = 2A˚). Thus,
the asymptotic behavior of the reflectivity is given by the Fresnel reflectivity of
the surface and may be estimated by fitting a straight line to ln[r(qz)q
4
z ] plotted
against q2z . Then the slope of the line at large qz-values is equal to −σ2. For
the present example above the procedure yields σ ≈ 1.98A˚, which is close to the
exact value. This is shown in the right panel of Figure 3.2. The left panel of
3.2 depicts the Hilbert phase calculated within the different approximations and
the exact phase (full line) of the reflection coefficient. An additional phase-shift
∆φ = qz∆z was added to the calculated phases to achieve a good agreement in
the low qz-region. For clarity the uppermost and the lowermost phases are shifted
by pi/2 and −pi/2, respectively. For the topmost Hilbert phase (open triangles)
no extrapolation was used, which corresponds to calculating of the first integral
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Figure 3.2: The left panel shows Hilbert phases calculated from the reflectivity
presented in Fig. 3.1 assuming different asymptotic behavior for qz → ∞. The
curves are shifted by pi/2 for clarity. The thin line is the exact Hilbert phase. An
almost perfect agreement with the exact phase is obtained by extrapolation of
the reflectivity with r(qz) = rF (qz) exp(−σ2qz2) (open circles). The value for σ
was obtained by fitting a straight line to ln[r(qz)qz
4] plotted against qz
2 as shown
in the right panel. The ∆z values give the offset ∆zqz that was used to obtain a
good agreement with the exact phase at low qz values.
of Eq. (3.19) . Compared to the exact phase, the overall agreement is pretty good.
However, differences appear already for qz < 0.3A˚
−1 and with increasing qz the
frequency of the phase oscillations decreases. The second Hilbert phase (open
squares) is obtained from Eq. (3.19) with σ = 0A˚, which in principle corresponds
to Eq. (3.12) . The phase is almost identical to the exact phase up to qz ≈ 0.5A˚ ,
but deviates from the exact phase with increasing qz. Finally, the lowest Hilbert
phase (open circles) is calculated using Eq. (3.19) with σ ≈ 2A˚, as obtained from
the reflectivity. Both phases are virtually identical over the whole qz-region. Ad-
ditionally, no phase-shift is required compared to the exact phase, which means
that the origin is set to the mean position of the surface. If we are not able
to estimate σ, we have to set lnC − σ2q2z/2 = ln |F (qmax)| and the second term
has to be dropped, too. In this case the phase can be calculated using the above
equation with σ = 0.
Figure 3.3 shows a density profile almost identical to that in Figure 3.1. The
only difference is that all interfaces have an identical roughness of σ = 2A˚. Con-
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Figure 3.3: Density profile (left side) and the corresponding reflectivity (right
side). In comparison to the profile shown in Fig. 3.1, the surface and the interior
interfaces have the same roughness of 2A˚. Hence, all interfaces contribute to the
reflectivity over the whole qz range.
sequently, the corresponding reflectivity (right panel of Fig. 3.3) has strong oscil-
lations over the whole qz-range and an estimation of the asymptotic behavior is
not possible. Figure 3.4 depicts the Hilbert phases calculated using the different
approximations and, since σ is unknown, for different values of σ. Again, the
exact phase is shown as a full line. The curves are shifted by pi for clarity and
a phase-shift was added to the calculated phases so that they match the exact
phase in the low qz region. The lowest phase (filled triangles) is calculated using
no extrapolation at all. As in the previous example, the overall agreement with
the exact phase is pretty good and the deviation close to qmax becomes signifi-
cant. The other five Hilbert phases (open symbols) are obtained from Eq. (3.19)
using the σ values and the linear phase shifts qz∆z specified in the figure. The
phase calculated for σ = 2A˚ (crosses) agrees perfectly with the exact phase up
to ≈ 0.9A˚ and differs very little at higher qz-values. The other phases (open
symbols) also agree very well except for the bending away at higher qz-values due
to the terms in Eq. (3.19) containing σ. To give an impression on how precisely
one may estimate σ without any detailed analysis, e.g. the fitting procedure
described above, Figure 3.5 depicts the reflectivity together with a series of re-
flectivities from a single rough interface3 (dotted lines). From the brief inspection
by eye, one obtains σ ≈1A˚–3A˚. A comparison of the corresponding phases shows
that the Hilbert phase can be calculated precisely only up to some fraction of
qmax as indicated by the vertical line in Figure 3.4.
In practice, it may be difficult to estimate the roughness of the sharpest interface
whenever strong oscillations are present in the high qz-region of the reflectiv-
3The critical wave-vector transfer qc of the Fresnel reflectivity was roughly estimated from
r(qc) = 0.5 .
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Figure 3.4: Hilbert phases calculated from the reflectivity of Fig.3.3: The exact
Hilbert phase is given by the full line. The curves are shifted by pi for clarity.
The lowest phase (filled triangle) was calculated without any extrapolation of
the reflectivity. For the five upper phases (open symbols) the reflectivity was
extrapolated by exp(−σ2qz2) using the σ values given in the figure. For σ =
2A˚ the agreement with the exact phase is very good. Small deviations appear
only close to qmax. If σ is chosen too high, the calculated phases differ considerably
from the exact phase at higher qz values. When σ is underestimated, the error is
less pronounced. ∆z is the phase offset ∆zqz that was added to make the phases
fit to the exact solution in the low qz region.
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Figure 3.5: Reflectivity of the sys-
tem from Fig.3.3 (full line) and
reflectivities from a single rough
interface of gaussian type (dot-
ted lines). The Fresnel reflectivity
(σ = 0) is given by the dashed line.
The roughness for the extrapola-
tion of the reflectivity can be es-
timated to lie between 1A˚ and
3A˚ (see numbers at the dotted
lines).
ity. Additional difficulties arise from diffuse scattering and counting statistics as
present in measured reflectivities.
Throughout this section, it was assumed that the structure factor F (qz) has no
zeros in the UHP and so, that lnF (qz) is analytical in the UHP. The case of zeros
in the UHP is subject of the next section.
3.2 Zeros of the complex reflection coefficient
The Paley-Wiener theorem [102] states that if f(t) is a function with f(t) ≡ 0 for
t /∈ [a, b] then its Fourier transform F (x) is an entire function of exponential type.
This applies to the structure factor F (q), whose Fourier transform dρ(z)/dz
vanishes in the vacuum and in the substrate, respectively. Since entire functions
of exponential type are the simplest generalization of polynomials they can be
represented by their zeros (Hadamard factorization theorem), see e.g. [67][121].
If the structure factor F (q) has zeros {a1, . . . , aN} in the upper half plane, it can
be written as [153]
F (q) = FH(q)B(q) (3.20)
where FH(q) = |F (q)| exp
[
iφH(q)
]
and B(q) is the so-called Blaschke product
given by
B(q) =
N∏
j=1
q − aj
q − a∗j
. (3.21)
For real potentials the Friedel relation
F ∗(q) = F (−q∗) , (3.22)
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holds, which reduces to F (−qz) = F ∗(qz) on the real axis, i.e.κ = 0. Then the
zeros occur in pairs (aj,−aj∗) and the Blaschke product becomes
B(q) =
N∏
j=1
q − aj
q − a∗j
q + a∗j
q + aj
. (3.23)
The phase φ(q) = i ln
[
F (q)/|F (q)|] is then given by
φ(q) = φH(q) + 2
N∑
j=1
arccos
(
2qz={aj}
qz2 − |aj|2
)
, (3.24)
where ={aj} denotes the imaginary part of aj. Eq. (3.24) shows that a zero aj
in the UHP results in a shift of the phase φ(q) by 2pi around q = aj.
3.2.1 Zeroless reflection coefficients
The discussion in the previous section has shown that the phase of the reflection
coefficient R(qz) is completely determined by the reflectivity r(qz) if R(qz) has
no zeros in the upper half complex plane. The interesting question comes up
whether one can formulate sufficient conditions for the potential ρ(z) to have a
zeroless reflection coefficient R(q).
Single layer on a substrate
Let us consider the simple example of one layer of thickness d on a substrate. In
the kinematical approximation, the structure factor F (q) is given by
F (q) = ∆ρ0 exp(−σ02q2/2) + ∆ρ1 exp(iqd) exp(−σ12q2/2) , (3.25)
where q = qz + iκ is the analytical extension to the complex plane. σ0 and σ1 are
the roughness of the surface and the substrate interface, respectively. ∆ρ0 and
∆ρ1 denote the density contrasts at the interfaces – given in units of ρ∞. At a
zero, we have F (q) = 0 and thus:
exp(−iqd) = −b exp(aq2) , (3.26)
where a := −1
2
(σ0
2 − σ12) and b := ∆ρ0/∆ρ1. Insertion of q = qz + iκ and
separating real and imaginary parts yields,
exp(iqzd+ 2iaκqz) = −b exp[a(qz2 − κ2)− κd] . (3.27)
From the imaginary part, i.e. sin(qzd+ 2aκqz) = 0, we get
qz = n
pi
d+ 2aκ
with n ∈ Z , (3.28)
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Figure 3.6: Zeros of the
structure factor F (Q) for a
100A˚ film of density ∆ρ0 on
top of a substrate with den-
sity ρ∞ = ∆ρ0 + ∆ρ1 ≡ 1.
The roughness of the surface
and of the inner interface are
σ0 and σ1, respectively. Ze-
ros are located in the UHP
when ∆ρ0 < ∆ρ1 or σ0 > σ1.
which being inserted into the real part of Eq. 3.27, leads to
(−1)n = −b exp[a(qz2 − κ2)− κd] . (3.29)
The modulus of Eq. (3.27) results in
ln |b| = a(κ2 − qz2) + κd . (3.30)
From the latter equation we see immediately that the zeros are located on a
hyperbola symmetric to the imaginary axis. From Eq. (3.29) follows that if ∆ρ1 <
0, that is the density of the layer is higher than that of the substrate, then b < 0
and Eq. (3.29) is only fulfilled for n even, whereas b > 0 leads to n odd. The
qz position of the zeros depends in a non-linear manner on the imaginary part if
a 6= 0.
To have no zeros in the UHP, two conditions must be fulfilled: First, the
hyperbola must be opened towards the LHP. This is the case whenever a < 0, i.e.
σ0 < σ1 holds. Second, the maximum of the hyperbola at qz = 0 must be located
in the LHP, which is the case for a ln |b| > 0. Since a < 0 we have ln |b| < 0 and
hence ∆ρ0 > ∆ρ1.
For a = 0, i.e. σ0 = σ1, the zeros are located on a line parallel to the qz-axis at a
distance ln |b|/d, which is in accordance with Ref. [37].
Figure 3.6 shows an example for the dependency of the position of the zeros of
the structure factor F (Q) on the parameters of a sample consisting of a single
layer on a substrate. The film is of thickness 100A˚ and density ∆ρ0, given in units
of the substrate density ρ∞. Thus, the density contrast at the inner interface is
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∆ρ1 = 1 − ∆ρ0. The roughness of the surface and of the inner interface is σ0
and σ1, respectively. The three cases (σ0, σ1) = {(2A˚, 4A˚), (2A˚, 4A˚), (4A˚, 2A˚)}
are combined with different densities of the layer ∆ρ0 = {5/8, 3/8, 11/8}. The
dependency of the ratio σ0/σ1 – and hence on the sign of a – on the bending
of the hyperbola on which the zeros are located is clearly visible. For σ1 < σ0,
i.e. a < 0, the hyperbola is bent towards the UHP and hence there are zeros
in the UHP. Also the displacement of the zeros parallel to the imaginary axis –
depending on the ratio b = ∆ρ0/∆ρ1 – is clearly visible. Note the displacement
of the zeros parallel to the qz-axis when b < 0, according to Eq. (3.29) .
From this derivation we see that the position of the zeros remains unchanged
under certain transformations of the potential. Scaling of ∆ρ1,2 with a constant
factor α obviously cancels out, since only the ratio b is relevant for the position
of the zeros. Furthermore, the zeros do not change for σ20 − σ21 = const, which
again is a hyperbola.
The above discussion is also valid within the dynamical scattering theory except
for the case ∆ρ1/∆ρ0 > 1. For this case it was found [161], that zeros appear
in the UHP whenever d > dcrit, where the critical film thickness is given by the
phenomenological formula dcrit ≈ (∆ρ0/∆ρ1)/
√
4pi(∆ρ0 +∆ρ1).
Multiple layers on a substrate
In case of a system of N layers with interfaces located at positions zn of gaussian
roughness, the structure factor is given by
F (q) =
N∑
n=0
∆ρn exp(−q2σ2n/2) exp(iqzn) . (3.31)
If z0 = 0 and zn > 0, n = 1 . . . N , then a sufficient condition for F (q) having no
zeros in the UHP is |∆ρ0| >
∑
n |∆ρn| and σ0 ≤ σn, for which a mathematical
proof is given in Appendix A.1. For arbitrary profiles an answer to the question
whether the reflection coefficient has zeros in the UHP can not be given. How-
ever, the observations made in the previous section remain valid. To illustrate
this a layer-structured sample system consisting of three layer on a substrate is
considered: Figure 3.7 depicts such a system where all interfaces are of gaussian
type and have a roughness of σ = 3A˚. The density contrast ∆ρj = ρj+1 − ρj
between two successive layers is given in units of the substrate density ρ∞. Since
∆ρ0 = 10/9 >
∑
j |ρj| = 1 the reflection coefficient has no zeros in the UHP. In
Figures 3.8 and 3.9 the displacement of the zeros under a variation of the surface
parameters ∆ρ0 and σ0 is shown up to qz = 1A˚
−1. In Figure 3.8 the density of
the topmost layer ρ0 is decreased from 10/9 to 7/9. This results in a vertical
shift of some zeros towards the UHP. The dependence of the zero positions on
the surface roughness is shown in Figure 3.9. Analogous to Fig. 3.6 an increase
of σ0 leads to a increase of the zeros imaginary parts whereas a decrease results
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Figure 3.7: Density profile con-
sisting of three layers. All in-
terfaces have a gaussian rough-
ness of σ = 3A˚. The density
contrast between two successive
layers is given in units of the
substrate density ρ∞. Since all
roughnesses are equal and ∆ρ0 >∑
j |∆ρj| holds, the reflection co-
efficient has no zeros in the UHP.
Figure 3.8: Displacement of the zeros of the reflection coefficient from the profile
depict in Fig. 3.7 when ∆ρ0 is varied: A decrease of ∆ρ0 results in an increase of
the imaginary part of the zeros.
in an movement of the zeros towards the LHP. For a sufficiently large value of σ0
zeros are located in the UHP although the Clinton criterion [37], ∆ρ0 >
∑
j |ρj|,
holds. Similarly, for a layer-structured density profile for which Clinton’s crite-
rion does not hold, all zeros can be located in the LHP, if the surface’s roughness
is small enough. An example is presented in Fig. 3.10, where the profile is shown
in the left panel. The difference between the densities ∆ρ of the layers is given
in units of the substrate density. Since ∆ρ0 = 13/18 <
∑
j |∆ρj| = 17/18, the
derived criterion is not satisfied. Yet, due to the small roughness of the surface,
i.e.σ0  σn, all zeros are located in the LHP.
Finally, the following fact should be noted: In the previous discussion we derived,
that the reflection coefficient has no zeros in the UHP if |∆ρ0| >
∑
n |∆ρn|. Let
us now assume, that all zeros are located in the UHP. Then we can flip them all
down into the LHP by simply changing the orientation of the z-axis and using
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Figure 3.9: Displacement of the zeros of the reflection coefficient from the profile
depict in Fig. 3.7 when σ0 is varied: A decrease of σ0 results in a decreases of the
imaginary part of the zeros.
the kinematical approximation in the form F (q) =
∫
dρ(z)/dz exp(−iqz) dz, in-
stead4. To fulfill the condition z0 < zn, the origin will then be at the substrate,
which must have a smaller roughness than the other interfaces.
In the study of soft-matter films on substrates with small roughness, e.g. silicon-
wafers, it is recommended to place the origin of the z-axis at the substrate oriented
towards the surface, see e.g. Refs. [47][48][49]. But if the density variations inside
the sample are small compared to the density contrast at the surface, which has
the sharpest interface, then the z-axis should be chosen with the origin at the
surface and oriented towards the substrate. Examples for the latter case are given
in Refs. [80][82].
3.2.2 Equivalence of the phase problem and the unknown
zeros
The possibility of zeros located in the UHP prevents an unambiguous deter-
mination of the complex structure factor F (qz) from its modulus |F (qz)| =√
r(qz)/rF (qz) alone. Let F0(q) be such that |F0(q)|2 = r(q)/rF (q), then
F (q) = F0(q)
q − aj
q − a∗j
(3.32)
is obviously different from F0(q), but its modulus |F (q)| remains unchanged on the
real axis since |(qz−aj)/(qz−a∗j)| = 1. Multiplication by (q−aj)(q−a∗j) replaces
4In case of a complex potential the sign of the imaginary part also needs to be changed.
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Figure 3.10: The profile depict in the left panel does not fulfill the condition
∆ρ0 >
∑
j |∆ρj|. However, the zeros (right panel) are all located in the LHP.
the zero aj by aj
∗, that is to flip it across the qz-axis. In case of real profiles, i.e.
F (−q∗) = F ∗(q), the zeros at aj and −aj∗ have to be flipped simultaneously to
keep %(z) real. If we have N pairs of zeros (aj,−aj∗) with ={aj} 6= 0 then there
exist 2N combinations, all of which have structure factors with the same modulus√
r(qz)/rF (qz) on the real axis, but different phases. This is the manifestation of
the phase problem. Zeros on the real axis do not contribute to the phase-problem,
because the Blaschke factor reduces to unity and their locations are in principle 5
obtainable from the experiment. Another possibility to show the phase problem
is to consider the reflectivity r(qz), whose analytical extension to the complex
plane is given by
r(q) = R(q)R∗(q∗) . (3.33)
If R(q) has a zero at a then r(q) has a pair of zeros {a, a∗}. Multiplying R(q)
with the Blaschke factor (q − a∗)/(q − a) does not change r(q) on the qz-axis
because the zeros are flipped simultaneously across the real axis.
Now, since the phase problem is stated in terms of the sign of the imaginary part
of the zeros ={aj} of the reflection coefficient R(qz), the example given at the end
of the previous chapter can be discussed in more detail. The reflectivities of the
profile with the higher film-density, calculated within dynamical and kinematical
theory, are shown in the left panel of Figure 3.11. They differ only at small
qz values. The density profile is depicted in the inset. Since the roughness of
both interfaces is identical and the density contrast at the surface is larger than
that at the substrate, the reflection coefficient R(qz) has no zeros in the UHP.
Hence, the phase φ(qz) is equal to the Hilbert phase φH(qz). The Hilbert phase
φH,calc(qz) calculated from the reflectivity r(qz) is in good agreement with φ(qz).
The analytical continuation of the structure factor F (q) into the complex plane
is presented in Figure 3.12 and the zeros are located on a line parallel to the
5In practice the instrumental resolution function and additional noise may prevent a precise
determination of the zeros from experimental data.
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Figure 3.11: Left side: Reflectivities in dynamical (thick line) and kinematical
(thin line) theory for the density profile depicted in the inset. Both differ slightly
at low qz-values. Right side: Phases of the reflection coefficient in dynamical
(thick line) and kinematical (thin line) theory, respectively. The Hilbert phase
(symbols) of the dynamical reflectivity agrees with the true phase. Hence the
reflection coefficient has no zeros in the UHP.
Figure 3.12: Analytical continuation of the structure factor F (q) for the density
profile depicted in Fig. 3.11. All zeros aj are located in the LHP on a line parallel
to the qz-axis with ={aj} ≈ −0.01A˚−1.
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Figure 3.13: Left side: Reflectivities in dynamical (thick line) and kinematical
(thin line) theory for the density profile depicted in the inset. Both differ slightly
at low qz-values. Right side: Phases of the reflection coefficient in dynamical
(thick line) and kinematical (thin line) theory, respectively. The Hilbert phase
(symbols) of the dynamical reflectivity differs from the true phase by the contri-
bution of the zeros located in the UHP.
Figure 3.14: Analytical continuation of the structure factor F (q) for the density
profile depicted in Fig. 3.13. All zeros aj are located in the UHP on a line parallel
to the qz-axis with ={aj} ≈ 0.01 A˚−1.
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Figure 3.15: Analytical continuation of |F (q)|2 = F (q)F ∗(q∗) into the complex
plane: The zeros appear pairwise symmetric to the real axis. The result may be
obtained either from the potential shown in Fig. 3.11 or from that presented in
Fig. 3.13. For clarity |F (q)|2 is normalized by |F (qz)|2.
qz-axis with κ ≈ −0.01A˚−1. The case of the profile with the higher film-density
is depicted in Figures 3.13 and 3.14: The dynamical and kinematical reflectivities
are shown in the right panel of Figure 3.13. Now that the density contrast at the
surface is smaller than that at the substrate the reflection coefficient R(q) has
zeros in the UHP. These show up as poles in the phase φ(qz) according to the last
term in Eq. (3.38) . The phase does not agree any more with the Hilbert phase
φH,calc calculated from r(qz). The analytical continuation of the structure factor
F (q) is presented in Figure 3.14: All zeros are located in the UHP now on a line
parallel to the qz-axis at κ ≈ 0.01A˚−1.
Figure 3.15 depicts the analytical continuation of |F (qz)|2 into the complex plane
for qz > 0. The zeros appear in pairs {aj, a∗j} so that flipping two zeros aj and
a∗j does not change |F (q)| on the qz-axis.
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Figure 3.16: The introduction of an arbitrary pair of zeros (±0.1+0.005i) leads
to poles at (±0.1 − 0.005i) and the profile has lost its compact support (taken
from [116]). For details see text.
Support in the half line and compact support
The difference between the case when ρ′(z) 6 has compact support, i.e. ρ′(z) = 0
for z /∈ [0, L], and ρ′(z) supported on the half line, i.e. ρ′(z) = 0 for z < 0,
is this: In the compact support case, the degree of non-uniqueness is limited
by the number of non-real zeros of F (q). If there are M non-real zeros, the
number of solutions is 2M . Furthermore, the density of zeros, which is de-
fined by D = lim|q|→∞N(|q|)/|q|, is finite and approximately equal to 2pi/L,
see e.g. [121][152].
In contrast, if ρ′(z) is only supported in a half line, there are always an uncount-
able number of solutions, since multiplying F (q) by any factor (q − a)/(q − a∗),
a ∈ UHP, produces a different ρ′(z) also supported in the half line and with the
same amplitude |F (q)| on the real axis. Then the number of solutions is infinite.
This can not be done when compact support is assumed, because of the pole that
is produced at q = a∗. The above discussion is also valid for the case of dynami-
cal scattering when considering the impulse response function g(t) = FT {R(qz)}
instead of ρ′(z). A detailed discussion is given in Ref. [73].
In the analysis of thin films, compact support may always be assumed, because
ρ′(z) vanishes at the surface and in the substrate. In contrast, in case of scatter-
ing from liquid surfaces and thick soft-matter films, compact support is not given
and an introduction of almost arbitrary zeros becomes possible.
This was shown by Reiss et al. in Refs. [116][117] for the case of polymer seg-
regation. Originally in Refs. [172][174], Zhou et al. obtained a density profile
consistent with the Cahn-model, ρ(z) = a + b exp(−z/c)H(z), where a, b, c > 0
and H(z) is the Heaviside function. The reflectivity is shown in the left panel of
Fig. 3.16 and the profile is represented by the thin line in the right panel. The
structure factor, F (q) = (ibc q)/(1 + ic q), has exactly one zero, on the real axis
6Here ρ′(z) = ddzρ(z)
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at q = 0 7. Thus, the phase equals the Hilbert phase φH (thin line in the inset).
The profile has a smooth transition to the bulk density a, which is practically
reached at a depth of 100 nm. Then its derivative may be considered to have
compact support8. Adding an arbitrary pair of zeros, here (±0.1 + 0.005i), does
not change the reflectivity but leads to an oscillating profile (thick line in the
right panel), whose derivative is not vanishing within the depicted z region. This
is due to the two poles created simultaneously at (±0.1−0.005i) in order to keep
the profile real valued.
However, when considering x-ray reflectivity experiments, compact support is
given by the finite penetration of the x-ray into the sample due to absorption
and by the finite resolution of the experimental setup.
3.2.3 Locating Zeros
Two methods have been reported for locating zeros. The first approach, see
e.g. [99][100], makes use of the analyticity of the reflection coefficient. Since ana-
lytic functions may be represented by their roots,
R(q) =
∞∏
j=0
(q − aj) , (3.34)
throughout the complex plane, one may be tempted to fit a high order complex
polynomial p(qz) to the reflection coefficient
√
r(qz) exp [iφH(qz)], where φH(qz)
is the Hilbert phase. The zeros of that polynomial should then agree with those
of the reflection coefficient. Taking a closer look at this procedure, the follow-
ing obstacles arise: Since r(qz) is an entire function of exponential type, see the
Paley-Wiener theorem [102], its number of zeros is infinity. The degree M of
the polynomial we can fit to the data, and hence the maximal number of zeros
we can locate, is limited by the number of collected data r(qz,m), m = 0 . . .M .
In addition, the density of zeros is known from the Titchmarsh theorem, see
e.g. [152][154], to be approximately ∆q = 2pi/L. Hence, if r(qz) is known on
the interval 0 ≤ qz ≤ qmax, the number of zeros within that interval is approx-
imately given by N = Lqmax/2pi. This means that we have to decide which N
zeros of M have a physical meaning and which are virtual zeros [81][99]. The
remaining M − N zeros must be such that <{am} > qmax. Furthermore, the
imaginary part of the Blaschke factor does not decay to zero very fast (see Fig.
3.17) and zeros with <{aj}  qmax may have an influence on the zero positions
in 0 < qz < qmax. Additional difficulties arise from the computational point of
view, since high-order polynomial interpolation with subsequent determination
7The zero at q = 0 is disregarded here, because it has no counterpart in dynamical scattering
theory.
8This is not strictly true since exp(−z/c) does not vanish, but the profile can be truncated
at z ≈ 100nm without a remarkable change of the corresponding reflectivity.
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Figure 3.17: Influence of the magnitude of the imaginary part of a zero
(0.5 + iκ)/A˚ on the Blaschke-product B(qz) given by Eq. (3.23) : The phase of
the Blaschke-product is depicted in the left panel, its real and imaginary parts
are shown in the middle and right panel, respectively. The imaginary parts κ
are equal to 0.005 (solid line), 0.02 (dashed line) and 0.5 (dotted line). With
decreasing |κ|, B(qz) becomes more localized and reduces to unity for κ = 0.
of the zeros is numerically a difficult task.
The second method is to determine the zeros within the kinematical approxi-
mation from the condition [121]:
I(q) =
∫ ∞
−∞
P (z) exp(−κz) exp(iqzz) dz = 0 , (3.35)
where
P (z) =
∫ ∞
−∞
r(q′)
rF (q′)
exp(−iqzz) dqz (3.36)
denotes the Patterson function and q′ =
√
qz2 + qc2 . In practice, however, this
method is not recommended for the following reason: Let us decide to calculate
all values of I(q) in the UHP to locate the zeros, i.e. for κ > 0. Then we see
from the above equation that the dominating contributions in the calculation of
I(q) stem from the most negative part of P (z), since it is amplified by exp(−κz).
Since P (z) is obtained from the linearized measured reflectivity, it is not band-
limited due to noise and the interpolation that is necessary to perform the Fourier
transform. Thus, with increasing κ, the intensity I(q) becomes more and more
corrupted by the Fourier transform of noise and a detection of zeros is not possible
any more.
The above discussion leads to the conclusion that it is difficult to locate the zeros
directly from the measured intensity. Instead, it appears preferable to determine
the zero positions from a density profile whose reflectivity is equal to the measured
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one within the region 0 ≤ qz ≤ qmax.
The first method makes use of the logarithmic residuum [44]:
1
2pii
∮
C
d
dq
r(q)
r(q)
dq = NC − PC , (3.37)
with r(q) = R(q)R∗(q∗). NC and NP denote the number of zeros and poles of r(q)
inside the closed integration path C, respectively. The integration is performed
on a rectangular path. Whenever NC ≈ 0, the area is banned from the further
search, whereas the area is split in two regions of same size, if NC  0. If the size
of the integrated area has reached a certain limit, the exact position of the zero is
determined by minimization of |r(q)| using conventional optimization techniques.
Its disadvantage is the high computational cost when using the kinematical ap-
proximation. In this case it is more efficient to use Eq. (3.46) with
P (z) = ACF{ρ′(z)} . (3.38)
The problems described above do not arise, because P (z) is band-limited now.
The computation can be done by either Fast Fourier Transform or by Fast Laplace
Transform, see e.g. [144].
Since the zeros of r(q) appear in pairs symmetrical to the qz-axis it is sufficient
to explore only one complex half plane, e.g. the UHP. The half plane in which
the zero is located can then be determined by comparing |R(aj)| and |R(a∗j)|.
In principle, this method is independent from the used scattering theory and
allows the localization of zeros even for the dynamical theory. However, the de-
termination of zeros in the LHP is complicated considerably by the fact that the
reflection coefficient R(q) may have poles. These are due to multiple scattering
and it was proven [149] that they are located only in one complex half plane,
which for the notation used in this work is the LHP. An example is presented
in Figure 3.18. The density profile and the corresponding reflectivity (on the
qz-axis) are shown in a) and b), respectively. Contour plots of the moduli of T (q)
and R(q) are shown in panels c) and d) and an enlargement of the region marked
by the square is presented in e) and f), respectively. The black regions indicate
the positions of the poles and the zeros are located at the brightest regions. Inte-
grating along a closed path that contains the same number of poles as zeros yields
a vanishing integral and the zeros can not be localized any more using Eq. (3.37) .
However, one may still integrate d
dq
R(q)/R(q) in the UHP which is known to be
free of poles. The remaining problem – the recovery of the zeros located in the
in the LHP – can not be solved by applying Eq. (3.37) .
To overcome this problem Tikhonrarov et. al., see Refs. [149][150][151], in-
troduced the spectral coefficients S1(q) = 1/T (q) and S2(q) = R(q)/T (q). The
transmission coefficient T (q) has no zeros and the positions of its poles is equal to
those of the reflection coefficient R(q), see Fig. 3.18. Hence, S1 and S2 are entire
functions on C and are uniquely determined by their zeros [79]. The zeros in the
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Figure 3.18: Zeros and Poles of the reflection coefficient R(q) and the transmis-
sion coefficient T (q) of a multilayer: a) reflectivity on the real axis. b) density-
profile. c) Modulus of the reflection coefficient. d) Modulus of the transmission
coefficient. e) and f) zoom of the regions in the square of c) and d), respectively.
LHP may then be located by replacing R(q) by S2(q) in Eq. (3.37) . However, this
method requires the calculation of R(q) and T (q), which increases the amount of
required calculations considerably.
The following procedure is helpful for locating the zeros of the dynamical re-
flection coefficient R(q) for a given density profile ρ(z): First, the zeros {akinj }
of the structure factor F (q) are computed. Next, the profile ρ(C0, z) = C0ρ(z),
where C0 is some small positive number of order 10
−4. Since ρ(C0, z) is almost
vanishing, the kinematical theory is valid and hence the zeros {aj,0} of the cor-
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Figure 3.19: Transition from the dynamical to the kinematical reflectivity: The
thick line represents the reflectivity of the profile shown in the upper right panel.
For the calculation of the other reflectivities the profile was scaled by a factor
0.8n, n = 0, 1, . . . , 11. The uppermost reflectivity coincides with the reflectivity
calculated within kinematical approximation (symbols). The contour plots depict
continuations of the a) kinematical and b) the dynamical reflectivity into the
complex plane. The lines in contour plot b) indicate the displacement of the
zeros from their positions in kinematical theory (circles) to their positions in
dynamical theory (triangles).
responding reflection coefficient R(C0, q) are almost identical with those of F (q).
Then, the profile ρ(C1, z) is calculated, where C1 is slightly larger than C0. The
zeros of R(C1, q) are then slightly displaced and may be easily located by minimiz-
ing its modulus |R(C1, q)| provided that the displacement of aj,0 remains within
the convergence radius of aj,1 for gradient based optimization methods. Once the
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zeros aj,1 are located, the procedure is repeated with ρ(Cn, z) with Cn & Cn−1
until CN = 1.
An example is shown in Fig. 3.19: The profile with unknown zeros of the reflection
coefficient is shown in the upper right panel. The reflectivity within kinematical
theory, rF (qz)|F (qz)|2 is represented by the open circles in the left panel. The
upper contour plot on the right side depicts the continuation of |F (q)|2 into the
complex plane. The positions of the zeros is indicated by the open circles. The
solid lines in the left panel are dynamical reflectivities corresponding to density
profiles 0.8nρ(z), n = 0, 1, . . . , 11, starting from the lowest curve. The uppermost
reflectivity coincides with the kinematical reflectivity and so do their zeros. With
increasing Cn, i.e. with decreasing n, the reflectivity approaches the dynamical
reflectivity of ρ(z) and the respective zeros undergo a continuous displacement
as shown in the lower contour plot: Starting from the open triangles they move
along the solid lines towards their final positions (open triangles). Inspecting
the paths of the different zeros leads to the conclusion that the linearization
qz →
√
q2z + 16piρ does not apply to the imaginary part of the zeros. As an ex-
ample, the zeros 6 and 7 move in the opposite directions along the κ-axis.
The advantage of the proposed method is that the mentioned difficulties due to
the poles of the dynamical reflection coefficient do not occur and that the zeros
may be located without being restricted to one complex half plane. However, it
should be noted that the computational effort for tracking the zero positions is
quite high and that sophisticated algorithms are required to reduce the compu-
tation time.
3.2.4 Flipping zeros
In dynamical theory and considering only real potentials, the flipping of J pairs
of zeros {(aj,−aj∗)}j=1...J may be performed via a transform of Darboux type
[115][116]:
V0(z) = VH(z)
Vj(z) = Vj−1(z)− 2 d
2
dz2
ln=
{
f−j−1(aj, z)
d
dz
f−j−1(−aj∗, z)
}
V (z) = VJ(x) , (3.39)
where f−(q, z) is the Jost-solution of the Schro¨dinger Equation behaving like
exp(−iqz) for z < 0 and is obtained from the second kind Volterra integral
equation
f−(q, z) = exp(−iqz/2) + 2
q
∫ z
0
sin
[
1
2
q(z − t)
]
V (t)f−(q, t) dt . (3.40)
The above equation may be solved iteratively, using e.g. a Neumann-series, and
it can be shown that the series converges for ={q} > 0 [115]. This procedure is
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restricted to flipping zeros from the LHP to the UHP, which requires knowledge
of the Hilbert Profile VH(z), if one wishes to compute all possible profiles. Within
this work an adaptive method for the numerical solution of the Volterra integral
equation [62] is used for the computation of the Jost-solution f−(q, z).
Another method for flipping zeros from the LHP to the UHP is based on the
spectral coefficients S1 and S2 and has been proposed in Ref. [149].
Within the kinematical approximation the flipping of the zeros is much easier
and straightforward via Fourier transforms:
ρ̂(z) =
∫ z
0
FT
{
FT −1
{
d
dζ
ρ(ζ)
}
B(qz)
}
dζ , (3.41)
with the Blaschke product B(qz) =
∏
j Bj(qz). The Fourier transform of a single
Blaschke factor Bj(q) = (q − aj)/(q − a∗j) is given by [28][74]
B˜j(z) = δ(z)− 2κj exp(−ia∗jz)H(z) , (3.42)
where δ(z) and H(z) denote the Dirac function and the Heaviside function, re-
spectively. The parameter κj is the imaginary part of the zero aj = qj + iκj.
Flipping two zeros aj and al leads to
B˜j(z) ∗ B˜l(z) = δ(z)− 2κj exp(−ia∗jz)− 2κl exp(−ia∗l z)
+4iκjκl
exp(−ia∗jz)− exp(−ia∗l z)
a∗j − a∗l
. (3.43)
For the case of flipping the pair (aj,−a∗j), which is necessary to keep the potential
real, one obtains
B˜j∗(z) ∗ B˜j(z) = δ(z) + Z(z, aj) , (3.44)
where
Z(z, aj) := 4
κj
qj
(
qj cos(qjz) + κj sin(qjz)
)
exp(−κjz) . (3.45)
The new profile ρ̂ is then given by
ρ̂(z) = ρ(z) +
∫ z
0
d
dζ
ρ(ζ) ∗ Z(ζ, aj) dζ . (3.46)
Eq. (3.45) provides an insight into the influence of qj and κj on the new profile.
Since κj is typically 2− 3 orders of magnitude smaller than qj, the sine term can
be neglected. Furthermore, kj/qj decreases as qj increases and so does Z(z, aj).
Thus, the first few zeros have a dominant impact on the shape of the profile, while
zeros at larger qj contribute only oscillations of small amplitude. The exponen-
tial decay of Z(z, aj) depending on κj results in a localization of the influence of
Z(z, aj) on the new profile, whereas for small κj the exponential term becomes
almost constant and the influence is more global.
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Figure 3.20: Flipping of zeros in kinematical theory (left panel) and dynamical
theory (right panel): The insets depict the positions of the zeros in the LHP
for 0 A˚−1 ≤ qz ≤ 1 A˚−1. They differ significantly for small qz-values. The lines
represent the density profiles obtained after flipping the first n zeros where n is
given in the legend. Flipping the first 13 zeros results in a density profile that
coincides very well with the profile having no zeros in the LHP.
Figure 3.21: Influence of a single
flipped pairs of zeros on the pro-
file ρH within kinematical (line)
and dynamical theory (symbols):
The number of the pair is given
in the lower left corner of each
graph. The respective scaling fac-
tors C are shown in the lower
right corner. Flipping zeros that
are located in the non-linear re-
gion (#1, #2) leads to different
profile modifications. For zeros
located at larger qz-values, the
variations become smaller and the
difference can be neglected (#6,
#12). The maximal modification
from flipping zero #12 is a factor
20 smaller than that of zero #1.
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An example for the influence of flipped zeros on a profile is shown in Figure 3.20.
The left panel depicts the kinematical case, i.e. the use of Eq. (3.41) , and the right
panel shows the result for the dynamical theory obtained from Eqs. (3.39) and
(3.40). First, the zeros of the reflection coefficient of the Hilbert profile (thin solid
line) have been located up to 1 A˚−1 within the respective theory. They are shown
in the insets. At high qz values the positions are almost identical whereas they
differ significantly at small qz-values where the dynamical reflection coefficient is
dominated by non-linear effects and multiple scattering. Then, the zeros have
been flipped in ascending order with respect to their qz values. The numbers,
given in the legends, correspond to the number of flipped zeros. The final profiles,
after flipping all 13 zeros, are represented by the thick solid lines. They differ
significantly due to the different positions of the first zeros. After flipping the
first 6 zeros, the profiles reveal the coarse structure of the final result and the
remaining zeros contribute only little variations when transferred to the UHP.
Figure 3.21 shows the difference between the profile variations for the dynamical
(open circles) and the kinematical case (solid lines) when only one pair of zeros
is flipped to the UHP. The upper two panels depict the results when flipping zero
#1 and #2, respectively. The difference is significant. The lower two plots show
the modification due to the zeros #6 and #12. They are located in the kine-
matical region and so the difference between the results obtained via Eq. (3.41)
and Eq. (3.39) , respectively, is negligible. It should be noted that the flipping of
a pair of zeros preserves the compact support of the profile, in contrast to the
introduction of arbitraries zeros in the UHP as discussed in section 3.2.2 .
Chapter 4
Analysis of reflectivities
In this section a review of methods for the analysis of x-ray reflectivities is given.
In the last decades numerous, sometimes only slightly different, analysis-schemes
have been published. Thus, a complete overview cannot be given here. We
will mainly focus on inverse methods applied to reflectivities, where different
schemes have been developed within the dynamical scattering theory and within
kinematical theory. The strengths and weaknesses of the different methods will
be discussed in connection with real-data interpretation.
4.1 Direct analysis methods
4.1.1 Model-dependent direct analysis
The commonly used method for analyzing x-ray reflectivity data is by fitting the
parameters of a model to the measured data: The density profile ρ(z) = ρ(z,p)
is a function of parameters p = {p0, . . . , pN}, for example layered structures
characterized by thickness, density of the layer and roughness of the interface,
or the Cahn-model for polymer segregation mentioned in Section 3.2.2. Then
the direct problem, that is the calculation of the reflectivity rfit(qz), or reflection
coefficient Rfit(qz) from the density profile ρ(z,p), is solved and compared to
the experimental reflectivity robs(qz). The parameters p are then varied until
some functional which is related to the residuum ‖robs(qz)− rfit(qz,p)‖ becomes
minimal. In a general form, this functional may be written as
J(p) =
∑
m
µm
∥∥∥Am[robs(qz)]−Am[rfit(qz,p)]∥∥∥ , (4.1)
where µm are weights and the Am( . ) are operators such as Am( . ) = log( . ),
Am( . ) = ( . )/rF (qz) or Am( . ) = log[( . )/rF (qz)]. A comparison of the different
kinds of normalization is given in Ref. [110]. While the afore mentioned examples
transform the reflectivities in reciprocal-space, Am( . ) may also be a transform
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to real-space. An example is the Patterson function
Am( . ) =
∫
( . )/rF (qz) exp(iqzz) dqz ,
see Section 2.4. The simultaneous refinement of the reflectivity in real-space and
reciprocal-space does not only improve the sensitivity to certain parameters [128]
but may also prevent the usually applied local optimization techniques from get-
ting stuck in local minima.
To overcome the shortcomings of local minimization techniques, global optimiza-
tion techniques such as simulated annealing [71] or genetic algorithms [60] have
been applied to x-ray reflectivity data, see e.g. Refs. [17][158]. The advantage of
genetic algorithms is that they are able find multiple global minima, whereas
simulated annealing provides only one solution at a time. An extensive study on
how much information can be extracted depending on the chosen model can be
found in Ref. [89].
4.1.2 Model-independent methods
When tiny details in the density profile are of interest or no model is available
for the sample structure under investigation, model-independent methods have
to be applied to obtain a sufficient explanation of the measured reflectivity.
The main differences between model-dependent and model-independent methods
are, that the choice of a model already incorporates a-priori information and
that the solution space is therefore restricted. In contrast, model-independent
methods expand the density profile in some complete set of basis functions that
permits to – at least approximately – generate all possible reflectivity data.
A variety of basis functions appeared in the context of analyzing reflectivity
data and the choice strongly depends on the used scattering theory and the spe-
cific problem. When dynamical scattering theory is used, it is convenient to
approximate the continuous density profile by a sequence of slabs of constant
electron density [29], for which the reflectivity can be easily calculated using the
Parratt formalism (see Section 2.2). When the kinematical theory is used for
the analysis of the reflectivity, the simple relation between real space and recip-
rocal space via the Fourier transform permits a wider choice of basis systems:
For example, trigonometric polynomials [108][130][133], piecewise-constant slabs
[123][125][169][170], cubic B-splines [107][108], and parametric B-splines [21] ap-
pear in the literature.
The Groove Track method
One model-independent analysis scheme, the so-called Groove Track Method
(GTM), will be discussed in more detail here, since it will be used in the al-
gorithms presented in the following chapters of this thesis. This method was first
published by Zhou et al.[172]. Its basic scheme is as follows:
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Figure 4.1: Example for the analysis of a reflectivity using the GTM : The density
profile ρexp represented by the dashed line in Figs. (a) - (d) is reconstructed from
its reflectivity rexp (open circles). The thickness of the slabs ∆z is halved and the
region of the reflectivity used for the fitting is extended according to the relation
qmax = pi/∆z (vertical dotted lines) whenever the agreement between rexp and
the reflectivity rsim calculated from the density profile is sufficiently good.
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Step 1: Given is a measured reflectivity robs(qz) on 0 ≤ qz ≤ qmax. Estimate the
critical wave-vector transfer qc from robs. Let ρ
M
n , n = 1, . . . , N , denote the
density of the n-th slab of constant density of the profile ρM at iteration
stepM . ρM consists of N = 2M slabs. Start with a single layer of thickness
L, that is M = 0, on top of the known substrate with density ρ∞.
Step 2: Minimize ||robs(qz) − rsim(qz, ρM)||[0,qM ], where qM =
√
(pi/∆z)2 + qc2
using some gradient-based optimization algorithm such as the Levenberg-
Marquardt method [98].
Step 3: Set M =M + 1 and split each slab of ρM−1 into two layers of thickness
∆z = L/2M to obtain the new profile ρM .
Step 4: While ∆z ≤ pi/qmax goto Step 2.
In the following years, the GTM was constantly modified to overcome convergence
problems (Modified GTM [32]) and to account for smoothness of the obtained
profiles (Smoothed GTM [33][34][35][36]). In a recently published work [75], a
slightly modified version of the groove track method was proposed.
An example for the analysis of the reflectivity using the GTM scheme is shown
in Figure 4.1. The density profile ρexp to recover is represented by the dashed
line in the left panels of subfigures a) - d). The corresponding reflectivity rexp
was calculated up to 0.9A˚−1 (open circles in the right panels). The overall length
of profile L is chosen slightly larger than the actual spatial extent of ρexp, here
L = 228A˚. According to the GTM scheme described above, the number of slabs
N is doubled and the thickness ∆z is halved at each step of the algorithm,
∆z = 228/1, 228/2, . . . , 228/32. The maximum wavevector-transfer qmax (vertical
dashed line in the right panels) up to which ||rsim − rexp|| is fitted, increases
according to qmax =
√
(pi/∆z)2 + qc2, where qc is the critical wavevector.
The advantage of this method is that it is easy to implement and usually converges
to a solution. The main drawback is the high computational effort with increasing
number of slabs: For N slabs, the computation of the Jacobian matrix Jij =
∂r(qz,i)/∂ρj, which is required by the Levenberg-Marquardt algorithm, as well as
its inversion require O(N3) operations, each.
4.2 Inverse methods in the framework of dy-
namical scattering theory
In quantum mechanics the one-dimensional scattering problem is described by
the time-independent Schro¨dinger equation
− d
2
dz2
ψ(z) +
[
q2 + V (z)
]
ψ(z) = 0 . (4.2)
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For a potential1 of the form
V (z) =

0, for z < 0;
V (z), for 0 < z < L;
V∞, for z > L,
(4.3)
Eq. (4.2) has solutions in the form
ψ(z, q) = exp(iqz) +R(q) exp(−iqz) , z < 0 (4.4)
= T (q) exp(iQz) , z → +∞ , (4.5)
Q =
√
q2 − V∞. For a given potential V (z) the reflection coefficient R(q) can be
obtained by solving Eq. (4.2) . In Chapter 2.3.1 this has been done within the
kinematical approximation. The calculation of the potential V (z) from a given
reflection coefficient R(q), i.e. the solution of the inverse problem, is also possi-
ble. The mathematical formalism for the inverse problem in quantum scattering
theory has been developed long time ago, see e.g. [52][57]. With the definition of
the impulse-response function
g(z) =
1
2pi
∫ ∞
−∞
R(q) exp(iqz) dq (4.6)
one has to solve the Gelfand-Levitan-Marchenkow equation [7][31][68]:
u(z, t) + g(z + t) +
∫ z
−t
u(z, τ)g(τ + t) dτ = 0 , t < |z| (4.7)
u(z, t) = 0 , t > |z|
for u(z, t). The scattering potential V (z) is then obtained from
V (z) = 2
d
dz
u(z, z) . (4.8)
The determination of the scattering potential V (z) requires the knowledge of the
reflection coefficient R(q) on the entire real q-axis. Since R(q) is usually not
accessible for q < 0, one assumes real potentials. Then R(−q) = R∗(q) holds so
that g(z) can be calculated from R(q) on the right half q-axis alone. Different
numerical algorithms for the solution of Eq. (4.7) have been published in [85].
However, these methods require the reflection coefficient R(q) which is not given
in x-ray scattering experiments.
In the algorithm described above, the potential V (z) is obtained in a direct
manner by one single computation. To derive iterative reconstruction algorithms
1In quantum scattering theory the potential V (z) is used instead of the scattering length
density ρ(z). Both are related by V (z) = 4pi ρ(z).
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the inverse scattering problem may be reformulated in the time domain by re-
placing the frequency-operator q2 by the time-operator −∂2/∂t2. The potential
V (z) is obtained by solving the so-called Goursat problem [122]:[
∂2
∂t2
− ∂
2
∂z2
+ V (z)
]
u(z, t) = 0 , 0 < z < t <∞ (4.9)
∂
∂z
u(0, t)− ∂
∂t
u(0, t) = 0 , t > 0 (4.10)
u(z, z) +
1
2
∫ z
0
V (s) ds = 0 , z > 0 (4.11)
u(0, t) = g(t) , t > 0 . (4.12)
Two of the boundary conditions (4.10) − (4.12) along with Eq. (4.9) define the
wavefield u(z, t) uniquely. With the introduction of the functional F (Vn) =
u(0, t;Vn), V (z) may be obtained in an iterative way via the so-called Newton-
Kantorowich algorithm [19]
Vn+1(z) = Vn(z) + 4
d
dt
{
F [Vn(t/2)]− g(t)
}
t=2z
, (4.13)
with g(t) given by Eq. (4.6) and V0(z) ≡ 0. A shortcoming of iterative algorithms
is that convergence has to be guaranteed. For a potential of thickness L one can
define the dimensionless quantity B = ML2 with M = (1/L)
∫ L
0
V (z) dz. It can
be shown [19][27][51] that there exists an upper limit Bmax above which the al-
gorithm described above becomes unstable. Numerical studies even with highly
accurate ”synthetic data” for R(q) showed that this is the case for Bmax > 20.
It should be noted that for neutron scattering V (z) is in general much smaller
resulting in larger values for L compared to x-ray scattering. In case of ”imper-
fect data” as obtained from experiments, Bmax reduces and the situation becomes
more difficult. Other procedures for the solution of the inverse scattering problem
within the time-domain approach have been developed in Ref. [122] and the ex-
perimental feasibility of one of them, the so-called layer-stripping technique, has
been investigated recently in detail [161][162]. An new approach for estimating
the stability of the inverse problem based on so-called Lyapunov exponents has
been published in [50].
4.2.1 Phaseless inverse scattering
All inverse methods require the complex reflection coefficient R(q) as input to
obtain the potential V (z). But since the reflectivity r(q) = |R(q)|2 is measured
only its magnitude is obtained in the experiment, while the phase φ(q) gets lost.
However, the analytical properties of R(q) due to the limited sample size, provide
at least partial information about the phase as discussed in Chapter 3. If the
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Figure 4.2: Example for inversion using the dynamical theory: The original
profile (thick solid line in the upper right graph) is to be reconstructed. The
upper right panel shows the corresponding reflectivity rth (solid line) along with
the ”experimental” reflectivity rex generated from rth. The lower left graphic
depicts the Hilbert-phases φH,th and φH,ex. They were calculated from rth and
rex, respectively. The lower right panel depicts the dimensionless quantity B.
Different reflections coefficients R(qz), obtained by combining phases φH,th and
φH,ex with the reflectivities rth and rex, have been inverted. The resulting density
profiles are represented by the thin lines in the upper right panel.
sample system has a structure such that one may assume that R(q) has no zeros
in the upper-half complex plane, then the phase is given by the Hilbert phase,
φH(qz) = pi − 2q
pi
∫ +∞
0
ln |r(q′)|
q′(q′ − q) dq
′ , (4.14)
which is determined by the reflectivity alone. The potential VH(z) may then be
calculated straightforwardly by applying the inversion algorithms described above
using the reflection coefficient RH(qz) =
√
r(qz) exp
[
iφH(qz)
]
as input data.
An example for the inversion within the dynamical framework is depicted in
Fig. 4.2: The profile to reconstruct is represented by the thick solid line in the
upper right panel. It is chosen such that its reflection coefficient has no zeros in
the UHP and hence the Hilbert phase φH(qz) is known to be sufficient for the in-
version. The theoretical reflection coefficient Rth(qz) =
√
rth(qz) exp
[
iφH,th(qz)
]
was calculated. An ”experimental reflectivity” rex(qz) was generated by adding
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noise and convoluting with a gaussian resolution function (upper left panel). Then
its Hilbert phase φH,ex(qz) was calculated. Different combinations of φH,th(qz),
rth(qz) and φH,ex(qz), rex(qz) are used to build a reflection coefficient that is then
inverted using the so-called layer-stripping technique [122]. The obtained profiles
are represented by the thin lines in the upper right panel. All profiles give a good
description of the surface-near part of ρtrue(z) but differ from it with increas-
ing depth starting at around 100 − 110 A˚. This corresponds to B = ML2 ≈ 5
(see lower left panel). For the theoretical reflection coefficient the agreement be-
tween the original and the reconstructed profile is satisfactory up to ≈ 200 A˚,
corresponding to B ≈ 18.
4.2.2 Including pre-knowledge
In case of doubts about either the correctness or the uniqueness of the obtained
solution VH(qz), the influence of possibly present zeros in the UHP has to be
checked.
Since all profiles obtained by flipping zeros to the UHP are equiprobable in the
mathematical sense, only pre-knowledge about the sample can help to decide
which profiles are the most likely ones.
Knowledge of the surface-near part of V (z)
Let us assume that a profile V (z) with spatial extent L is known exactly in the
surface-near region 0 ≤ z ≤ L, where  ∈ [0, 1]. Then the following procedure
can be used to obtain a profile VN with VN(z) = V (z), 0 ≤ z ≤ L and r(VN) =
r(V ):
Step 1: Compute the reflection coefficient RH(qz) =
√
r(qz) exp[iφH(qz)], where
φH(qz) is the Hilbert-phase of the given reflectivity r(qz).
Step 2: Compute g(t) on 0 < t < 2 for V given on [0, ] using Eqs. (4.10) −
(4.12) .
Step 3: Starting with N = 1, minimize the functional
J(AN) = ||g(AN)− g0||2L2(0,2) , (4.15)
where AN = {an|n = 1 . . . N}, g(AN) = FT {RH(qz)B(AN , qz)} and
B(AN , qz) is the Blaschke product
B(AN , qz) =
N∏
n=1
qz − an
qz − a∗n
qz + a
∗
n
qz + an
. (4.16)
N is increased until J(AN) = 0 or, in practice, J(AN) does not further
decrease with increasing N .
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Step 4: Compute VN from RN(qz) = RH(qz)B(AN , qz) using Eqs. (4.9)− (4.12) .
The limitations of the above procedure are given by the size of , i.e. the ratio
between the known and the unknown part of V (z) and the amount of features in
the known region 0 < z < . A detailed description of the algorithm along with
the rationalization of the convergence and numerical examples can be found in
Refs. [72][122]. The depth-dependent numerical instability of the inverse method
does not cause a serious problem since the known part of the profile is in general
small. In practice, however, this algorithm can be applied in very rare situations.
Real samples are usually grown from a substrate and hence the surface-near part
depends on the unknown underlying structure. Furthermore, the measurement
of the reflectivity itself can lead to modifications of the surface2, as will be shown
in Chapter 7.
4.3 Inverse methods in the framework of kine-
matical scattering theory
In the dynamical theory the reflection R(qz) depends in a non-linear manner
on the scattering potential V (z). This non-linearity leads to inversion schemes
including differential and integral equations, where numerical instabilities and
error propagation become a serious problem. In the kinematical approximation,
the relation between the density profile and the reflection R(qz) is linear and
the resulting inversion schemes are simpler from the mathematical point of view.
However, the failure of the kinematical approximation in the region of total ex-
ternal reflection leads to difficulties on the physics side of the inverse problem.
A recovery of the potential V (z) from the reflection coefficient R(qz) by a single
inversion step, as described in Section 4.2, becomes impossible and iterative pro-
cedures must be used instead.
Several inversion schemes for x-ray reflectivities in the kinematical approxima-
tion have been developed in the past, most of which are based on the so-called
box-refinement technique (see e.g. [39][40][93]), that is briefly outlined in the next
section.
4.3.1 The Box-refinement technique
For a density profile of spatial extent L in the interval [−L/2, L/2] the structure
factor F (q) is completely determined by its values at qn = n∆q, where ∆q =
2The influence of the x-rays on the sample, the so-called radiation damage, is a well known
but often hushed up phenomenon.
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2pi/L, and is given by the Shannnon sampling theorem
F (q) =
+∞∑
n=−∞
F (n∆q)
sin [piL(q − n∆q)]
piL(q − n∆q) . (4.17)
For 2M + 1 non-zero values F (m∆q′), where ∆q′ < ∆q, the above equation
becomes [39][40][93]
F (m∆q′) =
∆q′
∆q
M∑
n=−M
F (n∆q′)
sin
[
pi∆q
′
∆q
(m− n)
]
pi∆q
′
∆q
(m− n) . (4.18)
or in matrix notation H · F = F where the elements of the matrix H are
Hlk =
∆q′
∆q
sin
[
pi∆q
′
∆q
(l − k)
]
pi∆q
′
∆q
(l − k) . (4.19)
Since H is hermitian, there are (orthogonal) eigenvectors uj with eigenvalues λj
such that H · uj = λjuj. Since the uj form a complete set, there exist unique
expansions for H · F and F:
H · F =
∑
j
fjH · uj =
∑
j
fjλjuj (4.20)
F =
∑
j
fjuj =
∑
j
fjλjuj . (4.21)
The latter equation can only be fulfilled if the eigenvalues of the eigenvectors
contributing to F are unity. The box-refinement technique is then given by the
iteration procedure:
Step 1: Start with an initial estimate of the sample structure ρ0(z) and the
observed structure factor |F (qz)| =
√
r(qz)/rF (qz).
Step 2: Calculate F0(qz) = FT {ρ′0(z)}.
Step 3: Calculate Fn+1(qz) = |F (qz)| exp
[
i arg
{
F̂n(qz)
}]
, where F̂n = H · Fn.
Step 4: Repeat Step 3 until ||F̂n − Fn|| < .
Step 5: Obtain the final profile ρN(z) =
∫ z
0
FT −1 {FN(qz)} dZ.
The convergence of the above scheme has been rationalized [39][40] by the fact
that the operation
F̂n = H · Fn = H
∑
j
fn,juj =
∑
j
fn,jλjuj (4.22)
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preserves the components of Fn corresponding to eigenvalues λj ≈ 1, whereas all
other components will be diminished. Eq. (4.22) may be restated by
H · Fn = FT −1 {ΠL(z)FT {Fn(qz)}} = PAFn(qz) (4.23)
where ΠL(z) ≡ 1 for z ∈ [0, L] and equal to zero otherwise. Step 3 in the above
procedure may then be written in terms of so-called projectors :
Fn+1(qz) = PBPAFn(qz) , (4.24)
where PA imposes the real-space constraint, ddzρ(z) = 0 for z /∈ [0, L], and PB
projects PAFn(qz) on the space B defined by the qz–space constraint |Fn(qz)| =
|F (qz)|. Eq. (4.24) together with Eq. (4.23) is known as the Gerchberg-Saxton al-
gorithm [58][103], that is successful applied to phase-retrieval problems in many
fields of physics, see e.g. [38][56][67]. Although convergence has not been proven
yet, the algorithm has been shown to be at least non-diverging.
It should be emphasized that the box-refinement technique is based on the linear
relationship between F (qz) and
d
dz
ρ(z) via the Fourier transform. Therefore it can
be easily applied to the analysis of rocking curves in x-ray diffraction [83][100][99],
where the momentum transfer is sufficiently large so that effects related to the
non-linear relationship between r(qz) and ρ(z) can be neglected. When applied
to reflectivities the initial estimate of the sample structure ρ0(z) should be such
that robs(qz) ≈ r0(qz) within the qz–region dominated by dynamical effects in
order to achieve convergence [82].
Recently [20], the box-refinement technique was restated in a more mathematical
way using the theory of ProjectionOnConvex Sets (POCS), see e.g. Refs. [38][67].
Compared to previous works, the constraint ρ(z) > 0 was taken into account and
a genetic algorithm was used to search for alternative profiles. However, the
shortcoming of the kinematical approximation at small qz has not been solved
and an initial profile ρ0 is still required to achieve convergence.
4.3.2 Inversion methods proposed by Sanyal et al.
Sanyal and coworkers worked intensively on the development of inverse and
model-independent analysis schemes for x-ray reflectivities. Examples are re-
ported in Refs. [12][13][18][123][124][125]. Although many of the reported meth-
ods have been adapted to the respective sample system under investigation, two
underlying basic inversion schemes exist.
Inversion within the Born approximation
Given is the reflectivity robs(qz) and an initial density profile ρ0 that contains the
pre-knowledge on the sample structure and that is typically obtained from fitting
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a simple sample-model to robs(qz). In the kinematical approximation the quotient
of robs(qz) and the reflectivity r0(qz) of the profile ρ0 is given by
robs(qz)
r0(qz)
=
|Fobs(qz)|2
|F0(qz)|2 , (4.25)
where the Fresnel reflectivity rF (qz) of both reflectivities is assumed to be iden-
tical. Taking the square-root and multiplying both hand-sides by exp [iφobs(qz)]
and exp [−iφ0(qz)] yields√
robs(qz)
r0(qz)
exp [i∆φ(qz)] =
|Fobs(qz)| exp [iφobs(qz)]
|F0(qz)| exp [iφ0(qz)] , (4.26)
where ∆φ(qz) is the difference between the known phase φ0(qz) and the unknown
phase φobs(qz). With
d
dz
ρ(z) =
∫
F (qz) exp (iqzz) dqz, Q =
√
q2z + q
2
c , and making
use of the convolution theorem one obtains the iterative inversion scheme
dρn+1(z)
dz
=
dρn(z)
dz
∗ FT
{√
robs(Q)
rn(Q)
exp [i∆φn(Q)]
}
, (4.27)
where the reflectivity rn is calculated in dynamical theory using the Parratt-
formalism (see Section 2.2). Setting the phase-difference ∆φn(Q) ≡ 0 and setting
d
dz
ρn+1(z) ≡ 0 for z /∈ [0, L], as reported in [12][13][124], the above formula
becomes identical to the box-refinement technique, reformulated in real-space.
Inversion within the DWBA
The iterative inversion scheme described in the previous section suffers from insta-
bility: The fact that robs(Q)/rn(Q) is obtained by linearization of the dynamical
reflectivities may result in an divergence of the iterative procedure.
To overcome this instability the use of the Distorted BornWave Approximation
(DWBA), see e.g. [66][131], was proposed, which is more accurate in the region of
total external reflection but fails for large qz. For a profile ρ(z) = ρ0(z) +∆ρ(z),
where ∆ρ(z) is a small perturbation of ρ0(z), the reflection coefficient is given by
[123][125]:
R(qz) = ir0(qz) + (2pibt/qz)
[
a(qz)
2∆ρ˜(Q) + b(qz)
2∆ρ˜(Q)∗
]
, (4.28)
where bt = e
2/mc2 = 2.8179 · 10−5A˚ is the Thompson scattering length. r0(qz)
is the reflection coefficient of the film with average electron density ρ0, a(qz)
and b(qz) are the coefficients for the transmitted and reflected amplitudes in this
film, respectively, and Q =
√
q2z − 16piρ0 is the wavevector-transfer inside the
layer. Solving the above expression for ∆ρ˜ = FT {ρ(z)} leads to an iterative
inversion scheme [104] similar to those described in the previous section. The
main shortcoming of this method is its restriction to sample systems with small
deviations ∆ρ(z) from a single homogeneous film on a substrate.
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4.4 Previously obtained results
The inversion scheme described in this section is based on the work of Sanyal
and coworkers, but makes explicit use of the known Hilbert-phase. Originally
developed by A.K. Doerr, the method was first applied to study the wetting
behavior of organic liquids, see e.g. [47][48][49].
A computer program for the inversion of x-ray reflectivities using the kinematical
approximation was written [175] and successful applied to study the interfacial
structure of metal-polymer interfaces [166][167]. Later on, the algorithm was used
to study the structure and the mixing behavior of binary wetting films [111][112].
4.4.1 The inversion scheme
The algorithm requires a starting profile ρ0(z), which contains the available a
priori information about the sample system. The profile differs from the unknown
profile ρobs(z) by
∆ρ(z) = ρobs(z)− ρ0(z) (4.29)
Fourier transforming Eq. (4.29) yields
∆ρ˜(qz) = ρ˜obs(qz)− ρ˜0(qz)
=
iρ∞
qz
[
F0(qz)− Fobs(qz)
]
, (4.30)
where F0(qz) and Fobs(qz) are the complex structure factors of the initial profile
ρ0(z) and unknown profile ρobs(z), respectively. The structure factor F0(qz) is ob-
tained from ρ0(z), while for Fobs(qz) only its modulus |Fobs(qz)| =
√
robs(qz)/rF (qz)
is known. Splitting the structure factors in modulus and phase yields
∆ρ˜(qz) =
iρ∞
qz
[
|F0(qz)| −
√
robs(qz)
rF (qz)
exp [i∆φ(qz)]
]
exp [iφ0(qz)] , (4.31)
where the phase-difference ∆φ(qz) = φ0(qz)−φobs(qz) is the only unknown quan-
tity. In the following, this scheme in referred to as the phase-guessing method [?].
In case of the simplest approximation , ∆φ(qz) ≡ 0, Eq. (4.31) becomes equiv-
alent to the inversion scheme proposed by Sanyal et al., see Eq. (4.27) . A
better approximation for ∆φ(qz) may be obtained by taking the difference of the
Hilbert phases φH,obs(qz) and φH,0(qz), which can both be calculated from the
modula of the respective scattering factors:
∆φ(qz) = φH,0(qz)− φH,obs(qz)
=
2qz
pi
∫ ∞
0
1
ζ2 − q2z
ln
∣∣∣∣Fobs(ζ)F0(qz)Fobs(qz)F0(ζ)
∣∣∣∣ dζ . (4.32)
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Figure 4.3: Example for inversion with the phase-guessing method : The solid line
represents the unknown profile (right panel) and its reflectivity (left panel). The
inversion starts with a one-layer profile (right panel, lowest line with symbols)
and generates a new profile (right panel, second line with symbols from below).
Its reflectivity (left panel, second line with symbols from below). The iterative
application of the inversion step leads to a perfect reconstruction of the unknown
sample structure (data taken from [176]).
The contributions of the zeros to ∆φ(qz) is not taken into account. Like the
inversion schemes discussed before, Eq. (4.31) is used iteratively. The profile
ρn+1(z) = ρn(z) + ∆ρ(z) serves as new input profile for the next inversion step.
This method is referred to as the phase-guessing method.
4.4.2 Numerical examples
Fig. 4.3 shows an example for the application of the inversion scheme based on
the phase-guessing method. The right panel contains the density profiles. The
solid line represents the unknown density profile %obs(z) that has to be recon-
structed. As starting profile %0(z) a simple one-layer model is chosen (lowest
open circles). Only the overall thickness and the roughness of the surface agree
with that of %obs(z). The left panel contains the corresponding reflectivities. The
solid line shows the reflectivity of the unknown sample structure. The lowest line
with open circles is the reflectivity r0(qz) of the starting profile %0(z). Applying
Eq. (4.32) once, one obtains the density profile %1(z) with the corresponding re-
flectivity r1(qz). They are represented by the second line with circles from below.
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Figure 4.4: Example for the application of the phase-guessing method in case of
insufficient pre-knowledge about the sample structure: The unknown profile is to
be recovered from its reflectivity (solid line in right and left panel, respectively).
Starting the inversion with profiles (inset of right panel) one obtains different
solutions (symbols, right panel). Their reflectivities (symbols, left panel) are
indistinguishable from that of the unknown profile. The corresponding phases
are shown in Fig. 4.5 (data taken from [176]).
With increasing number of the iterations (third curves from below) the profile
converges towards the unknown sample structure. The final density profile is
almost indistinguishable from the solution. Note that in the presented example
additional information about the unknown profile was necessary to ensure the
convergence of the algorithm.
4.4.3 Determination of alternative density profiles
In the previous example the pre-knowledge about the sample structure was suf-
ficient to ensure the convergence towards the desired solution. This is usually
not the case and ambiguities about the uniqueness of the obtained density profile
may arise. In such cases the result of the inversion algorithm may depend on
the starting profile ρ0(z). An example is presented in Figs. 4.4 and 4.5. The
solid lines in the right and the left panel of Fig. 4.4 are the profile ρobs(z) to be
reconstructed and its normalized reflectivity robs(qz), respectively. The sample
structure consists of eight layers of equal thickness (20A˚). As starting profiles
simple one-layer systems were chosen, but each with a different density of the
layer (inset, right panel). The inversion algorithm leads to reflectivities (sym-
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Figure 4.5: Phases of the structure fac-
tors shown in Fig. 4.4 obtained by the
phase-guessing method : The topmost
curve (black dots) is the phase belonging
to unknown profile. The lowest curve
(solid line) is the Hilbert phase calcu-
lated from |Fobs(qz)|. The three phases
in the middle correspond to the profiles
of the respective symbol in Fig. 4.4. The
phases are shifted by 2pi for clarity (data
taken from [176]).
bols, left panel) that are even on the logarithmic scale indistinguishable from
robs(qz), while the corresponding density profiles (symbols, right panel) are all
different. A perfect reconstruction of the unknown density profile ρobs(z) is only
achieved if the initial profile in the middle (triangles) is chosen. The other two
profiles contain only characteristic features of the desired solution. Fig. 4.5 shows
the corresponding phases of the reflection coefficients. The lowest phase (solid
line) is the Hilbert phase calculated from |Fobs(qz)|. The topmost curve (filled
circles) is the unknown phase φobs(qz). The other three phases correspond to the
reflection coefficients of the profiles obtained from the inversion (Fig. 4.4, right
panel). The phase of the bottom profile (open circles) has no zeros and is the
Hilbert profile ρH(z). The phase of the profile that agrees well with the unknown
profile (open triangles) almost coincides with the exact phase.
4.5 Experimental solution of the phase problem
Throughout the previous sections the analysis of a single reflectivity from one
sample system was discussed leading to the phase-problem and ambiguities of
the reconstructed profile.
A reconstruction of the sample structure and hence the solution of the phase-
problem becomes possible if two or more reflectivities are obtained from slightly
modified experiments. In these experiments either the probing radiation is mod-
ified or some (known) part of the sample itself is modified in a controlled man-
ner, whereas the unknown part of the sample remains unchanged. Among those
schemes, polarized neutron scattering experiments were reported [84][90][91][92].
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Furthermore a controlled variation of some parts of the profile has been done
in Refs. [8][110][49]. However, these procedures are drastically limited to special
sample systems. Anomalous scattering schemes were proposed in Ref. [125] while
the use of absorption has also been discussed in Refs. [83][80][100][99].
The drawback of all these schemes is the limitation to particular systems which
can not be generalized to arbitrary sample systems.
Chapter 5
Experimental influences
Most of the scientific work done on inverse scattering theory deals with perfect
data as input. In practice, measured reflectivities suffer from imperfections such
as finite resolution functions and the counting statistics which have be taken into
account when applying inverse or model-independent methods to measured data.
5.1 Measuring x-ray reflectivities
Figure 5.1 depicts the in-plane scattering geometry. The impinging x-rays enclose
an angle αi with the surface and have a wavevector ki. When the detector encloses
an angle αf with the surface, scattered photons with the momentum ~kf are
probed. The components qx and qz of the wavevector transfer q = kf − ki are
given by
qx = k (cosαf − cosαi) (5.1a)
qz = k (sinαf + sinαi) , (5.1b)
Figure 5.1: In-plane scattering ge-
ometry: The wavevectors of the inci-
dent and scattered x-rays are ki and
kf , with the incidence and exit an-
gles αi and αf , respectively. Φ =
αi + αf is the scattering angle. The
momentum transfer is defined by
q = kf − ki = (qx, qz). For reflec-
tivity αi = αf , corresponding to a qz
scan with qx = 0.
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Figure 5.2: Scans in
the reciprocal plane
(qx, qz) calculated for
λCuKα = 1.54056A˚:
Specular scan (−−−),
longitudinal scan (−·),
rocking scan (−··) and
detector scan (−−). The
shadowed region is inac-
cessible in experiments
(αi<0 or αf<0).
where k = 2pi/λ and λ is the wavelength of the monochromatic x-rays. With the
introduction of the scattering angle Φ = αi + αf
1 and the angle ω = αi − αf ,
different types of scans may be defined:
• Specular Scan: αi and αf are changed simultaneously such that the specular
condition αi = αf = Φ/2 holds. The scan runs along the qz axis, i.e. qx = 0.
• Rocking Scan: The scattering angle Φ = αi + αf remains constant and
ω = αi − αf is changed within the limits ±Φ/2 . This corresponds to a
rotation of the sample at fixed x-ray source and detector positions. For
small qz the scan runs approximately parallel to the qx axis.
• longitudinal diffuse Scan: αi and αf vary simultaneously such that the
condition αi = Φ/2 + δαi holds. The scan runs on a line at an angle δαi
with respect to the qz axis. δαi should be greater than the width of the
specular peak and is typically on the order of a few hundredth of a degree.
• Detector Scan: The incident angle αi is kept constant and only the detector
angle αf is changed. The scan contains information about the lateral and
the vertical structure of the sample.
Although the specular scan is of main interest in this thesis, the other types of
scans are not less important for the analysis of x-ray reflectivities since they give
access to information that is required for a proper extraction of the true specular
reflectivity from the measured reflectivity, as will be discussed in section 5.3.3.
1Often, the scattering angle Φ is also denoted by 2θ.
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Figure 5.3: Bruker-AXS D8 ADVANCE diffractometer: Components on the
primary side: x-ray tube (1), Goebel-Mirror (2) and rotary absorber (3). At
the center of the diffractometer: Knife-edge collimator (KEC) (4) and the sam-
ple (7). Components on the detector-side: Slit-box (5) and detector (6). The
diffractometer is set up in a radiation protection enclosure (see inset).
5.2 Experimental setup: The Bruker AXS D8
diffractometer
All measurements performed throughout this work have been performed on the
D8 Discover and D8 Advance diffractometers from Bruker AXS [1]. Since
the experimental setup for reflectivity measurements is quite similar on both ma-
chines, only that of the D8 Advance will be shortly described in the following.
The x-rays are emitted by a sealed x-ray tube with a line focus copper anode
running at 40kV and 40mA. The divergent and polychromomatic beam hits a
parabolically bent graded multilayer, the so-called Go¨bel-Mirror [95][126] at graz-
ing angles. If the mirror is placed in the beam path so that the line focus of the
X-ray source is at the focus of the parabola, then approximately 1◦ of the di-
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Figure 5.4: Sketch of the experimental setup depicted in Fig.5.3: Radiation
emitted by the x-ray source and reflected by the Go¨bel mirror, irradiates the
sample surface. The knife-edge collimator (KEC ) reduces effects due to the fi-
nite sample size. The reflected beam hits the detector after passing a double-slit
system, that defines the acceptance angle for the detector. An automated ro-
tary absorber placed before the sample prevents the detector from the saturation
region and avoids unnecessary irradiation of the sample.
vergent primary beam is collected and transformed into a highly parallel and
quasi-monochromatic beam. All diffractometers were equipped with 3rd gener-
ation Go¨bel-mirrors. These mirrors have an angle of acceptance of 0.6◦. The
reflected beam of size 10 × 1mm2 has a divergence ∆αi ≈ 0.02◦. The intensity
integrated over the beam is 2 · 109 cps and the intensity ratio between CuKβ and
CuKα is smaller than 1 : 1000. Before hitting the sample, the beam passes an
automated 4-fold absorber with (approximate) absorption factors of 1, 8, 80 and
8000, respectively. An 0.2mm wide slit reduces the width of the beam that is
used to probe the sample. The reflected beam passes two slits of width 0.2mm.
These define the acceptance angle ∆αf for the NaI-Detector which has a dynam-
ical range up to 2.5 · 105 cps. The direct-through beam intensity of the described
setup is 2− 4 · 108 cps for a beam of size 10× 0.2mm2.
5.3 Influence of the experimental setup on the
measurement
In this section the influence of the experimental setup on the measured reflectivity
is discussed and procedures for the correction of these influences are discussed.
68 Chapter 5. Experimental influences
5.3.1 The resolution function
The divergence of the impinging x-rays ∆αi and the acceptance angle ∆αf of the
detector determine the resolution of the experimental setup. For glancing angles
αi and αf , the resolution in q-space parallel and perpendicular to the sample
surface (see Fig.5.1) is given by the total differentials of Eqs. (5.1a) and (5.1b),
δqx = (∆λ/λ) qx + k (αf∆αf + αi∆αi) (5.2a)
δqz = (∆λ/λ) qz + k (∆αf +∆αi) , (5.2b)
where ∆λ/λ is the wavelength spread. In general ∆λ/λ < 10−4 and assuming a
symmetrical experimental setup, i.e. ∆α = ∆αi = ∆αf , Eqs. (5.2a) and (5.2b)
simplify to [59]
δqx ≈ qz∆α and δqz ≈ 2k∆α , (5.3)
where ∆α is given by the HWHM of the direct-through beam. Whenever ∆αi ≈
∆αf does not hold, the calculation of δqx and δqz becomes more complicated
(see e.g. [42][96][129]) and detailed knowledge about the optical components is
required.
In the following, it is assumed that Eq. (5.3) holds and that the resolution func-
tion g(qz) is of Gaussian type, i.e.
g(qz) = exp
(−qz2/2δqz2) . (5.4)
The measured reflectivity I(qz) is then given by (r ∗ g)(qz), where the asterisk
denotes the convolution.
5.3.2 Influence of the finite sample size
For very small incident angles the sample surface is almost parallel to the incident
beam and parts of the incoming radiation do not hit the sample. This leads to
a reduction of the reflected intensity and the measured reflectivity becomes less
than unity in the region of total external reflection.
If a rectangular shaped beam of width bi and a sample of length L is assumed,
the angle of complete irradiation of the sample is given by αb = arcsin(bi/L) and
the reflected intensity is reduced by a factor
β =
{
sinαi/ sinαb, αi ≤ αb;
1, αi > αb.
(5.5)
If the slit sizes bf on the detector side are smaller than bi, the observed intensity
is further reduced by a factor bi/bf . A detailed description for the calculation of
β in case of non-rectangular beam profiles is given in [59]. The correction factor
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Figure 5.5: The left panel shows the measured ”footprint scan” (open circles) and
its triangular approximation with αb ≈ 0.35◦ (line). The right panel depicts the
negative logarithm of βmeas (open circles), βfit (thin line), and their coefficient
∆β (thick line). The use of βfit leads to a reduction of the observed intensity
at angles near the tails of the ”footprint scan”. The critical angle of silicon
αc ≈ 0.22◦, indicated by the vertical dotted line, is given for comparison.
β can be easily obtained during the alignment of the sample from a rocking-curve
around ω = 0 with 2θ = 0 and is simply given by
β(α) = 1− [I(α) + I(−α)] /I0 . (5.6)
The use of β obtained from the measurement appears to be advantageous since it
allows arbitrary beam shapes and does not make any assumptions about the shape
of the sample. As long as β(α) ≈ 0 for α > αc, the impact of β restricts to the
region of total external reflection and may be ignored. But if β(α) 0 for α > αc,
an exact estimation of β becomes necessary as illustrated in Figure 5.5. The left
panel shows a ”footprint scan” (open circle). The values α−b ≈ −0.38◦ and
α+b ≈ 0.33◦ are obtained by fitting lines to the left and right side of the measured
triangle-like curve. The logarithms of 1/β(α) calculated from Eq. (5.5) with
αb = (α
−
b + α
+
b )/2 and from Eq. (5.6) are depicted in the right panel by the thin
line and the open circles, respectively. The difference log∆β = log(βfit/βmeas)
is represented by the filled circles and becomes significant around 0.35◦. For
silicon, αc,Si ≈ 0.22◦ (vertical dotted line), this difference is beyond the region of
total external reflection. By using Eq. (5.5) instead of Eq. (5.6) one analysis a
reflectivity that is slightly reduced near 0.35◦ would be analyzed.
In general, the differences are small, but since they affect the non-linear region
of the reflectivity, they can cause significant changes in the density profile when
model-independent methods are used for the data-analysis.
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Figure 5.6: Set of measurements required for the correct analysis of the reflectiv-
ity: Measured reflectivity (lower full line), detector scan at ω = 0 (filled circles)
and longitudinal diffuse scan with δα = 0.05 (open triangles). Additional scans
are shown in the insets: a) ”footprint scan”, b) primary-beam scan (open circles)
along with gaussian fit (line) and c) rocking-scan at large angles (see vertical
dotted line in main plot). The upper full line depicts the true specular reflec-
tivity (TSR) normalized to unity (right axis). The grey band around the TRS
represents the errors due to statistics.
5.3.3 The true specular reflectivity
Besides the instrumental resolution and the geometrical factor discussed in the
previous sections, additional intensity is measured under the specular condition.
The measured intensity can be described by
Iobs(qz) = I0
[
β(qz)r(qz)
] ∗ gkw(qz) + Idb(qz) + Ids(qz) , (5.7)
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where I0 is the intensity of the primary beam and β(qz) is given by Eq. (5.6) .
gkw(qz) is the gaussian resolution function as defined Eq. (5.4) with δqz = k w,
where k is the wave vector and w is the HWHM of the direct-beam. Furthermore,
Ids is the contribution from diffuse scattering randomly scattered into the specular
direction and
Idb(qz) = I0 δ(qz − kw/2) ∗ gkw(qz) (5.8)
is the intensity due to the direct-through beam hitting the detector at small
angles [59]. To obtain the true specular reflectivity, the contributions Idb and
Ids are subtracted from the measured reflectivity Iobs(qz). Idb is obtained from a
detector-scan (see section 5.1) around 2θ = 0 with αi = 0 and Ids is estimated
from a longitudinal diffuse scan with an offset δα slightly larger than the width
of a specular peak in qx-direction. At high angles the specular reflected intensity
Iobs approaches the diffusely scattered intensity Ids and, in case of poor statistics,
the case Iobs < Ids may occur, resulting in a negative mean value for the true
specular reflectivity, which - of course - is not possible.
At this point some comments on the counting-statistics have to be made: The
measured quantity is not the scattered intensity I itself, but a discrete number of
photonsN falling into the detector within a time t. Thus, N is Poisson distributed
with an error ∆N =
√
N . For sufficiently large N , a normal distribution with
σ = ∆N is assumed [132]. If N counts have been measured in a time t using
an absorption factor A, the intensity is equal to I = NA/t with an error ∆I =√
NA/t. This should be kept in mind when the inverse methods are used for
the analysis of the reflectivity. If, for example, I0 = 2 · 108cps, A = 10000 and
t = 0.5s, then I = 104 and hence ∆I = 100, which is an error of 1%. For
direct analysis methods, this does not cause problems since they usually refine
the reflectivity on a logarithmic scale and a weighting of the data with respect
to their statistical errors is easy to implement.
An example for the extraction of the true specular reflectivity from the measured
reflectivity is depicted in Figure 5.6: The measured reflectivity Iobs is represented
by the thick solid line. At small angles the contribution of the direct-through
beam and the influence of the finite sample size are clearly visible. The detector
scan for the subtraction of Idb and the longitudinal diffuse scan are represented
by the filled circles and the triangles, respectively. The additional scans, depicted
in the insets are required for a proper analysis of the reflectivity: The ”footprint
scan” is shown in inset a) and is necessary for the determination of the correction
factor β as described in section 5.3.2. The detector-scan of the primary beam ( see
inset b) ) yields I0 ≈ 2.02 · 108cps and permits an estimation of the instrumental
resolution function, ∆α ≈ 0.026◦ in the present case. Furthermore, rocking-
scans over the specular peak – inset c) shows an example for 2θ = 4.1◦ – may
be necessary if the sample is bent on a macroscopic scale2. The true specular
2For details on the analysis and correction of reflectivities from bent samples see
Refs. [25][59].
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Figure 5.7: Correction of the geometrical factor vs. measurement with KEC:
The left panel depicts the reflectivity measured with (symbols) and without (solid
line) KEC. The footprint-corrected reflectivity is represented by the dashed line.
The horizontal dotted line is the primary beam intensity I0. The right panel
shows the region of total external reflection on a linear scale. The filled circles
represent the detector-scan with αi = 0
◦.
reflectivity – normalized to unity (right axis) – is represented by the thin solid line
and is enclosed by a grey band indicating the statistical errors. In the presented
example, the influence of the finite sample size was also corrected by dividing the
true specular reflectivity with the factor β(qz). Note that the latter correction is
not strictly correct, since it should be done after deconvolution of Iobs− Ids− Idb
with the resolution function g(qz).
Remarks on the knife-edge collimator (KEC)
Bruker-AXS developed the so-called knife-edge collimator (KEC) to reduce the
influence of the finite sample size on the measured reflectivity and to obtain a
proper region of total external reflection. The KEC (see Fig. 5.4) consist of a
”knife” that is approached to the surface of the sample up to a few µm when
measuring at small angles. Since the probed quantity in x-ray reflectivity exper-
iments is the electron density averaged over the illuminated area A,
%(z) =
〈
%(x, y, z)
〉
A
, (5.9)
the removal of the KEC causes a discontinuous change of the illuminated area A
and this may lead to an abrupt change of the density profile %(z). This is illus-
trated in Fig. 5.7. The left panel depicts the reflectivity from a sample measured
with (solid line) and without (symbols) KEC. At higher angles both measured
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curves do not agree and hence the required scaling of the reflectivity measured
with the KEC can not be performed exactly and the scaled reflectivity does not
reach the primary beam intensity I0 (dotted line). In contrast, the reflectivity
obtained after correcting the influence of the footprint reaches I0 and does not
suffer from the problems due to the discontinuous transition one has to face when
merging the KEC reflectivity at small angles with the reflectivity measured at
higher angles without KEC.
Therefore, the use of the KEC for x-ray reflectivity measurements turns out to
be disadvantageous and a correction of the reflectivity using the additional scans
seems to be preferable. In Ref. [142], the difficulties of analyzing the diffuse scat-
tering of a sample from measurements with the KEC are discussed leading to the
same conclusion.
Thus, if not mentioned otherwise, all reflectivities presented in the work have
been measured without the KEC and the influence of the footprint has been
corrected using the additional scans as already discussed.
5.3.4 Convolution vs. Deconvolution
The measured intensity may be written as I(qz) = A r(qz). The operator A con-
tains the effects of the experimental setup. Typically, the application of inverse
methods to the analysis of the reflectivity requires the true specular reflectivity
r(qz) = A−1 I(qz) and hence the inverse operator A−1.
From Eq. (5.7) it follows that the true specular reflectivity r(qz) is obtained by
correcting the influence of the ”footprint” after deconvolution with the resolu-
tion function. Formally the inverse operator of the measurement process may be
written as
r(qz) =
1
I0β(qz)
FT −1 {FT {I(qz)− Idb(qz)− Ids(qz)} /FT {gk0w}} , (5.10)
where the deconvolution is formulated in terms of Fourier transforms. However,
deconvolution is well-known to be an ill-posed and instable problem. In the
present case, the simple division by FT {gk0w} will lead to an amplification of
the high-frequency noise of FT {I(qz)− Idb(qz)− Ids(qz)}.
Thus, more sophisticated deconvolution techniques should be applied. Often used
and simple is the iterative Lucy-Richardson (LR) deconvolution [88][119],
rn+1 = PC
{
rn
I
g ∗ rn ∗ g
}
, (5.11)
where rn is the deconvoluted reflectivity at the iteration step n, I is the measured
intensity and g is the (gaussian) resolution function. Additional constraints, e.g
r ≤ 1, are imposed by the projector PC . This deconvolution scheme preserves
the probability and ensures the positivity of rn.
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A more sophisticated deconvolution algorithm using LR-deconvolution and
Tikhonov-regularization (TR), see e.g. [147], is reported in [161]. The TR-algorithm
seeks to minimize the functional
J(r) = ||I − g ∗ r|| − λ||H ∗ r|| , (5.12)
where H is a high-pass filter. The first term expresses the fidelity to the data
and the second term imposes the smoothness of the restored reflectivity. The
regularization parameter λ represents the trade-off between fidelity to the data
and the smoothness of the deconvoluted reflectivity. It was found [161], that the
LR-deconvolution yields better results at small angles than the TR-method does.
At higher angles, where the reflectivity changes only little and the signal-to-noise
ratio is worse, the TR-deconvolution provides better results. The main drawback
of the TR-method compared to LR-deconvolution is that it does not allow the
implementation of constraints and that the positivity of the solution is not guar-
anteed, which is mandatory for reflectivities. Moreover, the TR-deconvolution
involves operations on large matrices and is therefore much more time-consuming
than LR-deconvolution.
Figure 5.8 shows an example for the deconvolution of a reflectivity using the
LR-algorithm. A reflectivity rTheo, represented by the dotted line, was calculated
from a known sample structure and then convoluted with a gaussian resolution
of δθ = 0.008◦ (full line). The open circles depict the deconvoluted reflectivity
rDC , that agrees well with rTheo except around the pronounced minima and very
close to the critical angle.
It should be emphasized, that in the presented example the resolution function
was known exactly. When deconvoluting real experimental reflectivities, the res-
olution function is only known approximately and results may differ even more
from the true underlying reflectivity.
Different deconvolution algorithms are discussed in Ref. [67] and a compact over-
view about the most commonly used methods is given in the review article of
Stark [140].
The fact that deconvolution is an unstable procedure leads to the question whether
the reflectivity needs to be deconvoluted to apply inverse methods, or not. The
answer depends on the used inversion schemes: Inverse methods that directly
calculate the density profile by a single step require the deconvoluted reflectivity
to obtain the complex reflection coefficient.
Iterative inversion techniques as well as model-independent analysis schemes do
in general not require a deconvoluted reflectivity (or reflection coefficient) as in-
put data, because they seek to minimize ∆r = robs−rcalc. Since convolution with
the resolution function is a linear transform, it is unique and then one has
rn(qz)→ robs(qz) ⇔ | (A rn) (qz)− Iobs(qz)| → (qz) , (5.13)
where (qz) is some small positive number accounting for the noise. The main
profit of analyzing the deconvoluted reflectivity is speed since the computation
5.3. Influence of the experimental setup on the measurement 75
Figure 5.8: Deconvo-
lution of a reflectivity
using the Lucy-
Richardson method:
Theoretical reflectivity
(dotted line), con-
voluted reflectivity
(full line) and the de-
convoluted curve (open
circles). A gaussian
resolution function
with δθ = 0.008◦ was
used.
of In = A rn at each iteration step is much more time-consuming than the cal-
culation of robs = A−1 Iobs only once. Furthermore, it should be noted that the
deconvolution of the measured data requires several data points within the extent
of the resolution function g, i.e. ∆qz ≈ σg. For the region of total external reflec-
tion the scattered intensity is high and only a few seconds of measurement time
per datum are necessary. But at higher angles of incidence where the reflected
intensity is very small, the finer sampling results in time-consuming experiments.
A reasonable and computationally efficient strategy is therefore to solve the in-
verse problem for robs(qz) ≈ A−1 Iobs in a first step to obtain some approximate
solution. Then, in a second step, one refines ∆I = Iobs − A rcalc, which involves
the more time-consuming but stable convolution procedure.
Chapter 6
The new inversion algorithm
In Chapter 4 an overview over the state-of-the-art of the analysis techniques for
x-ray reflectivities was given.
Inversion schemes based on the dynamical (quantum) scattering theory require
the complex reflection coefficient – and hence knowledge of the phase – as input
data. Furthermore, they suffer from instability even when applied to accurate,
synthetic data and the required deconvolution of the measured reflectivity with
the instrumental resolution function is an additional source of instability.
The second class of analysis schemes are the model-independent fitting tech-
niques. They are stable when using the dynamical scattering theory and permit
the easy implementation of the experimental influences. The main drawback is
the high computational effort: Non-linear optimization techniques require the
inversion of matrices. This becomes time-consuming when large sample systems
are analyzed.
Inversion schemes based on the kinematical approximation have advantages:
They do not require the phase of the reflection coefficient, are easy to imple-
ment and they are stable – provided that the kinematical approximation is valid.
This, however, imposes a strong constraint to the sample systems they can be
applied to. Almost all applications reported in the literature appear in connec-
tion with the study of soft-matter films, liquids or layers of moderate thickness,
typically up to at most 100A˚ – 200A˚. The increasing instability of these meth-
ods with increasing sample thickness L follows from the fact that the number of
Fourier components falling into the region of dynamical scattering at small qz is
proportional to L.
To overcome this problem, a new iterative inversion method for the analysis
of x-ray reflectivity is proposed. The method is based on the kinematical approx-
imation and is stabilized by making use dynamical scattering theory to ensure
its convergence. Furthermore, this method expands the profile by a set of eigen-
densities. These eigendensities are discrete approximations of the eigenfunctions
of the linear inverse problem which consists in the reconstruction of a compact
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supported function from its partially known Fourier transform [14][15].
6.1 The linear inverse problem
In the following we briefly review the linear inverse problem which may be stated
as follows:
Recover the function f(z) with compact support on [−L,L] from its
Fourier transform F (q) =
∫
f(z) exp(−iqz) dz given on [−B,B].
The finite Fourier transform of F (q), q ∈ [−B,B], is – up to a factor 1/2pi – equal
to
f̂(z) =
∫ B
−B
F (q) exp(iqz) dq
=
∫ B
−B
(∫ L
−L
f(ζ) exp(−iqζ) dζ
)
exp(iqz) dq
= 2B
∫ L
−L
f(ζ) sinc
[
B(z − ζ)]dζ . (6.1)
Next, consider the integral equation
λnψn(z) =
∫ L
−L
sinc
[
B(z − ζ)]ψn(ζ) dζ (6.2)
where sinc(x) ≡ sin(x)/x and ψn(z) and λn are the eigenfunctions and the asso-
ciated eigenvalues, respectively. The eigenfunctions ψn(z) are known as prolate
spheroidal wavefunction (PSWF). Their properties have been fully explored by
D. Slepian et al. in Refs. [77][78][135][136]. For example, the PSWF form
complete bases on [−L,L] and [−∞,∞] and are doubly-orthogonal, i.e.∫ L
−L
ψn(z)ψm(z) dz = λmδm,n and
∫ ∞
−∞
ψn(z)ψm(z) dz = δm,n . (6.3)
where δm,n denotes the Kroneker-delta being 1 for m = n and 0 otherwise. Fur-
thermore, they are (scaled) Fourier transforms of themselves,
Ψn(q) =
∫ L
−L
ψn(z) exp(−iqz) dz = cnψn(qL/B) , (6.4)
where cn = i
n
√
2Lλn. The real eigenvalues λn fulfill
1 > λ0 > λ1 > . . . > 0 (6.5)
78 Chapter 6. The new inversion algorithm
and are equal to the fraction of energy of ψn falling into [−B,B], i.e.
λn =
∫ B
−B
|Ψn(q)|2 dq
/∫ ∞
−∞
|Ψn(q)|2 dq . (6.6)
The spectrum of the eigenvalues consist of three parts: About BL/2pi eigenvalues
are very close to 1, followed by order log(2c/pi) eigenvalues which decay exponen-
tially from 1 to almost 0. The remaining eigenvalues are all very close to zero.
The recovery of f(z) from F (q) known on [−B,B] is then given by
f(z) =
∞∑
n=0
βn
λn
ψn(z) with βn =
∫ B
−B
F (q)Ψn(q) dq . (6.7)
This may also be done by first extending F (q) from [−B,B] to [−∞,∞] via
F (q) =
∞∑
n=0
cnΨn(q) with cn =
1
λn
∫ B
−B
F (q)Ψ(q) dq (6.8)
and then Fourier transforming F (q) to obtain f(z). Note that the instability of
the inverse problem, or of the analytical continuation of F (q), results from the
almost vanishing λn in the denominators in Eqs. (6.7) and (6.8), respectively. De-
spite their useful properties, the PSWF are rarely used in data analysis because
they are defined by the integral equation Eq. (6.2) which makes their numeri-
cal evaluation difficult. Approximations of the PSWF by a series of Legendre
polynomials or by truncated sinc–matrices are proposed in Refs. [168] and [69],
respectively.
However, much better suited for practical purposes are the discrete prolate spheroidal
sequences (DPSS), which may be viewed as the discretization of the PWSF [137]
and will be discussed in the following.
6.1.1 The Discrete Prolate Spheroidal Sequences
Consider the real-valued sequence {ψ(n)} defined on [0, N − 1] with unit energy
N−1∑
n=0
[ψ(n)]2 = 1 (6.9)
whose Fourier transform is given by
Ψ(f) =
N−1∑
n=0
ψ(n) exp[−2piifn] . (6.10)
From Parseval’s theorem it follows that the Ψ-functions fulfill on [−1/2, 1/2]∫ 1/2
−1/2
Ψ(f)Ψ∗(f) df = 1 . (6.11)
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The energy1 in the band of interest [−W,W ], where 0 < W < 1/2, is given by
E =
∫ W
−W
Ψ(f)Ψ∗(f) df . (6.12)
Insertion of Eq. (6.10) yields
E =
∫ W
−W
(
N−1∑
n=0
ψ(n) exp[−2piifn]
)(
N−1∑
m=0
ψ(m) exp[2piifm]
)
df
=
N−1∑
m=0
N−1∑
n=0
ψ(n)ψ(m)
sin 2piW (n−m)
pi(n−m) (6.13)
To account for the constraint of fixed energy one (see Eq. (6.11) ) a Lagrange
multiplier λ is used, and one seeks to maximize the quantity
I =
N−1∑
m=0
N−1∑
n=0
ψ(n)ψ(m)
sin 2piW (n−m)
pi(n−m) − λ
N−1∑
m=0
[ψ(m)]2 (6.14)
At the maximum of I the partial derivatives
∂
∂ψ(m)
I =
N−1∑
m=0
ψ(n)
sin 2piW (n−m)
pi(n−m) − λψ(m) (6.15)
must vanish for all n. From the resulting eigenvalue equation
λk ψk(m) =
N−1∑
n=0
sin 2piW (n−m)
pi(n−m) ψk(n) (6.16)
one finds N real eigenfunctions ψk(m), known as discrete prolate spheroidal se-
quences (DPSS). The ψk(m) are orthonormal, i.e.
N−1∑
n=0
ψi(n)ψj(n) = δi,j. (6.17)
For the N real eigenvalues
1 > λ0 > λ1 > . . . > λN−2 > λN−1 > 0 (6.18)
holds [137]. The λk decay exponentially from 1 to 0 for k-values around b2WNc 2.
The Fourier transforms Ψk of the k-th DPSS ψk are known as discrete prolate
1In signal theory the energy is defined by Eq. (6.12) and is different from the term energy
used commonly in physics.
2X = bxc denotes the largest integer X ≤ x.
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Figure 6.1: Eigenvalues λk and eigenvectors Φk(n) of the sinc-kernel for N = 51
and 2WN ≈ 8: The eigenvalues λk are shown on a logarithmic scale (left axis,
open circles) and on a linear scale (right axis, filled circles). Only the Fourier
transforms of the eigenvectors up to k ≈ 9 contribute essentially to the band
[−W,W ].
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Figure 6.2: Left column: Norms |Ψk(q)|2 of the Fourier transforms of the k-th
DPSS ψk(n). Right column: The Cumulative spectra Σk(q) of the first k DPSWF
Ψk(q). The bandwidth W = 1/32 is depicted by the vertical dotted line. For
k > 8, Σk(q) is almost unity on [−W,W ].
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spheroidal wave-function (DPSWF) and fulfill the orthogonality conditions
1
λk
∫ W
−W
Ψj(q)Ψk
∗(q) dq = δj,k and
∫ 1/2
−1/2
Ψj(q)Ψk
∗(q) dq = δj,k , (6.19)
from which follows that the eigenvalue λk is equal to the fraction of spectral
power of Ψk falling into the band [−W,W ], i.e.
λk =
∫ W
−W
|Ψk(q)|2 dq
/∫ 1/2
−1/2
|Ψk(q)|2 dq . (6.20)
Since higher order Ψk(q) have almost vanishing λk, i.e. have a negligible contri-
bution to the band [−W,W ], the cumulative spectrum
ΣK(q) =
K∑
k=0
|Ψk(q)|2 (6.21)
becomes almost unity on [−W,W ] forK > 2WN . ψk(n) and Ψk(q) are connected
via the transforms
ψk(n) =
1
λk
∫ W
−W
Ψ(q) exp(2piiqn) dq (6.22)
Ψk(q) =
N−1∑
n=0
ψk(n) exp(−2piiqn) . (6.23)
As an example, the DPSS and the DPSWF are depicted in Figures 6.1 and 6.2
for the case N = 51 and W = 0.5/2pi so that 2WN ≈ 8.12. The eigenvalues λk
are shown in the first panel of Fig. 6.1 on a logarithmic scale (open circles, left
axis) as well as on a linear scale (filled circles, right axis). The spectrum of the
eigenvalues λk consists of three parts. About WN eigenvalues are very close to
unity, followed by order ln(piWN) eigenvalues which decay exponentially from 1
to almost zero. The remaining λk are all very close to zero, ≈ 10−15 in the pre-
sented case. For k = 18, λ18 = 3 · 10−13 and hence the Fourier transform Ψ18(q)
of ψ18(n) does (almost) not contribute to the band [−W,W ]. Fig. 6.2 depicts the
norms |Ψk(q)|2 along with the cumulative spectra ΣK . It is clearly visible that
the Ψk(q) with k < 2WN contribute only to the band [−W,W ] (vertical dotted
line) whereas those with k > 2WN contribute the the region |q| > W . The
cumulative spectra ΣK(q) tend to unity on [−W,W ] with increasing K and for
K > 10 one finds ΣK(q) ≈ 1.
6.1.2 Application of DPSS to the phase-reconstruction
problem in x-ray reflectivity
The application of the DPSS to the reconstruction problem in x-ray reflectiv-
ity (XRR) is straightforward: Let the structure factor F (qz) be given on Bq ≡
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[−qmax, qmax] and let dρ(z)/dz have compact support on BL ≡ [0, L]. We ap-
proximate ρ(z) by a piecewise-constant profile, i.e.
ρ(z) =
N∑
n=0
∆ρnH(z − n∆z) , d
dz
ρ(z) =
N∑
n=0
∆ρnδ(z − n∆z) , (6.24)
where ∆z = L/N  pi/qmax and H(x) denotes the Heaviside function. The
quantity W is then given by W = qmaxL/2piN . The DPSS ψk(n) ≡ ψk(n∆z) are
then obtained by solving the eigenvalue problem Eq. (6.16) . Let us assume that
the structure factor is known for all qz ∈ Bq and is of the form
F (qz) =
∑
j
γjΨj(qz) , (6.25)
with γj = aj/λj. The aj are obtained by making use of the orthogonality condi-
tion given by Eq. (6.19)
aj =
∫ qmax
−qmax
F (qz)Ψ
∗
j(qz) dqz . (6.26)
The derivative ∆ρ(n) of the piecewise-constant profile is then given by
∆ρ(n) =
∑
j
γjψj(n) . (6.27)
In principle, the above equation allows the reconstruction of ∆ρ(n), if F (qz) is
given for all qz ∈ Bq. Since ∆ρ has compact support, F (qz) is an analytical
function which has a unique extension on the real axis. However, the problem
of analytical continuation is known to be highly sensitive to errors in F (qz).
Eq. (6.27) gives an insight into the ill-conditioning of the reconstruction problem.
A small error δaj in the coefficient aj with an eigenvalue λj ≈ 0 is amplified by
1/λj and results in a large error in δ∆ρ(n) = δaj/λj. Vice versa, the eigenvectors
ψj with small λj have a negligible impact on F (qz) for qz ∈ Bq and hence they can
be varied without leading to a remarkable change of F (qz). Moreover, F (qz) is
only available for a number of discrete qz-values. Therefore, not all eigenvectors
{ψk,Ψk} can be used but only those with eigenvalues λk > , where  is some
pre-defined limit.
The ψk are then subdivided into two groups: The first group consist of those ψk
with λk ≈ 1. Their Fourier transforms Ψk(qz) have an impact on F (qz) within
the available region Bq, so that they are called resonant and are written as ψ
r
k.
The remaining ψk with λk  1 are termed non-resonant and denoted by ψnk in
the following, since the corresponding Ψk(qz) do not contribute to F (qz) on Bq.
Thus, the resonant ψrk are needed for the reconstruction of F (qz) on Bq, while
the non-resonant ψnk may be used to impose constraints and for regularization
purposes.
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Construction of the initial profile
Iterative inversion schemes require an initial profile that contains the a-priori
information about the sample. If no profile is available, the Groove Track Method
(GTM) discussed in Section 4.1.2 can be used to obtain a profile ρG(z) that fits the
measured reflectivity within the region of dynamical scattering. Let this profile
consist of NG slabs with density ρG,n, n = 1, . . . , NG, and thickness ∆zG = pi/qG.
Its derivative is given by
d
dz
ρG(z) =
NG∑
n=0
∆ρG,nδ(z − n∆zG) . (6.28)
The inversion of the total reflectivity r(qz) measured on [0, qmax] requires a finer
spatial resolution. The new z−grid is given by ∆z = ∆zG/w, where w ∈ N such
that ∆z < pi/qmax. The eigendensities ψj are then constructed by solving the
eigenproblem (6.16) and dρG(z)/dz is projected on the space spanned by the ψj.
The representation of dρG(z)/dz as a series expansion of the ψj is then given by
d
dz
ρ(n∆z) =
J∑
j=0
βjψj(n) with βj =
NG∑
n=0
∆ρG,nψj(wn) . (6.29)
Inversion step using the DPSS
The measured reflectivity Iobs(qz) is only given on a discrete grid q(m) with
m = 0, . . . ,M . At the n-th iteration, the difference of the structure factor ∆F (qz)
is given by
∆Fn(m) =
1
|RF (m)|
(√
Iobs(m)−
√(
g ∗ rn
)
(m)
)
exp[iφn(m)] , (6.30)
where rn is the reflectivity of the profile ρn calculated within dynamical theory,
g is the resolution function and φn is the phase of the reflection coefficient Rn.
The qz−grid on which ∆Fn(m) is given is not the same as the grid given by
the measurement with Iobs and g ∗ rn. It is the grid obtained via the already
mentioned transform q(m)→√q(m)2 − qc2, where qc is the critical wave-vector
transfer estimated from the initial profile ρ0. Note that Eq. (6.30) is not exact
because the difference between intensities Iobs and g ∗ rn is used. However, in the
case of convergence, i.e.∆Fn → 0, we have g ∗ rn → Iobs from which rn → robs
follows.
From the equations
∆Fn(m) =
∑
j
Ψj(m)∆β
n
j ; m = 0 . . .M , (6.31)
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or in matrix notation ∆Fn = P ·∆βn, the variation ∆βn is simply given by
∆βn = P˜ ·∆Fn , (6.32)
where P˜ is the pseudo-inverse of P. The matrix P˜ has to be computed only once
as long as qc remains unchanged so that the time-consuming inversion of P can
be avoided within the iteration procedure. The change of the profile’s derivative3
∆ρ′ is equal to
∆ρ′ =
∑
j
ψj ·∆βj , (6.33)
and has to fulfill the boundary condition
∫ L
0
∆ρ′(z) dz =
∑
j
(
N∑
n=0
ψj(n)
)
∆βj = 0 (6.34)
or in matrix notation aT ·∆β = 0, where aj =
∑N
n=0 ψj(n). Note that the latter
boundary condition should be fulfilled automatically, since ∆F (0) ≡ 0 always
holds and hence
∑
n∆ρ
′
n = 0.
Taking a closer look at the inversion step described above reveals two short-
comings: Let us assume that In(qz) = Iobs(qz) holds for qz ∈ BG ≡ [−qG, qG].
Then ∆F (qz) and hence |∆F (qz)| will vanish for qz ∈ BG. The first problem is
that the projection onto the solution-space {ψj}Jj=0 does not necessarily preserve
|∆F (qz)| = 0. Secondly, even if the profile-modification was such that |∆F (qz)| =
0 holds on BG, it follows from the analyticity of F (qz), that any modification of
|F (qz)| outside BG will lead to a change of the phase of F (qz) inside BG. This is
also clear from inspection of the expression of the Hilbert-phase
φH(qz) = −2qz
pi
∫ +∞
0
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′ . (6.35)
It then follows, that due to the non-linear relation between F (qz) and the dynam-
ical reflectivity r(qz) for qz ∈ BG, a variation of arg{F (qz)} will in general lead
to a change of |r(qz)| and convergence of the iteration procedure is not guaran-
teed anymore. Therefore, the modification ∆ρ′ must be such that the dynamical
reflectivity r(qz) remains unchanged for qz ∈ BG.
For the efficient implementation of this constraint, and also with regard to fol-
lowing sections, a bases for expanding the profile difference ∆ρ, instead of its
derivative ∆ρ ′, will be derived.
3In the following, the profile’s derivative dρ(z)/dz = ∆ρn, see Eq. (6.24) , is denoted by ρ ′
and the change of the profiles derivative ∆( dρ(z)/dz) is denoted by ∆ρ ′.
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6.1.3 Eigendensities for the piecewise-constant density pro-
file
In the kinematical approximation the structure factor is equal to
F (q) =
∫ L
0
d
dz
ρ(z) exp(iqz) dz = iq
∫ L
0
ρ(z) exp(iqz) dz , (6.36)
where ρ(z) is given in units of the substrates density ρ∞. For a variation of the
profile ∆ρ(z) on [0, L] the quantity
∆F̂ (q) =
∆F (q)
iq
=
∫ L
0
∆ρ(z) exp(iqz) dz (6.37)
is band-limited and we wish to construct bases {ψk} and {Ψk} for the expansion of
∆ρ(z) and ∆F̂ (q), respectively. Note that the boundary condition
∫ L
0
∆ρ(z) dz =
0 is automatically fulfilled. For a piecewise-constant profile consisting of N slabs
of thickness d and density ρ(n), the profile variation ∆ρ(z) may be written as
∆ρ(z) =
N∑
n=1
∆ρ(n)H(1/2− |z/d− n+ 1/2|) , (6.38)
where H(x) denotes the Heaviside function and ∆ρ(n) is the variation of the
density in the n-th slab. The constraint of unit energy (see Eq. (6.9) ) becomes
d2
N∑
n=1
[∆ρ(n)]2 = 1 . (6.39)
As in section 6.1.1 we seek to maximize the energy E in the region of interest
[−Q,Q] defined by
E =
∫ Q
−Q
Ψ(q)Ψ∗(q) dq . (6.40)
The Fourier transform Ψ(q) of ∆ρ(z) is given by
Ψ(q) =
∫ L
0
∆ρ(z) exp(iqz) dz
=
N∑
n=1
∆ρ(n) exp
[
iqd(n− 1/2)] ∫ d/2
−d/2
exp(iqz) dz
= d sinc(qd/2)
N∑
n=1
∆ρ(n) exp
[
iqd(n− 1/2)] (6.41)
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where sinc(x) ≡ sin(x)/x. Inserting the latter equation in Eq. (6.40) yields
E =
∑
n,m
∆ρ(n)∆ρ(m)
∫ Q
−Q
exp
[
iqd(n−m)]d2 sinc2(qd/2) dq
=
∑
n,m
∆ρ(n)∆ρ(m)Sn,m(Q, d) (6.42)
with
Sn,m(Q, d) =
2
Q
{
fn,m+1(Qd) + fn,m−1(Qd)− 2fn,m(Qd)
}
(6.43)
and
fn,m(x) = x(n−m) Si
[
x(n−m)]+ cos [x(n−m)] , (6.44)
where Si(x) ≡ ∫ x
0
sinc(t) dt. Maximization of E requires ∂E/∂∆ρ(m) = 0 and
applying the constraint Eq. (6.39) leads to
∂
∂∆ρ(n)
(
E − λ d2
∑
n
[∆ρ(n)]2
)
= 0 (6.45)
from which the eigenvalue equation
1
d2
∑
m
Sn,m(Q, d)∆ρ(m) = λ∆ρ(n) (6.46)
follows. Since Sn,m(x) = Sm,n(x), the matrix S is hermitian and hence the eigen-
values λk and the eigenvectors ∆ρ̂k are real.
As an example, selected eigendensities ψk(z) and the moduli squared |Ψk(q)|2
of their Fourier transforms Ψk(q) are shown in Figures 6.3 and 6.4 for a density
profile consisting of 50 slabs of thickness d = 1 and with Q = 0.5, respectively.
The uppermost left panel in Fig. 6.3 depicts the eigenvalues λk on a linear scale
(right axis, filled circles) and on a logarithmic scale (left axis, open circles). The
λk decay rapidly at k = 50Qd/pi ≈ 8. For k = 18 the eigenvalue is ≈ 1.4 · 10−13.
The moduli squared of the Ψk are shown on a logarithmic scale in the left panels
of Fig. 6.4. The vertical dotted line represents Q = 0.5. For k < 8 the Ψk are
concentrated in the interval [−Q,Q] and only little power spectral density is out-
side that interval. For k  8, Ψk(q) vanishes almost on [−Q,Q], as shown in the
lowermost left panel for k = 18. The right panels depict the cumulative spectra
Σk(q) which are smooth and almost
4 equal to unity on [−Q,Q] for k > 9.
4The reason why Σk(q) does not converge to 1, but decreases slowly, is not investigated
further here.
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Figure 6.3: Eigendensities ψk(z) of a piecewise-constant density profile consisting
of 50 slabs of thickness d = 1 for Q = 0.5: The uppermost left panel depicts the
eigenvalues λk on a logarithmic scale (left axis, open circles) and on a linear scale
(right axis, filled circles). Around k = 50Qd/pi ≈ 8 the λk decay rapidly. The
corresponding Ψ-functions are shown in Fig. 6.4.
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Figure 6.4: Squared moduli |Ψk(q)|2 (left panels) and cumulative spectra Σk(q)
(right panels) for the eigendensities ψk(z) depicted in Fig.6.3: For k < 8, the |Ψk|2
are concentrated almost completely in [−Q,Q] (vertical dotted line), whereas for
k  8 only little energy falls into [−Q,Q]. The Σk(q) are smooth and almost
unity on [−Q,Q].
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6.1.4 Analytical expression for ∂R(qz)/∂ρn
Parratt’s formula for the calculation of the reflection coefficient R(qz) of a system
consisting ofN homogeneous layers of thickness d with density ρj is given by [105]:
Rj−1 =
rj +Rj exp(2ikz,jd)
1 + rjRj exp(2ikz,jd)
(6.47)
with
rj =
kz,j−1 − kz,j
kz,j−1 + kz,j
(6.48)
and kz,j =
√
k2z − 4piρj. dj = zj − zj−1 is the thickness of layer j. The partial
derivative of the reflectivity r = R0
∗R0 with respect to the density ρn of a layer
n is given by
∂
∂ρn
r =
∂R0
∂ρn
R0
∗ +R0
∂R0
∗
∂ρn
= 2<
{
∂R0
∂ρn
R0
∗
}
. (6.49)
With the introduction of the quantities
Pj = exp(2ikz,jd) (6.50a)
Aj = 1 + rjRjPj (6.50b)
Bj =
Pj
Aj
2 (1− r2j ) (6.50c)
Cj,n =
1
Aj
2
[
(1−Rj2Pj2) ∂rj
∂ρn
+Rj(1− rj2)∂Pj
∂ρn
]
, (6.50d)
the derivative of the reflection coefficient inside the layer j with respect to the
density ρn is given by
∂Rj−1
∂ρn
= Bj
∂Rj
∂ρn
+ Cj,n . (6.51)
The remaining non-zero partial derivatives in the latter equations are given by
∂Pn
∂ρn
= 2id
∂kz,n
∂ρn
Pn (6.52a)
∂rn+1
∂ρn
=
∂kz,n
∂ρn
2kz,n+1
(kz,n + kz,n+1)
2 (6.52b)
∂rn
∂ρn
= −∂kz,n
∂ρn
2kz,n−1
(kz,n−1 + kz,n)
2 (6.52c)
where ∂kz,n/∂ρn = −2pi/kz,n. From the above equations, it follows that for fixed n
all Cj,n vanish, except for Cn,n and Cn+1,n. From RN+1 = 0, i.e. no reflected wave
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comes from the substrate, one obtains the boundary condition ∂RN+1/∂ρn = 0.
Writing down the derivatives of the reflection coefficient in each layer j, one finds:
∂RN
∂ρn
=
∂RN−1
∂ρn
= . . . =
∂Rn+1
∂ρn
= 0 (6.53a)
∂Rn
∂ρn
= Cn+1,n ,
∂Rn−1
∂ρn
= Bn
∂Rn
∂ρn
+ Cn,n (6.53b)
∂Rn−2
∂ρn
= Bn−1
∂Rn−1
∂ρn
, . . . ,
∂R0
∂ρn
= B1
∂R1
∂ρn
(6.53c)
Rewriting the above equations in a more compact form, the derivative of the
reflection coefficient with respect to the density ρn becomes [29]
∂R0
∂ρn
=
(
BnCn+1,n + Cn,n
)
Dn , Dn =
n∏
l=1
Bl (6.54)
with D1 = 1. Since the calculation of the Jacobian matrix requires ∂R0/∂ρn for
n = 1, . . . , N , the coefficients Dn may be computed most efficiently in reverse
order, i.e. n = 0, 1, . . . , N , by making use of the relation Dn+1 = DnBn+1.
The computational cost of the above procedure for the calculation of the N ×N
Jacobian is of the order of O(N2), while the use of finite difference methods leads
to algorithms requiring O(N3) operations. Besides the gain of computation time,
this method provides the exact Jacobian and not an approximation.
6.1.5 Stabilization of the inversion step
The fact that the dynamical reflectivity r(qz) must remain constant for qz ∈ BG
under any variation dβ requires in first order approximation
drm ≡ dr(qz,m) =
J∑
j=1
∂rm
∂βj
dβj = 0 , 0 < m < G (6.55)
or in matrix notation J · dβ = 0. The elements of the Jacobian matrix J are
given by
Jmn =
∂rm
∂βn
= 2<
{
Rm
∂
∂βn
Rm
∗
}
. (6.56)
Instead of directly calculating latter equation, it is preferable to first calculate
Ĵmn =
∂rm
∂bl
(6.57)
via the recursive procedure presented in the previous section and then making
use of the relation
dbl =
∑
m
ψm(l) dβm (6.58)
92 Chapter 6. The new inversion algorithm
so that J = Ĵ ·P, where Pm,l = ψm(l) 5. The advantage is that the number of
computations involving trigonometric and exponential functions is reduced. It is
also preferable to consider the Jacobian
Jmn =
∂
∂βn
ln rm =
1
rm
∂
∂βn
rm , (6.59)
where we assume, that rm > 0. The construction of the normal equations
dr(qz) = 0 requires the calculation and inversion of the Jacobian matrix Jmn =
∂R(qm)/∂βn at each iteration step. Since the computational cost for the sin-
gular value decomposition of the Jacobian J is quite expensive6 a reduction of
the dimension is desirable. To do so, eigendensities {ψD,n} are constructed for
QD ≈ 4qc  Q. The ΨD,n corresponding to eigenvalues λD,n ≈ 0, will then have
a negligible impact on the dynamical reflection coefficient for |qz| < QD. It is
then sufficient to ask for JD · dβD = 0 so that one dimension of the Jacobian is
reduced by ND/N ≈ QD/Q. Let us define the two spaces
S = span{ψn}Nn=0 and SD = span{ψD,m}NDm=0 . (6.60)
S is the space of the eigendensities ψn with non-vanishing eigenvalues λn for
qz ∈ [−Q,Q] and SD is span by the eigendensities ψD,m, whose ΨD,m contribute to
the region of dynamical scattering [−QD, QD]. Their Fourier transformed spaces
are denoted by S˜ and S˜D, respectively. Next, consider some profile variation
∆ρ ∈ S given by
∆ρ(z) =
∑
n
ψn(z) dβn . (6.61)
The projection of ∆ρ on SD is equal to
PSD
{
∆ρ
}
=
∑
m
ψD,m(z) dβD,m where dβD,m =
∑
n
Wm,n dβn (6.62)
and
Wm,n =
∫ L
0
ψn(z)ψD,m(z) dz =
∑
k,l
ψn(l)ψD,m(k)B˜kl (6.63)
with B˜kl =
∫
Bk(z)Bl(z) dz. Since both, ψD,m and ψn, are either symmetric or
anti-symmetric, allWm,n with (m+n) odd are equal to zero so that the projection
of the even and odd parts can be performed separately.
5Note that the number of required multiplications can be reduced by a factor 2 when making
use of the symmetry properties of the ψm.
6The singular value decomposition of a N ×M matrix using the Golub-Reinsch algorithm
[61] requires 4N2M + 8NM2 + 9M3 operations.
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Let ∆F̂ (qm) ≡ ∆F (qm)/(iqm), where ∆F (qm) is the guessed difference of the
structure factor and let ∆F̂S˜ = PS˜
{
∆F̂
}
denote the projection of ∆F̂ onto S˜.
Up to now it was assumed that the derivative of density profile dρ(z)/dz has
compact support on [0, L]. This is a natural choice, because the surface of the
sample is, besides the beginning of the substrate, an appropriate choice for the
origin of the z-axis. Moreover, the concept of the impulse-response function g(t),
see Section 4.2, requires causality, i.e. ρ(z) = 0 for z < 0.
However, since the eigendensities are either even or odd with respect to L/2, it
is preferable to set the origin to L/2, i.e.
∆F̂ (qm)→ ∆F̂ (qm) exp(−iqmL/2) , (6.64)
so that the real and imaginary parts of ∆F̂ (qm) may be projected separately on
the spaces S˜e and S˜o that are spanned by the pure real and imaginary Ψn of the
even and odd ψn of S, respectively. Thus, from
∆F̂S˜ = PS˜
{
∆F̂
}
= PS˜e
{
<{∆F̂}}+ i PS˜o{={∆F̂}} (6.65)
one obtains the coefficients ∆βe and ∆βo. The projectors PS˜e and PS˜o are con-
structed by singular value decomposition of Ψn(qm), with n even and odd. Note,
if qc does not change, the grid {qm} remains unchanged and hence PS˜e and PS˜o
have to be computed only once.
Next, ∆F̂S is projected onto SD and the remaining part ∆F̂S−PSD
{
∆F̂S
}
can be
transformed directly to real space, since it does not affect the dynamical region:
dρD⊥(z) =
∑
n
ψn(z) dβn −
∑
m
ψD,m(z) dβD,m
=
∑
n
(
ψn(z)−
∑
m
Wm,nψD,m(z)
)
dβn . (6.66)
The fraction falling into the dynamical region, PSD
{
∆F̂S
}
, is then to be projected
onto the space fulfilling JD · dβD = 0: By Singular value decomposition, JD =
U ·Σ ·VT, one constructs the (right-side) null-space of the Jacobian,
N (JD) = span{vn}NDn=N (6.67)
with σn = Σnn <  for all n > N. vn denotes the n-th column vector of V. The
projection of dβD on N (JD) is given by
dβ̂D = PN (JD)
{
dβD
}
=
ND∑
n=Nε
(vn
T dβD)vn . (6.68)
Finally, one obtains the total profile modification dρ(z) = dρD(z) + dρD⊥(z)
with
dρD(z) =
∑
m
ψD,m(z) dβ̂D,m . (6.69)
The density profile for the next iteration is then given by ρn+1(z) = ρn(z)+ dρ(z).
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6.2 Smoothness
For d < pi/qz,max, the construction of a step-like profile from the structure factor
F (qz) given on [0, qmax] will not provide a unique solution because the system
of linear equations to solve is under-determined. Then additional constraints
are required to pick the desired profile from the solution space. Typically, one
expects the density profile to be smooth and non-oscillating, so that one seeks to
minimize the functional
Us =
∫ L
0
[
d
dz
ρ(z)
]2
dz , (6.70)
as proposed for example in Refs. [75][107][108][148]. The partial derivative of Us
with respect to some coefficient bk becomes
∂
∂bk
Us = 4bk − 2bk−1 − 2bk+1 . (6.71)
If the reflectivity corresponding to the density profile ρ(z) agrees already with the
experimental reflectivity robs(q) for |q| ≤ Q, then any variation dρ(z) reducing
the functional Us must not change the reflectivity on [−Q,Q]. Within kinematical
theory and assuming a density profile of thickness L this constraint becomes
d|Fn|2 =
∑
k
∂
∂bk
|Fn|2 dbk = 0 , n = 0 . . . N . (6.72)
where Fn = F (qn), qn = n (2pi/L). The partial derivative of |Fn|2 with respect to
some bk is equal to
∂
∂bk
|Fn|2 = 2<
{
Fn
∗ ∂
∂bk
Fn
}
(6.73)
where
F ∗n =
∑
m
bm
[
exp(−iqnzm−1)− exp(−iqnzm)
]
(6.74a)
∂
∂bk
Fn = exp(iqnzk−1)− exp(iqnzk) . (6.74b)
The functional Us is then minimized in the Null-space of the set of equations
given by Eq. (6.72) .
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Figure 6.5: Two ways of constructing a linear-graded density profile: In the left
panel the profile is built of slabs of constant density with thickness d in order to
model a linear transition layer of width d at each interface position ζn. The right
panel depicts the same profile but constructed by first order B-splines B1n. The
splines are of triangular form and centered at the positions zn.
6.3 Representation of the profile by a polygon
In the previous sections an inversion algorithm for x-ray reflectivity was devel-
oped, using a piecewise-constant density profile. The algorithm requires the cal-
culation of eigendensities for the expansion of the profile modification ∆ρ(z) and
the total differential dr(qz) of the reflectivity in dynamical theory with respect
to the coefficients βn of the expansion
∆ρ(z) =
∑
n
βnψn(z) . (6.75)
In this section, the density profile will be represented by a polygon, so that it is
continuous. In Figure 6.5, two different ways to describe such a density profile
are presented. The profile is represented by the thick solid line in both panels,
respectively. In the left panel, the profile is constructed by slabs of constant
electron density ρn and thickness d as indicated by the rectangles. The slabs are
centered at the positions zn. In order to model the polygon, a linear transition
of width d at the positions ζn between the layers n − 1 and n is assumed. The
density ρ(z) at a position z ∈ [zn−1, zn] is then simply given by
ρ(z) = ρn−1 +
ρn − ρn−1
d
(z − zn−1) . (6.76)
In the right panel of Figure 6.5 the polygon-profile is represented by first or-
der B-splines. For two reasons the B-spline representation is introduced here:
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First, results may be derived directly from the well-known properties of B-splines
[41][160]. Second, in the next Section, the profile will be represented by second
order B-splines.
In the following B1n(z) denotes the first order B-spline centered at the position
zn = nd. It is given by
B1n(z) =

Z − n+ 1 , Z ∈ [n− 1, n] ;
− Z + n+ 1 , Z ∈ [n, n+ 1] ;
0 , otherwise.
(6.77)
where Z = z/d. Expanded in first order B-splines, the polygon profile and its
derivative become
ρ(z) = ρ∞
N∑
n=1
bnB
1
n(z) and (6.78)
d
dz
ρ(z) =
ρ∞
d
N∑
n=1
(bn − bn−1)H(zn − z)H(z − zn−1) , (6.79)
respectively. The coefficients bn are equal to 0 for n ≤ 0 and equal to 1 for n > N ,
so that dρ(z)/dz vanishes for z /∈ [0, L]. The structure factor F (qz) is given by
F (qz) =
1
d
N∑
n=1
(bn − bn−1)
∫ zn
zn−1
exp(iqzz) dz
= exp(−iqzd/2) sinc(qzd/2)
N∑
n=1
(
bn − bn−1
)
exp(inqzd) . (6.80)
6.3.1 Modified Fresnel coefficients for the linear-graded
interface
Parratt’s formula for the calculation of the reflection of an system consisting of
N homogeneous layers of equal thickness d and density ρn is given by [105]:
Rn−1 =
rn +Rn exp(2ikz,nd)
1 + rnRn exp(2ikz,nd)
(6.81)
with
rn =
kz,n−1 − kz,n
kz,n−1 + kz,n
. (6.82)
kz,n =
√
k2z − 4piρn is the z-component of the wavevector inside the layer n.
For a gradient layer of arbitrary form the modified reflection coefficient r˜n (see
Section 2.2.2) is given by (see e.g. Refs. [30][155])
r˜n =
fn(kz,n + kz,n−1)
fn(kz,n − kz,n−1) rn , (6.83)
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with
fn(k) = exp(ikµn)
∫ ∞
−∞
Pn(z) exp(ikz) dz , (6.84)
where Pn(z) is the probability distribution function of the transition region and
µn =
∫
zPn(z) dz is mean position the n-th interface.
From the left panel in Figure 6.5 we see that the polygon profile can be represented
by a profile with constant densities and a linear interfacial gradient, corresponding
to a box-like probability distribution function of width d centered at µ = 0, i.e.
P (z) =
1
d
H(d/2− |z|) , (6.85)
where H(x) denotes the Heaviside function and d is the width of the box. Then
Eq. (6.84) becomes fn(k) = 2 sin(kd/2)/kd and hence
r˜n =
sin[(kz,n + kz,n−1) d/2]
sin[(kz,n − kz,n−1) d/2] rn
2 . (6.86)
For kz,n−kz,n−1 = 0, i.e ρn = ρn−1, one obtains r˜n = 0, since limx→0 sin(x)/x = 1.
The first order partial derivatives of r˜n with respect to ρn and ρn−1 are given by
∂
∂ρn
r˜n = 2
r˜n
rn
∂rn
∂ρn
− rn2 d sin(kz,n−1d)
cos[(kz,n−1 − kz,n)d]− 1
∂kz,n
∂ρn
(6.87)
∂
∂ρn
r˜n+1 = 2
r˜n+1
rn+1
∂rn+1
∂ρn
+ rn+1
2 d sin(kz,n+1d)
cos[(kz,n − kz,n+1)d]− 1
∂kz,n
∂ρn
. (6.88)
For kz,n → kz,n−1 one finds
lim
kz,n−1→kz,n
rn
2
cos[(kz,n−1 − kz,n)d]− 1 = −
2
(2kz,nd)2
(6.89)
and limkz,n−1→kz,n r˜n/rn = sinc(kz,nd). The reflection coefficient R(qz) of the en-
tire sample is then equal to R0 exp(−iqzd/2), where the phase-shift stems from
the displacement of the ζn relative to the zn.
Note, the calculation of the modified reflection coefficients r˜n via Eqs. (6.83) and
(6.84) is an approximation as discussed in Refs. [30] and [54]. The exact solution
for the reflection coefficient R(qz) may be obtained by solving the Schro¨dinger
equation: For a linear-graded profile, V (z) = bz + c, the time-independent
Schro¨dinger equation (see Eq. (4.2) ) has solutions of the form7
ψ(z) = C1Ai
[
α(z)
]
+ C2Bi
[
α(z)
]
, (6.90)
with α(z) = (bz + c)/(−b)2/3 and the Airy functions Ai(x) and Bi(x), see [6].
The constants C1 and C2 are then determined from the required continuity of
7The wavevector-transfer qz is included in the constant c.
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ψ(z) and its derivative dψ(z)/dz at the positions zn. However, in the following
we do not use the exact solution for the reflection coefficient for two reasons:
First, the use of the modified Fresnel coefficients fails only at small qz-values and
only if d, which is equal to the width of the interface, is too large. This does
not occur because d is typically of the order of a few A˚. Furthermore, even if
d was too large, then the r˜n may still be used by splitting the graded region in
two interfaces of width d/2 and twice applying Parratt’s formula. The second
reason for not using the exact solution is of practical nature: The effort for the
numerical evaluation of the Airy functions Ai(x) and Bi(x) is too high compared
to the fast calculation of sin(x).
6.3.2 Eigendensities for the linear-graded density profile
As in Section 6.1.3, it is assumed the density profile ρ(z) differs from the true
profile by ∆ρ(z), which in this section is represented by first order B-splines, i.e.
∆ρ(z) =
N−1∑
n=1
∆bnB
1
n(z) , (6.91)
Note that sum goes from 1 to N − 1, since ∆ρ(0) and ∆ρ(L) are equal to zero
and hence ∆b0 = ∆bN = 0. ∆ρ(z) has compact support on [0, L] and so one
considers the (bandlimited) function
Ψ(q) =
∆F (q)
iq
=
∫ L
0
∆ρ(z) exp(iqz) dz . (6.92)
Inserting Eq. (6.91) yields
Ψ(q) =
d
2
sinc2 (qd/2)
(
N−1∑
n=1
∆bn exp(inqd)
)
. (6.93)
Again, one seeks to maximize the energy E =
∫ Q
−QΨ
∗(q)Ψ(q) dq and inserting
Eq. (6.93) yields
E = d2
∑
n,m
∆bn∆bm
∫ Q
−Q
sinc4(qd/2) cos[qd(n−m)] dq
= 2 d2
∑
n,m
∆bn∆bmSn,m(Q) , (6.94)
where the integral Sn,m(Q) is given by
Sn,m(q) = 6fn−m(q)− 4fn−m+1(q)− 4fn−m−1(q)
+fn−m+2(q) + fn−m−2(q) (6.95)
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with
fj(q) =
j3
6d
(
−2cos(jqd)
(jqd)3
+
sin(jqd)
(jqd)2
+
cos(jqd)
jqd
+ Si(jqd)
)
. (6.96)
If the eigendensities ψn should fulfill the condition∫ ∞
−∞
[ψn(z)]
2 dz = 1 , (6.97)
then one finds ∫ ∞
−∞
[ψn(z)]
2 dz =
∑
n,m
∆bn∆bmB˜n,m , (6.98)
or in matrix notation ∆bT B˜∆b = 1, where B˜n,m denotes the overlap-integral
between two B-splines B1n(z) and B
1
m(z) and is given by
B˜n,m =
∫ ∞
−∞
B1n(z)B
1
m(z) dz =

2
3
d, m = n;
1
6
d, m = n± 1;
0, otherwise.
(6.99)
The matrix B˜ is positive definite and has band structure. For the maximum of
the energy one obtains under the use of a Lagrangian multiplicator λ
U = 2 d2
∑
n,m
∆bn∆bmSn,m(Q)− λ
∑
n,m
∆bn∆bmB˜n,m (6.100)
and minimization of U with respect to the ∆bn leads to the generalized eigenvalue
problem
2 d2
∑
n
∆bnSn,m(Q) = λ
∑
n
∆bnB˜n,m (6.101)
or in matrix notation S∆b = λ B˜∆b.
The main difference between this eigenvalue equation and that obtained for the
piecewise constant profile is, that here the matrix B˜ appears on the right-hand
side. In case of the piecewise constant profile, the basic functions are rectangles
of width d, which are the B-splines of first order. Then the overlap-integral∫
B1n(z)B
1
m(z) dz vanishes except for m = n so that B˜ = d
2
1 and hence
B˜∆b = d2∆b.
As an example, selected eigendensities ψk(z) and their Fourier transforms Ψk(q)
are shown in Figures 6.6 and 6.7 for a density profile consisting of 50 slabs of thick-
ness d = 1 and with Q = 0.5, respectively. The uppermost left panel in Fig. 6.6
depicts the eigenvalues λk of a linear scale (right axis, filled circles) and on a log-
arithmic scale (left axis, open circles). The λk decay rapidly at k = 50Qd/pi ≈ 8.
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Figure 6.6: Eigendensities ψk(z) of a linear-graded density profile consisting of
50 slabs of thickness d = 1 for Q = 0.5: The uppermost left panel depicts the
eigenvalues λk on a logarithmic scale (left axis, open circles) and on a linear scale
(right axis, filled circles). Around k = 50Qd/pi ≈ 8 the λk decay rapidly. The
corresponding Ψ-functions are shown in Fig. 6.7.
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Figure 6.7: Squared moduli |Ψk(q)|2 (left panels) and cumulative spectra Σk(q)
(right panels) for the eigendensities ψk(z) depicted in Fig. 6.6: For k < 8, the |Ψk|2
are concentrated almost completely in [−Q,Q] (vertical dotted line), whereas for
k  8 only little energy falls into [−Q,Q]. The Σk(q) are smooth and almost
unity on [−Q,Q].
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For k = 18 the eigenvalue is ≈ 1.4 · 10−13. The moduli squared of the Ψk are
shown on a logarithmic scale in the left panels of Fig. 6.7. The vertical dotted line
represents Q = 0.5. For k < 8 the Ψk are concentrated in the interval [−Q,Q]
and only little power spectral density is outside that interval. For k  8, Ψk(q)
vanishes almost on [−Q,Q], as shown in the lowermost left panel for k = 18. The
right panels depict the cumulative spectra Σk(q) which are smooth and converge
to unity on [−Q,Q] for k > 9.
6.4 Profile representation by second order B-
splines
In the previous sections two different sets of eigen-densities for the piecewise-
constant profile and the linear-graded profile, have been presented that can be
used for the iterative inversion algorithm. However, both cases do not fulfill an
important demand on the reconstructed densities profile – smoothness. Mathe-
matically this means that the density profile and its derivative have to be con-
tinuous.
In this section the profile is represented by second order B-splines which fulfill
this condition. An overview of their properties can be found in Refs. [41][159], for
example.
In the following, the second B-splines are denoted by B2n(z) and defined by
B2n(z) =

(Z − n+ 2)2/2 , Z ∈ [n− 2, n− 1];
− (Z − n+ 2)(Z − n− 1)− 3/2 , Z ∈ [n− 1, n];
(Z − n− 1)2/2 , Z ∈ [n, n+ 1];
0 , otherwise ,
(6.102)
where Z = z/d and d is the distance between the knots. The left panel of Figure
6.8 depicts some B-splines as defined above. The n-th B-spline B2n is centered
at zn− d/2 and extends from zn−2 to zn+1. The reason for using these shifted B-
splines is, that the density ρn at the position zn simplifies to ρn = ρ∞(bn+bn+1)/2.
A density profile ρ(z) built of second B-splines and with dρ(z)/dz supported on
[0, L], where L = Nd, is given by
ρ(z) = ρ∞
∑
n
bnB
2
n(z) , (6.103)
where bn ≡ 0 for n ≤ 2 and bn ≡ 1 for n ≥ N − 1. In the following a profile built
of second order B-splines is referred to as a BS2-profile. Its derivative is equal to
d
dz
ρ(z) =
ρ∞
d
∑
n
bn
[
B1n−1(z)−B1n(z)
]
, (6.104)
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Figure 6.8: Representation of the density profile by second order B-splines: The
n-th spline has support on [zn−2, zn+1] and its center is located at zn − d/2. For
the case depicted in the left panel, the reflection from the region [zn−1, zn] can
be calculated by one modified Fresnel coefficient r˜n, whereas the situation shown
in the right panel requires the splitting of the interval [zn−1, zn] in two intervals
[zn−1, ẑn] and [ẑn, zn].
where B1n(z) is the first order B-spline defined by Eq. (6.77) . For the structure
factor F (qz) of a BS2-profile one obtains from Eq. (6.104)
F (qz) =
1
d
∑
n
(bn+1 − bn)
∫ ∞
−∞
B1n(z) exp(iqzz) dz
= sinc2(qzd/2)
∑
n
(bn+1 − bn) exp(inqzd) . (6.105)
6.4.1 Modified Fresnel coefficient for the second order B-
spline profile
In this section the modified Fresnel coefficients r˜n for the calculation of the re-
flection coefficient R(qz) within dynamical scattering theory will be derived. Two
situations have to be distinguished. They are illustrated in Figure 6.8: In the first
case, depicted in the left panel, the density profile is monotonic on the interval
[zn−1, zn] and we can calculate r˜n by treating ρ(z) as a single transition layer.
But when ρ(z) has an extremum on [zn−1, zn] as shown in the right panel, the
interval has to be split and two modified Fresnel coefficients have to be calculated
to obtain the reflection from ρ(z) on [zn−1, zn]. This case is referred to as the
two-layer case.
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The single-layer case
For z ∈ [zn−1, zn], the profile is given by
ρ(z) = ρ∞
n+1∑
j=n−1
bjB
2
j(z) , (6.106)
which can be rewritten as
ρ(z) = ρ∞
(a1
2
Z2 + a2Z +
a3
2
)
(6.107)
where Z = z/d and
a1 = bn−1 − 2 bn + bn+1 (6.108a)
a2 = bn+1 − bn − na1 (6.108b)
a3 = (2n+ 1)bn − (2n− 1)bn+1 − n2a1 . (6.108c)
At the position zn the above equation simplifies to ρn = ρ∞(bn + bn+1)/2. If one
considers the region between zn−1 and zn as an interface of width d located at
ζn = zn − d/2 between two materials (n − 1) and n with densities ρn−1 and ρn,
respectively, then the function
pn(z) =
ρ(z)− ρn−1
ρn − ρn−1 (6.109)
describes this transition. It varies from 0 at zn−1 to 1 at zn and is equal to the
fraction of material n at the position z. The corresponding probability distribu-
tion Pn(z) =
d
dz
pn(z) is then given by
Pn(z) =
2
d2(bn−1 − bn+1)
[
a1(zn − z) + d(bn − bn+1)
]
(6.110)
for zn−1 ≤ z ≤ zn and 0 otherwise. The mean value of Pn(z) relative to ζn is
equal to
µn =
∫ zn
zn−1
(z − ζn)P (z) dz = d
6
a1
bn+1 − bn−1 . (6.111)
The function fn(k) defined by
fn(k) = exp(ikµn)
∫ zn
zn−1
Pn(z) exp
[
− ik(z − ζn)
]
dz , (6.112)
is needed for the calculation of the modified Fresnel coefficients r˜n−1,n. Carrying
out the integration yields
fn(k) =
{
2i
[
2 bn cos(kd/2)− bn−1 exp(ikd/2)− bn+1 exp(−ikd/2)
]
(bn−1 − bn+1)kd
+
4i a1 sin(kd/2)
(bn−1 − bn+1)(kd)2
}
exp(ikµn) (6.113)
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with the limit f(0) = 1. The modified reflection coefficient r˜n−1,n is then given
by
r˜n−1,n =
fn(kn−1 + kn)
fn(kn−1 − kn)rn = exp(−2iknµn)
gn(kn−1 + kn)
gn(kn−1 − kn) [rn−1,n]
3 (6.114)
where
gn(k) = a1kd cos(kd/2)−
[
2a1 − ikd(bn+1 − bn−1)
]
sin(kd/2) . (6.115)
Note that in the case a1 = 0, i.e. without quadratic term, one obtains µn = 0 and
gn(k) ∝ k sin(kd/2) so that r˜n reduces to that of the linear transition layer given
by Eq. (6.86) . Furthermore, the Parratt formalism has to be slightly modified to
account for the non-vanishing first moments µn of Pn(z) and becomes
Rn = exp(2iknZn)
r˜n,n+1 +Rn+1 exp(−2ikn+1Zn)
1 + r˜n,n+1Rn+1 exp(−2ikn+1Zn) , (6.116)
with Zn = ζn + µn.
The two-layer case
The above method for calculating the reflection coefficient from a B-spline inter-
face has limitations: First, when bn+1 = bn−1 6= bn holds, the function pn(z),
see Eq. (6.109) , describing the interface transition is undefined because then
ρn = ρn−1. Second, if either
bn > max(bn+1, bn−1) or bn < min(bn+1, bn−1) , (6.117)
then ρ(z) will have an extremum on [zn−1, zn]. The position zˆn of that extremum
is given by
zˆ = zn + d
bn − bn+1
a1
. (6.118)
The notation used in this section is given in the right panel of Fig. 6.8. In order to
calculate the reflection coefficient, the interval [zn−1, zn] is split into the intervals
I1 = [zn−1, zˆn] and I2 = [zˆn, zn]. The density at zˆn is equal to
ρˆn = ρ∞
(
bn
2
+
bn−1bn+1 − bn2
2a1
)
. (6.119)
The interface transition functions pn,1 and pn,2 are then given by
pn,1(z) =
ρ(z)− ρn−1
ρˆn − ρn−1 and pn,2(z) =
ρ(z)− ρˆn
ρn − ρˆn . (6.120)
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For the functions fn,1(k) and fn,2(k) one obtains
fn,1(k) = exp(−ikµn,1)
∫
I1
Pn,1(z) exp
[
− ik(z − ζn,1)
]
dz (6.121a)
fn,2(k) = exp(−ikµn,2)
∫
I2
Pn,2(z) exp
[
− ik(z − ζn,2)
]
dz , (6.121b)
where ζn,1 = (zn−1 + zˆn)/2 and ζn,2 = (zn + zˆn)/2 are the position and
µn,1 =
∫
I1
(z − ζn,1)Pn,1(z) dz = d
6a1
(bn − bn−1) (6.122a)
µn,2 =
∫
I2
(z − ζn,2)Pn,2(z) dz = d
6a1
(bn+1 − bn) (6.122b)
are the mean values of the probability distribution Pn,1/2(z) = dpn,1/2(z)/dz of
the respective sublayer. Explicit calculation fn,1(k) and fn,2(k) of yields :
fn,1(k) = C1
exp(ikµn,1)
k2
[
ηn,1 exp (−iηn,1)− sin (ηn,1)
]
(6.123a)
fn,2(k) = C2
exp(ikµn,2)
k2
[
ηn,2 exp (−iηn,2)− sin (ηn,2)
]
(6.123b)
where ηn,1 = −3kµn,1 and ηn,2 = −3kµn,2 and C1,2 are constants that do not
depend on k. The modified reflection coefficients are then given by
r˜n−1,n(1) = exp(−2ikˆnµn,1)gn,1(kn−1 + kˆn)
gn,1(kn−1 − kˆn)
[
rn−1,n(1)
]3
(6.124a)
r˜n−1,n(2) = exp(−2iknµn,2)gn,2(kˆn + kn)
gn,2(kˆn − kn)
[
rn−1,n(2)
]3
(6.124b)
where
gn,1(k) = ηn,1 exp (−iηn,1)− sin (ηn,1) (6.125a)
gn,2(k) = ηn,2 exp (−iηn,2)− sin (ηn,2) (6.125b)
and rn−1,n(1)(k) and rn−1,n(2)(k) are the Fresnel coefficients for a sharp interface
between two materials with the densities {ρn−1, ρˆn} and {ρˆn, ρn}, respectively.
The overall reflection from the region [zn−1, zn] is then obtained by twice applying
Parratt’s recursion formula as given by Eq. (6.116) .
Examples for reflectivities from second order B-spline profiles
Two examples for reflectivities from second order B-spline profiles are presented
in Figure 6.9. The right panels depict the density profiles. The upper profile is
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Figure 6.9: Comparison between reflectivities calculated with modified Fresnel
coefficients (lines) and by approximating the profile with thin slices of constant
electron density and thickness 0.1A˚ (open circles). Both reflectivities are virtually
indistinguishable. The corresponding density profiles are depicted on the right
side.
a smooth transition layer of width 100A˚, whereas the second example is a multi-
layered structure with large density variations inside the sample. In both cases
the thickness d was equal to 10A˚. The corresponding reflectivities (left panels)
have been calculated in two different ways: The reflectivities represented by the
open circles are obtained by subdividing the B-spline profile in thin layers of con-
stant electron-density and thickness 0.1A˚, which is sufficiently fine to obtain the
correct result within dynamical scattering theory for the depicted qz–region. The
reflectivities calculated using the modified Fresnel-coefficients for the B-splines
are shown as solid lines. Both curves are indistinguishable which shows that the
presented B-spline method is a powerful tool for calculating x-ray reflectivities in
dynamical theory.
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Remarks on the solution of the Schro¨dinger equation for the second
order B-spline profile
The reflection coefficient R(qz) from a density profile constructed by second order
B-splines may also be calculated by solving the Schro¨dinger equation. For a profile
V (z) = az2 + bz + c, the time-independent Schro¨dinger equation (see Eq. (4.2) )
has solutions for the form
ψ(z) = exp[−z(az + b)/2√a]
(
C1 1F1
[
α, 1/2, β(z)
]
+C2(2az + b) 1F1
[
1/2 + α, 3/2, β(z)
])
, (6.126)
where 1F1(x) denotes the hypergeometric confluent function of the first kind (see
e.g. [6]) and
α = 1/2 + (4ac− b2)/16a3/2 , β(z) = (2az + b)2/4a3/2 . (6.127)
The constants C1 and C2 are determined by the boundary conditions resulting
from the required continuity of the wave-field ψ(z) and its derivative dψ(z)/dz
at the positions zn. R(qz) may then be obtained by applying the matrix-transfer
method [5]. The poles of α and β(z) at a = 0, i.e. a linear profile, are handled by
making use of the asymptotic behavior limx→∞ 1F1(x) as given in Ref. [6], which
involves the Airy functions Ai(x) and Bi(x) – the solutions of the Schro¨dinger
equation for the linear graded profile.
Although the briefly sketched analytical solution is exact, we will not make use
of it because the modified Fresnel coefficients provide a sufficiently accurate ap-
proximation. Furthermore, the computational cost of the numerical evaluation
the above mentioned specials functions, 1F1(x), Ai(x) and Bi(x), is too high to
justify its use.
If anyhow, the width d of the B-splines is too large, the calculation of the re-
flection may become inaccurate. To overcome this problem, one may calculate
the reflection from a profile built of second order B-splines of width d/2. The
representation of a second order B-spline of width d, denoted8 by B2d(z −md),
by second order B-splines of width d/2, denoted by B2d/2(z −md), is given by
B2d(z −md) = 1
4
B2d/2
[
z −md− 3
4
d
]
+
3
4
B2d/2
[
z −md− 1
4
d
]
+
3
4
B2d/2
[
z −md+ 1
4
d
]
+
1
4
B2d/2
[
z −md+ 3
4
d
]
(6.128)
from which follows that a profile
ρ(z) =
M∑
m=0
bmB
2
d(z −md)
8This notation differs from that of the rest of the thesis: Here, the subscript gives the
grid-size d, whereas it gives the position of the spline elsewhere.
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may be reexpressed as
ρ(z) =
1
4
M+1∑
m=0
(bm + 3bm−1)B2d/2(z −md− 3d/4)
+ (3bm + bm−1)B2d/2(z −md− d/4) . (6.129)
Accelerated calculation of the reflection coefficient
Since the calculation of the reflection coefficient R(qz) within dynamical theory
turns out to be time-consuming compared to the case of the linear-graded and the
piecewise profile an acceleration is desirable. For sufficiently large wavevector-
transfers qz, say qz > 2qc, the so-called Weighted-Superposition Approximation
(WSA), see e.g. Refs. [65][171], yields highly accurate results. Within this approx-
imation the reflection coefficient is calculated via
R(qz) = 4pi
∫ L
0
1
qz(z)2
dρ(z)
dz
exp
[
i
∫ z
0
qz(Z) dZ
]
dz (6.130)
where qz(z) =
√
q2z − 16piρ(z), see also Eqs. (2.38) and (2.40). For the B-spline
profile the above formula is replaced by the sum over the intervals In = [nd, (n+
1)d]. The profile is of the form ρ(z) = ρ∞(αnz2 + βnz + γn) and the wavevector-
transfer is approximated by qz,n =
√
qz2 − 16piρ¯n, ρ¯n being the mean density on
In given by
ρ¯n = αnd
2
(
n2 + n+ 1/3
)
+ βnd
(
n+ 1/2
)
+ γn (6.131)
so that the reflection coefficient becomes
R(qz) = 4piρ∞
N−1∑
n=0
Pn(qz)
qz,n2
∫ (n+1)d
nd
(2αnz + βn) exp [iqz,n(z − nd)] dz (6.132)
where Pn(qz) =
∏n−1
l=0 exp(iqz,ld). Carrying out the integration yields
R(qz) = 4piρ∞
N−1∑
n=0
Pn(qz)
[
(An − iBn) exp(iqz,nd)− An
]
(6.133)
with
An =
2αn
qz,n4
− i 2αnnd+ βn
qz,n3
and Bn =
2αnd
qz,n3
. (6.134)
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6.4.2 Derivation of the partial derivatives ∂R(qz)/∂bj
To calculate the partial derivatives of the reflection coefficient R(q) with respect
to some parameter bj of a profile with second order B-spline representation
ρ(z) = ρ∞
∑
n
bnBn(z) ,
the formalism presented in Section 6.1.4 must be adapted. In Section 6.4.1 we
obtained
Rj = exp(2ikjZj)
r˜j,j+1 +Rj+1 exp(−2ikj+1Zj)
1 + r˜j,j+1Rj+1 exp(−2ikj+1Zj) , (6.135)
with Zj = ζj + µj. The quantities ζj and µj are defined in Section 6.4.1. The
partial derivative of the reflection coefficient Rj with respect to a coefficient bn is
then given by the recursion formula
∂
∂bn
Rj = Rj
∂
∂bn
(2ikjZj) +Qj
[
Bj
∂
∂bn
Rj+1 + Cj,n
]
, (6.136)
with
Qj = exp(2ikjZj) Pj = exp(−2ikj+1Zj)
Aj = 1 + r˜j,j+1Rj+1Pj Bj = (1− r˜ 2j,j+1)Pj/A2j
(6.137)
and
Cj,n =
1
Aj
2
[
(1−Rj+12Pj2)∂r˜j,j+1
∂bn
+Rj+1(1− r˜ 2j,j+1)
∂Pj
∂bn
]
. (6.138)
The modification of bn changes the profile on the interval [zn−2, zn+1], thus, af-
fecting only those reflection coefficients r˜j,j+1 with j ∈ {n − 2, n − 1, n}. The
partial derivatives ∂Pj/∂bn are equal to zero for j /∈ {n − 2, n − 1}. Then, for
fixed n, all coefficients Cj,n vanish, except for Cn−2,n, Cn−1,n and Cn,n, so that
Eq. (6.136) simplifies to ∂Rj/∂bn = 0 for j > n and
∂
∂bn
Rj = QjBj+1
∂
∂bn
Rj+1 for j < n− 2 . (6.139)
Carrying out the recursion up to n = 0, one obtains
∂
∂bn
R0 = Dn
∂
∂bn
Rn−1 where Dn =
n∏
l=1
QlBl+1 . (6.140)
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In contrast to the case of the step-like profile and the linear-graded profile, the
non-vanishing partial derivatives ∂r˜n/∂bj are not derived in analytical form. In-
stead, they are calculated numerically using finite difference methods of first
order,
∂
∂bn
Rn−1 =
Rn−1(bn + )−Rn−1(bn)

, (6.141)
where Rn−1(bn) is known and Rn−1(bn + ) is obtained by triple recursion of the
Parratt algorithm as given by Eq. (6.135) , starting from Rn+1.
This decision is justified by the fact that the main profit, namely the fast cal-
culation of the Jacobian matrix, results from avoiding the O(N2) operations via
the recursion given by Eq. (6.140) . Furthermore, due to the complexity of the
analytical expressions for the above-mentioned derivatives, the use of finite dif-
ference methods is not expected to lead to a significant loss in speed.
When using the WSA for the calculation of the reflection coefficient, the partial
derivatives simplify significantly and may calculated analytically. The explicit
formulae for ∂R(q)/∂bn are derived in Appendix A.2.
6.4.3 Eigendensities for the second order B-spline profile
The calculation of the eigendensities is performed analogous to Sections 6.1.3
and 6.3.2: We want to obtain the eigendensities for a profile variation with
compact support on [0, L], where L = Nd. From the boundary conditions
∆ρ(0) = ∆ρ(L) = 0 follows that ∆b0, ∆b1 and ∆bN must be equal to zero,
so that ∆ρ(z) is given by
∆ρ(z) =
N−1∑
n=2
∆bnB
2
n(z) (6.142)
and the Fourier-transform of ∆ρ(z) becomes
Ψ(q) =
∆F (q)
iq
=
∫ ∞
−∞
∆ρ(z) exp(iqz) dz
=
d
4
sinc3
(
qd
2
)
exp(−iqd/2)
(
N−1∑
n=2
∆bn exp(inqd)
)
. (6.143)
We seek to maximize the energy E =
∫ Q
−QΨ
∗(q)Ψ(q) dq. Inserting the above
equation yields
E =
d2
16
∑
n,m
∆bn∆bm
∫ Q
−Q
sinc6(qd/2) cos[qd(n−m)] dq
=
d2
8
∑
n,m
∆bn∆bmSn,m(Q) . (6.144)
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The elements of the matrix Sn,m(Q) are given by
Sn,m(Q) = fn−m+3(Q) + fn−m−3(Q)− 6 [fn−m+2(Q) + fn−m−2(Q)]
+15 [fn−m+1(Q) + fn−m−1(Q)]− 20fn−m(Q) (6.145)
with
fj(Q) =
j5
60
[
24
cos(jQd)
(jQd)5
− 6sin(jQd)
(jQd)4
− 2cos(jQd)
(jQd)3
+
sin(jQd)
(jQd)2
+
cos(jQd)
jQd
+ Si(jQd)
]
. (6.146)
Again, the eigenvectors should have unit norm, i.e.∫ ∞
−∞
[ψn(z)]
2 dz =
∑
n,m
∆bn∆bmB˜n,m = 1 (6.147)
or in matrix notation ∆bT B˜∆b = 1. The elements of the matrix B˜ are given
by
B˜n,m =
∫ ∞
−∞
Bn(z)Bm(z) dz =

11
20
d, m = n;
13
60
d, m = n± 1;
1
120
d, m = n± 2;
0, otherwise.
(6.148)
The matrix B˜ is positive definite and has band structure. For the minimization
of the energy E subject to the constraint ‖ψ(z)‖ = 1, we define the functional
U = 2 d2
∑
n,m
∆bn∆bmSn,m(Q)− λ
∑
n,m
∆bn∆bmB˜n,m (6.149)
with the Lagrangian-Multiplicators λ. Minimization of U with respect to the
coefficients ∆bn leads to the generalized eigenvalue–problem
2 d2
∑
n
∆bnSn,m(Q) = λ
∑
n
∆bnB˜n,m (6.150)
or in matrix notation S∆b = λ B˜∆b from which the (N − 2) eigendensities ψk
with eigenvalues λk are obtained.
As an example, selected eigendensities ψk(z) and their Fourier transforms Ψk(q)
are shown in Figures 6.10 and 6.11 for a density profile consisting of 50 slabs
of thickness d = 1 and with Q = 0.5, respectively. The uppermost left panel
in Fig. 6.10 depicts the eigenvalues λk of a linear scale (right axis, filled circles)
and on a logarithmic scale (left axis, open circles). The λk decay rapidly at
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Figure 6.10: Eigendensities ψk(z) of a second-order B-spline profile consisting of
50 slabs of thickness d = 1 for Q = 0.5: The uppermost left panel depicts the
eigenvalues λk on a logarithmic scale (left axis, open circles) and on a linear scale
(right axis, filled circles). Around k = 50Qd/pi ≈ 8 the λk decay rapidly. The
corresponding Ψ-functions are shown in Fig. 6.11.
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Figure 6.11: Squared moduli |Ψk(q)|2 (left panels) and cumulative spectra Σk(q)
(right panels) for the eigendensities ψk(z) depicted in Fig.6.10: For k < 8,
the |Ψk|2 are concentrated almost completely in [−Q,Q] (vertical dotted line),
whereas for k  8 only little energy falls into [−Q,Q]. The Σk(q) are smooth
and almost unity on [−Q,Q].
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k = 50Qd/pi ≈ 8. For k = 18 the eigenvalue is ≈ 9 · 10−14. The moduli squared
of the Ψk are shown on a logarithmic scale in the left panels of Fig. 6.11. The
vertical dotted line represents Q = 0.5. For k < 8 the Ψk are concentrated in the
interval [−Q,Q] and only little power spectral density is outside that interval.
For k  8, Ψk(q) vanishes almost on [−Q,Q], as shown in the lowermost left
panel for k = 18. The right panels depict the cumulative spectra Σk(q) which are
smooth and converge to unity on [−Q,Q] for k > 9.
Remarks on the solution of the eigenproblems
At this point some remarks on the computation of the eigenvalues and the eigen-
vectors will be made.
Since the matrices S and B˜ are both real and symmetric Toeplitz matrices, the
matrix B˜−1S is centrosymmetric. It then follows, see e.g. [165], that its eigen-
vectors are either symmetric or skew-symmetric. For large N the eigenvalues are
clustered at 1. Then for two eigenvalues λn + ε = λm, where ε is close to the
machine-precision, if ψn and ψm are eigenvectors of B˜
−1S, any linear combination
aψn + bψm, a
2 + b2 = 1, will also be an eigenvector within machine-precision.
For the piecewise-constant profile this problem does not arise, because the clus-
tering of the eigenvalues is not very strong. But for the linear-graded profile
and for the second order B-spline profile, the clustering of the eigenvalues is very
strong and it was found, that for N & 200 the eigenvectors do not obey the de-
sired symmetry properties anymore. To give an example, the eigenvalue spectra
for the case N = 300, d = 1A˚ and Q = 1A˚−1 have been calculated for the three
types of eigenproblems. They are shown in Fig. 6.12. The decay of the the eigen-
values of the piecewise-constant eigendensities is clearly visible in the left panel,
whereas the other two seem to be almost constant at 1. The right panel de-
picts the spectra around 1, now the decay of the eigenvalues of the linear-graded
eigenproblem is clearly visible, but those of the second order B-spline case are
still almost unity. This is not unexpected, since the side-lobes of the function
sinc(qd/2)l decay faster as the degree l of the used B-spline increases and hence
the concentration of energy in the band [−Q,Q] increases.
The eigenvalue problems have been solved using the standard linear algebra
package LAPACK [2]. One limiting factor is the precision of the routine for
the computation of the sine integral Si(x). It turns out that the use of stan-
dard routines with 16-digit precision leads to numerical instabilities resulting in
eigenvalues λk < 0 or λk > 1, which is wrong since by definition λk ∈]0, 1[. This
problem was overcome by using an extended precision library [3] providing ≈ 33
digits of precision.
The problem due to the clustering of the eigenvalue around one is handled by
transforming the original eigenvalue-problem to
T · bn = µnbn (6.151)
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Figure 6.12: Eigenvalue spectra for the piecewise-constant (triangles), the linear-
graded (circles) and the second order B-spline (crosses) eigendensities calculated
for the case N = 300, d = 1.0A˚ and Q = 1.0A˚−1. They decay at k = 300/pi ≈ 94.
The eigenvalues of the piecewise-constant eigendensities are little clustered (left
panel), whereas those of the second order B-spline eigendensities are strongly
clustered at 1 (right panel). The eigenvalues for the linear-graded profile are less
clustered (right panel). The dotted line represents λk = 1. For clarity only every
second eigenvalue is shown.
where T =
(
S − σB˜)−1 · B˜, σ ≈ 1 + ε and µn = 1/(λn − σ). ε is some small
positive number. Note that S−σB˜ is a Toeplitz matrix so that the computation
of its inverse can be done quite efficiently, see e.g. [61][157].
In the following it is assumed that T∈R2M×2M with M ∈N. In order to enforce
the afore-known symmetry and skew-symmetry of the eigenvectors, the matrix
T is written as
T =
[
C J ·D · J
D J ·C · J
]
, (6.152)
where J, C, D∈RM×M . J denotes the exchange matrix whose elements are equal
to 1 on the anti-diagonal and zero otherwise and J ·D · J is equal to D rotated
by 180◦. The eigenvectors bn are reexpressed by a vector a ∈ RM and the matrix
J so that Eq. (6.151) takes the form
T
[
a
±J · a
]
= µ
[
a
±J · a
]
(6.153)
for the symmetric (+) and the skew-symmetric (−) case, respectively. Making
use use the relation J · J = 1 above eigenproblems become
(C± J ·D) a = µ a (6.154)
for the symmetric (+) and the skew-symmetric (−) case, respectively. Note that
by splitting the eigenproblem in two eigenproblems for the symmetric and skew-
symmetric eigenvectors, respectively, the clustering of the eigenvalues in the orig-
inal eigenproblem has also been relaxed. However, this method is only suitable
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for computing the eigenvalues/eigenvectors near the shift σ, because the matrix
C ± J ·D in Eq. (6.154) is non-symmetric and so the computed eigenvalues be-
come complex, which is evidently false.
Therefore, the eigenvectors of the non-clustered eigenvalues, say λn < 0.999, are
computed by solving the standard-eigenvalue problem
B˜−1S · bn = λnbn . (6.155)
Less effort is spent in the computation of the non-resonant eigendensities ψnr(z).
When using Eq. (6.155) the ψnr(z) do not possess any symmetry properties
because their eigenvalues are clustered at 0. However, they are still quasi-
orthonormal, i.e. ∣∣∣∣∫ L
0
ψnrn (z)ψm(z) dz
∣∣∣∣ . 10−14 (6.156)
holds for arbitrary m and n, which is sufficiently accurate.
6.5 Connection between the different types of
profile representation
In the previous sections three types of density profiles, piecewise constant, linear-
graded and second order B-spline, have been considered and the respective eigen-
problems to obtain the eigendensities for the solution of the linear inverse problem
have been derived. In this section the different approaches will be compared and
conclusion for the application will be drawn.
Recall that the structure of a profile built of B-splines of order l is given by
Fl(q) = exp(iZq)Gl(q)F1(q) (6.157)
where exp(iZq) is an arbitrary phase shift and
F1(q) =
N∑
n=0
(bn+1 − bn) exp(inqd) (6.158)
is the structure factor of the piecewise constant profile and the function
Gl(q) = sinc
l−1(qd/2) (6.159)
accounts for the degree l of the used B-spline. Since Gl(q) ∈ R, φG(q) = jpi,
j ∈ N, and hence all B-spline profiles with the identical coefficients bn have the
phase φpc(q) of the piecewise-constant profile. Moreover, since Gl(Q) with l > 1
has only zeros on the real axis located at |qz| = n2pi/d, n ∈ N+, all these profiles
have identical zeros apart from those of Gl(Q), which are known beforehand.
Note that the zeros on the real axis do not introduce additional ambiguities to
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Figure 6.13: Comparison of the reflectivities from a piecewise-constant profile
and a profile built of second order B-splines: The left panels show the density
profiles and the right panels depict the reflectivities. Multiplying the reflectivity
of the piecewise constant (dashed line) profile by sinc4(qzd/2) yields a reflectivity
(symbols) that is virtually indistinguishable from that of the second order B-spline
profile (solid line).
the phase-problem and hence do not cause any problems, as discussed in Section
3.2.
Above observations can be extended to dynamical scattering theory, provided
that qc  pi/d holds. Two examples are given in Figure 6.13: The left panels de-
pict the piecewise constant profiles (dashed lines) and the second order B-splines
profiles (solid lines), constructed from the same coefficients bn. The right panels
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show the respective reflectivities. The dotted lines represent the reflectivities of
the piecewise constant profile, but multiplied by sinc4(qzd/2). They agree very
well with those of the second order B-spline profiles. A further improvement may
be achieved by using the function
Gl(qz) = H(qc − |qz|) +H(|qz| − qc) sincl−1(qd/2) , (6.160)
where q =
√
q2z − q2c accounts for non-linear effects. The phase of the respective
reflection coefficients of the second example are presented in the left panel of Fig.
6.15 and they are in excellent agreement.
Thus, if we wish to analyze a reflectivity r(q) given on [−Q,Q], we have two
possibilities. Let us assume that we would like to obtain a second order B-spline
profile. Then, the first possibility is to analyze rˆ(q) = r(q)/|Gl(qz)|2 instead
of r(q) using the eigendensities of the piecewise-constant profile. The resulting
coefficients bn should then be such that the respective second order B-spline profile
corresponds to a reflectivity r(qz). The second possibility is to analyze r(q) using
the piecewise-constant eigendensities and then to convert the obtained profile
into a second order B-spline profile. Using Eqs. (6.157) – (6.159), the conversion
can be performed straightforward by solving the set of linear equations
S(qm) =
N∑
n=1
bn exp(inqmd) (6.161)
with
S(qm) =
F 1(qm) sinc
1−l(qmd/2) exp(−iZqm)− exp(iqmL)
−2i sin(qmd/2) exp(−iqmd/2) . (6.162)
The upper two panels in Fig. 6.14 give an example for the conversion of a
piecewise-constant profile into a second order B-spline profile. Given is the
piecewise-constant profile shown in the right panel (thin line). The corresponding
reflectivity is represented by the symbols in the left panel. The obtained second
order B-spline profile (thick line, right panel) is smooth and the reflectivity (solid
line, left panel) agrees up to qz = 0.5A˚
−1, but decays much faster at larger qz-
values.
It should be emphasized that, the different (finite-dimensional) sets of eigendensi-
ties do not form a complete basis for the space they have support on. For example,
a simple step-like profile ρ(z) = ρ∞H(z) can not be expanded in higher-order B-
splines. More generally, since the structure factor is an analytical function, two
different profiles can not have identical structure factors on some domain9. Thus,
the solution b obtained from Eqs. (6.161) and (6.162) is actually the least-square
solution of ‖S(qm)−
∑
n bn exp(inqmd)‖.
9The trivial case ρ(z) ≡ 0 for all z is excluded.
120 Chapter 6. The new inversion algorithm
Figure 6.14: Conversion of piecewise-constant profiles in second order B-spline
profiles: In the upper example the roughness of the internal interfaces is 10A˚ and
8A˚, respectively. The lower right panel depicts the conversion of a profile with
sharp interfaces (both σ = 1A˚). The intrinsic roughness of the second order B-
splines with grid d = 2piA˚ is too large to obtain a non-oscillating profile around
the sharp interfaces.
In general, we expect the profile to be smooth and non-oscillating. This re-
quires that the basis functions must have an intrinsic roughness smaller than
that corresponding to the asymptotic behavior of the reflectivity. Consider, for
example, a substrate with gaussian roughness σ. Its structure factor is given by
FDW (qz) ∝ exp(−qz2σ2/2). The structure factor of an interface given by a single
B-spline of degree l is FBS(qz) ∝ sincl−1(qzd/2). From the respective expansions
of the structure factors for small qz,
FDW (qz) ≈ 1− σ2/2 qz2 +O(qz4) (6.163a)
FBS(qz) ≈ 1− (l − 1)d2/24 qz2 +O(qz4) , (6.163b)
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we see that d  √12/(l − 1)σ must hold in order to describe the gaussian in-
terface properly. In the second example depicted in Fig. 6.14, the roughness of
two internal interfaces has been reduced – from 10A˚ and 8A˚ to 1A˚ for both.
Since d = 2pi A˚ √6 A˚, strong oscillations show up at the sharp interfaces of the
obtained second order B-spline profile. From this follows that if the reflectivity
r(qz) is only known up to qmax < pi/d, then the non-resonant eigendensities,
i.e. those with vanishing eigenvalues, have to be involved to reduce the oscilla-
tions in the density profile by making use of the functional Us given in Section 6.2 .
The extension of the presented method for the calculation of the reflection
coefficient and the construction of the eigendensities can be easily extended to
higher order B-splines. If the B-splines are of degree m, the profile can have up
to m− 1 extrema on an interval [zn−1, zn]. The reflection from that interval may
then be calculated by splitting it as described in Section 6.4.1 for the case m = 2.
The respective eigenproblems can be stated straightforward by comparison of
the respective formulae for the linear-graded and the second order B-spline case.
Although higher order B-spline profiles possess smooth higher-order derivatives,
their disadvantages predominate: All calculations performed in dynamical scat-
ting theory will be much more time-consuming compared to those for the lower
order B-spline profiles. Furthermore, the computation of the eigendensities will
be complicated by the stronger clustering of the eigenvalues at 1. Thus, their use
does not seem to be justified.
6.6 Computation of the Hilbert-phase of a B-
spline profile
Let us assume that we obtained a profile whose reflectivity agrees with the mea-
sured one. To investigate the influence of the zeros of the reflection coefficient on
this profile, the Hilbert-profile is required.
6.6.1 The Hilbert-phase of a B-spline profile
From the discussion of the last section it follows that for the calculation the
Hilbert-phase of a B-spline profile, it is sufficient to calculate that of the corre-
sponding piecewise constant profile. In the following F (q) denotes the structure
factor of the piecewise-constant profile.
Since
F (q) =
N∑
n=0
(bn+1 − bn) exp(inqd)
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Figure 6.15: Phases for the lower example presented in Fig. 6.13 . Left side:
Phases of the piecewise constant and the second order B-spline profile. Right
side: True phase of the structure factor F (qz) and the corresponding Hilbert-
phase obtained from Eq. (6.166) .
is periodic, i.e. F (q) = F (q+2Qn), where Q = pi/d and n ∈ Z, the Hilbert-phase
may be written as
φH,pc(qz) = −qz
pi
∫ ∞
−∞
ln |F (q′)| − ln |F (qz)|
q′2 − qz2 dq
′
= −qz
pi
∫ Q
−Q
ln
∣∣∣∣F (q′)F (qz)
∣∣∣∣ ∞∑
n=−∞
1
(q′ + 2Qn)2 − qz2 dq
′ (6.164)
Substitution of q′ = 2Qa and qz = 2Qb and making use of the relation
f(a, b) =
b
pi
∞∑
n=−∞
1
(a+ n)2 − b2 =
cos (pib) sin (pib)
cos2(pib)− cos2(pia) (6.165)
the Hilbert-phase becomes
φH,pc(qz) = − 1
Q
∫ Q
0
ln
∣∣∣∣F (q′)F (qz)
∣∣∣∣ f ( q′2Q, qz2Q
)
dq′ , (6.166)
where the singularity of f(a, b) at b = ±a is removed by ln |F (q′)/F (qz)|. It is
worth noting that it is sufficient to calculate φH,pc(qz) for qz ∈ [0, Q], because of
the symmetry property φH,pc(−qz) = −φH,pc(qz) and the 2Q-periodicity, that is
φH,pc(qz + 2Qn) = φH,pc(qz), n ∈ N. The right panel in Figure 6.15 depicts the
Hilbert-phase obtained from the profiles of the second example in Fig. 6.13 using
Eq. (6.166) and the phase of their structure factors F (qz). Both phases agree
perfectly. It is worth noting that no additional phase-shift exp(iqz∆) is required
to obtain the depicted Hilbert-phase, in contrast to the Hilbert-phases presented
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in the Section 3.1.3.
To calculate the Hilbert-phase within dynamical scattering theory,
φH,dyn(qz) = φF (qz)− 2qz
pi
∫ ∞
0
ln f(q′)− ln f(qz)
q′2 − q2z
dq′ , (6.167)
where f(qz) = r(qz)/rF (qz) and φF (qz) is the phase of the Fresnel reflection
RF (qz), the integral is split: The first integral extends over the qz-region domi-
nated by dynamical scattering effects and for the second integral the kinematical
approximation is assumed to be valid:
φH,dyn(qz) = φF (qz)− 2qz
pi
(∫ Q(Nd)
0
+
∫ ∞
Q(Nd)
)
ln f(q′)− ln f(qz)
q′2 − q2z
dq′ (6.168)
where
Q(n) =
√
(2n− 1)2Q2 + q2c (6.169)
Q = pi/d and Nd is chosen sufficiently large so that
r(qz) ≈ rF (qz)|F (q)|2 , (6.170)
q =
√
q2z − q2c , holds for qz ≥ Q(Nd). The first integral is solved by numerical
integration and by making use of Eq. (6.170) the second integral, in the following
denoted by φ̂(qz), becomes
φ̂(qz) = −2qz
pi
∫ ∞
Q(Nd)
ln |F (√q′2 − q2c )|2 − ln f(qz)
q′2 − q2z
dq′ (6.171)
and a change of variables, ζ =
√
q′2 − q2c , leads to
φ̂(qz) = −2qz
pi
∫ ∞
(2ND−1)Q
ln |F (ζ)|2 − ln f(qz)
ζ2 + q2c − q2z
ζ√
ζ2 + q2c
dζ . (6.172)
Splitting the interval [(2ND − 1)Q,∞] into intervals [(2n− 1)Q, (2n+ 1)Q], n =
ND, . . . ,∞, yields
φ̂(qz) = −2qz
pi
∫ +Q
−Q
[
ln |F (ζ)|2 − ln f(qz)
]
S(ζ, qz, qc) dζ (6.173)
with
S(ζ, qz, qc) =
∞∑
n=ND
1
(ζ + 2Qn)2 + q2c − q2z
ζ + 2Qn√
(ζ + 2Qn)2 + q2c
. (6.174)
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Since qc  ζ + 2Qn, we approximate the last term by its series expansion10 and
obtain
S(ζ, qz, qc) ≈
∞∑
n=ND
1
(ζ + 2Qn)2 − (q2z − q2c )
(
1− 1
2
(
qc
ζ + 2Qn
)2)
. (6.175)
The above expression can be solved analytically by making use of the formulae
S1(a, b) =
∞∑
n=ND
1
(a+ n)2 − b = −
1
2
√
b
g(a, b) (6.176)
S2(a, b) = −
∞∑
n=ND
1(
(a+ n)2 − b) (a+ n)2 = 12b√bg(a, b) + Ψ1(ND + a)b (6.177)
where g(a, b) is given by
g(a, b) = Ψ(ND + a−
√
b)−Ψ(ND + a+
√
b) (6.178)
and Ψ0(x) =
d
dx
Γ(x)/Γ(x) is the digamma function and Ψ1(x) =
d
dx
Ψ0(x) is the
first polygamma function, see e.g. [6]. For b = 0, i.e. qz = qc, the above sums
simplify to
S1(a, 0) = Ψ1(ND + a) and S2(a, 0) =
1
6
Ψ3(ND + a) , (6.179)
where Ψ3(x) =
d3
dx3
Ψ0(x). Finally, Eq. (6.175) becomes
S(ζ, qz, qc) ≈ 1
4Q2
[
S1
(
ζ
2Q
,
q2z − q2c
4Q2
)
+
q2c
8Q2
S2
(
ζ
2Q
,
q2z − q2c
4Q2
)]
. (6.180)
Note that the digamma function Ψ(x) has poles at −1,−2, . . .. Thus, the sta-
ble calculation of the above formula requires positive arguments for Ψ(x) in
Eq. (6.178) so that ND should be sufficiently large compared to qz.
To illustrate the difference between calculating the Hilbert-phase by simply trun-
cating the integral, the Hilbert-phase of the dynamical reflection coefficient for
the second example in Fig. 6.13 is shown in Fig. 6.16: The upper panel shows the
correct phase of the reflection coefficient (solid line) calculated from the density
profile. The symbols represent the Hilbert-phase obtained by integrating over
the limited interval [0, Q(ND)] with ND = 2. The value for qc was estimated
11
from the reflectivity to be approximately 0.045A˚−1 so that the integration was
performed up to ≈ 1A˚−1 which is twice as far as the depicted qz-region. It can be
101/
√
1 + x ≈ 1− x/2 for x 1.
11The qc may also be obtained from the condition φH(q) = 0 for q =
√
(nQ)2 + q2c , n ∈ N+,
which follows from the 2Q-periodicity of F (qz) and F (−qz) = F (qz)∗.
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Figure 6.16: Calculation of the Hilbert-phase of the dynamical reflectivity from a
piecewise-constant density profile: The corresponding reflectivity and the density
profile are depicted in the lower panels in Fig. 6.13. The Hilbert-phase obtained
by truncating the integration in Eq. (6.167) at ≈ 1A˚−1 (open circles) differs from
the exact Hilbert-phase (solid line). The correction term S(ζ, qz, qc) calculated
via Eq. (6.180) is represented by the dashed line, shifted by −3/2pi for clarity.
Inclusion of this correction term results in the Hilbert-phase (open triangles,
shifted by −pi) that is in excellent agreement with the exact Hilbert-phase.
seen that the calculated Hilbert-phase begins to deviate from the exact solution
at ≈ 0.25A˚−1. The dashed line, shifted by −3/2pi for sake of clarity, represents
the phase-correction φ̂(qz) calculated by Eq. (6.168) with qc and ND as given
above. By including this phase-correction one obtains a Hilbert-phase (open tri-
angles) that is in excellent agreement with the exact Hilbert-phase (solid line).
Note again, that no additional phase-factor was required to obtain the depicted
Hilbert-phase.
Now, that we are able to calculate Hilbert-phase to the reflectivity of a B-spline
profile ρ(z), we can use inverse methods of dynamical scatting theory to obtain
the Hilbert-profile ρH(z). This will be done in the next section.
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6.6.2 Computation of the Hilbert-profile for B-spline pro-
files
The input quantity of the layer-stripping method is the impulse response function
g(t). In the following, its sine representation is used
g(t) = − 2
pi
∫ ∞
0
={R(q)} sin(qt) dq . (6.181)
The reason for choosing the sine transform is that g(0) = 0 is always fulfilled and
that the use of the sine transform reduces the ringing due to Gibbs’ phenomenon
for profiles with a discontinuity at z = 0, such as the piecewise-constant profile.
If the scattering potential is of extent L then g(t) must be known for 0 ≤ t ≤ 2L.
At this point we give some details on the layer-stripping technique [122] that was
already mentioned in Section 4.2. If the density profile is of extent L and wanted
on the discrete grid zˆ = i∆z, i = 0, . . . , N with N∆z = L then g(t) must be
given on a discrete grid t = j∆t with ∆t = 2L/(3N). The factor 3 is required
for the extrapolation of g(t) to zero grid size, see Refs. [27][122]. The accuracy
of this method is O((∆z)2). Therefore ∆t and hence ∆z should be sufficiently
small and we choose zˆ to be a subgrid of z, ∆z = d/N∆.
Thus, the reflection coefficient R(qm) is required up to qmax = N∆Q with qm =
m∆q = m(pi/L). To reduce the computational effort, the calculation of R(qz)
is performed in dynamical theory only for small qz values. For the remaining
qz-region R(qz) is calculated in the kinematical approximation, i.e.
R(qz) = (qc/2qz)
2Fl(qz) (6.182)
with the structure factor Fl(q) of a profile of B-spline degree l given by
Fl(q + 2Qn) = F1(q)
(
sin
[
(q + 2Qn)d/2
]
(q + 2Qn)d/2
)l−1
. (6.183)
Let us assume a profile ρ(z) is available that provides a reflectivity that coincides
with the reflectivity to analyze on [−Q,Q] and let dρ(z)/dz have compact sup-
port on [0, L], then we know from the previous chapters, that the flipping of a
zero does not change the support properties.
Thus, if we apply the layer-stripping technique to the reflection coefficient
RH(qz) =
√
r(qz) exp[iφH(qz)] ,
where φH is the Hilbert-phase calculated as described in Section 6.6, then the re-
sulting profile ρH(z) will also have support on [0, L]. Unfortunately, it is unlikely
to be a Hilbert-profile having an expansion of the form ρH(z) =
∑
n bnB
l
n(z), for
the following reason: If the reflection coefficient of ρ(z) has zeros in the UHP
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Figure 6.17: Reconstruction of the Hilbert-profile of a piecewise-constant profile:
The original density profile (thin solid line) is piecewise-constant. The corre-
sponding reflectivity is shown in the right panel (thin line). The dashed line
represents the profile obtained by applying the layer-stripping technique to the
reflection coefficient of the profile. The thick solid line represents the Hilbert-
profile. It is no longer piecewise-constant. The phase of the reflection coefficient
as well as the Hilbert-phase are depicted in Fig. 6.18. The reflectivity of the
Hilbert-profile (open circles, right panel) is in good agreement with the original
reflectivity.
Figure 6.18: True phase (thin line) and Hilbert-phase (thick line) of the reflec-
tivity depicted in Fig. 6.17. The vertical dashed lines represent qz = npi/d.
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Figure 6.19: The inset de-
picts the piecewise-constant
profile obtained from the
Hilbert-profile ρH(z) shown
in Fig. 6.17. Its reflectiv-
ity (line) is identical with
that from ρH(z) (open cir-
cles) on [−Q,Q] but different
for |qz| > Q, because the cor-
responding structure factor
F (qz) changed on [−Q,Q].
with small qz-values, where the reflection is non-linear, then the flipping of these
zeros into the LHP, by using the Hilbert-phase, will change the corresponding
structure factor F (qz). The reflectivity of the Hilbert-profile does not change on
[−Q,Q], but for |qz| > Q, the reflectivity will change around qz ≈ 2nQ, n ∈ N,
due to the non-linearity of the reflection-coefficient.
This effect is strongest for piecewise-constant profiles, whereas for higher-order
B-spline profiles the reflectivity is damped around qz ≈ 2nQ by the factor
sinc2(l−1)(qd/2) so that this problem is weakened. From another point of view,
higher order B-spline profiles provide a much better approximation of the smooth
profile modifications due to the displacement of the zeros that are located in the
region of dynamical scattering.
To illustrate this, an example is depicted in Figs. 6.17 and 6.18: Given is a
piecewise-constant density profile ρ(z) (thin solid line, left panel) which is smooth
in the surface-near region and has some sharp features inside, so that its reflection
coefficient R(qz) must have zeros in the UHP. The corresponding reflectivity r(qz)
is represented by the line in the right panel. The phase φ(qz) of R(qz) is depicted
in Fig. 6.18 (thin line). Then the Hilbert-phase φH(qz) was calculated (thick line
in Fig. 6.18) from ρ(z) and the reflection coefficient RH(qz) =
√
r(qz) exp[iφH(qz)]
was inverted using the layer-stripping technique. The obtained density profile
ρH(z) is represented by the solid line in the left panel of Fig. 6.17. It is no longer
piecewise-constant. The corresponding reflectivity (open circles, right panel) is in
good agreement with that of the original profile. The piecewise-constant profile
with R(qz) having no zeros in the UHP on [−Q,Q] is then recovered by averag-
ing the density inside the intervals [zn, zn+1], i.e. ρn+1 = (1/d)
∫ d
0
ρH(z + nd) dz.
The obtained profile is depicted in the inset of the Fig. 6.19. The corresponding
reflectivity (solid line) coincides with the reflectivity of ρH(z) for qz ∈ [−Q,Q].
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Figure 6.20: Different
solutions obtained from
the layer-stripping tech-
nique when adding some
phase-shift exp(iqz∆z) to
the reflection coefficient
RH(qz). The different
profiles coincide well up
to z ≈ 200A˚ after being
translated by −∆z. At
larger depths, z  200A˚, the
profiles differ significantly
from each other due to the
instability of the inverse
method.
But for |qz| > Q the reflectivities differ from each other, because the respective
structure factors are different due to the non-linearity of the reflection coefficient
for small qz-values.
It should also be noted that there exist piecewise-constant profiles for which a
piecewise-constant Hilbert-profile does not exist. If, for example, the reflection
coefficient R(qz) has a zero located at small qz-values in the UHP, but the corre-
sponding structure factor F (qz) no zeros in the UHP, then the flipping of this zero
into the LHP will result in a density profile which has no zeros in the UHP, but
is not piecewise-constant. But if the corresponding structure factor has zeros in
the UHP, then the projection of this profile onto the space of piecewise-constant
profiles yields a profile with zeros in the UHP at |qz| > Q.
In the previous discussion, it was assumed that the inverse method used to obtain
the Hilbert-profile ρH(z) from the reflection coefficient RH(qz) works sufficiently
stable on [0, L]. In the presented example, this was the case – under some restric-
tions: Instead of inverting RH(qz) =
√
r(qz) exp[iφH(qz)], where φH(qz) is the
Hilbert-phase depicted in Fig. 6.18, the reflection coefficient RH(qz) exp(iqz∆z),
with ∆z = 50A˚, was used as input data for the inversion. Thus, the Hilbert-
profile shown in Fig. 6.17 was translated by −∆z. From the theoretical point
of view, the parameter ∆z should not have an impact on the result of the in-
verse method. However, this is not the case as illustrated in Fig. 6.20. The three
depicted profiles have been obtained from the layer-stripping technique after mul-
tiplying RH(qz) with different phase-shifts ∆z and then translating the profile by
∆z. The three solutions agree well up to z ≈ 200A˚ and differ significantly for
z > 200A˚. The value for the quantity B = 4piz
∫ z
0
ρ(Z) dZ, see Section 4.2.1, is
≈ 13 for z ≈ 200A˚.
The onset of this instability provides a simple possibility to estimate up to what
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depth the obtained profile is trustworthy. This depth is denoted by Lˆ is the fol-
lowing. Two cases have to be distinguished: Lˆ > L and Lˆ < L. In the first case
the profile is sufficiently small12 and the layer-stripping technique is sufficient to
recover the full Hilbert-profile. But if the inverse method provides only some
fraction of the profile, additional work is required to recover the missing part of
the profile on [Lˆ, L].
The easiest way to obtain the missing fraction of the profile ρH is by optimization:
• Given is the density profile ρH(z) on [0, Kd], where K ≡ bLˆ/dc, and the
structure factor FH(qz) as well as the (dynamical) reflection coefficient
RH(qz) on [-Q,Q], Q = pi/d.
• Generate a start-profile ρ(z) by transforming the surface-near fraction ρH(z),
z ∈ [0, Kd] into a piecewise-constant profile and complete the remain-
ing part on [Kd,Nd] by some profile, in the simplest case ρn ≡ ρ∞,
n = K + 1, . . . , N . Note that the difference ∆ρ = ρH − ρ has compact
support on [Kd,Nd].
• Construct the set of linear equations
∆F (qm) =
N∑
n=K+1
Amn∆ρn , (6.184)
where ∆F (qm) = FH(qm)−F (qm) and qm = m∆q with ∆q = 2Q/(N −K)
and m = 1, . . . , (N−K)/2. F (qm) is the structure factor of the profile ρ(z).
For the piecewise-constant profile, the elements of the matrix A are given
by
Amn = iqmd sinc(qmd/2) exp[−iqmd/2] exp(iqmnd) . (6.185)
The corresponding formulae for the linear-graded and the second order B-
spline profile may be obtained from Eq. (6.93) and Eq. (6.143) , respectively.
Since the matrix Amn is not singular, ∆ρn may be obtained straightforward
via ∆ρ = A−1 ·∆F.
The stability of the described method depends on the size the known part of
the profile and the properties of the profile. Let us assume that the kinematical
approximation fails for qz . 4qc. If ρH(z) is known for z ∈ [0, Kd], then ∆q =
2Q/(N − K) and hence KD ≈ 2(qc/Q)(N − K) grid-points are located in the
region of dynamical scattering so that the respective equations in Eq. (6.185) are
not valid anymore. Thus, they have to be replaced by their counterparts from
dynamical theory,
∆F̂m ≡ RH [q(m)]−R[q(m)]
RF [q(m)]
=
N∑
n=K+1
Jmn∆ρn , (6.186)
12Here ”small” refers to the quantity B, see Section 4.2.1.
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where Jmn = (∂R[q(m)]/∂ρn)/RF [q(m)] with q(m) =
√
(m∆q)2 + qc2 and m =
1, . . . , KD. The partial derivatives are calculated using the accelerated method
described in Section 6.1.4. Then, the system of linear equations to solve becomes
Â ·∆ρ =
[
∆F̂
∆F
]
where Â =
[
J
A˜
]
. (6.187)
The matrix A˜ consists of the last rows of A for which the kinematical approxi-
mation is assumed to be valid. Since the problem is non-linear now, the above
equation is used iteratively.
In order to avoid the inversion of the entire matrix Â at each iteration step, the
Sherman-Morrison formula 13, see e.g. Refs. [61][113], is used:
(A+ el · JlT )−1 = A−1 − (A
−1 · el) · (JlT ·A−1)
1 + λ
, (6.188)
where λ ≡ JlT ·A−1 · el. el are the unit vectors and Jl is the l-th row vector of J.
The above formula is applied 2KD times – for real and imaginary part – starting
with the matrix A−1 and updating the l-th row at the l-th run. The overall effort
for updating the matrix Â−1 is of the order of O(KD(N − K)2) and hence the
resulting gain in speed is ≈ (N −K)/KD.
Note, that the method works even for the case where no surface-near fraction
of the Hilbert-profile is available, i.e.K = 0, so that one may ask, why using
the layer-stripping technique at all. The reason is computational efficiency: The
most time-consuming step is the calculating of the Hilbert-phase φH(qz) in dy-
namical scattering theory14. In comparison to this, the computational cost of the
layer-stripping technique is negligible so that the surface-near fraction of ρH(z) is
obtained for almost free. Furthermore, even if this fraction is small, the resulting
reduction of the dimension of the Jacobian J leads to a gain in speed.
6.6.3 Computation of the conjugate profile ρH∗
Once the Hilbert-profile ρH is known, access to all profiles with the same reflec-
tivity r(qz) on [−Q,Q] is possible, provided that all zeros {aj} of R(qz) have
been determined. Various methods for locating the zeros have been discussed in
Section 3.2.3. Zeros with sufficiently large real parts can be efficiently located
within the kinematical approximation, whereas the detection of zeros located in
the region of dynamical scattering turned out to be time-consuming.
Let us assume that the Hilbert-profile ρH is known and that we seek the conju-
gate15 profile ρH∗ having all zeros in the UHP. In kinematical approximation ρ
kin
H∗
13Similarly, a QR-decomposition may be used, for which efficient update algorithms exist as
well, see e.g. Refs. [61][113].
14This refers to the current stage of the numerical implementation.
15conjugate refers to the zeros of its reflection coefficient.
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Figure 6.21: Left panel: Reflectivities from the scaled Hilbert-profile CρH(z)
and the profile CρkinH∗ for C = 1 and C = 0.1. For small C both reflectivities
differ little. Right panel: Hilbert-profile (thin solid line) and ρkinH∗ (dashed line).
The thick solid line represents the profile ρdynH∗ that was obtained by minimizing
‖rH(qz)− rdynH∗ (qz)‖, qz ∈ [0, pi/d], while increasing the scaling factor C from ≈ 0
to 1.
can be obtained straightforward because the simultaneous flipping of all zeros
corresponds to the operation ρkinH∗ (z) = ρ∞ − ρH(L− z), which becomes
ρH(z) = ρ∞
N∑
n=1
bnBn(z) =⇒ ρkinH∗ (z) = ρ∞
N∑
n=1
(1− bN−n+1)Bn(z) (6.189)
for the B-spline profiles. Of course, the reflectivities from the profiles ρH and
ρkinH∗ are not identical due to non-linear effects, but we can use ρ
kin
H∗ as a starting-
point for an iterative procedure to recover the profile ρdynH∗ with the reflectivity
rdynH∗ (qz) = rH(qz) for q ∈ [−Q,Q]:
occur
Step 1: Given is the Hilbert-profile ρH(z), the conjugate profile ρ
kin
H∗ (z) obtained
from by Eq. (6.189) and the number of scaling-steps M . Set m = 1 and
ρ̂ dynH∗ (C0, z) = ρ
kin
H∗ (z).
Step 2: Calculate the profile
ρ dynH∗ (Cm, z) =
Cm
Cm−1
ρ̂ dynH∗ (Cm−1, z) (6.190)
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Figure 6.22: Phases of the reflection coefficients from the original profile depicted
in Fig. 6.17 (thin line) and from from the profile ρdynH∗ (thick line). The difference
between the phases is represented by the symbols, shifted by −2pi for clarity. The
additional zeros of RdynH∗ in the UHP are clearly visible as they appear as poles.
with the scaling-factor Cm = (m/M)
2 so that qc,m − qc,m−1 ≈
√
16piρ∞/M
remains almost constant. For m = 1, C0 ≡ 1. Calculate the reflectivity
rH(Cm, qz) from the density profile ρH(Cm, z) = CmρH(z).
Step 3: Starting from ρ dynH∗ (Cm, z), minimize ‖rH(Cm, qz)−r dynH∗ (Cm, qz)‖ for qz ∈
[−Q,Q] and obtain the profile ρ̂ dynH∗ (Cm, z).
Step 4: If m < M , increase m and goto Step 2.
The procedure described above has been applied to the Hilbert-profile ρH shown
in the right panel Fig. 6.21 (thin solid line, cf. inset of Fig. 6.19). The conjugate
profile ρ kinH∗ (z) is represented by the dashed line. The left panel depicts the re-
flectivities rH(C, qz) and r
kin
H∗ (C, qz), for C = 1 and C = 0.1, respectively. The
thick solid line in the right panel is the profile ρ dynH∗ (z), obtained with M = 10.
The phase of the reflection coefficient RH∗(z) is depicted in Fig. 6.22 (thick solid
line) along with the phase of the ”original” profile (thin line in Fig. 6.17). The
difference between both phases is represented by the symbols (shifted by 2pi).
The additional zeros in the UHP are clearly visible. It must be emphasized that
RH∗(z) can not have exactly the same Hilbert-phase of RH(z) because the reflec-
tivity rH∗(z) differs from rH(z) for qz > Q. However, since rH∗(z) ≈ rH(z) holds
for Q ≤ qz  2Q, the difference between the exact Hilbert-phase of RH∗(z) and
that of RH(z) should be small on [−Q,Q] and is neglected in the following.
Now that the profile ρ dynH∗ (z) is given, the access to the zeros is facilitated by
considering the function
Y (qz) ≡ RH∗(qz)
RH(qz)
= exp(iqzZ)B(qz) (6.191)
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where B(qz) =
∏
j Bj(qz) is the product of the Blaschke-factors (see Section 3.2),
Bj(qz) =
qz − aj
qz − aj∗
qz + aj
∗
qz + aj
, (6.192)
of the zeros {aj}, aj = αj + iβj, that are located in the UHP and Z is some un-
known phase-shift introduced through the refinement procedure described above.
The recovery of the zeros is performed in two steps:
Step 1: Determine the position of the Nk zeros {akinj } located in the region of
kinematical scattering, say Q > qz  5qc. This can be efficiently done by
first locating the zeros of the structure factor F (qz) using the grid-search
algorithm described in Section 3.2.3 and then refining their positions within
dynamical theory.
Step 2: Remove the zeros {akinj } from the function Y (qz). Remember that if a
zero is located at aj = αj+iβj, qc  αj < Q, then there is another zero close
to 2Q−αj+iβj. The Blaschke-factor of this zero may contribute essentially
to B(qz) on [−Q,Q], see Fig. 3.17, and therefore it must be removed, too.
The obtained function is denoted by Ydyn(qz).
Step 3: Under the assumption that the impact of the remaining zeros with |αj| >
Q is negligible, the function Ydyn(qz) may be well approximated by a finite
Blaschke-product
Ŷ (ND, a1, . . . , aND , Z, qz) = exp(iqzZ)
Nd∏
j=1
Bj(qz) (6.193)
where ND is the estimated number of remaining zeros in the dynamical
region. The offset Z may be estimated as follows: If all zeros in the kine-
matical region aroundQ have been removed, the overall change of the phase,∫
qkin
φ(qz) dqz, must be smaller than 2pi. This, together with the condition
φ(Q) ≈ 0, permits the estimation of an interval [Zlow, Zup] for Z.
To locate these zeros, ∆Y = Ydyn(qz) − Ŷ (. . . , qz) is minimized. The pos-
itivity constraints, βj ≥ 0 and αj ≥ 0, are imposed by introducing new
variables γj and δj with αj = γj
2 and βj = δj
2, respectively, so that the
minimization may be performed by Newton-steps,
J ·
 ∆Z∆γ
∆δ
 = [ <{∆Y}= {∆Y}
]
, (6.194)
where J is the Jacobian of Ŷ (. . . , qz). The required partial derivatives of
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B(qz) with respect to γj and δj are given by
∂
∂γj
B(qz) =
−16 i qz γj3δj2[
(qz + γj2)2 + δj
4
] [
(qz − γj2)2 + δj4
] B(qz) (6.195a)
∂
∂δj
B(qz) =
−8 i qzδj(qz2 − γj4 + δj4)[
(qz + γj2)2 + δj
4
] [
(qz − γj2)2 + δj4
] B(qz) . (6.195b)
The number of zeros ND should be chosen large enough. Since the den-
sity of zeros is known to be ≈ 2pi/L, the number of remaining zeros in the
dynamical region is approximately ND ≈ 2Qpi/L − Nk. The unnecessary
zeros should disappear automatically from the Blaschke-product when their
imaginary parts βj tend to zero so that Bj(qz) = 1. Note also, that when-
ever r(qz) has a local minimum at qz, there exist a zero aj with αj ≈ qz, so
that additional constraints are available.
An example for the procedure described above is not given here, since the com-
putational algorithm is still under construction.
Chapter 7
Application of inverse iteration
schemes to experimental data
The ongoing decrease of the structure dimensions in semiconductor-industry and
surface-coating technology led to an increased need of thin-film reference samples
in research and industry. One of the demands on such a sample is the long-
time stability under ambient conditions in- and outside the x-ray beam. Roughly
speaking: Two reflectivities taken from the same sample should be identical –
except for the counting-statistics. Furthermore, the sample structure should be
simple enough to be well described by a parameterized layer-model so that one
could use traditional fitting-techniques for the data-analysis.
In this chapter the structural investigation of possible candidates for such a thin-
film reference sample by x-ray reflectometry is reported. First experiments, which
will not be presented here, revealed that the high intensity of the x-ray beam
cracks organic molecules in the air which then partially deposit on the sample
surface and lead to the growth of an organic film. This effect plays an important
role in the design of x-ray optics for synchrotron radiation sources [145], which
are kept under vacuum to avoid its occurrence.
By taking series of reflectivities the growth this organic film serves as a phase
constraint and may permit the unambiguous determination of the under-lying
sample structure. A similar way of dealing with the phase-problem was used by
Doerr et al. where the controlled variation of the thickness of liquid films on
a substrate allowed the unambiguous determination of the density profiles at the
liquid/substrate interface [48][49].
Preparation of the samples
All samples except for the SiGe sample, which will be discussed at the end of this
chapter, have been prepared by the group of R. Dietsch from the Fraunhofer
IWS/Dresden using pulsed laser deposition (PLD) [45][46]. This method permits
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material Si SiO2 Si0.9Ge0.1 SiC C Ni Ti TiC
density [g/cm3] 2.33 2.2 2.69 3.21 2.32 8.9 4.54 4.92
SLD [10−5A˚−2] 2.01 1.89 2.17 2.75 1.97 6.43 3.58 3.94
qc [10
−2A˚−1] 3.18 3.08 3.30 3.72 3.15 5.70 4.24 4.45
Table 7.1: Density, scattering length density (SLD) for λ = 1.54056A˚ and critical
wavevector-transfer qc for the materials [4].
the preparation of ultra-thin layers (<1 nm) with very small interfacial roughness
and constant film thicknesses over areas of several cm2. The optical properties
and the mass density of the materials in the samples are presented in Table 7.1.
It should be mentioned that the density of Carbon is strongly depending on the
structure and the ratio between sp2 and sp3 bonds which itself depends on the
preparation parameters [55][86][87]. The value given in Table 7.1 refers to carbon
films prepared by PLD.
7.1 Single Carbon layer on a Silicon substrate
The first sample discussed in this chapter consist of a Carbon layer with a nom-
inal thickness of 340A˚ on a silicon substrate.
A series of reflectivities has been measured on a Bruker AXS D8 Advance diffrac-
tometer with a primary beam intensity of 2 · 108 cps and an angular resolution
of about 0.018◦. Each reflectivity took 180min, followed by an off-specular scan
(60min) and a detector-scan (400min) with an incident angle of 0.6◦ to ensure
a homogenous irradiation of the entire sample. The latter was done to reduce
the relative influence of the reflectivity measurement – the probing method – on
the effect to be observed. The overall time of the experiment was about 85 1/3
hours. The true specular reflectivities – obtained by subtraction of the diffusely
scattered intensity and correction of footprint (see Chapter 5) – are depicted in
Figure 7.1 as symbols. For clarity they are shifted by 1.5 orders of magnitude
and have been multiplied by qz
4 1. The numbers given at the right border cor-
respond to the measuring order so that the vertical axis may also be considered
as a time-axis. It should be noted that the total measured qz range was larger
than given in the graph, but for larger qz–values a separation of the true specular
reflectivity and the contribution from diffuse scattering is not possible.
The corresponding Patterson functions (see Section 2.4) calculated from the true
specular reflectivities are presented in Figure 7.2, shifted for clarity. At small
1The multiplication by qz4 is often done instead of taking r(qz)/rF (qz) ≈ |F (qz)|2. However,
for sufficiently large qz the difference can be neglected.
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Figure 7.1: Series of reflectivities taken from sample v1098 – 340A˚ carbon on a
silicon wafer. The true specular reflectivity (◦) and the reflectivities obtained by
inversion (–) are in good agreement.
d several peaks overlap and cannot be distinguished properly 2. At large d all
Patterson functions have a peak at d ≈ 334A˚ that does not change (vertical
solid line), whereas strong variations show up in the region between 350A˚ and
390A˚. The dashed line indicates the shift of a peak. The region between 100A˚ and
290A˚ is not presented here since all Patterson functions practically vanish therein.
The true specular reflectivities have been analyzed using an iterative inversion
scheme very similar to that described in the previous chapter with the difference
2Furthermore, the imperfect linearization of the dynamical reflectivity causes additional
spectral power density at small d.
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Figure 7.2: Patterson
functions calculated
from the true specular
reflectivities depicted
in Fig. 7.1: The peak
at ≈334A˚ (line verti-
cal line) remains stable,
while the rightmost peak
(dashed line) changes
height and position.
The region between
100A˚ and 300A˚ is fea-
tureless and not shown
for clarity.
that the eigendensities ψn have not been used. Instead, the quantity
∆ρ˜(q) =
1
iq
√
Iobs(q)− In(q)
rF (q)
arg
{
Rn(q)
}
, (7.1)
q =
√
qz2 − qc2 and In(q) is the reflectivity |R(q)|2 – calculated within dynamical
scattering theory from the profile ρn at the n-th iteration – convoluted with the
instrumental resolution function, was directly Fourier transformed on a fine grid
(d 1A˚) and the fraction of ∆ρ(z) falling into the spatial interval [0, L] was then
projected onto the Null-space of the Jacobian ∂rm/∂ρn to stabilize the algorithm
(see Section 6.1.5). Furthermore, the interior of the Carbon layer was assumed to
be constant. This assumption is justified by the fact that the Patterson functions
do not have spectral power in the respective region (see Fig. 7.2).
The first reflectivity was inverted using a layer-structured sample model based on
the nominal preparation parameter (340A˚ C on a Silicon substrate) and gaussian
interfaces with a roughness σ = 3A˚. The resulting profile is then used as the
initial profile for the inversion of reflectivity #2, and so on. By this procedure
one obtains a series of profiles that follow the variations in the reflectivities. The
profiles are depicted in Figure 7.3. The corresponding reflectivities are shown
as solid lines in 7.1. The density profiles show a continuous variation with in-
creasing irradiation time. Practically all changes take place at the surface, where
the formation of a layer can be clearly observed. The dashed line indicates the
(virtual) position of the upper Carbon interface (σ ≈ 2.8A˚). The initial thickness
of this film is about 17A˚ and increases to ≈ 28A˚ over the entire experiment. Ad-
ditionally, the electron density of the film increases from ρ ≈ 1.1 · 10−5A˚−2 with
increasing film thickness by about 30% to ≈ 1.46 · 10−5A˚−2 (horizontal dotted
lines) whereas the depletion zone at z1 ≈ 35A˚ does not change significantly. Be-
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Figure 7.3: Density profiles obtained from the reflectivities of depicted in Fig. 7.1:
The growth of a layer on top of the Carbon surface (dashed line) is clearly visible.
The substrate-near part of the density profiles remains practically constant. The
electron density near the substrate is slightly increased compared to the bulk
value of Silicon.
fore reaching the constant electron density of the Carbon layer (≈1.97 · 10−5A˚−2,
horizontal dashed line), a small region of increased electron density was found in
profiles #1 and #2 at the position z2, followed by a region with reduced electron
density of that extends over ≈50A˚ around the position z3.
Near the substrate, all profiles show a region of decreased electron density at z4
that remains completely unchanged during the entire experiment. This region is
likely to be Silicon oxide which is always present on un-treated Silicon surfaces.
The region of increased electron density around the position z5 is then inside the
substrate and may be explained by the diffusion of C atoms into the substrate
and the formation of Silicon Carbide, which has a higher electron density than
Si (see Table 7.1).
A comparison of the region at z3 and that between z4 and z5 shows, that the
profiles #1 and #2 differ from the rest in both regions. Since the remaining
profiles #3 – #8 are almost identical on that region, these deviations do not
seem to be very trust-worthy. A possible explanation of these features is the fact
that the variations of the density profiles also take place during the reflectivity
measurement. This may cause small oscillations and other artificial features in
the profiles [53].
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7.2 Structural investigation of Ti–C samples
In this section the results of the analysis of two samples – denoted by pl366 and
pl367 – consisting of Titanium and Carbon layers on Silicon substrates will be
presented. As the samples presented in the previous section, they have been
prepared by PLD. Their nominal preparation data are given in Table 7.2. pl366
consist of ≈ 80A˚ Ti on a Si substrate with about 340A˚ C on top. pl367 is iden-
tical but has an additional Ti layer of thickness 20A˚ at the surface.
X-ray reflectivities have been taken from both samples directly after the prepa-
ration process. They are shown in the left panel of Fig.7.4 along with simulated
reflectivities obtained by fitting layer structured models according to the prepa-
ration parameter to the measured data. The obtained parameters are presented
in the table of Figure 7.4. The layer thicknesses are in good agreement with the
respective nominal values given in Table 7.2.
In the following, the experiments performed on both samples as well the anal-
ysis will be first discussed separately, followed by a comparison of the obtained
results.
7.2.1 Sample pl366
The measurements on the sample pl366 have been performed on a Bruker AXS
D8 Advanced diffractometer with a primary-beam intensity of 3.8 · 108 cps and
an angular resolution of 0.018◦. The relatively poor resolution is explained by a
reduction of the beam path on tube- and detector-side. This was done to decrease
the absorption in the air and expose the sample to a maximum of intensity.
Series of reflectivities have been taken. Each reflectivity took ≈2.5 hours. In
addition, between the reflectivity measurements the sample has been irradiated
for 3 hours with an angle of incidence of 0.6◦.
The obtained true specular reflectivities are depicted in Figure 7.5 – multiplied
by qz
4 – on a logarithmic scale. The most significant change in the reflectivity
series is the continuous displacement of oscillation knots to smaller qz values as
indicated by the dashed lined arrow.
The corresponding Patterson functions are presented in Fig.7.6. The large peak
at ≈ 80A˚ corresponds to the thickness of the Titanium layer. This peak remains
unchanged (dashed line) in all Patterson functions. At higher d–values two peak
sample substrate layer 1 layer 2 layer 3
Σ Σ d [A˚] Σ d [A˚] Σ d [A˚]
pl366 Si / SiO2 Ti 80 C 340 —
pl367 Si / SiO2 Ti 80 C 340 Ti 20
Table 7.2: Nominal preparation data of the samples pl366 and pl367.
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Mat. Para. pl366 pl367
ρ 2.01 2.01
Si σ 2.0 2.0
d ∞ ∞
ρ 2.32 2.32
SiO2 σ 2.1 2.7
d 6.0 2.0
ρ 3.77 3.82
Ti σ 0.9 1.1
d 75.7 76.7
ρ 1.95 1.98
C σ 3.4 3.3
d 338 342
ρ – 3.66
Ti σ – 5.2
d – 19.8
Figure 7.4: Left side: Reflectivities from the samples pl366 and pl367 taken
directly after the preparation process. A good explanation of both data sets can
be achieved by fitting a simple layer model. The parameters of the layer models
are presented in the table. The scattering length density ρ is given in 10−5A˚−2,
interfacial roughness σ and the layer thickness d are given in A˚.
doublets can be found. The left peak in the doublets does not change whereas the
right peak shifts to larger d-values (solid line). In the grey shaded region at small
d several small peaks appear, but a continuous behavior of single peaks can not
be clearly identified. The reflectivities have been inverted starting with an initial
profile based on the preparation parameters given in Table 7.2 and the scattering
length density for Ti from Table 7.1. The Carbon layer was assumed to have a
SLD of ≈ 2 · 10−5 A˚−2 and to remain unchanged during the entire experiment.
This is justified by the fact that no features show up in the respective regions of
the Patterson functions. The obtained profiles are depicted in Figure 7.7 and the
corresponding reflectivities are represented by the solid lines in Fig. 7.5.
The most significant changes in the profiles are found at the surface, where the
growth of layer with low density ( ≈1.5 · 10−5A˚−2) can be observed. The increase
of its thickness is about 9.5A˚ over the entire experiment. The remaining parts of
the profiles changes only little. The Carbon–Titanium interface has a very small
roughness and a region of width 7A˚–8A˚ with increased electron density shows
up. The density inside the Ti film is almost constant. The right interface of the
Titanium layer has a slightly larger roughness than the left one. Between the
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Figure 7.5: Series of reflectivities taken from sample pl366 : The curves are shifted
by -1 for clarity. The true specular reflectivities are represented by the symbols.
The reflectivities obtained by inversion are shown as lines. The dashed line
indicates the position of an oscillation knot.
Ti layer and the substrate a region with an electron density higher than that of
Silicon was found.
The density profiles are in good agreement with the parameters of sample model
given in Fig. 7.4. The horizontal dotted lines indicate the SLD values for Ti
and TiC from Literature (see Table 7.1). The density of the Ti layer found by
inversion is close to the value found by fitting (dashed line) as given in Table
7.4. The density of the small intermediate layer between C and Ti is in good
agreement with the theoretical value of TiC.
7.2.2 Sample pl367
The measurements on the sample pl367 have been performed on a Bruker AXS
D8 Advanced diffractometer with a primary-beam intensity of 3.8 · 108 cps but –
compared to the setup used for pl366 – with a much better angular resolution of
about 0.011◦. Again, a series of reflectivities was recorded each taking 3 hours.
The irradiation time in between was 6 hours.
Figure 7.8 depicts the obtained true specular reflectivities (open circles) nor-
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Figure 7.6: Patterson
functions of sample pl366
obtained from the re-
flectivities depicted in
Fig.7.5. The curves are
shifted for clarity. The
solid and dashed lines
indicate the stable and
changing peaks, respec-
tively. In the shaded
region several peaks of
low intensity overlap.
The featureless region be-
tween 130A˚ and 300A˚ is
not shown. At larger d,
the amplitudes of the
peaks are damped by
the poor experimental
resolution.
Figure 7.7: Density pro-
files of sample pl366 ob-
tained from the measured
reflectivities depicted in
Fig. 7.5: The growth of
the organic layer at the
surface is clearly visible.
The C layer is homoge-
neous and not shown for
clarity. At the C/Ti inter-
face the electron density
is increased due to the for-
mation of TiC. The small
transition layer at the
Ti/Si interface causes the
asymmetry of the peak at
d ≈ 80A˚ in the Patterson
functions.
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Figure 7.8: Series of reflectivities taken from sample pl367 : Measured data (◦)
and the reflectivities obtained by inversion (–). The curves are shifted by 1.5
orders of magnitude for clarity. The numbers at the right border give the order
in which the reflectivities have been measured.
malized to 1/qz
4. The curves are shifted by 1.5 orders of magnitude for clarity.
The numbers at the right border indicate the order in which the reflectivities
have been measured. The change of the reflectivities with increasing irradiation
time can be clearly observed. The corresponding Patterson functions are pre-
sented in Figure 7.9: Some peaks (solid lines) are shifted by ≈ 20A˚, while others
(dashed lines) remain stable in intensity and position. In addition, there exist
peaks that do not displace but increase in intensity (dotted line). The featureless
region between 110A˚ and 300A˚ is not shown for clarity. From a comparison of
the preparation data (see Table 7.2) and/or the sample parameters given in the
table of Figure 7.4 it can be concluded that the strongly shifting peaks cannot
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Figure 7.9: Patterson functions of the reflectivities shown in Fig. 7.8 : The curves
are shifted for clarity. The peaks connected to surface (solid lines) are shifted
with ongoing irradiation while those resulting from internal interfaces (dashed
lines) remain stable in position and shape. The dotted line indicates a peak that
does only change in intensity.
result from the above mentioned structures so that there must exist at least one
additional interface.
The reflectivities have been analyzed in the same way as sample pl366. The
initial profile for the inversion of reflectivity #1 was based on the preparation
parameters (see Table 7.2). Figure 7.10 depicts the obtained density profile, the
corresponding reflectivities are shown in Figure 7.8 as lines.
The profiles show the growth of a low-density film at the surface where almost
all variation in the profiles takes place. The thickness of that film increases from
initially ≈7A˚ by ≈22A˚. The displacement of the interfaces is in accordance with
the shift of the peaks in the Patterson function (solid lines in Fig.7.9). The re-
maining part of the density profiles remains almost unchanged over the entire
experiment. The structure obtained for the 20A˚ deposited Titanium is located
between the positions z1 and z4 and can be separated in three regions of different
electron density, which are considered as layers in following. The first layer –
between the interfaces z1 and z2 has a density of ≈2.85 · 10−5A˚−2, followed by a
12A˚ thick layer with an electron density between that of Ti and TiC (horizontal
dotted lines). The third layer, between the positions z3 and z4, has a density
slightly higher than that of the Carbon layer. The obtained structure can be
explained as follows: When Titanium particles hit the Carbon surface, they form
TiC with preference directly at the surface but also –although less probable –
at greater depths. This explains that the electron density between z2 and z3 is
higher than of Titanium. The region between z3 and z4 may then be considered
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Figure 7.10: Density profiles of sample pl367 obtained from the reflectivities
depicted in Fig. 7.8 : The growth of the organic layer at the surface from profile
#1 to profile #9 is clearly visible. The dashed–dotted line indicates its interface.
Near the substrate, the electron density is slightly increased at the interfaces
between Carbon and Titanium due to the formation of TiC. The density inside
the carbon layer is constant and is not shown for clarity. The numbers in the
legend refer to those given at the right borders in Figs. 7.8 and 7.9. Further
details are given in the text.
as a diffusion tail. Once enough TiC is formed at the surface, it acts as a diffu-
sion barrier so that the impinging Ti atoms remain at the surface and form an
oxide layer. Notice that this complex structure can not be identified from the
Patterson functions because the peaks from the interfaces {z2, z5} and {z3, z5}
overlap and form the broad peak at d = 345A˚. Whereas a peak related to the
smooth transition at z4 can be found at d ≈ 323A˚ (vertical dotted line).
The substrate-near part of the profiles is very similar to that obtained for sample
pl366: The interface between the Carbon and the Titanium has a very small
roughness. At the interface at z5 is a region of width 6A˚–7A˚ where the density
is about 10% higher than in rest of the Ti layer. The roughness of the interface
between Ti and substrate at z6 is slightly larger than that at z5. Furthermore a
smooth transition layer with a density slightly higher than that of Si was found
near the substrate.
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Figure 7.11: HR-TEM picture of
a 40A˚ Titanium layer on a Sap-
phire substrate (left side) with
an amorphous Carbon layer on
top (right side). The slightly
darker region of width ≈10A˚ at
the Ti/C–interface indicates the
formation of Titanium Carbide
whose electron density is slightly
higher than that of Ti.
7.2.3 Comparison of the obtained profiles
The density profiles obtained from both samples by inversion of the reflectivities
are consistent and can be reasonably explained. The growth of a film with an
electron density of 1.4 − 1.6 · 10−5A˚−2 at the surface was found for both sam-
ples. Furthermore, very similar features have been found at the substrate-near
Titanium layer: At the C-Ti interface the formation of a 6A˚ –8A˚ thick TiC layer
was observed. The interface between this TiC layer and the Carbon has a very
small roughness whereas the TiC–Ti interface is much rougher. The observed
formation of TiC at the interface between Titanium and Carbon layers is in ac-
cordance with the real space picture from such an interface, obtained by High
Resolution Transmission Electron Microcopy (HR-TEM) in cross-section mode,
presented in Fig. 7.11: At the left border a Sapphire substrate is depicted. The
perfect single crystal structure is clearly visible. The layer in the middle consists
of about 40A˚ Titanium with 3 preferred orientations. The right side shows an
amorphous Carbon layer. In between is a transition layer of width 8A˚ – 10A˚ that
is slightly darker than the Titanium layer and which is, hence, Titanium Carbide.
It can be seen that the TiC/C interface is extremely sharp, whereas the Ti/TiC
interface has a higher roughness. This is in perfect agreement which the density
profiles obtained for both samples.
7.3 Structural investigation of Ni–C samples
In this section results obtained from x-ray reflectivity series taken from two
Nickel–Carbon samples – labeled NiC1 and NiC2 in the following – are reported.
The nominal preparation parameters are given in Table 7.3. Both samples consist
of a silicon substrate with a Carbon layer and a 100A˚ Nickel layer on top. The
difference between both samples is, that the substrate-near Carbon layers have
different thicknesses and that sample NiC2 has an additional Carbon layer at the
surface.
The primary-beam intensity was about 8·107 cps for both setups and the angular
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resolution was about 0.016◦. Series of reflectivities have been taken from both
samples: In the case of sample NiC1 each reflectivity took 1h20 followed by an
irradiation of 3h20 with an incident angle of 60◦ for the x-rays. The reflectivities
for sample NiC2 took 45min followed by 3h20 of irradiation under the same angle
of incidence. The overall duration of the experiments is much smaller compared
to experiments performed on the Titanium Carbon samples.
The obtained true specular reflectivities are depicted Figure 7.12 as symbols.
For clarity they are shifted by one order of magnitude. The lines represented the
reflectivities obtained by inversion. The Patterson functions calculated from the
measured reflectivities are depicted in Figs. 7.13 and 7.14: Multiple peaks show
up indicating a more complex sample structure than expected from the prepara-
tion parameter in Table 7.3. For example, if NiC1 had 3 interfaces only 3 peaks
would show up in the Patterson function. Stable peaks are indicated by dashed
lines, shifting peaks by solid lines and peaks that change the shape, but do not
shift, are indicated by dotted lines. The observed changes in the Patterson func-
tions over the entire series are very small. For both samples the displacement of
the shifting peaks is only of the order of 5A˚–8A˚.
The applied inversion scheme was identical to that used for the inversion of
the Titanium–Carbon samples in the previous section with the difference that no
part of the profiles was kept fixed. The initial profiles have been chosen according
to the preparation parameters (see Table 7.3). The obtained densities profiles are
shown in Figs. 7.15 and 7.16. For clarity only the profiles #1, #3, #5 and #7 are
depicted. The horizontal dashed lines represent the scattering length densities
of Silicon and Nickel given in Table 7.1. The vertical dotted lines indicate the
positions zj given at the bottom of the graph. As one may already expect from
the Patterson functions, both profiles do not show large variations.
Density profiles obtained for sample NiC1
The Nickel layer can be clearly identified and has a thickness of z3 − z2 ≈ 93A˚.
Its density is almost constant and in good agreement with the value given in the
literature (see Table 7.1). At the surface, the profiles show the presence of an
additional layer with a density of about 2.3 · 10−5A˚−2 and a thickness of 10A˚–
20A˚ on top of the Nickel. The roughness of this layer is higher than that of the
Nickel interfaces. The layer is likely to be Nickel Oxide. At the lower interface
sample substrate layer 1 layer 2 layer 3
Σ Σ d [A˚] Σ d [A˚] Σ d [A˚]
NiC1 Si / SiO2 C 50 Ni 100 —
NiC2 Si / SiO2 C 20 Ni 100 C 35
Table 7.3: Nominal preparation data of the Ni-C samples
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Figure 7.12: Series of reflectivities taken from the samples NiC1 (upper panel)
and NiC2 (lower panel). The true specular reflectivities are represented by the
symbols, the reflectivities obtained through inversion by lines. The curves are
shifted for clarity. The numbers at the right border correspond to the measuring
order.
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Figure 7.13: Pat-
terson functions
calculated from the
measured reflectivities
depicted in the upper
panel of Fig. 7.12:
The dashed lines
indicate correlation of
unchanged interfaces
and the dotted line
indicates a peak that
changes its hight,
whereas its position
remains stable. The
solid lines indicated
shifting peaks.
Figure 7.14: Sample
NiC2: Patterson
functions calculated
from the measured
reflectivities shown
in the lower graphic
of Fig. 7.12. The
curves are shifted for
clarity. The numbers
at the right border
correspond to those in
Fig. 7.12. Some peaks
(solid lines) change
with continued irra-
diation, while others
(dashed lines) do not.
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Figure 7.15: Density
profiles of sample NiC1
obtained by inversion
from the measured
reflectivities depicted
in the upper panel of
Fig. 7.12: For clarity
not all profiles are
shown. At a depth
of 210A˚ a complex
structure with a density
slightly higher than
that of the Silicon sub-
strate. Further details
are given in the text.
Figure 7.16: Density
profiles of sample NiC2
obtained by inversion
of the measured reflec-
tivities depicted in the
lower panel of Fig. 7.12:
The curves are shifted
for clarity. The growth
of the layer at the
surface can be observed.
The Nickel layer does
not change significantly,
whereas slight varia-
tions show up in the
substrate-near part of
the profiles. Further
details are given in the
text.
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(z3) the density is slightly decreased. Near the substrate a complex structure with
multiple minima and maxima was found: The electron density decays monotonic
from the Nickel layer down to a minimum at z4 where the density is slightly
smaller than that of Si (horizontal dashed line). Between z4 and z5 the electron
density is much higher than that of Si followed by a smooth transition into the
substrate.
Density profiles obtained for sample NiC2
The Nickel layer has a thickness of ≈ 95A˚ and is homogenous. Its density agrees
almost perfectly with the value given in Table 7.1 over the entire layer, except near
the interface at z3, where the profiles show a significant reduction of the density.
In the surface-near region the profiles show a layer of thickness of z2 − z1 ≈
35A˚ whose density is close to that of Carbon. Furthermore, a continuous – even
though weak – increase of the electron density can be observed between 0 and
z1. The substrate-near region of the profiles shows a complex structure similar to
that found in the profiles of sample NiC1: Starting from the Nickel interface at
z3 the density decays down to a density lower than that of Si at the position z4
– after passing a small local maximum at 155A˚. Between z4 and z5 the electron
density is much higher than that of the Silicon. This is also the region were
most of the variation in the profile series takes place. Finally, the profiles decay
smoothly to the substrate level around z5.
Comparison and discussion of the results
A comparison the obtained profiles reveals several similarities: The reduction of
the density at the substrate-near interface of the Nickel layer appears in both pro-
files. Furthermore, the regions between this interface and the substrate resemble
each other. In both cases the density decays slightly below the Silicon density
followed by a region with increased electron density and thickness of 40A˚–50A˚.
Before continuing with the interpretation, some thoughts about the correctness
of the profiles should be spent, because the growth of an organic layer at the
surface, that served as a kind of phase-constraint in the previous analysis, is not
observable. In contrast, the most significant changes appear in the region near
the substrate. Keeping in mind that the samples have been irradiated under an
incident angle of 60◦ between the reflectivities, the absorbed energy per area is
much higher than under grazing angles as this was the case in the experiments
presented in the previous sections. This may activate diffusion or other processes
at the Ni–C and C–Si(SiO2) interfaces. Diffusion and Nickel–Carbide formation
are reported in Ref. [76]. Chemical reactions between Nickel and SiC have been
observed in Ref. [70]. Furthermore, the overall irradiation time of the samples was
short compared (NiC1: 31.5h, NiC2: 28.h) to the experiments where a signifi-
cant growth of the organic layer at observed. Sample pl366(pl367) was exposed
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to the x-rays for 27.5(81) hours causing an increase of 9(22) A˚ of the organic
layer. Thus, a significant change of the surface is not very likely which increases
the probability of the correctness of the observed substrate-near variations. Note
also, that a region of increased electron density with similar shape was found
– although less pronounced – for the single Carbon layer on a Silicon substrate
discussed at the beginning of this chapter 3.
The dashed-dotted lines in Figs. 7.15 and 7.16 indicate the expected position of
the C-Si interface, if the nominal deposited Carbon was forming a homogenous
layer. But since the region of high electron density is located at greater depths,
diffusion of Carbon into the substrate is the only plausible explanation. This also
explains the smooth, tail-like transition down to the substrate density. Further-
more, from Table 7.1 we see that the density of SiC is much higher than that of
the Silicon substrate.
The above discussion shows the consistency of the profiles obtained for the sam-
ples NiC1 and NiC2 and fits the results obtained for the sample with the single
Carbon layer (see Section 7.1).
7.4 The SiGe standard-sample from Bruker AXS
The standard-sample from Bruker AXS consist of an epitaxial grown SiGe layer of
approximate thickness of 680A˚ on a Silicon substrate. The sample was prepared
in the research laboratories of Texas Instruments/Freising. By High Resolution
X-ray Diffraction (HRXRD) the Ge content was found to be 11% [143].
The measurements were performed on a Bruker AXS D8 Advance SuperSpeed4
diffractometer from running at 18kW (45kV/400mA). The primary beam inten-
sity was ≈ 1.2 · 109 cps using 0.1mm slits on tube and detector side and the
angular resolution was estimated from the direct-through beam to be 0.020◦.
Each reflectivity measurement took about 3h10 followed the measurement of
the longitudinal-diffuse scan (0h50) and additional 2h of irradiation at angles
small enough to illuminate the entire sample. The true specular reflectivities
extracted from the measured data are depicted in Figure 7.17 – multiplied by
qz
4. They have an unexpected complicated structure: A Bragg-like peak is lo-
cated at qz ≈ 0.9 A˚−1 and complex oscillation patterns show up (see arrows in
Figure 7.17). Moreover, two knots are located at 0.14 A˚−1 and 0.58 A˚−1.
The Patterson functions calculated from the true specular reflectivities are
presented in Figure 7.18. To suppress the strong oscillations that would result
from the Bragg peak, the reflectivities have truncated at qz ≈ 0.85 A˚−1. How-
ever, the Patterson functions are dominated by the next peak around 0.68 A˚−1
3Similar structures have also been found at the C–Si interface of other samples, which are
not presented here.
4SuperSpeed = rotating anode x-ray source.
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Figure 7.17: Series of reflectivities from the SiGe sample measured on a D8
Advance SuperSpeed at 18kW (45kV/400mA): The measured data (symbols) and
reflectivities obtained by inversion (lines) are multiplied by qz
4 and shifted for
clarity. The arrows indicate positions where the internal periodical structure of
the epitaxial grown SiGe layer shows up.
and therefore the region of small d is dominated by a series of equidistant peak
with ∆d = 9.5 A˚ so that no helpful information about the sample structure
can be extracted. At greater lengthscales three peaks appear, two of which – at
d = 670 A˚ and d = 690 A˚ – do not change (dashed lines) whereas the third peak
(solid line) at about 720A˚ displaces slightly by ≈8 A˚.
In contrast to the previous sections, the algorithm proposed in Chapter 6 with
the piecewise constant eigendensities, was used for the inversion of the reflectiv-
ity series. For technical reasons, the algorithm was always started from the same
sample system: A Si0.9Ge0.1 (ρ = 2.17 · 10−5A˚−2, see Table 7.1) layer of thickness
730 A˚ on a silicon substrate, both with an gaussian interface of roughness 3 A˚.
It should be noted, that although composition and density of the SiGe layer are
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Figure 7.18: Patterson functions calculated from the reflectivities depicted in Fig-
ure 7.17 with 0A˚−1 < qz < 0.85A˚−1: The curves are shifted for clarity. The dashed
lines indicates peaks that remain constant. The solid line is a peak that shifts by
≈8A˚. The periodical appearing peaks (∆z ≈ 9.5) result from the superlattice-like
structure inside the SiGe layer and correspond to the peak around 0.67A˚−1.
known a-priori from the HRXRD experiments, no part of the density profile could
be kept fixed, because of the internal (unknown) fine-structure of the SiGe that
dominates the reflectivity. The thickness of the slabs for the construction of the
eigendensities was chosen to be d = 2A˚ 5. A perfect agreement (see Fig. 7.17)
between measured and inverted reflectivity was achieved after ≈10 iterations.
Results and discussion
The obtained density profiles are depicted in Fig. 7.19. For the sake of clarity
only the profiles #1, #2, #4 and #6 are shown and the SiGe layer is not fully
presented. The profile #2, #4 and #6 are represented by solid lines of increasing
thickness, profile #1 is represented by a dotted line. The obtained profiles remain
almost constant over the entire SiGe film. The long-period oscillation inside the
SiGe layer (not shown) may be due to small imperfections in either the exper-
imental setup or the data correction procedure of the true specular reflectivity
around the critical angle (see Section 5.3.3).
At the surface, a structure consisting of multiple thin layers was found: A
layer with low electron density and thickness of 25A˚ is on top of a layer with
5It might be preferable to use a grid adapted to the Bragg-like peak at ≈ 0.9 A˚−1 instead.
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Figure 7.19: Density profiles obtained by inversion of the measured reflectivities
depicted in Figure 7.17: For clarity only the profiles #1, #2, #4 and #6 are
shown. The density inside the SiGe-layer is almost constant and does not change
significantly. The horizontal dashed line corresponds to the theoretical bulk den-
sity of Si0.9Ge0.1. Small periodical density variations can be observed inside the
layer (see inset).
intermediate density and a very sharp interface at the position z1 ≈ 25 A˚. The
next interface may be located at z2 ≈ 55 A˚. In between is a transition layer with
increased electron density, where the electron density decreases constantly from
profile #1 to profile #6. Before (approximately) reaching the bulk-density of
Si0.9Ge0.1 (vertical dashed line) a region of increased density shows up.
Inside the SiGe layer all profiles have a very similar oscillation structure as pre-
sented in the inset of Fig. 7.19.
In the substrate-near region of the profiles, a well defined interface is located at
z3 ≈ 715 A˚ which – together with the interface at z1 – causes the intense peak
in the Patterson functions at 690 A˚. It follows a region of lower electron density
between z4 and z5 before profiles reach the bulk density of the Silicon substrate.
The variation of the density profiles is continuous with one exception: In the
substrate-near region around z = 750 A˚ a remarkable reduction of the electron
density occurs from profile #1 to profile #2, while this region remains almost
constant for profiles #2 – #6. The reflectivities do also show an abrupt change
between the reflectivities #1 and #2, such as the knot as qz ≈ 0.58 A˚−1 that does
not exist in the first reflectivity. This may be explained as follows: In measure-
ment #1, the region of small qz–values is scanned quite fast and the sample has
158 Chapter 7. Application of inverse iteration schemes to experimental data
not been exposed to much radiation sofar6. It may than happen that the imping-
ing x-rays initiate some process that reaches a stable state after a sufficiently long
irradiation. One possible explanation may be the emission of photo-electrons ei-
ther from the silicon substrate or from the layer structure between the Si0.9Ge0.1
layer and substrate.
A physical explanation for the observed reduction of the electron density around
the position z2 can not be given here. In contrast, it is contradictory to the
expected growth of an organic layer at sample surface. Although hints for the
latter exists in the profiles, doubts about the correctness of the obtained solution
remain.
7.5 Summary and concluding remarks
In this chapter iterative inversion schemes have been successfully applied to ex-
perimental x-ray reflectivity data.
For the investigated Titanium-Carbon samples, the obtained profiles yield a con-
sistent picture of the sample structures. The expected growth of the organic
layer at the surface was found. The observed formation of TiC as well as the
roughnesses at the Ti/C and C/Ti interfaces are in perfect agreement with re-
sults obtained by TEM.
In case of the Nickel–Carbon samples strong indications for the formation of SiC
inside the substrate have been found in the density profile. This is in accordance
with the density profiles obtained for the single Carbon film on the Si-substrate.
Furthermore, hints for the diffusion of the Nickel into the Carbon have been found
in the profiles of both samples. In the last example, reflectivities from a SiGe
film of thickness ≈ 700 A˚ on a Silicon substrate are analyzed. Reasonable density
profiles have been obtained without imposing any constraints to the inversion and
with a very rough guess of the initial profile. The inversion scheme converged
rapidly (≈ 10 iterations) towards a solution. However, a plausible explanation
of the observed details in the density profiles could not be given – showing the
limitation of inverse methods in the analysis of x-ray reflectivities.
This Chapter concludes with a warning to the reader: Although the use of inverse
methods has lead to the recovery of tiny details – partially close to the spatial
resolution limited by the qz-region accessible in the experiment – the user should
always be aware of an over-interpretation of the profiles obtained by inverse meth-
ods. The high sensitivity of these methods with respect to noise, errors in the
experimental setup and ambiguities due to the always present phase-problem may
produce features in the profiles, which have to be carefully checked.
6Keep in mind that the measurements have been performed using a rotation-anode system
providing one order of magnitude more in x-ray intensity than a conventional sealed-tube x-ray
source
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Chapter 8
Summary and Outlook
Today Nanoscience combines the efforts of a whole set of formerly separated
disciplines of science: Physics, Chemistry, Biology, Material Science and Engi-
neering. The common goal is to produce layers, structures and finally devices in
the nanometer scale. The used materials reach from organic, polymer, ceramic,
semiconducting up to metallic. All the layers require the characterization on the
nano and subnano – A˚ngstroem – level.
The progress in x-ray instrumentation – especially new types of x-ray sources
– allows the characterization by x-ray reflectometry down to 1A˚. The goal of
this thesis is to provide some tools, so that the advances in the measurement
techniques are followed by a progress in data evaluation for samples in which
interfaces, layers and surfaces are hard to distinguish.
The first part of this thesis addresses the phase-problem in x-ray reflectivity:
As only amplitudes are measured in x-ray scattering experiments, the direct cal-
culation of the electron density profile of the sample is impossible. The phase,
which is required for the solution of this inverse problem, is lost in the experi-
ment.
The analytical properties of the reflection coefficient imply that the phase is
completely determined by 1. the Hilbert transform of the logarithm of the mod-
ulus and 2. the zeros in the upper half complex plane (UHP). The calculation of
the Hilbert-phase from a reflectivity which is only known up to some maximum
wavevector, requires the extrapolation over the entire qz–axis to infinity. The ex-
isting formulation [117] uses the asymptotic behavior of a Fresnel reflectivity. To
account in addition for interfacial roughness, a new formula for the Hilbert-phase
is derived. In the following, the conditions for which the reflection coefficient
has zeros in the UHP is discussed and the existing sufficient condition [37] is
extended to rough multi-layer systems. Procedures for locating these zeros are
developed. While the zeros located in the region of kinematical scattering can
be located very efficiently by a divide-and-conquer algorithm, the detection of
the zeros in the region of dynamical scattering remains a time-consuming and
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difficult task. The transfer of the zeros into the UHP can be performed either
in dynamical theory via Darboux-transforms [116] or in kinematical theory using
Fourier transforms. The comparison of both methods shows that the much more
time-consuming Darboux-transforms only need to be applied to a limited num-
ber of zeros. Furthermore, the dependency of the position of the flipped zero on
the resulting profile variation shows that only a small number of zeros causes a
significant change of the profile when flipped across the qz–axis. This can reduce
the number of important phase solutions dramatically.
The second part of this thesis introduces a new iterative inversion method for
x-ray reflectivity. This method overcomes the shortcomings of existing model-
independent analysis schemes and inverse methods: It expands the profile in a
set of eigenfunctions, which are discrete approximations of the eigenfunction of
the classical reconstruction problem of a compact supported function from its par-
tially known Fourier-transform [15]. In this work, piecewise constant functions,
polygons and second-order B-splines are used to expand the density profile. The
eigenvalue problems for the calculation of the above mentioned approximations
are stated and solved. The formalism for the calculation of the reflection coef-
ficients for these profiles is developed in dynamical and single-scattering theory.
The stabilization of the linear inversion scheme is achieved by projecting the pro-
posed profile modification onto the space which does not change the reflectivity
in the region of dynamical scattering. The required partial derivatives of the
reflectivity can be calculated efficiently in dynamical as well as single-scattering
theory. The explicit formulas for the Hilbert-phase of the reflectivity from a
piecewise-constant profile have been derived in kinematical and dynamical the-
ory. In addition, procedures are developed to obtain – from a given profile – the
profile having no zeros in the UHP. Finally, a method for locating the zeros of its
reflection coefficient is proposed.
In the experimental part of this work iterative inverse schemes are applied to
the analysis of x-ray reflectivity. The samples under investigation are exposed
to x-rays under ambient conditions. Repeated reflectivity measurements show a
continuous change caused by the absorption of organic molecules at the sample
surface. This effect can serve as a phase-constraint and provides the possibility of
an unambiguous determination of the density profiles. Different sample systems
are instigated: For two Titanium-Carbon samples tiny details at the Ti/C inter-
faces such as the formation of a thin TiC layer can be observed. The obtained
density profiles can be well explained and are in agreement with results from
transmission electron microscopy studies. The density profiles obtained from the
reflectivities taken from Nickel-Carbon samples show the formation of SiC inside
the substrate. This was confirmed for a single Carbon layer on a Si-substrate.
Finally, the new inversion scheme is applied to a series of reflectivities from a
700A˚ SiGe film on a substrate. The obtained profiles show highly localized mod-
ifications.
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Based on the achievements of this thesis, future work could address different
topics: As the locating of the zeros of the reflection coefficient at small qz is
still problematic and time-consuming, further numerical improvement could be
helpful. Moreover, efficient strategies for the selection of zeros as well as the im-
provement of the flipping-produce itself are important topics. The latter requires
the Jost-solution of the profile, if the Darboux-transform has to be applied. An-
alytical solutions for B-spline profiles would be desirable.
Finally, the influence of imperfections in the measured reflectivities on the density
profiles could be investigated, as it is of fundamental importance for the interpre-
tation of the obtained density profiles and the application of x-ray reflectometry
in Nanoscience.
Appendix A
A.1 Sufficient condition for zero-free UHP for
layer-stack with gaussian interfaces
For a system of N layers, the structure factor is given by
F (Q) =
N∑
n=0
∆ρn exp[−1
2
σ2nQ
2] exp[iQzj] , (A.1)
where Q = qz + iκ. Let z0 = 0 and zn > 0, n = 1...N , then the real and the
imaginary part of F (Q) are given by
<{F (Q)} = ∆ρ0 cos(qzκσ20) exp
[− (qz2 − κ2)σ20/2]
+
N∑
n=1
∆ρn cos(qzzn + qzκσ
2
n)×
× exp [− κzn − (qz2 − κ2)σ2n/2] (A.2)
and
={F (Q)} = ∆ρ0 sin(qzκσ20) exp
[− (qz2 − κ2)σ20/2]
+
N∑
n=1
∆ρn sin(qzzn + qzκσ
2
n)×
× exp [− κzn − (qz2 − κ2)σ2n/2] , (A.3)
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respectively. A sufficient condition for a zero in the UHP is |F (Q)|2 = 0, from
which follows:
|∆ρ0|2 exp
[− (qz2 − κ2)σ20]
=
∣∣∣∣ N∑
n=1
(
∆ρ2n exp
[− κzn − (qz2 − κ2)σ2n]
+2
N∑
m=n+1
∆ρn∆ρm cos
[
qz(zn − zm) + qzκ(σ2n − σ2m)
]×
× exp [− κ(zn + zm)− (qz2 − κ2)(σ2n + σ2m)/2])∣∣∣∣ (A.4)
In the UHP we have κ > 0. Let us assume that |∆ρ0| >
∑N
n=1 |∆ρn| and σ0 ≤ σn,
n = 1...N , holds. Then the following inequalities are valid for κ ≤ |qz|:
|∆ρ0|2 exp
[− (qz2 − κ2)σ20]
>
(
N∑
n=1
|∆ρn|
)2
exp
[− (qz2 − κ2)σ20]
=
(
N∑
n=1
(
|∆ρn|2 + 2
N∑
m=n+1
|∆ρn∆ρm|
))
exp
[− (qz2 − κ2)σ20]
≥
N∑
n=1
(
∆ρ2n exp
[− (qz2 − κ2)σ2n]
+2
N∑
m=n+1
|∆ρn∆ρm| exp
[− (qz2 − κ2)(σ2n + σ2m)/2])
>
N∑
n=1
(
∆ρ2n exp
[− κzn − (qz2 − κ2)σ2n]
+2
N∑
m=n+1
|∆ρn∆ρm| exp
[− κ(zn + zm)− (qz2 − κ2)(σ2n + σ2m)/2])
≥
N∑
n=1
(
∆ρ2n exp
[− κzn − (qz2 − κ2)σ2n]
+2
N∑
m=n+1
|∆ρn∆ρm cos(X)| exp
[− κ(zn + zm)− (qz2 − κ2)(σ2n + σ2m)/2])
≥ . . .
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≥ . . .
≥
∣∣∣∣ N∑
n=1
(
∆ρ2n exp
[− κzn − (qz2 − κ2)σ2n]
+2
N∑
m=n+1
∆ρn∆ρm cos(X)×
× exp [− κ(zn + zm)− (qz2 − κ2)(σ2n + σ2m)/2])∣∣∣∣ ,(A.5)
where X is an arbitrary real number. Latter inequality is identical to the right
hand-side of Eq.A.4. Thus, Eq.A.4 can never be satisfied and hence F (Q) 6= 0
for any Q ∈ {Q = qz + iκ ∈ C|κ > 0 ∧ |qz| ≥ κ}.
Next we consider the case |qz| < κ. Again, we start with the necessary condition
for a zero |F (Q)|2 = 0:
={F (Q)}2 + <{F (Q)}2
=
N∑
n=0
(
∆ρ2n exp
[−κzn − (q2z − κ2)σ2n]
+2
N∑
m=n+1
∆ρn∆ρm cos
(
qz(zn − zm) + qzκ
(
σ2n − σ2m
))×
× exp [−κ (zn + zm)− (q2z − κ2) (σ2n + σ2m) /2]) = 0 (A.6)
Collecting all terms with ∆ρ0 on the right hand-side yields
N∑
n=1
(
∆ρ2n exp
[−κzn − (q2z − κ2)σ2n]
+2
N∑
m=n+1
∆ρn∆ρm cos
(
qz(zn − zm) + qzκ
(
σ2n − σ2m
))×
× exp [−κ (zn + zm)− (q2z − κ2) (σ2n + σ2m) /2])
= −∆ρ20 exp
[− (q2z − κ2)σ20]
−2
N∑
m=1
∆ρ0∆ρm cos
(−qzzm + qzκ (σ20 − σ2m))×
× exp [−κzm − (q2z − κ2) (σ20 + σ2m) /2]
< |∆ρ0|2 exp
[− (q2z − κ2)σ20] , (A.7)
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where the inequality is obtained from
∆ρ20 exp
[− (q2z − κ2)σ20]+ 2 N∑
m=1
∆ρ0∆ρm cos
(−qzzm + qzκ (σ20 − σ2m))×
× exp [−κzm − (q2z − κ2) (σ20 + σ2m) /2]
≥ ∆ρ20 exp
[− (q2z − κ2)σ20]− 2 N∑
m=1
|∆ρ0∆ρm| ×
× exp [−κzm − (q2z − κ2) (σ20 + σ2m) /2]
> ∆ρ20 exp
[− (q2z − κ2)σ20]− 2|∆ρ0| N∑
m=1
|∆ρm| exp
[− (q2z − κ2)σ20]
= ∆ρ20 exp
[− (q2z − κ2)σ20]− 2|∆ρ0| exp [− (q2z − κ2)σ20] N∑
m=1
|∆ρm|
> ∆ρ20 exp
[− (q2z − κ2)σ20]− 2|∆ρ0|2 exp [− (q2z − κ2)σ20]
= −|∆ρ0|2 exp
[− (q2z − κ2)σ20] . (A.8)
But then Eq.A.4 and Eq.A.7 cannot be satisfied simultaneously and hence F (Q) 6=
0 for any Q ∈ {Q = qz + iκ ∈ C|κ > 0 ∧ |qz| < κ}.
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A.2 Partial derivatives ∂R(q)/∂bm for the second-
order B-spline profile within the WSA
When using the weighted superposition approximation (WSA) for the calculation
of the reflectivity, the partial derivative of the reflection coefficient with respect
to profile parameter bm is given by
∂R(qz)
∂bm
= 4piρ∞
[
N−1∑
n=m−1
Sn
∂
∂bm
Pn(qz) +
m+1∑
n=m−1
Pn
∂
∂bm
Sn
]
(A.9)
where Sn = (An − iBn) exp(iqz,nd) − An. The derivatives in the first sum are
equal to
∂
∂bm
Pn(qz) = idPn(qz)
m+1∑
l=m−1
∂qz,l
∂bm
where
∂qz,l
∂bm
= − 8pi
qz,l
∂ρ¯l
∂bm
(A.10)
and
∂ρ¯m−1
∂bm
=
3m
2
+
1
6
,
∂ρ¯m
∂bm
= −3m− 4
3
and
∂ρ¯m+1
∂bm
=
3m
2
+
13
6
. (A.11)
The derivatives in the second sum of Eq. (A.9) become
∂
∂bm
Sn = exp(iqz,nd)
[ ∂
∂bm
(An − iBn) + id(An − iBn)∂qz,n
∂bm
]
− ∂An
∂bm
(A.12)
with
∂
∂bm
An = 2
(
αn
32pi
qz,n6
∂ρ¯n
∂bm
+
1
qz,n4
∂αn
∂bm
)
−i
{
(2ndαn + βn)
24pi
qz,n5
∂ρ¯n
∂bm
+
1
qz,n3
∂
∂bm
(2ndαn + βn)
}
(A.13)
and
∂
∂bm
Bn = 2d
(
αn
24pi
qz,n5
∂ρ¯n
∂bm
+
1
qz,n3
∂αn
∂bm
)
(A.14)
The non-vanishing derivatives of αn and βn are given by
∂αn
∂bm
=
1
d2
·
{
1/2, n = m± 1 ;
−1, n = m. and
∂βn
∂bm
=
1
d
·

2, n = m− 1 ;
−3, n = m ;
1, n = m+ 1.
(A.15)
Note that when computing the entries of the Jacobian matrix, most of the above
calculations do not depend on qz and hence have to be carried out only once
before looping over the qz–values for which ∂R(q)/∂bm is requested.
168 Appendix A.
A.3 Modification of the proposed algorithm
The way of constructing the eigendensities ψn for the linear profile and for the
BS2-profile, as given in Sections 6.3.2 and 6.4.3 was done under the assumption
that orthonormality of the ψn on [0, L] is required. However, in the proposed
algorithm this is not mandatory. Thus, the following modification of the proposed
method results in significant simplifications: For a profile expanded in B-splines
of degree l, one may consider the function
∆F (q)
iq
exp(i∆zq)
sincl(qd/2)
=
N−1∑
n=0
∆bn exp(inqd) (A.16)
and then use the DPSS (see Section 6.1.1) for the expansion of the profile mod-
ification ∆ρ. This would have the following advantages: First, the respective
eigendensities ψn(z) are much easier to compute and the energy concentration of
the |Ψn(q)| within the band of interest [−Q,Q] improves significantly. Moreover,
the sensitivity to ∆F (q) at higher q is improved because of the sinc–function in
the denominator in the above equation.
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