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Consider an arbitrary inﬁnite cardinal number μ and the possibly nonseparable real Banach
space pμ. For a ﬁxed collection of subsets Eα ⊂ R for α ∈ μ, one can study the space
Eμ = {x ∈ pμ: xα ∈ Eα, for each α ∈ μ} as a subspace of pμ . The main result in this
article states that there exist two cardinal invariants λ,κ of Eμ so that whenever inﬁnitely
many of the Eα are of the ﬁrst category in themselves, Eμ ≈ E × λω × κ if and only if
all Eα are zero-dimensional Fσδ-subsets of R and Eμ is at least one-dimensional. Here,
E denotes the famed Erdo˝s space introduced by Paul Erdo˝s as ‘rational points in Hilbert
space’, the subspace of Hilbert space consisting of vectors of which all coordinates are
rational.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let A be an arbitrary set and let p  1. We consider a generalization of the Banach space p , given by

p
A =
{
x = (xα)α∈A ∈ RA:
∑
α∈A
|xα |p < ∞
}
.
The topology on pA is generated by the norm ‖x‖ = (
∑
α∈A |xα |p)1/p . Let (Eα)α∈A be a ﬁxed collection of subsets of R. We
deﬁne the Erdo˝s type space corresponding to (Eα)α∈A by
EA =
( ∏
α∈A
Eα
)
∩ pA =
{
x ∈ pA: xα ∈ Eα for each α ∈ A
}
.
Sets of cardinality equal to that of A generate a Banach space that is isomorphic to pA , so in general we think of A as being
an inﬁnite cardinal number μ and we consider the spaces pμ and Eμ .
For μ = ω, p = 2 and En = Q for every n ∈ ω, we ﬁnd Erdo˝s space
E= {x ∈ 2: ∀n ∈ ω, xn ∈ Q}.
The Erdo˝s type space with μ = ω, p = 2 and En = {0} ∪ {1/m: m ∈ N} for every n ∈ ω yields complete Erdo˝s space Ec.
Both spaces were introduced by Erdo˝s [12] who proved that these spaces have the peculiar property that they are one-
dimensional, yet totally disconnected and homeomorphic to their own squares. The spaces E, Ec, and also Eωc were
characterized by Dijkstra and van Mill [4,6,5] and Dijkstra [3]. For separable Erdo˝s type spaces, they found the following.
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of the En’s are of the ﬁrst category in themselves, then Eω ≈ E.
Our aim is to generalize Theorem 1. It was shown by Dijkstra, van Mill, and Valkenburg [7, Theorem 3] that the three
topological dimension functions ind, Ind, and dim agree for the spaces Eμ . Let the weight of a space X be denoted by w(X)
and the local weight of X be given by lw(X) = min{w(U ): U an open nonempty subset of X}. By XD we denote the set X
equipped with the discrete topology. The following theorem is our main result:
Theorem 2 (Main Classiﬁcation Theorem). Suppose Eμ is such that w(Eμ) = κ , lw(Eμ) = λ and that there are inﬁnitely many α ∈ μ
for which Eα is of the ﬁrst category in itself. Then Eμ ≈ E× (λD)ω × κD if and only if every Eα is a zero-dimensional Fσδ-subset of R
and indEμ > 0.
In order to arrive at this theorem, we investigate the Erdo˝s type space
Ep(λ,λ) = {x ∈ pλ : ∀α ∈ λ, xα ∈ Q}.
This is a straightforward generalization of E = E2(ω,ω). We obtain our ﬁrst extension of Theorem 1 in Section 3,
as follows. Suppose that Eα is a zero-dimensional Fσδ-subset of R for each α ∈ λ. If λ = lw(Eμ) = w(Eμ) > ω and
|{α ∈ μ: Eα is of the ﬁrst category in itself}| = λ, then Eμ ≈ E1(λ,λ). This result leads to the First Classiﬁcation Theorem
(Theorem 29). In Section 4 we show that E1(λ,λ) ≈ E× (λD)ω , from which we derive the Second Classiﬁcation Theorem
(Theorem 35). In Section 5 we are able to relax the condition on the cardinality of the collection of sets Eα that are of the
ﬁrst category in themselves from being equal to the local weight, to merely being inﬁnite. There we derive our main result,
the aforementioned Main Classiﬁcation Theorem.
In the proof of the First Classiﬁcation Theorem, we adapt techniques developed by Dijkstra, van Mill, and Valkenburg [7].
In that paper topologically complete Erdo˝s type spaces were studied. The main result there is analogous to Theorem 2:
Theorem 3. ([7, Theorem 42]) Let lw(Eμ) = λ and w(Eμ) = κ . We have Eμ ≈ Ec × (λD)ω × κD if and only if every Eα is a zero-
dimensional Gδ-subset of R and indEμ > 0.
2. Preliminaries
We denote the zero vector in pμ and Rμ by 0μ or simply by 0. We extend the domain of the p-norm ‖ · ‖ to Rμ by
putting ‖x‖ = ∞ if x ∈ Rμ \ pμ . Note that pμ = pI × pμ\I and Eμ = EI × Eμ\I if I ⊂ μ. Sometimes it is useful to identify pI
with pI × {0μ\I } ⊂ pμ so we can also write pμ = pI + pμ\I and Eμ = EI + Eμ\I .
Remark 4. The p-norm is a Kadec norm. That is, the norm topology on p is the weakest topology that makes all coordinate
projections z → zi and the norm function continuous. A straightforward generalization of the proof gives that pμ has a Kadec
norm as well. Thus, the graph of the norm function when seen as a function from pμ with the product topology (or any
other topology that lies between the product topology and the norm topology) to R is homeomorphic to pμ by the obvious
map. Thus the space Eμ is homeomorphic to a subspace of (
∏
α∈μ Eα) × R.
Let Rˆ denote the compactiﬁcation [−∞,∞] of R. Recall that a function ϕ : X → Rˆ is called upper semicontinuous (USC)
if {x ∈ X: ϕ(x) < t} is open in X for every t ∈ R. If −ϕ is USC, then ϕ is called lower semicontinuous (LSC). It is easily seen
that the p-norm is an LSC function on the product space Rμ .
Deﬁnition 5. Let Z and W be topological spaces and f : Z → W a function. Then τ f denotes the weakest topology on Z
that contains the given topology on Z and that makes f continuous.
We frequently use that by Remark 4, pμ = ({x ∈ Rμ: ‖x‖ < ∞}, τ‖·‖).
Deﬁnition 6. A Hausdorff space (or a topology) is called zero-dimensional if the small inductive dimension (denoted by ind)
is at most 0, that is, if there is a basis consisting of clopen sets. A normal space (or a topology) is strongly zero-dimensional
if the large inductive dimension (denoted by Ind) is at most 0, that is, if any two disjoint closed subsets can be separated
by a clopen set.
Every separable metric zero-dimensional space can be imbedded in R. Note that for subsets A of R the following
statements are equivalent:
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(2) A does not contain a nondegenerate interval,
(3) R \ A is dense in R, and
(4) A is totally disconnected.
Deﬁnition 7. If ϕ,ψ : X → [0,∞], deﬁne the following subspaces of X × [0,∞]:
Gϕ0 =
{(
x,ϕ(x)
)
: x ∈ X, ϕ(x) > 0},
Lϕ0 =
{
(x, t): x ∈ X, 0 t  ϕ(x)},
G∞ψ =
{(
x,ψ(x)
)
: x ∈ X, ψ(x) < ∞},
L∞ψ =
{
(x, t): x ∈ X, ψ(x) t ∞}.
If X is nonempty, zero-dimensional, separable, and metrizable, then a USC function ϕ is said to be a U-Lelek function if Gϕ0
is dense in Lϕ0 . If ϕ is a U-Lelek function on a compact domain and one identiﬁes X × {0} ⊂ Lϕ0 with a single point, then
the obtained quotient space Lϕ0 /0 is called a Lelek fan, with endpoint set G
ϕ
0 ; see Lelek [14]. Similarly, an LSC function ψ is
an L-Lelek function if G∞ψ is dense in L∞ψ .
If we put 1/∞ = 0 and 1/0 = ∞ then it is clear that a function ϕ is U-Lelek if and only if 1/ϕ is L-Lelek. It was shown
by Kawamura, Oversteegen, and Tymchatyn [13] that Gϕ0 is homeomorphic to complete Erdo˝s space whenever ϕ is a U-Lelek
function with a compact domain; see also Dijkstra [1].
These notions are also relevant in the characterization of Erdo˝s space by Dijkstra and van Mill [6]. The setting for E is
more complicated than for Ec and involves the concept of a Sierpin´ski stratiﬁcation deﬁned below. We ﬁrst need a few
other deﬁnitions.
Deﬁnition 8. If A is a nonempty set then A<ω denotes the set of all ﬁnite strings of elements of A, including the null
string ∅. If s ∈ A<ω then |s| denotes its length. In this context the set A is called an alphabet. Let Aω denote the set of
all inﬁnite strings of elements of A. If s ∈ A<ω and σ ∈ A<ω ∪ Aω , then we put s ≺ σ if s is an initial substring of σ , that
is, there is a τ ∈ A<ω ∪ Aω with sτ = σ , where  denotes concatenation of strings. If σ ∈ A<ω ∪ Aω and k ∈ ω, then
σ k ∈ A<ω is characterized by σ k ≺ σ and |σ k| = k.
Deﬁnition 9. A tree T on an alphabet A is a subset of A<ω that is closed under initial segments, i.e., if s ∈ T and t ≺ s then
t ∈ T . Elements of T are called nodes. An inﬁnite branch of T is an element σ of Aω such that σ k ∈ T for every k ∈ ω. The
body of T , written as [T ] is the set of all inﬁnite branches of T . If s, t ∈ T are such that s ≺ t and |t| = |s| + 1, then we say
that t is an immediate successor of s and succ(s) denotes the set of immediate successors of s in T .
Deﬁnition 10. Let X be a metrizable space. A system (Xs)s∈T is called a Sierpin´ski stratiﬁcation or scheme of X if T is a
nonempty tree over a countable alphabet and Xs is a closed subset of X for each s ∈ T such that:
(1) X∅ = X and Xs =⋃{Xt : t ∈ succ(s)} for all s ∈ T , and
(2) if σ ∈ [T ], then the sequence Xσ0, Xσ1, . . . converges to a point xσ ∈ X .
An Fσδ-set is a countable intersection of Fσ -sets. A metrizable space X is called an Fσδ-space if it is an Fσδ-subset of
every metrizable space in which it can be imbedded. This is equivalent to stating that it can be imbedded as an Fσδ-set
in some completely metrizable space. Sierpin´ski [15] has shown that a space is an Fσδ-space if and only if it admits a
Sierpin´ski stratiﬁcation.
Deﬁnition 11. SL is the class of all bounded USC functions ϕ : X → [0,∞) such that X is a zero-dimensional separable
metrizable space for which there exists a Sierpin´ski stratiﬁcation (Xs)s∈T with the following properties:
(1) if s ∈ T and t ∈ succ(s), then GϕXt0 is nowhere dense in GϕXs0 , and
(2) if s ∈ T then ϕXs is a U-Lelek function.
We can combine Theorem 7.5, Remark 7.7, and Lemma 7.9 in [6] to ﬁnd the following slight strengthening of [6, Theo-
rem 7.10]. For a function f : X → [−∞,∞] the number M( f ) stands for sup{| f (x)|: x ∈ X} ∈ [0,∞]. We use the convention
sup∅ = 0, so in case X = ∅ we have M( f ) = 0.
Theorem 12. Let ϕ : X → [0,∞) and ψ : Y → [0,∞) be elements of SL. If t > |logM(ϕ)/M(ψ)|, then there exist a homeomorphism
h : X → Y and a continuous map f : X → (0,∞) such that ψ ◦ h = f · ϕ and M(log f ) < t.
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for that class.
Deﬁnition 13. LSL is the class of all LSC functions ϕ : X → [0,∞] such that X is a zero-dimensional separable metrizable
space for which there exists a Sierpin´ski stratiﬁcation (Xs)s∈T with the following properties:
(1) if s ∈ T and t ∈ succ(s), then G∞ϕXt is nowhere dense in G∞ϕXs , and
(2) if s ∈ T then ϕXs is an L-Lelek function.
Example 14. The norm function ‖ · ‖ : Qω → [0,∞] is in LSL. Indeed, deﬁne T = Q<ω and Xq0...qk−1 = {q0} × · · · × {qk−1} ×
Q × Q × · · · . It is easily veriﬁed that all conditions are satisﬁed.
Lemma 15. Let ε > 0 be given. Suppose that ϕ : X → [0,∞] andψ : Y → [0,∞] are in LSL and that ϕ−1(0) = {c} andψ−1(0) = {d}
are singletons, both with the property that for every neighbourhood C of c and D of d the restrictions ϕ(X \ C) and ψ(Y \ D) are
bounded away from zero. Then there exist a homeomorphism h : X → Y and a continuous map f : X → (0,∞) such thatψ ◦h = f ·ϕ
and M(log f ) < ε.
Proof. Choose metrics for X and Y that are bounded by 1. We construct by recursion sequences of clopen sets U0  U1 
· · · ⊂ X and V0  V1  · · · ⊂ Y such that for each i ∈ ω,
(1) c /∈ Ui and d /∈ Vi ;
(2) diam(X \ Ui) 2−i and diam(Y \ Vi) 2−i ; and
(3) if i  1 then
∣∣∣∣log
M( 1ϕ (Ui \ Ui−1))
M( 1
ψ
(Vi \ Vi−1))
∣∣∣∣< ε2−i .
The construction is analogous to the one in the proof of [7, Lemma 22]. Note that instead of compactness, we have to use
the assumption that certain restrictions are bounded away from zero. Furthermore, observe that a restriction of a U-Lelek
function to a clopen subset still yields a U-Lelek function. Once the recursion is complete, we can consider for i ∈ N the
functions 1ϕ (Ui \ Ui−1) and 1ψ (Vi \ Vi−1). Since the restriction of a function in SL to a clopen subset is in SL, we can
apply Theorem 12 and ﬁnd a homeomorphism
hi : Ui \ Ui−1 → Vi \ Vi−1
and a continuous function
f i : Ui \ Ui−1 → (0,∞)
such that M(log f i) < ε2−i and
1
ψ
◦ hi = f i ·
(
1
ϕ
(Ui \ Ui−1)
)
.
We deﬁne h : X → Y and f : X → (0,∞) by{
h(x) = d and f (x) = 1, if x = c,
h(x) = hi(x) and f (x) = 1/ f i(x), if x ∈ Ui \ Ui−1 for i ∈ N.
This completes the proof. 
In this paper we encounter several situations that are covered by the following technical lemma.
Lemma 16. Let I be a nonempty set. Suppose that for each i ∈ I there are topological spaces Xi, Yi and LSC functions ϕi : Xi →
[0,∞) and ψi : Yi → [0,∞). In addition, ξ ∈ 1I and M  1 are given. Deﬁne ϕ :
∏
i∈I Xi → [0,∞] by ϕ(x) =
∑
i∈I ϕi(xi) and
ψ :∏i∈I Y i → [0,∞] by ψ(y) =∑i∈I ψi(yi). If for every i ∈ I there exists a homeomorphism
hi : (Xi, τϕi ) → (Yi, τψi )
with the property that for every xi ∈ Xi ,
1
M
ϕi(xi) − ξi ψi
(
hi(xi)
)
 Mϕi(xi) + ξi, (1)
then the formula H(x) = (hi(xi))i∈I deﬁnes a homeomorphism from (ϕ−1([0,∞)), τϕ) to (ψ−1([0,∞)), τψ).
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phism hi such that (1) holds. Consider the map Hˆ :∏i∈I (Xi, τϕi ) →∏i∈I (Yi, τψi ) deﬁned by Hˆ(x) = (hi(xi))i∈I . Obviously,
Hˆ is a homeomorphism, with the additional property that for each x ∈∏i∈I Xi we have
1
M
ϕ(x) − ‖ξ‖ψ(Hˆ(x)) Mϕ(x) + ‖ξ‖.
Hence we ﬁnd that Hˆ(ϕ−1([0,∞))) = ψ−1([0,∞)).
In order to prove that H = Hˆϕ−1([0,∞)) : (ϕ−1([0,∞)), τϕ) → (ψ−1([0,∞)), τψ) is continuous, it suﬃces to show that
ψ ◦H is continuous on (ϕ−1([0,∞)), τϕ). A symmetric argument then also gives that H−1 is continuous. To show continuity
of ψ ◦ H : (ϕ−1([0,∞)), τϕ) → [0,∞), let ε > 0 be given and let x ∈∏i∈I Xi with ϕ(x) < ∞ be ﬁxed. Put δ = ε/(3 + 2M)
and choose a ﬁnite set F ⊂ I for which ∑i /∈F ξi < δ and ∑i /∈F ϕi(xi) < δ. Since the hi are homeomorphisms, we can ﬁnd an
open neighbourhood Ui ⊂ (Xi, τϕi ) of xi for each i ∈ F for which∣∣ψi(hi(xi))− ψi(hi(zi))∣∣< δ/|F |
holds whenever zi ∈ Ui .
Note that ϕi ◦πi :∏i∈I Xi → [0,∞) (with πi the projection on the ith coordinate) is LSC. Hence by [9, Lemma 3.9] ϕ and
ϕ˜ =∑i /∈F ϕi ◦πi :∏i∈I Xi → [0,∞] are LSC and τϕ˜ ⊂ τϕ on ϕ−1([0,∞)). Consider the open neighbourhood with respect to
τϕ of x given by
U = {z ∈ ϕ˜−1([0, δ)): zi ∈ Ui if i ∈ F and ∣∣ϕ(x) − ϕ(z)∣∣< δ}.
Then for each z ∈ U we ﬁnd
∣∣ψ(H(x))− ψ(H(z))∣∣∑
i∈F
∣∣ψi(hi(xi))− ψi(hi(zi))∣∣+∑
i /∈F
ψi
(
hi(xi)
)+∑
i /∈F
ψi
(
hi(zi)
)
< δ + Mϕ˜(x) +
∑
i /∈F
ξi + Mϕ˜(z) +
∑
i /∈F
ξi
< ε.
This completes the proof. 
Lemma 17. Given a space Eμ ⊂ 1μ for which every Eα is zero-dimensional and 0 ∈ Eα for each α ∈ μ, there exist imbeddings
hα : Eα → {0} ∪ ((−1,1) \ Q) such that hα(0) = 0 and the formula H(x) = (hα(xα))α∈μ deﬁnes a homeomorphism from Eμ to
{x ∈ 1μ: xα ∈ hα(Eα) for each α ∈ μ}.
Proof. Let Eμ be arbitrary. There exists a homeomorphism f : (−∞,∞) → (−1,1) with the property that f (−1/2,1/2) is
the identity. Let F : Rλ → (−1,1)λ be the obvious homeomorphism that is generated by f . We verify that the restriction
F ′ = F 1μ is a homeomorphism from 1μ to B = {x ∈ 1μ: ∀α ∈ μ, xα ∈ (−1,1)}. Let x ∈ 1μ and select a ﬁnite set I ⊂ μ such
that
∑
α/∈I |xα | < 14 . Let y ∈ 1μ be such that ‖x− y‖ < 14 and note that for every α /∈ I , |yα | < |xα | + 14 < 12 so f (yα) = yα .
This leads to ‖F (y)‖ =∑α∈I | f (yα)| +∑α/∈I |yα |. So the difference between ‖F (y)‖ and ‖y‖ is ﬁnite which means that
F (1μ) = B . Also it is clear that ‖F (y)‖ depends continuously on y in a neighbourhood of x in 1μ which means according to
Remark 4 that F ′ is continuous. The continuity of the inverse is completely analogous.
So for the second part of the proof we may assume that Eμ ⊂ B . Choose a countable dense set Aα ⊂ (−1,1) \ (Eα ∪ {0})
and note that Aα is dense in (−1,1). Because (−1,1) is Lipschitz countable dense homogeneous (see [2]) there exists a
homeomorphism gα : (−1,1) → (−1,1) such that gα(0) = 0, gα(Aα) = (Q ∩ (−1,1)) \ {0}, and 12 |xα | |gα(xα)| 2|xα | for
each xα ∈ (−1,1). Hence gα(Eα) ⊂ {0} ∪ ((−1,1) \ Q). If we apply Remark 4 and Lemma 16 for I = μ, Xα = Yα = (−1,1),
ϕα(t) = ψα(t) = |t|, ξ = 0, and M = 2, then we ﬁnd that the gα ’s generate a homeomorphism from B to B with the required
properties. 
We end the preliminaries by quoting four important results obtained in [7] by van Mill and the authors. The ﬁrst is a
useful criterion to decide whether or not a space Eμ is zero-dimensional.
Theorem 18. ([7, Theorem 1]) Assume that Eμ is not empty and that ind Eα = 0 for every α ∈ μ. For each m ∈ N we let η(m) ∈ Rμ
be given by its coordinates
η(m)α = sup
{|a|: a ∈ Eα ∩ [−1/m,1/m]},
for α ∈ μ, where sup∅ = 0. The following statements are equivalent:
(1) ‖η(m)‖ = ∞ for each m ∈ N;
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(3) every nonempty clopen subset of Eμ is unbounded; and
(4) indEμ > 0.
The expression limα∈μ xα = 0 means that {α ∈ μ: |xα | ε} is ﬁnite for every ε > 0.
Corollary 19. ([7, Corollary 10]) If every Eα is zero-dimensional, then indEμ > 0 if and only if there exists a countable subset I ⊂ μ
such that EI × {0μ\I } ⊂ Eμ and EI contains a closed copy of Ec .
The cardinal invariants weight and local weight of a space Eμ can be derived from the collection (Eα)α∈μ .
Proposition 20. ([7, Proposition 13]) If Eμ = ∅, then
w(Eμ) =
∣∣{α: Eα = {0}}∣∣+ ω
and
lw(Eμ) = min
n∈N
∣∣{α: ∃t ∈ Eα, 0 < |t| < 1/n}∣∣+ ω
= min{w(U ): x ∈ U ⊂ Eμ, U open}, ∀x ∈ Eμ.
Proposition 21. ([7, Proposition 15]) If lw(Eμ) > ω then indEμ > 0.
3. The First Classiﬁcation Theorem
We will start by connecting spaces Eμ for which suﬃciently many Eα are of the ﬁrst category in themselves, to the
following generalization of Erdo˝s space.
Deﬁnition 22. For inﬁnite sets A ⊂ B and p  1, let
Fα =
{
Q, if α ∈ A;
{0,1}, if α ∈ B \ A
and deﬁne
Ep(A, B) = {x ∈ pB : xα ∈ Fα for each α ∈ B}.
Compare this deﬁnition to the following deﬁnition of (nonseparable) complete Erdo˝s spaces as given in [7].
Deﬁnition 23. For inﬁnite sets A ⊂ B and p  1, let
Gα =
{ {0} ∪ {1/n: n ∈ N}, if α ∈ A;
{0,1}, if α ∈ B \ A
and deﬁne
E
p
c (A, B) =
{
x ∈ pB : xα ∈ Gα for each α ∈ B
}
.
Note that Epc (A, B) ⊂ Ep(A, B) so the universality of the (nonseparable) complete Erdo˝s spaces as expressed in [7, Corol-
lary 35] implies also universality for Ep(A, B).
Proposition 24. If every Eα is zero-dimensional then Eμ is imbeddable in Ep(lw(Eμ),w(Eμ)).
Remark 25. It is clear that Ep(A, B) ⊂ Ep(B, B). According to Proposition 20 and the deﬁnitions, we ﬁnd that
lw(Ep(A, B)) = |A| and w(Ep(A, B)) = |B|. In general we therefore consider Ep(λ,κ) for cardinal numbers λ,κ . We have
that Ep(λ,κ) ≈ Ep(μ,ν), whenever (λ,κ) = (μ,ν).
Remark 26. Note that E = E2(ω,ω) and that by Theorems 18 and 1 every Ep(ω,ω) is homeomorphic to E. We have by
Theorem 1 that Eω × E ≈ E for every nonempty Eω constructed with zero-dimensional Fσδ-subsets En ⊂ R. In particular,
every zero-dimensional separable metric space Z can be imbedded in R so Z × E ≈ E whenever Z is an Fσδ-space. See
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we have Eω ×Ep(λ,κ) ≈ Ep(λ,κ) for an Eω as described above.
Again let Eω be as above with the additional property that indEω > 0. Since
∑
n∈ω 2−n < ∞ the product topology on
P = {x ∈ p: ∀n ∈ ω, xn ∈ (−2−n,2−n) ∩ Q} coincides with the norm topology and hence P is homeomorphic to Qω . Then
Theorem 1 applies to Eω × P to produce Eω × Qω ≈ E.
We ﬁnd it convenient to work mainly in 1κ and to use the spaces E
1(λ,κ) as standard models.
Remark 27. We consider E1(λ,κ) when λ < κ . Note that E1(λ,κ)κ\λ consists of the elements of {0,1}κ\λ with only ﬁnitely
many nonzero coordinates, so the space has cardinality κ . Furthermore, the metric on E1(λ,κ)κ\λ assumes only the values
n ∈ ω, hence the space is homeomorphic to κD and E1(λ,κ) ≈ E1(λ,λ) × κD.
Lemma 28. Suppose that Eμ ⊂ 1μ and Eα is a zero-dimensional Fσδ-subset of R for each α ∈ μ. If λ = lw(Eμ) = w(Eμ) > ω and
|{α ∈ μ: Eα is of the ﬁrst category in itself}| λ, then Eμ ≈ E1(λ,λ).
Proof. Since λ > ω we have Eμ = ∅ and hence I = {α ∈ μ: 0 /∈ Eα} is at most countable. By Remark 26 we have EI ×
E1(λ,λ) ≈ E1(λ,λ) and we may assume that 0 ∈ Eα for every α ∈ μ. By Proposition 20 we have λ = |{α ∈ μ: Eα = {0}}|
and hence we may assume that μ = λ.
Using transﬁnite recursion we construct a collection {Aβ : β ∈ λ} of pairwise disjoint countable subsets of μ such that
for each β ∈ λ,
(1) indEAβ > 0;
(2) β ∈⋃γβ Aγ ; and
(3) for inﬁnitely many α ∈ Aβ , the set Eα is of the ﬁrst category in itself.
Assume that β ∈ λ is such that Aγ has been found for each γ < β . We know by Proposition 20 that
λ =min
n∈N
∣∣{α ∈ μ: ∃t ∈ Eα, 0 < |t| < 1/n}∣∣.
Let B =⋃γ<β Aγ and note that |B| < λ. Thus we have that lw(Eμ\B) = λ and hence there is by Proposition 21 and Corol-
lary 19 a countable set Aβ ⊂ μ \ B with indEAβ > 0. If β /∈ B then we add β to Aβ and we always add countably inﬁnitely
many α ∈ μ \ B for which Eα is of the ﬁrst category in itself. Thus we have a partition {Aβ : β ∈ λ} of μ into countable sets
such that indEAβ > 0 for every β ∈ λ.
In the proof of [6, Proposition 8.12] (quoted here as Theorem 1) it is shown that if we denote the (extended) norm
‖ · ‖ :∏α∈Aβ Eα → [0,∞] by ϕβ , then in this situation 1/(1 + ϕβ) ∈ SL. Hence ϕβ ∈ LSL and exactly one point, the zero-
vector, is mapped to zero. Consider a neighbourhood C of 0 in
∏
α∈Aβ Eα . By the product topology there are a ﬁnite subset
F ⊂ Aβ and an ε > 0 such that (∏α∈F Eα ∩ (−ε, ε)) ×∏α/∈F Eα ⊂ C . Thus for each x /∈ C we have that ϕβ(x) ε. Similarly,
put ψβ(x) = ‖x‖ for x ∈∏α∈Aβ Q. We can apply Lemma 15 to ﬁnd a homeomorphism hβ :∏α∈Aβ Eα →∏α∈Aβ Q and a con-
tinuous function fβ :∏α∈Aβ Eα → (1/2,2), with ψβ ◦hβ = fβ ·ϕβ . By Remark 4 we conclude that hβ(ϕβ)−1([0,∞)) : EAβ →
E1(Aβ, Aβ) is a homeomorphism. Using I = λ, Xβ = EAβ , Yβ = E1(Aβ, Aβ), ϕβEAβ , ψβE1(Aβ, Aβ), ξ = 0, M = 2 and
hβEAβ in Lemma 16 and Remark 4, we conclude that Eμ ≈ E1(λ,λ). 
Now we can establish the main result of this section.
Theorem 29 (First Classiﬁcation Theorem). Let lw(Eμ) = λ,w(Eμ) = κ . Suppose that |{α ∈ μ: Eα is of the ﬁrst category in itself}|
λ and that every Eα is an Fσδ-subset of R. Then Eμ ≈ E1(λ,κ) if and only if every Eα is zero-dimensional and indEμ > 0.
Proof. Suppose that Eμ ≈ E1(λ,κ). Then every Eα is imbeddable in E1(λ,κ). Thus, since E1(λ,κ) is totally disconnected
(see [7, p. 796]), every Eα is zero-dimensional as a subset of R. Of course, indEμ = indE1(λ,κ) indE> 0.
For the converse, assume that every Eα is zero-dimensional and that indEμ > 0. If κ = ω, then we use Theorem 1 and
Remark 26 to ﬁnd Eμ ≈ E≈ E1(λ,κ). So we may assume that κ > ω. If p = 1 then we let the homeomorphism ϑ : R → R
be given by ϑ(t) = sgn(t)|t|p . If we replace every Eα by ϑ(Eα) then we obtain a space {x ∈ 1μ: xα ∈ ϑ(Eα) for each α ∈ μ}
that is homeomorphic to Eμ . Thus we may assume that p = 1. By Proposition 20 we may also assume that μ = κ and
Eα = {0} for each α ∈ μ. If λ = κ then we use Lemma 28.
Now consider the remaining case κ > λ. We deduce from Corollary 19 that there is a countable set I ⊂ μ such that
indEI > 0 and 0 ∈ Eα for each α ∈ μ \ I . Note that if Eα is of the ﬁrst category in itself, then it cannot contain any isolated
points. In particular, we ﬁnd that |{α ∈ μ\ I: Eα is of the ﬁrst category in itself}| lw(Eμ\I ) = lw(Eμ), using Proposition 20.
Again with Proposition 20, let n be such that |{α ∈ μ: ∃t ∈ Eα, 0 < |t| < 1/n}| + ω = λ and consider
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which also has cardinality λ. If λ = ω then Theorem 1 ensures that EA ≈ E≈ E1(λ,λ). If λ > ω then EA ≈ E1(λ,λ) follows
from Proposition 20 and Lemma 28. Note that for each α ∈ μ \ A we have Eα ∩ (−1/n,1/n) = {0} = Eα . It is easily seen that
then
Eμ\A ≈
⊕
F∈F
∏
α∈F
(
Eα \ {0}
)
,
where F denotes the collection of all ﬁnite subsets of μ \ A. Note that |F | = κ because |μ \ A| = κ > |A|. Therefore,
Eμ = EA × Eμ\A ≈ E1(λ,λ) ×
⊕
F∈F
∏
α∈F
(
Eα \ {0}
)
≈
⊕
F∈F
(
E1(λ,λ) ×
∏
α∈F
(
Eα \ {0}
))
≈
⊕
F∈F
E1(λ,λ)
≈ E1(λ,λ) × κD
≈ E1(λ,κ)
where we used Remarks 26 and 27. 
4. The Second Classiﬁcation Theorem
In this section we will prove that E1(λ,λ) ≈ E× (λD)ω . A combination with Theorem 29 yields our Second Classiﬁcation
Theorem. A key role is played by the space E′(λ) given by
{
x ∈ 1ω×λ: x(n,α) ∈ {0} ∪
((
2−n−1,2−n
)∩ Q) for each (n,α) ∈ ω × λ}.
We will show that on the one hand E′(λ) ≈ E× (λD)ω while on the other hand E′(λ) ≈ E1(λ,λ).
We ﬁrst introduce some notation for an Erdo˝s type space Eμ ⊂ 1μ and n ∈ ω. Let mn : Eμ → ωμ be deﬁned by mn(x) =
(|xα |2n+1)α∈μ , where · denotes the greatest integer function. Since ‖mn(x)‖  ‖x‖2n+1 we have that the range of mn ,
Cn(Eμ), is a subset of 1μ . Note that Cn(Eμ) inherits the discrete topology from 1μ . We partition Cn(Eμ) into the following
sets:
C1n(Eμ) =
{
z ∈ Cn(Eμ): ‖z‖ 1
};
and
Ckn(Eμ) =
{
z ∈ Cn(Eμ): ‖z‖ = k
}
, if k ∈ N \ {1}.
We also ﬁx a copy of Qω for each k ∈ N denoted by Pkn ⊂ ((k − 1)2−n−1,k2−n−1). We use the following lemma to study
spaces for which all sets Eα contain an isolated 0, for example the space E′(λ).
Lemma 30. Let n ∈ ω and a nonempty set I be given and consider EI ⊂ 1I . Suppose Eα is a zero-dimensional Fσδ-subset of R
for every α ∈ I . Also suppose that (−2−n−1,2−n−1) ∩ Eα = {0} and ±k2−n−1 /∈ Eα , for each k ∈ N and α ∈ I . Then there exists a
homeomorphism
h : Qω × EI →
⊕
k∈N
(
Pkn × Ckn(EI )D
)
,
with the property that if h(q, x) = (p, z), then mn(x) = z and
‖x‖/2− 2−n−1  p  ‖x‖ + 2−n−1.
Proof. Consider the function mn : EI → Cn(EI )D. If z ∈ Cn(EI )D then F = {α ∈ I: zα = 0} is ﬁnite. Consider the ﬁbre
m−1n (z) =
{
x ∈ EI : ∀α ∈ F , |xα | ∈
[
zα2
−n−1, (zα + 1)2−n−1
)}
and note that this is a clopen subset of EI because ±k2−n−1 /∈ Eα . Moreover, m−1n (z) is homeomorphic to
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α∈F
(
Eα ∩
((−(zα + 1)2−n−1,−zα2−n−1]∪ [zα2−n−1, (zα + 1)2−n−1)))
and hence it is a zero-dimensional Fσδ-space. By van Engelen [10, Theorem 4.5.2] we now have that Qω × m−1n (z) is
homeomorphic to Qω . Choose for every z ∈ Cn(EI ) with z = 0 a homeomorphism f z : Qω × m−1n (z) → P ‖z‖n . For z = 0
choose a homeomorphism f0 : Qω × {0} → P1n . The homeomorphism h is now given by
h(q, x) = ( fmn(x)(q, x),mn(x)) for q ∈ Qω and x ∈ EI .
It remains to verify the inequality. Let q ∈ Qω and x ∈ EI and put z =mn(x). We ﬁrst verify that ‖x‖/2 ‖z‖2−n−1  ‖x‖.
We already noted that ‖z‖ ‖x‖2n+1. Let F = {α ∈ I: zα  1} = {α ∈ I: xα = 0}. Then
‖x‖2n+1 =
∑
α∈F
|xα |2n+1 
∑
α∈F
(zα + 1)
∑
α∈F
2zα = 2‖z‖.
Now let p = f z(q, x). If z = 0 then
p ∈ P ‖z‖n ⊂
((‖z‖ − 1)2−n−1,‖z‖2−n−1)
and we are ﬁnished. If z = 0 then p ∈ P1n ⊂ (0,2−n−1) and the inequality also follows. 
Proposition 31. Let Eλ ⊂ 1λ with indEλ > 0 and lw(Eλ) = λ. Suppose that every Eα is a zero-dimensional Fσδ-subset of R. If 0 ∈ Eα
is isolated for each α ∈ λ, then Qω × Eλ ≈ E× (λD)ω .
Proof. We can apply Lemma 17 to ensure that Eα ⊂ (−1,1) and ±k2−n−1 /∈ Eα for each n ∈ ω, k ∈ N, α ∈ λ. Furthermore,
we may assume without loss of generality that Eα = {0} for each α ∈ λ, due to Proposition 20. Using Corollary 19 we ﬁnd
a countable set A ⊂ λ with indEA > 0. Observe that Qω × EA ≈ E by Remark 26. Consider the space E′(ω) and note that
E×E′(ω) ≈ E again by Remark 26. We now have
Qω × Eλ ≈ Qω ×
(
Qω × EA
)× Eλ\A ≈ Qω ×E× Eλ\A ≈ Qω ×E×E′(ω) × Eλ\A .
Since E2 ≈ E, it now suﬃces to prove that Qω ×E′(ω) × Eλ\A ≈ E× (λD)ω .
By reconﬁguring the index set we can represent the product E′(ω) × Eλ\A as the space E ′λ = {x ∈ 1λ: ∀α ∈ λ, xα ∈ E ′α}.
Note that since A is countable, lw(E ′λ) = λ. Deﬁne for n ∈ ω,
In =
{
α ∈ λ: (−2−n−1,2−n−1)∩ E ′α = {0} and ∃xα ∈ E ′α, |xα | ∈ (2−n−1,2−n)}.
Since E ′λ contains E′(ω) we have that every In is inﬁnite. Observe that {In: n ∈ ω} is a partition of λ.
By Lemma 30 we ﬁnd for each n ∈ ω a homeomorphism hn : Qω × E ′In →
⊕
k∈N(Pkn × Ckn(E ′In )D) with the appropriate
properties. Let Pn =⋃k∈N Pkn and note that Pn ≈⊕k∈N Pkn . Let Pk(In) = {S ∈ P(In): |S| = k}, then because |In|ω we ﬁnd
|In| =
∣∣Pk(In)∣∣ ∣∣Ckn(E ′In)
∣∣ωk∣∣Pk(In)∣∣= |In|,
for each k ∈ N. Hence we may replace for every k ∈ N the space Ckn(E ′In )D by (In)D so
⊕
k∈N(Pkn × Ckn(E ′In )D) becomes⊕
k∈N(Pkn × (In)D) which is naturally homeomorphic to Pn × (In)D. The mapping hn then transforms into a homeomorphism
h′n : Qω × E ′In → Pn × (In)D with the property that
‖xn‖/2− 2−n−1  pn  ‖xn‖ + 2−n−1
whenever h′n(qn, xn) = (pn, zn). We can apply Lemma 16 using ω for I , Qω × E ′In , Pn × (In)D, ϕn(qn, xn) = ‖xn‖, ψn(pn, zn) =
pn , ξn = 2−n−1, M = 2 and h′n . By Remark 4 this results in
Qω × E ′λ ≈
(
Qω
)ω × E ′λ ≈ {p ∈ 1ω: ∀n ∈ ω, pn ∈ Pn}×
∏
n∈ω
(In)D.
By Theorem 18 and Theorem 1 we have that {p ∈ 1ω: ∀n ∈ ω, pn ∈ Pn} is homeomorphic to E, thus
Qω × E ′λ ≈ E×
∏
n∈ω
(In)D.
If λ = ω then |In| = ω for each n and we are done. Now let λ > ω. Since by Proposition 20 we have ∑nl |In| = λ for each
l ∈ ω, we ﬁnd that ∏n∈ω(In)D is completely metrizable and of weight and local weight λ. Moreover, it is strongly zero-
dimensional, that is, Ind(
∏
n∈ω(In)D) = 0, see [11, Theorem 4.1.25]. Hence by a theorem of Stone [16] we have
∏
n∈ω(In)D ≈
(λD)
ω and the proof is complete. 
Despite the fact that E′(λ) does not satisfy the premises of Theorem 29, it is a representation of E1(λ,λ):
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Proof. Consider the space we obtain from E′(λ) when restricting to ω × {α} for a ﬁxed α ∈ λ. We have
E′(λ)ω×{α} =
{
x ∈ 1ω×{α}: x(n,α) ∈ {0} ∪
((
2−n−1,2−n
)∩ Q), n ∈ ω}
=
∏
n∈ω
{0} ∪ ((2−n−1,2−n)∩ Q),
because
∑
n∈ω 2−n < ∞ and the norm topology on E′(λ)ω×{α} coincides with the product topology. Since E′(λ)ω×{α} is
therefore zero-dimensional and separable metric, it can be imbedded in R by a map hα . In fact, for the following disjoint
clopen sets with k ∈ ω,
Zkα =
{
x ∈ E′(λ)ω×{α}: x(i,α) = 0 for i < k, x(k,α) = 0
}
,
we can arrange that hα(Zkα) ⊂ (2−k,2−k+1) and hα(0) = 0. Note that for x ∈ Zkα we have
2−k−1  x(k,α)  ‖x‖ =
∞∑
i=k
x(i,α) 
∞∑
i=k
2−i = 2−k+1,
whence 12‖x‖ hα(x) 4‖x‖ for all x ∈ E′(λ)ω×{α} .
We consider E ′λ = {x ∈ 1λ: xα ∈ Aα for each α ∈ λ} in which Aα = hα(E′(λ)ω×{α}). Then we can show that E′(λ) ≈ E ′λ
using Remark 4 and Lemma 16 with I = λ, E′(λ)ω×{α} , Aα , ϕα(xα) = ‖xα‖, ψα(xα) = xα , ξ = 0, M = 4 and hα .
Theorem 29 applies to the space E ′λ . Indeed, by Proposition 20 its weight and local weight are equal to λ and by
Theorem 18 indE ′λ > 0. Each set Aα is a zero-dimensional Fσδ-subset of R and Aα is of the ﬁrst category in itself, since
Zkα ≈ Q × Zk+1α for each k ∈ ω and 0 is clearly not isolated in Aα . In summary, E′(λ) ≈ E ′λ ≈ E1(λ,λ). 
Theorem 33. If ω λ κ , then E1(λ,κ) ≈ E× (λD)ω × κD .
Proof. First note that by Theorem 18 indE′(λ) > 0. Hence by Proposition 31 we have Qω ×E′(λ) ≈ E× (λD)ω . Furthermore,
by Proposition 32 and Remark 26, Qω × E′(λ) ≈ Qω × E1(λ,λ) ≈ E1(λ,λ). Finally, note that by Remark 27, E1(λ,κ) ≈
E1(λ,λ) × κD. 
The authors proved in [8, Theorem 14] that nonseparable complete Erdo˝s spaces are like Ec unstable, that is, E1c (λ,κ)
ω ≈
E1c (η, ν) for any λ,κ,η,ν . However, E
ω ≈ E by [6, Corollary 9.4], which leads with Theorem 33 to:
Corollary 34. If ω λ κ , then E1(λ,κ)ω ≈ E1(κ,κ).
We are now ready to prove the main result of this section.
Theorem 35 (Second Classiﬁcation Theorem). Let lw(Eμ) = λ and w(Eμ) = κ . Suppose |{α ∈ μ: Eα is of the ﬁrst category in
itself}| λ. Then Eμ ≈ E× (λD)ω × κD if and only if every Eα is a zero-dimensional Fσδ-subset of R and indEμ > 0.
Proof. We combine Theorem 29 with Theorem 33. The only additional veriﬁcation needed is that every Eα is an Fσδ-subset
of R if Eμ ≈ E× (λD)ω ×κD. This follows from the fact that each Eα can be imbedded as a closed subset of E× (λD)ω ×κD,
which is itself an Fσδ-subset of the topologically complete space 1ω×(λD)ω×κD and hence Eα is an Fσδ-space. In particular,
it is an Fσδ-subset of R. 
Corollary 36. Let ω  λ κ . Then Eμ × E1(λ,κ) ≈ E1(λ,κ) if and only if every Eα is a zero-dimensional Fσδ-subset of R, Eμ = ∅,
lw(Eμ) λ, and w(Eμ) κ .
5. The Third and Main Classiﬁcation Theorem
In this section we prove our Main Classiﬁcation Theorem, an improvement over Theorem 35, in which it is suﬃcient to
assume that there are inﬁnitely many sets Eα that are of the ﬁrst category in themselves. Given our result in the previous
section about sets Eα for which 0 ∈ Eα is isolated, we can now concentrate on sets Eα for which 0 ∈ Eα is not isolated. We
obtain for these spaces a result that is similar to Proposition 31.
Proposition 37. Let Eλ ⊂ 1λ with indEλ > 0 and lw(Eλ) = λ. Suppose that every Eα is a zero-dimensional Fσδ-subset of R. If 0 ∈ Eα
is not isolated for each α ∈ λ, then Qω × Eλ ≈ E× (λD)ω .
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F(n,α) = {0} ∪
{
xα ∈ Eα: |xα | ∈
(
2−n−1,2−n
)}
and deﬁne
Fω×λ =
{
x ∈ 1ω×λ: x(n,α) ∈ F(n,α) for each (n,α) ∈ ω × λ
}
.
In addition, consider
F= {x ∈ Fω×λ: ∀α ∈ λ, ∀n = l ∈ ω, x(n,α) · x(l,α) = 0}.
Note that if we put
Yα =
{
x ∈
∏
n∈ω
F(n,α): ∀n = l ∈ ω, x(n,α) · x(l,α) = 0
}
,
then Eα ≈ Yα via a homeomorphism hα . This can be achieved by deﬁning hα(0) = 0 and furthermore, if xα = 0 let n be the
unique n ∈ ω so that |xα | ∈ (2−n−1,2−n) and deﬁne
hα(xα)l =
{
xα, if l = n,
0, if l = n.
Now ‖hα(tα)‖ = |tα | for every tα ∈ Eα , hence Lemma 16 applies with I = ω, Eα , Yα , | · |, ‖ · ‖, ξ = 0, M = 1 and hα . By
Remark 4 we ﬁnd a homeomorphism H : Eλ → F.
Applying Lemma 30 to the space F{n}×λ = {x ∈ 1{n}×λ: x(n,α) ∈ F(n,α) for each α ∈ λ} we ﬁnd a homeomorphism
hn : Qω × F{n}×λ →
⊕
k∈N
(
Pkn × Ckn(F{n}×λ)D
)
,
with
‖xn‖/2− 2−n−1  pn  ‖xn‖ + 2−n−1,
whenever hn(qn, xn) = (pn, zn) and mn(xn) = zn .
With Lemma 16 applied to I = ω, Qω × F{n}×λ , ⊕k∈N(Pkn × Ckn(F{n}×λ)D), ϕn(qn, xn) = ‖xn‖, ψn(pn, zn) = pn , ξn = 2−n−1,
M = 2, and hn we ﬁnd with Remark 4 and the fact (Qω)ω ≈ Qω a homeomorphism F : Qω × Fω×λ → (K (Fω×λ), τψ) with
ψ(p, z) =∑n∈ω ψn(pn, zn) =∑n∈ω pn and
K (Fω×λ) =
{
(p, z) ∈
∏
n∈ω
(⊕
k∈N
(
Pkn × Ckn(F{n}×λ)D
))
: ψ(p, z) < ∞
}
.
Now note that
F
(
Qω × F)= {(p, z) ∈ K (Fω×λ): ∀α ∈ λ, ∀n = l ∈ ω, z(n,α) · z(l,α) = 0}.
We now return to Eλ and adapt that space as follows: deﬁne
E ′α = {0} ∪
⋃{(
2−n−1,2−n
)∩ Q: n ∈ ω and ∃xα ∈ Eα, |xα | ∈ (2−n−1,2−n)}
and consider E ′λ . We can follow the same procedure as with Eλ , to ﬁnd F ′(n,α) , F ′ω×λ , and F′ ≈ E ′λ . With Lemma 30 and
Lemma 16 we ﬁnd in precisely the same manner a homeomorphism G : Qω × F ′ω×λ → (K (F ′ω×λ), τψ ′) with ψ ′(p, z) =∑
n∈ω pn . Observe that
Cn(F{n}×λ) =
{
z ∈ {0,1}{n}×λ: ‖z‖ < ∞ and ∀α ∈ λ, F(n,α) = {0} ⇒ z(n,α) = 0
}
.
We have F(n,α) = {0} if and only if Eα is disjoint from the slot Sn = {t ∈ R: |t| ∈ (2−n−1,2−n)}. Since E ′λ is constructed
precisely so that E ′α ∩ Sn = ∅ ⇔ Eα ∩ Sn = ∅ we have that Cn(F{n}×λ) = Cn(F ′{n}×λ). Consequently, K (Fω×λ) = K (F ′ω×λ) and
ψ = ψ ′ , whence F (Qω × F) = G(Qω × F′). We have obtained that Qω × Eλ ≈ Qω × E ′λ .
Note that indE ′λ > 0 because indEλ > 0 and indQω = 0. Also lw(E ′λ) = lw(Eλ) = λ. Observe that since 0 is not isolated
in Eα it is also not isolated in E ′α and since E ′α \ {0} is a copy of Q we have that E ′α is of the ﬁrst category in itself for
each α ∈ λ. Thus Theorem 35 applies to E ′λ to produce E ′λ ≈ E × (λD)ω . We conclude with Remark 26 that Qω × Eλ ≈
Qω ×E× (λD)ω ≈ E× (λD)ω . 
We are now in a position to prove our main result.
1886 J.J. Dijkstra, K.I.S. Valkenburg / Topology and its Applications 159 (2012) 1875–1886Proof of Theorem 2. The ‘only if’ part is already proved in Theorem 35. For the converse, assume that every Eα is a zero-
dimensional Fσδ-subset of R and that indEμ > 0. Let
F = {α ∈ μ: Eα is of the ﬁrst category in itself}
be inﬁnite. As in the proof of Theorem 29 we may assume that p = 1. If |F |  λ, then by Theorem 35 we are done. If
ω  |F | < λ, choose with Corollary 19 a countably inﬁnite set I ⊂ μ such that indEI > 0, I ∩ F is inﬁnite, and 0 ∈ Eα
whenever α ∈ μ \ I . Then by Theorem 1 we have EI ≈ E, so
Eμ ≈ E× Eμ\I .
Let L ⊂ μ \ I be such that |L| = λ = lw(EL), via Proposition 20. Also deﬁne L0 = {α ∈ L: 0 is isolated in Eα} and L1 =
L \ L0. If |L1| = λ then lw(EL1 ) = λ > ω and indEL1 > 0 by Propositions 20 and 21. So Proposition 37 applies to EL1 to
give Qω × EL1 ≈ E1(λ,λ). Thus by Corollary 36 also Qω × EL ≈ EL0 × E1(λ,λ) ≈ E1(λ,λ). If |L1| < λ then |L0| = lw(EL0 ) =
lw(EL) = λ and indEL0 > 0. By Proposition 31 and Theorem 33 we ﬁnd Qω × EL0 ≈ E× (λD)ω ≈ E1(λ,λ). So by the same
argument we ﬁnd Qω × EL ≈ E1(λ,λ) in this case as well. Thus we have Qω × Eμ\I ≈ Qω × EL × Eμ\(I∪L) ≈ E1(λ,λ) ×
Eμ\(I∪L) . Observe that Theorem 35 applies to E1(λ,λ) × Eμ\(I∪L) resulting in
Qω × Eμ\I ≈ E1(λ,λ) × Eμ\(I∪L) ≈ E× (λD)ω × κD.
Finally, with Remark 26 we conclude that
Eμ ≈ E× Eμ\I ≈ E× Qω × Eμ\I ≈ E×E× (λD)ω × κD ≈ E× (λD)ω × κD,
which ﬁnishes the proof. 
In view of Proposition 21 we also have the following version of the Main Classiﬁcation Theorem.
Theorem 38. If Eμ is such that w(Eμ) = κ , lw(Eμ) = λ > ω, and there are inﬁnitely many α ∈ μ for which Eα is of the ﬁrst category
in itself, then Eμ ≈ E× (λD)ω × κD if and only if every Eα is a zero-dimensional Fσδ-subset of R.
Remark 39. Note that having inﬁnitely many α for which Eα is of the ﬁrst category in itself is not a necessary condition in
Theorems 1 and 2. For instance, E′(λ) lacks this property, but is still homeomorphic to E1(λ,λ) as shown in Proposition 32.
By [6, Proposition 9.1] Ec × Qω ≈ E. With Theorem 2 we ﬁnd the following generalization.
Corollary 40. If lw(Eμ) = λ and w(Eμ) = κ , then Eμ × Qω ≈ E1(λ,κ) if and only if every Eα is a zero-dimensional Fσδ-subset of
R and indEμ > 0. In particular, E1c (λ,κ) × Qω ≈ E1(λ,κ).
Proof. Let Eμ × Qω ≈ E1(λ,κ). Since indQω = 0 we have indEμ = indE1(λ,κ) = 1. The conclusion that every Eα is a
zero-dimensional Fσδ-subset of R follows by the same argument as used for Theorems 29 and 35.
For the converse note that as in Remark 26, Theorem 2 applies to Eμ × Qω . 
References
[1] J.J. Dijkstra, A criterion for Erdo˝s spaces, Proc. Edinb. Math. Soc. 48 (2005) 595–601.
[2] J.J. Dijkstra, Homogeneity properties with isometries and Lipschitz functions, Rocky Mountain J. Math. 40 (2010) 1505–1525.
[3] J.J. Dijkstra, Characterizing stable complete Erdo˝s space, Israel J. Math. 186 (2011) 477–507.
[4] J.J. Dijkstra, J. van Mill, Homeomorphism groups of manifolds and Erdo˝s space, Electron. Res. Announc. Amer. Math. Soc. 10 (2004) 29–38.
[5] J.J. Dijkstra, J. van Mill, Characterizing complete Erdo˝s space, Canad. J. Math. 61 (2009) 124–140.
[6] J.J. Dijkstra, J. van Mill, Erdo˝s space and homeomorphism groups of manifolds, Mem. Amer. Math. Soc. 208 (979) (2010), vi+62 pp.
[7] J.J. Dijkstra, J. van Mill, K.I.S. Valkenburg, On nonseparable Erdo˝s spaces, J. Math. Soc. Japan 60 (2008) 793–818.
[8] J.J. Dijkstra, K.I.S. Valkenburg, The instability of nonseparable complete Erdo˝s spaces and representations in R-trees, Fund. Math. 207 (2010) 197–210.
[9] J.J. Dijkstra, K.I.S. Valkenburg, D. Visser, Nonseparable complete Erdo˝s spaces and submeasures on uncountable cardinals, Topology Proc. 37 (2011)
481–502.
[10] A.J.M. van Engelen, Homogeneous Zero-Dimensional Absolute Borel Sets, CWI Tract, vol. 27, Centrum voor Wiskunde en Informatica, Amsterdam, 1986.
[11] R. Engelking, Theory of Dimensions Finite and Inﬁnite, Sigma Ser. Pure Math., vol. 10, Heldermann Verlag, Lemgo, 1995.
[12] P. Erdo˝s, The dimension of the rational points in Hilbert space, Ann. of Math. 41 (1940) 734–736.
[13] K. Kawamura, L.G. Oversteegen, E.D. Tymchatyn, On homogeneous totally disconnected 1-dimensional spaces, Fund. Math. 150 (1996) 97–112.
[14] A. Lelek, On plane dendroids and their end points in the classical sense, Fund. Math. 49 (1960/1961) 301–319.
[15] W. Sierpin´ski, Sur une déﬁnition topologique des ensembles Fσδ , Fund. Math. 6 (1924) 24–29.
[16] A.H. Stone, Non-separable Borel sets, Rozprawy Mat. 28 (1962), 41 pp.
