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ABSTRACT.
Technological change is far from neutral. The empirical analysis of the rate and direction of technological change in a significant sample of 12 major OECD countries in the years 1970-2003 confirms the strong bias of new technologies. The paper implements a methodology to identify and disentangle the effects of the direction of technological change upon total factor productivity (TFP) and shows how the introduction of new and biased technologies affects the actual levels of TFP according to the relative local endowments. The empirical evidence confirms that the introduction of biased technologies enhances TFP when its direction matches the characteristics of local factor markets so that locally abundant inputs become more productive. When the direction of technological change favours the intensive use of production factors that are locally scarce, the actual increase of TFP is reduced.
Introduction
The historical evidence shows that technological change is strongly biased as it affects asymmetrically the output elasticity of either input such as capital, labour or specific intermediary inputs. Technological change can be capital-intensive, when it favours the usage of capital via the increase of its output elasticity, and hence labour-saving, or labour-intensive, or more specifically skill-intensive, when, on the opposite it favour the use of labour and more specifically skilled labor, when it increases more the output elasticity of labour than that of capital (Robinson, 1938) .
A large cliometric evidence suggests that the bias or direction of technological change differs across countries. As Habakkuk (1962) has shown, through the XIX century technological change has been mainly capital-saving in UK and labour-and raw material intensive in the US. Within the same country, different periods of economic growth can be identified by the changes in the direction of technological change (David, 2004) . New and convincing evidence has been provided recently about the strong skillbias of the gales of technological change based upon information and communication technologies introduced in the last decades of the XXI century (Goldin and Katz, 2008) .
This persistent and renewed evidence about the strong directionality of technological change contrasts the basic methodology elaborated so far to assess its effects.
The conventional methodology for the measurement of total factor productivity (TFP) assumes, in fact, the Hicks neutrality of technological change. Some methodological innovations are requested in order to measure properly the overall effects of technological change on productivity growth, when its directionality is acknowledged. This is all the more necessary when inputs are not equally abundant and hence the slope of the isocost differs from unity. When the introduction of biased technological change (BTC) enables the more intensive use of the more abundant production factors, in fact the consequent change in the slope of isoquants does affect output and hence productivity growth.
As a consequence, countries with different factors" endowments will take advantage of technological innovations that allow for a more intensive use of locally abundant production factors. It follows that countries better able to introduce technologies that are able to matching the local conditions of factor markets should show better productivity performances than countries that have put less effort in shaping technologies according to the relative scarcity of production factors. Standard TFP measurement à la Solow does not allow for fully grasping this phenomenon. Such issue becomes even more meaningful when one considers the distinction between innovation and creative adoption (Antonelli, 2006a) . Indeed, technologies originated in one country might well be poorly suited to exploit the local conditions of factor markets of other countries.
Their productivity-enhancing effects would therefore be much reduced. The effective adoption of those technologies in other countries, featured by different conditions for factor markets, needs for creative efforts aiming at adapting them to the local conditions. A new methodology measuring the effects of BTC on productivity could therefore help investigating the appropriateness of innovation policies based on international technology transfer in follower countries.
In this paper we propose an original methodology able to identify the effect on productivity of such bias and disentangle from it the standard consequences of the shift of the production function. We investigate the direction of technological change for a sample of 12 OECD countries and explore its effects on TFP within a growth accounting framework over the period . We show that: 1) the distinction between biased and neutral technological change is empirically relevant, 2) a specific methodology can identify and disentangle the effects of the rate of technological change from the effects of its bias, 3) the matching between the bias of technological change and the relative factor prices are important triggering factors of the actual change in the efficiency of the production process.
The remainder of the paper is organized as follows. In Section 2 we recall the basic elements about the relationship between changes in the production function and technological innovations. In Section 3 we describe an original methodology to appreciate the specific effects of BTC upon TFP measures. In Section 4 we present the statistical evidence about the actual changes in output elasticities that have been taking place in a large sample of representative countries in the years 1970-2003 and show the results of our methodology to identify and disentangle the effects on TFP of respectively the bias and the shift engendered by technological change. The concluding remarks follow in Section 5.
Biased Technological Change and Productivity
Despite the revival of directionality, and its venerable origins, very few attempts may be found in the literature addressing the implications of BTC on the measurement of TFP. This is all the more surprising because Ferguson (1968 and 1969) and Nelson (1973) had already shown that conventional methodologies for the measurement of TFP hold only if technological change is Hicks-neutral and the elasticity of substitution is unitary.
This line of reasoning has been mostly neglected, and only recently it has inspired a few empirical studies, aimed to understanding the sources of recent growth in Asian countries relying upon alternative productivity indexes (Felipe and McCombie, 2001; Fisher-Vanden and Jefferson, 2008) and to unveiling the effects of institutional regimes on BTC (Armstrong et al., 2000) .
The neglect of the effects of BTC on TFP dates back from the original contribution of Solow (1957) . As it is well known Solow allows the change in the output elasticity of capital, as measured by its share on income, and does not account for its effects (Solow, 1957: p. 315, Table 1, col. 4) . As a matter of the US case in the years 1909-1949, which Solow analyzed using a Cobb-Douglas based growth accounting methodology, provides clear evidence about the long term stability of factor shares and hence the substantial neutrality of technological change. According to his evidence in the US, the share of property on income did not exhibit significant variations when the starting year is confronted with the end one: in 1909 it was 0.335 and 0.326 in 1949 with a negligible change that might warrant the assumptions about the Hicks neutrality. In the short term, however Solow"s data exhibit significant changes: the share of property in income decreased from 0.335 in 1909 to a minimum of 0.322 in 1927 and peaked a maximum of 0.397 in 1932.
The international evidence suggests that the US evidence reported by Solow is quite a special case. Technological change appears to be highly biased in most countries with changing levels of output elasticity and hence high levels of both between and within variance. The recent empirical evidence and the new debate on the relevance of BTC revive the interest in the matter.
A variety of approaches have been considered in the literature on the measure of TFP (Diliberto, Pigliaru, Mura, 2008) . Little attention however has been paid to the effects of BTC especially when local factor markets are characterized by significant difference sin the relative abundance of inputs (Van Biesebroeck, 2007) . Traditional growth accounting actually keeps fixed the output elasticity of production factors at a given level assuming typically a 0.30 and 0.70 for respectively capital and labor. Translog production functions instead use data for wages and capital service costs that change yearly (Jorgenson and Griliches, 1967) . No approach, so far, has identified and appreciated the effects of the changing output elasticity of production factors as a specific form of technological change on TFP.
Within the growth accounting framework, Bernard and Jones (1996) acknowledge that the standard TFP measure is not sufficient in contexts characterized by differences also in factors" elasticities. They develop an index they call "total technology productivity", which accounts for both differences in the traditional "A" term and in factors" exponents. However such an index is sensitive to the level of capital intensity used as a benchmark, and anyway it does not account separately for the effect of BTC 2 . Nelson and Pack (1999) have highlighted the limits of conventional TFP growth and stressed the implications in terms of underestimation of the role of capital accumulation in economic growth. David (2004) has provided an outstanding study of the long-term trends of the direction of technological change in the American economic history. The author stresses that standard growth accounting exercises calculating the traditional "residual" are mistaken in ignoring the effects of factors-deepening, and argues that the 2 More recently Carlaw and Kosempel (2004) have proposed a decomposition of TFP, by distinguishing between investment-specific technology (IST) and residual-neutral technology (RNT), so as to show that the traditional TFP measure is not sufficient to provide full account of the innovative process.
dynamics of US economic growth of XIX and XX centuries can be featured according to the different directions of technological change in the two periods.
The basic assumption of the theory of production is that a two-way relationship exists between the technology and the production function. All changes in technology affect the production functions well as all changes in the production function reflect the changes in technology. The changes in technology may engender both a shift of the isoquants and a change in their slope. When technological change is neutral the effect consists just in the shift of the map of isoquants towards the origin with no change in their slope. When technological change is biased, the isoquants change both position and slope. Clearly the changes in the values of the output elasticity of basic inputs, as reflected in the changes in the slope of the isoquants, signal the introduction of BTC (see Figure 1 ). Hence the changes in the levels of TFP can be considered as a reliable indicator of the consequences of technological change only if both the effects on the position (the shift) and on the slope (the bias) of the isoquants are accounted.
>>> INSERT FIGURE 1 ABOUT HERE <<<
Indeed the matching between the direction of technological change and the relative levels of the endowments has powerful effects on the actual efficiency of the production process. It is straightforward to see that the introduction of capital-intensive technologies in a capital abundant country increases output, more than in a labour abundant one (Appendix A illustrates this with a numerical example). Only when the output elasticities are kept constant, in the calculation of the theoretical output, so as to appreciate their change as a specific form of technological change, the ratio of the expected output to the actual historic one can grasp the effects of the introduction of BTC.
The change in the output elasticity of the production factors is by all means the result of the introduction of a specific technological innovation. The standard theory of production in fact tells us that all changes in the production function are the product of the change in technology and viceversa all changes in technology do affect the specification of the production function. The introduction of a new and BTC in turn engenders, for the given amount of total costs, with no changes in the unit costs of production factors, a clear increase of the output.
Methodological Implementation
In order to single out an index for the effects of BTC on TFP, we elaborate upon the socalled "growth accounting" methodology, which draws upon the seminal contribution by Solow (1957) further implemented by Jorgenson (1995) and OECD (2001) . In order to confront directly our approach with the seminal contribution by Solow (1957), we shall rely on a Cobb-Douglas production function.
Within this context, this paper applies a specific methodology to identify and disentangle the effects of BTC on productivity growth, so as to separate out the sheer effects of the shift of the production function, from the effects of the changes in isoquants" slope, originally outlined in Antonelli (2003 and 2006b) .
When technological change is biased towards the more intensive use of basic inputs that are not evenly abundant, the matching between the output elasticities and the relative factor prices has powerful effects on TFP. Such effects will be positive if the bias favours the more intensive use of production factors that are locally abundant and the effects will be negative if, on the opposite, the direction of technological change will push towards the more intensive use of production factors that are locally scarce (Bailey, Irz, Balcombe, 2004) .
The appreciation of such an effect requires a new procedure articulated in two steps: the first allows identifying the effects of the introduction of a technological bias as an intrinsic factor of the actual TFP, the second enables to disentangle the effects of the technological shift from the effects of the technological bias. Let us consider the two steps in turn.
If the expected output is really and consistently calculated assuming that no form of technological change has been taking place, the output elasticity of production factors should not change. Such a "twice-theoretical output" assumes that the production function has not changed neither with respect to the position of the isoquants nor with respect to their slope. Next we can confront the historic output with the twice-theoretical one: the result should measure the total twin effects of technological change consisting and labour services (L), proxied in this analysis by total worked hours. TFP (A) is defined as the Hicks-neutral augmentation of the aggregate inputs. Such a production function has the following specification:
The standard Cobb-Douglas takes the following format:
We can then write TFP as the ratio between the actual observed output and the output that would have been produced through the sheer utilization of production factors:
Or in logarithmic form:
Where α i,t and β i,t represent respectively the output elasticity of capital and labour for each country at each year. It is worth recalling that, according to Solow"s formulation, output elasticities of capital and labour are allowed to vary over time. In so doing the effects of their change on productivity are completely neutralized.
Next, following Euler"s theorem as in Solow (1957), we assume that output elasticities equal the factors" shares in total income, as we assume perfect competition in both factor and product markets. In view of this, the output elasticity of labour can be expressed as follows:
If we also assume constant returns to scale, the output elasticity of capital can be obtained as follows:
The measure of A obtained in this way, accounts for "any kind of shift in the production function" (Solow, 1957: 312) , and it might be considered a rough proxy of technological change (Link, 1987) . By means of it Solow intended to propose a way to "segregating shifts of the production function from movements along it". Solow is right if and when technological change is neutral, and/or factors are equally abundant.
Instead, the effects of biased technological innovations introduced in countries where factors are not equally abundant, are made up of two elements. Indeed, the discussion conducted in the previous sections suggests that besides the shift effect one should also account for the bias effect, i.e. the direction of technological change.
Once we obtain the TFP accounting for the shift in the production function, we can investigate the impact of the bias effect with a few passages. First of all we obtain a measure of the TFP that accounts for the sum of both the bias and the shift effects (for this reason we call it total-TFP or ATOT), by assuming output elasticities unchanged with respect to the first year observed. This measure can be therefore written as follows:
The output elasticities for both labour and capital are frozen at time t=0, so that at each moment in time the ATOT is equal to the ration between the actual output and the output that would have been obtained by the sheer utilization of production factors, had their elasticities been fixed over time. This index may be also expressed in logarithmic form as follows:
Next we get the bias effect (BIAS) as the difference between ATOT and A:
The index obtained from Equation (11) is straightforward and easy to interpret. Indeed its critical value is zero. When BIAS in one country is above (below) zero, then its technological activity is characterized by the right (wrong) directionality, and the slope of isocosts differs from unity.
Empirical Analysis

The Data
The methodological extension proposed in the previous Section clearly relies on the traditional growth accounting approach. The data used for the analysis are mainly drawn from the OECD datasets, and are related to 12 OECD countries, i.e. Austria, Canada, Denmark, Finland, France, Ireland, Italy, Netherlands, Norway, Spain, UK and US. In particular, the data about the GDP, the fixed capital stock and the GDP deflator are provided by the OECD National Accounts series, while the figures concerning the wage rate are drawn from the OECD Economic Outlook. Finally, we took data about employment and total hours worked by the Groningen Growth and Development Centre Total Economy Database.
The GDP, the wage rate and the total fixed capital have been deflated by using the GDP deflator. We then calculated capital services as the two years moving average of capital stock. Following Euler"s the output elasticity is calculated as the product of the wage rate and employment level, divided by the GDP. Finally, the productivity indexes have been obtained by introducing total hours worked into equations (3) and (8) instead of employment levels.
These data allow us to derive the BIAS index so as to appreciate the effects of the introduction of BTC on productivity. In what follows we first provide evidence concerning the dynamics of output elasticities, stressing its variation over time and across different countries. Then we will provide the results of the calculations conducted following the methodology presented in Section 3, showing the empirical relevance of BTC in shaping productivity dynamics.
Directed Technological Change: The Changing Output Elasticity of Labour
In order to show how much pervasive the issue is, it is worth looking at the data concerning the output elasticity of labour. Indeed, should technological change consists just of a shift in the production function, one would observe no change in output elasticities, which clearly reflects the slope of the isoquant. On the other hand, it is clear that according to the Euler theorem the share of revenue of each factor depends exclusively upon its output elasticity (Solow, 1957; Ruttan, 2001 ). This, actually, makes quite surprising the neglect of the dynamic implications of a change in output elasticities. Table 1 and is also characterized by remarkable cross country and cross time differences.
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The data clearly show a common pattern. Output elasticities indeed are characterized by a stable dynamics across most of the sampled countries along the 1970s with a consistent increase. A discontinuity in the trend takes place since the mid 80s when output elasticity starts declining. On the whole the rate of decrease seems to be more pronounced between mid 1980s and mid 1990s, while it is milder in the late 1990s.
Within this common framework, important differences are found both with respect to the relative levels of elasticities across the sampled countries and to the rate at which they decreased in the last two observed decades. According to the latter, one may roughly distinguish three groups of countries. The first group consists of countries featured by a marked decrease of labour output elasticity. This is particularly evident in the case of Ireland, where one can observe an average percent reduction of about 1,48
per year. This means that in 2003 the value of output elasticity was almost half the value observed in 1971. The same applies also to Spain, Norway and Italy, where labour output elasticity decreased at an average rate of respectively 0.96%, 0.90% and 0.85% per year.
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A second group of countries is instead characterized by a softer decline after the late 1970s. Such countries are Austria, Denmark, the UK and the US. In these countries the average rate of decline is around 0.45% per year. In particular, the output elasticity of labour in UK underwent a slight decrease during the 1970s, remained stable during the 1980s and started decreasing again in the 1990s. On the whole, it fell of about 0.52% in the thirty-two years considered. The elasticity for Austria and US diminishes of about 0.45%, while that for Denmark falls of 0.36% per year.
A last group of countries consists of Canada, France and the Netherlands, wherein output elasticities are substantially stable over time. In the first two cases one may observe an average decrease of about -0.2% per year, while in the latter there is an increase of just 0.05%.
Looking at cross-country differences in output elasticity is indeed as much appealing.
Besides the generalized trend stressed above, one can note that only in a few countries labour output elasticities stand around 0. From this preliminary evidence, it is clear that stability is just one of the possible patterns that output elasticities exhibit over time. Moreover, countries differ both with respect to the levels of relative efficiency of production factors, and to their evolution over time. The empirical evidence confirms that not only the production function is subject to shifts over time, but also to changes in its shape. This is true both diachronically within the same country, and synchronically across different countries.
Biased Technological Change and TFP
Data show that output elasticities exhibit a great degree of variance both across countries and over time. This evidence is quite clear and yet much overlooked, and hence it makes the analysis of BTC imperative in order to gain a better understanding of the causes and the effects of innovation patterns on productivity growth.
Tables 2 to 4 present the results of our calculations for the countries in the sample. Two other groups may be identified, each consisting of two countries. The former includes the US and Canada. These two countries are characterized by initial productivity levels that are higher than those observed in the previous group. From a dynamic viewpoint, one may clearly note a few cycles characterizing the two series.
First of all, there is an evident reduction of TFP at the end of the 1970s and the beginning of the 1980s. This is the well-known productivity slowdown that worried US economists during the early 1980s (Griliches, 1980) . Along the 1980s there is a relative upswing, more marked in Canada than in the US. In both cases the increasing trend of TFP incurs a stop in the early 1990s, though it is less evident for the US, and then started again in the second half of the 1990s, consistently with ICT-driven productivity growth literature (Jorgenson and Lee, 2001 ).
The last group consists instead of two north-European countries, i.e. Denmark and Norway, which exhibit the highest productivity levels.
The evidence about ATOT is reported in Table 3 . It is interesting to note that the index appears to be featured by a clear-cut growth dynamics in almost all of the sampled countries. In particular, it would seem that ATOT follows the same paths as the standard TFP, but magnifying the absolute levels. This is what one should expect, should productivity growth consist not only of a shift component, but also of a bias one.
Indeed, particular attention has to be paid to those cases in which the ATOT significantly departs from TFP. This happens in the case of Denmark, Ireland and
Norway to quite a great extent. Less marked, but still considerable differences can be found in the case of Italy, the US, the UK and Spain. In the other cases the absolute levels of ATOT are only slightly different from TFP.
It is clear that it is the change in output elasticities to determine the different behaviour of the two indexes, and this is the reason why we argue that the effects of BTC on productivity growth deserve appropriate screening. Table 4 provides Out of these countries, the case of Denmark deserves to be mentioned, as therein the BIAS becomes positive in the early 1980s and then starts growing at a very fast rate at the beginning of the 1990s, so that it reaches quite remarkable values. Finland also shows a rapid increase after the early 1990s recession, showing high values since the second half of the 1990s. The evidence for Italy and Austria is characterized by a somewhat marked growth in the second half of the 1990s, while in the cases of Canada and France one can observe a very contained dynamics, so that one can maintain that the BIAS component of technological change in those countries has been quite negligible.
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The evidence about the US and the UK suggests that the BIAS index is positive since the early observed years, and it increasing over the whole time span, though the levels in the former case are higher than in the latter. Finally, Norway and Ireland are characterized by steady growth dynamics. Norway in particular shows the highest values of the whole sampled countries, and hence appears to be the country that has been better able to combine the advantages of shift and BTC.
To gain better understanding of the relevance of the issue it may be useful to calculate an alternative index that compares ATOT and TFP as follows:
This index may be characterized as a proxy of the shift intensity of technological change, and the results of the calculations are reported in table 5 and Figure 4 . This evidence confirms that the matching between the specific direction of technological change and the characteristics of local factor markets has a powerful effect on the evolution of the actual levels of the general efficiency of the production process. Such a relationship is characterized by a significant variance both crosscountries and over time. Moreover, it is worth emphasizing that the new index of BTC has significant implications in terms of country rankings based on productivity. Indeed, In general, however, as the evidence summarized in table 5 suggests, the direction of technological change matches the relative factor endowments so as to increase the TFP growth.
The inclusion of this dimension into the framework of analysis of the effects of technological change on economic performance seems to open a promising avenue for empirical and theoretical research.
Conclusions and Policy Implications
The direction of technological change has powerful effects upon TFP. As such it deserves much more attention than it currently receives. The literature has paid much attention to the shift effects and almost ignored the bias effect. When the bias introduced in the production function by the introduction of a non-neutral technology favours the use of locally abundant production factors, the general efficiency of the production process is enhanced. In some cases the productivity enhancing effects of the bias are larger than the traditional shift effects. The introduction of new technologies that favour the intensive use of locally scarce factors may reduce the potential for the actual increase of efficiency.
The implications of these results are important both for economic analysis and for economic policy. Because the direction of technological change has strong effects, both positive and negative, on the real measure of TFP, it is most important to identify its determinants.
Too much attention has been paid to the determinants of the shifts of the technological frontier while it seems clear that an effort should be made to identify the determinants of the directionality of technological change. The introduction of new biased technologies that are able to take advantage of the local availability of cheap production factors requires distinctive skills, competencies and hence resources that should be identified and appreciated.
The application of this new accounting methodology at less aggregate levels of analysis, and specifically at the regional, sectoral and possibly company level, should help identifying which specific factors play a role in changing the direction of technological change.
The introduction of a bias in technological change can be considered as the result of an effective knowledge infrastructure that displays its effects in terms of technological command only in the long term. As much as the rate of technological change is the endogenous result of economic activity, the direction of the technological change should be treated as the product of both the intentional design of innovators and of the selection of market forces: in both cases the intensive use of locally abundant production factors act as a sorting device that activates learning procedures and stirs dedicated ingenuity and research efforts.
The increase in TFP that stems from the bias of technological change towards the intense usage of locally abundant factors can take place as long as each country has an advanced knowledge infrastructure that makes it possible to command the direction of technological change (Antonelli et al., 2009 ). This is even more relevant in countries less able to generate internally technological knowledge that rely upon technological knowledge generated elsewhere. The access to technological knowledge produced elsewhere requires substantial efforts of adaptation to the local factor markets. Technology transfer from other countries can exert much stronger effects when local adopters are able to adapt the foreign technology to the specific conditions of their factor markets. Qualified user-producer interactions even across borders are key to guiding innovation efforts towards the adaptation of new foreign technologies to the conditions of local factor markets. The notion of creative adoption is crucial in this context.
The implications for economic policy are clear. Several empirical and theoretical studies have indeed provided evidence of the relevance of technological change to the process of economic growth. The introduction of new technologies is the outcome of the recombination of different knowledge inputs, both internal and external to economic agents. The access to external sources of knowledge is key to this dynamics, in that it allows economic agents to learn by interacting with other agents, so as to increase their stock of competences. The emphasis on the biased nature of technological change may provide a further qualification of the mechanisms of knowledge transfer, and identify the likely conditions under which it is expected to yield appreciable results.
Most of the literature dealing with the systemic character of innovation processes, like the national-regional innovation system literature, has mainly stressed the role of trust in shaping the interactions within localized context. The quality of the institutional endowment represents in that approach the basic element affecting the likelihood for systemic interactions to emerge and progress. Furthermore, technological relatedness, in terms of similarity of technology fields, is also important in favouring knowledge transfer through the improvement of absorption capacity. While these aspects are important, the evidence provided in this paper suggests that they are not sufficient to guarantee the successful exploitation of external technological knowledge. The idiosyncratic conditions of factor markets are likely to provide constraints that may be difficult to overcome. The exchange of technologies between two economic agents interacting within a conducive institutional endowment, and featured by similar technological capabilities, may turn out not to yield productivity gains if the two agents operate in areas where factor markets are dramatically different. Knowledge transfer strategies should therefore pay appropriate attention to this issue, so as to activate complementary adaptation efforts that would allow to successfully exploiting technologies produced elsewhere. This argument is all the more relevant in the assessment of the prospective stream of investments in environmental-friendly technologies. Even in this case the empirical literature has already showed the key effect of appropriate regulatory regimes (Costantini and Crespi, 2008) , but this paper suggests that policymakers should also gain knowledge about the relative endowment of resources so as to properly shape the direction of research efforts. Technology policy should indeed be aimed at favouring the introduction of biased technologies that favour the intensive use of locally abundant factors. The design of technological platforms, conceived as technology infrastructures operating strategically at the interface between the public and the private sectors (Consoli and Patrucco, 2008) , which take into account such goals can improve substantially the positive effects of technological change.
APPENDIX A -A numerical example
For the sake of clarity let us consider a simple numerical example that makes extreme assumptions to grasping the basic point. Let us assume that in a region characterized by an extreme abundance of capital and an extreme scarcity of labor, a firm uses a laborintensive technology:
1-a where a= 0.25 (A1) C = rK + wL where r=1 ; w=5 ; C = 100 (A2)
Standard optimization tells us that the firm will be able to produce at best Y=17.
Let us now assume that the firm, at time t+1, is able to introduce a radical technological innovation with a strong capital-intensive bias so as to take advantage of the relative abundance of capital and the relative scarcity of labor in the local factor markets.
Specifically let us assume that the new production function will be: The introduction of a new biased capital-intensive technology, characterized by a much larger output elasticity of capital and hence, assuming constant returns to scale, a much lower output elasticity of labor, with the same budget and the same factor costs, will now enable the output maximizing firm to increase its output to 38. The new technology is 2.2 times as productive as the old one and yet technological change consists just of a bias.
If we reverse the time arrow and we assume that the original technology was capitalintensive with an output elasticity of capital 0.75 and hence a labor elasticity of 0.25 we can easily understand that the introduction of a labor-intensive technology might actually reduce output. intensive technological change in contexts characterized by relatively low wage levels (Farrell, 1957) . 
