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Abstract—The achievable error-exponent pairs for the type I
and type II errors are characterized in a hypothesis testing setup
where the observation consists of independent and identically
distributed samples from either a known joint probability dis-
tribution or an unknown product distribution. The empirical
mutual information test, the Hoeffding test, and the generalized
likelihood-ratio test are all shown to be asymptotically optimal.
An expression based on a Rényi measure of dependence is shown
to be the Fenchel biconjugate of the error-exponent function
obtained by fixing one error exponent and optimizing the other.
An example is provided where the error-exponent function is not
convex and thus not equal to its Fenchel biconjugate.
I. INTRODUCTION
Let X and Y be finite sets and PXY a probability mass
function (PMF) over X × Y . Based on a sequence of pairs
of random variables {(Xi, Yi)}
n
i=1, we want to distinguish
between two hypotheses:
0) Under the null hypothesis, (X1, Y1), . . . , (Xn, Yn) are
IID according to PXY .
1) Under the alternative hypothesis, (X1, Y1), . . . , (Xn, Yn)
are IID according to some unknown PMF of the form
QXY = QXQY , where QX ∈ P(X ) and QY ∈ P(Y)
are arbitrary PMFs over X and Y , respectively.
An error-exponent pair (EP,EQ) ∈ R
2 is achievable if there
exists a sequence of deterministic tests {Tn}
∞
n=1 satisfying the
following two conditions:
lim inf
n→∞
−
1
n
logP×nXY [Tn(X
n, Y n) = 1] > EP, (1)
lim inf
n→∞
inf
QX,QY
−
1
n
log(QXQY )
×n[Tn(X
n, Y n) = 0] > EQ, (2)
where a deterministic test Tn is a function from X
n × Yn to
{0, 1}; we denote by R×nXY [A] the probability of an event A
when {(Xi, Yi)}
n
i=1 are IID according to RXY ; the infimum is
over all QX ∈ P(X ) and all QY ∈ P(Y); and all logarithms
in this paper are natural logarithms. If an error-exponent pair
(EP,EQ) is achievable, then, since the inequalities in (1) and
(2) are strict, there exists a sequence of tests {Tn}
∞
n=1 such that
for sufficiently large n and for all (QX , QY ) ∈ P(X )×P(Y),
P×nXY [Tn(X
n, Y n) = 1] ≤ e−nEP , (3)
(QXQY )
×n[Tn(X
n, Y n) = 0] ≤ e−nEQ . (4)
(The reverse is not true: (3) and (4) are not sufficient for the
achievability of the pair (EP,EQ); see Section II for more
motivation for our definition.)
Our first result characterizes the achievable error-exponent
pairs.
Theorem 1. An error-exponent pair (EP,EQ) is achievable if,
and only if, for all RXY ∈ P(X × Y),(
D(RXY ‖PXY ) > EP
)
∨
(
D(RXY ‖RXRY ) > EQ
)
. (5)
This characterization is also valid when randomized tests are
allowed in (1) and (2).
In Lemmas 8–10 we show that the empirical mutual infor-
mation test, the Hoeffding test, and the generalized likelihood-
ratio test can achieve every achievable error-exponent pair.
Defining the error-exponent functions EP : R → R ∪ {+∞}
and EQ : R→ R ∪ {+∞} as
EP(EQ) , sup {EP ∈ R : (EP,EQ) is achievable}, (6)
EQ(EP) , sup {EQ ∈ R : (EP,EQ) is achievable}, (7)
we obtain
Corollary 2. For all EQ ∈ R,
EP(EQ) = inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≤EQ
D(RXY ‖PXY ), (8)
and for all EP ∈ R,
EQ(EP) = inf
RXY ∈P(X×Y):
D(RXY ‖PXY )≤EP
D(RXY ‖RXRY ). (9)
Our next result relates the Rényi measure of dependence
Jα(PXY ) to E
∗∗
P (·), the Fenchel biconjugate of EP(·). Both
Jα(PXY ) and E
∗∗
P (·) are discussed in Section II. (The analo-
gous result for E∗∗Q (·) is Theorem 13.)
Theorem 3. For all EQ ∈ R,
sup
α∈(0,1]
1− α
α
(
Jα(PXY )− EQ
)
= E∗∗P (EQ). (10)
Furthermore, E∗∗P (EQ) = EP(EQ) for all EQ ∈ R if, and only
if, EP(·) is convex on R.
Our last contribution is Example 14, where EP(·) is not
convex and thus for some EQ ∈ R,
sup
α∈(0,1]
1− α
α
(
Jα(PXY )− EQ
)
6= EP(EQ). (11)
The rest of this paper is organized as follows: in Section II,
we review the Rényi divergence and the Fenchel conjugation;
in Section III, we review results on simple and composite
hypothesis testing; in Section IV, we prove Theorem 1 and
provide asymptotically optimal tests; in Section V, we relate
Jα(PXY ) to the Fenchel biconjugates E
∗∗
P and E
∗∗
Q ; and in
Section VI, we discuss Example 14, where EP(·) is not convex.
Additional proofs can be found in the Appendix.
II. PRELIMINARIES
Let P and Q be PMFs over a finite set Z . The relative
entropy (or Kullback–Leibler divergence) is defined as
D(P‖Q) ,
∑
z∈Z
P (z) log
P (z)
Q(z)
(12)
with the conventions that 0 log(0/q) = 0 for all q ≥ 0 and
p log(p/0) = +∞ for all p > 0. The Rényi divergence of
order α [2], [3] is defined for all positive α other than 1 as
Dα(P‖Q) ,
1
α− 1
log
∑
z∈Z
P (z)αQ(z)1−α (13)
with the conventions that log 0 = −∞ and that for α > 1,
we read P (z)αQ(z)1−α as P (z)α/Q(z)α−1 and use 0/0 = 0
and p/0 = +∞ for all p > 0. By continuous extension [3,
Theorem 5], D1(P‖Q) , D(P‖Q).
The measure of dependence Jα(PXY ) [4] is defined as
Jα(PXY ) , min
QX∈P(X ),QY ∈P(Y)
Dα(PXY ‖QXQY ) (14)
for all positive α and as zero when α is zero.
The convex conjugate (or Fenchel conjugate) of a function
f : R→ [−∞,+∞] is the function f∗ : R→ [−∞,+∞],
f∗(λ) , sup
x∈R
[λx − f(x)]. (15)
It is lower semicontinuous and convex [5, Section 7.1 and
Proposition 1.2.2].
The (Fenchel) biconjugate of a function f : R→ [−∞,+∞]
is f∗∗ : R → [−∞,+∞], the convex conjugate of f∗. For
every f and for every x ∈ R, f∗∗(x) ≤ f(x) [6, Section 4.2].
We next motivate the strict inequalities in (1) and (2). Let
E˜P(EQ) denote the error-exponent function that would have
resulted had we replaced the strict inequalities in (1) and (2)
with weak inequalities. Then, E˜P(·) and E˜
∗∗
P (·) cannot be equal
because, unlike EP(·), E˜P(·) is not lower semicontinuous. The
difference between EP(·) and E˜P(·) is best seen at zero: While
E˜P(0) is +∞, it turns out that EP(0) is the optimal error
exponent if for a fixed ǫ ∈ (0, 1), we require the tests to
satisfy (QXQY )
×n[Tn(X
n, Y n) = 0] ≤ ǫ for all n and all
(QX , QY ). (This setup is similar to the one in Stein’s lemma
[7, Corollary 1.2]; we do not explore it further in this paper.)
To see that (3) and (4) are not sufficient for the achievability
of an error-exponent pair, observe that (3) and (4) hold for
every EP ∈ R if EQ = 0 and Tn(X
n, Y n) = 0 irrespective of
Xn and Y n. Yet, (8) implies that EP(0) is finite, so (EP, 0) is
not achievable for every EP.
We conclude this section with two lemmas.
Lemma 4. For all RXY , QX , and QY ,
D(RXY ‖QXQY ) ≥ D(RXY ‖RXRY ). (16)
Consequently,
inf
QX,QY
D(RXY ‖QXQY ) = D(RXY ‖RXRY ). (17)
Proof. We have
D(RXY ‖QXQY )
= D(RXY ‖RXRY ) +D(RX‖QX) +D(RY ‖QY ) (18)
≥ D(RXY ‖RXRY ), (19)
where (19) holds because D(P‖Q) ≥ 0. Equality is achieved
for QX = RX and QY = RY , which proves (17). 
Lemma 5. Let P and Q be PMFs over a finite set Z . Then,
for all EQ ∈ R,
inf
R∈P(Z):
D(R‖Q)≤EQ
D(R‖P ) = sup
α∈(0,1]
1− α
α
(
Dα(P‖Q)− EQ
)
. (20)
Proof. Omitted. 
III. RELATED WORK
Let P and Q be PMFs over a finite set Z . In the simple
hypothesis testing setup where one has to guess whether
{Zi}
n
i=1 are IID according to P or Q, Hoeffding [8] and
Csiszár and Longo [9] essentially showed that
E˜P(EQ) = inf
R∈P(Z):D(R‖Q)≤EQ
D(R‖P ), (21)
where E˜P(·) is the error-exponent function for the simple
hypothesis testing setup. More properties of E˜P(·) were studied
by Blahut [10]; relevant for us is
E˜P(EQ) = sup
α∈(0,1]
1− α
α
(
Dα(P‖Q)− EQ
)
, (22)
which follows from [10, Theorem 7] by substituting α = 11+s
and identifying the Rényi divergence.
In the composite hypothesis testing setup where P is tested
against an unknownQ from some setQ, Hoeffding [8] showed
that his likelihood-ratio test is asymptotically optimal against
all Q ∈ Q; see also [7, Problem 2.13(b)]. This test statistic is
used in Lemma 9.
For the hypothesis testing setup of this paper, Tomamichel
and Hayashi [11, first part of (57)] showed that for sufficiently
large EQ,
sup
α∈( 12 ,1)
1− α
α
(
Jα(PXY )− EQ
)
= EP(EQ). (23)
We provide a negative answer to the question at the end of
the paragraph in [11]: an equality of the form (23) does not
hold in general because the LHS of (23) is always convex in
EQ, but EP(·) from Example 14 is not convex.
Conditions for which the generalized likelihood-ratio test is
asymptotically optimal in a Neyman–Pearson sense are studied
in [12]. A different approach to composite hypothesis testing
has been proposed in [13].
Independence testing is a related setup where one wants to
know whether or not the PMF generating {(Xi, Yi)}
n
i=1 has
a product form (whereas here, we test a fixed PXY against
an unknown product distribution). Since the empirical mutual
information in Lemma 8 does not depend on PXY , it can also
be used for independence testing; see for example [14, “G-test
of independence”], where G is 2n times the empirical mutual
information.
IV. ACHIEVABLE ERROR-EXPONENT PAIRS
After two preparatory lemmas, we present in Lemmas 8–10
three tests that achieve any error-exponent pair (EP,EQ) for
which(
D(RXY ‖PXY ) > EP
)
∨
(
D(RXY ‖RXRY ) > EQ
)
(24)
holds for all RXY ∈ P(X×Y). These tests are all based on the
type [7] RˆXY of the sequence {(Xi, Yi)}
n
i=1. The asymptotic
optimality of these tests follows from the converse proved in
Lemma 11, which establishes Theorem 1 and Corollary 2.
Lemma 6. If (24) holds for all RXY ∈ P(X ×Y), then there
exists an ǫ > 0 such that for all RXY ∈ P(X × Y),(
D(RXY ‖PXY ) ≥ EP + ǫ
)
∨
(
D(RXY ‖RXRY ) ≥ EQ + ǫ
)
.
(25)
Proof. Define the function f : P(X × Y)→ R ∪ {+∞},
RXY 7→ max
{
D(RXY ‖PXY )− EP,
D(RXY ‖RXRY )− EQ
}
. (26)
Suppose that (24) holds for all RXY ∈ P(X×Y), and consider
η , inf
RXY ∈P(X×Y)
f(RXY ). (27)
If η > 0, then (25) holds with ǫ = η. We show by contradiction
that η ≤ 0 is impossible. Assume η ≤ 0. Observe that f is
lower semicontinuous on P(X × Y) and that P(X × Y) is a
compact set. By the extreme value theorem, there would exist
an R∗XY ∈ P(X ×Y) with f(R
∗
XY ) = η ≤ 0. This leads to a
contradiction because then (24) would not hold for R∗XY . 
Lemma 7. Let EP, EQ, and ǫ > 0 be such that (25) holds for
all RXY ∈ P(X × Y). Define τ , (n + 1)
|X×Y|. Then, for
all QX ∈ P(X ) and all QY ∈ P(Y),
P×nXY [D(RˆXY ‖PXY ) ≥ EP + ǫ] ≤ τ e
−n(EP+ǫ), (28)
P×nXY [D(RˆXY ‖RˆXRˆY ) < EQ + ǫ] ≤ τ e
−n(EP+ǫ), (29)
(QXQY )
×n[D(RˆXY ‖PXY ) < EP + ǫ] ≤ τ e
−n(EQ+ǫ), (30)
(QXQY )
×n[D(RˆXY ‖RˆXRˆY ) ≥ EQ + ǫ] ≤ τ e
−n(EQ+ǫ). (31)
Proof. In the Appendix. 
Lemma 8 (Empirical Mutual Information Test). If (24) is
satisfied for all RXY ∈ P(X ×Y), then there exists an ǫ > 0
such that the error-exponent pair (EP,EQ) is achieved by the
sequence of tests
Tn(RˆXY ) ,
{
1 if D(RˆXY ‖RˆXRˆY ) < EQ + ǫ,
0 otherwise.
(32)
Proof. Use the ǫ > 0 from Lemma 6. Then, the sequence of
tests {Tn}
∞
n=1 satisfies (1) because
P×nXY [Tn(X
n, Y n) = 1]
= P×nXY [D(RˆXY ‖RˆXRˆY ) < EQ + ǫ] (33)
≤ (n+ 1)|X×Y| · e−n(EP+ǫ), (34)
where (34) follows from Lemma 7. Similarly, the sequence of
tests {Tn}
∞
n=1 satisfies (2). 
Lemma 9 (Hoeffding’s Test [8]). If (24) is satisfied for all
RXY ∈ P(X × Y), then there exists an ǫ > 0 such that the
error-exponent pair (EP,EQ) is achieved by the sequence of
tests
Tn(RˆXY ) ,
{
0 if D(RˆXY ‖PXY ) < EP + ǫ,
1 otherwise.
(35)
Proof. The proof is very similar to the proof of Lemma 8. 
Lemma 10 (Generalized Likelihood-Ratio Test). The loga-
rithm of the generalized likelihood ratio, divided by n, is
Γ ,
1
n
log
P×nXY (X
n, Y n)
sup
QX∈P(X ),QY ∈P(Y)
(QXQY )×n(Xn, Y n)
(36)
= D(RˆXY ‖RˆXRˆY )−D(RˆXY ‖PXY ). (37)
If (24) is satisfied for all RXY ∈ P(X × Y), then the error-
exponent pair (EP,EQ) is achieved by the sequence of tests
Tn(RˆXY ) ,
{
1 if Γ ≤ EQ − EP,
0 otherwise.
(38)
Proof. The proof of (37) is omitted. Using the ǫ > 0 from
Lemma 6, the sequence of tests {Tn}
∞
n=1 satisfies (1) because
P×nXY [Tn(X
n, Y n) = 1]
≤ P×nXY [D(RˆXY ‖RˆXRˆY ) < EQ + ǫ]
+ P×nXY [D(RˆXY ‖PXY ) ≥ EP + ǫ] (39)
≤ 2 (n+ 1)|X×Y| · e−n(EP+ǫ), (40)
where (39) follows from the union bound because the events
D(RˆXY ‖RˆXRˆY ) ≥ EQ + ǫ and D(RˆXY ‖PXY ) < EP + ǫ
imply Γ > EQ − EP; and (40) follows from Lemma 7. In the
same way, the sequence of tests {Tn}
∞
n=1 satisfies (2). 
Lemma 11. If (24) does not hold for all RXY ∈ P(X ×Y),
i.e., if there exists an R∗XY ∈ P(X × Y) satisfying(
D(R∗XY ‖PXY ) ≤ EP
)
∧
(
D(R∗XY ‖R
∗
XR
∗
Y ) ≤ EQ
)
, (41)
then the error-exponent pair (EP,EQ) is not achievable. (Not
even if randomized tests are allowed.)
Proof. In the Appendix. 
Proof of Theorem 1. The theorem follows from Lemma 8 and
from Lemma 11. 
Proof of Corollary 2. For a fixed EQ ∈ R, define
C , inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≤EQ
D(RXY ‖PXY ). (42)
By Theorem 1, all error-exponent pairs (EP,EQ) with EP < C
are achievable, while those with EP > C are not. Therefore,
EP(EQ) = C. An analogous argument proves (9). 
V. ERROR-EXPONENT FUNCTIONS AND Jα(PXY )
After a preparatory lemma, we prove Theorem 3 and state
Theorem 13, the analog of Theorem 3 for E∗∗Q (·).
Lemma 12. The convex conjugate of EP(·) is
E
∗
P(λ) =
{
+∞ if λ > 0,
λ J 1
1−λ
(PXY ) otherwise.
(43)
Proof. By the definition of the convex conjugate,
E
∗
P(λ) = sup
EQ∈R
[λEQ − EP(EQ)]. (44)
For λ > 0, the RHS of (44) is +∞, since we can lower-bound
the supremum over EQ with the limit as EQ tends to infinity
and since EP(EQ) is zero for all EQ ≥ D(PXY ‖PXPY ), which
can be verified by choosing RXY = PXY in the RHS of (8).
Now assume λ ≤ 0. Then,
sup
EQ∈R
[λEQ − EP(EQ)]
= sup
EQ∈R
[
λEQ − inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≤EQ
D(RXY ‖PXY )
]
(45)
= sup
EQ∈R
sup
RXY ∈P(X×Y):
D(RXY ‖RXRY )≤EQ
[λEQ −D(RXY ‖PXY )] (46)
= sup
RXY
sup
EQ: EQ≥D(RXY ‖RXRY )
[λEQ −D(RXY ‖PXY )] (47)
= sup
RXY
[λD(RXY ‖RXRY )−D(RXY ‖PXY )] (48)
= −(1− λ) inf
QX,QY
inf
RXY
[
−λ
1− λ
D(RXY ‖QXQY )
+
1
1− λ
D(RXY ‖PXY )
]
(49)
= λ inf
QX,QY
D 1
1−λ
(PXY ‖QXQY ) (50)
= λJ 1
1−λ
(PXY ), (51)
where (45) follows from (8); (48) holds because λ ≤ 0, so
EQ = D(RXY ‖RXRY ) achieves the maximum; (49) follows
from Lemma 4 because −λ1−λ ≥ 0 and 1−λ ≥ 1; (50) follows
from [3, Theorem 30] with α = 11−λ ∈ (0, 1]; and (51) follows
from the definition of Jα(PXY ). (Technically, the case α = 1
is not covered by [3, Theorem 30], but it is easy to see that
(50) also holds if α = 1, i.e., if λ = 0.) 
Proof of Theorem 3. Using Lemma 12, we have
E
∗∗
P (EQ) = sup
λ∈R
[λEQ − E
∗
P(λ)] (52)
= sup
λ≤0
[λEQ − E
∗
P(λ)] (53)
= sup
λ≤0
[λEQ − λJ 1
1−λ
(PXY )] (54)
= sup
α∈(0,1]
1− α
α
(
Jα(PXY )− EQ
)
, (55)
where (53) holds because E∗P(λ) = +∞ for all λ > 0, and
(55) follows from the substitution α = 11−λ ∈ (0, 1].
By [6, Theorem 4.2.1], a function h : R → R ∪ {+∞}
is equal to its biconjugate if, and only if, it is lower semi-
continuous and convex. The function EP : R → [0,+∞] is
always lower semicontinuous. (This follows from a topological
argument, which is omitted here.) Thus, EP(·) is equal to its
biconjugate if, and only if, it is convex. 
Theorem 13. For all EP ∈ R,
sup
α∈[0,1)
[
Jα(PXY )−
α
1− α
EP
]
= E∗∗Q (EP). (56)
Furthermore, E∗∗Q (EP) = EQ(EP) for all EP ∈ R if, and only
if, EQ(·) is convex on R.
Proof. Omitted; the proof is similar to the proofs of Lemma 12
and Theorem 3. 
VI. AN EXAMPLE WHERE EP(·) IS NOT CONVEX
Example 14. Consider X = Y = {1, 2, 3} and PXY given
by
PXY (x, y) y = 1 y = 2 y = 3
x = 1 10−4 γ γ
x = 2 γ 10−4 γ
x = 3 γ γ 10−4,
where γ = 999760000 ≈ 0.167. Then,
EP
(
3898 / 217
)
≤ 58593464420737815 / 256, (57)
EP
(
3984 / 217
)
≤ 58382556630811219 / 256, (58)
EP
(
3941 / 217
)
≥ 58488010525784883 / 256. (59)
This implies
EP
(
3898 + 3984
2 · 217
)
−
1
2
EP
(
3898
217
)
−
1
2
EP
(
3984
217
)
= EP
(
3941
217
)
−
1
2
EP
(
3898
217
)
−
1
2
EP
(
3984
217
)
(60)
≥ 10366 / 256 ≈ 1.44 · 10−13, (61)
so EP(·) is not convex. (We estimate the LHS of (60) to be in
the order of 10−7.)
To verify (57), we use (8) and check (see Remark 17 below)
that a specific RXY ∈ P(X × Y) satisfies
D(RXY ‖RXRY ) ≤ 3898 / 2
17, (62)
D(RXY ‖PXY ) ≤ 58593464420737815 / 2
56. (63)
Similarly, (58) can be verified. Establishing (59) is much more
involved and is the topic of the rest of this section.
Let Q denote the set of all product distributions on X ×Y ,
Q , {QXY ∈ P(X × Y) : QXY = QXQY }. (64)
We express Q as a finite union, i.e.,
Q =
k⋃
i=1
Qi, (65)
where for each i ∈ {1, . . . , k},
Qi ,
{
QXQY :
(
QX ∈ QX,i
)
∧
(
QY ∈ QY,i
)}
, (66)
QX,i ,
{
QX ∈ P(X ) :
(
li,1 ≤ QX(1) ≤ ui,1
)
∧
(
li,2 ≤ QX(2) ≤ ui,2
)
∧
(
li,3 ≤ QX(3) ≤ ui,3
)}
, (67)
QY,i ,
{
QY ∈ P(Y) :
(
li,4 ≤ QY (1) ≤ ui,4
)
∧
(
li,5 ≤ QY (2) ≤ ui,5
)
∧
(
li,6 ≤ QY (3) ≤ ui,6
)}
, (68)
where li,1, . . . , li,6 and ui,1, . . . , ui,6 are nonnegative numbers.
With the help of Lemma 16 below, we can verify that for
specific EQ ∈ R and Γ ∈ R and for all i ∈ {1, . . . , k},
inf
QXY ∈Qi
sup
α∈(0,1]
1− α
α
(
Dα(PXY ‖QXY )− EQ
)
≥ Γ, (69)
which by Lemma 15 below and (65) implies
EP(EQ) ≥ Γ. (70)
More details are given in Remark 17.
Lemma 15. For all EQ ∈ R,
EP(EQ) = inf
QXY ∈Q
sup
α∈(0,1]
1− α
α
(
Dα(PXY ‖QXY )− EQ
)
. (71)
Proof. We have
EP(EQ) = inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≤EQ
D(RXY ‖PXY ) (72)
= inf
QXY ∈Q
inf
RXY ∈P(X×Y):
D(RXY ‖QXY )≤EQ
D(RXY ‖PXY ) (73)
= inf
QXY ∈Q
sup
α∈(0,1]
1− α
α
(
Dα(PXY ‖QXY )− EQ
)
, (74)
where (72) follows from (8); (73) follows from Lemma 4; and
(74) follows from Lemma 5. 
Lemma 16. Let Qi be defined as in (66), let α ∈ (0, 1), and
let β : X × Y → R≥0. Define
D , inf
QXY ∈Qi
∑
(x,y)∈X×Y
β(x, y)QXY (x, y)
1−α. (75)
Then, for all EQ ∈ R,
inf
QXY ∈Qi
sup
α˜∈(0,1]
1− α˜
α˜
(
Dα˜(PXY ‖QXY )− EQ
)
≥
−1
α
log
{[ ∑
(x,y)∈X×Y
(
PXY (x, y)
α + β(x, y)
) 1
α
]α
−D
}
−
1− α
α
EQ. (76)
Proof. In the Appendix. 
Remark 17. We finish with a few comments about the verifi-
cation of Example 14.
• Computing D in Lemma 16 for fixed Qi, α, and β is
easy: One can show that there exist an extreme point
Q∗X of QX,i and an extreme point Q
∗
Y of QY,i such
that Q∗XQ
∗
Y achieves the infimum in the RHS of (75).
(This basically holds becauseQX,i andQY,i are bounded
convex polytopes and because the objective function is
concave in QX for fixed QY and concave in QY for
fixed QX .) Since QX,i and QY,i have at most six extreme
points, there are at most 36 candidate points. One can
evaluate the objective function at the candidate points;
the minimum function value among these is equal to D.
• To establish (59), we use (65) with k = 1 323 238. To
ensure that (65) holds, we start with a collection C of
sets that initially contains only Q; we iteratively remove
a Qi from C, split it into two parts, and add each part
to C; and we stop when C has the desired structure.
• We use interval arithmetic [15] to obtain exact bounds.
• The splits to obtain C, the α and β needed in Lemma 16
for every i ∈ {1, . . . , k}, and the code that allows for a
mathematically rigorous verification of our bounds can
be found in [16].
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APPENDIX
Proof of Lemma 7. We skip the proofs of (28) and (29), which
are similar to those of (30) and (31). For fixed QX ∈ P(X )
and QY ∈ P(Y), (30) holds because
(QXQY )
×n[D(RˆXY ‖PXY ) < EP + ǫ] ≤ τ e
−nA (77)
≤ τ e−n(EQ+ǫ), (78)
where (77) follows from Sanov’s theorem [1, Theorem 11.4.1]
with
A , inf
RXY ∈P(X×Y):
D(RXY ‖PXY )<EP+ǫ
D(RXY ‖QXQY ) (79)
≥ inf
RXY ∈P(X×Y):
D(RXY ‖PXY )<EP+ǫ
D(RXY ‖RXRY ) (80)
≥ EQ + ǫ, (81)
where (80) follows from Lemma 4, and (81) holds because
D(RXY ‖PXY ) < EP + ǫ implies D(RXY ‖RXRY ) ≥ EQ + ǫ
by (25). Similarly, for fixed QX ∈ P(X ) and QY ∈ P(Y),
(31) holds because
(QXQY )
×n[D(RˆXY ‖RˆXRˆY ) ≥ EQ + ǫ] ≤ τ e
−nB (82)
≤ τ e−n(EQ+ǫ), (83)
where (82) follows from Sanov’s theorem with
B , inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≥EQ+ǫ
D(RXY ‖QXQY ) (84)
≥ inf
RXY ∈P(X×Y):
D(RXY ‖RXRY )≥EQ+ǫ
D(RXY ‖RXRY ) (85)
≥ EQ + ǫ, (86)
where (85) follows from Lemma 4. 
Proof of Lemma 11. Let R
(1)
XY , R
(2)
XY , . . . be a sequence of
types and let δ1, δ2, . . . be a sequence of numbers with
limn→∞ δn = 0 such that for all n ∈ {1, 2, . . .}, the following
two inequalities are satisfied:
D
(
R
(n)
XY
∥∥PXY ) ≤ EP + δn, (87)
D
(
R
(n)
XY
∥∥R(n)X R(n)Y ) ≤ EQ + δn. (88)
(The existence of such sequences follows from (41) and a
continuity argument.) Fix a sequence of tests {Tn}
∞
n=1, and
consider the function f : {1, 2, . . .} → R,
n 7→ min
{
−
1
n
logP×nXY [Tn(X
n, Y n) = 1]− EP,
inf
QX,QY
−
1
n
log(QXQY )
×n[Tn(X
n, Y n) = 0]− EQ
}
. (89)
For a fixed n ∈ {1, 2, . . .}, suppose that {(Xi, Yi)}
n
i=1 are
drawn uniformly at random from the type class corresponding
to R
(n)
XY . Observe that
max
{
Pr[Tn(X
n, Y n) = 0],Pr[Tn(X
n, Y n) = 1]
}
≥
1
2
. (90)
If Pr[Tn(X
n, Y n) = 0] ≥ 12 , then
(R
(n)
X R
(n)
Y )
×n[Tn(X
n, Y n) = 0]
≥
1
2
·
1
(n+ 1)|X×Y|
e−nD(R
(n)
XY
‖R
(n)
X
R
(n)
Y
), (91)
where (91) follows from [7, Lemma 2.6]. Thus,
−
1
n
log(R
(n)
X R
(n)
Y )
×n[Tn(X
n, Y n) = 0]− EQ
≤
log
[
2 (n+ 1)|X×Y|
]
n
+D
(
R
(n)
XY
∥∥R(n)X R(n)Y )− EQ. (92)
Together with (88), this implies
f(n) ≤
log
[
2 (n+ 1)|X×Y|
]
n
+ δn. (93)
Using similar arguments, it can be shown that (93) also holds if
Pr[Tn(X
n, Y n) = 1] ≥ 12 . We conclude that for any sequence
of tests {Tn}
∞
n=1, lim supn→∞ f(n) ≤ 0, which implies that
(1) and (2) cannot hold simultaneously. (All steps of the proof
remain valid when randomized tests are allowed.) 
Proof of Lemma 16. Observe that
inf
QXY ∈Qi
sup
α˜∈(0,1]
1− α˜
α˜
(
Dα˜(PXY ‖QXY )− EQ
)
≥ sup
α˜∈(0,1]
inf
QXY ∈Qi
1− α˜
α˜
(
Dα˜(PXY ‖QXY )− EQ
)
(94)
≥
1− α
α
[
inf
QXY ∈Qi
Dα(PXY ‖QXY )− EQ
]
, (95)
where (94) follows from the minimax inequality [5, (2.28)],
and (95) holds because α ∈ (0, 1) and 1−α
α
≥ 0. Moreover,
inf
QXY ∈Qi
Dα(PXY ‖QXY )
=
1
α− 1
log sup
Q∈Qi
∑
(x,y)∈X×Y
PXY (x, y)
αQ(x, y)1−α, (96)
where (96) holds because 1
α−1 < 0 and because the logarithm
is an increasing function. Next, using the shorthand notations
z , (x, y), Z , X × Y , and P , PXY ,
sup
Q∈Qi
∑
z∈Z
P (z)αQ(z)1−α
= sup
Q∈Qi
[∑
z∈Z
P (z)αQ(z)1−α +
∑
z∈Z
β(z)Q(z)1−α
−
∑
z∈Z
β(z)Q(z)1−α
]
(97)
= sup
Q∈Qi
[∑
z∈Z
(
P (z)α + β(z)
)
Q(z)1−α
−
∑
z∈Z
β(z)Q(z)1−α
]
(98)
≤ sup
Q∈Qi
∑
z∈Z
(
P (z)α + β(z)
)
Q(z)1−α
− inf
Q∈Qi
∑
z∈Z
β(z)Q(z)1−α (99)
= sup
Q∈Qi
∑
z∈Z
(
P (z)α + β(z)
)
Q(z)1−α −D (100)
≤ sup
Q∈Qi
{[∑
z∈Z
(
P (z)α + β(z)
) 1
α
]α
·
[∑
z∈Z
Q(z)
]1−α}
−D (101)
=
[∑
z∈Z
(
P (z)α + β(z)
) 1
α
]α
−D, (102)
where (99) holds because the supremum of a sum is upper
bounded by the sum of the suprema; (100) follows from the
definition of D; (101) follows from Hölder’s inequality; and
(102) holds because
∑
z∈Z Q(z) = 1. Now, (76) follows from
combining (95), (96), and (102). 
