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A univariate probability distribution which has support in [ -1, 11 and is 
unimodal with respect to 0 has a variance of at most f, which is attained only for 
the uniform distribution, This well-known result is extended to the multivariate 
case, where the variance is replaced by the generalized or mean variance and a new 
definition of unimodality is used. [c 1991 Academic Press. Inc. 
1. INTRODUCTION 
A well-known theorem of Jacobson [6] states that the variance of a 
univariate unimodal distribution in the interval [ - 1, l] with mode at 0 is 
at most 5, and the bound is attained only for the uniform distribution on 
that interval. In recent years there has been interest in refinements and 
related results (see [4,9], which contain references to and corrections of 
earlier work). But so far there seems to be no corresponding result for 
multivariate distributions. The aim of this paper is to provide such a result. 
Before formulating and proving it in Sections 3 and 4, we will review in 
Section 2 some concepts of multivariate unimodality and introduce a new 
one. 
We end this introduction by fixing some notation: det(A), tr(A), and A’ 
denote the determinant, trace, and transpose of a matrix A, respectively; d 
is always a fixed positive integer, the dimension of the euclidean space Rd. 
1, is the unit matrix; j .I denotes the euclidean norm, and 3 the corre- 
sponding closed unit ball; Cov(X) denotes the covariance matrix and E[X] 
the expectation of a random vector X; “ilf” means “if and only if.” 
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2. CONCEPTS OF MULTIVARIATE UNIMODALITY 
Quite a lot of concepts of unimodality have emerged since Anderson’s 
seminal paper [ 11. For an overview see Dharmadhikari and Joag-dev’s 
treatise [3], to which we will refer frequently in what follows. We explicitly 
mention star unimodality about the origin and central convex unimodality: 
The distribution of a d-dimensional random vector is star unimodal 
about the origin iff it belongs to the closed (with respect to convergence in 
distribution) convex hull of the set of all uniform distributions on star- 
shaped sets of positive Lebesgue-measure in d-space, which is the case iff X 
is distributed as U1ldZ with a d-dimensional random vector Z and a 
random variable U, independent of Z and uniformly distributed on (0, 1) 
(see [3, pp. X-411). Provided that the distribution in question is 
absolutely continuous with respect to d-dimensional Lebesgue-measure, it 
is star unimodal about 0 iff a version of its density is decreasing on every 
ray starting at 0 (see [S, p. 321). 
It seems natural to require that every concept of unimodality should 
imply star unimodality, and this is in fact true for most proposed concepts 
of unimodality. On the other hand, the concept of star unimodality has the 
following properties which are undesirable from a geometric point of view. 
First, a distribution not star unimodal in Rd may be star unimodal in 
R“+ i. For an example with d= 1 let X have the density 1x1 on [ - 1, 11. 
Then X is not star unimodal on the line but has the same distribution 
as U1ldZ with U uniform on (0, 1) and independent of Z with 
P(Z = ( 1,0)‘) = P(Z = ( - 1,O)‘) = =j and is therefore star unimodal on the 
plane. 
Second, star unimodality does not conform with the idea that a mode is 
a “point of maximal probability” in the sense that a ball of a fixed and 
sufficiently small radius has locally maximum probability if centered 
around a mode. For an example, consider the uniform distribution on 
A, := {(r cos cp, r sin cp)‘: O<r<l,IqId0) with 8<n, which is star 
unimodal about 0, whereas only interior points of A, have maximum 
probability in the sense described above. It should be remarked that this 
criticism can be viewed as a variant of the first. This becomes clear by 
considering the uniform distribution on A, u A p0. In the limit 8 -+ 0 we get 
back the first example. 
A concept which avoids the above properties and has additional advan- 
tages as well is that of central convex unimodality [3, p. 44 7, which, 
however, applies only to centrally symmetric distributions. Kanter’s charac- 
terization of central convex unimodality [7] suggests the more general 
Definition 2.1 given below. It partly avoids the geometrical drawbacks 
mentioned above and, as it turns out in Section 4, is natural for the 
problem under study. 
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If K is a convex and compact subset of Rd and L the shine hull of K, we 
let 2, denote the “uniform distribution” on K defined by 
A,(A) = 
Vol,( A n K) 
Vol,(K) 
for every Bore1 set A c Rd, where Vol, denotes the Hausdorff measure with 
the dimension of L. In case that K reduces to a single point, 2, denotes the 
corresponding Dirac measure. Let wRd denote the set of all such uniform 
distributions. 
DEFINITION 2.1. A probability measure p on Rd is called unimodal 
about 0 if it has a representation of the form 
P= s 2, dV(~K), (2.1) 
WR” 
where v is a probability measure on WRd, concentrated on the set of those 
A, for which 0 is a relatively interior of K with respect to the afhne hull 
of K. 
See [7] for the necessary measurability discussion. The central convex 
unimodal distributions are obtained by restricting (2.1) to integration with 
respect to mixing measures v which are concentrated on the set of those II, 
for which K is centrally symmetric. 
A sufficient condition for unimodality in the above sense is the existence 
of a density f of p with the property that the set {x:~(x)> c} is either 
empty or convex and contains the origin as an interior point. This can be 
proved by imitating the proof of [3, Theorem 2.3, pp. 44-451. Clearly, 
every centrally convex unimodal probability distribution is centrally sym- 
metric and unimodal in the sense of Definition 2.1. However, the converse 
is false. For an example see [3, p. 601. 
3. COVARIANCE BOUNDS 
THEOREM 3.1. Zf the random vector X is supported in the unit ball in 
d-space and is star unimodal about the origin, then 
!j tr(Cov(*)) G -&. (3.1) 
Equality holds iff X is distributed as U ‘ldZ with a random variable U dis- 
tributed uniformly on (0, 1) and a random vector Z independent of U with 
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P( IZI = 1) = 1 and E[Z] = 0. In particular, equality holds if X is uniformly 
distributed on the unit ball. 
Before proving Theorem 3.1, we note an immediate consequence. 
Namely, by diagonalization and the geometric-arithmetic-mean inequality, 
one always has (det(Cov(X)))‘ld6 (l/d) tr(Cov(X)) with equality iff 
Cov(X) is a scalar multiple of I,. Thus we obtain the 
COROLLARY. With the notation and under the hypothesis of Theorem 3.1, 
inequality (3.1) persists tf the mean variance is replaced by the generalized 
variance, i.e., we have 
Equality occurs iff the random vector Z satisfies Cov( X) = I, in addition to 
the properties mentioned in Theorem 3.1. 
The proof of Theorem 3.1 is based on a rather obvious symmetrization 
argument. In what follows, H denotes a random matrix which is uniformly 
distributed over the orthogonal group in d-space (i.e., for every nonrandom 
orthogonal matrix Ho the random matrices H,H and H are identically dis- 
tributed). We say that the distribution of X* is obtained from that of X by 
spherical symmetrization, if X* is distributed as HX with H as above and 
independent of X. 
LEMMA 3.2. If X is a random vector with finite second moments and if 
X* has the distribution obtained from that of X by spherical symmetrization, 
then 
Cov(X*)=i(tr(Cov(X))+ IE[X]l’)Z,. 
Proof We have E[X*] = 0 which implies 
Cov(X*) = E[HX(HX)‘] = E[HXX’H’] = H,,E[HXX’H’] H; 
for every nonrandom orthogonal matrix H,. The symmetric matrix 
Cov(X*) is thus a real multiple of Id. Taking traces gives 
and the lemma follows from E[XX’] = Cov(X) + E[X] E[X’]. 
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Proof of Theorem 3.1. It is convenient to make use of the representation 
/y= u’!dz 
with Z independent of the uniformly distributed random variable U and 
P( IZI < 1) = 1. We consider X* = HX= Ui’dHZ = U’ldZ*. By Lemma 3.2, 
tr(Cov(X)) = tr(Cov(X*)) - IE[X]12 







which gives inequality (3.1). Furthermore, equality holds iff E[X] = 0 and 
P( IZ* I = 1) = 1. This proves the assertion concerning equality in (3.1) 
because of P(lZ*l= l)=P(lZl = 1). 
4. CHARACTERIZATIONS OF UNIFORMITY 
In Theorem 3.1 and its corollary we saw that the uniform distribution on 
B attains equality in (3.1). But for d > 1 there are obviously other proba- 
bility distributions for which this is true. For an explicit example for d = 2 
we may take the uniform distribution on the “Maltese cross” consisting of 
A, (see Section 2) and its images under rotation about the origin with 
angles 7112, 7c, and 31112 with some 8 < 7114. By contrast, we will show 
uniqueness in two subclasses of star unimodal distributions. 
We first consider Anderson’s original definition of unimodality. He called 
a density funimodal if the set 
is convex for every c 2 0. If the above set contains 0 (not necessarily as an 
interior point) whenever it is nonempty, f would be called unimodal with 
a mode at the origin. 
THEOREM 4.1. If the random vector X has a density f supported in the 
unit ball in d-space which is unimoidal with a mode at the origin in 
Anderson’s sense, then (3.1) and (3.2) hold and equality occurs iff f is the 
uniform density on the unit ball. 
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We need two lemmas for the proof of Theorem 4.1. 
LEMMA 4.2. Every probability density f unimodal in Anderson’s sense has 
a lower semicontinuous version f which is again unimodal in Andersons sense. 
Proof: Put f(x):=lim,,,f(y):=lim,,,inf,,-,,,,,f(y). Then f is 
easily seen to be lower semi-continuous and because 
{~:f(x)a~} = n int{x: f(x)ac-E} 
&>O 
also is unimodal in Andersons sense (int denotes the interior of a set). To 
see that f differs from f only on a set of measure zero, write 
{f#f > = ‘.;% f(Y)<f(X)J 
= u i,*Xf(Y) <rGf(x)c 0 {f >r}\int{f ar} 
f-EQ reQ 
(Q denoting the rational numbers) and use the fact that the boundary of 
a convex set has measure zero (Satz 3.1.20 in [S]). 
LEMMA 4.3. Let g be a probability density in d-space with existing expec- 
tation a. Zf K = {x: g(x) > 0} is convex, then a is an interior point of K. 
Proof: Let Y be a random vector with density g as above and 
assume that a is not in the interior of K. Then, by [2, corollaries to 
Theorem 2.2.11, we have a non-zero I E Rd and a c E R with l’a < c and 
E’x > c for x E K. Now E[E’X] = Z’a < c implies l’X= c almost surely, 
contradicting the existence of a density for X. 
Proof of Theorem 4.1. Since X is star unimodal, we have (3.1) and (3.2) 
and equality holds for the uniform distribution. Conversely, if equality 
holds in either inequality, it is seen from the representation X= U’ldZ with 
P( IZI = 1) = 1 that the density f of X is “radially constant”: for almost 
every z (with respect to surface measure on {z E Rd: Iz( = l}) there exists a 
constant c(z) such that 
f(uz) = c(z) for almost every 24 E (0, 1) (4.1) 
holds. In addition, Theorem 3.1 gives 
E[X] = 0. (4.2) 
Now (4.1) and (4.2) remain true with some constants c(z) if we replacef 
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by its version f of Lemma 4.2. We show that ~(2) can be chosen to be 
independent of-z. 
Assume the contrary, which implies the relation 
m :=essinf{f(js): )‘EB~ <f(s) 
on a set of positive Lebesgue measure (ess inf denotes the essential 
infimum). Then we can define a probability density g by 
g(x) = 1 -m’r dx(fwm) 
B 
to which Lemma 4.3 applies. The expectation a corresponding to g is thus 
an interior point of {x: f(x) > m}. Equation (4.2) and Sex dx = 0 imply 
0 = E[X] 






Thus 0 = a is an interior point of (x: f(x) > m >. It follows that there can 
be no radius (i.e., set of the form {uz: 0 < u < 1 } with IzI = 1) on which 
f(x) < m. However, by the definition of m and the lower semi-continuity of 
I, it is easy to construct such a radius, which is the desired contradiction. 
The following theorem justifies the introduction of a new concept of 
unimodality in Section 2. 
THEOREM 4.4. Zf the random vector X is unimodal about 0 in the sense of 
Definition 2.1 with support in the unit ball in d-space, then (3.1) and (3.2) 
hold and equality occurs iff X is uniformly distributed on the unit ball. 
COROLLARY. The conclusion of Theorem 4.4 remains true if unimodality 
in the sense of Definition 2.1 is replaced by central convex unimodality. 
LEMMA 4.5. Zf K is a compact and convex set strictly included in B, the 
unit ball in Rd, then the distribution obtained from A, by spherical sym- 
metrization is not AB. 
Proof Let n: denote the symmetrized distribution and let 6 be the 
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dimension of the afhne hull L of K. For a ball B, around 0 of sufficiently 
small radius E we have B, n L c K and thus 
l,(B,) = 
E’ Vol,( B) 
Vol,(K) . 
The right-hand side is greater than cd. For 6 cd this follows from 
Vol,(B) 2 Vol,(K), whereas for 6 = d we have Vol,(K) = VolRd(K) < 
Volud( B) = Vol,( B). 
Thus, for sufficiently small E, 
/i:(B,) = L,(B,) > cd= tlB(BE) 
and AZ is not uniform. 
Proof of Theorem 4.4. X is star unimodal, so, by Theorem 3.1 and its 
corollary, we have (3.1) and (3.2). If equality occurs in either inequality, 
then we have E[X] = 0 and therefore, using the representation of 
Definition 2.1, 
&=E[lX12]=E[lX*12]=j j Ixl’dA;(x)dv(l,), 
WRd Rd 
where * again denotes the spherically symmetrized random vector or prob- 
ability distribution. Since 1: is clearly star unimodal, Theorem 3.1 applies 
to the inner integral of the right-hand side. It follows that Ai has to be 
uniform on B almost surely with respect to v. By Lemma 4.5 the same has 
to be true for 1, and A’ is indeed uniformly distributed on B. 
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