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By David Hirshberg and Stefan Wager
Stanford University
Many statistical estimands can expressed as continuous linear
functionals of a conditional expectation function. This includes the
average treatment effect under unconfoundedness and generalizations
for continuous-valued and personalized treatments. In this paper, we
discuss a general approach to estimating such quantities: we begin
with a simple plug-in estimator based on an estimate of the condi-
tional expectation function, and then correct the plug-in estimator
by subtracting a minimax linear estimate of its error. We show that
our method is semiparametrically efficient under weak conditions and
observe promising performance on both real and simulated data.
1. Introduction. Suppose we observe n independent and identically
distributed samples (Zi, Yi) ∼ P with support in Z × R, and we want to
estimate a continuous linear functional of the form
(1) ψ(m) = E [h(Zi, m)] at m(z) = E
[
Yi
∣∣Zi = z] .
Our main result establishes that we can build efficient estimators for a wide
variety of such problems simply by subtracting from a plugin estimator ψ(mˆ)
a minimax linear estimate of its error ψ(mˆ)− ψ(m).
The following estimands from the literature on causal inference and miss-
ing data are of this type and can be estimated efficiently by our approach.
Example 1 (Mean with Outcomes Missing at Random). We observe
covariates Xi and some but not all of the corresponding outcomes Y
?
i . We
write Wi ∈ {0, 1} to indicate whether the outcome Y ?i was observed, and
define Zi = (Xi,Wi) and Yi = WiY
?
i ; we then estimate the linear functional
ψ(m) = E [m(Xi, 1)] at m(x,w) = E
[
Yi
∣∣Xi = x,Wi = w]. This will be
equal to the mean E [Y ?i ] if, conditional on covariates Xi, each outcome Y ?i
is independent of its nonmissingness Wi (Rosenbaum and Rubin, 1983).
Example 2 (Average Partial Effect). Letting Zi = (Xi, Wi) ∈ X×R, we
estimate the average of the derivative of the response surface m(x,w) with
respect to w, ψ(m) = E
[
∂
∂w {m(Xi, w)}w=Wi
]
. This estimand, and weighted
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2 HIRSHBERG AND WAGER
variants of it, quantify the average effect of a continuous treatment Wi under
exogeneity (Powell, Stock and Stoker, 1989).
Example 3 (Average Partial Effect in the Conditionally Linear Model).
In the setting of the previous example, we make the additional assumption
that the regression function m is conditionally linear in w, m(x,w) = µ(x)+
wτ(x). The average partial effect is then ψ(m) = E [τ(Xi)].
Example 4 (Distribution Shift). We estimate the effect of a shift in the
distribution of the conditioning variable Z from one known distribution, P0,
to another, P1, i.e., ψ(m) =
∫
m(z)(dP1(z)− dP0(z)) form(z) = E [Yi | Zi = z].
Under exogeneity assumptions, this estimand can be used to compare poli-
cies for assigning personalized treatments, and estimators for it form a key
building block in methods for estimation of optimal treatment policies.
Below, we first discuss our estimator in the simple case that h(z, m) in (1)
does not depend on z, i.e., h(z,m) = ψ(m). In this case, e.g., in Example 4,
we can evaluate ψ(m) without knowledge of the distribution P of z, and we
say that our functional of interest ψ(·) is evaluable. From Section 1.3 on, we
will address the general case where h also depends on z and so, even if we
knew m a-priori, we could only approximate ψ(m) with a sample average
n−1
∑n
i=1 h(Zi, m).
1.1. Estimating Evaluable Linear Functionals. Consider the estimation
of ψ(m) where ψ(·) is an evaluable mean-square-continuous linear functional.
The estimator we propose takes a plugin estimator ψ(mˆ), and then subtracts
out an estimate of its error ψ(mˆ)−ψ(m) = ψ(mˆ−m) obtained as a weighted
average of regression residuals,
(2) ψˆ = ψ(mˆ)− 1
n
n∑
i=1
γˆi (mˆ(Zi)− Yi) .
Our approach builds on a result of Chernozhukov et al. (2016) and Cher-
nozhukov, Newey and Robins (2018), who show that we can use the Riesz
representer for ψ to construct efficient estimators of this type.
To motivate this approach recall that, by the Riesz representation the-
orem, any continuous linear functional ψ(·) on the square integrable func-
tions from Z to R has a Riesz representer γψ(·), i.e., a function satisfying∫
γψ(z)f(z)dP (z) = ψ(f) for all square-integrable functions f (e.g., Peypou-
quet, 2015, Theorem 1.4.1). Then, if we set γˆi = γψ(Zi) in (2), the second
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term in the estimator acts as a correction for the error of ψ(mˆ) because
ψ(mˆ)− ψ(m) =
∫
γψ(z)(mˆ−m)(z)dP (z) ≈ 1
n
n∑
i=1
γi(mˆ(Zi)−m(Zi))
=
1
n
n∑
i=1
γi(mˆ(Zi)− Yi) + 1
n
n∑
i=1
γi (Yi −m(Zi)) .
(3)
Thus, plugging the above expression into (2), we see that if we could compute
our estimator with the oracle Riesz representer weights γψ(Zi), its error
would very nearly be a weighted sum of mean-zero noise n−1
∑n
i=1 γiεi where
εi = Yi −m(Zi). This behavior is asymptotically optimal with a great deal
of generality (e.g., Newey, 1994, Proposition 4).
Our goal will be to imitate the behavior of this oracle estimator without
a-priori knowledge of the Riesz representer. One possible approach is to
determine the form of the Riesz representer γψ(·) by solving analytically the
set of equations that define it,
(4)
∫
γψ(z)f(z)dP (z) = ψ(f) for all f satisfying
∫
f(z)2dP (z) <∞,
then estimate it and plug the resulting weights γˆi = γˆψ(Zi) into (2). In the
context of our first example, the estimation of a mean with outcomes missing,
the Riesz representer is the inverse probability weight γψ(w, x) = w/e(x)
where e(x) = P [Wi = 1 | Xi = x], and this plug-in approach involves first
obtaining an estimate eˆ(x) of treatment probabilities and then weighting by
its inverse. This is the well-known Augmented Inverse Probability Weighting
(AIPW) estimator of Robins, Rotnitzky and Zhao (1994). Chernozhukov
et al. (2018) provide general results on the efficiency of such estimators,
provided γˆψ(Zi)− γψ(Zi) goes to zero fast enough in squared-error loss.
We take another approach. Considering our regression estimator mˆ and
the design Z1 . . . Zn to be fixed,
1 we simply choose the weights γˆ ∈ Rn that
make our correction term n−1
∑n
i=1 γˆi (mˆ(Zi)− Yi) a minimax linear esti-
mator of what it is intended to correct for, ψ(mˆ − m). To be precise, we
first choose an absolutely convex set of functions F which we believe should
contain the regression error mˆ−m. We then choose weights γˆi that perform
best in terms of worst case mean squared error over possible regression errors
mˆ−m ∈ F and conditional variances satisfying n−1∑ni=1 Var [Yi | Zi] ≤ σ2.
This specifies the weights γˆ as the solution to a convex optimization problem,
γˆ = argmin
γ∈Rn
{
I2ψ,F (γ) +
σ2
n2
‖γ‖2
}
, Iψ,F (γ) = sup
f∈F
{
1
n
n∑
i=1
γif(Zi)− ψ(f)
}
.
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The good properties of minimax linear estimators like this one are well
known. Donoho (1994) and related papers (Armstrong and Kolesa´r, 2018;
Cai and Low, 2003; Donoho and Liu, 1991; Ibragimov and Khas’minskii,
1985; Johnstone, 2015; Juditsky and Nemirovski, 2009) show that when a
regression function m is in a convex set F and Yi
∣∣Zi ∼ N(0, σ2i ), a minimax
linear estimator of a linear functional ψ(m) will come within a factor 1.25
of the minimax risk over all estimators. In addition to strong conceptual
support, estimators of the type have been found to perform well in practice
across several application areas (Armstrong and Kolesa´r, 2018; Imbens and
Wager, 2017; Zubizarreta, 2015).
Methodologically, the main difference between our proposal and the ref-
erences cited above is that we use the minimax linear approach to debias
a plugin estimator ψ(mˆ) rather than as a stand-alone estimator. Because
we ‘augment’ the minimax linear estimator by applying it after regression
adjustment in the same way that the AIPW estimator augments the inverse
probability weighting estimator, we refer to our approach as the Augmented
Minimax Linear (AML) estimator. Our main result establishes semipara-
metric efficiency of the AML estimator under considerable generality.
We note that the weights γˆ that underlie minimax linear estimation can
be interpreted as a penalized least-squares solution to a set of estimating
equations suggested by the definition (4) of the Riesz representer γψ,
(5)
1
n
n∑
i=1
γif(Zi) ≈ ψ(f) for all f ∈ F .
These estimating equations generalize covariate balance conditions from the
literature on the estimation of average treatment effects, and when analyzing
our estimator we build on approaches used to study treatment effect esti-
mators that use balancing weights (e.g., Athey, Imbens and Wager, 2018;
Graham, Pinto and Egel, 2012; Imai and Ratkovic, 2014; Kallus, 2016; Zu-
bizarreta, 2015); see Section 1.5 for further discussion.
The restriction of f to a strict subset F of the square-integrable functions
is necessary, as there are infinitely many square-integrable functions f that
agree on our sample Z1 . . . Zn and they need not even approximately agree
in terms of ψ(f). Our choice of this subset F , a set that characterizes our
uncertainty about the regression error function mˆ−m, focuses our estimated
1If we estimate mˆ on an auxiliary sample, this is the case when we condition on both
that sample and on Z1 . . . Zn. While it is not necessary to estimate mˆ on an auxiliary
sample when estimating linear functionals, it can buy us some additional flexibility. We
discuss this in Section 2.3.
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weights γˆ on the role they play in ensuring that (5) is satisfied for this func-
tion f = mˆ−m. The size of this subset F , measured by, e.g., its Rademacher
complexity, determines the accuracy with which these equations (5) can be
simultaneously satisfied. The smaller we can make F , i.e., the better the
consistency guarantees we have for mˆ, the more accurately we can solve (5).
In practice, we may take F to be a set of smooth functions, functions that
are approximately sparse in some basis, functions of bounded variation, etc.
That our weights γˆi approximately solve the estimating equations (5) does
not imply that they estimate the Riesz representer γψ(·) well in the mean-
square sense. However, to whatever degree the oracle weights γi = γψ(Zi)
also approximately solve (5), it will imply that γˆ and γψ(·) are close in the
sense that
(6)
1
n
n∑
i=1
[γˆi − γψ(Zi)]f(Zi) ≈ 0 for all f ∈ F .
This property holds if and only if the vector with elements γˆi − γψ(Zi) is
small or approximately orthogonal to every vector with elements f(Zi) for
f ∈ F . And it implies that when mˆ − m ∈ F , our estimator (2) approxi-
mates the corresponding oracle estimator, as the difference between them is
n−1
∑n
i=1[γˆi − γψ(Zi)][(mˆ−m)(Zi)− εi].
We state below a simple version of our main result. In essence, if an
estimator mˆ converges to m in mean square and our regression error mˆ−m
is in a uniformly bounded Donsker class F or more generally satisfies (mˆ−
m)/OP (1) ∈ F , then our approach can be used to define an asymptotically
efficient estimator.
1.2. Definitions. As a measure of the scale of a function f relative to
an absolutely convex set F , we define the gauge ‖f‖F = inf{α ≥ 0 : f ∈
αF}. We will write L2(P ) to refer to {f : E
[
f(Z)2
] ≤ 1} and L2(Pn) for
{f : n−1∑ni=1 f(Zi)2 ≤ 1}, so that the gauges ‖·‖L2(P ) and ‖·‖L2(Pn) have
their typical meanings as the root mean squared error and empirical root
mean squared error. We will write gF to denote the class of products {gf :
f ∈ F} and h(·,F) to denote the image class {h(·, f) : f ∈ F}. We will write
M to denote the closure of a subspaceM of the square-integrable functions
and M⊥ to denote its orthogonal complement, and will write spanF to
denote the closure of spanF .
1.3. Setting. We observe (Y1, Z1) . . . (Yn, Zn)
iid∼ P with Yi ∈ R and Zi in
an arbitrary set Z. We assume that there is a regular conditional probability
P [Yi ∈ · | Zi = z], that m(z) = E[Yi | Zi = z] is in a subspace M of the
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square integrable functions, and that v(z) = Var [Yi | Zi = z] is bounded.
And we let F be an absolutely convex set of square integrable functions
believed to contain, at least up to scale, the regression error mˆ−m.
Our estimand is ψ(m) for a continuous linear functional ψ(·) on a sub-
space M∪ spanF of the square integrable functions, which takes the form
ψ(m) = Eh(Zi,m). The Riesz representation theorem guarantees the exis-
tence and uniqueness of a function γψ ∈ spanF satisfying the set of equa-
tions {E γψ(Z)f(Z) = ψ(f) : f ∈ spanF}.2 We call this function the Riesz
representer of ψ on the tangent space spanF . This generalizes our prior defi-
nition (4), coinciding when spanF is the space of square integrable functions.
Theorem 1. In the setting above, consider the estimator
ψˆAML =
1
n
n∑
i=1
[h(Zi, mˆ)− γˆi (mˆ(Zi)− Yi)],(7)
γˆ = argmin
γ∈Rn
{
I2
h,F˜n(γ) +
σ2
n2
‖γ‖2
}
,(8)
Ih,F (γ) = sup
f∈F
{
1
n
n∑
i=1
[γif(Zi)− h(Zi, f)]
}
,
for F˜n = F ∩ ρnL2(Pn), ρn ∈ R+ ∪ {∞} satisfying n1/2ρn → ∞, and any
finite σ > 0. If F , γψF , and h(·,F) are Donsker, supf∈F‖f‖∞ < ∞, and
limr→0 ωh(r) = 0 for ωh(r) = supf∈F∩rL2(P )‖h(·, f)‖L2(P ), then our weights
converge to the Riesz representer of ψ on the tangent space spanF , i.e.,
(9)
1
n
n∑
i=1
(γˆi − γψ(Zi))2 →P 0.
If, in addition, mˆ has the consistency properties
(10)
‖mˆ−m‖F = OP (1) and ‖mˆ−m‖L2(Pn) = OP (ρn) if ρn → 0,
‖mˆ−m‖F = oP (1) otherwise,
then our estimator ψˆAML is asymptotically linear, i.e.,
ψˆAML − ψ(m) = 1
n
n∑
i=1
ι(Yi, Zi) + oP (n
−1/2) where
ι(y, z) = h(z,m)− γψ(z)(m(z)− y)− ψ(m),
(11)
2In this statement we implicitly work with the unique extension of the continuous
functional ψ(·) defined on spanF to a functional defined on its closure spanF (e.g., Lang,
1993, Theorem IV.3.1).
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and therefore
√
n(ψˆAML − ψ(m))/V 1/2 ⇒ N (0, 1) with V = E
[
ι(Y, Z)2
]
.
Furthermore, ifM⊥ has a dense subset of functions that are bounded, then
an estimator satisfying (11) is regular on the model classM ifM⊆ spanF ,
and asymptotically efficient if and only if it is regular and v(·)γψ(·) ∈M.3
Theorem 1 is a straightforward consequence of a more general result,
Theorem 2, that we will discuss in Section 2.1. We end this section with
a few remarks on the statistical behavior of the estimator, focusing on the
choices of mˆ, F˜ , ρ, σ that define a specific estimator ψˆ of this type. We defer
the discussion of computational issues to Appendix D.
Remark 1. Our approach does not require knowledge of the functional
form of the Riesz representer γψ(·), sparing us the trouble of solving (4)
analytically.
Remark 2. If F is an absolutely convex Donsker class such that ‖m‖F <
∞, estimators mˆ satisfying the consistency condition (10) can be derived by
penalized least squares: if λ and ν are chosen appropriately, mˆ = argmin
n−1
∑n
i=1(Yi −m(Zi))2 + λ‖m‖νF will satisfy (10) for any sequence ρn sat-
isfying n−1/4 ≤ ρn ≤ o(1) (see, e.g., Lecue´ and Mendelson, 2018; Mendel-
son, 2017). For example, if we choose F to be the absolutely convex hull
{∑j βjφj : ‖β‖`1 ≤ 1} of a sequence of basis functions, the corresponding
estimator mˆ is the lasso in this basis, and principles for choosing a good
basis are well-known (Donoho, 1993). This approach is easy to implement
and performs well in simuation when λ is chosen by cross-validation.
Remark 3. We note two particular ways to define our weights in this
theorem. By taking ρn → 0, we control the MSE of ψˆ uniformly over regres-
sion errors mˆ−m in a class F˜n = F ∩ ρnL2(Pn). This class is well-matched
to the guarantees on mˆ − m that we get from penalized least squares ap-
proaches like the one discussed in the previous remark, i.e., tightness of
mˆ−m in ‖·‖F and convergence in ‖·‖L2(P ) at some nontrivial rate, in the
sense that these are precisely the consistency properties (10) that our theo-
rem requires. This does, however, require us to specify ρn large enough that
‖mˆ−m‖L2(Pn) = OP (ρn).
3If an estimator satisfies (11) andM⊥ has a dense subset of functions that are bounded,
a combination of two simple conditions implies efficiency: spanF =M and v(·)M⊆M.
The first says that we correct for all error functions mˆ−m permitted by our assumption
that m ∈ M, and waste no effort on those (in M⊥) ruled out by it. The second holds
when the conditional variance v(z) is sufficiently simple relative to M, e.g., when v(z) is
constant or when the model class M is fully nonparametric in the sense that it contains
an approximation to every square integrable function.
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A practical alternative, which is often easier computationally, is to take
ρn = ∞. This controls MSE uniformly over regression errors mˆ−m in a
larger, fixed class F . In this case, our theorem requires that ‖mˆ−m‖F → 0.
This is a stronger consistency assumption than required when ρn → 0, but
for many choices of F , it is only slighly stronger; via an interpolation in-
equality, consistency in ‖·‖F will be implied by consistency in ‖·‖L2(P ) and
tightness in a slightly stronger norm ‖·‖F ′ . This implication holds, for ex-
ample, when ‖·‖F and ‖·‖F ′ are the norms of two Sobolev spaces Hs ⊃ Hs
′
(e.g., Brezis and Mironescu, 2018). In this example, if we estimate mˆ by
penalized least squares, we need not actually use the stronger norm ‖·‖Hs′ .
Penalizing by ‖·‖Hs will lead to consistency in the sense ‖mˆ−m‖Hs → 0
when ‖m‖Hs′ <∞ (Fischer and Steinwart, 2017).
Remark 4. The choices we make for mˆ and F correspond to assump-
tions about the regression function m. In addition to nonparametric assump-
tions like smoothness, we may make parametric or semiparametric assump-
tions. A semiparametric assumption distinguishes Examples 2 and 3, which
consider the average partial effect for arbitrary functions m(x,w) and for
functions of the form m(x,w) = µ(x) + wτ(x) respectively.
In the latter case, which we discuss in detail in Section 3, the tangent space
spanF is smaller than the space of all square integrable functions, and the
Riesz representer γF for ψ(·) will be the orthogonal projection onto spanF
of the Riesz representer γL2 for ψ(·) on the tangent space of all square-
integrable functions. An important consequence is that, under our efficiency
condition vγψ ∈M, the optimal asymptotic variance in Example 3 is smaller
than that in Example 2.4 This reflects the ease of estimating the average
partial effect in the conditionally linear model relative to the general case.
Naturally, such an estimator will be considered superefficient if we enter-
tain the possibility that m(x,w) does not have the form µ(x) + wτ(x), i.e.,
if our regularity condition M ⊆ spanF is not satisfied. In this case, our
weights fail to adjust for the deviation mˆ −m for some possible regression
function m ∈M in a neighborhood of mˆ, and any gain in efficiency possible
by doing so is, in a local minimax sense, spurious. Characterization of the
behavior of our estimator under this form of misspecification is important
but beyond the scope of this paper.
4 The difference in asymptotic variance between estimators using weights converging to
γL2 (Example 2) and weights converging to γF (Example 3) is E v(Z)[γ2L2(Z)− γ2F (Z)] =
E v(Z)[γL2(Z) − γF (Z)]2 + 2E v(Z)γF (Z)[γL2(Z) − γF (Z)]. The first term in this de-
composition is positive and the second term is zero if vγF ∈ spanF , as in this case
E γL2(Z)[v(Z)γF (Z)] = ψ(v(Z)γF (Z)) = E γF [v(Z)γF ].
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Remark 5. Our assumption that the Riesz representer γψ is square
integrable (equivalently that ψ(·) is mean-square continuous) is necessary, in
the sense that if it is not, ψ(m) does not have a regular estimator (Theorem
2.1 van der Vaart, 1991, see Section B.1.2 for details). If F has a finite
uniform entropy integral, it is also sufficient, in that Theorem 1 requires no
additional conditions on γψ because, under this condition on F , the square
integrability of γψ implies our condition that γψF is Donsker (van der Vaart
and Wellner, 1996, Example 2.10.23).
In the context of Example 1, in which γψ(x,w) is the inverse probability
weight w/e(x) for e(x) = P [Wi = 1 | Xi = x], this means that all we
require of e(x) is that E γ2ψ(Xi,Wi) = E 1/e(Xi) < ∞. D’Amour et al.
(2017) highlights the need for a weak condition like this, showing that the
usual ‘strict overlap’ condition that e(x) is bounded away from zero implies
strong constraints on the conditional distribution of Xi |Wi.
In simulation settings in which γψ(Zi) is frequently large, our estima-
tor outperforms a double robust oracle estimator that weights using the
true Riesz representer γψ, while a typical double robust estimator performs
substantially worse than this oracle estimator. This suggests that common
responses to limited overlap, like changing the estimand (e.g., Crump et al.,
2009; Li, Morgan and Zaslavsky, 2018) or assuming a semiparametric model
as in Remark 4, may not be needed as frequently with our approach.
Remark 6. Although we assume no regularity conditions on the Riesz
representer γψ, our weights γˆi still estimate it consistently. This is a universal
consistency result, in line with well known results about k-nearest neighbors
regression and related estimators (Lugosi and Zeger, 1995; Stone, 1977).
Heuristically, the reason for this phenomenon is that the Riesz representer
γψ is the unique
5 weighting function that sets a population-analogue of Ih,F
to 0; because γˆ comes close to doing the same, it must also approximate
γψ. This universal consistency property is not what controls the bias of our
estimator ψˆ. In fact, the rate of convergence of γˆi to γψ(Xi) is in general too
slow for standard arguments for plugin estimators to apply. However, it plays
a key role in understanding why we get efficiency under heteroskedasticity
even though we choose our weights by solving an optimization problem (8)
that is not calibrated to the conditional variance structure of Yi.
To understand this phenomenon, observe that under the conditions of
Theorem 1, the conditional bias term n−1
∑n
i=1 h(Zi, mˆ−m)− γˆi(mˆ(Zi)−
5This uniqueness is violated when the tangent space spanF that ψ acts on is not
the space of all square integrable functions. However, the dual characterization Lemma 5
shows that our weights must converge to a function in this tangent space, and it follows
that they converge to the unique Riesz representer γψ on this tangent space.
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m(Zi)) in our error is oP (n
−1/2). It is therefore unnecessary to make an
optimal bias-variance tradeoff by this sort of calibration to get efficiency
under heteroskedasticity and heteroskedasticity-robust confidence intervals;
the asymptotic behavior of our estimator is determined by the asymptotic
behavior of our noise term n−1
∑n
i=1 γˆiεi and therefore by the limiting
weights γψ(Zi).
For the same reason, it is not necessary to know the error scale ‖mˆ−m‖F
to form asymptotically valid confidence intervals. We stress that this is an
asymptotic statement; in finite samples, there are strong impossibility re-
sults for uniform inference that is adaptive to the scale of an unknown signal
(Armstrong and Kolesa´r, 2018). Furthermore, in finite samples, tuning ap-
proaches that estimate and incorporate individual variances σi into the min-
imax weighting problem (8) like those discussed in Armstrong and Kolesa´r
(2017) may offer some finite-sample improvement.
1.4. Comparison with Double-Robust Estimation. Perhaps the most pop-
ular existing paradigm for building asymptotically efficient estimators in our
setting is via constructions that first compute stand-alone estimates mˆ(·) and
γˆψ(·) for the regression function and the Riesz representer, and then plug
them into the following functional form (Chernozhukov et al., 2016; Newey,
1994; Robins and Rotnitzky, 1995),
(12) ψˆDR =
1
n
n∑
i=1
[h(Zi, mˆ)− γˆψ(Zi) (mˆ(Zi)− Yi)],
or an asymptotically equivalent expression (e.g., van der Laan and Rubin,
2006). This estimator has a long history in the context of many specific
estimands, e.g., the aforementioned AIPW estimator for the estimation of
a mean with outcomes missing at random (Cassel, Sa¨rndal and Wretman,
1976; Robins, Rotnitzky and Zhao, 1994). In recent work, Chernozhukov,
Newey and Robins (2018) describe a general approach of this type, making
use of a novel estimator for the Riesz representer of a functional γψ in high
dimensions motivated by the Dantzig selector of Cande`s and Tao (2007).
In considerable generality, this estimator ψˆDR is efficient when we use
sample splitting6 to construct mˆ and these estimators satisfy
(13)
1
n
n∑
i=1
[γˆψ(Zi)− γψ(Zi)][mˆ(Zi)−m(Zi)] = oP (n−1/2)
(Chernozhukov et al., 2018; Zheng and van der Laan, 2011). Taking the
Cauchy-Schwarz bound on this bilinear form results in a well-known suf-
ficient condition on the product of errors, ‖γˆψ − γψ‖L2(Pn)‖mˆ−m‖L2(Pn)
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= oP (n
−1/2). This phenomenon, that we can trade off accuracy in how
well the two nuisance functions m and γψ are estimated, is called double-
robustness.
While the estimator ψˆAML defined in (7) shares the form of ψˆDR, it is in
no reasonable sense doubly robust. This is by design. The weights γˆ used in
ψˆAML are optimized for the task of correcting the error of the plugin esti-
mator ψ(mˆ) when our assumptions on the regression error function mˆ−m
are correct. When this is the case and the class F characterizing our uncer-
tainty about this function is sufficiently small (e.g., Donsker), this allows us
to be completely robust to the difficulty of estimating the Riesz representer
γψ. Our estimator will be efficient essentially because the error γˆ − γψ will
be sufficiently orthogonal to all functions f ∈ F that (13) will be satisfied
uniformly over the class of possible regression error functions mˆ −m ∈ F .
As the existence of an estimator mˆ whose error mˆ−m is tight in the gauge
of some Donsker class F is essentially equivalent to the existence of an
oP (n
−1/4)-consistent estimator of m, one way to interpret this is that our
use of minimax linear weights γˆi rather than plug-in estimates of γψ(Zi) lets
us completely eliminate the regularity requirements on the Riesz representer
γψ while requiring the same level of regularity on the regression function m.
On the other hand, we sacrifice robustness to the difficulty of estimating
the regression function m. In terms of the regularity assumptions necessary
for asymptotic efficiency, ψˆDR is preferable to ψˆAML whenever estimates of
γψ with faster than OP (n
−1/4) convergence are available (and vice-versa).
Furthermore, for some specific choices of estimators γˆψ and mˆ, it has been
shown that the errors in estimating the nuisance parameters are sufficiently
orthogonal that the rate-product bound can be relaxed (Newey and Robins,
2018). Thus, our aim is by no means to suggest that the AMLE dominates
existing doubly-robust methods, but rather only to show that the approach
can achieve efficiency under surprisingly general conditions.
In addition, we typically sacrifice robustness to any semiparametric or
parametric assumptions we make on the form our regression function m.
For example, when estimating a mean with outcomes missing at random in
a high-dimensional linear model m(x,w) = wxTβ, it is natural to control
error over a set F of similar linear models. In this case, the Riesz representer
for ψ(·) on the tangent space spanF will be not the inverse propensity
weight w/e(x) but its best linear approximation. This can result in greater
efficiency of estimation than using the true or estimated inverse propensity
6In particular, this result holds if we use the cross-fitting construction of Schick (1986),
where separate data folds are used to estimate the nuisance components mˆ and γˆψ and to
compute the expression (12) given those estimates.
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weights but it does not correct for misspecification of the linear model as the
use of inverse propensity weights would. This phenomenon is not unique to
our approach, as some other methods can estimate something like a Riesz
representer on a tangent space of their choosing; see, e.g., Remark 2.5 of
Chernozhukov et al. (2018) or Section 3 of Robins et al. (2007).
Thus, while our estimator (7) can potentially be seen as an instance of (12)
because our weights γˆi do converge to γψ(Zi), the way the two estimators
work is very different. Convergence of our weights to the Riesz representer
is slow and plays only a second-order role in our analysis. The reason our
weights succeed in debiasing ψ(mˆ) is the form of the optimization problem
(8), not our universal consistency result. Thus, we often find it more helpful
to think of our method in the context of minimax linear estimation rather
than that of doubly robust methods.
1.5. Comparison with Minimax Linear and Balancing Estimators. As
discussed above, our approach is primarily motivated as a refinement of
conditional-on-design minimax linear estimators as developed and studied
by a large community over the past decades (Armstrong and Kolesa´r, 2018;
Cai and Low, 2003; Donoho, 1994; Donoho and Liu, 1991; Ibragimov and
Khas’minskii, 1985; Imbens and Wager, 2017; Johnstone, 2015; Juditsky and
Nemirovski, 2009; Kallus, 2016; Zubizarreta, 2015); however, our focus is on
its behavior in a random-design setting, as in the literature on semiparamet-
rically efficient inference and local asymptotic minimaxity, including results
on doubly robust methods (Athey and Wager, 2017; Belloni et al., 2017;
Bickel et al., 1998; Chen, Hong and Tarozzi, 2008; Chernozhukov et al.,
2018; Chernozhukov, Newey and Robins, 2018; Farrell, 2015; Hahn, 1998;
Hirano, Imbens and Ridder, 2003; Mukherjee, Newey and Robins, 2017;
Newey, 1994; Newey and Robins, 2018; Scharfstein, Rotnitzky and Robins,
1999; Robins and Rotnitzky, 1995; Robins et al., 2017; Van Der Laan and
Dudoit, 2003; van der Laan and Rose, 2011; van der Vaart, 1991). The con-
ceptual distinction between these two settings is strong in causal inference
and missing data problems, where in the former we consider an adversary
that chooses m(·) having observed the realized covariates and pattern of
missing data, and in the latter we consider an adversary that chooses m(·)
having observed no part of the realized data.
We are aware of three estimators that can be understood as special cases
of our augmented minimax linear estimator (7). In the case of parameter
estimation in high-dimensional linear models, Javanmard and Montanari
(2014) propose a type of debiased lasso that combines a lasso regression
adjustment with weights that debias the `1-ball, a convex class known to
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capture the error of the lasso; Athey, Imbens and Wager (2018) develop a
related idea for average treatment effect estimation with high-dimensional
linear confounding; and Kallus (2016, 2018) proposes analogs for treatment
effect estimation and policy evaluation, a special case of Example 4, that
adjust for nonparametric confounding using weights that debias the unit
ball of a reproducing kernel Hilbert space. The contribution of our paper
relative to this line of work lies in the generality of our results, and also in
characterizing the asymptotic variance of the estimator under heteroskedas-
ticity and proving efficiency in the fixed-dimensional nonparametric setting.
Given heteroskedasticity, the aforementioned papers prove
√
n-consistency
but do not characterize the asymptotic variance directly in terms of the
distribution of the data; instead, they express the variance in terms of the
solution to an optimization problem analogous to (8).
In the special case of mean estimation with outcomes missing at random,
the optimization problem (8) takes on a particularly intuitive form, with
(14) Ih,F (γ) = sup
f∈F
{
1
n
n∑
i=1
(1−Wiγi) f(Xi, 1)
}
measuring how well the γ-weighted average of f over the units with observed
outcomes matches its average over everyone. In other words, the minimax
linear weights enforce “balance” between these subsamples, which has been
emphasized as fundamental to this problem by several authors including
Rosenbaum and Rubin (1983) and Hirano, Imbens and Ridder (2003). Re-
cently there has been considerable interest in the use of balancing weights,
chosen to control Ih,F or a variant, in linear estimators and in augmented
linear estimators (7) like those we consider here (Athey, Imbens and Wa-
ger, 2018; Chan, Yam and Zhang, 2015; Graham, Pinto and Egel, 2012,
2016; Hainmueller, 2012; Imai and Ratkovic, 2014; Kallus, 2016; Ning, Peng
and Imai, 2017; Wang and Zubizarreta, 2017; Wong and Chan, 2017; Zhao,
2019; Zubizarreta, 2015). In addition to generalizing beyond the missing-at-
random problem, our Theorem 2 provides the sharpest results we are aware
of for balancing-type estimators in this specific problem.
To do this, we bring together arguments from two strands of the balanc-
ing literature. The first focuses on balancing small finite-dimensional classes,
and in several instances it has been shown that when tuned so that Ih,F (γˆ)
is sufficiently small, the linear estimator is efficient under strong assump-
tions on both m and γψ (Chan, Yam and Zhang, 2015; Fan et al., 2016;
Graham, Pinto and Egel, 2012; Wang and Zubizarreta, 2017). The argu-
ments used to establish these results rely on the convergence of γˆ to γψ at
sufficient rate, much like those used with the estimators discussed in the pre-
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vious section. The second focuses on balancing high or infinite-dimensional
classes, and in several instances it has been shown that when tuned so that
Ih,F (γˆ) = OP (n−1/2), a level of balance that is attainable under assumptions
comparable to ours, the linear estimator is
√
n-consistent and the augmented
linear estimator is
√
n-consistent and asymptotically unbiased (Athey, Im-
bens and Wager, 2018; Kallus, 2016; Wong and Chan, 2017). The arguments
used to establish these results fundamentally rely on balance to bound the
estimator’s bias, and do not fully characterize the estimator’s asymptotic
distribution. Our argument is a refinement of this one, using balance to do
the bulk of the work, but relying on the convergence of the balancing weights
γˆ to γψ to characterize the asymptotic distribution of our estimator and to
establish asymptotic unbiasedness under weaker conditions.
2. Estimating Linear Functionals. In this section, we give a more
general characterization of the behavior of our estimator. We begin by
sketching our argument, which is based on a decomposition of our estimator’s
error into a bias-like term and a noise-like term. We consider error relative
to a sample-average version of our estimand, ψ˜(m) = n−1
∑n
i=1 h(Zi,m), as
the difference ψ(m)− ψ˜(m) is out of our hands:
ψˆAML − ψ˜(m) = 1
n
n∑
i=1
h(Zi, mˆ)− γˆi (mˆ(Zi)− Yi)− h(Zi,m)
=
1
n
n∑
i=1
h(Zi, mˆ−m)− γˆi(mˆ−m)(Zi)︸ ︷︷ ︸
bias
+ γˆi (Yi −m(Zi))︸ ︷︷ ︸
noise
.
(15)
In Appendix A, we prove finite sample bounds on the bias term and the dif-
ference between the noise term and that of the oracle estimator with weights
γψ(Zi). Our estimator will be asymptotically linear, with the influence func-
tion of the oracle estimator, if both of these quantities are op(n
−1/2). We
establish these bounds in three steps.
1. We bound n−1
∑n
i=1(γˆi − γ?i )2 for γ?i = γψ(Zi). To do this, we work
with a dual characterization of our weights γˆi as evaluations γˆψ(Zi)
of a penalized least squares estimate of the Riesz representer γψ. This
characterization is established by Lemma 5.
2. We bound our bias term. It is bounded by ‖mˆ −m‖F˜Ih,F˜ (γˆ), and as
a consequence of the definition of our weights γˆ in (8),
(16) I2
h,F˜ (γˆ) ≤ I2h,F˜ (γ?) +
σ2
n2
n∑
i=1
(
γ?i
2 − γˆ2i
)
.
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Empirical process techniques can be used to characterize the first term
in this bound, as Ih,F (γ?) is the supremum of the empirical measure
indexed by the class of mean-zero functions hc(·,F) for hc(z, f) =
h(z, f)−γψ(z)f(z). The second term can be controlled using our bound
from the first step and some simple arithmetic. This, in combination
with an assumed bound on ‖mˆ −m‖F˜ , implies a bound on our bias
term.
3. We bound the difference between our noise term and that of the oracle
estimator, n−1
∑n
i=1(γˆi − γ?i )(Yi − m(Zi)), using our result from the
first step.
The first step represents the core technical contribution of our paper. Fol-
lowing a few definitions, we will state our main asymptotic result. Due to
space considerations, all proofs are given in the appendix.
2.1. Main results. To characterize the size of a set G, we will use its
Rademacher complexity, Rn(G) = E supg∈G |n−1
∑n
i=1 ig(Zi)| where i = ±1
each with probability 1/2 independently and independently of the sequence
Z1 . . . Zn, as well as its Lp radius Mp(G) := supg∈G‖g‖Lp(P ). The primary
factors in our bound are the Rademacher complexity and local Rademacher
complexity of F , h(·,F), and γψF ;7 the tail behavior of the functions in F ;
and a measure κ of the approximability of γψ by functions in F . In our
bound, we will write Fr to denote the intersection F ∩ rL2(P ).
Theorem 2. Suppose that we observe iid (Y1, Z1) . . . (Yn, Zn) with Yi ∈
R, Zi in an arbitrary set Z, and define v(z) = Var [Yi | Zi = z]. Let {h(z, ·) :
z ∈ Z} be a family of linear functionals on a subpace M of the square
integrable functions on Z with ψ(·) = Eh(Zi, ·) continuous on M. Consider
the estimator ψˆAML defined in (7) with σ > 0 and an absolutely convex
set F˜ ⊆ M defined in terms of Z1 . . . Zn that is totally bounded in ‖·‖L2(P )
and ‖·‖L2(Pn) and has the property that h(Z1, ·) . . . h(Zn, ·) are continuous
in ‖·‖F˜ . Let there be nonrandom sets FL, F ⊆ M satisfying FL ⊆ F˜ ⊆ F
with probability 1− δ and let γψ be the Riesz representer of ψ on the span of
F . With probability 1− 2δ − δ′(γψ,F , p), for any δ > 0 and p ∈ (2,∞] and
constants cU , cV , cγ depending only on δ,
(17) n−1
n∑
i=1
(γˆi − γψ)2 ≤ cγ(n1/2r2/σ + κ)2
7In our proofs, rQ and rH + rP play essentially the same the role as rQ and rM do in
Lecue´ and Mendelson (2017). Our definition of rQ, which deviates from that in Lecue´ and
Mendelson (2017), is suggested by Mendelson (2017).
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and
(18)
ψˆAML − ψ(m) = n−1
n∑
i=1
ι(Yi, Zi) + cU‖mˆ−m‖F˜U + cV ‖v‖∞V,
ι(y, z) = h(z,m)− γψ(z)(m(z)− y)− ψ(m),
|U | ≤ Rn(h(·,F)) +Rn(γψF)
+
(
σ1/2n−1/4r + σn−1/2κ1/2
)
‖γψ‖1/2L2(Pn),
|V | ≤ r2/σ + n−1/2κ, E[V | Z1 . . . Zn] = 0,
where
κ2 = inf
g
{
‖g − γψ‖2L2(P ) + σ2‖g‖2FL/n
}
,
r = max{rQ, rH , rP },
rQ = inf
{
r > 0 : Rn(Fr) ≤ c1(p)r
(
r
Mp(F)
) p
p−2
}
,
rH = inf
{
r > 0 : Rn(h(·,Fr)) ≤ r2
}
,
rP = inf
{
r > 0 : Rn(γψFr) ≤ r2
}
,
if σ ≤ √nmin{r/4, 2κ−1/2r3/2}. Here,
δ′ =
32r
‖γψ‖L2(P )
+ 2 exp
{
−c3n
‖γψ‖2L2(P )
M2γψ
}
+ 2 exp
{
−c2(p)n
(
r
Mp(F)
) 2p
p−2
}
,
Mγψ = inf{M : E γ2ψ(Z)1(γ2ψ(Z) ≤M2) ≥ (3/4)E γ2ψ(Z)},
c3 is a universal constant, and c1(p) and c2(p) depend only on p.
In the asymptotics typically considered in nonparametric settings, in
which the distribution P of our data is fixed, reading off asymptotic con-
sequences is straightforward. If σ is constant order and F˜ satisfies a weak
condition ensuring that κ→ 0,8 our estimator will be asymptotically linear
so long as r = o(n−1/4) and ‖mˆ−m‖F˜ (Rn(h(·,F)+Rn(γψF)) = op(n−1/2).
These conditions generalize our Donskerity assumptions and our consistency
assumptions from Theorem 1.
8It suffices that our nonrandom bounding sets FL,F satisfy F ⊆ o(n1/2)FL, as when
this holds any function in spanF , and therefore γψ, can be approximated arbitrarily well
asymptotically by a sequence gn with ‖gn‖FL = o(n
1/2). This assumption rules out the
possibility that, informally, F˜ is so random that different realizations essentially do not
span the same space. This would render the concept of a deterministic Riesz representer
for ψ on ‘the span of F˜ ’ problematic.
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2.2. The role of the tuning parameter σ. We generally recommend that
the tuning parameter σ be chosen without consideration of sample size.
The simple heuristic σ2 ≈ n−1∑ni=1 Var [Yi | Zi] arises from the minimax
interpretation of our estimator, in which σ2 is a bound on this averaged
conditional variance.9 However, ψˆAML is fairly robust to our choice of σ,
and Theorem 2 justifies a wide range of choices.
To consider the impact of σ, we look at the role it plays in the dual of
(8), which we use to characterize our weights. In Appendix A.1, we show
that our weights can be characterized as γˆi = γˆψ(Zi) where
10
γˆψ = argmin
g
{
‖g − γψ‖2L2(Pn) −
2
n
n∑
i=1
[h(Zi, g)− γψ(Zi)g(Zi)] + σ
2
n
‖g‖2F˜
}
.
This is a penalized least squares problem for estimating γψ, as the second
term is a mean zero empirical process. From this perspective, taking σ to
be of constant order is regularizing very weakly, and we can improve the
rate of convergence of γˆψ by increasing σ. On the other hand, consideration
of the primal (8) shows that this comes at a cost in terms of the maximal
conditional bias Ih,F˜ (γˆ), and if we have confidence that mˆ−m is in a small
class F˜ , we can decrease σ so that Ih,F (γˆ) and therefore our bias is zero or
nearly zero. Recalling our discussion in Section 1.4, our choice of σ essen-
tially trades off between two properties of the error γˆψ − γψ: its degree of
orthogonality to the specific functions in F˜ , and its degree of ‘orthogonality’
to all square integrable functions, i.e., its magnitude ‖γˆ − γψ‖L2(P ).
When we choose σ proportional to
√
nr, ψˆAML is essentially a standard
doubly robust estimator. With this tuning, if ‖γψ‖F <∞, our weights con-
verge to γψ in empirical mean square at the rate r. This will typically be the
minimax rate for estimating γψ satisfying ‖γψ‖F < ∞ (see Appendix B.2).
The asymptotic linearity of ψˆAML may then follow from the rate-product
condition ‖γˆψ − γψ‖L2(Pn) ‖mˆ−m‖L2(Pn) = oP (n−1/2), which is a sufficient
condition when we use sample splitting to fit mˆ.11 However, to improve our
rate of convergence, we sacrifice orthogonality of γˆψ − γψ to possible real-
izations of mˆ −m in F . This makes our estimator sensitive to the rate of
convergence of mˆ−m. Our bound on |U | in (18) is consequently large.
9In our minimax framework in Section 1.1, we also assume that ‖mˆ−m‖F˜ ≤ 1. If we
instead believe that ‖mˆ−m‖F˜ ≈ α, our heuristic suggests σ2 ≈ α2n−1
∑n
i=1 Var [Yi | Zi].
10This optimization problem appears to require knowledge of γψ. However, expanding
the first term reveals that it depends on γψ only through a constant ‖γψ‖2L2(Pn).
11It is common to use sample splitting to fit γˆψ as well. Our bound (17) does not
justify this, as it concerns empirical mean squared error on the sample used to estimate
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2.3. Flexible regression adjustments and cross-fitting. In some applica-
tions, we may want to base our regression adjustment on flexible, adaptive
methods like boosting, random forests, or neural networks. In this case, it
may be hard to argue that ‖mˆ − m‖F˜ = OP (1) because mˆ itself is irreg-
ular. And the violation of this assumption may result in bias. For exam-
ple, when we take F˜ to be a class of smooth functions, the weights γˆ that
we use in ψˆAML will control its bias only when mˆ − m is smooth. In this
sense, a nonsmooth estimator mˆ is incompatible with this smooth class F˜ .
This problem is easy to fix, as we can ensure compatibility for any esti-
mator mˆ simply by including it in F˜ . A natural approach is to choose a
class F ′ intended to capture m, and let F˜ be absconv(mˆ− F ′) ∩ ρnL2(Pn)
where absconv is the absolutely convex hull. For this class, ‖mˆ − m‖F˜ ≤
max{‖m‖F ′ , ρ−1n ‖mˆ−m‖L2(Pn)}.
This approach violates the assumptions of Theorem 2, as F˜ so-defined
is a function of Y1 . . . Yn. One consequence is that the weights γˆ would be
dependent on Y , and the ‘noise term’ in (15) would have nonzero mean.
We can sidestep this problem by cross-fitting (Schick, 1986), i.e., fitting mˆ
using a subsample of our observations, and defining ψˆAML in terms of it
on the remaining observations. We will call the former sample the auxiliary
sample and the latter the estimation sample. Asymptotic linearity can be
established by Theorem 2, applied conditionally on the auxiliary sample. We
get efficiency, under the conditions stated in Thereom 1, by averaging over
multiple splits of the sample.
One limitation of this construction is that ‖mˆ−m‖F˜ 6→ 0, so we must have
U = oP (n
−1/2) in Theorem 2. This requires that Rn(h(·,F)) + Rn(γψF) =
o(n−1/2). If h(·,F ′) and γψF ′ are Donsker, this will hold if and typically only
if we take ρn → 0 (see e.g., van der Vaart and Wellner, 1996, Section 2.1.2).
The corollary below shows that when we define F˜ in this way, we get an
asymptotically linear estimator essentially whenever ‖mˆ−m‖L2(P ) = OP (ρn)
and ‖m‖F ′ <∞ for Donsker F ′, h(·,F ′), and γψF ′.
We can generalize this construction by training multiple candidate es-
timators mˆ1 . . . mˆk on the auxiliary sample and, for E spanned by these
candidates, defining F˜ = absconv(E −F ′)∩ρnL2(Pn). We then define ψˆAML
using an estimator mˆ chosen from E , e.g., by minimizing empirical mean
squared error or a targeted loss function (see e.g., Juditsky and Nemirovski,
2000; Van Der Laan and Dudoit, 2003). In addition to allowing irregular re-
gression estimators mˆ, this approach offers robustness to the irregularity of
the regression function m itself; ‖mˆ−m‖F˜ is small when m is approximated
γˆψ. However, in the course of our proof in Appendix A, we show that with this tuning,
γˆψ converges to γψ in mean square at the rate r, which is sufficient.
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well by a function in F ′ or in E . Under ideal conditions, as in Example 1
if γψ is bounded, our corollary justifies the use of k = o(min{
√
n, ρ−2n })
candidates.
Candidates mˆ1 . . . mˆk need not be good estimators of m individually. We
may benefit, for example, from including indicators for strata of an estimate
of γψ, motivated by the idea of propensity score stratification in causal
inference (Rosenbaum and Rubin, 1984).
Corollary 3. Suppose that we observe iid (Y1, Z1) . . . (Yn, Zn) with
Yi ∈ R, Zi in an arbitrary set Z, and Var [Yi | Zi] bounded. Let {h(z, ·) :
z ∈ Z} be a family of linear functionals on a subpace M of the square inte-
grable functions on Z, with ψ(·) = Eh(Zi, ·) continuous on M, and let γψ
be the Riesz representer for ψ on M. Let F ′ ⊆ M be an absolutely convex
set, En ⊆M be finite-dimensional, and F˜n = absconv(En −F ′)∩ ρnL2(Pn).
Then ψˆAML, as defined in (7), satisfies
ψˆAML − ψ(m) = n−1
n∑
i=1
ι(Yi, Zi) + oP (n
−1/2) where
ι(y, z) = h(z,m)− γψ(z)(m(z)− y)− ψ(m)
if h(Z1, ·) . . . h(Zn, ·) are continuous in ‖·‖F˜n for all n; ‖mˆ − m‖En−F ′ =
OP (1); ‖mˆ − m‖L2(Pn) = OP (ρn); F ′, γψF ′, and h(·,F ′) are Donsker;
supf∈F ′∪En‖f‖∞ = O(1); and limr→0 ωF ′(r) = 0, limr→0 supn ωEn(r) = 0,
and dim(En)ω2En(max{ρn, n−1/4})→ 0 for the modulus of continuity ωG(r) =
supf∈G∩rL2(P ) max{‖h(·, f)‖L2(P ), ‖γψf‖L2(P )}.
3. Estimating the Average Partial Effect with a Conditionally
Linear Outcome Model. As a concrete instance of our approach, we
consider the problem of estimating an average partial effect, assuming a
conditionally linear treatment effect model. A statistician observes features
X ∈ X , a treatment dose W ∈ R, and an outcome Y ∈ R and wants to
estimate ψ, where
(19) ψ = E [τ(X)] assuming E
[
Y
∣∣X = x, W = w] = µ(x) + w τ(x).
By Theorem 1, our AML estimator will be efficient for ψ under regularity
conditions when Var
[
Yi
∣∣Xi, Wi] = σ2(Xi) is only a function of Xi.
In the classical case of an unconfounded binary treatment, the model (19)
is general and the estimand ψ corresponds to the average treatment effect
(Rosenbaum and Rubin, 1983; Imbens and Rubin, 2015). At the other ex-
treme, if W is real valued but τ(x) = τ is constrained not to depend on
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x, then (19) reduces to the partially linear model as studied by Robinson
(1988). The specific model (19) has recently been studied by Athey, Tib-
shirani and Wager (2019), Graham and Pinto (2018), and Zhao, Small and
Ertefaie (2017). We consider the motivation for (19) further in Section 4 in
the context a real-world application; here, we focus on estimating ψ in this
model.
Both µ(·) and τ(·) in the model (19) are assumed to have finite gauge
with respect to an absolutely convex class M, and we define
(20) FM =
{
m : m(x, w) = µ(x) + wτ(x), ‖µ‖2M + ‖τ‖2M ≤ 1
}
.
Then we can define a minimax linear estimator conditional on X and W ,
ψˆMLIN =
1
n
∑n
i=1 γˆiYi with γˆ minimizing
sup
µ∈M
[
1
n
n∑
i=1
γˆiµ(Xi)
]2
+ sup
τ∈M
[
1
n
n∑
i=1
(Wiγˆi − 1) τ(Xi)
]2
+
σ2‖γ‖2
n2
.(21)
Given any estimators µˆ(·) and τˆ(·), we can define an augmented minimax
linear estimator
(22) ψˆAML =
1
n
n∑
i=1
(τˆ(Xi)− γˆi (µˆ(Xi) +Wiτˆ(Xi)− Yi)) .
And as the Riesz representer can be shown to have the form γψ(x,w) =
(w− e(x))/vw(x) with e(x) = E
[
W
∣∣X = x] and vw(x) = Var [W ∣∣X = x],
we also consider as a baseline the following natural doubly robust estimator
based on plug-in estimates of these quantities,12
(23) ψˆDR =
1
n
n∑
i=1
(
τˆ(Xi)−
(
Wi − eˆ(Xi)
vˆw(Xi)
)
(µˆ(Xi) +Wiτˆ(Xi)− Yi)
)
.
Below, we numerically compare the relative merits of minimax linear, aug-
mented minimax linear, and plug-in doubly robust estimation of the average
partial effect.
12For example, a random forest version of this estimator is available in the grf package
of Athey, Tibshirani and Wager (2019). In the binary treatment assignment case Wi ∈
{0, 1}, we know that vw(x) = e(x)(1−e(x)); and if we set vˆw(x) = eˆ(x)(1− eˆ(x)), then the
estimator in (23) is equivalent to the augmented inverse-propensity weighted estimator of
Robins, Rotnitzky and Zhao (1994). For more general Wi, however, vw(x) is not necessarily
determined by e(x) and so we need to estimate it separately.
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3.1. A Simulation Study. To better understand the merits of different
approaches to average partial effect estimation, we conduct a simulation
study. In this simulation study, we draw data from four different families
of data-generating distributions, and vary the sample size n, the ambient
dimension d, and the signal dimension k within setups. The signals µ(x) +
wτ(x) are non-linear in x (generally with interactions), and we estimate them
by a cross-fit cross-validated lasso on a Hermite polynomial basis expansion
φ(x). We use minimax weights for the model class FM where M is the
absolutely convex hull of the polynomial basis functions φ1, φ2, . . ..
Due to space constraints, a comprehensive description of the simulation
study, including data-generating distributions and a detailed specification of
the methods used, is deferred to Appendix C. As baselines, we consider the
plug-in doubly robust estimator defined in (23), where eˆ(·) and vˆw(·)
are estimated via a separate cross-fit lasso on our polynomial basis φ(x), as
well as an oracle doubly robust estimator that uses the same functional
form (23) but with oracle values of e(Xi) and vw(Xi).
We compare these baselines to an augmented minimax linear estima-
tor (AML) that combines this regression adjustment with minimax linear
weights as in (22), as well as an augmented minimax linear estimator
over an extended class (AML+), a variant that uses the same functional
form but with the minimax linear weights for an extended class FM+ that
includes a set of estimated functions. We detail the construction of FM+ in
Appendix C. All methods are implemented in the R package amlinear, and
replication files are available at https://github.com/davidahirshberg/
amlinear. We computed minimax linear weights via the cone solver ECOS
(Domahidi, Chu and Boyd, 2013), available in R via the package CVXR (Fu
et al., 2017). When needed, we run penalized regression using the R package
glmnet (Friedman, Hastie and Tibshirani, 2010).
3.2. Results. We first compare our augmented minimax linear estimators
with the corresponding minimax linear estimators. Figure 1 compares the
resulting mean-squared errors for ψ across several variants of the simulation
design (the exact parameters used are the same as those used in Table 1).
The left panel shows results where the weights are minimax over FM, while
the right panel has minimax weights over FM+ .
Overall, we see that the augmented minimax linear estimator is some-
times comparable to the minimax linear one and sometimes substantially
better. Thus, while results of Donoho (1994) and Armstrong and Kolesa´r
(2018) imply that the augmented estimator can be little better than the
minimax linear estimator for a convex signal class F in terms of its behav-
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Fig 1: Comparing augmented minimax linear estimation with minimax linear
estimation. The solid line y = x indicates equivalent performance and the
dotted lines indicate improvements of 50%, 100%, 150%, etc. in root mean
squared error.
ior at a few specific signals m ∈ F , this does not appear representative of
behavior in general. Furthermore, as the bias of our augmented estimator is
bounded as a proportion of ‖mˆ−m‖F rather than ‖m‖F , our approach of-
fers a natural way to accomodate signals in some non-convex signal classes:
those for which, for some choice of mˆ, the regression error function mˆ −m
is well-characterized in terms of some strong norm ‖·‖F . This is the case,
for example, when estimating a vector of regression coefficients β by the
lasso: ‖βˆ − β‖`1 will be small either if β is sparse or if ‖β‖`1 is small (e.g.
Lecue´ and Mendelson, 2018). This phenomenon offers some explanation for
the good behavior we observe empirically, as the functions µ(x) = φ(x)Tβµ
and τ(x) = φ(x)Tβτ defining our signal m(x,w) = µ(x) + wτ(x) have some
degree of sparsity and ‖mˆ−m‖2FM = ‖βˆµ − βµ‖
2
`1
+ ‖βˆτ − βτ‖2`1 .
In Table 1, we compare augmented minimax linear estimation with doubly
robust estimators, both using an estimated and an oracle Riesz representer.
In terms of mean-squared error, our simple AML estimator already performs
well relative to the main baseline (i.e., plug-in doubly robust estimation),
and the AML+ estimator does better yet. Perhaps more surprisingly, our
methods sometimes also beat the doubly robust oracle, achieving comparable
control of bias with a substantial decrease in variance. This reduction in
variance arises from shrinkage due to the penalty term in (8). It costs us
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method double rob. plugin augm. minimax augm. minimax+ double rob. oracle
n p k rmse bias covg rmse bias covg rmse bias covg rmse bias covg
se
tu
p
1
600 6 3 0.13 0.03 0.98 0.14 0.03 0.98 0.13 0.00 0.98 0.18 -0.01 0.96
600 6 4 0.16 0.06 0.92 0.16 0.04 0.94 0.15 0.03 0.93 0.21 0.00 0.92
600 12 3 0.22 0.09 0.78 0.18 -0.00 0.87 0.17 0.05 0.90 0.27 -0.04 0.90
600 12 4 0.21 0.14 0.78 0.15 0.01 0.94 0.17 0.09 0.90 0.23 -0.03 0.93
1200 6 3 0.10 0.03 0.94 0.11 0.06 0.92 0.10 0.02 0.96 0.12 0.00 0.98
1200 6 4 0.11 0.03 0.94 0.11 0.05 0.92 0.10 0.02 0.96 0.13 0.00 0.94
1200 12 3 0.11 0.02 0.90 0.10 0.01 0.95 0.10 0.02 0.94 0.14 0.00 0.94
1200 12 4 0.15 0.06 0.86 0.11 0.00 0.92 0.12 0.04 0.90 0.16 -0.00 0.94
se
tu
p
2
600 6 1 0.15 0.12 0.52 0.11 0.09 0.74 0.08 0.02 0.94 0.09 0.00 0.92
600 6 2 0.23 0.22 0.08 0.21 0.20 0.04 0.09 0.07 0.85 0.10 0.00 0.94
600 12 1 0.16 0.14 0.44 0.12 0.11 0.62 0.08 0.03 0.93 0.08 0.00 0.98
600 12 2 0.27 0.26 0.02 0.25 0.24 0.00 0.11 0.09 0.76 0.10 0.01 0.95
1200 6 1 0.12 0.11 0.30 0.09 0.08 0.52 0.05 0.01 0.95 0.06 -0.00 0.96
1200 6 2 0.20 0.20 0.00 0.20 0.19 0.00 0.06 0.04 0.90 0.06 -0.00 0.96
1200 12 1 0.12 0.11 0.31 0.10 0.09 0.48 0.05 0.01 0.96 0.06 -0.00 0.98
1200 12 2 0.22 0.22 0.00 0.21 0.20 0.00 0.07 0.04 0.86 0.07 0.00 0.94
se
tu
p
3
600 6 3 0.23 0.23 0.04 0.14 0.13 0.44 0.11 0.09 0.72 0.08 -0.00 0.96
600 6 4 0.20 0.20 0.12 0.13 0.11 0.54 0.10 0.09 0.72 0.07 -0.00 0.96
600 12 3 0.25 0.24 0.03 0.21 0.20 0.10 0.12 0.10 0.70 0.08 -0.01 0.95
600 12 4 0.21 0.20 0.09 0.18 0.17 0.16 0.11 0.10 0.72 0.08 -0.01 0.94
1200 6 3 0.20 0.19 0.01 0.10 0.09 0.55 0.07 0.05 0.78 0.05 -0.01 0.97
1200 6 4 0.18 0.18 0.01 0.08 0.07 0.68 0.06 0.05 0.85 0.05 -0.01 0.96
1200 12 3 0.23 0.22 0.00 0.16 0.15 0.02 0.08 0.07 0.76 0.05 -0.00 0.96
1200 12 4 0.19 0.19 0.00 0.14 0.14 0.13 0.08 0.07 0.70 0.05 0.00 0.94
se
tu
p
4
600 6 4 0.22 0.16 0.84 0.16 -0.03 0.94 0.11 -0.02 1.00 0.16 0.03 0.94
600 6 5 0.20 0.14 0.88 0.15 -0.05 0.93 0.11 -0.02 1.00 0.15 0.00 0.93
600 12 4 0.23 0.15 0.86 0.18 -0.09 0.88 0.14 -0.04 0.96 0.17 -0.01 0.91
600 12 5 0.24 0.17 0.82 0.19 -0.09 0.89 0.13 -0.05 0.97 0.17 -0.01 0.94
1200 6 4 0.13 0.09 0.90 0.10 -0.03 0.94 0.07 -0.01 1.00 0.10 0.00 0.96
1200 6 5 0.14 0.08 0.91 0.11 -0.05 0.94 0.08 -0.01 1.00 0.11 0.00 0.94
1200 12 4 0.14 0.08 0.88 0.13 -0.07 0.88 0.08 -0.02 0.98 0.11 -0.00 0.94
1200 12 5 0.14 0.09 0.87 0.13 -0.07 0.90 0.08 -0.02 1.00 0.11 -0.00 0.96
Table 1
Performance of 4 methods described in Section C.2 on the simulation designs from
Section C.1. We report root-mean squared error, bias, and coverage of 95% confidence
intervals averaged over 200 simulation replications.
little bias then because, although the oracle weights must be large to control
bias for all square integrable regression errors mˆ−m (i.e., to solve (4)), large
weights are not necessary to control bias for mˆ−m in F (i.e., to solve (5)).
In terms of coverage, some of our simulation designs are extremely difficult
and all non-oracle estimators have substantial relative bias. However, in
settings 1 and 4, the asymptotics appear to be kicking in and our estimators
get close to nominal coverage.
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4. The Effect of Lottery Winnings on Earnings. To test the be-
havior of our method in practice, we revisit a study of Imbens, Rubin and
Sacerdote (2001) on the effect of lottery winnings on long-term earnings. It
is of considerably policy interest to understand how people react to reliable
sources of unearned income; such questions come up, for example, in dis-
cussing how universal basic income would affect employment. In an attempt
to get some insight about this effect, Imbens, Rubin and Sacerdote (2001)
study a sample of people who won a major lottery whose prize is paid out
in installments over 20 years. The authors then ask how $1 in yearly lottery
income affects the earnings of the winner.
To do so, the authors consider n = 194 people who all won the lottery, but
got prizes of different sizes ($1,000–$100,000 per year).13 They effectively use
a causal model E[Yi(w) | Xi = x] = m(x) + τw for observations Yi = Yi(Wi)
of the average yearly earnings in the 6 years following winning Wi in yearly
lottery payoff, where Xi denotes a set of p = 12 pre-win covariates (year won,
number of tickets bought, age at win, gender, education, whether employed
at time of win, earnings in 6 years prior to win). Here Yi(w) represents the
average yearly earnings that would have occurred had, possibly contrary to
fact, unit i won a prize paying w dollars annually (e.g., Imbens and Rubin,
2015). The authors also consider several other model specifications.
As discussed at length by Imbens, Rubin and Sacerdote (2001), although
the lottery winnings were presumably randomly assigned, we cannot assume
exogeneity of the form Wi ⊥ {Yi(w) : w ∈ R} because of survey non-
response. The data was collected by mailing out surveys to lottery winners
asking about their earnings, etc., so there may have been selection effects
in who responded to the survey. A response rate of 42% was observed, and
older people with big winnings appear to have been relatively more likely to
respond than young people with big winnings. For this reason, the authors
only assume exogeneity conditionally on the covariates, i.e., Wi ⊥ {Yi(w) :
w ∈ R} ∣∣Xi, which suffices to establish that the aforementioned causal model
is identified as a regression model m(x) + τw = E[Yi | Xi = x,Wi = w].
Here, we examine the robustness of the conclusions of Imbens, Rubin and
Sacerdote (2001) to potential effect heterogeneity. Instead of assuming that
the slope τ in this model is a constant, we let it vary with x and seek to
estimate ψ = E [τ(X)]; this corresponds exactly to an average partial effect
in the conditionally linear model, which we studied in Section 3. In our
13The paper also considers some people who won very large prizes (more than $100k
per year) and some who won smaller prizes (not paid in installments); however, we restrict
our analysis to the smaller sample of people who won prizes paid out in installments worth
$1k–$100k per year.
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estimand estimator estimate std. err
partial effect OLS without controls -0.176 0.039
partial effect OLS with controls -0.106 0.032
partial effect residual-on-residual OLS -0.110 0.032
avg. partial effect plugin Riesz weighting -0.175 —
avg. partial effect doubly robust plugin -0.108 0.042
avg. partial effect minimax linear weighting -0.074 —
avg. partial effect augm. minimax linear -0.091 0.044
avg. partial effect minimax linear+ weighting -0.083 —
avg. partial effect augm. minimax linear+ -0.097 0.045
Table 2
Various estimates, estimators, and estimands for the effect of unearned income on
earnings, using the dataset of Imbens, Rubin and Sacerdote (2001). The first 3 methods
are justified under the assumption of no heterogeneity in τ(x) (i.e., τ(x) = τ), and
estimate τ , while the latter 6 allow for heterogeneity and estimate E [τ(X)].
comparison, we consider 3 estimators that implicitly assume constant slope
and estimate τ , and 6 that allow τ(x) to vary and estimate E [τ(X)].
Among methods that assume constant slope, the first runs ordinary least
squares for Yi on Wi, ignoring potential confounding due to non-response.
The second, which most closely resembles the method used by Imbens, Rubin
and Sacerdote (2001), controls for the Xi using ordinary least squares, i.e.,
it regresses Yi on (Xi,Wi) and considers the coefficient on Wi. The third
uses the method of Robinson (1988) with cross-fitting as in Chernozhukov
et al. (2018): it first estimates the marginal effect of Xi on Wi and Yi via a
non-parametric adjustment and then regresses residuals Yi − Ê
[
Yi
∣∣Xi] on
Wi − Ê
[
Wi
∣∣Xi]. In each case, we report robust standard errors obtained
via the R-package sandwich (Zeileis, 2004).
The 6 methods that allow for treatment effect heterogeneity correspond
to the 5 methods discussed in Section 3, along with a pure weighting esti-
mator using the estimated Riesz representer, ψˆ = n−1
∑n
i=1 γˆψ(Xi)Yi, with
the same choice of γˆψ(·) as used in (23). For all non-parametric regression
adjustments, we run penalized regression as in Section 3, on a basis obtained
by taking order-3 Hermite interactions of the 10 continuous features, and
then creating full interactions with the two binary variables (gender and
employment), resulting in a total of 1140 basis elements. For AML+, we
include in the balanced class propensity strata of widths 0.05, 0.1, and 0.2.
Table 2 reports results using the 9 estimators described above, along with
standard error estimates. We do not report standard errors for the 3 pure
weighting methods, as these may not be asymptotically unbiased and so
confidence intervals should also account for bias. The reported estimates are
unitless; in other words, the majority of the estimators suggest that survey
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respondents on average respond to a $1 increase in unearned yearly income
by reducing their yearly earnings by roughly $0.10.
Substantively, it appears reassuring that most point estimates are consis-
tent with each other, whether or not they allow for heterogeneity in τ(x).
The only two divergent estimators are the one that doesn’t control for con-
founding at all, and the one that uses pure plug-in weighting (which may
simply be unstable here). From a methodological perspective, it is encourag-
ing that our method (and here, also the plug-in doubly robust method) can
rigorously account for potential heterogeneity in τ(x) without excessively
inflating uncertainty.
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APPENDIX A: PROOF OF FINITE SAMPLE RESULTS
In this section, we prove the finite sample bounds on which Theorem 2
is based. Our first step, which we carry out in Sections A.1-A.3, is to prove
Lemma 4 below. Here and throughout the appendix we will write Pnf and
Pf for averages of the function f over the empirical and population dis-
tributions of Z respectively in accordance with convention in the empirical
process literature (see e.g. van der Vaart and Wellner, 1996), As a slight
abuse of notation, we also write Pn to indicate a sample average in other
contexts.
Lemma 4. Suppose that we observe iid (Y1, Z1) . . . (Yn, Zn) with Yi ∈ R,
Zi in an arbitrary set Z, and define v(z) = Var [Yi | Zi = z]. Let {h(z, ·) :
z ∈ Z} be a family of linear functionals on a subpace M of the square
integrable functions on Z with ψ(·) = Ph(Zi, ·) continuous on M. Consider
the estimator ψˆAML defined in (7) with σ > 0 and an absolutely convex
set F˜ ⊆ M defined in terms of Z1 . . . Zn that is either the unit ball of a
reflexive space or totally bounded in ‖·‖L2(P ) and ‖·‖L2(Pn), and with the
property that the functionals f → h(z, f) and f → f(z) are continuous in
‖·‖F˜ for z ∈ {Z1 . . . Zn}. Let γψ and g˜ be any two functions on Z and define
κ = ‖γψ − g˜‖L2(P ). On an event of probability at least 1−
∑3
j=1 δj,
1. The weights γˆ defined in (7) satisfy n−1
∑n
i=1(γˆi − γˆψ(Zi))2 ≤ s2γ,
(24)
sγ = (2ηM/σ)n
1/2r2 +
√
Pn(g˜ − γψ)2 + σ2‖g˜‖2F˜/n
where with probability 1− δ1, for all f ∈ F˜ and s ∈ [0, 1/α],
Pn(f − sγψ)2 ≥ ηQP (f − sγψ)2 if P (f − sγψ)2 ≥ r2/2,
|Pnh(·, f − sg˜)− γψ · (f − sg˜)| ≤ ηMr2 if P (f − sg˜)2 ≤ r2,
and α and σ must satisfy
α = (2ηM/σ
2)nr2 + (
√
n/σ)
√
Pn(g˜ − γψ)2 + σ2‖g˜‖2F˜/n,
σ ≤
√
n/2 min
{
η
1/2
Q r, η
1/2
M κ
−1/2r3/2
}
.
2. Our maximal bias term satisfies the bound
(25) Ih,F˜ ≤ RH + 21/2σ‖γψ‖1/2L2(Pn)n
−1/2s1/2γ ,
where with probability 1− δ2, Pnh(·, f)− γψf ≤ RH for all f ∈ F˜ .
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3. The difference between our noise term and that of the oracle estimator
satisfies
(26)
∣∣∣∣∣n−1
n∑
i=1
(γˆi − γψ)(Yi −m(Zi))
∣∣∣∣∣ ≤ δ−1/23 ‖v‖1/2∞ n−1/2sγ .
A.1. Consistency of the Minimax Linear Weights. To show that
our weights converge to the γˆ, we will first characterize them as γˆi = gˆ(Xi)
for a least squares estimator gˆ of the Riesz representer γψ. This least squares
problem is the dual of the problem (7) solved by our weights γˆ.
A.1.1. Dual Characterization as a Least Squares Problem.
Lemma 5. Let G be an absolutely convex set and the space (spanG, ‖·‖G)
be a reflexive vector space. Let a linear functional L(f) and the point eval-
uation functionals δz(f) := f(z) for all z ∈ Z1 . . . Zn be continuous in ‖·‖G.
Then,
inf
γ∈Rn
`n,G(γ) = sup
g∈spanG
Mn,G(g) where
`n,G(γ) = Pnγ2i + sup
f∈G
[L(f)− Pnγif(Zi)]2 will be called the primal and
Mn,G(g) = −‖g‖2G − Png(Zi)2 + 2L(g) will be called the dual.
Furthermore, the primal has a unique minimum at γˆ irrespective of the re-
flexiveness of our space, the dual has a potentially non-unique maximum at
gˆ, and for any gˆ at which the dual maximum is attained, γˆi = gˆ(Zi).
This result is proven by working with a constrained optimization problem
equivalent to the primal. After introducing a Lagrange multiplier for the
constraint, the resulting saddle point problem is reduced to maximization
of Mn,G by explicitly solving for γ and our Lagrange multiplier as functions
of gˆ.
In our estimator (7), we use the weights γˆ that minimize (σ2/n)`n,G where
L(f) = Pnh(Zi, f) and G = σ−1n1/2F˜ , so we may characterize our weights
via the function gˆ that maximizes Mn,λF˜ for λ = σ
−1n1/2. There is one
remaining assumption that we make in this lemma but not in Lemma 4:
the assumption that the space (span F˜ , ‖·‖F˜ ) is reflexive. We will assume
this holds for now, as it lets us simplify exposition but does not materially
affect the final result. Later, we will derive a bound without this assumption
by application of this lemma to a sequence finite-dimensional and therefore
reflexive approximations to F˜ .
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To show that maximizing Mn,λF˜ is a penalized least squares problem for
estimation of γψ, we consider the penalized excess loss Lg˜(g) := Mn,λF˜ (g˜)−
Mn,λF˜ (g) relative to an approximation g˜ of the Riesz representer γψ. This is
minimized and no larger than zero at gˆ. We work an approximation because
we are not assuming that ‖γψ‖F˜ is small or even finite, so the excess loss
relative to γψ may be uninformative. Via simple algebra,
14
Lg˜(g) = Pn(g − γψ)2 − 2Pnhc(·, g − g˜) + ‖g‖2F˜/λ2 −RλF˜ (g˜),
hc(z, g) = h(z, g)− γψ(z)g(z),
RλF˜ (g˜) = Pn(g˜ − γψ)2 + ‖g˜‖2F˜/λ2.
(27)
Here hc is a centered variant of h, as the Riesz representer γψ satisfies
Pγψ(Z)g(Z) = Ph(Z, g) for all g spanned by F˜ . Thus, our excess loss is
in the typical form for penalized least squares: it is a sum of the empirical
mean squared error, a centered empirical process term, and a difference in
penalties ‖g‖2F˜/λ2 −RλF˜ (g˜). If we take g˜ = γψ, it will look more famil-
iar, as the difference in penalties reduces to ‖g‖2F˜/λ2 − ‖γψ‖2F˜/λ2 and our
empirical process is evaluated at the error function g − γψ as it usually is.
However, working with g˜ 6= γψ requires only small modifications of standard
arguments for bounding the error of penalized least squares estimators.
A.1.2. Consistency of the Dual Solution. From this point, our argu-
ment will be fairly standard, and we will base our presentation on that
in Lecue´ and Mendelson (2017). Our core approach will be to lower bound
Pn(g − γψ)2 − 2|Pnhc(·, g − g˜)| as a proportion of P (g − g˜)2. We will first
state a purely deterministic result in terms of several uniform-over-F˜ bounds:
a lower bound on the ratio of the empirical and population MSE and an up-
per bound on our empirical process term. We prove this lemma at the end
of this section.
Lemma 6. Let F˜ be a class of functions mapping support(P )→ R that
is star-shaped around zero, define Lg˜ as in (27) with ‖g˜−γψ‖L2(P ) < κ, and
suppose that for all f with ‖f‖F˜ ≤ 1 and s ∈ [0, 1/α],
(28)
Pn(f − sγψ)2 ≥ ηQP (f − sγψ)2 if P (f − sγψ)2 ≥ (cr)2,
|Pnhc(·, f − sg˜)| ≤ ηMr2 if P (f − sg˜)2 ≤ r2
14 Lg˜(g) = Pn(g2 − g˜2)− 2Pn [h(·, g)− h(·, g˜)] + (‖g‖2F˜ − ‖g˜‖2F˜ )/λ2
= Pn
[
(g − γψ)2 − (g˜ − γψ)2 + 2γψ(g − g˜)
]− 2Pn [h(·, g − g˜)] + (‖g‖2F˜ − ‖g˜‖2F˜ )/λ2.
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for
(29)
c2 = 1− 2κ/(αr),
α > max
{
2κ/r + 2ηM/ηQ, ηMλ
2r2 +
√
(ηMλ2r2)2 + λ2RλF˜ (g˜)
}
.
Then Lg˜(g) > 0 if ‖g‖F˜ ≥ α, if P (g − g˜)2 > max{(αr)2, RλF˜ (g˜)/(c2ηQ −
2ηM/α)}, or if P (g − g˜)2 ≤ (αr)2 and Pn(g − γψ)2 > 2ηMαr2 +RλF˜ (g˜).
Because Lg˜(gˆ) ≤ 0, our lemma implies bounds on gˆ − γψ. When (αr)2 ≥
RλF˜ (g˜)/(c
2ηQ − 2ηM/α), we need only entertain the possibility that P (gˆ −
g˜)2 ≤ (αr)2, and in this case our lemma gives a simple bound on Pn(gˆ−γψ)2.
In the following corollary, we state such a bound, which holds for a range of
tuning parameters λ that includes most practical choices.
Corollary 7. Let F˜ be a class of functions mapping support(P )→ R
that is star-shaped around zero, define Lg˜ as in (27) with
‖g˜ − γψ‖L2(P ) < κ, λ ≥ 21/2 max
{
η
−1/2
Q r
−1, η−1/2M κ
1/2r−3/2
}
,
and let (28) be satisfied with c2 = 1/2 for all f ∈ F˜ and s ∈ [0, 1/α],
α = 2ηMλ
2r2 + λR
1/2
λF˜ (g˜). Then for gˆ satisfying Lg˜(gˆ) ≤ 0,
‖gˆ − γψ‖L2(Pn) ≤ 2ηMλr2 +R
1/2
λF˜ (g˜).
This gets us nearly to our goal. But this shows convergence of the solution
gˆ to our dual problem to the Riesz representer γψ, whereas we want conver-
gence of the weights γˆ minimizing `n,λF˜ to γψ. By Lemma 5, this is equivalent
when F˜ is reflexive. The following lemma, proven via a finite dimensional
approximation argument, shows that reflexiveness is not necessary.
Lemma 8. Under the assumptions of Lemma 5 excepting reflexiveness,
the assumptions of Corollary 7, and the additional assumption that F˜ is to-
tally bounded in ‖·‖L2(Pn) and ‖·‖L2(P ), the weights γˆ minimizing the primal
`n,λF˜ satisfy
Pn(γˆi − γψ(Zi))2 ≤ (2ηMλr2 +R1/2λF˜ (g˜))
2.
The first claim of Lemma 4 follows by substituting σ−1n1/2 for λ, as this
is the value of λ used in (7). We conclude our proof of this claim proving
the lemmas from this section.
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Proof of Lemma 5. Because `n,F and −Mn,F are proper, strongly con-
vex, and continuous functions on reflexive spaces they have unique minima
at some vector γˆ and function gˆ respectively (Peypouquet, 2015, Corollary
2.20).
We first transform our primal into an equivalent constrained problem and
then, by introducing a Lagrange multiplier, a saddle point problem.
inf
γ∈Rn
`n,F (γ)
= inf{Pnγ2i + t2 : (γ, t) ∈ Rn × R, sup
f∈F
(L(f)− Pnγif(Zi)) ≤ t}(30)
= inf
(γ,t)∈Rn×R
sup
λ≥0
sup
f∈F
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t) .(31)
Assume we can reorder the the infimum over (γ, t) and the suprema over
λ and f in (31), so it is equal to
(32) sup
f∈F
sup
λ≥0
inf
(γ,t)∈Rn×R
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t) .
We will justify this later, after we simplify this expression by minimizing
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t)
with respect to (γ, t) for fixed (λ, f). The expression is convex and differen-
tiable in (γ, t) and attains its infimum at γi = λf(Zi) and t = λ, which can
be seen from the first order optimality conditions
0 =
∂
∂γi
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t) = 2
n
γi − 2
n
λf(Zi),
0 =
∂
∂t
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t) = 2t− 2λ
Substituting these values shows that (32) is equal to
sup
f∈F
sup
λ≥0
Pn(λf(Zi))
2 + λ2 + 2L(λf)− 2Pn(λf(Zi))2 − 2λ2
= sup
f∈F
sup
λ≥0
−λ2 − Png(Zi)2 + 2L(g) where g = λf.
Reparameterizing in terms of g, the constraint f ∈ F is equivalent to g ∈ λF ,
and the supremum of the expression above over λ is attained at λ = inf{λ :
g ∈ λF} = ‖g‖F . Substituting this value of λ results in the expression
supgMn,F (g), and we’ve established that this supremum is attained at gˆ.
Retracing our steps, (32) is equal to Mn,F (gˆ).
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We conclude by establishing the equality of (31) and (32). We begin with
the constrained problem (30) equivalent to (31). This is a finite dimensional
convex optimization problem, and the Slater condition holds, i.e., the con-
straint supf∈F (L(f)− Pnγif(Zi)) ≤ t is satisfiable with strict inequality
by taking t sufficiently large, so we have strong Lagrange duality (Boyd
and Vandenberghe, 2004, Section 5.2.3). That is, the Lagrange multiplier
problem (31) is equal to its dual
sup
λ≥0
inf
(γ,t)∈Rn×R
sup
f∈F
Pnγ
2
i + t
2 + 2λ (L(f)− Pnγif(Zi)− t)
and furthermore there exists λ? such that is equal to
inf
(γ,t)∈Rn×R
sup
f∈F
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t) .
This saddle point problem is convex and continuous in (γ, t) and concave in
f , so the Kneser-Kuhn minimax theorem (Johnstone, 2015, Theorem A.1).
implies that if we restrict our infimum to a compact convex set C, reordering
the infimum and supremum does not change the value, i.e.
inf
(γ,t)∈C
sup
f∈F
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t)
= sup
f∈F
inf
(γ,t)∈C
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t) .
Our final step in showing equality of (31) and (32) is to show that the
restriction to C can be dropped on each side of this equality without changing
the value, i.e.
inf
(γ,t)∈Rn×R
sup
f∈F
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t)
= inf
(γ,t)∈C
sup
f∈F
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t)(33)
and
sup
f∈F
inf
(γ,t)∈C
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t)
= sup
f∈F
inf
(γ,t)∈Rn×R
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t) .(34)
The first equality (33) follows because the function of (γ, t) which takes the
value
sup
f∈F
Pnγ
2
i + t
2 + 2λ? (L(f)− Pnγif(Zi)− t)
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is finite at γ = 0 and goes to infinity as ‖γ‖ does, so its infimum must
occur on some bounded set C′. The second equality (34) follows because
taking the unconstrained minimum results in the previously discussed prob-
lem (32), and we’ve shown that this problem has a solution (γ?, t?) with
γ?i = gˆ(Zi), t
? = ‖gˆ‖F . Therefore, for any compact convex superset C of
C′ ∪ {(γ?, t?)}, both equalities (33) and (34) are satisfied. This completes
our proof.
We will now prove Lemma 6 with the aid of the following scaling result.
Lemma 9. If, for a linear functional L, a set F , and a norm ‖·‖, L(f) ≤
ηr2 for all f ∈ F with ‖f‖ ≤ r, then L(f) ≤ (η/α) max{‖f‖, αr}2 for all
f ∈ αF .
Proof. First, observe that any function f ∈ αF with ‖f‖ ≤ αr can be
written as αf ′ for f ′ ∈ F and ‖f ′‖ ≤ r. Then, because L(f) = αL(f ′),
our assumed bound implies that L(f) ≤ ηαr2 = (η/α)(αr)2. Now consider
a function f ∈ αF with ‖f‖ ≥ αr and a rescaled version f ′ = αrf/‖f‖,
which satisfies the conditions f ′ ∈ αF and ‖f ′‖ ≤ αr. L(f ′) ≤ (η/α)(αr)2,
so L(f) = L(f ′)‖f‖/(αr) ≤ (η/α)(αr)‖f‖ ≤ (η/α)‖f‖2.
Proof of Lemma 6. Given our assumed bounds, if ‖f‖F˜ ≤ α, s ∈ [0, 1],
(35)
Pn(f − sγψ)2 ≥ ηQP (f − sγψ)2
when P (f − sγψ)2 ≥ (cαr)2
|Pnhc(·, f − sg˜)| ≤ (ηM/α)P (f − sg˜)2
when P (f − sg˜)2 ≥ (αr)2
|Pnhc(·, f − sg˜)| ≤ ηMαr2
when P (f − sg˜)2 ≤ (αr)2
The first of these is an immediate consequence of the invariance of the ratio
Pnf
2/Pf2 to scaling and the second and third follow from Lemma 9. Fur-
thermore, combining the first bound with the ratio bound P (f−sγψ)2/P (f−
sg˜)2 ≥ c2 for P (f − sg˜)2 ≥ (αr)2 shows that if ‖f‖F˜ ≤ α, s ∈ [0, 1], and
P (f − sg˜)2 ≥ (αr)2,
(36) Pn(f − sγψ)2 ≥ ηQP (f − sγψ)2 ≥ c2ηQP (f − sg˜)2,
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To prove this ratio bound, observe that via the Cauchy-Schwarz inequality,
P (f − sγψ)2 − P (f − sg˜)2
= P [(f − sγψ)− (f − sg˜)]2 + 2P (f − sg˜)[(f − sγψ)− (f − sg˜)]
= s2P (g˜ − γψ)2 + 2sP (f − sg˜)(g˜ − γψ)
≥ −2κ
√
P (f − sg˜)2
and therefore
P (f − sγψ)2/P (f − sg˜)2 = 1 +
(
P (f − sγψ)2 − P (f − sg˜)2
)
/P (f − sg˜)2
≥ 1− 2κ/
√
P (f − sg˜)2
≥ 1− 2κ/(αr) = c2.
We will now prove our claims using our bounds (35) and (36). We begin
by showing that Lg˜(g) > 0 for all g with ‖g‖F˜ ≥ α. We work with
Lˇ(g, s) = Pn(g − sγψ)2 − 2|Pnhc(·, g − sg˜)|+ ‖g‖2F˜/λ2 −RλF˜ (g˜).
Because Lg˜(g) ≥ Lˇ(g, 1), it is sufficient to show that Lˇ(g, s) > 0 for all
(g, s) with ‖g‖F˜ ≥ α and s ∈ [0, 1]. Furthermore, it is sufficient to show
that Lˇ(g, s) > 0 for all (g, s) with ‖g‖F˜ = α and s ∈ [0, 1] by a simple
scaling argument: Lˇ(tg, ts) ≥ t2Lˇ(g, s) for t ≥ 1, and every pair (g′, s′) with
‖g′‖F˜ ≥ α and s′ ∈ [0, 1] can be expressed as (tg, ts) with t ≥ 1, ‖g‖F˜ = α,
s ∈ [0, 1].
We will now show that Lˇ(g, s) > 0 for all (g, s) with ‖g‖F˜ = α and s ∈
[0, 1]. If ‖g‖F˜ = α and P (g− sg˜)2 ≥ (αr)2, then by (35) and (36), Lˇ(g, s) ≥
(c2ηQ−2ηM/α)P (g−sg˜)2 +α2/λ2−RλF˜ (g˜). If instead ‖g‖F˜ = α and P (g−
sγψ)
2 ≤ (αr)2, then by (35), Lˇ(g, s) ≥ −2ηMαr2 + α2/λ2 − RλF˜ (g˜). Thus,
Lˇ(g, s) > 0 for all g with ‖g‖F˜ = α and s ∈ [0, 1] so long as α exceeds both
2ηM/(c
2ηQ) and the positive root of −2ηMαr2 +α2/λ2−RλF˜ (g˜). Expanding
c2 = 1 − 2κ/(αr) in the first condition yields the equivalent condition (1 −
2κ/(αr))α ≥ 2ηM/ηQ, which is satisfied so long as α exceeds 2κ/r+2ηM/ηQ.
We complete our proof by considering g with ‖g‖F˜ ≤ α. If g ∈ αF˜ and
P (g − g˜)2 ≥ (αr)2, then by (35) and (36), Lg˜(g) ≥ (c2ηQ − 2ηM/α)P (g −
g˜)2−RλF˜ (g˜). Otherwise, by (35), Lg˜(g) ≥ Pn(g− γψ)2− 2ηMαr2−RλF˜ (g˜).
Thus, Lg˜(g) > 0 if P (g − g˜)2 > max{(αr)2, RλF˜ (g˜)/(c2ηQ − 2ηM/α)} or if
P (g − g˜)2 ≤ (αr)2 and Pn(g − γψ)2 > 2ηMαr2 +RλF˜ (g˜).
Proof of Corollary 7. Let α = 2ηMλ
2r2 +λR
1/2
λF˜ (g˜). Under our con-
ditions on λ, α ≥ 2ηMλ2r2 ≥ 4 max{ηM/ηQ, κr−1}, so (29) is satisfied
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with c2 ≥ 1/2. Thus, as (28) is satisfied for c2 > 1/2 if its is satisfied for
c2 = 1/2, the conditions of Lemma 6 are satisfied with our choice of α.
When (αr)2 ≥ RλF˜ (g˜)/(c2ηQ − 2ηM/α), Lemma 6 implies that Lg˜(g) > 0
whenever P (g − g˜)2 > (αr)2, and this condition is equivalent to
0 ≤ [(1− 2κ/(αr))ηQ − 2ηM/α] (αr)2 −RλF˜ (g˜)
= ηQr
2α2 − 2(ηQκr + ηMr2)α−RλF˜ (g˜).
This holds for α greater than or equal to the positive root of this polynomial,
ηQκr + ηMr
2 +
√
(ηQκr + ηMr2)2 + ηQr2RλF˜ (g˜)
ηQr2
≤ 2(ηQκr + ηMr
2) +
√
ηQr2RλF˜ (g˜)
ηQr2
=
2κ
r
+
2ηM
ηQ
+
R
1/2
λF˜ (g˜)
η
1/2
Q r
.
Our chosen α exceeds this threshold, as 2ηMλ
2r2 is greater than or equal to
the first two terms in the expression above and λR
1/2
λF˜ (g˜) exceeds the last.
It follows that P (gˆ − g˜)2 ≤ (αr)2 and
Pn(gˆ − γψ)2 ≤ 2ηMαr2 +RλF˜ (g˜)
= 4η2Mλ
2r4 + 2ηMλr
2R
1/2
λF˜ (g˜) +RλF˜ (g˜)
≤ (2ηMλr2 +R1/2λF˜ (g˜))
2.
Proof of Lemma 8. Let F˜τ be the absolutely convex hull of the cen-
ters of a finite internal τ -cover of F˜ in the norm max{‖·‖L2(Pn), ‖·‖L2(P )}.
The space normed by ‖·‖F˜τ is finite-dimensional and therefore reflexive (e.g.,
Peypouquet, 2015, Theorem 1.24), so via Lemma 5, the weights γˆτ minimiz-
ing `n,λFτ satisfy γˆi,τ = gˆτ (Zi) where gˆτ (Zi) maximizes Mn,λF˜τ . We will
compare this solution to an approximate maximizer gˆ of Mn,λF˜ .
We’ve assumed that the conditions of Corollary 7 are satisfied for Lg˜,λF˜
defined in terms of F˜ . Because F˜τ ⊆ F˜ , (28) is satisfied for F˜τ when it is
for F˜ , so the conditions of Corollary 7 are also satisfied for Lg˜τ ,F˜τ defined
in terms of F˜τ and any g˜τ with ‖g˜τ − γψ‖L2(P ) < κ. Thus,
Pn(γˆi,τ − γψ)2 = Pn(gˆτ − γψ)2 ≤
(
2ηMλr
2 +RλF˜τ (g˜τ )
)2
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We will now show that for any  > 0, there is an approximation g˜τ such
that ‖g˜τ − γψ‖L2(P ) ≤ ‖g˜ − γψ‖L2(P ) +  and RλF˜τ (g˜τ ) ≤ RλF˜ (g˜) + . This
will imply that ‖g˜τ − γψ‖L2(P ) < κ, so the bound above holds, and also that
this bound is arbitrarily close to the square of 2ηMλr
2 +RλF˜ (g˜). We take
g˜τ to be the center of the ball that contains g˜ in a ‖g˜‖F˜ -scaled version of
our τ -cover, so we have the properties
‖g˜τ‖F˜τ ≤ ‖g˜‖F˜ , ‖g˜τ − g˜‖L2(Pn) ≤ τ‖g˜‖F˜ , ‖g˜τ − g˜‖L2(P ) ≤ τ‖g˜‖F˜ .
By the triangle inequality, ‖g˜τ − γψ‖L2(P ) ≤ ‖g˜ − γψ‖L2(P ) + ‖g˜τ − g˜‖L2(P ),
and our third property implies that the latter term in this bound can taken
to be arbitrarily small by choosing small enough τ . Furthermore,
RλF˜τ (g˜τ )−RλF (g˜) ≤
∣∣Pn(g˜τ − γψ)2 − Pn(g˜ − γψ)2∣∣+ λ−2 (‖g˜τ‖2F˜τ − ‖g˜‖2F˜) .
Our first property ensures that the last term in this difference is zero or neg-
ative, and our second that the first term in the difference above is arbitrarily
small.
We will complete our proof by showing that the minimizer γˆ of `n,λF˜ is
arbitrarily close to γˆτ . To do this, we use the 2/n-strong convexity of `n,λF˜ ,
Pn(γˆτ,i − γˆi)2 ≤ `n,λF˜ (γˆτ )− `n,λF˜ (γˆ). In order to get a useful upper bound
on the right side in the expression above, we exploit the similarity of `n,λF˜
and `n,λF˜τ , `n,λF˜τ (γˆτ ) ≤ `n,λF˜ (γˆ) ≤ `n,λF˜ (γˆτ ) where
`n,λF˜ (γˆτ )− `n,λF˜τ (γˆτ ) = λ sup
f∈F˜
[Pnh(Zi, f)− γˆτ,if(Zi)]2
− λ sup
f ′∈F˜τ
[
Pnh(Zi, f
′)− γˆτ,if ′(Zi)
]2
.
Given any sequence fn in F˜ along which the first term converges to its
supremum, there is a corresponding sequence fn,τ ∈ F˜τ such that the value
of Pnh(Zi, f) − γˆτ,if(Zi) at f = fn and f = fn,τ can be made arbitrarily
close by choice of τ , so this difference shinks to zero with τ . Thus, we’ve
established that Pn(γˆi − γψ)2 ≤
(
2ηMλr
2 +RλF˜ (g˜)
)2
+  for arbitrarily
small , and it follows that this must hold for  = 0 as well.
A.2. Bounding the bias term. In this section, we will use our proba-
bility 1− δ1 bound Pn(γˆi−γψ)2 ≤ s2γ to control the quantity Ih,F˜ (γˆ). Recall
from our sketch that
Ih,F˜ ≤ Ih,F˜ (γ?)2 +
σ2
n2
n∑
i=1
γψ(Zi)
2 − γˆ2i where γ?i = γψ(Zi).
AUGMENTED MINIMAX LINEAR ESTIMATION 41
By assumption, R2H bounds the first term on the right with probability
1 − δ2. To bound the second, we use the elementary identity a2 − b2 =
2a(a− b)− (a− b)2. Using this and Cauchy-Schwartz,
1
n
n∑
i=1
γψ(Zi)
2 − γˆ2i ≤ 2‖γψ‖L2(Pn)‖γψ − γˆ‖L2(Pn) ≤ 2‖γψ‖L2(Pn)sγ .
Thus, using the elementary inequality
√
a+ b ≤ √a+√b,
Ih,F˜ ≤ RH + 21/2σ‖γψ‖1/2L2(Pn)n
−1/2s1/2γ .
A.3. Convergence of the noise term. In this section, we will use
our bound Pn(γˆi − γψ)2 ≤ s2γ to bound the difference between our noise
term and the iid sum Pnγψ(Zi)εi, εi = Yi −m(Zi). Because γˆ is a function
of Z1 . . . Zn, we can apply Chebyshev’s inequality conditionally on Z1 . . . Zn
to the difference between our noise term and this sum. With conditional
probability 1− δ3,
|Pn(γˆi − γψ(Zi))εi| ≤ δ−1/23 n−1/2
√
Pn[γˆ − γψ(Zi)]2v(Zi).
If we instead do this with an indicator for an eventA on which ‖γˆ − γψ‖L2(Pn)≤ sγ , we get the bound
1A|Pn(γˆi − γψ(Zi))εi| ≤ 1Aδ−1/23 n−1/2‖γˆ − γψ‖L2(Pn)‖v‖1/2∞
≤ δ−1/23 n−1/2‖v‖1/2∞ sγ .
This last bound does not depend on Z1 . . . Zn and therefore holds uncondi-
tionally. Thus, all of the claims of Lemma 4 hold with probability 1−∑3j=1 δj ,
on the intersection of the probability 1 − δ1 − δ2 event that we work on in
the previous section, and the probability 1− δ3 event that the bound above
holds. This completes our proof of Lemma 4.
A.4. A more concrete bound. In this section, we will use Lemma 4
to prove a less abstract bound. To do this, we will find concrete expressions
for r, ηQ, ηM , and R¯(g˜) = Pn(g˜− γψ)2 +σ2‖g˜‖F˜/n satisfying the conditions
assumed in Lemma 4. We will work with a pair of nonrandom sets FL,F
that satisfy FL ⊆ F˜ ⊆ F with probability 1− δ.
We choose a deterministic approximation g˜ to γψ. For any function g˜,
with probability 1− δ − δ′ by the union bound and Markov’s inequality,
R¯(g˜) ≤ Pn(g˜ − γψ)2 + σ2‖g˜‖FL/n < P (g˜ − γψ)2/δ′ + σ2‖g˜‖FL/n.
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Thus, we can choose g˜ satisfying, with probability 1− δ − δ′,
(37) R¯(g˜) ≤ κ2/δ′, κ2 = inf
g
P (g˜ − γψ)2 + δ′σ2‖g‖FL/n.
We will now characterize r, ηQ, and ηM . We will first find a lower bound
of the form Pn(f − sγψ)2 ≥ ηQP (f − sγψ)2 for all f ∈ F˜ , s ∈ [0, 1/α] with
P (f − sγψ)2 ≥ r2. The following lemma, based on Mendelson (2017, Corol-
lary 3.6), establishes such a bound for a class F satisfying supf∈F P |f |p <∞.
If the functions f ∈ F satisfy stronger assumptions on their tails, e.g., a sub-
gaussian tail bound, the first condition in (38) can be weakened significantly
(see e.g., Mendelson, 2017).
Lemma 10. Let F? = {f−sγψ : f, s ∈ F˜×R} for a random set F˜ which,
for some nonrandom set F , satisfies F˜ ⊆ F with probability 1−δ. With prob-
ability 1−δ−δ′−2 exp{−c3nξ2Pγ2ψ/M2γψ}−2 exp{−c2(ξ, p)n(r/Mp(F))2p/(p−2)},
Pnf
2 ≥ ηQPf2 for all f ∈ F? with Pf2 ≥ r2
for ηQ = (1− ξ)/2− 2η and r satisfying
(38)
Rn(F ∩ c0(ξ)rL2(P )) ≤ c1(ξ, p)r(r/Mp(F))p/(p−2), p > 2,
sup
f∈F∩rL2(P )
(P − Pn)γψf ≤ η‖γψ‖L2(P )r with probability 1− δ′,
Mγψ = inf{M : Pγ2ψ1(γ2ψ ≤M2) ≥ (1− ξ/2)Pγ2ψ},
Mp(F) = sup
f∈F
‖f‖Lp(P ),
where c0 . . . c3 are constants depending only on their arguments.
We conclude by finding a bound of the form |Pnh(·, f−sg˜)−γψ ·(f−sg˜)| ≤
ηMr
2 for all f, s ∈ F˜ × [0, 1/α] with Pf2 ≤ r2. Because α > ‖g˜‖F˜ in
Lemma 4, such f − sg˜ are in the set F˜ − F˜ ⊆ 2F˜ . Thus, it suffices to find
ηM , r satisfying |Pnh(·, f) − γψf | ≤ ηMr2 for all f ∈ 2F˜ with Pf2 ≤ r2,
or equivalently |Pnh(·, f) − γψf | ≤ ηMr2/2 for all f ∈ F˜ with Pf2 ≤ r2/4.
We summarize our results in the following less abstract version of Lemma 4,
using Lemma 10 with ξ = 1/2 and η = 1/16 and therefore ηQ = 1/8.
Theorem 11. Suppose that we observe iid (Y1, Z1) . . . (Yn, Zn) with Yi ∈
R, Zi in an arbitrary set Z, and define v(z) = Var [Yi | Zi = z]. Let {h(z, ·) :
z ∈ Z} be a family of linear functionals on a subpace M of the square
integrable functions on Z with ψ(·) = Ph(Zi, ·) continuous on M. Consider
the estimator ψˆAML defined in (7) with σ > 0 and an absolutely convex
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set F˜ ⊆ M defined in terms of Z1 . . . Zn that is either the unit ball of a
reflexive space or totally bounded in ‖·‖L2(P ) and ‖·‖L2(Pn), and with the
property that the functionals f → h(z, f) and f → f(z) are continuous in
‖·‖F˜ for z ∈ {Z1 . . . Zn}. Let there exist nonrandom sets FL,F satisfying
FL ⊆ F˜ ⊆ F with probability 1 − δ1, let γψ be any function on Z, and
suppose that
(39)
Rn(F ∩ c0rL2(P )) ≤ c1(p)r(r/Mp(F))p/(p−2), p > 2
sup
f∈F∩rL2(P )
(P − Pn)γψf ≤ ‖γψ‖L2(P )r/16 w.p. 1− δ2,
sup
f∈F∩(r/2)L2(P )
|Pnh(·, f)− γψf | ≤ ηMr2/2 w.p. 1− δ3,
sup
f∈F
Pnh(·, f)− γψf ≤ RH w.p. 1− δ4,
σ ≤ √nmin
{
r/4, 2−1/2η1/2M κ
−1/2r3/2
}
where
κ2 = inf
g
P (g − γψ)2 + δ5σ2‖g‖2FL/n,
Mγψ = inf{M : Pγ2ψ1(γ2ψ ≤M2) ≥ (3/4)Pγ2ψ},
Mp(F) = sup
f∈F
‖f‖Lp(P ).
Then, with probability
1−
6∑
j=1
δj − 2 exp{−c3nPγ2ψ/M2γψ} − 2 exp{−c2(p)n(r/Mp(F))2p/(p−2)},
1. The weights γˆ defined in (7) satisfy
(40) n−1
n∑
i=1
(γˆi − γˆψ(Zi))2 ≤ s2γ for sγ = (2ηM/σ)n1/2r2 + δ−1/25 κ.
2. Our maximal bias term satisfies the bound
(41) Ih,F˜ (γˆ) ≤ RH + 21/2σ‖γψ‖1/2L2(Pn)n
−1/2s1/2γ ,
3. The difference between our noise term and that of the oracle estimator
satisfies
(42)
∣∣∣∣∣n−1
n∑
i=1
(γˆi − γψ)(Yi −m(Zi))
∣∣∣∣∣ ≤ δ−1/26 ‖v‖1/2∞ n−1/2sγ .
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Here c0 . . . c3 are constants depending only on their arguments.
We conclude this section by proving Lemma 10.
Proof of Lemma 10. We will work with the decomposition f = Πf +
Π⊥f where Π and Π⊥ are the orthogonal projection onto the span of γψ and
onto its orthogonal complement respectively. In terms of this decomposition,
Pnf
2 = Pn(Πf)
2 +Pn(Π
⊥f)2 + 2Pn(Πf)(Π⊥f), Pf2 = P (Πf)2 +P (Π⊥f)2.
We will prove our lower bound for ηQ = (1− ξ)/2− 2η by showing that for
all f ∈ F? with P (Π⊥f)2 ≥ r2/2,
Pn(Πf)
2 ≥ (1− ξ)P (Πf)2(43)
Pn(Π
⊥f)2 ≥ (1− ξ)P (Π⊥f)2,(44)
−Pn(Πf)(Π⊥f) ≤ ηPf2.(45)
When this holds, each f ∈ F? with Pf2 ≥ r2 satisfies either P (Πf)2 ≥
Pf2/2 and therefore Pn(Πf)
2 ≥ (1 − ξ)Pf2/2 or P (Π⊥f)2 ≥ Pf2/2 and
therefore Pn(Π
⊥f)2 ≥ (1 − ξ)Pf2/2. Thus, Pnf2 ≥ (1 − ξ)Pf2/2 − 2ηPf2
as claimed. We will now complete our proof by showing that (43)-(45) hold
with high probability.
Because Πf is proportional to γψ, (43) is equivalent to the claim Pnγ
2
ψ ≥
(1− ξ)Pγ2ψ. Letting Mγψ = inf{M : Pγ2ψ1(γ2ψ ≤M2) ≥ (1− ξ/2)Pγ2ψ},
Pnγ
2
ψ ≥ Pnγ2ψ1(γ2ψ ≤M2γψ) ≥ (1− ξ/2)Pγ2ψ1(γ2ψ ≤M2γψ) ≥ (1− ξ)Pγ2ψ,
where by Bernstein’s inequality, the second comparison holds with proba-
bility 1− 2 exp{−c3nξ2Pγ2ψ/M2γψ} (Mendelson, 2017, Proof of Lemma 2.3).
Because Π⊥f ∈ F˜ for f ∈ F?, (44) is implied by the claim Pnf ≥
(1−ξ)Pf2 for all f ∈ F˜ with Pf2 ≥ r2/2. If F˜ ⊆ F for some nonrandom set
F with probability δ, this bound holds for r satisfyingRn(F∩c0(ξ)rL2(P )) ≤
c1(ξ, p)r(r/Mp(F))p/(p−2) with probability 1−δ−2 exp{−c2(ξ, p)n(r/Mp(F))2p/(p−2)}
(Mendelson, 2017, Corollary 3.6).
Finally, to prove (45), observe that Pn(Πf)(Π
⊥f)/Pf2 = Pn(Πf ′)(Π⊥f ′)/r2
for f ′ = (r/‖f‖L2(P ))f , and that f ′ ∈ F? for f ∈ F? with Pf2 ≥ r2. Thus,
sup
{f∈F?:Pf2≥r2}
−Pn(Πf)(Π⊥f)/Pf2 ≤ sup
{f∈F?:Pf2=r2}
−Pn(Πf)(Π⊥f)/r2.
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Furthermore, writing F?r = {f ∈ F? : Pf2 ≤ r} and γ′ = γψ/‖γψ‖L2(P ),
sup
f∈F?r
−Pn(Πf)(Π⊥f) = sup
f∈F?r
−Pn(Pγ′f)γ′(Π⊥f)
≤ sup
f∈F?r
Pγ′f · sup
f∈F?r
−Pnγ′(Π⊥f)
≤ r sup
f∈F˜ :Pf2≤r2
(P − Pn)γ′f.
In the first line above we simply write the projection Πf = (Pγ′f)γ′ explic-
itly, and to derive the third from the second we observe that Pγ′(Π⊥f) = 0
and that we can bound the supremum of (P − Pn)γ′f over f ∈ Π⊥F?r by
that supremum over f in the larger set F˜r = {f ∈ F˜ : Pf2 ≤ r2}. Thus,
(45) holds if (P − Pn)γψf ≤ η‖γψ‖L2(P )r for all f ∈ F˜ with Pf2 ≤ r2.
Combining this with our previous results yields the claimed bound.
APPENDIX B: ASYMPTOTICS
In this section, we will examine the asymptotic consequences of Theo-
rem 11. Our first step is a proof of Theorem 2. To keep our assumptions as
simple as possible, we use Markov’s inequality to replace the ‘with probability
1− δ’ statements of (39) with statements about expectations. This leads
to constant factors with strong dependence on δ. If the functions f ∈ F are
bounded, this can be substantially improved using variants of Talagrand’s
inequality (e.g., Bartlett, Bousquet and Mendelson, 2005, Theorem 2.1).
Throughout the section, we will write Fr to denote F ∩ rL2(P ).
Proof of Theorem 2. We will first derive the conditions (39) of The-
orem 11 from those of Theorem 2. Via Markov’s inequality, it suffices to
establish the sufficient conditions
Rn(Fc0r) ≤ c1r(r/Mp(F))p/(p−2),
δ−12 E sup
f∈Fr
|(P − Pn)γψf | ≤ ‖γψ‖L2(P )r/16,
δ−13 E sup
f∈Fr
|Pnh(·, f)− γψf | ≤ ηMr2/2,
δ−14 E sup
f∈F
|Pnh(·, f)− γψf | ≤ RH.
Because Ph(·, f) = Pγψf for all f ∈ F ,
E sup
f∈Fr
|Pnh(·, f)− γψf | = E sup
f∈Fr
|(Pn − P )h(·, f)− (Pn − P )γψf |
≤ E sup
f∈Fr
|(Pn − P )h(·, f)|+ E sup
f∈Fr
|(Pn − P )γψf |.
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Via this bound and the symmetrization inequality E supg∈G |(Pn − P )g| ≤
2Rn(G) (e.g., van der Vaart and Wellner, 1996, Lemma 2.3.1), the conditions
above hold if
Rn(Fc0r) ≤ c1r(r/Mp(F))p/(p−2),
2δ−12 Rn(γψFr) ≤ ‖γψ‖L2(P )r/16,
2δ−13 [Rn(h(·,Fr)) +Rn(γψFr)] ≤ ηMr2/2,
2δ−14 [Rn(h(·,F)) +Rn(γψF)] ≤ RH.
Letting ηM = 8/δ3, the first and third conditions above follow from the as-
sumptions of Theorem 2. The second is also implied by our assumption
Rn(γψFr) ≤ r2 so long as r ≤ δ2‖γψ‖L2(P )/32, and we will let RH =
2δ−14 [Rn(h(·,F)) + Rn(γψF)] to ensure the satisfaction of the fourth. Fi-
nally, note that while the definition of κ in Theorem 2 and Theorem 11
differ, the former bounds the latter. In summary, under the assumptions of
Theorem 2,
(46)
n−1
n∑
i=1
(γˆi − γˆψ(Zi))2 ≤ s2γ for sγ = 16δ−13 σ−1n1/2r2 + δ−1/25 κ
Ih,F˜ (γˆ) ≤ 2δ−14 [Rn(h(·,F)) +Rn(γψF)] + 21/2σ‖γψ‖1/2L2(Pn)n
−1/2s1/2γ∣∣∣∣∣n−1
n∑
i=1
(γˆi − γψ)(Yi −m(Zi))
∣∣∣∣∣ ≤ δ−1/26 ‖v‖1/2∞ n−1/2sγ .
with probability
1−δ1− 32r‖γψ‖L2(P )
−
6∑
j=3
δj−2 exp
{
−c3n
Pγ2ψ
M2γψ
}
−2 exp
{
−c2n
(
r
Mp(F)
)2p/(p−2)}
.
if σ ≤ √nmin{r/4, 2δ−1/23 κ−1/2r3/2}. We simplify our conditions by ob-
serving that Fc0r ⊆ max{c0, 1}Fr, so Rn(Fc0r) ≤ c1r(r/Mp(F))p/(p−2) if
Rn(Fr) ≤ c′1r(r/Mp(F))p/(p−2) for c′1 = c1/max{c0, 1}.
Now referring to our error decomposition (15),
ψˆ(m)− ψ(m)− Pnι(Yi, Zi) = Pn [h(Zi, mˆ−m)− γˆi(mˆ−m)]
+ Pn(γˆi − γψ(Zi))(Yi −m(Zi)).
We can express the first term on the right side as ‖mˆ − m‖F˜U with U =
Pnh(Zi, f) − γˆif(Zi) and f = (mˆ −m)/‖mˆ −m‖F˜ and the second term as
‖v‖1/2∞ V for V = Pn(γˆi − γψ(Zi))εi/‖v‖1/2∞ . The claimed bounds on U and
V follow from (46) with δ1 = δ and
∑6
j=3 δj = δ.
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We will now prove our simple asymptotic result, Theorem 1, as a conse-
quence of Theorem 2. We will use the following lemma, which implies that
if F is Donsker, then for any η > 0, inf{r > 0 : Rn(Fr) ≤ ηr2} = o(n−1/4).
Lemma 12. Let τn(r) be a sequence of positive functions, each increasing
in r, and satisfying τn(sn) = o(n
−1/2) for all positive sequences sn → 0.
For any η, there exists a positive sequence rn satisfying rn = o(n
−1/4) and
τn(rn) ≤ ηr2n.
Proof. Let rn =
√
τn(n−1/4)/η. Then rn = o(n−1/4) and τ(rn) ≤ ηr2n =
τ(n−1/4) for n sufficiently large that rn ≤ n−1/4. If necessary, increase finitely
many elements of rn to ensure that this condition is satisfied for all n.
Proof of Theorem 1. We will prove asymptotic linearity (11) here,
deferring our claims about regularity and efficiency to Section B.1 below. If,
for any δ > 0, the bounds of Theorem 2 hold with δ′ → 0 as n → ∞, we
have the characterization
ψˆAML − ψ(m)− n−1
n∑
i=1
ι(Yi, Zi) = OP (‖mˆ−m‖F˜U + V ).
Thus, our task is showing that under the assumptions of Theorem 1, this
happens, and that furthermore κ → 0, r = o(n−1/4), and Rn(h(·,F)) +
Rn(γψF) is op(n−1/2) if ρn → 0 in Theorem 1 and Op(n−1/2) if ρn 6→ 0. This
is sufficient, as our consistency assumption (10) from Theorem 1 requires
that ‖mˆ−m‖F˜ = Op(1) if ρn → 0 and op(1) otherwise, and therefore
ψˆAML − ψ(m)− n−1
n∑
i=1
ι(Yi, Zi)
= OP (‖mˆ−m‖F˜ [Rn(h(·,F)) +Rn(γψF) + o(n−1/2)] + oP (n−1/2))
= oP (n
−1/2),
We also claim that the weights γˆi estimate γψ consistently in Theorem 1,
and our bound on Pn(γˆi − γψ(Zi))2 from Theorem 2 implies this when
r = o(n−1/4) and κ→ 0.
We now turn to the task of proving these bounds. We will begin by show-
ing that a pair of nonrandom function classes FL, F satisfy FL ⊆ F˜ ⊂ F
with probability 1− δ as required by Theorem 2. When we do this, we will
run into conflict between Theorem 1 and Theorem 2 on the meaning of F .
Here we will write F ′ for the Donsker class that is called F in Theorem 1,
so in our notation F˜n = F ′ ∩ ρnL2(Pn), or more simply F˜ = F ′ ∩ ρL2(Pn).
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We define F = F ′ ∩ (21/2ρ′)L2(P ) and FL = (ρ/ρ′)(F ′ ∩ (2−1/2ρ′)L2(P ))
with ρ′ = max{ρ, ρ?}. Here ρ? satisifies ρ2? ≥ 40MRn(F ′ρ?)+52M2 log(2/δ)/n
for M = supf∈F ′‖f‖∞. We use this definition because
F ′∩(2−1/2ρ?)L2(P ) ⊆ F ′∩ρ?L2(Pn) ⊆ F ′∩(21/2ρ?)L2(Pn) with prob. 1−δ
as a consequence of Bartlett, Bousquet and Mendelson (2005, Corollary 2.2
and Lemma 3.6). Thus, FL ⊆ F˜ ⊆ F with probability 1− δ, as
F = F ′ ∩ (21/2ρ′)L2(P ) ⊇ F ′ ∩ ρ′L2(Pn) ⊇ F ′ ∩ ρL2(Pn);
FL = (ρ/ρ′)(F ′ ∩ (2−1/2ρ′)L2(P )) ⊆ (ρ/ρ′)(F ′ ∩ ρ′L2(Pn)) ⊆ F ′ ∩ ρL2(Pn).
We will now show that κ→ 0. Because F ′ is Donsker, Rn(F ′rn) = o(n1/2)
when rn → 0 (e.g., Ledoux and Talagrand, 2013, Theorem 14.6) and there-
fore
√
n[20Rn(F ′rn) + 26M log(2/δ)/n]→ 0. By Lemma 12 it follows we can
take ρ? = o(n
−1/4). Thus, ρ′/ρ = o(n1/4), as ρ−1 = o(n1/2) by assumption
and either ρ′ = ρ or ρ′ = o(n−1/4). As FL = (ρ/ρ′)(F ′ ∩ (2−1/2ρ′)L2(P )), it
follows that
‖·‖FL ≤ max
{
(ρ′/ρ)‖·‖F ′ , 21/2ρ−1‖·‖L2(P )
}
≤ o
(
n1/4 max
{
n1/4‖·‖F ′ , n1/2‖·‖L2(P )
})
≤ O(snn1/2‖·‖F ′) for sn → 0.
Because spanF ′ is dense in its closure, there exists a sequence gj ∈ spanF ′
converging to γψ, and it follows that there exists a convergent subsequence
gjn with ‖gjn‖F ′ = o(s−1n ). Consequently, ‖gjn‖FL = o(n1/2) and that κ2 ≤
‖gjn − γψ‖2L2(P ) + σ2‖gjn‖2FL/n = o(1).
We will now show that r = o(n−1/4), considering rQ, rM , and rP in turn.
Because Fr ⊆ F ′r where F ′ is Donsker, Rn(Frn) = o(n1/2) when rn → 0.
By Lemma 12, it follows that rQ = inf{r > 0 : Rn(Fr) ≤ c1r2/M∞(F)}
is o(n−1/4). A variation of this argument works for rH . It is based on
the inclusion h(·,Fr) ⊆ h(·,F ′r) ⊆ h(·,F ′) ∩ ωh(r)L2(P ) where ωh(r) =
supf∈F ′r‖h(·, f)‖L2(P ). By assumption, ωh(r) → 0 as r → 0, and because
h(·,F ′) is Donsker, Rn(h(·,F ′) ∩ ωnL2(P )) = o(n1/2) when ωn → 0. It fol-
lows that Rn(h(·,Frn)) ≤ Rn(h(·,F ′) ∩ ωh(rn)L2(P )) = o(n−1/2) and, by
Lemma 12, that rM = o(n
−1/4). The argument that rP = o(n−1/4) is analo-
gous, with γψF ′ and ωγ(r) = supf∈F ′r‖γψf‖L2(P ) substituted for h(·,F ′) and
ωh; ωγ(r)→ 0 as r → 0 by Ho¨lder’s inequality because supf∈F ′‖f‖∞ <∞.
Having established this characterization of κ and r, it follows that any
constant σ satisfies the requirements of Thereom 2 asymptotically and that
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δ′ → 0. All that remains is to show that Rn(h(·,F)) +Rn(γψF) is O(n−1/2)
and, if ρn → 0, that it is o(n1/2). Because h(·,F) ⊆ h(·,F ′) and γψF ⊆ γψF ′
and h(·,F ′) and γψF ′ are Donsker, Rn(h(·,F)) = O(n−1/2) and Rn(γψF) =
O(n−1/2). Furthermore, if ρn → 0, we have F ⊆ F ′ ∩ ρ′nL2(P ) for ρ′n → 0,
and we’ve shown in the previous paragraph that Rn(h(·,F ′rn)) = o(n−1/2)
and Rn(γψF ′rn) = o(n−1/2) when rn → 0, so this sum will be o(n−1/2). This
completes our proof.
We conclude this section by proving Corollary 3, a variant of Theorem 1
for F˜n defined as the absolutely convex hull of En−F ′ for a finite-dimensional
set En and a Donsker class F ′ intersected with a ball ρnL2(Pn) with ρn → 0.
This is used in Section 2.3 to justify the inclusion in F˜ of a number of
functions estimated on an auxiliary sample.
Proof of Corollary 3. Following our proof of Theorem 1, it suffices
to show that for any δ > 0, there exists FL, F such that FL ⊆ F˜ ⊆ F with
probability 1−δ, ‖·‖FL = o(n1/2)‖·‖F ′ , rQ, rH , and rP defined in Theorem 2
are o(n−1/4), and Rn(h(·,F)) and Rn(γψF) are o(n−1/2).
Let ∆ to be the absolutely convex hull of En−F ′, and take F = ∆21/2ρ′ and
FL = (ρ/ρ′)∆2−1/2ρ′ for ρ′ = max{ρ, ρ?} and ρ? satisfying ρ2? ≥ 40MRn(∆ρ?)+
52M2 log(2/δ)/n with M = supδ∈∆‖δ‖∞. As in the proof of Theorem 1, we
have FL ⊆ F˜ ⊆ F with probability 1− δ.
We bound Rn(∆r) by decomposing each δ ∈ ∆ into its orthogonal pro-
jection Πδ on the span of E and its projection Π⊥δ onto its orthogonal
complement. Then by the triangle inequality,
Rn(∆r) = E sup
δ∈∆∩rL2(P )
Pniδ
≤ E sup
δ∈∆∩rL2(P )
PniΠδ + E sup
δ∈∆∩rL2(P )
PniΠ
⊥δ
Because Π⊥δ ∈ F ′ for all δ ∈ ∆ and ‖Π⊥δ‖L2(P ) ≤ ‖δ‖L2(P ), the second term
is bounded by Rn(F ′r). And because Πδ ∈ span E , the first is bounded by
Rn(span E ∩ rL2(P )), which is no larger than r
√
K/n when E is spanned by
K elements (e.g., Koltchinskii, 2006, Example 1). It follows that Rn(∆r) ≤
Rn(F ′r) + r
√
K/n. Similarly decomposing h(·, δ) and γψδ in terms of their
orthogonal projections on the span of h(·, E) and γψE respectively,
(47)
Rn(h(·,∆r)) ≤ Rn(h(·,F ′r)) + ωh,E(r)
√
K/n,
Rn(γψ∆r) ≤ Rn(γψF ′r) + ωγ,E(r)
√
K/n.
50 HIRSHBERG AND WAGER
In this, ωh,G(r) and ωγ,G(r) are the moduli of continuity supf∈G∩rL2(P )
‖h(·, f)‖L2(P ) and supf∈G∩rL2(P ) ‖γψf‖L2(P ) respectively.
We will now show that we can take ρ? = o(n
−1/4). M = supδ∈∆‖δ‖∞ is
bounded by supf∈F ′‖f‖∞+supe∈E‖e‖∞, so it is O(1) under our assumptions.
Furthermore, Rn(Frn) = o(n−1/2) for rn → 0 because F ′ is Donsker (e.g.,
Ledoux and Talagrand, 2013, Theorem 14.6). Thus, Lemma 12 establishes
that 40MRn(F ′ρ?) + 52M2 log(2/δ)/n ≤ ρ2?/2 for ρ? = o(n−1/4). It follows
that when ρ?
√
K/n ≤ ρ2?/2, i.e. when K ≤ nρ2?/4, ρ2? ≥ 40MRn(∆ρ?) +
52M2 log(2/δ)/n = 40MRn(F ′ρ?) + r
√
K/n+ 52M2 log(2/δ)/n as required.
And as in the proof of Theorem 1, this implies ‖·‖FL = o(n1/2)‖·‖F ′ .
We will now show that r = o(n−1/4), considering rQ, rM , and rP in turn.
Our argument from the previous paragraph, with different constants, estab-
lishes this for rQ. A variation on this argument works for rH . It is based
on the inclusion h(·,Fr) ⊆ h(·,∆)∩ωh,∆(r)L2(P ) where, by the triangle in-
equality, the modulus of continuity ωh,∆(r) of h on ∆ is bounded by the sum
ωh,F ′(r) +ωh,E(r) of the moduli of continuity of h on F ′ and E . By assump-
tion, these bounds will go to zero as r does. Because h(·,F ′) is Donsker,
Rn(h(·,F ′) ∩ ωh,∆(rn)) is o(n−1/2) when rn and therefore ωh,∆(rn)) goes
to zero, and as h(·,F ′rn) ⊆ h(·,F ′) ∩ ωh,∆(rn), it follows that Rn(h(·,F ′rn))
is o(n−1/2) as well. Then by Lemma 12, Rn(h(·,F ′rH )) ≤ r2H/2 for rH =
o(n−1/4). Finally, via (47), Rn(h(·,∆rH )) ≤ r2H/2 + rH
√
K/n, which is less
than r2H when K ≤ nr2H/4. The same argument applies to rP , substituting
the map f → γψf in place of f → h(·, f).
The final step of our argument is to show that Rn(h(·,F)) and Rn(γψF)
are o(n−1/2). Recall our definition F = ∆∩√2ρ′L2(P ). By (47), Rn(h(·,∆∩√
2ρ′L2(P ))) ≤ Rn(h(·,F ′ ∩
√
2ρ′L2(P ))) + ωh,E(
√
2ρ′)
√
K/n, and because
ρ′ → 0, the first term in this bound is o(n−1/2). The second term is o(n−1/2) if
Kω2h,E(
√
2ρ′)→ 0. Similarly,Rn(γψ∆∩
√
2ρ′L2(P )) is o(n−1/2) ifKω2γ,E(
√
2ρ′)
→ 0.
We can simplify these conditions on K by using two properties of the
moduli of continuity ωh,E and ωγ,E : ω(x) ≤ ω(y) for x ≤ y (increasingness)
and ω(αx) ≤ αω(x) for α ≥ 1 (sublinearity). Increasingness is clear from
their definition, and sublinearity follows from the linearity of f → h(·, f)
and f → γψf : ωh,E(αr) = supf∈Eαr‖h(·, f)‖ ≤ supf∈α(Er)‖h(·, f)‖ = αωh,Er
and similarly for ωγ,E . As a consequence of the sublinearity of each mod-
ulus ω, Kω2(
√
2ρ′) → 0 if and only if Kω2(ρ′) → 0, and because ρ′ =
max{ρ, ρ?} for ρ? = o(n−1/4), increasingness implies that Kω2(ρ′) → 0 if
Kω2(max{ρ, n−1/4})→ 0. Finally, via sublinearity, ω(1) ≤ max{ρ, n−1/4}−1
ω(max{ρ, n−1/4}), and consequently n−1/2 = O(ω2(max{ρ, n−1/4})). Thus,
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our conditions K ≤ nr2/4 for r ∈ {r?, rQ, rH , rP } are implied by the condi-
tions Kω2h,E(max{ρ, n−1/4})→ 0 and Kω2γ,E(max{ρ, n−1/4})→ 0.
B.1. Regularity and Efficiency. In this section, we will prove the
claims about regularity and efficiency in Theorem 1. We express our esti-
mand as a functional χ(P ) of the distribution of the observed data, defined
by χ(P ) = ψP (mP ) for ψP (m) = EP h(Z,m) and mP (z) = EP [Y | Z = z].
The first step of our proof is characterizing the tangent space of distributions
we consider, i.e., the set of probability measures P with mP ∈ M. Having
done this, we calculate the derivative χ˙P of χ at P on this tangent space. An
estimator for a differentiable functional χ(P ) with influence function ι(y, z)
is regular iff E ι(y, z)g(y, z) = χ˙P (s) for all scores g in the tangent space and
asymptotically efficient iff it is regular and ι(y, z) is in the closure of the
tangent space (van der Vaart, 2002, Section 1.2 and Example 4.6).
B.1.1. The tangent space. We will show that the tangent space at P to
the set of all models P ′ with regression functions mP ′ ∈M is
T = {g(y, z) : EP [g(Y,Z)] = 0, EP [(Y −mP (Z))g(Y,Z) | Z = z] ∈M}.
To show that T is contained in the tangent space, we construct a parametric
submodel for each score g ∈ T . To show that T contains the tangent space,
we will show that the score g of every one-dimensional parametric submodel
Pt is in T .
Containment of T in the tangent space. To show that each element of
T is the score of a one-dimensional parametric submodel, we use a tilting
construction (see e.g., Tsiatis, 2007, Section 4.5). Factor P into the product
of a regular conditional distribution P (· | Z = z) on Y and a marginal PM
on Z. Define a submodel Pt with EPt [Y | Z = z] = mP (z) + tm′(z) for
m′ ∈ M by choosing a bounded function k(x) satisfying k(0) = k′(0) = 1,
e.g., k(x) = 2(1 + e−2x)−1 (van der Vaart, 2002, Example 1.12), and taking
(48)
dPt(· | Z = z)/dP (· | Z = z) = k(ct(z)y + tb(y, z))EP [k(ct(Z)Y + tb(Y,Z)) | Z = z] ,
dPMt /dP
M = k(ta(z)),
for a, b, ct satisfying EP [a(Z)] = 0, EP [b(Y,Z) | Z] = 0, and
EP [Y k(ct(Z)Y + tb(Y,Z)) | Z = z]
EP [k(ct(Z)Y + tb(Y,Z)) | Z = z] = mP (z) + tm
′(z).
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For t = 0, this last condition is satisfied with ct(z) = 0, and we will use
the implicit function theorem to characterize a function ct(z) satisfying this
condition for t in a neighborhood of zero. This requires that the function
f(t, c) =
EP [Y k(cY + tb(Y,Z)) | Z = z]
EP [k(cY + tb(Y, Z)) | Z = z] −mP (z) + tm
′(z)
be continuously differentiable and that its derivative with respect to c be
nonzero at t = 0, and it implies that the solution ct is continuously differ-
entiable with c′t(z) = −(∂f/∂t)(t, ct(z))/(∂f/∂c)(t, ct(z)). These conditions
are satisfied, and
(∂f/∂t)(t, c) |t=0 = EP [Y b(Y, Z) | Z = z]− EP [Y | Z = z]EP [b(Y,Z) | Z = z]−m′(z)
= EP [Y b(Y, Z) | Z = z]−m′(z),
(∂f/∂c)(t, c) |t=0 = EP [Y 2 | Z = z]− (EP [Y | Z = z])2
= varP [Y | Z = z],
c′0(z) = (m
′(z)− EP [Y b(Y, Z) | Z = z]) / varP [Y | Z = z].
This yields a valid submodel, as our densities are nonnegative and integrate
to one, and by construction EPt [Y | Z = z] ∈ M. Furthermore, the score of
the submodel is
d
dt
|t=0 log
(
dPt(· | Z)/dP (· | Z) · dPMt /dPM
)
= a(Z) + (d/dt) |t=0 (ct(Z)Y + tb(Y,Z)− logEP [(ct(Z)Y + tb(Y, Z)) | Z])
= a(Z) + c′0(Z)Y + b(Y, Z)− EP [c′0(Z)Y + b(Y, Z) | Z]
= a(Z) + (b(Y,Z)− E[b(Y,Z) | Z])
+ ((Y −mP (Z))/ varP [Y | Z])(m′(Z)− EP [Y b(Y, Z) | Z])
using the expression for c′0 above, as this pointwise derivative is also a deriva-
tive in the required mean-square sense via van der Vaart (2002, Lemma
1.8). Any score g ∈ T can be represented in this way: g ∈ T satisfies
E[(Y − mP (Z))g(Y,Z) | Z] = E[Y (g(Y, Z) − E[g(Y,Z) | Z])] = m′(Z) for
m′ ∈M, so taking a(Z) = E[g(Y, Z) | Z] and b(Y,Z) = g(Y,Z)−E[g(Y,Z) |
Z] yields a submodel with the score a(Z) + b(Y, Z) = g(Y, Z).
Containment of the tangent space in T . The condition EP [(Y−mP (Z))g(Y,Z) |
Z = z] ∈M is equivalent to the condition EP [f(Z)EP [(Y −mP (Z))g(Y,Z) |
Z]] = 0 for all f ∈ M⊥, the L2(P )-orthogonal complement of M. Further-
more, for all bounded f , this is equivalent to the condition EP [f(Z)(Y −
mP (Z))g(Y,Z)] = 0. Now suppose that this condition holds for all bounded
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f and recall that we’ve assumed thatM⊥ has a ‖·‖L2(P )-dense bounded sub-
set. Each unbounded f ∈ M⊥ is the limit of a bounded sequence fj ∈ M⊥
satisfying EP [fj(Z)EP [(Y −mP (Z))g(Y,Z) | Z]] = 0, and by the Cauchy-
Schwarz inequality, EP [(f(Z) − fj(Z))EP [(Y − mP (Z))g(Y,Z) | Z]] → 0
and therefore EP [f(Z)EP [(Y −mP (Z))g(Y,Z) | Z]] = 0. Thus, it suffices to
show that EP [f(Z)(Y −mP (Z))g(Y,Z)] = 0 for all bounded f ∈M⊥.
We will show that this holds. For a sequence tn → 0, let pn and p be
densities of Ptn and P with respect to a σ-finite dominating measure µ.
Because g is the score of Pt, t
−1
n (
√
pn−√p) converges to (1/2)g√p in L2(µ),
and it follows that
√
pn → √p in L2(µ) and consequently that t−1n (
√
pn −√
p)(
√
pn +
√
p) → (1/2)g√p · 2√p = gp in L1(µ). Thus, for any bounded
function b(y, z),∫
b(y, z)t−1n (
√
ptn −
√
p)(
√
ptn +
√
p)dµ
→
∫
b(y, z)gp = EP [b(Y,Z)g(Y,Z)] as n→∞.
Taking bj(y, z) = (y − mP (z))f(z)1(|y − mP (z)| ≤ j), for any fixed n, by
dominated convergence,∫
bj(y, z)t
−1
n (
√
ptn −
√
p)(
√
ptn +
√
p)dµ
→ t−1n
(∫
(y −mP (z))f(z)ptndµ+
∫
(y −mP (z))f(z)pdµ
)
= 0 as j →∞.
Here the integrals in the limit are zero because EPt [f(Z)(Y − mP (Z))] =
EPt [f(Z)(mPt − mP )(Z)] and mPt − mP is in M and therefore orthogo-
nal to f for all t in any submodel Pt. Furthermore, EP [bj(Y, Z)g(Y,Z)] →
EP [f(Z)(Y −mP (Z))g(Y,Z)] as j → ∞ by dominated convergence. Thus,
we have EP [f(Z)(Y −mP (Z))g(Y,Z)] = 0 + δj + δj,n for δj and δj,n that
become arbitrarily small as j →∞ and n→∞ for fixed j respectively, and
it follows that EP [f(Z)(Y −mP (Z))g(Y,Z)] = 0. This completes our proof
that T is our tangent space.
B.1.2. The Pathwise Derivative of χ, Regularity, and Efficiency. We will
calculate the derivative of our functional χ(P ) on the tangent space T . As
discussed above, for any score g ∈ T , there is a submodel Pt of the form
defined in (48), with regression function mPt(z) = mP (z) + tm
′(z) for m′ ∈
M. Furthermore, its score satisfies m′(z) = E[(Y −mP (Z))g(Y,Z) | Z = z].
The form of our path makes it easy to calculate the derivative of χ(Pt),
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as χ(Pt) depends only on mPt and the marginal distribution of Z. Letting
a(z) = EP [g(Y,Z) | Z = z],
(∂/∂t) |t=0 χ(Pt) = (∂/∂t) |t=0 EPt [h(Z,mPt)]
= EP [(∂/∂t) |t=0 k(ta(Z))h(Z,mP + tm′)]
= EP [a(Z)h(Z,mP )] + EP [h(Z,m′)].
Here we rely on dominated convergence to interchange integration and dif-
ferentiation. Dominatedness follows, via the mean value theorem, from the
boundedness of k′(·) and the square integrability of a(z), h(z,m), and h(z,m′).
The first term above is equal to EP [g(Z)h(Z,mP )], which we can write
more canonically as EP [g(Z)(h(Z,mP ) − ψP (mP ))] because EP [g(Z)] =
0. Furthermore, if γψ is the Riesz representer for ψP (·) = EP [h(Z, ·)] on
a superset of M, we can write the second term as EP [γψ(Z)m′(Z)] =
EP [γψ(Z)EP [(Y −mP (Z))g(Y, Z) | Z]]. Thus, ι(y, z) = h(z,mP )−ψP (mP )+
γψ(z)(y−mP (z)) is an influence function, as EP [ι(Y,Z)g(Y, Z)] = (∂/∂t) |t=0
χ(Pt). This establishes our regularity claim.
Furthermore, ι is in the closure of the tangent space T , and therefore the
efficient influence function, if and only if EP [(Y −mP (Z))ι(Y, Z) | Z = z]
is in the closure of M. As EP [(Y − mP (Z))ι(Y,Z) | Z = z] = EP [(Y −
mP (Z))
2 | Z = z]γψ(z), this happens if and only if vγψ is in the closure of
M for v(z) = EP [(Y −mP (Z))2 | Z = z]. This completes our proof.
Note that if ψP is not continuous, χ is not differentiable: for a submodel
Pt with constant marginal distribution on Z, t
−1(χ(Pt)− χ(P )) = ψP (m′),
which is bounded for all m′ ∈ M if and only if ψP is continuous. Thus, as
the existence of a regular estimator for χ(P ) implies the differentiability of
χ (van der Vaart, 1991, Theorem 2.1), it implies the continuity of ψP .
B.2. Estimating γψ at the optimal rate. Here we consider the op-
timality of the rate ‖γˆ − γψ‖L2(P ) = OP (r) discussed in Section 2.2. We use
the notation of Theorem 2.
If F is a class of uniformly bounded functions with empirical metric en-
tropy logN(F ;L2(Pn); ) = O(−2ρ) for ρ > 1, it can be shown that rQ =
O(n−1/(2+2ρ)) (see e.g., Koltchinskii, 2006, Equation 2.4). Furthermore, if
γψ is bounded and the map f → h(·, f) is well-behaved, γψF and h(·,F)
will satisfy the same entropy bound, and r will have this rate as well. For
F equal to the unit ball of a Ho¨lder space Cs([0, 1]d) of order s > d/2, we
have such entropy bound with ρ = d/(2s) (Tikhomirov, 1993; van der Vaart,
1994), and we get the well-known minimax rate n−1/(2+d/s) for estimating
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a function f with ‖f‖F < ∞ from direct observations of f(Zi) + ξi with
gaussian noise ξi (e.g., Gyo¨rfi et al., 2006, Theorem 3.2).
While the general problem of estimating a Riesz representer is nonstan-
dard, one point of reference is Example 1, in which f → h(·, f) is well-
behaved and γψ(x,w) = w/e(x) for e(x) = E[Wi | Xi = x]. If e(x) is
bounded away from zero, γψ and e(x) are estimable at the same rate, and in
the case that ‖e‖Cs([0,1]d)<∞, the minimax rate for estimating the directly
observed function e(x) is n−1/(2+d/s). In this example, when s > d/2, our
estimator γˆψ for F = {wg : ‖g‖Cs([0,1]d) ≤ 1} attains the minimax rate, as
‖γψ‖F < ∞ and F has metric entropy comparable to that of the unit ball
of our Ho¨lder space.
APPENDIX C: SIMULATION STUDY: DETAILS
C.1. Simulation Design. In all our simulations, we start by generat-
ing data (Xi, Yi, Wi), such that the expectation of Yi andWi has a non-linear
dependence on a low-dimensional set of covariates Xi. We then fit our signal
of interest using a sparse linear combination of transformations φj(Xi) of
the original features Xi. We considered data-generating distributions of the
form
Xi ∼ N (0, Id×d) , Wi
∣∣Xi ∼ LXi , Yi ∣∣Xi, Wi = N (b(Xi) +Wiτ(Xi), 1) ,
for different choices of dimension d, treatment assignment distribution LXi ,
baseline main effect µ(·) and treatment effect function τ(·). We considered
the following 4 setups, each of which depends on a sparsity level k that
controls the complexity of the signal.
1. Beta-distributed treatment,Wi
∣∣Xi ∼ B(α(Xi), 1− α(Xi)), with ζ(x) =∑k
j=1 xj/
√
k, η(x) = sign(ζ(x))ζ2(x), α(x) = max{0.05, min{0.95,
1/(1 + exp[−η(x)])}}, µ(x) = η(x) + 0.2(α(x)− 0.5), and τ(x) = −0.2.
2. Scaled Gaussian treatment, Wi
∣∣Xi ∼ N (λ(Xi), λ2(Xi)), with η(x) =
2k−1
∏k
j=1 xj , µ(x) = sign(η(x))
√|η(x)|, λ(x) = 0.1 sign(µ(x)) +µ(x),
and τ(x) = max {x1 + x2, 0} /2.
3. Poisson treatment, Wi
∣∣Xi ∼ Poisson(λ(Xi)), with τ(x) = k−1∑kj=1
cos (pixj/3), λ(x) = 0.2 + τ
2(x), and µ(x) = 4d−1
∑d
j=1 xj + 2λ(x).
4. Log-normal treatment, log(Wi)
∣∣Xi ∼ N (λ(Xi), 1/32), with ζ(x) =∑k
j=1 xj/
√
k, µ(x) = max {0, 2ζ(x)}, λ(x) = 1/(1+exp[− sign(ζ(x))ζ2(x)]),
and τ(x) = sin (2pix1).
C.2. Methods under Comparison. We first consider two variants of
the minimax linear estimator. The simpler option is minimax over the
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class FM described in (20) whereM is defined in terms of a basis expansion
φ(x) of our covariates,
(49) M =
f(x) : f(x) =
∞∑
j=1
βjφj(x),
∞∑
j=1
|βj | ≤ 1
 .
Throughout, we use a basis sequence φj = ajφ
′
j , where φ
′
j are d-dimensional
interactions of standardized Hermite polynomials that are orthonormal with
respect to the standard Gaussian distribution. The sequence of weights {aj}
varies with order k of the polynomial φj ; aj = 1/(k
√
nk,d) where nk,d is the
number of terms of order k. Observe that
∑∞
j=1 a
2
j = 1 and therefore, for
standard normal X,
∑∞
j=1 Eφj(X)2 = 1. It follows that if the density of X
with respect to Gaussian measure is bounded,
∑∞
j=1 Eφj(X)2 <∞, and so
M is Donsker. When Wi is bounded, this implies that FM is also Donsker;
see, e.g., van der Vaart and Wellner (1996, Section 2.13.2 and Section 2.10).
Then, motivated by popular idea of propensity-stratified estimation in the
causal inference literature (Rosenbaum and Rubin, 1984), we consider mini-
max linear estimation over the expanded class FM+ whereM+ extendsM
by adding to our basis expansion φ(x) the following random basis functions:
• Multi-scale strata of the estimated average treatment intensity eˆ(Xi)
(we balanced over histogram bins of length 0.05, 0.1, and 0.2),
• Basis elements obtained by depth-3 recursive dyadic partitioning (i.e.,
pick a feature, split along its median, and recurse), and
• Leaves generated by a regression tree on the Wi (Breiman et al., 1984).
The idea behind using this expanded class is that we may be able to improve
the practical performance of the method by opportunistically adding a small
number of basis functions that help mitigate bias in case of misspecification
(i.e., when µ and τ do not have finite gauge ‖·‖M). The motivation for
focusing on transformations of eˆ(Xi) is that accurately stratifying on e(Xi)
would suffice to eliminate all confounding in the model (19).15 Because FM+
is a function of Z1 . . . Zn for Zi = (Xi,Wi), it is not necessary to use a cross-
fitting scheme like the one described in Section 2.3.16 With both FM and
FM+, we take σ2 = 1 in (21).
15In the case of binary treatments Wi, this corresponds to the classical result of Rosen-
baum and Rubin (1983), who showed that the propensity score is a balancing score. With
non-binary treatments, E
[
Wi
∣∣Xi] is not in general a balancing score (Imbens, 2000);
however, it is a balancing score for our specific model (19).
16Theorem 2 gives bounds for the augmented minimax linear estimator based on FM+
that depend on the complexity of a class F that satisfies F ⊃ FM+ with high probability,
e.g., one including indicators for strata of all functions in M and the leaves of low-depth
trees partititioning the covariates.
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The remaining methods we consider all combine a regression adjustment
(µˆ(x), τˆ(x)) with various weighting schemes. To get such regression adjust-
ments, we first fit the marginal response function r(x) = E
[
Yi
∣∣Xi = x] and
e(x) via a cross-validated lasso (Tibshirani, 1996) on the basis φ(x). We then
fit τ(x) via the R-lasso method proposed by Nie and Wager (2017), again on
φ(x), and finally set µˆ(x) = rˆ(x)− τˆ(x)eˆ(x). As discussed in Nie and Wager
(2017), this method is appropriate when the treatment effect function τ(x)
is simpler than r(x) and e(x), and allows for faster rates of convergence on
τ(x) than the other regression components whenever the nuisance compo-
nents can be estimated at op(n
−1/4) rates in root-mean squared error. We
use the same regression adjustment for all methods. Note that we only use
the basis φ(x) for this regression; we do not use the random basis functions
that we used to define M+.
Ten-fold cross-fitting is used throughout: where τˆ(Xi) and µˆ(Xi) appear
in (22) and (23), we use estimators τˆ (−i) and µˆ(−i) trained on the folds that
do not include unit i. This reduces dependence on (Yi, Xi,Wi) and therefore
mitigates potential own-observation bias in ψˆDR (see e.g., Chernozhukov
et al., 2018). However, we do get some dependence through the estimates of rˆ
and eˆ used to train τˆ and through lasso tuning parameters, which are chosen
once for all i by cross-validation. This dependence can be eliminated using
a computationally demanding nested sample splitting scheme; we follow the
grf package of Athey, Tibshirani and Wager (2019) in using the following
simplified scheme.
1. Partition the indices 1 . . . n into K = 10 folds of equal size, associating
each index with a fold fi ∈ 1 . . .K.
2. For each fold j ∈ 1 . . .K, train rˆj,λr and eˆj,λe on observations for
{i : fi 6= j} for fixed values λr, λe of the lasso penalty parameter.
Choose values λˆr, λˆe by cross-validation, solving
λˆr = argmin
λr
n∑
i=1
(Yi− rˆfi,λr(Xi))2, λˆe = argmin
λe
n∑
i=1
(Wi− eˆfi,λe(Xi))2.
3. For each fold j ∈ 1 . . .K, train τˆj,λτ (x) = φ(x)T βˆj for fixed λτ by
βˆj = argmin
τ
∑
i:fi 6=j
(Yi−rˆfi,λˆr(Xi)−(Wi−eˆfi,λˆe(Xi))φ(Xi)
Tβj)
2+λτ‖βj‖`1 .
Choose a value λˆτ by cross-validation, solving
λˆτ = argmin
λτ
n∑
i=1
(Yi − rˆfi,λˆr(Xi)− (Wi − eˆfi,λˆe(Xi))τˆfi,λτ (Xi))
2.
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4. Define τˆ (−i) = τˆfi,λˆτ and µˆ
(−i) = rˆfi,λˆr(x)− τˆfi,λˆτ (x)eˆfi,λˆe(x).
The estimator of vw(x) = Var [W | X = x] used in the plugin double robust
method is via cross-fit lasso regressing (Wi − eˆfi,λˆe(Xi))2 on φ(Xi).
Our theoretical results for ψˆAML do not justify the use of this cross-
fitting scheme, as mˆ(−i)(x,w) = µˆ(−i)(x) + wτˆ (−i)(x) is a function of the
fold indicator fi as well as x,w, and for this reason ‖mˆ −m‖F˜ = ∞. This
does not, however, seem to cause problems in our simulations.
APPENDIX D: COMPUTING THE WEIGHTS
The optimization problem (8) that defines our weights γˆ,
γˆ = argmin
γ∈Rn
I2
h,F˜ (γ) +
σ2
n2
‖γ‖2, Ih,F (γ) = sup
f∈F
1
n
n∑
i=1
[γif(Zi)− h(Zi, f)].
is strongly convex and not extremely high dimensional, so it is often fairly
tractable. However, because the objective function involves a supremum over
a set F˜ , it is helpful to reformulate the problem for implementation. We will
discuss the case that F˜ is the absolutely convex hull absconv{φ1, φ2, . . .}. We
will assume, in addition, that we have decay in φj and h(·, φj) that justifies
working with a finite dimensional approximation to F˜ , the absolutely convex
hull F˜p of the first p basis functions. When we do this, our optimization
problem above can be expressed as a finite-dimensional quadratic program,
argmin
(t,γ)∈Rn+1
t2 +
σ2
n2
‖γ‖2 subject to∣∣∣∣∣n−1
n∑
i=1
[γiφj(Zi)− h(Zi, φj)]
∣∣∣∣∣ ≤ t for j ∈ 1 . . . p,
as Ho¨lder’s inequality is sharp on `1, i.e.,
Ih,F˜p(γ) = sup‖β‖`1≤1
p∑
j=1
βj
(
n−1
n∑
i=1
[γiφj(Zi)− h(Zi, φj)]
)
= max
j≤p
∣∣∣∣∣n−1
n∑
i=1
[γiφj(Zi)− h(Zi, φj)]
∣∣∣∣∣.
Our implementation of the average partial effect estimator described in
Section 3.1, included in the R package amlinear, uses a variant of this for-
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mulation appropriate to the class FM (20):
argmin
(tµ,tτ ,γ)∈Rn+2
t2µ + t
2
τ +
σ2
n2
‖γ‖2 subject to∣∣∣∣∣n−1
n∑
i=1
γiφj(Zi)
∣∣∣∣∣ ≤ tµ for j ∈ 1 . . . p,∣∣∣∣∣n−1
n∑
i=1
(Wiγi − 1)φj(Zi)
∣∣∣∣∣ ≤ tτ for j ∈ 1 . . . p.
Finite-dimensional approximation. To determine the number of basis func-
tions we need to include in F˜p, we consider the conditional bias term in (15).
For any weights γ, it is bounded by
‖mˆ−m‖F˜Ih,F˜ (γ) = ‖mˆ−m‖F˜
[
Ih,F˜p(γ) + Ih,F˜ (γ)− Ih,F˜p(γ)
]
.
In particular, for
γˆ = argmin
γ∈Rn
I2
h,F˜ (γ) +
σ2
n2
‖γ‖2, γˆp = argmin
γ∈Rn
I2
h,F˜p(γ) +
σ2
n2
‖γ‖2,
we have the bound
‖mˆ−m‖F˜Ih,F˜p(γˆp) + ‖mˆ−m‖F˜
(
Ih,F˜ (γˆp)− Ih,F˜p(γˆp)
)
≤ ‖mˆ−m‖F˜Ih,F˜ (γˆ) + ‖mˆ−m‖F˜
(
Ih,F˜ (γˆp)− Ih,F˜p(γˆp)
)
.
The excess that results from the use of γˆp instead of γˆ is bounded by the
latter term. In this term, the difference Ih,F˜ (γˆp)− Ih,F˜p(γˆp) is bounded by
sup
f∈F˜
inf
f∈F˜p
(
‖γˆp‖‖f − f ′‖L2(Pn) + ‖h(·, f − f ′)‖L2(Pn)
)
≤ ‖γˆp‖ sup
j>p
‖φj‖L2(Pn) + sup
j>p
‖h(·, φj)‖L2(Pn),
so we choose p to control these suprema. To ensure that this excess is neg-
ligible relative to variance, so our estimator is asymptotically linear under
the assumptions of Theorem 1, these suprema must be oP (n
−1/2).
D.1. A dual approach. In Section 2.3, we describe an approach that
incorporates a regression function mˆ trained on an auxiliary sample into F˜ ,
which is defined as absconv(mˆ−F ′)∩ρL2(Pn) for a set F ′ which we will take
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to be absconv{φ1 . . . φp}. This is simply absconv({φ˜1 . . . φ˜p}) ∩ ρL2(Pn) for
φ˜j = mˆ− φj . Because of the intersection with ρL2(Pn), the approach above
will not work, as Ho¨lder’s inequality will not be sharp. It is more natural to
use the dual characterization of γˆ given by Lemma 5,
γˆi = gˆ(Zi) for gˆ = argmin
g
n−1
n∑
i=1
[g(Zi)
2 − 2h(Zi, g)] + σ2n−1‖g‖2F˜p ,
i.e., γˆi = φ˜(Zi)
T βˆ for
βˆ = argmin
β∈Rp
βTΦβ − 2hTβ + σ2n−1 max{‖β‖2`1 , ρ−2βTΦβ},
Φ = n−1
n∑
i=1
φ˜(Zi)φ˜(Zi)
T , hj = n
−1
n∑
i=1
h(Zi, φ˜j).
We can solve this by splitting β into positive and negative parts, which gives
an equivalent second order cone program: βˆ = βˆ+−βˆ− where the latter solve
argmin
(s,t,β+,β−)∈R2p+2
s− 2 (h −h)(β+
β−
)
+ σ2n−1t subject to
β+, β− ≥ 0,(
β+
β−
)T (
Φ −Φ
−Φ Φ
)(
β+
β−
)
≤ s, p∑
j=1
β+j +
p∑
j=1
β−j
2 ≤ t,
ρ−2s ≤ t.
D.2. Computation in Hilbert Spaces. The approaches discussed
above rely on finite-dimensional approximation and efficient solvers for quadratic
and second order cone programs. In contrast, when F˜ is the unit ball of a
Reproducing Kernel Hilbert Space, we can often solve the dual
gˆ = argmin
g
n−1
n∑
i=1
[g(Zi)
2 − 2h(Zi, g)] + σ2n−1‖g‖2F˜
without approximation by solving a n × n linear system. In particular, if
h(Zi, g) is a function of g(Zi), a well-known Representer theorem states
that the solution to this problem has the form gˆ(z) =
∑n
j=1 αˆjK(Zj , z),
where K(z′, z) is the kernel associated with our space (Scho¨lkopf, Herbrich
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and Smola, 2001). When gˆ is known to have this form, we can calculate αˆ
by substituting g(z) =
∑n
j=1 αjK(Zj , z) into our dual problem above and
solving the resulting unconstrained quadratic optimization problem over α,
αˆ = argmin
α
αT K¯α− 2h¯Tα+ σ2n−1αTGα,
K¯ij = n
−1
n∑
k=1
K(Zi, Zk)K(Zj , Zk),
h¯i = n
−1
n∑
k=1
h(Zk,K(Zi, ·)),
Gij = K(Zi, Zj).
This approach works in Example 1, as h(Zi, g) has the required form, and
variations apply in our other examples, as similar representer theorems hold
under appropriate conditions (see e.g. Argyriou and Dinuzzo, 2014).
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