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Ce manuscrit présente les principaux travaux que je conduis en tant que statisticienne, 
au sein du laboratoire de Mathématiques Jean Leray de Nantes (LMJL). Je suis arrivée au 
LMJL en 2000 et suis la première d’une longue série de probabilistes et statisticien(ne)s qui 
ont ensuite suivi mon recrutement (Philippe Carmona (Pr) en 2002, Anne Philippe (Pr) en 2005, 
Frédéric Lavancier (MC) en 2006, Nicolas Pétrellis (MC Chaire d’excellence Université-
CNRS 2009-2014) en 2009 puis Paul Rochet (MC) en 2012).  
A mon arrivée, tout était à faire ; et c’est ce qui m’a plu ! Prendre la responsabilité d’un 
certain nombre d’enseignements de Statistique, construire une formation dédiée aux 
Probabilités et à la Statistique au département de mathématiques ; mais aussi participer à la 
construction ou à l’élaboration des programmes de nouvelles formations, professionnalisantes 
ou à la recherche, dans lesquelles la Statistique avait toute sa place et puis enfin encadrer des 
étudiants. Cela m’a demandé beaucoup d’énergie ainsi qu’à mes collègues ; mais depuis mon 
recrutement : 
- En 2004, un Master professionnel d’Ingénierie Mathématique, formation 
professionnelle de haut niveau en Statistique, Probabilités et en Calcul Scientifique, a 
vu le jour. J’ai été successivement responsable en Maîtrise d’Ingénierie Mathématique 
du module Statistique inférentielle (2000-2001), Probabilités (2000-2002), 
Statistiques – apprentissage du logiciel de statistique R (2001-2005), puis en Master 
1 Analyse des données (depuis 2009) ; et en Master 2 du module Modèle linéaire et 
extensions (2004-2012), Plans d’expérience (2004-2006), Data Mining (2008-2012) 
et Apprentissage (depuis 2012). 
- En 2006, un Master 2 « Modélisation en Pharmacologie Clinique et Epidémiologie » 
co-habilité avec les universités Angers-Brest-Nantes-Tours et Poitiers a été créé à 
l’Université de Rennes 1. Il a pour objectifs de former des chercheurs ou des 
professionnels de haut niveau capables non seulement de concevoir et d'analyser de 
façon approfondie des données de tous types de protocoles de recherche clinique 
(pharmacologie clinique, essai thérapeutique) et épidémiologique (recherche 
étiologique, évaluation de méthodes diagnostiques, recherche de facteurs 
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pronostiques), mais aussi de développer une recherche méthodologique adaptée à ces 
différents domaines. J’ai été successivement responsable du module Régression 
linéaire multiple et plans d'expérience (2006-2012) avec Jean-Louis Auget (Pr, UFR 
de Pharmacie, Nantes), puis depuis 2012 Stratégie de modélisation et Modèle linéaire. 
J’interviens aussi dans le module Méthodes Statistiques avancées dans lequel je 
présente les Plans d’expérience depuis 2012. 
- En 2010, le parcours « Responsable de production en industrie bois » de la licence 
professionnelle « Bois et ameublement » spécialité construction et production bois 
était créé. Cette licence professionnelle est un partenariat entre partenariat entre l'UFR 
de Sciences et Techniques de l'Université de Nantes et l'Ecole .Supérieure du Bois 
(ESB). J’ai contribué à la création du parcours « Responsable de production en 
industrie bois » et en ai été responsable entre 2010et 2012. J’y enseigne une première 
approche de la Statistique descriptive et inférentielle depuis son ouverture. 
- En 2012, un parcours de Master 1 « Bioinformatique – Biostatistique » a vu le jour 
dans le master Biologie Santé. Il permet de poursuivre ensuite en Master 2 
"Modélisation en Pharmacologie Clinique et Epidémiologie - MPCE" ou 
"Bioinformatique". Je suis responsable du module Introduction à l’analyse exploratoire 
multidimensionnelle depuis sa création. 
- J’encadre de nombreux étudiants de niveaux M1 et M2 sur des durées limitées (entre 
4 et 6 mois). Je participe à des comités de suivi de thèse. J’ai co-dirigé avec Véronique 
Sébille (PU PH, UFR de Pharmacie, Nantes) un étudiant en thèse, Jean-Paul Lucas, 
entre 2009 et 2013. Enfin depuis octobre 2014, je co-encadre avec Christian Dina (IR 
CNRS, Institut du Thorax, Nantes) la thèse d’Elodie Persyn. Je présenterai plus 
amplement le travail de thèse de Jean-Paul Lucas et j’évoquerai les objectifs de la 
thèse d’Elodie Persyn dans la suite de ce document. 
Mon travail de thèse, intitulé Statistique de la pollution de l’air. Méthodes 
mathématiques. Applications au cas de la région parisienne (Bellanger, 1999), comportait à la 
fois une partie statistique théorique sur les franchissements de niveaux de processus ponctuels 
non stationnaires ( (Bellanger & Perera, 1999), (Bellanger & Perera, 2003)) et une partie 




Depuis, mon goût pour les applications de la statistique et pour le travail 
pluridisciplinaire a fait pencher mon travail de recherche vers la statistique appliquée. En 
fonction de mes appétences, j’ai donc fait le choix de poursuivre certaines collaborations de 
recherche débutées pendant ma thèse et d’en laisser certaines autres, liées aux travaux de 
statistique théorique, en sommeil. Mais, j’en ai aussi noué de nouvelles ; parfois d’ailleurs en 
lien directe avec les formations créées ; comme celle avec Véronique Sébille à l’origine de la 
création en 2008 de l’EA 4275-SPHERE "Biostatistique, Recherche Clinique et Mesures 
Subjectives en Santé" à Nantes. 
Mon travail de recherche s’articule aujourd’hui principalement autour de l’exploration 
de données dans des domaines aussi variés que l’environnement, l’écologie, la santé et 
l’archéologie. J’y ai d’ailleurs consacré un ouvrage scientifique et de réflexion, écrit avec 
Richard Tomassone (Bellanger & Tomassone, Exploration de données et Méthodes 
statistiques : data analysis & data mining avec R, 2014). L’exploration de données est un travail 
de longue haleine qui nécessite de réelles collaborations pluridisciplinaires. C’est seulement à 
cette condition que le statisticien peut, après s’être imprégné de l’autre discipline, traduire les 
problématiques liées aux données traitées en langage mathématique, déterminer la ou les 
méthodes les plus adaptées pour résoudre le problème auquel il s’est attelé et enfin proposer 
des solutions, des réponses. Sans reprendre la démarche complète développée dans le chapitre 
1 de (Bellanger & Tomassone, 2014) ; il me paraît nécessaire de souligner la nécessité de 
travailler par étapes et va et vient, entre les objectifs , le modèle  et les données . (Figure 
1). 
 








Comme nous l’indiquons dans (Bellanger & Tomassone, 2014) : 
La modélisation statistique est une forme d’art qui s’appuie sur un certain nombre 
d’outils mathématiques. C’est un instrument indispensable pour faire un apprentissage d’une 
réalité toujours complexe. Par sa capacité à simplifier la description d’une « situation » elle 
permet d’en déceler les traits essentiels. Il n’existe pas d’outil « toujours meilleur » pour 
n’importe quel utilisateur. Les outils les plus utiles sont ceux qui rendent aisé le plus grand 
nombre de tâches dans une exploration de données qu’un utilisateur doit réaliser. 
 
Aussi ai-je toujours privilégié, dans les travaux qui seront présentés par la suite, des 
réponses statistiques, bien sûr adaptées et validées ; mais autant que possible, simples. Très 
souvent l’utilisation de critères statistiques permet de choisir parmi différents modèles (ou 
scénarios) possibles le « meilleur » ; mais parfois ces critères ne sont pas discriminants. L’avis 
d’un expert s’avère alors déterminant et indispensable pour décider du modèle à retenir sur des 
critères non-statistiques ; mais tout aussi pertinents comme nous le verrons dans l’étude des 
profils de consommations de médicaments psychotropes au chapitre 2. Ce manuscrit ayant 
pour vocation d'être une synthèse de mes travaux de recherche, les méthodes statistiques et les 
résultats obtenus sur les données explorées y sont décrits et mis en perspective. Le lecteur 
intéressé pourra par ailleurs consulter pour plus de détails les publications associées. 
 
Ce mémoire se divise en trois parties correspondant aux trois grands domaines dans 
lesquels j’ai eu ou j’ai l’occasion d’explorer et traiter des données : l’environnement tout 




Ces travaux font appel à des méthodes statistiques variées que j’ai essayé de regrouper 
dans le tableau ci-dessous : 
Tableau 1 - Synthèse des méthodes statistiques. 
Parties 
Méthodes statistiques 
Environnement Médecine Archéologie 
Méthodes factorielles : ACP, AFC, AFCM, MEM,… x x x 
Méthodes de classification et de classement x x  
Exploration de données spatiales x  x 
Modélisation : linéaire, linéaire généralisée, mixte x x x 
Théorie des sondages x   
Théorie des valeurs extrêmes x x  
Ré-échantillonnage x x x 
Tests d’association par permutations  x  
Simulations x x  
 
Dans chacun de ces grands champs d’étude, j’ai indiqué en fin de chaque chapitre les 
perspectives et les projets de recherche que je souhaite mener à bien dans les années à venir. 







L’environnement a été le premier domaine dans lequel j’ai été amenée à travailler. 
Les problématiques auxquelles j’ai été et je suis encore confrontée sont très diverses : 
pollution (atmosphérique, des sols ; mais aussi à l’intérieur des logements français) et 
écologie marine.  
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Collaborateurs sur ce thème :  
• AIRPARIF (surveillance de la qualité de l’air en Ile-de-France) : V. Bonneau, E. 
Gilibert ; 
• AIR NORMAND (surveillance de la qualité de l’air en Haute Normandie) : M. 
Bobbia ; 
• AgroParisTech/INRA (dpt MMIP, Paris) : R. Tomassone ; 
• Université de Marseille (GREQAM) : C. Deniau, B. Ghattas ; 
• Université Paris-Sud (Laboratoire de Mathématiques, Equipe de Probabilités, 
Statistique et Modélisation) : L. Bel, G. Ciuperca, D. Dacunha-Castelle, M. Misiti, 
Y. Misiti, G. Oppenheim, J.-M. Poggi. 
J’ai tout d’abord commencé à explorer des données de pollution atmosphérique au 
cours de mon stage de DEA en 1995 intitulé Étude de l'évolution du taux d'ozone 
troposphérique sur le site de Neuilly/Seine, pour la période 1989-1994 , puis de ma thèse 
(1996-1999) intitulée Statistique de la pollution de l’air. Méthodes mathématiques. 
Applications au cas de la région parisienne et enfin dans le cadre d’une collaboration entre 
AIRPARIF (organisme chargé de la surveillance de la qualité de l’air en région parisienne) 
et l’Université d’Orsay autour de la prévision des pointes de pollution en région parisienne.  
Deux grandes questions m’ont intéressée : la prévision des pics d’ozone journalier et 






Ce travail a porté sur la prévision à court terme, le matin pour l’après-midi, des 
concentrations maximales d’ozone des 8 stations du réseau d’alerte et du niveau d’alerte. 
En effet, les mesures effectuées sur ce réseau permettent de déclencher des procédures 
d’informations administratives et du public. A l’époque, pour chaque station, 3 niveaux 
avaient été définis journalièrement : 0 si le maximum d’Ozone était inférieur à 130 , 
1 s’il est compris entre 180 et 360  et 3 s’il est supérieur à 360 . Une alerte 
de niveau i était ensuite déclenchée si au moins deux stations de mesure enregistraient un 
niveau supérieur ou égal à i. Les niveaux 0 étaient de loin les plus nombreux, les niveaux 
3 restant beaucoup plus rares. J'ai participé, en tant qu’ingénieur à AIRPARIF, à la 
réalisation de ce système de prévision des pointes de pollution à court terme (apprentissage 
des données par application de méthodes d'analyse des données, choix de modèles 
statistiques couvrant un large spectre de méthodes possibles, programmation (SAS, 
MATLAB) et à l’implémentation de procédures permettant l'automatisation de l'ensemble 
de la chaîne de calcul. Ces réalisations sont des rapports techniques, une publication 
internationale (Bel, et al., 1998) et une publication nationale (Bel, et al., 1999). 
Les données utilisées étaient d’une part des données de pollution : O3, NO, NO2 
mesurés sur les huit station du réseau d’alerte et d’autre part des données météorologiques : 
température (au sol, à 40m, à 100m), intensité et direction du vent (à 58m, à 110m). Le 
corpus de données, relativement volumineux, comprenait les jours d’été de 1992 à 1996. 
Le nettoyage des données pour ne conserver que les données fiables, l’imputation de celles 
qui pouvaient l’être et la suppression des biais de mesure liés au changement d’appareil au 
court de l’étude ont été autant d’étapes préliminaires nécessaires, longues et délicates.  
L’absence d’éléments de référence nous avait incité à ajuster, valider en interne et 
externe puis comparer quatre modèles statistiques issus de méthodes variées : non linéaire 
non paramétrique général et une spécialisation additive, classification-discrimination-
régression (par la suite noté CDR) et enfin CART1.  
                                                 
1
 Acronyme de Classification And Regression Trees. 
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J’ai de mon côté travaillé avec Gabriela Ciuperca et Richard Tomassone sur la 
méthode CDR qui utilise des techniques classiques (Classification non supervisée, Analyse 
Discriminante et Régression linéaire). Cet assemblage de méthodes statistiques était et 
reste assez utilisé dans le domaine de la prévision de la pollution. Notre originalité a 
consisté à construire une partition des jours à partir des profils de concentration d’ozone 
journalier, puis se baser sur les types de temps déduits des variables météorologiques pour 
prévoir l’affectation d’un jour à un profil donné de concentration d’ozone journalier. Pour 
chacunes des huit stations du réseau d’alerte nous avions procédé comme suit :  
1. Classification non supervisée des profils journaliers d’ozone 
2. Analyse Factorielle Discriminante (AFD), en fonction des composantes 
principales construites à partir d’une centaine de variables disponibles jusqu’à 6h 
TU. L’AFD permettait de classer un jour donné en fonction de sa probabilité a 
posteriori d’appartenance à une classe déterminée dans l’étape précédente 
3. Dans chaque classe construite à l’étape 1, Régression linéaire sur les composantes 
principales construites à partir des mêmes variables que celles ayant servi dans 
l’AFD et bien sur sélectionnées en fonction de leur significativité dans le modèle 
de régression. 
L’été 1997, assez pollué (16 niveaux 1 et 4 niveaux 2 sur 138 jours étudiés) a aussi 
par la suite servi de période de validation externe. Les méthodes qui fournissaient les 
meilleurs résultats en terme d’alerte et de précision des valeurs d’ozone estimées étaient la 
méthode additive et CDR. Les prévisions à court terme obtenues par nos différents modèles 
ont constitué la base des informations qui étaient ensuite diffusées au public par AIRPARIF. 
Néanmoins de nombreuses améliorations devaient encore être apportée à ce travail. L’un 
des points principaux à travailler concernait les niveaux d’ozone élevés voir extrêmes, mal 
prévus par nos modèles. Je me suis donc tout naturellement concentrée sur cet aspect 
pendant ma thèse et quelques années après.  
Je ne m’interesse plus directement à cette problématique de prévision journanlière 
des pics de pollution ; mais Charlotte Songeur, ancienne étudiante du Master 
professionnelle ingénierie mathématique de Nantes, que j’ai eu l’occasion d’encadrer à de 
multiples reprises a été embauchée en 2006 à la suite de son stage de Master en tant qu’ 
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ingénieur d’étude à AIRPARIF. Depuis, quelques étudiants nantais sont allés effectuer leur 
stage de Master dans ce domaine.  
Qu’en est-il aujourd’hui ? Depuis ce travail sur la prévision des épisodes de pollution, 
de nombreuses évolutions ont eu lieu. Le nombre de stations de mesures a augmenté : 18 
stations font maintenant partie de la procédure d’alerte Ozone en Ile-de-France. Comme 
l’indique le Tableau 2 ci-dessous , la règlementation elle-même, en matière de procédure 
d’alerte, est différente : le seuil d’information est fixé par exemple à 180µg/m3 en moyenne 
horaire sur au moins 3 stations simultanément alors que le premier niveau d’alerte est de 
240µg/m3 en moyenne horaire (toujours sur au moins 3 stations simultanément).   
 




La prévision de la qualité de l’air utilise deux types de modèles : 
- le modèle déterministe de chimie-transport CHIMERE qui comporte de 
nombreuses données d’entrée parmi lesquelles des données météorologiques, 
des inventaires d’émissions et des données aux limites du domaine étudié. Les 
prévisions sont déterminées pour chaque station pour les échéances de la veille, 
du jour même, du lendemain et du surlendemain, pour le dioxyde d’azote (NO2) 
et l’Ozone2. 
- En parallèle de l’Adaptation Statistique (AS) au niveau des stations pour J+0 et 
J+1 (régressions linéaires multivariées, avec ou sans classes). Ces prévisions 
sont ensuite utilisées pour réajuster le modèle CHIMERE avec les méthodes 
d’assimilation de données (pour la cartographie). Cependant, l’AS n’apportait 
pas d’amélioration notable dans le cas de l’ozone, donc à ce jour aucun modèle 
de prévision statistique n’est implémenté pour l’ozone. L’AS fonctionne 
pour le maximum horaire de NO2 et la moyenne des PM10. 
De son côté, l’INERIS3 a mis en place depuis 2003 le système Prév’air4 qui diffuse 
quotidiennement des prévisions et des cartographies de qualité de l'air, issues de 
simulations numériques avec de l’AS, à différentes échelles spatiales (le Globe, l'Europe et 
la France pour l'ozone). 
		

Au début de ma thèse, la notion de réchauffement climatique n’était pas encore une 
évidence et rencontrait de nombreux partisans ; mais aussi de nombreux détracteurs. Or 
comme nous le savons maintenant, avec le recul, l’impact d’un tel phénomène complexe a 
de nombreuses répercussions ; mais aussi de nombreuses causes. La question que je me 
suis posée était de déterminer si les événements de forte pollution par l’ozone 
troposphérique devenaient de plus en plus fréquents ou bien s’ils étaient seulement une 
conséquence de changements météorologiques affectant les conditions de formation 
                                                 
2
 Le lien suivant présente la plate-forme ESMERALDA ainsi que les prévisions : http://www.esmeralda-
web.fr/?rubrique=esmeralda&article=index. 
3
 Acronyme de Institut National de l'Environnement Industriel et des Risques. 
4
 Voir le site internet associé : http://www.prevair.org/fr/general_prev.php. 
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d’ozone. En effet, les conditions météorologiques telles que la température journalière et 
la vitesse du vent jouent un grand rôle dans la survenue des pics de pollution. Les variations 
annuelles des conditions météorologiques peuvent donc masquer toute tendance à long 
(moyen)-terme de l’ozone à relier à des changements dans les émissions de précurseurs 
d’ozone. De plus, du point de vue de la santé publique, il était important d'essayer de 
dégager une tendance à moyen terme dans les épisodes de forte pollution ; ces résultats 
pouvant permettre une meilleure compréhension de la relation entre les épisodes de forte 
pollution et leurs effets à moyen terme sur la santé (augmentation/diminution du nombre 
de personnes atteintes d'allergies, d'insuffisances respiratoires, d'asthme...). 
La théorie des valeurs extrêmes s’est très largement développée ces dernières 
décennies ; et de nombreux ouvrages de synthèse ont été publiés tels que (Leadbetter, 
Lindgren, & Rootzen, 1983), (Embrechts, Klüppelberg, & Mikoch, 1999; Falk, Hüsler, & 
Reiss, 2004) ou (Coles, 2001). Ceci a conduit au développement de nombreuses approches 
possibles permettant de modéliser les extrêmes dans des suites de données issues de 
domaines les plus variés (finance, assurance, environnement, …). Elles dépendent de la 
structure et de la complexité des données. Nous avons choisi une approche par processus 
ponctuels, fondée sur les dépassements d’un seuil élevé. Nous pouvons les classer de la 
manière suivante : 
• Etude et modélisation du maximum annuel ou d’une statistique d’ordre : si les suites 
sont assez longues, une méthode classique consiste à modéliser le maximum annuel 
de périodes consécutives de taille égale (par exemple les années, mois ou jours) des 
séries (supposées iid5) par une des distributions des valeurs extrêmes comme dans 
(Gumbel, 1958). Mais cette méthode présente un défaut majeur : elle demande un 
nombre important de données, difficiles à obtenir, puisque caractéristiques de 
phénomènes rares. Une autre méthode d’analyse est basée sur un nombre fixé de 
statistiques d’ordre. L’estimation des paramètres est plus complexe, puisque les 
densités doivent prendre en compte la dépendance entre observations.  
                                                 
5
 Abréviation classique de indépendantes et identiquement distribuées. 
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• Etude des pics dépassant un seuil : la méthode POT (“ Peaks Over Threshold ”), très 
utilisée, a été développée pour la première fois dans le Flood Studies Report (NERC, 
1975) ; elle a été décrite par exemple dans (Leadbetter, 1991). Elle est basée sur 
l’estimation des paramètres d’un modèle stochastique représentant les dépassements 
ou pics au-dessus d’un seuil fixé. 
• Etude et modélisation des jours et des tailles de dépassement de très haut niveau par 
un processus de Poisson non homogène : les suites d’observations étudiées peuvent 
être indépendantes ou présenter une tendance, un phénomène de saisonnalité, une 
dépendance à long ou à court terme. C’est cette approche que nous avons retenue. 
Le principal problème d’une approche par processus ponctuel est qu’elle doit tenir 
compte du regroupement des hautes valeurs, puisqu'elle est basée sur l'hypothèse 
d'indépendance des intervalles de temps entre deux dépassements de seuil u fixé élevé. 
Dans le cas de l’ozone, les modèles à une dimension paraissent peu réalistes. Ceci nous 
conduit à utiliser un modèle, a priori plus réaliste, prenant en compte simultanément 
fréquence et taille de dépassement. Le processus de Poisson non-homogène 
((ultérieurement notée PPNH) dans le plan permet de modéliser le processus bi-
dimensionnel des jours et des tailles de dépassement et ainsi détecter une tendance à moyen 
terme dans les épisodes de pollution aigüe par l’ozone, en tenant compte de la relation entre 
très hautes valeurs d’ozone et conditions météorologiques (Bellanger & Tomassone, 2000). 
L'approche statistique est basée sur le fait que l'on considère les dépassements d'un niveau 
élevé, se produisant dans le temps, comme des points d'un processus de Poisson. Des 
théorèmes limites pour de tels processus ont été développés par (Pickands, 1971) puis 
généralisés par (Leadbetter, Lindgren, & Rootzen, 1983). Ainsi, dans le cadre particulier 
de l'ozone troposphérique, (Smith R. , 1989), (Shively, 1991), et plus récemment (Smith & 
Shively, 1995) ont utilisé l'idée de considérer le nombre de dépassements de haut niveau 




Pour développer ce modèle, nous avons posé :  
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La distribution de la variable aléatoire  (maximum d'ozone journalier) le jour , 
s’écrit donc % & 	
, et on notera '
  & (() 	
, sa densité. 
Si le processus est observé sur une période de temps ]0,T[ et si les pics d'ozone 
dépassant le seuil fixé * sont représentés par +
, 
- % .  . /, où +
 et 
 sont 
supposées indépendantes  0. Le ème pic se produit le jour +
 et prend la valeur 
 1 *. 
Le nombre total des N pics étant lui aussi une variable aléatoire, la densité conjointe des 
pics observés peut être approchée par :  
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où : 
- Le premier terme J  entre crochets correspond à la densité d'un PPNH d’intensité 	
*. Il correspond donc à la modélisation des jours de dépassement de niveau * 
(fréquence des dépassements). 
- Le ème terme du second terme K entre crochets correspond à la densité de 
 sachant 
qu'un dépassement de seuil * a eu lieu. 
Nous avons choisi de modéliser : 
• l’intensité 	
*du processus de Poisson à l’aide d’une régression logistique avec 
fonction de lien logit (cf. par exemple (Bellanger & Tomassone, 2014, pp. 373-
395) ou (Hosmer & Lemeshow, 2000)), à cause de sa flexibilité et de 
l'interprétation relativement simple des paramètres. La fonction d’intensité du 








B est un terme de tendance prenant la valeur Z si le jour  appartient à l’année Z (dans notre étude, Z [ \%-]-^ -%_), WV représente la valeur de la variable 
météorologique ` le jour . L’écriture de S tient donc compte des interactions 
possibles entre covariables.  
 
• La loi de la taille de dépassement par une loi exponentielle, cas particulier de la 
distribution de Pareto généralisée6 (cf. (Pickands, 1975) et (Davison & Smith, 
1990) pour les détails théoriques), loi très souvent utilisée dans les applications de 
la modélisation « Peaks Over Threshold » (POT).  
En effet, Les résultats théoriques dus à Pickands (1975) et Davison et Smith 
(1990) sur la distribution de la taille des dépassements d’un seuil élevé * (notée a   & * ) permettent d’approcher la distribution de a   & *  sachant que  1 *, par une distribution de Pareto généralisée de paramètres b (paramètre de 
forme) et c (paramètre d’échelle) notée d : 

  * T =	|	




avec =   & * où c  	0	; 
 étant la variable aléatoire maximum d’ozone 
le jour i.  
On peut observer que si b f , la distribution de a   & * sachant que  1 * 
n’est autre qu’une distribution exponentielle de paramètre % ck .  
Dans notre cas, nous avons donc, après vérification avec un test de 
Kolmogorov-Smirnov, supposé que la densité de la taille des dépassements d’un 
seuil élevé u (notée, a   & *), s’écrivait sous la forme la densité exponentielle 
de paramètre % c⁄  où c prend la même forme analytique que S	: 
 c  cD T c:B T∑ cVWV TNV9X ∑ c:VBWV TNV9X ∑ cYVWVWYNV-Y9X         (2) 
 
                                                 
6
 Notée ultérieurement en abrégé : GPD. 
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Différentes procédures permettent de déterminer le seuil * à partir duquel il est 
raisonnable d’appliquer cette modélisation. Le choix du seuil est complexe : trop 
faible nous ne pourrons pas utiliser les résultats asymptotiques, trop élevé nous 
aurons peu d’observations et une grande variabilité.  
L’analyse de la vraisemblance est une première approche permettant de choisir 
les seuils raisonnables : les résultats asymptotiques suggèrent que le modèle est 
valide pour tous les seuils supérieurs à une certaine valeur inconnue ! Donc, le 
calcul des estimations des paramètres du modèle pour plusieurs seuils doit nous 
conduire à observer une stabilité de ces estimations. Il suffit d’examiner les 
graphes respectifs de chaque estimation de paramètre avec son intervalle de 
confiance correspondant (m1.96 écart-type) par rapport au seuil. Ce graphe est 
souvent appelé threshold choice plot. 
Une autre méthode graphique permet de sélectionner les seuils pour lesquels il 
est possible d’utiliser une distribution de Pareto généralisée à paramètres 
constants. En effet, si la distribution de a   & * conditionnellement au seuil *, 
peut être approchée par distribution de Pareto généralisée définie précédemment, 
son espérance prend la forme linéaire en * suivante :  
 
n & *	|	  *  opRjq:ij  où b r % 
De plus, si le modèle GPD est valide pour un certain seuil *D, alors il devra 
l’être pour tout seuil * supérieur. Par conséquent, le graphe de la taille moyenne 
observée des dépassements du seuil u par rapport à u devra être linéaire au-dessus 
d’une valeur du seuil pour laquelle les résultats asymptotiques sont valides. Ce 
graphe est généralement appelé mean residual life plot.  
Une fois ce seuil déterminé, la méthode du maximum de vraisemblance permet 
d’estimer les paramètres, puis une procédure de sélection de type stepwise permet 
de ne conserver que les variables significatives. Enfin, le modèle est validé en 
interne. Il faut naturellement ensuite s’assurer que l’hypothèse d’indépendance 
mutuelle des dates (resp. tailles) est satisfaite, pour pouvoir utiliser un processus 
de Poisson non-homogène. Nous avons montré (Bellanger & Tomassone, 2000) 
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qu’un choix a priori du seuil * respectant ces  hypothèses peut être effectué en 
tout début d’étude grâce à une procédure de ré échantillonnage. 
Dans (Bellanger & Tomassone, 2000), les données disponibles étaient les valeurs des 
maxima journaliers d'ozone (fournis par AIRPARIF) mesurées sur quatre sites 
(Neuilly/Seine, Champs/Marne, Aubervilliers et Créteil), ainsi que les valeurs journalières 
de variables météorologiques (fournies par le mât du commissariat à l’Énergie Atomique 
de Saclay) décrites plus bas, durant les mois de mai à septembre de la période 1988-1997. 
Les mois de mai à septembre forment la période de l'année dans laquelle la majorité des 
hautes valeurs d'ozone sont enregistrées.  
La valeur du maximum journalier () utilisée dans notre analyse correspond à la 
valeur maximale prise entre 6h00 et 18h00 TU. 
Les covariables utilisées dans l’analyse sont : 
• la température maximale mesurée au sol (TMAX) : maximum des valeurs horaires 
entre 6h00 TU et 18h00 TU. (correspondant à w3 dans le modèle) ; 
• l'amplitude thermique (AMTEMP) : différence entre la valeur minimale et la valeur 
maximale mesurée entre 6h00 et 18h00. (correspondant à w4 dans le modèle) ; 
• la vitesse moyenne du vent mesurée à 58 mètres (VENT) : moyenne entre 6h00 et 
18h00. (correspondant à w5 dans le modèle) ; 
• l'amplitude de vitesse de vent mesurée à 58 mètres (AMVENT): différence entre la 
valeur minimale et la valeur maximale de la vitesse du vent sur la période 6h00-
18h00. (correspondant à w6 dans le modèle) ; 
• les variables dichotomiques t92 et t93 pour tenir compte des changements de 
capteurs intervenus en 1992 et 1993. 
Là encore, un travail préliminaire de mise en forme du corpus a été nécessaire 
puisque les données comportaient des biais de mesure liés aux changements de capteurs 
mais aussi des données manquantes.  
Le choix du seuil * permettant d'utiliser un PPNH est complexe : trop faible les 
résultats asymptotiques ne s’appliqueront pas, trop élevé trop d’observations seront 
conservés et les résultats seront sujet à de grandes variabilités. La stratégie classique du 
choix d’un seuil *  raisonnable passe par la validation d’hypothèses concernant la 
26 
 
fréquence des dépassements (distribution des intervalles de temps s
  et indépendances 
mutuelle des s
) et la taille des dépassements (distribution de la taille des dépassements a
 
et indépendance mutuelle des a
). Cette procédure est lourde, il paraît plus intéressant de 
choisir en début d’étude un seuil acceptable et de valider l’indépendance avant d’estimer 
les paramètres. Nous avons donc appliqué une procédure de ré-échantillonnage de type 
bootstrap ( (Efron & Tibshirani, 1993) ; (Davison & Hinkley, 1997)), qui nous a permis 
pour un seuil * fixé, de calculer un intervalle de confiance à 95% basé sur les percentiles 
du coefficient de corrélation empirique entre intervalles adjacents. Si cet intervalle 
recouvrait la valeur 0, nous décidions que ce coefficient n’était pas significativement 
différent de 0. Après avoir déterminé la valeur raisonnable du seuil * permettant d'utiliser 
un PPNH, nous avons vérifié par une procédure bootstrap que les tailles de dépassements 
correspondantes n’étaient pas corrélées, en déterminant un intervalle de confiance à 95% 
du coefficient de corrélation uniquement pour les dépassements du seuil * se produisant 
des jours consécutifs. Ceci se justifie par le fait que, si les dépassements se produisant des 
jours successifs ne sont pas corrélés, alors les dépassements séparés par plus d'un jour ne 
le seront probablement pas aussi. Dans notre étude, les seuils * retenus pour modéliser les 
dépassements d’ozone et de comparer les résultats obtenus pour chacune des stations de 
mesure en région parisienne étaient (110, 120, 130, 140 et 150 µgm-3).  
La prise en compte de l’interaction entre l’année et la température dans le modèle 
logistique s’est avérée importante puisqu’elle améliorait beaucoup la qualité de 
l’ajustement ; mais de fait, créait une nouvelle difficulté inhérente à tout modèle avec 
interaction. Cet état de fait traduisait bien la complexité du phénomène physique étudié. Il 
n’a pas non plus été possible de conclure à une augmentation globale de la taille des 
dépassements dans la Région Parisienne, puisque la variable année n'était significative que 
sur un des sites modélisés.  
Cette modélisation a cependant permis de mettre évidence des différences spatiales. 
Les tendances sur la période 1988-1997 se sont ainsi révélées complexes, fortement liées 
à la température, mais aussi à des phénomènes encore plus délicats à prendre en compte 




J’ai, après ma thèse, complété cette approche par PPNH décrite dans (Bellanger & 
Tomassone, 2000). La modélisation des jours et des tailles de dépassement pour chacune 
des quatre stations (Neuilly/Seine, Aubervilliers, Champs/Marne et Créteil) a été comparée 
à une modélisation globale regroupant ces différentes stations, pour les mois de mai à 
septembre de la période 1988-1997. Cette étude a abouti à (Bellanger, 2001).  
Les méthodes de statistique spatiale étaient inappropriées à ce contexte, vu le faible 
nombre de stations à notre disposition. Nous avons donc contourné cette difficulté en 
utilisant une technique courante dans les applications du modèle linéaire : la transformation 
du facteur Station à quatre modalités en trois variables indicatrices représentant les stations 
dans les paramètres du PPNH. Nous avons ensuite comparé la modélisation par station à 
la modélisation globale :  
• Jours de dépassement : les résultats obtenus n’ont pas permis d’obtenir un modèle 
unique pour les jours de dépassement du seuil 130. Cependant l’hypothèse d’un 
modèle partiel représentant les trois stations Aubervilliers, Champs/Marne et 
Créteil ne pouvaient être rejetée. Neuilly/Seine paraissait donc avoir un 
comportement très particulier, nous obligeant à conserver le modèle par station 
lui correspondant. Le modèle partiel a permis d’observer le caractère particulier 
de la station de Champs/Marne. Il est important de noter que la variable jour de 
dépassement contient moins d’informations que la variable taille de dépassement. 
Elle ne permet en effet pas toujours à elle seule de distinguer le comportement des 
stations d’observation (Créteil et Champs/Marne) de celui des stations 
appartenant au réseau de mesures de fond (réseau permettant de quantifier 
géographiquement la pollution atmosphérique ; Neuilly/Seine et Aubervilliers) : 
lors d’un épisode de pollution aigu, il est fort probable que toutes ces stations 
dépassent le seuil 130 ; mais ce dépassement a une durée et une amplitude 
différente suivant le type de stations. 
• Tailles de dépassement : seuil pour le seuil 130, l’hypothèse d’un modèle unique 
n’a pas pu être rejetée. Ce modèle met en évidence les comportements similaires 
des stations de Neuilly/Seine et d’Aubervilliers. Il est important de souligner que 
cette étude, le choix des stations reposait sur la disponibilité des données, et non 
sur leur représentativité. Le modèle obtenu pour les tailles de dépassement du seuil 
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130 traduit donc principalement la différence de comportement entre les stations 
d’observation et stations de fond. Parmi les quatre stations étudiées, deux sont des 
sites d’observation, dont le comportement est difficile à prévoir du fait de 
l’influence ponctuelle, donc non systématique, d’axes routiers voisins et de 
parkings placés juste à côté du prélèvement. Il paraît donc raisonnable que les 
stations de Champs/Marne (av. J. Jaurès) et Créteil-Eglise se distinguent des deux 
stations urbaines de fond Neuilly/Seine et Aubervilliers.  
Les résultats de cette modélisation traduisent bien la complexité des relations entre 
ces quatre stations ; relations qui diffèrent suivant que l’on étudie le processus des jours de 
dépassement ou celui des tailles de dépassement. 
Toujours dans le but de détecter des tendances dans les très hautes valeurs d’ozone 
enregistrées en région parisienne, j’ai ensuite étendu la période d’étude (1988 à 2001 contre 
1988-1997 précédemment) et augmenté le nombre de stations étudiées (sept stations 
(Neuilly/Seine, Aubervilliers, Champs/Marne, Créteil, Rambouillet, Paris (7ème) et Paris 
(13ème) contre quatre précédemment). Des modèles non-paramétriques de type additifs 
généralisés (Hastie & Tibshirani, 1990) ont été utilisés de manière exploratoire pour 
déceler des tendances plus complexes que celles prises en compte dans mes précédents 
travaux (uniquement linéaires). Ce travail a abouti à (Bellanger & Tomassone, 2004). La 
quantité de données traitées étaient importantes (10688 mesures d’ozone). Nous avons dans 
ce travail considéré les niveaux d’ozone dépassant le seuil * de 130 i. 
Nous avons choisi de modéliser : 
• L’intensité 	
* du processus de Poisson comme indiqué dans (1) ; mais à l’aide 
d’une régression logistique additive. La fonction S du modèle additif dépendait 
aussi d’un facteur station et s’écrit : 
S- tBu  SD T sBuBvwx6y T u:B TzuV {WV|NV9X  
Où les uV	 représentent les fonctions de lissage estimées par splines de lissage et  sBuBvwx6y  ∑ }x6y-~x6y-~~9X .représente la combinaison linéaire des six 
variables indicatrices x6y-~ représentant le facteur Station. 
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Une procédure de sélection de variable de type stepwise a ensuite été utilisée pour 
ne retenir que les variables significatives. Ce modèle emboîté, une fois validé, n’a 
été utilisé que pour détecter des non-linéarités et suggérer des transformations de 
variables qui ont ensuite été appliquées dans le cadre d’un modèle logistique 
paramétrique. 
• La taille des dépassements (cf. (2)) à l’aide d’un modèle additif généralisé, pour 
détecter les non-linéarités et les incorporer ensuite dans un modèle linéaire 
généralisé. La fonction c du modèle additif dépend d’un facteur station et s’écrit : 
	c- tBu  cD T sBuBvwx6y T :B TzV {WV|NV9X  
Où les V	 représentent les fonctions de lissage estimées par splines de lissage. 
L’étape de validation de nos modèles a aussi inclus l’utilisation de méthodes de ré-
échantillonnage de type bootstrap pour confirmer la qualité des estimations obtenues. Nous 
avons alors pu mettre en évidence une évolution différente de la tendance sur la période 
d’étude 1988-1997 suivant que l’on s’intéresse aux jours ou la taille des dépassements du 
seuil 130 i . Autant, une hausse importante a été révélée pour les jours de 
dépassement, autant une petite diminution a été détectée pour les tailles de dépassement. 
Dans les deux cas, des prévisions peuvent être obtenues. Une aire sous la courbe ROC de 
0.9 indique de plus que la prévision des jours de dépassement du seuil 130 i	est 
excellente.  
Dans ce dernier travail, les outils statistiques utilisés étaient donc clairement 
identifiés et comprenaient l'utilisation d’un PPNH associé à des modèles linéaires 
généralisés. Cependant, comme toujours quand on s’attelle à la modélisation statistique de 
données réelles, de nombreuses étapes ont été nécessaires pour aboutir à des résultats 
valides et interprétables :  
• tout d'abord, une étape exploratoire et graphique qui a permis de déterminer le 
meilleur modèle ; 
• d'autre part, une étape de validation interne et externe du modèle proposé. 










Collaborateurs sur ce thème :  
• INRA7 (Science du Sol, Centre d’Orléans) : D. Baize ; 
• AgroParisTech/INRA (dpt MMIP, Paris) : R. Tomassone. 
Parmi les nombreux problèmes classiques de la Statistique, celui de l’étude de la 
relation entre variables est sans nul doute l’un des plus fréquents : on calcule le coefficient 
de corrélation entre deux variables quantitatives, on estime les paramètres d’un modèle de 
régression d’une variable à expliquer en fonction d’une ou plusieurs autres (les régresseurs 
ou variables explicatives) pour tenter d’"expliquer" cette variable et éventuellement de la 
prédire pour d’autres valeurs des régresseurs. Quand on dispose de deux groupes de 
variables une méthode, l’Analyse des Corrélations Canoniques souvent appelée Analyse 
Canonique (ultérieurement notée ACC), existe depuis bien longtemps (Hotelling, 1936). 
Bien que de nombreux logiciels offrent un programme pour réaliser les calculs : peu de 
publications avec des applications l’utilisent. Pour résumer, l’ACC est caractérisée par : 
• une interprétation des résultats souvent délicate ; 
• mais un intérêt théorique essentiel fournissant un cadre unificateur à un certain 
nombre d’autres méthodes. 
Nous avons dans ce travail, à partir d’un exemple, montré que l’on pouvait tout de 
même exploiter les résultats fournis par une analyse canonique ; même si l’exploitation 
pouvait s’avérer complexe. Les données traitées proviennent d’une étude qui peut 
s’apparenter à un "cas d’école" pour l’analyse canonique : en 1998, le Ministère de 
Aménagement du Territoire et de l’Environnement avait lancé le programme GESSOL 
(Fonctions environnementales des sols et GEStion du patrimoine SOL). Une des questions 
fondamentales de ce programme était : 
"Est-il possible de bâtir des modèles permettant de détecter par avance les cas de 
concentrations excessives en éléments traces métalliques (ETM) dans les grains de blé à 
partir de données pertinentes acquises sur des échantillons de sol ?". 
                                                 
7
 Acronyme de Institut National de la Recherche Agronomique. 
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Le problème était, et reste, d’une extrême importance pour de multiples raisons liées 
à l’évolution des pratiques agricoles ; en particulier celle liée à l’épandage de boues 
d’épuration riches en ETM et aux polémiques qui en découlent. En effet, dans la mesure 
où les métaux lourds peuvent s’avérer dangereux pour la santé, les problèmes de santé 
publique sont aussi très présents dans ce travail. Au moment de notre étude, les publications 
sur le sujet (Pinet, Lecomte, Vimont, & Auburtin, 2003), étaient principalement des 
compilations de résultats d’essais agronomiques sur de nombreuses plantes. Les seules 
méthodes d’analyse utilisées étaient la régression linéaire et l’analyse en composantes 
principales. Les résultats statistiques des régressions se limitaient à une équation, une 
valeur du coefficient de détermination (R2), mais aucune analyse critique de la validité de 
ces régressions n’était faite. 
Ce travail a abouti à plusieurs publications ( (Bellanger, Baize, & Tomassone, 2006) ; 
(Baize, Bellanger, & Tomassone, 2009) ; (Bellanger & Tomassone, 2014, pp. 331-337) et 
a été présenté lors de la XXIII International Biometric Conference en juillet 2006 à 
Montréal (Canada). Le résultat  essentiel a été la mise en évidence d’une relation forte entre 







Travail de thèse de J.-P. Lucas, co-dirigé à 50% avec V. Sébille (PU-PH, EA 4275 - 
SPHERE8 Nantes) (soutenu le 30 octobre 2013) 
Collaborateurs sur ce thème :  
• CSTB9 (dpt « Energie, Santé, Environnement », Marne-La-Vallée) : J.-P. Lucas, S. Kirchner, C. 
Mandin ; 
• InVs10 (Paris): P. Bretin, Y. Le Strat, A. Le Tertre ; 
• IRSET11 (UMR 1085, Rennes) : P. Glorennec, B. Le Bot ; 
• Groupe ISA12 (EA 4515 Sols et Environnement, Université Lille Nord de France) : 
F. Douay ; 
• Université de Nantes (EA 4275 - SPHERE) : V. Sébille. 
Le travail de thèse de spécialité biostatistique de Jean-Paul Lucas (Lucas, 2013) 
s’inscrit dans le contexte de l’exposition au plomb en milieu résidentiel. Alors que des 
données relatives à l’exposition au plomb (Pb) sont collectées dans les logements français 
dans un cadre réglementaire, aucun état de la contamination par le Pb dans les logements 
n’avait été réalisé. A partir des données recueillies par sondage dans l'enquête 
environnementale Plomb-Habitat, les objectifs étaient : 
• de fournir une estimation de la contamination par le Pb dans les logements 
français ; 
• d’identifier les sources potentielles de contamination par le Pb des poussières à 
l’intérieure des logements à l’aide d’un modèle s’ajustant le mieux aux données 
disponibles en tenant compte de leurs spécificités. 
Ce travail a donné lieu à plusieurs publications (Lucas, et al., 2012) ; (Lucas, Sébille, 
Le Tertre, Le Strat, & Bellanger, 2014) ; (Lucas, et al., 2014) et les résultats ont été 
présentations lors de plusieurs conférences. Cette partie s’inspire du manuscrit de thèse de 
Jean-Paul Lucas (Lucas, 2013) dans lequel de plus amples détails pourront être trouvés sur 
les données, les méthodes statistiques ainsi que les résultats complets.  
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9
 Acronyme de Centre Scientifique et Technique du Bâtiment. 
10
 Acronyme d’Institut de Veille Sanitaire. 
11
 Acronyme d’Institut de Recherche sur la Santé, l’Environnement et le Travail. 
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Les données sur lesquelles repose le présent travail ne sont pas exhaustives ; mais 
sont des données d’enquête, obtenues à partir de l’investigation de logements. Les 
logements à enquêter figurent dans une liste construite à partir d'une procédure de tirage 
appelée plan de sondage. L’échantillon de logements correspond alors à une portion de la 
population finie (ou base de sondage). Les techniques de sondages utilisent une 
terminologie spécifique et possèdent des particularités propres. Nous commençons donc, 
dans un premier temps, par en rappeler les notions essentielles pour faciliter la lecture de 
la suite de cette partie. Pour les détails techniques liés à la théorie des sondages, nous 
renvoyons aux ouvrages de référence en français tels que (Ardilly, 2006), (Tillé, 2001) ou 
en anglais tels que (Cochran, 1977), (Lohr, 2009), (Lumley, 2010) ou (Särndal, Swensson, 








La théorie des sondages se définit comme l’ensemble des outils statistiques 
permettant l’étude d’une population finie  de taille /, au moyen de l’examen d’une partie 
de celle-ci appelée échantillon. La méthode de sélection de l’échantillon d’individus13 			  %- - w, puis la formulation de l’estimateur associé à une fonction des valeurs 
 
prises par la variable d’intérêt (non aléatoire)  sur l’échantillon, définissent le plan de 
sondage. Il est donc important de souligner que dans le cadre de la théorie des sondages, 
on ne s’intéresse pas aux valeurs individuelles de la variable d’intérêt  dans la population 
finie  ; mais à une fonction d’intérêt :-  - 	 liée à la nature de celle-ci : ce peut être 
une moyenne, une proportion, un total, un ratio, etc. 
On appelle échantillon t de taille w de la population , au sens de la théorie des 
sondage, un w-uple non-ordonné sans remise. L’ensemble  des échantillons de  est 
l’ensemble des parties non vides de  :   \t|t  _. L’objectif de l’échantillonnage 
est de construire un échantillon t, à partir d’une population , en utilisant un plan de 
sondage. De manière à éviter, autant que possible, les biais de sélection et permettre 
                                                 
13
 Encore appelé unités. 
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d’associer un intervalle de confiance aux estimations des fonctions d’intérêt, la 
construction de l’échantillon doit reposer sur un tirage aléatoire des individus le composant. 
On parlera de sondages probabilistes, par opposition aux sondages empiriques, tels que les 
méthodes de quotas par exemple, qui ne permettent pas d’estimer correctement une 
variance et sont sujets à des biais de sélection non maitrisables. Nous n’évoquerons par la 
suite que les sondages probabilistes. 
Pour disposer d'un échantillon t, on met en œuvre  un plan de sondage permettant 
son tirage aléatoire non ordonné sans remise. Il se définit par une loi de probabilité >  
sur  telle que par définition >t [ , % pour tout t [  et ∑ >tx[  %. Puisqu’un 
plan de sondage n’est rien d’autre qu’une loi de probabilité, nous pouvons définir 
l’échantillon aléatoire s , comme une variable aléatoire à valeurs dans  . La loi de 
probabilité de s est donnée par s  t  >t- t [ . 
 
 
Figure 2 - Echantillonnage et inférence. 
Comme l’illustre la Figure 2, une fois l’échantillon construit selon un plan de sondage 
à fixer, on peut réaliser une inférence rigoureuse et adaptée de la fonction d’intérêt.  
 
Pour pouvoir sélectionner un échantillon t issu d’un tirage probabiliste dans lequel 
par définition chaque individu a une probabilité connue et fixée de faire partie de t, il faut 
disposer d’une liste appelée base de sondage. La base de sondage reproduit la population 
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 en en couvrant tous les éléments, sans doublon et en les identifiant sans ambiguïté afin 
de pouvoir les atteindre s'ils sont sélectionnés. Une base de sondage incomplète, c’est-à-
dire non exhaustive ou contenant des non-réponses, donne lieu à un défaut de couverture 
de la population ; ce qui est problématique pour l'inférence. 
 
La probabilité d’inclusion d’ordre 1 de la Zème unité se définit comme la probabilité 
que cette même unité appartienne à l’échantillon : 
Y  Z [ s  z>t%\Y[x_	x[  z >txY14 , 	0Z [  
Par définition on a : Y  nO%\Y[_Q. 
La probabilité d’inclusion d’ordre 2 correspond quant à elle à la probabilité que deux 
unités distinctes appartiennent simultanément à un échantillon : 
Y~  Z [ s-  [ s  ∑ >txY-~ , 	0Z-  [ 	 avec 	Z   
Par définition, on a : Y~  nO%\Y[_%\~[_Q  et donc on peut montrer que uO%\Y[_Q  Y% & Y et vO%\Y[_- %\~[_Q  Y~ & Y~.  
Nous noterons par la suite : Y~ vO%\Y[_- %\~[_Q, Z  uO%\Y[_Q	twvw  
Pour réaliser une enquête par sondage, la connaissance des probabilités d’inclusion 
de chaque unité appartenant à l’échantillon t est indispensable car elles vont pondérer la 
valeur de la variable d’intérêt recueillie sur chaque unité pour fournir une estimation de la 
fonction d’intérêt. Le poids de sondage est l’inverse de la probabilité d’inclusion : 
WY  %Y , 	0Z [  
Le poids de sondage indique le nombre d'individus représentés par Z  dans la 
population . 
                                                 
14
 La somme dans l'équation se fait sur les échantillons t (qui contiennent l'unité Z) d'où la notation t  Z. 
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Dans la suite, nous nous intéresserons uniquement aux plans de taille fixe n, c’est-à-
dire que la taille de l’échantillon t est fixée préalablement à n. Les probabilités d’inclusion 
respectent alors des propriétés bien spécifiques : 
∑ YY[  w	; ∑ Y~	Y[Y~  w & %~	 et enfin ∑ Y~Y[   pour  [  fixé. 
(Horvitz & Thompson, 1952) ont introduit un estimateur linéaire sans biais d’un total B) pour tout plan de sondage, si Y  	0Z [ 	: 
B̂)- zYYY[  
Cet estimateur est appelé pi–estimateur, estimateur d’Horvitz-Thompson ou encore 
estimateur des valeurs dilatées. Il admet pour variance : 
uOB̂)-Q  &%] z gYY & ~~h
X Y~Y-~[Y~
 
Si le plan est à taille fixe n, uOB̂)-Q admet comme estimateur sans biais, appelé 
estimateur de Sen-Yates-Grundy (Yates & Grundy, 1953) : 
u OB̂)-Q  &%] z gYY & ~~hX Y~Y~ %\Y[-~[_Y-~[Y~
 
On peut alors obtenir un intervalle de confiance de niveau de confiance % & S du 
total B)	 en supposant que l’estimateur d’Horvitz-Thompson suit approximativement une 
loi Normale dès que la taille n de l’échantillon est suffisamment grande : 
:iPOB)Q  ?B̂)- m *:iP X⁄ u OB̂)-QE 
où *:iP X⁄  représente le quantile d’ordre % & S ]⁄ d’une variable aléatoire Normale 
centrée réduite. 
L’ensemble de ces résultats sur le total B) s’étendent naturellement à toute fonction 
d’intérêt, fonction linéaire des 
 telle que la moyenne ou une proportion de la variable 
d’intérêt  si les 
 sont dichotomiques.  
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Si l’on considère que la taille de l’échantillon est fixée à w; il faudra donc déterminer 
à l’avance w pour répondre aux objectifs de l’enquête en tenant compte des contraintes 
liées à sa mise en œuvre telles que les limites budgétaires. Il faut donc se poser la question 
des incertitudes liées aux futures estimations que l’on est prêt à accepter. On cherchera w 
de manière à atteindre une précision absolue fixée  pour le paramètre étudié  qui sera 
contenu dans un intervalle de confiance centré en  avec une probabilité d’au moins % & S 
i.e.   [   & ,  T ¡¢ 1 % & S . En supposant que l’estimateur   suit 
approximativement une loi Normale, on sait que  H [ ? & *:iP X⁄ u OQ,  T
*:iP X⁄ u OQEI 1 % & S où *:iP X⁄  est le quantile % & S ]⁄  de la loi Normale centrée 
réduite. Enfin, puisque u OQ dépend de la taille de l’échantillon w, on cherchera wD 
induisant la précision  requise. 
Ainsi, par exemple, dans le cas du pi–estimateur B̂)-  d’un total B)  , la taille w de 
l’échantillon sera obtenue à l’aide de l’inégalité *:iP X⁄ u OB̂)-Q . , où la précision  
aura été préalablement fixée. 
 
A partir des bases de sondages disponibles et des informations auxiliaires15 qu’elles 
contiennent, un plan va donc être choisi. Il en existe de nombreux types. Nous restreignons 
notre présentation aux principaux, utiles à la compréhension de ceux mis en place dans 
l’enquête Plomb-Habitat :  
sondages aléatoires simples, sondages à probabilités inégales, sondages stratifiés,  
sondages à plusieurs phases, sondages à plusieurs degrés. 
                                                 
15
 La notion d’information auxiliaire regroupe toute information extérieure à l’enquête proprement dite permettant d’augmenter la 
précision des résultats d’un sondage. 
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Dans la suite de cette présentation, nous nous placerons toujours dans le cas des plans 
de taille w fixée c’est-à-dire que l’on désire tirer des échantillons dont les probabilités Y 





Nous insistons sur le fait que nous ne présentons dans ce paragraphe que les plans de 
sondage à taille fixe utiles pour la suite. Il en existe de nombreux autres tels que par 
exemple les plans par grappes. Nous renvoyons le lecteur intéressé aux ouvrages 
spécialisés. 
• Un plan de sondage sans remise est dit aléatoire simple si tous les échantillons de 
même taille w ont la même probabilité d’être sélectionnés. La loi de probabilité de s 
est donnée par : 
>t  £% ¤8⁄ tt<tBA<Bu<wtwvw  
Les probabilités d’inclusion permettant d’obtenir le pi–estimateur et sa variance 
se calculent facilement, on a pour tout Z-  [  avec Z   :  
Y  8 et Y~  i:88i: 
Dans un sondage aléatoire simple, tous les individus de la population  ont la 
même probabilité d’être tirés au sort, égale à la fraction de sondage notée , définie 
par : 
  w/ 
Le Tableau 3 présente pour ce plan l’estimateur d’une moyenne, d’un total et 





Tableau 3 - Estimateurs pour un plan simple sans remise. 
 
Estimateur Estimateur de la variance de l’estimateur 
Moyenne   %w z YY[  u OQ  % & 
tXw  
Total B̂)-  / u OB̂)-Q  /X% &  tXw  
Proportion16 >̂)-  %w z YY[  u O>̂)-Q 
/ & w/w & % >̂)-O% & >̂)-Q 
Où dans le cas d’un plan simple sans remise, tX  :i: ∑ OY & QXY[  estime sans biais la variance corrigée de 
la population sX  :8i: ∑ Y & XY[  avec   : ∑ Y%\Y[_Y[ . 
Dans ce qui va suivre, nous ne donnerons pas les estimateurs correspondant aux 
autres plans de sondage exposés et renvoyons vers les ouvrages spécialisés. La démarche 
est toujours similaire : à partir des probabilités d’inclusion, le pi–estimateur est utilisé pour 
obtenir un estimateur du total, de la moyenne ou d’une proportion et pour en déduire 
l’estimateur de sa variance. 
• Parallèlement aux familles de plans à probabilités égales, il existe des plans de 
sondage où les individus ont des probabilités d’inclusion inégales. On les appelle 
plans à probabilités inégales. Ils permettent de pouvoir bénéficier de la connaissance 
d’une variable auxiliaire a , reliée à la variable d’intérêt  , pour obtenir des 
estimations plus précises.  
Le principe consiste à définir des probabilités d’inclusion du premier ordre 
proportionnelles aux valeurs =Y - Z [  prises par la variable auxiliaire a. Notons 
tout de même que cela implique donc sa connaissance sur toute la population ! 
Comme nous nous plaçons dans le cadre d’un plan à taille fixe w, on a ∑ YY[  w 
et pour obtenir des probabilités d’inclusion proportionnelles aux =Y, i.e. Y  =Y, 
on doit alors choisir   ∑ M¥¥[¦  6§.  
                                                 
16
 Le caractère  est dans ce cas une variable dichotomique. 
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Dans cette famille de plans de sondage, il est important de souligner que les 
tirages sont effectués dans la population toute entière, telle qu’elle se présente à 
l’origine. Ceci ne sera pas le cas des plans que nous allons présenter par la suite ; 
même si les individus de la base de sondage n’auront eux-aussi pas tous la même 
probabilité d’inclusion : ceci peut donc troubler le lecteur… 
• En cas de doute sur la relation linéaire entre la variable auxiliaire a et la variable 
d’intérêt , il sera préférable d’adopter un plan simple ou bien un plan de sondage 
stratifié . Le principe est identique à celui de l’analyse de variance : si les individus 
sont très différents les uns des autres vis-à-vis de  , constituer des groupes 
homogènes au sein desquels on réalise des tirages devrait permettre de réduire la 
variabilité intra-groupe, augmenter la variabilité inter-groupe ; donc d’augmenter la 
précision des estimateurs. 
La stratification consiste à partitionner la population de départ  en ¨ groupes 
pouvant correspondre aux ¨  modalités d’une variable auxiliaire qualitative. En 
pratique, cela revient à découper la base de sondage en plusieurs sous-bases de 
sondage. Un sondage est dit stratifié aléatoire simple si, comme illustré en Figure 3, 
pour chaque strate, on tire un échantillon selon un sondage aléatoire simple sans 
remise de taille fixe et que les tirages au sein de chaque strate sont mutuellement 
indépendants. La technique de stratification est employée par exemple pour couvrir 
des zones géographiques (administratives, définies selon des facteurs d’exposition, 
etc.). 
 
Figure 3 - Principe du plan de sondage stratifié aléatoire simple (figure tirée de (Ardilly, 2006, p. 89)). 
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Dans le cas général, un tirage stratifié est un tirage où les individus de la base 
de sondage n’ont pas tous la même probabilité d’être sélectionnés. La population  
de taille /  est préalablement découpée en ¨  sous-ensembles :-  - ©  appelés 
strates et tels que : 
ª «©«9:  ,«¬ ­ «  - ®¯  ® 
Chaque strate « admet une taille /« et l’on a bien évidemment /  ∑ /«©«9: . 
Soit s«  l’échantillon aléatoire tiré dans la strate «  à l’aide d’un plan de sondage >« .  
L’échantillon aléatoire s de taille fixée à w s’écrit donc s  ⋃ s«©«9: . Le plan 
de sondage associé >  n’est rien d’autre que : 
>t  ∏ >«t©«9: , t  ⋃ t«©«9:  et w  ∑ w«©«9:  
Dans l’hypothèse d’un sondage aléatoire simple dans chaque strate, la 
probabilité d’inclusion d’ordre 1 d’un individu Z appartenant à la strate « est égale 
à : 
Y  w«/« 
Pour les probabilités d’inclusion d’ordre 2, le résultat dépend du fait ou non 
que les individus Z et ` appartiennent à la même strate ou non : 
Y~ 
²³
´ w«% & w«/«% & /« - tZ<B [ «Y~  w«µ/«µ
w«¶/«¶  - tZ [ «µ<B [ «¶
 
En sondage stratifié, il faut donc fixer a priori la taille w« de chaque strate de 
l'échantillon. Lorsque la fraction de sondage «  w« /«⁄   dans la strate ® est égale 
à la fraction de sondage globale   w /⁄   et ceci pour toutes les strates. On parle 
alors de plan de sondage stratifié avec allocation proportionnelle. Ainsi, dans le cas 
d’un sondage stratifié à allocation proportionnelle avec tirage aléatoire simple dans 
chaque strate, chaque individu d’une même strate a la même probabilité d’inclusion 
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d’ordre 1 et l’effectif de la strate ®  est w«  w /« /k  supposé entier, ce qui est 
rarement le cas en pratique ! Il existe d’autres types d’allocations qui seront à 
envisager si l’on veut estimer une moyenne ou un total, nous renvoyons le lecteur 
intéressé au chapitre 7 de (Tillé, 2001) ou au chapitre 2 de (Ardilly, 2006). 
 
En conclusion, la stratification est un principe simple qui apporte un gain de 
précision par rapport à un plan simple. C’est la raison statistique pour laquelle elle 
est largement utilisée dans les enquêtes. Il est cependant important de garder à l’esprit 
que pour réaliser une stratification, la base de sondage doit contenir, pour toutes ses 
unités, une information auxiliaire qualitative. 
Lorsqu’une variable auxiliaire est présente pour chaque unité de la base de 
sondage, on a vu que l’on pouvait s’en servir pour réaliser un sondage à probabilités 
proportionnelles ou stratifié. Mais, quand elle n’est pas présente pour chaque unité 
de la base de sondage, c’est-à-dire pour chaque unité appartenant à la population 
d’intérêt, le plan de sondage à plusieurs degrés ou le plan de sondage en deux phases 
peuvent être de bonnes alternatives. 
• L’information auxiliaire peut aussi servir à améliorer l’organisation d’une enquête et 
non pas à améliorer la précision des estimateurs comme dans le cas des plans de 
sondage stratifiés. Ainsi, il est parfois difficile pour certain type de populations, de 
construire une base de sondage listant la totalité des unités d’intérêt et il ne sera alors 
pas possible de les sélectionner directement. Par exemple, comme il n'existe pas de 
base de sondage identifiant les résidences principales en France métropolitaine 
(unités d’intérêt) avec le moyen de les atteindre facilement, il n’est pas possible 
d’utiliser les plans que nous venons de décrire précédemment pour réaliser une 
enquête. D’où l’intérêt d’utiliser un plan de sondage à plusieurs degrés pour tirer 
l'échantillon. On se limitera à présenter le plan à deux degrés, le raisonnement étant 
analogue pour les degrés supérieurs. Il consiste en un double échantillonnage : tout 
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d’abord sur les unités primaires 17 , puis sur les unités secondaires. Dans notre 
exemple, un plan à deux degrés consisterait à échantillonner les régions (unités 
primaires) puis à prélever pour chaque région retenue un échantillon de résidences 
principales (unités secondaires). 
On suppose que la population   \%-  - /_  est subdivisée en ·  sous-
populations 
-   %-  - ·, que l’on appellera unités primaires. Les unités primaires 
sont composées de /
  unités secondaires telles que l’on ait bien ∑ /

¸9:  /. La 
Figure 4 illustre le principe de fonctionnement d’un plan de sondage à deux degrés. 
L’échantillon s:  du premier degré est de taille   et vaut ⋃ s:-V¹V9:  (réunion des 
parties en gris clair sur la Figure 4). L’échantillon final s obtenu avec un tel plan est  
s  ⋃ sX-VV[µ  et sa taille (aléatoire) est w  ∑ wVV[µ  avec wV  uAOsX-VQ 
(réunion des parties       sur la Figure 4). 
º» º¼ … º½ … º¾i¼ … º¾ 
 s:-:  s:-V  s:-¹   
  ….  …  …  
 sX-:  sX-V  sX-¹   
Figure 4 - Principe du plan à deux degrés. 
Pour effectuer un plan à deux degrés, il faut donc : 
- construire un échantillon s: d’unités primaires à partir d’un plan de 
sondage >:  sur \%-  - ·_; 
- pour chaque unité primaire sélectionnée, construire un échantillon sX sur 
les unités secondaires à partir d’un plan de sondage >X . 
Il est de plus souhaitable qu’il possède les deux propriétés suivantes : 
Invariance : le plan du second degré >X  est indépendant du premier plan >: , i.e., sX  tX|s:  t:  sX  tX; 
Indépendance : les tirages du second degré sont mutuellement indépendants. 
                                                 
17
 En anglais : primary sampling unit ; d’où l’abréviation PSU. 
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Les probabilités d’inclusion d’ordre 1et 2 pour le premier degré sont notées 
respectivement par : 
:-
  
 [ s: et :-
V   
 [ s:- V [ s:¡   %- ^ - ·; `  %- ^ - · et   ` 
On note également Y|
  la probabilité de sélectionner l’unité (secondaire) Z 
sachant que l’unité (primaire) 
  a été choisie et d’une manière analogue Y~|
  la 
probabilité d’inclusion d’ordre 2 sachant que 
 a été retenue.  
La probabilité d’inclusion Y pour Z [ 
 s’écrit alors : 
Y   Z [ sX-
 - 
 [ s:¡   Z [ sX-
|
 [ s:¡
 [ s:  Y|
:-
 
Pour les probabilités d’inclusion d’ordre 2, en supposant que l’hypothèse 
d’indépendance est satisfaite, on obtient : 
Y~  Y~|
:-
-Z-  [ 
Y|
~|V:-
V- Z [ 
 -  [ V -   ` 
Le cas le plus simple et assez courant est le cas d’un plan à 2 degrés avec tirage 
à probabilités égales. Il consiste à sélectionner les unités primaires et les unités 
secondaires selon un plan de sondage aléatoire simple sans remise. Les probabilités 
d’inclusion d’ordre 1et 2 pour le premier degré valent alors : :-
  ¹¸  et :-
V 
¹¹i:¸¸i:    %- ^ - ·; `  %- ^ - ·  et   ` . Quant à la probabilité d’inclusion Y 
pour Z [ 







• Le plan de sondage en deux phases avec post-stratification donne un cadre plus 
général au plan de sondage à plusieurs degrés. Son principe est illustré ci-dessous en 











Figure 5 - Principe du sondage en deux phases. 
Dans un sondage à deux phases, un échantillon ty est tiré aléatoirement dans 
une population  à partir d’un plan de sondage (le plus souvent simple) >y . Des 
informations auxiliaires sont alors collectées à l’aide de moyens peu coûteux sur les 
unités de ty . Chaque individu de cet échantillon est ensuite affecté à une des ¨ 
catégories pré-définies selon la variable auxiliaire. Puisque cette affectation 
s’effectue après le tirage de 1ère phase, les catégories sont appelées post-strates18. 
Puis, dans une seconde phase, des sous-échantillons issus de ty  sont tirés 
aléatoirement selon un plan de sondage > |ty à partir des post-strates ® du premier 
échantillon. L’échantillon t¿  ainsi construit est la réunion de tous les sous-
échantillons. La variable d'intérêt n'est observée que sur cet échantillon t¿. 
                                                 
18
 On parle donc de tirage en deux phases avec post-stratification. 
Population U 
Tirage d’un échantillon ty de taille w: 
A partir de quelques questions, stratification de 
l’échantillon ty  en utilisant une variable 
auxiliaire 
Tirage dans chaque strate h d’un 
échantillon, avec des fractions de sondage 
différentes 
Echantillon ty à la 1ère phase 
Echantillon t¿ à la 2nde phase 
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La probabilité d’inclusion d’ordre 1 d’un individu Z appartenant à la post-strate 
® [ \%-  - ¨_   s’écrit : 
Y  wX-«w:-« w:/  
Où w:-« est la taille de la post-strate ® de l’échantillon ty à la 1ère phase et wX-« 
la taille de la post-strate ® de l’échantillon t¿ à la 2ème phase. 
Le plan de sondage en deux phases est un plan complexe, nous renvoyons par 
exemple à (Särndal, Swensson, & Wretman, 2013) ou (Lohr, 2009) pour l’écriture 
des probabilités Y~ d’inclusion d’ordre 2 ainsi que pour celle des estimateurs du total, 






Il est possible, pour améliorer la précision des estimateurs, d’utiliser dans leur 
expression une ou plusieurs variables auxiliaires ; c’est-à-dire uniquement à l’étape de 
l’estimation, sans que ces variables n’aient été partie prenante dans l’étape de tirage. C’est 
ce que l’on appelle le redressement. Il existe différentes méthodes de redressement, la plus 
connue et la plus utilisée est la post-stratification. Nous avons déjà évoquée cette notion 
précédemment dans le cadre particulier du plan de sondage en deux phases. Nous abordons 
ici le cadre plus général du redressement par post-stratification.  
On suppose que la variable auxiliaire a est qualitative et peut prendre ¨ modalités 
notées \%-  - ¨_. Il est alors possible de partitionner la population  de taille / en tenant 
compte de cette information : 
  ⋃ «©«9: u<«  \ [ BÀ=
  ®_ et « ­ «Á  - ®¯  ® 
Puisque cette stratification intervient après le sondage, les « sont appelées post-strates. 
L’échantillon s de taille w est lui aussi partitionné en ¨ sous-échantillons s« de taille w«. 
Le nombre d’unités /« de la post-strate « est connu19 et appelé la taille de la post-strate ; 
bien entendu /  ∑ /«©«9:  et w  ∑ w«©«9: .  
                                                 
19
 Les /«  constituent l’information auxiliaire. 
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Le pi–estimateur du total est donné par : 





L’estimateur post-stratifié correspondant s’écrit :  
B̂)-NÃx6  z z YÄYY[Â
©
«9:




Où WÅY  % ÄY⁄  et ÄY  Y G «  ; «  /« ∑ YY[ÂÆ  est appelé coefficient du 
redressement de la post-strate ®. 
Ainsi, par exemple, dans le cas d’un plan aléatoire simple, comme Y  w /⁄ , Z [, on peut montrer que le coefficient de redressement de chaque post-strate ®, s’écrit « 8ÂGÂG8  - ®  %-  - ¨. 
Les propriétés de l'estimateur post-stratifié peuvent être vues dans (Tillé, 2001) ou 
(Särndal, Swensson, & Wretman, 2013). On retiendra que l'estimateur post-stratifié n’est 
pas sans biais ; mais l’est approximativement dès lors que les post-strates sont non vides. 
De plus, la précision des estimateurs sera toujours meilleure avec une stratification a priori 
plutôt qu’avec une post-stratification. Mais si la stratification a priori n’est pas 
envisageable alors la post-stratification sera intéressante dès lors qu’il existe une relation 
suffisamment forte entre la ou les variables de post-stratification et la variable d’intérêt.  
Enfin, le redressement par post-stratification nécessite la connaissance des effectifs 
de tous les croisements entre les modalités des variables de redressement. Si ce n’est pas 







L'enquête environnementale Plomb-Habitat a été réalisée à partir d'un sous-
échantillon d'enfants issu de l'enquête de prévalence du saturnisme infantile (6 mois-6 ans) 
Saturn-Inf menée par l'InVS entre 2007 et 2009 en France. L'enquête Plomb-Habitat a été 
pilotée par le Centre Scientifique et Technique du Bâtiment (CSTB) et réalisée entre 
octobre 2008 et août 2009. La population cible initiale était constituée du parc de résidences 
principales en France métropolitaine. Le sous-échantillonnage de l’enquête Plomb-Habitat 
ayant été réalisé à partir de l’échantillonnage des enfants de Saturn-Inf, seul le parc de 
résidences principales situées en France métropolitaine, où au moins un enfant âgé de 6 
mois à 6 ans était présent, a pu être décrit. Le déroulement de l'enquête ainsi que les 
exploitations des données ont été suivies dans le cadre d'un comité de pilotage appelé 
COPIL regroupant les différents partenaires de l'enquête : le CSTB, l'École des Hautes 
Études en Santé Publique (EHESP), l'Institut de Veille Sanitaire (InVS), l'Hôpital 
Lariboisière AP-HP (Assistance Publique - Hôpitaux de Paris) et l'Institut Supérieur 
d'Agriculture de Lille (ISA). 
Le plan de sondage mis en œuvre dans l’enquête Plomb-Habitat est un plan à 2 
phases. Il est résumé sur Figure 6 qui s’interprète de la manière suivante : 
- L'enquête Saturn-Inf a constitué la première phase20. Le plan de sondage mis en 
œuvre dans cette première phase est un plan à 2 degrés stratifié au premier degré. 
• au premier degré, 135 hôpitaux ont été tirés comme unités primaires en fonction 
d’une stratification construite à partir des régions administratives (22 en France 
métropolitaine) et du groupe à risque plomb des bassins de population auxquels 
appartenait chaque hôpital. Ces groupes à risque ont été construits et intégrés dans 
la base de sondage par l'InVS. La probabilité d’inclusion de l’hôpital Z est notée Y. 
                                                 
20
 L'exposant a sera utilisé pour désigner la 1ère phase de manière à éviter la confusion due à l'indexation par j appliquée aux logements 
de la 2ème phase et aux enfants dans la 1ère. 
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• au second degré, l'inclusion des enfants s’est déroulée aléatoirement, au cours 
d'une période variable selon les établissements, en fonction des disponibilités des 
médecins investigateurs. 
À ce stade, par strate, la probabilité d'inclusion de l'enfant ` de l'hôpital Z était :   Vy  YV|Y 
où V|Y  représente la probabilité conditionnelle de l’enfant ` , estimée par le 
nombre d'enfants inclus dans l'hôpital Z  divisé par le nombre d'enfants 
hospitalisés dans le service pendant la période d'étude. Le poids de sondage de 
l'enfant ` était donc WVy  % Vy⁄ .  
Un coefficient de redressement (post-stratification) noté «Ç - ®y  %- -¨y a 
été appliqué au poids de sondage de l'enfant par l’InVS (Lucas, 2013, p. 69). Le 
poids post-stratifié de l’enfant `  dans Saturn-Inf  a été calculé à l’aide de 
l’expression : WÅVy  «Ç È 	WVy 
- La deuxième phase est constituée d’un plan de sondage stratifié aléatoire simple 
qui a permis d’obtenir le sous-échantillon d’enfants, donc les logements à enquêter 
(à un enfant est associé une unique résidence principale). Les strates ont été 
construites à partir de la région administrative d'hospitalisation et du niveau de 
plombémie 21  : \r É	2_	 : tirage aléatoire ; \É, %	2_	 : inclusion 
systématique et enfin \1 %	2_	: inclusion systématique.  
Étant donné l'échantillon obtenu en 1ère phase, la probabilité d'inclusion V¿  de 
l'enfant ` dans l'enquête Plomb-Habitat, a été estimée par le nombre d'enfants inclus 
dans l'enquête Plomb-Habitat divisé par le nombre d'enfants éligibles à l'enquête 
Plomb-Habitat. Le poids de l'enfant dans l'enquête Plomb-Habitat était donc 	WV¿ WÅVy V¿k . Un coefficient de redressement a été appliqué sur ce poids 	WV¿ 	 de manière 
à ce que la somme des poids des enfants inclus dans une région d'habitation donnée 
                                                 
21
 Par définition, la plombémie est la mesure du taux de Plomb présent dans le sang. Elle permet de détecter le saturnisme, maladie 
induite par l’intoxication de l’organisme par le Plomb ou ses dérivés. Elle est généralement donnée en g/L ou ppm. 
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soit égale au nombre d'enfants recensés dans cette région. Le poids post-stratifié 
correspondant au logement ` appartenant à la post-strate ®¿ s'écrit: WÅV¿  «ÊWV¿ où «Ê 	 désigne le coefficient de redressement associé à la post-strate ®¿ 
A partir de ces poids finaux, les niveaux en Pb contenus dans différents 
compartiments environnementaux ont pu être estimés.  
Les pièces, indicées  , à investiguer dans un logement donné ont été 
automatiquement incluses dès lors qu'elles étaient du type recherché. Leur probabilité 
d'inclusion conditionnelle 
|V, tout comme leur poids de sondage conditionnel, est 
donc égale à 1. La taille du sous-échantillon obtenu a été de 484 logements au lieu 
de 50022. 
 
Figure 6 - Plan de sondage de l’enquête Plomb-Habitat. 
  
                                                 
22
 Plus de 500 enquêtes ont été réalisées; mais certaines d'entre elles n’ont pas été validées par la suite et ont donc été écartées.  
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Les nombreux objectifs de l'enquête Plomb-Habitat étaient : 
- d'améliorer les connaissances sur les déterminants des plombémies ; 
- d'identifier les sources et les compartiments environnementaux responsables 
des plombémies modérées (comprises entre 30 et 100 µg/L) ; 
- de comparer la pertinence des analyses en plomb total et en plomb acido-
soluble comme éléments explicatifs et/ou prédictifs des plombémies ; 
- d'estimer la proportion de cas de saturnisme infantile (plombémie ≥ 100g/L) 
pour laquelle l'analyse des ratios isotopiques du plomb dans le sang et dans 
les compartiments environnement apportait une plus-value pour identifier la 
source ; 
- d'établir un modèle empirique de prévision des plombémies en fonction des 
concentrations en plomb dans l'environnement ; 
- de fournir un premier panorama de la contamination par le plomb dans le parc 
de logements français ; 
- d’identifier les sources potentielles de contamination par le Pb des poussières 
à l’intérieure des logements. 
Cette enquête a fait l’objet de 3 thèses de doctorat : Youssef Oulhote 
(EHESP/IRSET/INSERM U954), Jean-Paul Lucas (CSTB/EA4275 Univ. Nantes), Anne 
Etchevers (INSERM U1085/IRSET). Jean-Paul Lucas dans son travail de thèse s’est attelé 







À l'échelle métropolitaine, pour la première fois, les distributions et la prévalence 
de dépassement de seuils des teneurs en Pb dans différents compartiments 
environnementaux des logements français ont été estimées. Les 5 compartiments 
environnementaux ciblés par l'enquête Plomb-Habitat ont été l'eau du robinet, la poussière 
déposée au sol à l'intérieur des logements, celle déposée au sol en parties communes, les 
revêtements intérieurs et le sol de l'aire de jeu extérieure de l'enfant. Cet état des lieux 
concerne les 3.6 millions résidences principales en France métropolitaine abritant au moins 
un enfant âgé de 6 mois à 6 ans.Pour cela, les outils de la théorie des sondages (voir par 
exemple (Lumley, 2010, pp. 28-37)) ont été appliqués pour obtenir les estimations 
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souhaitées et ainsi décrire les données de l’enquête Plomb-habitat. Afin d'améliorer les 
estimations, les poids de sondage WV¿ des logements ont tout d'abord été redressés par post-
stratification sur des critères relatifs aux logements (Période de construction (<1949 ; 11949) ; Région administrative (22) et Type de logement (individuel ; collectif). Soit 88 
(] G ]] G ]) post-strates initiales qui, pour certaines, ne possédaient aucun logement 
parmi l’échantillon des 484, pour d’autres qu’un nombre trop faible pour être prise en 
compte. Les post-strates ont donc été regroupées de telle sorte qu’une post-strate contienne 
au minimum 10 logements et que le regroupement soit cohérent. In fine, 24 post-strates ont 
construites qui ont permis de calculer les poids de sondage redressés WÅV¿ des logements. 
Dès lors, une stratégie de description des niveaux en plomb a été mise en place, en 
particulier dans des sous-populations (domaines tels que par exemple la période 
construction), de manière à fournir un état de la contamination le plus informatif possible 
pour les pouvoirs publics. Les résultats détaillés se trouvent dans le manuscrit de thèse de 
Jean-Paul Lucas (Lucas, 2013, pp. 85-112). Un article (Lucas, et al., 2012) a aussi été 
publié. 
Traduit en terme de pourcentage de logements incriminés, les niveaux en Pb ainsi 
que les prévalences de dépassement de seuils règlementaires européens ou américains 
indiquent que : 
• le seuil règlementaire européen de 10 µg/L de Pb dans l’eau est dépassé pour 2.9% 
des logements ; 
• environ 0.2% (resp. 4.1%) des logements (resp. parties communes d’immeubles 
collectifs) possèdent une charge moyenne en Pb dans les poussières supérieure au 
seuil règlementaire américain de 430 µg/m² ; 
• 1.4% des aires de jeux extérieures ont une concentration en Pb supérieure au seuil 
américain de 400 mg/kg ; 
• environ 24.5% (resp. 34.2 %) des logements (resp. des parties communes) 
possèdent un revêtement à base de Pb (≥ 1 mg/cm²) ; 
• environ 4.7 % (resp. 7.1%) des logements (resp. parties communes) possèdent des 




Ce travail a aussi permet de souligner que :  
• Les niveaux en Pb mesurés dans la poussière intérieure déposée au sol sont 
approximativement de même ordre de grandeur dans les logements construits 
avant 1949, entre 1949 et 1974 et entre 1975 et 1993. Ils sont par contre plus 
faibles dans ceux construits après 1993.  
• Dans les parties communes, les charges en Pb enregistrées dans la poussière 
déposée au sol sont 73 % plus élevées que celles à l'intérieur des logements. Elles 
ont de plus tendance à augmenter avec l'âge du bâtiment.  
Cet état de la contamination servira dorénavant de référence pour les futures études 
évaluant les niveaux de contamination par le Pb en France en milieu résidentiel.  
Des études ont par ailleurs montré que la poussière intérieure déposée au sol est le 
vecteur principal d’exposition au Pb chez l’enfant, donc potentiellement un bon prédicteur 
du niveau de plombémie infantile. Une autre grande partie de la thèse de Jean-Paul Lucas 
a consisté à étudier plus spécifiquement la provenance du Pb dans les poussières intérieures 









Le Pb des poussières étant connu comme le principal prédicteur des plombémies 
infantiles (voir par exemple (Lanphear, et al., 1998) et (Lanphear B. , 2002)), la 
connaissance de la part attribuable à chaque source susceptible de contaminer en Pb la 
poussière pourra permettre aux pouvoirs publics de mettre en place des actions 
d’information et de réduction de ces sources de manière à réduire l'exposition au Pb de 
l'enfant.  
Un modèle multi-niveaux23 à 2 niveaux à intercept24 aléatoire a été mis en œuvre sur 
les données de l'enquête Plomb-Habitat, afin d’expliquer les charges en Pb des poussières 
mesurées dans les 1834 pièces (niveau 1) investiguées dans les logements (niveau 2) en 
                                                 
23
 Aussi appelé modèle hiérarchique ou modèle mixte. 
24
 Encore appelé en français : ordonnée à l’origine. 
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fonction des sources potentielles de contamination des poussières. Dans le cadre des 
données d'enquête, l'utilisation d'un modèle multi-niveaux se calque généralement sur un 
plan de sondage à plusieurs degrés. Les degrés du plan de sondage sont similaires aux 
niveaux du modèle ; à ceci près que la numérotation en est inversée. Dans notre cas, les 
unités de niveau 1 du modèle sont les pièces constituant le degré 2 du plan, et les logements, 
unités de niveau 2 du modèle correspondent aux unités du premier degré du plan. La 
conséquence importante est que les unités du niveau 1 du modèle sont les dernières unités 
échantillonnées suivant le plan de sondage.  
La charge en Pb (en µg/m2) de la poussière déposée au sol dans la pièce  au sein du 
logement ` transformée25 est notée 
V  et le modèle à 2 niveaux à intercept aléatoire se 
définit à l’aide des deux équations suivantes : 
Niveau 1 (pièce i du logement j) : 
V  cDV T ∑ Ë¹=
V¹Ìµ¹9: T Í
V  où  %-  - wV: 
Niveau 2 (logement j) : cDV  cD T ∑ 'Î=VÎ T ÏVÌ¶Î9:  où `  %- - wX 
avec Í
V Ð Ñ- Ò:X, ÏV Ð Ñ- ÒXX supposées indépendantes. 
Pour ajuster un tel modèle sur des données d'enquête dans lequel le plan est 
informatif26 pour la variable d’intérêt , les poids de sondage associés à chaque individu 
(ici la pièce i du logement j) de l'échantillon s doivent être introduits dans la vraisemblance 
sinon les estimateurs obtenus sont biaisés (Pfeffermann, Skinner, Holmes, Goldstein, & 
Rasbash, 1998). On introduit alors la pseudo-vraisemblance ÓÔ (Skinner, 1989), qui 
conduit au calcul de l'estimateur du pseudo-maximum de vraisemblance (PML), en 
associant à chaque unité un poids appelé poids conditionnel égal à l’inverse de sa 
probabilité d’inclusion conditionnelle. Dans le cas d’un modèle à 2 niveaux, sur données 
d’enquête issues d’un plan de sondage à plusieurs degrés, ils s’écrivent : 
                                                 
25
 La transformation classique ln a été appliquée pour atténuer la dissymétrie à droite de la distribution de la charge en Pb dans la 
poussière. 
26
 Dans un plan informatif, la probabilité de tirage des échantillons est liée, d’une façon complexe, aux valeurs de la variable d’intérêt ; 




|V:  % 
|Vk  et WVX  % Vk  
où  indexe les unités du niveau 1 indiqué par (1) et ` indexe celles du niveau 2 
indiqué par (2). 















9:  représente la contribution à la log-vraisemblance des 
unités de niveau 1 conditionnellement à l'existence de l'effet aléatoire ÏV au niveau 2 et OÏVQ est la densité l’effet aléatoire ÏV, i.e. une loi Ñ- ÒXX.  
Pour un modèle à 3 niveaux ou plus, l'expression de la log-pseudo vraisemblance 
s'écrit sur le même principe ; mais devient vite compliquée à formaliser et nécessite une 
écriture par récurrence. Les variances des estimateurs des effets fixes et des estimateurs 
des paramètres de variance Ò:: et ÒX: sont ensuite obtenues par linéarisation de Taylor. On 
pourra se reporter pour plus détails à (Rabe-Hesketh & Skrondal, 2006). Cependant, malgré 
l'introduction de poids conditionnels les estimateurs ainsi obtenus peuvent s’avérer encore 
biaisés.  
Dans l’enquête Plomb-Habitat, les pièces d’un logement (unités du niveau 1) ont été 
investiguées sans tirage aléatoire préalable, par conséquent leur probabilité de sélection 
conditionnelle 
|V  (resp. le poids conditionnel associé W
|V: vaut 1. La problématique 
relevée dans la littérature liée à leur probabilité de sélection inégale pouvant induire des 
biais n’a donc pas lieu d’être ici. En revanche, les logements (unités du niveau 2) ne 
correspondent pas aux entités du plus haut niveau possible. Dans le plan de sondage de 
Plomb-Habitat (voir description pages 29-30 et Figure 6 page 30), ce sont les hôpitaux en 
tant qu'unités hiérarchiquement supérieures qui constituent des unités hiérarchiquement 
supérieures aux logements. La question du choix de la pondération WVX à associer aux 




Figure 7 - Problème du choix des poids de niveaux 2 dans l’enquête Plomb-Habitat. 
De plus, le choix du type de pondération pour le niveau 2, WVX, d'un modèle multi-
niveau ne semblait pas avoir été abordé précédemment dans la littérature et les candidats 
potentiels, liés à la structure complexe de l’enquête Plomb-Habitat, sont nombreux. Voici, 
ci-dessous, les vecteurs de pondération qui ont été considérés : 
1. à» á 	 â% V¿, `  %- - wX⁄ ã ; sorte de poids conditionnels ; même si V¿ n’est 
pas une véritable probabilité conditionnelle puisqu’elle est située entre les 
deux phases du plan de sondage et non entre deux degrés.  
2. à¼ á 	 âWV¿, `  %- - wXã ; poids de sondage non stratifiés des logements ; 
3. àä á 	 âWÅV¿, `  %- - wXã	 ; poids de sondage post-stratifiés sur critères 
logements (période de construction, région et type de logement). 
4. àå á 	 â% OVy G V¿Q⁄ , `  %- - wXã	; poids de sondage sans aucune post-
stratification, ni à l’étape de l’enfant, ni à celle du logement. 
5. àæ á 	 â%, `  %- - wXã	; poids conduisant à une modélisation non pondérée. 
6. àç á 	 â% OV|Y G V¿Q⁄ , `  %-  - wXã	; poids correspondant aux produits de 
probabilités conditionnelles. 
Afin d'évaluer l'impact que pourrait avoir la déclaration des hôpitaux dans la pseudo 
vraisemblance comme unités hiérarchiquement supérieures aux logements, un modèle 
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hiérarchique à 3 niveaux à intercept aléatoire a aussi été testé. On rappelle son écriture 
dans le contexte de nos données : 
Niveau 1 (pièce i du logement j appartenant au bassin de population de l’hôpital k) : 

VY  cDVY T ∑ Ë¹=
VY¹Ìµ¹9: T Í
VY où   %- - wVY: 
Niveau 2 (logement j appartenant au bassin de population de l’hôpital k) : 
cDVY  cDY T ∑ 'Î=VYÎ T ÏVYÌ¶Î9:  où `  %- - wYX 
Niveau 3 (hôpital k) : cDY  cD T ∑ èN=YN T bYÌéN9:  où `  %- - w  
avec Í
VY Ð Ñ- Ò:X, ÏVY Ð Ñ- ÒXX et bY Ð Ñ- ÒX supposées indépendantes. 
Il est important de remarquer que ce modèle ne correspond pas vraiment à la réalité 
des données recueillies puisque les 2 phases du plan de sondage (Figure 6) sont ignorées. 
Le plan est donc traité comme un plan de sondage à 3 degrés (hôpitaux, logements, pièces). 
Les hôpitaux formant alors les unités supérieures du plan de sondage, la seule pondération 
possible à leur associer dans la log-pseudo vraisemblance est % Y⁄ , Z  %- - w . 
Concernant le niveau 2 (logement), plusieurs possibilités de poids WVX existent : 
7. àê á 	 £% V¿⁄ , `  %- - wYXë	; identique à à» dans le modèle à 2 niveaux. 
8. àì á 	 £%, `  %- - wYXë	; pas de pondération pour le niveau 2. 
9. àí á 	 £% OV|Y G V¿Q⁄ , `  %- - wYXë	; identique à àç  dans le modèle à 2 
niveaux. 
Ces modèles ont été ajustés pour le Pb total et le Pb acido-soluble. Les données 
manquantes induisaient plus de 12% de perte d’observations. Les 9 scénarios ont été testés 
sur cas complets et sur données imputées à l’aide des équations chainées (ICE27) (White, 
Royston, & Wood, 2011) (1605 pièces (cas complets) et 1834 pièces réparties dans 429 
logements). Les précisions des estimations obtenues pour les paramètres du modèle liés 
aux variables explicatives définies comme sources potentielles en Pb contaminant la 
                                                 
27
 Acronyme de Imputation using Chained Equations. 
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poussière intérieure ont été analysées. Les résultats sur cas complets et sur données 
imputées étaient très proches. Des écarts ont été observés selon le scénario choisi et il a 
donc été décidé de poursuivre le travail de modélisation sans introduire de pondération 
(scénario àæ). Ce choix paraît être en effet le plus sage quand i) les informations a priori 
disponibles sur le type de plan de sondage utilisé sont insuffisantes, voire inexistantes ou, 
ii) ce qui est notre cas, quand le modèle multi-niveaux retenu n’est pas le reflet exact du 
plan sondage complexe ayant permis de générer les données. Une étude de simulation de 
Monte Carlo a ensuite été réalisée pour conforter le choix d’analyser les données de 
l’enquête à l’aide d’un modèle hiérarchique à 2 niveaux sans pondération ; nous 
reviendrons sur ce point plus loin. 
 
Ce travail a permis d’étudier conjointement, pour la première fois, un grand nombre 
de sources pouvant contaminer la poussière intérieure. On a pu montrer que le Pb des 
poussières intérieures déposées au sol provenait majoritairement du Pb des poussières du 
palier. Le Pb provenant de l’extérieur, en particulier du sol et des poussières de l’aire de 
jeu extérieure de l’enfant étaient aussi des contributeurs de la contamination des poussières 
intérieures. Il a été montré en outre que les sites polluants, les démolitions d’anciens 
immeuble et le tabagisme à l’intérieur étaient des contributeurs substantiels. Les 
revêtements intérieurs à base de Pb ne sont plus à même de contribuer de manière 
importante à la contamination des poussières intérieures en population générale. La 
corrélation intra-classe, entre 2 charges en Pb de la poussière à l'intérieur d'un même 
logement, a été estimée approximativement égale à 0,60. Ces résultats, publiés (Lucas, et 
al., 2014), ont donc permis pour la première fois d'identifier des sources de la 
contamination des poussières intérieures et d'évaluer leur part d'importance relative. Ils 
peuvent à l’avenir permettre aux pouvoirs publics de prendre des décisions pour tenter de 







Le traitement des données de l’enquête Plomb-Habitat à l’aide d’une modélisation à 
2 niveaux adaptée aux données d’enquête, a soulevé le problème de la difficulté du choix 
de la pondération à inclure dans la log-pseudo vraisemblance. Alors que ce problème a été 
abordé dans la littérature pour les poids du niveau 1, pour le niveau 2, aucune référence 
n’aborde le sujet. Une étude de simulation de Monte-Carlo basée sur nos données a été 
réalisée afin de comparer les différentes pondérations à attribuer aux logements (niveau 2) 
dans le calcul de la pseudo-vraisemblance associée au modèle multi-niveaux. Il a fallu pour 
cela générer une population de logements la plus réaliste possible ; mais aussi sélectionner 
les individus à intégrer dans l’analyse avec la même procédure complexe de sondage en 
deux phases, estimer les paramètres du modèle multi-niveaux pour chacun des 9 scénarios 
et enfin réitérer le tout 500 fois.  
 
Voici les différentes étapes de ce travail de comparaison par simulation : 
1. construction d’un fichier à N=3581991 lignes correspondant aux logements et 
création d’un fichier associé dont les lignes sont les pièces des logements ; 
2. création dans ces fichiers de colonnes correspondant à chaque covariable du 
modèle, en simulant les valeurs de ces covariables ; 
3. génération de Y suivant un modèle multi-niveaux dont les paramètres estimés ont 
été fixés ; 
4. tirage aléatoire d’un échantillon de 484 logements à partir du plan de sondage 
défini ; 
5. estimations des paramètres du modèle multi-niveaux pour chacun des 9 scénarios ; 
Retourner à l'étape 1 et recommencer 500 fois. 
6. Comparaison des estimations des paramètres du modèle à leur vraie valeur. Les 
scénarios ont été comparés en analysant le biais, le biais relatif et l’erreur 
quadratique moyenne associés à chacun des paramètres du modèle (les 




Ce travail a permis de conforter l’approche à l’aide d’un modèle à 2 niveaux non 
pondéré, adoptée pour expliquer les charges en Pb dans la poussière issues de l’enquête 
Plomb-Habitat dont le plan de sondage est complexe. Les différentes stratégies de 
pondération envisagées conduisent toutes à des estimateurs des paramètres dont le biais est 
proche de zéro. La variance du scénario àæ, ne prenant pas en compte de poids de sondage, 
est parmi les plus faibles, ce qui conforte le choix que nous avions fait pour analyser les 
données d’enquête dans (Lucas, et al., 2014). Cette évaluation par simulation a aussi permis 
d’émettre un certain nombre de recommandations sur la mise en œuvre d’un modèle à 2 
niveaux sur données d’enquête : 
- Quand le plan de sondage utilisé pour récolter les données comporte des entités 
supérieures hiérarchiquement au niveau 2, il est préférable de ne pas utiliser de 
poids de sondage finaux tels que à¼  ou àä  ; mais d’utiliser plutôt des poids 
conditionnels tels que à» ou pas de poids avec àæ.  
- Quand les estimations sont très différentes entre les analyses pondérées et 
l’analyse non pondérée, il faut s’interroger sur l’adéquation entre le modèle choisi 
et le plan de sondage adopté pour générer les données et valider le choix du jeu 
de pondération par une étude de simulation. 
Ce travail a été publié (Lucas, Sébille, Le Tertre, Le Strat, & Bellanger, 2014). 

Ce travail pourrait donner lieu à de nombreuses perspectives tant pratiques que 
théoriques : 
- définir le risque plomb global d’un logement à partir de l’agrégation des niveaux 
en Pb des compartiments environnementaux résidentiels ; 
- proposer un nouveau Constat de Risque d’Exposition au Pb (CREP) ne mettant 
pas seulement en évidence le risque Pb lié aux revêtements ; mais qui permette de 
diagnostiquer le risque Pb global d’un logement ; 
- poursuivre de manière plus théorique la modélisation multi-niveaux sur données 
d’enquête. 
Mais, me concernant, à ce jour, ma contribution au domaine de la contamination par 
le Pb dans les logements s’arrête là ; par contre mon intérêt pour la théorie des sondages se 
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poursuit dans un autre domaine, la pêche, comme je l’évoquerai plus loin. Un projet que 
j’aimerais mener à bien, en lien direct avec ce travail, concerne la rédaction d’un ouvrage 
sur la planification d’expérience, thématique que j’enseigne et sur laquelle j’ai aussi un peu 
travaillé (Tomassone, Charles-Bajard, & Bellanger, 2000), et la théorie des sondages avec 
le logiciel R. En effet, ces deux domaines sont régulièrement confondus et de plus peu 




Collaborateurs sur ce thème :  
• IFREMER28 (dpt EMH, IFREMER, Nantes) : A. Brind’Amour, S. Mahévas, V. 
Trenkel ; 










Depuis quelques décennies, les autorités ; mais aussi nous simple citoyen, prenons 
peu à peu conscience de l’état de santé alarmant de certains écosystèmes marins ; ainsi que 
de l’impact écologique des captures intensives et des captures accidentelles. Seule une 
approche pluridisciplinaire peut permettre d’aboutir à un état des lieux quantitatif et à la 
réalisation d’outils d’aide à la gestion et à l’évaluation de la viabilité des pêcheries tant sur 
le plan écologique que socio-économique.  
La mer Celtique, pour laquelle un historique de données suffisant est disponible, est 
un terrain d’étude de premier choix pour analyser les caractéristiques spatio-temporelles 
des temps de pêche de chalutiers. Le temps de pêche d’un navire est défini comme le 
nombre d’heures en pêche, c’est à dire le nombre d’heures de présence en mer déduit du 
temps de route (le temps passé sur le chemin vers le lieu de pêche, entre différents lieux de 
pêche et au retour d’un lieu de pêche). Le temps consacré par les navires à la recherche du 
poisson est également considéré comme du temps de pêche. Les navires considérés, les 
chalutiers français, capturent principalement dans la partie centrale de la mer Celtique les 
espèces démersales-benthiques, c’est-à-dire les espèces vivant dans le fond de la mer 
                                                 
28
 Acronyme de Institut Français de Recherche pour l’Exploration de la MER. 
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(comme par exemple la langoustine ou le merlu). Tous les navires français inscrits au 
fichier de la Flotte de Pêche Communautaire (FPC) sont tenus de déclarer leur temps de 
pêche et leurs captures par rectangle statistique (unité spatiale internationale de découpage 
des océans) pour chaque sortie en mer. La partie centrale de la mer Celtique étudiée est 
constituée de 48 rectangles statistiques. Elle s’étend des côtes du nord de la Bretagne 
jusqu’aux côtes du sud de l’Irlande et de l’ouest du Pays de Galles. Certains rectangles 
statistiques de la zone étudiée ne sont pas entièrement composés de mer : pour les 
rectangles côtiers, une partie du continent réduit la surface « pêchable ». Pour prendre en 
compte ces différences dans nos analyses nous avons étudié les densités d’efforts de pêche 
plutôt que les temps de pêche bruts. 
(Mahévas & Trenkel, 2002) ont utilisé un modèle linéaire généralisé avec effets fixes 
et/ou aléatoires prenant explicitement en compte les corrélations temporelles et spatiales 
pour modéliser le temps de pêche disponibles par bateau, par unité spatiale et temporelle 
sur la période 1991-1998. Ces données proviennent de 589 navires dont la taille varie entre 
12 et 24 mètres. Elles sont disponibles par rectangle et par mois de la période d’étude. Au 
total, on disposait de 4536 temps de pêche. Les variables explicatives disponibles pour 
cette modélisation étaient l’unité spatiale, le mois, et l’année. Les auteures ont ainsi montré 
qu’il existait une corrélation temporelle d’ordre 1 (i.e. le mois précédent) et une corrélation 
spatiale du temps de pêche ; mais aussi une stabilité annuelle de l’activité de pêche sur la 
période. Ainsi, le temps de pêche dans une zone à un mois donné est stable sur les années 
étudiées ; il est dépendant i) du temps de pêche dans les zones adjacentes et ii) du temps 
de pêche au mois précèdent. Cependant, cette modélisation ne permettait pas de mettre en 
évidence des patterns d’unités spatiales et d’unités temporelles sur les données d’effort de 
pêche de la flottille française opérant en mer Celtique. J’ai donc débuté une collaboration 
avec S. Mahévas et V. Trenkel (dpt EMH, IFREMER, Nantes) dans le but de répondre à 
cette problématique. Une méthode de classification avec contraintes de contiguïté a été 
appliquée aux effets fixes spatiaux et temporels estimés à partir d’un modèle linéaire 
généralisé décrivant la variabilité de l’effort de pêche + en fonction d’effets fixes spatiaux 
(à l’échelle du rectangle statistique `) et temporels (à l’échelle du mois  et de l’année Z) et 




VY:î   T è+
i:VY:î Tvt
 T <Buw<V T uwY T Í
VY , i=1,...,12 ; j=1,...,48; k=1,...,8 
où  
• +
VY : temps de pêche au mois i dans le rectangle j pour l’année k, pour i=1,...,12; 
j=1,...,48; k=1,...,8  
• +DVY:î  +:XVYi::î 	, Z 1 ] 
• +
i:VY:î  : effet décrivant la persistance temporelle d’ordre 1 
• ïð/îîññò, ó  où ó  ÒXôË T õXö  où ôËVV¬  ÷OË, AVV¬Q , AVV¬ est la 
distance euclidienne entre les rectangles j et j', Ë le paramètre de décroissance,  
la fonction classique de covariance exponentielle des temps de pêche (voir par 
exemple (Cressie, 1993)). 
Une fois le modèle validé. Une classification ascendante hiérarchique (CAH) avec 
contraintes de contiguïté a été appliquée à la matrice de dissemblance29 représentée par les 
valeurs (1-p values) obtenues à partir des tests F de l’égalité deux à deux des effets <Buw<  (resp. vt ) ( (Searle, 1997); (Rawlings, Pantula, & Dickey, 2001)). Les 
contraintes de contiguïté spatiales et temporelles sont imposées dans l’algorithme de 
classification pour s’assurer que seules les unités spatiales voisines et les unités temporelles 
successives sont bien agglomérées. Si ø représente la dissemblance, une méthode simple 
pour définir l’index d’agrégation }  dans l’algorithme CAH utilisant la stratégie 
d’agrégation du lien simple (voir par exemple (Bellanger & Tomassone, 2014, p. 201) 








où ù  est l’index de contiguïté qui prend la valeur 0 si les deux rectangles sont 
contigus et + sinon. 
  
                                                 
29
 Encore appelée matrice de dissimilarité. 
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Dans l’algorithme de classification, la dissemblance  est alors utilisée à la place de ø. Nous avons ainsi mis en évidence : 
- 19 zones (Figure 8), de taille très variables mais généralement plus étendues au 
large qu’à proximité de la côte.  
La mer Celtique sud-ouest semble être plus homogène que les côtes. Ces 
résultats confirment des observations antérieures et pourraient s'expliquer par 
l'hétérogénéité plus prononcée des activités de pêche côtière par rapport à 
celles de pêche off-shore.  
- 9 saisons caractérisées par des hétérogénéités plus marquées en hiver et au 
printemps. 
 
Figure 8 - Zones de pêche obtenue à partir dune CAH avec contraintes de contiguïté pour la flottille francaise des 
chalutiers pêchant sur le plateau de la mer Celtique - période 1991-199830. (Mahévas, Bellanger, & Trenkel, 2008). 
Ce travail a donné lieu à un article (Mahévas, Bellanger, & Trenkel, 2008) et a été 
présenté lors de la XXIV International Biometric Conference de 2008 à Dublin(Irlande).  
                                                 
30
 Les rectangles appartenant à une même zone de pêche sont de même couleur et ont le même numéro. 
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L'approche adoptée dans cette étude est générique et peut être généralisée à toute 
variable de réponse. Cependant, il aurait été bon de tester la stabilité des partitions obtenues 
en utilisant d’autres stratégies d’agrégation que celle du lien simple ; la macro contigclust 
sous le logiciel SAS permettrait par exemple maintenant d’effectuer un tel travail de 
comparaison.  
Je poursuis actuellement cette collaboration avec Stéphanie Mahévas et Anik 
Brind’Amour (Dpt EMH, IFREMER, Nantes) et Pierre Legendre (Pr Université de 
Montréal, Dept des Sciences Biologiques, Québec). Nous travaillons sur l’exploration de 
données spatiales à l’aide de méthodes multivariées telles que Principal Coordinates of 
Neighbour Matrices (PCNM) et sa généralisation Moran’s Eigenvector Map (MEM). Ces 
méthodes forment en effet une nouvelle famille de méthodes multidimensionnelles pour 
l’analyse spatiale multi-échelle de données univariées ou multivariées. Elles sont une 
alternative aux modèles d’Auto-régression simultanée par exemple. Il est donc important 
de mieux comprendre leurs propriétés pour mieux appréhender les situations adaptées à 












Moran’s Eigenvector Map (MEM) est une méthode d’analyse de données 
multivariées reposant sur des objets mathématiques relativement simples à calculer. Elle 
s‘applique à une grande variété de jeux de données. Elle permet d’obtenir des variables 
spatiales (resp. temporelles) orthogonales entre elles décrivant finement l’espace (resp. le 
temps) à différentes échelles. Ses nouvelles variables MEM peuvent ensuite facilement être 
intégrées en tant que variables explicatives dans un modèle linéaire généralisé par exemple. 
Cependant cette utilisation dans un cadre d’une modélisation doit se faire avec précaution 
puisque le plan d’échantillonnage a un impact sur le calcul des MEM. Notre travail doit 
permettre d’identifier un cadre de « bonne » utilisation. 
Commençons par résumer le principe de cette méthode basée sur l’introduction des 
relations de voisinages dans l’analyse multivariée des structures spatiales (resp. 





- Ô  
 [ ú, un vecteur-colonne correspondant à la variable Ô	; 
- û   W

¬¡ [ üG, matrice de pondération spatiale permettant de quantifier la 
proximité (géographique) entre les différents sites. La plus couramment utilisée 
est une matrice de contiguïté binaire ý construite sur la base des distances entre 





¬  £%	t	<	tB<		<tB	vtw	A*	tB<	¬, 	0  ¯	twvw . 
Mais d’autres choix sont possibles pour û	; 
- þ   >

¬¡ [ üG , matrice obtenue à partir de û  telle que >

¬  77Á∑ 77Á7-7Á  ou 
>





¬  correspond au 




¬  %	; 
-   Au >
R  ∑ >

¬
¬ ¡ [ üG, matrice diagonale des poids des voisins. On 
parlera de poids uniformes si   Au : -   %- - w¢ [ üG, 
La description de la variable Ô peut alors être effectuée à deux échelles spatiales : 
une locale et une globale, la variabilité totale étant alors décomposée entre ses deux 
échelles.  





Ô est dit  –centré si sa moyenne connaissant  vaut 0. Il est noté Ô  , défini par : 
Ô  Ô & »  
Et donc la variance totale de Ô	 s’écrit : uÔ  OÔQÔ 
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¬  Ô & þÔ 
Elle représente la moyenne des écarts quadratiques entre sites.  
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On peut alors montrer que la variance totale se décompose comme suit : 
uÔ  2Ô T 	dÔ 
Ainsi, la variance totale se décompose en une variabilité locale et une variabilité 
globale qui prennent en compte les relations de voisinage entre les sites. Pour plus de détails 




Indice d’autocorrélation spatiale de Moran des observations :-  - , noté Ô, 
permet d’estimer l’importance de l’autocorrélation spatiale entre sites en tenant compte des 
relations de voisinage. Il se définit de la manière suivante :  
Ô  ∑ 77Á7-7Á ∑ 77Á{)7i) |7-7Á {)7Ái) |∑ {)7i) |¶7  »û» Ô
{öiµ»»|û{öiµ»»|ÔÔ{öiµ»»|Ô   
Et si on suppose Ô centré, alors : 
Ô  OÔQ  »û» Ô	ûÔ	Ô	Ô	  : 
Où û vaut bien souvent ý la matrice de contiguïté binaire. 
  
                                                 
31
 Comme dÔ n’est pas toujours positif, on ne peut pas parler de variance d’où la terminologie « variabilité ». 
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Comme une corrélation, l’indice d’autocorrélation spatiale de Moran mesure la 
ressemblance entre voisins, il varie généralement entre -1 et +1 ; mais peut parfois prendre 
des valeurs supérieures à +1 ou inférieures à -1 (Cliff & Ord, 1981) :  
- Un indice positif traduit une autocorrélation spatiale positive : on parle 
d’attraction. Autrement dit, deux observations provenant de deux sites voisins 
auront tendance à prendre des valeurs proches les unes des autres. 
- Un indice négatif indique la présence d’une autocorrélation spatiale négative : on 
parle de répulsion. Les valeurs de deux observations provenant de sites voisins 
auront tendance à être très différentes l’une de l’autre. 
- Un indice proche de 0 traduit un pattern aléatoire. 
Dans le cas où les poids sont uniformes i.e.   Au : -   %- - w¢, l’indice de 
Moran vaut exactement :  
Ô  dÔuÔ  % & 2ÔuÔ 
On déduit que : 
- Si Ô 
 % alors ÔyÎÔ 
 . Autrement dit, la part de variance locale contenue 
dans uÔ est très faible, ce qui traduit de faibles variations de Ô entre sites 
géographiques voisins. Dans cette situation, nous dirons que Ô  possède une 
structure spatiale à grande échelle.  
- Si Ô 
 &% alors ÔyÎÔ est maximal. Autrement dit, la part de variance locale 
contenue dans uÔ est alors maximale, ce qui traduit une grande variabilité 
des données entre les sites voisins. Dans cette situation, nous dirons que Ô possède 
une structure spatiale à fine échelle. 
L’espérance de l’Indice de Moran dans le cas d’aucune corrélation spatiale est : 
n  &%w & % 
Ainsi, les valeurs observées pour  inférieures à n indiquent une autocorrélation 
spatiale négative et celles supérieures une autocorrélation spatiale positive. Quand le 
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nombre d’observations w est grand n est proche de 0. Il est bien sûr possible de tester 
l’absence d’autocorrélation spatiale.  
Il est cependant nécessaire d’insister sur l’impact du choix de la définition de la 
contiguïté dans la valeur de l’indice de Moran. En effet, lorsque l’on teste l’absence 
d’autocorrélation, on teste une autocorrélation spatiale particulière à partir d’une définition 
singulière de la contiguïté. Aussi est-il nécessaire d’en tenir compte, lorsqu’on rejette 







PCNM consiste en une analyse en coordonnées principales (PCoA) d’une matrice de 
distances tronquées. Elle permet d’obtenir un ensemble de variables spatiales facilement 
utilisables comme descripteurs spatiaux dans un modèle linéaire. Elle repose initialement 
sur peu de résultats mathématiques ; les travaux de (Dray, Legendre, & Peres-Neto, 2006) 
ont permis de lier PCNM à une autre méthode (MEM) générant des variables qui 
maximisent l’indice d’autocorrélation spatiale de Moran. Les différentes étapes permettant 
d’obtenir les variables PCNM sont les suivantes : 
1. Soit w  observations provenant de w  sites. Soit   la matrice des distances 
euclidiennes entre ces sites calculées à partir des coordonnées géographiques =
, 











2. On se fixe un seuil de troncature õ et on définit la matrice de dissemblance  













Á  õ  
Cette opération permet de mettre en valeur les sites voisins.  est appelée 
matrice de voisinages entre les sites. En pratique, on prendra comme valeur du 
seuil õ la plus grande distance entre deux sites voisins dans l’arbre de longueur 
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minimale 32  les reliant (voir par exemple (Hartigan, 1975) ou (Bellanger & 
Tomassone, 2014, pp. 202-203)). 
3. PCoA de la matrice  (voir par exemple (Legendre & Legendre, 2012, pp. 424-
444) ou (Bellanger & Tomassone, 2014, pp. 127-130)). Autrement dit, on 
diagonalise la matrice  définie par la relation :  
  &%] gö & %w »»hX gö & %w »»h
 õX] gö & %w »»h  gö & %w »»h 




Á et   % & (77Á ¶î¶:
-
Á. 
Suite à cette diagonalisation, on extrait uniquement les valeurs propres Y de  strictement positives33 et les vecteurs propres Y  associés dont la norme est 
égale à Y sont conservées. , où Y est la valeur propre de  associée à Y. Le 
nombre de valeurs propres strictement positives fournit la dimension maximale de 
l’espace euclidien de représentation. Il est au plus égale à w & % . Les 
coordonnées euclidiennes de chaque site  sur chaque axe Z	 sont exactement *
Y.  
En pratique, si le but est d’obtenir une représentation à l’aide de cartes des 
dissemblances entre sites, le nombre d’axes retenus doit être faible. 
4. Les vecteurs propres ainsi calculés sont alors utilisés pour décrire les différentes 
structures spatiales liées aux données étudiées. Les vecteurs propres associés aux 
plus fortes valeurs propres seront utiles pour la description de structures spatiales 
à grande échelle. En revanche, les dernières valeurs propres positives permettront 
une description de structures spatiales à plus fine échelle. Dans la suite, nous 
désignerons par variables PCNM les coordonnées principales de . 
  
                                                 
32
 En anglais : Minimum Spanning Tree (MST). 
33
 Ce choix est dû au fait que l’on cherche à obtenir, à partir d’un tableau des dissemblances entre w sites, une représentation euclidienne 
de dimension au plus w & %. 
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Le Tableau 4, permet d’ores et déjà d’observer quelques propriétés des variables 
PCNM : 
- Dans le cas de sites régulièrement espacés (i.e. on parlera de grille régulière), les 
variables PCNM ont une forme sinusoïdale dont la période augmente quand les 
valeurs propres associées diminuent. Le Tableau 4 donne les représentations de 
quelques PCNM pour des sites régulièrement espacés sur une droite (1ère colonne) 
et dans un espace à deux dimensions (3ème colonne). 
- Dans le cas de sites géographiques irrégulièrement espacés (i.e. on parlera de 
grille irrégulière), les PCNM obtenues sont beaucoup moins lisses et régulières 
que précédemment (Tableau 4, 2ème colonne). Néanmoins, les variables PCNM 
obtenues restent classées suivant l’échelle des structures spatiales qu’elles 
décrivent : plus les valeurs propres associées aux PCNM sont faibles, plus les 
variables associées permettent une description de l’espace à fine échelle. 




PCNM est en fait un cas particulier ; celui dans lequel la matrice de pondération 
spatiale û est exactement la matrice de similarités  issue des distances géographiques 
tronquées.  
La généralisation de cette approche a donné lieu à la méthode MEM34. Compte-tenu 
des informations contenues dans û, elle permet de définir de nouvelles variables spatiales 
décrivant l’espace à différentes échelles. Cette méthode consiste à diagonaliser  , la 
matrice de pondération spatiale û après centrage en lignes et en colonnes : 
  gö & %w »»hûgö & %w »»h 
Les travaux de (de Jong, Sprenger, & van Veen, 1984) ont permis d’interpréter les 
vecteurs propres obtenus en diagonalisant . Ils ont ainsi montré que si û est symétrique, 
les vecteurs propres Y de -	  associés aux valeurs propres Y , maximisent l’indice 
d’autocorrélation de Moran projeté sur ces différents axes mutuellement orthogonaux par 
construction ; mais non normés à Y . Quand cette méthode de filtrage est employée 
correctement, le premier vecteur propre :, supposé centré, est l’ensemble de valeurs qui 
possède le plus grand indice de Moran : que l’on puisse obtenir à partir de la matrice 
de pondération spatiale û. Il vérifie donc le problème classique en algèbre : 
:  !"[ú *  !"[ú û  ; 
Il vaut : :  »û»!"Y Y. Le second vecteur propre X, orthogonal au premier, 
représente l’ensemble de valeurs qui possède le second indice de Moran et ainsi de suite, 
le plus petit indice de Moran étant quant-à-lui donné par »û»!#Y Y. Dans le cas où û 
n’est pas symétrique, il faut remplacer û par û TûC ]k . Ainsi quel que soit le vecteur Ô étudié sur un espace spatial caractérisé par û, on sait que : 
w»û»!#Y Y . Ô . w»û»!"Y Y  
                                                 
34
 Par la suite, on n’évoquera donc plus que MEM. 
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(Griffith, 2000) a ainsi relié ce travail à l’ACP et interprété ces vecteurs propres 
comme une description, par au plus w & %35 variables spatiales associées chacune à une 
valeur propre non nulle. Ces valeurs propres représentent les différentes autocorrélations 
latentes contenues dans la matrice de pondération spatiale û. Les Y associés à des Y 
fortement positives (resp. négatives) présentent des autocorrélations positives (resp. 
négatives) et décrivent des structures spatiales globales (resp. locales) en ordre décroissant 
(resp. croissant) d’importance. Comme les Y forment une base orthonormale de ú, tout 




Les valeurs propres étant linéairement reliées au I de Moran, on peut tester ¨D Y  par permutations pour chaque vecteur propre Y et ne retenir que ceux qui représentent 
une autocorrélation significative. Dans la suite, les variables ou composantes MEM Yseront notées ¾¾Y. 
Le choix de la matrice û est une étape cruciale et non sans conséquence sur les 
résultats des analyses spatiales (Tiefelsdorf, 2000). Dans le cas d’un échantillonnage 
régulier des sites (i.e. grille régulière), les structures définies par les valeurs et vecteurs 
propres sont proches quel que soit le choix de û. Par contre, dans le cas d’échantillonnages 
irréguliers, les relations spatiales définissant û  influencent grandement le nombre de 
valeurs propres positives et négatives ainsi que les structures spatiales détectées.  
La matrice de pondération spatiale û peut, de manière assez générale, être vue 
comme le produit d’Hadamard d’une matrice de contiguïté binaire ý précisant les sites 
connectés par une matrice de pondération  précisant l’intensité des connexions (cf. (Dray, 
Legendre, & Peres-Neto, 2006)). La matrice de contiguïté ý peut être construite sur la base 
des distances entre les sites : la méthode la plus simple consiste à sélectionner une distance 
seuil en dessous de laquelle les sites seront définis comme en connexion ; mais il en existe 
de nombreuses autres (cf. (Legendre & Legendre, 2012), section 13.3)).  
La matrice  est utilisée pour pondérer les connexions définies dans ý et rendre ainsi û 
plus réaliste. Il existe de nombreux choix possibles pour , le plus couramment utilisé est 
                                                 
35
 
w & % est le nombre maximum de valeurs propres non nulles associés à . 
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basé sur la ressemblance géographique (u






Ák 	, - ¬  %-w). û peut 














Les méthodes précédemment décrites permettent d’obtenir des variables 
orthogonales facilement utilisables pour modéliser le comportement spatial de données. 
Néanmoins, avant d’utiliser ces variables comme régresseurs, il est nécessaire de vérifier 
que la variable réponse Ô n’est pas linéairement liée aux coordonnées géographiques des 
sites. Pour cela, on régresse Ô sur les coordonnées géographiques des sites et si l’on est en 
présence d’une telle tendance, on utilisera par la suite le vecteur des résidus   Ô & Ô 
comme variable réponse. 
Cette vérification est nécessaire car une tendance linéaire est caractéristique d’un 
phénomène se produisant à plus large échelle que l’étendue de la surface géographique 
traitée. Même si les variables MEM obtenues sont capables d’identifier ces tendances, elles 
ne sont pas appropriées pour traiter ce genre de comportement puisque ces variables sont 
des ondes sinusoïdales. Ainsi, utiliser les variables MEM sans détendancer la variable 
réponse conduira à utiliser trop de ces variables pour identifier la tendance et finalement, 
les structures spatiales à plus fines échelles seront décrites avec un nombre insuffisant de 







La régression sur variables MEM est une alternative aux modèles d’auto-régression 
simultanée (« Simultaneous AutoRegressive Model » ou «  SAR ») ; généralisation 
extrêmement consommatrice en ressource machine du modèle de régression linéaire, 
définie pour tenir compte de l'autocorrélation spatiale. En effet, les w & % variables MEM 
décrivent la gamme complète de tous les patterns spatiaux possibles mutuellement 
orthogonaux. Comme en régression sur composantes principales, elles peuvent donc être 
utilisées comme variables explicatives dans un modèle de régression linéaire pour 
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expliquer une variable réponse Ô qui possède une certaine structure spatiale décrite par û. 
Un des avantages est que tenir compte de l’autocorrélation spatiale au travers de variables 
MEM permet de ne pas avoir à supposer de structure d’autocorrélation particulière pour le 
terme d’erreurs du modèle (Griffith, 2000). Le vecteur   est donc estimé par la méthode 
des moindres carrés ordinaires. A l’aide d’une procédure de sélection de variables, on ne 
conserve dans le modèle final que les variables significatives. 
Le modèle de décalage spatial dans lequel la dépendance spatiale est portée par la 
variable réponse peut donc s’écrire très simplement en fonction des variables MEM : Ô  ÷ûÔT ï f ÷!"!Ô T ï  ! T ï 
où 
• Ô  vecteur réponse centré ; 
• ! [Gi:  matrice regroupant les variables MEM, à sélectionner, elles 
dépendent de la grille à w sites et du choix de la matrice de pondération spatiale û  ý	; matrice de contiguïté construite sur la base des distances entre les sites ;  
• " [ i:Gi: matrice diagonale contenant les valeurs propres Y associées 
aux variables ¾¾Y [ ú
 
; 
• ÷ paramètre d’auto-régression ; 
•  [ úi: vecteur des paramètres à estimer ; 
• ïð/ò, ÒXö  vecteur des aléas supposé multinormal centré de matrice de 
variance-covariance ÒXö. 
Souvent, en plus des coordonnées géographiques des sites d’observations, on dispose 
d’autres variables explicatives. On possède dans ce cas deux ensembles de variables 
descriptives : 
• des variables spatiales formant une matrice !. Il s’agit des variables MEM, au 
plus au nombre de w & %	; 
• des variables explicatives formant une matrice notée #. 
En présence de ces deux types de descripteurs, on peut décomposer la variation de Ô 
en quatre composantes distinctes : (cf. (Legendre & Legendre, 2012, pp. 529-535)) 
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• une fraction [a] expliquée par les variables explicatives # mais non structurée 
spatialement,  
• une partie [b] spatialement structurée ! et également expliquée par les variables 
explicatives #,  
• une fraction [c] exclusivement expliquée par les variables spatiales !,  
• une portion [d] expliquée par aucun de ces deux types de variables descriptives 
(variation résiduelle).  
Cette décomposition est représentée sur la Figure 9 ci-dessous : 
 
Figure 9 - Partitionnement de la variation de la variable Ô en présence de deux types de variables explicatives. 
On veut modéliser les relations entre Ô  et les variables explicatives #  ; tout en 
contrôlant les effets des variables spatiales ! . Pour cela, on procède de la manière 
suivante : 
• on régresse chacune des variables explicatives $:-$X-  -$N de la matrice # sur 
les variables spatiales ! . On note alors %#!  :  N  la matrice 
contenant les vecteurs des résidus issus de chaque régression : %#!  #&!!!i:!# %#! représente les parts de variation non structurées spatialement des variables $:-$X-  -$N. 
• on régresse le vecteur Ô  sur la matrice des résidus %#! . La fraction [a] 
correspond au coefficient de détermination ajusté &yX associé, c’est la portion de 




• la fraction [c] est obtenue sur le même principe en régressant les variables 
spatiales ! sur les variables explicatives # puis en obtenant la matrice des résidus %!# et en régressant le vecteur Ô sur la matrice des résidus %!#. 
 
Les variables spatiales construites à partir de MEM ont l’avantage d’être 
orthogonales donc de ne pas poser de problème de multicolinéarité ; elles ont cependant le 
gros désavantage d’être nombreuses (nombre de sites -1) et de subir le fléau de la 
dimension ! L’utilisation en bloc de ces variables spatiales peut rendre le modèle de 
régression multiple retenu instable. Par conséquent, pour éviter ce problème, il est possible 
de séparer préalablement les variables spatiales en ' groupes !  !: (  ( !).  
La sélection des variables MEM dans un modèle est un point crucial ; (Bini & et al., 
2009) ont montré que l’utilisation de différents critères pouvait fortement influencer 







Les variables spatiales MEM sont des variables orthogonales entre elles, ordonnées 
de telle sorte que les premières (i.e. associées aux plus fortes valeurs propres) décrivent des 
structures spatiales à large échelle alors que les dernières sont associées à des phénomènes 
ayant lieu à plus fine échelle.  
Ainsi, le modèle complet peut-être décomposé en '  sous-modèles permettant 
d’expliquer la variabilité de la variable réponse Ô à plusieurs échelles spatiales. Ô est alors 
régressé sur chacun des ' groupes !V - `  %- -' de MEM consécutives correspondant 
à une échelle spatiale précise. Par exemple, les premières MEM regroupées !: forment un 
modèle « à large échelle », les suivantes formeront un modèle à échelle un peu plus fine, 
etc. Le regroupement des variables spatiales en ensembles cohérents décrivant l’espace à 
des échelles précises distinctes est loin d’être simple puisqu’il n’existe pas de procédure 
standard permettant un « bon » découpage. Cette procédure dépend essentiellement des 
phénomènes que l’on veut modéliser. Néanmoins, faute d’information extérieure 
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satisfaisante, il est possible d’envisager un regroupement de ces variables spatiales en 
fonction des valeurs propres qui leur sont associées.  
Le plus simple étant de séparer les variables MEM en 2 groupes regroupant d’un côté 
les variable MEM correspondant à des autocorrélations spatiales positives (resp. négatives) 
et donc à des valeurs propres positives (resp. négatives) puis d’analyser séparément les 
sous-groupes en utilisant par exemple une procédure de sélection de variables pas à pas de 
type forward pour obtenir un sous-modèle ne prenant en compte que les MEM 
significatives pour expliquer Ô  (Blanchet , Legendre, & Borcard, 2008). Mais un 
découpage plus fin en '  ] groupes formés en fonction des valeurs propres, permet de 
définir des structures à plusieurs échelles et de déterminer si les variables 
environnementales dont nous disposons sont responsables ou non de ces structures. 
Cependant la remarque suivante de (Dray, et al., 2012, p. 269) permet d’appréhender tout 
l’arbitraire de ces définitions de sous-modèles, aucune méthode consensuelle n’existe à ce 
jour :  
“In MEM-based methods, the definition of submodels using a potentially large 
number of synthetic spatial predictors is an arbitrary step and methodological 
developments are still required to refine an appropriate and rigorous approach to 
submodel selection”. 
*# 







Dans ce travail, nous cherchons à mieux interpréter les variables ¾¾Y  dîtes 
négatives (i.e. telles que Y r ) tout en développant une procédure de sélection des 
variables MEM à inclure dans un modèle. Nous étudierons ces questions à la fois grâce à 
une étude de simulation et sur des jeux de données réelles (effort de pêche et données 
écologiques).  
Dans toutes les études utilisant les variable MEM comme variables explicatives d’une 
variable réponse mesurée spatialement, la première préoccupation est la sélection des 
variables MEM à introduire dans le modèle (Dray, Legendre, & Peres-Neto, 2006). En effet, 
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le nombre de MEM construites est lié au nombre de sites ; les considérer toutes dans le 
modèle créé donc un surajustement. La sélection des MEM significatives a donc souvent 
été effectuée à l’aide d’une procédure de sélection de type forward ( (Borcard & Legendre, 
2002), (Peres-Neto & Legendre, 2010)) qui a pour défaut majeure de retenir plus de 
variables que nécessaire (Platt & Denman, 1975). (Jombart, Devillard, Dufour, & Pontier, 
2008) ont proposé de séparer les variables MEM en deux groupes (positives /négatives) ou 
davantage et d’effectuer une sélection de variables séparée sur chacun de ces sous-
ensembles. Cependant, le nombre de variables explicatives conservées dans chaque modèle 
peut encore être grand.  
 
Pour éviter ce problème, une approche alternative simple peut baser la sélection à sur 
le résultat d’un test de nullité du coefficient de corrélation linéaire dit de « Bravais-
Pearson » entre chacune des wÄ  variables MEM construites36  et la variable réponse Ô	 : ¨D
 *y	,	,-,	,   %- - wÄ. Pour pouvoir effectuer ces comparaisons multiples, nous 
appliquons une correction de Bonferroni-Holm (Holm, 1979). Cette procédure se divise en 
plusieurs étapes, permettant ainsi un contrôle séquentiel de la probabilité de n’avoir aucun 
faux positif : 
1. ordonner les p-values correspondant aux hypothèses nulles associées ¨D:-  - ¨DÄ par ordre croissant : >: . >X . ^ . >Ä 
2. examiner, pour un seuil de significativité S fixé, les hypothèses dans l’ordre 
correspondant : 
 si >:  PÄ alors on ne peut rejeter aucune hypothèse nulle ; 
 sinon, on cherche le plus petit Z [ \]- - wÄ_ tel que >Y  PÄR:iY et alors les 
hypothèses nulles ¨D:-  - ¨DYi: sont rejetées tandis que toutes les autres ¨D
	  Z- - wÄ le sont pas. 
Nous comparons cette approche à celle consistant à diviser l’ensemble des MEM en 
sous-groupes et à appliquer sur chacun une procédure de sélection des MEM de type pas à 
pas.  
                                                 
36
 D’après ce qui précède, wÄ est au plus égal à w & %. 
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L’étude de simulation est basée sur un échantillonnage en 2D de w=100 sites situés 
sur une grille régulière % G %. Nous cherchons à expliquer une variable réponse Ô à 
l’aide d’un modèle de régression linéaire multiple dont les variables explicatives sont les 
variables MEM calculées sur la grille régulière % G %. Pour cela, nous étudions différents 
scénarios à l’aide de 8 variables aléatoires réponse \Ô._.9:--ñ  caractérisées par des 
structures d’autocorrélation bien précises, puis nous itérons cette procédure de simulation 
un grand nombre de fois (100, voire 500 fois). Le modèle complet s’écrit donc : 
Ô.  ! . T ï 
où 
•   %-^ -/ cas simulés; 
• Ô. [ ú:DD vecteur réponse dans le cas  (voir Tableau 5) ; 
• !  !» (  ( !å [ :DDGÄ  matrice regroupant les variables MEM, à 
sélectionner, issues d’une grille régulière 2D à 100 sites et du choix suivant pour 







la matrices de pondération   u






Ák ¢	, - ¬  %-% et 
la matrice de contiguïté ý est construite sur la base des distances entre les sites : 
tous les sites - ¬ tels que A

¬ . √] sont considérés comme en connexion.  
•  . [ úÄ  vecteur des paramètres à estimer ; 
• ïð/:DDò, ÒXö  vecteur des aléas supposé multinormal centré de matrice de 
variance-covariance ÒXö. 
A l’aide de cette étude de simulation, nous voulons i) déterminer les structures 
d’autocorrélation imposées sur Ô  qui rendent les MEM négatives (resp. postives) 
significatives dans ce modèle et ii) comparer les performances du test de corrélation 
proposé, à celles obtenues après un découpage en  sous-modèles de régression (large 
échelle ¾¾:  à ¾¾XX , intermédiaire positive ¾¾X  à ¾¾îî , intermédiaire 
négative ¾¾î1 à ¾¾22, fine échelle ¾¾2 à ¾¾Ä9ñ3) (Munoz, 2009) auxquels 
on applique une procédure de sélection de variables pas à pas de type forward, pour 
identifier les variables MEM significatives. Le Tableau 5 ci-dessous résume les 8 scénarios 
que nous avons choisi de simuler et les résultats auxquels nous nous attendons. 
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Tableau 5 - Simulated Ô with associated pattern and Moran indice. 
Ô. Definition Simulated pattern Ô. dÔuÔ 2ÔuÔ Expected correlated MEM with Ô4 
Splitting MEM in 4 
groups Ô: Bernoulli (1,-1) + /, %X 
 
-1 -0.50 1.49 Negative MEM 





function from the center 
to the bounds  
+ /, %X 
 
0.83 0.41 0.52 Positive MEM within 
the first group 
Ô Ô: T ÔX 
 
 
0.81 0.41 0.59 Positive and Negative 
MEM within the first 
and fourth groups 
Ôî /, %X 
 
-0.08 -0.04 1.04 None 
Ô1 Uniform patch (value 




0.54 0.27 0.73 Positive MEM within 
the first and second 
groups 
Ô2 Patch increasing linearly 
on the diagonal+ /, %X 
 
0.48 0.26 0.74 Positive MEM within 
the second group 
Ô ¾¾: + /, %  
 
1 0.47 0.53 Only ¾¾: 
Ôñ Random patchy 
repulsive value within an 
uniform area 
 
0.03 0.02 0.98 Positive MEM within 
the second group 
Les variables Ôî et Ô sont des cas de référence puisque nous connaissons par avance 
les variables explicatives qui doivent être sélectionnées : aucune dans le cas du bruit blanc Ôî  et uniquement ¾¾:  pour Ô . L’approche développée dans les simulations sera 
ensuite appliquée à deux cas d’étude i) les temps de pêche en mer celtique sur une période 
que plus récente que dans (Mahévas, Bellanger, & Trenkel, 2008) i.e. 2001-2007 et ii) les 
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données issues d’une étude sur la distribution spatiale des oribates37 dans les mousses 
(Borcard, Legendre, & Drapeau, 1992). 






Les écosystèmes et communautés marines sont de bons exemples de systèmes 
complexes. Ils sont composés d’une multitude d’unités interagissant à différentes échelles 
spatiales et temporelles. La caractérisation de ces échelles est une étape essentielle dans la 
compréhension et éventuellement la prévision des effets de changements dans les processus 
gouvernant ces systèmes. Ceci nécessite l’utilisation de méthodes statistiques permettant 
de caractériser quantitativement les patrons spatiaux, temporels et les interactions spatio-
temporelles ; robustes aux changements et aux différences d’échantillonnage des 
observations disponibles. Ces changements ou différences sont notamment liés à la 
régularité des distances entre les sites d’échantillonnage et à la couverture complète ou non 
(i.e. sous-échantillonnage) de la zone d’étude.  
Dans ce second travail, nous nous proposons d’étudier le comportement et la 
sensibilité de la méthode multivariée MEM pour différents scénarios de plans 
d’échantillonnage (zones complète, réduite, irrégulière) via l’utilisation de simulations 
numériques. Ces différents cas sont répétés 100 fois chacun. Nous tentons de répondre aux 
questions suivantes : 
• L’approche MEM est-elle pertinente dans le cas de plans d’échantillonnage 
irréguliers ? 
• Est-ce que les variables MEM calculées à partir d’un échantillonnage incomplet 
capturent les patterns spatiaux qu’elles seraient supposées capturées si 
l’échantillonnage était complet ? 
• Y a-t-il un seuil d’irrégularité au-delà duquel cette méthode est à proscrire ? 
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 Groupe d'acariens caractérisé par la présence d'une carapace qui recouvre le corps. Les oribates sont minuscules (< 1mm) et vivent 




Dans une première étape, nous nous concentrons sur une sélection de quatre 
scénarios de simulation caractérisant des plans d'échantillonnage fréquemment rencontrés 
dans les études écologiques. Ils sont présentés dans le Tableau 6 ci-dessous. Trois éléments 
nous ont guidé : i) l'irrégularité des sites d'échantillonnage induite par le sous-
échantillonnage de la zone d'échantillonnage (i.e. échantillonnage aléatoire), ii) 
l'irrégularité des sites d'échantillonnage générée par la couverture partielle de la zone 
d'échantillonnage (i.e. blocs de sites non échantillonnés), et iii) l'adéquation entre processus 
d’observation et processus écologique étudié. Nous testons donc la capacité de la méthode 
MEM à détecter correctement les structures spatiales « prédéfinies » dans les scénarios. 
L’étude de simulation est basée sur un échantillonnage en 2D de sites (w=400 sites situés 
sur un carré ] G ]), sauf pour le scénario 4 où 53% de la grille ] G ] est supprimée 
pour créer des blocs de sites manquants. Dans les trois premiers scénarios, 5 variables 
MEM (notées ¾¾x.y~LV 	; j=1,…,5)38, sur les 399, sont alors sélectionnées et vont être 
étudiées. Elles représentent un gradient des différentes structures spatiales (de la plus large 
à la plus fine). 
Pour chacun des quatre scénarios étudiés (A), B), C) et D) du Tableau 6), nous 
appliquons deux calculs possibles des variables MEM:  
• une méthode dite complète pour laquelle les variables MEM sont calculées sur la 
grille régulière ] G ] puis les coordonnées de sites non échantillonnés sont 
supprimés (notées MEMcomp) ;  
• une méthode dite réduite pour laquelle les variables MEM sont directement 
calculées à partir des sites échantillonnés sur la grille régulière ] G ] (notées 
MEMred). 
  
                                                 
38
 Pour les trois premiers scénarios : les MEM 1, 10, 150, 200 et 350 sont choisies alors que pour le scénario 4 le nombre de sites étant 
plus faible 4 MEM sont étudiées : les numéros 10, 60, 110 et 150. 
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Voici une courte description des 5 scénarios testés, présentés dans le Tableau 6 ci-
après: 
1. Le scénario Random sampling design (voir Tableau 6 ligne A)) teste la capacité des 
variables MEM à saisir correctement la structure spatiale dans le cas d'une stratégie 
d'échantillonnage aléatoire évaluée à 7 seuils différents de couverture de la zone 
étudiée (10%, 25%, 50%, 60%, 80%, 90%, 100%). L'irrégularité est aléatoire et crée 
des distances inégales entre les sites échantillonnés. L’échelle du processus 
écologique concorde avec celle d’observation, c’est une échelle « globale ». Les ·n·x.y~L sont calculées à partir des coordonnées des sites régulièrement espacés sur 
la grille régulière ] G ]. Pour chaque seuil de couverture retenu, les MEMcomp sont 
obtenues en supprimant les sites manquants des ·n·x.y~L alors que les MEMred sont 
directement calculées à partir des seuls sites échantillonnés.  
2. Le scénario Blocks of missing data (voir Tableau 6 ligne B)) teste la capacité des 
variables MEM à capturer précisément la structure spatiale lorsque le recueil de 
données comporte des blocs d'observations manquantes, blocs correspondant par 
exemple à des zones inaccessibles. Les sites échantillonnés couvrent 53% de la zone 
du processus écologique et sont régulièrement espacés ; mais comme la zone 
d’observation est réduite, les distances entre sites deviennent irrégulières. Le 
processus écologique se produit à une échelle «globale» qui ne correspond pas à 
l'échelle d'observation. Les ·n·x.y~L sont calculées à partir des coordonnées des 
sites régulièrement espacés sur la grille régulière ] G ] . Les MEMcomp sont 
obtenues en ne conservant que les coordonnées dans les ·n·x.y~Ldes sites de la zone 
d’observation (i.e. 53% de la zone totale) alors que les MEMred sont directement 
calculées à partir des sites de la zone d’observation. 
3. Le scénario Random sampling design and blocks of missing data on a global 
structure (voir Tableau 6 ligne C)) teste la capacité des variables MEM à capturer la 
structure spatiale lorsque le recueil de données est conçu de manière aléatoire et 
comprend des blocs d'observations manquantes (comme dans le second scénario). La 
zone d’observation couvre 53% de la zone du processus écologique ; la stratégie 
d'échantillonnage aléatoire est évaluée à 7 seuils différents de couverture de la zone 
d’observation (10%, 25%, 50%, 60%, 80%, 90%, 100%). L’échelle du processus 
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écologique ne concorde pas avec celle d’observation plus petite. Le calcul des 
variables MEM est similaire au scénario 1. Les ·n·x.y~L sont calculées à partir des 
coordonnées des sites régulièrement espacés sur la grille régulière ] G ]. Les 
MEMcomp sont obtenues en ne conservant que les coordonnées dans les ·n·x.y~Ldes 
sites de la zone d’observation (i.e. 53% de la zone totale) au seuil de couverture fixé. 
Les MEMred sont directement calculées à partir des seuls sites échantillonnés. 
4. Le scénario Random sampling design and blocks of missing data on a local structure 
(voir Tableau 6 ligne D)) teste la capacité des variables MEM à capturer la structure 
spatiale lorsque le recueil de données est conçu de manière aléatoire et comprend des 
blocs d'observations manquantes (comme dans le second scénario). Il est similaire 
au troisième scénario, mais dans ce cas, l'échelle du processus d'observation est 
identique à celle du processus écologique, i.e. plutôt locale. La stratégie 
d'échantillonnage aléatoire est évaluée à 7 seuils différents de couverture de la zone 
étudiée (10%, 25%, 50%, 60%, 80%, 90%, 100%). Dans ce scénario, le processus 
écologique se déroule à une échelle différente des 3 précédents. Les ·n·x.y~L sont 
calculées à partir des coordonnées des sites régulièrement espacés sur la grille après 
suppression des blocs de sites manquants (i.e. 53% de la zone totale ] G ]). Le 
même processus de calcul que pour le scénario 3 est appliqué pour obtenir les 
MEMcomp et les MEMred. 
Tableau 6 - Scénarios simulés. 
 
A)





Scenario 1. Scenario testing the ability of the 
MEM to correctly capture the spatial structure 
in the case of a random sampling strategy. The 
process under study matches the observation 
scale and occurs at a "global" scale.
Scenario 2. Scenario testing the ability of the 
MEM to correctly capture the spatial structure 
when the survey includes blocks of missing
observations. The process under study occurs
at a "global" scale and does not match the 
scale of observation.
Scenario 3. Scenario testing the capacity of 
the MEM to capture the spatial structure when
the survey is randomly designed and includes
blocks of missing observations. The process
occurs at a global scale and does not match 
the scale of observation. 
Scenario 4. Scenario testing the capacity of 
the MEM to capture the spatial structure when 
the survey is randomly designed and includes 
blocks of missing observations (as in the 
second scenario). The ecological process is 







La capacité des variables MEMcomp (resp. MEMred) à expliquer les variations de 
chacune des cinq structures spatiales prédéfinies ·n·x.y~LV  est évaluée à l’aide des 
modèles de régression linéaire suivants :  
¾¾x.y~LV  !.Ã¹N .Ã¹NV T ïV et ¾¾x.y~LV  !ÎL( ÎL(V T ïV, `  %-]-   -5É6 
où 
- ¾¾x.y~LV [ úÄ  vecteur réponse comportant les coordonnées des wÄ . w  sites 
échantillonnés sur la `ème variable MEM sélectionnée issue de la grille régulière 2D 
à n sites associé au processus écologique ;  
- !.Ã¹N (resp. !ÎL() matrice regroupant les variables MEMcomp (resp. MEMred),  
-  .Ã¹N (resp.  ÎL() vecteur des paramètres à estimer ; 
- ïð/Ä ò, ÒXö vecteur des aléas supposé multinormal centré de matrice de variance-
covariance ÒXö.  
Le comportement des MEM pour les différents scénarios est ensuite évalué à l’aide 
des critères suivants :  
• le nombre de variables MEM sélectionnées dans le modèle de régression linéaire ; 
• la concordance entre la variable MEM à décrire et celle(s) servant de variable(s) 
explicative(s) ; 
• le coefficient de détermination ajusté &yVX  et enfin  
• la muticolinéarité entre variables MEM (uniquement pour les MEMcomp). 
La meilleure approche à retenir sera bien sûr celle correspondant au modèle de 
régression dans lequel les variables explicatives MEM sont peu nombreuses et cohérentes 
avec celle que l’on cherche à expliquer ; la qualité d’ajustement est la meilleure possible 
et enfin la multicolinéarité entre variables explicatives MEM est la plus faible possible. 
Nos résultats montrent que, les variables MEM peuvent être utilisées dans un contexte 
d’échantillonnage irrégulier ; mais avec précaution. En effet, dès que moins de 75% des 
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 `  %-]-   - pour le scénario 4. 
40
 w   si la grille est régulière ] G ] ; moins dans le dernier scénario. wÄ, le nombre de sites échantillonnés, varie de 10, 25, 50, 
60, 70, 80, 90 à 100% du nombre total de sites w. 
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sites sont préservés, les variables MEM deviennent sensibles à l’irrégularité de la grille ; 
cette variabilité s’accroît encore lorsque l’on modélise des structures spatiales à échelles 
fines. Sous de fortes conditions d’irrégularité, l’utilisation de MEM construites à partir (des 
coordonnées) des sites irréguliers (i.e. MEMred) peut même aboutir à la création de 
structures spatiales inexistantes sur la grille initiale. 
Nous proposons; afin de pallier ces problèmes, de reconstruire une grille régulière à 
partir des sites disponibles échantillonnés de manière irrégulière (Figure 10) : 
Figure 10 - Reconstruction d’une grille régulière : une solution au problème de variabilité des MEM dans le cas d’un 
échantillonnage irrégulier. 
Cette solution est aussi testée par simulations et évaluée à l’aide du nombre de MEM 
significatives obtenues à l’aide du test de nullité du coefficient de corrélation linéaire entre 
chacune des variables MEM et la variable réponse avec une correction de Bonferroni-
Holm ; mais aussi à l’aide du coefficient de détermination ajusté. Une ANOVA non 
paramétrique a permis de s’assurer qu’elle était adaptée à tout type d’échelle (fine ou large). 
Enfin, il nous reste à appliquer cette approche à deux cas d’étude très différents 
(temps de pêche en mer celtique sur la période 2001-2007 et l’abondance de poissons 
juvéniles dans les nourriceries côtières de la baie de Vilaine (sud Bretagne) sur la période 
2008-2010. 
















Collaborateurs sur ce thème : 
• Comités régionaux des pêches (Pays de la Loire, Bretagne, Nord-Pas-de-Calais-
Picardie) ; 
• IGARUN 41  (UMR 6554 LETG 42 -Géolittomer UMR CNRS 6554Nantes) : B. 
Trouillet et E. Plissonneau (Stagiaire M2 professionnel Ingénierie Mathématique, 
Nantes).  
La spatialisation des activités de pêche est devenue un enjeu mondial. Jusqu’à très 
récemment, il n’existait pas de base de données fiable permettant tant la défense des intérêts 
des professionnels que de servir d’outil de gestion et d’aide à la prise de décisions interne 
à la profession. La création d’un état des lieux « pêche » robuste et régulier  était 
indispensable. A cet effet, le projet VALPENA (éVALuation des activités de PEche au 
regard des Nouvelles Activités)43  a vu le jour en 2010 et est devenu un Groupement 
d’Intérêt Scientifique (GIS) en 2014. Il est conçu comme une plateforme collaborative 
structurant des observatoires régionaux des pratiques de pêche dans une optique 
d’aménagement de l’espace maritime. Aujourd’hui, il réunit les Comité Régional des 
Pêches Maritimes et des Élevages Marins (CRPMEM) du Nord Pas de Calais Picardie, de 
Basse- Normandie, de Haute-Normandie, de Bretagne et des Pays de la Loire ; soit 5 sur 
les 10 à l’échelle nationale. D’autres sont susceptibles de rejoindre cette plateforme. Il a 
pour objectif de combler un manque d'informations sur les pratiques de pêche, exacerbé 
par un accroissement des besoins de connaissance sur les pratiques spatiales en lien avec 
l'essor de la demande d'espace en mer particulièrement fort ces dernières années. En effet, 
l'intensification des activités existantes ; mais aussi la mise en place de nouveaux projets 
tels que l’éolien offshore ou l’aquaculture, obligent les pêcheurs à modifier leurs pratiques. 
Ces activités créent une pression de plus en plus importante sur la pêche maritime 
professionnelle et sont à l'origine de conflits de plus en plus nombreux. VALPENA permet 
donc des réflexions mutilpartenariales et interdisciplinaires sur ces sujets très sensibles.  
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 Acronyme de Institut de Géographie et d’Aménagement Régional de l’Université de Nantes. 
42
 Acronyme de Littoral, Environnement, Télédétection, Géomatique. 
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Ces CRPMEM collectent, sur la base d’entretiens, des données permettant de décrire 
finement l’activité de pêche, tant spatialement que temporellement. Ainsi, les données à 
traiter concernent aujourd’hui près de 2700 navires, c’est-à-dire l’ensemble des flottilles 
situées de la frontière belge jusqu’au sud de la Vendée. Avec une clé qui est le navire, les 
bases de données VALPENA combinent : 
- des données d’enquête localisant, à l’échelle mensuelle, les activités de pêche en 
fonction d’un référentiel spatial constitué d’un maillage géométrique de 3 milles 
nautiques de côté environ, en distinguant les engins de pêche mise en œuvre et les 
espèces ciblées. L’unité obtenue pour chaque navire est donc « maille x mois x engin 
utilisé x espèce ciblée » qu’il est possible d’agréger et de ré agréger en fonction des 
besoins de l’analyse ; 
- des données techniques et administratives : port d’attache, caractéristiques 
techniques (longueur, puissance, etc.), etc. 
Ce système permet aujourd’hui de fournir des données capitales tant pour que les 
pêcheurs puissent exprimer, voire défendre leurs intérêts en lien avec le développement de 
nouveaux usages en mer (énergies marines renouvelables, parcs marins, extraction de 
granulats, etc.), qu’à des fins de recherche. Ces données sont totalement inédites et, compte 
tenu de leur caractère sensible et stratégique, sont confidentielles. Elles permettent de 
compléter, en les précisant, d’autres données détenues par le Ministère en charge de la 
pêche. Le laboratoire LETG-Géolittomer continue de développer des outils informatiques 
facilitant le recueil de ces données (interface de saisie de données d’enquêtes,etc.) et leur 
exploitation cartographique. Cependant, la masse de données disponibles ainsi que la 
qualité hétérogène des données recueillies nécessitent un travail exploratoire, au niveau 
spatial ; mais aussi au niveau de l’échantillonnage à adopter pour éviter dans les années à 
venir d’enquêter tous les navires tous les ans. Une collaboration a vu le jour très 
récemment; impliquant dans un premier temps Elodie Plissonneau, une stagiaire étudiante 
du Master 2 professionnel Ingénierie Mathématique de Nantes embauchée en CDD44 de 6 
mois en septembre 2014, ainsi que ma participation au conseil scientifique 
pluridisciplinaire (géographie, économie, droit, statistiques…) de VALPENA. 
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Collaborateurs sur ce thème :  
• CEIP45 (CHU, Nantes) et Université de Nantes (EA 4275 - SPHERE) : P. Jolliet, 
C. Victorri-Vigneau ; 
• Université de Nantes (EA 4275 - SPHERE) : F. Feuillet, J.-B. Hardouin, V. Sébille. 
Initialement limités aux troubles les plus sévères, l’utilisation des médicaments 
psychotropes a rapidement été élargie à des troubles de moindre gravité et leur usage s'est 
peu à peu banalisé. Comparativement aux autres pays européens, la consommation de 
médicaments psychotropes est plus élevée en France. Les principales classes de 
médicaments consommés sont, en premier lieu les anxiolytiques (utilisés contre l’anxiété) 
et les hypnotiques (somnifères), en second lieu, les antidépresseurs. Les co-prescriptions 
sont aussi fréquentes, notamment les associations anxiolytiques-hypnotiques et 
anxiolytiques-antidépresseurs.  
Les situations cliniques liées à la surconsommation médicamenteuses sont diverses : 
il peut s’agir d’une part d’une surconsommation dans le cadre d’une prescription pour des 
troubles associés à des critères de gravité ou pour lesquels il existe une inefficacité ou une 
résistance au traitement, d’autre part d’une surconsommation volontaire du sujet dans le 
cadre d’un usage compulsif du médicament. Or l’ensemble des travaux menés à ce jour ne 
permettent cependant pas de caractériser finement : 
• les médicaments psychotropes pouvant conduire à des abus ou des situations de 
mésusage ;  
• le profil des consommateurs de ces médicaments, notamment les sujets présentant 
une surconsommation.  
Il est donc nécessaire de disposer d'informations quantitatives détaillées sur les doses 
et co-prescriptions au sein d’un échantillon de consommateurs, afin d’identifier pour un 
médicament donné un niveau de consommation au-delà duquel le sujet aura une 
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 Acronyme de Centre d’Evaluation et d’Information sur la Pharmacodépendance. 
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consommation extrême et aussi de déterminer des groupes homogènes de consommateurs. 
Ces informations sont indispensables pour évaluer l'impact de mesures visant à modifier 
l'utilisation des médicaments psychotropes dans notre pays. 
L'accès aux données des Caisses Primaires d'Assurance Maladie 46  contribue, à 
travers la réalisation d’études pharmaco-épidémiologiques, à améliorer le niveau de 
connaissance sur l'usage des médicaments psychotropes en France. Même si ces données 
reflètent la délivrance par la pharmacie et non la consommation réelle ; elles permettent 








Dans ce travail, nous avons développé des outils d’identification et d’évaluation de 
la surconsommation médicamenteuse à partir de données issues des bases de données de 
la Caisse Régionale d’Assurance Maladie (CRAM) des Pays de La Loire. A partir de ces 
bases de données, le CEIP47 de Nantes a conçu un indicateur de surconsommation, appelé 
facteur F, permettant de rendre compte, pour tout médicament psychotrope, de 
l’importance du phénomène. Ce facteur F est un critère maintenant couramment utilisé 
pour étudier le dépassement de la posologie maximale recommandée. Il se définit comme 
le rapport entre la posologie moyenne quotidienne du patient et la dose maximale 
recommandée par le RCP48. Ainsi, pour un patient donné, si F est inférieur ou égal à 1, tout 
va bien, le médicament est bien utilisé ; par contre si F est supérieur à 1 alors on peut 
suspecter un problème de pharmacodépendance, de mésusage de prescription, d’abus ou 
de détournement, c’est-à-dire d’utilisation du médicament pour une fin autre que le but 
médical ou psychiatrique visé. À peu près tous les médicaments d’ordonnance peuvent être 
employés à des fins autres que celles prévues, mais les cas d’abus concernent 
habituellement les médicaments ayant des propriétés psychotropes.  
                                                 
46
 En abrégé : CPAM. 
47
 Les Centres d’Évaluation et d’Information sur la Pharmacodépendance (CEIP) sont implantés au sein de Centres Hospitalo-
Universitaires (CHU) et sont spécialisés en pharmacologie clinique ou expérimentale, en toxicologie analytique ou en épidémiologie. 
Ils sont chargés d’évaluer le potentiel de dépendance et d’abus des substances psychotropes, notamment les médicaments.  
48
 Acronyme de Résumé des Caractéristiques du Produit. Les RCP sont publiés par l’Agence Nationale de Sécurité du Médicament et 
des produits de santé (ANSM, ex-AFSSAPS). Tous les produits pharmaceutiques ayant obtenu une autorisation de mise sur le marché 
(AMM) ont un RCP et une notice, disponibles sur le site internet de l’ANSM. 
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La valeur seuil de 1 peut pour certains médicaments être remise en cause ; c’est le 
cas de certains médicaments antidouleurs, calmants, pour lesquels la prescription peut être 
régulièrement supérieure à la posologie recommandée ; mais aussi de médicaments 
pouvant entrainer des phénomènes d’accoutumance ou de dépendance. Nous avons donc 
tenté dans ce travail de répondre aux questions suivantes : 
• Comment déterminer le seuil *  à partir duquel, si F * , le patient peut être 
qualifié de surconsommant ?  
• Comment discriminer au mieux la population des patients en 2 groupes 
(surconsommants/normaux), en fonction de variables explicatives ?  
• Comment prévoir l’appartenance à l’un ou l’autre des groupes pour un patient 
donné ? 
L’approche statistique que nous avons adoptée est une combinaison de plusieurs 
méthodes: 
1. La théorie des valeurs extrêmes au travers du modèle Peak Over Threshold (POT) 
pour déterminer, pour la substance étudiée, un seuil *, au-delà duquel un patient 
peut être considéré comme surconsommant (comportement extrême). De plus 
amples détails ont déjà été donnés sur ce modèle au paragraphe 1.1.1.2 du chapitre 
1. Une fois le seuil * fixé, et les paramètres de la distribution de Pareto généralisée 
(GPD) estimés, nous nous sommes assurés que l’hypothèse distributionnelle 
effectuée sur les tailles de dépassement, sachant qu’un dépassement du seuil * 
avait eu lieu, était respectée à l’aide d’un P-P ou d’un Q-Q plot.  
Le seuil * retenu grâce au modèle POT permet de scinder la population étudiée 
en deux groupes : les surconsommants avec un facteur de F> * et les autres ayant 
un facteur F . *. 
2. La régression logistique pour obtenir le profil des surconsommants en fonction 
des variables explicatives disponibles. Nous avons choisi la régression logistique 
avec fonction de lien logit à cause de sa flexibilité et de l’interprétation simple des 
paramètres en terme d’odds ratio.  
3. La courbe ROC et les indices associés (sensibilité et spécificité) pour étudier la 
capacité du modèle de régression retenu à bien discriminer la population étudiée. 
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C’est la première fois qu’une telle approche était mise en œuvre dans ce domaine. 
Les données provenaient de la base de données régionale de l’assurance maladie des 
Pays de La Loire. La population sélectionnée comprenait l’ensemble des patients ayant eu 
au moins une délivrance du médicament étudié entre le 1er juillet 2005 et le 31 décembre 
2005. La consommation de psychotropes en France est la plus importante de l’Union 
Européenne. Parmi les médicaments psychotropes, certains sont susceptibles d’un 
détournement d’usage de par leurs propriétés psychoactives. Nous avons choisi d’étudier 
deux d’entre eux :  
• la tianeptine (Stablon®) : un antidépresseur (ATD) avec des cas d’abus et de 
dépendance clairement identifiés. 7263 patients ont eu au moins deux délivrances 
de tianeptine entre le 1er juillet 2005 et le 31 décembre 2005 dans la région des 
Pays de La Loire ;  
• le zolpidem (Stilnox®) : un hypnotique pour lequel des phénomènes de tolérance 
et de dépendance physique avec syndromes de sevrage existent et donc pour 
lequel les indications doivent être soigneusement pesées ; notamment chez les 
patients ayant des antécédents psychiatriques. 33584 patients ont eu au moins 
deux délivrances de zolpidem entre le 1er juillet 2005 et le 31 décembre 2005 dans 
la région des Pays de La Loire.  
Les variables disponibles comprenaient celles relatives : 
• au médicament étudié: facteur F (rapport entre la posologie moyenne quotidienne 
du patient et la dose maximale recommandée);  
• au patient: sexe (SEX) et âge (AGE) ;  
• à la prescription : nombre de prescripteurs (NOMAD.M); catégorie du prescripteur 
(CATPRES) ;  
• relatives à la délivrance : nombre de pharmacies (NOMAD.P); rapport entre le nombre 
de délivrances observé et celui théorique lié à l’ordonnance (RAPDELB) ;  
• aux traitements associés : nombre total; par classe; par indication (CONS.AS, N.BZO.T, 




Le Tableau 7 ci-dessous résume les caractéristiques générales des patients ayant eu 
au moins deux délivrances de tianeptine (resp. zolpidem) entre le 1er juillet 2005 et le 31 
décembre 2005 dans la région des Pays de La Loire. Comme attendu pour ce type de 
médicaments, notre échantillon comportait une majorité de femmes et les âges médians 
étaient de plus de 60 ans pour les deux médicaments. Le nombre maximum de médicaments 
psychotropes (CONS.AS) délivrés pendant la période d'étude était important pour les deux 
médicaments (14 et 16 pour la tianeptine de zolpidem); ce qui pouvait suggérer que certains 
patients étaient plus gravement malades parmi les consommateurs de ces médicaments. 
Cette hypothèse est renforcée par le fait qu'environ 20% des patients avaient également 
consultés un psychiatre (CATPRES). De manière similaire, le facteur F atteignait des valeurs 
maximales très élevées pour les deux médicaments (environ 11 pour tianeptine et 30 pour 
zolpidem). Ces niveaux extrêmes sont souvent caractéristiques de situations d’abus et/ou 
de de pharmacodépendance.  
Tableau 7 - Caractéristiques des patients pour tianeptine et zolpidem. 
Variable (name of variable) Tianeptine 
N = 7263 
Zolpidem 
N = 33584 
Age, years (AGE) 66; 29 [15 – 102] 63; 24 [6 – 106] 
Gender: male (0) vs Female (1)  (SEX) 2301 / 4962 10344 / 23240 
More than 3 prescribing doctors  
(NOMAD.M): Yes (1) vs. no (0) 
32 (0.4%) 300 (0.9%) 
Call for psychiatrist (CATPRES): 1 yes vs.  0 no 1529 (21.1%) 6098 (18.2%) 
More than 3 pharmacies who delivered the studied drug 
(NOMAD.P): Yes vs. no 
78 (1.1%) 438 (1.3%) 
Nb of psychotropic drugs delivered during the same period (CONS.AS) 1; 1 [0 – 14] 1; 2 [0 – 16] 
- Nb of BZD drugs (N.BZO.T) 
  - More than one anxiolytic BZD drug (N.BZO.1) 
  - More than one other anxiolytic drug (N.BZO.2) 
  - More than one hypnotic BZD drug (N.BZO.3) 
  - More than one other hypnotic drug (N.BZO.4) 
   - Nb of patients with Rivotril drug (N.BZO.5) 












     - More than one other ATD drugs (NBIN.ATD) 1518 (20.9%) 13359 (39.8%) 
     - More than one neuroleptic drugs (NBIN.NL) 1043 (14.4%) 3388 (10.1%) 
   - At least one morphine drugs (MORPH.2CAT) 126 (1.7%) 839 (2.5%) 
R ratio (nb of dispensations/28 days)> 1 (RAPDELB) :Yes  vs. no 2041 (28.1%) 7120 (21.2%) 
Consumption factor (F) [0.06 – 10.95] [0.03 – 30.07] 
Notes: BZD: benzodiazepine, ATD: antidepressant, R ratio: number of dispensations/28 days. 
Data summaries are median; interquartile range (IQR) [minimum–maximum] for continuous variables or numbers of patients 
(percentages) for categorical variables. 
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Nous avons ensuite utilisé, pour chaque médicament, le modèle POT de manière à 
partitionner l’échantillon en deux groupes en fonction du seuil *  retenu : les 
surconsommants avec un facteur de F> * et les autres ayant un facteur F . *. Les seuils 
obtenus correspondent à une réalité clinique et sont conformes à la littérature (Tableau 8).  
Tableau 8 - Estimations par maximum de vraisemblance des paramètres de la GPD pour tianeptine et zolpidem. 
 Tianeptine Zolpidem 







nllh -339.135 176.665 
Maximum Likelihood Parameter Estimates 
Shape ξ (SE) 0.307 (0.052) 0.607 (0.092) 
Scale β (SE) 0.142 (0.009) 0.350 (0.036) 
Notes: nexc = the number of data points above the threshold, 
nllh = the negative logarithm of the likelihood evaluated at the maximum likelihood estimates, SE = standard error. 
Pour tianeptine, le seuil de %% correspond à une utilisation normale du médicament 
dans son indication : pas de dépassement du seuil fixé dans le résumé des caractéristiques 
du produit. Sur la période d’étude, les patients dont le facteur F dépassaient 1.1 étaient 
rares (7%) et présentaient : 
• un comportement addictif associé à des consommations très importantes, ou  
• des critères de gravité de leur pathologie dépressive nécessitant une augmentation 
de la posologie à finalité thérapeutique (associée ou non à l’utilisation d’autres 
médicaments antidépresseurs), décidée par le prescripteur. 
Ces observations ont ensuite été confortées par les résultats de la régression 
logistique (Tableau 9). 
Pour zolpidem (Tableau 8 et Tableau 9), le seuil de 2.0 nous a tout d’abord questionné 
puisque les recommandations précisent que la dose maximale utilisée ne doit pas excéder 
1 comprimé par jour (i.e. un facteur F égal à 1). Ce résultat trouve cependant toute sa 
justification dans l’analyse fine des propriétés de ce médicament. Tout d’abord, zolpidem 
est un hypnotique se caractérisant par une demi-vie courte : les patients peuvent reprendre 
un comprimé au cours de la nuit. Il a de plus été montré qu’il existait des phénomènes de 
tolérance et de dépendance physique avec syndrome de sevrage : des sujets augmentent le 
nombre de comprimés pris le soir afin de ressentir l’effet hypnotique. Ces effets sont 
connus, si bien qu’en pratique l’utilisation de deux comprimés par jour est trop souvent 
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acceptée. Enfin, cette diminution d’efficacité peut expliquer l’utilisation d’autres 
hypnotiques simultanément. Dans le corpus de données étudié, les patients dont le facteur 
F dépassait 2 étaient cependant très rares (1%) et correspondaient à des sujets ayant des 
antécédents psychiatriques et/ou addicts (à la recherche « d’effets psychiques positifs ») 
utilisant des doses extrêmement élevées et ayant recours à des comportements frauduleux 
pour se procurer cette quantité. 
 
Tableau 9 - Multivariate logistic regression analysis of over consumption risk for tianeptine and zolpidem;  
 results of stepwise selection procedure.  P-value<5%. 
 Tianeptine Zolpidem 
F Threshold  1.1 2.0 
Logistic Variable OR [95% CI] 
Age, 10 years increase 0.90 [0.85 – 0.95] 0.91 [0.84 – 0.98] 
NOMAD.M 
 3.733 [2.451– 5.688] 
CATPRES  1.63 [1.32 – 2.01] 0.64 [0.48– 0.85] 
NOMAD.P 2.69 [1.42 –  5.05] 6.18 [4.34 – 8.79] 
N.BZO.1 1.28 [1.03 –1.59] 1.55 [1.17 –  2.03] 
N.BZO.2 1.55 [1.08 – 2.21] 2.22 [1.50 – 3.27] 
N.BZO.3 
 1.68 [1.28 – 2.21] 
N.BZO.4 1.33 [1.08 –  1.63]  
NBIN.ATD 1.26 [1.01 –  1.56]  
NBIN.NL 
 1.49 [1.11 – 1.99] 
MORPH.2CAT 
 1.78 [1.06 – 2.97] 
RAPDELB 26.81 [19.97 – 35.98] 84.66 [43.34 – 165.33] 
ROC area 0.87 0.93 
 
Afin de valider le modèle logistique retenu et d’analyser la sensibilité des estimations 
des paramètres à de faibles variations dans les données, nous avons utilisé la méthode 
bootstrap non paramétrique (Tableau 10). Nous avons ainsi pu vérifier que les densités 
estimées étaient proches de gaussiennes. Les résultats obtenus en utilisant la méthode du 
maximum de vraisemblance dans le Tableau 9 étaient donc robustes et la relation détectée 




Tableau 10 - Bootstrap Distribution for logistic Regression Coefficients for tianeptine (left) and zolpidem (right). 
  
D’après le Tableau 9, pour les deux médicaments étudiés, les facteurs augmentant le 
risque d’être classé « surconsommant » sont l’âge (AGE) plutôt jeune, le nomadisme 
pharmaceutique (NOMAD.P) important, la consommation associé au traitement d’au moins un 
anxiolytique (N.BZO.1) ou un hypnotique (N.BZO.2) et enfin le nombre élevé de délivrances 
(RAPDELB). Par exemple, le nomadisme pharmaceutique augmente considérablement le 
risque d’être surconsommant. Ce risque est multiplié par 2.69 pour tianeptine (resp. par 
6.18 pour zolpidem). A l'inverse, le fait de faire appel à un psychiatre (CATPRES) a un effet 
opposé sur le risque de surconsommation selon le médicament considéré : pour tianeptine, 
le risque est multiplié par 1.63 alors que pour zolpidem il est divisé par 1.56. Les autres 
variables explicatives sélectionnées ont un effet significatif sur l’un des deux 
médicaments ; mais pas les deux simultanément : la prise d’au moins un autre médicament 
hypnotique (N.BZO.4) ou un antidépresseur (NBIN.ATD) est uniquement associé au risque de 
surconsommation de la tianeptine alors que le nomadisme médical (NOMAD.M), la prise d’au 
moins un benzodiazépine hypnotique (N.BZO.3), un neuroleptique (NBIN.NL)ou de la 
morphine (MORPH.2CAT) sont associés au risque de surconsommation de zolpidem. 
La qualité des résultats obtenus a été analysée à l’aide des outils classiques : courbe 
ROC et son aire (AUC) et table de confusion. Dans les deux cas, la capacité du modèle 
logistique à discriminer les deux groupes de patients déterminés à l’aide du modèle POT 







Figure 11 - ROC curve for tianeptine (left), zolpidem (right). 
 
Tableau 11 - Classification Table Based on the Logistic Regression Model in Tableau 9 using a Cutpoint of 0.15 
(sens=spec) for tianeptine (top) (resp. 0.02 for zolpidem (bottom)). 
Classified Observed Total 
1 0 
1 435 1287 1722 
0 89 5432 5521 
Total 524 6719 7243 
Sensitivity=435/524=83%; Specificity=5432/6719=80.8%; 
PCC=Percent Correctly Classified=81.1% 
Classified Observed Total 
1 0 
1 286 5183 5469 
0 32 28083 28115 
Total 318 33266 33584 
Sensitivity=286/318=89.9%; Specificity=5432/6719=84.4%; 




Dans ce travail, pour deux médicaments particuliers, tianeptine et zolpidem, nous 
avons : 
• déterminé un seuil u au-delà duquel le comportement des patients peut être 
considéré comme extrême ; 
• étudié ce comportement extrême des patients ; 
• construit un modèle permettant de classer et prédire le comportement d’un 
nouveau patient en fonction des variables explicatives introduites dans la 
régression logistique.  
La procédure statistique mise en œuvre est tout à fait originale dans le domaine de la 
pharmaco-épidémiologie et elle est généralisable à n’importe quel médicament. Elle peut 
permettre de détecter les médicaments pour lesquels la dose maximale recommandée par 
le RCP est régulièrement dépassée ; ainsi que l’ampleur de ce dépassement. Cette 
procédure peut être une aide à la détection de cas d’abus. Elle peut aussi permettre de 
réévaluer la dose maximale en vigueur. Ce travail a donné lieu à un article publié en 2013 
(Bellanger, Vigneau, Pivette, Jolliet, & Sébille, 2013) dont sont issus les tableaux 9 à 11 









Comme nous l’avons vu dans le paragraphe précédent, le facteur F est un indicateur 
de surconsommation permettant de rendre compte, pour tout médicament psychotrope, de 
l’importance du phénomène. Grâce à cet indicateur nous avons pu quantifier l’importance 
du phénomène de surconsommation ; mais aussi différencier les sujets surconsommants, 
des sujets non surconsommants (cf. § 2.1.1). Cependant, ce seul facteur de 
surconsommation n’est pas suffisant pour discriminer et caractériser les différents profils 
de consommations de médicaments psychotropes, puisqu’il limite les recherches à deux 
groupes, surconsommants versus non surconsommants. Or ces groupes peuvent recouvrir 
des profils de consommateurs différents. De plus, cet indicateur ne prend en compte pour 
constituer les groupes qu’un seul aspect relatif à la consommation ; en laissant de côté des 
informations importantes, telles que le nomadisme.  
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Nous avons, dans ce travail, comparé les partitions obtenues sur des données 
pharmaco-épidémiologiques, à l’aide de deux méthodes de classification : la CAH49 sur les 
premières composantes d’une AFCM50 et l’Analyse en Classes Latentes51 (en abrégé par la 
suite ACL), introduite par Lazarsfeld vers 1950, qui permet d’identifier des sous-groupes 
d’individus (des classes latentes) à partir de données qualitatives. Les critères utilisés pour 
comparer ces méthodes comprenaient : le nombre de classes, la concordance entre 
partitions, l’interprétation des groupes construits et la stabilité dans le temps. Pour cette 
étude, notre intérêt s’est porté sur les caractéristiques de consommation du bromazépam 
(Lexomil®), l’un des psychotropes les plus prescrits et consommés en France. Nous avons 
choisi ce médicament car un certain nombre d’études ont montré l’existence d’un usage 
détourné, comme pour le zolpidem. Le corpus de données comprenait l’ensemble des 
assurés enregistrés dans les bases de données des CPAM de la région Pays de la Loire, âgés 
de 18 ans et plus et ayant eu au moins deux délivrances de bromazépam à deux dates 
différentes, au cours du premier semestre 2008 et du premier semestre 2009. Les deux 
fichiers de données étaient composés de 40644 assurés pour 2008 et 44756 pour 2009. 
Les partitions obtenues à l’aide de la CAH et l’ACL ont été construites à partir de 6 
variables dichotomiques. Des seuils permettant de transformer les variables d’intérêt en 
variables binaires ont donc été préalablement établis en collaboration avec les collègues 
pharmacologues de l’EA 4275 (Wainstein, et al., 2011). Les variables retenues permettent 
de caractériser un comportement de consommation : facteur F, nomadisme médical et 
pharmaceutique, spécialité du prescripteur, adéquation de la prescription avec les 
recommandations liées et non liées à la classe thérapeutique du bromazépam. Le sexe a été 
considéré comme une variable illustrative. Le Tableau 12 ci-après indique le codage des 
variables binaires retenues : 
 
                                                 
49
 Acronyme de Classification Ascendante Hiérarchique. 
50
 Acronyme de Analyse Factorielle des Correspondances Multiples. 
51
 Encore appelée dans la littérature modèle en classes latentes. 
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Tableau 12 - Codage des variables binaires. 
Variable Codage 
Sexe 0 Homme 
1 Femme 
Surconsommant (facteur F > 1) 0 Non surconsommant 
1 Surconsommant 
Nomadisme médical 0 Non nomade 
1 Nomade 
Nomadisme pharmaceutique 
0 Non nomade 
1 Nomade 
Spécialité du prescripteur 0 Spécialiste 
1 Généraliste 
Recommandations liées 0 Conformité 
1 Non-conformité 
Recommandations non liées 0 Conformité 
1 Non-conformité 
 
Les individus ont été regroupés en « profils » en fonction des combinaisons de 
valeurs possibles prises par les variables binaires. Sur les 64 possibilités de profils réponse 
(26) ; seuls 53  ont été observés dans les données du premier semestre 2008 (resp. 58 pour 
le premier semestre 2009) auxquels nous avons associé un poids correspondant au nombre 
d’individus présentant chaque profil. Pour comparer ces deux périodes, seuls les profils 
présents dans les bases de données des deux années ont été conservés ; soit 53 profils 
d’individus. Le Tableau 13 décrit le profil des consommateurs de Bromazépam pour les 
deux années 2008 et 2009. En 2009, les consommateurs étaient majoritairement des 
consommatrices (environ 74% de femmes) et l'âge moyen était de 62 ans. Plus de quatre 
fois sur cinq, la prescription était faite par un médecin généraliste. La proportion de 
surconsommants était faible (1,2% des utilisateurs avait un facteur F supérieur à 1), tout 
comme celle liée au nomadisme médical (0,4%) et pharmaceutique (1,3%). Près de 40% 
des prescriptions n'étaient pas en conformité avec les recommandations liées à la classe 
thérapeutique du bromazépam et 6% n'étaient pas en conformité avec les recommandations 
non liées au bromazépam. Les proportions observées en 2008 sont très similaires. La 




Tableau 13 - Description des caractéristiques et des comportements de consommation chez les usagers de bromazépam 
en 2008 et 2009. 
 2008 (w=40644) 2009 (w =44756) 
Age (mean ± std) 62.0 ± 15.2 62.4 ± 15.2 
Sexe : Femme 73.7% 73.6% 
Surconsommant : 1 1.1% 1.2% 
Nomadisme médical : 1 0.4% 0.4% 
Nomadisme pharmaceutique : 1 1.2% 1.3% 
Spécialité du prescripteur : 1 85.9% 86.0% 
Recommandations liées : 1 39.2% 38.1% 
Recommandations non liées : 1 7.2% 6.1% 
 
Ce travail a fait suite au stage de Master 2 de Fanny Feuillet (Feuillet, 2009), réalisé 
au sein de l’équipe d’accueil 4275 de Nantes, à partir des bases de données de la CRAM 
des Pays de la Loire. F. Feuillet avait alors mis en évidence l’intérêt de l’ACL pour 
caractériser la consommation de médicaments psychotropes (Wainstein, et al., 2011). La 
pharmacodépendance peut en effet être considérée comme une variable latente, 
inobservable directement ; mais dont les effets se traduisent par des comportements de 
consommation spécifiques et identifiables. L’ACL avait ainsi permis d’obtenir une 
partition des consommateurs de médicaments psychotropes présentant des comportements 
de consommation similaires. Nous allons tout d’abord décrire succinctement le principe de 
l’ACL dans le cas dichotomique : on en trouvera un exposé plus détaillé dans l’ouvrage de 
(Droesbeke, Lejeune, & Saporta, 2005, pp. 71-82) ainsi que dans (Everitt, 1984) 
(Bartholomew & Knott, 1999) et (Hagenaars & McCutcheon, 2002). 
Le modèle en classes latentes ou ACL fait partie de la famille des modèles de mélange 
fini ancrés dans un cadre probabiliste qui permet de tester la qualité d’ajustement du 
modèle et de calculer des mesures de qualité d'ajustement. Le corpus étant décrit par des 
variables qualitatives (ou catégorielles), un modèle log-linéaire suffisamment contraint 
pour le rendre identifiable est retenu pour modéliser chaque composante du mélange. 
L’hypothèse fondamentale la plus souvent faite est que conditionnellement à 
l’appartenance à une classe, les variables qualitatives sont indépendantes i.e. les 
associations observées entre les variables sont dues au fait que les individus appartiennent 
à des classes latentes différentes. On obtient alors l’ACL en considérant des lois 
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multinomiales multivariées avec indépendance conditionnellement aux composantes du 
mélange. L’hypothèse d’indépendance conditionnelle52 est cependant souvent peu réaliste 
car il est difficile de justifier l’intérêt de rechercher des composantes ayant cette propriété 
outre par la simplicité de mise en œuvre : des extensions peuvent permettent d’en tenir 
compte comme nous le verrons plus loin. L’ACL est considérée comme l’équivalent de 
l’Analyse Factorielle (cf. par exemple (Bellanger & Tomassone, 2014, pp. 159-183)) dans 
le cas où les variables observées sont qualitatives. En tant que cas particulier des modèles 
de mélange de distributions, l’ACL peut également apporter une réponse à un problème de 
classification supervisée ou non (Biernacki, 2009) d’où l’intérêt de comparer les partitions 
obtenues avec l’ACL et la CAH. 
En se limitant au cas des variables dichotomiques, qui sera le nôtre par la suite, 
supposons que les données sont constituées de w individus et > variables dichotomiques 
7:-7X-  - 7N . Soient   la variable latente à   classes latentes, $
  O=
:  =
NQ [\, %_N  le vecteur de réponses binaires de l’individu 	  %- - w  ; >V¹   7V %	Ø	8  ¡  la probabilité que 7V  % pour un individu de la classe latente   et ¹ 8    la probabilité a priori d’appartenir à la classe latente   ( r ¹ r %  et ∑ ¹¹9:  %). L’ACL, en terme de modèle de mélange, revient à supposer que $
 est issu 
de manière indépendante d’un mélange de lois de Bernoulli multivariées 9O>:¹-  - >N¹Q 
d’où l’expression de la probabilité marginale de réponse : 
7:-7X-  - 7N  $
  z ¹5O>V¹QM7ÙO% & >V¹Q:iM7ÙNV9:





Dans un modèle de mélange, ¹  est appelée proportion du mélange et >¹$
 , 
expression de la loi de chaque classe latente , est appelée composante du mélange.  
                                                 
52
 Encore appelée dans la littérature hypothèse d’indépendance locale. 
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On déduit alors la probabilité a posteriori, qu’un individu    %- - w de vecteur 
réponse $
  appartienne à la classe latente  . Cette probabilité permet d’affecter tout 
individu 	à la classe  la plus probable i.e. celle maximisant : 
  	|	7:- 7X-  -7N  $
  ¹∏ O>V¹QM7
ÙO% & >V¹Q:iM7ÙNV9:∑ ¹∏ O>V¹QM7ÙO% & >V¹Q:iM7ÙNV9:¹9:  
Pour un w-échantillon donné, la méthode du maximum de vraisemblance est alors 
utilisée pour estimer >V¹  et ¹  , puis en déduire une estimation de  	|	7:-7X-  -7N  $. La log-vraisemblance observée de l’échantillon s’écrit : 






où :  {O>:¹-  - >N¹Q, ¹|¹9:--=  représente l’ensemble des paramètres 
inconnus à estimer à partir du w-échantillon. 
Cependant, l’optimisation directe sur :  étant difficile, la maximisation de  
s’effectue à l’aide de l’algorithme EM (Espérance-Maximisation) qui conduit à de bons 
résultats en pratique ; toutefois la procédure peut parfois converger vers des extrema locaux. 
Pour éviter cette convergence vers des maxima locaux dans l’algorithme EM, chaque 
modèle a été testé avec 100 valeurs initiales différentes aléatoirement choisies. 
Pour comparer et choisir parmi plusieurs modèles, le critère AIC53 ou le critère BIC54 
sont utilisés. Le « meilleur » modèle est celui minimisant l’un de ces deux critères. C’est 
un compromis entre qualité de l’ajustement et parcimonie (nombre de paramètres à 
estimer). Dans notre cas, nous avons choisi de minimiser le critère BIC, critère conseillé 
par (Nylund, Asparouhov, & Muthén, 2007). Le nombre de classes latentes a été 
déterminée en testant successivement l’ajustement des modèles emboîtés à 1, 2,…, 
                                                 
53
 Acronyme de An Information Criterion. 
54
 Acronyme de Bayesian Information Criteron. 
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jusqu’au plus grand nombre plausible de classes latentes. Tenant compte de l’avis d’experts 
pharmacologues, nous avons fixé ce nombre maximum à 8.  
Pour identifier les problèmes de dépendance locale entre variables au sein des classes 
latentes, nous avons utilisé un indice diagnostic appelé bivariate residual (BVR) qui 
correspond à la statistique du test du Chi-deux X divisée par le degré de liberté associé. 
K&  >¶((~ avec X  ∑ O?ÙÙÁiNÙÙÁQ¶NÙÙÁV-V¬  où 
- @VV¬ représentent les effectifs observés dans la table de contingence croisant les 
items des variables j et j’; 
- w>VV¬ représentent les effectifs théoriques correspondants, prédits par le modèle, 
sous l’hypothèse d’indépendance locale : 
>VV¬  z ¹O>V¹QMÙ O% & >V¹Q:iMÙ O>V¬¹QMÙÁO% & >V¬¹Q:iMÙÁ¹9:  
Lorsque que BVR est supérieurs à 1, on considère que les deux variables concernées 
ne sont pas indépendantes dans chaque classe latente. Une extension du modèle de classes 
latentes classique permettant de prendre en compte cette dépendance locale, consiste à 
modifier le modèle en incluant une nouvelle variable appelée effet direct qui combine et 
remplace les deux variables observées dépendantes (7:  et 7X ) en une seule à quatre 
modalités (7:X) comme indiqué dans le Tableau 14 ci-après.  




7:X 7: 7X 
1 0 0 
2 0 1 
3 1 0 
4 1 1 
Dans notre cas, le modèle ne sera plus alors basé uniquement sur des variables 
dichotomiques ; on y inclura aussi des effets directs (variables à 4 modalités puisque les 
variables initiales sont dichotomiques) qui remplaceront les variables initiales détectées 
comme liées. Pour plus détails sur le sujet, nous renvoyons à l’ouvrage de (Skrondal & 
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Rabe-Hesketh, 2004) ainsi qu’au site internet55 de John Uebersax évoquant de manière 
pratique la détection et les solutions pour prendre en compte le problème de la dépendance 
locale en LCA à l’aide du logiciel Latent Gold. 
Une fois le modèle ACL validé, la dernière étape consiste à affecter chaque individu  à la classe latente la plus probable à l’aide de l’estimation de la probabilité a posteriori 
que cet individu appartienne à chacune des classes latentes : 
  |7:-7X-  -7N  $
  A¹∏ O>̂V¹QM7
ÙO% & >̂V¹Q:iM7ÙNV9:∑ A¹∏ O>̂V¹QM7ÙO% & >̂V¹Q:iM7ÙNV9:¹9: ,   %- -  
Les calculs ont été réalisés à l’aide du logiciel Latent Gold 4.556, spécialisé dans ce 
type de modèles à variables latentes. 
Le but de notre travail étant de comparer, sur un corpus de données volumineux issu 
des bases de données de la CRAM des Pays de la Loire, la partition obtenue à l’aide de 
l’ACL à celle obtenues avec une méthode de classification non supervisée de type euclidien. 
Cependant, les données étudiées étant de type qualitatif, nous avons tout d’abord effectué 
une AFCM (pondérée), sur les composantes de laquelle une CAH avec critère d’agrégation 
de Ward a ensuite été appliquée. Comme l’ACP, l’AFCM peut être utilisée pour synthétiser 
l’information et réduire la dimension du problème. Nous avons décidé de reconstruire 
partiellement notre corpus de données à l’aide des premières composantes factorielles 
représentant au moins 60 % de l’inertie totale, en considérant donc que la part d’inertie 
négligée était un bruit similaire au terme aléatoire d’un modèle de reconstitution d’une 
matrice de données. Une CAH a alors été appliquée sur les composantes retenues. Le 
nombre optimal de classes a ensuite été déterminé visuellement à partir du dendrogramme 
en analysant les indices d’agrégation ; mais aussi à l’aide du graphique des silhouettes 
(Bellanger & Tomassone, 2014, pp. 194-195). L’AFCM et la CAH ont été réalisées avec le 
logiciel SAS 9.2. Enfin, l'homogénéité de chaque partition ACL et CAH a été évaluée à 
l’aide de l'inertie intra-classe. 




 Le logiciel Latent Gold est distribué par Statistical Innovations: http://www.statisticalinnovations.com/products/latentgold_v4.html 
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Nous disposions donc de partitions, construites sur le même jeu de données, à deux 
périodes différentes (1er semestre 2008 et 1er semestre 2009) à partir de deux méthodes de 
classification différentes (ACL et CAH). Nous voulions répondre aux questions suivantes :  
• Pour une période donnée, les partitions obtenues à l’aide de ces deux méthodes 
sont-elles comparables ?  
• Les partitions obtenues évoluent-elles au cours des deux périodes d’étude ? 
Existe-t-il une méthode plus stable que l’autre ? 
Un certain nombre d’articles et quelques ouvrages traitent des mesures de 
comparaison ou indices de similarités entre deux partitions, on peut citer : (Youness & 
Saporta, 2004), (Nakache & Confais, 2005, pp. 201-205) et (Hubert & Arabie, 1985). 
Aucun consensus ne semble cependant se dégager quant à l’utilisation d’un indice en 
particulier. Pour mesurer la concordance, nous avons construit la matrice de confusion57 à 
partir des coïncidences d’appartenance dans chacune des deux partitions, des paires 
d’individus (resp. profils). Notant BC  (resp. BC© ), la partition en C  (resp. C© ) 
classes obtenue à partir d’un ensemble de w observations en utilisant l’ACL (resp. CAH). D désigne la matrice de confusion croisant les classes des deux partitions BC et BC© 
(Tableau 15). 
Tableau 15 - Matrice de confusion croisant les classes des deux partitions BC et BC© . 
Partition BC© 
Classes BC©:  BC©X   BC©	EF Total 
BC BC:  w:: w:X  w:	EF w:R BCX  wX: wXX  wX	EF wXR 
   (   ( ( (  ( ( 
BC~E	G wE	G: wE	GX  wE	G	EF  wE	GR 
Total wR: wRX  wR	EF  wRR  w 
                                                 
57
 Autrement appelée dans ce cas matrice de coïncidence-paires. 
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La matrice de confusion D peut s’obtenir à partir des tableaux disjonctifs H associés 
à chacune des partitions ; on a D  HIJKHC©. Chaque partition Z peut être représentée 
par un tableau relationnel LY tel que LY  HMHY, de terme général défini par : 
B

¬Y  £%			 	¬# 	]	#NON	N"#	"	!P!	Q"	N	BY	##  
Lorsque l’on croise deux partitions, on s’intéresse aux paires d’individus qui sont 
affectées ou non dans les mêmes classes. Elles sont au total ¤X i:X  et peuvent être 
représentées par les 4 types suivants : 
- u : le nombre de paires de points dans la même classe pour chacune des deux 
partitions ; 
-  : le nombre de paires de points dans la même classe de BC et séparées dans BC©	; 
-  : le nombre de paires de points dans la même classe de BC© et séparées dans BC	; 
- A : le nombre de paires de points séparées dans BC et dans BC. 
Nous avons, à partir des notations précédentes, calculé les indices suivants : 
• l’indice symétrique de Rand & et l’indice asymétrique de Jaccard R qui mesurent le 
pourcentage de concordance entre les deux partitions. Ils prennent des valeurs 
comprises entre 0 et 1; une valeur proche de 1 indique une forte ressemblance. Ils 
sont définis par : 
 
&OBC	,BC©Q  yR(yR¿R.R( et ROBC	,BC©Q  yyR¿R.R( 
 
• le coefficient de Kappa '  qui mesure l’accord entre 2 partitions ayant le même 
nombre de classes , en tenant compte de la part de concordance due au hasard 
(Cohen, 1960). Il prend des valeurs entre -1 et 1. La coïncidence sera d’autant plus 
élevée que la valeur de Kappa est proche de 1. Il s’écrit : 
'OBC	,BC©Q  Ã¿x & 6«LÃ% & 6«LÃ  
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Où Ã¿x  ∑ 77	7Sµ  représente la proportion de concordance observée et 6«LÃ :¶∑ w
RwR

9:  représente la proportion de concordance attendue sous l’hypothèse 
d’indépendance des partitions (i.e. due au seul hasard). 
Ces indices ont été calculés en prenant en compte le poids de chaque profil. Ce qui 
revenait à faire le calcul sur l’ensemble des individus. Pour faciliter les interprétations, la 
matrice de confusion a aussi été présentée en croisant les effectifs liés aux profils de 
consommateurs et non seulement ceux associés aux individus. Les directives de 
prescription n’ayant pas évolué entre 2008 et 2009, nous nous attendions à une certaine 
stabilité des résultats. Pour le vérifier, la stabilité de chaque méthode de classification au 
cours des deux périodes a été étudiée en calculant pour chacune d’elle la matrice de 
confusion croisant les classes des deux partitions obtenues aux deux périodes ainsi que le 
coefficient de Kappa associé (calculé sur le nombre de profils de consommateurs).  
Sur nos données, l’ACL avec 4 classes latentes est celle qui s’est avérée le mieux 
s’ajuster aux données parmi les modèles d’ACL testés. Pour les deux années, des 
dépendances locales ont été détectées entre 4 paires de variables : Spécialité du prescripteur 
et nomadisme médical , Recommandations liées et facteur F, Recommandations liées et 
nomadisme médical, Recommandations non liées et facteur F. Nous avons alors introduit 
dans le modèle les quatre effets directs correspondants. Les probabilités d’appartenance 
aux classes latentes (A¹-   %- -) et les probabilités conditionnelles correspondantes 
(>̂V¹   7V  %Ø8  ¡-  %- -) ont été estimées ; puis chaque individu  a ensuite 
été affecté à la classe pour laquelle il possédait une probabilité estimée a posteriori   |7:-7X-  -7N  $
  maximum. Une description des classes latentes ainsi 
formées est fournie dans le Tableau 16 ci-après.  
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Tableau 16 - Description of Latent Class Models after modal assignment – 2008 and 2009. 
 2008 2009 
 Class 1 Class 2 Class 3 Class 4 Class 1 Class 2 Class 3 Class 4 
Class repartition (%) 58.0 33.1 8.6 0.4 61.0 30.6 8.1 0.4 
Overconsumption  0.0 1.4 4.4 76.6 0.2 1.3 4.0 79.8 
« Doctor shopping » 0.0 0.0 1.8 55.8 0.0 0.0 2.4 51.4 
« Pharmacy shopping » 0.5 0.7 3.6 96.8 0.5 0.9 3.9 95.6 
General practitioner prescription 90.6 100.0 1.7 51.3 90.3 100.0 1.2 57.9 
Not in agreement to the therapeutic 
class  
0.0 95.0 88.0 73.4 0.0 100.0 88.7 79.8 
Not in agreement to other classes  0.0 12.8 34.0 24.0 2.2 7.3 29.4 21.3 
 
Le Tableau 16 montre les 4 classes de consommateurs de bromazépam cliniquement 
distincts identifiées avec ACL. Les prévalences étaient similaires entre les deux années. 
Avec l’aide des pharmacologues, voici une interprétation des résultats de 2009, similaires 
à ceux de 2008 : 
• la classe 1 « Consommateurs non problématiques » correspond au groupe majoritaire 
(61%). Elle est caractérisée par une absence de nomadisme médical ou 
pharmaceutique et de surconsommation. Les prescriptions de bromazépam sont 
réalisées majoritairement par des médecins généralistes (90%), en accord avec les 
recommandations ; 
• la classe 2 « Consommateurs limites » forme également un groupe important (31%). 
Les prescriptions de bromazépam émanent très largement d’un médecin généraliste 
et, dans deux tiers des cas, ne sont pas conformes aux recommandations liées aux 
benzodiazépines. Cette classe pourrait comporter des consommateurs ayant 
développé une tolérance induite par une consommation chronique susceptible 
d’entrainer des d’abus ou des phénomènes de dépendance ou de surconsommation ; 
• la classe 3 « Consommateurs présentant des critères de sévérité d’un trouble de la 
santé mentale » (8%) est composée de patients recevant une association de 
psychotropes dont la prescription est non conforme aux recommandations (89%) 
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Toutefois ces prescriptions émanent très largement de spécialistes (99%). Cette 
classe comprend des patients pouvant souffrir de troubles mentaux persistants ou 
graves nécessitant une plus grande association de médicaments psychotropes, 
association pas toujours en accord avec les recommandations ; 
• la classe 4 « Consommateurs présentant un comportement de transgression » est 
minoritaire (0.4%). Une proportion importante de patients a un comportement de 
nomadisme pharmaceutique (96%) et médical (51%). Ils sont polyconsommants 
(80%) et surconsommants (80%). Ces comportements peuvent être considérés 
comme frauduleux et suggèrent un usage compulsif de bromazépam (Wainstein, et 
al., 2011). 
Sur les même données, une CAH a été réalisée à partir des coordonnées des profils 
des patients sur les trois 1ers axes factoriels de l’AFCM parmi les 12 (] G T & T) possibles ; 
ceux-ci représentant environ 60% de l’inertie totale. La méthode d’agrégation choisie était 
le critère de Ward, méthode classiquement adoptée lors d’un enchaînement AFCM – CAH. 
La partition obtenue comporte, elle aussi, 4 classes décrites dans le Tableau 17 : 
Tableau 17 - Description of clusters by Agglomerative Hierarchical Clustering – 2008 and 2009. 
 2008 2009 
 Class 1 Class 2 Class 3 Class 4 Class 1 Class 2 Class 3 Class 4 
Class repartition (%) 52.3 28.1 17.4 2.2 53.3 27.7 16.7 2.4 
Overconsumption  0.0 0.0 0.0 51.4 0.0 0.0 0.0 50.2 
« Doctor shopping » 0.0 0.0 0.0 17.0 0.0 0.0 0.0 18.1 
« Pharmacy shopping » 0.0 0.0 0.0 53.8 0.0 0.0 0.0 53.9 
General practitioner prescription 100.0 100.0 24.2 60.0 100.0 100.0 21.2 61.7 
Not in agreement to the therapeutic 
class  
0.0 100.0 55.3 66.7 0.0 100.0 52.2 69.4 




On retrouve globalement la même interprétation que pour les classes définies par 
l’ACL ; mais les classes 1 et 2 sont plus homogènes et les classes 3 et 4 plus hétérogènes. 
Pour 200958, on observe que : 
• la classe 1 correspond au groupe majoritaire (53%). Elle est caractérisée par une 
absence de nomadisme médical ou pharmaceutique et de surconsommation et des 
prescriptions de bromazépam  réalisées par des médecins généralistes (100%), en 
accord avec les recommandations ; 
• la classe 2 forme également un groupe important (28%). Les prescriptions de 
bromazépam émanent en totalité d’un médecin généraliste et ne sont pas conformes 
aux recommandations liées à la classe thérapeutique du bromazépam ; 
• la classe 3 (17%) est composée de patients recevant une association de psychotropes 
dont la prescription n’est pas toujours conforme aux recommandations liées. Les 
prescriptions émanent le plus souvent de spécialistes (79%). Comme pour les classes 
1 et 2, cette classe ne comporte aucun patient développant un comportement de 
nomadisme pharmaceutique ou médical ou de surconsommation ; 
• la classe 4 est minoritaire (2%). Une proportion importante de patients a un 
comportement surconsommant (54%) et de nomadisme pharmaceutique (54%). 
On a donc obtenu deux partitions en quatre classes effectuées sur les mêmes 
individus et engendrées par deux méthodes différentes (ACL et CAH), pour deux années 
de l'étude. La question s’est donc naturellement posée de les comparer. La première 
différence entre méthodes est apparue en termes d’inertie intra-classe. En effet, l’inertie 
intra-classe des partitions obtenues avec CAH s’est avérée plus faible (1.2) que pour ACL 
(2.7) : la partition CAH est plus homogène. Ceci s’observe surtout pour les classes 1 et 2 
obtenues avec CAH (Tableau 17) pour lesquelles l’affectation est exclusive : la prévalence 
des comportements de consommation est soit 0%, soit 100%. En revanche, la partition LCA 
a fourni des profils plus nuancés. Le Tableau 18 et le Tableau 19 présentent les matrices 
de confusions entre CAH et LCA. Sur la diagonale, on trouve les profils (resp. individus) 
concordants. Les profils (resp. d’individus) classifiés différemment se situent en dehors de 
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 Une interprétation similaire peut être faite pour 2008. 
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la diagonale. Ils représentent peu d’individus (environs 12% en 2009) ; mais un nombre 
non négligeable de profils (50% environ en 2009). La plupart des différences se situent 
entre la classe 3 ACL et la classe 4 CAH : cela représente 18 profils qu’il est difficile de 
distinguer sans données supplémentaires. En effet, la frontière entre un patient atteint de 
troubles mentaux sévères (classe 3 ACL) et un consommateur compulsif (classe 4 ACL) est 
ténue ! Il ne paraît donc pas étonnant de voir apparaître des différences selon la méthode 
de classification utilisée. 
Tableau 18 - Confusion matrix between LCA partition and AHC partition (data from 2008)  
with number of responses profiles and number of users. 
 
LCA clusters  

























































Kappa coefficient = 0.80 ; Rand indice = 0.89 ; Jaccard indice = 0.77 
 
Tableau 19 - Confusion matrix between LCA partition and AHC partition (data from 2009)  
with number of responses profiles and number of users. 
 
LCA clusters  

























































Kappa coefficient = 0.80 ; Rand indice = 0.88 ; Jaccard indice = 0.76 
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Ainsi en 2009 (Tableau 19), les 4 classes ACL contiennent respectivement 6, 5, 21 et 
21 profils alors que les classes CAH en contiennent comme pour 2008 respectivement 1, 1, 
6 et 45. On retrouve là aussi le fait que les classes 1 et 2 formées à l’aide la CAH sont plus 
homogènes, alors que la classe 4 est quant-à-elle très hétérogène avec 45 profils différents. 
Les valeurs prises par l’indice de Rand, de Jaccard et le coefficient de Kappa calculés sur 
le nombre d’individus confirment la bonne concordance entre partitions. 
Les résultats concernant la stabilité sur les deux périodes des deux méthodes sont 
présentés dans le Tableau 20 et le Tableau 21. Les partitions engendrées par CAH sont 
identiques, traduisant une stabilité parfaite de la méthode. Pour l’ACL, la concordance est 
excellente avec 4 profils sur les 53 changeant de classe d’une année sur l’autre. 
Tableau 20 - Confusion matrix between LCA partition in 2008 and LCA partition in 2009  
with number of responses profiles. 
 
LCA clusters 2009  
Class 1 Class 2 Class 3 Class 4 Total 
LCA clusters 2008 
Class 1 4 0 0 0 4 
Class 2 2 4 1 0 7 
Class 3 0 1 20 0 21 
Class 4 0 0 0 21 21 
 Total 6 5 21 21 53 
Kappa coefficient = 0.89 
 
Tableau 21 - Confusion matrix between AHC partition in 2008 and AHC partition in 2009  
with number of responses profiles. 
 
AHC clusters 2009  
Class 1 Class 2 Class 3 Class 4 Total 
AHC clusters 2008 
Class 1 1 0 0 0 1 
Class 2 0 1 0 0 1 
Class 3 0 0 6 0 6 
Class 4 0 0 0 45 45 
 Total 1 1 6 45 53 




Ce travail nous a permis de prendre toute la mesure des difficultés liées à une 
approche pluridisciplinaire. Il montre bien que les choix finaux peuvent être différents 
selon l’angle d’attaque que l’on prend. Dans ce cas, le statisticien conservera sans hésiter 
la partition issue de la CAH, plus homogène et stable dans le temps, alors que le 
pharmacologue préfèrera, même si elle est moins robuste, la partition générée par l’ACL, 
plus représentative de la réalité complexe qu’il côtoie. Le choix de l’une ou l’autre des 
partitions à retenir dépendra des objectifs que l’on s’est fixé : est-ce obtenir une partition 
la plus stable et homogène possible au sens statistique ? Ou bien, est-ce obtenir une 
partition la plus réaliste possible prenant en compte autant que ce peut la complexité des 
données d’un point de vue pharmacologique ? 
Ce travail a donné lieu à un article (Feuillet, Bellanger, Hardouin, Vigneau, & Sébille, 
à paraître 2014) dont sont issus les tableaux 16 à 21 présentés précédemment. 
0#0$,&*7'$'88)B(
01."
Collaborateurs sur ce thème :  
• Institut du Thorax (INSERM UMR 1087/ CNRS UMR 6291, Nantes) : C. Dina, M. 
Karakachoff,  
S. Le Scouarnec, R. Redon, F. Simonet, J.-J. Schott et E. Persyn (stagiaire M2, 
AgroCampus Rennes).  
Ce travail collaboratif s’intègre dans un programme plus vaste, soutenu par la Région 
Pays de La Loire, intitulé VaCaRMe59. VaCaRMe a pour objectif de comparer l’ADN des 
individus malades à celui des habitants de la Région et ainsi mettre en évidence les 
mutations génétiques responsables des maladies cardiovasculaires, respiratoires et 
métaboliques. Cette collaboration avec des collègues de l’Institut du thorax a débuté en 
2012 par un encadrement de stage de Master 2 (Tang, 2013). Elle s’est poursuivie en 2014 
avec le travail de stage de Master 2 d’Elodie Persyn (Persyn, 2014) puis le co-encadrement 
de sa thèse débutée en octobre 2014. 
                                                 
59






L’identification de facteurs génétiques de risque pour les maladies est un des enjeux 
majeurs en génétique humaine. De nombreuses recherches portent donc sur le 
développement de méthodes d’analyses du déterminisme génétique des maladies. Les 
études d’associations pangénomiques ont identifié de nombreuses associations entre 
variants fréquents et maladies complexes grâce entre autre à la méthode GWAS60 qui se 
résume à une étude d’association à très grande échelle (autant d’analyse d’association cas-
témoin que de variants génétiques analysés). Cependant, la méthode GWAS a tendance à 
ne pouvoir détecter que les effets génétiques importants puisqu’elle repose implicitement 
sur le postulat « common disease – common variant ». Elle fait donc l’impasse sur les 
variants génétiques rares qui jouent un rôle non négligeable de susceptibilité génétique 
dans le cas de maladies multifactorielles. Néanmoins, les GWAS ont beaucoup amélioré la 
connaissance des facteurs génétiques de susceptibilité aux maladies multifactorielles pour 
une maladie donnée ; cependant l’ensemble des variants ainsi identifiés n’explique qu’une 
faible partie de la variabilité du phénotype61 (héritabilité). L’approche récente de Whole 
Exome Sequencing reposant sur de nouvelles avancées technologiques de séquençage 
permet maintenant la caractérisation des variants rares dont on pense qu’une localisation 
accrue dans un gène, ou une région génomique, conférerait un risque modéré à important 
de développer la maladie étudiée. De nombreux tests d’association fondés sur l’agrégation 
de multiples variants ont été proposés pour identifier les variants génétiques rares associés 
à une pathologie donnée. C’est un domaine de recherche récent et très actif (voir par 
exemple (Morgenthaler & Thilly, 2007), (Li & Leal, 2008), (Madsen & Browning, 2009), 
(Price, et al., 2010), (Liu & Leal, 2010), (Neale, et al., 2011), (Wu, et al., 2011) et (Chen, 
et al., 2013)). Il est donc apparu nécessaire d’évaluer les méthodes statistiques existantes à 
l’aide d’études de simulations prenant en compte divers scénarios génétiques et sur des 
données réelles ; mais aussi d’élaborer des mises en garde sur leur utilisation et de mettre 
                                                 
60
 Acronyme de : Genome Wide Association Study. 
61
 En génétique, le phénotype se définit comme l’ensemble des caractéristiques observables d’un individu ou d’un organisme. Il dépend 
du génotype (ensemble des caractéristiques génétiques), de la possession de gènes de prédisposition et de facteurs environnementaux. 
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en place une stratégie à suivre pour détecter au mieux les variants rares liés au phénotype 
étudié dans le cadre de données réelles.  
Les premiers résultats de ce travail ont été présentés lors de la XXVII International 
Biometric Conference (IBC) à Florence (Italie) en juillet 2014. Elodie Persyn a présenté 
son stage lors de la journée annuelle du groupe Biopharmacie & Santé de la SFdS, le 27 
novembre 2014. Un article sur la détection de variants rares dans le cadre de l’étude 
génétique du syndrome de Brugada vient aussi d’être soumis au journal HMG 62  en 






Elodie Persyn poursuit depuis peu ce travail dans le cadre d’une thèse intitulée 
« Analyse d’association de variants génétiques rares dans une population 
démographiquement stable ». Cette thèse est financée par un contrat doctoral de la région 
Pays de Loire pour une durée de 3 ans, contrat lié au projet VaCaRMe. Elodie Persyn 
travaillera sous la direction de Richard Redon. Je la co-encadrerai avec Christian Dina. Il 
s’agit donc d’une collaboration interdisciplinaire  entre deux laboratoires : génomique et 
mathématiques. 
Description du sujet 
L’institut du thorax a initié une étude de recherche de l’effet de variants génétiques 
rares dans la survenue de maladies dégénératives à étiologie complexe. Dans ce contexte, 
le projet VaCaRMe vise à identifier des gènes responsables de pathologies cardio-
vasculaires. La stratégie de recherche de VaCaRMe repose sur l’étude de populations 
démographiquement stables (rurales) du grand Ouest de la France, populations qui ont eu 
peu d’apport génétique extérieur à même de « diluer » la susceptibilité aux maladies 
étudiées. L’un de ses axes de recherche s’intéresse à l’Epidémiologie génétique et à la 
recherche de variants génétiques pathogènes par études de liaison et d’association dans ce 
type de populations. A terme, le génotypage de 5000 individus appartenant à la population 
générale des Pays de la Loire, avec un sous-ensemble de 100 individus séquencés sur tout 
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le génome, permettra la création d’un corpus de données exploitable. Par ailleurs, les 
informations liées à un nombre important de patients souffrants de pathologies cardiaques 
et issus de la même région seront aussi disponibles. La problématique de cette thèse porte 
sur le développement et la mise en œuvre de méthodes statistiques permettant 
l’identification de variants génétiques rares associés à une pathologie donnée à l’aide des 
données générées par le projet VaCaRMe ; mais aussi par simulations mimant des 
scénarios démographiques complexes. 
L’implication de variants génétiques fréquents dans les pathologies humaines a été 
confirmée par un grand nombre d’études d’association génome entier. Il apparaît cependant 
qu’une partie importante de l’héritabilité soit due à la présence de variants rares, qui 
auraient des effets génétiques plus forts. Tester l’association de ces variants est 
problématique du fait de leur faible fréquence dans la population générale. En effet, malgré 
un effet potentiellement important, le petit nombre d’observations (dû à une basse 
fréquence des allèles) ainsi que le grand nombre de variants rares (nécessitant des 
comparaisons multiples d’où l’utilisation d’une correction de type Bonferroni ou 
Benjamini-Hochberg pour les plus couramment employées) ne permet pas d’obtenir une 
puissance suffisante pour discriminer les vrais des faux positifs. Plusieurs solutions, non 
mutuellement exclusives, ont été envisagées, la plus classique consiste à combiner les 
variants rares (tests dits poolés) dans une unité fonctionnelle, l’unité la plus commune étant 
le gène. Au cours de cette dernière décennie, un grand nombre de tests statistiques poolés 
ou non ont été développés, chacun étant plus ou moins puissant puissant selon le scénario 
étudié ; mais aucun ne s’avérant être uniformément plus puissant. Après un travail de 
synthèse bibliographique sur les tests d’association existants et de leurs propriétés, il 
s’agira pour l’étudiant(e) sélectionné(e) de développer une approche statistique originale 
permettant de tester simultanément un enrichissement de variants rares délétères ou 
protecteurs chez les individus malades (par rapport aux témoins).  
Par ailleurs, il est démontré que les analyses d’association de variants rares sont 
sensibles à la différence d’origine démographique des individus et que par conséquent des 
différences de fréquences peuvent refléter une différence d’origine démographique plutôt 
qu’un effet d’un gène sur la maladie. On ne peut donc pas se dispenser de prendre en 
compte les déterminants environnementaux dans les analyses ! Or, la correction 
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habituellement appliquée dans le cadre classique des études d’association pour pallier ce 
problème (ACP sur le génome) semble insuffisante (Jombart, Pontier, & Dufour, 2009). Il 
s’agira donc aussi, dans ce travail de thèse, de déterminer comment éviter ce facteur de 
confusion, soit à l’aide de méthodes statistiques multivariées prenant en compte 
l’information spatiale telles que l’ACP spatiale (Jombart, Devillard, Dufour, & Pontier, 
2008) ou MEM, soit en intégrant cette information dans un modèle statistique sous forme 
d’interactions gène-environnement.  
Enfin, la détection de facteurs génétiques de susceptibilité à la maladie peut aussi 
être envisagée en commençant par orienter la sélection des cas et des témoins sur des 
groupes géographiques (communes rurales) stables i.e. dans lesquels on observe une forte 
prévalence de la pathologie étudiée et les sujets apparentés sont plus nombreux que dans 
la population générale. La fréquence des variants génétiques de susceptibilité sera alors 
plus élevée que dans la population générale et permettra de ce fait plus facilement la 
détection des mutations en cause. Le dernier objectif de la thèse concernera la mise en place 
de procédures de simulations de populations présentant les caractéristiques 
démographiques de populations rurales stables. Ces procédures permettront d’évaluer la 
capacité des méthodes existantes et de l’approche développée à détecter des variants rares, 
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La question du temps, omniprésente en archéologie, passe par le rapport à l’objet et 
au contexte archéologique65. Elle s’appréhende par la succession ou encore l’évolution qui 
sont à relier à la chronologie relative ; mais aussi par la date ou datation de contextes 
archéologiques à relier à la chronologie absolue. Si on examine plus en détails les méthodes 
de datation utilisant le mobilier archéologique, un certain nombre de problèmes 
méthodologiques se posent. En effet, ces méthodes sont fondées sur deux types d’objets 
principaux : ceux – rares – qui portent leur propre date, ce qui ne les rend pas pour autant 
totalement fiables puisqu’ils s’inscrivent comme les autres dans un système chronologique 
comportant ses propres faiblesses et contradictions (monnaies ou documents 
épigraphiques…) ; ceux qui ne sont datés que par référence à une chrono-typologie 
(céramique et tout autre mobilier) (voir par exemple (Ferdière, 2007)). Chaque système de 
datation ayant ses propres biais méthodologiques, il est donc essentiel de confronter les 
différentes sources utilisées pour examiner la cohérence des dates proposées, tout en ne 
perdant pas du vue ce que l’on cherche à dater !  
Dans nos travaux (( (Bellanger, Husi, & Tomassone, 2006), (Bellanger, Husi, & 
Tomassone, 2006), (Bellanger, Husi, & Tomassone, 2008), (Bellanger & Husi, 2012) et 
(Bellanger & Husi, 2013)), fruits d’une collaboration pluridisciplinaire entre statisticiens 
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 Seront utilisés indistinctement les termes de « contextes archéologiques » et « ensembles stratigraphiques ». Ils se définissent comme 
les entités chrono-fonctionnelles constitutives du site archéologique (niveaux d’occupation, ensembles clos sous la forme de dépotoirs 
ou de latrines…). Nous n’avons retenu dans ces travaux que ceux dont la chronologie est considérée comme fiable.  
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et archéologues, nous avons développé une modélisation permettant pour un contexte 
archéologique donné : 
• d’obtenir une datation absolue cohérente, tirée de la relation entre date d’émission 
de la monnaie ou d’un autre élément datant et faciès céramique ; 
• de tenter d’appréhender sa durée ou intensité de vie ; 
• d’utiliser en retour les profils chronologiques ainsi construits pour mieux le 
caractériser fonctionnellement. 
Nous comparons datation absolue et accumulation pour un contexte donné à l’aide 
de deux courbes de densité probabilité : 
• la première est une courbe de densité gaussienne issue d’un modèle de régression 
linéaire. Elle permet d’estimer la date moyenne d’émission d’une monnaie 
retrouvée dans un contexte en fonction de son faciès céramique. D’un point de 
vue archéologique, cette estimation d’un terminus post quem66, avec tous les biais 
liés à la datation par les monnaies, représente un point d’ancrage chronologique 
dans le temps événementiel et calendaire ; 
• la seconde est celle d’un mélange de gaussiennes, obtenue à partir du modèle 
précédent. La date d’un ensemble stratigraphique est estimée par la moyenne 
pondérée des dates estimées des productions céramiques (groupes techniques) 
qu’il contient. En supposant l’indépendance des productions, la densité de 
probabilité associée est une somme pondérée de gaussiennes. D’un point de vue 
archéologique, cette estimation de la datation représente mieux le temps de 
l’accumulation inscrit dans la matière (Olivier, 2001). Elle peut s’interpréter, au 
mieux comme un processus de formation reflétant une succession à l’échelle du 
temps archéologique si la qualité du contexte archéologique le permet ; au pire, 
comme une imprécision dans la datation, révélant une forte pollution du contexte 
par la présence de matériel redéposé ou intrusif. 
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 Terminus post quem (TPQ), ou date plancher se définit comme la date avant laquelle un ensemble archéologique n’a pas pu se former. 
En principe, cette date est donnée par l’élément daté le plus récent contenu dans l’ensemble. 
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La confrontation des courbes de densité permet ensuite de : 
• valider la méthode d’un point de vue chronologique ; en explorant l’intensité 
de l’occupation de chaque contexte ; 
• mieux appréhender les questions d’ordre chrono-fonctionnel, par une meilleure 








Le choix du corpus est une étape importante puisqu’elle détermine fortement les 
interprétations archéologiques ultérieures. Il est indispensable, dans la phase de 
construction du modèle, de ne considérer que les contextes les moins perturbés, ceux 
susceptibles de nous révéler la plus grande quantité de matériel contemporain de l’action 
interprétée par l’archéologue. Dans notre cas, le corpus était composé de 278 ensembles 
stratigraphiques, répartis en 95 ensembles de référence et 183 supplémentaires67 . Les 
ensembles de référence correspondent aux ensembles de Tours datés ou non par des 
monnaies ; mais sélectionnés pour la précision de leur chrono-stratigraphie et la qualité de 
leur corpus céramique. 
La céramique n’ayant intrinsèquement aucune prise sur le temps calendaire, nous 
avons dû nous référer à des objets datés par ailleurs : dans notre cas les monnaies en 
contexte, c’est-à-dire contemporaines de l’action archéologique. Parmi les 95 ensembles 
de référence de Tours, seuls 25 sont datés de cette manière. Par soucis de cohérence, parmi 
les monnaies retrouvées dans chaque ensemble, la plus récente a été retenue : elle définit 
alors un terminus post quem. Comme toute datation, celle fondée sur les monnaies 
comporte certains biais : d’une part la durée de circulation avant démonétisation, qu’il est 
difficile d’estimer pour une étude qui couvre presque quinze siècles ; d’autre part, l’histoire 
propre à chaque monnaie in situ, perdue rapidement ou thésaurisée. Tous ces facteurs 
peuvent provoquer un décalage potentiel entre date de la monnaie et chronologie d’un 
ensemble stratigraphique ; un décalage de quelques décennies, n’est pas impossible entre 
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la date d’émission de la monnaie, plus haute chronologiquement, et la datation effective du 
contexte archéologique. Tous les ensembles retenus dans ces travaux ont été choisis car ils 
correspondent à des niveaux d’occupation ou des ensembles clos appartenant à de longues 
séquences stratigraphiques urbaines, pour lesquels les biais liés à un tel décalage sont 
minimes. En outre, ce choix vient également de la bonne répartition des contextes datés 
par des monnaies jalonnant la totalité de la fourchette chronologique entre le IVe et le XVIIe 
siècle. 
Les ensembles supplémentaires sont stratigraphiquement isolés et 
chronologiquement peu documentés pour la ville de Tours (37 ensembles), ou proviennent 
de sites du centre-ouest de la France, extérieurs à cette ville (146 ensembles). 
Les productions céramiques, aussi nommées groupes techniques, dont la 
discrimination se fait en fonction de la nature de l’argile (taille, fréquence, nature des 
inclusions) et du type de couverte (sans traitement de surface, engobe, glaçure…) sont 
inventoriées et classées selon leur appartenance à un atelier lorsque ce dernier est connu et, 
le cas échéant, rattachées à une tradition de fabrication commune. On recense donc pour 
cette étude un corpus d’environ 15 000 individus ventilés dans 200 groupes techniques. 
Cette approche a nécessité de longs efforts d’analyse de la céramique pour harmoniser les 
méthodes de traitement élaborées depuis plus de 15 ans par un petit groupe de chercheurs 
et ainsi mettre en place des outils typologiques et des techniques de quantification 
communs à ce vaste espace d’étude couvrant l’ouest de la France ( (Husi, 2003) et (Husi, 
2013)). Afin d’élargir le champ d’investigation, un réseau de chercheurs couvrant pour 
l’instant l’espace européen francophone, a été fédéré autour d’un site internet ICERAMM68 
conçu comme une base de données localisée mettant en ligne les outils typologiques 
régionaux communs et les notices de sites.  
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Toute proposition de datation d’un contexte archéologique s’avère délicate et 
nécessite de ne pas perdre de vue ce que l’on cherche à dater : l’action ponctuelle inscrite 
dans un temps événementiel ou le processus d’accumulation inscrit dans la durée. 
L’approche statistique adoptée conduit à l’estimation de deux courbes de densité de 
probabilité pour dater chaque contexte archéologique ; très visuelle cette approche permet 
un regard critique immédiat de l’archéologue. Deux étapes ont donc été nécessaires. La 
première nous a permis d’estimer une date correspondant au terminus post quem du 
contexte, un curseur reflétant le temps événementiel. La seconde, qui utilise les résultats 
de la première étape, permet alors d’estimer le profil chronologique du contexte, image 
plus proche du temps archéologique, de l’accumulation. 
Étape 1 : modélisation du temps événementiel (dateEv) 
Il s’agit d’estimer la date d’un contexte archéologique, en fonction de l’assemblage 
céramique qui le compose. La méthode retenue ici est d’ajuster un modèle de régression 
linéaire multiple reliant une date connue dans le temps calendaire (ici celle de l’émission 
d’une monnaie) à son faciès céramique. À la suite de cette phase d’ajustement, nous 
calculons une prévision ponctuelle et par intervalle de confiance à 95 %, dans un premier 
temps pour les ensembles de Tours datés ou non par des monnaies composant le corpus de 
référence (soit 95 ensembles). Puis, nous utilisons le modèle construit pour prévoir la date 
des ensembles supplémentaires. Les ensembles extérieurs à la ville de Tours ne participent 
jamais à la construction du modèle. Ce choix permet d’éviter les imprécisions liées à la 
variation potentielle du faciès céramique due l’éloignement géographique de l’ensemble 
retenu par rapport au point de référence représenté par Tours. La démarche statistique se 
décompose en différentes étapes. 
- Synthèse de l’information contenue dans le corpus de données de référence. On 
effectue une Analyse factorielle des correspondances (AFC) avec comme matrice de 
données D les ensembles stratigraphiques en colonne et en ligne les groupes techniques 
quantifiés en nombre minimum d’individus (soit 95 ensembles dont le faciès céramique est 
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D: [ üXDDGX1  contient les informations liées aux ensembles datés et DX [üXDDGD celles liées aux ensembles non datés ou possédant une date peu fiable. Une AFC 
est réalisée à partir des 95 ensembles stratigraphiques de référence de Tours comprenant 
25 ensembles datés par au moins une monnaie et 70 ensembles non datés, sélectionnés 
uniquement pour la qualité de leur chrono-stratigraphie et de leur corpus céramique. Puis, 
nous conservons uniquement les 10 premiers axes factoriels qui expliquent environ 64 % 
de l’inertie totale du nuage de points (ou information initiale). Ainsi notre tableau de 
contingence, croisant 95 ensembles et 200 groupes techniques, se réduit à un tableau 65 G%, reconstitution incomplète du corpus de données. Ce principe commun aux techniques 
d’analyse factorielle permet de réduire la dimension du problème étudié et donc dans une 
étape de modélisation de réduire le nombre de variables explicatives prises en compte dans 
le modèle (dans notre cas 10 au lieu de 200 !).  
- Estimation d’une date pour chaque ensemble stratigraphique étudié en fonction de 
son faciès céramique. Comme nous disposons de peu d’ensembles datés (25), il est 
nécessaire de sélectionner un nombre limité de facteurs qui serviront de variables 
explicatives. Le choix de ne retenir que 10 facteurs a été fixé après avoir étudié la variabilité 
des assemblages céramiques à l’aide de méthodes de ré-échantillonnage. Un modèle de 
régression linéaire multiple gaussien est alors ajusté sur ces 25 ensembles de référence 
datés par les monnaies en fonction des composantes factorielles de l’AFC significatives 
parmi les 10 conservées, soit les 8 premières uniquement notées Fk (k=1,…,8). Il peut 
s’écrire sous la forme :  
AuB<nV  cD TzcYXYVñY9: T ÍV     0`  %-^ -]5 
où ÍV  sont Normalement distribués suivant une N(0 ;σ2) et XYV est la jième coordonnée 
de la kième composante factorielle (j=1,…,25 et k=1,…,8). 
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Après avoir estimé les paramètres cY  et σ2 du modèle, en utilisant les résultats 
classiques de la régression linéaire multiple et vérifié que le modèle s’ajustait bien aux 
données (on obtient un coefficient de détermination ajusté  R2aj d’environ 0.98 et un écart-
type résiduel de 23 ans environ !), nous pouvons inférer sur la datation d’un ensemble ; 
mais aussi prévoir celle d’un autre dans lequel aucune monnaie n’a été retrouvée, donc non 
daté. Cette estimation ou prévision 69  se construit uniquement à partir de la part 
d’information contenue dans le faciès céramique du contexte étudié, c’est-à-dire à partir de 
ses coordonnées sur les 8 premières composantes factorielles de l’AFC significatives. On 
obtient alors une estimation ponctuelle et par intervalle de confiance à 95% du temps 
événementiel (dateEv) des ensembles de référence ainsi que des ensembles 
supplémentaires. La qualité des prévisions obtenues pour les ensembles supplémentaires 
est analysée à l’aide d’arguments externes tels que la présence de monnaies non prise en 
compte dans le modèle ainsi que la cohérence avec des arguments stratigraphiques connus. 
Quelle que soit la nature de l’ensemble, de référence ou supplémentaire, le modèle 
linéaire gaussien étant validé, il est possible de déterminer et tracer la densité de probabilité 
gaussienne estimée de AuB<nY  correspondant à chaque ensemble. Elle sera représentée par 
une courbe grise70 sur les figures à suivre. 
Étape 2 : du temps événementiel au temps de l’accumulation (dateAc) 
On utilise le modèle de régression construit à la première étape et les formules de 
transition de l’AFC reliant les coordonnées des points-lignes (groupes techniques) aux 
coordonnées des points-colonnes (ensembles) pour obtenir une estimation ponctuelle de la 
datation de chaque groupe technique (AuB<n
,   %- -] ainsi qu’un intervalle de 
confiance à 95 %. On peut alors définir le temps archéologique (noté AuB<J), autrement 
dit, le temps de l’accumulation d’un ensemble, comme la somme pondérée des datations 
des groupes techniques le constituant : les poids étant définis comme les proportions 
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 En orange pour la version couleur. 
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En supposant l’indépendance des variables aléatoires AuB<n
71, on peut approcher 
la loi du temps de l’accumulation de tout ensemble j par le mélange de lois gaussiennes : 
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On obtient, pour chaque ensemble, une courbe plurimodale représentant l’estimation 
de la loi du temps de l’accumulation, fondée sur le mélange de densités unimodales 
(datation de chaque groupe technique). Le tracé de cette loi correspond à la courbe noire 





L’interprétation de ces deux courbes de densité s’effectue à l’aide d’un graphique les 
représentant simultanément pour un ensemble donné. La Figure 12 présente les résultats 
relatifs à un niveau de jardin utilisé pour rejeter des déchets domestiques, action datée dans 
sa phase principale par une monnaie de 1341. On remarque que le pic de la courbe de 
densité de AuB<JY  (courbe grise) se superpose au pic principal de la courbe de densité de AuB<nY  (courbe noire). Sur cette dernière, les ondulations mineures visibles de part et 
d’autre du mode s’interprètent suivant la nature de l’ensemble comme la présence d’un 
matériel redéposé ou intrusif et/ou comme l’existence d’une occupation dont l’intensité a 
fluctué dans le temps. L’activité principale correspond au moment où les modes des deux 
courbes de densité se juxtaposent. 
 
Figure 12 - Juxtaposition des deux courbes (dateEv et dateAc) pour un contexte archéologique interprété comme une zone de 
rejets domestiques (XIVe siècle, Tours, Site 8, Ensemble D1, LAT).
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 Par construction des groupes techniques, cette hypothèse est réaliste. 
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Une superposition presque parfaite des courbes (Figure 13) révèle quant à elle, un 
contexte archéologique homogène, avec une part infime de matériel redéposé ou intrusif. 
 
Figure 13 - Dépotoir extérieur utilisant une structure domestique maçonnée abandonnée  
(XVIe siècle, Tours, Site 3, Ensemble G1a, LAT). 
La validation externe de notre démarche de modélisation est indispensable pour 
s’assurer de la robustesse des résultats. Elle se fait par validation croisée, à l’aide de 
données issues d’ensembles stratigraphiques datés ; mais n’ayant pas participé à la 
construction du modèle. Comme, l’archéologue cherche à confronter des terminus post 
quem, les dates externes sont comparées aux prévisions AuB<nY . Dans la plupart des cas, 
les dates externes sont proches ou incluses dans l’intervalle de confiance de prévision de AuB<n (IC à 95 %). Si décalage il y a, il est toujours dans le même sens : la date externe 
est un peu antérieure à la fourchette chronologique proposée. Le temps qui peut s’écouler 
entre la date d’émission et le moment où la monnaie est perdue, voire démonétisée est une 
des causes du décalage qui peut être observé. La lecture des résultats doit se faire d’une 
manière critique, en replaçant l’ensemble daté dans l’histoire chrono-stratigraphique du 
site ; mais aussi en comprenant la réalité de l’objet daté en fonction de la source et des 




L’exemple présenté dans le Tableau 22 concerne trois fours domestiques mis au jour 
sur une fouille à Fondettes (commune voisine de Tours). Il  est révélateur de l’importance 
d’interpréter les diverses datations disponibles en les replaçant dans l’histoire du site : qui 
date quoi ? Alors que l’archéomagnétisme date la dernière utilisation des fours, la 
céramique date l’utilisation des structures comme cendrier durant les quelques années qui 
suivent l’abandon des fours. Au mieux, il peut exister un léger décalage entre ces deux 
datations, la première devant être logiquement légèrement antérieure à la seconde ou 
contemporaine. C’est le cas ici puisque, la datation archéomagnétique fournit un intervalle 
de confiance compris entre 515 et 645 et celle du modèle statistique à l’aide de la céramique 
(dateEv) un intervalle compris entre 631 et 690. Ainsi, s’il existait une monnaie, elle aurait 
donc 95 % de chance d’être comprise dans cet intervalle de confiance : Le terminus post 
quem du dernier usage des fours, comme celui de l’abandon des structures, a donc une 
probabilité très faible d’être antérieur à 631 puisque ces deux événements ont de fortes 
chances d’être quasi contemporains. 
Tableau 22 - Validation externe à partir d’ensembles stratigraphiques datés n’ayant pas participé pas à la construction du modèle 
(sites de Chinon, Rigny et Fondettes). 
Ensembles stratigraphiques Datations  
Estimations  du modèle céramique  
(Intervalles de confiance à 95%) 
Borne inf  Borne sup 
Rigny : bâtiment 1 (LAT)  C*. 662-776 707 851 
Rigny : bâtiment 13 (LAT) M**. 1100  1105 1216 
Rigny : bâtiment 17 (LAT) M**. 1050 1060 1164 
Rigny : bâtiment 22.2 (LAT) M**. 1388 1300 1398 
Chinon : fosse 57 (SADIL) M**. 1423 1382 1497 
Fondettes : fours (SADIL) AM***. 3 dates (515-645) 631 690 
LAT = Laboratoire Archéologie et Territoires ; SADIL = Service archéologique départemental d'Indre et Loire 
Datation : *C14 ; **Monnaies ; *** Archéomagnétisme 
 









Le premier apport est de permettre de mieux caractériser la nature fonctionnelle des 
contextes archéologiques étudiés, à partir de la distribution de la céramique dans le temps 
(voir par exemple (Bellanger & Husi, 2012) et (Bellanger & Husi, 2013)). Notre démarche, 
fondée sur un assemblage approprié de méthodes statistiques et sur les connaissances de 
l’archéologue, consiste à analyser, comparer et classifier empiriquement les formes des 
courbes de densité sous l’angle fonctionnel afin d’établir des groupes de formes de courbes. 
On utilise surtout ici dateAc qui permet une lecture de l’accumulation du dépôt dans le 
temps. En effet, le profil chronologique du dépôt confronté à son interprétation 
archéologique informe l’archéologue sur son processus de formation et lui permet 
d’identifier les facteurs susceptibles d’expliquer les similitudes entre profils de contextes. 









Le deuxième apport est de permettre de mieux appréhender l’impact de la variation 
spatiale des contextes sur les datations obtenues (voir (Bellanger, Husi, & Laghzali, A 
paraître 2014)). Comme nous l’avons évoqué précédemment, un ensemble pour lequel la 
datation ne présentera pas de problème majeur présente une excellente juxtaposition des 
deux courbes de densité de probabilité liées à dateEv et dateAc (cf. (Figure 13). Nous pouvons 
donc étudier, au travers de la comparaison des résultats obtenus pour dateEv et dateA, la 
capacité du modèle à bien prévoir un ensemble daté comme celle d’un ensemble non daté. 
En effet, pour un ensemble non daté par une monnaie, la confrontation des résultats 
fournira un indice de fiabilité de la modélisation : plus la différence sera grande, plus on 
pourra remettre en cause la capacité intrinsèque de notre modélisation à le dater. Les causes 
peuvent être multiples : qualité de l'assemblage céramique (redéposition), aire 
géographique de construction du modèle, aire temporelle de construction du modèle 
(ensemble trop récent ou trop ancien ; pas de référence). L'’étude spatiale de la différence 
absolue entre ces deux dates estimées utOAuB<nY & AuB<JY Q, permet de définir des 
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aires socio-économiques fondées sur la plus ou moins grande proximité au référentiel 
(Tours) des faciès céramiques des contextes étudiés.  
Différents indicateurs spatiaux peuvent être utilisés pour décrire, de façon simple, à 
partir de données collectées sur les sites disponibles du Centre-Ouest de la France, la 
distribution spatiale de utOAuB<nY & AuB<JY Q . Nous avons choisi d’utiliser des 
indicateurs ne dépendant pas de délimitations arbitraires de l'aire géographique étudiée. Ils 
caractérisent la position (centre de gravité et patchs spatiaux), l’occupation de l’espace 
(inertie, isotropie). (Cotter, et al., 2007) présente en détails, dans le cadre d’une population 
halieutique, les indicateurs spatiaux disponibles. Ces indicateurs seront des outils utiles 
pour détecter des tendances : 
• De grandes différences de datation pourront traduire l’incapacité du modèle à 
fournir une date estimée consensuelle ; la distance importante au site de référence 
(Tours) peut en être la cause.  
• La détermination de patchs spatiaux permettra de mettre en évidence et 
d’interpréter des aires chronologiquement homogènes de faciès céramiques. 
Commençons par rappeler brièvement la définition des indicateurs que nous avons 





Le centre de gravité 	d	 (représente la position géographique moyenne d’une 
population, i.e. la moyenne des positions de ses individus, tandis que l’inertie  
représente la dispersion spatiale autour de 	d. En pratique, ces statistiques sont estimées 
à partir des données par des sommes discrètes sur la position des échantillons. Dans le cas 
d’un échantillonnage irrégulier, des surfaces d’influence affectées aux échantillons sont 




poids ou aires d’influence72 S
  et [t
 la valeur de la variable régionalisée [ en t
 , on 
définit : 
d  ∑ P7x7\x7]7Sµ∑ P7\x7]7Sµ  et   ∑ x7i^¶P7\x7]7Sµ∑ P7\x7]7Sµ  
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 L’introduction de poids est optionnelle, dans notre cas nous avons supposé S
  %,   %-  -/	 
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Une distribution spatiale est dite isotrope si elle possède la même dispersion autour 	d dans toutes les directions. En général, ce n'est pas vrai, et la distribution spatiale est 
dite anisotrope. Dans le plan, en suivant le même principe que l’ACP, l’inertie totale  
d’une population peut être décomposée selon ses deux axes principaux, orthogonaux entre 
eux, et expliquant respectivement les parts maximum et minimum de l’inertie totale. Les 
axes principaux et leur inertie associée (¹yM et ¹
) sont obtenus comme les vecteurs 
propres et les valeurs propres de la matrice d’inertie W  de l’ACP usuelle du triplet O#. -_  öN-  `abcS
[t




9:--8. En utilisant les propriétés classiques de l’ACP, 
on peut donc interpréter la racine carrée de l’inertie le long d’un des deux axes donnés 
comme l’écart type de la projection des positions des individus de la population le long de 
cet axe. Cette décomposition se représente sur une carte à l’aide d’une croix illustrant les 
deux directions principales (Figure 16 a et b). Une anisotropie existe quand il y a une 
différence d’inertie entre les deux directions. L’indice d’anisotropie (Jwtv) se définit 
comme la racine carrée du rapport entre l’inertie maximale et l’inertie minimale : plus 
l’indice est grand devant 1, plus le contraste est marqué entre les directions à cause de 
l’anisotropie. De même, l’indice d’isotropie ( tv ) se définit comme l’inverse de 
l’anisotropie. Il prend des valeurs comprises entre 0 et 1. Soit : 
tv  Wd7WdÇ§ [ , % et Jwtv  tvi:  WdÇ§Wd7 1 % 
où   ¹yM T ¹
 
 
La distribution spatiale du phénomène étudié dans une aire donnée peut présenter des 
agrégations hétérogènes appelées patchs. Un algorithme, proposé par P. Petitgas, permet 
de les identifier (Figure 14): un point d’observation 	t
  est attribué à un patch selon sa 
valeur de la variable régionalisée [ et sa distance aux autres patchs existants. La position 





Figure 14 - Etapes permettant la détermination du nombre de patchs d’une population spatialement distribuée. 
L’algorithme73 commence par déterminer la plus grande valeur [t
 et considère 
ensuite chaque point 	t
 par ordre décroissant de [t
. La plus forte valeur initie le premier 
patch (Figure 14a.). Ensuite, chaque point est affecté à ce premier patch si sa distance au 
centre de gravité du patch en construction est plus petite qu’une valeur dlim fixée en début 
d’analyse. Si ce n’est pas le cas, il définit un nouveau patch (Figure 14b, c et d.). Ne sont 
retenus à la fin que les patchs contenant au moins 10 % de l’effectif total /. L’indice créé 
est alors le nombre de patchs (/). 








Le corpus étudié est composé de 147 ensembles situés sur 25 sites archéologiques 
différents correspondant à 10 lieux (villes et sites ruraux) (Figure 15). L’hypothèse retenue 
est que, plus les contextes archéologiques sont distants du point de référence (Tours), plus 
les dates estimées lors de chacune des deux étapes du modèle sont susceptibles de diverger 
(Tableau 23). Une petite différence absolue indique que les deux dates estimées sont 
proches, donc que le modèle fonctionne bien (Tours et Blois) ; même si la date réelle est 
inconnue. A l'opposé, une différence importante est interprétée comme un manque de 
fiabilité du modèle qui s’explique par une mauvaise adéquation du modèle aux données 
traitées (Châtellerault et Poitiers). 
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Figure 15 - Représentation des 10 lieux du Centre-Ouest de la France sélectionnés. 
 
Tableau 23 - Extrait du corpus de données et des valeurs obtenues  
(en grisée valeurs importantes pour Châtellerault et Poitiers). 
 
 
Pour mieux appréhender l'impact des variations de la variable régionalisée sur les 
indicateurs spatiaux, on compare un ensemble de données distribué spatialement de 
manière constante (Figure 16a) aux résultats obtenus sur nos données. La Figure 16b permet 
d’observer que le centre de gravité (CG) est sensible aux valeurs élevées de utOAuB<nY & AuB<JY Q  obtenues pour Poitiers et Châtellerault et qu’il existe une 
anisotropie marquée de direction préférentielle nord-sud. Cette orientation correspond à 
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une forte hétérogénéité entre au sud-ouest (Poitiers, Châtellerault) et au nord (Tours, 
Fondettes, Joué-Lès-Tours, Truyes,…) ; révélant un usage de récipients de même nature 
ou de même tradition de fabrication dans les deux espaces, mais pour des périodes 
légèrement différentes. Ce décalage chronologique dans l’utilisation de ces produits révèle 




Figure 16 a et b - Exemple de distribution spatiale des ensembles qui montre l’impact entre une distribution constante (à gauche) et 
une distribution fondée sur les valeurs utOAuB<nY & AuB<JY Q (à droite). La croix est positionnée au niveau de 	d	, à partir duquel 
est représentée la racine carrée de l’inertie selon les deux directions principales. 
 
 
Afin de mieux comprendre l’imbrication de ces espaces, la construction de patchs 
spatiaux a été appliquée de manière hiérarchique (Figure 17) en faisant varier la distance 
maximale acceptable entre points d’observation (ici les sites archéologiques) et centre de 
gravité d’un patch (dlim). Cette approche s’avère, dans sa philosophie, très similaire à celle 
d’une classification descendante hiérarchique (CDH) : on commence tout d’abord par 
rechercher deux patchs, puis trois puis quatre ainsi de suite. Elle a permis de classifier les 
sites, dans des divisions de plus en plus fines de patchs. Nous avons ainsi pu déterminer 





Figure 17 - Nombre de patchs spatiaux divisés suivant la classification hiérarchique. 
La partition en trois patchs est celle qui semble archéologiquement la plus 
intéressante (Figure 18). Elle révèle trois espaces socio-économiques fondés sur un 
commerce de la poterie qui ne semble pas dépasser un rayon de 30km autour des principaux 
centres de consommation (Tours, Blois, Poitiers). Ces trois espaces se distinguent soit par 
des variations techniques et esthétiques dans la réalisation des récipients peints et glaçurés 
pour une même période ;  soit par des traditions de fabrication identiques mais avec un 
décalage d'usage dans le temps. 
 
Figure 18 - Répartition en 3 patchs spatiaux (la différence des résultats s’observe dans l’intensité des grisés). 
138 
 
Ces premiers résultats traduisent bien l’importance de poursuivre et de développer 
une telle recherche. L'analyse spatiale de l'information chronologique est d’une grande aide 
pour construire ou préciser les contours des aires culturelles. En effet, la présence du même 
type de poterie à différents endroits et / ou à des moments différents, reflète la rapidité de 
la circulation des produits, des savoir-faire, des modes et des concurrences.  
.#.&+&=+
La grande force de notre démarche statistique est la simplicité de sa mise en œuvre 
qui n’altère en rien l’interprétation archéologique (Baxter, 2008). Les perspectives sont 
nombreuses : 
• La construction d’un référentiel fonctionnel des courbes, à partir des contextes 
archéologiques dont l’interprétation ne laisse aucun doute, permettra de préciser la nature de 
contextes dont l’interprétation est plus hypothétique. Plusieurs méthodes statistiques 
semblent envisageables : classification non supervisée des courbes par analyse fonctionnelle 
( (Ramsay & Silverman, 2002) et (Ferraty & Vieu, 2006)) ou par analyse procustéenne 
généralisée (Gower & Dijksterhuis, 2004), puis classification supervisée pour affecter une 
courbe à un groupe du référentiel. 
• L’intégration de nouveaux sites afin de mieux cerner l’organisation sociale et économique 
du Centre-Ouest de la France ; mais aussi d’étendre la fourchette chronologique aux périodes 
plus récentes afin d’observer le phénomène dans la plus longue durée. 
• La poursuite du travail de comparaison débuté dans (Henigfeld, Husi, Ravoire, & Bellanger, 
2013) sur les systèmes d’approvisionnement des centres urbains pour tenter de mesurer les 
rapports qu’entretiennent les sociétés urbaines médiévales avec les produits céramiques. 
Nous avons utilisé pour le moment une méthode du type des « méthodes k-tableaux » (voir 
par exemple  (Dazy, Le Barzic, & Saporta, 1996)) adaptée au type de données à traiter 
(tableaux de contingence) : l’Analyse Factorielle Multiple (en abrégé AFM ; voir par 
exemple (Escofier & Pagès, 1994)). 
• La création d’un outil statistique d’aide à la datation des contextes par la céramique, 
utilisable en ligne par les archéologues. Le développement se fera sous le logiciel libre R 
pour les analyses statistiques et sous le système ArSol74 pour l’exploitation des données. 
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Bibliographie 
Ardilly, P. (2006). Les techniques de Sondage. Paris: Editions Technip. 
Baize, D., Bellanger, L., & Tomassone, R. (2009). Relationships between concentrations 
of trace metals in wheat grains and soil. Agronomy for Sustainable Development, 
29(2), 297-312. 
Bartholomew, D., & Knott, M. (1999). Latent Variable Models and Factor Analysis. 
Londres: Edward Arnold. 
Baxter, M. J. (2008). Mathematics, Statistics and Archaeometry: the past 50 years or so. 
Archaeometry, 50, 968-982. 
Bel, L., Bellanger, L., Bobbia, M., Ciuperca, G., Dacunha-Castelle, D., Gilibert, E., . . . 
Oppenheim, G. (1998). On forecasting Ozone Episodes in the Paris area. Listy 
Biometryczne-Biometrical Letters, 35(1), 37-66. 
Bel, L., Bellanger, L., Bonneau, V., Ciuperca, G., Dacunha-Castelle, D., Deniau, C., . . . 
Tomassone, R. (1999). Eléments de comparaison de prévisions statistiques des pics 
d'ozone. Revue de Statistique Appliquée, XLVII(3), 7-25. 
Bellanger, L. (1999). Statistique de la pollution de l'air. Méthodes mathématiques. 
Applications au cas de la région parisienne. Doctorat de Sciences de l'Université 
Paris-Sud, Spécialité : Mathématiques et applications des mathématiques. 
Bellanger, L. (2001). Une analyse globale de la tendance dans les hautes valeurs d'ozone 
mesurées en région parisienne. Revue de Statistique Appliquée, XLIX(3), 73-92. 
Bellanger, L., & Husi, P. (2012). Statistical Tool for Dating and interpreting archaeological 
contexts using pottery. Journal of Archaeology Science, 39(4), 777-790. 
Bellanger, L., & Husi, P. (2013). Mesurer et modéliser le temps inscrit dans la matière à 
partir d’une source matérielle : la céramique médiévale. Mesure et Histoire 
Médiévale, XLIII Congrès National de la Société des Historiens Médiévistes de 
140 
 
l'enseignement Supérieur Public (SHMESP) (pp. 119-134). Paris: Publication de la 
Sorbonne. 
Bellanger, L., & Perera, G. (1999). High-level exceedances of non-stationary processes 
and irregular sets. C.R.Acad.Sci. Paris, 328(Serie I), 337-342. 
Bellanger, L., & Perera, G. (2003). Compound Poisson limit theorems for high-level 
exceedances of some nonstationary processes. Bernoulli, 9(3), 497-515. 
Bellanger, L., & Tomassone, R. (1999). Wind direction and maximum pollutants 
concentration. A case-study with simple statistical tools. Dans B. a. ed., Advances 
in Environmental and Ecological Modelling (pp. 205-214). Paris: Elsevier. 
Bellanger, L., & Tomassone, R. (2000). La pollution de l'air dans la région parisienne : 
étude de la tendance dans les hautes valeurs d'ozone. Revue de Statistique 
Appliquée, XLVIII(1), 5-24. 
Bellanger, L., & Tomassone, R. (2004). Trend in High Tropospheric ozone levels: 
application to Paris Monitoring Site. Statistics, 38, 217-241. 
Bellanger, L., & Tomassone, R. (2014). Exploration de données et Méthodes statistiques : 
data analysis & data mining avec R. Paris: Ellipses. Collection Références Sciences. 
Bellanger, L., Baize, D., & Tomassone, R. (2006). L'analyse des corrélations canoniques 
appliquée à des données environnmentales. Revue de Statistique Appliquée, LIV(4), 
7-40. 
Bellanger, L., Husi, P., & Laghzali, Y. (A paraître 2014). Spatial statistic analysis of dating 
using pottery: an aid to the characterization of cultural areas in West Central France. 
XXXX Across Space and Time, Proceedings of the 41th International Conference 
on Computer Applications and Quantitative Methods in Archaeology (CAA-2013). 
Perth (Australie). 
Bellanger, L., Husi, P., & Tomassone, R. (2006). Statistical aspects of pottery 
quantification for dating some archaeological contexts. Archaeometry, 48, 169-183. 
141 
 
Bellanger, L., Husi, P., & Tomassone, R. (2006). Une approche statistique pour la datation 
de contextes archéologiques. Revue de Statistique Appliquée, LIV(2), 65-81. 
Bellanger, L., Husi, P., & Tomassone, R. (2008). A statistical approach for dating 
archaeological contexts. Journal of Data Science, 6(2), 135-154. 
Bellanger, L., Vigneau, C., Pivette, J., Jolliet, P., & Sébille, V. (2013). Discrimination of 
psychotropic drugs over-consumers using a threshold exceedance based approach. 
Statistical Analysis and Data-Mining, 6(2), 91-101. 
Biernacki, C. (2009). Pourquoi les modèles de mélange pour la classification ? La Revue 
de Modulad, 40, 1-22. 
Bini, M., & et al. (2009). Coefficient shifts in geographical ecology: an empirical 
evaluation of spatial and non-spatial regression. Ecography, 32, 193-204. 
Blanchet , F., Legendre, P., & Borcard, D. (2008). Forward selection of explanatory 
variables. Ecology, 89, 2623–2632. 
Borcard, D., & Legendre, P. (2002). All-scale spatial analysis of ecological data by means 
of principal coordinates of neighbour matrices. Ecological Modelling, 153, 51–68. 
Borcard, D., Legendre, P., & Drapeau, P. (1992). Partialling out the spatial component of 
ecological variation. Ecology, 73, 1045-1055. 
Brocard, D., Gillet, F., & Legendre, P. (2011). Numerical ecology with R. New York: 
Springer Science. 
Carle, A. (2009). Fitting multilevel models in complex survey data with design weights : 
Recommendations. BMC medical research methodology, 9(1), 49. 
doi:10.1186/1471-2288-9-49 
Chen, Y.-C., Carter, H., Parla, J., Kramer, M., Goes, F., Pirooznia, M., . . . Karchin, R. 
(2013). A Hybrid Likelihood Model for Sequence-Based Disease Association 
Studies. PLoS Genetics, 9(1). 
142 
 
Cliff, A., & Ord, K. (1981). Spatial processes. Models and applications. Londres: Pion. 
Cochran, W. (1977). Sampling Techniques, third ed. New York: Wiley. 
Cohen, J. (1960). A coefficient of agreement for nominal scales. Educational Psychology 
Measurement, 20, 37-46. 
Coles, S. (2001). An Introduction to Statistical Modeling of Extremes Values. London: 
Springer Series in Statistics, Springer-Verlag. 
Coles, S., & Tawn, J. (1996). Modelling Extremes of the Area Rainfall Process. Journal of 
the Royal Statistical Society: series B (statistical methodology), 2, 329-347. 
Cotter, J., Petitgas, P., Mesnil, B., Trenkel, V., Rochet, M.-J., Woilez, M., . . . Lembo, G. 
(2007). FISBOAT manual of indicators and methods for assessing fish stocks using 
only fishery. ICES CM, 27.  
Cressie, N. (1993). Statistics for Spatial Data. New York: John Wiley and Sons Inc.: Wiley 
Series in Probability and Mathematical. 
Davison, A. C., & Smith, R. L. (1990). Models for exceedances over high thresholds (with 
discussion). Journal of the Royal Statistical Society: series B (statistical 
methodology), 62, 191-208. 
Davison, A., & Hinkley, D. (1997). Bootstrap Methods and their Application. New york: 
Cambridge University press. 
Dazy, F., Le Barzic, F., & Saporta, G. &. (1996). L'analyse des données évolutives : 
méthodes et applications. Paris: Editions Technip. 
de Jong, P., Sprenger, C., & van Veen, F. (1984). On extreme values of Moran’s I and 
Geary’s c. Geographical analysis, 16, 17–24. 
Dray, S., Legendre, P., & Peres-Neto, P. (2006). Spatial modelling : a comprehensive 
framework for principal coordinate analysis of neighbour matrices (PCNM). 
Ecological Modelling, 196, 483–493. 
143 
 
Dray, S., Pelissier, R., Couteron, P., Fortin, M.-J., Legendre, P., Peres-Neto, P., . . . Wagner, 
H. (2012). Community ecology in the age of multivariate multiscale spatial analysis. 
Ecological Monographs, 82(3), 257–275. 
Droesbeke, J.-J., Lejeune, M., & Saporta, G. (. (2005). Modèles Statistiques pour Données 
Qualitatives. Paris: Editions Technip. 
Efron, B., & Tibshirani, R. J. (1993). An Introduction to the Bootstrap. New York: 
Chapman and Hall. 
Embrechts, P., Klüppelberg, C., & Mikoch, T. (1999). Modelling Extremal Events for 
Insurance and Finance. New York, 2nd ed.: Springer Verlag. 
Escofier, B., & Pagès, J. (1994). Multiple Factor Analysis (AFMULT package). 
Computational Statistics and data Analysis, 18, 121-140. 
Everitt, B. (1984). An introduction to latent variable models. Londres: Chapman & Hall. 
Falk, M., Hüsler, J., & Reiss, R. (2004). Laws of small numbers : Extremes and rare events. 
Birkhaüser. 
Ferdière, A. (2007). Le temps des archéologues, le temps des céramologues. SFECAG, 
actes du congrès de Langres, (pp. 15-24). 
Ferraty, F., & Vieu, P. (2006). Nonparametric Functional Data Analysis : theory and 
Practice. New York: Springer. 
Feuillet, F. (2009). Caractéristaion de la consommation de médicaments psychotropes à 
partir des bases de données de l'Assurance Maladie : apport des modèles à classes 
latentes. Rapport de stage de Master 2 Professionnel Biostatistique (Bdx 2). 
Feuillet, F., Bellanger, L., Hardouin, J.-B., Vigneau, C., & Sébille, V. (à paraître 2014). On 




Gower, J., & Dijksterhuis, G. (2004). Procrustes Problems (Vol. 30). New York: Oxford 
University Press, Statistical Science Serie. 
Griffith, D. A. (2000). A linear regression solution to the spatial autocorrelation problem. 
Journal of Geographical Systems, 2, 141–156. 
Gumbel, E. (1958). Statistics of Extremes. New York: Columbia Univ. Press. 
Hagenaars, J. A., & McCutcheon, A. L. (2002). Applied latent class analysis. Cambridge: 
Cambridge University Press. 
Hartigan, J. (1975). Clustering Algorithms. New York: Wiley and Sons. 
Hastie, T., & Tibshirani, R. (1990). Generalized Additive Models. London: Chapman & 
Hall. 
Henigfeld, Y., Husi, P., Ravoire, F., & Bellanger, L. (2013). L'approvisionnement des 
villes médiévales (XIIe-XVIe siècles) dans le nord de la France à partir de l'étude 
de la céramique. Dans E. Lorans, & X. Rodier (Éd.), Colloque « Archéologie 
Urbaine », 137eme congrès du Comité des Travaux Historiques et Scientifiques 
(CTHS) (pp. 419-431). Tours: PUFR. 
Holm, S. (1979). A simple sequentially rejective multiple test procedure. Scandinavian 
Journal of Statistics, 6, 65-70. 
Horvitz, D., & Thompson, D. (1952). A generalization of sampling without replacement 
from a finite universe. Journal of the American Statistical Association, 47, 663-685. 
Hosmer, D., & Lemeshow, S. (2000). Applied Logistic Regression (éd. 2nd ed.). New 
York: John Wiley. 
Hotelling, H. (1936). Relations between two sets of variables. Biometrika, 28, 321-377. 




Husi, P. (2003). La céramique médiévale et moderne du Centre-Ouest de la France (11e-
17e siècle), chrono-typologie de la céramique et approvisionnement de la vallée de 
la Loire moyenne, supplément à la Revue Archéologique du Centre de la France. 
Tours: 20e supplément à la Revue Archéologique du centre de la France, FERAC. 
Husi, P. (2013). La céramique du haut Moyen Age (6e – 10e s.) dans le bassin de la Loire 
moyenne : de la chrono-typologie aux faciès culturels. Tours: 49e Supplément à la 
Revue Archéologique du Centre de la France, ARCHEA/FERACF. 
Jombart, T., Devillard, S., Dufour, A.-B., & Pontier, D. (2008). Revealing cryptic spatial 
patterns in genetic variability by a new. Heredity, 101, 92–103. 
Jombart, T., Pontier, D., & Dufour, A.-B. (2009). Genetic markers in the playground of 
multivariate analysis. Heredity, 102, 330-341. 
Lanphear, B. (2002). Environmental lead exposure during early childhood. The Journal of 
Pediatrics, 140(1), 40-47. 
Lanphear, B., Matte, T., Rogers, J., Clickner, R., Dietz, B., Bornschein, R., . . . Jacobs, D. 
(1998). The contribution of lead-contaminated house dust and residential soil to 
children's blood lead levels : A pooled analysis of 12 epidemiologic studies. 
Environmental Research, 79(1), 51-68. 
Leadbetter, M. (1991). On a basis for “Peaks over Threshold” modeling. Statistics and 
Probability Letters, 12, 357-362. 
Leadbetter, M., Lindgren, G., & Rootzen, N. (1983). Extremes and Related Properties of 
random Sequences and Series. New York: Springer Verlag. 
Legendre, P., & Legendre, L. (2012). Numerical ecology (éd. 3rd). Amsterdam: Elsevier 
Science BV. 
Li, B., & Leal, S. (2008). Methods for Detecting Associations with Rare Variants for 
Common Diseases: Application to Analysis of Sequence Data. The American 
Journal of Human Genetics, 83, 311-321. 
146 
 
Liu, D., & Leal, S. (2010). ). A Novel Adaptive Method for the Analysis of Next-
Generation Sequencing Data to Detect Complex Trait Associations with Rare 
Variants Due to Gene Main Effects and Interactions. PLoS Genetics, 6(10). 
Lohr, S. (2009). Sampling: Design and Analysis, 2nd ed. Boston: Brooks/Cole, Cengage 
Learning. 
Lucas, J.-P. (2013). Contamination des logements par le plomb : Prévalence des logements 
à risque et Identification des déterminants de la contamination. Thèse de doctorat 
de l'Université de Nantes. 
Lucas, J.-P., Bellanger, L., Le Strat, Y., Le Tertre, A., Glorennec, P., Le Bot, B., . . . Sébille, 
V. (2014). Sources Contribution of Lead in Residential Floor Dust and Within-
Home Variability of Dust Lead Loading. Science of The Total Environment 
(STOTEN), 470-471(1 Feb 2014), 768-779. 
Lucas, J.-P., Le Bot, B., GlorennecP., Etchevers, A., Bretin, P., Douay, F., . . . Mandin, C. 
(2012). Lead Contamination in French Children's Homes and Environment. 
Environmental Research(116), 58-65. 
Lucas, J.-P., Sébille, V., Le Tertre, A., Le Strat, Y., & Bellanger, L. (2014). Multilevel 
modelling of survey data: impact of the 2-level weights used in the 
pseudolikelihood. Journal of Applied Statistics, 41(4), 716-732. 
doi:10.1080/02664763.2013.847404 
Lumley, T. (2010). Complex surveys : A Guide to Analysis Using R. Hoboken, NJ, USA: 
Wiley. 
Madsen, B., & Browning, S. (2009). A Groupwise Association Test for Rare Mutations 
Using a Weighted Sum Statistic. PLoS Genetics, 5(2). 
Mahévas, S., & Trenkel, V. (2002). Utilisation de modèles mixtes pour décrire la 
distribution spatio-temporelle du temps de pêche de la flotille française en mer 
Celtique. Journal de la SFdS, 143, 177-186. 
147 
 
Mahévas, S., Bellanger, L., & Trenkel, V. (2008). Cluster analysis of linear model 
coefficients under contiguity constraints for identifying spatial and temporal fishing 
effort patterns. Fisheries Research, 93(1-2), 29-38. 
Morgenthaler, S., & Thilly, W. (2007). A strategy to discover genes that carry multi-allelic 
or mono-allelic risk for common diseases: A cohort allelic sums test (CAST). 
Mutation Research, 615, 28-56. 
Munoz, F. (2009). Distance-based eigenvector maps (DBEM) to analyse metapopulation 
structure with irregular sampling. Ecological Modelling, 220, 2683–2689. 
Nakache, J.-P., & Confais, J. (2005). Approche pragmatique de la Classification. Paris: 
Editions Technip. 
Neale, B., Rivas, M., Voight, B., Altshuler, D., Devlin, B., Ortho-Melander, M., . . . Daly, 
M. (2011). Testing for an Unusual Distribution of Rare Variants. PLoS Genetics, 
7(3). 
NERC. (1975). Flood Studies Reports, Vol. 1. London: National Environmental Research 
Council. 
Nylund, K., Asparouhov, T., & Muthén, B. (2007). Deciding on the Number of Classes in 
Latent Class Analysis and Growth Mixture Modeling: A monte Carlo Simulation 
Study. Structural Equation Modeling, 14(4), 535-569. 
Olivier, L. (2001). Temps de l'histoire et temporalités des matériaux arcjhéologiques : à 
propos de la nature chronologique des vestiges matériels. Antiquités Nationales, 33, 
189-201. 
Peres-Neto, P., & Legendre, P. (2010). Estimating and controlling for spatial structure in 
the study of ecological communities. Global Ecology and Biogeography, 19(2), 
174–184. 
Persyn, E. (2014). Comparaison de méthodes statistiques liées à l’identification de variants 
génétiques rares associés à une pathologie donnée. Rennes: Rapport de M2 « 
148 
 
Statistique pour les sciences agronomiques et agroalimentaires », Agrocampus 
Ouest. 
Pfeffermann, D., Skinner, C., Holmes, D., Goldstein, H., & Rasbash, J. (1998). Weighting 
for unequal selection probabilities in multilevel models. Journal of the Royal 
Statistical Society: series B (statistical methodology), 60(1), 23-40. 
Pickands, J. (1971). The two-dimensional Poisson process and extremal processes. J. Appl. 
Prob., 8, 745-756. 
Pickands, J. (1975). Statistical inference using extreme order statistics. Ann. Statist., 3, 
119–131. 
Pinet, C., Lecomte, J., Vimont, V., & Auburtin, G. (2003). Teneurs des plantes à vocation 
agronomique en éléments traces suite à l'épandage de déchets organiques. Angers: 
ADEME. 
Platt, T., & Denman, K. (1975). Spectral analysis in ecology. Annual Review of Ecology 
and Systematics, 6, 189–210. 
Price, A., Kryukov, G., de Bakker, P., Purcell, S., Staples, J., Wei, L.-J., & Sunyaev, S. 
(2010). Pooled Association Tests for Rare Variants in Exon-Sequencing Studies. 
The American Journal of Human Genetics, 86, 832-838. 
Rabe-Hesketh, S., & Skrondal, A. (2006). Multilevel modelling of complex survey data. 
Journal of the Royal Statistical Society: Series A (Statistics in Society), 169(4), 805-
827. 
Ramsay, J., & Silverman, B. (2002). Applied Functional Data Analysis. New York: 
Springer. 
Rawlings, J., Pantula, S., & Dickey, D. (2001). Applied Regression Analysis: A Research 
Tool (éd. 2nd ed.). New York: Springer and Verlag. 
149 
 
Särndal, C.-E., Swensson, B., & Wretman, J. (2013). Model Assisted Survey Sampling. 
New-York: Springer. 
Searle, S. R. (1997). Linear Models. New York: Wiley Classics Library. 
Shively, T. S. (1991). An analysis of the trend in ground-level ozone using 
nonhomogeneous Poisson processes. Atmospheric Environment, 25B(4), 387-396. 
Skinner, C. (1989). Domain means, regression and multivariate analysis. Dans A. o. 
surveys, & D. H. C. J. Skinner (Éd.). Chichester: Wiley. 
Skrondal, A., & Rabe-Hesketh, S. (2004). Generalized Latent Variable Modeling: 
Multilevel, Longitudinal, and Structural Equation Models. Boca Raton, FL: 
Chapman & Hall/CRC. 
Smith, R. (1989). Extreme values analysis of environmental time series: An application to 
trend detection in ground-level ozone (with discussion). Statistical Sciences, 4, 
367–393. 
Smith, R., & Shively, T. (1995). Point process approach to modelling trends in tropospheric 
ozone based on exceedances of a high threshold. Atmospheric Environment, 29(3), 
3489-3499. 
Tang, Y. (2013). Statistical Tests for the detection of Associations of Rare Variants. 
Vannes: Rapport de M2 Professionnel Mathématiques, Informatique, Statistiques. 
Thioulouse, J., Chessel, D., & Champely, S. (1995). Multivariate analysis of spatial 
patterns: a unified approach to local and global structures. Environmental and 
Ecological Statistics, 2(1), 1-14. 
Tiefelsdorf, M. (2000). Modelling Spatial Processes - The Identification and Analysis of 




Tillé, Y. (2001). Théorie des sondages : Echantillonnage et estimation en populations 
finies. Paris: Dunod. 
Tomassone, R., Charles-Bajard, S., & Bellanger, L. (2000). Discussion sur l’article : La 
planification des expériences : choix des traitements et dispositif expérimental de 
Pierre Dagnelie. SFdS, 141(1-2), 59-64. 
Wainstein, L., Victorri-Vigneau, C., Sébille, V., Hardouin, J.-B., Feuillet, F., Pivette, J., . . . 
Jolliet, P. (2011). Pharmacoepidemiological characterization of psychotic drugs 
consumption using a latent class analysis. International Clinical 
Psychopharmacology, 26(1), 54-62. 
White, I. R., Royston, P., & Wood, A. M. (2011). Multiple imputation using chained 
equations: issues and guidance for practice. Stat. Med., 30, 377-399. 
Wu, M., Lee, S., Cai, T., Li, Y., Boehnke, M., & Lin, X. (2011). Rare-Variant Association 
Testing for Sequencing Data with the Sequence Kernel Association Test. The 
American Journal of Human Genetics, 89(1), 82-93. 
Yates, F., & Grundy, P. (1953). Selection without replacement from within strata with 
probability proportional to size. Journal of the Royal Statistical Society. Series B 
(Methodological), 15(2), 253-261. 
Youness, G., & Saporta, G. (2004). Une méthodologie pour la comparaison de partitions. 












ACC : Analyse des Corrélations Canoniques 
ACL : Analyse en Classes Latentes 
ACP : Analyse en Composantes Principales 
AFC : Analyse Factorielles des Correspondances 
AFCM : Analyse Factorielles des Correspondances Multiples 
AFD : Analyse Factorielle Discriminante 
AFM : Analyse Factorielle Multiple 
CART: Classification And Regression Trees  
CAH : Classification Ascendante Hiérarchique 
GPD : Distribution de Pareto généralisée 
MEM : Moran’s Eigenvector Map 
MST : Minimum Spanning Tree 
PCNM : Principal Coordinates of Neighbour Matrices 
PCoA : Analyse en Coordonnées Principales 
POT : Peaks Over Threshold  
PPNH : Processus de Poisson Non-Homogène 
ROC : Receiver Operating Characteristic 







Figure 1 - Etapes fondamentales d’une analyse statistique. .................................................................................................. 11
Figure 2 - Echantillonnage et inférence. ................................................................................................................................. 34
Figure 3 - Principe du plan de sondage stratifié aléatoire simple (figure tirée de (Ardilly, 2006, p. 89)). ........................ 40
Figure 4 - Principe du plan à deux degrés. ............................................................................................................................. 43
Figure 5 - Principe du sondage en deux phases. .................................................................................................................... 45
Figure 6 - Plan de sondage de l’enquête Plomb-Habitat. ...................................................................................................... 50
Figure 7 - Problème du choix des poids de niveaux 2 dans l’enquête Plomb-Habitat. ....................................................... 56
Figure 8 - Zones de pêche obtenue à partir d’une CAH avec contraintes de contiguïté pour la flottille francaise des 
chalutiers pêchant sur le plateau de la mer Celtique - période 1991-1998. (Mahévas, Bellanger, & Trenkel, 2008).64
Figure 9 - Partitionnement de la variation de la variable Ô en présence de deux types de variables explicatives. ........... 76
Figure 10 - Reconstruction d’une grille régulière : une solution au problème de variabilité des MEM dans le cas d’un 
échantillonnage irrégulier. ................................................................................................................................................ 87
Figure 11 - ROC curve for tianeptine (left), zolpidem (right). ............................................................................................. 99
Figure 12 - Juxtaposition des deux courbes (dateEv et dateAc) pour un contexte archéologique interprété comme une 
zone de rejets domestiques (XIVe siècle, Tours, Site 8, Ensemble D1, LAT). ............................................................. 128
Figure 13 - Dépotoir extérieur utilisant une structure domestique maçonnée abandonnée  (XVIe siècle, Tours, Site 3, 
Ensemble G1a, LAT). ..................................................................................................................................................... 129
Figure 14 - Etapes permettant la détermination du nombre de patchs d’une population spatialement distribuée. ......... 134
Figure 15 - Représentation des 10 lieux du Centre-Ouest de la France sélectionnés. ....................................................... 135
Figure 16 a et b - Exemple de distribution spatiale des ensembles qui montre l’impact entre une distribution constante (à 
gauche) et une distribution fondée sur les valeurs utAuB<n & AuB<J  (à droite). La croix est positionnée au 
niveau de 	d	, à partir duquel est représentée la racine carrée de l’inertie selon les deux directions principales. .. 136
Figure 17 - Nombre de patchs spatiaux divisés suivant la classification hiérarchique. .................................................... 137















Tableau 1 - Synthèse des méthodes statistiques. .................................................................................................................... 13
Tableau 2 - Ozone troposphérique : valeurs cibles, seuils règlementaires en 2014. ........................................................... 18
Tableau 3 - Estimateurs pour un plan simple sans remise. ................................................................................................... 39
Tableau 4 - Exemples de variables PCNM pour différentes répartitions des sites d’observations..................................... 71
Tableau 5 - Simulated Ô with associated pattern and Moran indice. .................................................................................... 81
Tableau 6 - Scénarios simulés. ................................................................................................................................................ 85
Tableau 7 - Caractéristiques des patients pour tianeptine et zolpidem. ................................................................................ 95
Tableau 8 - Estimations par maximum de vraisemblance des paramètres de la GPD pour tianeptine et zolpidem. ........ 96
Tableau 9 - Multivariate logistic regression analysis of over consumption risk for tianeptine and zolpidem;   results of 
stepwise selection procedure.  P-value<5%. .................................................................................................................... 97
Tableau 10 - Bootstrap Distribution for logistic Regression Coefficients for tianeptine (left) and zolpidem (right). ...... 98
Tableau 11 - Classification Table Based on the Logistic Regression Model in Tableau 9 using a Cutpoint of 0.15 
(sens=spec) for tianeptine (top) (resp. 0.02 for zolpidem (bottom)). ............................................................................. 99
Tableau 12 - Codage des variables binaires. ........................................................................................................................ 102
Tableau 13 - Description des caractéristiques et des comportements de consommation chez les usagers de bromazépam 
en 2008 et 2009................................................................................................................................................................ 103
Tableau 14 - Principe pour la construction d'un effet direct. .............................................................................................. 106
Tableau 15 - Matrice de confusion croisant les classes des deux partitions BC et BC© . .............................................. 108
Tableau 16 - Description of Latent Class Models after modal assignment – 2008 and 2009. .......................................... 111
Tableau 17 - Description of clusters by Agglomerative Hierarchical Clustering – 2008 and 2009. ................................ 112
Tableau 18 - Confusion matrix between LCA partition and AHC partition (data from 2008)  with number of responses 
profiles and number of users. .......................................................................................................................................... 114
Tableau 19 - Confusion matrix between LCA partition and AHC partition (data from 2009)  with number of responses 
profiles and number of users. .......................................................................................................................................... 114
Tableau 20 - Confusion matrix between LCA partition in 2008 and LCA partition in 2009  with number of responses 
profiles.............................................................................................................................................................................. 115
Tableau 21 - Confusion matrix between AHC partition in 2008 and AHC partition in 2009  with number of responses 
profiles.............................................................................................................................................................................. 115
Tableau 22 - Validation externe à partir d’ensembles stratigraphiques datés n’ayant pas participé pas à la construction du 
modèle (sites de Chinon, Rigny et Fondettes). .............................................................................................................. 130





Articles avec comité de lecture  
1. Feuillet F., Bellanger L., Hardouin J.B., Vigneau C., Sébille V. (2014). On comparison 
of clustering methods for pharmacoepidemiological data. Journal of Biopharmaceutical 
Statistics. (under press). 
2. Lucas J.-P; Sébille V., Le Tertre A., Le Strat Y.; Bellanger L. (2014). Multilevel 
modelling of survey data: impact of the 2-level weights used in the pseudolikelihood. 
Journal of Applied Statistics, 41(4): 716-732. DOI:10.1080/02664763.2013.847404. 
http://dx.doi.org/10.1080/02664763.2013.847404. 
3. Bellanger L., Vigneau C., Pivette J., Jolliet P. and Sébille V. (April 2013). 
Discrimination of psychotropic drugs over-consumers using a threshold exceedance 
based approach. Statistical Analysis and Data-Mining, 6(2): 91-101.DOI: 
10.1002/sam.11165. 
4. Bellanger L., Husi P., Tomassone R. (2008). A statistical approach for dating 
archaeological contexts. Journal of Data Science, 6(2): 135-154. Revue en ligne, 
http://www.sinica.edu.tw/~jds/  
5. Bellanger L., Baize D., Tomassone R. (2006). L’analyse des corrélations canoniques 
appliquée à des données environnementales. Revue de Statistique Appliquée, LIV(4): 7-
40. 
6. Bellanger L., Husi P., Tomassone R. (2006). Une approche statistique pour la datation 
de contextes archéologiques. Revue de Statistique Appliquée, LIV(2): 65-81. 
7. Bellanger L., Tomassone R. (2004). Trend in High Tropospheric ozone Levels: 
application to Paris Monitoring Site. Statistics, 38(3): 217-241. DOI: 
10.1080/02331880410001696116 
8. Bellanger L., Perera G. (2003). Compound Poisson limit theorems for high-level 
exceedances of some non-stationary processes. Bernoulli; 9(3): 497-515. 
9. Bellanger L. (2001). Une analyse globale de la tendance dans les hautes valeurs d’ozone 
mesurées en région parisienne. Revue de Statistique Appliquée, XLIX(3): 73-92. 
10.Tomassone R., Charles-Bajard S., Bellanger L. (2000). Discussion sur l’article : La 
planification des expériences : choix des traitements et dispositif expérimental de Pierre 
DAGNELIE ; publié dans le numéro du Journal de la SFdS contenant l'article de Pierre 
Dagnélie ainsi que la contribution d’autres participants à la discussion : Azaïs J.-M. et 
Monod H., Cheroute G., Demonsant J., Duby C., Finney D. J., Kobilinski A., Sado M.-
C. et Sado G. SFdS, 141 (n°1-2) : 59-64. 
11.Bellanger L., Tomassone R. (2000). La pollution de l’air dans la région parisienne : 
étude de la tendance dans les hautes valeurs d’ozone. Revue de Statistique Appliquée, 
XLVIII(1): 5-24. 
12.Bel L., Bellanger L., Bonneau V., Ciuperca G., Dacunha-Castelle D., Deniau C., 
Ghattas B., Misiti M., Misiti Y., Oppenheim G., Poggi J.-M, Tomassone R. (1999). 
Eléments de comparaison de prévisions statistiques des pics d’ozone. Revue de 
Statistique Appliquée, XLVII(3): 7-25. 
13.Bel L., Bellanger L., Bobbia M., Ciuperca G., Dacunha-Castelle D., Gilibert E., 
Jackubowicz P., Oppenheim G., Tomassone R. (1998). On forecasting Ozone Episodes 




Notes et articles pluridisciplinaires 
14.Lucas J.-P., Bellanger L., Le StratY., Le Tertre A., Glorennec P., Le Bot B., Etchevers 
A., Mandin C., Sébille V. (2014) Sources Contribution of Lead in Residential Floor 
Dust and Within-Home Variability of Dust Lead Loading; STOTEN (Science of the 
Total Environment). 470–471, 1 Feb 2014: 768–779. 
http://dx.doi.org/10.1016/j.scitotenv.2013.10.028  
15.Lucas J.-P., Le Bot B., Glorennec P., Etchevers A., Bretin P., Douay F., Sébille V., 
Bellanger L., Mandin C. (2012). Lead Contamination in French Children’s Homes and 
Environment. Environmental Research, 116: 58-65. 
16.Bellanger L., Husi P. (2012). Statistical Tool for Dating and interpreting archaeological 
contexts using pottery. Journal of Archaeological Science, 39(4): 777-790. 
http://dx.doi.org.gate3.inist.fr/10.1016/j.jas.2011.06.031 
17.Baize D., Bellanger L., Tomassone R. (2009). Relationships between concentrations of 
trace metals in wheat grains and soil. Agronomy for Sustainable Development, 29(2): 
297-312. 
18.Mahévas S., Bellanger L., Trenkel V. (2008). Cluster analysis of linear model 
coefficients under contiguity constraints for identifying spatial and temporal fishing 
time patterns. Fisheries Research, 93(1-2): 29-38. 
19.Bellanger L., Husi P., Tomassone R. (2006). Statistical aspects of pottery quantification 
for dating some archaeological contexts. Archaeometry, 48(1): 169-183. . 
DOI: 10.1111/j.1475-4754.2006.00249.x 
20.Bellanger L., Perera G. (1999). High-level exceedances of non-stationary processes and 
irregular sets. C.R.Acad. Sci. Paris, 328, Série I: 337-342. 
Actes de conférences Nationales et internationnales avec comité de relecture  
21.Bellanger L., Husi P., Laghzali Y. (à paraître 2014). Spatial statistic analysis of dating 
using pottery: an aid to the characterization of cultural areas in West Central France. In. 
XXXX Across Space and Time, Proceedings of the 41th International Conference on 
Computer Applications and Quantitative Methods in Archaeology (CAA-2013), Perth 
(Australie), March 25 - 28 2013.  
22.Henigfeld Y., Husi P., Ravoire F., Bellanger L. (2013). L'approvisionnement des villes 
médiévales (XIIe-XVIe siècles) dans le nord de la France à partir de l'étude de la 
céramique. /In /: Lorans E., Rodier X. dir. – Colloque « archéologie urbaine », 137eme 
congrès du Comité des Travaux Historiques et Scientifiques (CTHS) Composition (s) 
urbaine (s), PUFR, Tours (France) : 419-431. 
23.Bellanger L., Husi P. (2013). Mesurer et modéliser le temps inscrit dans la matière à 
partir d’une source matérielle : la céramique médiévale. In : Mesure et Histoire 
Médiévale, XLIIIe Congrès National de la Société des Historiens Médiévistes de 
l’enseignement Supérieur Public (SHMESP), Publication de la Sorbonne : 119-134. 
Chapitres d’ouvrage 
24.Husi P., Bellanger L. (juillet 2014). De la modélisation à la datation : le Tableau Général 
des Ensembles (TGE) du site 3, modalités d’établissement du Tableau et grille de lecture. 
In : Galinié H., Husi P., Motteau J. (dir.), Recherche sur Tours 9. Des thermes de l’Est 
de Caesarodunum au château de Tours : Le site 3, volume papier et en ligne 
(http://citeres.univ-tours.fr/rt9/). 50e supplément à la Revue Archéologique du Centre 




25.Husi P., Bellanger L. (2013a). De la modélisation chronologique des données à 
l’identification des espaces économiques. In : Husi P. (dir.) - La céramique du haut 
Moyen Age (6e – 10e s.) dans le bassin de la Loire moyenne : de la chrono-typologie 
aux faciès culturels. 49e supplément à la Revue Archéologique du Centre de la France. 
ed. ARCHEA/ FERACF. 
Husi P., Bellanger L. (2013b). La typologie des récipients : un indicateur qui confirme 
une tendance générale, ibidem. 
Husi P., Bellanger L. (2013c). Flux et échanges de produits : une aide à la définition 
d’aires culturelles à la fin du haut Moyen Âge, ibidem. 
26.Bellanger L., Tomassone R. (1999). Wind direction and maximum pollutants 
concentration. A case-study with simple statistical tools. In Blasco and Weill ed., 
Advances in Environmental and Ecological Modelling. Elsevier, Paris: 205-214. 
Ouvrages 
27.Bellanger L., Tomassone R. (mars 2014), Exploration de données et méthodes 
statistiques : Data analysis & Data mining avec R. Collection Références Sciences, 
Editions Ellipses, Paris. 480 pages.  
A paraître 
- Husi P., Bellanger L. (à paraître 2014). De la modélisation à la datation du site de Rigny, 
In. Zadora-Rio, Galinie dir La fouille du site de Rigny (7e-19e s.). De la colonia de 
Saint-Martin de Tours au centre paroissial, collection Référentiels, co-éditée par la 
MSH-Paris et les Editions Epistèmes. 
Soumis 
- Le Scouarnec S.,Karakachoff M., Gourraud J.-B., Lindenbaum P., Bonnaud S., Portero 
V., Duboscq-Bidot L., Daumy X., Simonet F., Teusan R., Baron E., Violleau J., Persyn 
E., Bellanger L., Barc J., Chatel S., Martins R., Mabo P., Sacher F., Haïssaguerre M., 
Kyndt F., Schmitt S., Bézieau S., Le Marec H., Dina C., Schott J.-J., Probst V., Redon 
R. (soumis novembre 2014 au Human Molecular Genetics (HMG)). Testing the burden 
of rare variation in arrhythmia-susceptibility genes provides new insights into molecular 
diagnosis for Brugada syndrome.  
Articles en cours d’écriture 
- Mahévas S., Brind’Amour A., Doray M., Legendre P., Bellanger L. Extending the spread 
of Moran Eigenvector Maps (MEM) using Negative MEM. 
- Brind’Amour A., Mahévas S., Legendre P., Bellanger L. Extending the spread of Moran 
Eigenvector Maps (MEM): The case of irregular sampling design. 
Autres 
28.Bellanger L. (1999). Statistique de la pollution de l’air. Méthodes mathématiques. 
Applications au cas de la région parisienne. Thèse de doctorat de l’Université Paris XI 
– Orsay, dirigée par D. Dacunha-Castelle et R. Tomassone. 
29.Bel L., Bellanger L., Bobbia M., Bonneau V., Ciuperca G., Coursol J., Dacunha-
Castelle D., Deniau C., Ghattas B., Misiti M., Misiti Y., Oppenheim G., Poggi J.-M., 
Tomassone R. (Octobre 1997). Prévision des épisodes de pollution dans la région 
parisienne, O3 et NO2 : phase opérationnelle. Rapport de contrat de recherche 
AIRPARIF, 193 pages. 
158 
 
30.Bel L., Bellanger L., Bobbia M., Chapalain V., Ciuperca G., Coursol J., Dacunha-
Castelle D., Jackubowicz P., Oppenheim G., Tomassone R. (Octobre 1996). Prévision 
des épisodes de pollution dans la région parisienne : O3 et première étude sur le NO2. 
Rapport de contrat de recherche AIRPARIF, 118 pages. 
31.Bellanger L. (1995). Étude de l'évolution du taux d'ozone troposphérique sur le site de 
Neuilly/Seine, pour la période 1989-1994. Mémoire de DEA, dirigé par R. Tomassone. 
Posters, Communications orales dans des conférences nationales et 
internationales 
- Bellanger L., Persyn E., Simonet F., Redon R., Schott J.-J., Le Scouarnec S., Karakachoff 
M., Dina C. (6 – 11 Juillet 2014). Rare variants in human genetic diseases: comparison 
of association statistical tests. XXVII International Biometric Conference, Florence 
(Italie).  
- Le Scouarnec S., Portero V., Daumy X., Bonnaud S., Duboscq-Bidot L., Teusan R., 
Lindenbaum P., Karakachoff M., Simonet F., Bellanger L., Gourraud J.-B., Sacher F., 
Barc J., Chatel S., Dina C., Kyndt F., Beziau S., Schott J.-J., Probst V., Redon R. ( 29-
31 janvier 2014). Criblage systématique du spectre et de la prévalence des variations 
génétiques touchant les gènes de susceptibilité aux arythmies cardiaques héréditaires. 
7èmes Assises de Génétique humaine et médicale, Bordeaux. 
- Bellanger L., Husi P., Laghzali Y. (25-28 mars 2013). Spatial statistics analysis of dating 
using pottery: characterization of socio-economic spaces in West Central France. 41st 
Computer Applications and Quantitative Methods in Archaeology Conference (CAA 
2013), Perth, Western Australia. 
- Lucas J.-P; Le Bot B.; Glorennec P.; Etchevers A.; Bretin P.; Douay F.; Mandin C; Sébille 
V. ., Bellanger L  (5-7 novembre 2012). Modélisation multi-niveaux de données 
d’enquête : impact des poids de sondage de niveau 2 introduits dans la pseudo-
vraisemblance sur les estimations. 7e colloque francophone sur les sondages ENSAI. 
- Lucas J.-P; Le Bot B.; Glorennec P.; Etchevers A.; Bretin P.; Douay F.; Mandin C., 
Bellanger L ; Sébille V. (5-7 novembre 2012). Etat de la contamination par le plomb 
des logements français. 7e colloque francophone sur les sondages ENSAI. 
- Husi P., Bellanger L. (31 Mai – 3 Juin 2012). Mesurer et modéliser le temps inscrit dans 
la matière à partir d’une source matérielle : la céramique médiévale. 43e Congrès 
National de la Société des Historiens Médiévistes de l’enseignement Supérieur Public 
(SHMESP), Tours. 
- Henigfeld Y., Husi P., Ravoire F., Bellanger L. (23 – 27 avril 2012). L'approvisionnement 
des villes médiévales (XIIe-XVIe siècles) dans le nord de la France à partir de l'étude 
de la céramique. 137ème congrès du Comité des Travaux Historiques et Scientifiques 
(CTHS) Composition (s) urbaine (s), Colloque « Archéologie Urbaine », Tours. 
- Lucas J.-P; Le Bot B.; Glorennec P.; Etchevers A.; Bretin P.; Douay F.; Sébille V.; 
Bellanger L.; Mandin C. (24-26 octobre 2011) Lead Contamination in French Housing. 
21st annual International Society of Exposure Science (ISES) Conference 2011, 
Baltimore (Etats-Unis). 
- Brind’amour A., Mahévas S., Doray M., Bellanger L., Legendre P. (29 juin – 1er juillet 
2011) Considérations méthodologiques de l’analyse des structures spatiales à l’aide des 
« MEM ». 10 Forum AFH Boulogne-sur-Mer. 
159 
 
- Mahévas S., Brind’amour A., Bellanger L., Legendre P. and Doray M. (20-24 septembre 
2010) Investigating spatial and temporal relationships in fisheries and ecology field 
using rigorously Moran’s eigenvector maps. ICES Annual Science Conference, Nantes.  
- Bellanger L. (13 au 18 juillet 2008). Identification of spatial and temporal fishing using 
cluster analysis of linear model coefficients under contiguity constraints  
et 
Determination of an overconsumption's threshold for the evaluation of abuse and 
dependence potential of drugs. XXIV International Biometric Conference, Dublin 
(Irlande). 
- Bellanger L. (16 juillet- 21 juillet 2006). Canonical Correlation Analysis Applied to 
Environmental Data. XXIII International Biometric Conference, Montréal (Canada). 
- Bellanger L. (29 juin- 2 juillet 2003). Statistical aspects of pottery quantification for 
dating archaeological contexts in the Tours city. CARME 2003 (International 
conference on Correspondence Analysis and related Methods), Barcelone (Espagne). 
- Bellanger L., Tomassone R. (13-17 mai 2002). Les hautes valeurs d’ozone : nombre, taille 
et validation. XXXIV Journées de Statistique, organisées par la Société Française de 
Statistique (SFdS), Bruxelles Louvain-la-Neuve (Belgique).  
- Bellanger L., Charles-Bajard S., Tomassone R. (12-16 novembre 2001). Algunos 
conceptos y instrumentos estadísticos en ciencias de la vida y otros campos. Journées 
du CLAPEM, La Havane (Cuba). 
- Bellanger L., Husi P. et Tomassone R. (21-25 août 2000). Statistical Tools for Ceramics 
Dating. STAT’2000, International Conference on Mathematical Statistics, Conférence 
organisée par l’Institut de Mathématiques de Wroclaw, l’Université de technologie et 
l’Institut de Mathématiques de l’Académie des Sciences de Pologne. Szklarka Poreba 
(Pologne). 
- Bellanger L. (17-21 mai 1999). Utilisation d’un processus de Poisson non-homogène pour 
étudier la tendance dans les hautes valeurs d’ozone.  XXXIème Journées de Statistique, 
organisées par la Société Française de Statistique (SFdS), Grenoble. 
Communications aux principaux séminaires et journées d’études 
- Tissier T., Bellanger L. (15 Novembre 2012). Analyse statistique de gènes 
différentiellement exprimés dans le cadre d’une étude par méta-analyse : application à 
l'analyse de la tolérance opérationnelle en transplantation rénale. Journée scientifique 
du groupe Biopharmacie et Santé de la SFdS. 
- Bellanger L., Husi P. (15-16 mars 2012). Chronologie et stratigraphie : modélisation 
statistique à partir du mobilier archéologiques- Séminaire du réseau inter-MSH 
Information Spatiale et Archéologie (ISA) « Statistiques spatiales et géostatistiques 
appliquée à l’archéologie »  – MSH Val de Loire, Tours. 
- Bellanger L., Vigneau C., Pivette J., Jolliet P., Sébille V. (8 Juin 2009) Surconsommation 
médicamenteuse: création et validation statistique d'un outil épidémiologique adapté 
aux bases de données de l'assurance maladie. Journées Scientifiques de l'Université de 
Nantes, colloque "Recherche en Pharmacoépidémiologie", Nantes.  
- Bellanger L., Husi P., mai 2006. Une approche statistique pour la datation de contextes 
archéologiques à partir des données stratigraphiques et mobilières des fouilles de Tours, 
Rigny-Ussé et Chinon : résultats et perspectives. Séminaire du Laboratoire Archéologie 
















































































































































































2#DISCRIMINATION OF PSYCHOTROPIC DRUGS OVER-CONSUMERS USING A THRESHOLD EXCEEDANCE BASED 
APPROACH.
Bellanger L., Vigneau C., Pivette J., Jolliet P. and Sébille V. 01."# Statistical 





































!# 7($$=$ 7'*$$)8 ') +(=E *%% 7&% '6 A 0/$=$ H8A+ (+* ) A
&+(*'$I$A''*#
Lucas J.-P; Sébille V., Le Tertre A., Le Strat Y.; Bellanger L. (2014). Journal of 
Applied Statistics (Under Press) 
 
222 
 
 
 
  
223 
 
 
  
224 
 
 
  
225 
 
 
  
226 
 
 
  
227 
 
 
  
228 
 
 
  
229 
 
 
  
230 
 
 
  
231 
 
 
  
232 
 
 
  
233 
 
 
  
234 
 
 
  
235 
 
 
  
236 
 
 
  
237 
 
 
