Abstract: For overlay cognitive radio (CR), this paper proposes a knowledge-based spectrum prediction technique using artificial neural network. This is targeted for CR-based emergency sensor networks in real life applications, where extremely reliable data transmission is mandatory. The technique operates in two steps: 1) identification of idle states in primary user bands; 2) prediction of noise level of the idle bands. The goal is to select a less noisy vacant band among the detected idle bands. The system is analysed under both Gaussian mixer noise (GMN) distribution and additive white Gaussian noise (AWGN) by predicting the current state of the channel in low SNR environment. Simulation results using MATLAB R2015b show satisfactory values for probability of false alarm (0.17 and 0.3), and probability of misdetection (0.12 and 0.25) for AWGN and GMN, respectively. Keywords: cognitive radio; emergency communication; overlay mode; artificial neural network; ANN; spectrum sensing.
benefits of CR to achieve desired requirements for a disaster response network as it may provide high reliability by adapting itself to the changes of the operating RF environment and reconfigure to avoid link failures. In Ergul et al. (2016) , the authors proposed to setup a separate three tier network for public protection and disaster relief (PPDR) with CR as an important component for maintaining emergency communication facility. Thus, CRSN is going to draw attention in near future as part of smart city applications.
Figure 1 Simulation scenario of CRESN
The reports of the worldwide spectrum measurement campaigns -over both wide frequency ranges and specific frequency bands -demonstrate that spectrum remains idle in most of the bands including the cellular bands (Akan et al., 2009; Baldini et al., 2014; Ghafoor et al., 2014; Zeraatkar Moghaddam et al., 2016; Uchida et al., 2013; Ergul et al., 2016; López-Benítez and Casadevall, 2013; López-Benítez and Casadevall, 2011) . This well-known fact motivates us, like many of our previous researchers in CR domain (Baldini et al., 2014; Ghafoor et al., 2014; Zeraatkar Moghaddam et al., 2016; Uchida et al., 2013; Ergul et al., 2016) , to propose a CRSN that coexists with legacy cellular network in the same spectrum in this paper. This CRSN targets for real-time transmission of emergency information prior crisis/disaster in crowded areas, such as railway stations, shopping malls and super markets, where cellular users are aplenty. We advocate for the physical deployment of special-purpose sensor nodes (SNs) with CR capability so as to setup a cognitive radio-based emergency sensor network (CRESN). Recent research activities (Liu et al., 2013 ; https://www.geglobalresearch.com/blog/new-rfid-sensors-aresmaller-use-less-power-detect-chemical-threats; Aguilar et al., 2010) show that nanoscale materials have potential in detecting the trace of explosives with high sensitivity and selectivity. Various micro and nano-fabricated structures, quantum dots, nanowires, nanotubes, nanobelts, etc. are being used for fabricating trace sensors. We plan to use such tiny sensors for CRESN because of their distinct properties like miniature size (< 100 nm), less sensing time, low power consumption (in the range of mW), re-usability, and less idle time between the sensor activities as compared to other sensor types (Liu et al., 2013 ; https://www.geglobalresearch.com/blog/new-rfid-sensors-are-smaller-useless-power-detect-chemical-threats; Aguilar et al., 2010) . Whenever an explosive is detected by a SN in this CRESN, it sends the information over the cellular bands to the nearest cellular base station to help Law and Enforcement Department (or PS and security agencies) coordinate amongst themselves, as human lives are at stake.
In our proposed CRESN, we assume that the usual GSM/CDMA users are already registered to mobile service providers to access the licensed cellular bands to communicate on a regular basis. As a consequence, they act as PUs in the CRESN. At the same time, the emergency-detecting SNs, acting as SUs in the GSM/CDMA network, can also send emergency information over the same licensed cellular band without disturbing PUs. Usually, they either share the spectrum with PUs (in underlay mode) or utilise white/gray space of the spectrum (in overlay mode). In this paper, we consider only the overlay mode. It is important to note here that, given the application scenario, a stringent requirement for CRSEN demands minimisation of error in data transmission over wireless channel. So, we design in this work a channel state predictor for finding out less noisy vacant band for overlay mode of communication, considering the scenario where SNs sense one or more cellular users nearby (Figure 1 ). For example, Figure 1 depicts a toy CRESN scenario with four cellular users within the sensing area of a typical SN, SN 1 , which can detect the presence of toxic gas/explosive. SN 1 uses high transmission power mode to transmit information (about sensing any toxicity) immediately to the nearest base station for emergency rescue operation. It uses a suitable idle channel for the same. We take help of artificial neural network (ANN) to devise an efficient algorithm, called knowledge-based spectrum prediction (KBSP), which helps SN 1 to predict idle channel(s) that have comparatively low noise level among the detected idle bands. The idea behind using ANN is to ensure low misdetection rate. The system in SN 1 operates in two steps: firstly, it identifies the idle states of the PU bands, and secondly, it selects the less noisy vacant band among the detected idle bands.
The organisation of the paper is as follows. After the introduction in Section 1, a brief review of related works is presented in Section 2. Section 3 discusses the proposed KBSP method in case of overlay mode of transmission. Section 4 includes analysis results obtained from the performance evaluation of KBSP. In this section, there are two subsections viz., testing of vacant band detection and selection of less noisy channel. Section 5 concludes the paper with highlights on future works.
Related works and background
Emergency situations, unexpected crises, or man-made disasters are usually serious events, causing panic in civilian populace present nearby. Usually, national PS organisations operate together to fight these imminent disasters to provide protection to people, environment and assets against these events. The recent technological standards used by these PS organisations include TETRA, APCO 25 and TETRAPOL (Baldini et al., 2014) . However, these technologies predominantly provide voice communication and limited data connectivity (e.g., TETRAPOL base station provides up to 24 radio channels only) in post-disaster management operations. Alternatively, Ghafoor et al. (2014) suggested using CR technology to provide connectivity utilising any existing network resources that are still in place even after the disaster has struck. It is in line with the permission given by both the Federal Communications Commission (FCC) in the US and Ofcom in the UK have to operate CR systems utilising TV White Space (TVWS) spectrum with the permission of identification of vacant channels. The same authors have also discussed resource management, optimal spectrum sensing technique for spectrum utilisation, and an energy-efficient routing algorithm to utilise a single CR gateway to fulfil the demand of different services in a disaster-affected area. Sohul et al. (2016) have discussed reconfigurable PS system developed by WIRELESS @ Virginia Tech Solution. They developed repeater with cognitive capability to search available channels for transmission in 3.5 GHz band and frequency-capability to translate 700 MHz LTE band to the 3.5 GHz band as well. Their demonstration scenario shows PS equipments operating at 700 MHz connected directly with the repeaters. These repeaters relay the information of the PS equipments with the base station by utilising dynamic spectrum access (DSA) techniques. In Arutaki (2016) , the authors have focused on the new trends of research activities in Japan to save resources after disaster situations. They discussed trial activities for practical application of CR technology for involuntary spectrum sharing. Thus CR technology is getting attention in the design of communication system for next generation PS networks.
Zeraatkar Moghaddam et al. (2016) propose CR technology and device-to-device communication in disaster, where mobile devices communicate directly with each other by cooperative beam forming (CBF) strategies. The devices form a cloud, and within the mobile cloud, the device with good computational power, battery time and channel quality becomes the cloud head. The remaining devices act as cloud members to maintain device connectivity even in the absence of any infrastructure. They use multihop communication to transmit information to the base station via the cloud head. Also, Uchida et al. (2013) have proposed a delay tolerant network (DTN) with CR feature for disaster management. A DTN generally uses 'store-carry-forward' protocol for its routing, where each node stores the transmission data if there is no available node nearby, and the data are duplicated when a node comes closer to be transmitted. However, this protocol increases the time delay, depending on the availability of the nearest node, and hence may not suitable for time bound situations during disaster. In Ergul et al. (2016) , the authors propose to setup a three-tier separate network with a CR-based cluster head to tackle the situation. In the lowest tier, SNs are deployed with short range capabilities. CR forms the middle tier of the architecture and enhances the existing PPDR infrastructure. They use WiFi access points as top tier connectivity. Cluster head has the cognitive capability to tune into any of the communication bands of the lower-tier devices, and it also acts as the gateway for the communication with the higher tier. They also measure the throughput for different bandwidths of the cluster head. Sahoo et al. (2017) addressed industrial cognitive radio network (ICRN) in which CR capability is integrated with the industrial wireless devices to enhance the performance in harsh and emergency environment. They proposed channel hopping algorithms that are used to hop from one vacant band to another within shortest time. However they have not discussed about the methods of detection of vacant bands for ICRN.
Notably, most of the previous works (Baldini et al., 2014; Ghafoor et al., 2014; Zeraatkar Moghaddam et al., 2016; Uchida et al., 2013; Ergul et al., 2016) give attention to the post-disaster circumstances, whereas we propose the CRESN for pre-disaster alerts to save human life as much as possible. Another important point to note here is that all the previous works (Baldini et al., 2014; Ghafoor et al., 2014; Zeraatkar Moghaddam et al., 2016; Uchida et al., 2013; Ergul et al., 2016 ) discuss potential of CR technology for emergency network with multi-hop communication to transmit information to the base station. However, the novel concept used in our CRESN proposal is to apply the centralised cellular system via direct (single-hop) communication with the base station (of course, with proper government permission) to alert the law and enforcement agency in order to combat man-made disasters. This helps the government control the situation without much human chaos in short notice. Moreover, none of the previous research works discussed about the type of channel selection mechanism/spectrum sensing algorithms of the CR, which is vital for the operation of the nodes; instead they discussed routing protocols for CR multi-hop communication. In our proposal, the nodes are supposed to have the capability to transmit accurate information individually to the cellular base station to combat the situation. So, the nodes require higher-accuracy spectrum sensing methods to find out a reliable vacant channel to fulfil the requirement of transmission that allows simultaneous use of the cellular network by the PU as well as the SU. Below we narrate the necessary background on the channel selection mechanism proposed for the CRESN.
The various practical problems, such as shadowing, multipath fading and the receiver uncertainty, may noticeably compromise the detection performance in spectrum-sensing. This is due to these factors that signal-to-noise ratio (SNR) of the received primary signal can be extremely small and the detection of spectrum hole becomes a difficult task. The two most accepted spectrum sensing techniques are: energy detector, and cyclostationary methods. However, cyclostationary signal detection is widely preferred over energy detection for its better performance in low SNR environments (Napolitano, 2016; Wang et al., 2013; Mingchuan et al., 2015; Perarasi and Nagarajan, 2017; Nguyen and Jeon, 2017; Napolitano, 2017; Khan et al., 2016) .
The signal detection technique is basically binary hypothesis-testing problem. The hypothesis H t1 refers to the presence of primary signal, i.e., the channel is occupied and the hypothesis H t0 refers to the presence of noise, i.e., channel is idle. To make a suitable overlay CR system for CRESN, an efficient channel prediction scheme via spectrum sensing is required to achieve reliable transmission of emergency information. Foukalas et al. (2012) discussed of using adaptive modulation at the physical layer and automatic repeat request in data link layer for reliable data in opportunistic spectrum access-based CR network assuming perfect sensing of PU. However perfect sensing with zero false alarm rates is not possible in practice due to the presence of channel noise. De and Kundu (2015) have presented cooperative spectrum sensing based on relay operation and analysed performance of the protocol with the number of relay nodes. In Nallagonda et al. (2014) , weighted cooperative spectrum sensing is discussed in which weight factor was decided based on SNR profile of the CRs. Each CR utilised energy detection technique and the CRs were censored monitoring the channel condition. Yue et al. (2016) have proposed three phase cooperative spectrum sensing in which nodes are grouped in clusters. In the first phase, the nodes use energy detection technique for local sensing and transmit information to the sink of the cluster in the second phase. The data fusion centre takes the decision about the status of the channel collecting information from all the sink nodes. Hosni and Hamdi (2017) have proposed cluster tree topology for the SNs in smart grid communication for enhancement of cooperative spectrum sensing where each node uses energy detection scheme. In Hajihoseini and Ghorashi (2017) , the diffusion scheme has been discussed for cooperative spectrum sensing in which each SN updates its decision after getting information from neighbours. Cooperative sensing enhances the performance of spectrum sensing however it requires much more time than individual node sensing for exchange of information among SUs. The cyclostationary-based spectrum sensing may be fruitful for the design of overlay CR for taking the decision independently about spectrum hole as it works effectively in low SNR environment. A multistage signal classifier was designed in Like et al. (2009) with cyclic spectral analysis and higher order cyclic cumulants to classify different modulated signals in multipath channel with Rayleigh distribution under the WGN environment with the SNR range 0-20 db. However the complexity increases due to the calculation of higher order cyclic cumulants and the classification efficiency was not discussed below zero db. Complexity reduction is proposed in Da et al. (2009) by considering only feature frequency with significant cyclic signature. Tandra and Sahai (2007) shows that the cyclostationary feature-based signal detector has SNR wall below which detection of signal is not possible when noise ambiguity and frequency selective fading of wireless channel exist. The hidden Markov model (HMM)-based signal classifier was represented in Hu et al. (2008) , Xu and Wang (2008) and He et al. (2009) . HMM is dependent on the statistical knowledge of the pre-experimentation and determination of the optimal number of states of HMM is difficult. For multi-signal classification, a model for each combination of signal types must be created. This would increase the number of computations because the received model would need to be compared to a larger number of theoretical models. Several research works have been done on neural network to enhance the cognitive capability of CR network, e.g., the authors in Ahad et al. (2016) have provided a comprehensive study on the application of different types of neural network in wireless network including CR network and discussion about the model of multilayer feed forward neural network (MFNN) for predicting traffic intensity for both channel status (busy/idle) has been made in Supraja et al. (2017) . Chen et al. (2012) have discussed support vector machine (SVM)-based classifier for detection of PUs monitoring bit error rate at different level of interference. They achieved 76% classification at interference to signal power ratio '-10dB' under the constraint of additive white Gaussian noise (AWGN). In Fehske et al. (2005) , ANN-based signal classifier was developed for signal classification only for the situations where the baseband signal is present. The classification efficiency was evaluated over the range of SNR -9 db to 15 db under the AWGN channel. However, the SNR wall for the classifier was not discussed and also the system output for the absence of any baseband signal (i.e., only noise is present) was not discussed. Liu (2016) have focused on quantum neural network in the detection of solely the binary phase shift signal. Quantum neural network is a modified MFNN that has been designed with neurons with multiple energy levels instead of two energy levels. As a consequence it is much more computationally complex than conventional MFNN and the authors have not discussed about the detection of multiple signals as well. Here we propose knowledge-based spectrum (KBSD) technique integrating cyclic spectrum analysis and ANN to identify spectrum hole. The idea of utilising ANN is taken from Fehske et al. (2005) , however the authors utilised the ANN solely for classify the present signals and did not analyse the idle states of the channels when noise is solely present in the channel. Here the designed system detects the signals in low SNR environment as well it is capable of predicting noise level of the channels in idle states. This in turn helps in selecting less noisy channel among the detected vacant channels for highly reliable transmission. The ability of MFNN to model input output relations without any knowledge about pattern of the relation is utilised by training it with the cyclic frequency domain profile (CFDP) of the channels for both busy states, which is occupied by PU's signal mixed with noise signal and idle states, which is occupied by the only noise signal. The overview of the MFNN and CFDF domain of cyclostationary signal are given in appendix. Another limitation of the all previous works on cyclostationary-based spectrum sensing is that the performance efficiency of system is measured considering WGN. However, real world noise is not perfectly Gaussian, nor perfectly white, nor perfectly stationary. Background noise comprises of various component like signal leakage from other frequency bands due to nonlinearity of receiver characteristics, Johnson noise, interference due to transmission from licensed user in other regions, interference from the other expedient band sharing system in the nearby region. Radio-wave propagation through wireless channels undergoes destructive effects characterised by multipath fading, shadowing and co-channel interference. Non-stationary noise signal may also arise by intentional jammer that may want to disrupt the sensing. Finite mixtures of distributions are capable to provide an analytical and statistical modelling of a wide variety of random phenomena. The Gaussian mixer (GM) distribution is capable of designing any arbitrarily shaped non-Gaussian function and (Selim et al., 2015) represent the modelling of multipath channel accurately with the GM distribution and calculate several performance matrix of the channel. Li et al. (2017) have proposed tomographic channel model in which channel state information was extracted by applying GM distribution and expectation maximisation (EM) algorithm on the measurement of campaign data.
The Gaussian mixture model for the data sample d = (d 1 , …, d n ) is a weighted sum of Z component Gaussian densities as given by the equation (2),
for i = 1…n and Z represents the number of components. Each of k th component is expressed as
where w k ≥ 0 is the weight of the k th component with 1
equivalent to the mean and variance of the k th component, respectively. Keeping in mind the prominence of GM in designing any arbitrary shaped distribution function we have framed the channel noise by utilising multivariate GM distribution. It is basically designed for analysis of performance efficiency of the system under the constraint of arbitrary noise distribution. Figure 2 shows the framework of the proposed KBSP scheme for overlay CR of the SN to find out the less noisy channel for the transmission of sensing information. It comprises of 'feature extractor', 'vacant band detector (VBD)' and 'reasoning engine'. It is operated in two steps.
KBSP in overlay mode of transmission
Step 1 is used for identification of present vacant bands utilising 'VBD' whereas Step 2 is used for selection of less noisy vacant band utilising 'reasoning engine'. The SN 1 scans four PUs' bands as depicted in Figure 1 . The 'feature extractor' collects the sensing information and find out the values of the features of the four PUs'. Table 1 represents the selected features of the PUs'. The features are selected combining cyclic frequency domain (α) and frequency domain (f) to enhance the performance of the system. The MFNN-based VBD analyses the features of the spectrum bands to identify the unknown current state (busy/idle) of the channels. The comprehensive theoretical background of neural network is provided in appendix. After detecting the vacant bands, the energy of vacant bands are fed to the 'reasoning engine' for selection of less noisy vacant channel for accurate signal transmission under the realistic modelling of the noise with GM distribution. The VBD of KBSP technique is designed with an MFNN, trained with the spectrum bands of the four PU with known carrier frequency (f c ) and limited bandwidth ζ ∈ [-B, B] where B is the bandwidth of the PU as depicted in Figure 1 . The characteristics and occupancy states for eight different time slots of the four different PUs' spectrum bands (PUSB) are illustrated in Table 2 . 
Notes: Distribution names: generalised exponential (ge), Poisson (poisn).
Distribution specifications: μ g (location), λ g (scale) and α g (shape).
T g (period length). E g {·} and V g {·} represent the mean and the variance of the distribution, respectively.
ψ(·) signifies the digamma function whereas its derivative is represented by ψ'(·).
The channel occupancy pattern is stated directly in term of duty cycle (DC) which is defined as the fractional time the channel is busy. Several statistical models are discussed in Casadevall (2013, 2011) to describe the occupancy model of the spectrum bands. In López-Benítez and Casadevall (2013), analysis of the measured data of real radio channel has been done and description of the statistical model of the spectrum occupancy pattern has been given. The best fit of the measured data for the GSM cellular band was obtained with generalised exponential distribution (F ge ) for the ideal periods and for the busy period the optimum fit was obtained with the Poisson distribution (F poisn ). For the sake of continuity of the reading the equations from López-Benítez and Casadevall (2013) are illustrated in Table 3 . As discussed earlier, Like et al. (2009) represents the modelling of multipath channel accurately with the GM distribution and calculate several performance matrix of the channel. So for KBSP technique, the busy period of the channel is generated from the F pois distribution and the received signal is modelled as
The idle period of the channel is generated from the F GE distribution and the received signal is modelled
where S GMSK (n) represents the PU's transmitted signal and GMN(n) represents band limited finite length multivariate Gaussian mixer noise (GMN) signal. The noise components outside the bandwidth of PU are irrelevant as they do not contribute in the detection process. The occupancy pattern of the PUSB 1 is illustrated in Figure 3 . We have tested the CFDP domain of PUSB 1 for both busy and idle period as illustrated in Figure 4 . Figure 4 (a) illustrates that busy period of PU 1 produces distinct peak at the data rate of PU 1 as GMSK modulation technique is utilised for data transmission. However, the idle period produces arbitrary non-zero peaks at CFDP domain of PU 1 for the band limited noise signal as illustrated in Figure 4(b) . This would reflect the cyclic spectrum domain of the channel in the idle state. As a consequence, the channel appears as busy for these peak values of finite length noise signal in CFDP domain of PUs' and may cause error in detection of vacant bands. The CFDP domain of Y 1 (t) indicates that the spectrum band is occupied by the PU whereas the arbitrary non-zero peaks at CFDP for Y 2 (t) indicates that the spectrum band is vacant. Here the key objective is to find out vacant bands in realistic RF environment in presence of noise instead of only classify the primary signals. Therefore at the preprocessing stage, an MFNN as illustrated in Figure 5 is trained by the CFDP domain for both the busy and idle states under different noise distributions to adapt the system in any arbitrary shaped distribution of the noise signal in the channel. Here, eight input neurons are required for feeding eight different attributes of the channel and also eight output neurons are required for evaluating eight different states (busy and idle) of four different PUs' bands. The first output neuron produces a logic one when the PUSB 1 is busy (signal as well as noise is present) whereas second output neuron produces logic one when PUSB 1 is in idle state (noise is present) and so on for other PUSBs. The busy and idle states of the channels are designed with different distribution of finite length GM noise signal changing its number of components from two to five with varying mean value of each component to generate the training data for MFNN. The CFDP for each channel in busy state for each distribution of the GM noise signal are computed varying carrier frequency offset of the PU as features are susceptible with these parameters. This in turn increases the number of training data. The 'feature extractor' analyses both α and f domain for each condition of noise signal and evaluates the feature parameters shown in Table 1 to train the MFNN. The MFNN is trained with back propagation algorithm for adapting the system to the distribution of input patterns. The basic of back propagation algorithm is discussed in the appendix. The MFNN is trained with back propagation algorithm by varying the number of hidden neurons to select appropriate topology to get satisfactory performance efficiency in arbitrary noisy environment. In principle more hidden neurons enable the system to compute more complex problems; however this also requires more training data and computation time.
The fundamental performance parameter of the MFNN in back propagation algorithm is mean square error (MSE).The steps of computation of MSE is summarised in the appendix. The crucial aspect is the selection of appropriate network model, i.e., number of hidden neurons. There is no specific way to determine the appropriate topology of the neural network. It typically depends on the complexity of the problem. So the MFNN is trained with different number of hidden neurons and MSE value is computed for each one and the number of hidden neurons is selected that produces minimum MSE. For each set of hidden neurons, random number generator is used at the time of training to initialise the values of the weights and with ten different initialisation of the weight value; we compute MSE value for each initialisation. Different initialisation produces different value of MSE for the same number of hidden neurons. We compare the value of MSE and finalise the random number for the initial weight values that produces minimum value of MSE for a particular set of hidden neurons. After that, we compare the value of MSE for different set of hidden neurons. Figure 6 represents the variation of the MSE with the number of hidden neurons. It shows that the MFNN trained by back propagation algorithm with random initialisation of weight values produces minimum MSE with 14 hidden neurons for GMN distribution whereas the MFNN produces minimum MSE with 11 hidden neurons for AWGN distribution with the same initial value of the weight. The value of the MSE increases when hidden neurons increases beyond 14 due to over training of the neural network The minimum MSE value for the GMN distribution is 0.07 whereas it is 0.06 for AWGN distribution. So the computation complexity in term of number of hidden neurons increases as the channel noise complexity increases. The trained MFNNs with 14 and 11 hidden neurons are selected as vacant band identifier for GMN and AWGN distribution respectively. In order to decrease the complexity of the algorithm, MFNN was trained with only four features of the α-domain. Figure 7 illustrates the variation of MSE with hidden neurons.
However higher minimum value of MSE (0.16) is obtained which is not acceptable. So a trade-off was made with higher complexity and better performance with higher number of features. 
where P MD → probability of misdetection, P FA → probability of false alarm. This implies that the trained MFNN produces error in detection of vacant bands in the following two situations: a It produces logic zero output for the busy periods when both PUs' signals and noise signal are present.
b It produces logic one output for the idle periods when solely noise signals are present in the channel.
The trained MFNN is tested with unseen random feature vectors for both the busy and vacant states to analyse the error in detection process for the noise signal. The 'feature extractor' analyses received signals and finds out the feature values of α and f domain.
The feature values are fed to the VBD that identifies available vacant bands. Figure 8 represents the deviation of misdetection of PU 1 signal for AWGN distribution of the noise signal. The dotted line corresponds to the results obtained by our proposed KBSP in which the MFNN is trained by the features of both busy and idle states of the channel. The solid line corresponds to the results obtained when the MFNN is trained solely by the feature of the busy states as discussed in Hajihoseini and Ghorashi (2017) , implemented in our simulation. Difference between the two graphs decreases as the SNR increases when the feature values hold distinct finger print of the signal. However the gap increases as the SNR decreases when the noise signal changes the distinct feature values of the PU's signal and appears as noise. Figure 8 clearly indicates that our proposed method outperforms the previous method by a considerable margin; nearly 40% at SNR -10 dB. We also analyse the variation of P MD and P FA with the SNR value for both AWGN and GMN distribution for all four PUs' signals. Figure 9 (a) presents that P MD is almost constant with the value of SNR for AWGN distribution and the value changes ±0.02 around 0.1. Figure 9 (b) indicates that misdetection increases as SNR decreases for GMN distribution and gives 0.2 at SNR '-10 dB' for the spectrum band of PU 4 . However, Figure 8 and Figure 9 (a) represent that KBSP provides much less P MD than as discussed in Hajihoseini and Ghorashi (2017) implemented in our simulation. The system provides false alarm when it recognises the noise as signal and the channel appears as busy although it is vacant. Figure 9 (c) shows that the system provides almost constant P FA with the variation of the noise power with deviation 0.02 for AWGN distribution. However the value of P FA as represented in Figure 9 (d) increases with the noise power for GMN distribution and gives around 0.3 at noise power '16 dBm'. This implies that the system is capable of capturing the randomness of the noise signal by training with the idle states and recognising the noise and signal plus noise separately with high accuracy in realistic noise environment. 
Selection of less noisy vacant band
A simplified reasoning engine is designed that compares the value of E F of all the detected vacant bands. Noise is solely present in the vacant bands; as a consequence, E F of the vacant bands is the energy of the noise signals. So the reasoning engine uses a simple sorting algorithm that compares the values of E F of all the detected vacant bands and consequently selects the band that has minimum value of E F . The output of the reasoning engine is fed to the frequency generator that produces the frequency of the selected vacant band for the signal transmission. Figure 10 illustrates that the less noisy vacant band frequency is 4 KHz. So this technique may minimise BER for noise interference and provide reliability with overcoming low spectrum efficiency of the emergency sensor network. The proposed sensing mechanism is capable of providing low value of false alarm rate and miss detection rate for both AWGN and GMN unlike the previous works represented in Napolitano (2017) , Khan et al. (2016) , Foukalas et al. (2012) , De and Kundu (2015) , Nallagonda et al. (2014) , Yue et al. (2016) , Hosni and Hamdi (2017) and Hajihoseini and Ghorashi (2017) . Our proposed method is capable of classifying signals in the presence of the signal like the previous works. However our proposed method also can predict the noise level in the channel in absence of signal which is not addressed in the previous works. This would help the system for selection of less noisy channel that would provide high reliability in signal detection by providing minimum bit error. 
Conclusions
This paper proposes to install SNs with cognitive capability to setup a CRESN with a view to saving human life from unwanted explosion/leakage of toxic gases in the crowded places. A CRESN demands accurate transmission of information. However, the presence of channel noise may produce highly erroneous transmission. So, we also propose a robust channel prediction scheme KBSP, based on ANN, to minimise the effect of channel noise during the selection of vacant bands. A SN senses PU signal (under the GMN noise distribution in our simulation), and feature parameters are evaluated for both busy and idle states. During the training mode of the ANN, idle states are utilised to capture randomness of the noise signal and to compute the power of the noise signal, whereas busy states are utilised to capture the modification of the PU's fingerprint due to the effect of noise signal. The KBSP is analysed for both GMN and AWGN noise distributions in detection of vacant bands. Simulation results show that it provides very low value of both misdetection and false alarm rate. Thereafter, it compares the noise power of the vacant bands to predict less noisy vacant band for overlay communication modes of the SN. This approach enables the CRESN to provide minimum BER and achieves reliable data transmission in emergency environment as it is proficient of detecting less noisy vacant band with high accuracy.
One limitation of our work is that we have not taken the mobility of the devices into consideration for performance analysis of the sensing mechanism. However, we guess that the high mobility may limit the sample size of sensing data, which, in turn, calls for a compromise between the mobility of the devices and false alarm rate. So, in our future work, we plan to analyse the channel prediction scheme considering mobile devices. where N is the number of the training cases, ẑ is actual output and z is target output. The training phase starts with randomly select value of the weights and then changes the connection's weights to minimise MSE value. Equation (A11) represents one step of iteration of back propagation learning algorithm.
where W ij is the connection weight between i th and j th neuron and ȵ is the learning parameter
