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Presented is a quantum lattice gas algorithm to efficiently model a system of Dirac particles in-
teracting through an intermediary gauge field. The algorithm uses a fixed qubit array to represent
both the spacetime and the particles contained in the spacetime. Despite being a lattice based
algorithm, Lorentz invariance is preserved down to the grid scale, with the continuum Dirac Hamil-
tonian generating the local unitary evolution even at that scale: there is nonlinear scaling between
the smallest observable time and that time measured in the quantum field theory limit, a kind of time
dilation effect that emerges on small scales but has no effect on large scales. The quantum lattice
gas algorithm correctly accounts for the anticommutative braiding of indistinguishable fermions—it
does not suffer the Fermi-sign problem. It provides a highly convergent numerical simulation for
strongly-correlated fermions equal to a covariant path integral, presented here for the case when a
Dirac particle’s Compton wavelength is large compared to the grid scale of the qubit array.
Keywords: Quantum lattice gas, quantum computing, many-fermion quantum simulation, path summation,
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I. INTRODUCTION
Quantum computing for quantum simulation [1] has emerged as an active area at the nexus of quantum information
science and quantum physics. Analog quantum simulations have demonstrated quantum phenomena theoretically
predicted long ago but not experimentally accessible until recently, for example relativistic effects of zitterbewegung
[2] and Klein’s tunneling paradox in the Dirac equation [3–5]. In addition to experiments, quantum simulation methods
can be tested on conventional digital electronic computers and supercomputers. A number of quantum simulation
methods have been proposed as practical computational physics methods and tested on conventional computers [6–13].
The quantum simulation method presented here is based on the quantum lattice gas model of quantum computation.
Quantum lattice gas models are intended for implementation on a Feynman quantum computer [14, 15] constructed
out of quantum gates [16–19], and thus a quantum lattice gas can be architected as a quantum circuit network. The
quantum lattice gas model presented here is a member of a class of unitary quantum algorithms that can serve as
a testbed for exploring superfluid dynamics [20].1 Quantum lattice gas models for many-body quantum simulations
have been investigated for nonrelativistic dynamics [21–24], relativistic dynamics [25–27], and gravitational dynamics
in the weak-gravity limit [28]. Here a quantum lattice gas simulation model is introduced for quantum simulation
of quantum field theories. Two example applications are given for gauge field theories possessing an Abelian gauge
group: (1) superconducting fluid dynamics and (2) quantum electrodynamics.
The quantum lattice gas method has the distinguishing feature that it is constructed using a particle-based metaphor
whereby quantum computation is reduced to the dynamical motion and interaction of bits encoded in an array of
quantum bits—herein referred to as a qubit array. It has other salient features as well. A quantum engineering-
related feature is that a quantum lattice gas bridges the gap between quantum simulation carried out on an analog
quantum computer and quantum simulation carried out on a quantum-gate-based Feynman quantum computer. A
quantum physics-related feature is that a quantum lattice gas can serve as a theoretical technique for investigating
many-fermion dynamics, and this technique is particularly useful for understanding the behavior of a system of Fermi
particles interacting via a spacetime-dependent intermediary gauge field. It models the interactions as a strictly local
unitary process in a finite size Hilbert space and therefore is an exactly computable representation. The algorithmic
protocol builds directly upon the unitary update stream and collide rule of the previous quantum lattice gas algorithm
for the Dirac equation [25–27, 29], applying that quantum algorithm to the fermionic matter field and generalizing it
for the Maxwell equations describing the bosonic intermediary gauge field. The key to developing a quantum lattice
∗Electronic address: yepez@hawaii.edu
1 Coherent quantum matter in the zero-temperature limit behaves like a nonlinear macroscopic quantum particle, a nonlinear quantum
system that is readily modeled on a supercomputer.
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2gas algorithm for the coupled set of Dirac and Maxwell equations is to avoid trying to directly model the Maxwell
equations by themselves. In the approach presented here, the coupled Dirac-Maxwell equations are recovered as a
limit of a more general set of coupled equations for a superconducting quantum fluid comprised of strongly-correlated
fermions—the coupled Dirac-Maxwell-London equations.
The Dirac-Maxwell-London equations are a coupled set of equations of motion for a 4-spinor Dirac field, a massive
4-potential field, a second-rank electromagnetic field tensor, and a 4-current source field. The quantum lattice gas
representation introduced here uses an equivalent and novel set of coupled equations expressed concisely with the
4-spinor Dirac field and a pair of Majorana-like 4-spinor fields. The desired Dirac-Maxwell equations of quantum
electrodynamics are recovered in the limit where the mass of the 4-potential field approaches zero (London penetration
depth approaches the size of the system). The spinor representation of the Maxwell equations of electrodynamics
was originally discovered by Laporte and Uhlenbeck just a few years following the discovery of the Dirac equation
[30] and a year before Majorana’s paper on representing spin-f bosons by 2f fermions [31]. Laporte, Uhlenbeck,
and Majorana-like representations of quantum fields is foundational to the quantum lattice gas model presented here.
Furthermore, Bialynicki-Birula presented the first lattice model of both the Dirac equation and the spinor form of
the Maxwell equations [32], closely following Feynman’s approach of particle dynamics confined to a spacetime lattice
[33, 34], an approach continued by Jacobson [35, 36].
Feynman’s path integral approach, carried out on a spacetime lattice, is also foundational to the quantum lattice
gas model presented here. Feynman’s concept of a spacetime lattice is generalized to be a qubit array. The quantum
dynamics of many-fermion system with gauge field interactions is expressed as a unitary path summation on the qubit
array that is congruent to a relativistic path integral based on a covariant Lagrangian density of the modeled quantum
field theory. The qubit-encoded spacetime lattice acts as a regulator, whereby the quantum lattice gas representa-
tion of quantum field theory avoids infinities in calculated quantities. Furthermore, renormalization is not needed to
compensate for effects due to self-interactions. So the quantum lattice gas model can provide accurate numerical pre-
dictions when it is employed as an effective field theory in the intended scale where the fermion’s Compton wavelength
is much larger than the smallest grid scale of the qubit array. The quantum lattice gas method is a computational
physics method for high-energy physics applications in gauge field theories requiring time-dependent analysis and also
for low-temperature physics applications requiring analysis of nonequilibrium effects in superconducting fluids.
A. Organization
Presented is a quantum lattice gas model that can serve as a discrete representation of the Dirac-Maxwell-London
equations for a superconducting fluid and, in the limit of vanishing London mass, that can also serve as a discrete
representation of the Dirac-Maxwell equations of quantum electrodynamics. Sec. II presents two examples of gauge
field theory. The first example is quantum electrodynamics for matter field ψ interacting via a 4-potential field Aµ
driven with a source 4-current eJµ, and the second example is a superconducting quantum fluid where the 4-potential
is proportional to the 4-current, Aµ = −λ2LeJµ, where λL is the London penetration depth and e is the electric charge
of the Dirac particle. The equations of motion are presented using covariant 4-vector notation as well as using 4-
spinor notation. Sec. III introduces the quantum lattice gas method. The equations of motion for a superconducting
quantum fluid (the Dirac-Maxwell-London equations) are cast in a discrete space representation, which can be in turn
directly written in manifestly unitary form. The unitary form of the equations of motion is the basis of a local update
rule using a stream and collide protocol that is provided at the end of the section. Sec. IV presents the quantum
lattice gas algorithm for a superconducting quantum fluid, and for quantum electrodynamics as a special case in the
limit where λL approaches the size of the system (London mass mL approaches the highest energy scale ~/τ in lattice
units with c = 1). A unitary path summation on the qubit array based on a quantum lattice gas Hamiltonian operator
is shown to be equivalent a path integral based on a covariant Lagangian density functional. Sec. V concludes with
some final remarks about Feynman’s quantum computing conjecture. This section reviews why the quantum lattice
gas algorithm is expected to avoid the Fermi sign problem, and it closes with some future outlooks.
Mathematical expository material is relegated to a number of appendices to make the main presentation more
accessible. Appendix A gives a derivation of the 4-spinor representation of the Maxwell equations. This is needed to
construct a quantum algorithm for the Maxwell equations. Appendix B gives a derivation of the 4-spinor representa-
tion of the Maxwell-London equations. Appendix D, presents the Bloch-Wannier picture used to describe quantum
particle dynamics in solid-state systems. Delocalized Bloch wave and local Wannier states are continuous wave packet
descriptions of particle dynamics that follow from representing a confining lattice as an external periodic potential.
The opportunity to switch from the lattice picture with a discrete set of points to the Bloch-Wannier picture with a
continuous space of points allows one to switch the quantum lattice equation from discrete and finite-state variables
to continuous variables. Appendix C demonstrates that the 4-spinor representation of the Maxwell-London equations
can be cast as a generalized Dirac equation for an 8-component field, comprised of a pair of 4-spinors. This generalized
Dirac equation is needed to construct a quantum algorithm for the Maxwell-London equations.
3II. GAUGE FIELD THEORY
A. Quantum electrodynamics
As a representation of the dynamics of particles and fields, quantum field theory customarily begins by specifying
a Lagrangian density functional of probability amplitude fields whereas quantum computing uses an Hamiltonian
operator that generates the evolution of the state of a set of qubits. Beginning with the Lagrangian density functional
for a 4-spinor Dirac field in quantum electrodynamics, the free Lagrangian density for the Dirac field ψ(x) for a
quantum particle of mass m is
LDirac[ψ] = ψ(x)(iγµ∂µ −m)ψ(x), (1)
where ψ(x) ≡ ψ†(x)γ0, and where γµ = (γ0,γ) has Dirac matrix components in the chiral representation
γ0 = σx ⊗ 1 γ = iσy ⊗ σ. (2)
The free Lagrangian density for the massless fermion field (chiral Weyl particle) is obtained by taking m → 0.
Much in quantum field theory regarding the dynamics of the Dirac field ψ(x) follows from LDirac[ψ]. The matter-
gauge field interaction in the theory may be obtained from (1) by replacing the 4-derivative with a generalized
4-derivative that includes a spatially-dependent 4-potential field Aµ(x), with a radiation part that mediates the
interaction between separated Dirac particles and a background part that otherwise steers the Dirac particle along a
curvilinear trajectory. That is, by applying the prescription for the gauge covariant derivative ∂µ 7→ ∂µ−ieAµ(x)/(~c)
(so that LDirac[ψ] 7→ LDirac[ψ,A]), (1) becomes the Lagrangian density for a Dirac particle moving in a 4-potential
field. To complete the interaction dynamics, equations of motion for the 4-potential field itself must be modeled, so
to (1) is added a covariant Lagrangian density for the gauge field
LMaxwell[A] = −1
4
Fµν(x)F
µν(x), (3)
where the field strength tensor is Fµν(x) = ∂µAν(x) − ∂νAµ(x). Then, for example, all the vertex factors in the
Feynman diagrams for the particle-particle interactions needed in perturbation expansions of the quantum field theory
follow from L[ψ,A] = LDirac[ψ,A] + LMaxwell[A]. The action is S[ψ,A] = ∫ d4xL[ψ,A], where ∫ d4x ≡ c ∫ dt ∫ d3x.2
The Euler-Lagrange equations
∂µ
(
∂L[ψ,A]
∂(∂µψ)
)
− ∂L[ψ,A]
∂ψ
= 0, ∂µ
(
∂L[ψ,A]
∂(∂µAν)
)
− ∂L[ψ,A]
∂Aν
= 0 (4)
are obtained by varying the action with respect to ψ and Aµ and setting δS[ψ,A] = 0. Therefore, by adding (3) to
model the dynamics of the Maxwell field, LDirac[ψ,A] becomes the Lagrangian density for a Dirac particle moving in
a 4-potential field and also interacting with other Dirac particles via the transverse part of the 4-potential field.
1. QED in 4-vector notation
The QED Lagrangian density is
L[γ, ψ,A] = iψ(x)γµ∂µψ(x)− eψγµAµ(x)ψ(x)−mψ(x)ψ(x)− 1
4
Fµν(x)F
µν(x), (5)
with the Maxwell field is Aµ = (A0,A) and source field is eJ
µ = eψγµψ, where µ, ν = 0, 1, 2, 3. In (5), the Lagrangian
density functional’s dependence on the Dirac gamma matrices γµ is explicitly indicated, L = L[γ, ψ,A]. In component
form, the 4-vector fields appearing in the theory (5) are
Aµ = (A0, Ax, Ay, Az) = (A0,A) (6a)
Jµ = (J0, Jx, Jy, Jz) = (ρ,J). (6b)
2 The quantity S[ψ,A]/~ is dimensionless and contains all the phase information of the quantum system. Denoting the physical units of
length L, mass M , and time T , the dimensions of the action are [S] = ML2/T . Any Lagrangian constructed from quantum fields must
have dimensions of [L/(~c)] = L−4, the physical dimensions of inverse 4-density.
4The Euler-Lagrange equations (4) respectively give the equations of motion
(iγµ∂µ −m)ψ(x) = eγµAµ(x)ψ(x) (7a)
∂µF
µν(x) = eψ(x)γνψ(x). (7b)
Denoting the probability current density field as Jν ≡ ψ(x)γνψ(x), the set of coupled Dirac-Maxwell equations may
be written as
i~c γµ
(
∂µ − ieA
µ
~c
)
ψ = mc2ψ (8a)
Fµν = ∂µAν − ∂νAµ (8b)
eJν = ∂µF
µν (8c)
∂νJ
ν = 0. (8d)
The last equation for 4-current density conservation follows from ∂ν∂µF
µν = 0, which vanishes because the derivative
ordering is symmetric under interchange of indices whereas the field tensor is antisymmetric.
2. Dirac-Maxwell equations in tensor-product notation
Using 4-spinor and tensor-product notation, the coupled Dirac-Maxwell’s equations for the 4-spinor matter field ψ,
4-spinor potential field A, 4-spinor electromagnetic field F , and 4-spinor current density (source) field J ,
ψ =
(
ψL↑
ψL↓
ψR↑
ψR↓
)
A =
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
F =
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
J =
(−Jx + iJy
ρ+ Jz
−ρ+ Jz
Jx + iJy
)
, (9)
are equivalently specified by ( −m iσ · (∂ − ieA)
iσ¯ · (∂ − ieA) −m
)(
ψL
ψR
)
= 0 (10a)
−F = 1⊗ σ¯ · ∂A, (10b)
−eJ = 1⊗ σ · ∂F , (10c)
where σµ = (1,σ), σ¯µ = (1,−σ), σ · ∂ = σµ∂µ, and σ¯ · ∂ = σ¯µ∂µ. The form of the Dirac equation in (10a) is
conventional [37], and a derivation of the Maxwell equations in the form of (10b) and (10c) is given in Appendix A.
B. Superconducting fermionic fluid
The connection between Bose-Einstein condensation and superfluidity and superconductivity were originally dis-
covered by London [38, 39]. The dynamical behavior of a superconducting fluid comprised of Dirac particles may be
described by a QED-like gauge field theory with a massive 4-potential field. The set of the equations of motion are
similar to Maxwell’s equations with sources that are electrically charged Dirac particles. The difference is that the
Maxwell field becomes a massive bosonic field with London mass mL =
~
c
√
e2ρ
mc2 , where ρ = (ψ
†ψ)◦ is the probability
density. The equations of motion for a superconducting quantum fluid herein referred to as the Dirac-Maxwell-London
equations. These equations are presented here using several different notations, including the conventional 4-vector
notation and a novel tensor-product notation based on paired 4-spinors. The tensor-product notation is subsequently
used (below in Section III) to write the quantum lattice gas algorithm for quantum superconducting fluid dynamics,
and in turn the quantum algorithm for quantum electrodynamics in the limit where the London penetration depth
approaches the size of the system.
1. Dirac-Maxwell-London equations in 4-vector notation
For a superconductor, the charge 4-current density is related to the 4-potential as
λ2LeJ
µ = −Aµ, (11)
5so the Dirac-Maxwell-London equations of motion become
i~c γµ
(
∂µ − ieA
µ
~c
)
ψ = mc2ψ (12a)
Fµν = ∂µAν − ∂νAµ (12b)
− 1
λ2L
Aν = ∂µF
µν (12c)
∂νA
ν = 0. (12d)
2. Dirac-Maxwell-London equations in tensor-product notation
Alternatively, for a superconducting fluid we may write (11) as
eJ = −m2LA, (13)
and the Dirac-Maxwell-London equations (12) as( −m iσ · (∂ − ieA)
iσ¯ · (∂ − ieA) −m
)(
ψL
ψR
)
= 0 (14a)( −mL i1⊗ σ
i1⊗ σ¯ · ∂ −mL
)(A
A˜
)
= 0, (14b)
for 4-spinor potential fields
A =
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
, A˜ = − i
mL
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
. (15)
Maxwell’s equations for the 4-potential field are recovered from (14b) in the mL → 0 limit.3 This 4-spinor represen-
tation of the Maxwell-London equations (14b) is derived in Appendix B.
3. Dirac-Maxwell-London equations in paired 4-spinor notation
Introducing an 8-component local state Φ as a pair of 4-spinor fields
Φ =
(
Φ1
Φ2
)
=
Φ◦`
e
(A
A˜
)
, (16)
(14) may be written in a manifestly covariant way using a coupled pair of Dirac equations
i~c γµ
(
∂µ − ieA
µ
~c
)
ψ −mc2ψ = 0 (17a)(mLc
~
)2
Aµ = −eψ(x)γµψ(x) (17b)
i~cGµ∂µΦ−mLc2Φ = 0, (17c)
where Gµ = (G0,G) has generalized Dirac matrix components, and where in the chiral representation
G0 = σx ⊗ 1⊗ 1 G = iσy ⊗ 1⊗ σ. (18)
3 One must take care in taking the mL → 0 limit of (14b). The first component equation of (14b) should be multiplied by mL before
taking the limit to avoid a trivial singularity. Furthermore, it is not necessary to set the London mass equal to zero. It is sufficient to
set the London rest energy equal to the highest energy scale, mLc2 = ~/τ limit.
6The paired 4-spinor generalized Dirac equation representation of the Dirac-Maxwell-London equations (17c) are
derived in Appendix C, and it is a concise way to express all the gauge field dynamics in a single equation. The
Lagrangian density used here for a superconducting quantum fluid of fermions with a novel four-point interaction is
L[ψ,A,Φ] = i~cψ(x)γµ
(
∂µ +
ie
~c
Aµ(x)
)
ψ(x)−mc2ψ(x)ψ(x)− 1
2
λ2L ψ(x)[γ
µ, γν ]ψ(x)|Φ◦|2`2Aµ(x)Aν(x)
+ i~cΦ(x)Gµ∂µΦ(x)−mLc2Φ(x)Φ(x).
(19)
The Dirac-Maxwell-London equations (17) are obtained by varying with respect to ψ, Aµ, and Φ (in the second line).
The Lagrangian density functional for a Landau-Ginzburg bosonic field φ interacting with a Maxwell field Aµ is
LLandau-Ginzburg[φ,A] = Linteracting-massless K.G.[φ,A] + LMaxwell[A] + Lnonlinear[φ] (20a)
= ~c |Dµφ|2 − 1
4
(
∂µAν − ∂νAµ
)2
− V (φ), (20b)
where there is minimal coupling between the φ and Aµ fields via Dµ = ∂µ + i e~cAµ(x), and there is a nonlinear self-
coupling for the φ field via Lnonlinear[φ] = −V (φ) = µ2|φ|2 − λ2 |φ|2. Theory (20) represents a type-II superconductor
(i.e. a superconductor with magnetic quantum vortices). The Maxwell field Aµ acquires a mass (say mL via the Higgs
mechanism), so the Aµ field can penetrate into a superconductor only up to a depth of m
−1
L (the well known Meissner
effect). In the simple case (Abelian gauge group) when φ is a complex scalar field, then the U(1) gauge symmetry is
φ(x)→ eiα(x)φ(x), Aµ(x)→ Aµ(x)− ~c
e
∂µα(x). (21)
The Landau-Ginzberg Lagrangian density (20), for the bosonic Cooper pair field, is also known as the Abelian Higgs
model. In 1+1 dimensions, the bosonic sine-Gordon model is the dual of the fermionic Thirring model [40, 41]. In
3+1 dimensions, the Abelian Langrangian density (20) may be considered a dual bosonic theory of the fermionic
Lagrangian density (19).
III. QUANTUM LATTICE GAS METHOD
A. ψ-Aµ interaction
In a quantum lattice gas model, how one treats source terms on the righthand side in (7) depends on the interpre-
tation of the interaction Lagrangian, which in QED with minimal coupling is
Lint[ψ,A] = −eψ(x)γµAµ(x)ψ(x). (22)
The electron-photon interaction in QED occurs at a vertex point, which is commonly depicted by the Feynman
diagram
(14) may be written in a manifestly covariant way using a coupled pair of Dirac equations
i~c  µ
✓
@µ   ieA
µ
~c
◆
  mc2 = 0 (17a)⇣mLc
~
⌘2
Aµ =  e (x) µ (x) (17b)
i~cGµ@µ  mLc2  = 0, (17c)
where Gµ = (G0,G) is a 4-vecto with generalized Dirac matrix c mponents, and wher in the chiral represe tation
G0 =  x ⌦ 1⌦ 1 G = i y ⌦ 1⌦  . (18)
The paired 4-spinor generalized Dirac equation representation of the Dirac-Maxwell-London equations (17c) are
derived in Appendix C, and it is a remarkably concise way to express all the gauge field dynamics in a single
equation. The Lagrangian density for a superconducting quantum fluid
L[ , A, ] = i~c (x) µ
✓
@µ +
ie
~c
Aµ(x)
◆
 (x) mc2 (x) (x)  1
2
⇣mLc
~
⌘2
AµAµ
+ i~c (x)Gµ@µ (x) mLc2 (x) (x).
(19)
The Dirac-M xwell-London equations (17) are obtained upon variation with respect to  , Aµ, and   (temporarily
treating   as an independent from Aµ).
The Lagrangian density functional for a Landau-Ginzburg order-parameter field   interacting with a Maxwell
field Aµ is
LLandau-Ginzburg[ , A] = Linteracting-massless K.G.[ , A] + LMaxwell[A] + Lnonlinear[ ] (20a)
= ~c |Dµ |2   1
4
✓
@µA⌫   @⌫Aµ
◆2
  V ( ), (20b)
where there is minimal coupling between the   and Aµ fields via Dµ = @µ + i e~cAµ(x), and there is a nonlinear
self-coupling for the   field via Lnonlinear[ ] =  V ( ) = µ2| |2    2 | |2. Theory (20) represents a type-II
superconductor (i.e. a superconductor with magnetic quantum vortices). The Maxwell field Aµ acquires a mass
(say mA via the Higgs mechanism), so the Aµ field can penetrate into a superconductor only up to a depth of
m 1A (the well known Meissner e↵ect). In the simple case (Abelian gauge group) when   is a complex scalar
field, then the U(1) gauge symmetry is
 (x)! ei↵(x) (x), Aµ(x)! Aµ(x)  ~c
e
@µ↵(x). (21)
The Landau-Ginzberg Lagrangian density (20), for the bosonic Cooper pair field, is also known as the Abelian
Higgs model. It basically the dual bosonic theory of the fermionic Lagrangian density (19), much in the same
way as the bosonic sine-Gordon model is the dual of the fermionic Thirring model.36,37
3. QUANTUM LATTICE GAS METHOD
3.1  -Aµ inter cti n
In a quantum lattice gas model, how we treat source ter s on the righthand side in (7) depends on how we
interpret the interaction Lagrangian, which in QED with minimal coupling is
Lint[ , A] =  e (x) µAµ(x)(x) . (22)
The electron-photon interaction in QED occurs at a vertex point, which is commonly depicted by the Feynman
diagram
Aµ(x)
 ie µ
 (x)
 (x)
. (23)
. (23)
In a quantum lattice gas, (23) is interpreted as a reversible reaction, modeled by a unitary collide operator acting on
the qubits representing the Dirac field ψ(x) and the qubits representing the 4-potential field Aµ(x). There are two
distinct interaction mechanisms. The first is a forward reaction whereby the Aµ(x) field changes the ψ(x) field. The
second is a back reaction whereby the ψ(x) field changes the Aµ(x) field.
Using dimensional units for ~ and c, the forward reaction represented by (22) can be expressed as a unitary
transformation of the ψ(x) field
ψ′(x) = e−i`γµ
eAµ(x)
~c ψ(x). (24)
The back reaction can be calculated as a transformation of the probability current Jν(x) = ψ(x)γνψ(x)—the source
on the righthand side of (7b)—that can be expressed as a unitary transformation of the 4-potential field Aν(x). To
derive this unitary transformation, one can begin by expanding (24) to first order
ψ′(x) = ψ(x)− i`γµ eA
µ(x)
~c
ψ(x) + · · · . (25)
7Then, upon making use of the adjoint gamma matrices γµ† and the anticommutation relation {γµ†, γν†} = 2ηµν , an
expansion for the outgoing probability current density J ′ν(x) = ψ′(x)γνψ′(x) is
J ′ν(x) = ψ′†(x)γ0γµψ′(x) (26a)
(25)
=
(
ψ†(x) + i`
eAµ(x)
~c
ψ†(x)γ†µ + · · ·
)
γ0γ
ν
(
ψ(x)− i`γκ eA
κ(x)
~c
ψ(x) + · · ·
)
(26b)
= ψ†(x)γ0γνψ(x) + i`
eAµ(x)
~c
ψ†(x)γ†µγ0γ
νψ(x)− i`eA
κ(x)
~c
ψ†(x)γ0γνγκψ(x) + · · · (26c)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
γ†µγ0γ
ν − γ0γνγµ
)
ψ(x) + · · · (26d)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
2η0µγν − γ0γµ†γν − γ0γνγµ
)
ψ(x) + · · · (26e)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
2η0µγν − γ0
(
γµ†γν + γµγν − [γµ, γν ]))ψ(x) + · · · (26f)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
((
2η0µ − γ0γµ† − γ0γµ
)
γν − γ0[γµ, γν ]
)
ψ(x) + · · · (26g)
= Jν(x)− i`eAµ(x)
~c
ψ†(x)γ0[γµ, γν ]ψ(x) + · · · . (26h)
Furthermore, with the identity Aµ(x) = −eλ2LJν(x) = −mc
2
eρ J
ν(x), the analytical expansion of the back reaction is
obtained
A′ν(x) = Aν(x) + i
mc2`
~cρ
ψ†(x)γ0[γµ, γν ]ψ(x)Aµ(x) + · · · (27a)
Here the outgoing local value of the Maxwell field A′µ(x) is determined by the local values of the incoming Dirac field
ψ†(x), the outgoing Dirac field ψ(x), and the incoming value of the Maxwell field Aµ(x).
B. Discrete spacetime representation
Since the back reaction part of the interaction involves the emission or absorption of a quanta of radiation (e.g. a
photon in QED), only the transverse 4-potential components need be considered. Therefore, one may take A0(x) = 0
in the back reaction formula when it is applied. In any case, with the time derivative approximated as ∂tψ u (ψ′−ψ)/τ
and with speed of light c = `/τ , the Dirac-Maxwell-London equations (17) written in update form are
ψ′(x) = ψ(x) + `γ0γ ·
(
∇+ ieA(x)
~c
)
ψ(x)− imc
2τ
~
γ0ψ(x) + i
eA0(x)τ
~
ψ(x) + · · · (28a)
A′µ(x)
(27a)
= Aµ(x)− i2mc
2τ
~
ψ(x)[γµ, γν ]ψ(x)
ρ
+ · · · (28b)
Φ′(x) = Φ(x) + `G0 · G · ∇Φ(x)− imLc
2τ
~
G0Φ(x) + · · · , (28c)
If we take the limit as ~/(mLc) approaches the size L of the system (or mL → 0), then (28) becomes the update rule
for the equations of motion (8) of quantum electrodynamics. In this limit, the QED fields ψ(x) and Aµ(x) may be
modeled as constituent fields of a superconducting quantum fluid with London penetration depth equal to the size of
the system (i.e. the size of the universe).
The quantum lattice gas model is a unitary representation of the equations of motion of gauge field theory. So the
expansions (28) are taken to be low-energy expansions of the dynamical equations of motion expressed in manifestly
unitary form on a spacetime lattice with cell sizes ` and τ
ψ(x+ `γ) = e`γ0γ·(∇+i
eA(x)
~c )−imc
2τ
~ γ0+i
eA0(x)τ
~ ψ(x) (29a)
A′µ(x) = e−i
2mc2τ
~
ψ(x)[γµ,γν ]ψ(x)
ρ Aν(x) (29b)
Φ(x+ `G) = e`G0G·∇−imLc
2τ
~ G0Φ(x). (29c)
8The evolution equation (29a) describes the dynamical behavior of the Dirac particle (solid fermion line in the Feynman
diagram (23)), keeping the 4-potential field fixed. The evolution equation (29b) includes the local emission (absorption)
of a quanta of radiation at a vertex point, with the particles otherwise not moving. The evolution equation (29c)
describes the dynamical behavior of the 4-potential field (wavy gauge field line in the Feynman diagram (23)), keeping
the matter field fixed.
The set of evolution equations (29) serve as the basis for the quantum lattice gas split-operator representation of
gauge field theory—an Abelian quantum field theory in this example. A quantum lattice gas algorithm based on (29)
is presented in the next section.
C. Stream and collide operators
In writing (29), ψ, A, and Φ were taken to be continuous and differentiable probability amplitude fields defined
on a continuous spacetime manifold. Yet, a qubit array can exactly represent (29), and thereby it can also represent
a differentiable field defined on a continuous and differentiable spacetime manifold. This remarkable property of the
qubit array follows from the momentum operator mapped to a spacetime derivative, pˆµ 7→ i~∂µ. Motion on the qubit
array is represented by ei`γµpˆ
µ/~ as a unitary operator that shifts a field value stored in the qubits at point xµ to a
field value stored in the neighboring qubits at xµ + `γµ.
4 Motion in the continuous spacetime picture is represented
by a stream operator S = e`γµ∂µ , an unitary operation that shifts a field value at a point xµ to the nearby point
xµ + `γµ. Switching between lattice and continuous space pictures is a commonly employed practice here, akin to the
use of continuous quantum fields in solid-state physics for describing many-body particle dynamics in crystallographic
lattices. The continuous wave picture for particle motion in a crystal may be referred to as the Bloch-Wannier picture,
and this is outlined in Appendix D.
The quantum state at a point is denoted by ψ(x) and Φ(x) (that contains A(x)) and the values of these fields
constitute the local state at x. The local time-dependent evolution equation of motion is expressed as a rule that
simultaneously updates the local state of each point in the system. In the simplest model, the update rule may be
written as a product of a stream step S and a collide step C
ψ′(x) = S(γ,A)C(γ,m)ψ(x) 7→ ψ(x) (30a)
A′(x) = C[ψ]A(x) 7→ A(x) (30b)
Φ′(x) = S(G, 0)C(G,mL)Φ(x) 7→ Φ(x), (30c)
where the collide operator C[ψ] = exp(−i2mc2Uθ[ψ]U c†τ/~) is the nonlinear unitary transformation appearing in
(29b), where θ[ψ] is the 4 × 4 matrix representation of ψ(x)[γµ, γν ]ψ(x)/ρ, and where the unitary matrices U and
U c transform from 4-vectors to 4-spinor forms A = UAµ and A = U cAµ. S(γ,A) shifts the components from ψ(x)
to ψ(x′) for x′µ = xµ + `γµ in the neighborhood of xµ while it performs a unitary gauge group transformation
ei`γ0·γ
µeAµ(x)/(~c). The stream-collide update rule (30a), or likewise (30c), is written with the understanding that
the collide operator is applied simultaneously to all points of the system, and then the stream operator is applied
simultaneously to all points of the system, thereby completing one iteration of the evolution for the respective field.
In the quantum field theory limit, the collide operator is represented by the unitary matrix [27]
C(γ,m) u
√1− (mc2τ~ )2 1 −imc2τ~ 1
−imc2τ~ 1
√
1− (mc2τ~ )2 1
 (31a)
C(G,mL) u

√
1−
(
mLc2τ
~
)2
1⊗ 1 −imLc2τ~ 1⊗ 1
−imLc2τ~ 1⊗ 1
√
1−
(
mLc2τ
~
)2
1⊗ 1
 . (31b)
The update rule (30) may be written as local equations of motion
S†(γ,A)ψ(x) = C(γ,m)ψ(x) (32a)
S†(G, 0)Φ(x) = C(G,mL)C[ψ]Φ(x). (32b)
4 The qubit array encodes both the spacetime and the particles contained therein. So one may add the matrix-valued quantity `γµ to
xµ because the position ket |x, q1, · · · , qQ〉 at a point contains all the state information in a 2Q dimensional local Hilbert space. This
encoding is explained in Sec. IV C below.
9Furthermore, (32a) and (32b) may be written by replacing the adjoint stream operators S† by the spacetime lattice
displacements they represent
ψ(x− `γ − i`γoγ · eA(x)/(~c)) = C(γ,m)ψ(x) (33a)
Φ(x− `G) = C(G,mL)C[ψ]Φ(x). (33b)
The quantum lattice gas model (32) describes fermion dynamics on a spacetime lattice that is congruent to the particle
dynamics governed by quantum wave equation (12) (or equivalently (17)) in Minkowski space. To help explain the
mathematical basis of this congruency, which primarily derives from the application of the streaming operator, as an
example one can examine the simplest case when m = 0 and Aµ = 0; the basic stream operator applied to ψ for this
example is explained in Appendix E.
IV. QUANTUM LATTICE GAS ALGORITHM
A. Quantum algorithm for the Dirac-Maxwell-London and QED equations
In the quantum lattice gas algorithm for chiral particle motion in a 4-potential field, we approximate the stream
operators as
S(γ,A) u ei eA0(x)τ~ Sx(γ,A)Sy(γ,A)Sz(γ,A) (34a)
S(G, 0) u Sx(G, 0)Sy(G, 0)Sz(G, 0), (34b)
where γ0 = σx ⊗ 1 and γ = iσy ⊗ σz, where G0 = σx ⊗ 1⊗ 1 and G = iσy ⊗ 1⊗ σz, and where the stream operators
along the ith direction are
Si(γ,A) = e`σz⊗σi∂iei`σz⊗σi
eAi(x)
~c (35a)
Si(G, 0) = e`σz⊗1⊗σi∂i , (35b)
for i = x, y, z. Breaking the chiral symmetry, in the quantum lattice gas algorithm for a massive Dirac particle moving
in a 4-potential field, the collide operators (31) may be written as
C(γ, ) =
√
1− 2 14 − iσx ⊗ 1 (36a)
C(G, L) =
√
1− 2L 18 − iσx ⊗ 14 (36b)
in the QFT limit [27] for  = mc2τ/~ and L = mLc2τ/~. Hence, the quantum lattice gas evolution operator for the
ψ(x) field and including the forward reaction is expressed by the unitary algorithmic protocol
Uψ = ei
eA0(x)`
~c Sx(γ,A)Sy(γ,A)Sz(γ,A,m)C(γ, ) u e−i
hD(γ,A,m)`
~c , (37)
where
Sx(γ,A) = e−ipi4 1⊗σy · e`σz⊗σz∂x · ei`σz⊗σz
eAx(x)
~c · eipi4 1⊗σy (38a)
Sy(γ,A) = eipi4 1⊗σx · e`σz⊗σz∂y · ei`σz⊗σz
eAy(x)
~c · e−ipi4 1⊗σx (38b)
Sz(γ,A) = e`σz⊗σz∂z · ei`σz⊗σz
eAz(x)
~c , (38c)
implemented on the cubic lattice in terms of diagonal stream operators e`σz⊗σz∂i . The hermitian generator of the
evolution of ψ is the Dirac Hamiltonian
hD(γ,A,m) = −σz ⊗ σ · (−i~c∇− eA(x)) + σx ⊗ 1mc2 − eA0. (39)
The quantum algorithm (37) is the same as the previous quantum algorithm for a relativistic Dirac 4-spinor field
[25], where according to (38) all partical streaming can be implemented with classical shifts e`σzσz∇ but where now
a gauge-field induced phase rotation e`σzσz
eA(x)
~c is included.
Furthermore, the quantum lattice gas evolution operator for the Φ(x) field and including the back reaction is
expressed by the unitary algorithmic protocol
UΦ = Sx(G, 0)Sy(G, 0)Sz(G, 0)C(G, L)C[ψ] u e−i
hD(G,ψ,mL)`
~c , (40)
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where
Sx(G, 0) = e−ipi4 1⊗1⊗σy · e`σz⊗1⊗σz∂x · eipi4 1⊗1⊗σy (41a)
Sy(G, 0) = eipi4 1⊗1⊗σx · e`σz⊗1⊗σz∂y · e−ipi4 1⊗1⊗σx (41b)
Sz(G, 0) = e`σz⊗1⊗σz∂z , (41c)
implemented on the cubic lattice in terms of diagonal operators e`σz⊗1⊗σz∂i . The hermitian generator of the evolution
of Φ is a generalized Dirac Hamiltonian
hD(G, ψ,mL) = −σz ⊗ 1⊗ σ · (−i~c∇) + σx ⊗ 1⊗ 1mLc2 + 2mc2Uθ[ψ]U c†, (42)
where θ[ψ] is the 4 × 4 matrix representation of ψ(x)[γµ, γν ]ψ(x)/ρ. The state of the system at time t may be
expressed as a tensor product Ψ(t) ≡ ⊗x∈grid ψ(x) ⊗ Φ(x). Accounting for the nonlocal physics associated with
quantum entanglement, the simple update rule (32) is fully expressed as a unitary evolution equation for the system
ket
Ψ(t+ τ)
(40)
(37)
=
[ ⊗
x∈grid
UΦ ⊗ Uψ
]
Ψ(t). (43)
Now, if long-range quantum entanglement exists in the system, then one can raise the question of whether or not it
is appropriate to evolve Ψ(t) with the tensor-product unitary operator
⊗
x∈grid UΦUψ written in (43). The answer
is that this tensor-product form of unitary evolution is complete in the sense that (43) can represent all the particle
dynamics otherwise described by gauge field theories, including all nonlocal particle physics. Equation (43) is an
example quantum lattice gas equation of motion that models an Abelian gauge field theory on a qubit array.
B. Lorentz invariant quantum lattice gas model
The quantum lattice models for the Maxwell-London equations for a superconducting fluid and for quantum elec-
trodynamics rely on unitary evolution operators (37) and (40) that are generated by a Dirac Hamiltonian and gen-
eralization thereof, respectively. If one considers the quantum behavior of the modeled Dirac fields at the highest
energy scales (approaching the grid scale of the spacetime lattice), then there appears a time dilation effect due to
the form of the collision operator that derives from the path summation representation of quantum particle dynamics
on the spacetime lattice [27]
CH.E.(γ, ) =
√
1− 2 14 − iσx ⊗ 1 · ei`σz⊗σ·∇ = C(γ, ) + · · · (44a)
CH.E.(G, L) =
√
1− 2L 18 − iσx ⊗ 1⊗ 1 · ei`σz⊗1⊗σ·∇ = C(G, L) + · · · . (44b)
This reduces to (36) in the low-energy limit (when the Compton wavelength of the Dirac particle is much larger than
the grid scale). Using (44) in the quantum algorithm for the evolution of the ψ and Φ fields are
ψ(x, t+ τ) = Sx(γ,A)Sy(γ,A)Sz(γ,A)CH.E.(γ, )ψ(x, t) (45a)
Φ(x, t+ τ) = Sx(G, 0)Sy(G, 0)Sz(G, 0)CH.E.(G, L)C[ψ]Φ(x, t). (45b)
These can be written in manifestly unitary form [27]
ψ(x, t+ τ) = e−i
hD(γ,A,m)ζτ
~ ψ(x, t) (46a)
Φ(x, t+ τ) = e−i
hD(G,ψ,mL)ζLτ
~ Φ(x, t), (46b)
where the unitary evolution includes dimensionless scale factors 1 ≤ ζ ≤ pi2 and 1 ≤ ζL ≤ pi2 . The appearance of ζ (and
likewise for ζL) implies that the smallest observable intervals are the distance r = ζ` and elapsed time tr = r/c = ζτ .
Yet, with particular relevance to modeling gauge field theories, the appearance of the scale factor implies exact Lorentz
invariance in the quantum lattice model at all scales. This is a welcomed feature of the lattice model. Making the
modeling task simpler, in applications such as model low-energy gauge field theories such as QED, the scale factor
becomes unity. So for QED, the quantum lattice gas algorithm takes the simpler form
ψ(x, t+ τ) = Sx(γ,A)Sy(γ,A)Sz(γ,A)C(γ, )ψ(x, t) (47a)
Φ(x, t+ τ) = Sx(G, 0)Sy(G, 0)Sz(G, 0)C[ψ]Φ(x, t). (47b)
The algorithmic steps needed to run the quantum lattice gas algorithm are: (1) initialize the ψ and Φ fields; (2)
update the ψ field; (3) update the Φ field; (4) time advances by one time step τ ; and (5) to continue to evolve in time,
go to Step 2.
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C. Many-fermion quantum simulation on a qubit array
With Q qubits per point in the qubit array, the ket |Ψ〉 at a point x is a 2Q-multiplet ket
|Ψ〉 =
1∑
q1=0
1∑
q2=0
· · ·
1∑
qQ=0
Ψq1,q2,··· ,qQ |q1, q2, · · · , qQ〉 =
2Q−1∑
N=0
ΨN |N〉, (48)
where in the second line the binary encoded index is N = 2Q−1q1 + 2Q−2q2 + · · ·+ 2qQ−1 + qQ, for Boolean number
variables qα = 0, 1 for α = 1, 2, · · · , Q. With V = L3 number of points on a grid of size L, the total number of qubits
in the qubit array is V Q. Each point in space is assigned a position-basis ket, denoted by |x,N〉, in a large but finite
Hilbert space of size 2V Q. The position ket |x,N〉 = |x, q1, · · · , qQ〉 is the numbered state with all the other numbered
variables at points 6= x set to zero
|x, q1, · · · , qQ〉 = |0000 · · · q1, q2, · · · , qQ︸ ︷︷ ︸
point x
· · · 0000〉. (49a)
Therefore, in this position representation, a probability amplitude (a complex number) at a point is Ψq1,··· ,qQ(x) =
〈x, q1, · · · , qQ|Ψ〉, which can be written concisely as ΨN (x) = 〈x,N |Ψ〉. The position kets are orthonormal
〈xa, N |xb, N ′〉 = δabδNN ′ . The notion of a point in position space and the local quantum state at that point are
intrinsically linked in the quantum lattice gas method.
Acting on a system of Q qubits, a†α and aα create and destroy a fermionic number variable at the αth qubit
a†α|q1 . . . qα . . . qQ〉 =
{
0 , qα = 1
ε |q1 . . . 1 . . . qQ〉 , qα = 0 , aα|q1 . . . qα . . . qQ〉 =
{
ε |q1 . . . 0 . . . qQ〉 , qα = 1
0 , qα = 0
,
(50)
where the phase factor is [42] ε = (−1)
∑α−1
i=1 ni . The fermionic ladder operators satisfy anticommutation relations
{aα, a†β} = δαβ {aα, aβ} = 0 {a†α, a†β} = 0. (51)
The number operator nα ≡ a†αaα has eigenvalues of 1 or 0 in the number representation when acting on a pure
state, corresponding to the αth qubit being in state |1〉 or |0〉 respectively. With the logical one |1〉 =
(
0
1
)
and
logical zero |0〉 =
(
1
0
)
states of a qubit, notice that σz|1〉 = −|1〉, so one can count the number of preceding bits
that contribute to the overall phase shift due to fermionic bit exchange involving the ith qubit with tensor product
operator, σ⊗i−1z |Ψ〉 = (−1)Ni |Ψ〉. The phase factor is determined by the number of bit crossings Ni =
∑i−1
k=1 qk in the
state |Ψ〉 and where the Boolean number variables are qk ∈ [0, 1]. Hence, an annihilation operator is decomposed into
a tensor product known as the Jordan-Wigner transformation [43] aα = σ
⊗α−1
z ⊗ a⊗ 1⊗Q−α, for integer α ∈ [1, Q].
With Q = 4, the local ket |Ψ〉 at a point x can encode two Dirac 4-spinors ψ(x) and ψ˜(x) as well as two 4-spinor
fields A(x) and A˜(x)
A =
AL↑AL↓AR↑
AR↓
 A˜ =

A˜L↑
A˜L↓
A˜R↑
A˜R↓
 ψ =
ψL↑ψL↓ψR↑
ψR↓
 ψ˜ =

ψ˜L↑
ψ˜L↓
ψ˜R↑
ψ˜R↓
 (52a)
using the four qubits, say |qgqlqoqs〉, as
|qgqlqoqs〉 = AL↑|0000〉+AL↓|0001〉+AR↑|0010〉+AR↓|0011〉+ A˜R↓|0111〉+AR↑|0110〉+ A˜L↓|0101〉+ A˜L↑|0100〉
+ ψL↑|1000〉+ ψL↓|1001〉+ ψR↑|1010〉+ ψR↓|1011〉+ ψ˜R↓|1111〉+ ψ˜R↑|1110〉+ ψ˜L↓|1101〉+ ψ˜L↑|1100〉.
(52b)
The qubit |qg〉 encodes the particle’s generation, where |qg〉 = |0〉 for the zeroth generation (4-spinors A and A˜) and
|qg〉 = |1〉 for the first generation (Dirac 4-spinors ψ and ψ˜). The unitary operators (37) and (40) can be implemented
using quantum gate operations represented in terms of the fermionic qubit annihilation and creation operators aα and
a†α = a
T
α acting on the qubit array. This approach serves as a general quantum computational formulation applicable
to any quantum lattice gas algorithm for a many-fermion system.
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D. Path integral representation of quantum field theory
The probability amplitude for a particle to go from point a to point b on the qubit array is calculated using a kernel
operator
KˆHEab =
∑
n
1
(`L)3
ei
x·pn
~
∑
{s1,...,sN−1}
`3 e−
i
~
∑N−1
w=0 δt hˆQLG , (53)
where set of spin chains {s1, . . . , sN−1} enumerate paths `
∑N−1
w=0 sw = xb − xa with fixed endpoints xa and xb, and
where
∑
n ≡
∑(L/2)−1
nx=−L/2
∑(L/2)−1
ny=−L/2
∑(L/2)−1
nz=−L/2 sums over all grid momenta pn ≡ 2pi~L
(
nx
` ,
ny
` ,
nz
`
)
for a grid of size L
[27]. In (53), the time differential is δt = ζτ for scale factor ζ and the quantum lattice gas Hamiltonian operator is
hˆQLG = −Γ0Γ · pˆnc− Γ0Mc2 +X − Γ0Γ · Y . (54)
With singleton qubit number and hole operators n and h, the generalized Dirac matrices Γµ = (Γ0,Γ) are
Γ0 ≡ n⊗ 1⊗ γ0 + h⊗ G0, Γ ≡ n⊗ 1⊗ γ + h⊗ G. (55)
In (54), the diagonal mass operator is M = n⊗ 18m+ h⊗ 18mL, and X and Y are nonlinear interaction generators
X = n⊗ h⊗ 14 eA0 + h⊗ h⊗ 2mc2Uθ[ψ]U c†, Y = n⊗ h⊗ 14 eA. (56)
In Minkowski space, one can convert to the Bloch-Wannier picture by taking ` ∼ dx ∼ dy ∼ dz and 2piL` ∼ dp~ , so
the summations over n = (nx, ny, nz) and spin configurations {s1, . . . , sN−1} in (53) map to momentum-space and
path integrals, respectively,
∑
n
1
(2pi)3
(
2pi
L`
)3 ∑
{s1,...,sN−1}
`3 ∼
∫
d3p
(2pi~)3
∫ b
a
D{x(t)}.
With stream operator Sˆ(n) = ei`σzσ·pˆn/~ expressed with the momentum operator pˆn = ~n·σL` , one converts to the
Bloch-Wannier picture by replacing the grid operators pˆn and Eˆn = pˆnc
2/v on the qubit array with derivative
operators acting on a Dirac spinor field ψ(x) in continuous spacetime, i.e. pˆn ∼ −i~∇ and Eˆn ∼ i~∂t. The long
wavelength limit is `kn≪ 1 and the low rest energy limit is mc2τ/~≪ 1. Writing Eˆn = pˆnc2/v = ˙ˆx · pˆn + xˆ · ˙ˆpn
in the Bloch-Wannier picture, the kernel (53) is congruent to a path integral
KˆHEab
(57)∼=
∫
dp3
(2pi~)3
∫ b
a
D{x(t)} eix·p~ e− i~
∫
dt hˆQLG =
∫ b
a
D{x(t)}
∫
dp3
(2pi~)3
e
i
~
∫
dt LˆQLG , (57a)
where the Lagrangian operator LˆQLG is determined by
LˆQLG ≡ Eˆn − hˆQLG = Γ0
[
(Γ0Eˆn − cΓ · pˆn)−Mc2 + Γ0X − Γ · Y
]
. (58)
Finally, the Lagrangian density is expressed in terms of the Lagrangian operator as LQLG ≡ Ψ†LˆQLGΨ, so the matrix
element of (53) takes the form of a Feynman path integral
〈Kˆab〉 7→
∫ b
a
D{x(t)}
∫
dp3
(2pi~)3
e
i
~
∫
d4xLQLG . (59)
The Lagrangian density corresponding to (58) is equivalent to (19)
LQLG = i~cψ(x)γµ
(
∂µ +
ie
~c
Aµ(x)
)
ψ(x)−mc2ψ(x)ψ(x)− 1
2
λ2L ψ(x)[γ
µ, γν ]ψ(x)|Φ◦|2`2Aµ(x)Aν(x)
+ i~cΦ(x)Gµ∂µΦ(x)−mLc2Φ(x)Φ(x).
(60)
This completes the quantum computing picture of the many-fermion dynamics with nonlinear gauge field interactions.
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V. CONCLUSION
Quantum gas lattice models are intended as an algorithmic scheme for programming a lattice-based quantum
computer using the quantum gate model of quantum computation [16–19]. Feynman set in place the cornerstone of
quantum information theory: a scalable quantum computer can serve as a universal quantum simulator [14, 15]. This
Feynman conjecture that a scalable quantum computer can simulate any other quantum system exactly is critically
important because it only requires computational physical resources that scale linearly with the spacetime volume—it
does not scale exponentially with the number of particles in the modeled physical system. So the realization of a
Feynman quantum computer would be a great breakthrough for many-body quantum physics modeling—if there
are efficient quantum algorithms for modeling many-fermion quantum physics. Presented was one such quantum
algorithm based on the quantum lattice gas method. Presented was the application for modeling a superconducting
fluid and in turn this application led to another one presented for modeling quantum electrodynamics. So quantum
lattice gas models can have an impact on the foundations of quantum field theory.
In the quantum lattice model representation of many-fermion quantum systems, local unitary evolution is decom-
posed into collide and stream operators [44]. The collide and stream operator method was first tested for the case of
two fermions dynamics in the nonrelativistic limit [45]. A quantum stream operator is needed to model the relativistic
quantum particle dynamics [25]. The quantum stream and collide operators can be cast in a tensor-product represen-
tation, which is a tensor network. That these operators can serve as a representation of Temperley-Lieb algebra and
the braid group has been established [46]. The quantum stream and collide operators are implemented on a qubit
array by using many-fermion annihilation and creation operators. The many-fermion annihilation operator (and the
many-fermion creation operator which is its transpose) allows for the calculation of quantum knot invariants, which
are a generalization of the Jones polynomials [47]. Because of previous validation tests of the quantum lattice gas
method, it is expected to provide a pathway to avoid the Fermi sign problem.
Regarding future outlooks, the quantum lattice gas algorithm can be used to investigate nonequilibrium physics
in Fermi condensates of charged spin-1/2 particles. So modeling the time-dependent behavior of strongly-correlated
Fermi gases is another application. Gauge field theories with non-Abelian gauge groups and with order unity coupling
constants are not amenable to predictions by perturbative methods. So methods that can go beyond perturba-
tion theory are needed. Numerical methods such as quantum Monte Carlo methods are best suited to predicting
time-independent field configurations. Holographic techniques based on AdS/CFT correspondence between strongly
coupled non-Abelian gauge field theories and weakly coupled gravitational theories hold some promise, yet such tech-
niques have not yet proved useful for predicting time-dependent field configurations. The possibility of predicting
time-dependent field configurations by using a quantum lattice gas algorithm for gauge field theories with non-Abelian
gauge groups will be discussed in a subsequent communication.
Appendix A: Derivation 4-spinor quantum equation for Maxwell field Aµ(x)
In natural units with c = 1, let us derive a quantum wave equation for the dynamical behavior of the Maxwell field
AµT = (0,A).
5 To begin, let us express the curl operator
∇×A = ∇×
(
Ax
Ay
Az
)
=
(
∂yAz − ∂zAy
∂zAx − ∂xAz
∂xAy − ∂yAx
)
=
(
Bx
By
Bz
)
(A1)
as a unitary transformation acting on a Majorana 4-spinor field. The curl of the spin=1 Majorana 4-spinor A
(representing the 3-vector A) should go as
A =
(−Ax + iAy
Az
Az
Ax + iAy
)
∇×−−→
(−∂yAz + ∂zAy + i(∂zAx − ∂xAz)
∂xAy − ∂yAx
∂xAy − ∂yAx
∂yAz − ∂zAy + i(∂zAx − ∂xAz)
)
. (A2)
5 It is this quantum wave equation that can be readily converted into a quantum algorithm for A.
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1. Block-diagonal representation
One can represent the curl of the Majorana 4-spinor by the hermitian operator(
∂z ∂x − i∂y 0 0
∂x + i∂y −∂z 0 0
0 0 ∂z ∂x − i∂y
0 0 ∂x + i∂y −∂z
)(−Ax + iAy
Az
Az
Ax + iAy
)
=
(−∂zAx + ∂xAz − i(∂yAz − ∂zAy)
−∇ ·A+ i(∂xAy − ∂yAx)
∇ ·A+ i(∂xAy − ∂yAx)
−∂zAx + ∂xAz + i(∂yAz − ∂zAy)
)
(A3a)
= i
(−∂yAz + ∂zAy + i(∂zAx − ∂xAz)
∂xAy − ∂yAx + i∇ ·A
∂xAy − ∂yAx − i∇ ·A
∂yAz − ∂zAy + i(∂zAx − ∂xAz)
)
(A3b)
= i
(−Bx + iBy
Bz + i∇ ·A
Bz − i∇ ·A
Bx + iBy
)
, (A3c)
where in the last line the components of the magnetic field B = ∇ × A were inserted. The outcome (A3b) is
nearly identical to the desired result (or guess) on the righthand side of (A2). That the hermitian curl operator also
generates the divergence ∇ ·A is an unexpected feature of the representation. This naturally enforces the Coulomb
gauge condition ∇ ·A = 0. Furthermore, that the hermitian curl operator also multiples the resulting magnetic field
by i is another unexpected but desirable feature of the representation. This is consistent with the definition of a
complex electromagnetic field F = E + iB. Then, to produce the electric field, one simply adds a negative time
derivative to each diagonal component of the hermitian operator and also includes the time component A0 in the
4-spinor (−∂t + ∂z ∂x − i∂y 0 0
∂x + i∂y −∂t − ∂z 0 0
0 0 −∂t + ∂z ∂x − i∂y
0 0 ∂x + i∂y −∂t − ∂z
)(−Ax + iAy
Az + A0
Az − A0
Ax + iAy
)
=
(−Ex + iEy
Ez − ∂tA0
Ez + ∂tA0
Ex + iEy
)
+ i
(−Bx + iBy
Bz + i∇ ·A
Bz − i∇ ·A
Bx + iBy
)
(A4a)
=
(−Fx + iFy
Fz − ∂ · A
Fz + ∂ · A
Fx + iFy
)
, (A4b)
where the electric field is E = −∂tA− ∂tA0, and where the complex electromagnetic field F = E + iB is used in the
last line. The equations of motion can be written as
(−∂t + σ · ∇)
(
−Ax + iAy
Az + A0
)
=
(
−Fx + iFy
Fz − ∂ · A
)
(A5a)
(−∂t + σ · ∇)
(
Az − A0
Ax + iAy
)
=
(
Fz + ∂ · A
Fx + iFy
)
. (A5b)
In tensor product form, the quantum wave equation for the Maxwell field (A5) when written in 4-spinor form is
(−∂t + 1⊗ σ · ∇)
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
=
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
. (A6)
Finally, if we choose to interleave the evolution about unity, then we need to apply the reversed-momentum operator
−∂t − 1⊗ σ · ∇ to both sides of (A6)
(−∂t − 1⊗ σ · ∇)
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
=
(
∂tFx + i(∇× F )x − i∂tFy + (∇× F )y + (∂x − i∂y)∂ · A
−∂tFz − i(∇× F )z +∇ · F + (∂t − ∂z)∂ · A
−∂tFz − i(∇× F )z −∇ · F − (∂t + ∂z)∂ · A
−∂tFx − i(∇× F )x − i∂tFy + (∇× F )y − (∂x + i∂y)∂ · A
)
≡ eJ , (A7)
where (with ∂ ·A = 0) the righthand side defines the source 4-spinor field (associated with the 4-current eJµ)
J =
(−Jx + iJy
ρ+ Jz
−ρ+ Jz
Jx + iJy
)
. (A8)
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Therefore, (A7) encodes the equations of motion
i∂tF = ∇× F − ieJ (A9)
∇ · F = eρ, (A10)
which are the Maxwell equations in 3-vector form for the complex electromagnetic field F .
2. Coupled Weyl equations
Using the 4-spinor fields in (A6) and (A8), Maxwell’s equation for the photon field A, electromagnetic field F , and
source field J , respectively
A =
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
F =
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
J =
(−Jx + iJy
ρ+ Jz
−ρ+ Jz
Jx + iJy
)
, (A11)
are the coupled quantum wave equations
(−∂t + 1⊗ σ · ∇)
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
=
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
(A12a)
(−∂t − 1⊗ σ · ∇)
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
= e
(−Jx + iJy
ρ+ Jz
−ρ+ Jz
Jx + iJy
)
. (A12b)
Moreover, in tensor-product form, Maxwell’s equations are fully specified by the quantum wave equations
F = (−∂t + 1⊗ σ · ∇)A, (A13a)
eJ = (−∂t − 1⊗ σ · ∇)F , (A13b)
taking the 4-divergence to be zero (Lorentz gauge). Using the definitions
σµ = (1,σ) σ¯µ = (1,−σ), (A14)
one can write Maxwell’s equations in covariant form
−F = 1⊗ σ¯ · ∂A, (A15a)
−eJ = 1⊗ σ · ∂F , (A15b)
using the shorthand notation σ · ∂ = σµ∂µ and σ¯ · ∂ = σ¯µ∂µ. These are the Maxwell equations (10b) and (10c).
Appendix B: Derivation the quantum equation for 4-spinor fields A and A˜
With London penetration depth λL, the superconducting ansatz is
eJ = − 1
λ2L
A (B1)
and the Maxwell-London equations are
−F = 1⊗ σ¯ · ∂A, (B2a)
1
λ2L
A = 1⊗ σ · ∂F . (B2b)
If we multiply the first equation through by i and the second equation through by λL, then the equations of motion
may be written as
1
λL
(
−iλLF
)
= i1⊗ σ¯ · ∂A, (B3a)
1
λL
A = i1⊗ σ · ∂(−iλLF). (B3b)
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Furthermore, if we define a dual Maxwell 4-spinor
A˜ ≡ −iλLF , (B4)
then the equations of motion take the symmetrical form
1
λL
A˜ = i1⊗ σ¯ · ∂A, (B5a)
1
λL
A = i1⊗ σ · ∂A˜. (B5b)
Then, we can write these equations of motion as a single quantum wave equation in matrix form( − 1λL i1⊗ σ · ∂
i1⊗ σ¯ · ∂ − 1λL
)(A
A˜
)
= 0. (B6)
Taking λL to be
λL =
1
mL
, (B7)
where m > 0 is real-valued, then the equations of motion are( −mL i1⊗ σ · ∂
i1⊗ σ¯ · ∂ −mL
)(A
A˜
)
= 0. (B8)
The form of the Maxwell-London equations (B8) is equivalent to (12b) and (12c).
Appendix C: Derivation paired 4-spinor quantum equation for the field Φ
Here the form of the equation of motion (17c) is established by showing it is equivalent to (14b) that was derived
in the previous Appendix B. The generalized Dirac equation for a pair of 4-spinors is
i~cGµ∂µΦ = mLc2Φ, (C1)
for field
Φ ≡
(A
A˜
)
, (C2)
where the generalized Dirac matrices are
G0 = σx ⊗ 1⊗ 1 =
(
0 1⊗ 1
1⊗ 1 0
)
G = iσy ⊗ 1⊗ σ =
(
0 1⊗ σ
1⊗ σ 0
)
. (C3)
Expanding (C1), and using natural units ~ = 1 and c = 1, we have
i(G0∂0 + G · ∇)Ψ−mLΦ = 0. (C4)
Multiplying through by G0 gives
i(∂0 + G0G · ∇)Ψ−mLG0Φ = 0. (C5)
Since
G0G = −σz ⊗ 1⊗ σ =
(−1⊗ σ 0
0 1⊗ σ
)
, (C6)
the quantum wave equation becomes
i
[
∂0 +
(−1⊗ σ 0
0 1⊗ σ
)
· ∇
](A
A˜
)
−mL
(
0 1⊗ 1
1⊗ 1 0
)(A
A˜
)
= 0. (C7)
This is the coupled set of equations
i(∂0 − 1⊗ σ · ∇)A−mLA˜ = 0 (C8a)
i(∂0 + 1⊗ σ · ∇)A˜ −mLA = 0. (C8b)
Finally, writing σ · ∂ = ∂0 + σ · ∇ and σ · ∂ = ∂0 − σ · ∇, the quantum wave equation equation in matrix form is( −mL i1⊗ σ · ∂
i1⊗ σ¯ · ∂ −mL
)(A
A˜
)
= 0. (C9)
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Appendix D: Bloch-Wannier continuous-field picture
In condensed matter theory, quantum particle dynamics is confined to a spatial lattice, where the lattice that is
effectively produced by an external continuous periodic potential (due to a crystallographic arrangement of positively-
charged atomic nuclei) of the form
Vcrys.(x) = V◦ sin2(kxx) sin2(kyx) sin2(kzz). (D1)
That is, each minima of a well in the periodic lattice represents a lattice point. The external potential (D1) is an
example of a spatial lattice specified by a single wave vector k = (kx, ky, kz).
6 It is conventional to employ delocalized
periodic wave functions—a complete set of orthogonal energy eigenstates called called Bloch waves—to represent the
state of a quantum particle in the lattice [48]. The energy eigenstates of the system Hamiltonian may be written in
the form
φ
(n)
k (x) = e
ik·xu(n)k (x), (D2)
where u
(n)
k (x) = u
(n)
k (x + a) denotes the periodic Bloch wave for the crystal specified by wave vector k and lattice
cell size a.
Additionally, in the tight-binding approximation, it is conventional to use localized (nonperiodic) states to represent
a quantum particle in the lattice, where the quantum particle’s wave function is narrow and positioned at the minimum
of one of the wells of the periodic potential. That is, the quantum particle’s average position is centered at the well’s
minimum. These localized wave packets are called Wannier functions [49], and they may be written as a superposition
of Bloch waves (for simplicity say along the x-axis) as
wn(x− xi) = 1
2N
N−1∑
ν=−N
e−ikνxiφ(n)kν (x), (D3)
for kν = piν/(Na) with a crystal cellsize a. If we assume the Bloch wave is independent of wave number and write
the energy eigenstate as φ
(n)
kν
(x) = eikνxu(0)(x), then we may in turn write the Wannier functions as
wn(x− xi) = u
(0)(x)
2N
N−1∑
ν=−N
eikν(x−xi) (D4a)
=
u(0)(x)
2N
N−1∑
ν=−N
e
piiν
Na (x−xi). (D4b)
We can make use of the finite geometric series identity
1
2N
N−1∑
ν=−N
zν =
1
2N
zN − z−N
z − 1 (D5)
to rewrite (D4b) as
wn(x− xi) = u
(0)(x)
2N
e
pii
a (x−xi) − e−piia (x−xi)
e
pii
Na (x−xi) − 1
(D6a)
=
iu(0)(x)
N
sin(pi(x− xi)/a)
e
pii
Na (x−xi) − 1 (D6b)
= u(0)(x)
sin(pi(x− xi)/a)
pi(x− xi)/a + · · · (D6c)
≈ u(0)(x) sinc(pi(x− xi)/a), (D6d)
which is indeed a localized wave packet centered at xi. Both the Bloch wave and Wannier function representations
have the advantage of allowing one to treat a lattice-based condensed matter system with continuous probability
amplitude fields defined in a continuous space.
6 In solid-state physics, it is common to have a more complicated spatial lattice specified by two or more wave vectors, but that is not
needed for the modeling purposes here.
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Appendix E: Streaming protocol
Consider the matter field ψ. Suppose for the moment (for the sake of pedagogy) that the unitary operator C(x) is
represented by an identity matrix (so there is no unitary mixing of the left and right components of ψ for m = 0).
Then, we may rewrite (32) simply as the update rule
ψ(x− `γ(x)− i`γ0 · γ(x) · eA(x)/(~c)) = ψ(x). (E1)
So, in the Bloch-Wannier picture, (E1) can be written in exponential form
e−`(γ
µ(x)∂µ−iγ0·γµ(x)eAµ(x)/(~c))ψ(x) = ψ(x), (E2)
where the covariant derivative is ∂µ = (∂t,∇). Equation of motion (E2) is an exact representation of particle dynamics
confined to a spacetime lattice because the operator S†(x) = e−`(eµ(x)∂µ−ie0eµ(x)eAµ(x)/(~c)) is actually unitary and
causes a particle to hop between neighboring points xµ → xµ − `eµ(x) as well as to undergo an unitary gauge
transformation along the way. The evolution equation (E2) is well defined in the sense that if a particle exists at
a point on the lattice before the application of S†, then that particle will exist at a point on the lattice after its
application, and in general the particle will become quantum mechanically entangled with other particles at the same
point.
For Aµ = 0, (E1) reduces to
− `γµ∂µψ(x) + · · · = 0. (E3)
It is conventional to identify the equation of motion for a chiral ψ field as the Euler-Lagrange equation that derives
from applying the least action principal δS = 0, where the action is S =
∫
dx4L and where L = i~cψγµ∂µψ is the
covariant Lagrangian density that has units of energy density. To conform to this convention, one is free to multiply
the equation of motion (E3) by a highest-energy scale (or Planck scale energy) in the quantum lattice gas model that
is taken to be ~/τ . Then, (E3) becomes the Weyl equation in Minkowski space
i~cγµ∂µψ(x) + · · · = 0, (E4)
where it is conventional to multiply by the imaginary number as well.
The 4-spinor field has left- and right-handed 2-spinor components
ψ(x) =
(
ψL(x)
ψR(x)
)
=
(
ψL↑(x)
ψL↓(x)
ψR↑(x)
ψR↓(x)
)
, (E5)
so in the chiral representation γµ = (γ0,γ) = (σx ⊗ 1, iσy ⊗ σ) the lefthand side of (E4) may be written as
i~cγµ∂µψ(x) = i~c
(
γ0∂t + γ · ∇
)
ψ(x) (E6a)
= i~c (σx ⊗ 1∂t + iσy ⊗ σ · ∇)ψ(x) (E6b)
= i~c
(
0 ∂t + σ · ∇
∂t − σ · ∇ 0
)(
ψL(x)
ψR(x)
)
,
(E6c)
where the Pauli spin vector is σ = (σx, σy, σz). Then, the equation of motion (E4) reduces to independent equations
of motion
(∂t + σ · ∇)ψR(x) = 0 (E7a)
(∂t − σ · ∇)ψL(x) = 0, (E7b)
where the left- and right-handed 2-spinors fields move in opposite directions.
The quantum lattice gas algorithm, without any interactions, is based on the unitary representation of (E7)
ψ′R(x) = e
`σ·∇ψR(x) (E8a)
ψ′L(x) = e
−`σ·∇ψL(x), (E8b)
which is equivalent to (E2) when the gauge field induced phase rotation of ψ is added. For example, the simplest
quantum lattice gas algorithm one can write for (E8) is
ψ′R(x) ∼= e`σx∂xe`σy∂ye`σz∂zψR(x) (E9a)
ψ′L(x) ∼= e−`σx∂xe−`σy∂ye−`σz∂zψL(x). (E9b)
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