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Abstract
The effective action Γ[φ] is defined from the generating function(al) W [J ] through
Legendre transformation and plays the role of action functional in the zero-temperature
field theory and of generalized thermodynamical function(al) in equilibrium statistical
physics. A compact graph rule for the effective action Γ[φ] of a local composite operator
is given in this paper. This long-standing problem of obtaining Γ[φ] in this case is
solved directly without using the auxiliary field. The rule is first deduced with help
of the inversion method, which is a technique for making the Legendre transformation
perturbatively. It is then proved by using a topological relation and also by the sum-up
rule. The latter is a technique for making the Legendre transformation in a graphical
language. In the course of proof a special role is played by J (0)[φ], which is a function(al)
of the variable φ and defined through the lowest inversion formula. Here J (0)[φ] has the
meaning of the source J for the noninteracting system expressed by φ. Explicitly derived
are the rules for the effective action of 〈ϕ(x)2〉 in the ϕ4 theory, of the number density
〈nrσ〉 in the itinerant electron model, and of the gauge invariant operator 〈ψ¯γ
µψ〉 in
QED.
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1 Introduction
The effective action Γ[φ] or thermodynamical function introduced by Legendre transformation
is a very convenient tool in various fields of physics. Actually this fact has long been realized
in the condensed matter physics as well as in particle physics[1].
In spite of its wide-spread use, the precise rule of constructing the effective action for
a local composite field has not been derived up to now although the graphical rules for an
elementary field and for non-local composite fields up to four-body operators are already
known[2, 3, 4, 5, 6]. The study of the effective action for local composite operator amounts
to rewrite the theory in terms of physical variables such as the expectation values of the
number density operator, spin density operator, local gauge invariant operator etc. Thus the
importance of the investigation can not be overestimated. In the following we deal with three
examples — the effective action of the ϕ(x)2 operator in the ϕ4 theory, a generalized free
energy as a function(al) the spin and number density in the itinerant electron model, and the
effective action of the ψ¯(x)γµψ(x) operator in QED where ψ is the electron field.
In some cases the hard problem to obtain the effective action of local composite operators
has been avoided by Hubbard-Stratonovich transformation[7] or by introducing an auxiliary
field [8]. In such a formulation, the auxiliary field is not equal to the local composite operator if
one deals with the off-shell quantities and extra work is needed to extract the physical on-shell
quantities, which are directly related to the original local composite operator. In the following
we take the local composite operator itself without using auxiliary field and explicitly derive
the graphical rule for the effective action. Difficulty is solved by use of the inversion method
[9, 10, 11, 12, 13].
For later discussion let us define the effective action Γ[φ] explicitly. For the zero-temperature
case it is introduced through a generating functional W [J ] with a source J coupled to some
operator Oˆ; eiW [J ] = 〈0|eiJOˆ|0〉. Here |0〉 represents the ground state. Then a dynamical
variable φ is defined as φ = δW
δJ
≡ 〈Oˆ〉J and the effective action, which is a functional of φ, is
give by Γ[φ] = W [J ] − Jφ with −J = δΓ
δφ
. Here J is given by a functional of φ by inverting
φ = δW
δJ
. For simplicity we have considered the x-independent variables J and φ since it is
straightforward to extend to the local variables J(x) and φ(x). We have called a function of J
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or φ functional as we will do in what follows so that we can recover the x-dependence freely.
In equilibrium statistical physics W corresponds to the thermodynamical potential Ω and Γ
to the Helmholtz free energy F . For instance, Oˆ is chosen to be the total number operator N
then J is the chemical potential µ(N).
The essential step of Legendre transformation is to invert the relation φ = δW
δJ
. The
inversion method enables us to write down the explicit form of J in terms of φ by perturbative
calculation. The lowest relation of the method defines the functional J (0)[φ], which is the
source as a functional of φ in noninteracting system. As will become clear, it is J (0)[φ] that
plays a fundamental role in deriving Γ[φ]. In fact it turns out that by use of the inversion
method Γ[φ] in the case of a local composite field is obtained as a class of irreducible graph in
certain sense (plus simple terms) as a functional of J (0)[φ] rather than φ (for the ϕ4 theory,
see (2.69) with (2.46) or (2.90) below). In other words, all the functional dependence on φ is
through J (0)[φ]. This point is in remarkable contrast to the rules for the effective action of an
elementary field and non-local composite operators where the rule is based on φ itself. This is
the reason why the problem of local composite operator is difficult and has been unresolved.
The use of J (0)[φ] naturally comes out in the formulation through the inversion method.
In order to explain the inversion method[9, 10, 11, 12, 13] again for the simple case of the
x-independent variable J and φ, we assume that the theory has a coupling constant λ. Then
the expectation value φ = 〈Oˆ〉J is calculated in the presence of J through the Feynman rule
(like (2.9) below) to get a series expansion
φ =
∞∑
n=0
φ(n)[J ] (1.1)
where φ(n)[J ] is the n-th order of λ by regarding J as independent of λ. This relation can be
inverted to give
J =
∞∑
n=0
J (n)[φ] (1.2)
where J (n)[φ] is the n-th order of λ. To obtain the explicit form of J (i)[φ] as a functional of φ
we first assume (1.2) and get
φ =
∞∑
n=0
φ(n)
[
∞∑
n=0
J (n)[φ]
]
(1.3)
= φ(0)
[
J (0)[φ] + J (1)[φ] + · · ·
]
+ φ(1)
[
J (0)[φ] + J (1)[φ] + · · ·
]
+ · · · (1.4)
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or
φ = φ(0)
[
J (0)[φ]
]
+ φ(0)′
[
J (0)[φ]
]
J (1)[φ] + · · ·+ φ(1)
[
J (0)[φ]
]
+ · · · (1.5)
where φ(0)′[J ] = δφ
(0)[J ]
δJ
. The inversion is made by regarding φ as independent of λ, namely, as
of order λ0 = 1. Then an explicit form for J (n)[φ] is known successively up to the desired n by
writing down the n-th order of (1.5); φ = φ(0)[J (0)[φ]], J (1) = −φ(1)[J (0)[φ]]/φ(0)′[J (0)[φ]], . . . .
Regarding φ as independent of λ just corresponds to making the Legendre transformation
from J to φ (see Appendix A). The extension of the above formula to the case of local
variables J(x) and φ(x) can be done merely by recovering the x-dependence and appropriate
space-time integrals. We will see that the series expansion (1.5) in the graphical form is
directly given by (2.10) below. An explicit form of J (0)[φ] may not be obtainable in the cases
studied in this paper because J (0)[φ] is defined by the inverse of a known functional φ(0)[J ] or
J (0)[φ] = φ(0) −1[φ]. However, examples in which J (0)[φ] is explicitly obtained are dealt with
in Appendix C. But this is not necessarily an obstacle or rather may be a merit in actual
calculation in some cases. An explicit instance in this respect has been provided for the case
of the itinerant electron model (see [13]). In other cases it is more convenient to change the
dynamical variable; φ→ J (0)[φ] as in [11].
In Sec. 2 the case of the ϕ4 theory is discussed in detail as the simplest example and also
as a prototype for the subsequent two models. First we try to deduce the rule and arrive
at the propositions to be proved later. Explicit rules are given in the form of Proposition
A2) with A1′) or Proposition A3′) below. In the second subsection we rigorously prove these
propositions in two ways; by use of a topological relation and by the sum-up rule[14]. In Sec. 3
the case of the itinerant model is studied as an example of the free energy of the condensed
matter physics. More model specific study of the case has been carried out [13] to give a
systematic improvement of the Stoner theory and to obtain the results similar to the SCR
theory by Moriya and Kawabata [15]. Last example of QED is given in Sec. 4 which may
be a one-step toward a gauge-invariant study of the gauge field theory. Appendix A explains
the reason why φ is to be considered as independent of λ in the process of inversion in a way
different from the one given in the literature. In Appendix B the Feynman rules which are
necessary for our discussion are given in detail because the symmetry factors play an important
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role in the deduction of the rule (although they are less important in the proof of the rule).
Appendix C reproduces the known rules of the effective actions for an elementary field and
non-local 2-body composite operators by the inversion method. In these cases J (0)[φ] can be
explicitly given as stated before. In Appendix D we review the path-integral technique for the
fermion coherent state used in Sec. 3.
2 Case of ϕ4 theory
As the simplest example we consider the effective action for the expectation value of a local
composite operator ϕ(x)2 in the ϕ4 theory — we take Γ[φ] with the local variable φ(x) ∝
〈ϕ(x)2〉.
Let us introduce the generating functional W [J ] in the path-integral representation as
follows;
eiW [J ] =
∫
DϕeiS[ϕ,J ], (2.1)
S[ϕ, J ] = −
1
2
∫
d4xd4yϕ(x)G−1(x, y)ϕ(y)−
λ
4!
∫
d4xϕ(x)4 +
1
2
∫
d4xJ(x)ϕ(x)2, (2.2)
G−1(x, y) = (✷+m2)δ4(x− y), (2.3)
where
∫
Dϕ denotes the functional path-integration by the field ϕ. Note here that an x-
dependent local external source J(x) is coupled to the local composite field operator ϕ(x)2.
Hereafter we frequently use the notation in which the space-time indices and their integrations
are omitted if it causes no ambiguity. For example S[ϕ, J ] in (2.2) is denoted as
−
1
2
ϕG−1ϕ−
λ
4!
ϕ4 +
1
2
Jφ
in this symbolic notation.
It is straightforward to get the graphical rule for W [J ]. We note here that different rules
are obtained depending on how much part of J is absorbed in the propagator. In this paper
both the following two diagrammatic rules (2.4) and (2.5) are used;
W [J ]−W0 = −
1
2i
Tr lnG−1J +
1
i
〈
e−
iλ
4!
ϕ4
〉
GJ
, (2.4)
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that is, the sum of all the connected vacuum graphs built with the 4-point vertex −λ and the
propagator GJ , and
W [J ]−W0 = −
1
2i
Tr ln[G(0)]−1 +
1
i
〈
e−
iλ
4!
ϕ4+ i
2
(J(1)+J(2)+···)ϕ2
〉
G(0)
, (2.5)
that is, the sum of all the connected vacuum graphs constructed out of the 4-point vertex −λ,
the 2-point vertex J (i) with i ≥ 1, and the propagator G(0). Here the propagators are defined
as (with obvious symbolic notation)
G−1J = ✷+m
2 − J and [G(0)]−1 = ✷+m2 − J (0). (2.6)
W0 is the trivial J-independent part ofW and Tr represents the functional trace. The first term
on the right-hand side of (2.4) or (2.5) (Tr ln term), is usually denoted by a circle in graphical
representation and, in this paper, is called a trivial skeleton (the definition of the skeleton
itself is given below). Furthermore the notation of the form 〈O[ϕ]〉A means the summation of
all the possible connected Wick contraction of the operators contained in O[ϕ] by using A as
propagators, that is,
〈O[ϕ]〉A =
∫
DϕeiS0O[ϕ]∫
DϕeiS0
∣∣∣∣∣
conn.
with S0 = −
1
2
ϕA−1ϕ. (2.7)
Throughout this paper we employ this notation frequently from which the weights of graphs
are explicitly obtained. Remember that the original notation 〈ϕ(x)2〉 and 〈ϕ(x)2〉J implies,
however, the full order expectation value of course. The rule (2.5) contains 2-point vertices of
J (i)ϕ2 (i ≥ 1) because the absorption of J into the propagator is not complete.
Now the expectation value of the local composite field will be called φ(x), specifically :
φ(x) =
δW
δJ(x)
≡
1
2
〈ϕ(x)2〉J . (2.8)
With the notation (2.7) the graphical rules corresponding to (2.4) and (2.5) are summarized
as
φ =
〈
1
2
ϕ2e−
iλ
4!
ϕ4
〉
GJ
, (2.9)
that is, the sum of all the connected graphs with one external point (where two propagators
meet) built with the 4-point vertex −λ and the propagator GJ , and
φ =
〈
1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
(J(1)+J(2)+···)ϕ2
〉
G(0)
, (2.10)
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that is, the sum of all the connected graphs with one external point (where two propagators
meet) built with the 4-point vertex −λ, the 2-point vertex J (i) (i ≥ 1), and the propagator
G(0).
To rewrite the theory in terms of this dynamical variable φ instead of J we introduce as
usual the effective action of φ through Legendre transformation:
Γ[φ] =W [J ]−
∫
d4xJ(x)φ(x) ≡ W [J ]− Jφ (2.11)
with an identity
− J(x) =
δΓ[φ]
δφ(x)
. (2.12)
It is convenient to introduce Γ(n), which is the n-th order in λ, or
Γ =
∞∑
n=0
Γ(n). (2.13)
Then we see in Sec. 2.1.2 that Γ(0) and Γ(1) are explicitly given by , suppressing the space-time
integration;
Γ(0) = −J (0)[φ]φ−
1
2i
Tr ln[G(0)]−1, (2.14)
Γ(1) = −
1
2
λφ2. (2.15)
In this case of the ϕ4 theory, J (0)[φ] is defined through
φ(x) =
1
2i
G(0)(x, x) =
1
2i
(
1
✷+m2 − J (0)[φ]
)
xx
, (2.16)
which is to be proved in Sec. 2.1.1. We emphasize here that although the right-hand side is
denoted by a single graph of (2.31) below, φ on the left-hand side is a full-order quantity,
suggesting that J (0)[φ] has a full-order information. The central part of our study is that for
the remaining part of Γ, which is called ∆Γ,
∆Γ =
∞∑
i=2
Γ(i)[φ]. (2.17)
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2.1 Perturbative derivation of the graphical rule for Γ[φ] through
inversion method
An explicit calculation up to the fourth order of λ is sketched and based on the result the
general rule for full order is deduced. Full justification is given in Sec. 2.2. In Sec. 2.1.1
the rule for J (n) is inferred by use of the inversion method. We see that J (n) is successively
given as a functional of J (0)[φ]. Then in Sec. 2.1.2 we obtain Γ(n) based on J (n) vertex in two
ways; by integrating the diagrams of J (n) or by starting from a closed formula for ∆Γ. Since
J (n) has already been given as a functional of J (0)[φ] in Sec. 2.1.1, the effective action ∆Γ is
obtained as a functional of J (0)[φ]. Explicit rules for ∆J and ∆Γ are given in Sec. 2.1.3 in
which their dependence on J (0)[φ] is transparent. For this purpose an artificial bosonic field σ
whose propagator is a functional of J (0)[φ] is introduced.
2.1.1 Rule for J (n)
The original series of φ is first calculated as
φ = φ(0) + φ(1) + φ(2) + φ(3) + φ(4) + · · · (2.18)
by (2.9) regarding J as order unity with graphical representation as follows;
φ(0)[J ] = ✖✕
✗✔r , (2.19)
φ(1)[J ] = ✖✕
✗✔
✖✕
✗✔r , (2.20)
φ(2)[J ] = ✖✕
✗✔
✖✕
✗✔
✖✕
✗✔r + ✖✕
✗✔
✖✕
✗✔
✖✕
✗✔r
+ ✖✕
✗✔
✖✕
✗✔r , (2.21)
φ(3)[J ] = ✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔r
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔
✖✕
✗✔ + ✖✕
✗✔r
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
+✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔r
✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔
✖✕
✗✔
✖✕
✗✔r + ✖✕
✗✔r ❜❜✧✧ , (2.22)
φ(4)[J ] = ✍✌✎☞r ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞+ (30 diagrams). (2.23)
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Here the black dot • corresponds to an external point where two propagators meet and to
the insertion of the operator ϕ(x)2 which is effected by the derivative with respect to J(x).
Note here the relation ∂G(y,z)
∂J(x)
= G(y, x)G(x, z). The propagator GJ(x, y) and the factor −λ
are associated with a line and a 4-point vertex respectively. (No factor is associated with a
black dot. For detailed rule including the symmetry factor, see Appendix B.)
We mention here that the diagrams of φ(n) is obtained by attaching a black dot, in all
possible ways, to one of the lines in the graphs of the n-th order of W . For example, the 31
diagrams of φ(4) is obtained through the fourth order of W ;
W (4)[J ] = ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞+ ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞
+ ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞
✍✌✎☞
+ ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞
+ ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞
+ ✍✌✎☞✍✌✎☞✍✌✎☞✍✌✎☞+ ✖✕
✗✔
✖✕
✗✔❦ + ✍✌✎☞✖✕
✗✔
✍✌✎☞+ ✍✌✎☞✖✕
✗✔
❜❜✧✧
+ ✖✕
✗✔
. (2.24)
Since the above diagrams of φ(i) are all functional of J(x), which is contained in the
propagator GJ(x, y), we get φ(x) as a functional of J ; φ = φ[J ]. Assume that the relation
φ = φ[J ] is inverted to give the relation J = J [φ] and this inversion is done perturbatively
as in (1.2) regarding φ as an quantity independent of λ or the order λ0 = 1. Then as in
Introduction we get the following formulae of the inversion method;
φ = φ(0)[J (0)], (2.25)
φ(0)′J (1) + φ(1) = 0, (2.26)
φ(0)′J (2) +
1
2
φ(0)′′
(
J (1)
)2
+ φ(1)′J (1) + φ(2) = 0, (2.27)
φ(0)′J (3) + φ(0)′′J (1)J (2) +
1
3!
φ(0)′′′
(
J (1)
)3
+ φ(1)′J (2) +
1
2
φ(1)′′
(
J (1)
)2
+ φ(2)′J (1) + φ(3) = 0, (2.28)
φ(0)′J (4) +
1
2
φ(0)′′
(
2J (1)J (3) +
(
J (2)
)2)
+
1
2
φ(0)′′′
(
J (1)
)2
J (2) +
1
4!
φ(0)′′′′
(
J (1)
)4
+ φ(1)′J (3) + φ(1)′′J (1)J (2) +
1
3!
φ(1)′′′
(
J (1)
)3
+ φ(2)′J (2) +
1
2
φ(2)′′
(
J (1)
)2
+ φ(3)′J (1) + φ(4) = 0. (2.29)
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Here we have employed a concise notation. If we explicitly write (2.27), for example, it has
the form;
∫
d4x
δφ(0)[J (0)]
δJ (0)(x)
J (2)(x) +
1
2
∫
d4xd4y
δφ(0)[J (0)]
δJ (0)(x)δJ (0)(y)
J (1)(x)J (1)(y)
+
∫
d4x
δφ(1)[J (0)]
δJ (0)(x)
J (1)(x) + φ(2)[J (0)] = 0. (2.30)
We emphasize here that all φ(i) (i = 0, 1, 2, . . .) and their derivatives in (2.25) to (2.29) are
evaluated at J = J (0)[φ] defined implicitly by (2.25). So equations (2.26) to (2.29) successively
give the functional dependence of J (1) to J (4) on φ through J (0)[φ].
Let us discuss the graphical expressions of (2.25) to (2.29). Note here that the propagator
in the following graphs is G(0) = 1
✷+m2−J(0)[φ]
instead of GJ . Then, from (2.19), eq. (2.25) is
expressed as
φ = ✖✕
✗✔r . (2.31)
Here and hereafter the black dot represents derivative not by J but by J (0). Notice also that
the meanings of the graphs on the right-hand side of (2.19) and (2.31) are different because
the line or the propagator in them is not the same: GJ for (2.19) and G
(0) for (2.31). Thus
(2.31) reduces to (2.16). It is stressed here that J (0)[φ] is defined through (2.16) or (2.31)
although its dependence on φ is only implicit. By using (2.19) and (2.20), eq. (2.26) is also
expressed as follows.
✖✕
✗✔r rJ (1) + ✖✕
✗✔
✖✕
✗✔r = 0. (2.32)
Here we have used the relation
φ(0)′ = ✖✕
✗✔r r . (2.33)
Noting that a 4-point vertex makes a contribution −λ so that
✖✕
✗✔
✖✕
✗✔r = ✖✕
✗✔r r (−λ)✖✕
✗✔r , (2.34)
we get from (2.32)
J (1) = λ✖✕
✗✔r (2.35)
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or
J (1) = λφ = λ
1
2i
Tr
1
✷+m2 − J (0)[φ]
. (2.36)
Thus J (1) is given by J (0)[φ]. Consider next the graphical expression of (2.27) obtained through
(2.19) to (2.21).
✖✕
✗✔r rJ (2) + r✖✕
✗✔rrJ (1)J (1) + ✖✕
✗✔r ✖✕
✗✔rJ (1) + ✖✕
✗✔r r ✖✕
✗✔J (1)
+✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔ + ✖✕
✗✔r ✖✕
✗✔
= 0. (2.37)
We see that the second, fourth, and sixth graphs on the left-hand side are summed up to zero
after replacing J (1) by the right-hand side of (2.35) by explicitly taking symmetry factors into
account of course – see Appendix B. A similar cancellation of the third and fifth graphs on
the left-hand side of (2.37) occurs ending up with
− ✖✕
✗✔r rJ (2) =✖✕
✗✔r ✖✕
✗✔
. (2.38)
The graphs of (2.28) and (2.29) are also obtained through (2.19) to (2.24). These expressions
originally consist of many terms but due to similar cancellation mechanism, they reduce to
− ✖✕
✗✔r rJ (3) = ✖✕
✗✔r ❜❜✧✧ , (2.39)
−✖✕
✗✔r rJ (4) = r✖✕
✗✔rrJ (2)J (2) + ✖✕
✗✔r
✖✕
✗✔rJ (2)
+✖✕
✗✔r ✖✕
✗✔rJ (2) + r✖✕
✗✔
✖✕
✗✔❦ + r✖✕
✗✔
✖✕
✗✔❦ + r✖✕
✗✔
✖✕
✗✔❦ + r✍✌✎☞✖✕
✗✔
✍✌✎☞+
r
✍✌✎☞✖✕
✗✔
✍✌✎☞+ r✖✕
✗✔
.
(2.40)
These simple results lead us to the following proposition to be justified later. Before presenting
the proposition it is convenient to introduce the terms 1VI and 1VR. The 1VI (1-vertex-
irreducible) graph is a connected graph in which removal of any one of the 4-point vertices
does not lead to two separate graphs. The 1VR (1-vertex-reducible) vertex is defined as a
4-point vertex in a connected diagram deletion of which results in a separation of the graph.
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The 1VI graph can also be defined as the connected graph without any 1VR vertex while the
1VR graph is a graph in which at least one 1VR vertex is present. By definition a graph which
does not have any 4-point vertex is not 1VR but 1VI although the trivial skeleton (Tr ln term)
is not 1VR nor 1VI. Namely all the graphs are classified into three categories; 1VI, 1VR, and
the trivial skeleton. For later convenience we introduce the skeleton. Both the 1VI graph and
the trivial skeleton is called the skeleton. In other words the whole class of the skeleton is all
the 1VI graphs plus the trivial skeleton. With this terminology we see that all the 1VR graph
in (2.37) disappear to result in (2.38) after all the J (1)’s are replaced by the right-hand side
of (2.35). Thus we can deduce the following proposition.
Proposition A1) After replacing J (1) by its graphical expression of the right-hand side of
(2.35), all the 1VR graphs originally appearing in the inversion formula of the n-th order
with n ≥ 2 ((2.27) to (2.29) and higher relations) cancel out. In other words, only the
1VI graphs with correct weight remain in the inversion formulae.
Note here that 1VI can not be replaced by 2PI (2-particle-irreducible) as in the case of the
effective action for the non-local operator ϕ(x)ϕ(y)[2, 4, 6]. This is clear from the second and
third (1VI) graphs from the last on the left-hand side of (2.40), which are 2PR (2-particle-
reducible).
We also note a very convenient way to express the original graphs of the inversion formulae
(2.25) to (2.29) and higher order relations such as (2.31), (2.32), (2.37) in which graphs J (1)’s
still remain (without replacing them by the right-hand side of (2.35)). Let us turn our attention
to (2.10) where graphs are built with propagators G(0) and 4-point vertices −λ and pseudo-
vertices of order λi with i ≥ 1, which is denoted as rJ (i) . We have called the 2-point
vertex originating from J (n)ϕ2 a pseudo-vertex since it has nothing to do with the definition
of 1VI. The term 1VI is defined as 1-vertex-irreducible with respect to 4-point vertex. Then
the graphs of the inversion formula are obtained as follows. If one writes down the n-th order
of (2.10) considering φ and G(0) (namely, J (0)) as of order λ0 = 1 one obtains the inversion
formula of order n in the graphical form. For example, the 0-th order of (2.10) is
φ =
〈
1
2
ϕ2
〉
G(0)
, (2.41)
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which is equivalent to (2.31) and the first order is
0 =
〈
1
2
ϕ2
(
−
iλ
4!
ϕ4 +
i
2
J (1)ϕ2
)〉
G(0)
, (2.42)
which is (2.32). Furthermore the second order of (2.10) reduces to (2.37). Here it is convenient
to introduce the self-contraction of the pseudo-vertex (Fig. 1) and the 4-point vertex (Fig. 2).
Since the relation δG
(0)
δJ(0)
= G(0)G(0) holds the quantity
✖✕
✗✔r rJ (n)= 〈12ϕ2 · i2J (n)ϕ2
〉
G(0)
=
1
2i
1
✷+m2 − J (0)
1
✷+m2 − J (0)
J (n) =
δ
δJ (0) ✖✕
✗✔rJ (n) (2.43)
is called (the n-th order of) the derivative of the self-contraction in the following. Then as we
have, from (2.10),
0 = n-th order of
〈
1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
(J(1)+J(2)+···)ϕ2
〉
G(0)
(2.44)
for n ≥ 1 we get the following formula.
− ✖✕
✗✔r rJ (n) = n-th order of 〈12ϕ2e− iλ4! ϕ4+ i2 (J(1)+J(2)+···)ϕ2
〉ndself.
G(0)
(2.45)
where ndself. (no derivative of the self-contraction) implies that the derivative of the self-
contraction is moved on the left-hand side. Since (2.45) is the original inversion formulae of
the n-th order Proposition A1) implies that in (2.45) all the contribution from the J (1) vertices
should be eliminated if only 1VI graphs are kept. Thus Proposition A1′) follows:
Proposition A1′) J (n)[φ] (n ≥ 2) is successively obtained as a functional of J (0)[φ] through
− ✖✕
✗✔r rJ (n) = n-th order of 〈12ϕ2e− iλ4! ϕ4+ i2 (J(2)+J(3)+···)ϕ2
〉1VI/ndself.
G(0)
(2.46)
that is, the sum of all the connected 1VI/ndself. diagrams with one external point built
with the 4-point vertex of −λ, the 2-point pseudo-vertex J (i) (i ≥ 2) and the propagator
G(0).
The restriction 1VI/ndself. implies that the derivative by J (0) of the self-contracted diagram
are excluded and, at the same time, only the 1VI graphs should be kept. This proposition is
directly proved in the next subsection by using the sum-up rule[14].
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We can directly get (2.38) to (2.40) from Proposition A1′) due to the 1VI/ndself. restriction
(through the procedure similar to the one given in (2.41) or (2.42) etc.). We notice that the
right-hand side of (2.46) contains J (i)’s with i < n (strictly speaking i ≤ n − 2). Hence we
successively obtain J (i) (i ≥ 2) as functional of J (0). For example, J (4) is expressed by J (0) if
one insert J (2) vertex given in (2.38) into (2.40). In this way J (i) can be successively given as
a functional of J (0)[φ] (without using J (j) (j < i, i 6= 0)).
2.1.2 Rule for ∆Γ by use of the pseudo-vertex J (n) with n ≥ 2
Now we turn our attention to the effective action Γ[φ] itself. We notice that Γ(n)[φ] satisfies
δΓ(n)[φ]
δφ(x)
= −J (n)(x). (2.47)
Then for n = 0 we get (2.14) because by differentiating the right-hand side of (2.14) with
respect to φ one obtains −J (0) through (2.16). Γ(1) is also easily obtained by integration of
(2.36) so that we have (2.15). To derive Γ(n) for higher n, it is convenient to note the fact that
− J (n) =
δΓ(n)[φ]
δφ
=
δJ (0)[φ]
δφ
δΓ(n)[φ]
δJ (0)
(2.48)
and that
δφ
δJ (0)
= −D−1 = ✖✕
✗✔r r . (2.49)
The quantity of the last equation is a kind of propagator for the composite operator ϕ(x)2 and
is called composite propagator (〈ϕ(x)2ϕ(y)2〉). D is called the inverse composite propagator in
what follows. Thus we get from (2.48)
− ✖✕
✗✔r rJ (n) = δΓ(n)δJ (0) . (2.50)
Therefore the right-hand side of (2.46) is just δΓ
(n)
δJ(0)
. Keeping (2.50) in mind and by integrating
(2.38) to (2.40) we arrive at
Γ(2) =✖✕
✗✔
✖✕
✗✔
, (2.51)
Γ(3) = ✖✕
✗✔
❜❜✧✧
, (2.52)
Γ(4) = ✖✕
✗✔r rJ (2)J (2) + ✖✕
✗✔
✖✕
✗✔rJ (2) + ✖✕
✗✔
✖✕
✗✔❦ + ✍✌✎☞✖✕
✗✔
✍✌✎☞+ ✖✕
✗✔
(2.53)
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with
J (2) = −
(
✖✕
✗✔r r −1) ✖✕
✗✔r ✖✕
✗✔
. (2.54)
Notice that the symmetry factors play an important role in the integration (see Appendix B).
Note also that the first factor on the right-hand side of (2.54) corresponds to the amputation
of the composite propagator (2.49).
In fact we can derive (2.51) to (2.53) and higher order relations more easily. To this end
we introduce a closed form of functional representation of ∆Γ[φ]. We first write down the
following equation, which is clear from (2.1), (2.2), and (2.11);
eiΓ[φ] =
∫
Dϕei[−
1
2
ϕ(✷+m2)ϕ− 1
4!
λϕ4+ 1
2
Jϕ2−Jφ] (2.55)
where J is expressed by φ. Noting that
J = J (0)[φ] + λφ+∆J [φ] (2.56)
with
∆J = J (2) + J (3) + · · · = −
δ∆Γ
δφ
(2.57)
and that, apart from irrelevant constant factor,∫
Dϕe−i
1
2
ϕ(✷+m2−J(0))ϕ = e−
1
2
Tr ln(✷+m2−J(0)), (2.58)
we get
eiΓ[φ] = ei[−J
(0)φ− 1
2i
Tr ln(✷+m2−J(0))−λ
2
φ2]
∫
Dϕei[−
1
2
ϕ(✷+m2−J(0))ϕ− 1
4!
λϕ4+ 1
2
(J−J(0))ϕ2−(J−J(0)−λ
2
φ)φ]∫
Dϕe−i
1
2
ϕ(✷+m2−J(0))ϕ
.(2.59)
In this way a closed formula for ∆Γ is obtained;
ei∆Γ[φ] =
∫
Dϕei[−
1
2
ϕ(✷+m2−J(0))ϕ+{− 1
4!
λϕ4+λ
2
φϕ2−λ
2
φ2}− δ∆Γ
δφ
(ϕ
2
2
−φ)]∫
Dϕe−i
1
2
ϕ(✷+m2−J(0))ϕ
. (2.60)
This equation indicates that ∆Γ can be calculated perturbatively by using G(0) = (✷+m2 −
J (0))−1 as propagators. The role of the additional vertices λ
2
φϕ2− λ
2
φ2 and δ∆Γ
δφ
φ are merely to
suppress the self-contractions. In other words the graphs having the structure of Fig. 1 and
Fig. 2 disappear. To see this let us take one specific − λ
4!
ϕ4 vertex. Each one of 4 ϕ’s of the
vertex is to be contracted with the other ϕ. There are three possible ways of such contractions.
−
λ
4!
ϕ4 ⇒ −
λ
4!
:ϕ4: −
λ
4!
4 · 3
2
ϕ̂ϕ :ϕ2: −
λ
4!
4 · 3
2 · 2
ϕ̂ϕϕ̂ϕ (2.61)
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where the normal ordering :ϕn: means that each one of the n ϕ’s is to be contracted with ϕ
contained in a vertex different form the one we are taking. Note here the contraction within
a single vertex (self-contraction) is given by
ϕ̂ϕ =
1
i
(
1
✷+m2 − J (0)
)
xx
= 2φ. (2.62)
In a similar manner we can write
λ
2
φϕ2 ⇒
λ
2
φ :ϕ2: +
λ
2
φϕ̂ϕ. (2.63)
Then the contractions of the set appearing in (2.60) becomes
−
λ
4!
ϕ4 +
λ
2
φϕ2 −
λ
2
φ2 ⇒ −
λ
4!
:ϕ4: , (2.64)
which is clear from (2.61) to (2.63). In the same way δ∆Γ
δφ
(
ϕ2
2
− φ
)
reduces to
δ∆Γ
δφ
(
1
2
(
:ϕ2: + ϕ̂ϕ
)
− φ
)
=
δ∆Γ
δφ
1
2
:ϕ2: . (2.65)
In this way we get a simple formula for ∆Γ[φ]
∆Γ =
1
i
〈
e−
iλ
4!
ϕ4− i
2
δ∆Γ
δφ
ϕ2
〉nself.
G(0)
=
1
i
〈
e−
iλ
4!
ϕ4+ i
2
(J(2)+J(3)+···)ϕ2
〉nself.
G(0)
(2.66)
where the superscript nself. implies that we have to keep all possible connected Wick contrac-
tion using the propagator G(0) = (✷ + m2 − J (0))−1 excluding self-contractions of both the
4-point vertex and the pseudo-vertices.
From this formula we can successively derive Γ(n) (n ≥ 2) more easily than in the previous
method in which we started from algebraic inversion formula to obtain J (n) first and then get
Γ(n) through integration. This is seen as follows. First notice that (2.66) actually starts from
λ2 because the first order of the right-hand side of (2.66), which is 1
i
〈
− iλ
4!
ϕ4
〉nself.
G(0)
becomes
zero due to the nself. restriction. Since Γ(2) is of order λ2, we get
Γ(2) =
1
i
〈
1
2
(
−
iλ
4!
ϕ4
)2
−
i
2
J (2)ϕ2
〉nself.
G(0)
. (2.67)
The second term on the right-hand side makes no contribution to Γ(2), again due to the
nself. condition, thus leading to (2.51). In the same way Γ(3) is calculated from the expression
Γ(3) =
1
i
〈
1
3!
(
−iλ
4!
ϕ4
)3
− i
λ
4!
ϕ4
(
−
i
2
J (2)ϕ2
)
−
i
2
J (3)ϕ2
〉nself.
G(0)
. (2.68)
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and we get (2.52).
This course of study can be continued (up to the desired order) to get (2.53) and so on.
In (2.66) we do not yet have the 1VI restriction explicitly, but we can see that, due to the
additional vertex − i
2
δ∆Γ
δφ
ϕ2 = − i
2
∆Jϕ2, all the 1VR structures in the diagrammatic expression
of (2.66) exactly cancel out. For example the 1VR graph of Fig. 3 (a) appearing in (2.66)
for n = 5 is canceled by those of Fig. 3 (b) and (c), which are supplied by the pseudo-vertex
− i
2
∆Jϕ2. Thereby a practical formula for ∆Γ[φ] is obtained;
Proposition A2) ∆Γ is given by the following rule;
∆Γ =
1
i
〈
e−
iλ
4!
ϕ4+ i
2
(J(2)+J(3)+···)ϕ2
〉1VI/nself.
G(0)
, (2.69)
that is, the sum of all the connected 1VI/nself. vacuum diagram built with 4-point
vertices of −λ, 2-point pseudo-vertices of J (i) (i ≥ 2) and propagators G(0).
The condition 1VI/nself. implies that only the connected Wick contraction corresponding to
the 1VI graph need to be considered and, at the same time, that the self-contractions of the
pseudo-vertex of Fig. 1 are excluded. The self-contractions of 4-point vertex of Fig. 2 are
automatically excluded by the restriction of 1VI. Corresponding to the relation (2.50) or
− ✖✕
✗✔r r∆J = δ∆Γ
δJ (0)
, (2.70)
the ndself. restriction in (2.46) is changed to nself. in (2.69). Proposition A1′) is the derivative
form of Proposition A2). Proposition A2) is clearly equivalent to the following Proposition
A2′) and is justified rigorously in the next subsection.
Proposition A2′) Γ(n) (n ≥ 2) is the sum of all possible n-th order 1VI/nself. diagram
constructed out of the 4-point vertex of order λ and the pseudo-vertices of order λi
(2 ≤ i < n − 2), which is denoted by rJ (i) and the propagator G(0) = (✷ +
m2 − J (0))−1.
We put stress on the fact that Proposition A2) or A2′) makes it possible to write down Γ(n)
(n ≥ 2) successively with its φ dependence coming only through J (0)[φ], although the rule
contains J (2),J (3),J (4),. . . . This is because the graphs of Γ(n) contain J (i) with i ≤ n− 2 while
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the graphical rule for these J (i) in terms of G(0) propagators are already known in (2.46) or
through Γ(i) by the relation (2.48);
J (i) = −
(
✖✕
✗✔r r −1) δΓ(i)
δJ (0)
. (2.71)
Combined with the fact that Γ(0) and Γ(1) are also given only through J (0), which is clear from
(2.14) and (2.15) with (2.16), Γ itself is given by J (0).
From Proposition A2) or A2′) we can directly obtain (2.51) to (2.53) and
Γ(5) = ✖✕
✗✔
✖✕
✗✔rJ (3) + ✖✕
✗✔
✧✧❜❜
rJ (2) + ✖✕
✗✔
 
❅
❦ + ✖✕
✗✔
✧✧❜❜
❣ + · · ·+
★
✧
✥
✦❅ ❅   
  ❅
+ · · · (2.72)
and so on. The directness comes from the 1VI restriction.
Now it is convenient to introduce the whole class of the 1VI vacuum graph K[A];
K[A] =
〈
e−
iλ
4!
ϕ4
〉1VI
A
(2.73)
where the propagator used in the diagram is A. Note that the trivial skeleton − 1
2i
Tr lnA−1
is not contained in K[A] by the definition (2.7). Thus this quantity is described as the whole
class of vacuum skeleton minus the trivial skeleton. The whole class of the vacuum skeleton
is given by
K¯[A] = K[A]−
1
2i
Tr lnA−1 =
∫
Dϕ e−
1
2
ϕA−1ϕ− iλ
4!
ϕ4
∣∣∣
excl. 1VR
(2.74)
where excl. 1VR implies that the 1VR graphs are excluded or that only the 1VI graph and
the trivial skeleton are kept.
In (2.53), (2.72) and in the graphs of Γ(n) with higher n obtained by Proposition A2′) we
see that Γ(n) is the sum of all the 1VI vacuum diagrams built with the 4-point vertex and the
decorated G(0) propagator. The decoration is done by J (n) (n ≥ 2) pseudo-vertices which are
inserted into the G(0) propagators in all possible ways. We see also that − 1
2i
Tr ln[G(0)]−1 and
the self-contractions of the pseudo-vertex J (i) with i ≥ 2 are not included in ∆Γ. Thereby we
arrive at Proposition A2′′) below.
Proposition A2′′) ∆Γ[φ] is given by K[G¯]− 1
2i
Tr ln[G¯]−1 −∆Ktr. = K¯[G¯]−∆Ktr. where
G¯ =
(
✷+m2 − J (0) − J (2) − J (3) − · · ·
)−1
(2.75)
=
(
✷+m2 + λφ− J [φ]
)−1
(2.76)
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or, with the line representing the propagator G(0),
G¯ = + rJ (2) + rJ (3) + · · ·+ r rJ (2) J (3) + · · · (2.77)
and
∆Ktr. = −
1
2i
Tr ln[G(0)]−1 + φ
(
J − J (0) − J (1)
)
. (2.78)
In other words, Γ = Γ(0) + Γ(1) +∆Γ is given by,
Γ[φ] = −φJ [φ] +
λ
2
φ2 −
1
2i
Tr ln
(
✷+m2 − J [φ] + λφ
)
+K[G¯]
= −φJ [φ] +
λ
2
φ2 + K¯[G¯]. (2.79)
The quantity − 1
2i
Tr ln[G¯]−1 −∆Ktr. is a Tr ln of a decorated propagator specified as follows.
The decoration is made by J (0), J (2), J (3), . . . (J (1) = λφ is not included) but the decoration
only by J (0)’s (the first term on the right-hand side of (2.78)) and the decoration by one single
J (2), J (3), . . . (the last term in (2.78), which is a summation of the self-contracted diagrams
of Fig. 1 with i ≥ 2) are excluded. Proposition A2′′) will be justified in the next subsection
precisely.
Although the appearance of the term −Jφ in (2.79) seems to be somewhat curious it is
not actually so. Differentiating (2.79) with respect to φ by noting (2.76) and (2.12) we get(
φ+
δK¯
δG¯−1
)(
−
δJ
δφ
+ λ
)
= 0. (2.80)
The second term is not zero because δJ
δφ
contains various orders of λ. Thus we get
φ = −
δK¯
δG¯−1
, (2.81)
which is consistent with (2.8) or φ = δW
δJ
in the following sense. If one uses the relation
W = Γ + Jφ =
λ
2
φ2 + K¯[G¯] (2.82)
(obtained from (2.79)) in the right-hand side of φ = δW
δJ
and then uses (2.81) one gets the
left-hand side of this equation, that is, φ.
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2.1.3 Rule for ∆Γ in terms of J (0)[φ]
From Proposition A2) and A1′) we can deduce another graphical rule for ∆Γ and ∆J in which
all the φ dependence is explicitly through J (0)[φ]. We arrive at the new rule by using (2.71)
and by noting that δΓ
(i)
δJ(0)
is given by the right-hand side of (2.46) (in addition to the facts stated
just above Proposition A2′′)). To state the new rule we introduce i-vertex (i = 0, 1, 2, . . .),
which is defined as
vi(x1, . . . , xi) ≡
1
i!
δiK¯[G(0)]
δJ (0)(x1) · · · δJ (0)(xi)
− δi,1✖✕
✗✔r − δi,2✖✕
✗✔r r. (2.83)
where δi,j is the Kronecker delta.
Now the final rule is given by the following statement where the graphs are built with the
inverse composite propagator D(x, y) and the vertices vi(x1, . . . , xi) (i = 0, 1, 2, . . .).
Proposition A3) ∆Γ and ∆J is given by the following rule;
∆Γ =
∑
[ all the connected tree diagrams with all the pairs of the argument
of vi’s connected by D propagators (vacuum graph). ] (2.84)
∆J(x) =
∫
d4yDxy ×
∑
[ all the connected tree diagrams with one of the argument
of one of the vi’s being the point y (graph with an external point). ] (2.85)
The tree graph in terms of D propagator is the graph in which all the D propagators are
articulate. Here the D propagator in a connected graph is called articulate if removal of it
leads to a separation of the graph. Note that D(x, y) lines never make a loop because D(x, y)
comes from J (i) with i ≥ 2 (see (2.71)). Proposition A3) is understood by examples. For
instance, Γ(4) in (2.53) or
Γ(4) = −✖✕
✗✔r✖✕
✗✔(
✖✕
✗✔r r −1) ✖✕
✗✔r ✖✕
✗✔
+ ✖✕
✗✔
✖✕
✗✔❦ + ✍✌✎☞✖✕
✗✔
✍✌✎☞+ ✖✕
✗✔
(2.86)
can be written as
Γ(4) = the fourth order of
(
1
2
v1Dv1 + v0
)
. (2.87)
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In (2.86) J (0)[φ] dependence is evident because there is no J (i) pseudo-vertex (i ≥ 2). All the
φ-dependence is through J (0) contained in G(0) (and D). The sum of the first two terms of
(2.53) exactly coincide with the first term of (2.86) with correct weight after substitution of
(2.38) or (2.54).
Proposition A3) can be expressed as follows. For this purpose we introduce σ-field which
has the propagator D. (The σ-field looks like the auxiliary field but has nothing to do with
it.) Then ∆Γ is given by
∆Γ =
1
i
∫
DϕDσeiS0eiSint.∫
DϕDσeiS0
∣∣∣∣∣
conn./tree/1VI/excl.
S0 = −
1
2
ϕ
[
G(0)
]−1
ϕ−
1
2
σD−1σ
Sint. = −
λ
4!
ϕ4 +
1
2
σϕ2 (2.88)
with
D = −
δJ (0)
δφ
= −
(
✖✕
✗✔r r −1) . (2.89)
Here the subscript conn./tree/1VI/excl. implies that only connected graphs which is tree in
terms of D propagator and also 1VI in terms of the 4-point vertex have to be considered and,
at the same time, that the sub-structure of ✖✕
✗✔r and ✖✕
✗✔r r has to be excluded. Hence with
the compact and self-evident notation, Proposition A3) is rewritten in the following form;
Proposition A3′) ∆Γ and ∆J is given by the following formula;
∆Γ =
1
i
〈
e−
iλ
4!
ϕ4+ i
2
σϕ2
〉tree/1VI/excl.
G(0),D
(2.90)
−✚✙
✛✘r r∆J = 〈1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
σϕ2
〉tree/1VI/excl.
G(0),D
(2.91)
where the connected graphs with tree/1VI/excl. restriction are constructed by 3-point
(σφ2) and 4-point (λφ4) vertices and propagators G(0) of the ϕ field and D of the σ field.
Recall that both G(0) and D are functionals of J (0). Proposition A3′) is easily understood from
the rule (2.69) with (2.46) but a rigorous proof is presented in Sec. 2.2. Notice that this rule
does not contain the J (i) pseudo-vertex unlike the previous rules but instead D is represented
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by the propagator of the artificially introduced σ field. From (2.90), the quantity Γ(4), for
example, can be directly obtained as (2.86) above.
Finally we note that a certain infinite series of the graphs appearing in ∆Γ[φ] can be
conveniently summed up. The series Γch. is the sum of all the possible closed chains constructed
out of the unit element ✖✕
✗✔r r or
Γch. = ✖✕
✗✔
✖✕
✗✔
+ ✖✕
✗✔
❜❜✧✧
+ ✖✕
✗✔
+ · · · . (2.92)
This series is summed up to give
Γch. = −
1
2
 Tr ln(1− λ✖✕
✗✔r r)+ λTr✖✕
✗✔r r+ (3!− 2)✖✕
✗✔
✖✕
✗✔ . (2.93)
2.2 Formal justification of Propositions
In this subsection we directly prove Proposition A2′′), A1′), and A3′), leading to the full proof
of all the propositions in the previous subsection.
Proposition A2′′) or (2.79) is proved easily by analyzing the graphic expression of W [J ]
rather than that of Γ[φ]. It is based on a similar topological proof given in [2]. If one writes the
graph rule of W [J ] using GJ = (✷+m
2 − J)−1 as the propagator (the rule (2.4)), the whole
dependence of W [J ] on J is through the propagator GJ = (✷+m
2 − J)−1. The contribution
of all the 1VI graphs appearing in W [J ] can be written as K[GJ ], the vacuum skeleton minus
the trivial skeleton −Tr lnG−1J (see (2.73)). Then all the graphs of W [J ] seem to be generated
by replacing GJ with [G
−1
J − (−λφ)]
−1, that is, W [J ] seems to be given by
−
1
2i
Tr ln
(
G−1J + λφ
)
+K[(G−1J + λφ)
−1] = K¯[G¯]. (2.94)
Note here that φ is the sum of the all distinct connected diagrams with one external point
where two propagators meet. (We here use the rule (2.4) and (2.9) in which the propagator
GJ = (✷ +m
2 − J)−1 is used so that there are only the 4-point vertices −λ and the pseudo-
vertex does not exist in the graphs of φ.) But the above statement is not exactly true because
each element of the graphs of (2.94) is incorrectly weighted. To examine this point the number
of the skeletons N(K¯) is defined as follows. Removal of all 1VR vertices in a graph leads to
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separated graphs which no longer have any lines connecting them. Then all the resulting
separated graphs are skeletons and the number of them is N(K¯). Note here that the skeleton
and vj vertex are slightly different, that is, vj does not contain the second and the last term in
(2.83) and the trivial skeleton while the skeleton does. An example of the graph of N(K¯) = 4
is given in Fig. 4. Now we see that each graph of W [J ] is contained in (2.94) N(K¯) times.
On the other hand, if we turn our attention to 1VR vertices the graphs of W [J ] seem to
be generated by
1
2
φ(−λ)φ = −
λ
2
φ2 (2.95)
because φ is all the distinct connected graphs with one external point (given by the rule (2.9)).
Again this is not true however because each element of W [J ] appears N(1VR) times where
N(1VR) is the number of 1VR vertices in the graph.
Thus the above two ways to construct the graphs of W [J ] is not satisfactory. But fortu-
nately we have a simple topological relation
N(K¯)−N(1VR) = 1. (2.96)
This can be proved by noting that the addition of one skeleton having one external point
necessarily increases the number of the 1VR vertex by one. Thus if we take the sum K¯[G¯]+ λ
2
φ2,
each graph of W [J ] is contained exactly once or with correct weight. Hence we have
W [J ] = K¯[G¯] +
λ
2
φ2. (2.97)
This proves (2.79) or Propositions A2′′), leading to the proof of Propositions A2) and A2′).
We show below that Proposition A2′′) can also be proved by use of the sum-up rule, which
is established by the author[14, 1]. Indeed we see that eq. (2.81) is directly obtained by the
sum-up rule in the following. If eq. (2.81) holds, by assuming the form
Γ = −J [φ]φ +
λ
2
φ2 +∆[G¯], (2.98)
we immediately know by differentiation with respect to φ that ∆[G¯] is equal to K¯[G¯], leading
to (2.79).
In order to prove (2.81) first we note that φ is all the distinct graphs with one external point
(representing the insertion of ϕ(x)2) which are built with the propagators GJ = (✷+m
2−J)−1
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and the 4-point vertices −λ (the rule (2.9)). A 1-part is a subdiagram connected to the rest
by one 4-point vertex. When cut out, the 1-part itself is one element of the graphs of φ (see
Fig. 5). The sum-up rule is best explained by an example. In short it guarantees that we can
sum up the graphs on the left-hand side of the following example to the single graph on the
right-hand side with correct weight.
r✖✕
✗✔
✖✕
✗✔✍✌✎☞
✍✌✎☞
+ r✖✕
✗✔
✖✕
✗✔✍✌✎☞✍✌
✎☞
✍✌✎☞
+ · · ·+ r✖✕
✗✔
✖✕
✗✔✍✌✎☞✍✌
✎☞❣ ❣
✍✌✎☞✍✌✎☞✍✌✎☞
+ · · · = r✖✕
✗✔
✖✕
✗✔rr(−λφ)(−λφ) . (2.99)
In other words all the 1-parts directly attached to the skeleton through an external point are
summed up to φ. The statement is proved rigorously as follows.
In the graphs of φ, we can easily show that if two different 1-parts have a common part,
one completely contains the other. (Note here that in a vacuum graph this is not true so
that the following arguments can not be applied to the graphs with no external point.) Thus
one can unambiguously proceed to a larger 1-part starting from one of the 1-parts (which is
smaller) in the graph and finally reach the second largest 1-part. See Fig. 6 as an example.
(The largest 1-part is the whole graph itself.) This procedure can be repeated to reach the
second largest 1-part starting from another 1-part which is not contained in the former second
largest 1-parts. We continue this until there are no 1-parts other than the second largest ones.
Thereby we find the second largest 1-part structure of the graph. This operation to find the
1-part structure is done for all the graphs of φ. After the operation we sum up all the graphs
having the same structure. We thus know all the propagators in the graphs are modified to
G¯ = (G−1J + λφ)
−1 while 1VR graphs disappear because all the second largest 1-parts are
summed up to φ with correct weight.
Hence we know that φ is all the distinct 1VI graph (including a derivative of trivial skeleton)
with one external point where propagator GJ = (✷+m
2 − J)−1 is replaced by G¯ or
φ =
δK¯[G]
δJ
∣∣∣∣∣
J→J−λφ
, (2.100)
which is equivalent to (2.81). Thus (2.79) or Proposition A2′′) is justified.
Having shown that Propositions A2), A2′) and A2′′) are true we can take it for granted
that Propositions A1) and A1′) also hold because Proposition A1′) can be regarded as the
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derivative form of Proposition A2). But Proposition A1) or A1′) can be directly proved by
using the sum-up rule again. From the rule (2.10) or (2.45) we know
− ✚✙
✛✘r r∆J = 〈1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
(J(1)+J(2)+···)ϕ2
〉excl.
G(0)
(2.101)
where the superscript excl. means that the contributions of the 0-th order and the first order in
λ and the derivative of the self-contractions of J (i) with i ≥ 2 are excluded from the expression.
The derivative of the self-contractions have been moved on the left-hand side. Keeping the
graphical meaning of (2.10) in mind we apply the sum-up rule again to obtain
− ✚✙
✛✘r r∆J = all distinct 1VI graphs with one external point
which are built with the propagator([
G(0)
]−1
+ λφ
)−1
and the 4-point vertex −λ
and the pseudo-vertex J (i) with i ≥ 1.
(2.102)
In the above, all the corrections by the pseudo-vertex J (1)ϕ2 change the propagator
([
G(0)
]−1
+ λφ
)−1
back to G(0) hence we get
− ✚✙
✛✘r r∆J = 〈1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
(J(2)+J(3)+···)ϕ2
〉1VI/ndself.
G(0)
=
〈
1
2
ϕ2e−
iλ
4!
ϕ4+ i
2
∆Jϕ2
〉1VI/ndself.
G(0)
.(2.103)
This equation is, of course, equivalent to Proposition A1′).
The remaining work is to prove Proposition A3′). First the rule (2.91) for ∆J is easily
proved by mathematical induction; we assume the rule is true up to J (n) or the n-th order of
∆J and then we can convince ourselves that the statement for J (n+1) or the (n+1)-th order of
∆J is also true from Proposition A1′). For this purpose we have only to note that the graphs
of J (n) contain J (i) (i ≤ n − 2) and have one external point so that the sum-up rule can be
applied.
The last task is to prove1 the rule (2.90) for ∆Γ. It is clear from Propositions A2) and
A1′) that all the graphs appearing in ∆Γ are exhausted in the rule (2.90). Thus it is enough if
we confirm that the graphs of ∆Γ in Proposition A2′′) appear with the same weight as in the
1 The author got the idea of the proof presented below from S. Yokojima, to whom he is very thankful.
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rule (2.90). In other words we justify (2.90) on the basis of Proposition A2′′). To this end, we
expand − 1
2i
Tr ln[G¯]−1 in terms of ∆J (= J (2) + J (3) + · · ·) and get
−
1
2i
Tr ln[G¯]−1 −∆Ktr. =
∞∑
n=2
1
2in
Tr(G(0)∆J)n. (2.104)
∆Ktr. is canceled by the 0-th and first order of the expansion. Therefore we get, from the
expression ∆Γ = K[G¯]− 1
2i
Tr ln[G¯]−1 −∆Ktr.,
∆Γ = K[G¯] +
∞∑
n=3
1
2in
Tr
(
G(0)∆J
)n
+ ∆J✚✙
✛✘r r∆J
= K
[
([G(0)]−1 −∆J)−1
]
+
∞∑
n=3✚✙
✛✘r
r
∆J
∆J1
n ♣♣♣
−
1
2
(
−∆J ✚✙
✛✘r r )D(−✚✙
✛✘r r∆J
)
. (2.105)
By this relation the rule for ∆Γ is also proved by mathematical induction. We assume that
the rule is true up to the n-th order of ∆Γ or Γ(n). We notice here that the first two terms on
the right-hand side of (2.105) contain each graph N(vj) times and the last term N(D) times
(see the graphical rule (2.91) for ∆J). Here N(vj) and N(D) are the number of vj vertices
(j = 1, 2, . . .) and that of the D propagators respectively. Due to the topological relation
N(vj)−N(D) = 1 (2.106)
we confirm that Γ(n+1) is given correctly by the final rule (2.90).
3 Case of itinerant electron model
In the previous section we have taken the ϕ4 theory which is simple and convenient to develop
a general framework. In this section we take a physically more interesting system as another
example — the itinerant electron model including the Hubbard model. We couple an external
source to the local composite operator corresponding to the spin operator (and to the number
density operator). Writing down the effective action for such a system is equivalent to rewrite
the theory in terms of the expectation value of the spin operator or the magnetizatoin instead
of the external source or the magnetic field. Such a formulation is of course convenient for the
study of magnetic phase of the system — problem of the spontaneous symmetry breaking of
SU(2), which is inherent in the model.
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The generating functional for this system (written as Ω in this section instead of W ) is a
generalization of the thermodynamical potential to the case where an external source, which
depends on imaginary time τ , is present. This is particularly useful for our purpose and is
defined by
e−Ω[J ] = TrTτe
−
∫ β
0
dτH[J ] (3.1)
H[J ] = H0 +HJ (3.2)
H0 =
∑
rr′
∑
σ
trr′a
†
rσar′σ + U
∑
r
nr↑nr↓ (3.3)
HJ = −
∑
rσ
Jσ(rτ)nrσ (3.4)
= −
∑
r
h(rτ)Sˆz(r)− µN (3.5)
where β−1 is the temperature of the system and Tτ is the τ -ordering operator. The creation
and annihilation operators for the electron of spin σ and σ′ at the lattice site r and r′ satisfy
{arσ, a
†
r′σ′} = δrr′δσσ′ . (3.6)
Furthermore trr′ represents the hoping term and U the on-site Coulomb interaction. We have
also introduced
nrσ = a
†
rσarσ, (3.7)
Sˆz(r) =
1
2
(nr↑ − nr↓), (3.8)
N =
∑
r
(nr↑ + nr↓), (3.9)
Jσ(rτ) =
σ
2
h(rτ) + µ. (3.10)
We regard below both the chemical potential and the τ -dependent magnetic field h(rτ) as
external sources for convenience. They are combined to Jσ(rτ) as in (3.10). Note here that if
we want to rewrite the theory in terms of the expectation value of the number density operator
without taking the spin operator as another dynamical variable we have only to set J↑ = J↓
in the following formulae. The spin index σ is defined to take the value (+1,−1) for (↑,↓).
The path-integral representation in terms of Grassmann variables z and z∗ (corresponding
to the operators a and a† respectively) is given by (see Appendix D)
e−Ω =
∫
Dz∗DzeS[z
∗,z,J ] (3.11)
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S[z∗, z, J ] = −
∑
xx′σ
z∗xσ[Gσ]
−1
xx′zx′σ − U
∑
x
z∗x↑zx↑z
∗
x↓zx↓ +
∑
xσ
Jxσz
∗
xσzxσ (3.12)
≡ −
∑
σ
z∗σG
−1
Jσzσ − Uz
∗
↑z↑z
∗
↓z↓ (3.13)
G−1xx′ = δττ ′
(
δrr′
∂
∂τ ′
+ trr′
)
and
[
G−1Jσ
]
xx′
= G−1xx′ − δττ ′δrr′Jxσ (3.14)
where x and x′ denote the sets (rτ) and (r′τ ′) respectively. From this expression it is straight-
forward to get the Feynman diagram expansion for Ω in powers of U . The expectation value
of the local number operator nrσ is defined as
φxσ = −
δΩ
δJxσ
= 〈a†
rσarσ〉τ =
〈
a†
r↑ar↑ + a
†
r↓ar↓
2
+ σ
a†
r↑ar↑ − a
†
r↓ar↓
2
〉
τ
=
nx
2
− σmx (3.15)
where x again denotes the set (rτ) while nx and −mx are the expectation value of the local
number operator and the z-component of the local spin operator respectively.
The effective action or a generalization of the free energy to the case of τ -dependent
dynamical variables is defined by
F = Ω +
∫ β
0
dτ
∑
rσ
Jσ(rτ)φσ(rτ) ≡ Ω +
∑
xσ
Jxσφxσ (3.16)
with an identity
Jxσ =
δF
δφxσ
. (3.17)
F corresponds to Γ of the previous section. The rule for φ corresponding to the rule (2.10) in
this case is
− φσ =
〈
zσz
∗
σe
−Uz∗
↑
z↑z
∗
↓
z↓+
∑
σ′
(J
(1)
σ′
+J
(2)
σ′
+···)z∗
σ′
zσ′
〉
G(0)
, (3.18)
that is, the sum of all the connected graphs built with 4-point vertices U , pseudo-vertices J (i)σ
(i ≥ 1), and propagators G(0)σ with the notation similar to (2.7). Here G
(0) is defined as
[
G(0)σ
]−1
xy
= G−1xy − δxyJ
(0)
xσ . (3.19)
The extra minus sign in (3.18) originates from the sign in φ = − δΩ
δJ
. Then as mentioned before
(below Proposition A1)) the inversion formula of the n-th order in U is given by the n-th order
of (3.18) regarding both φσ and G
(0)
σ as order unity. Thus we obtain
(3.20)
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(3.21)
and so on. Here a solid (dashed) line to which an arrow is attached (per loop of lines) represents
the propagator of spin-up (spin-down) electron and it is G
(0)
↑ (G
(0)
↓ ). The black dot denote the
place where two propagators meet (corresponding to a derivative with respect to J (0) – note
δG
(0)
σ
δJ
(0)
σ′
= δσσ′G
(0)
σ G
(0)
σ ). The factor U is associated with a 4-point vertex at which spin-up and
spin-down propagators come in and out, while no factor is associated with the black dot (see
Appendix B). Hence from (3.21) we get
(3.22)
or
J
(1)
−σ = Uφσ = −UTrGσ. (3.23)
The second order formula of the inversion method is also obtained as that order of (3.18);
(3.24)
which reduces to, as eq. (2.37) do to (2.38),
(3.25)
Further, it is easy to find that, corresponding to (2.39),
(3.26)
The left-hand side of (3.25) or (3.26) can be written as
δφ↑
δJ
(0)
↑
J
(i)
↑ with i = 2 or 3. Following the
procedure presented in the previous section we get
F = F (0) + F (1) + F (2) + F (3) + · · · , (3.27)
F (0) =
∑
xσ
J (0)xσ φxσ −
∑
σ
Tr ln
[
G(0)σ
]−1
, (3.28)
F (1) = U
∑
x
φx↑φx↓ =
U
2
∑
xσ
φxσφx−σ, (3.29)
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(3.30)
(3.31)
where F (n) satisfies
J (n)σ =
δF (n)
δφσ
. (3.32)
Note that J (0) contained in G(0) is a functional of φ defined by the solution of (3.20) or
φxσ = −G
(0)
xxσ = −
(
1
G−1 − J
(0)
σ [φ]
)
xx
. (3.33)
The free energy of the Stoner theory is recreated by F (0) + F (1). Now it is clear that all the
propositions given in Sec. 2 hold for the present model with minor and self-evident modifica-
tions. Here we repeat them for later convenience.
Proposition B1) The graphical rule for ∆F is given by the following equation;
∆F = −
〈
e−Uz
∗
↑
z↑z
∗
↓
z↓+
∑
σ
(J
(2)
σ +J
(3)
σ +···)z
∗
σzσ
〉1VI/nself.
G(0)
, (3.34)
that is, the sum of all the connected 1VI/nself. diagram constructed out of 4-point
vertices, 2-point pseudo-vertices and propagators G(0)σ .
Here 1VI/nself. condition implies that only the 1VI graphs are kept and graphs corresponding
to the self-contractions of the vertices are excluded.
Proposition B2) J (n) is successively given as a functional of J (0)σ by the following formula.
J (n)σ = n-th order of Dσ ×
〈
z∗σzσe
−Uz∗
↑
z↑z
∗
↓
z↓+
∑
σ′
(J
(2)
σ′
+J
(3)
σ′
+···)z∗
σ′
zσ′
〉1VI/ndself.
G(0)
. (3.35)
where
D−1σ =
δφσ
δJ
(0)
σ
= −
1
G−1 − J
(0)
σ
1
G−1 − J
(0)
σ
. (3.36)
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Proposition B3) The graphical rule for ∆F is given by the following formula
∆F = −
〈
e−Uz
∗
↑
z↑z
∗
↓
z↓+
∑
σ
z∗σzσϕ−σ
〉tree/1VI/excl.
G(0),D
, (3.37)
or, in a more detailed expression,
∆F = −
∫
Dz∗DzDϕeS0+Sint.∫
Dz∗DzDϕeS0
∣∣∣∣∣
conn./tree/1VI/excl.
S0 = −
∑
σ
z∗σ[G
(0)]−1zσ +
1
2
∑
σ
ϕσD
−1
σ ϕσ
Sint. = −Uz
∗
↑z↑z
∗
↓z↓ +
∑
σ
z∗σzσϕ−σ (3.38)
where the subscript conn./tree/1VI/excl. implies that we should take only connected
graphs which are tree with respect to Dσ propagator of the bosonic field ϕσ and also
1VI with respect to the 4-point vertex and the sub-structures of the graphs corresponding
to δ
δJ(0)
Tr lnG(0) and δ
2
δJ(0)δJ(0)
Tr lnG(0) are excluded.
Note that Proposition B1) can be deduced from the formula
∆F = −
〈
e−Uz
∗
↑
z↑z
∗
↓
z↓+
∑
σ
(J
(2)
σ +J
(3)
σ +···)z
∗
σzσ
〉nself.
G(0)
, (3.39)
which is clear from the functional representation;
e−F = e
∑
σ
(−J
(0)
σ φσ+Tr ln[G
(0)
σ ]
−1)−Uφ↑φ↓
×
∫
Dz∗Dze−
∑
σ
z∗σ [G
(0)
σ ]
−1zσ−Uz∗↑z↑z
∗
↓
z↓+
∑
σ
[(Jσ−J
(0)
σ )z
∗
σzσ−(Jσ−J
(0)
σ )φσ ]+Uφ↑φ↓∫
Dz∗Dze−
∑
σ
z∗σ [G
(0)
σ ]−1zσ
(3.40)
or
e−∆F =
∫
Dz∗Dze−
∑
σ
z∗σ[G
(0)
σ ]
−1zσ+(−Uz∗↑z↑z
∗
↓
z↓+U
∑
σ
φ−σz∗σzσ−Uφ↑φ↓)−
∑
σ
δ∆F
δφσ
(z∗σzσ−φσ)∫
Dz∗Dze−
∑
σ
z∗σ[G
(0)]−1σ zσ
. (3.41)
There is another way to state the graph rule. For this purpose K[A] is defined as follows:
K[A] =
〈
e−Uz
∗
↑
z↑z
∗
↓
z↓
〉1VI
A
(3.42)
where A is the propagator used in the graphical expression. Then the rule is summarized in
the following proposition.
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Proposition B1′′) ∆F = F − (F (0) + F (1)) is given by K[G¯]− ∆˜F where
G¯σ =
(
G−1 − J (0)σ − J
(2)
σ − J
(3)
σ − · · ·
)−1
=
(
G−1 − Jσ + Uφ−σ
)−1
(3.43)
and
∆˜F =
∑
σ
Tr ln(G−1 − J (0)σ − J
(2)
σ − J
(3)
σ − · · ·)
−
∑
σ
Tr ln(G−1 − J (0)σ )−
∑
σ
φσ
(
Jσ − J
(0)
σ − J
(1)
σ
)
. (3.44)
In other words
F =
∑
σ
φσJσ − Uφ↑φ↓ −
∑
σ
Tr ln G¯−1σ +K[G¯]
≡
∑
σ
φσJσ − Uφ↑φ↓ + K¯[G¯]. (3.45)
4 Case of QED
Final example is the effective action for the expectation value of gauge invariant local composite
field φµ(x) = 〈ψ¯(x)γµψ(x)〉 in QED. The practical use of Γ[φµ] in QED is as follows. Although
〈ψ¯γµψ〉 = 0 for the vacuum, the lowest relation of the on-shell condition[16] (with the space-
time integration over y and the summation over ν suppressed),
Γ(2)µx,νy∆φ
ν(y) = 0, (4.1)
where
Γ(2)µx,νy ≡
δ2Γ[φ]
δφµ(x)δφν(y)
∣∣∣∣∣
φ=0
, (4.2)
determines the bound state in the channel specified by ψ¯γµψ. This allows us a gauge invariant
study of 3S1 of positronium state. The following work may also be a starting point for the
study of the order parameter for the chiral symmetry breaking φ = 〈ψ¯ψ〉 in the massless QED
and that of 〈q¯aqa〉 or 〈AaµA
a
µ〉 in QCD. Here q and A
a
µ are operators for quarks and gluons
respectively. All these are believed to be non-vanishing objects in contrast to ψ¯γµψ. The
lowest order discussion of 〈ψ¯ψ〉 has been given in [10].
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The generating functional in this case is given by (with the space-time integration and the
summation over the Greek index suppressed),
eiW [J,K] =
∫
Dψ¯DψDAeiS[ψ¯ψAJ ], (4.3)
S[ψ¯, ψ, A, J ] = −ψ¯G−1ψ −
1
2
AµD−1µνA
ν + eψ¯γµψA
µ + Jµψ¯γ
µψ
= −ψ¯G−1J ψ −
1
2
AµD−1µνA
ν + ejµA
µ (4.4)
where
G−1 = −iγµ∂
µ +m, (4.5)
G−1J = G
−1 − Jµγ
µ, (4.6)
D−1µν = −✷gµν +
(
1−
1
λ
)
∂µ∂ν , (4.7)
jµ = ψ¯γµψ. (4.8)
Here the parameter λ specifies the gauge. Then we get Feynman graphs for φµ =
δW
δJµ
= 〈jµ〉 =
〈ψ¯γµψ〉:
φµ =
〈
ψ¯γµψe
eψ¯γµψAµ+(J
(1)
µ +J
(2)
µ +···)ψ¯γ
µψ
〉
G(0),D
, (4.9)
that is, the sum of all the connected graphs built with 3-point vertices (ψ¯γµψAµ), 2-point
pseudo-vertices (J (i)µ ψ¯γ
µψ), electron propagators G(0) and photon propagators D. Here J (i)µ is
the i-th order (in e2) of Jµ and the propagator G(0) is GJ but J replaced by J
(0). The quantity
J (0) is defined by
φµ(x) = iγµG
(0)
µµ(x, x), (4.10)
which is equivalent to (4.11) below. By writing down the i-th order of (4.9) one gets the
inversion formula of that order. For example,
(4.11)
(4.12)
(4.13)
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In the above graphs we associate the electron propagator G(0) with each solid line and the
photon propagator D with each dashed line. In addition a factor eγµ and γ
µ are assigned to
a vertex and to a black dot (•) respectively (see Appendix B).
If we define J
(1)
A and J
(1)
B from (4.12) by
(4.14)
we see that all the J
(1)
A ’s exactly cancel out the 1PR structure appearing in the i-th order of
(4.9) with i ≥ 2. Here 1PR means 1-particle-reducible with respect to the photon propagator.
Hereafter 1PI graph is defined as the graph which is not 1PR in photon channel. Indeed all
the 1PR graph in (4.13) disappear after substitution of the last equation due to J
(1)
A while J
(1)
B
remains;
(4.15)
The effective action in this case is defined by Γ = W−Jµφ
µ (with the space-time integration
suppressed) as usual with an identity −Jµ = δΓ
δφµ
. Thus integrating (4.15) one can obtain Γ(2)
(and higher order by using (4.9)). Here we can take another course instead. For this purpose
let us first examine the path-integral representation of Γ. Integrating out the photon field we
get
eiΓ =
∫
Dψ¯Dψe−iψ¯G
−1ψ+i e
2
2
jµDµνjν+iJµjµ−iJµφµ. (4.16)
Since Γ(i) is defined by −J (i)µ =
δΓ(i)
δφµ
the quantities Γ
(1)
A and Γ
(1)
B are defined as
(4.17)
in accordance with (4.14). The quantity ∆J and ∆Γ in this case are expanded as
∆J = J
(1)
B + J
(2) + J (3) + · · · , (4.18)
∆Γ = Γ
(1)
B + Γ
(2) + Γ(3) + · · · . (4.19)
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Noting that Γ
(1)
A =
e2
2
φµDµνφ
ν and Γ(0) = −J (0)µ φ
µ − iTr ln[G(0)]−1, we get
eiΓ = ei(−J
(0)
µ φ
µ−iTr ln[G(0)]−1)+i e
2
2
φµDµνφν
=
∫
Dψ¯Dψe−iψ¯[G
(0)]−1ψ+i e
2
2
jµDµνjν+i(Jµ−J
(0)
µ )j
µ−i(Jµ−J
(0)
µ +
e2
2
φνDνµ)φµ∫
Dψ¯Dψe−iψ¯[G(0)]−1ψ
(4.20)
or
ei∆Γ =
∫
Dψ¯Dψei[−ψ¯[G
(0)]−1ψ+e2( 1
2
jµDµνjν−φµDµνjµ)+
1
2
φµDµνφν−
δ∆Γ
δφµ
(jµ−φµ)]∫
Dψ¯Dψe−iψ¯[G(0)]−1ψ
. (4.21)
We write (4.21) as
∆Γ[φ] =
1
i
〈
ei
e2
2
jµDµνjν−i
δ∆Γ
δφµ
jµ
〉nself.
G(0)
. (4.22)
The meaning of nself. is that we have to exclude the self-contraction of the electron propaga-
tors. By using (4.22) and noting the cancellation similar to that in (4.13) we get
(4.23)
Combined with the arguments similar to those of previous subsections, we arrive at the fol-
lowing proposition (with a similar statement for a graph of J (n)):
Proposition C) Γ(n) (n ≥ 2) is the sum of all possible n-th order (in e2) 1PI diagram
constructed out of 4-point vertex of order e2 ( ❄
✻
), vertex of order e2 (
r✲J (1)B ) and vertices of order e2i ( r✲J (i) ) (2 ≤ i < n). Here the
propagator is G(0). In other words
∆Γ[φ] =
1
i
〈
e
ie2
2
jµDµνjµ+i(J
(1)
Bµ
+J
(2)
µ +J
(3)
µ +···)j
µ
〉1PI
G(0)
(4.24)
where 〈· · ·〉1PI means 1PI (in terms of the photon lines) connected Wick contraction
using the propagators G(0) that is a functional of J (0).
Of course, there are various equivalent modifications of Proposition C).
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Appendix A — Legendre transformation and the inver-
sion method
In this appendix we look at more carefully the reason why we should assume that φ is of
order λ0 = 1 or independent of λ in our inversion process. This point has been exemplified
in terms of diagrams, which is not necessarily familiar to everyone. Here we present a clear
explanation in purely mathematical language. Although the following discussion is trivial it
is worth while in order to understand the foundation of the inversion method. For brevity the
case of x-independent variables J and φ are considered.
Consider the quantity W [J, λ]− Jφ[J, λ] in which φ[J, λ] ≡ δW [J,λ]
δJ
. Here we have empha-
sized the λ-dependence. If we take a small variation of this quantity assuming that J and λ
are independent variables it becomes
δW [J, λ]
δJ
dJ +
δW [J, λ]
δλ
dλ− dJφ[J, λ]− Jdφ[J, λ] =
δW [J, λ]
δλ
dλ− Jdφ[J, λ]. (A.1)
Hence we see that the quantity can be regarded as a function(al) of two independent variables
φ and λ. We thus write the quantity W − Jφ as Γ[φ, λ]. What is implied here is as follows:
if we solve the relation φ = δW [J,λ]
δJ
in favor of J assuming that the two quantities φ and λ
are mutually independent to get J = J [φ, λ] and then insert this expression of J into all J
appearing in W [J ] − Jφ, then W [J ] − Jφ is automatically written by only two independent
variables φ and λ. In other words, the inversion process of Legendre transformation is carried
out regarding φ as independent of λ. Hence the process in the inversion method exactly
coincides with the inversion process of Legendre transformation. Note that once the inversion
or Legendre transformation is performed and after the sources are set to the desired values,
zero for example, the resultant φ depends on λ of course.
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Appendix B — Feynman rules
ϕ4 theory
Although well known, we summarize for clarity the rule (Rule A) to get algebraic expressions
from the corresponding graphs for the ϕ4 theory.
Rule A1) In one specific way (as one likes), assign n labels x1, . . . , xn (internal points) to
all the 4-point vertices and the pseudo-vertices where n is the total number of vertices
(including pseudo-vertex).
Rule A2) Associate a propagator GJ (for the rule (2.4) and (2.9)) or G
(0) (for the rule (2.5)
and (2.10)) with each line. A factor −λ, and J (i) are assigned to the 4-point vertex and
the pseudo-vertex of the i-th order respectively. No factor is assigned to the black dot
which corresponds external point.
Rule A3) Associate a factor i−L for a diagram where L is the number of independent mo-
menta of the graph.
Rule A4) Associate a symmetry factor S for a diagram.
Rule A5) Sum (Integrate) the product of all factors in A2) toA4) over the space time index
x1, . . . , xn.
The symmetry factor S for each graph is given by the line symmetry number SL and the vertex
symmetry number SV as S =
1
SL
· 1
SV
. As is well known, SL and SV are obtained through the
following rule.
Rule SL1) If there is a line which starts from a vertex (including the black dot • and pseudo-
vertex) and come back directly to the starting vertex, associate the factor 2.
Rule SL2) If there are m lines (m = 2, 3, 4) directly connecting two common vertices (in-
cluding pseudo-vertex), associate the factor m!.
Rule SL3) All the product of the factors in SL1) and SL2) is SL.
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Rule SV) Assign n labels 1, . . . , n to n vertices (including pseudo-vertex) in an arbitrary way.
Count the number of all possible other ways of assigning n labels that give the same
topological structure as the first specific way. The number thus obtained plus 1 is SV .
For definiteness we give some examples; the graph appearing in (2.19) has (SL, SV )=(2, 1):
three graphs of (2.21) have (2!2 · 2, 1), (22, 2), and (3!, 2) respectively.
As another example we consider the reduction of (2.37) to (2.38). Since the symmetry fac-
tors of the second, fourth, and sixth graphs on the left-hand side of (2.37) are (SL, SV )=(1, 2),
(2, 1), and (22, 2), the contribution of the three graphs becomes zero. This is because, after
replacing J (1) by use of (2.35) (whose symmetry factor is 2), new symmetry factors of these
graphs becomes 1 · 2 · 22, 2 · 1 · 2, and 22 · 2 respectively. By a similar argument we find the
cancellation of the third and fifth graphs on the left-hand side of (2.37). Thus we get (2.38)
from (2.37).
Itinerant electron model
The rules for the itinerant electron model are given as follows (Rule B). Rule B1), B4) and B5)
are the same as Rule A1), A4) and A5) respectively. Rule B3) is Rule A3) with i−L replaced
by (−1)L(−1)Lf where Lf is the number of Fermion loops. Rule A2) is changed into
Rule B2) Associate ✲y x and ✲y x with [G
(0)
↑ ]xy and [G
(0)
↓ ]xy respectively and
the factor U is assigned to the 4-point vertex. The factor J (i)σ is also associated with the
pseudo-vertex of the i-th order. No factor is assigned to the external point.
As for the symmetry factor S(= 1
SL
· 1
SV
) rules for SL and SV is essentially the same as those
of the ϕ4 theory except for the fact that we have to distinguish the spin-up and spin-down
propagators and their directions of the arrows when we consider the topological equivalence.
Thus the factor SL is always 1 in this model.
QED
Finally the rules for QED are presented as follows.
Rule C1) Assign n labels, in one specific way as one likes, (x1, µ1), . . . (xn, µn) to its vertices
(including pseudo-vertices).
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Rule C2) Associate an electron propagator G(0) with each solid line and a photon propagator
D with each dashed line.
Rule C3) Associate a factor eγµ and J
(i)
µ γ
µ with the 3-point vertex and the pseudo-vertex
respectively. γµ is assigned to the black dot (•) which corresponds the external point.
Rule C4) Associate a factor i−L(−1)Lf where L is the number of loop momenta of the graph
and Lf is the number of the fermion loops.
Rule C5) Associate a symmetry factor S for a diagram.
Rule C6) Sum the product of all factors in C2) to C5) over the x1 · · ·xn and µ1 · · ·µn.
The symmetry factors are calculated as before. Note that SL is always 1 in QED.
Appendix C — Inversion method for 〈ϕ(x)〉 and 〈ϕ(x)ϕ(y)〉
We show below how the inversion method works to reproduce well-known results for the
effective action of 〈ϕ(x)〉 and 〈ϕ(x)ϕ(y)〉. For simplicity we consider the ϕ4 theory and several
lower orders of the known rule are explicitly studied rather than giving formal proof.
Case of 〈ϕ(x)〉
In order to study the effective action of elementary field φ(x), the generating functional W [J ]
is defined as in (2.1) with S[ϕ, J ] replaced by
S[ϕ, J ] = −
1
2
∫
d4xϕ(x)(✷+m2)ϕ(x)−
λ
4!
∫
d4xϕ(x)4 +
∫
d4xJ(x)ϕ(x). (C.1)
The dynamical variable φ for the effective action is
φ(x) =
δW
δJ(x)
≡ 〈ϕ(x)〉J (C.2)
by use of which Γ[φ] is defined by (2.11) and eq. (2.12) holds as an identity.
Now the original series expansion in λ is given by, suppressing the x-dependence,
φ(0) = r , (C.3)
φ(1) = r❥ + rr r , (C.4)
39
φ(2) = rrr rr + r❥ rr + rrr ❥ + r❥ ❥
+ r✞ ☎r r + r❥
❥
+ r✍✌✎☞ . (C.5)
Here a black dot denotes the external source J and a line the propagator 1
✷+m2
. Thus (2.25),
the right-hand side of which is (C.3) with J replaced by J (0), becomes
φ = r (C.6)
or
φ(x) =
(
1
✷+m2
)
xy
J (0)(y) (C.7)
from which J (0) is obtained explicitly as opposed to the case of the local composite operators;
J (0) =
(
✷+m2
)
xy
φ(y). (C.8)
Hereafter, all the black dots in the graphs denote J (0) instead of J as in (C.6). We immediately
know
Γ(0) = −
1
2
φ
(
✷+m2
)
φ (C.9)
by integrating J (0) = − δΓ
(0)
δφ
. From (C.3) and (C.4), the inversion formula of order λ, (2.26),
becomes
J (1) + rrr + r❥ =0 (C.10)
by noting that φ(0)′ = (✷+m2)
−1
, which is denoted by a line. The integration of J (1) = − δΓ
(1)
δφ
leads to
Γ(1) = r rrr + r r❥ . (C.11)
By (C.6) we confirm that Γ(1) is a functional of φ indeed. Equation (C.9) and the first term in
(C.11) constitute the usual tree part of the 1PI (1-particle-irreducible) effective action. From
(C.3) to (C.5), the second order formula (2.27) is written as
J (2) + J (1)
❥
+ J (1)
rr
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+ rrr rr + r❥ rr + rrr ❥ + r❥ ❥
+ r✞ ☎r r + r❥
❥
+ r✍✌✎☞= 0. (C.12)
The second term in (2.27) disappears because φ(0)′′[J (0)] = 0. Using (C.10) we see that 1-
particle-reducible (1PR) graphs in (C.12) exactly cancel out each other to get
J (2) + r✞ ☎r r + r❥
❥
+ r✍✌✎☞ = 0 (C.13)
from which we obtain
Γ(2) =
rr rr❥ + rr ❥
❥
+ r r✍✌✎☞ . (C.14)
This course of study can be continued up to desired order to give the well-known result;
Γ = −
1
2
φ
(
✷+m2
)
φ−
λ
4!
φ4 +K1PI[φ] (C.15)
whereK1PI[φ] is 1PI vacuum graphK1PI[(✷+m
2)−1J ] (written in terms of original J-representation)
but with (✷+m2)−1J replaced by φ or
K1PI[φ] = r r❥ + rr rr❥ + rr ❥
❥
+ r r✍✌✎☞ + · · · (C.16)
with the notation (C.6). We note here that without using (C.3) to (C.5) we can directly obtain
(C.10), (C.12) and higher orders if we note the equation corresponding to (2.10). This point
is taken in the following case of 〈ϕ(x)ϕ(y)〉. It is easy to convince oneself that if one uses
(✷+m2 + λφ2/2)−1 instead of (✷+m2)−1 then the result of [5] is obtained.
Case of 〈ϕ(x)ϕ(y)〉
Now we consider the effective action of the bilocal composite operator. The generating func-
tional W [J ] in this case is defined as in (2.1) with S[ϕ, J ] replaced by
S[ϕ, J ] = −
1
2
∫
d4xϕ(x)(✷+m2)ϕ(x)−
λ
4!
∫
d4xϕ(x)4 +
1
2
∫
d4xd4yJ(x, y)ϕ(x)ϕ(y)
≡ −
1
2
ϕG−1J ϕ−
λ
4!
ϕ4, (C.17)
G−1J ≡ G
−1
J (x, y) = (✷+m
2)δ4(x− y)− J(x, y). (C.18)
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Note here that J(x, y) has been absorbed in the propagator GJ . We define φ(x, y) and Γ[φ]
by
φ(x, y) =
δW
δJ(x, y)
≡
1
2
〈ϕ(x)ϕ(y)〉, (C.19)
Γ[φ] =W [J ]−
∫
d4xd4yJ(x, y)φ(x, y). (C.20)
Then the 0-th order inversion formula (2.25), which is directly obtained as the 0-th order of
the relation corresponding to (2.10), gives (with the space-time index omitted)
φ = . (C.21)
The line denotes the propagator G evaluated at J = J (0), namely,
φ =
1
i
1
✷+m2 − J (0)
≡
1
i
G(0). (C.22)
Unlike the local case the key point is that this relation can be explicitly inverted to give J (0)
(compare with (2.16)), that is,
J (0) = ✷+m2 + iφ−1, (C.23)
which gives, by integration,
Γ(0) = Tr
(
✷+m2
)
φ+ iTr lnφ. (C.24)
Eq. (2.26) or the inversion formula of order λ, which is obtained by the first order of the
equation like (2.10), gives
rJ (1) + ❥ = 0 (C.25)
or, through integration,
Γ(1) = ✍✌✎☞✍✌✎☞. (C.26)
We have used the notation in which rJ (1) stands for G(0)xz J (1)zwG(0)wy where 1iG(0) = φ
(see (C.22)). From (C.26) we make sure that Γ(1) is actually a functional of the bilocal variable
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φ because lines in the graphs represent φ. The second order formula (2.27) given by the
equation like (2.10) is written as,
rJ (2) + r rJ (1) J (1) + rJ (1) ❥ + ❥rJ
(1)
+
❥ rJ (1) + ❥❥ + ❥
❥
+ ✍✌✎☞= 0. (C.27)
Using (C.25) we see that the 1 or 2-particle-reducible (2PR) graphs in (C.27) exactly cancel
out to give
J (2)(x, y) = ✖✕
✗✔
x y (C.28)
or
Γ(2)(x, y) = ✍✌✎☞✍✌✎☞. (C.29)
As in the case of 〈ϕ(x)〉 we can continue the process and get the well-known result;
Γ = Tr
(
✷+m2
)
φ+ iTr lnφ+K2PI[φ] (C.30)
where K2PI[φ] is the original 2PI graph K2PI[
1
i
1
✷+m2
] with 1
i
1
✷+m2
replaced by φ or
K2PI[φ] = ✍✌✎☞✍✌✎☞+ ✍✌✎☞✍✌✎☞+ · · ·. (C.31)
Appendix D — Path-integral formula for the fermion co-
herent state
In this appendix we derive (3.11) from (3.1). In order to clarify the notations, we first enu-
merate some formulae for the fermionic coherent state in the case of a single mode. The
generalization to multi-mode is straightforward. For the anti-commuting operator a, a† like
(3.6), the coherent state is defined as
a|z〉 = z|z〉 , 〈z|a† = 〈z|z∗ (D.1)
where z and z∗ are Grassmann numbers. Then inner product of the two states becomes
〈z|z′〉 = ez
∗z′, (D.2)
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which means that the coherent state is neither normalized nor orthogonalized. The matrix
element in the coherent state is
〈z|O(a†, a)|z′〉 = O(z∗, z′)ez
∗z′ (D.3)
where O is a normal-ordered operator. The over-completeness is expressed as
∫
dz∗dze−z
∗z|z〉〈z| = 1. (D.4)
The trace of a normal-ordered operator becomes
TrO(a†, a) =
∫
dz∗dze−z
∗z〈−z|O(a†, a)|z〉. (D.5)
In order to derive (3.11), we first estimate
〈zF |Tτe
−
∫
dτ(tαβa
†
αaβ+V(a
†
γaγ))|zI〉e
−z∗
Fα
z
Fα. (D.6)
Here V is the on-site Coulomb term and the source term appearing in (3.3) to (3.5) and
V(a†γaγ), zI and zF are abbreviations of V({a
†
γ}, {aγ}), {zIγ} and {zFγ} respectively. As usual
we divide the exponential into N +1 pieces and insert N multi-mode complete sets like (D.4).
We get(
N∏
i=1
∏
α
∫
dz∗iαdziα
)
e−
∑N+1
i=1
z∗iαziαe−
∑N+1
i=1
z∗iαzi−1αe−ε
∑N+1
i=1
{t
αβ
z∗iαzi−1β+V(z
∗
iγzi−1γ )} (D.7)
where ε = β/(N +1), z0α = zIα, zN+1α = zFα and we have assumed V is normal-ordered. The
first two exponential can be formally written as
e−ε
∑N+1
i=1
z∗iα(ziα−zi−1α)/ε → e−
∫ β
0
dτz∗α(τ)z˙α(τ). (D.8)
In this way, through the trace formula (D.5), we obtain the path-integral representation of
(3.1), arriving at (3.11).
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✗✔rJ (i)
Fig.1: The self-contraction of the pseudo-vertex.
Fig.2: The self-contraction of the 4-point-vertex.
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
J (2)✖✕
✗✔r ✖✕
✗✔
✖✕
✗✔
J (2)✖✕
✗✔r ✖✕
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(a) (b) (c)
Fig.3: An example of 1VR graph that is canceled in Γ(5).
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✗✔r
Fig.4: An example of the graph of N(K¯) = 4.
Fig.5: The 1-part (encircled by the dashed line) in a graph of φ.
Fig.6: The procedure to reach the second largest structure.
(a) proceed to a larger 1-part.
(b) reach the second largest 1-part.
(c) reach the second largest 1-parts.
(d) reach the second largest (1-part) structure.
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