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Abstract
The main objectives of this work are twofold: 1.) to create reduced models of smart structures
that are fully representative and 2.) to design different linear controllers and implement them
into the active control of these reduced models.
After a short introduction to the theory of piezoelectricity, the reduced model (super ele-
ment model) is created starting from the finite element model. Damping properties are also
calculated and added to the model. The relation between electrical and mechanical degrees
of freedom (DOFs) is derived, so that only the mechanical DOFs are considered prior to the
design of the controllers.
Finally, three different linear controllers are designed and implemented in both the super el-
ement model and the state-space representation of the same smart structure. The effect of
actuator placement is also studied through the implementation of the same controllers on an-
other smart structure, and the results are compared.
Zusammenfassung
Das Hauptziel dieser Arbeit ist es, einerseits reduzierte Modelle intelligenter Strukturen zu
erstellen, die vollständig repräsentativ sind. Anderseits dient die vorliegende Arbeit dazu, ver-
schiedene lineare Regler zu entwerfen und sie in die aktive Steuerung dieser reduzierten Modelle
zu implementieren.
Nach einer kurzen Einführung in die Theorie der Piezoelektrizität, wird bezogen auf das Finite-
Elemente-Modell ein reduziertes Modell einer intelligenten Struktur erstellt. Die Dämpfungsko-
effizienten werden berechnet und dem reduzierten Modell hinzugefügt. Der Zusammenhang
zwischen elektrischen und mechanischen Freiheitgraden wird abgeleitet, so dass nur mechanis-
che Freiheitsgrade bei der Regelung berücksichtigt werden.
Schließlich werden drei verschiedene lineare Regler entworfen und in das Super-Elemente-Modell
und die Zustands-Raum-Darstellung der intelligenten Struktur implementiert. Der Einfluss der
Aktuatoranordnung wird auch durch die Anwendung der gleichen Regler auf einer anderen
intelligenten Struktur untersucht, und die Ergebnisse werden verglichen.
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Chapter 1
Introduction
1.1 Motivation
In modern engineering, weight optimization has a high priority for the design of structures.
This goal has the advantage of minimizing the amount of raw material used, thus reducing the
manufacturing and operational costs. On the other hand, it results in lower stiffness and less
damping which renders the structure more sensitive to vibration. Vibration not only reduces
the performance of the structural system, but it can cause fatigue loads that lead in some cases
to failure of the structure itself [39]. A possible way to overcome this problem is to use dampers,
springs, pads, etc., all of which are the passive vibration control techniques. Although a passive
control system does not require an external power source to operate, its versatility is limited
since only frequencies within a particular range of bandwidth can be controlled.
Another procedure to solve the problem of vibration in a structural system is to implement ac-
tive or smart materials which can be controlled in accordance to the disturbances or oscillations
sensed by the structure. Structures incorporating such materials are called smart structures. A
smart structure comprises a passive structure and distributed active parts working as sensors
and/or actuators. Moreover, it gives the opportunity to actively control the vibration instead
of using passive control units such as external vibration absorbers.
Recent innovations in smart materials coupled with developments in control theory have made
it possible to control the dynamics of structures, and this field is still experiencing large growth
in terms of research and development [137]. Designing suitable controllers for desired per-
formance criteria requires appropriate mathematical modeling of the system to be controlled.
Smart structures can be modeled using 1.) physical laws (Newton’s motion laws, Lagrange’s
equations of motion, D’Alembert’s principle, etc.), 2.) test data with system identification meth-
ods (stochastic subspace identification, prediction error method, etc.), 3.) or the finite element
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method [48].
The system model of a smart structure involves a large number of vibrational modes. Yet,
the performance goals are mostly related to the first few vibrational modes due to their large
effect on structural response. Hence, a reduction of the order of DOFs of the model is possible
without reducing its usebility. The damping characteristics of the smart structure must be
known as well so that it can be properly modelled. Once all these factors are considered, active
vibration control concepts can be applied and good results can be expected.
1.2 Literature Survey
1.2.1 Smart Materials and Structures
The world of materials is an exciting and challenging field of research. Materials have always
played a dominant role in the evolution of human civilization, starting from its early begin-
nings, when most of the developments in this field were due to experience and intuition, until
the present, in which the field has evolved into a highly developed science. Historians have also
named different time-periods after typical materials used, o.g., Stone Age, Bronze Age, and the
Iron Age [36]. Thus, the tendency to use optimal materials has always been present. Initially,
only materials available in nature were used, and with the upgrowth of science, researchers
became capable of altering material properties by perfoming various treatments to influence
the material microstructure and optimize material behaviour for the desired application. Later
on, chemical processes were included, and materials were also mixed together to produce new
ones more capable of performing the requirements [86].
Demands from diverse industrial branches (aerospace, automotive, defense, etc.) on much more
advanced materials has led to the development of a new generation of materials surpassing con-
ventional structural and functional materials. Such "smart materials" are those which possess
the ability to change their physical properties in a specific manner in response to a specific
stimulus input [111]. The stimuli could be pressure, temperature, electric and magnetic fields,
chemical, or nuclear radiation. Examples of associated changeable physical properties are stiff-
ness, viscosity, and damping. The terms "smart" and "intelligent" are used interchangeably
for these materials, and Takagi [127] defined intelligent materials as those which respond to
environmental changes at the most optimum conditions and manifest their own functions ac-
cording to the environment. Smart materials include piezoelectric materials, shape memory
alloys (SMA), magneto-strictive materials, optical fibres, and electro-rheological fluids. Smart
materials are usually utilized as actuators and sensors, and their associated "stimulus" and
"response" are depicted in Table 1.1.
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Table 1.1: Sensor and actuator material classes [71]
Material class Stimulus Response
S
e
n
so
rs
Pyroelectrics Temperature change Electric polarization
Piezoelectrics Mechanical strain Electric polarization
Electrostrictors Mechanical strain Electric polarization
Magnetostrictors Mechanical strain Change in magnetic field
Electroactive polymers Mechanical strain Electric polarization
Electroluminescent materials Electric field Light emission
Photoluminescent materials Incident light Light emission
Electrochromic materials Electric field Color change
A
ct
u
a
to
rs
Piezoelectrics Electric current Mechanical strain
Electrostrictors Electric current Mechanical strain
Magnetostrictors Magnetic field Mechanical strain
Shape memory alloys Temperature change Mechanical strain
Electroactive polymers Electric field Mechanical strain
Electrorheological fluids Electric field Viscosity change
Magnetorheological fluids Magnetic field Viscosity change
Nature gives abundant examples of smart materials which have triggered the interest of re-
searchers for a long time: leaves of Mimosa pudia collapse suddenly when touched; leaflets
of Codariocalyx motorius rotate under exposure to sunlight; sunflowers turn towards the sun;
chameleons change color according to environmental situations [57].
Major advantages of smart material actuators and sensors include high energy density, fast
response, compact size, and fewer moving parts. Some disadvantages include limited strain
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outputs, limited blocking forces, high cost, and sensitivity to harsh environmental conditions
[115]. The nonlinear properties of these materials present one of the major hurdles for their
application. These nonlinear properties are more likely to be observed as hysteresis. This
nonlinear behaviour is described in [28],[17], and [142] among others. In this work, only linear
behaviour of smart materials is considered.
Recent progress in smart materials for distributed actuators and sensors has triggered a con-
siderable interest in smart structures. Once smart materials are bonded to or embedded in
conventional structures, those structures obtain sensing, actuating and processing or controling
capabilities, which are the basic active features of smart or intelligent structures [95]. A smart
structure can thus sense external disturbances and respond to those with active control in real
time to meet the desired requirements [80]. This means, it has the ability to sense a variable
such as temperature, pressure, strain; diagnose the nature and extent of any problem; initiate
an appropriate action to address the identified problem; and finally to store the processes in
memory and "learn" to use the actions taken as a basis next time around [123].
Smart structures can be classifed based on the level of sophistication, and the relationship be-
tween these structure types is depicted in Figure 1.1.
Adaptive structures
Active structures
Intelligent structures
Controlled structures
Sensory structures
Figure 1.1: General framework of smart structures categories [111],[64]
A sensory structure thus contains sensors but no actuators for monitoring the state of the struc-
ture. An adaptive structure has no sensors but possesses actuators that enable the alteration
of system states in a controlled manner. A controlled structure results from the combination
of a sensory and an adaptive structure in which both sensors and actuators are integrated
in a closed-loop system for the purpose of actively controlling the system states. An active
structure is a controlled structure that contains integrated sensors and actuators which fulfill
both structural and control functions. An intelligent structure is an active structure that has
highly integrated control logic and electronics in addition to distributed actuators and sensors
[58],[124],[139].
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Smart structures are used in several shape and vibration control applications. Micropositioning,
satellite antenna shape control, space structure shape correction, and automatic flow control
valves are some of the practical examples of shape control applications. Vibration control ap-
plications include active suspension systems for vehicles and active vibration control in aircraft
such as the control of aeroelastic instabilities like flutter, divergence, and aircraft vibration
[64],[100].
1.2.2 Active Vibration Control
Structural vibration control systems are classified into three categories: passive, active, and
semi-active control systems [125]. Although the focus in this work lies on active vibration con-
trol techniques, a short introduction to the other two is presented. A passive control system does
not require an external power source to work, and it dissipates the vibration energy through a
variety of mechanisms including sliding friction, springs, pads, dampers, etc. [78],[81]. If piezo-
electric patches are attached to the structure, the mechanical disturbances due to vibration are
transformed into electrical energy, which can be dissipated or altered through a shunting circuit
before it reverts to the mechanical system [52],[85]. Control forces in a passive control system
are developed from the motion of the structure. Due to their high rate of energy dissipation,
passive control techniques are commonly used in civil engineering structures [3]. Nevertheless,
such passive techniques have a very limited use in space and automotive applications due to
the additional weight and volume they involve and are generally only for relatively large fre-
quencies.
Active control of structures has been recognized as one of the most challenging and significant
areas of research in structural engineering in recent years. Active vibration control is defined as
a technique in which the vibration of a structure is reduced or controlled by applying a counter
force to the structure that is appropriately out of phase but equal in amplitude to the original
vibration. As a result, two opposite forces cancel each other, and the structure stops vibrating.
Active vibration control was first applied on ships, and the first control technique was based
on the idea of reducing the vibration on a steam ship by synchronising both engines in oppo-
site phases [83],[56]. Some years after that, "activated stabilizing fins", auxiliary rudders with
changeable angle of attack diving literally from the ship hull into the water, and which are still
used today, were invented [92],[51]. Aircraft and spacecraft have also had a great impact on
investigations into active control of structural vibrations. The damping of vibration of aircraft
skin or other parts was performed by dampening the critical vibrations with power transmitted
by supersonic waves that may be controlled with an electric or a quartz crystal oscillator [134].
Early publications can also be found on the active control of vibrations in beams, plates, and
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composite structures. To control flexible systems, Balas [12] used point actuators and sensors
based on the knowledge of both the elastic mode frequencies as well as the mode shapes at
their locations. Leatherwood [72] implemented an active mass damper to cancel the structural
vibration of flexible bodies.
The use of piezoelectric materials as actuators and sensors for noise and vibration control has
been demonstrated extensively over the past thirty years [102]. Bailey [9] designed an active
vibration damper for a cantilevered beam using a distributed parameter actuator in the form
of a piezoelectric polymer. Bailey and Hubbard [10] developed and implemented three different
control algorithms to control the vibration of a cantilevered beam with piezoactuators. Crawley
and de Luis [25] and Crawley and Anderson [26] presented a rigorous study on the stress-strain-
voltage behaviour of piezoelectric elements bonded to beams, and they observed that in the
case of a thin bounding layer, the piezoactuator effective moments can be seen as concentrated
on the two ends of the actuator. Fanson and Caughey [30] made use of piezoelectric materials
for actuators and sensors and implemented a positive position feedback controller to control the
first six bending modes of a cantilevered beam. Newman [94] implemented a strain rate feed-
back controller to attenuate the vibration of a long beam with piezoelectric ceramic materials
adhered to it while excited with its first three eigenmodes. Hwang and Park [62] used a constant
gain negative velocity feedback controller to attentuate the vibration of a piezolaminated plate.
Lim et al. [76] used constant gain velocity and constant gain displacement feedback controllers
to reduce the vibration amplitude of the first two resonance modes of an aluminium cantilevered
piezolaminated plate. Benjeddou [16] presented a survey on the advances in piezoelectric finite
element modeling of adaptive structural elements. Manning et al. [84] presented a control
scheme to control the vibration of a piezoactuated cantilevered beam using system identifi-
cation and pole placement techniques. Halim and Moheimani [53] developed an H∞ feedback
controller to suppress the vibration of a simple-supported piezolaminated beam, and the results
were validated experimentally. Singh et al. [118] implemented a controller based on the space
control method on the finite element formulation of a smart beam to control its response. In
addition to the strain rate feedback and positive position feedback controllers, Fei [31] used an
optimized PID compensator to control the vibrations of a beam bonded with piezoelectric ac-
tuators. Vasques and Rodrigues [135] implemented optimal control strategies for the vibration
control of piezoelectric smart beams under an initial displacement field and white noise force
disturbance and compared the results to those from classical control strategies. Ciaurriz [21]
implemented P and PD controllers to control the vibrations of a flexible piezoelectric beam
by using a co-simulation between Adams/Flex and Matlab/Simulink. Kapuria and Yasin [65]
used optimal control strategies with single-input-single-output and multi-input-multi-output
configurations to control the vibration in a finite element model of a smart piezolaminated
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beam including one electric node. Ghareeb and Schmidt [40],[41] designed a controller based
on the Lyapunov stability theorem to control the vibration of a smart beam excited with its
first eigenmode. In their work, the state-space and super element models of the smart beam
were created and the controller was implemented in both models.
In active vibration control, the position of the piezoelectric actuators and sensors on the flexi-
ble structure plays an important role in improving the control performance of the system [82].
Different methods for optimal positioning of piezoelectric actuators and sensors on flexible
structures are presented in the literature, such as in [70],[7],[73].
The third type of structural vibration control systems is the semi-active control system. It
has been developed to take advantage of the best features of both passive and active control
systems. A semi-active control system requires a small amount of external power to operate.
As in passive control systems, semi-active control systems use the motion of the structure to
develop control forces. Similar to the active control systems, its mechanical properties can be
adjusted based on feedback from the structure being controlled. An example of a semi-active
control system is the use of magnetorheological fluid dampers in a strucural system [88].
1.2.3 Steps of the Controller Design
The design of an active vibration feedback control system passes through six main stages
[46],[119]:
1. Creation of a simple and representative mathematical model of the flexible structure. A
numerical method (e.g., the FEM) can be used.
2. Analysis of the structural dynamics by determining its properties (eigenfrequencies, modes,
nodal points, etc.).
3. Reduction of the number of degrees of freedom (DOF) of the finite element (FE) model
to a small number without losing the structure’s properties, so that controllers can be
easily designed and implemented.
4. Selection of the control law after choosing the variables to be controlled and the position
of sensors and actuators, followed by the design of the controller based on the overall
control objectives.
5. Computer simulation of the closed-control loop and analysis of the results to see if the
specifications are satisfied. If not, the specifications or the type of the controller to be
used must be modified (previous step).
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6. Verification of results.
1.3 Aims and Limitations of the Study
The objective of this research is to develop a reduced FE model, called a super element (SE)
model of a smart beam which represents the real model faithfully. The damping properties of
the real model are calculated from experiments and then introduced into the reduced model. A
modal analysis is perfomed, and the results are compared again to the experimental ones. The
relation between actuator voltage and actuator moments is derived to eliminate the electrical
DOFs from the reduced model. The corresponding state-space (SS) model is created, three dif-
ferent linear feedback controllers are designed and implemented on both the SE and SS models,
and results are compared. In the SE case, the control strategies are introduced directly to the
model without the use of any external software. These controllers are initially implemented on
a model from the literature to check their efficiency. The FE and the SE models are created
using SAMCEF, and the SS models are created using Matlab/SIMULINK.
To the best of the author’s knowledge, no literature is available, where active control strategies
are implemented on a SE model of a smart structure. In literature, these strategies are either
tested experimentally, or used in FE models with long computation times. The damping coef-
ficients of the models investigated are usually not calculated, but rather assumed. Moreover,
the control laws are not fed directly into the FE model, but a co-simulation with other software
like MATLAB or FORTRAN is performed. This work gets over all these drawbacks.
The limitations of the study are summarized in the following points:
- The frequency range of interest covers only the first eigenmode of the smart beam.
- The locations of the actuator are considered as optimal locations in the first smart beam
model used, and no further optimization is conducted.
- A linear SE is used to model the smart beam.
- The nonlinear characteristics of the piezoelectric actuators and their hysteresis effects are
neglected.
- The gains to the controllers used are calculated using trial-and-error.
91.4 Organization of the Thesis
The second chapter adresses piezoelectricity with application to smart strucutres. After an
introduction to the history of this phenomenon, some piezoelectric materials are defined, and
the related equations and coefficients are provided.
In the third chapter, the finite element approach for piezoelectric structures is addressed. The
variational principle is presented, and the FE formulation of piezoelectric structures is derived.
Finally, numerical examples on piezoelectric structures are introduced.
After the relationship between the electrical DOF and mechanical DOF is deduced through
actuator modeling, a structural finite element model of the smart structure without electrical
DOF is created in the fourth chapter. The size and type of the finite element model are initially
optimized based on experimental results. The damping characteristics are then gleaned by using
two different methods with the aid of experimental results.
The fifth chapter is devoted to the SE theory and SS representation. Several reduction tech-
niques are explained, and a SE model of a smart beam is created and validated using its FE
model. Finally, a SS model is also created prior to the design of the controllers.
In the sixth chapter, three different controllers are designed and implemented in the super
element model of a smart structure. In addition, these controllers are applied directly to its
state space model, and results are compared. Furthermore, the effect of actuator placement is
indirectly investigated based on the implementation of the same controllers on another smart
beam and comparison of the results to those from the literature.
Finally, conclusions and suggestions for future work are discussed.
10 1.4 Organization of the Thesis
Chapter 2
Fundamentals of Piezoelectricity
2.1 Introduction
2.2 History of Piezoelectricity
Rochelle salt is the earliest reported piezoelectric material. In 1665, it was first produced
in France for medical use by pharmacist Elie Seignette [79]. Brewster [129] investigated the
pyroelectric properties of this material in 1824. In the year of 1880, Pierre and Jacque Curie dis-
covered an unusual characteristic of some crystals while conducting some experiments on them:
The crystals became electrically polarized once they were subjected to a mechanical stress, and
this is called the direct piezoelectric effect. Such crystals include tourmaline, quartz, topaz,
cane sugar and rochelle salt [90]. In the scientific community of that time, the term "piezo-
electricity" was used to describe this effect. Since the word "piezo" is from Greek and it means
"to press", piezoelectricity is then the electricity generated from pressure and this terminology
helped to distinguish it from other related phenomena of interest, like pyroelectricity and con-
tact electricity [102]. On the other hand, it was Lippmann [77] who used the fundamental laws
of thermodynamics to predict the converse piezoelectric effect, which was confirmed experimen-
tally by the Curie brothers after that. Both behaviours are exhibited only by certain crystals
which have no center of symmetry.
Prior to the first world war, the study of piezoelectricity was seen as a scientific issue and re-
searchers studied the asymmetric nature of the piezoelectric crystals, the reversible exchange of
mechanical and electrical energy, as well as the use of thermodynamics in describing its various
aspects. The first serious application of piezoelectric materials followed during the first world
war. The french scientist Paul Langevin and his co-workers invented the sonar, in which piezo-
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electric quartz are used to produce ultrasonic waves to detect the position of submarines [11].
Between the two world wars, piezoelectric crystals were employed in many applications such
as microphones, accelerometers, ultrasonic transducers, etc. During the second world war, the
competition between the dominant nations at that time (USA, Japan, Soviet Union) was keen
in order to develop higher dielectric-constant capacitors [50]. The piezoelectric effect shown by
natural materials at that time has proved to be very weak. The intensive research after the sec-
ond world war aimed at developing materials with enhanced electromechanical properties. The
evolution of the barium titanate family of piezoceramics and later the lead zirconate titanate
family contributed to establishing an entirely new method of piezoelectric device development
by tailoring a material to a specific application. This resulted in a number of developments and
inventions like piezoignition systems, powerful sonars, communication equipments, etc. [93].
In current applications, and in the field of active vibration control, the most used materials
are polycrystalline ferroelectric ceramics, such as lead zirconate titanium (PbT iO3), known
as PZT, and piezoelectric polymers, such as polyvinylidene fluoride (PVDF). PZTs furnish a
stronger electromechanical coupling but are brittle and heavy, whereas PVDFs are comfortable
materials conveniently used as sensors. In this work only piezoelectric ceramics are considered.
2.3 Piezoelectric Ceramics and their Applications
Piezoelectric ceramics are crystalline materials whose basic cell below a given critical temper-
ature, known as the "Curie temperature", has an asymmetric distribution of charge giving a
permanent polarization. A macroscopic block of crystalline material is made up of an assembly
of grains and domains. In normal conditions, the domains are randomly oriented and the overall
polarization of the block is statically null. If a strong electric field is applied for a sufficiently
long time, the domains tend to orient in the direction of the electric field and a net polarization
is recognized. The polarization remains once the polarizing field is removed, and the obtained
material block is then called a polarized piezoelectric ceramic. After the polarization process,
a small deformation will be sufficient to obtain an electric potential and vice versa. For further
details about piezoelectric ceramics, it can be referred to books like [130],[17],[91].
Applications of piezoelectric materials can be summarized in four categories: actuators, sen-
sors, transducers and generators. In the actuator category, the piezoelectric materials convert
an electrical signal into an accurately controlled physical displacement, e.g., to adjust precision
machining tools finely. As sensor, piezoelectric materials convert a physical parameter, such
as vibration, acceleration and pressure into an electrical signal. In the transducer category,
piezoelectric transducers can both generate an ultrasound signal from electrical energy and
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convert an upcoming sound into an electrical signal. Piezoelectric transducer devices can be
used to measure distances, flow rates and fluid levels. Moreover, they can be used to generate
ultrasonic vibrations for cleaning, drilling, welding and for medical diagnostics. As generator,
piezoelectric materials can generate voltages that are sufficient or larger to spark across an
electrode gap, like ignitors in fuel lighters and welding equipments [132],[97].
2.4 Piezoelectric Constitutive Equations
Generally speaking, piezoelectric ceramics could be composed from any ferroelectric material.
Ceramics are produced by mechanical pressing of material grains and after that, the ceramic
is isotropic due to the random grain distribution and orientation [130], although piezoelectric
materials are generally anisotropic. The equations describing the electromechanical properties
of piezoelectric materials are introduced based on the IEEE standard for piezoelectricity which
assumes that these materials are linear [6]. In fact, although piezoelectric materials have a
linear profile at low electric fields and low mechanical stresses, they may show considerable
nonlinearity once operated under a high electric field or high mechanical stresses [17]. As
mentioned in the previous chapter, only the linear piezoelectric behaviour is considered in this
work.
The direct piezoelectric effect consists of the ability of the ceramics, as well as certain crystalline
materials, to generate an electrical charge in proportion to an externally applied mechanical
stress. It is the basis upon which the piezoelectric materials are used as sensors. Piezoelectric
materials also show the opposite effect, called converse piezoelectric effect, where the application
of an electrical field creates mechanical deformation in the crystal. The piezoelectric effects are
illustrated in Figure 2.1 for the case of a 1−D structure [63].
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Figure 2.1: Schematic representation of the a) direct, and b) converse piezoelectric effects
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In case of a piezoelectric sensor (Figure 2.1 - a), the generated sensor voltage Vs due to the
applied compression force F is calculated as:
Vs = − g(ℓ/A)F (2.1)
where g is referred to as the piezoelectric voltage (or charge) constant, and ℓ and A are the
length and cross-sectional area of the structure measured along the poling direction.
Yet, in the case of a piezoelectric actuator (Figure 2.1 - b), the applied electrical field leads to
the deformation of the material. The strain ε in the poling direction is expressed as:
ε = d(1/ℓ)Va (2.2)
where d is referred to as the piezoelectric strain constant, and Va is the actuator voltage.
To construct the constitutive equations describing piezoelectricity, it will be assumed that the
total strain in the piezoelectric element, e.g., a transducer, is the sum of the mechanical strain
induced by the mechanical stress and the controllable actuation strain caused by the applied
electric voltage. The axes are identified by numbers rather than letters, and this is seen in
Figure 2.2. Thus, 1 refers to the x axis, 2 to the y axis and 3 to the z axis. The numbers 4, 5
and 6 correspond to the shear around the x, y and z axis.
The direct and the converse piezoelectric effects can be described through the electromechanical
equations for a linear piezoelectric material [6],[68].
The direct piezoelectric effect, which deals with the case when the transducer is being used as
a sensor, can be described in more than one form depending on the parameters to be used.
Possible forms are:
Dm = dmiσi + EσmkEk (2.3)
Em = gmiσi + BσmkDk (2.4)
The converse piezoelectric effect, which deals with the situation when the transducer is being
used as actuator, can be expressed by forms like:
εi = S
E
ijσj + dmiEm (2.5)
εi = S
D
ijσj + gmiDm (2.6)
the indexes i, j = 1, 2, · · · , 6 and m, k = 1, 2, 3 refer to different directions within the material
coordinate system.
Concerning the rest of the parameters (indexes are not shown):
ε : strain vector [−]
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Figure 2.2: Schematic diagram of a piezoelectric transducer with direction 3 as poling direction
σ : stress vector [N/m2]
E : electric field vector [V/m]
S : matrix of compliance coefficients [m2/N ]
D : vector of electric displacement [C/m2]
d : matrix of piezoelectric strain constants [m/V ]
E : permittivity [F/m]
g : matrix of piezoelectric constants [m2/V ]
B : impermitivity component [m/F ]
The superscripts E, D and σ represent measurements taken at constant electric field, constant
electric displacement and constant stress. The physical meaning of some of these parameters
is discussed in details in Section 2.5.
Equations (2.3) and (2.6) can also be written in the matrix form as [93]:

D1
D2
D3

=

d11 d12 d13 d14 d15 d16
d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36


σ1
σ2
σ3
σ4
σ5
σ6

+

Eσ11 Eσ12 Eσ13
Eσ21 Eσ22 Eσ23
Eσ31 Eσ32 Eσ33


E1
E2
E3

(2.7)
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and 
ε1
ε2
ε3
ε4
ε5
ε6

=

S11 S12 S13 S14 S15 S16
S21 S22 S23 S24 S25 S26
S31 S32 S33 S34 S35 S36
S41 S42 S43 S44 S45 S46
S51 S52 S53 S54 S55 S56
S61 S62 S63 S64 S65 S66


σ1
σ2
σ3
σ4
σ5
σ6

+

d11 d21 d31
d12 d22 d32
d13 d23 d33
d14 d24 d34
d15 d25 d35
d16 d26 d36


E1
E2
E3

(2.8)
For shear stress, the following notation can be used:
ε4 = γ23
ε5 = γ31
ε6 = γ12
Similarly, for the shear strain, there exist:
σ4 = τ23
σ5 = τ31
σ6 = τ12
The above equations express the general form of electromechanical equations for piezoelectric
materials. Nevertheless, piezoelectric ceramic is an isotropic material. Thus, many parameters
in the above matrices are either zero, or can be expressed in terms of other parameters.
The device is poled along the z-axis, and the only non-zero piezoelectric strain constants are [81]:
d31 = d32
d15 = d24
The non-zero compliance coefficients are:
S11 = S22
S12 = S21
S13 = S31 = S23 = S32
S44 = S55
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And the non-zero dielectric coefficients are:
Eσ11 = Eσ22 = Eσ33
Subsequently, the equations (2.7) and (2.8) are simplified to:

D1
D2
D3

=

0 0 0 0 d15 0
0 0 0 d15 0 0
d31 d31 d33 0 0 0


σ1
σ2
σ3
σ4
σ5
σ6

+

Eσ11 0 0
0 Eσ11 0
0 0 Eσ33


E1
E2
E3

(2.9)

ε1
ε2
ε3
ε4
ε5
ε6

=

S11 S12 S13 0 0 0
S12 S11 S13 0 0 0
S13 S13 S33 0 0 0
0 0 0 S44 0 0
0 0 0 0 S44 0
0 0 0 0 0 2(S11 − S12)


σ1
σ2
σ3
σ4
σ5
σ6

+

0 0 d31
0 0 d31
0 0 d33
0 d15 0
d15 0 0
0 0 0


E1
E2
E3

(2.10)
It should be mentioned that some references like [104],[133],[16] use an alternative form for the
constitutive equations of piezoelectric materials introduced in this section. In matrix notation,
they read:
σ = [cE]{ε} − [e]σ{E}
D = [e]{ε} + [Eε]{E}
(2.11)
where e is the piezoelectric constants matrix (in Coulomb/m2).
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2.5 Piezoelectric Coefficients
Here, the physical meaning of some piezoelectric coefficients, which were introduced in the
previous section, is explained.
2.5.1 Piezoelectric strain coefficients dij
y, 2
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Figure 2.3: Schematic of piezoelectric strain constant d31 configuration (transducer)
The piezoelectric strain constant dij can be defined as the generated strain along the j-axis
due to an electric field applied along the i-axis, provided that all the external stresses are kept
constant. Considering a transducer as shown in Figure 2.3 [93], a voltage V is applied to a
piezoelectric transducer which is polarized in the z-direction. d31 is then the induced strain in
direction 1 due to an applied electric field in direction 3. This constant is expressed as:
d31 =
ε1
E3
=
∆ℓ/ℓ
V/t
=
t∆ℓ
V ℓ
(2.12)
⇒ ∆ℓ = d31V ℓ
t
(2.13)
The piezoelectric strain constant d31 is usually a negative number since the application of a
positive electric field will generate a positive strain in direction 3 and thus a negative strain in
direction 1.
Another interpretation of dij is the ratio of short circuit charge per unit area flowing between
connected electrodes perpendicular to the j direction to the stress applied in the i direction
[63]. As shown in Figure 2.4, a force is applied to the transducer in the z-direction, and the
piezoelectric strain constant is in this case:
d33 =
Q/ℓω
F/ℓω
=
Q
F
(2.14)
Which results in the electric charge:
Q = d33F (2.15)
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Figure 2.4: Schematic of a piezoelectric transducer per unit stress under zero electric field
2.5.2 Piezoelectric coefficients gij
Also called piezoelectric voltage constant, gij is defined as the induced electric field along direc-
tion i once the material is stressed along direction j.
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Figure 2.5: Schematic of a piezoelectric transducer subject to applied stress
Therefore, the piezoelectric constant in Figure 2.5 can be expressed as:
g31 =
E3
σ1
=
V/t
F/tω
=
Vω
F
(2.16)
The voltage is then:
V =
g31F
ω
(2.17)
Alternatively, gij can be defined as the mechanical strain developed along direction j due to
application of an electric charge (per unit area) in direction i. Using the notations shown in
Figure 2.6 and the definition, g31 can be expressed as:
g31 =
ε1
Q3/ℓω
=
∆ℓ/ℓ
Q3/ℓω
=
∆ℓω
Q
(2.18)
The length of the piezoelectric element will change by:
∆ℓ =
g31Q
ω
(2.19)
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Figure 2.6: Schematic of a piezoelectric transducer subject to applied stress
2.5.3 Dielectric (permittivity) coefficients Eij:
The absolute permittivity Eij is defined as the electric displacement or charge per unit area along
direction i per unit electric field along direction j. However, in most piezoelectric materials,
the application of an electric field in a given direction only causes an electric displacement in
the same direction. In many references, the relative permittivity G is used. It is defined as the
ratio of absolute permittivity to the permittivity of free space (E0 = 8.85× 10−12F/m). Thus:
G = EE0 (2.20)
2.5.4 Elastic compliance coefficients Sij:
The constant Sij is represented as the ratio of the produced strain along direction i due to a
unit stress along direction j. Thus, stress vector can be related to strain vector using this elastic
compliance. Like other material constants discussed here, it is measured under either constant
electric field (E = 0) or short-circuited (SC) denoted by SEij , or under constant dielectric
displacement (D = 0) or open-circuited (OC) denoted by SDij as shown in Figure 2.7.
D = 0 E = 0
Figure 2.7: Schematic of OC (left) and SC (right) configurations
In the OC configuration, the electric field produces additional strain in piezoelectric material
that results in increased value of SDij compared to SC configuration, that is S
D
ij > S
E
ij .
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This electromechanical coupling in general quantifies the amount of the applied energy that
remains in the material rather than being converted into other forms. On the other hand, it is
defined as the ratio of the stored electrical energy to applied mechanical energy (for sensors)
or the ratio of the stored mechanical energy to applied electrical energy (for actuators) [63].
In case of sensors, Kij is defined as:
K2ij =
stored electrical energy (electric field and electric displacement) in direction j
applied mechanical energy (stress and strain) in direction i
(2.21)
And in case of actuators:
K2ij =
stored mechanical energy (stress and strain) in direction i
applied electrical energy (electric field and electric displacement) in direction j
(2.22)
Indeed, the term K2ij can be viewed as the coupling between electrical and mechanical fields.
In terms of other piezoelectric constants, the coupling coefficient can be written as:
K2ij =
d2ij
SEijEσij
, gijdijEp (2.23)
where Ep is the Young’s modulus of piezoelectricity of the piezoelectric material. Denoting the
OC and SC elastic stiffness values as KOC and KSC , the stiffness values can be related as [93]:
KOC
KSC
=
1
1−K2 (2.24)
This means:
KOC > KSC , since: 0 ≤ K2 ≤ 1 (2.25)
Eq. (2.24) is verified in [113] by introducing the correlation between the coupling coefficient
and the OC and SC frequencies. This relationship is defined as:
K2 = 1− ω
2
SC
ω2OC
(2.26)
This means, the eigenfrequencies in the OC conditions (ωOC) are greater than those in the SC
conditions (ωSC), and this is exactly the case concerning the stifnesses. Eq. (2.26) is verified
in the first numerical example of the next chapter.
For more information about this coefficient, as well as the other coefficients mentioned before,
it can be refered to references like [15],[113],[63], and [81].
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Chapter 3
The Finite Element Approach for
Piezoelectric Structures
3.1 Variational Principle
The first variational principle which serves to incorporate the piezoelectric effect in a finite
element formulation was developed by Holland and Nisse [96],[55]. It was implemented in the
analysis of piezoelectric disks with varying D/T ratio. At the same time, another variational
principle was derived from the Hamilton’s principle by Tiersten [131] and it was applied to
analyze piezoelectric plate vibrations.
In this section, the Hamilton principle is used in order to derive the dynamic equations of a
piezoelectric continuum, in which the Lagrangian and the virtual work are properly adapted to
include the electrical and mechanical contributions. Starting from the definition of virtual work
and assuming there are point charge Q, body forces {Fb}, surface forces {Fs} and concentrated
loads {Fc}, the virtual work δW is defined as [133]:
δW =
∫
V
{δq}T{Fb} dV +
∫
F1
{δq}T{Fs}dF + {δq}T{Fc} − δφQ −
∫
F2
δφσ dF (3.1)
where {q} is the displacement vector, φ the electric potential, σ the electric charge, V the
piezoelectric volume and Fi the surface area.
The potential energy density of a piezoelectric material includes contributions from the strain
and electrical energies [131]. This means:
H = 1
2
[
{ε}T{σ} − {E}T{D}
]
(3.2)
Comparing (3.1) and (3.2) yields the analogy between electrical and mechanical variables (Ta-
ble 3.1). All mechanical quantities are one tensorial rank higher than the corresponding elec-
23
24 3.1 Variational Principle
trical quantities [5].
Table 3.1: The electromechanical analogy
Electrical Mechanical
Charge σ {Fe} Force
Electric potential φ {q} Displacement
Electric displacement {D} {σ} Stress
Electric field {E} {ε} Strain
The kinetic energy density is defined as:
J = 1
2
ρ{q˙}T{q˙} (3.3)
where ρ is the density.
The Lagrangian L of a bounded piezoelectric body is the summation of kinetic energy and
potential energy:
L =
∫
V
(J − H) dV =
∫
V
1
2
[
ρ{q˙}T{q˙} − {ε}T{σ} + {E}T{D}
]
dV (3.4)
with q˙ as the velocity.
Based on the virtual work and the Lagrangian defined above, the dynamic equations of a
piezoelectric structure can be derived by using Hamilton’s principle as [101]:∫ t2
t1
δ(L+W) dt = 0 (3.5)
where t1 and t2 define the time interval and all variations vanish at t = t1 and t = t2.
Substituting (2.11) in (3.4), and then (3.4) and (3.1) in (3.5) yields:
∫
V
[
−ρ{δq¨}T{q} − {δε}T [c]{ε} + {δε}T [e]{E} + {δE}T [e]{ε} + {δE}T [E ]{E} + {δq}T{Fe}
]
dV
+
∫
F1
{δq}T{Fs}dF + {δq}T{Fc} −
∫
F2
δφσdF − δφQ = 0 (3.6)
which is the variational piezoelectric equation that is mostly used for piezoelectric finite element
formulations. However, other variational formulations were also met in the literature by using
different independent variables, as in [16],[133],[5].
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tures
In the finite element formulation, the displacement {q} and the electric potential φ of an
element are related to the corresponding node values {qi} and {φi} by shape functions [Nq]
and [Nφ] in the form:
{q} = [Nq]{qi} (3.7)
φ = [Nφ]{φi} (3.8)
The strain field {ε} and the electric field {E} are therefore related to the nodal displacement
and potential by shape functions derivatives [Bq] and [Bφ]. This is formulated as:
{ε} = [P ][Nq]{qi} = [Bq]{qi} (3.9)
{E} = −∇[Nφ]{φi} = −[Bφ]{φi} (3.10)
where ∇ is the gradient operator and [P ] the derivation operator.
Substituting the above equations in (3.6) yields:
−{δqi}T
∫
V
ρ[Nq]T [Nq]dV{q¨i} − {δqi}T
∫
V
[Bq]T [cE][Bq]dV{qi} − {δqi}T
∫
V
[Bq]T [e][Bφ]dV{φi}
− {δφi}T
∫
V
[Bφ]T [e]T [Bq]dV{qi} − {δφi}T
∫
V
[Bφ]T [Eσ][Bφ]dV{φi} + {δqi}T
∫
V
[Nq]T{Fb}dV
+ {δqi}T
∫
F1
[Nq]T{Fs}dF + {δqi}T [Nq]T{Fc} − {δφi}T
∫
F2
[Nφ]TσdF − {δφi}T [Nφ]TQ = 0
(3.11)
This equation must be verified for any arbitrary variation of the displacements {δqi} and electric
potentials {δφi} including the corresponding boundary conditions.
For a single FE, (3.11) can be written as:
[Mqq]{q¨i}+ [Kqq]{qi}+ [Kqφ]{φi} = {Fi} (3.12)
[Kφq]{qi}+ [Kφφ]{φi} = {Qi} (3.13)
while, [Mqq] =
∫
V
ρ[Nq]T [Nq]dV is the element mass matrix
[Kqq] =
∫
V
[Bq]T [cE][Bq]dV is the element stiffness matrix
[Kqφ] =
∫
V
[Bq]T [e][Bφ]dV is the element piezoelectric coupling matrix
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[Kqφ] = [Kφq]T
[Kφφ] =
∫
V
[Bφ]T [Eσ][Bφ]dV is the element capacitance matrix
The vectors of external mechanical forces {Fi} and electric charge {Qi} are expressed as:
{Fi} =
∫
V
[Nq]T{Fb}dV +
∫
F1
[Nq]T{Fs}dF + [Nq]T{Fc}
{Qi} = −
∫
F2
[Nφ]TσdF − [Nφ]TQ
The element coordinates {q} and {φ} are related to the global coordinates {O} and {ϕ}. Upon
carrying out the assembly, the global system of equations will have the form:
[M ]{O¨}+ [KOO]{O}+ [KOϕ]{ϕ} = {F} (3.14)
[KϕO]{Q}+ [Kϕϕ]{ϕ} = {Q} (3.15)
The assembled system of equations (3.14) and (3.15) can be complemented with a damping
term [C]{O˙} to obtain the full equation of dynamics [102]:
[M ]{O¨} + [C]{O˙} + [KOO]{O} + [KOϕ]{ϕ} = {F}
[KϕO]{O} + [Kϕϕ]{ϕ} = {Q}
(3.16)
These equations couple the mechanical DOF {O} and the electrical potential DOF {ϕ}.
{F} represents the external forces applied to the structure and {Q} the electric charges brought
to the electrodes.
If no external forces are assumed, actuation is done by assigning a value to {ϕ} and sensing
is perfomed by imposing {ϕ} = {0} and measuring the electric charges {Q} appearing on the
sensors.
A study about the characteristics of some piezoelectric finite elements used in literature is found
in [16].
3.3 Solution of the System
The solution of the system (3.16) can be carried out for several cases of analysis. In this
section, modal analysis and transient dynamic analysis are considered. The same analysis type
is illustrated through examples in the next section.
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3.3.1 Modal Analysis
The modal analysis gives the eigenmodes of the structure. These eigenmodes are obtained by
eliminating the external forces on the right-hand side of (3.16), assuming no damping. The
electrical DOFs can be splitted into electroded (ϕe) and internal (ϕi) DOFs, which are not
connected to an electrode, respectively.
Eq. (3.16) can be written in the matrix form as [113]:

[KOO]− ω2[M ] [KOϕi ] [KOϕe ]
[KϕiO] [Kϕiϕi ] [Kϕiϕe ]
[KϕeO] [Kϕeϕi ] [Kϕeϕe ]


O
ϕi
ϕe

=

0
0
Qe

(3.17)
where Qe represents the delivered electric charges.
For a piezoelectric structure, two cases are considered: short-circuited and open-circuited elec-
trodes.
The short-circuited frequencies ωSC are obtained when the electrodes are short-circuited, i.e.,
when ϕe vanishes. The resulting system is:
[KOO]− ω
2[M ] [KOϕi ]
[KϕiO] [Kϕiϕi ]


O
ϕi
 =

0
0
 (3.18)
The delivered electric charges are calculated as:
Qe = [KϕeO]O + [Kϕeϕi ]ϕi (3.19)
The open-circuited frequencies ωOC are obtained when the electrodes are open-circuited. There-
fore, the delivered electric charges Qe in (3.17) disappear and the resulting system is:

[KOO]− ω2[M ] [KOϕi ] [KOϕe ]
[KϕiO] [Kϕiϕi ] [Kϕiϕe ]
[KϕeO] [Kϕeϕi ] [Kϕeϕe ]


O
ϕi
ϕe

=

0
0
0

(3.20)
In these two cases, the eigenvalues refer to the SC and OC frequencies, and the eigenvector O
gives the displacement field of the mode.
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3.3.2 Transient Analysis
The transient analysis corresponds to an arbitrary time dependency of the physical variables.
Eq. (3.16) can be written in the matrix form as: [KOO] [KOϕi ]
[KϕiO] [Kϕiϕi ]


O
ϕi
 +
 [COO] [COϕi ]
[CϕiO] [Cϕiϕi ]


O˙
ϕ˙i
 +
[M ] [0]
[0] [0]


O¨
ϕ¨i
 =

F
Q
 (3.21)
The dot vectors designate time derivatives, and the double dot designate the same twice re-
peated. The [C] matrices correspond to intrinsic losses in the piezoelectric medium, which are
taken into account by adding a viscous damping term [113]. Time discretization is usually
performed by considering a constant time increment. Classical time-dependent finite difference
schemes are used for solving this problem, as mentioned in [107],[14].
3.4 Numerical Examples of Piezoelectric Structures
Two examples are investigated as an application to the previous section.
3.4.1 Cantilevered Piezoelectric Beam with Double PZT patches
The objective of the first numerical example is to predict the converse piezoelectric effect of
a piezoelectric beam, and to verify that the eigenfrequency of this structure in OC state is
smaller than the eigenfrequency in SC state, as written in Eq. (2.26).
The steel beam is idealized as a single layered beam structure. An adhesive layer is used
between the PZT patches and the steel beam as seen in Figure 3.1.
The geometrical dimensions are depicted in Figure 3.2. The thickness and material properties
are shown in Table 3.2. The piezoelectric patches are polarized in the through-thickness di-
rection. The properties of the piezoelectric material used are shown in Table 3.3. The local
x-direction is in the beam longitudinal direction, and the local y- and z-directions are in the
beam cross-section. The beam material is elastic and isotropic and the beam is clamped at
its left end. The FE software ABAQUS is used in this example. The beam and the bonding
layer are modeled with C3D20 (volume) elements, and the piezoelectric patches are modeled
using C3D20E (volume) elements. More information about the characteristics of these element
types are found in the ABAQUS tutorials [126]. A perfect bond between the steel beam and
the bonding layer is defined, as well as between the bonding layer and each piezoelectric patch.
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bonding layer
piezoelectric patches
beam
Figure 3.1: Geometry of the piezoelectric beam
The piezoelectric surfaces are retained as master surfaces. The piezo surfaces bonded to the
beam material are assigned a zero potential throughout the analysis.
transducer
1307510
5
10
10
5
piezo
Figure 3.2: Dimensions of the piezoelectric transducer, [mm]
In this example three analysis steps are done:
1. An electric potential of 1000 V is applied and the induced deformation is measured.
2. The applied potential is reduced to 0 V and then a SC modal analysis is carried out.
3. The OC conditions are now applied and then an OC modal analysis is performed.
The deformed shape of the transducer from Step 1 is shown in Figure 3.3. The first two
eigenfrequencies of the modal analysis in Steps 1 and 2 are depicted in Table 3.4.
Although a coarse mesh was used, the results are similar to the experimental ones. The idea
behind the modal analysis was to prove that the frequency of the piezoelectric beam under OC
conditions is greater than that under the SC conditions according to (2.26).
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Table 3.2: Material properties of the structure components
Property Steel Piezo (PIC 151) Epoxy (EPO-TEK)
Thickness [mm] 0.5 0.25 0.036
Young’s modulus [GPa] 210 66.667 3.5464
Poisson’s ratio 0.3 0.3 0.4
Density [kg/m3] 7900 7800 1180
Table 3.3: Piezoelectric properties of the piezo material
Parameter PIC 151
Permittivity in polarization direction (10−8[F/m]) 2.124
Permittivity perpendicular to polarization direction (10−8[F/m]) 1.75
Piezoelectric constant d31 (10−12[C/N ]) -210
Piezoelectric constant d33 (10−12[C/N ]) 500
X
Y
Z
U,U3
−1.796e− 02
−1.646e− 02
−1.497e− 02
−1.347e− 02
−1.197e− 02
−1.048e− 02
−8.980e− 03
−7.483e− 03
−5.986e− 03
−4.490e− 03
−2.993e− 03
−1.496e− 03
+1.078e− 06
Figure 3.3: The deformed shape at the end of Step 1
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Table 3.4: The eigenfrequencies of the transducer, [rad/s]
Eigenfrequency SC OC
1st eigenfrequency (simulation) 10.11 10.73
1st eigenfrequency (experiment) 9.64 9.78
2nd eigenfrequency (simulation) 34.60 34.75
2nd eigenfrequency (experiment) 34.16 34.24
3.4.2 Cantilevered Piezolaminated Beam with PZT Sensor Patch
The second numerical example illustrates the direct piezoelectric effect. A cantilevered beam
consisting of an isotropic structure with a PZT sensor patch attached perfectly at a distance
of 60mm of the clamping constraint is considered. The geometry is shown in Figure 3.4.
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Figure 3.4: Cantilevered isotropic beam with PZT sensor patch.
The same model is found in [138],[143],[74]. A step force of 0.6 N is applied at the tip of the
beam. The material parameters of the beam are depicted in Table 3.5.
The FE software ABAQUS is also used in this example. The PZT is modeled with C3D20E
(volume) elements, and the beam is modeled by using S8R shell elements based on the first-
order shear deformation theory (FOSD). The characteristics of these element types are found in
the ABAQUS tutorials [126]. The FOSD theory assumes that material lines which are initially
normal to the shell surface do not necessarily remain normal to the surface throughout the
deformation due to the consideration of the transverse shear flexibility [116],[136].
Figure 3.5 shows the graph of the sensor output voltage over time. The "Actual" results are
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Table 3.5: Material properties of the piezolaminated beam
Property Beam (G1195) PZT (T300/976)
Young’s modulus [GPa] 197 67
Poisson’s ratio 0.33 0.33
Density [kg/m3] 7900 7800
d31 [m/V ] - 1.712e-10
E [F/m] - 2.03e-8
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Figure 3.5: The sensor output voltage of the cantilevered beam over time
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those predicted by the FE software and they are compared to results available in [138]. A very
good agreement is observed between both results. The tip displacement at the beam tip is
displayed in Figure 3.6, and results are in good agreement with those from literature too.
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Figure 3.6: Tip displacement over time of the cantilevered beam
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Chapter 4
Finite Element Modeling of a Smart
Structure and Computation of the
Damping Coefficients
4.1 Introduction
In this Chapter, the procedures for modeling a smart structure are examined. The smart struc-
ture used in this work is a piezolaminated beam. The same beam model will be used further on
to extract the SE model, derive the SS model, and finally, to implement the control strategies.
The first step in designing a control system is to build a mathematical model of the system and
disturbances causing the unwanted vibrations. The structural analytical model can be derived
either from physical laws (Newton’s motion laws, Lagrange’s equations of motion, D’Alembert
principle), or from test data using system identification methods (stochastic subspace identifi-
cation, prediction error method, etc.), or by using the FE method [48]. The smart beam used
consists of a steel beam, a bonding layer and an actuator as seen in Figure 4.1. Details on the
geometry of the beam and its material properties are found in Appendix A.
4.2 Actuator Modeling
Using an actuator implies implementing an appropriate electric potential to control the vi-
bration of the smart structure (converse piezoelectric effect). Many FE packages do not offer
elements with electrical DOF. Consequently, the voltage applied by the actuator can be rep-
resented by two equal moments with opposite directions concentrated at both ends [26]. The
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V
beam
actuator
bonding layer
Figure 4.1: The smart beam
relation between actuator moments and actuator voltage can be investigated, so that the mo-
ments will then act as the controlling parameters on the smart structure (Figure 4.2).
equivalent moment pair Mp
V
piezoceramic material
=̂
elastic material
Figure 4.2: Induced stresses from a piezoactuator lead to same effect as a moment pair
By considering the schematic layout of the middle portion of the smart beam (Figure 4.3), if a
voltage V is applied across the piezoelectric actuator, assuming one-dimensional deformation,
the piezo-electric strain ǫp of the piezo is:
ǫp =
d31
tp
· V (4.1)
where d31 is the electric charge constant and tp is the thickness of the piezoactuator.
The longitudinal stress of the piezoactuator can be expressed with Hooke’s law as:
σp = Ep · ǫp (4.2)
with Ep as its Young’s modulus of elasticity.
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Figure 4.3: A schematic layout of the composite beam
This stress generates a bending moment Mp (around the neutral axis of the composite beam)
given by:
Mp =
∫ (tp+ta+tb−Zna)
(ta+tb−Zna)
σp · b · z dz (4.3)
here, ta is the thickness of bonding layer (adhesive), tb is the thickness of beam, b is the width
of composite layer at beam’s middle, and Zna is the distance from beam’s bottom to the neutral
axis.
Considering equilibrium of moments (about the neutral axis) yields:∫
beam
σb dA +
∫
adhesive
σa dA +
∫
piezo
σp dA = 0 (4.4)
This means:
Eb b
∫ (tb−Zna)
(−Zna)
z dz + Ea b
∫ (ta+tb−Zna)
(tb−Zna)
z dz + Ep b
∫ (tp+ta+tb−Zna)
(ta+tb−Zna)
z dz = 0 (4.5)
where tp is the thickness of the piezo, Ea is Young’s modulus of adhesive and Eb is Young’s
modulus of the beam.
After integrating (4.5), the position of the neutral axis Zna can be found:
Zna =
Ept
2
p + 2Eptpta + 2Eptptb + Eat
2
a + 2Eatatb + Ebt
2
b
2Eptp + 2Eata + 2Ebtb
(4.6)
Combining (4.1),(4.2),(4.3) and (4.6) together determines the actuator bending moment Mp as
a function of the voltage V :
Mp =
EpEa(tpta + t2a) + EpEb(t
2
b + tptb + 2tatb)
Eptp + Eata + Ebtb
· d31 · b
2
· V (4.7)
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Since the relation betweenMp and V is now known, the actuator moment is taken instead of the
voltage as input to the controllers which will be later designed and implemented. Consequently,
there will be only mechanical DOFs in the models used.
4.3 FE Modeling
The resultant FE model of the smart beam must be faithfully representative so that it can be
used for further applications like control analysis [54]. In order to find the best FE model, the
optimal element type and size must be selected. Thus, a modal analysis of the real beam is
experimentally performed and the results are compared to those from the FE software SAMCEF
[114]. As mentioned at the beginning in this Chapter, the material and geometrical properies are
available in Appendix A. The smart beam is created as a single part but modeled as a composite
shell with three layers. This means, the steel beam, the bonding layer and the actuator are
bonded together without any relative slip among the contact surfaces. Consequently, each
layer has its own mechanical properties. An 8-node shell elements based on the first-order
shear deformation theory (FOSD) are used in the discretization of the FE model. To validate
the element type used, a modal analysis is done and the first two eigenfrequencies are read and
compared to those from the experiment. the results are depicted in Table 4.1.
Table 4.1: Validation of element-type based on the modal analysis
FE model Experiment
1st eigenfrequency [Hz] 13.81 13.26
2nd eigenfrequency [Hz] 42.67 41.14
The far left edge of the smart beam is clamped. Concerning the optimal element size to be
used, it is well known that reducing the element size improves the solution accuracy. However,
especially in the case of large complex structures, the use of excessively fine elements in the
FE model may result in unmanageable computations that exceed the memory capabilities of
existing computers [67].
From Table 4.2, it can be seen that using an element size less than 1 mm does not make any
significant change on the values of the 1st and 2nd eigenfrequencies of the smart beam.
This means, it can be considered as the optimal value for the element size in the FE modeling.
The characteristics of the FE model are shown in Table 4.3.
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Table 4.2: Effect of element size on the eigenfrequency
Element size [mm] 1st eigenfrequency [Hz] 2nd eigenfrequency [Hz]
0.25 13.80 42.66
0.5 13.81 42.66
1.0 13.81 42.67
2.5 13.83 42.71
5 13.89 42.81
10 14.09 43.21
Table 4.3: Characteristics of the FE model
Element size 1 mm
Number of elements 2575
Number of nodes 8206
Number of DOFs 16860
4.4 Damping Characteristics
Damping of structures has historically been of great importance in nearly all branches of en-
gineering endeavors. Mechanical and structural systems rely on various damping mechanisms
to dissipate energy during undesirable vibratory motions [128]. Damping parameters, which
are also of significant importance in determining the dynamic response of structures, cannot
be deduced deterministically from other structural properties or even predicted by using the
FE technique. For this reason, recourse must be made to data from experiments conducted
on completed structures of similar characteristics. Such data is scarce in general, but they are
very valuable for studying the phenomenon and modeling of damping [18]. In fact, there are
many non-linear damping models available [106], but in this work the damping is assumed to
be viscous and frequency dependent for the sake of convenience and simplicity [4].
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4.4.1 Basic formulation of Rayleigh damping
With this linear approach, which was initially introduced by Rayleigh [108], it is supposed that
the damping matrix is in a linear combination of the mass and stiffness matrices. Although
this idea was suggested for mathematical convenience only, it allows the damping matrix to be
diagonalized simultaneously with the mass and stiffness matrices, preserving the simplicity of
uncoupled, real normal modes as in the undamped case [2]. The relation is:
C = αM + β K (4.8)
where α and β are real scalars that must be determined.
The main advantage of this formulation, and this will be shown later in this section, is that the
damping matrix will be a diagonal matrix. To validate this prediction, the general equation of
motion of a damped structure is given as:
[M ] {q¨} + [C] {q˙} + [K] {q} = {F} (4.9)
where q is the vector for nodal displacements, M is the inertia (mass) matrix, C is the damping
matrix, K is the stiffness matrix and F is the column matrix for equivalent nodal forces.
The above equation will now be decoupled so that it can be analyzed easily. This is done by
transforming the generalized coordinates q into modal coordinates. The solution of (4.9) can
be expressed in the form [103]:
q = Φ u(t)
q˙ = Φ u˙(t)
q¨ = Φ u¨(t)
(4.10)
where Φ is the matrix of mode shapes (also called modal matrix) and u(t) the vector of modal
displacements.
Φ = [α1 α2 . . . αn] =

α11 α21 α31 . . . αn1
α12 α22 α32 . . . αn2
. . . . . . . . . . . . . . .
α1n α2n α3n . . . αnn

(4.11)
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thus, αi represent the eigenvectors, also known as the normal modes or mode shapes.
The mode shapes are orthogonal with respect to the stiffness and mass matrices. In Appendix
B, it is shown how to calculate them and prove their orthogonality.
Substituting (4.10) in (4.9) gives:
[M ] Φ u¨ + [C] Φ u˙ + [K] Φ u = F (4.12)
now multiplying (4.12) by ΦT yields:
ΦT [M ] Φ u¨ + ΦT [C] Φ u˙ + ΦT [K] Φ u = ΦT F (4.13)
The modal matrix has the advantage of diagonalizing the mass and stiffness matrices. This
means:
ΦT [M ] Φ = M
ΦT [K] Φ = K
(4.14)
while M and K are diagonal matrices.
Substituting (4.14) in (4.13) yields:
Mu¨ + ΦT [C] Φ u˙ + K u = ΦT F (4.15)
Writing (4.8) in the modal form gives:
ΦT [C]Φ = C = α ΦT M Φ + β ΦT KΦ = α M + βK (4.16)
Unlike the modal mass and stiffness matrices, the modal damping matrix is generally not
diagonal, since the eigenvectors of the undamped system are not orthogonal with respect to the
damping matrix. The modal damping matrix is however symmetrical, at least if the original
damping is. It has been demonstrated in [19] that a condition, which is both necessary and
sufficient to obtain a diagonal modal damping matrix and to uncouple (4.13) , is that M−1C
is commuted with the matrix M−1K, or:
CM−1K = KM−1C (4.17)
Now, it is possible to define a modal damping for each mode. A particular case that satisfies
(4.17) is the proportional damping, in which the damping matrix is expressed as a linear
combination of the mass and stiffness matrices [38]. In this case, the damping is called "classical"
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or "normal" [101].
Substituting (4.16) in (4.15), and dividing by M results in:
u¨ + (αI + βΛ) u˙ + Λ u = M
−1
ΦT F = F (4.18)
I =

1 . . . 0
...
. . .
...
0 . . . 1

, and Λ =

ω21
. . .
ω2n

(4.19)
I is the identity matrix and Λ is a diagonal matrix containing the squares of the frequencies.
Eq. (4.18) can be uncoupled to correspond to the rth natural frequency of the rth mode in the
form:
u¨r + (α+ βω
2
r) u˙r + ω
2
r ur = Fr (4.20)
The modal damping ratio of the rth mode, ξr, is defined in the form [38]:
ξr =
C
Ccr
(4.21)
where Ccr is the modal critical damping which can be calculated from the critical damping
coefficient Ccr as:
Ccr = 2
√
KM = 2
√
K
M
√
M2 = 2 ωr M (4.22)
Ccr = Φ
T Ccr Φ = 2 ωi Φ
T M Φ = 2 ωr M (4.23)
substituting (4.16) and (4.23) in (4.21) yields:
ξr =
αM + βK
2ωrM
=
1
2
(
α
ωr
+ β ωr) =
1
2ωr
(α + β ω2r) (4.24)
this means:
(α + β ω2r) = 2ξr ωr (4.25)
writing (4.25) in (4.20) results in:
u¨r + 2 ξr ωr u˙r + ω
2
r ur = F (4.26)
This form of the equation of motion will be used later on to implement the controller on the
analytical model of a structure (Chapter 6).
Considering (4.24), it can have for the mode i the form:
ξi =
α
2 ωi
+ β
ωi
2
(4.27)
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Here, two values for the eigenfrequency ωi with the corresponding values of ξi are needed to
find out the scalars α and β and thus to compute the damping matrix C. Relevant are the first
few modes for which there is a significant mass participation, i.e. a mass participation which
is not less than 95%.
A typical plot of (4.27) is shown in Figure 4.4 [43],[117].
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Figure 4.4: Variation of the damping ratio with natural frequency of a system
The first portion of the curve in this figure shows non-linearity (frequency range: 0.1− 5 Hz),
and in this case the damping is called "mass proportional damping" where α is much greater
than β. Beyond this portion, the curve is linear (frequency range: > 5 Hz). The damping is
then called "stiffness proportional damping" and β has a big value. To find out α and β , two
methods are presented and then applied to the smart beam to find its damping characteristics.
These are the method of Chowdhury and Dasgupta [20], and the method of damping from
normalised spectra, also known as the half-power bandwidth method [18],[27].
4.4.2 The method of Chowdhury and Dasgupta
Here, the first mode will be considered, i.e., ξ1 and ω1, as well as the mode by which almost
95% of the mass has participated. The damping ratio and the frequency at this mode are called
ξm and ωm. The data file of any FE software shows the mass participation of each mode. Thus,
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ω1 and ωm can be read, as well as the mode number m.
The methodology to calculate α and β can be summarized as follows:
1. The damping ratio for the first mode ξ1 is assumed.
2. The mth mode with at least 95 % mass participation is read from the input file of the FE
software package used (SAMCEF).
3. At the mth mode, the value of ξm is also assumed. The choice depends on the structure’s
type and application (mechanical, civil, etc.) [43].
4. With values of (ξ1, ω1) and (ξm, ωm), all values of ξi are then calculated and plotted
based on linear interpolation of the expression:
ξi =
ξm − ξ1
ωm − ω1 (ωi − ω1) + ξ1 for i ≤ m
ξi =
ξm − ξ1
ωm − ω1 (ωm+ i − ωm) + ξ1 for m ≤ i ≤ 2.5m
(4.28)
5. Using the data of (ξ1, ω1) and (ξm, ωm), and based on the equation:
β =
2ξ1ω1 − 2ξmωm
ω21 − ω2m
(4.29)
back-substituting β in (4.27) for i = 1 gives α.
6. Next, a second set of data is selected. It consists of (ξ1, ω1) and (ξ2.5m, ω2.5m) .
7. β and α are recalculated as done in steps 5 & 6
8. A new set of data based on the average values of α and β from steps 5 & 7 is obtained
and substituted in (4.27), so that a new curve is plotted.
Overall, there will be four sets of data. These are:
• based on linear interpolation
• based on data set ξ1, ξm, ω1, ωm
• based on data set ξ1, ξ2.5m, ω1, ω2.5m
• based on the averages of the 2nd and 3rd set of data mentioned above.
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Now, the four sets of data are plotted based on (4.27). Then it must be checked which curve
resulting from each set of data fits best with the linear interpolation curve for the first m
significant modes. Based on that, the desired values of α and β, which give the incremental
damping ratio based on Rayleigh damping, are selected.
Before this part is completed, it must be noted that since the results from the undamped FE
model are used (e.g., ω1), it is assumed that:
ωdamped = ωundamped
In fact:
ωdamped = ωundamped ·
√
1− ξ2
Since the damping coefficient ξ ≪ 1, this assumption makes sense. A self-developed code of
this method, which is written in MATLAB, is found in Appendix C.
4.4.3 The half-power bandwidth method
According to the previous method, the values of the damping ratio at the 1st and the mth
modes are assumed, and this has a big influence on the damping parameters as shown in the
next example. Yet, sometimes, a frequency-response diagram of the smart structure is available
from experiments. This curve has a shape which is controlled by the amount of damping in the
system. Therefore, it is possible to derive the damping ratio from many different properties of
the curve. One of the most convenient methods used to do that is the half-power bandwidth
method [22].
Although this method is applicable only to lightly damped single DOF systems, yet it is fre-
quently applied to well-separated modes of multi DOFs [18]. The idea of this method is that the
damping ratio is determined from the frequencies at which the response amplitude is reduced
to the level (1/
√
2) times the peak amplitude. This is illustrated in Figure 4.5.
For small values of ξ, the damping ratio is:
ξ =
f2 − f1
2 fres
(4.30)
Calculating two values for ξ for two different eigenmodes with the corresponding values of the
frequency and substituting them in (4.27) yields α and β.
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Figure 4.5: Spectrum for a mode showing half-power bandwidth frequencies of a system
4.4.4 Application of the damping methods on the smart beam
To give a better understanding of both methods, the model of the beam with a single patch is
used (Appendix A). The aim is to find out the scalars α and β using both methods, and then
substitute them in Eq. (4.8) to calculate the damping matrix D.
The method of Chowdhury and Dasgupta
The same procedures, which were explained in 4.4.2 will be followed. This means:
- ξ1 = 0.1% is assumed.
- 10 modes are taken, since the total sum of the modal effective masses up to the 10th mode
is bigger than 95% (Table 4.4). This table is taken, once again, from the data file of the
FE software.
- ξ10 = 0.5% is assumed.
- After the curves are constructed (Figure 4.6), it is found that the curve of damping
ratios up to the 2.5 ×mth mode fits well with the linear interpolation curve. Upon this
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Table 4.4: Frequency and the percentage of the modal effective mass in each direction
Mode Frequency [Hz] Z component [%]
1 13.81 44.2
2 42.67 32.7
3 146.297 0
4 150.283 5.5
5 242.217 0
6 314.352 8.7
7 428.146 0
8 468.673 2.8
9 792.59 1.4
10 1033.56 2.3
TOTAL 97.5
conclusion, α and β are found to be:
α = 0.02577
β = 9.918× 10−6
(4.31)
The half-power bandwidth method
The FFT diagram of the smart beam is considered (Figure 4.7). As seen, there are two peeks
which correspond to the 1st and 2nd eigenfrequencies of the smart beam.
At the 1st peek, it implies that:
fres = 13.26 Hz
f1 = 13.2488 Hz
f2 = 13.280 Hz
(4.32)
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Figure 4.6: Variation of the damping ratio with natural frequency of the smart beam
using (4.30), this results in: ξ1 = 1.173× 10−3 .
At the 2nd peek:
fres = 41.14 Hz
f1 = 41.216 Hz
f2 = 41.24 Hz
(4.33)
similarly as before, ξ2 = 0.56× 10−3.
Substituting both values for ξ and ω in (4.27) yields α and β. Thus:
α = 0.02955
β = 9.776× 10−6
(4.34)
Comparison of results from both methods
Results of (4.31) and (4.34) are represented in (Table 4.5). It can be noticed that both methods
have shown that the damping is mass proportional, since α ≫ β in both techniques. However,
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Figure 4.7: The FFT diagram of the smart beam
Table 4.5: Results of α and β from both methods
Chowdhury Half-power bandwidth
α 0.02577 0.02955
β 9.918× 10−6 9.770× 10−6
there was a small difference in the values of the scalars between both methods. This can be
reduced to the fact that ξ1 and ξm were assumed according to the first method. As mentioned
before, this has a relatively big influence on the results. On the other hand, experimental
results were used in the band-width method, and this makes these results more realistic. For
this reason, the values of the scalars stated in (4.34) are used to derive the damping matrix C
in (4.8).
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4.4.5 Summary
At the beginning, the piezoactuator was modeled and the relation between applied voltage
and the bending moments at both ends of the actuator was found. This has the advantage of
eliminating the electrical DOF from the model, and thus there will be only mechanical DOFs.
After that, a representative FE model of the real structure was created by using the optimal
element size and element type. The experimental modal analysis of the real structure has
shown to be very helpful in determining these paremeters, as well as in the determination of
the damping matrix. Two different methods were used to determine the damping parameters
and results were compared. Applying some damping to the model helps in controlling it in a
faster and more effective way. This will be concluded in the next chapters.
Chapter 5
Super Element Theory and State-Space
Representation
5.1 Introduction
A super element, also termed substructure, is a complex element that includes a number of
finite elements used in a structural modeling. The main virtue of this technique is the ability
to perform the analysis of a complete structure by using the results of prior analysis of dif-
ferent regions comprising the whole structure [42]. Substructuring stems also from the need
that different types of analysis have to be performed on different components [105]. When a
preliminary analysis of the different parts is executed, the computation time and the size of the
whole system will be reduced. This technique has also its drawbacks. The stiffness matrices of
the substructures are saved externally in a database file and they cannot be altered during the
analysis of the whole structure. This database file may need much space of the hard disk once
the number of substructures increases. Moreover, no much information is available about the
connection between superelements created to form the main structure.
The application of the SE technique goes back to the early 1960s when it has been used by
aerospace engineers to break down the structure of an airplane into simpler first-level substruc-
tures for enhancing the computaional efficiency [29].
One of the basic concepts of substructuring is that all DOFs, which are considered useless for
the final solution, are condensed and the rest is retained. This means, the DOFs of the whole
system correspond to the retained nodes plus a number of internal deformation modes (dynamic
analysis problems).
To construct a SE, or in other words to remove the unwanted nodes and DOFs from the sub-
structure, there are many methods that can be used as shown in [75],[24],[99],[112],[47].
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Based on the type of analysis to be performed, super elements are classified into static and
dynamic super elements and they can be either linear or nonlinear [110]. In this work, only
linear SE techniques are used. Among the model reduction techniques, the focus is made on the
methods of "static condensation", "Guyan reduction", and the "component mode synthesis".
Each of these methods is investigated and then applied through an example. Finally, they
are also applied to the model of the smart beam given in Chapter 4, and a modal analysis is
performed and results are compared. Before this Chapter is completed, a state-space repre-
sentation of the same model is derived. This is done because the control strategies, which are
investigated in the next chapter, can be applied on both models and results can be compared.
5.2 Model Reduction Techniques
5.2.1 Static condensation method
Considering a finite element model of a structure that has been properly constrained and loaded,
the static analysis equation in matrix form is written as:
{g} = [K] {q} (5.1)
where [K] is the stiffness matrix, [g] the force vector, and {q} the vector of displacements of
the FE model.
If [K], [g] and {q} are subdivided according to the condensed (...c) and retained (...r) DOF,
the system of equations (5.1) becomes:
gc
gr
 =
Kcc Kcr
Krc Krr


qc
qr
 (5.2)
The retained (masters) DOF are the ones to be kept in the reduction process, and the condensed
(slaves) will be reduced. Solving (5.2) results in two equations:
{gc} = [Kcc] {qc} + [Kcr] {qr} (5.3)
{gr} = [Krc] {qc} + [Krr] {qr} (5.4)
From (5.3) :
{qc} = [K−1cc ] {gc} − [K−1cc ] [Kcr] {qr}
{qc} = [K−1cc ] ({gc} − [Kcr] {qr}) (5.5)
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Substituting (5.5) in (5.3) yields:
{gr} = [Krc] [K−1cc ] ({gc} − [Kcr] {qr}) + [Krr] {qr} (5.6)
This means:
{gr} − [Krc] [K−1cc ] {gc} = ([Krr] − [Krc] [K−1cc ] [Kcr]) {qr} (5.7)
This can be expressed in the compact form:
{g∗r} = [K∗rr] {qr} (5.8)
Thus:
[K∗rr] = ([Krr] − [Krc] [K−1cc ] [Kcr])
{g∗r} = {gr} − [Krc] [K−1cc ] {gc}
(5.9)
[K∗rr] is the reduced stiffness matrix and {g∗r} the reduced load vector.
Eq. (5.8) represents the reduced equations system for the master DOFs. By solving this system,
the displacements {qr} are obtained. Substituting them in (5.5) gives {qc} .
Static condensation applied to a substructure
A finite element model of a structure, subdivided in two substructures A and B, is illustrated
in Figure 5.1 [87].
The objective is to find out the reduced stiffness matrix by taking the nodes of substructure A
at the interface as master nodes and the nodes of substructure B as slave nodes. Calling the
internal DOFs of substructure A and B as a and b, and those of the interface between both
substructures as i, the stiffness matrices of the substructures take the form:
KA =
Kaa Kai
Kia K
A
ii
 KB =
K
B
ii Kib
Kbi Kbb
 (5.10)
By assembling both stiffness matrices, the global system of equations for static analysis of the
whole structure is found to be:
Kaa Kai 0
Kia Kii Kib
0 Kbi Kbb


qa
qi
qb

=

ga
gi
gb

(5.11)
54 5.2 Model Reduction Techniques
i
A
A
B
B
i
i
Figure 5.1: The FE model of the structure (left) and the substructures A and B (right)
with:
Kii = K
A
ii + K
B
ii
As mentioned before, static reduction is applied to set the DOFs (b) as slaves and the DOF
(a+ i) as masters. Stiffness matrix and load vector are partitioned in the following way:

Kaa Kai 0
Kia Kii Kib
0 Kbi Kbb
 =
Krr Krs
Ksr Kss


ga
gi
gb
 =

gr
gs
 (5.12)
Thus:
Krr =
Kaa Kai
Kia Kii
 , Krs =
 0
Kib
 , Ksr =
[
0 Kbi
]
, Kss = Kbb, (5.13)
and
{gr} =

ga
gi
 , {gs} = {gb} (5.14)
Recovering the expressions in (5.9) for the calculation of the reduced stiffness matrix and the
reduced load vector yields:
[K∗rr] = ([Krr] − [Krc] [K−1cc ] [Kcr])
{g∗r} = {gr} − [Krc] [K−1cc ] {gc}
(5.15)
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Substituting (5.13) and (5.14) in (5.15) results in:
[K∗b(a+i)] =
Kaa Kai
Kia Kii
 −
 0
Kib
 [Kbb]−1
[
0 Kbi
]
{g∗b(a+i)} =

ga
gi
 −
 0
Kib
 [Kbb]−1{gb}
(5.16)
which means:
[K∗b(a+i)] =
Kaa Kai
Kia Kii − Kib [Kbb]−1 Kbi

{g∗b(a+i)} =

ga
gi − Kib [Kbb]−1 Kbi

(5.17)
Decomposing each matrix as sum of two terms:
[K∗b(a+i)] =
Kaa Kai
Kia K
A
ii
 +
0 0
0 KBii − Kib [Kbb]−1 Kbi
 = KA + K∗bii
{g∗b(a+i)} =

ga
0
 +

0
gi − Kib Kbb−1 gb
 =

ga
0
 + g
∗b
i
(5.18)
The reduced equations systems for the set of DOFs (a+ i) has the following form:
[K∗b(a+i)]

qa
qi
 = {g
∗b
(a+i)} (5.19)
(
KA + K∗bii
) 
qa
qi
 =

ga
0
 + g
∗b
i (5.20)
The reduced stiffness matrix is composed of the stiffness matrix of substructure A (set a) and
the reduced stiffness matrix of substructure B to the interface DOFs (set i), expanded to (a+ i)
size. Similarly, the reduced load vector is the applied load to internal DOFs of substructure A
(set a) plus the reduced load vector of substructure B to set i, and expanded, again, to (a+ i)
size. Thus, the objective is now reached.
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5.2.2 Guyan reduction technique
Since it is often necessary to reduce the size of the stiffness matrix in static structural analysis,
the simultaneous reduction of the nondiagonal mass matrix may also be required. The basis
for this reduction technique is based on the elimination of the coordinates at which no forces
are applied [49], [140]. Similar to the previous technique, it is also based on the notation of
master/retained (external) and slave/condensed (internal) DOF.
Starting from the general equation of an undamped system:
[M ] {q¨} + [K] {q} = 0 (5.21)
The DOFs q are subdivided into a set qr termed master DOFs, which are to be retained, and
a set qc termed slave DOFs, which are to be eliminated.
Partitioning M and K in a compatible manner, equation (5.21) becomes:Mrr Mrc
Mcr Mcc


q¨r
q¨c
 +
Krr Krc
Kcr Kcc


qr
qc
 = 0 (5.22)
Considering the second equation of the matrix in (5.22):
[Mcr] {q¨r} + [Mcc] {q¨c} + [Kcr] {qr} + [Kcc] {qc} = 0 (5.23)
In this method, it is assumed that the relationship between qr and qc is not affected by the
inertia terms in (5.23), as mentioned in [101],[69]. This means, (5.23) is reduced to:
[Kcr] {qr} + [Kcc] {qc} = 0 (5.24)
Writing (5.24) in matrix form gives:
{q} =

qr
qc
 =
 I−Kcc−1 Kcr
 {qr} = [R] {qr} (5.25)
The kinetic energy equation of the system is:
T =
1
2
q˙T M q˙ =
1
2
q˙r
T RT M R︸ ︷︷ ︸
MR
q˙r (5.26)
The strain energy equation of the system is:
U =
1
2
q˙T K q˙ =
1
2
q˙r
T RT K R︸ ︷︷ ︸
KR
q˙r (5.27)
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thus,
MR = RT M R
KR = RT K R
(5.28)
Substituting R from (5.26) in (5.28) leads to the reduced forms of the mass and stiffness
matrices:
MR = Mrr − Mrc K−1cc Kcr − Krc K−1cc Mcr + Krc K−1cc Mcc K−1cc Kcr (5.29)
KR = Krr − Krc K−1cc Kcr (5.30)
Substituting (5.25) in (5.21) and premultiplying with RT leads to the form:
RT M R {q¨r} + RT [K] R {qr} = 0 (5.31)
Inserting (5.28) in (5.31) gives the reduced Lagrange’s equations of motion as:
[MR] {q¨c} + [KR] {qc} = 0 (5.32)
Comparing (5.21) with (5.32) indicates that the order of the inertia and stiffness matrices has
been reduced by the number of slave degrees of freedom. Thus, only the master DOF of the
system are used, while the slave DOFs are eliminated.
Application of the Guyan method on a structure
This example comprises three masses m1, m2 and m3 supported by four springs of stiffness
k1, k2, k3 and k4 respectively as shown in Figure 5.2 [101]. The objective is to use the Guyan
reduction technique in order to eliminate the displacement u2 from the equations of motion
of the system, and to find the effect of this reduction on the eigenvalues if all masses and all
stiffnesses are assumed to be the same.
The equations of motion for free vibration are:
m3
k1 k3k2 k4
u1 u2 u3
m1 m2
Figure 5.2: A system with 3 masses and 4 springs
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
m1 0 0
0 m2 0
0 0 m3


u¨1
u¨2
u¨3

+

(k1 + k2) −k2 0
−k2 (k2 + k3) −k3
0 −k3 (k3 + k4)


u1
u2
u3

= 0 (5.33)
The second equation of motion is:
m2 u¨2 − k2 u1 + (k2 + k3) u2 − k3 u3 = 0 (5.34)
Neglecting the inertia term in (5.34) and solving for u2 gives:
u2 =
1
(k2 + k3)
(k2 u1 + k3 u3) (5.35)
Writing (5.35) in the matrix results:
u1
u2
u3

=

1 0
k2
(k2 + k3)
k3
(k2 + k3)
0 1

︸ ︷︷ ︸
[R]

u1
u3
 (5.36)
The reduced mass and stiffness matrices of (5.28) are:
MR =

(
m1 + k22m2
(k2 + k3)2
)
k2k3m2
(k2 + k3)2
k2k3m2
(k2 + k3)2
(
m3 + k23m2
(k2 + k3)2
)

KR =

(
k1 + k2 − k22
(k2 + k3)
)
− k2 k3
(k2 + k3)
− k2 k3
(k2 + k3)
(
k3 + k4 − k23
(k2 + k3)
)

(5.37)
Now, the error in the eigenvalues and eigenvectors caused by the reduction technique for the
system is determined when m1 = m2 = m3 = m, and k1 = k2 = k3 = k.
At the beginning, the model without reduction is considered. Putting u = α eiwt, and by
using λ =
ω2m
k
, the eigenproblem is:
(2− λ) −1 0
−1 (2− λ) −1
0 −1 (2− λ)


α1
α2
α3

= 0 (5.38)
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The solution of this equation is λ = 0.5858, 2.0, 3.4142.
The first set of eigenvalues is:
α =

0.7071 1.0 −0.7071
1.0 0.0 1.0
0.7071 −1.0 −0.7071

(5.39)
With reduction of the 2nd DOF, the eigenproblem is: (6− 5λ) −(2 + λ)−(2 + λ) (6− 5λ)


α1
α3
 = 0 (5.40)
The solution this time is λ = 0.6667, 2.0. The set of eigenvalues becomes:

α1
α3
 =
1 1
1 −1
 (5.41)
By using (5.36), results from (5.41) can be transformed to the complete set of degrees of freedom
which gives:
α =

1 0
0.5 0.5
0 1

1 1
1 −1
 =

1.0 1.0
1.0 0.0
1.0 −1.0

(5.42)
Combining the results of (5.39) and (5.42) together shows that the first eigenvalue is in error
by 18.3%.
For this reason, a new method which does not neglect the effect of the inertia terms must
be used. This method is called the component-mode synthesis.
5.2.3 Component mode synthesis
The application of this methodology has begun extensively in the aerospace industry to split
large finite element models into a set of relatively small matrices containing mass, stiffness and
mode shape information that capture the fundamental low frequency response modes of the
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structure. The mode shape information, however, consists of all boundary modes expressed
in physical coordinates, and a truncated set of elastic modes expressed in modal coordinates.
These matrices are easily manipulated for a wide range of dynamic analysis. The method of
component mode synthesis was firstly developed by Hurty in 1964 [60] and later expanded by
R. Craig and M. Bampton in 1968 [23]. For this reason, it is also called as the method of
Craig-Bampton.
The DOFs of each substructure are classified into:
1. Boundary DOFs shared by several structures
2. Internal DOFs belonging only to the considered substructure
The behaviour of each substructure is described by the combination of two types of component
modes:
1. The constraint modes (static deformed shape) which are determined by assigning a unit
displacement to each boundary DOFs, while all other boundaries DOF are being fixed
2. The normal vibration modes (dynamic deformed shape) that correspond to the vibration
modes obtained by clamping the structure at its boundary
It is then assumed that the behaviour of the substructure in the global system can be represented
by superimposing the constrained modes and a small number of normal vibration modes. Taking
an infinite number of modes would not help and does not make sense since only a few modes
have a physical meaning [59]. Hence, by retaining only the low-frequency vibration modes, the
substructure’s dynamically deformed shape can be represented with sufficient accuracy.
To formulate all this in mathematical equations, the equation of motion without damping is
again considered:
[M ] {q¨} + [K] {q} = {F} (5.43)
It becomes: MFF MFI
MIF MII


q¨F
q¨I
 +
KFF KFI
KIF KII


qF
qI
 =

FF
FI
 (5.44)
where qF represents the displacements of the boundary DOFs, qI represents the displacements
of the internal DOFs, and FF and FI represent the components of the force vector applied to
qF and qI respectively.
The constrained modes are obtained by successively producing a unit displacement of each
5.2.3 Component mode synthesis 61
boundary DOFs, maintaining all other boundary DOFs fixed and the internal DOFs unloaded
and unconstrained. The following applies:KFF KFI
KIF KII


qF
qI
 =

FF
0
 (5.45)
The lower row has the form:
[KIF ] {qF} + [KII ] {qI} = 0
solving for qI :
{qI} = − [K−1II ] [KIF ] {qF} = [αC ] {qF} (5.46)
In literature, [αC ] is called the rigid body matrix.
Thus, the constrained modes (statically deformed shape) are given by:
qF
qI
 =
 I
αC
 {qF} (5.47)
The normal vibration modes are obtained by giving zero values to the boundary DOF in (5.44)
and solving the eigenvalue problem of the substructure clamped around its contour:
[KII − ω2 MII ] {qI} = 0 (5.48)
The obtained eigenvectors are the normal modes of the substructure. This means, for the
normal modes: 
qF
qI
 =
 0
αN
 {p} (5.49)
Here, [αN ] represents the matrix of fixed base modeshapes and {p} is the vector of modal
DOFs. Combining (5.48) and (5.49) results in the matrix which allows the transformation from
the basis constituted by the boundary DOF of the substructure to the basis constituted by the
boundary DOFs and the intensities of the retained normal modes. This is:
qF
qI
 =
 I 0
αC αN


qF
p
 (5.50)
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With the help of the transformation matrix in (5.50), the reduced form of the mass and stiffness
matrices can be deduced. This is done by considering the expression of kinetic and strain
energies.
The kinetic energy is:
T =
1
2
{q˙F q˙I}T
MFF MFI
MIF MII


q˙F
q˙I
 (5.51)
Performing the basis transformation in (5.50) to the boundary and internal DOFs, the kinetic
energy equation will become:
T =
1
2
{q˙F p˙}T
I α
T
C
0 αTN

MFF MFI
MIF MII

 I 0
αC αN


q˙F
p˙
 (5.52)
T =
1
2
{q˙F p˙}T
M˜FF M˜FI
M˜IF M˜II


q˙F
p˙
 (5.53)
The components of the reduced mass matrix are:
M˜FF = MFF − MFI K−1II KIF − KFI K−1II MIF + KFI K−1II MII K−1II KIF (5.54)
M˜FI = M˜
T
IF = MFI αN − KFI K−1II MII αN (5.55)
M˜II = α
T
N MII αN (5.56)
Similarly, the strain energy can be expressed as:
S = 1
2
{qF qI}T
KFF KFI
KIF KII


qF
qI
 (5.57)
With the transformation matrix, it can be written as follows:
S = 1
2
{qF p}T
K˜FF 0
0 K˜II


qF
p
 (5.58)
The components of the reduced stiffness matrix are:
K˜FF = KFF − KFI K−1II KIF (5.59)
K˜II = α
T
N KII αN (5.60)
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Finally, the principle of virtual work is used to reduce the forces applied to the substructure.
The equation of virtual work can have the form [141]:
dWi = ~Fi · d~qi (5.61)
where dW is the variation of virtual work caused by the arbitrary virtual displacement dq, and
~F comprises the vector of external forces applied.
Equation (5.61) can be formulated as:
dW = [F TF F
T
I ]

dqF
dqI
 = [p
T
F p
T
p ]

dqF
dp
 (5.62)
Since this relation applies: 
dqF
dqI
 =
I α
T
C
0 αTN


dqF
dp
 (5.63)
It can then be deduced that: 
pF
pP
 =
I α
T
C
0 αTN


FF
FI
 (5.64)
The substructure is then described by the system:
[M̂ ] {q¨} + [K̂] {q} = {F̂} (5.65)
with
[M̂ ] =
MFF MFI
M IF M II
 ; [K̂] =
KFF 0
0 KII
 ; {F̂} =

pF
pP
 (5.66)
Before closing this subsection, a simple question is raised; How to select the number of necessary
normal vibration modes capable of capturing the maximum amount of interesting deformation?
Usually, two rules can be applied to decide how many modes are necessary to properly simulate
the flexible body under study. These include [21]:
o A general rule of thumb which means that the number of vibration modes to be taken
must be at least 2− 3 times the value of the excitation frequency.
o Another measure is to use the modal effective mass. Industry guidelines typically specify
that the total amount of modal effective mass should be at least 80% of the part mass.
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The modal effective mass is a concept that measures the contribution of each of the modes to
the rigid body motion. This measure is normally given as a percentage, and this rate expresses
the percentage of the total mass of the body that the corresponding mode can excite. Modes
with a high modal effective mass have a greater influence on the movement of the body than
modes with lower modal effective mass.
5.3 Modeling of a piezolaminated beam using the SE
technique
In this section, the "component mode synthesis" method is used in order to derive a SE model
from the FE model of the piezolaminated beam with a single patch (Appendix A). A damped
SE model with a limited number of DOFs is created, and its properties are compared to the
properties of the FE, which were already represented in Table 4.3. The damping properties
were already outlined in Chapter 4.
Firstly, the master or retained nodes must be selected. These correspond to the nodes where
a boundary condition or a load is applied. The rest of the nodes will be considered as slave or
condensed nodes. In the FE model, 5 nodes are considered as retained nodes (Figure 5.3).
5
1 2 3
4
Figure 5.3: A SE with 5 retained nodes
This means:
- Node 1 is used to introduce a boundary condition (clamping constraint).
- Node 2 is used to introduce a load (actuator moment).
- Node 3 is used to introduce a load (actuator moment).
- Node 4 is used to measure the displacement (distance sensor).
- Node 5 is used to measure the tip displacement (distance sensor).
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Secondly, 10 modes, which correspond to 97% of the modal effective mass, are selected. The
percentage of modal effective mass in the z-direction for each mode is represented in Table 5.1.
Table 5.1: Modal effective mass percentages
Mode Frequency [Hz] percentage mass (%)
1 14.249 43.8
2 43.414 33.1
3 152.539 5.7
4 154.383 0.0
5 270.849 0.0
6 317.386 8.3
7 439.872 0.0
8 478.410 2.6
9 813.133 1.3
10 1073.860 2.2
Total 97 %
5.3.1 Comparison of results between SE and FE models
To check the validity of the SE created, it is compared to the FE model, which was already
validated before. Abstractly said, the reduced model must have the same characteristics as the
original model, except that the number of nodes is reduced, as well as the number of DOFs.
The eigenfrequencies of the first 10 modes resulting from each model are depicted in Table 5.2.
The physical properties of each model are shown in Table 5.3. The difference in the resulting
frequency for each mode using both models is shown in Table 5.4. It is clear that both models
deliver almost the same value of the eigenfrequency for the first 10 modes. Compared to the
FE model, the SE model has a very few number of DOFs and a very small number of nodes.
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It consists of a single element and has the advantage that the simulation time becomes short
and the controllers are implemented on the SE model itself.
Table 5.2: Eigenfrequencies of the first 10 modes
Mode SE model [Hz] FE model [Hz] Experiment [Hz]
1 14.249 13.811 13.26
2 43.414 42.673 41.14
3 152.539 146.297
4 154.383 150.283
5 270.849 242.217
6 317.386 314.352
7 439.872 428.146
8 478.410 468.673
9 813.133 792.590
10 1073.860 1033.56
Table 5.3: Characteristics of the FE and SE models
FE model SE model
Element size [mm] 3.07
Number of elements 2575 1
Number of nodes 8206 5
Number of DOFs 16860 40
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Table 5.4: Difference in the eigenfrequency between SE and FE models
Mode Difference (%)
1 3.07
2 1.71
3 4.09
4 2.66
5 10.57
6 0.96
7 2.67
8 2.04
9 2.53
10 3.75
5.4 The State-Space Representation
5.4.1 Basics of the state-space representation
Beside the SE model, the state-space (SS) representation is used as a second approach to
implement the controllers. The basic idea of this procedure is to describe a system of equations
in terms of n first-order differential equations. Hence, the use of vector-matrix notation greatly
simplifies the mathematical representation of the system of equations. On the other hand,
the increase in the number of state variables, the number of inputs, or the number of outputs
does not increase the complexity of these equations. This means, the analysis of complicated
multiple-input-multiple-output systems can be carried out by the procedures that are only
slightly more complicated than those required for the analysis of systems of first-order scalar
differential equations [98]. This approach is used here in order to validate or compare the results
of the SE model. This will be shown in the next chapter. Starting with the general equation
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of motion of a damped structure, which has already appeared in (4.9):
[M ] {q¨} + [C] {q˙} + [K] {q} = {F} (5.67)
In order to obtain a SS representation of the structure, the above differential equation of motion
is premultiplied with M−1 (structure mass matrix). This yields:
{q¨} + [M−1D] {q˙} + [M−1K] {q} = [M−1]{F} (5.68)
The output of the above system can be written in the form [48]:
{y} = [Cov] {q˙} + [Coq] {q} (5.69)
where [Cov] is the output velocity matrix and [Coq] is the output displacement matrix.
Selecting the state vector x to be:
x =

x1
x2
 =

q
q˙
 (5.70)
Eqs. (5.68) and (5.69) can be rewritten as follows:
x˙1 = x2
x˙2 = −M−1K x1 − M−1C x2 + M−1 F
y = Coq x1 + Cov x2
(5.71)
This leads to the state equations:
x˙ = A x + B u
y = C x
(5.72)
with the following state-space representation:
A =
 0 I−M−1K −M−1C
 , B =
 0
M−1
 , C =
[
Coq Cov
]
, (5.73)
where the vector of inputs is u = F .
The state vector is a vector that contains the minimal number of physical variables that enable
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dim(D) = out× in
C
in
D
BA2p
out
2p
dim(A) = 2p× 2p
dim(B) = 2p× in
dim(C) = out× 2p
Figure 5.4: Characteristic dimensions of the SS matrices [37]
to calculate uniquely the output using the applied input. In case of the structure, nodal dis-
placements and velocities allow for such determination of the outputs. Furthermore, assuming
the number of states is equal to 2p, the number of inputs is in and the one of output is out,
the characteristics of the matrices A, B, C and D are illustrated in Figure 5.4. As mentioned
before, a FORTRAN code is used to create the SS model upon specifying the type and position
of the input and output vectors. This model is then integrated in Matlab/SIMULINK to give
the dynamic response of the modelled structure under one or several inputs and outputs.
5.4.2 Creation and validation of the SS equations in the case of a
smart beam
The piezolaminated beam with a single patch is once again considered (Appendix A). The
objective now is to create the SS representation of this smart structure, and to validate it by
carrying out a simple simulation, so that the results can be compared to those from the FE
model. At the beginning, the inputs and outputs of the system must be specified. Referring
to Figure 5.3, the sensor at Node 5 must measure the displacement, and the input will be a
harmonic force at the same node. In other words, the smart beam will be excited with its first
eigenmode. The force F is:
F = c sin(ω1 t); with c as a constant (amplitude) (5.74)
There is now a single input and a single output. Since Node 1 is clamped, the number of states
is defined as:
2p = 30 + 10 − 6 = 34 (5.75)
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There are 30 DOF in the system, in addition to 10 vibration modes. Concerning the dimensions
of the matrices A, B, C, D and based on the equations of Figure 5.4:
dim(A) = 34× 34
dim(B) = 34× 1
dim(C) = 1× 34
dim(D) = 1× 1
(5.76)
The SS representation of this smart beam is shown in Figure 5.5. The simulation is carried out
for 1 second. The resulting curve (Figure 5.6) shows that both models had the same value of tip
displacement throughout the simulation time. This gives more reliance to the results. However,
in the next Chapter, both models will be used for the implementation of the controllers.
F
y = Cx + Du
Tip displacement
x′ = Ax + Bu
Figure 5.5: The SS model of the smart beam
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Figure 5.6: Results from SS and SE models
Chapter 6
Control Laws for Active Damping with
Application to Smart Beams
6.1 Introduction
In this Chapter, three different linear feedback controllers are designed and implemented for
the active control of vibrations of a smart beam. In other words, the potential of piezoceramic
actuators and sensors in adaptive structures for the active damping applications are investi-
gated.
The three different controllers used are: The Lyapunov function controller, the strain rate feed-
back controller (SRF) and the positive position feedback controller (PPF). In the first part of
the Chapter, the steps to design each of these controllers are stated, and the properties of each
controller are investigated. In the second part, the controllers are used to damp the first three
eigenmodes of a simple cantilevered beam and results are compared to results from literature.
Moreover, the same controllers are also implemented on the super element model of a smart
beam to reduce vibrations caused by exciting this beam with its first eigenmode. They are also
applied to its SS model and results from both models are then compared and the advantages
and drawbacks of each configuration are deduced.
71
72 6.2 Controller Design
6.2 Controller Design
6.2.1 Lyapunov Stability Criterion Controller
Although there is no general procedure for constructing a Lyapunov function, yet any function
can be considered as Lyapunov function if it meets some requirements, i.e., positive definite,
equal to zero at the equilibrium state and with its derivative less or equal to zero [66],[8].
Now, the energy equation of a thin Bernoulli-Euler beam (6.1) modelled as one FE in a one-
dimensional system with length h and left point coordinate xi, is considered as a Lyapunov
function candidate (Figure 6.1).
Fτ(xi, t)
y, v
x, u
xi h
Mz(xi + h, t)Mz(xi, t)
Fτ(xi + h, t)
Figure 6.1: Section of the smart beam where the piezoelement is located
According to [45] and [94], the total energy equation of a beam without any external forces or
moments is:
U =
1
2
∫ xi+h
xi
[
ρA
(
∂v
∂t
)2
+ EI
(
∂2v
∂x2
)2]
dx (6.1)
where h is the length of the beam section, u and v are the displacements in longitudinal and
transverse directions, E and ρ the elastic modulus and density of the beam. According to
Figure 6.1, Mz is the actuator bending moment, Fτ is the shear force on the beam, and Iz is
the second moment of inertia of its cross-section about the (bending) z-axis.
The above function is locally positive definite, continuously differentiable and equal to zero
at the equilibrium state. Yet, to consider it as a Lyapunov candidate, the derivative of this
function must be smaller or less than zero as well.
Differentiating (6.1) in time leads to:
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U˙ =
∫ xi+h
xi
[
ρA
∂v
∂t
∂2v
∂t2
+ EI
∂2v
∂x2
∂
∂t
(
∂2v
∂x2
)]
dx (6.2)
Referring to the following relationships for a vibrating beam, which are summarized in Appendix
D, it reveals that:
ρA
∂2v
∂t2
+ EI
∂4v
∂x4
= 0
Mz = EI
∂2v
∂x2
Fτ = −EI ∂
3v
∂x3
(6.3)
Substituting the derived equations for the bending moment Mz, shear force Fτ, and assuming
no shear after that, the first derivative yields:
U˙ = Mz
[
∂
∂t
(
∂v
∂x
) ]xi+h
xi
= Mz
(
v˙′xi+h − v˙′xi
)
(6.4)
where v˙′xi is a rotational velocity at node xi. To ensure that (6.4) is always smaller or equal
to zero, Mz, which will be used as actuator moment can have the value:
M = − k
(
v˙′xi+h − v˙′xi
)
(6.5)
with k as a positive constant, sometimes called "the proportionality factor". It is a function
of the physical constants of the piezoelectric which relate the applied voltage to the moment
created and a gain factor applied to the feedback circuit. Varying k has a significant effect on
the response. Theoretically, the system is stable for any positive value. Nevertheless, larger
values of k tend to "overcontrol the structure" since the moment will have a magnitude larger
than that required. Consequently, if k is very small, the added moments will be insufficient and
this will reduce the damping ratio. Therefore, a trial-and-error procedure is required to select
the best value and customize the control to the application [94].
Now, substituting (6.5) in (6.4) yields:
U˙ = − k
(
v˙′xi+h − v˙′xi
)2
≤ 0 (6.6)
and thus, all the requirements to have a Lyapunov function are met. Therefore, (6.5) can be
used as the controller for the smart beam.
The discretized equations of a single finite element without the piezoceramic actuator are
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proved in Appendix D to be:
Mij q¨i(t) + Kijqi(t) = Mz

0
−1
0
1

(6.7)
substituting (6.5) in (6.7) results in the system of equations for an element with an actuator
attached to it:
Mij q¨i(t) + Kijqi(t) =

0 −1 0 1
0 −k 0 k
0 0 0 0
0 k 0 −k


q˙1
q˙2
q˙3
q˙4

(6.8)
where Mij and Kij are the mass and stiffness matrices of a single finite element.
Eq. (6.8) can be written in the form:
Mij q¨i(t) + Kijqi(t) = Fk
∗q˙i(t) (6.9)
with k∗ = [0 k 0 − k] is a 1× 4 vector containing the proportionality factor k, and F is
a 4 × 1 vector that depends on the actuator placement. In case an actuator is attached to an
element, F = [0 − 1 0 1]T , else it will be a null vector.
Once a system is composed of n elements, the individual 4 × 4Fk∗ matrices are combined to
form the n× n matrix F ∗.
Adding some sort of "classical damping" to the system (Section 4.4), Eq. (6.9) becomes:
Mij q¨i + (Cij − F ∗ij) q˙i + Kijqi = 0 (6.10)
Since only a finite number of vibrating modes will be controlled in the coming examples of
this Chapter, this means, the equations of motion (6.10) must be uncoupled and more easily
analyzed by transforming the generalized coordinates into modal coordinates.
Unlike the transformation used in (4.10) of Section 4.4, the transformation is now of the form:
q = Ψu (6.11)
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Ψ is the so-called weighted modal matrix. It is obtained by dividing the ith column of the
modal matrix Φ by the square root of the ith generalized mass Mi:
Ψij =
ϕij√
Mi
, where i, j = 1 . . . n (6.12)
As already mentioned in previous Chapters, the generalized mass and stiffness matrices have
the form:
Mi = ϕTi Mϕi
Ki = ϕTi Kϕi
(6.13)
This results in:
ΨTi MΨi = I
ΨTi KΨi = K
∗
(6.14)
where I is the identity matrix, and K∗ is a diagonal matrix whose diagonal elements are the
squares of the modal frequencies.
Substituting (6.11) after differentiating it once and twice in (6.10), and multiplying with ΨT
gives:
u¨ + [(ΨTCΨ) − (ΨTF ∗Ψ)︸ ︷︷ ︸
Fˇ
] u˙ + K∗ u = 0 (6.15)
ξi =
ΨTCΨ
2ωiΨTi MΨi
=
ΨTCΨ
2ωi
, ⇒ ΨTCΨ = 2 ξi ωi (6.16)
Substituting (6.16) in (6.15) yields:
u¨ + [2 ξi ωi − Fˇ ] u˙ + K∗ u = 0 (6.17)
The general form of the above equation is:
u¨ + [U − Fˇ ] u˙ + K∗ u = 0 (6.18)
while:
U =

2ξ1ω1 0
2ξ2ω2
. . .
0 2ξnωn

, Fˇ = ΨTF ∗Ψ, K∗ =

ω21 0
ω22
. . .
0 ω2n

(6.19)
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Moreover, the state-space form of the above system can be derived. As already shown in Section
5.4, it has the standard form:
x˙ = A x + B u
y = C x + D u
(6.20)
with,
x =

x1
x2
 =

u
u˙
 (6.21)
This means:
x˙1 = x2
x˙2 = −K∗ x1 − (U − F̂ ) x2
(6.22)
The above equation can be formulated as follows:
{x˙} =

x˙1
x˙2
 =
 0 I−K∗ −(U − F̂ )


x1
x2
 (6.23)
setting (6.23) and (6.20) identically shows that (6.23) gives the state space form of the equation
of motion of a system with Lyapunov stability criterion controller, with:
A =
 0 I−K∗ −(S − F̂ )
 (6.24)
C is an identity matrix and B and D are null matrices.
6.2.2 Strain Rate Feedback Controller (SRF)
The SRF controller was initially used for active damping of a flexible space structure [94].
With this technique, the structural velocity coordinate is fed back to the compensator and the
compensator position coordinate, multiplied by a negative gain, is fed back to the structure.
SRF has a wider active damping region and can stabilize more than one mode given a sufficient
bandwidth [32]. Experimental results obtained by other authors demonstrate the effectiveness
of this method in actively increasing damping of flexible beams with PZT actuators, as in [34],
[31],[121].
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The SRF model is presented with the following equations for the modal case:
ξ¨ + 2ζωξ˙ + ω2ξ = −Gω2η (6.25)
η¨ + 2ζcωcη˙ + ω
2
cη = ω
2
c ξ˙ (6.26)
where ξ is the structural modal coordinate, η the compensator modal coordinate, ζ and ζc the
structure and the compensator damping ratios, ω and ωc are the structure and compensator
natural frequencies and G is a gain factor. The block diagram of SRF controller is depicted in
(Figure 6.2).
+
ω2c
∂
∂t
Compensator
η¨ + 2ςcωcη˙ + ω2cη = 0
ξ
ξ¨ + 2ςωξ˙ + ω2ξ = 0
η
Gω2
Structure
Figure 6.2: The block diagram of SRF controller
To illustrate the operation of the SRF controller, the structural model coordinate is assumed
to be of the same form used in B.2 of Appendix B. Thus:
ξ(t) = α eiωt (6.27)
The output of the compensator at steady state is:
η(t) = β e
i (ωt +
π
2
− φ)
(6.28)
Substituting the values of η and ξ and the corresponding derivatives from (6.27) and (6.28) in
(6.26) results in an equation with real and imaginary coefficients of the form:(
−β
α
ω2 sinφ− 2β
α
ζcωωc cosφ+
β
α
ω2c sinφ
)
+ i
(
−β
α
ω2 cosφ+ 2
β
α
ζcωωc sinφ+
β
α
ω2c cosφ
)
= i
(
ωω2c
)
(6.29)
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with:
eiωt = cosωt + i sinωt (6.30)
Setting the sum of the real terms in (6.29) equal to zero, then dividing by cosφ and solving the
resulting equation gives φ:
φ = tan−1

2ζc
(
ω
ωc
)
1−
(
ω
ωc
)2
 (6.31)
sinφ =
2ζc
(
ω
ωc
)
√√√√[1 − ( ω
ωc
)2]2
+ 4ζ2c
(
ω
ωc
)2 (6.32)
cosφ =
1 −
(
ω
ωc
)2
√√√√[1 − ( ω
ωc
)2]2
+ 4ζ2c
(
ω
ωc
)2 (6.33)
When the structure vibrates at a frequency much lower than the compensator frequency, i.e.
ω ≪ ωc, then sinφ = 0, and cosφ = 1, which means that φ = 0. Substituting φ in (6.28)
results in:
η(t) = β e
i (ωt +
π
2
)
= β ei ωt · ei
π
2 = iβeiωt =
β
αω
iαωeiωt =
β
αω
ξ˙(t) (6.34)
Substituting (6.34) in (6.25) and summing coefficients of ξ˙ yield:
ξ¨ + (2ζω +
Gβω
α
)ξ˙ + ω2ξ = 0 (6.35)
Eq. (6.35) shows clearly that the damping term has increased in comparison to (6.25). This
means, the SRF compensator causes an increase in the damping ratio, a case that is called
active damping.
When the structure and the compensator have the same natural frequency, i.e. ω = ωc,
then sinφ = 1, and cosφ = 0, which means that φ =
π
2
. Substituting φ in (6.28), and then
substutiting the results in (6.25) gives:
ξ¨ + 2ζω ξ˙ + (ω2 +
Gω2β
α
)ξ = 0 (6.36)
In this case, the stiffness term has increased in comparison to (6.25). Thus, the SRF compen-
sator causes an increase in stiffness of the structure and this is called active stiffness.
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Finally, when the compensator frequency is much lower than that of the structure, i.e. ωc ≪ ω,
then sinφ = 0, and cosφ = −1, which means that φ = π. Performing the same procedures
stated before, gives:
ξ¨ + (2ζω − Gβω
α
)ξ˙ + ω2ξ = 0 (6.37)
It is clear from (6.37) that the SRF compensator causes a decrease in the damping term, which
is referred to as active negative damping.
Therefore, while implementing the SRF, the compensator should be designed so that the tar-
geted frequencies are below or at least equal to the compensator frequencies in order to provide
a certain amount of damping to the structure. These concepts are illustrated in the coming
examples.
The final step in this section is to create the SS representation of the SRF, similar to the
work done in the section before. Thus, in a multi-modal case, the system of equations (6.25)
and (6.26) becomes:
ξ¨ + Dξ˙ + Kξ + CTGKη˙ = 0 (6.38)
η¨ − KcCξ˙ + Dcη˙ + Kcη = 0 (6.39)
For a system with n structural modes andm compensators, ξ is a [n×1] vector and η is a [m×1]
vector. D and Dc are [n × n] and [m × m] diagonal matrices containing the damping terms
2ζiωi and 2ζcωc, respectively. K and Kc are [n× n] and [m×m] diagonal matrices containing
the squares of the natural frequencies ω2i and ω
2
c . C is a fully populated [m× n] participation
matrix that determines the influence of each sensor/actuator pair on each compensator and
vice versa. This matrix must be calculated, and this is done by equating the right hand side
of equations (4.19) and (6.39), while using the weighted modal matrix in (4.19) to make the
modal mass matrix an identity matrix. This means that:
ΨF = CTGKη (6.40)
Since F is, as previously defined, a column matrix for nodal forces, it can be said: F = E u,
where E is a scalar that expresses the magnitude of the forces and u is the control vector.
Assuming u = GKη, this yields:
C = (ΨTE)T (6.41)
The control vector u is a [p × 1] vector, where p is the number of actuators that forces the
dimensions of ΨTE to be [n× p]. Only in the case of a single actuator (u = 1), a small modifi-
cation must be made. In order to keep the G and K matrices in the same form and guarantee
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dimensional compatibility, a vector A, with the size [1×m] and containing only unity elements
must be included.
Concerning the stability conditions for the SRF controllers, they cannot be precisely defined
since the damping and stiffness matrices, as seen next, cannot be symmetrized [94]. Thus, when
three eigenmodes are to be controlled for example, the stability can be provided when all the
eigenvalues of the system matrix of the state-space equation are negative [98]. This will be the
case in the first practical example of the next section.
The SS form of motion with the SRF controller is then:
ξ¨
η¨
 +
 D 0−Kc(AT )C Dc


ξ˙
η˙
 +
K C
T (A)GK
0 Kc


ξ
η
 = 0 (6.42)
6.2.3 Positive Position Feedback Controller
This method was firstly proposed by Goh and Caughey [44] for collocated sensors and actuators.
Later on, it was used by Fanson and Caughey [30] to control large space structures. PPF offers
quick damping for a particular mode provided that the modal characteristics are known [33].
Moreover, it is insensitive to spillover, i.e., where contributions from unmodeled modes affect
the control of modes of interest [13],[35]. Experimentally, the PPF controller has proven its
effectiveness as well, and this can be seen in many references like [32],[122],[109],[34].
The basic concept of the PPF is to feed the structural position coordinate directly to the
compensator and the product of the compensator and a scaler gain positively back to the
structure. The PPF control scheme is presented in Figure 6.3.
The scalar equations governing the vibration of the structure in a single mode and the PPF
controller are given as:
ξ¨ + 2ζωξ˙ + ω2ξ = Gω2η (6.43)
η¨ + 2ζcωcη˙ + ω
2
cη = ω
2
cξ (6.44)
where the variables are the same as those previously defined for SRF.
To check the system response characteristics of this algorithm, the structue motion at steady
state is assumed to be of the form:
ξ(t) = α ei ω t (6.45)
Then the output of the compensator at the steady state is:
η(t) = β ei (ω t− φ) (6.46)
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Figure 6.3: The block diagram of PPF controller
By substituting (6.46) in (6.44) and using the corresponding derivatives, the phase angle φ is
found to be:
φ = tan−1

2ζc
(
ω
ωc
)
1−
(
ω
ωc
)2
 (6.47)
φ has the same value as in the case of SRF. When the structure vibrates at a frequency much
lower than the compensator natural frequency, i.e., ω ≪ ωc, the phase angle approaches zero.
This means:
η(t) = β ei (ωt) =
β
α
α ei ωt =
β
α
ξ(t) (6.48)
Differentiating (6.48) to find out η˙ and η¨, and substituting their values in (6.43) gives:
ξ¨ + 2ζωξ˙ + (ω2 − Gβω
2
α
)ξ = 0 (6.49)
From (6.49), it can be clearly seen that the stiffness term decreases. This means, the PPF
compensator results in a case called active negative stiffness.
Yet, when the structure and the compensator have the same frequency, i.e. ω = ωc, then
φ =
π
2
. Following the same procedures of the previous case, the structural equation becomes:
ξ¨ + (2ζω +
Gβω
α
)ξ˙ + ω2 ξ = 0 (6.50)
This implies an increase in the damping term. As a result, active damping occurs.
Finally, when the structural frequency is much greater than that of the compensator, i.e.,
ω ≫ ωc, the phase angle approaches π. Substituting φ = π in (6.46), and then the result in
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Eq. (6.43) yields:
ξ¨ + 2ζωξ˙ + (ω2 +
Gβω2
α
)ξ = 0 (6.51)
It is clear from (6.51) that the PPF compensator, in this case, results in an increase in the
stiffness term, which is called active stiffness.
According to (6.50), to achieve maximum damping, ωc should be closely matched to ω.
The state space transformation for the multi-modal case is in the form:
ξ¨
η¨
 +
D 0
0 Dc


ξ˙
η˙
 +
 K −C
T (A)GK
−Kc(AT )C Kc


ξ
η
 = 0 (6.52)
Unlike the SRF compensator, the system stability is here clearly defined. The application of
the Routh-Hurwitz criterion [1] results in the condition:
0 < G < 1 (6.53)
In the complex multi-modal case, it can be referred to a new stability criterion, developed by
Fanson and Caughey [30]. According to this criterion, the following condition must be met to
assure stability:
K − CTGKC > 0 (6.54)
6.3 Implementation of the Designed Controllers
6.3.1 The simple cantilevered beam
To demonstrate the effectiveness and the stability of the control laws designed in the previous
section, a simple 1-D FE model of a beam is used. The objective is to use the SS form of the
structure with the compensator, and then use a MATLAB linear simulator function to produce
a time response. The same model is used by Newman [94], and the results of both works are
compared. The MATLAB code written by Newman for the SRF case was initially used and
then modified for all the three control strategies. The same values for the physical parameters
of the cantilevered beam used in his work are also selected. These parameters imply:
- Number of elements: n = 8
- Element length: h = 0.1m
- Element density: ρ = 0.5 kg/m3
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- Bending stiffness: EI = 0.9Nm2
The beam is modeled as a rod and each node has two DOFs, a translational and a rotational
one. The beam is deflected and then released from rest such that the first three modes are
excited. The geometry of this beam is shown in Figure 6.4.
z
x
y
Figure 6.4: The geometry of the simple beam
Using these values, and referring to the section "Finite Element Model" in Appendix D, the sys-
tem mass and stiffness matrices are formulated, and then used to solve the eigenvalue problem
to find out the first three modal frequencies. These are:
- ω1 = 7.37 rad/s = 1.17Hz
- ω2 = 46.19 rad/s = 7.35Hz
- ω3 = 129.42 rad/s = 20.6Hz
The inherent structural damping is introduced by arbitrary damping ratios (ξi), hence damping
increases from the lowest value for the 1st mode to the highest value for the nth mode. Due
to the inherent natural frequencies, the high frequency modes are, in general, damped out
more quickly than the lower frequency modes. The free response of the beam without control is
illustrated in Figure 6.5. Now, the controllers are implemented and the results are presented for
each controller. Consequently, four different simulations are performed with varying actuator
locations as follows:
• Actuator at base
• Actuator in middle
• Actuator at tip
• Combination of the above cases
With these four cases, the importance of the actuator location is demonstrated, too.
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Figure 6.5: Free vibration of the smart beam without control
The Lyapunov stability theorem controller
The properties of this controller are already mentioned in the previous section. Thus, the
actuator moments are introduced as function of the velocities at both ends of the beam element,
where the actuators are attached. For this simulation, the proportionality factor, which relates
the moments to the velocities is assumed to be unity. This is done just for simplicity. The
corresponding code for the Lyapunov stability controller is written in Appendix E.1. The case
where the actuator is attached to the base is shown in Figure 6.6.
As expected, this configuration is the best since the placement of the actuator at the base results
in the largest actuator moment and this leads to a significant effect on damping vibrations. The
placement of the actuator in the middle and at the tip provide some damping when compared
to the case without controller. This is shown in Figure 6.7 and Figure 6.8.
Finally, the case when the actuators are placed at the base, middle and tip of the beam at the
same time is shown in Figure 6.9.
Comparing the results in Figure 6.6 and Figure 6.9 together shows that the contribution of
the actuators in the middle and at the tip is minimal in the combined system since the base
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Figure 6.6: Application of Lyapunov controller
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Figure 6.7: Application of Lyapunov controller
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Figure 6.8: Application of Lyapunov controller
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Figure 6.9: Application of Lyapunov controller
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actuator is dominating. This highlights the advantage of using a single actuator and placing it
where the largest moment occurs. This configuration can save material and costs as well.
Comparing the actual results with the results from [94] shows a big consistancy, especially in
the region between (1− 10) seconds.
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The PPF controller
As mentioned in the previous section, the equations of the PPF controller show that maximum
damping is reached when ωc matches ω. Again, the first three modes are controlled using the
same control schemes used before, i.e., when single actuators are used and placed either at the
base, or in the middle, or at the tip. In the second scheme, the actuators are placed on the
three positions at the same time. The results of the first configuration are shown in Figure
6.10, Figure 6.11 and Figure 6.12.
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Figure 6.10: Application of PPF controller
Since the system stability is clearly defined for this type of controllers, two gains are fixed, while
the third one is varied to meet the conditions in (6.53) and (6.54). For example, concerning
the placement of the actuator at the base, in the middle, or at the tip, the last two gains were
assumed to be 0.0001, while the first one was varied to find the optimum value (G1 = 0.173).
A single actuator at the base has, once again, provided some damping to the model. Placing a
single actuator in the middle or at the tip did not give good results, although the results are
better than in the case where there is no control at all.
Considering the second scheme, i.e. by placing one actuator at the base, one in the middle,
and one at the tip at the same time, the last two gains were assumed to be 0.01, while the first
one was varied (G1 = 0.2038). The effectiveness of this configuration lies in the time it took
to supress all the three modes. The curves show the effect of actuator placement on the overall
behaviour of the structure.
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Figure 6.11: Application of PPF controller
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Figure 6.12: Application of PPF controller
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Figure 6.13: Application of PPF controller
The SRF controller
Although there is no evident criteria to define the margin of stability for this type of control,
yet its implementation shows sometimes good results. The compensator is now designed such
that the structural frequencies of the modes to be damped fall well below the compensator
frequency. Simulations are run for the three actuator/three compensator configuration with
two different sets of ωc at the two extremes. The compensator frequencies are firstly assumed
to be ten percent higher than those of the structural modes. The response is depicted in Figure
6.14. It can be seen that there is no significant damping. Secondly, the compensator frequencies
are set to be 50 times higher than each of the structural modes, and the response is represented
in Figure 6.15. Compared to the previous figure, it can be clearly seen that more damping is
achieved when the compensator frequency moves far away from the structural frequency. This
may not be the case when only the first mode is to be damped, which is seen in the next
subsection.
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Figure 6.14: Application of SRF controller, ω = 1.1× ωc
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Figure 6.15: Application of SRF controller, ω = 50× ωc
92 6.3 Implementation of the Designed Controllers
6.3.2 The composite smart beam
The smart beam from Appendix A is now considered. It is excited with its first eigenfrequency
so long until vibration becomes constant in magnitude, and then it is left to vibrate freely as
shown in Figure 6.16.
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Figure 6.16: Free and forced vibration of the smart beam
The controller is activated exactly at the time when free vibration starts, i.e. at t = 20 s. The
SE model of the smart beam, which was already created in Chapter 5, is used. The beam was
already illustrated in Figure 5.3.
Concerning this example, no similar analysis is available in literature, so that the results can
be validated or compared. For this reason, the SS representation of the same beam is derived
as well, and the controller is implemented on both models. The SE model and its correspond-
ing controllers are created and implemented in SAMCEF [114], while the SS model and its
corresponding controllers are derived and used in Matlab/SIMULINK [89]. As seen in Figure
5.3, node 1 of the SE is clamped, i.e. all the 6 DOF are fixed, and a force corresponding to
F = c · sin(ωt) is exerted at the node 5, where the tip displacement is measured. c is the
magnitude and ω refers to the 1st eigenfrequency used to excite the structure.
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The Lyapunov stability theorem controller
From (6.5), the moments at nodes 2 and 3, which are equal in magnitude but with opposite
directions, are calculated as functions of the rotational velocites at both nodes [40]. They have
the form:
M2y = −k (v˙2y − v˙3y)
M3y = −k (v˙3y − v˙2y)
(6.55)
From the above equations, it is clear that the controller is somehow a relation or a connection
between the DOFs of the nodes composing the SE. To do that in SAMCEF, the nonlinear forces
element (FNLI) is used. This element allows the introduction of a list of n general linear or
nonlinear internal forces as a function of list of n DOFs and their derivatives. The way, the
control law is written in SAMCEF, is illustrated in Appendix E.2. It is entered directly to the
input file without the use of any external programming language, and this is one of the merits
of the SE technique.
Coming back to the control law of (6.55), the controller is stable for any positive value of the
constant k. At the beginning, three different values of k are taken, and the results are depicted
in Figure 6.17.
Moreover, the choice of k has an influence on the amplitude of the resonance at the natural
frequency of the structure, which is seen in Figure 6.18. Now, the optimal value of the constant
k must be found. Since the design of optimal controllers is not the task of this work, the method
of trial-and-error is used to glean out these optimal values. The best results are got for k = 30,
and the corresponding curve of tip displacement vs. time of the smart beam is illustrated in
Figure 6.19. In the FFT spectrum diagram (Figure 6.20), the effect of the controller on the
amplitude of the resonance at the natural frequency is shown as well.
As stated before, the SS representation of the smart beam is derived in order to validate the
results from the SE model. To do that, the inputs and the outputs are designated in order to
find out the matrices A, B and C of (5.56). To implement the controller in the SS model, two
steps are performed. In step one, the only input to the system is the forced excitation until the
magnitude of vibration does not change anymore, i.e., up to t = 20 s, and the output consists
of the tip displacement, as well as the state vectors exactly at t = 20 s (Figure 6.21).
These state vectors are then fed in as initial conditions in the second step. This time, the input
comprises both actuator moments at both ends of the actuator, and the output embraces the
tip displacement at node 5, and the velocities at the node 2 and node 3.
The steps mentioned above could be also summarized in one step, but in this case a timer
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Figure 6.17: The Lyapunov stability theorem controller for different values of k (SE model)
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Figure 6.18: The FFT spectrum of the smart beam for different values of k (SE model)
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Figure 6.19: The Lyapunov stability theorem controller for k = 30 (SE model)
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Figure 6.20: The FFT spectrum of the smart beam using Lyapunov stability controller (SE
model)
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0
Figure 6.21: The SS model of the smart beam with controller (step 1)
must be inserted in the model to deactivate the exciting force when vibrations become stable
at t = 20 s. The SS representation of the smart beam in the second step is shown in Figure
6.22, and the tip displacement over time without controller is already depicted in Figure 6.16.
In the region of forced vibration, small differences can be seen in the vibration of the tip dis-
v3y = Cx + Du
x′ = Ax + Bu Tip displacement
0
kM3
M2
v2
Figure 6.22: The SS model of the smart beam with controller (step 2)
placement between the SE and SS models, especially around the region at t = 20 s. Yet, in
the region of free vibration, these differences become very small. This shows that both models
deliver similar results. When the controller is activated in the margin of free vibration, the tip
displacement is reduced in the SS model (Figure 6.23).
Comparing the results from the SE model and the SS model in Figure 6.24, and in Figure
6.25 where the time region is magnified between 20 and 22 s, it can be seen that both models
yielded the same results. Nevertheless, much more time was needed to carry out the simulation
in the SS model (about 35 minutes), while in the SE model, less time (only 3 minutes) was
needed. This could be due to the fact that in the SE model a fixed time-step can be assigned
(here 0.01 s), while in the SS representation the time-step was automatically set. Moreover,
the stresses and energy curves, could be requested in addition to the force vectors along the SE
model. This is one of the advantages of the SE technique in comparison to the SS representa-
tion which is more practical and in which the controllers can be easier implemented [40].
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Figure 6.23: The Lyapunov stability theorem controller (SS model)
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Figure 6.24: Tip displacement vs. time using SE and SS models
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Figure 6.25: Tip displacement vs. time in a zoomed region of Figure 6.24
The SRF controller
Now, the SRF controller is implemented. For this case, the inputs to the system in the free
vibration stage are again the actuator moments, while the outputs are the tip displacement
and the tip velocity as shown in Figure 6.26.
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Figure 6.26: The SS model of the smart beam with controller (step 2)
Since all the parts of the smart beam were integrated in a single SE and then the damping
coefficients of the whole system were already calculated, it is then supposed that:
ζc = ζ
ωc = ω
(6.56)
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This leads to the case mentioned in (6.36). The stiffness of the structure increases and thus
the amplitude of the tip vibration decreases. The best control stage is reached by setting the
constant k = 7. The effectiveness of the SRF on the SE model is shown in Figure 6.27 and
Figure 6.28.
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Figure 6.27: The SRF controller implemented in the SE model
The SRF is also implemented in the the SS model, and the results are illustrated in Figure
6.29.
Comparing the results on the SE and SS, as shown in Figure 6.30 and Figure 6.31, demonstrates
once again the effectiveness of the SE concept.
The same results are achieved by the SE model, but while using much less effort than in the
SS representation.
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Figure 6.28: The FFT spectrum of the smart beam (SE model)
20 22 24 26 28 30 32 34 36 38 40
−0.04
−0.03
−0.02
−0.01
0.00
0.01
0.02
0.03
0.04
Time [s]
T
ip
d
is
p
la
ce
m
en
t
[m
]
No control
SRF control
Figure 6.29: The SRF controller implemented in the SS model
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Figure 6.30: Tip displacement vs. time using SE and SS models
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Figure 6.31: Tip displacement vs. time in a zoomed region of Figure 6.30
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The PPF controller
Using the PPF controller, the input to the controller is the tip displacement and the output
comprises besides of the tip displacement both actuator moments. These moments are now
directly proportional to the tip displacement. This is shown in Figure 6.32.
As mentioned before, and due to the structural properties, it is then supposed that:
ζc = ζ
ωc = ω
(6.57)
This means, according to (6.50), active damping occurs. Implementing the PPF controller in
the SE model of the beam, and taking k = 0.9, demonstrates the effective the PPF controller.
This is illustrated in Figure 6.33 and Figure 6.34.
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0
Figure 6.32: The SS model of the smart beam with PPF controller (step 2)
Comparing the results of the 3 different controllers mentioned previously, firstly, the SE tech-
nique has proved its efficiency since it yielded similar results to those of the SS representation,
indeed with less effort and computation time. Secondly, it can be noticed that the PPF con-
troller needed much less time to stabilize the system, in comparison to the other two controllers.
This is illustrated in Figure 6.35 and Figure 6.36.
Thus, when the PPF controller was implemented, it took about 0.8 s to stabilize the tip dis-
placement, while with other controllers it took about 2 s.
The SRF and Lyapunov control strategies have shown similar results. This is due to the fact
that in both controllers, a velocity was the input parameter to the system.
The effectiveness of the PPF is shown also in Figure 6.37 where the amplitude of the resonance
at the first natural frequency is much more reduced compared to the other control strategies.
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Figure 6.33: Tip displacement vs. time with and without control (SE model)
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Figure 6.34: The FFT spectrum of the smart beam (SE model)
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Figure 6.36: Tip displacement vs. time in a zoomed region of Figure 6.35
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Figure 6.37: The FFT spectrum of the smart beam
6.4 Conclusion
In this chapter, three different control schemes were introduced and their characteristics includ-
ing stability margins were investigated. After that, they were implemented in a single beam to
control the first three eigenmodes. Different control configurations were used. In general, the
controllers have shown very good damping properties, and the actual results were compared
with those from the literature and good correlation was seen.
Moreover, another example of a composite beam is taken and the controllers were utilized to
control the vibration induced by exciting with its first eigenmode. Two different structural
configurations were used since there was no similar investigation on the same beam in lit-
erature. The application of the control strategies on the SE and SS configurations yielded
identical results, and thus the effectiveness of the control strategies on the smart beam was also
validated.
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Chapter 7
Summary and Outlook
In this work, several linear controllers were designed and implemented on a reduced model of a
smart structure. The super element technique was used to create this reduced model starting
from the finite element representation.
The thesis can thus be classified into three major parts:
In the first part, the properties of piezoelectric materials were addressed and some significant
piezoelectric coefficients were outlined. The piezoelectric effects were illustrated by investigat-
ing examples from literature.
In the second part, the relation between the voltage of the piezoactuator and the moments at
its ends was derived, and a finite element model was created. It was validated by performing a
modal analysis and comparing the results with results from the experiment. With the help of
other experimental results, and by using theories from literature, the damping coefficients were
calculated and introduced into the finite element model produced. This model was afterwards
reduced to a super element model containing a finite number of elements and nodes. It was
validated as well, and a state-space representation of the same model was derived prior to the
design of the controllers.
The last part of this work was devoted to the design and implementation of the controllers to
control a finite number of eigenmodes. The stability conditions of each controller were investi-
gated and examined through examples. All the controllers have proved to be effective, but with
different levels. Throughout the implementation of the controllers, the super element technique
has shown many advantages in comparison to the state-space representation.
For future work, some points in this thesis could be revised. The nonlinear behaviour of the
piezoelectric materials and other nonlinearities were neglected. An observer could be designed
and implemented in parallel to the controller, so that to account for these nonlinearities. To
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design an effective observer, it can be referred for example to the works of Müller and Söffker
like [120],[144].
Nevertheless, even with the available configuration, other types of controllers could be tested.
More complex structures like plates and shells could be considered and the efficiency of the
designed controllers and of the applied modeling strategies could be investigated.
Finally, experiments could be conducted by using the same controllers which were used in this
work, and the results could be compared.
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Appendix A
Properties of the Smart Beam with a
Single Patch
25 mm
10 mm 75 mm 130 mm
5 mm
Piezo patch (PZT)
Bonding layer (Epoxy)
Beam (Steel)
Figure A.1: The geometry of the smart beam with a single patch
Table A.1: Parameters of the components of smart beam
Property Steel PZT (PIC 151) Epoxy (EPO-TEK)
Young’s modulus [GPa] 210 66.667 3.5464
Poisson’s ratio 0.3 0.3 0.4
Density [kg/m3] 7900 7800 1180
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Appendix B
Proof of orthogonality of the mode
shapes w.r.t. mass and stiffness
matrices
Starting from the homogeneous equation describing the free motion of a structure:
[M ] {q¨} + [K] {q} = 0 (B.1)
The solution of the above equation has the form [48]:
q = αi e
jωit (B.2)
while αi and ωi must satisfy the eigenvalue problem:
(K − ω2i M) αi = 0 (B.3)
with
ωi = natural frequancy
αi = corresponding mode shape
i = number of modes which is equal to the number of DOF n
substituting ωi, K, and M in (B.3) gives the value of αi.
B.1 Orthogonality of mode shapes w.r.t. mass matrix
From (B.3):
K αi = ω
2
i M αi (B.4)
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Multiplying (B.4) by ϕTj gives the scalar equation:
αTj K αi = ω
2
i α
T
j M αi (B.5)
Permuting i and j yields:
αTi K αj = ω
2
j α
T
i M αj (B.6)
Taking the symmetry of the mass and stiffness matrices into account and subtracting (B.6)
from (B.5), gives:
0 = (ω2i − ω2j ) αTj M αi (B.7)
for i 6= j:
αTj M αi = 0 (B.8)
and this proves the orthogonality of the mode shapes w.r.t. the mass matrix.
Yet, if i = j, then the result of the product is not zero:
αTi M αi = Mi (B.9)
Mi is called the generalized or modal mass of the ith mode.
B.2 Orthogonality of mode shapes w.r.t. stiffness matrix
Using (B.4) and dividing both sides by ω2i gives:
K
ω2i
αi = M αi (B.10)
Multiplying by αTj :
αTj
K
ω2i
αi = α
T
j M αi (B.11)
Permuting i and j yields:
αTi
K
ω2j
αj = α
T
i M αj (B.12)
Again, by taking the symmetry of the mass and stiffness matrices into account and subtracting
(B.12) from (B.11), gives: (
1
ω2i
− 1
ω2j
)
αTi K αj = 0 (B.13)
for i 6= j :
αTj K αi = 0 (B.14)
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and thus, the orthogonality of the mode shapes w.r.t. the stiffness matrix is proved.
For i = j, the result of the product is:
αTi K αi = Ki (B.15)
Ki is called the generalized or modal stiffness of the ith mode.
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Appendix C
Calculation of the damping coefficients
This is a MATLAB-Code with the task to calculate the damping coefficients using the method
of "Chowdhury and Dasgupta":
%
clear all;
%
grid on;
format long
%[Data,Headers] = xlsread(’results.xlsx’);
[Data,Headers] = xlsread(’results-2-ex.xlsx’);
a=Data(:,1);
%w=Data(:,2);
w=Data(:,8);
%
fprintf(’\n’);
fprintf(’*********************************************************\n’);
fprintf(’This program finds out Raylieh Damping coefficients "alpha" and "betta"\n’);
fprintf(’The method of "Chowdhury and Dasgupta" is used.’ \n’);
fprintf(’According to the values of the natural frequencies, and the number of ...’);
fprintf(’effective modes, as well as the damping ratios of the 1st and m-th mode.\n’);
fprintf(’the coefficients will be gleaned out, and then the results will be ...’);
fprintf(’compared to those based on linear interpolation.\n’);
fprintf(’Best matching curve will be used and "alpha" and "betta" are found:\n’);
fprintf(’*********************************************************\n’);
fprintf(’\n’);
127
128 APPENDIX C. CALCULATION OF THE DAMPING COEFFICIENTS
%
m=10;
% ASSUMPTIONS
eps(1)=0.02;
eps(m)=0.1;
%
for i=2:1:round(2.5*m)
if i<=m
eps(i)=(((eps(m)-eps(1))*(w(i)-w(1)))/(w(m)-w(1))) + eps(1);
elseif i>m
eps(i)=(((eps(m)-eps(1))*(w(m+i)-w(m))/(w(m)-w(1))) + eps(1));
end
end
%
betta4 = (2*(eps(m)*w(m)-(eps(1)*w(1))))/((w(m))^2 - (w(1))^2);
alpha4 = ((2*eps(1)*w(1)) - betta4*((w(1))^2));
%
betta5 = (2*((eps(round(2.5*m)))*w(round(2.5*m))-(eps(1)*w(1))))/((w(round(2.5*m)))^2 -
(w(1))^2);
alpha5 = ((2*eps(1)*w(1)) - betta5*((w(1))^2));
%
betta6 = (betta4 + betta5)/2;
alpha6= (alpha4 + alpha5)/2;
%
error0=0;
%
for g=1:1:round(2.5*m)
v(g)=w(g);
alpha1(g)=alpha4;
betta1(g)=betta4;
alpha2(g)=alpha5;
betta2(g)=betta5;
alpha3(g)=alpha6;
betta3(g)=betta6;
error(g)=error0;
y1(g)=(((alpha1(g))*(1/(2*v(g)))))+((((betta1(g)))/2)*(v(g)));
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y2(g)=(((alpha2(g))*(1/(2*v(g)))))+((((betta2(g)))/2)*(v(g)));
y3(g) =(y1(g) + y2(g))/2;
%y3(g)=(((alpha3(g))*(1/v(g))))+((((betta3(g)))/2)*(v(g)));
end
%
error1=(eps-y1)/100;
error2=(eps-y2)/100;
error3=(eps-y3)/100;
%
grid on;
subplot(2,1,2)
plot(v,error1,v,error2,v,error3,v,error)
axis([40 1000 -0.015 0.005]);
title(’Difference in Damping Ratios between Linear interpolation and other schemes’);
xlabel(’Frequency (Rad/Sec)’);
ylabel(’Difference in Damping Ratio (%)’);
legend(’Linear inter. - Damp. up to m-th mode’,’Linear inter. - Damp.up to 2.5*m’,
’Linear inter. - average Damp.’, ’Error=0’);
grid on;
subplot(2,1,1)
plot(v,y1,v,y2,v,y3,v,eps)
axis([40 1000 0 1]);
xlabel(’Frequency (Rad/Sec)’);
ylabel(’Damping Ratio’);
title(’Values of natural frequency versus damping ratio’);
legend(’Damping up to m-th mode’,’Damping up to 2.5*m mode’,’Damping with average data’,
’Linear Damping’);
%
%%
%
fprintf(’So, which procedure would you like to use? Which curve best fits the linear
damping?\n’);
fprintf(’\n’);
fprintf(’Enter "1" if the damping up to the m-th mode approximation is to be
considered\n’);
fprintf(’Enter "2" if the damping up to the 2.5*m-th mode approximation is to
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be considered\n’);
fprintf(’Enter "3" if the damping with average data approximation is to be
considered\n’);
fprintf(’\n’);
ans=input(’What is your choice:\n’);
grid on;
%%
if ans == 1
alpha=alpha4;
betta=betta4;
z=y1;
elseif ans == 2
alpha=alpha5;
betta=betta5;
z=y2;
elseif ans == 3
alpha=alpha6;
betta=betta6;
z=y3;
end
%
fprintf(’alpha is:’);
disp(alpha)
fprintf(’betta is:’);
disp(betta)
fprintf(’Damping will be’);
disp(z)
axis([0 100 0 0.0025]);
grid on;
Appendix D
Deriving the equations of a vibrating
beam
D.1 Equations of motion
Consider a straight, uniform Bernoulli-Euler beam of rectangular cross section A, with length
h, modulus of elasticity E, density ρ, second moment of area of the cross-section about the
z-axis Iz, and the displacement of the neutral axis in the y-direction at position x defined as
v = v(x). The beam is loaded with a bending moment (actuator moment) about the z-axis
Mz, which is assumed to be constant over the length of an element of this beam considered
here (Figure D.1).
O
x, u
y, v
dx
(Fτ +
∂Fτ
∂x
dx)
(Mz +
∂Mz
∂x
dx)
(−ρAy¨)dx
Mz
Fτ
Figure D.1: Forces acting on an element of a beam
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The energy expressions for the beam are:
Kinetic energy: T =
1
2
∫ +h/2
−h/2
ρA
(
∂v
∂t
)2
dx (D.1)
Strain energy: U =
1
2
∫ +h/2
−h/2
EIz
(
∂2v
∂x2
)2
dx (D.2)
Virtual work done by external forces: W =
∫ +h/2
−h/2
Mz
(
∂2v
∂x2
)
dx (D.3)
The extended Hamilton principle [94] is given by:∫ +t2
t1
(δT − δV + δW ) dt = 0 δv = 0 when t = t1 and t = t2 (D.4)
Substituting the energy equations in (D.4) gives:∫ t2
t1
[∫ +h/2
−h/2
ρA
(
∂v
∂t
)
δ
(
∂v
∂t
)
dx−
∫ +h/2
−h/2
EIz
∂2v
∂x2
δ
(
∂2v
∂x2
)
dx+
∫ +h/2
−h/2
Mzδ
(
∂2v
∂x2
)
dx
]
dt = 0
(D.5)
Each term in the equation will now be integrated separately, and the results will be substituted
back.
Integrating the first term by parts with respect to t yields:∫ t2
t1
ρA
(
∂v
∂t
)
δ
(
∂v
∂t
)
dt =
∫ t2
t1
ρA
(
∂v
∂t
)
d(δv) =
✘✘
✘✘
✘✘
✘✘
[
ρA
(
∂v
∂t
)
δv
]t2
t1
−
∫ t2
t1
ρA
(
∂2v
∂t2
)
δvdt
= −
∫ t2
t1
ρA
(
∂2v
∂t2
)
δvdt
(D.6)
The second term in (D.5) can be integrated by parts with respect to x, thus:∫ +h/2
−h/2
EIz
∂2v
∂x2
δ
(
∂2v
∂x2
)
dx =
∫ +h/2
−h/2
EIz
∂2v
∂x2
d
{
δ
(
∂v
∂x
)}
=
[
EIz
∂2v
∂x2
δ
(
∂v
∂x
)]+h/2
−h/2
−
∫ +h/2
−h/2
EIz δ
(
∂v
∂x
)
∂3v
∂x3
dx
=
[
EIz
∂2v
∂x2
δ
(
∂v
∂x
)
−
✟
✟
✟
✟
✟✟
EIz
∂3v
∂x3
δv
]+h/2
−h/2
+
∫ +h/2
−h/2
EIz
∂4v
∂x4
δvdx
=
[
EIz
∂2v
∂x2
δ
(
∂v
∂x
)]+h/2
−h/2
+
∫ +h/2
−h/2
EIz
∂4v
∂x4
δvdx
(D.7)
Integrating the third term in (D.5) with respect to x gives:∫ +h/2
−h/2
Mz δ
(
∂2v
∂x2
)
dx =
∫ +h/2
−h/2
Mz d
(
δ
(
∂v
∂x
))
=
[
Mz δ
(
∂v
∂x
)]+h/2
−h/2
(D.8)
Substituting back (D.6), (D.7) and (D.8) in (D.5) yields:
∫ t2
t1

∫ +h/2
−h/2
(−ρA∂
2v
∂t2
− EIz ∂
4v
∂x4︸ ︷︷ ︸
= 0
) δvdx
−
(EIz ∂2v∂x2 −Mz︸ ︷︷ ︸
= 0
) δ
(
∂v
∂x
)
+h/2
−h/2
 dt = 0 (D.9)
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Since δv and δ
(
∂v
∂x
)
are arbitrary and independent of each other, the first and the second
terms in the above equation must vanish. This means:
−ρA∂
2v
∂t2
− EIz ∂
4v
∂x4
= 0 (D.10)
(D.10) represents the equation of motion of the beam.
From the second term, the bending moment is found to be:
Mz = EIz
∂2v
∂x2
(D.11)
Alternatively, Mz can be calculated by using the elementary theory of bending [101]. This
theory assumes that plane sections normal to the undeformed neutral axis remain plane after
bending and are still normal to the deformed axis. This assumption implies that the axial
displacement, u, at a distance y from the neutral axis is:
u(x, y) = − y ∂v
∂x
(D.12)
The strain component in the x-direction ǫx will be:
ǫx =
∂u
∂x
= −y ∂
2v
∂x2
(D.13)
The normal stress is given by:
σx = Eǫx = −Ey∂
2v
∂x2
(D.14)
The moment about the z-axis is then:
Mz = −
∫
A
σxy dA =
∫
A
Ey2
∂2v
∂x2
dA = E
∫
A
y2dA
∂2v
∂x2
= EIz
∂2v
∂x2
(D.15)
To calculate the shear force Fτ, the moment equilibrium of an element of length dx of the beam
is considered (Figure D.1). Thus:
−Mz +
(
Mz +
∂Mz
∂x
dx
)
+ Fτ
1
2
dx+
(
Fτ +
∂Fτ
∂x
dx
)
1
2
dx = 0 (D.16)
Expending the above equation results in:{
∂Mz
∂x
+ Fτ +
1
2
(
∂Fτ
∂x
dx
)}
dx = 0 (D.17)
The last term can be neglected in comparison with the others, this means:
∂Mz
∂x
+ Fτ = 0, ⇒ Fτ = −∂Mz
∂x
= −EIz ∂
3v
∂x3
(D.18)
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D.2 Finite Element Model
As mentioned before, an accurate and workable model of any mechanical structure must be
developed whenever the investigation of the structure’s dynamic response is the target. There-
fore, the finite element method is used to discretize the equations of motion into equations of
generalized coordinates.
Starting with (D.5) and substituting (D.6), the result is:
∫ t2
t1
[∫ +h/2
−h/2
−ρA
(
∂2v
∂t2
)
δvdx−
∫ +h/2
−h/2
EIz
∂2v
∂x2
δ
(
∂2v
∂x2
)
dx+Mz
∫ +h/2
−h/2
δ
(
∂2v
∂x2
)
dx
]
dt = 0
(D.19)
at this point, the motion is to be discretized by using mode shapes, which are function of x.
The discretized form is:
v(x, t) =
4∑
i=1
Ni(x) qi(t) (D.20)
where the Ni terms are third-order polynomials, which are chosen to satisfy the boundary
conditions at both ends of the element. The nodal variables to be associated with the beam
θ2
y
x
xi h
v2v1
θ1
1 2
Figure D.2: Beam element nodal displacements
element are depicted in (Figure D.2). The displacement function is subject to the boundary
conditions:
v(x = xi) = v1
v(x = xi+h) = v2
dv
dx
|x=xi = θ1
dv
dx
|x=xi+h = θ2
(D.21)
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However, the interpolation functions Ni that describe the distribution of the displacement in
terms of nodal values in the nodal displacement vector q have the form [61]:
N1 = 1− 3
(
x− xi
h
)2
+ 2
(
x− xi
h
)3
N2 = (x− xi)− 2h
(
x− xi
h
)2
+ h
(
x− xi
h
)3
N3 = 3
(
x− xi
h
)2
− 2
(
x− xi
h
)3
N4 = −h
(
x− xi
h
)2
+ h
(
x− xi
h
)3
(D.22)
for simplicity, the following assumptions are made:
q1 = v1 = Transverse deflection at left end of the element
q2 = θ1 = Rotation at left end of the element
q3 = v2 = Transverse deflection at right end of the element
q4 = θ2 = Rotation at right end of the element
(D.23)
Substituting (D.20) with its appropriate derivatives in (D.19) and using the Einstein’s summa-
tion convention, the result will be:∫ t2
t1
[∫ +h/2
−h/2
ρANiq¨iNjδqj + EIz N
′′
i qiN
′′
j δqjdx
]
dt =Mz
∫ t2
t1
[∫ +h/2
−h/2
N ′′j δqj dx
]
dt (D.24)
with N = N(x) and q = q(t).
Since (D.21) must hold for any arbitrary variation δqj, then the integrand must be equal zero.
This results in the well-known second-order equation of a vibratory system:
Mij q¨i(t) + Kijqi(t) = MzN
′′
j (x)|xi+hxi (D.25)
The mass Mij and stiffness Kij matrices are computed from:
Mij = ρA
∫ xi+h
x1
Ni(x)Nj(x) dx
Kij = EI
∫ xi+h
x1
N ′′i (x)N
′′
j (x) dx
(D.26)
Substituting (D.22) in (D.27) and integrating, provides a system of equations for each element:
ρAh
420

156 22h 54 −13h
22h 4h2 13h −3h2
54 13h 156 −22h
−13h −3h2 −22h 4h2


q¨1
q¨2
q¨3
q¨4

+
EI
h3

12 6h −12 6h
6h 4h2 −6h 2h2
−12 −6h 12 −6h
6h 2h2 −6h 4h2


q1
q2
q3
q4

=Mz

0
−1
0
1

(D.27)
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Appendix E
The controller code of the Lyapunov
stability theorem
E.1 The case of the FE model in MATLAB
%
% The Code of the Lyapunov controller, used to control vibrations of a single beam, is
% used. The beam is composed of 8 elements. They are listed as follows:
% ______________________________________________________________________________
% | | | | | | | | |
% | | | | | | | | |
% | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
% | | | | | | | | |
% |_________|_________|_________|_________|_________|_________|_________|_________|
%
% It is modeled as a 1-D, where each node has 1 translational and 1 rotational d.o.f.
% The first node will be clamped. Thus, 8 nodes are used, altogether 16 d.o.f.
%
clear all
%
% THE BEAM PARAMETERS ARE DEFINED.
%
n= 8; % Number of elements of the beams
h= 0.1; % Element length
d= 0.5; % Element density
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EI= 0.9; % Young’s modulus of elasticity multiplied by the moment of inertia
%
% THE DAMPING PARAMETERS ARE ASSUMED. IMPORTANT IS THAT DAMPING MUST INCREASE FROM THE
% LOWEST NATURAL FREQUENCY TO THE HIGHEST NATURAL FREQUENCY.
%
z(1)=0.0001; % This means: The first mode has 0.01% damping ratio
z(2)=0.0004;
z(3)=0.0009;
z(4)=0.0015;
z(5)=0.0037;
z(6)=0.0089;
z(7)=0.01;
z(8)=0.025;
z(9)=0.042;
z(10)=0.067;
z(11)=0.098;
z(12)=0.11;
z(13)=0.35;
z(14)=0.86;
z(15)=1.21;
z(16)=1.77;
%
% THE BEAM IS BENDED AT ITS END, AND THEN IS LEFT FREE TO VIBRATE.
% THE TIP IS BENDED 0.02m TO INSURE THAT THE FIRST 3 MODES ARE EXCITED.
% DISPLACEMENTS AND ROTATIONS ARE MEASURED AT THIS POINT AND THEN ARE FED IN
% AS INITIAL CONDITIONS.
%
X0=zeros(2*n,1); % Matrix of initial displ. consists of 16 rows and 1 column.
X0(1,1)=0.008;
X0(2,1)=0.05;
X0(3,1)=0.01;
X0(4,1)=0.0;
X0(5,1)=0.004;
X0(6,1)=-0.086;
X0(7,1)=-0.007;
X0(8,1)=-0.086;
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X0(9,1)=-0.016;
X0(10,1)=0.00;
X0(11,1)=-0.015;
X0(12,1)=0.01;
X0(13,1)=-0.001;
X0(14,1)=0.173;
X0(15,1)=0.02;
X0(16,1)=0.173;
%
% THE TIME STEP AND THE SIMULATION TIME ARE GIVEN:
%
Time=(0:0.01:9.99);
U=0*Time;
%
%NOW, THE ELEMENT MASS MATRIX IS ENTERED. IT IS A 4*4 MATRIX WITH THE FORM:
% ____________________
% | : |
% | Mul : Mur |
% | : |
% M = | .................. |
% | : |
% | Mll : Mlr |
% |_________:__________|
%
Mul=(d*h/420)*[156 22*h; 22*h 4*h^2];
Mur=(d*h/420)*[54 -13*h; 13*h -3*h^2];
Mll=(d*h/420)*[54 13*h; -13*h -3*h^2];
Mlr=(d*h/420)*[156 -22*h; -22*h 4*h^2];
%
% SAME PROCEDURES APPLY TO THE STIFFNESS MATRIX:
%
% ____________________
% | : |
% | Kul : Kur |
% | : |
% K = | .................. |
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% | : |
% | Kll : Klr |
% |_________:__________|
%
Kul=(EI/h^3)*[12 6*h; 6*h 4*h^2];
Kur=(EI/h^3)*[-12 6*h; -6*h 2*h^2];
Kll=(EI/h^3)*[-12 -6*h; 6*h 2*h^2];
Klr=(EI/h^3)*[12 -6*h; -6*h 4*h^2];
%
% IN THIS STEP, THE GENERAL MASS AND STIFFNESS MATRICES,i.e. THE MATRICES FOR
% THE STRUCTURE COMPRISING 8 ELEMENTS ARE CONSTRUCTED. AS MENTIONED BEFORE,
% DUE TO THE CLAMP CONSTRAINT AT THE LEFT END OF THE BEAM, THE FIRST 2 ROWS
% AND 2 COLUMNS WILL BE ELMINITED:
%
for i=1:1:n-1
M(2*i-1:2*i,2*i-1:2*i)=Mlr+Mul;
K(2*i-1:2*i,2*i-1:2*i)=Klr+Kul;
%
M(2*i-1:2*i,2*i+1:i+2)=Mur;
K(2*i-1:2*i,2*i+1:i+2)=Kur;
%
M(2*i+1:2*i+2,2*i-1:2*i)=Mll;
K(2*i+1:2*i+2,2*i-1:2*i)=Kll;
%
END
%
M(2*n-1:2*n,2*n-1:2*n)=Mlr;
K(2*n-1:2*n,2*n-1:2*n)=Klr;
%
% THE EIGENFREQUENCIES ARE NOW EXTRACTED, AS WELL AS THE EIGENVECTORS:
% THIS IS DONE USING THE FUNCTION "eig()" IN MATLAB
%
[phi,lambda]=eig(K,M);
w=diag(lambda);
%
% ACCORDING TO (6.13), THE GENERALIZED MASS AND STIFFNESS MATRICES ARE
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% FORMULATED:
%
Mg=phi’*M*phi;
Kg=phi’*M*phi;
%
% THE WEIGHTED MODAL MATRIX IS FORMULATED AS WELL:
%
for i=1:2*n
phiw(:,i)=phi(:,i)/sqrt(Mg(i,i));
end
%
% THE IDENTITY MATRIX "M_star" AND THE DIAGONAL MATRIX "K_star" CAN NOW BE
% CONSTRUCTED:
%
M_star=phiw’*M*phiw;
K_star=phiw’*K*phiw;
%
% THE DAMPING MATRIX OF THE STRUCTURE "D" IS NOW CREATED.
% FIRSTLY COMES ITS SIZE:
%
D=zeros(2*n);
%
for i=1:2*n
D(i,i)=2*z(i)*sqrt(K_star(i,i));
end
%
% BEFORE THE CONTROLLER IS FINALLY IMPLEMENTED, THE INITIAL VALUES MUST BE
% STILL TRANSLATED TO MODAL COORDINATES:
%
Z0=inv(phiw)*X0
%
%----------------------------------------------------------
% LYAPUNOV STABILITY DERIVED CONTROL LAW
% THE CONTROLLER IS ADDED TO THE 1ST ELEMENT
% F*=F.k*, FOR THIS ELEMENT: F=[0 -1 0 1]’, AND K*=[0 k 0 -k]
% k IS ONCE AGAIN THE PROPORTIONALITY FACTOR THAT RELATES MOMENT
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% TO VOLTAGE TO ENSURE STABILITY.
%----------------------------------------------------------
%
% F* IS A VECTOR CONSISTING OF 16 ROWS;
%
F_star=zeros(16);
%
% AS SAID BEFORE, ACTUATOR ON ELEMENT 1:
%
F_star(2,2)=-1;
%
F_dach=phiw’*F_star*phiw;
%
% NOW, THE FIRST THREE MODES ARE TRUNCATED.
% THUS, ONLY THE FIRST THREE ROWS AND THREE COLUMNS OF STIFFNESS AND
% DAMPING MATRICES WILL BE CONSIDERED:
%
K_star1=K_star(1:3,1:3);
F_dach1=F_dach(1:3,1:3);
D1=D(1:3,1:3);
Z01=Z0(1:3);
%
% THE COMPENSATOR FREQUENCIES ARE CALCULATED. MASS MATRIX IS IDENTITY MATRIX
%
wc1=sqrt(K_star(1,1));
wc2=sqrt(K_star(2,2));
wc3=sqrt(K_star(3,3));
%
% COMPENSATOR DAMPING:
%
zc1=0.1;
zc2=0.1;
zc3=0.1;
%
% --------------------------------------------------------------------------
% COMPENSATOR GAINS ARE ENTERED HERE
143
% -----------------------------------
G1=0.03;
G2=0.0001;
G3=0.0001;
% --------------------------------------------------------------------------
% --------------------------------------------------------------------------
% CREATION OF THE LYAPUNOV STABILITY-DERIVED CONTROL LAW IN STATE-SPACE FORM:
%------------------------------
%
Ao2=[zeros(3) eye(3);-K_star1 (F_dach1-D1)];
Bo2=zeros(6,1);
Co2=eye(6);
Do2=zeros(6,1);
M0o2=[Z01’ 0 0 0];
Y02=lsim(Ao2,Bo2,Co2,Do2,U,Time,M0o2);
%----------------------------------------------------------------------------
% RESULTS WITHOUT CONTROL
%------------------------
%
Ao1=[zeros(3) eye(3); -K_star1 -D1];
Bo1=zeros(6,1);
Co1=eye(6);
Do1=zeros(6,1);
M0o1=[Z01’ 0 0 0];
Yo1=lsim(Ao1,Bo1,Co1,Do1,U,Time,M0o1);
% ----------------------------------------------------------------------------
% CONVERTING THE RESULTS BACK TO THE PHYSICAL COORDINATES:
% --------------------------------------------------------
phiq=phiw(1:16,1:3);
for i=1:1000
tmo2=[Yo2(i,1) Yo2(i,2) Yo2(i,3)]’;
qo2=phiq*tmo2;
tipo2(i)=qo2(15);
%
tmol=[Yo1(i,1) Yo1(i,2) Yo1(i,3)]’;
qo1=phiq*tmo1;
144 E.2 The case of the SE of the smart beam
tipo1(i)=qo1(15);
end
% ----------------------------------------------------------------------------
% PLOTTING DATA
% -------------
plot(Time,tipo1(:)) % NO CONTROL
grid on
xlabel(’Time, sec’);
ylabel(’Tip displacement, m’);
pause;
%
plot(Time,tipo2(:)) % NO CONTROL
grid on
xlabel(’Time, sec’);
ylabel(’Tip displacement, m’);
%
legend(’No control’, ’Lyapunov control’)
%
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%
MCE I 100 FNLI N 8208 8208 8209 8209
%
FCT CREE FONCTION I 20 NOM "MOMENT ON NODE 8208"
CREE VALEUR ANALYTIQUE "-30*$6 + 30*$8"
%
FCT CREE FONCTION I 21 NOM "MOMENT ON NODE 8208"
CREE VALEUR ANALYTIQUE "30*$6 - 30*$8"
%
FCT CREE FONCTION I 22 NOM "NIX"
CREE VALEUR ANALYTIQUE "0"
%
MCC I 100 FNLI COMP 5 3 5 3 NF 20 20 21 22
%
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SAI ARCHIVE ELEMENT I 100 COMPONENT 1 2 3 4
ARCHIVE NOEUD I 8208 COMP 3 STYPE 9163 9173
ARCHIVE NOEUD I 8209 COMP 3 STYPE 9163 9173
%
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