Complete Intersection Hom Injective Dimension by Sather-Wagstaff, Sean K. & Totushek, Jonathan P.
ar
X
iv
:1
80
9.
05
15
3v
1 
 [m
ath
.A
C]
  1
3 S
ep
 20
18
COMPLETE INTERSECTION HOM INJECTIVE DIMENSION
SEAN K. SATHER-WAGSTAFF AND JONATHAN P. TOTUSHEK
Abstract. We introduce and investigate a new injective version of the com-
plete intersection dimension of Avramov, Gasharov, and Peeva. It is like the
complete intersection injective dimension of Sahandi, Sharif, and Yassemi in
that it is built using quasi-deformations. Ours is different, however, in that
we use a Hom functor in place of a tensor product. We show that (a) this
invariant characterizes the complete intersection property for local rings, (b)
it fits between the classical injective dimension and the G-injective dimension
of Enochs and Jenda, (c) it provides modules with Bass numbers that are
bounded by polynomials, and (d) it improves a theorem of Peskine, Szpiro,
and Roberts (Bass’ conjecture).
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1. Introduction
Convention. In Sections 1–5, let (R,m, k) be a local ring.
It is well known that R-modules with finite projective dimension are particularly
nice, behaving like modules over regular local rings. Furthermore, modules of finite
projective dimension have the ability to detect when the ring is regular according
to the famous result of Auslander, Buchsbaum, and Serre [1, 35]. The injective
dimension has similar behavior.
The complete intersection dimension of Avramov, Gasharov and Peeva [6] simi-
larly identifies modules modules that behave like modules over over formal complete
intersection rings. (The local ring R is a formal complete intersection if its m-adic
completion R̂ is of the form R̂ ∼= Q/a where Q is a regular local ring and a is gen-
erated by a Q-regular sequence.) For instance, the Betti numbers of such modules
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are bounded above by a polynomial, and these modules have the ability to detect
when the ring is a formal complete intersection.
The complete intersection dimension is defined in terms of quasi-deformations
of R, which are diagrams of local ring homomorphisms R
ϕ
−→ R′
τ
←− Q such that ϕ
is flat, and τ is surjective with kernel generated by a Q-regular sequence. One then
defines the complete intersection dimension of a finitely generated R-module M as
CI-dimR(M) = inf{pdQ(M
′)− pdQ(R
′) | R→ R′ ← Q is a quasi-deformation}
where M ′ = R′ ⊗R M . Sahandi, Sharif, and Yassemi [30] define the complete in-
tersection flat dimension and complete intersection injective dimension for modules
that are not necessarily finitely generated using fdQ(M
′) and idQ(M
′) in place of
pdQ(M
′). The complete intersection injective dimension is challenging to work
with because injective dimension properties often do not behave well with respect
to tensor products.
In this paper we introduce and investigate the following variation on the complete
intersection injective dimension
CIHom -idR(M) = inf{idQ(J
ϕ)− pdQ(R
′) | R
ϕ
−→ R′ ← Q is a quasi-deformation}
where Jϕ = HomR(R
′, J) and J is an injective resolution of M . We call this the
complete intersection Hom injective dimension.
Our first main result about this invariant is stated next. It shows how the com-
plete intersection Hom injective dimension compares with the injective dimension
and with Enochs and Jenda’s [15] Gorenstein injective dimension.
Theorem A. For an R-module M , there are inequalities
GidR(M) 6 CIHom -idR(M) 6 idR(M)
with equality to the left of any finite value.
This is Theorem 3.3(b) below. Theorem 3.3 also includes a version of the
Chouinard formula for the complete intersection Hom injective dimension. This
yields a Bass formula when M is finitely generated; see Corollary 3.4.
Our next main result is contained in Theorem 5.1. It shows that the complete in-
tersection Hom injective dimension characterizes formal complete intersection rings
like the injective dimension characterizers regular rings. The subsequent result (part
of Theorem 5.3) gives a polynomial bound for the Bass numbers of a finitely gen-
erated module with finite complete intersection Hom injective dimension; in the
language of Avramov, Iyengar, and Miller [7] it says that such modules have finite
injective complexity.
Theorem B. The following conditions are equivalent.
(i) CIHom -idR(k) <∞.
(ii) R is a formal complete intersection.
(iii) For every R-module M , we have CIHom -idR(M) <∞.
Theorem C. Let M be a finitely generated R-module with CIHom -idR(M) < ∞.
Then the sequence of Bass numbers {µiR(M) | i > 0} is bounded above by a polyno-
mial in i.
Our final main result improves Bass’ conjecture [8] as proved by Peskine, Szpiro,
and Roberts [25, 28, 29]; see Theorem 5.4. It is an open question whether one can
replace complete intersection Hom injective dimension with Gorenstein injective
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dimension in this result [11, Question 6]; see Takahashi and Yassemi [36, 38] for
progress on this question.
Theorem D. Assume that R has non-zero finitely generated R-module M such
that CIHom -idR(M) <∞. Then R is Cohen-Macaulay.
In addition to the contents summarized above, Section 4 contains stability results
needed for Section 5, and Appendix A contains non-local technical results for use
in Section 3. Lastly, while this introduction is written in terms of modules, the
body of the article is written in terms of complexes; Section 2 contains relevant
background information on the derived category.
2. Background
Recall that R is a local ring. We mostly work in the derived category D(R) of
complexes of R-modules, indexed homologically (see e.g. [21, 22]). Isomorphisms
in D(R) are identified by the symbol ≃. We use the same symbol to identify quasi-
isomorphisms between complexes, that is, chain maps that induce isomorphisms on
the level of homology.
Let X,Y ∈ D(R). Then inf(X) and sup(X) denote the infimum and supremum,
respectively, of the set {i ∈ Z | Hi(X) = 0}. Let X ⊗
L
R Y and RHomR(X,Y )
denote the left-derived tensor product and right-derived homomorphism complexes,
respectively. The depth and width ofX are defined by Foxby and Yassemi [19, 37] as
depthR(X) = − sup(RHomR(k,X))
widthR(X) = inf(k ⊗
L
R X).
The ith Betti number and the ith Bass number of X are, respectively,
βRi (X) = dimk(H
i(RHomR(X, k)) = dimk(Hi(X ⊗
L
R k))
µiR(X) = dimk(H
i(RHomR(k,X)).
Let ER(k) denote the injective hull of k, and set X
∨ = RHomR(X,ER(k)).
Let D+(R) and D−(R) denote the full subcategories of D(R) consisting of all
complexes X such that Hi(X) = 0 for i ≪ 0 and i ≫ 0, respectively. Set
Db(R) = D+(R) ∩ D−(R), and let Dfb(R) denote the full subcategory consisting
of all complexes X such that
⊕
i∈ZHi(X) is finitely generated.
If X ∈ D−(R), then the injective dimension of X is
idR(X) = inf
{
n ∈ Z
∣∣∣∣ X ≃−→ I where I is a complex of injectiveR-modules such that Ii = 0 for all i < −n
}
.
The flat dimension (fd) and projective dimension (pd) are defined similarly for
X ∈ D+(R). If idR(X) <∞, then X ∈ Db(R) and similarly for fd and pd.
For ease of reference we single out the following.
Fact 2.1. Let S be a commutative noetherian ring (not necessarily local) with
dim(S) < ∞. If F is a flat R-module, then pdS(F ) 6 dim(S) < ∞ by Raynaud
and Gruson [27, Seconde partie, The´ore`me (3.2.6)] and Jensen [23, Proposition 6].
In particular if X ∈ Db(S), then RHomS(F,X) ∈ Db(S).
If X ∈ D+(R), then the complete intersection flat dimension of X as defined by
Sahandi, Sharif, Yassemi, and Sather-Wagstaff [30, 32] is
CI-fdR(X) = inf{fdQ(X
′)− pdQ(R
′) | R→ R′ ← Q is a quasi-deformation}
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whereX ′ = R′⊗LRX . IfX ∈ D
f
b(R), then this is the complete intersection dimension
CI-dimR(X) of Avramov, Gasharav, Peeva, and Sather-Wagstaff [6, 31].
Following Enochs and Jenda [15], we say that an R-module N is Gorenstein
injective if there is an exact sequence of injective modules
E = · · · → E2
∂2−→ E1
∂1−→ E0
∂0−→ E−1
∂−1
−−→ E−2 → · · ·
such that N ∼= Ker(∂0) and such that for any injective module I, the complex
HomR(I, E) is exact.
If X ∈ D−(R), then the Gorenstein injective dimension of X is
GidR(X) = inf
{
n ∈ Z
∣∣∣∣ X ≃−→ I where I is a complex of Gorenstein injectiveR-modules such that Ii = 0 for all i < −n
}
.
The following concepts are due to Avramov, Christensen, and Foxby [5, 10, 17].
An R-complex C ∈ Dfb(R) is semidualizing if the natural homothety morphism
χRC : R → RHomR(C,C) is an isomorphism in D(R). The Bass class with respect
to C is the class BC(R) of all X ∈ Db(R) such that RHomR(C,X) ∈ Db(R) and
the evaluation morphism ξCX : C ⊗
L
R RHomR(C,X) → X is an isomorphism in
D(R). It is straightforward to show that BC(R) satisfies the following two-of-three
condition: for each distinguished triangle X → Y → Z → in D(R), if two of the
three complexes are in BC(R), then so is the third. We say that D ∈ Dfb(R) is
dualizing for R if it is semidualizing for R and idR(D) < ∞. Recall that if R is a
homorphic image of a Gorenstein ring, e.g., if R is complete, then R has a dualizing
complex by [22, V.10].
A full subcategory T ⊆ D(R) is thick if it is closed under suspensions and
summands, and it satisfies the two-of-three condition. Given any collection S of
R-complexes, the thick subcategory generated by S is the smallest thick subcategory
of D(R) containing S.
Remark 2.2. Let R′ be an R-algebra and let T1 = Add(R
′) be the class of R-
module summands of arbitrary direct sums of copies of R′. Inductively, for n > 2 let
Tn consist of the objects Z ∈ D(R) such that Z is a retract of an object Y ∈ D(R)
such that there is an exact triangle Y ′ → Y → Y ′′ → in D(R) with Y ′ ∈ T1 and
Y ′′ ∈ Tn−1. From [24, Proposition 2.3] we have T = ∪∞i=1Tn, and furthermore if
A′ → A → A′′ → is an exact triangle in D(R) such that X ′ ∈ Ta and X
′′ ∈ Tb,
then X ∈ Ta+b.
3. Homological Dimensions of Complexes
Recall that R is a local ring. In this section we prove Theorem A from the
introduction in addition to other results, e.g., a version of the Chouinard formula
and Bass formula. We begin by defining the complete intersection Hom injective
dimension for complexes; note that it recovers the definition for modules given in
the introduction.
Definition 3.1. Let X ∈ D−(R). The complete intersection Hom injective dimen-
sion of X is
CIHom -idR(X) = inf{idQ(X
ϕ)− pdQ(R
′) | R
ϕ
−→ R′ ← Q is a quasi-deformation}
where Xϕ = RHomR(R
′, X).
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Remark 3.2. Let X ∈ D−(R) be such that CIHom -idR(X) < ∞. Then X ∈
Db(R). Indeed, by assumption there is a quasi-deformation R
ϕ
−→ R′ ← Q such
that idQ(X
ϕ) <∞. In particular Xϕ ∈ Db(R′), so X ∈ Db(R) by Corollary A.5.
Furthermore CIHom -idR(X) = −∞ if and only if X ≃ 0. Indeed, if X ≃ 0,
then idR(X) = −∞, so using the trivial quasi-deformation R → R ← R we have
CIHom -idR(X) = −∞. Conversely, assume that CIHom -idR(X) = −∞. It follows
that there is a quasi-deformation R
ϕ
−→ R′ ← Q such that idQ(Xϕ) = −∞. Thus,
we have RHomR(R
′, X) = Xϕ ≃ 0. Since R′ is faithfully flat over R, it follows
from, e.g., [34, Lemma 5.6] that X ≃ 0, as desired.
The following result contains Theorem A from the introduction and our version
of the Chouinard formula. Furthermore, it shows that any quasi-deformation that
detects the finiteness of CIHom -idR(X) can be used to calculate the actual value of
CIHom -idR(X). See Example 5.2 for some strict inequalities in part (b).
Theorem 3.3. Let X ∈ Db(R).
(a) If CIHom -idR(X) <∞, then for any quasi-deformation R
ϕ
−→ R′ ← Q such that
idQ(X
ϕ) <∞ we have
CIHom -idR(X) = idQ(X
ϕ)− pdQ(R
′)
= sup{depth(Rp)− widthRp(Xp) | p ∈ Spec(R)}.
(b) There are inequalities
GidR(X) 6 CIHom -idR(X) 6 idR(X)
with equality to the left of any finite value.
Proof: We will prove (a) and (b) simultaneously.
Claim 1: If idR(X) < ∞, then CIHom -idR(X) = idR(X) < ∞. To this end, let
R
ϕ
−→ R′ ← Q be a quasi-deformation. Since R′ is faithfully flat over R, from [13,
Theorem 2.2] we have idR′(X
ϕ) = idR(X) <∞. We next observe that
idQ(X
ϕ)− pdQ(R
′) 6 idR′(X
ϕ) = idR(X) <∞
by [3, Corollary 4.2(b)(I)]. Thus, to establish the claim, it remains to verify the
first inequality here is an equality.
The Chouinard formula [9, Corollary 3.1] and [37, Theorem 2.10] states
idR′(X
ϕ) = sup{depth(R′p)− widthR′p((X
ϕ)p) | p ∈ Spec(R
′)}. (3.3.1)
Let p ∈ Spec(R′) be such that idR′(X
ϕ) = depth(R′p) − widthR′p((X
ϕ)p), and set
q = τ−1(p) ∈ Spec(Q). Since τ : Q → R′ is a codimension-c deformation where
c = pdQ(R
′) so is τp : Qq → R′p. Thus we have depth(Qq) = depth(R
′
p) + c. This
explains the second equality in the following display:
idQ(X
ϕ) 6 idR′(X
ϕ) + pdQ(R
′)
= depth(R′p)− widthR′p((X
ϕ)p) + pdQ(R
′)
= depth(Qq)− widthQq ((X
ϕ)q)− pdQ(R
′) + pdQ(R
′)
6 sup{depth(Qq)− widthQq((X
ϕ)q) | q ∈ Spec(Q)}
= idQ(X
ϕ).
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The first inequality is from the preceding paragraph, and the first equality is from
our choice of p. The second inequality is tautological and the last equality is from
the Chouinard formula (3.3.1). This establishes Claim 1.
For the rest of the proof, assume that CIHom -idR(X) <∞, and let R
ϕ
−→ R′ ← Q
be a quasi-deformation such that idQ(X
ϕ) <∞.
Claim 2: GidR(X) = GidR′(X
ϕ) < ∞. By [14, Theorem A] to verify Claim 2,
it suffices to show that GidR′(X
ϕ) <∞.
Case 1: Q is complete. ThenQ has a dualizing complexDQ. Since τ is a deforma-
tion, the complex DR
′
= R′⊗LQD
Q is a dualizing for R′ by [4, (5.1) Theorem]. Since
idQ(X
ϕ) <∞, we have Xϕ ∈ BDQ(Q) by [5, (3.2) Theorem]. Hence [5, (7.9) Corol-
lary] implies Xϕ ∈ BDR′ (R
′), so [12, Theorem 4.4] yields GidR′(X
ϕ) <∞.
Case 2: General case. There are equalities:
idQ(X
ϕ) = id
Q̂
(RHomQ(Q̂,X
ϕ)) = id
Q̂
(RHomR′(R̂′, X
ϕ))
where the first equality is by [13, Theorem 2.2] and the second equality is by the
isomorphism RHomQ(Q̂,X
ϕ) ≃ RHomR′(R̂′, Xϕ) in D(Q̂). Hence Case 1 explains
the finiteness in the next display,
GidR′(X
ϕ) = Gid
R̂′
(RHomR′(R̂′, X
ϕ)) <∞.
The equality is from [14, Proposition 3.6]. This establishes Claim 2.
To complete the proof, in the following display the first equality is Chouinard’s
formula [37, Theorem 2.10]:
idQ(X
ϕ)−pdQ(R
′) = sup{depth(Qq)− widthQq((X
ϕ)q) | q ∈ Spec(Q)} − pdQ(R
′)
= sup{depth(R′p)− widthR′p((X
ϕ)p) | p ∈ Spec(R
′)}
= GidR′(X
ϕ)
= GidR(X)
= sup{depth(Rp)− widthRp(Xp) | p ∈ Spec(R)}.
The second equality is established as in the proof of Claim 1. The third and
fifth equalities are by the version of Chouinard’s formula for Gorenstein injective
dimension [14, Theorem C]. The fourth equality is by Claim 2. Notice that this
sequence shows that the value idQ(X
ϕ) − pdQ(R
′) is independent of the choice
of quasi-deformation as long as idQ(X
ϕ) < ∞. Thus, the display justifies the
remaining conclusions in the theorem. 
Bass’ formula [8] states that if M is a non-zero finitely generated R-module of
finite injective dimension, then idR(M) = depth(R). The next result is a version
of this for complexes of finite complete intersection Hom injective dimension.
Corollary 3.4. Let X ∈ Dfb(R) be such that CIHom -idR(X) <∞. Then
CIHom -idR(X) = depth(R)− inf(X).
Proof: Theorem 3.3(b) explains the first equality in the following display.
CIHom -idR(X) = GidR(X) = depth(R)− inf(X)
The second equality is by [14, Corollary 2.3]. 
If X ∈ Db(R) has idR(X) <∞, then idR(X) 6 − inf(X) by definition. Our next
corollary is a version of this for the complete intersection Hom injective dimension.
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Corollary 3.5. Let X ∈ Db(R) be such that CIHom -idR(X) < ∞. Then one has
CIHom -idR(X) 6 − inf(X).
Proof: The condition CIHom -idR(X) <∞ implies that
CIHom -idR(X) = GidR(X) 6 − inf(X)
by Theorem 3.3 and the definition of Gid. 
The next result is dual to [32, Theorem F]. It shows that one can exert a cer-
tain amount of control over the properties of quasi-deformations that detect the
finiteness of CIHom -idR(X).
Theorem 3.6. Let X ∈ Db(R) be such that CIHom -idR(X) <∞. Then there exists
a quasi-deformation R
ϕ
−→ R′ ← Q such that R′ and Q are complete, the closed fibre
R′/mR′ is artinian and Gorenstein, and CIHom -idR(X) = idQ(X
ϕ)− pdQ(R
′).
Proof: There is a quasi-deformation R
ϕ
−→ R′
τ
←− Q such that idQ(Xϕ) < ∞.
Let P ∈ Min(R′/mR′) and p = τ−1(P ). Then the diagram R → R′P ← Qp is a
quasi-deformation such that the closed fibre R′P /mR
′
P
∼= (R′/mR′)P artinian. We
now have the following commutative diagram:
Q Qp
R R′ R′P
τ
ϕ
where the horizontal maps are flat. Lemma A.1 explains the inequality (∗) in the
next display; the equality is by Hom-tensor adjointness and tensor cancellation.
idQp(RHomR(R
′
P , X)) = idQp(RHomR′(R
′
P , X
ϕ))
(∗)
6 idQ(X
ϕ) <∞
By replacing R → R′ ← Q with R → R′P ← Qp we assume that the quasi-
deformation R→ R′ ← Q has R′/mR′ artinian.
By [32, Lemma 3.1] there is a commutative diagram of local ring homomorphisms
R R′ Q
R′′ Q′
ϕ τ
such that R′′ and Q′ are complete, and the diagram R → R′′ ← Q is a quasi-
deformation such that R′′/mR′′ is Gorenstein and artinian.
Consider the right square of the above diagram. As in the earlier part of the
proof, Lemma A.1 implies that
idQ′(RHomR(R
′′, X)) = idQ′(RHomR′(R
′′, Xϕ))
(†)
6 idQ(X
ϕ) <∞.
The desired result now follows from Theorem 3.3(a). 
Remark 3.7. There is a subtlety in the proof of Theorem 3.6 that merits attention.
Specifically, the inequalities (∗) and (†) do not follow directly from simple Hom-
tensor adjointness arguments. A similar subtlety occurs in the proof of [32, Theorem
F], though the author was unaware of it at the time; our Lemma A.2 addresses this.
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If X ∈ Db(R) has idR(X) <∞, then X is in the Bass class BC(R) with respect to
every semidualizing R-complex C by [10, (4.4) Proposition]; see the end of Section 2
for relevant relevant definitions. Note that we do not know if this conclusion holds
if one only assumes GidR(X) < ∞, unless C is dualizing. On the other hand, the
following result shows that this conclusion does hold if CIHom -idR(X) <∞.
Theorem 3.8. Let X ∈ Db(R) be such that CIHom -idR(X) <∞. Then X ∈ BC(R)
for every semidualizing R-complex C.
Proof: Theorem 3.6 provides a quasi-deformation R
ϕ
−→ R′ ← Q such that
Q is complete and the closed fibre R′/mR′ is artinian and Gorenstein such that
idQ(X
ϕ) < ∞. Since R′ is flat over R, the R′-complex C′ = R′ ⊗LR C is semid-
ualizing by [10, (5.3) Proposition]. Furthermore, since Q is complete, from [20,
Proposition 4.2] there exists a semidualizing Q complex B such that C′ ≃ R′⊗LQB.
As idQ(X
ϕ) < ∞, we have Xϕ ∈ BB(Q). Apply [10, Proposition 5.3] to conclude
that Xϕ ∈ BR′⊗L
Q
B(R
′) = BC′(R′) and Xϕ ∈ BC(R).
Note that BC(R) is not closed under arbitrary products. However, it is straight-
forward to show that if Y ∈ BC(R), then the product Y Λ is in BC(R) for any
(possibly infinite) index set Λ; the point here is that Y ∈ BC(R) implies Y ∈ Db(R)
which implies in turn Y Λ ∈ Db(R). In particular, we have
RHomR((R
′)(Λ), X) ≃ RHomR(R
′, X)Λ = (Xϕ)Λ ∈ BC(R).
Since BC(R) is closed under summands, it follows that RHomR(T,X) ∈ BC(R) for
all T ∈ Add(R′) = T1, using the notation from Remark 2.2. Since BC(R) satisfies
the two-of-three condition, it follows by induction on n thatRHomR(T,X) ∈ BC(R)
for all T ∈ Tn, therefore for all T in the thick subcategory generated by Add(R′).
In particular, X ≃ RHomR(R,X) ∈ BC(R) by Proposition A.3. 
Our next result documents co-localization behavior of the complete intersection
Hom injective dimension.
Proposition 3.9. Let X ∈ Db(R), and let p ∈ Spec(R). Then there is an inequality
CIHom -idRp(RHomR(Rp, X)) 6 CIHom -idR(X).
Proof: Fact 2.1 implies that pdR(Rp) < ∞. Thus, the condition X ∈ Db(R)
guarantees that RHomR(Rp, X) ∈ Db(R).
Assume without loss of generality that CIHom -idR(X) <∞. By definition, there
is a quasi-deformation R
ϕ
−→ R′
τ
←− Q such that idQ(Xϕ) <∞.
Since R′ is faithfully flat over R, there is a prime ideal p′ ∈ Spec(R′) lying over
p. Set P = τ−1(p′) ∈ Spec(Q). This yields the following commutative diagram of
ring homomorphisms.
R R′ Q
Rp R
′
p′ QP
ϕ τ
Note that the rings in this diagram are local, as are the horizontal homomorphisms,
but the vertical maps are not local.
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Lemma A.1 explains the second step in the next sequence
idQ(X
ϕ) = idQ(RHomR(R
′, X))
> idQP (RHomR′(R
′
p′ ,RHomR(R
′, X)))
= idQP (RHomRp(R
′
p′ ,RHomR(Rp, X))).
The first step is by definition, and the third step is from Hom-tensor adjointness.
The bottom row of the above diagram is a quasi-deformation. So, the preced-
ing display implies that CIHom -idRp(RHomR(Rp, X)) < ∞. Furthermore, Theo-
rem 3.3(a) provides
CIHom -idR(X) = idQ(X
ϕ)− pdQ(R
′)
> idQP (RHomRp(R
′
p′ ,RHomR(Rp, X)))− pdQp(R
′
p′)
= CIHom -idRp(RHomR(Rp, X))
as desired. 
At this point we do not understand the localization behaviour of the complete
intersection Hom injective dimension. So we pose the following.
Question 3.10. If X ∈ Db(R) and p ∈ Spec(R), must we have CIHom -idRp(Xp) 6
CIHom -idR(X)?
A frustrating question about the complete intersection dimension is the so called
two-of-three question: if two modules in a short exact sequence have finite complete
intersection dimension, must the third one as well? (The difficulty stems from the
presence of two potentially incomparable quasi-deformations.) This question is easy
to answer if one of the modules has finite projective dimension. The analogous
question for complete intersection Hom injective dimension is similarly frustrating.
The next lemma deals with a special case. The interested reader can rotate the
given triangle to obtain two minor variations of the lemma.
Lemma 3.11. Let A → B → C → be an exact triangle in Db(R). Assume that
idR(A) <∞.
(a) Let R
ϕ
−→ R′ ← Q be a quasi-deformation. Then idQ(Bϕ) < ∞ if and only if
idQ(C
ϕ) <∞.
(b) CIHom -idR(B) <∞ if and only if CIHom -idR(C) <∞.
Proof: (a) As idR(A) < ∞, the proof of Theorem 3.3 Claim 1 implies that
idQ(A
ϕ) <∞. The two-of-three condition for injective dimension now implies that
idQ(B
ϕ) <∞ if and only if idQ(Cϕ) <∞ as desired.
Part (b) follows from (a) via the definition of CIHom -id. 
Readers may be disturbed by the fact that the complete intersection Hom in-
jective dimension of a module seems to require RHom or at least a Hom-complex.
Here we show how to avoid these in the task of detecting finiteness of the complete
intersection Hom injective dimension. The basic idea is to take a high co-syzygy.
Proposition 3.12. Let X ∈ Db(R), and fix an injective resolution X
≃
−→ I with
Ii = 0 for all i > s. Fix an integer j 6 inf(X)− dim(R), and set N = Im(∂Ij ).
(a) Let R
ϕ
−→ R′ ← Q be a quasi-deformation. The following are equivalent.
(i) idQ(X
ϕ) <∞
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(ii) idQ(N
ϕ) <∞
(iii) idQ(HomR(R
′, N)) <∞
(b) Then one has CIHom -idR(M) < ∞ if and only if there is a quasi-deformation
R→ R′ ← Q such that idQ(HomR(R′, N)) <∞.
Proof: Consider the following “hard truncation” of I
I ′ = 0→ Is → · · · → Ij → 0
which has idR(I
′) <∞.
(a) (i) ⇔ (ii) Our assumptions provide an exact triangle I ′ → ΣjN → X → in
D(R), so Lemma 3.11(a) implies the desired equivalence.
(ii) ⇔ (iii) Fact 2.1 implies pdR(R
′) 6 dim(R) <∞, so
inf(HomR(R
′, I)) = inf(RHomR(R
′, X)) > inf(X)− dim(R) > j
by [3, 2.4.5. Theorem]. Since the truncation
0→ Ij−1 → Ij−2 → · · ·
is an injective resolution of N , it follows that Ext>1R (R
′, N) = 0, so
Nϕ = RHomR(R
′, N) ≃ HomR(R
′, N).
The desired equivalence now follows.
Part (b) follows from part (a) by definition. 
4. Stability Results
Recall that R is a local ring. This section consists of stability results used in
Section 5 to prove Theorems B–D from the introduction.
Proposition 4.1. Let X, J ∈ Db(R). Then
CIHom -idR(RHomR(X, J)) 6 CI-fdR(X) + idR(J) (4.1.1)
with equality holding when J is a faithfully injective R-module, i.e., when J is an
injective R-module with ER(k) as a summand. In particular, CIHom -idR(X
∨) and
CI-fdR(X) are simultaneously finite.
Proof: Assume without loss of generality that idR(J) <∞. Consider an arbitrary
quasi-deformation R
ϕ
−→ R′ ← Q. There are isomorphisms
RHomR(X, J)
ϕ = RHomR(R
′,RHomR(X, J))
≃ RHomR(R
′ ⊗LR X, J)
≃ RHomR(R
′ ⊗LR′ (R
′ ⊗LR X), J)
≃ RHomR′(R
′ ⊗LR X,RHomR(R
′, J))
= RHomR′(X
′, Jϕ)
where the first and third isomorphisms are by Hom-tensor adjointness, and the
second isomorphism is by tensor-cancellation.
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For the inequality (4.1.1), assume without loss of generality for this paragraph
that CI-fdR(X) = fdQ(X
′) − pdQ(R
′) < ∞. This explains the second equality in
the next display; the first equality is by the preceding paragraph.
idQ(RHomR(X, J)
ϕ)− pdQ(R
′) = idQ(RHomR′(X
′, Jϕ))− pdQ(R
′)
6 fdQ(X
′) + idR′(J
ϕ)− pdQ(R
′)
= CI-fdR(X) + idR′(J
ϕ)
= CI-fdR(X) + idR(J)
The inequality is from [6, Theorem 4.1(I)], and the last equality is by the proof of
Claim 1 in Theorem 3.3. This verifies inequality (4.1.1).
For the remainder of the proof assume that J is a faithfully injective R-module.
In this case Jϕ is a faithfully injective R′-module. We need to show that in-
equality (4.1.1) is an equality. To this end assume without loss of generality that
CIHom -idR(RHomR(X, J)) = idQ(RHomR(X, J)
ϕ) − pdQ(R
′) < ∞. The proof
of [6, Theorem 4.1(I)] shows that the inequality in the preceding display is actually
an equality. The desired equality now follows as in the preceding paragraph. The
statement about simultaneous finiteness is a direct consequence. 
The goal for the remainder of the section is to prove a version of the previous
result with the roles of CIHom -id and CI-fd reversed. See Theorem 4.5. This
requires the following preparatory results.
Lemma 4.2. Let Q→ R′ be a ring homomorphism and let L,Z ∈ Db(R′). Then
idQ(RHomR′(L,Z)) 6 idQ(Z) + pdR′(L)
with equality holding when L is a non-zero free R′-module.
Proof: First we prove the equality when L is a non-zero free R′-module, i.e., when
L ≃ (R′)(Λ) where Λ 6= ∅. In this case we have
RHomR′(L,Z) ≃ RHomR′((R
′)(Λ), Z) ≃ RHomR′(R
′, Z)Λ ≃ ZΛ
and therefore
idQ(RHomR′(L,Z)) = idQ(Z
Λ) = idQ(Z)
because Λ 6= 0. This is the desired equality in this case.
For the inequality assume without loss of generality that pdR′(L) < ∞ and
idQ(Z) < ∞. If L ≃ 0, then we are done. So assume L 6≃ 0 and apply a shift if
necessary to assume furthermore that inf(L) = 0. Now one proves the inequality
by induction on pdR′(L) > 0. The base case is covered by the preceding paragraph
and the induction step follows by a standard hard truncation argument. 
Proposition 4.3. Let P, Y ∈ Db(R). Then
CIHom -idR(RHomR(P, Y )) 6 CIHom -idR(Y ) + pdR(P )
with equality holding when P is a non-zero free R-module.
Proof: Argue as in the proof of Proposition 4.1 using Lemma 4.2 in place of [6,
Theorem 4.1(I)]. 
Our next result complements [32, Proposition 4.4(a)]. It is the final key we need
to prove Theorem 4.5 below.
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Lemma 4.4. Let Y ∈ Db(R) be such that H(Y ) is m-torsion. Let K = KR(x) be
the Koszul complex over R on a sequence x = x1, . . . , xn ∈ m. Then
CI-fdR(K ⊗
L
R Y ) = CI-fdR(Y ) + n = CI-fdR(Y ) + pdR(K).
In particular, CI-fdR(K ⊗LR Y ) and CI-fdR(Y ) are simultaneously finite.
Proof: Consider a quasi-deformation R
ϕ
−→ R′
τ
←− Q such that the closed fibre of ϕ
is artinian. Note that [32, Theorem F] shows that CI-fdR(Y ) is the infimum of the
set of quantities fdQ(Y
′) − pdQ(R
′) ranging through all such quasi-deformations;
and similarly for CI-fdR(K ⊗LR Y ).
For i = 1, . . . , n, let x′i = ϕ(xi), and choose yi ∈ Q such that τ(yi) = x
′
i. It is
straightforward to verify that
(K ⊗LR Y )
′ ≃ KR
′
(x′)⊗LR′ Y
′ ≃ KQ(y) ⊗LQ Y
′
in Db(Q). Furthermore, from the assumption that R′/mR′ is artinian, it is straight-
forward to show that H(Y ′) is m′-torsion where m′ is the maximal ideal of R′. Hence
H(Y ′) is n-torsion where n is the maximal ideal of Q. From [26, Corollary 4.32]
and [34, Proposition 5.4] the “small support”
suppQ(Y
′) = {p ∈ Spec(Q) | κ(p)⊗LQ Y
′ 6≃ 0}
is contained in {n}. Thus [33, Lemma 3.4] implies that
fdQ((K ⊗
L
R Y )
′) = fdQ(K
Q(y)⊗LQ Y
′) = fdQ(Y
′) + n.
Subtract pdQ(R
′) from the display and take an infimum to obtain the desired
equality. The statement about simultaneous finiteness follows directly. 
Next we have the main result for this section. We use it extensively in Section 5.
Theorem 4.5. Let X ∈ Dfb(R).
(a) Then CI-fdR(X
∨) 6 CIHom -idR(X).
(b) If in addition Hi(X) is Matlis reflexive (e.g., has finite length) for all i, then
CI-fdR(X
∨) = CIHom -idR(X); in particular, in this case CIHom -idR(X) and
CI-fdR(X
∨) are simultaneously finite.
Proof: (b) Assume that each Hi(X) is Matlis reflexive. Then the natural biduality
map Hi(X)→ Hi(X
∨∨) is an isomorphism for all i. It follows that X ≃ X∨∨, so
CIHom -idR(X) = CIHom -idR(X
∨∨) = CI-fdR(X
∨)
by Proposition 4.1.
(a) Let K = KR(x) be the Koszul complex where x = x1, . . . , xn ∈ m is a
generating sequence for m. Since X ∈ Dfb(R), the dual X
∨ ∈ Db(R) has m-torsion
homology. Thus Lemma 4.4 explains the first equality in the following display.
CI-fdR(X
∨) = CI-fdR(K ⊗
L
R (X
∨))− pdR(K)
= CI-fdR(RHomR(K,X)
∨)− pdR(K)
= CIHom -idR(RHomR(K,X))− pdR(K)
6 CIHom -idR(X)
The second equality is by the Hom-evaluation isomorphism RHomR(K,X)
∨ ≃
K ⊗LR (X
∨). The third equality is by part (b) as H(RHomR(K,X)) has finite
length. The inequality is by Proposition 4.3. 
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5. Complete Intersection and Cohen-Macaulay Properties
Recall that R is a local ring. In this section we prove Theorems B–D from
the introduction starting with Theorem B. Recall that the term “formal complete
intersection” is defined in the introduction.
Theorem 5.1. The following conditions are equivalent.
(i) CIHom -idR(k) <∞.
(ii) R is a formal complete intersection.
(iii) For every Y ∈ Db(R), we have CIHom -idR(Y ) <∞.
Proof: The implication (iii) ⇒ (i) is trivial.
(i) ⇒ (ii) Assume that CIHom -idR(k) < ∞. Then Theorem 4.5(b) explains the
third equality in the next display while the second equality is from the isomorphisms
k∨ ≃ HomR(k,ER(k)) ∼= k.
CI-dim(k) = CI-fdR(k) = CI-fdR(k
∨) = CIHom -idR(k) <∞
By [6, Theorem 1.3] it follows that R is a formal complete intersection.
(ii) ⇒ (iii) Assume that R is a formal complete intersection and Y ∈ Db(R).
By defintion R̂ ∼= Q/I where Q is a regular local ring and I is generated by a
Q-regular sequence. Therefore the natural maps R
ϕ
−→ R̂ ← Q form a quasi-
deformation. By Fact 2.1 the condition Y ∈ Db(R) implies Y ϕ ∈ Db(R′), hence
Y ϕ ∈ Db(Q). As Q is regular, we have that idQ(Y
ϕ) <∞ by [3, Proposition 3.1].
Thus CIHom -idR(Y ) <∞. 
Here is the example promised before Theorem 3.3.
Example 5.2. If R is Gorenstein and not a formal complete intersection, then
GidR(k) = dim(R) < ∞ = CIHom -idR(k). On the other hand, if R is a formal
complete intersection but not regular, then CIHom -idR(k) = dim(R) <∞ = idR(k).
The following contains Theorem C from the introduction.
Theorem 5.3. Let X ∈ Db(R) be such that µiR(X) <∞ for all i, e.g., X ∈ D
f
b(R).
If CIHom -idR(X) <∞, then the sequence of Bass numbers {µiR(X) | i > − sup(X)}
is bounded above by a polynomial in i.
Proof: Assume CIHom -idR(X) < ∞. Theorem 4.5(a) implies CI-fdR(X∨) < ∞.
It is straightforward to show that βRi (X
∨) = µiR(X) < ∞. As in the proof of [6,
Lemma 1.5] the sequence of Betti numbers {βRi (X
∨) | i > inf(X∨) = − sup(X)} is
bounded above by a polynomial in i, so we have the desired conclusion. 
The following is Theoerem D from the introduction.
Theorem 5.4. Assume that R a has non-zero finitely generated R-module M such
that CIHom -idR(M) <∞. Then R is Cohen-Macaulay.
Proof: Theorem 4.5(a) implies that CI-fdR(M
∨) < ∞. Therefore by [32, Theo-
rem F] there is a quasi-deformation R
ϕ
−→ R′ ← Q such that R′ and Q are complete,
and the closed fibre of ϕ is artinian and Gorenstein, and fdQ((M
∨)′) < ∞. The
restrictions on ϕ imply that ER(k)
′ ≃ ER′(l) by [18, Theorem 1], where l is the
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residue field of R′; so
(M∨)′ = R′ ⊗LR RHomR(M,ER(k))
≃ RHomR′(R
′ ⊗LRM,R
′ ⊗LR ER(k))
≃ RHomR′(M
′, ER′(l)).
Thus fdQ(RHomR′(M
′, ER′(l))) <∞. Notice that M ′ is a finitely generated mod-
ule over the complete local ring R′. Therefore it is Matlis reflexive over R′. From [3,
Theorem 4.1(I)] we have
idQ(M
′) = idQ(RHomR′(RHomR′(M
′, ER′(l)), ER′ (l))) <∞.
In conclusion Q has a non-zero finitely generated module M ′ of finite injective
dimension. Thus Q is Cohen-Macaulay by Bass’ conjecture, which implies that R′
and R are Cohen-Macaulay. 
Appendix A. Derived Functors
The first result in this appendix is for use in Theorem 3.6 and Proposition 3.9.
Lemma A.1. Let R,S, R˜, S˜ be commutative noetherian rings (not necessarily local)
and consider the following commutative diagram of ring homomorphisms
R R˜
S S˜
β
τ
γ
τ˜
such that S˜ ∼= S ⊗R R˜ and Tor
R
i (S, R˜) = 0 for all i > 0. Let Y ∈ D−(S). Then
id
R˜
(RHomS(S˜, Y )) 6 idR(Y ).
Proof: Replace S˜ with S⊗R R˜ if necessary to assume that S˜ = S⊗R R˜. Using [2,
Proposition 2.1.10] we factor β as R
ι
−→ R
ε ≃
−−→ R˜ where R is a commutative
differential graded (DG) R-algebra such that Ri is free over R for all i, with R<0 =
0, and ι, ε are DG-algebra homomorphisms such that ε is a quasiisomorphism.
See [2, 16] for relevant background on DG homological algebra.
Set S = S⊗RR which is a DG S-algebra such that Si is free over S for all i, with
S<0 = 0. This gives the following commutative diagram of DG-algebra morphisms.
R
R R˜
S S˜
S
β
ι ε
≃
τ
γ
S ⊗R ι S ⊗R ε
τ τ˜
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Claim: The DG-algebra morphisms S ⊗R ε and S ⊗R ε are quasiisomorphisms.
Indeed since ε is a quasiisomorphism, Cone(ε) is exact. Because of the isomorphisms
Cone(S ⊗R ε)
∼= S ⊗R Cone(ε) = (S ⊗R R)⊗R Cone(ε)
∼= S ⊗R Cone(ε) ∼= Cone(S ⊗R ε)
it suffices to show that S ⊗R Cone(ε) is exact. Observe that
Cone(ε) ∼= · · · → R2 → R1 → R0 → R˜→ 0.
Since each Ri is free, Tor
R
>1(S,Ri) = 0. Also, by assumption, we have that
TorR>1(S, R˜) = 0. Since Cone(ε) is exact, S ⊗R Cone(ε) is exact as desired.
Without loss of generality assume that idR(Y ) <∞. The properties of S and R
listed above explain the first and last steps in the following sequence over R.
RHomS(S, Y ) ≃ HomS(S, Y )
= HomS(S ⊗R R, Y )
∼= HomR(R,HomS(S, Y ))
∼= HomR(R, Y )
≃ RHomR(R, Y )
The second step is by definition, the third step is Hom-tensor adjointness, and the
fourth step is induced by Hom cancellation. Because idR(Y ) <∞ and R ∈ Db(R),
it follows that RHomS(S, Y ) ≃ RHomR(R, Y ) ∈ Db(R).
The previous display gives the first isomorhpism in D(R) in the following display
for each N ∈ Db(R). The second and third isomorphisms are by Hom-tensor
adjointness and tensor cancellation respectively.
RHomR(N,RHomS(S, Y )) ≃ RHomR(N,RHomR(R, Y ))
≃ RHomR(R ⊗
L
R
N, Y )
≃ RHomR(N, Y ) (A.1.1)
Let RHomS(S, Y )
≃
−→ I be a semiinjective resolution over S. Then
RHomS(S˜,RHomS(S, Y )) ≃ HomS(S˜, I).
Let W be an R˜-module. Let G
≃
−→ W be a semifree resolution over R, and let
G˜
≃
−→ W be a semifree resolution over R˜ (and hence a quasiisomorphism over R).
Consider the following commutative diagram
HomS(S˜, I) HomS(S, I)
I
∼=
≃
where the vertical map is an isomorphism by Hom cancellation and the horizontal
map is a quasiisomorphism because S → S˜ is a quasiisomorphim and I is semi-
injective over S. Hence by composition HomS(S˜, I) → I is a quasiisomorphism.
By [16, Theorem 6.10(i)] we have a natural quasiisomorphism
HomR(G, I)
≃
−→ Hom
R˜
(G˜,HomS(S˜, I)).
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This explains the second isomorphism in the next display. The first is by (A.1.1),
and the third is induced by Hom-tensor adjointness and tensor cancellation.
RHomR(W,Y ) ≃ RHomR(W,RHomS(S, Y ))
≃ RHom
R˜
(W,RHomS(S˜,RHomS(S, Y )))
≃ RHom
R˜
(W,RHomS(S˜, Y ))
This justifies the equality in the next display.
inf(RHom
R˜
(W,RHomS(S˜, Y ))) = inf(RHomR(W,Y )) > idR(Y ).
The inequality is by [3, Theorem 2.4.I]. From this and another application [3, The-
orem 2.4.I] it follows that id
R˜
(RHomS(S˜, Y )) 6 idR(Y ) as desired. 
The next result is proved like the previous one. It is not needed for the results
of this paper; however, see Remark 3.7.
Lemma A.2. Let R,S, R˜, S˜ be commutative noetherian rings (not necessarily local)
and consider the following commutative diagram of ring homomorphisms
R R˜
S S˜
τ τ˜
such that S ∼= R˜⊗R S˜ and Tor
R
i (S, R˜) = 0 for all i > 0. Let Y ∈ D+(S). Then
fd
R˜
(S˜ ⊗LS Y ) 6 fdR(Y ).
The following result is a slight improvement on [24, Theorem 3.13]. Our proof
is similar to that of op. cit., but we include it here for the sake of completeness.
Proposition A.3. Let R be a commutative noetherian ring (not necessarily local)
with d = dim(R) <∞. Let R′ be a faithfully flat R-algebra. Then R is in the thick
subcategory T of D(R) generated by Add(R′).
Proof: Claim 1: For all projective R-modules P and all n > 1 the tensor product
P ⊗R (R′)⊗n is in T . In particular, for all n > 1, we have (R′)⊗n ∈ T .
Proof of Claim 1. We argue by induction on n. For the base case n = 1, note
that P is a summand of R(B) for some set B. By definition we have R(B) ⊗R R′ ∼=
(R′)(B) ∈ Add(R′). Thus the summand P ⊗R R′ is also in Add(R′) ⊆ T .
Induction step: Assume that n > 1 and that P ⊗R (R′)⊗n ∈ T for all P . Fact 2.1
implies that pdR(R
′) 6 d. This provides a bounded projective resolution
0→ Pd → · · · → P0 → R
′ → 0 (A.3.1)
where each projective R-module Pi is a summand of a free R-module R
(Bi) with
basis Bi. Apply − ⊗R (P ⊗R (R′)⊗n) to the resolution (A.3.1). As (R′)⊗n is flat,
so is P ⊗R (R′)⊗n. This yields an exact sequence
0→ Pd ⊗R P ⊗R (R
′)⊗n → · · · → P0 ⊗R P ⊗ (R
′)⊗n → P ⊗R (R
′)⊗(n+1) → 0.
Our induction hypothesis implies Pi⊗RP⊗R (R′)⊗n ∈ T for all i. As T is thick, the
above exact sequence implies that P ⊗R (R
′)⊗(n+1) ∈ T . This establishes Claim 1.
COMPLETE INTERSECTION HOM INJECTIVE DIMENSION 17
SetM = R′/R, which is flat overR since R′ is faithfully flat. Next set I = Σ−1M
so there is a natural exact triangle in D(R)
I
φ
−→ R→ R′ → . (A.3.2)
Claim 2: For allm,n > 1 we have (R′)⊗m⊗RI⊗n ∈ T . In particular, R′⊗RI⊗n ∈
T for all n > 1.
Proof of Claim 2. We argue by induction on n. For the base case n = 1, apply
the functor (R′)⊗m ⊗R − to the triangle (A.3.2) and use the flatness of (R′)⊗m to
get the exact triangle
(R′)⊗m ⊗R I → (R
′)⊗m → (R′)⊗(m+1) → .
Since (R′)⊗m and (R′)⊗(m+1) are in T by Claim 1, so is (R′)⊗m ⊗R I.
The induction step is similar to the base case. Assume that n > 1 and that
(R′)⊗m ⊗R I⊗n ∈ T for all m > 1. Apply ((R′)⊗m ⊗R I⊗n) ⊗R − to the trian-
gle (A.3.2) and use the flatness of (R′)⊗m ⊗RM⊗n to get the exact triangle
(R′)⊗m ⊗R I
⊗(n+1) → (R′)⊗m ⊗R I
⊗n → (R′)⊗(m+1) ⊗R I
⊗n → .
Since (R′)⊗m ⊗R I⊗n and (R′)⊗(m+1) ⊗R I⊗n are in T , so is (R′)⊗m ⊗R I⊗(n+1).
This establishes Claim 2.
Recall the morphism φ from (A.3.2). For each n ∈ N, consider the natural
morphism I⊗n
φ⊗n
−−−→ R⊗n ≃ R and the induced exact triangle
I⊗n
φ⊗n
−−−→ R→ C(n)→ . (A.3.3)
Claim 3: For all m > 0 and all n > 1 we have I⊗m ⊗R C(n) ∈ T . In particular,
C(n) ∈ T for all n > 1.
Proof of Claim 3. We argue by induction on n. For the base case n = 1, compare
the triangles (A.3.2) and (A.3.3) to conclude that I⊗0 ⊗R C(1) ≃ C(1) ≃ R′ ∈ T .
For m > 1 it follows that I⊗m ⊗R C(1) ≃ I⊗m ⊗R R′ ∈ T by Claim 2.
Induction step: Assume that n > 1 and that I⊗m ⊗R C(n) ∈ T for all m > 0.
The morphism φ⊗(n+1) decomposes as the composition of the next morphisms
I⊗(n+1)
φ⊗n⊗I
−−−−→ R⊗R I
∼=
−→ I
φ
−→ R.
Apply −⊗R I to the triangle (A.3.3) to produce the next exact triangle
I⊗(n+1)
φ⊗n⊗I
−−−−→ R⊗R I → C(n)⊗R I → .
The Octahedral Axiom applied to the morphisms φ⊗n ⊗ I and φ (and their com-
position φ⊗(n+1)) yields the next exact triangle.
C(n) ⊗R I → C(n+ 1)→ C(1)→
Apply −⊗R I⊗m to this triangle to obtain the next one.
C(n)⊗R I
⊗(m+1) → C(n+ 1)⊗R I
⊗m → C(1)⊗R I
⊗m →
Since C(n) ⊗R I⊗(m+1), C(1) ⊗R I⊗m ∈ T , we have C(n + 1) ⊗R I⊗m ∈ T . This
establishes Claim 3.
Now we complete the proof. The moduleM = R′/R is flat, hence so isM⊗(d+1).
Thus, we have pdR(M
⊗(d+1)) 6 d and so Extd+1R (M
⊗(d+1), R) = 0. It follows that
Ext0R(I
⊗(d+1), R) ∼= Ext0R(Σ
−d−1M⊗(d+1), R) ∼= Extd+1R (M
⊗(d+1), R) = 0.
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It follows that the homotopy class of the morphism φ⊗(d+1) is in Ext0R(I
⊗(d+1), R) =
0, thus φ⊗(d+1) is nullhomotopic. It follows that the codomain R is a retract of
C(d + 1). Claim 3 implies that C(d + 1) is in T , which is closed under retracts.
Therefore we have R ∈ T , as desired. 
Our point for including Proposition A.3 is to obtain the next two results for use
in Remark 3.2.
Proposition A.4. Continue with the assumptions of Proposition A.3 and let X ∈
D(R) be such that RHomR(R′, X) ∈ D∗(R), where ∗ ∈ {+,−, b}. Then for all
Z ∈ T we have RHomR(Z,X) ∈ D∗(R).
Proof: By Remark 2.2 we have Z ∈ Tn for some n > 1. Argue by induction on n.
Base case: n = 1. In this case, Z is a summand of (R′)(A) for some A. The
condition RHomR(R
′, X) ∈ D∗(R) implies that
RHomR((R
′)(A), X) ≃ RHomR(R
′, X))A ∈ D∗(R).
It follows that the summandRHomR(Z,X) ofRHomR((R
′)(A), X) is also in D∗(R).
Inductive step. Assume that n > 1 and for all Z ′ ∈ Tn we haveRHomR(Z ′, X) ∈
D∗(R). Let Z ∈ Tn+1. Then Z is a retract of an object Y ∈ D(R) such that there
is an exact triangle Y ′ → Y → Y ′′ → in D(R) with Y ′ ∈ T1 and Y ′′ ∈ Tn. Our
base case and induction hypothesis imply that RHomR(Y
′, X),RHomR(Y
′′, X) ∈
D∗(R). A long exact sequence argument shows that RHomR(Y,X) ∈ D∗(R). It
follows that the retract RHomR(Z,X) must also be in D∗(R). 
Corollary A.5. Continue with the assumptions of Proposition A.3. Let X ∈ D(R)
be such that RHomR(R
′, X) ∈ D∗(R), where ∗ ∈ {+,−, b}. Then X ∈ D∗(R).
Proof: Proposition A.3 implies that R ∈ T , so we have X ≃ RHomR(R,X) ∈
D∗(R) by Proposition A.4. 
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