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Abstract. We consider second order explicit and implicit two-step time-discrete schemes for
wave-type equations. We derive optimal order a posteriori estimates controlling the time discretiza-
tion error. Our analysis has been motivated by the need to provide a posteriori estimates for the
popular leap-frog method (also known as Verlet’s method in the molecular dynamics literature); it
is extended, however, to general cosine-type second order methods. The estimators are based on a
novel reconstruction of the time-dependent component of the approximation. Numerical experiments
conﬁrm similarity of the convergence rates of the proposed estimators and the theoretical convergence
rate of the true error.
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1. Introduction. This work is concerned with second order explicit and implicit
two-step time-discrete schemes for wave-type equations. Our objective is to derive
optimal order a posteriori estimates controlling the time-discretization error. To the
best of our knowledge, error control for wave equations discretized by popular methods
is limited so far to ﬁrst order schemes [9, 13]. Despite the importance of such wave-
type problems, the lack of error control for time-discretizations used extensively in
applications is probably due to the two-step character of these methods and the
associated technical issues. Our analysis has been motivated by the need to provide
a posteriori estimates for the leap-frog method or, as often termed in the molecular
dynamics literature, Verlet ’s method. It extends, however to general cosine-type
second order methods [5, 6].
Adaptivity and a posteriori error control for parabolic problems have been devel-
oped in, e.g., [12, 25, 21, 15, 19, 8, 10, 17]. In particular, as far as time-discretization
is concerned, all implicit one-step methods can be treated within the framework de-
veloped in [2, 20, 3, 4, 18]. Although some of these results apply (directly or after
appropriate modiﬁcations) to the wave equation also, when written as a ﬁrst order
system and discretized by implicit Runge–Kutta or Galerkin schemes, this framework
does not cover popular two-step implicit or explicit time-discretization methods. The
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A POSTERIORI BOUNDS FOR LEAP-FROG & COSINE METHODS 121
recent results in [9, 13] cover only ﬁrst order time-discrete schemes; see also [1] for
certain estimators to standard implicit time-stepping ﬁnite element approximations
of the wave equation. For earlier works on adaptivity for wave equations from various
perspectives, we refer the reader to, e.g., [16, 7, 23, 24].
Model problem and notation. Let (H, 〈·, ·〉) be a Hilbert space and A : [0, T ] →
D(A) a positive deﬁnite, self-adjoint, linear operator on D(A), the domain of A,
which is assumed to be dense in H . For time t ∈ (0, T ] we consider the following
linear second order hyperbolic problem: ﬁnd u : [0, T ] → D(A) such that
(1.1)
u′′(t) +Au(t) = f(t) for 0 < t ≤ T,
u(0) = u0,
u′(0) = v0,
where f : [0, T ]→ H , u0, v0 ∈ H .
Leap-frog time-discrete schemes. We shall be concerned with the popular leap-frog
time-discrete scheme for (1.1). We consider a subdivision of the time interval (0, T ]
into disjoint subintervals (tn, tn+1], n = 0, . . . , N − 1, with t0 = 0 and tN = T , and
we deﬁne kn := t
n+1 − tn to be the time-step. For simplicity of the presentation, we
shall assume that kn = k is constant, although this is not a restriction of the analysis
below. Despite being two-step, the schemes considered herein can be formulated for
variable time-steps also, with their consistency and stability properties then being
inﬂuenced accordingly (cf. [22, 11]); the study of such extensions is out of the scope
of this work. We shall use the notation tn+1/2 := (tn+1 + tn)/2.
The time-discrete leap-frog scheme (or Verlet’s method in the terminology of
initial value problems or of molecular dynamics) for the wave problem (1.1) is deﬁned
by ﬁnding approximations Un+1 ∈ D(A) of the exact values un+1 := u(tn+1) such
that
(1.2) ∂2Un+1 +AUn = fn, n = 1, . . . , N − 1,
where fn := f(tn) ∈ H ,
(1.3) ∂2Un+1 :=
∂Un+1 − ∂Un
k
=
Un+1 − 2Un + Un−1
k2
,
with
∂Un+1 :=
Un+1 − Un
k
,
assuming knowledge of U0 and U1. We set U0 := u0, and we deﬁne U
1 by
(1.4)
∂U1 − v0
k
+
1
2
AU0 = 1
2
f0,
where f0 := f(0) and ∂U1 := (U1 − U0)/k. This is a widely used and remarkable
method in many ways: it is the only two-step explicit scheme for second order prob-
lems which is second order accurate; it has important conservation and geometric
properties, as it is symplectic; and it is very natural and simple to formulate and
implement. We refer to the review article [14] for a thorough discussion. Explicit
schemes such as (1.2) are suited for the discretization of wave-type partial diﬀeren-
tial equations, since their implementation requires a mild CFL-type condition of the
form k/h ≤ C (in contrast to parabolic problems), where h stands for the space-
discretization parameter.
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
39
.1
84
.6
6.
14
2.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
122 GEORGOULIS, LAKKIS, MAKRIDAKIS, VIRTANEN
Cosine methods. The leap-frog scheme is a member of a general class of two-step
methods for second order evolution problems, which are based on the approximation
of cosine and are used extensively in practical computations. In a two-step cosine
method, for n = 1, . . . , N − 1, we seek approximations Un+1 such that
(1.5) ∂2Un+1+
[
q1AUn+1−2p1AUn+q1AUn−1
]
=
[
q1 f
n+1−2p1fn+q1 fn−1
]
,
where we assume that p1 = q1 − 12 for second order accuracy; we refer the reader
to [5, 6] for a detailed discussion and analysis of general multistep cosine schemes.
In this case, the rational function r(x) = (1 + p1x
2)/(1 + q1x
2) is a second order
approximation to the cosine, in the sense that for |x| suﬃciently small,
(1.6) |r(x) − cos(x)| ≤ C x4 .
When q1 = 0 the above methods are explicit, and the condition p1 = q1 − 12 implies
that the only explicit second order member of this family is the leap-frog method
(1.2).
In this work, we derive a posteriori error bounds in the L∞-in-time/energy-in-
space norm of the error. The derived bounds are of optimal order, i.e., of the same
order as the error (which is known to be second order) for the class of schemes con-
sidered [5, 6]. This is veriﬁed by the numerical experiments presented herein. Our
approach is based on the following ingredients: ﬁrst, we rewrite the scheme as a one-
step system on staggered time grids. In turn, this can be seen as a second order
perturbation of the staggered midpoint method. Further, by introducing appropri-
ate interpolants, we arrive at a form which can be viewed as a perturbation of (1.1)
written as a ﬁrst order system. Finally, we employ an adaptation of the time recon-
struction from [2], yielding the desired a posteriori error estimates. An interesting
observation is that our estimates hold without any additional time-step assumption,
which at the fully discrete level would correspond to a CFL-type restriction. Thus, in
a posteriori analysis, standard stability considerations of time-discretization schemes
might inﬂuence the behavior of the estimator but are not explicitly required; the pos-
sible instability is suﬃciently reﬂected by the behavior of the estimator; see section
4. Although not done here, by employing space reconstruction techniques it would be
possible to derive error estimates for fully discrete schemes in various norms, using
ideas from [19, 17, 13].
The remainder of this work is organized as follows. In section 2 we reformulate
the numerical methods appropriately—this is a crucial step in our approach. We start
with the leap-frog method and continue by providing two alternative reformulations of
general cosine methods. In section 3 we introduce appropriate time reconstructions,
and we derive the error bounds. In section 4 we present detailed numerical experiments
which yield experimental orders of convergence for the estimators that are the same
as those of the actual error. Finally, in section 5 we draw some conclusions.
2. Reformulation of the methods. It will be useful for the analysis to refor-
mulate the methods as numerical methods for the ﬁrst order system
(2.1)
u′ − v = 0,
v′ +Au = f
in two staggered grids.
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2.1. Leap-frog. Starting with the leap-frog method, we introduce the auxiliary
variable
(2.2) V n+1/2 := ∂Un+1
for n = 0, 1, . . . , N − 1, and we set V −1/2 := 2v0 − V 1/2. (Note that, then, v0 =
(V −1/2 + V 1/2)/2.) Also, we deﬁne U−1 := U0 − kV −1/2 and observe that we have
v0 =
U1 − U−1
2k
.
Further, we introduce the notation
(2.3) ∂V n+1/2 :=
V n+1/2 − V n−1/2
k
, n = 0, 1, . . . , N − 1,
noting that the identity ∂V 1/2 = 2(∂U1 − v0)/k also holds.
We can now write the method (1.2) as a system in the staggered form:
∂Un+1 − V n+1/2 = 0,
∂V n+1/2 +AUn = fn,
(2.4)
for n = 0, 1, . . . , N − 1; this is the so-called Verlet’s method used extensively in
molecular dynamics simulations; cf., e.g., [14].
Next, our goal is to recast (2.4) using globally deﬁned smooth functions. These
smooth-in-time reconstructions of the time-stepping scheme can, in turn, be inserted
into the original diﬀerential operator, casting the reconstructed numerical scheme as
an optimal order perturbation of the original partial diﬀerential equation (PDE). This
way, stability theory based on the energy method of the original PDE problem can
be used for the derivation of the a posteriori bounds.
To this end, we deﬁne U : [−k, T ] → D(A) to be the piecewise linear interpolant
of the sequence {Un}Nn=−1 at the points {tn}Nn=−1, with t−1 := −k. In addition,
let V : [−k/2, tN−1/2] → D(A) be the piecewise linear interpolant of the sequence
{V n+1/2}N−1n=−1 at the points {tn+1/2}N−1n=−1. Using the notation
Un+1/2 := U(tn+1/2),
V n := V (tn), n = 0, . . . , N − 1,(2.5)
we then have
(2.6) Un+1/2 =
1
2
(Un+1 + Un), V n =
1
2
(V n+1/2 + V n−1/2)
for n = 0, 1, . . . , N − 1.
Hence, in view of (2.6), equation (2.4) implies
(2.7)
∂Un+1 − 1
2
(V n+1 + V n) = −1
4
(V n+3/2 − 2V n+1/2 + V n−1/2),
∂V n+1/2 +
1
2
A(Un+1/2 + Un−1/2) = fn + 1
4
A(Un+1 − 2Un + Un−1)
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124 GEORGOULIS, LAKKIS, MAKRIDAKIS, VIRTANEN
for n = 0, . . . , N − 1. Upon deﬁning the piecewise constant residuals
RU (t)|(tn−1/2,tn+1/2] ≡ RnU :=
1
4
A(Un+1 − 2Un + Un−1),
RV (t)|(tn,tn+1] ≡ Rn+1/2V := −
1
4
(V n+3/2 − 2V n+1/2 + V n−1/2),
it is easy to check that, given that the leap-frog method is second order (in both Un
and V n+1/2), we have RnU = O(k
2) and R
n+1/2
V = O(k
2). Hence, (2.7) can be viewed
as a second order perturbation of the staggered midpoint method for (1.1) written as
ﬁrst order system (2.1).
In what follows, it will be useful to rewrite (2.7) as a perturbation of the con-
tinuous system (2.1). To this end, we introduce two time interpolants onto piecewise
linear functions deﬁned on the staggered grids: we deﬁne U1 : [0, T ] → D(A) to be the
piecewise linear interpolant of the sequence {Un+1/2}N−1n=−1, and V1 : [0, tN−1] → D(A)
to be the piecewise linear interpolant of the sequence {V n}N−1n=0 . This is done in order
to be able to write each equation as a “midpoint-rule.” Then, (2.7) can be written as
(2.8)
U ′ − I0V1 = RV ,
V ′ +AI˜0U1 = I˜0f +RU ,
where we deﬁne the interpolators
I˜0 : piecewise constant midpoint interpolator on
{
(tn−1/2, tn+1/2]
}N−1
n=0
,
I0 piecewise constant midpoint interpolator on
{
(tn−1, tn]
}N−1
n=1
.
(2.9)
This formulation will be the starting point of our analysis in the next section.
2.2. Cosine methods: Formulation 1. We shall see that cosine methods (1.5)
can be reformulated in a similar way as a staggered system. As in the leap-frog case
we introduce the auxiliary variable
(2.10) V n+1/2 := ∂Un+1,
and we let
(2.11) ∂V n+1/2 :=
V n+1/2 − V n−1/2
k
, n = 0, 1, . . . , N − 1.
Then the methods (1.5) can be rewritten in system form:
∂Un+1 − V n+1/2 = 0,
∂V n+1/2 +
[
q1AUn+1 − 2p1AUn + q1AUn−1
]
=
[
q1 f
n+1 − 2p1fn + q1 fn−1
](2.12)D
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for n = 0, 1, . . . , N − 1. Using the same notation and conventions as in the leap-frog
case, we observe
q1AUn+1 − 2p1AUn + q1AUn−1 = 1
2
A(Un+1/2 + Un−1/2)
− 1
2
A(Un+1/2 + Un−1/2) + [ q1AUn+1 − 2p1AUn + q1AUn−1 ]
=
1
2
A(Un+1/2 + Un−1/2)
− 1
2
A(Un+1/2 + Un−1/2) +AUn + [ q1AUn+1 − 2q1AUn + q1AUn−1 ]
=
1
2
A(Un+1/2 + Un−1/2)
− 1
4
[AUn+1 − 2AUn + AUn−1 ]+ [ q1AUn+1 − 2q1AUn + q1AUn−1 ]
=
1
2
A(Un+1/2 + Un−1/2)− (1− 4q1)
4
[AUn+1 − 2AUn + AUn−1 ],
(2.13)
where we used the fact that p1 = q1 − 12 . Therefore, as before we conclude that
(2.14)
∂Un+1 − 1
2
(V n+1 + V n) = −1
4
(V n+3/2 − 2V n+1/2 + V n−1/2),
∂V n+1/2 +
1
2
A(Un+1/2 + Un−1/2) = f˜n + (1− 4q1)
4
A(Un+1 − 2Un + Un−1),
where f˜n =
[
q1 f
n+1 − 2p1fn + q1 fn−1
]
and n = 0, . . . , N − 1. Let us now deﬁne
RcosU (t)|(tn−1/2,tn+1/2] ≡ Rcos,nU :=
(1− 4q1)
4
A(Un+1 − 2Un + Un−1)
+ q1
[
fn+1 − 2fn + fn−1 ],
RcosV (t)|(tn,tn+1] ≡ Rcos,n+1/2V := −
1
4
(V n+3/2 − 2V n+1/2 + V n−1/2).
As in the leap-frog case, it is easy to check that, given that the method is second
order, we have Rcos,nU = O(k
2) and R
cos,n+1/2
V = O(k
2). Hence, (2.7) can be seen as a
second order perturbation of the staggered midpoint method for (2.1). Further, still
using the same notation for time interpolants as in the leap-frog case, we obtain
(2.15)
U ′ − I0V1 = RcosV ,
V ′ +AI˜0U1 = I˜0f˜ +RcosU ,
where I˜0f˜ |(tn−1/2,tn+1/2] = f˜n. It is interesting to compare (2.15) to (2.8).
2.3. Cosine methods: Formulation 2. We brieﬂy discuss an alternative for-
mulation of cosine methods. This time we let
(2.16) V n+1/2 :=
(
I + k2q1A
)
∂Un+1
and, as before,
(2.17) ∂V n+1/2 :=
V n+1/2 − V n−1/2
k
, n = 0, 1, . . . , N − 1.
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Then, again using p1 = q1 − 12 , we rewrite the methods (1.5) as
∂Un+1 − V n+1/2 =− k2q1A ∂Un+1,
∂V n+1/2 +AUn = [ q1 fn+1 − 2p1fn + q1 fn−1 ](2.18)
for n = 0, 1, . . . , N − 1. Using the same notation and conventions as in the leap-frog
case, we ﬁnally conclude
(2.19)
∂Un+1 − 1
2
(V n+1 + V n) = −k2q1A ∂Un+1 − 1
4
(V n+3/2 − 2V n+1/2 + V n−1/2),
∂V n+1/2 +
1
2
A(Un+1/2 + Un−1/2) = f˜n + 1
4
A(Un+1 − 2Un + Un−1),
where f˜n =
[
q1 f
n+1 − 2p1fn + q1 fn−1
]
and n = 0, . . . , N − 1. Upon deﬁning the
perturbations as
Rcos,2U (t)|(tn−1/2,tn+1/2] ≡ Rcos,2,nU :=
1
4
A(Un+1−2Un+Un−1)+q1
[
fn+1−2fn+ fn−1 ],
Rcos,2V (t)|(tn,tn+1] ≡ Rcos,2,n+1/2V := −k2q1A ∂Un+1−
1
4
(V n+3/2− 2V n+1/2+V n−1/2) ,
it is easy to check, again, that the method is second order (Rcos,2,nU = O(k
2) and
R
cos,2,n+1/2
V = O(k
2)), and thus (2.19) can be interpreted as a second order pertur-
bation of the staggered midpoint method for (2.1). Still, using the same notation as
before, we have
(2.20)
U ′ − I0V1 = Rcos,2V ,
V ′ +AI˜0U1 = I˜0f˜ +Rcos,2U .
3. A posteriori error bounds. We have seen that all above schemes can be
written in the form
(3.1)
V ′ +AI˜0U1 = I˜0(f + ρU ),
U ′ − I0V1 = I0ρV ,
where I˜0, I0 are deﬁned in (2.9) and I˜0ρU equal to RU , R
cos
U , or R
cos,2
U for the leap-
frog, the ﬁrst, and second cosine method formulations, respectively; similarly, I0ρV
is equal to RV , R
cos
V , or R
cos,2
V for each of the respective three formulations; cf. (2.8),
(2.15), and (2.20). It is possible, in principle, to consider nonconstant ρU , ρV on each
time-step; nevertheless the easiest to implement, constant ones considered here suﬃce
to deliver optimal estimator convergence rates, as will be highlighted in the numerical
experiments below.
3.1. Reconstructions. We continue by deﬁning appropriate time reconstruc-
tions; cf. [2]. To this end, on each interval (tn−1/2, tn+1/2] for n = 0, . . . , N − 1, we
deﬁne the reconstruction Vˆ of V by
Vˆ (t) := V n−1/2 +
∫ t
tn−1/2
(−AU1 + I˜1f + ρU ),
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where I˜1 is a piecewise linear interpolant on the mesh {(tn−1/2, tn+1/2]}N−1n=1 such that
I˜1f(t
n) = fn. We observe that Vˆ (tn−1/2) = V n−1/2 and
Vˆ (tn+1/2) = V n−1/2 + k(−AU1(tn) + I˜1f(tn) + ρU (tn)) = V n+1/2,
using the midpoint rule to evaluate the integral and the ﬁrst equation in (2.7).
Also, on each interval (tn−1, tn] for n = 1, . . . , N −1, we deﬁne the reconstruction
Uˆ of U by
Uˆ(t) := Un−1 +
∫ t
tn−1
(V1 + ρV ).
Again, we observe that Uˆ(tn−1) = Un−1 and that
Uˆ(tn) = Un−1 + k(V1(tn−1/2) + ρV (tn−1/2)) = Un,
using the midpoint rule. Notice that each of the above reconstructions is similar in
spirit to the Crank–Nicolson reconstruction of [2]; however, we note that, although Uˆ
and Vˆ are both globally continuous functions, their derivatives jump alternatingly at
the nodes of the staggered grid.
3.2. Error equation and estimators. Setting eˆU := u− Uˆ and eˆV := u′ − Vˆ ,
we deduce
(3.2)
eˆ′V +AeˆU = R1 +Rf ,
eˆ′U − eˆV = R2,
with
(3.3)
R1 := −A(Uˆ − U1)− ρU ,
R2 := Vˆ − V1 − ρV ,
Rf := f − I˜1f.
For Φ = (φ1, φ2), Ψ = (ψ1, ψ2) ∈ D(A)×H , we deﬁne the bilinear form
〈〈Φ,Ψ〉〉 := 〈A1/2φ1,A1/2ψ1〉+ 〈φ2, ψ2〉.
It is evident that 〈〈·, ·〉〉 is an inner product on [D(A1/2) ×H ]2. This is the standard
energy inner product, and the induced norm, denoted by |‖·|‖, i.e.,
|‖Φ|‖ = (||A1/2φ1||2 + ||φ2||2)1/2,
is the natural energy norm for (1.1).
Then, the a posteriori error estimates will follow by applying standard energy
arguments to the error equation (3.2). More speciﬁcally, in view of (3.2), we have
1
2
d
dt
|‖(eˆU , eˆV )|‖2 = 〈〈(eˆ′U , eˆ′V ), (eˆU , eˆV )〉〉
= 〈Aeˆ′U , eˆU 〉+ 〈eˆ′V , eˆV 〉
= 〈AeˆV , eˆU 〉+ 〈AR2, eˆU 〉 − 〈AeˆU , eˆV 〉+ 〈R1, eˆV 〉+ 〈Rf , eˆV 〉
= 〈AR2, eˆU 〉+ 〈R1, eˆV 〉+ 〈Rf , eˆV 〉,
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using the self-adjointness ofA. Hence, using the Cauchy–Schwarz inequality, we arrive
at
1
2
d
dt
|‖(eˆU , eˆV )|‖2 ≤ |‖(R2,R1 +Rf )|‖|‖(eˆU , eˆV )|‖.
Integrating between 0 and τ , with 0 ≤ τ ≤ tN such that
|‖(eˆU , eˆV )(τ)|‖ = sup
t∈[0,tN ]
|‖(eˆU , eˆV )(t)|‖,
we arrive at
1
2
|‖(eˆU , eˆV )(τ)|‖2 ≤ 1
2
|‖(eˆU , eˆV )(0)|‖2 + |‖(eˆU , eˆV )(τ)|‖
∫ τ
0
|‖(R2,R1 +Rf )|‖,
which implies
|‖(eˆU , eˆV )(τ)|‖2 ≤ 2|‖(eˆU , eˆV )(0)|‖2 + 4
(∫ τ
0
|‖(R2,R1 +Rf )|‖
)2
.
This already gives the following a posteriori bound.
Theorem 3.1. Let u be the solution of (1.1), eˆU := u − Uˆ , and eˆV := u′ − Vˆ .
Then, the following a posteriori error estimate holds:
sup
t∈[0,tN ]
|‖(eˆU , eˆV )(t)|‖2 ≤ 2|‖(eˆU , eˆV )(0)|‖2 + 4
(∫ tN
0
|‖(R2,R1 +Rf )|‖
)2
,
where R2,R1, and Rf are deﬁned in (3.3).
An immediate corollary of Theorem 3.1 is an posteriori bound for the error,
sup
[0,tN ]
|‖(u− U, u′ − V )|‖,
which can be trivially deduced through a triangle inequality.
Remark 3.2. Notice that due to the two-mesh staggering, the computation of
the “last” V used in the above estimate, V N−1/2, requires the computation of UN+1.
This can be obtained by advancing one more time-step in the computation before
estimating.
4. Numerical experiments.
4.1. Fully discrete formulation. Although the focus of the present work is
on time-discretization, we shall introduce a fully discrete version of the time-stepping
schemes for the numerical experiments bellow. Let Ω ⊂ Rd, d = 2, 3, be a domain
with boundary ∂Ω. We consider the initial-boundary value problem for the wave
equation: ﬁnd u ∈ L∞(0, T ; H10(Ω)) such that
utt +Au = f in Ω× (0, T ],(4.1)
u = u0 in Ω× {0},(4.2)
ut = v0 in Ω× {0},(4.3)
u = g on ∂Ω× (0, T ],(4.4)
where, for simplicity, we take A = −c2Δ, c 
= 0, and g ∈ H1/2(∂Ω). Further, for each
n, we consider the standard, conforming ﬁnite element space Sph ⊂ H10(Ω), based on a
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quasi-uniform triangulation of Ω consisting of ﬁnite elements of polynomial degree p,
with h denoting the largest element diameter. Focusing on time-discretization issues,
we shall use the same spatial discretization for all time-steps. The respective discrete
spatial operator is denoted by Aph. The fully discrete leap-frog method is then deﬁned
as follows: for each n = 2, . . . , N , ﬁnd Un+1 ∈ Sph such that
(4.5) Un+1 = 2Un − Un−1 + k2(f¯n −AphUn),
and U1 ∈ Sph such that
(4.6) U1 = U0 + kV 0 +
k2
2
(AphU0 − f¯0);
here f¯n(·) := Πf(·, tn) for each tn, where Π : L2(Ω) → Sph denotes a suitable inter-
polation/projection operator onto the ﬁnite element space Sph of the source function
f . We also set U0 := Πu0 and V
0 := Πv0. Note that V can be calculated as above
through U , or it can be computed as follows: ﬁnd V n+1/2 ∈ Sph such that
(4.7) V n+1/2 = V n−1/2 + k(f¯n −AphUn);
(4.7) can be used to overcome the diﬃculty of evaluating estimators deﬁned on a
staggered time mesh and depending on the term V n+3/2.
To assess the time-error estimator, we replace A by its approximation Aph in the
a posteriori estimators discussed above and in the 〈〈·, ·〉〉-inner product and ||| · |||-norm.
For brevity, we introduce the following notation:
eR := (eˆU , eˆV ) and eL := eR + (U − Uˆ , V − Vˆ ) = (u− U, ut − V ).
The objective is to study the performance of the a posteriori estimator
(4.8) η1 :=
⎛
⎝2|||eR(0)|||2 + 4
(∫ T
0
|||(R2, R1 +Rf )|||
)2⎞⎠
1/2
from Theorem 3.1.
4.2. Specific tests. For T := 1 and Ω := (0, 1)2, we consider the model problem
(4.1)–(4.3) in the following setup: A := −c2Δ and f = 0, for c > 0 constant in a ﬁrst
series of tests. The exact solution u of problem (4.1)–(4.3) is taken to be
(4.9) u(x, y, t) :=
3∑
j,k=1
sin(πkx) sin(πjy) (αk,j cos(πξk,jt) + βk,j sin(ξk,jπt)) ,
where αk,j ≥ 0, βk,j ≥ 0, and ξk,j := c
√
k2 + j2. To illustrate the estimator’s
behavior, we have chosen the following sets of parameters as numerical examples:{
c := 1.0,
α1,1 = β1,1 = 15.0, βk,j = αk,j = 0 for k, j 
= 1,
(4.10)
{
c := 1.0,
α3,3 = β3,3 = 1.0, βk,j = αk,j = 0 for k, j 
= 3,
(4.11)
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c := 5.0,
α1,1 = β1,1 = 15.0, βk,j = αk,j = 0 for k, j 
= 1.
(4.12)
In a second round of tests we look at the behavior of the estimator in the more
practical examples where T := 1 and the spatial operator A in the model problem
(4.1)–(4.3) is given by
(4.13) A := −c(x)2Δ,
and we ﬁx the source f (and Dirichlet boundary conditions) so that the solution to
(4.1) satisﬁes initial conditions
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u0(x, y) := 1 + sin(2π((x− 0.75)2 + (y − 0.75)2) + π/2),
v0(x, y) := −(3/2π) cos(2π((x − 0.75)2 + (y − 0.75)2) + π/2),
with c(x) := (1 + 6(1 + tanh ((|x| − 0.2)/0.01)))1/2,
on domain Ω := (0, 1)2
(4.14)
and
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u0(x, y, z) := 15 sin(πx) sin(πy) sin(πz),
v0(x, y, z) := 15
√
3π sin(πx) sin(πy) sin(πz),
with c(x) := 1/4(1 + 3/8(1 + tanh ((|x| − 0.2)/0.02)))1/2,
on domain Ω := (0, 1)3,
(4.15)
where |x| is the Euclidean norm of the vector x = (x, y) when d = 2, and of (x, y, z)
when d = 3.
These benchmark solutions of (4.10)–(4.12) are all smooth, but (4.12) oscillates
much faster temporally, while (4.11) has greater space-dependence of the error. So-
lutions (4.14) and (4.15) are chosen to illustrate the behavior of estimators in a
more complicated situation with space-varying wave speeds as well as in a higher-
dimensional domain. Such conditions could be used, for example, in models describing
wave phenomena in heterogeneous media.
In the numerical experiments, the C++ libraries FEniCS dolﬁn 1.2.0 and PETSc
SuperLU were used for the ﬁnite element formulation and the linear algebra imple-
mentation.
For each of the examples, we compute the solution of (4.5) using ﬁnite element
spaces of polynomial degree p = 2 or 3, and time-step size k = Chr/(p+1)2, r = 1, 2,
for some constant C > 0, with h > 0 denoting the diameter of the largest element
in the mesh associated with Sph. We remark that the CFL-condition required by the
leap-frog method is satisﬁed by the restriction
k ≤ δCFL h
(p+ 1)2
for some δCFL > 0 constant. The sequences of meshsizes considered (with respective
coloring in the ﬁgures below) are h = 1/2 (cyan), 1/4 (green), 1/(4
√
2) (yellow), 1/8
(red), and 1/10 (purple) for examples (4.10), (4.12), and (4.14), and h = 1/(4
√
2)
(cyan), 1/8 (green), 1/10 (yellow), 1/12 (red), and 1/14 (purple) for example (4.11);
ﬁnally, for the three-dimensional example (4.15), we have h = 3/4 (cyan), 1/2 (green),
3/8 (yellow), 3/10 (red), and 1/4 (purple).
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We monitor the evolution of the values and the experimental order of convergence
of the estimator η1, and the errors eR and eL, as well as the eﬀectivity index over time
on a sequence of uniformly reﬁned meshes with meshsizes given as per each example.
We also monitor the energy of the reconstructed solution:
(4.16) Ereconstruction := (Uˆ , Vˆ ).
We deﬁne the experimental order of convergence (EOC) of a given sequence of
positive quantities a(i) deﬁned on a sequence of meshes of size h(i) by
(4.17) EOC(a, i) =
log(a(i+ 1)/a(i))
log(h(i+ 1)/h(i))
;
the inverse eﬀectivity index (IEI) is
(4.18) IEI
(‖e‖L∞(0,tm;|||·|||), η1) = ‖e‖L∞(0,tm;|||·|||)η1 .
The IEI bears the same information as the (straight) eﬀectivity index but has the
advantage of relating directly to the inequality appearing in Theorem 3.1. The results
of numerical experiments on uniform meshes, depicted in Figures 1, 2, and 4, indicate
that the error estimators are reliable and also eﬃcient, provided that the time-steps
are kept suﬃciently small. Also, as additional experiments, we test the estimator
behavior in the case when the CFL condition k ≤ δCFLh/(p+1)2 is violated: example
(4.10) is run with suﬃciently large time-step. The results, depicted in Figure 3, show
that the estimator still reﬂects the error behavior even in this case. Indeed, the IEI
appears to be oscillating around the constant value 0.5, indicating that, even in this
case of CFL-instability, the a posteriori error estimator remains essentially reliable
and therefore a useful error indicator.
5. Concluding remarks. We have presented and numerically analyzed an a
posteriori error bound for error measured in the L∞-norm in time and the energy
norm in space for leap-frog and cosine-type time semidiscretizations for linear second
order evolution problems. The estimator was found to be reliable, with the same
convergence rate as the theoretical convergence rate of the error. In a fully discrete
setting, this estimator corresponds to the control of the time discretization error.
The estimators were also found to be sharp on uniform meshes, provided that the
time-steps, and thus the time-dependent part of the error, is kept suﬃciently small.
Investigation into the suitability of the proposed estimators within an adaptive algo-
rithm remains a future challenge.
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(a) Example (4.10).
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(b) Example (4.11).
Fig. 1. Examples (4.10) and (4.11). Top row of each ﬁgure: Errors, estimator, and IEI.
Bottom row of each ﬁgure: EOCs and energy of the reconstructed solution. Abscissa in all plots:
Time. Fixed time-step k = 0.4h/(p + 1)2 and p = 2. IEI behavior indicates that the error is well
estimated by the estimator, and the convergence rate of the estimator remains near EOC ≈ 2 in all
cases, i.e., near that of eL and eR.D
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(a) k = 0.1h/(p + 1)2, p = 2. Estimator convergence rate EOC ≈ 2.
0
1
2
3
4
5
6
0 0.25 0.5 0.75 1
EOC(η1)
0
1
2
3
4
5
6
0 0.25 0.5 0.75 1
EOC(||eR||L∞(0,T;|||⋅|||))
0
1
2
3
4
5
6
0 0.25 0.5 0.75 1
EOC(||eL||L∞(0,T;|||⋅|||))
0
10000
20000
30000
40000
50000
60000
0 0.25 0.5 0.75 1
Ereconstruction
0
0.5
1
1.5
2
0 0.25 0.5 0.75 1
IEI(||eR||L∞(0,T;|||⋅|||),η1)
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
0 0.25 0.5 0.75 1
η1
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
0 0.25 0.5 0.75 1
||eR||L∞(0,T;|||⋅|||)
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
0 0.25 0.5 0.75 1
||eL||L∞(0,T;|||⋅|||)
(b) k = 0.4h2/(p + 1)2, p = 2. Error estimated sharply by estimator. Convergence rates
EOC ≈ 2 or higher.
Fig. 2. Example (4.12). Top row of each ﬁgure: Errors, estimator, and IEI. Bottom row of
each ﬁgure: EOCs and energy of the reconstructed solution. Abscissa in all plots: Time.D
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Fig. 3. Example (4.10): Violation of the CFL condition. Top row: Errors, estimator, and IEI.
Bottom row: EOCs and energy of the reconstructed solution. Abscissa in all plots: Time. Fixed
time-step k = 2h/(p + 1)2 and p = 3. The IEI behavior indicates that the error is overestimated by
the estimator, but it follows the error behavior. The method is unstable due to the violation of the
CFL condition.
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(a) Example (4.14). k = 0.4h/(p+ 1)2, p = 2. Estimator convergence rate EOC ≈ 2.
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(b) Example (4.15). k = 0.3h/(p + 1)2, p = 2. Estimator convergence rate EOC ≈ 2.
Fig. 4. Examples (4.14) and (4.15). Top row of each ﬁgure: Errors, estimator, and IEI. Bottom
row of each ﬁgure: EOCs and energy of the reconstructed solution. Abscissa in all plots: Time. Note
the varying energy in time in both cases, which is due to the choice of f in this example.
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