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Nadzorovano strojno učenje s poudarkom na globokih nevronskih
mrežah
Povzetek
Namen diplomske naloge je predstaviti osnove nadzorovanega strojnega učenja in
ene izmed najbolj uporabljenih metod nadzorovanega strojnega učenja (linearna re-
gresija, logistična regresija, metoda k najbližjih sosedov, naključni gozdovi, metoda
podpornih vektorjev, nevronske mreže).
V prvem delu diplomske naloge so opisane glavne ideje metod strojnega učenja,
pri čemer je osnovna matematična ideja podana samo pri linearni regresiji. Za
ostale metode je poudarek na intuitivni razlagi. Opisane metode so predstavljene na
primeru napovedovanja dobrih in slabih komitentov glede na dane podatke. Modeli
za metode so zgrajeni v programu Weka, ki omogoča vizualen pregled podatkov in
rezultatov. Poleg glavnih rezultatov, kot so metrike pravilnosti metode, Weka izpǐse
še različne statistične kazalce, ki merijo učinkovitost.
V drugem delu je opisana metoda nevronskih mrež, njena uporabnost in imple-
mentacija na primeru, ki napoveduje, ali je komitent dober ali slab (gre za večje
število podatkov kot v preǰsnjem primeru). Namesto v programu Weka je mo-
del zgrajen v programskem jeziku Python s knjižnicama TensorFlow in Keras, ki
omogočata večjo svobodo glede izbire števila mrež, števila nevronov in ostalih pa-
rametrov.
Supervised machine learning with emphasis on deep neural networks
Abstract
The purpose of this thesis is to present the basics of supervised machine learning
and some of the most used methods of supervised machine learning (linear regression,
logistic regression, k nearest neighbors, random forests, support vector machine,
neural networks).
The first part of the thesis describes the main ideas of the selected machine lear-
ning methods, where the basic mathematical idea is given only for linear regression,
whereas for other methods, the emphasis is on intuitive explanation. The described
methods are presented for the case of predicting good and bad customers based on
the given data. Models for methods are built in a program named Weka, which
allows for a visual display of data and results. In addition to the main results, such
as the accuracy of the method, Weka prints out various statistical indicators that
measure its effectiveness.
The second part describes the neural networks method, its usage, and the imple-
mentation for an example that predicts whether the customer is good or bad for a
bank (on a larger dataset than the previous example). This model is built in Python
instead of Weka, which provides greater freedom in choosing the number of layers,
the number of neurons, and other parameters.
Math. Subj. Class. (2010): Programming.
Ključne besede: nadzorovano strojno učenje, Weka, nevronske mreže, Python.
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1. Uvod v strojno učenje
Količina dostopnih podatkov se iz dneva v dan veča. Shranjevanje velike količine
osebnih podatkov ni več problem, zahvaljujoč vedno prisotnim računalnikom, do-
datnim diskom in prostoru na računalnǐskih oblakih (iCloud, GoogleDrive, One-
Drive itd.). Podatki pa niso hranjeni samo na prenosnikih posameznikov, ampak se
kopičijo tudi z uporabo internetnih strani, storitev, povezav itd.
S podatki, ki so na voljo, se lahko naredi marsikaj. Uporabljajo se za namene
različnih analiz v trženju, napovedovanju, vplivanju na volitve itd. Pri iskanju
vzorcev v veliki količini podatkov pomaga proces rudarjenja podatkov. Večji del
metod in tehnik, uporabljenih pri rudarjenju podatkov, pokriva strojno učenje.
Namen tega diplomskega dela je predstaviti osnove strojnega učenja − idejne in
tudi matematične, ter tako bralcu pomagati razumeti ene izmed najbolj uporablje-
nih metod v teoretičnem in praktičnem smislu. Poudarek na nevronskih mrežah
nakazuje na njihovo pomembnost in uporabnost.
2. Potrebna terminologija
• Klasifikacija in predikcija sta osnovna problema strojnega učenja. V klasifi-
kaciji je cilj podatke čim bolj pravilno razvrstiti v pripadajoče razrede (več o
klasifikaciji v statistiki v viru [4]), v predikciji pa je cilj podatke čim bolj pra-
vilno napovedati s pomočjo preteklih podatkov (več o predikciji v statistiki
v viru [5]).
• Vhodni vektor je n-dimenzionalni vektor vhodnih podatkov, kjer je n število
vhodnih podatkov.
• Učna množica je množica podatkov, na katerih se algoritem uči (tako da se
parametri po koncu učenja najbolj prilegajo podatkom) [6].
• Testna množica je množica podatkov, ki je neodvisna od učne množice in s
pomočjo nje ugotavljamo uspešnost algoritma za predikcijo oz. klasifikacijo
[7].
• Atribut je podatek določenega tipa. Vsako opazovanje vsebuje nekaj različnih
atributov (kot npr. vǐsina človeka, teža človeka, starost človeka itd).
• Perceptron je prvič predstavil Frank Rosenblatt1 leta 1957, predstavlja pa
algoritem za nadzorovano učenje binarnih klasifikatorjev (funkcije, ki se
odločijo, ali vhodni vektor pripada specifičnemu razredu ali ne). V mate-
matičnem smislu je perceptron predstavljen kot:
f(n) =
{
1, če w · x + b > 0,
0, sicer,
kjer je x vhodni vektor dimenzije n, w vektor uteži, produkt w · x vsota∑n
i=1wixi in b pristranskost (pristranskost premakne mejo odločanja od iz-
vora in ni odvisna od nobene vhodne vrednosti.). [8]
1Frank Rosenblatt (11.7.1928 − 11.7.1971) je bil amerǐski psiholog, ki je deloval na področju
umetne inteligence. Najbolj je poznan po perceptronu, elektronski napravi, ki je bila zgrajena v
skladu z biološkimi principi in pokazala sposobnost učenja. Prav tako je začel izvajati poskuse
znotraj Cornellovega oddelka za entomologijo o prenosu učnega vedenja prek izvlečkov možganov
na podganah. [9]
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3. Metode strojnega učenja
Strojno učenje (ang. machine learning) v praksi pomeni pridobivanje znanja na
podlagi podatkov. Glede nadzora, kako se računalnik uči, ločimo strojno učenje na:
– nadzorovano strojno učenje (ang. supervised learning): cilj je dobiti funk-
cijo f(X) = Y , kjer X označuje vhodne, Y pa izhodne podatke. Funkcijo
nato uporabimo na novih vhodnih podatkih, da dobimo napovedane izhode.
[10] Nadzorovano strojno učenje lahko uporabljamo npr. pri napovedovanju
vrednosti indeksa S&P 500 čez en mesec, napovedovanju velikosti otroka,
ko odraste, ugotavljanju, ali ima pacient določeno bolezen in napovedovanju
števila prebegov h konkurenčnemu operaterju;
– nenadzorovano strojno učenje (ang. unsupervised learning): za razliko od
nadzorovanega strojnega učenja, kjer so izhodni podatki prilagojeni vho-
dnim, ni ciljnih spremenljivk, na podlagih katerih bi se metoda učila. To
diplomsko delo se ne osredotoča na nenadzorovano strojno učenje; bolj po-
droben opis se nahaja v viru [11]. Nenadzorovano strojno učenje lahko upo-
rabljamo npr. pri avtomatskem prepoznavanju iste osebe na večih slikah na
mobilnih napravah, klasificiranju potrošnikov na podlagi njihovih nakupo-
valnih navad, prepoznavanju človeških emocij na sliki (učenje iz filmov in
dialogov).
– vzpodbujevalno učenje (ang. reinforcement learning): ukvarja se s tem, kako
bi morali računalniki izvajati ukrepe v okolju, da bi kar najbolj povečali
neke definirane kumulativne nagrade. [12] Vzpodbujevalno strojno učenje
lahko uporabljamo pri robotiki v industriji. Zanimiv primer uporabe je, da
se računalnik nauči igrati igro na podlagi metode poskusov in napak, tako
da maksimizira svojo nagrado (primer AlphaZero [13]).
3.1. Linearna regresija
Linearna regresija je zelo preprost pristop nadzorovanega učenja. Prav tako gre
za metodo, ki se je v statistiki uporabljala že zelo dolgo, a je kljub enostavnosti še
vedno prisotna in uporabna.
Metoda se uporablja na različnih področjih in odgovarja na vprašanja, podobna
naslednjim:
(1) Ali obstaja povezava med denarjem, investiranim v oglaševanje, in prodajo?
(2) Kako natančno lahko predvidimo prodajo v prihodnjem mesecu/letu?





• dobra informativnost koeficien-
tov.
Negativne lastnosti uporabe:
• predpostavka, da je povezava med
odvisno in neodvisno spremen-
ljivko linearna,
• upoštevanje pričakovnaih vredno-
sti odvisnih spremenljivk,
• podatki morajo biti med sabo ne-
odvisni.
Ideja: Linearna regresija meri vpliv ene slučajne spremenljivke na drugo (v eno-
stavnih primerih). Iščemo linearno funkcijo, ki se najbolj prilega podatkom.
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Slika 1. Najbolǰse linearno prileganje.
Ko najdemo linearno funkcijo, lahko danemu podatku napovemo odvisno vre-
dnost. Manj matematična razlaga linearne regresije se nahaja na straneh 59−119 v
viru [1].
Matematična razlaga: Naj bo XT = (X1, ..., Xp) vhodni vektor. Želimo napo-
vedati:
Y = β0 +
p∑
j=1
Xjβj + ε, (3.1)
kjer je ε p-dimenzionalni vektor napak (upanje ε je vektor ničel). Model linearne
regresije ima obliko:




Predpostavljamo, da je regresijska funkcija E[Y |X] (oznaka E[Y |X] pomeni pričako-
vano vrednost vektorja Y ob danem vektorju X) linearna ali da lahko z linearno
funkcijo dovolj dobro ocenimo opazovan pojav. Parametri oz. koeficienti βj so
neznani, vrednosti Xj pa lineariziramo, če je potrebno (transformiramo z logari-
temskimi, korenskimi, kvadratnimi funkcijami itd.). Ponavadi imamo učno množico
(x1, y1)...(xN , yN), s katero ocenimo parametre β. Vsak vektor xi = (xi1, xi2, ..., xip)
T
je vektor meritev i-tega primera. Najpogosteǰsa metoda za ocenjevanje parame-
trov je metoda najmanǰsih kvadratov, s katero ocenimo koeficiente vektorja β =
(β0, β1, ..., βp)














Naj bo X matrika dimenzij N × (p + 1), kjer je vsaka vrstica vhodni vektor (z
1 na prvem mestu). Podobno naj bo vektor y N -dimenzionalni vektor izhodnih
podatkov na učni množici. Potem lahko vsoto kvadratov ostankov zapǐsemo:









Slika 2. V tridimenzionalnem prostoru, kjer eno dimenzijo napove-
dujemo s pomočjo dveh, regresijska črta najmanǰsih kvadratov postane
ravnina, ki jo dobimo po metodi najmanǰsih kvadratov [2].
Če ima matrika X poln rang (posledično je XTX pozitivno definitna), lahko prvi
odvod 3.5 enačimo z nič:
XT (y−Xβ) = 0. (3.7)
Z nekaj preurejanja dobimo oceno za β:
β̂ = (XTX)−1XTy. (3.8)
Če matrika X nima polnega ranga, lahko sklepamo na korelacijo med slučajnimi
spremenljivkami znotraj vektorja X. Poleg polnega ranga (torej nekorelacije med
podatki) predpostavljamo še normalno porazdeljenost napake ε v enačbi 3.1 (torej
ε ∼ N(0, σ2ε )) in še ostale predpostavke, opisane na spletni strani [3].
Podrobneǰsa izpeljava linearne regresije se nahaja v knjigi [2] na straneh 43−135.
3.2. Logistična regresija
Logistična regresija je metoda za klasifikacijo podatkov. Primeri uporabe:
(1) Preverjanje, ali je elektronsko sporočilo nezaželjeno (na podlagi vsebine,
pošiljateljev in drugih dejavnikov).
(2) Preverjanje, ali so celice tumorja rakave (glede na podobnost izvidov paci-
entov z rakom).
(3) Preverjanje, ali je kartica ukradena ali ne (nenavadne transakcije v nenava-
dnem času v dnevu itd.).
Pozitivne lastnosti uporabe:
• rezultati se dajo verjetnostno in-
terpretirati,
• lahko se izogne preprileganju,
• enostavna posodobitev.
Negativne lastnosti uporabe:
• ne deluje učinkovito, ko je preve-
liko število napovedi,
• ne opravlja dobro z velikim
številom razredov,
• zanaša se na linearizacijo.
Ideja: Namesto da modeliramo odvisno spremenljivko direktno (kot v linearni
regresiji), logistična regresija modelira verjetnost, da odvisna spremenljivka pripada
7
določenemu razredu pri danih podatkih. Izračunamo verjetnosti, da podatek glede
na svojo vrednost pripada določenemu razredu, in po izgradnji modela na podlagi
teh verjetnosti razvrščamo nove podatke.
3.2.1. Primerjava linearne in logistične regresije: Recimo, da imamo množico po-
datkov A, ki jih lahko klasificiramo v dva razreda (npr. 0 in 1). Logistična regresija
modelira verjetnost, da podatek pade v točno določen razred.
Slika 3. Levo: linearna regresija. Desno: logistična regresija. (Pri-
mer: na abscisi je vrednost stanja na bančnem računu, na ordinati je
verjetnost, da komitent odplača svoje dolgove.) [1]
3.3. Metoda k najbližjih sosedov (KNN)
V praksi ponavadi ne poznamo porazdelitve izhodnih podatkov pogojno na vhodne
(da bi lahko dobili verjetnost, s katero v primeru klasifikacije določujemo, kateremu
razredu pripadajo vhodni podatki kot pri logistični regresiji). Veliko pristopov skuša
oceniti pogojno porazdelitev izhodnih podatkov glede na vhodne podatke in nato
razvrstiti podatke v razrede, ki imajo največjo verjetnost. Ena izmed metod, katere
cilj je oceniti pogojno porazdelitev, je metoda k najbližjih sosedov. [1]
Metoda k najbližjih sosedov je za razliko od linearne regresije neparametrična
metoda, ki spada med najenostavneǰse neparametrične metode. Več primerjav med
metodo k najbližjih sosedov in linearno regresijo je opisanih na straneh 104−109 v
viru [1]. Metoda se uporablja za napovedovanje in klasifikacijo. Primera uporabe:
(1) Bonitetne ocene komitentov (ljudje s podobnimi finančnimi podatki dobijo
podobne bonitetne ocene).
(2) Politika (klasificiranje potencialnega volilca, ali bo volil ali ne in za koga).
Pozitivne lastnosti uporabe:
• brez predpostavk o podatkih,
• enostavnost algoritma,
• relativno visoka natančnost,




• zahteva veliko pomnilnika,
• občutljiv na nepomembne odvi-
sne spremenljivke.
Ideja: Metoda daje primerne uteži k sosedom, tako da bližjim sosedom da večje
uteži k povprečju kot bolj oddaljenim. Pozitivno število k je podano skupaj z
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vzorcem. Izberemo k vnosov naše podatkovne baze, ki so najbližji vzorcu. Najdemo
najpogosteǰsi razred vhodov in ta razred pripǐsemo temu vzorcu.
Matematična razlaga: Glede na pozitivno celo število k in opazovanje x KNN
klasifikator najprej identificira k točk v testni množici, ki so najbližje x. Množico k
najbližjih sosedov označimo z N . Nato metoda oceni pogojno verjetnost za razred
j kot delež točke v N , katerih odzivne vrednosti so enake j:




1(i−ti izhodni podatek =j) (3.9)
Po izračunanih verjetnostih klasifikacije k najbližjih sosedov, metoda izbere razred
z največjo verjetnostjo. (Podrobneǰsa matematična razlaga na straneh 39−42 v [1]
in na straneh 14−18 v [2].)
3.4. Naključni gozdovi
Naključni gozd je vsestranska metoda strojnega učenja, ki lahko izvaja naloge
predikcije in klasifikacije. Prav tako obravnava manjkajoče vrednosti, izredne vre-
dnosti, pomembnost spremenljivk in druge bistvene korake za rudarjenje podatkov.
Gozd izbere klasifikacijo, ki ima največ glasov (več kot ostala drevesa v gozdu) in v
primeru regresije porabi povprečje rezultatov različnih dreves. Metoda naključnih
gozdov lahko dela s tisočimi vhodnimi spremenljivkami, med njimi identificira naj-
pomembneǰse. Zaradi tega spada pod metode zmanǰsevanja dimenzij (zmanǰsevanje
dimenzij pomeni izločanje irelevantnih vhodnih spremenljivk). [2]
Primera uporabe:
(1) Prebeg strank h konkurenčnim mobilnim operaterjem (ljudje z določenimi
lastnostmi in vzorci uporabe).
(2) Predikcija gibanja delnic (napovedovanje glede na trg, preteklo rast, vrednost
ostalih delnic itd.).
Pozitivne lastnosti uporabe:
• učinkovito delovanje na veliki
količini podatkov,
• dobro ocenjevanje manjkajočih
vrednosti.
Negativne lastnosti uporabe:
• za razliko od odločilnih dreves je
rezultate težko interpretirati,
• pogostost primerov preprileganja.
Ideja: Drevesa v gozdovih so konstruirana na sledeč način. Predpostavimo, da
je število primerov v učni množici enako N . Vzorec N primerov je izbran naključno
s ponavljanjem. Ta vzorec služi kot učna množica za novo drevo. Naj bo M število
vhodnih spremeljivk in m < M . V vsakem vozlǐsču se naključno izbere m spremen-
ljivk. Najbolǰsa delitev na m se uporablja za delitev vozlǐsča. Vrednost m je med
večanjem gozda konstantna. Vsako drevo zraste maksimalno. Z združevanjem napo-
vedi n dreves lahko predvidimo nove podatke (vzamemo večino glasov za razvrstitev,
povprečje za predikcijo).
Podrobneǰsa definicija naključnih gozdov najdemo na straneh 587−602 v [2].
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3.5. Metoda podpornih vektorjev (SVM)
Originalno metodo podpornih vektorjev (ang. support vector machine) je iznašel
Vladimir Vapnik2. Model SVM predstavi podatke kot točke v prostoru, ki so razpo-
rejene tako, da se primeri ločenih kategorij delijo z jasno razdaljo, ki je čim širša (glej
sliko 4). Metoda se dobro obnese pri predikciji, odstranjevanju odvečnih podatkov
in klasifikaciji.
Primeri uporabe:
(1) Prepoznavanje obrazov (na katerem delu slike je obraz).
(2) Kasifikacija slik.
(3) Bioinformatika (proteinska klasifikacija).
(4) Prepoznavanje ročne pisave.
Pozitivne lastnosti uporabe:




• slabše delovanje na veliki količini
podatkov,
• slaba učinkovitost pri prekrivanju
ciljnih razredov.
Ideja: Klasifikacija metode podpornih vektorjev je odvisna od podatkov, in sicer
od tega, kako jih lahko ločimo − linearno ali nelinearno. Pri linearni ločitvi metoda
najprej pravilno klasificira učno množico. Med vsemi premicami, ki pravilno ločijo
razreda, izbere tisto, ki ima največjo razdaljo od premici najbližjih točk (v katerikoli
dimenziji). [1]
Slika 4. Linearna razdelitev v dveh dimenzijah. Levo: imamo dva
razreda, prikazana v modri in vijolični barvi. Na sliki so prikazane 3
od mnogih možnih delitev. Desno: premica, dobljena z metodo SVM.
Modra in vijolična mreža označujeta pravilo odločanja, ki ga naredi
klasifikator.[1]
2Vladimir Vapnik (6. 12. 1936) je eden izmed glavnih razvijalcev Vapnik-Chervonenskiseve teo-
rije statističnega učenja. Rodil se je v Sovjetski zvezi, magistriral iz matematike in 29 let bil vodja
oddelka za raziskave v računalnǐstvu na inštitutu v Moskvi (Institute of Control Sciences). Prejel
je vrsto nagrad, v letu 2018 pa je na Univerzi v Londonu prejel Kolmogorovo medaljo. [15]
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Problem nastane, ko se podatki ne morejo linearno ločiti. Ideja je, da se lahko
podatke, ki niso linearno ločljivi v n dimenzionalnem prostoru, loči linearno v več
dimenzionalnem prostoru. Ta metoda se imenuje jedrni trik (ang. kernel trick).
Recimo, da ima meja odločitve (hiperravnina) uteži v vektorju w. Cilj je maksimirati
razdaljo od tega vektorja w do najbližjih točk (podpornih vektorjev). Jedrni trik
omogoča, da če želimo spremeniti naše obstoječe podatke v vǐsje dimenzionalne,
ki nam v večini primerov pomagajo bolje klasificirati podatke (glej sliko 5), ne
potrebujemo natančnega preoblikovanja, ampak potrebujemo le skalarni produkt
podatkov v tem dimenzionalnem prostoru.
Slika 5. Podatki, ločljivi z Gaussovim jedrom [37].
Veliko lažje je pridobiti skalarni produkt v vǐsje dimenzionalnem prostoru kot de-
janske točke v vǐsje dimenzionalnem prostoru. Učinkovita rešitev za preslikavo naših
podatkov v d dimenzionalni prostor so polinomska jedra z uporabo eksponentov d.
Gaussova jedra3 matematično umeščajo naše podatke v neskončno razsežnostni pro-
stor.
Ostale možnosti, kako klasificiramo z metodo SVM, so opisane na straneh 338−355
v [2].
4. Uporaba metod strojnega učenja
Vsaka metoda se na različne načine odziva na ’čudne’ podatke (npr. pri klasifi-
kaciji, ko je delež enega razreda prevladujoč, drugi delež pa je zastopan v manǰsini
kot je npr. 1 % oz. manj).
Metode tekom učenja proizvedejo različne napake in so na različnih tipih podatkov
različno učinkovite. Tekom učenja lahko nastopita dva pojava tako pri klasifikaciji
in pri predikciji − preprileganje in podprileganje.
Preprileganje (ang. overfitting) se nanaša na model, ki se preveč prilega učni
množici. Hrup ali naključna nihanja na učni množici so izbrani in naučeni glede na
učno množico. Pojav je pogosteǰsi pri neparametričnih in nelinearnih modelih, ki
imajo večjo fleksibilnost pri določanju seperativne funkcije.
3O Gaussovih jedrih v viru [2].
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Slika 6. Preprileganje (levo: klasifikacija, desno: predikcija) [17].
Podprileganje (ang. underfitting) se nanaša na model, ki se ne ujema dobro z
učno in testno množico. Podprileganje zlahka zaznamo in se odpravlja na enostaven
način − uporabimo drugačno metodo strojnega učenja.
Slika 7. Podprileganje (levo: klasifikacija, desno: predikcija) [17].
Da se izognemo težavam preprileganja in podprileganja, razdelimo množico podat-
kov na učno in testno množico, kar bomo videli v nadaljevanju. Tehnike odpravljanja




Weka je programsko orodje in zbirka algoritmov strojnega učenja na osnovi ru-
darjenja podatkov. Orodja v programu vključujejo procesiranje podatkov pred ob-
delavo, klasifikacijo, pravila povezovanja, vizualizacijo itd. V večini se znotraj Weke
dela v t.i. Explorerju, ki vsebuje vsa našteta orodja. Uporaba metod v programu je
enostavna in učinkovita.
Slika 8. Uporabnǐski vmesnik programskega orodja Weka.
ARFF (ang. Attribute-Relation File Format) je tekstovni format, narejen za
uporabo v Weki. Format je sestavljen iz večih delov: komentarji (na začetku vrstice
označeni z znakom za procent), relacija, bloki z atributi in podatki. Blok z atributi
vsebuje vse atribute v obliki:
@attribute ime atributa tip atributa
Če atribut zavzame nominalne vrednosti, vse vrednosti naštejemo v zavitih oklepa-
jih, sicer zapǐsemo, kakšen tip lahko vrednosti zavzamejo (numeric, string . . . ). V
omenjenem formatu ni določeno, na katerem atributu se lahko izvaja klasifikacija ali
predikcija.
Podatki, izpisani v vrstnem redu atributov se začnejo z @data in jih naštevamo
na sledeč način:
vrednost11, vrednost12, . . . , vrednost1n.
Vrednosti so ločene z vejicami in so zapisane v predpisanih tipih, na koncu vsake
vrstice pa vejice ni, ampak je le skok v novo vrstico.
Weka testira podatke na štiri načine. Lahko uporabi testno množico, ki jo pred
treniranjem loči od učne množice, s priloženo testno množico, prečnim preverjanjem
(ang. cross-validation) ali s procentualnim razcepom (ang. percantage split).
Pri testiranju se nikoli ne uporablja množica tistih podatkov, na katerih je bil
model zgrajen oz. natreniran.
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Prečno preverjanje je tehnika, ki razdeli celotne podatke na enake dele (se ne
uporablja na veliki količini podatkov, saj je časovno zahtevna, ampak se v takšnih
primerih uporablja procentualni razcep). Ponavadi se v praksi uporablja 10 delov
in se tehnika imenuje 10-delno prečno preverjanje. Če bi uporabili 20-delno prečno
preverjanje, bi to vzelo 2-krat več časa za izvedbo kot 10-delno preverjanje. Določen
tip prečnega preverjanja poskrbi, da so razredi približno enako zastopani v vsakem
delu. Od 10 (oz. od vseh) delov se na devetih izmed teh zgradi model, ki za testno
množico uporabi neuporabljen del podatkov (torej deseti del). Postopek se ponovi
za vse kombinacije, kako od vseh delov vzeti vse razen enega. Rezultati so povprečje
vseh izvedb. [20]
Procentualni razcep razdeli podatke na učno in testno množico. Lahko izberemo
procent, ki ponazarja delež podatkov, ki so v učni množici. Na ostalih podatkih se
izvede testiranje. [21]
Weka izpǐse rezultate v okencu classifier output, kjer dobimo naslednje informacije:
– opis podatkov,
– število pravilno in nepravilno klasificiranih primerov,
– statistični kazalci4 (Kappa statistika, srednja absolutna napaka, koren srednje
kvadratične napake, relativna absolutna napaka, koren relativne kvadratične
napake),
– matirka napačnih klasifikacij,
– podrobneǰse ocene po razredu [19].
Matrika napačnih klasifikacij je posebna dvodimenzionalna tabela:
ocenjeno pozitivni ocenjeno negativni
primeri primeri
(Ŷ = 1) (Ŷ = 0)
pozitivni pravilno razvrščeni nepravilno razvrščeni
primeri pozitivni primeri negativni primeri
(Y = 1) (ang. true positives) (ang. false positives)
negativni nepravilno razvrščeni pravilno razvrščeni
primeri pozitivni primeri negativni primeri
(Y = 0) (ang. false negatives) (ang. true negatives)
Tebela 1: Matrika napačnih klasifikacij.
Tabela omogoča podrobneǰso analizo kot zgolj delež pravilnih klasifikacij [27]. S
pomočjo matrike napačnih klasifikacij lahko izračunamo občutljivost (TPR) (meri
delež dejanskih pozitivnih rezultatov, ki so pravilno identificirani) in posebnost
(TNR) (meri dejanski delež negativnih rezultatov, ki so pravilno identificirani).
TPR =




število pravilno ocenjenih negativov
število negativov
. (4.2)
Izračunamo lahko še napako 1. vrste (verjetnost, da ocenimo za pozitivno, če
negativno) in napako 2. vrste (verjetnost, da ocenimo za negativno, če pozitivno).
4Kazalci so opisani v nadaljevanju.
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Napaka 1. vrste =
število napačno ocenjenih pozitivov
število negativov
, (4.3)
Napaka 2. vrste =
število napačno ocenjenih negativov
število pozitivov
. (4.4)
Kappa statistika je merilo, kako natančno se primeri, ki jih je razvrščeval klasi-
fikator strojnega učenja, ujemajo s podatki, ki so znani kot splošna resnica in ki nad-
zorujejo točnost naključnega klasifikatorja, merjenega s pričakovano natančnostjo.
Koeficient κ meri ujemanje med dvema ocenjevalcema, kjer vsak klasificira N ele-





kjer je p0 relativno opazovano ujemanje med dvema ocenjevalcema:
p0 =
št. pravilno razvrščenih primerov
število vseh primerov
. (4.6)
Količina pe je hipotetična verjetnost naključnega ujemanja z uporabo opazovanih








kjer je nki število dogodkov, ko ocenjevalec i predvideva razred k. Če sta ocenjevalca
v popolnem ujemanju, je κ = 1. Če med ocenjevalci ni drugega ujemanja, razen
naključnega, potem je κ = 0. Več o kappa statistiki v viru [22].
Srednja absolutna napaka (ang. mean absolute error − MAE) meri razliko
med dvema zveznima spremenljivkama. Naj bosta X in Y spremenljivki opazovanih
parov istega pojava. Opazovanja si lahko predstavljamo kot točke v ravnini, kjer
ima točka i koordinate (xi, yi). Srednja absolutna napaka je povprečna navpična
razdalja med vsako točko in premico Y = X:
MAE =
∑n
i=1 |yi − xi|
n
. (4.8)
Več o srednji absolutni napaki v viru [23].
Koren srednje kvadratične napake (ang. root mean square error − RMSE)
predstavlja kvadratni koren drugega vzorčnega momenta razlik med predvidenimi
in opazovanimi vrednostmi ali kvadratno sredino teh razlik. Ostale lastnosti in
izpeljave v viru [24].
Relativna absolutna napaka (ang. relative absolute error - RAE):
RAE =
∑n
i=1 |ŷi − yi|∑n
i=1 |ȳ − yi|
, (4.9)
kjer je n število testnih primerov, ŷi napovedana vrednost in ȳ povprečna vrednost.
Več informacij o relativni absolutni napaki v viru [25].
Koren relativne kvadratične napake (ang. root relative squared error) je
relativen glede na to, kaj bi bilo, če bi bil uporabljen enostaven prediktor (povprečje
dejanskih vrednosti). Tako relativna kvadratična napaka vzame skupno kvadratično
napako in jo normalizira z delitvijo s skupno kvadratično napako enostavnega pre-
diktorja. [26]
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4.2. Uporaba in primerjava različnih metod strojnega učenja na
primeru klasifikacije v Weki
Kratek opis podatkov: Primer za klasifikacijo je del zbirke podatkov na uradni
spletni strani Weke [16]. Primer je opis kreditnih prevar komitentov v Nemčiji.
– Število podatkov: 1000.
– Število atributov: 20 (7 numeričnih in 13 kategorijskih).
– Atributi: poročila plač za najmanj eno leto, čas v mesecu, tip nakupa, stanje
na računu, podatki o morebitnih varčevalnih računih, trenutna zaposlenost
(in trajanje), imetje, nacionalnost imetnika kartice (tuje/domače) itd.
Klasifikacijo bomo izvedli s štirimi metodami: logistični regresiji, metodi k naj-
bližjih sosedov, metodi naključnih gozdov in metodi podpornih vektorjev (za delje-
nje podatkov bomo na vseh metodah uporabili prečno preverjanje na isti razdelitvi
podatkov). Zgraditi želimo čim bolǰsi model, ki bo glede na lastnosti komitenta naj-
bolje napovedal, ali bo komitent dober ali slab za banko (v nadaljevanju za dobrega
komitenta uporabljamo številko 1 in za slabega komitenta številko 2).
Cenovna matrika (matrika, pri kateri je element cena napačne razvrstitve, torej
da za y napovemo razred X, če dejansko spada v razred Y ) zgornjega primera:
ocenjen kot dober ocenjen kot slab
dober 0 1
slab 5 0
Tebela 2: Cenovna matrika primera prevar komitentov.
Vrste cenovne matrike predstavljajo pravilno klasifikacijo, stolpci pa napovedano
klasifikacijo. Slabše je, če komitenta ocenimo za dobrega, če je slab (5), kot če
dobrega komitenta ocenimo za slabega (1).
Rezultati in interpretacija
Opomba: srednja absolutna napaka, koren srednje kvadratične napake, relativna
absolutna napaka in koren relativne kvadratične napake pri klasifikaciji nimajo nu-
meričnega pomena (saj klasificiramo v razrede), so pa dodani zaradi popolnega
prikaza izpisa v Weki.
Logistična regresija:
pravilno Kappa srednja koren srednje relativna koren relativne
klasificirani statistika absolutna kvadratične absolutna kvadratične
primeri napaka napake napaka napake
75, 2 % 0, 375 0, 3098 0, 4087 73.7 % 89.2 %







Tebela 4: Matrika napačne klasifikacije.
Metoda logistične regresije v tem primeru pravilno klasificira 75, 2 % primerov. Če
upoštevamo cenovno matriko, dobimo iz matrike napačne klasifikacije ceno metode:
153 ∗ 5 + 95 = 860. Cena nam pove, da se metoda ne izkaže za tako dobro, saj več
kot polovico pomembnih primerov napačno klasificiramo (pomembno je, da slabe
komitente ocenimo za slabe, metoda pa je v 51 % slabe primere ocenila za dobre).
Metoda k najbližjih sosedov:
Metodo uporabimo za različne k-je: 1, 5, 10, 50 100, 500.
pravilno Kappa srednja koren srednje relativna koren relativne
k klasificirani statistika absolutna kvadratične absolutna kvadratične
primeri napaka napake napaka napake
1 72 % 0, 3243 0, 2805 0, 5286 66.7 % 115, 3 %
5 74, 2 % 0, 3167 0, 3197 0, 4274 76, 1 % 93, 3 %
10 74 % 0, 2442 0, 3353 0, 4199 79, 8 % 91, 6 %
50 71, 8 % 0, 1143 0, 3592 0, 4208 85, 5 % 91, 8 %
100 70, 2 % 0, 0172 0, 3667 0, 4236 87, 2 % 92, 4 %
500 70 % 0 0, 4 0, 4443 95, 2 % 96, 9 %
Tebela 5: Rezultati primera.
Matrika napačne klasifikacije:
k = 1 k = 5 k = 10 k = 50 k = 100 k = 500
dober slab dober slab dober slab dober slab dober slab dober slab
dober 567 133 624 76 665 35 686 14 697 3 700 0
slab 147 153 182 118 225 75 268 32 295 5 300 0
cena 868 986 1160 1345 1478 1500
Tebela 6: Matrika napačne klasifikacije.
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Z večanjem k se veča cena. Kljub manǰsi natančnosti pri k = 1 je cena nižja od
primerov k > 1. Ker je za nas pomembneǰsa pravilna klasifikacija slabih strank,
je v tem primeru najbolǰsi model pri k = 1. Zavedati pa se moramo, da lahko pri
manǰsih k-jih pride do preprileganja podatkov.
Pri k = 500 metoda vse podatke klasificira kot dobre, pri k = 1 pa imamo sko-
raj enak procent napačno ocenjenih neželjenih primerov (49 %) kot pri logistični
regresiji. Z večanjem k se število ocen za dober večajo, kar v primeru ugotavlja-




Število iteracij nastavimo na 1000, število atributov (napovednih spremenljivk)
označimo s črko n. Metodo uporabimo na 3 maksimalnih globinah drevesa (v ta-
beli: maxD): 0 (kar v Weki pomeni neskončno), 5 in 10, in na številih napovednih
spremenljivk: 1, 5, 10 in 20.
pravilno Kappa srednja koren srednje relativna koren relativne
n klasificirani statistika absolutna kvadratične absolutna kvadratične
primeri napaka napake napaka napake
maxD = 0
1 74 % 0, 2131 0, 358 0, 4098 85, 2 % 89, 4 %
5 77 % 0, 3817 0, 3383 0, 4028 80, 5 % 87, 9 %
10 76, 9 % 0, 4101 0, 3313 0, 4065 78, 8 % 88, 7 %
20 74, 9 % 0, 3769 0, 3245 0, 4147 77, 2 % 90, 5 %
maxD = 5
1 71, 1 % 0, 0531 0, 3799 0, 4223 90, 4 % 92, 1 %
5 75, 9 % 0, 3268 0, 3457 0, 4035 82, 3 % 88, 0 %
10 77, 1 % 0, 4043 0, 3344 0, 4048 79, 6 % 88, 3 %
20 75, 1 % 0, 3806 0, 3272 0, 4138 77, 9 % 90, 3 %
maxD = 10
1 74, 1 % 0, 2094 0, 3594 0, 4102 85, 5 % 89, 5 %
5 77, 5 % 0, 3932 0, 3383 0, 4026 80, 5 % 87, 9 %
10 77, 1 % 0, 4152 0, 3314 0, 4066 78, 9 % 88, 7 %
20 74, 9 % 0, 3769 0, 3246 0, 4147 77, 2 % 90, 5 %
Tebela 7: Rezultati primera.
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Matrika napačne klasifikacije:
n = 1 n = 5 n = 10 n = 20
maxD = 0
dober slab dober slab dober slab dober slab
dober 682 18 645 55 620 80 596 104
slab 242 58 175 125 151 149 147 153
cena 1228 930 835 839
maxD = 5
dober slab dober slab dober slab dober slab
dober 699 1 657 43 630 70 598 102
slab 288 12 198 102 159 141 147 153
cena 1441 1033 865 837
maxD = 10
dober slab dober slab dober slab dober slab
dober 686 14 649 51 621 79 596 104
slab 245 55 174 126 150 150 147 153
cena 1239 921 829 839
Tebela 8: Matrika napačne klasifikacije.
Cene za različne maksimalne globine dreves povedo, da je bolǰse, če imamo večje
število atributov, ki pomagajo k natančneǰsi klasifikaciji. Lahko se zgodi, da so ne-
kateri atributi bolj uporabni za klasifikacijo kot drugi, in ravno to nam tudi pove
metoda naključnih gozdov. Iz matrike napačne klasifikacije lahko sklepamo, da je
pomembnih atributov gotovo več kot 5 (od 20).
Pravilna klasificiranost je odvisna od števila uporabljenih atributov in maksimalne
globine, vendar se procenti gibljejo okrog podobnih kot v logistični regresiji in metodi
k najbližjih sosedov.
Iz matrike napačne klasifikacije je razvidno, da je za bolǰso klasifikacijo potrebno
večje število atributov (ne nujno uporaba vseh). Število napačno uvrščenih slabih
komitentov je pri vključitvi vseh atributov enako in tudi enako procentu pri metodi
k najbližjih sosedov (49 %).
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Metoda podpornih vektorjev
Metodo podpornih vektorjev bomo uporabili za različne stopnje polinomskega
jedra: polinomi 1., 3. in 10. stopnje, in za različne parametre C (parameter C pove,
koliko se želimo izogniti napačnemu razvrščanju učnih primerov): 1, 0, 0001 in 1000.
pravilno Kappa srednja koren srednje relativna koren relativne
C klasificirani statistika absolutna kvadratične absolutna kvadratične
primeri napaka napake napaka napake
polinom 1. stopnje
1 75, 1 % 0, 3654 0, 249 0, 499 59, 3 % 108, 9 %
0.0001 70 % 0 0, 3 0, 5477 71, 4 % 119, 5 %
1000 75, 6 % 0, 3924 0, 244 0, 494 58, 1 % 107, 8 %
polinom 3. stopnje
1 71, 9 % 0, 3416 0, 281 0, 5301 66, 9 % 115, 7 %
0.0001 71, 3 % 0, 0621 0, 287 0, 5357 68, 3 % 116, 9 %
1000 71, 9 % 0, 3416 0, 281 0, 5301 66, 9 % 115, 7 %
polinom 10. stopnje
1 74, 1 % 0, 2717 0, 259 0, 5089 61, 6 % 111, 1 %
0.0001 74, 1 % 0, 2717 0, 259 0, 5089 61, 6 % 111, 1 %
1000 76, 9 % 0, 2717 0, 259 0, 5089 61, 6 % 111, 1 %
Tebela 9: Tabela rezultatov.
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Matrika napačne klasifikacije:
C = 1 C = 0.0001 C = 1000
polinom 1. stopnje
dober slab dober slab dober slab
dober 610 90 700 0 601 99
slab 159 141 300 0 145 155
cena 885 1500 824
polinom 3. stopnje
dober slab dober slab dober slab
dober 551 149 699 1 551 149
slab 132 168 286 14 132 168
cena 809 1431 809
polinom 10. stopnje
dober slab dober slab dober slab
dober 651 49 651 49 651 49
slab 210 90 210 90 210 90
cena 1099 1099 1099
Tebela 10: Matrika napačne klasifikacije.
Pri majhnih C-jih so napake veliko večje kot pri velikih C-jih. Ko je C = 10−4, pri
polinomih manǰse stopnje pride do podprileganja. Glede na primer so torej najbolǰse
ocene pri večjih C-jih, za polinome vǐsjih stopenj pa v tabeli opazimo neodvisnost
rezultatov od C-jev.
Najbolǰsi rezultati vseh metod je pri polinomu 3. stopnje za C = 1 in C = 1000,
kjer najmanjkrat slabe komitente ocenimo za dobre (44 %).
Ugotovitve
Po rezultatih lahko sklepamo, da so si podatki med sabo zelo podobni in jih je
težko klasificirati v dva razreda. Weka ob začetku grajenja modela ne daje možnosti,
ki bi omogočala upoštevanje cenovne matrike. Posledično je število dobro ocenjenih
slabih komitentov relativno visoko, kljub temu da nam je pomembno slabe komitente
oceniti za slabe in ne za dobre.
Metode so si po dobljenih rezultatih precej podobne.
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5. Nevronske mreže
Povod za razvoj nevronskih mrež v strojnem učenju in umetni inteligenci je razu-
mevanje delovanja človeških možganov − povezave med nevroni. Toda za razliko od
bioloških možganov, kjer se lahko vsak nevron poveže s katerim koli drugim nevro-
nom z določeno fizično razdaljo, imajo umetne nevronske mreže diskretne plasti. Ne-
vronske mreže so torej navdihnjene po bioloških nevronih in električnih povezavah,
ki jih pošiljajo − od ”vhodnih podatkov”, procesiranja in ”izhodnih podatkov”(npr.
nek dražljaj na roki možgani sprejmejo, procesirajo in vrnejo neko informacijo kot
so temperatura, trdnost, bolečina itd.).
Ena izmed največjih pomankljivosti nevronskih mrež je, da nad njimi ne moremo
imeti nadzora (ne vemo, kaj točno počnejo). Primer, ki ilustrira ta problem, se je
zgodil amerǐski vojski v 60-ih letih preǰsnjega stoletja. Amerǐska vojska je želela
uporabiti nevronske mreže za prepoznavanje zakamufliranih tankov nasprotnikov.
Mrežo so učili na slikah tankov in gozdov in ob testiranju dobili impresivne rezultate
− pravilnost je bila 100 %, torej je stroj vedno zadel, kdaj je na sliki tank in kdaj
zgolj drevesa. Zadevo so poslali naprej na Pentagon, tam pa so jo zavrnili. Ugotovili
so, da stroj ni prepoznal razlike med tankom in drevesi, ampak med oblačnim in
sončnim dnem. Namreč, slike z gozdovi so bile posnete na sončne dneve, tanki pa
na oblačne. [33]
Kljub temu pa se nevronske mreže izkažejo za zelo učinkovite in uporabne na
večih področjih:
(1) Prepoznavanje vzorcev, objektov (z radarjem).
(2) Predvidevanje obnašanja časovnih vrst.
(3) Nadzorovanje (npr. samovozeči avtomobili).
(4) Prepoznavanje anomalij (prepoznavanje primerov, ki se ne skladajo z vzor-
cem).
(5) Preverjanje kvalitete izdelave trdih diskov.
(6) Preverjanje podpisov na čekih (izkazalo se je, da so nevronske mreže veliko
bolj učinkovite kot strokovnjaki za preverjanje podpisov, ki so naredili več
napak).
Pozitivne lastnosti uporabe:
• skoraj poljubna kompleksnost po-
datkov,
• učinkovito upravljanje z variabil-
nostjo podatkov.
Negativne lastnosti uporabe:
• nepoznavanje razlogov za rezul-
tate,
• za učinkovitost je potrebna velika
količina podatkov.
Nevronske mreže delimo glede na kriterije [29]:
(1) topologija nevronske mreže (brez nivojev, enonivojske usmerjene nevronske
mreže, večnivojske usmerjene nevronske mreže, dvosmerni asociativni po-
mnilnik),
(2) namen nevronske mreže (avtoasociativni pomnilnik, heteroasociativni po-
mnilnik, časovni asociativni pomnilnik, klasifikacija, razvrščanje, samoorga-
nizacija in urejanje),
(3) pravilo učenja (Hebbovo pravilo, pravilo delta, tekmovalno pravilo, pozablja-
nje),
(4) funkcija kombiniranja vhodov nevrona v izhod (funkcija aktivacije, izhodna
funkcija).
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Najpogosteje uporabljeni tipi nevronskih mrež so [30]:
• Večplastni perceptron (ang. multilayer perceptron −MLP) ima tri ali več
plasti. Uporablja nelinearno aktivacijsko funkcijo (predvsem hiperbolično
tangento ali logistično funkcijo), ki omogoča razvrščanje podatkov, ki niso
linearno ločljivi. Vsako vozlǐsče v plasti se poveže z vsakim vozlǐsčem v na-
slednji plasti, tako da je mreža med plastmi popolnoma povezana. Primer
uporabe večplastne perceptronove obdelave je prepoznavanje govora. Ta tip
nevronskih mrež je sestavljen iz večih plasti računskih enot, ki so med sabo
ponavadi povezane na usmerjeni način (ang. feed forward way). Vsak ne-
vron v eni plasti usmeri povezave na nevrone naslednje plasti. Usmerjena
nevronska mreža (ang. feed forward neural network) je bila prva in najpre-
prosteǰsa vrsta umetnih nevronskih mrež. V usmerjenih mrežah se podatki
premikajo le v eno smer − naprej, od vhodnih vozlǐsč, prek skritih (če ob-
stajajo) in do izhodnih vozlǐsč. V mreži ni ciklov ali zank. [31]
Slika 9. Nevronska mreža je regresijski ali klasifikacijski model,
običajno predstavljen z mrežnim diagramom, kot je prikazano na sliki.
Primer nevronske mreže z vhodno plastjo (rumena), s petimi skritimi
plastmi (modra) in izhodno plastjo (oranžna). [28]
Oglejmo si delitev tipov nevronskih mrež glede na topologijo.
• Konvolucijska nevronska mreža (ang. convolutional neural network −
CNN) vsebuje eno ali več plasti, združuje ali popolnoma povezuje in upo-
rablja različico večplastnih perceptronov. Plasti konvolucijske mreže upo-
rabljajo konvolucijsko operacijo, ki iz vhoda prenaša rezultat na naslednjo
plast. Ta postopek omogoča, da je omrežje globlje z veliko manj parametri.
Konvolucijske nevronske mreže se najpogosteje uporabljajo za prepoznavo
objektov na sliki.
• Rekurzivna nevronska mreža (ang. recursive neural network − RNN)
je vrsta globoke nevronske mreže, ki se oblikuje rekurzivno z uporabo iste
množice uteži preko strukture, tako da naredi strukturirano napoved nad
vhodnimi strukturami s spremenljivo velikostjo (ali skalarno napoved na
njej), tako da uredi določeno strukturo v topološkem vrstnem redu. Re-
kurzivne nevronske mreže so učinkovite pri analizi naravnega jezika.
• Ponavljajoča se nevronska mreža (ang. recurrent neural network ali
long short term memory − LSTM) je vrsta rekurzivne umetne nevronske
mreže, kjer povezave med nevroni ustvarijo usmerjeni cikel. To pomeni, da je
izhod odvisen ne samo od sedanjih vhodov, ampak tudi od stanja preǰsnjega
koraka. Ta tip nevronske mreže se uporablja za primere, ko podatki izvirajo
iz časovne vrste, torej napovedujemo na podlagi zaporednih dogodkov.
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Ideja usmerjenih nevronskih mrež. Gradniki nevronskih mrež so nevroni in
sinapse (sinapse so povezave med nevroni, ki določajo topologijo nevronske mreže;
vsaka sinapsa ima utež). Vhodni podatki spremenijo stanje in izhode izbranih ne-
vronov. Spremembe nevronov se prenašajo po sinapsah. Nevron ob spremembi
vhodov na sinapsah izačuna oz. spremeni izhod. Postopek se ustavi, ko se nevroni
oz. izhodi ustalijo. Slika 10 prikazuje sestavo nevrona.
Slika 10. Skica nevrona.
Za vsak atribut vhodne spremenljivke imamo en nevron; če imamo regresijo,
imamo en izhodni nevron, če gre za klasifikacijo, imamo za vsak razred izhodni
nevron. Če želimo naučiti nevronsko mrežo, da opravi neko nalogo, moramo pri-
lagoditi uteži, tako da je napaka med željenim in dejanskim izhodnim signalom
najmanǰsa možna. Vsaki sinapsi pripǐsemo realno število, ki ga imenujemo utež in
označimo z w. Poznamo dve vrsti uteži − pospeševalne in zaviralne. Pozitivna utež
predstavlja pospeševalno povezavo, negativna pa zaviralno.
Z algoritmom vzvratnega razširjanja napake lahko izračunamo, kako je napaka
odvisna od točno določene uteži v nevronski mreži (ki ima lahko poljubno veliko
plasti). Osnovni koraki algoritma so:
• Za vektor uteži izberemo poljubna majhna števila. Z rezultati ocenimo iz-
hodne vrednosti in vrednosti vseh vmesnih vozlǐsč.
• Izračunamo, kako hitro se spremeni napaka, če spremenimo aktivnost izho-
dne enote. Razliko med željeno in dejansko vrednostjo dobimo z odvajanjem
napake po uteži (tukaj upoštevamo neodvisnost uteži med sabo in neodvi-
snost uteži in vozlǐsč).
• Izračunamo, kako hitro se spremeni napaka, če se spremeni utež nižje plasti.
• Ponavljamo, dokler ne pridemo do vhodne plasti.
(Povzeto po [38].)
Osnovna matematična ideja algoritma vzvratnega razširjanja napake.
Algoritem vzvratnega razširjanja napake je posplošitev pravila delta za nevronsko
mrežo, ki ima samo vhodno in izhodno plast.
– Aktivacijska funkcija φ(v) vrne rezultat glede na vhodne podatke nevrona,
ki so uteženi izhodni podatki predhodnih nevronov.
– Sprememba ∆w predstavlja spremembo uteži v iteraciji.
– Parameter η določa hitrost učenja.
– Vektor v = wT vsebuje uteži.
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Začetne vrednosti vektorja w nastavimo naključno. Želimo minimizirati ciljno funk-
cijo E, ki je kvadrat razlike med dejansko vrednostjo y in ocenjeno vrednostjo




















= −2(y − φ(wTx))φ′(v)xi.
Odvod nam da smer spremembe:
∆w = η(y − φ(wTx))φ′(v)x. (5.2)





















– indeksi ravni nevronov: 0 je raven vhodnih nevronov, L+1 je raven izhodnih
nevronov in indeksi med 1 in L ravni skritih nevronov;
– w
(l)
ji utež sinapse med j-tim nevronom ravni l− 1 in i-tim nevronom ravni l;
– v
(l)
















Podrobneǰsi opis nevronskih mrež in vzvratnega razširjanja napake najdemo v viru
[2].
6. Python in knjižnica TensorFlow
TensorFlow je odprtokodna programska knjižnica za programiranje podatkovnih
tokov pri različnih nalogah. To je matematična knjižnica za simbolično računanje
in se uporablja tudi v strojnem učenju, kot so nevronske mreže. Knjižnico upo-
rablja Google za raziskave in produkcijo, pogosto kot nadomestilo zaprtokodnemu
predhodniku DistBelief [34].
Slika 11. Logo knjižnice TensorFlow [34].
V nadaljevanju bomo uporabili odprtokodno knjižnico Keras, ki v ozadju upo-
rablja knjižnico TensorFlow, saj omogoča bolǰso preglednost kode. Keras vsebuje
številne implementacije pogosto uporabljenih gradnikov nevronskih mrež, kot so pla-
sti, aktivacijske funkcije, optimizatorji in številna orodja, ki olaǰsajo delo s slikami
in besedilnimi podatki. [39]
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6.1. Uporaba globokih nevronskih mrež s knjižnico Keras
Za primer bomo uporabili podatke iz spletne strani Kaggle [35], ki je platforma
za tekmovanje napovednega modeliranja in analize, kjer tekmovalci in t.i. rudarji
podatkov ǐsčejo najbolǰse modele za napovedovanje in opis podatkov, danih s strani
ostalih uporabnikov in podjetij.
Podatki so v naslednji obliki:
– Število podatkov: 30.000.
– Število atributov: 25 (vrednost limita, spol lastnika, izobrazba, zakonski
status, starost, zadnja plačila, poravnane obveznosti itd.).
Podatki vsebujejo 22,12 % komitentov, ki so klasificirani kot slabi (vrednost
stolpca Class = 0, če je komitent ocenjen kot dober, v nasprotnem primeru pa
je Class = 1). Najprej bomo naučili nevronske mreže z različnimi parametri, kjer
bomo podatke razdelili na učno in testno množico (učna množica predstavlja 70 %
podatkov). Pri delitvi podatkov poskrbimo za enako zastopanost vsakega razreda v
obeh množicah.
Nevronske mreže bomo naučili tudi na podatkih, ki bodo bolj uravnoteženi. Za
reševanje problemov neuravnoteženih podatkov se med drugim uporablja SMOTE
(ang. Synthetic Minority Oversampling Technique), katerega glavna ideja je ustvar-
jati sintetične primere. Ti se ustvarijo kot linearna kombinacija prej določenega
števila sosedov istega tipa [41].
Opis kode
Uvoz knjižnic pandas [42] in numpy [43]:
import pandas as pd
import numpy as np
Uvoz podatkov v csv formatu:
data = pd.read_csv(’../ podatki/credit_card.csv’)
# preimenovanje stolpca z razredi
data.rename(columns={’default.payment.next.month’:’Class’},
inplace=True)
data.drop([’ID’], axis=1, inplace = True)
Razdelitev podatkov na učno in testno množico in ločitev vseh ostalih podatkov
od stolpca Class :
X_train = np.array(data_train.loc[:,
data_train.columns != ’Class ’])
y_train = np.array(data_train.loc[:,
data_train.columns == ’Class ’])
X_test = np.array(data_test.loc[:, data_test.columns != ’Class’])
y_test = np.array(data_test.loc[:, data_test.columns == ’Class’])
# 1) ne uporabimo algoritma SMOTE
from imblearn.over_sampling import SMOTE
X_train_res , y_train_res = X_train , y_train.ravel()
# 2) uporabimo algoritem SMOTE
sm = SMOTE(random_state = 2)
X_train_res , y_train_res = sm.fit_sample(X_train , y_train.ravel())
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Grajenje in treniranje nevronskih mrež glede na različne parametre, in shranjeva-
nje rezultatov v tekstovno datoteko:
# uvoz potrebnih knjiznic
import keras
from sklearn.metrics import confusion_matrix
from sklearn.utils import class_weight
...
# tekstovna datoteka (ustvari , ce je ni in vpise stolpce tabele)
...
# opisna koda funkcije nevronska_mreza ()
network = Sequential ()
ustvarimo 3 skrite plasti glede na dane parametre (po vsaki plasti
izvedemo dropout)
zadnja plast: network.add(Dense(1, activation = ’sigmoid ’))
network.compile(loss = ’binary_crossentropy ’, optimizer=’adam’,
metrics=[’accuracy ’])
network.fit(X_train_res , y_train_res , epochs = epoch ,
verbose = 1, batch_size = batch_size ,
validation_data = (X_test , y_test))
score , acc = network.evaluate(X_test , y_test)
# z matriko napacne klasifikacije dobimo stevilo slabih
# dobro ocenjenih primerov
confusion_matrix(y_pravilno , y_napovedano)[1][0]
rezultate zapisemo v tekstovno datoteko
Privzete vrednosti parametrov so povzete po viru [45]:
(1) velikost serije (ang. Batch Size) predstavlja število učnih primerov, ki jih
uporabimo v enem koraku: 10;
(2) epoha (ang. Epoch) pove, kolikokrat algoritem vidi celotne podatke: 10;
(3) optimizator (ang. Optimizer): adam (adam je optimizacijski algoritem, upo-
rabljen namesto klasičnega stohastičnega gradientnega spusta, ki iterativno
posodablja uteži v nevronski mreži na učni množici);
(4) stopnja učenja (ang. Learning Rate): 0.01 (če je stopnja učenja premajhna,
bo učenje nevronske mreže napredovalo zelo počasi, saj so posodobitve uteži
zelo majhne, če pa je stopnja učenja previsoka, lahko povzroči divergenco
funkcije izgube);
(5) inicializacija (ang. Initializer): uniform (tehnika za izbiro inicializacije uteži
v nevronski mreži za vsako utež izbere naključno vrednost, porazdeljeno po
enakomerni porazdelitvi);
(6) aktivacijska funkcija (ang. Activation Function): ReLU (aktivacija linearne
enote);
(7) stopnja osipa (ang. Dropout Rate) služi preprečevanju preprileganja z opuščanjem
določenega procenta skritih in vidnih enot: 0;
(8) število nevronov (ang. Units) v treh skritih plasteh: 12.
S spreminjanjem privzetih vrednosti parametrov želimo čim bolǰsi model za klasi-
fikacijo danega primera. Pri napovedovanju je poleg visoke ocene pomembno, da v
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čim manǰsem številu slabe komitente ocenimo za dobre (kot v primeru prvega dela
diplomske naloge).
6.2. Rezultati
Za grajenje nevronske mreže in modela smo spreminjali različne parametre (sto-
pnjo učenja, aktivacijsko funkcijo in število nevronov v posamezni skriti plasti). Pa-
rametre v nevronskih mrežah moramo večinoma določiti empirično, saj ne obstaja
način, ki bi vedno določil najbolǰse parametre. V našem primeru je bilo izgrajeno
toliko modelov, kolikor je kombinacij parametrov, ki se jih spreminja.
Za stopnjo učenja smo si izbrali dovolj strog pogoj, ki ga nismo spreminjali
(0, 001). Prav tako smo nastavili inicializacijo na enakomerno in stopnjo osipa na
20 %. Tako smo nekaj podatkov fiksirali in opazovali spremembe samo na treh pa-
rametrih − stopnji učenja, aktivacijski funkciji in številu nevronov v skritih plasteh.
Večino modelov je na testnih primerih dosegla okrog 50 % ali okrog 75 % pravil-
nost. Velikokrat je prǐslo do primerov, ko je model vse podatke ocenil za dobre ali
vse za slabe, saj si je s tem zagotovil vǐsjo natančnost, kljub napačni klasifikaciji
ostalih primerov. To je lahko posledica lokalnega ekstrema v funkciji, na podlagi
katere optimiziramo nevronsko mrežo. Druga razlaga je, da model ni našel povezave
med podatki in ciljno spremenljivko. Možno je tudi, da se model, zaradi uporabe
SMOTE algoritma, preprilega vhodnim podatkom.
Če pogledamo matriko napačnih vzorčenj, lahko vidimo, koliko komitentov označi-
mo za slabe in to niso, ter koliko jih označimo za dobre, pa gre za slabe. Kot pri
komitentih v prvem delu diplomske naloge, nam je tudi tukaj pomembno, da imamo
čim manj tistih, ki so klasificirani kot dobri, v resnici pa so slabi. Na podlagi tega
tudi nek model razglasimo za dober oz. slab. Najslabši so primeri, ko vse komitente
razglasimo za dobre, torej vsakega slabega spregledamo. Do teh primerov pride
kar nekajkrat, saj je natančnost modela 77, 88 %, kar je točno delež vseh dobrih
komitentov. Tukaj vidimo problem, ki lahko nastane pri klasifikaciji neuravnoteženih
podatkov, ali pa podatkov, kjer napovedne spremenljivke niso zelo odvisne od ciljne.
Točnost se spreminja tudi glede na število nevronov v posameznih plasteh. Največ
preprileganja se pojavi, ko je v vsaj eni plasti število nevronov velikosti 150, ni pa
nujno, da se preprileganje pri takem številu nevronov zgodi.
Aktivacijska funkcija tanh se v povprečju ni izkazala za bolǰso od ReLU − nekje je
bila napaka sicer manǰsa, pa so zato napačno ocenjeni primeri zlorabljenih kartic bili
vǐsji. Lahko bi poskusili še uporabiti sigmoidno aktivacijsko funkcijo v izhodni plasti
pri vseh kombinacijah. A v primerih, v katerih je bila uporabljena, je velikokrat
prǐslo do vračanja enoličnih vrednosti, ali pa do istih vrednosti, kot so bile vrnjene
z drugimi aktivacijskimi funkcijami.
Torej, eden izmed bolǰsih modelov, ki so bili usvarjeni v zgoraj navedenem po-
stopku, je tak, ki se izvaja deset epoh, deset učnih primerov, ima tri skrite plasti,
katerih število nevronov je deset, petdeset in stopetdeset. Izhodna aktivacijska funk-




Tebela 11: Matrika napačne klasifikacije in pravilnost.
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Ker na rezultat lahko kdaj vplivajo nepomembne napovedne spremenljivke, pre-
verimo njihovo pomembnost s pomočjo metode naključnega gozda. Izvemo, da ni
nobene napovedne spremenljivke, ki bi bila nepomembna ali podvojena v primeru
naključnega gozda.
Slika 12. Izpis rezultatov v programu Weka, ki prikaže pomembnost
atributov (vǐsja kot je števillka, pomembneǰsi je atribut).
Metoda, ki se bolǰse obnese na teh podatkih, je naključni gozd. Ta doseže vǐsjo
natančnost, hkrati pa tudi manǰse preprileganje. Ima še dodatno prednost, hitrega
učenja in pregledneǰsega pravila odločanja. Možno je, da bi se nevronska mreža z
drugačnimi parametri odrezala bolǰse, vendar se tu tudi z več skritimi plastmi ni,
kvečjemu slabše. Velika verjetnost je, da je tip podatkov in problema tak, da je težje
rešljiv z nevronsko mrežo oz. da za dobro rešljivost rabi sprecifične parametre, ki se
najdejo s poskušanjem.
Na spletni strani Kaggle zaenkrat ni veliko objavljenih rešitev za te podatke.
Vseeno pa obstaja primer [46], kjer je bila dosežena 82 % natančnost. V tem primeru
se kot algoritem prav tako uporabljajo nevronske mreže, zgrajene iz treh plasti.
Razlika pa je v tem, da je za izhodno aktivacijsko funkcijo uporabljena funkcija
softmax. Drugačno je tudi število nevronov, saj se iz ene skrite plasti v drugo
povečujejo, in sicer za faktor tri, v prvi skriti plasti pa je 24 nevronov. Različno
je tudi število epoh (20) in velikost serije (2024). Ker je zaradi neuravnoteženosti
podatkov in večjega števila nevronov možno preprileganje, je bil v tem primeru osip
nastavljen na 90 %. Ciljna funkcija in optimizator sta enaka kot pri našem modelu.
Razlika je še pri stopnji učenja, ki je v tem primeru 0.01.




Pri nadzorovanem strojnem učenju je pomembno, da se najprej seznanimo s po-
datki, jih prečistmo (če je potrebno), zmanǰsamo dimenzije in najdemo čim bolj
učinkovit model za napovedovanje/klasifikacijo. Potrebno se je zavedati, da naj-
bolǰsi model ni vedno tisti z največjim procentom ujemanja na testnih podatkih
(kjer moramo paziti na preprileganje in podprileganje). Pomembno je izbrati naj-
bolǰso metodo glede na podatke (včasih jih je lahko tudi več).
Prednosti strojnega učenja so, da so nekatere metode na določenih področjih veliko
bolj učinkovite kot ljudje in so posledično koristne. Lahko pa se zgodi, da zaradi
nepoznavanja ozadja tega, kar metode počnejo, dobimo zelo napačne rezultate.
V programu Weka imamo manj svobode pri izbiri parametrov. V knjižnici Keras
imamo za razliko od Weke veliko več možnosti. Glede na število podatkov in glede na
metodo, ki jo nameravamo izbrati za gradnjo modela, izberemo, ali bomo uporabljali
program Weka ali Python (Keras/TensorFlow).
Nadzorovano strojno učenje torej zahteva veliko pozornosti pri izbiri gradnje mo-
dela, kar posledično pripelje do zahteve po poznavanju metod in podatkov, na katerih
želimo izvesti strojno učenje. Cilj diplomske naloge je bil med drugim tudi ta, da
bralca spodbudi k podrobneǰsemu razmǐsljanju o strojnem učenju in v njem vzbudi
željo po bolǰsemu poznavanju omenjenih (in tudi neomenjenih) metod.
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Slovar strokovnih izrazov
backpropagation algorithm algoritem vzvratnega razširjanja napake
batch size velikost serije
confusion matrix matrika napačnih klasifikacij
convolutional neural network konvolucijska nevronska mreža
cost matrix cenovna matrika
cross validation prečno preverjanje
dropout rate stopnja osipa
epoch epoha
feed forward neural network usmerjena nevronska mreža
initializer inicializacija
kernel trick jedrni trik
learning rate stopnja učenja
machine learning strojno učenje
mean absolute error srednja absolutna napaka
multilayer perceptron večplastni perceptron
optimizer optimizator
overfitting preprileganje
percantage split procentualni razcep
recurrent neural network ponavljajoča se nevronska mreža
recursive neural network rekurzivna nevronska mreža
reinforcement learning vzpodbujevalno strojno učenje
relative absolute error relativna absolutna napaka
root mean square error koren srednje kvadratične napake
root relative sqaured error koren relativne kvadratične napake
support vector machine metoda podpornih vektorjev
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