Abstract
Introduction
Recovering 3-D rigid motion from a sequence of perspective images is a remarkably difficult estimation problem, which becomes ill-conditioned when the field of view gets smaller, up to the point where the noise in the image makes perspective-based algorithms fail. One possible way of approaching this problem consists of approximating the perspective projection by some simpler projection model, such as orthographic projection or "weak-perspective" . Weak-perspective is a scaled orthographic projection that can be used for approximating the imaging model when the field of view is small as well as the scene "flat" relative to its distance from the viewer. It has the advantage of being simpler than full perspective (it is in fact a scaled linear transformation). The caveat is that, while the analysis is done for one measurement model (the weak perspective), the actual measurements obey a differ-0-8186-7042-8/95 $4.00 0 1995 IEEE ent process (perspective projection). Therefore, the practical feasibility of motion and structure estimation from weak perspective, once tested analytically, has to be verified in practice with algorithms working on realistic sequences. Since weak-perspective is a mere approximation of the imaging formation process, the hope is that, by using a simpler model, we are able to estimate better whatever we can estimate.
Such an approach was chosen, for example, by Tomasi and Kanade for the case of orthographic projection [21] , and extended to "para-perspective" in [15] , using a batch algorithm based upon the solution of fixed-rank approximation problems with the Singular Value Decomposition. A different philosophy consists in trying to retrieve partial information about motion and/or structure compatible with the measured images, for example structure modulo an arbitrary affine transformation of R3. There is a vast literature on affine as well as partial Euclidean motion and structure reconstruction from weak-perspective; see for example [l, 3,4,5,6,7,8,13,16,12,22] and references therein. Koenderink and Van Doorn proposed an analytic discussion about "what" can be estimated from two and three weak-perspective views of a number of feature points. In [ll], they present a geometric stratification of structure and motion estimation from weak perspective, obtained by imposing subsequently the projective, affine and Euclidean structure of the problem. In this paper we are mainly concerned with real-time estimation of rigid motion, and therefore we restrict our attention to recursive and causal motion estimators.
There are a number of recursive motion and structure estimation schemes from perspective projection; however, only in rare cases has the weak-perspective approximation been considered. For instance [14 or [2] , which admits it as a degenerations of the ful perspective model. In all cases, however, structure is coupled to motion in the estimation model, which causes complications when dealing with occlusions or appearance of new features. In fact, one of the main obstacles encountered in implementing recursive structure and motion estimators is the short lifespan of the point-features on the image plane. Features disappear due to occlusion, or degrade when the brightness constancy assumption is violated, or change shape due to 1 the reflectance properties of the scene, or simply exit the field of view, while new feature-point candidates enter the field of view. Representing the structure of the scene inside the dynamic model does not allow one to cope efficiently with realistic situations, since one would have to deal with a variable number of states on a large state-space [14].
A crucial target which we aim at in this work is the decoupling of structure from motion estimation, which is important both from the geometric point of view (because it makes the models observable) and from a practical side, since it allows us to deal easily with occlusion and appearance of new features. One may push such a decoupling even further, in order to isolate the motion components which are affected by the so-called "bas-relief ambiguity" [ll].
In this paper we present a novel method for reducing the order of the estimator by decoupling a portion of the state-space from the time-evolution of the measurement constraint. Such a method is derived directly from what in the literature of linear dynamical systems is called the "Luenberger's reduced-order observer" [lo] . We then apply such a method to construct an estimator of full rigid motion (modulo a scaling factor) on a six-dimensional state-space, an approximate estimator for a four-dimensional subset of the motion-space, and a reduced filter with only two states. The latter two are not affected by the bas-relief ambiguity.
Organization of the paper
In section 1.2 we introduce the notation and state the problem of estimating structure and motion from a dynamic model having both structure and motion in its state, which is therefore 3N t ) + bdimensional, where N ( t ) is the number of visib I e feature-points at time t. Section 2 describes the core of the method for reducing the order of the motion estimator. First, the idea underlying the classical reduced-order observer is reviewed, which allows us to reduce the state-space from 3N(t) + 5 to N ( t ) + 6 (section 2.1). Then, the idea is extended in section 2.2 in order to decouple the N ( t ) states corresponding to the structure parameters, leaving us with a 6-dimensional state-space.
The same concept is then pushed over in section 3 in order to further decouple the motion-states into the ones that are affected by the bas-relief ambiguity and the ones that are not. To this end, section 3.1 describes a choice of local coordinates of the motion space which is adapted from [ll]. Section 3.2 describes the approximate filter with four states, and section 3.3 the one reduced to two-states; both are immune from the bas-relief ambiguity, for they only estimate portions of the motion-space which are not sensitive to it. Finally, in section 4 we test each filter both on real and synthetic noisy image sequences.
Notation and statement of the
We consider a number N of point-features P i of co- ordinates Xi E lR3 Vi = l : N, that project perspectively onto the image plane in the points pi E W 2 .
problem
The weak-perspective points
where d is the average distance between the scene and the center or projection, can be considered an approximation to the true projection under a small visual angle and a negligible relief. If the scene undergoes a rigid motion g E SE(3) -which can be represented as an instantaneous translation T E Et3 and a rotation matrix R E SO(3) -then the motion of the points in 3-D and the weak-perspective measurements describe a nonlinear dynamical system of the form rigid motion { p'(t) = r ( P ' ( t ) ) E Et2 weak -perspective where @ represents a first order random walk in the local coordinates of the motion parameters (as a simple mean of modeling some inertia).
In principle, a state observer for the above dynamical model could be employed for estimating jointly the structure and rigid motion of the scene from weakperspective. Such an observer might, however, exhibit poor performance due to the observability properties of the model [17] and to the presence of structure in the state, which results in a state-space that has high and changeable dimension, as points get occluded or move out of the visual field. One possible strategy consists in trying to reduce the dimensions of the statespace as much as possible, ending up with a smalldimensional highly-constrained state-space model. In the next section we are going to explore the principles of reduced-order observers, which are the basis for constructing dynamic models for estimating motion independent of the scene's structure.
2 The general principle: pushing the reduced order observer
In this section we will outline the main idea underlying this work, which consists in pushing the process that leads to the so-called "reduced-order observer" to upper levels of time-delays (or Lie-derivatives in the continuos-time case). We will illustrate the principle using the symbolic model 2) in order to keep the disat a later stage in section 4 will we report the actual expression of the model in its local coordinates.
Reducing the order of the model
We start from the model (2) and operate a change of coordinates into observable canonical form in order to a model in the form cussion as free as possible 6 rom lengthy notation; only to linearize t h e measurement equation, whic h leads us where si = Xi/dis the relative depth of each point and ni is a measurement noise which is assumed to be zero-mean, white and Gaussian. We omit the time argument when it is t .
The first step towards reducing the order of the model consists in eliminating from the state the variables that are directly measured. Using a technique extra olated from the so-called reduced-order obseruer [lo[ one can "solve" the measurement equation for the states one wishes to eliminate:
and then substitute them into the dynamics of the remaining states in equation (3):
The dynamics of the average depth ci has been isolated from the other scaled depths si, since it will play a role in the coordinatization of the motion parameters in the presence of the scale-factor ambiguity (section 3.1). The original measurement equation becomes now trivial; however, the dynamics of the variable being eliminated becomes the new measurement constraint, which involves one time-delay:
The noise terms n S i , n d and fii are induced by the measurement noise n'. In principle, the time-delay could be eliminated from the measurement equation (6) Here we do not pursue this approach, and we are content with keeping two images in memory at each time.
The notation {SE 3) mod R} reminds us that there is rameters; as a result, we represent gt as a normalized translation T E S2 and a rotation matrix R E SO(3).
Decoupling structure from motion
With the simple procedure described above, we have reduced the state-space from 3N + 5 down to N + 6, while adding a time-delay to the 2N measurements. One could push this idea even further, and eliminate the N parameters sa from the 2N new measurement equations (6):
an overall scale am 6 iguity in recovering the motion pasi = & ? t , 4 (YYt + 1 ) -f 1 ( Y i , 9 t , 4 ) , (7) where t denotes the subspace inverse, and then substitute them into the dynamics of the remaining states in (5). The measurement equation no longer becomes trivial, for there are still N independent constraints that have not been employed for "eliminating" where I denotes the subspace orthogonal complement. Again, the dynamics of the variable being eliminated becomes a measurement constraint, with now where the arguments in fl, h l , h2 and 1 have been omitted and iiSi is, as usual, a noise induced by substituting the measurements into the dynamics of sa. We can write the above model in a more synthetic form as where ( belongs to a six-dimensional state-space manifold that encodes the motion parameters and the average depth of the scene, and only 2N of the measurement constraints are independent.
In the experimental section 4 we will show an actual expression of the above model with an appropriate choice of coordinates, along with experiments of the performance of the filter derived from such a model on real and synthetic image sequences.
One could play the game just described over and over, and successively eliminate each state by solving from the time-evolution of the measurement equation and substituting into the state equations. This process is guaranteed to succeed as long as the dynamic model in question is locally-weakly observable [9] . In fact, the above process could be regarded as analogous to a level-wise inversion of the Observability Grammian in the linear case. Of course, the more levels are involved, the higher the number of delays that appear in the measurement equations (or the higher the number of Lie-derivatives of the measurements in the continuoustime case). In our case, two delays are sufficient, for the model is observable with two levels of bracketing. Complete proofs of these statements are beyond the scope of this paper.
Isolating the bas-relief ambiguity: motion decoupling and choice of coordinates
It is well-known that, under small visual angles and negligible relief, it is difficult to resolve some of the motion parameters. This effect, which is known as the "bas-relief ambiguity", can be observed for example by taking two flat surfaces, connecting them rigidly at a right angle, and rotating them about an axis (a rotating billboard, see figure 1). The perceived motion from a distance is strikingly non-rigid, as the surface which is more slanted seems to move faster. In the presence of the bas-relief ambiguity, it is important to parametrize the state-space manifold M so that the states that are affected are "isolated". Failure to do that may result in poor estimates of aEl the states, including the ones that are not affected by the ambiguity.
eq. (8) may be written as

Approximate filter with four states
Under the choice of coordinates described in ( l l ) , Figure 1 : One of the manifestations of the "bas-relief ambiguity" is evident from watching a rotating billboard. n o m a distance, the more slanted the surface, the faster it seem to move, while the two surf;?ces appear to move disjointly.
Choosing the motion coordinates
At this point, one may ask if it is possible to push the reasoning outlined in section 2.1, and formulate filters that estimates only the motion parameters that are not affected by the bas-relief ambiguity. The procedure outlined in the previous section relies on the fact that one is able to "solve" for the states to be eliminated from the time-evolution of the measurement equation. Eliminating p' and sa was easy because they appeared linearly in the measurement equations (3) and (6) respectively. However, it is not so for the motion parameters, which are encoded into ( ( t ) . In this section we will see that it is possible to decouple the motion parameters and formulate two filters, one with four states, and one with two states only, which are not af'Fected by the bas-relief ambiguity. To this end, we need to make a choice for the localcoordinate parametrization of the motion parameters We choose to represent motion using 6 =
< E M N E t 6 .
[fT, f?,#, pIT, defined such that 
variables $(t) = [~( t ) , w ( t ) , O ( t ) , $ ( t ) ]~, having 12)
is that the dynamics of $ involves all the states 6, and therefore we cannot hope to eliminate some of them and use their dynamics as a measurement equation. In fact, note that equation (12) comes from the residual measurement equations that were not used for eliminating si, but then it is necessary to integrate the measurement equations with the dynamics of the variables si being eliminated.
An approximate filter can be obtained, however, by modeling the dynamics of w and w as a random walk, and neglecting the dynamics of the van'ablesp, p. Such a filter will have a reduced measurement constraint, and an approximate dynamics:
as an implicit measurement equatlon. The probem \ Note that, once the filter has estimated v and w, there is no way of unfolding the motion parameters f and p out of them; we must be content with the four parameters +, which are only a partial representation of motion. Such an approach has been pursued, for instance, in [22] , although derived differently.
3.3
The redundancy in the measurements may be exploited to the point in which we define a filter with only two states. To this end, consider eq. or, in a more condensed form,
full-perspective projection, while the dynamic model regards them as the outcome of a scaled orthography, the variance of the measurement noise must be increased so as to account for the perspective distortion. As a consequence, the variance of the model error must be also increased in order to avoid over-smoothing. Since perspective distortion is very poorly modeled by a white and zero-mean Gaussian noise, all the filters based upon the models described above (as well as all other models based upon the weak-perspective model) perform poorly in the presence of significant perspective effects. The three schemes have similar computational complexity and they run, in the current Matlab implementation, at about 2 to 10 Hertz on a Sun Sparc 20, depending upon the number of visible points (usually on the order of 10 to 100).
Simulation experiment
A cloud of 20 dots, 1 meter in diameter, was generated at a distance of 10 meters from a viewer and rotated about a vertical axis with a speed of about five degrees per frame. Its projection onto a virtual image plane of 500 x 500 pixels was corrupted with noise whose level was varying between one tenth of a pixel to one pixel std. The three filters exhibit similar performance, for the states which they have in common, in the presence of low noise levels (see figure 2) . As the noise level increases, the full filter with 6 states is affected by the bas-relief ambiguity, so that two of its states are estimated poorly ( figure 3) . However, notice that the remaining states converge with estimation errors very similar to that exhibited by the approximate filter and by the reduced filter, which are not affected by the bas-relief ambiguity. The "arm" experiment consists of a sequence of about 250 frames kindly provided to us by L.
The arm experiment
Cfincalves. An arm with high contrast texture was rotatin with a velocity of about half a degree per frame ?figure 4). Features were selected and tracked automatically using simple gradient methods. The estimates of the full relative motion between the arm . and the camera are estimated by the full filter with 6 states, as reported in figure 5 . The estimates correspond to the qualitative ground-truth provided with the sequence. In figure 6 , we plot the variance of each estimate represented using error-bars. Since motion is mdnly cyclo-rotational, any estimate of the angle d, is correct. Indeed, we are in a singularity of the coordinate representation. The filter estimates 6 as being approximately $, and correctly assigns a large variance to the estimate. The estimates of the only significant state in common among all filters are compared in figure 7. There we also report the cyclo-rotation as estimated by the "Susbspace f i l t e r " p ] , which is based upon a full-perspective model. he estimates of the filters are consistent. The ones based upon the weak-perspective models are more jittery, since the variance of the measurement error has to be increased in the tuning in order to account for the perspective distortion.
: : -: * -a " t Figure 5 : The "arm experiment". In the left column we plot the three components of the estimated direction of translation normalized to the average depth of the scene; in the right column we display, respectively from top to bottom, the local coordinates of rotation: 6 , d, and p. The algorithm was using on average 10 feature-points per frame. Units are rad/frame for the components of rotational velocity. Tkanslation is adimensional since it is scaled to the average depth. 
