Group classification of Schr\"odinger equations with position dependent
  mass by Nikitin, A. G. & Zasadko, T. M.
ar
X
iv
:1
60
3.
00
89
0v
3 
 [m
ath
-p
h]
  1
3 J
an
 20
17
Group classification of Schro¨dinger equations with
position dependent mass
A. G. Nikitin 1
Institute of Mathematics, National Academy of Sciences of Ukraine,
3 Tereshchenkivs’ka Street, Kyiv-4, Ukraine, 01601
T.M. Zasadko2
Taras Shevchenko National University of Ukraine,
64 Volodymirska Street, Kyiv-4, Ukraine
Abstract
Maximal kinematical invariance groups of 2d Schro¨dinger equation with a position
dependent mass and arbitrary potential are classified. It is demonstrated that there exist
seven classes of such equations possessing non-equivalent continuous symmetry group.
Three of these classes include arbitrary functions while the remaining ones are defined up
to arbitrary parameters. In particular, for the case of a constant mass the class missing
in the Boyer classification (Boyer C P 1974 Helv. Phys. Acta47, 450) is indicated. A
constructive test of (non)equivalence of a PDM system to a constant mass system is
proposed.
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1 Introduction
Group classification of differential equations consists in the specification of their classes which
are characterized by non-equivalent symmetry groups. It is an important research field which
has both fundamental and application values.
One of the most famous results in this field consists in the group classification of Schro¨dinger
equations with arbitrary potentials, which was carried out as far back as in the seventieth of
the previous century in papers [1], [2], [3], [4]. In particular, it was shown in [1] and [2] that in
addition to the Galilei invariance, the free Schro¨dinger equation (SE) admits conformal trans-
formations of independent variables provided the wave function is multiplied by a specific phase
factor dependent on these variables and transformation parameters. These results form group-
theoretical grounds of quantum mechanics and give rise for many inspiring physical theories
such as the conformal quantum mechanics. The completed description of possible symmetry
groups of SE and the corresponding non-equivalent versions of these equations presented in [1],
[2], [3], [4] is a cornerstone of modern quantum physics.
More contemporary results concerning the group classification of the nonlinear Schro¨dinger
and Ginsburg-Landau equations can be found in papers [5] and [6], higher symmetries of non-
stationary linear and non-linear SE were discussed in [7], Lie symmetries of supersymmetric SE
were studied in [8] and [9]. Finally, symmetries of the free SE in the non-commutative plane
are presented in [10].
On the other hand, the group classification of SE with position dependent mass (PDM)
continues to be an open problem, which is a rather curious fact taking into account the funda-
mental role played by such equations in various branches of modern physics. There is a number
of papers devoted to SE with various particular and sometimes exotic symmetries, see, e.g.,
[11], [12], [13], [14]. But, at the best of our knowledge, even the standard symmetries of these
equations with respect to continuous transformation groups never were investigated completely.
An attempt at a systematic study of symmetries of the PDM SE has been made in paper
[15] where all such (stationary) 3d equations with different symmetry groups were classified.
The number of non-equivalent PDM SE appears to be rather extended and includes 16 classes.
Seven of them are defined up to arbitrary parameters while the remaining ones include arbitrary
functions. Rather surprisingly one of the considered equations is invariant with respect to the
6-parameter Lie group locally isomorphic to the Lorentz group.
In the present paper we make a group classification of time dependent PDM SEs with
1+2 independent variables, which will be referred as 2d SE. This is not only the first step
to classification of equations with higher dimensions, but also an interesting self-consistent
problem. First, the planar systems are of particular interest in modern physics. Secondly, such
equations naturally appear as reduced versions of multidimensional systems written in partially
separated variables. One more origin of 2d SE with position dependent masses are quantized
versions of classical Hamiltonian systems defined in Riemannian space in two dimensions, see,
e.g., [13] and references cited therein.
The classification problem in 1+2 dimensional space is nothing like as simple as it looked.
In spite of the small number of dependent and independent variables, there are complications
connected with equivalence relations which are much more powerful than in 3d case. The
considered systems include two arbitrary elements, i.e., mass and potential terms, which make
the classification problem rather nontrivial.
Since the ordinary SE with a constant mass appears in our analysis as a particular case , we
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revised also the classification results presented in [4]. We did not plane to verify them. However,
some systems appearing in our analysis are equivalent to systems with constant masses, and
willy-nilly we were supposed to recover some of such systems. To our astonishment, in this way
we discover a system missing in the list presented in [4], see Section 6 below.
2 Time dependent PDM Schro¨dinger equations
The subject of our analysis are PDM Schro¨dinger equations of the following generic form
Lψ ≡
(
i
∂
∂t
−H
)
ψ = 0 (1)
where H is the PDM Hamiltonian:
H = Hk + V (2)
where
Hk =
1
4
(mαpam
βpam
γ +mγpam
βpam
α). (3)
Here pa = −i ∂∂xa , m = m(x) and V = V (x) are the mass and potential depending on spatial
variables x = (x1, x2, ..., xn), and summation w.r.t. the repeating indices a is imposed over the
values a = 1, 2, ..., n. This convention will be used in all the following text.
In (2) we use the physically motivated representation (3) for the kinetic energy term, where
α, β and γ are the ambiguity parameters satisfying the condition α+ β + γ = −1 [16].
Let us note that it is not the most general form of Hk compatible with the hermicity
condition, see interesting discussion of this point in [18]. On the other hand, there are several
reasons to reduce Hk to more simple form by considering only particular values of the ambiguity
parameters. Mathematically, it is possible to represent the PDM Hamiltonian in the following
forms equivalent to (2):
H = pafpa + V˜ (4)
and
H =
√
fpapa
√
f + Vˆ (5)
where
f =
1
2m
, V˜ = V + αγ
fafa
f
+
α + γ
2
faa (6)
and
Vˆ = V +
(
αγ − 1
4
)
fafa
f
+
1 + α + γ
2
faa (7)
correspondingly. Here fa =
∂f
∂xa
and faa =
∂fa
∂xa
.
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Hamiltonians (4) and (5) are simple equal to (2) but written in more compact forms conve-
nient for investigation of their symmetries.
Just representation (4) was first proposed in [17] as the simplest way to to ensure current
conservation. Representation (4) was applied in [19] for reformulating the connection rule
problem on the two sides of an heterojunction. The same representation was derived in [20]
as the nonrelativistic limit of the Dirac Hamiltonian with PDM, and in [21] via path integral
evaluation.
There are also various other versions of Roos ordering (3) which are suitable for particular
physical models: α = γ [22], β = α = 0, γ = −1 [23], γ = 0, α = β = −1
2
[24], α = γ = −1
4
, β =
−1
2
[25]. All the corresponding Hamiltonians (2) can be reduced to form (4) or (5), and so
are equivalent up to redefinitions of the potential given by formulae (6) and (7). On the other
hand, different orderings can request different ways of introducing interaction (e.g., with the
external electromagnetic field) into the corresponding models, and so they are not equivalent
physically.
Representation (4) was used in [15] for classification of first order integrals of motion for
PDM Hamiltonians, while representation (5) appears to be convenient for classification of sec-
ond order integrals of motion [26]. Notice that all representations of Hamiltonians given above
are formally self adjoint.
Finally, let us transform Hamiltonian (5) and solutions of equation (1) in the following
manner:
ψ → ψ˜ = f− 12ψ, H → Hˆ = f− 12Hf 12 = fpapa + Vˆ . (8)
Representation (8) was used in [26] to construct exact solutions of the corresponding eigenvalue
problems.
In the present paper we restrict ourselves to group classification of equations (1) with two
spatial variables. Moreower, we will study Hamiltonians in the form (4). The classification
results can be easily reformulated for systems with Hamiltonians represented in (2), (5) and
(8), since the relations between these representations are rather straightforward and given by
formulae (6), (7) and (8).
We will not consider systems with one spatial dimension, since using the Liouville trans-
formation they always can be reduced to systems with constant masses, see [26] for examples
and references. The first steps of our analysis presented in the following section are valid for
systems of arbitrary dimension n.
3 Determining equations for symmetries of systems (1)
with any dimension
Let us search for symmetries of equations (1) with respect to continuous groups of transfor-
mations. It can be done using the classical Lie algorithm whose contemporary version can be
found in monograph [27]. In application to the linear Schro¨dinger equation this algorithm can
be reduced to searching for the first order differential operators of the following form:
Q = ξ0∂t + ξ
a∂a + η˜ ≡ ξ0∂t + 1
2
(ξa∂a + ∂aξ
a) + iη, (9)
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associated with the group generators. In (9) η˜ = 1
2
ξaa + iη, ξ
0, ξa and η are functions of
independent variables, whose explicit form can be found from the following operator equation
QL− LQ = αL (10)
where α is one more unknown function of t and x.
Evaluating commutator in (10) and equating coefficients for the same differentials we come
to the following system of the determining equations for unknowns ξ0, ξa, η, f, Vˆ and α:
ξ˙0 = −α, ξ0a = 0, (11)
Fab ≡ (ξba + ξab ) f − δab (ξifi − αf) = 0, (12)
−iξ˙a + fξacc − 2ifηa + ξbfab − ξab fb − fξnna = αfa, (13)
i(fηa)a + ξ
aVa +
1
2
(fξaab)b +
(
i
2
ξ˙aa − η˙
)
= αV (14)
where δab is the Kronecker symbol, the dot and subindices denote derivations with respect to
time and spatial variables: ξ˙0 = ∂ξ
0
∂t
, fa =
∂f
∂xa
, etc.
Considering various differential and algebraic consequences of (12)–(14) it is possible to
reduce this system to the following equivalent form (see Appendix 1):
ξba + ξ
a
b −
2
n
δabξ
i
i = 0, (15)
ξifi − αf = 2
n
fξii , (16)
ξ˙a + 2ηaf = 0, (17)
ξaVa +
1
2
ξbbafa = αV + η˙. (18)
The system (11), (15)-(18) is overdetermined but rather complicated. It can hardly be
solved for arbitrary n if at all. In the following sections we present solutions of this system for
n = 2.
4 Reduction to the case n=2 and equivalence relations
The classification problem in 1+2 dimensional space is rather specific. First, the number of
dependent and independent variables is relatively small, secondly, the equivalence relations
appear to be more powerful than in the cases of more extended carrier spaces.
Equation (15) for n = 2 is reduced to the Caushy-Riemann conditions for functions ξ1 = u
and ξ2 = v:
u1 = v2, u2 = −v1. (19)
The corresponding symmetries (9) can be rewritten as follows:
Q = ξ0∂0 + u∂1 + v∂2 + u1 + iη. (20)
The remaining equations (16)–(18) take the following form:
2fη1 + u˙ = 0, (21)
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2fη2 + v˙ = 0, (22)
uf1 + vf2 − (α + 2u1)f = 0, (23)
uV1 + vV2 + u11f1 + v22f2 = αV + η˙. (24)
Just system (11), (19), (21)–(24) together with definition (20) describes all possible gen-
erators of continuous symmetry groups and the corresponding position dependent masses and
potentials present in equations (1), (4) for n = 2. We will classify equations (1), (4) with
different symmetries up to equivalence relations defined in the following.
Let us note that Hamiltonian (4) is form invariant with respect to the following transfor-
mation including simultaneous changes of dependent and independent variables:
x1 → u˜(x1, x2), x2 → v˜(x1, x2), (25)
ψ → 1√
R
ψ, H → 1√
R
H
√
R (26)
where u˜ and v˜ are arbitrary functions satisfying the Caushy-Riemann condition (19), and
R =
√
u˜21 + u˜
2
2. Indeed, transformations (25) and (26) keep the generic form of the Hamiltonian
but change functions f and V in (4).
In addition, equation (1) admits the scaling and shifts of the time variable:
t→ νt + µ, (27)
were ν 6= 0 and µ are arbitrary constants. Such transformations can be compensated by
multiplication of f and V by 1
ν
.
It is possible to show that formulae (25), (26) and (27) give the most general continuous
transformations which keep the generic form (4) of the Hamiltonian up to change of functions
f and V . The validity of this statement can be verified by a direct calculation. Notice that
just transformations of type (25) correspond to generic infinitesimal operator (20) where u and
v are arbitrary functions satisfying (19). And just conditions (19) are necessary and sufficient
to keep the shape of the second derivative term in (4).
We will say two equations of type (1), (4) be equivalent provided they can be connected via
transformations (25)–(27).
These equivalence relations are rather powerful. In particular, starting with Hamiltonian
(4) with f = 1 and making changes (25) and (26) we obtain:
H = p˜af˜ p˜a + V˜ (28)
where
p˜1 = −i ∂
∂u˜
, p˜2 = −i ∂
∂v˜
, V˜ = V (x1(u˜, v˜), x2(u˜, v˜)) ,
f˜ = u˜21 + u˜
2
2 ≡ u˜21 + v˜21.
(29)
Formulae (28) and (29) give the infinite set of PDM Hamiltonians which are equivalent to
Hamiltonians with constant masses. To verify whether a given Hamiltonian (4) be equivalent
to the Hamiltonian with a constant mass we are not supposed to search for a possibility to
represent it in form (28), but can use a more convenient criteria presented in the following
statement.
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Proposition. Hamiltonian (4) is equivalent to a Hamiltonian with a constant mass iff the
corresponding function f solves the following equation:
(log f)nn = 0 (30)
or, which is the same,
ffnn = fmfm. (31)
Proof. The generic form of Hamiltonian (4) equivalent to a constant mass Hamiltonian
is given by equations (28)–(29). Function f˜ by construction satisfies condition (31) thus this
condition is necessary.
Let equation (31) be satisfied, then representing f in the form
f = c exp(ω) (32)
we conclude that function ω should solve the 2d Laplace equation. It means that ω = F (x1 +
ix2)+G(x1− ix2). Moreover, since f by definition is real, G should be nothing but the complex
conjugated function F . It means that f = exp(F )(exp(F ))†, i.e., f is a squared module of a
complex analytical function U = exp(F ). Any such function can be represented as U = u˜1+iv˜1
with some u˜ and v˜ satisfying the Caushy-Riemann condition. Thus the Hamiltonian with such
f is equivalent to a Hamiltonian with constant mass. 
In particular, if f depends only on one of variables, say, f = F (x1), the corresponding
Hamiltonian is equivalent to Hamiltonian with a constant mass iff F = a exp(bx1) with some
constants a and b. One more important case: let f = F (x21+x
2
2), then it is possible to reduce it
to a constant inverse mass iff F is a power function. Finally, let the inverse mass be a product
of functions depending on different variables, i.e., f = F (x1)G(x2). Then it can be reduced to
a constant iff F (x1) = C1 exp(νx
2
1+µx1) and G(x2) = C2 exp(−νx22+λx2) with some constants
C1, C2, µ, ν and λ.
The presented equivalence criteria will be multiple used in the following.
5 Classification results
We reduce the classification of symmetries of 2d quantum mechanical systems with position
dependent masses to solution of the determining equations (21)–(24) with functions u and
v satisfying conditions (19). Using equivalence relations (25) and (26) we can simplify the
determining equations to the case u = 0 and v = 1, see Appendix 2. Such system of equations
is easily solvable. Its general solution gives all non-equivalent Hamiltonians (4) such that the
corresponding equations (1) admit a one parametric Lie group of symmetry.
A more sophisticated problem is to classify systems admitting more extended symmetries.
To do it we are supposed additionally to solve determining equations of generic form (21)–(24)
which, however, include the restricted mass and potential terms found in the previous step.
Here we present the completed list of PDM Hamiltonians together with admitted symme-
tries, while the calculation details can be found in the Appendix:
H = paf(r)pa + V (r),
Q1 = J = x1p2 − x2p1;
(33)
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H = pa(r
2 + 1)2pa − 4r2,
Q1 = J, Q2 = (x
2
2 − x21 − 1)p1 − 2x1x2p2 + 2ix1,
Q3 = (x
2
1 − x22 − 1)p2 − 2x1x2p1 + 2ix2;
(34)
H = pa(r
2 − 1)2pa − 4r2,
Q1 = J, Q4 = (x
2
2 − x21 + 1)p1 − 2x1x2p2 + 2ix1,
Q5 = (x
2
1 − x22 + 1)p2 − 2x1x2p1 + 2ix2
(35)
H = par
α+2F (ϕ)pa + r
αVˆ (ϕ),
Q6 = D = iαt∂t + x1p1 + x2p2;
(36)
H = paf(r)pa + νϕ + Vˆ (r),
Q7 = J + νt;
(37)
H = pax
α+2
1 pa + νx
α
1 , α 6= 1;
Q8 = p2, Q9 = D;
(38)
H = pax
3
1pa + µx1 + νx2,
Q10 = p2 + νt, Q11 = it∂t + x1p1 + x2p2
(39)
where ϕ = arctan
(
x2
x1
)
and r =
√
x21 + x
2
2. In addition, f(r), F (ϕ), Vˆ (r) and Vˆ (ϕ) are arbitrary
functions of the arguments fixed in brackets.
Equations (33)–(39) present Hamiltonians with different symmetries, defined up to equiva-
lence relations (25), (26) and (27). All presented systems are invariant w.r.t. shifts of the time
variable. The generator of these transformations is P0 = i
∂
∂t
.
Let us note that for F (ϕ) = exp(νϕ) and Vˆ (ϕ) = µ exp(νϕ) the system (36) admits the ad-
ditional symmetry Q = J+2νtP0. In addition, if in equations (37) function f(r) is proportional
to r2, the corresponding system admits the additional integral of motion D0 = x1p1 + x2p2 − i.
We do not specify these systems in the list (33)–(39) since they are equivalent to systems with
constant masses.
Operators Q1, Q2, ..., Q5 given by formulae (33)–(35) commute with Hamiltonians and so
are integrals of motion. In addition, they satisfy the following commutation relations:
[Q1, Q2] = iQ3, [Q1, Q3] = −iQ2, [Q2, Q3] = iQ1 (40)
and
[Q1, Q4] = iQ5, [Q1, Q5] = −iQ4, [Q4, Q5] = −iQ1
which specify algebras so(3) and so(1, 2) correspondingly.
The other symmetries which are given by equations (36)–(39) are time dependent and do
not commute with Hamiltonians. However, they satisfy the following relations:
[Q6, H ] = 2iH, (41)
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[Q7, H ] = −νI, [Q7, I] = [H, I] = 0, (42)
[Q8, H ] = 0, [Q9, H ] = iαH, [Q9, Q8] = iQ8, (43)
[Q10, H ] = −iνI, [Q11, H ] = iH, [Q10, Q11] = iνQ10,
[Q10, I] = [Q11, I] = [H, I] = 0
(44)
where I is the unit operator.
Commutation relations (42) specify the Heisenberg algebra. In the case (44) we have the Lie
algebra of the centrally extended Galilei group in 1d space. Relations (41) and (43) characterize
the two and three dimensional solvable Lie algebras.
6 New symmetry for systems with constant mass
All systems given by formulae (33)–(39) essentially differ from the systems with constant masses
since the related functions f do not satisfy conditions (31) and so cannot be reduced to constants
via transformations (25), (26). However, if we suppose that arbitrary functions f present in
(33) and (37) satisfy this condition and function F (ϕ) in (36) is constant, we can transform
the corresponding systems to constant mass ones.
Making this action with Hamiltonians (33) and (36) we come to well known systems classified
in paper [4]. Rather surprising, it is not the case for Hamiltonian (37). Setting f = 1 we obtain
the following Hamiltonian:
H = papa + ν arctan
(
x2
x1
)
+ V (r) (45)
which, in addition to the obvious invariance with respect to shifts of the time variable, admits
one more symmetry whose generator is
Q = x1p2 − x2p1 − νt. (46)
Hamiltonian (45) is missing in the classification results presented in paper [4]. Thus our
analysis of symmetries of PDM systems helped to make a small correction to this classical
paper.
For completeness let us present finite group transformation generated by operator (46):
x1 → x1 cos θ + x2 sin θ,
x2 → x2 cos θ − x1 sin θ,
ψ → exp(−iνθt)ψ
(47)
where θ is a real parameter. Invariance of equation (1) with Hamiltonian (45) and more
general Hamiltonian (37) with respect to transformations (47) can be easily verified by the
direct calculation.
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7 Exactly solvable system
Let us consider in more detail the system whose Hamiltonian is given by equation (34). This
system admits three integrals of motion two of which, say Q1 and Q2, are independent. This
number of independent integrals of motion is maximal for 2d Hamiltonians and characterizes
so called maximally superintegrable systems.
Let us consider the eigenvalue problem for Hamiltonian (34)
H˜ψ = −(∂a(1 + r2)2∂a + 4r2)ψ = Eψ, (48)
where functions ψ are supposed to be square integrable and vanishing at r = 0.
Eigenvalues E can be found algebraically. Indeed, integrals of motion commute with H and
satisfy relations (40) and so form a basis of algebra so(3). Casimir operator C of this algebra
is equal to Q21 +Q
2
2 +Q
2
2, or, using realization (34),
C = Q21 +Q
2
2 +Q
2
3 ≡
1
4
(H − 4). (49)
Let operators Q1, Q2 and Q3 realize an irreducible representation of algebra so(3) then, in
accordance with the Shurr lemma, the Casimir operator should be proportional to the unit
one. In addition, eigenvalues c of C are [28]
c = s(s+ 1) (50)
where s are integers or half integers.
Combining (49) and (50) we find the admissible eigenvalues of Hamiltonian in the following
form:
E = n2 + 3, n = 2s+ 1 = 1, 2, 3, ... (51)
Let us find eigenvalues (51) and the corresponding eigenfunctions in a more usual way. In-
troducing in (48) the radial and angular variables r =
√
x21 + x
2
2, ϕ = arctan
x2
x1
, and expanding
the wave function via eigenvectors of operator J = x1p2 − x2p1 = −i ∂∂ϕ :
ψ(x1, x2) =
∑
k
φk(r) exp(ikϕ), k = 0,±1,±2, ... (52)
we obtain the following equation for radial functions φk(r):(
−(r2 + 1)2
(
∂2
∂r2
− k
2
r2
)
− (1 + r
2)(1 + 5r2)
r
∂
∂r
− 4r2
)
φk = Eφk. (53)
Let us note that it is reasonable to restrict ourselves to solutions with positive values of
parameter k. Then solutions for negative k can be found by transforming x1 → x1, x2 → −x2,
and
ψ(x1, x2)→ ψ(x1,−x2), φk(r)→ φ−k(r).
Square integrable solutions of equation (53) with k ≥ 0 are:
φk = C
n
k r
k(r2 + 1)−
1
2
− 1
2
n
2F1
([
1
2
− 1
2
n,
1
2
+ k − 1
2
n
]
, [1 + k] ,−r2
)
, (54)
provided E is given by equation (51) and k ≤ n− 1. Here 2F1 is the hypergeometric function
and Cnk are integration constants.
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8 Discussion
We classify all non-equivalent planar QM systems with position dependent masses, which admit
non-trivial Lie symmetries. In other words we describe all such symmetries which are admissible
by PDM quantum mechanical systems. In this way we extend the classical results [1], [2], [3]
and [4] which were restricted to the constant mass systems. Moreover, we discover a system
missing in the Boyer classification results [4], see Section 6. Let us note that there are 3d
analogues of system (45) which also are not presented in [4].
The presented results can be treated as certain group-theoretical grounds of the 2d quantum
mechanics with position dependent masses. The ad hoc notion of all potentially admissible Lie
groups can be used for construction of models with a priori requested symmetries. Moreover,
the PDM systems which belong (or are equivalent) to the systems classified in the above,
can be effectively studied and simplified using the tools of Lie theory. In particular, for the
systems equivalent to (36), (38) and it is possible to construct the similarity solutions using
their invariance with respect to the scaling transformations.
The systems which admit time independent integrals of motion commuting with Hamilto-
nian are given in equations (33), (34) and (35). The list of such 2d PDM systems is rather
short and includes only three representatives one of which, namely (33), includes two arbitrary
functions. This result is in a good accordance with Ovsiannikov’s classification of generic linear
partial differential equations of second order with two independent variables [29].
The systems whose Hamiltonians are specified in (34) and (35) are maximally superinte-
grable since any of them admits two independent integrals of motion. This property makes
these systems exactly solvable. The solutions of one of them are presented in Section 7.
Let us note that potentials present in Hamiltonians (34) and (35) do not include coupling
constants. It means that the corresponding systems can be treated as purely kinetic ones. Such
interpretation can be confirmed by transformation of these Hamiltonians to the representation
(5) where potential Vˆ appears to be constant and equal to 4. Since all our potentials are
defined up to constant terms, in fact we deal with Hamiltonians (2) with trivial potentials,
the ambiguity parameters α = γ = −1/2 and masses m = 1
(r2±1)2
. In other words, in this
cases it is natural to use the Zhu-Kroemer parametrization [19]. All the other parametrizations
including Mustafa-Mazharimousavi [25] one either are equivalent to the Zhu-Kroemer ordering
or lead to the presence of a potential term in the purely kinematical Hamiltonians and so are
less adequate.
We remind that in the 3d case there exist much more (namely, eighteen) non-equivalent
systems admitting first order integrals of motion [15]. The essential decreasing of the number
of the non-equivalent systems in the 2d case is caused by the more strong equivalence relations
(25) which are defined up to an arbitrary analytic function. For three dimensional systems such
relations are defined by transformations belonging to the 3d conformal group C(3) [15].
In the present paper we restrict ourselves to group classification of 2d systems which are not
equivalent to systems with constant masses. The classification results for systems with constant
masses were presented in [4], but they should be added by system discussed in Section 6.
Let us note that the results of our analysis present in Sections 2 and 3 are valid for systems
with an arbitrary number of spatial variables. In particular, they can be used to classify Lie
symmetries of 3d systems with position dependent masses. The list of 3d PDM systems with
different symmetries is much more extended then one presented in Section 6 and includes tens
of representatives. The work at this list is in progress.
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A Appendix
A.1 Simplification of determining equations
Here we prove the equivalence of systems (12)–(14) and (15)–(18).
The subsystem (15), (16) is nothing but the traceless part and the trace of tensor Fab. Thus
this subsystem is an algebraic consequence of (12) and wise versa.
Let us show that equation (13) can be reduced to (17). To this effect we differentiate (16)
with respect to xa and (15) with respect to xb with summing up over the repeating index b. As
a result we obtain the following differential consequences:
ξiafi + ξ
ifia − αfa − 2
n
(
faξ
i
i + fξ
i
ia
)
= 0 (A1)
and
2− n
n
ξbab − ξabb = 0. (A2)
Then we multiply all terms in (15) by fb and make summation over index b. That gives the
following algebraic consequence:
2
n
ξiifa − ξab fb − ξbafb = 0. (A3)
The sum of (13), (A1), (A2) and (A3) is nothing but equation (17). Then using (17) we
can reduce (14) to equation (18).
A.2 Symmetries independent on t
Let us prove that formulae (33)–(35) present the completed list of non-equivalent Hamiltonians
admitting first order integrals of motion. For this purpose we consider the important subclass
of symmetry operators (9) corresponding to ξ0 = α = 0 and time independent functions ξa and
η. In this case our classification problem is reduced to finding all nonequivalent integrals of
motion of the following form:
Q˜ = up1 + vp2 − iu1 + η, (A4)
which commute with Hamiltonian (4).
The related equations (11) turn into identities, whilst the system (21)–(24) is reduced to
the following equations:
ηa = 0, (A5)
uf1 + vf2 = 2u1f, (A6)
uV1 + vV2 + u11f1 + v22f2 = 0. (A7)
In accordance with (A5) η should be a constant. The corresponding term in (A4) represents
the evident constant integral of motion. We will not consider such integrals and set η = 0.
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Let Hamiltonian (4) commutes with first order differential operator (A4). Applying the
transformation of generic form (25) we can reduce (A4) to the shift generator (see Appendix
A3)
Q˜→ Q˜′ = −i ∂
∂x˜2
. (A8)
The corresponding transformed Hamiltonian (28) should commute with (A8). Thus
f˜ = f˜(x˜1), V˜ = V˜ (x˜1), (A9)
i.e., both f˜ and V˜ are arbitrary functions of x˜1.
Let Hamiltonian (28), (A9) admits one more first order integral of motion. Its generic form
can be obtained from (A4) by changing ua → u˜a and setting η = 0:
Qˆ = up˜1 + vp˜2 − iu1 (A10)
where u and v are functions of x˜1 and x˜2 satisfying relations (19) and (A6), (A7) together with
functions (A9). The latter two relations take the following forms:
uf˜1 = 2u1f˜ , (A11)
uV˜1 + u11f˜1 = 0. (A12)
Integrating (A11) with respect to x1 we obtain:
u2 = ϕ(x˜2)f˜(x˜1) (A13)
where ϕ(x˜2) is a function of x˜2. Thus u should be a product of functions dependent on x˜1 and
x˜2:
u = g(x˜1)h(x˜2). (A14)
In accordance with (19) u should satisfy the equation u11 + u22 = 0, i.e., g11h + gh22 = 0.
Separating variables, we come to the following conditions for g and h:
g11
g
= −h22
h
= λ (A15)
where λ is a constant.
There are three qualitatively different solutions for equations (A15) corresponding to the
following versions of λ:
λ = 0, λ = ω2 > 0, λ = −ν2 < 0. (A16)
In the first case equations (A15) are solved by the following functions
g = ax˜1 + b, h = cx˜2 + d (A17)
where a, b, c and d are integration constants. In accordance with (A12) the corresponding
potential V˜ is constant.
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Up to simultaneous shifts and scalings of independent variables x˜1 and x˜1 (such transfor-
mations keep the general form of Hamiltonian (28)), functions f and V˜ satisfying equations
(A11) and (A12) can be chosen in the form
f = x˜21, V˜ = Const. (A18)
Let λ = ω2 > 0, then equations (A15) are solved by the following functions:
g = a sin(ωx˜1) + b cos(ωx˜1), h = c sinh(ωx˜2) + d cosh(ωx˜2). (A19)
Since symmetry operator (A10) is defined up to a multiplication constant, arbitrary con-
stants a and b can be reduced to the form a = cos(C), b = sin(C) with some constant C.
Then
g = cos(ωx˜1 − C) ≡ cos z1. (A20)
On the other hand both constants a and b in (A19) are essential, and h cannot be reduced to
a form with one constant.
The corresponding functions f and V˜ are obtained solving equations (A11) and (A12):
f = sin2(z1), V = f. (A21)
These solutions generate Hamiltonians (28) which commute with the following operators:
Q1 =
∂
∂z2
, Q2 = sin(z1) cosh(z2)
∂
∂z1
+ cos(z1) sinh(z2)
∂
∂z2
+ cos(z1) cosh(z2),
Q3 = sin(z1) sinh(z2)
∂
∂z1
+ cos(z1) cosh(z2)
∂
∂z2
+ cos(z1) cosh(z2)
(A22)
where we denote ωx2 = z2.
Analogously, considering solutions of equations (A15) corresponding to λ = −ν2 we obtain
the following expressions for functions g(x1) and h(x2):
g = cosh(z1), h = a cos(z2) + b sin(z2) (A23)
and
g = sinh(z1), h = a cos(z2) + b sin(z2) (A24)
where z1 = νx˜1 and z2 = νx˜2. The corresponding solutions of equations (A11), (A12) are
f˜ = cosh2(z1), V˜ = −f (A25)
and
f˜ = sinh2(z1), V˜ = −f (A26)
respectively.
Notice that all Hamiltonians with the inverse masses given by equations (A21), (A26) and
(A18) are equivalent. This equivalence is almost evident. Indeed, writing Hamiltonian (28),
(A18) in circular variables x˜1 = z2 sin(z1), x˜2 = z2 sin(z1), we immediately reduce it to the
Hamiltonian with inverse mass and potential given by equation (A26). On the other hand,
introducing in (28), (A18) hyperbolical variables x˜1 = z2 sinh(z1), x˜2 = z2 sinh(z1) we obtain
Hamiltonian (28) with constituents (A21).
Thus there are three non-equivalent Hamiltonians (28) which admit different time inde-
pendent constants of motion, which correspond to the inverse masses and potentials given
by equations (A9), (A25) and (A26). Just these Hamiltonians are represented in equations
(33)–(35) where we introduce Cartesian variables x1 = log(z1) cos(z2) and x2 = log(z1) sin(z2).
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A.3 Time dependent symmetries
Consider now determining equations (21)–(24) for the case when at least one of functions α
and ξ0 is nontrivial and functions η, u and v can depend on time variable t.
To specify the admissible dependence on t we make the following steps. Using conditions
(19) which should be valid also for u˙ and v˙, and supposing u˙ and v˙ to be non-trivial we obtain
the following evident differential consequences of (21) and (22):
u˙fˆ2 − v˙fˆ1 − 2u˙2 = 0, (A27)
u˙fˆ1 + v˙fˆ2 − 2u˙1 + α = 0 (A28)
where fˆa =
fa
f
.
Differentiating equation (A27) with respect to x2, equation (A28) with respect to x1 and
summing up the resulting expressions we obtain:
u˙fˆnn = 0, or u˙(log f)nn = 0. (A29)
It follows from (A29) that if u and v are time dependent, then the Hamiltonian admitting the
corresponding symmetry should be equivalent to a constant mass one, see Proposition proved
in Section 4.1. Thus to classify essentially PDM systems it is sufficient to restrict ourselves to
equations (21)–(24) with u and v independent on t. In this case equations (21) and (22) are
reduced to the following conditions:
u = u(x1, x2), v = v(x1, x2), η = η(t), (A30)
and the classification problem is reduced to solving equation (23) for f and (24) for V .
Like in previous subsection we can reduce the terms with spatial derivatives in (A4) to the
shift generator. Then generator Q takes the following form:
Q = iξ0
∂
∂t
+ p2 + η.
In other words we start with u = 0 and v = 1 which reduce equations (23) and (24) to the
following forms:
∂f
∂x2
= αf,
∂V
∂x2
= αV + η˙. (A31)
In order to this system be consistent, α should be a constant and η be a linear function of
t or a constant, i.e., η = νt + µ, since f and V are time independent. Then integrating (A31)
we obtain:
f = exp(αx2)f˜(x1), V = exp(αx2)Vˆ (x1)− ν
α
, α 6= 0 (A32)
or
f = f˜(x1), V = µx2 + Vˆ (x1), α = 0. (A33)
Let our system admits one more symmetry of generic form (20). The corresponding functions
u and v should satisfy condition (23) together with functions f specified in (A32) or (A33).
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Substituting f (A32) into equation (23) we obtain:
uf˜1 + αvf˜ = (α˜ + 2u1)f˜ . (A34)
Since u, v, f˜ and α are time independent, new element α˜ corresponding to the second symme-
try should be time independent too. Moreover, considering systems admitting two symmetries,
we can a priory reduce one of parameters, α or α˜, to zero, which can be achieved by coming
to linear combinations of these symmetries. We will set α = 0, i.e., restrict ourselves to the
version represented in (A33). The corresponding equations (A34) and (24) are:
uf˜1 = (α˜ + 2u1)f˜ , (A35)
uVˆ1 + µv + u11f˜1 = α˜(µx2 + Vˆ ) + η˙. (A36)
Differentiating (A35) with respect to x2 we obtain the following condition:
u2f˜1 = 2u12f˜ . (A37)
Since f˜ does not depend on x2, it follows from (A37) that u should have the following form:
u = Φ(x1)Ψ(x2) + Ω(x1) (A38)
with Φ(x1),Ψ(x2) and Ω(x1) being functions of arguments given in the brackets. Thus u2 = ΦΨ2
is a product of functions of different arguments.
Since u2 should satisfy the 2d Laplace equation, Φ11Ψ2 + ΦΨ222 = 0, and so
Φ11
Φ
= −Ψ111
Ψ1
= λ (A39)
where λ is a parameter satisfying one of conditions (A16). Considering these conditions conse-
quently it is not difficult to find the corresponding functions u and then functions f satisfying
(A28) and (A38). As a result we obtain Hamiltonians and the corresponding symmetries pre-
sented in equations (36)–(39).
A.4 Reduction of symmetry operator
Let us consider the generic first order integral of motion (A4) and show a simple way to reduce
it to the shift generator. The very possibility of such reduction is an element of common
knowledge, see, e.g., [27]. However, we are restricted to using of special changes of variables
(25) which generates some specificities of this standard procedure which are presented here.
To transform a given operator Q (A4) to the simple form (A8) it is necessary to change
independent variables x1 and x2 to new variables x˜1 = ϕ1(x1, x2) and x˜2 = ϕ(x1, x2), satisfying
the following system of partial differential equations:
Qx˜1 = 0, Qx˜2 = 1. (A40)
However, using the fact that in our case functions x˜1 and x˜2 satisfy also Caushy-Riemann
conditions, it is possible to reduce (A40) to the following form:
∂x˜1
∂x1
=
∂x˜2
∂x2
= − u
u2 + v2
,
∂x˜1
∂x2
= −∂x˜2
∂x1
= − v
u2 + v2
. (A41)
For given functions u and v the system (A41) is easily integrable. Any its (even particular)
solution presents new variables x˜1 and x˜2 which which can be used to reduce the given operator
(A4) to the simple form given by equation (A8).
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