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Comet assayAt higher order levels chromatin is organized into loops. This looping, which plays an important role in transcrip-
tion regulation and other processes, remains poorly understood.We investigated the kinetics of DNA loopmigra-
tion during single cell gel electrophoresis (the comet assay). Themigration of a part of the loops was shown to be
reversible after switching off electrophoresis and to be sensitive to intercalation-induced changes in supercoiling.
Another group of the loopsmigrates rapidly, the rate being insensitive to the supercoiling level. The largest part of
the loops cannotmigrate at all, presumably because of their large size. The loop ends can be detached in the pres-
ence of high concentrations of intercalators or protein denaturants, thus increasing the fraction of DNA that can-
not migrate in the gel. The distribution of the loop length up to 100 kilobases appears to be consistent with the
fractal globule organization.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
Chromatin in the interphase nucleus of eukaryotic cells is organized
into complex three-dimensional structures, the higher order levels of
which remain to be not completely understood [1]. An important prog-
ress has been made in the last decade due to development of chromo-
some conformation capture (3C) and related methods, which allow
mapping of interactions between distant chromatin loci [2,3]. Compre-
hensive genome-wide interactionmaps obtained by one of themost ad-
vanced variations of 3C-methods, the Hi-C technique, demonstrated
that at the level of megabase scale resolution the chromatin conforma-
tion is consistent with a fractal globule organization [4]. Two main fea-
tures of the fractal globule are that the polymer in this state is knot-free
and that the probability of contacts between distant loci is directly in-
versely proportional to the contour distance [5–7]. It is noteworthy
that the investigation of the diffusion of ﬂuorescence tracers within
the nucleus [8] has suggested a fractal chromatin organization also on
the scale near 100nm.
The fractal globule (like other states of a long polymer) permits con-
tacts between distant loci to appear. Some of them may give rise to
chromatin loops, the existence of which at high levels of chromatin or-
ganization has stood a consensus a long time ago [9]. The loop domains
play an important role in many processes including transcription and
replication [1,9,10]. Several mechanisms have been proposed to be in-
volved in the loop formation: diffusion driven collisions of distant loci
[11], entropy driven crowding [12], enhancer–promoter interactions
[13], formation of polycomb bodies [14] and transcription factoriesights reserved.[15], and interactions between insulators [16], which presumably cre-
ate, in particular, topological domains with sizes about 1 Mb [17,18].
In addition, some chromatin loops are associated with nucleolus [19]
and protein ﬁlaments of the nuclear lamina, the integral component of
the nuclear envelop [20]. Finally, widespreadmodels suggest formation
of 5–200 kb loop domains attached to subnuclear structures, known
under the name of nuclear matrix [21,22]. However, since its composi-
tion and structure have not been characterized, and because the
known physical properties of the nucleoplasm are inconsistent with
the existence of an extensive skeletal ﬁlament, the nuclear matrix con-
cept remains rather elusive [23,24]. Therefore the matrix is often
thought as a highly dynamic “set” of attachment points for DNA loops,
the size of which varies in dependence of functional state, phase of the
cell cycle and cell type [9,25,26].
One of the ﬁrst observations in support of the existence of the loop
domains attached to some very stable protein structureswas the forma-
tion of a DNA halo around nuclei treated with detergents and high
salt to remove membranes and most of chromatin proteins [27]. So
called nucleoids obtained in this way have been shown to consist of
supercoiled DNA loops attached to residual nuclear structures, the
supercoiling being a direct consequence of the removal of nucleosomes
from topologically constrained chromatin loops. The residual structure,
the “matrix”, may appear as a result of aggregation of some DNA-bound
proteins in high salt conditions. But why do not these proteins dissoci-
ate fromDNA at high ionic strength?Does the nucleoid structure reﬂect,
and inwhich extent, the features of chromatin organization in vivo? Are
the nucleoid loops related to the chromatin loops?
Herewe address some of these and other related issues using single-
cell gel electrophoresis also known as the comet assay [28–30]. To
perform the assay cells are embedded in a thin layer of agarose on a
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salt to produce nucleoids. Under electricﬁeld theDNAmigrates towards
the anode forming an electrophoretic track, which resembles a comet
tail and can be visualized by ﬂuorescent microscopy. Although the
comet assay is widely used to evaluate the extent of DNA damages, for
a long time there was no consensus on the nature of DNA that forms
the comet tail [31]. The most reasonable possibility, for which several
evidences have been obtained, is that the tail formation is facilitated by
relaxation of supercoiling in the DNA loops [28,30–33]. In our previous
work [34], measuring the kinetics of comet formation, we have con-
ﬁrmed that in the case of intact (undamaged) cells the comet tail con-
tains nothing but supercoiled DNA loops, which are extended to the
anode. We have shown also that an alteration of DNA supercoiling by
ethidium bromide intercalation essentially affects the rate of DNA exit.
In this studywemade an attempt to apply the comet assay to inves-
tigate in more details the topology of the loops and factors that affect
their exit into the comet tail. Our results, being consistent with the frac-
tal globule model, point out that the nucleoid structure reﬂects some
important features of the loop organization in vivo.
2. Materials and methods
2.1. Sample preparation
Human blood (ﬁnger-prick samples) was obtained from 7 healthy
donors between the ages of 25 and 35 (males and females, non-
smokers). Any essential individual variability was not observed in the
experiments. Lymphocytes were isolated from 1 to 1.5 ml aliquots of
the blood by separation of cells in a density gradient Histopaque 1077
(Sigma, USA) according to instructions of the manufacturer and then
washed in 0.15M NaCl twice. 50 μl of the suspension was mixed with
100 μl of 1% low-melting point agarose (Sigma, USA) at 37 °C. 20 μl of
the mixture was used to prepare a microscope slide, covered with 1%
high-melting point agarose (Chemapol, Czech Republic). After agarose
polymerization at 4 °C, slides were immersed for several hours in ice-
cold lysis solution: 2.5 M NaCl, 100 mM EDTA, 10 mM Tris–HCl
(pH 8.0), and 1% Triton X-100 (Ferak, Germany), which was added
just before use. After the lysis slides were washed twice by TBE buffer
(89mМ Tris–borate, 2mМ EDTA, рН 7.5).
In some experiments slides were then incubated in one of the fol-
lowing solutions: (1) 75 μM formaldehyde (Sigma, USA) in TBE buffer
for 10min at 4 °C; (2) 2M or 8M urea in TBE buffer for 30min at 4 °C;
and (3) 40 mM Tris–HCl (pH 7.5), 120 mM NaCl, 0.5% Triton X-100,
0.3% SDS (sodium dodecyl sulfate) for 30 min at 4 °C. The slides were
then washed several times in TBE buffer and electrophoresed.
2.2. Electrophoresis and microscopy
Slides were electrophoresed (1V/cm, 300mA) at 4 °C in the dark, in
TBE buffer without or with chloroquine (Sigma, USA), whichwas added
to the electrophoresis buffer at different concentrations. The concentra-
tion of chloroquine in stock solutionwas determined spectrophotomet-
rically. Tomeasure the kinetics of comet formation, several slides,which
were simultaneously prepared in the same way, were placed into the
electrophoresis tank, and then they were taken out at different times
of electrophoresis for further analysis. To study the kinetics of comet
disappearance, electrophoresis was performed with several slides for
80 min, then the electric ﬁeld was switched off and the slides were
kept in the electrophoretic buffer at 4 °C for different times.
After either electrophoresis or subsequent incubation slides
were stained with 1.3 μg/ml of DAPI (4′,6-diamidino-2-phenylindole,
Sigma, USA) and immediately analyzed with a ﬂuorescent microscope
(LOMO, Russia) connected with a Canon EOS 1000 D camera. A total
of 100–200 randomly chosen cells on each slide were examined using
image analysis software CometScore (TriTec, USA) to determine the rel-
ative amount of DNA in the tails and the tail length. The comet taillength was deﬁned as the distance from the center of mass of the
head to distal end of the tail; the DNA amount in the tail — as the ratio
of the tail ﬂuorescence intensity to the total intensity of the comet.
2.3. Analysis of the kinetic plots
Kinetic plots (the relative amount of DNA in the tail f versus electro-
phoresis time t) were ﬁtted with the equation f=A1f1+A2f2, where A1
and A2 are the maximum amplitudes of two components (A2 may be
equal to 0). The function f1 is described by a standard equation ofmono-
molecular kinetics:
f 1 ¼ 1− exp −t=τð Þ; ð1Þ
where τ is the characteristic time. The function f2 obeys the sigmoidal
Boltzmann equation:
f 2 ¼ 1= 1þ exp k2 t0−tð Þð Þ½ ; ð2Þ
where k2 is the rate constant, t0 is the transition half-time.
The dependencies of the relative amount of DNA in the comet
tails as a function of time of incubation in the electrophoresis buffer
after switching off prolonged electrophoresis were ﬁtted by a two-
exponential decay.
2.4. Binding of chloroquine to DNA
Changes in chloroquine absorption spectrum [35] were used to
determine the parameters of chloroquine to DNA binding. High-
molecular-weight salmon testes DNA (Sigma, USA) in TBE bufferwas ti-
trated by chloroquine stock solution in the same buffer and the optical
density at 343 nm was measured with a spectrophotometer. Initial
DNA concentration was measured spectrophotometrically taking the
extinction coefﬁcient 13,200M(bp)−1 cm−1 at 260 nm. The extinction
coefﬁcient of chloroquine free in solution at 343 nm was found to be
εf=14,000M−1 cm−1. The extinction coefﬁcient of totally bound chlo-
roquinemeasured in the presence of a large excess of DNAwas estimat-
ed to be εb=4100M−1cm−1. The fractionϕ of bound ligand is given by:
ϕ ¼ ε f C−A
 
= ε f C−εbC
 
; ð3Þ
where C is the total concentration of chloroquine, A is the optical density
measured. Only data points corresponding to ϕ between 0.2 and 0.8
were taken into account. With CDNA being the total concentration of
DNA in solution, free chloroquine concentration is L=(1−ϕ)C, while
chloroquine binding density (number of ligand molecules bound per
base pair) is υ=ϕC /CDNA. The binding isotherm (υ versus L) was ﬁtted
with the model for non-cooperative excluded site binding derived by
McGhee and von Hippel [36] to obtain the values of the binding con-
stant and the apparent size of the binding site.
3. Results and discussion
3.1. Two-step behavior of DNA exit into the comet tails
We have measured the kinetics of the increase in the relative
amount of DNA in the comet tails during electrophoresis of lysed non-
damaged lymphocytes at neutral pH. Several representative comet im-
ages and examples of the relative amount distributions are shown in
Fig. 1. At any time the distribution is Gaussian; its width is approximate-
ly constantwhile themaximummoves along the abscissawhen time in-
creases. The peak practically stops moving after ~60min and then the
distribution does not change.
The kinetic plot of the average relative amount of DNA in the tails
clearly has a two-step shape (Fig. 2, ﬁrst onward curve). The ﬁrst step
reﬂects some small DNA fraction, which exits very rapidly. The second
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Fig. 1. Relative amount of DNA in the tails (f) with ﬁts to Gaussian distributions
(solid lines) after 10min (A), 30min (B) and 80min (C) of electrophoresis. Representative
examples of comet images are shown in the insets, bars: 10 μm.
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tween approximately 30th and 50th minutes, and then the relative
amount of DNA in the tails remains constant. Our previous work [34],
in accordance with results [32], conﬁrmed the idea that the comet tail
is formed by extendedDNA loops, the exit ofwhich is considerably facil-
itated when their supercoiling is relaxed. The stepwise behavior of the
kinetics of DNA exit implies that the lower plateau on the ﬁrst onward
curve in Fig. 2 is formed by a small amount of “rapid loops”, which prob-
ably are not under topological constraint. The simplest explanation
would be that these loops are relaxed due to single-strand breaks
(nicks), which should exist in some amount in the cell. When the elec-
tric force is applied for a longer time an extension of supercoiled DNA
loops occurs.
On their way towards the anode, these supercoiled “slow loops”
have to overcome, except agarose resistance, their own torsionalf
Time (min)
Fig. 2. The average relative amount of DNA in the comet tails (f) as a function of electro-
phoresis duration (bottom abscissa) or time of incubation in the electrophoresis buffer
after switching off prolonged electrophoresis (top abscissa). The direction is indicated
by arrows near the curves: ﬁrst onward curve (○), backward curve (Δ), and second on-
ward curve (□). Here and in ﬁgures below, each point is an average for 5 to 10 indepen-
dent experiments performed with lymphocytes obtained from different donors; error
bars represent the standard deviations; continuous curves are obtained by ﬁtting as de-
scribed in the Materials and methods.constraint: the negative torsional deformations appear in the loops
when they are stretched by the electric force. Hence, one could expect
that disappearance of external forces should cause a reverse contraction
of the loop: it has to “jump back” under the elastic forces. According to
these expectations and in agreement with our previous results [34],
we observed a partial decrease in the relative amount of DNA in the
tails after switching off electrophoresis (Fig. 2, backward curve). When
electrophoresis is again switched on the loops display hysteretic behav-
ior: they exit very rapidly, without the delay, whichwas observedwhen
the force was applied for the ﬁrst time (Fig. 2, second onward curve). At
the end of the second electrophoresis the DNA fraction in the tails
returns to about the values (within the experimental error) that were
reached in the ﬁrst electrophoresis. A tendency for the second satura-
tion level to be lower may represent some smear of the signal as a con-
sequence of DNA diffusion during a long time of the experiment.
The hysteresis shows that the sigmoid shape of the ﬁrst onward
curve is not related to the torsional deformation accompanying the ex-
tension of the supercoiled loops. Rather, the delay in the exit of “slow
loops” reﬂects a barrier that the loops have to overcome inside the nu-
cleoid head. The contraction of the loops under elastic forces when elec-
trophoresis is switched off certainly does not bring the loops to enter
inside the region with high DNA concentration: the contracted loops
should remain on the surface of the head. When the electric force is
applied again, these loops go back to the tail very easily. This in turn sug-
gests that the rapid component of theﬁrst onward curvemay represent,
at least in part, some surface loops, for which the exit rate does not de-
pend on their supercoiling. Hence, the slow component can be attribut-
ed to supercoiled loops inside the nucleoid.
A theory of electrophoresis of a ﬂexible polyelectrolyte trapped in the
gel due to a bulky label shows that the time to stretch the chain to its
contour length is at most of the order of the reptation time, i.e. very
short [37]. It means that the kinetic plots in Fig. 2 reﬂect accumulation
in the tail of the number of stretched loops (multiplied by their length)
rather than the process of loop extension. Therefore, taking for simplicity
an average length of all the loops, the non-sigmoid dependence on time t
of the relative amount of DNA in the tails (in particular, the ﬁrst step of
the ﬁrst onward curve in Fig. 2) should satisfy the well-known relation
df 1
dt
¼ τ−1 A1− f 1ð Þ; ð4Þ
where f1 is the DNA fraction in the tail, which corresponds to the rapid
(surface and/or relaxed) loops, τ−1 is the rate constant with τ being
the characteristic time, A1 is the maximum relative amount of DNA
that can exit in such rapid regime. The solution of this relation is given
by Eq. (1) in the Materials and methods.
Concerning the slow loops, before entering the agarose gel around
the nucleoid, they have to move inside the head, i.e. in the medium
with extremely high DNA concentration. This medium can be seen as
a “gel” that makes a considerable additional retardation for the loop
movement, and this retardation clearly depends on DNA concentration.
It is quite possible that a part of internal DNA at the nucleoid/agarose
border plays themost important role in such retardation: a compression
zone composed by extended loops at the border creates a barrier for
inner loops to exit. In any case, the rate of the exit for such inner loops
should increase with increasing DNA fraction in the tail (i.e. with de-
creasing DNA fraction in the head). Such dependence on DNA concen-
tration may explain the cooperative (sigmoid) behavior of the DNA
exit at the second slow step (the exit that occurs between approximate-
ly 30th and 50thminutes on the ﬁrst onward curve in Fig. 2). In the sim-
plest form the rate equation for the slow-loop-dependent DNA fraction
in the tail can be written as
df 2
dt
¼ k2
A2
A2− f 2ð Þ f 2; ð5Þ
3240 K. Afanasieva et al. / Biochimica et Biophysica Acta 1833 (2013) 3237–3244whose solution is the Boltzmann equation (Eq. (2) in the Materials and
methods), where f2 is the DNA fraction in the tail, which corresponds to
the slow (inner) loops, k2 is the rate constant, A2 is the maximum rela-
tive amount of DNA that can exit in the slow regime. This simple formal-
ism can be used to describe the kinetic data pretty well (smooth curves
in Fig. 2); the ﬁtted parameters are shown in Table 1.
3.2. Topology of the loops and effects of intercalation
The retardation of the slow loops in the head appears to be very sen-
sitive to supercoiling: the exit is accelerated when the loops are relaxed
due to partial DNA unwinding upon intercalation of chloroquine
(Fig. 3A, Table 1). In total agreement with our previous results obtained
with ethidium bromide [34], the acceleration begins at a very low chlo-
roquine concentration (5μg/ml), and then it becomesmore pronounced
at 10 μg/ml. The two-step kinetics, described above for the case when
the intercalator is absent, disappears and the relative amount in the
tail reaches the higher plateau in one step (in about 10min): the rapid
and slow components mentioned above become indistinguishable. In
other words, the supercoiled (slow, inner) loops, which are relaxed in
the presence of chloroquine, exit as fast as the rapid (surface/nicked)
loops do. The kinetics changes very little up to the concentration of
50μg/ml (not shown, kinetic parameters are presented in Table 1).
Further gradual increase in the chloroquine concentration (and, re-
spectively, in the binding density of the intercalator) is accompanied
by two effects: a slowdown in the DNA exit and a decrease in the satu-
ration level (Fig. 3A, Table 1). The same effects were observed earlier
with ethidium bromide [32,34]. It is interesting that at very high con-
centrations (500 and 1000 μg/ml) the two-step behavior appears
again. The chloroquine effects (as well as the reversibility of the comet
formation described in the previous subsection) show that DNA was
mostly intact through the experiments in majority of cells: the loop
domains are topologically constrained only if single strand breaks are
absent.
Fig. 3B shows the dependence upon chloroquine concentration of
the rate constant k of loop exit: we took k to be equal to τ−1 when
there was only one step (the majority of points in Fig. 3B) or t0−1 in
the case of two-step behavior. Let us assume that the rate constant
can be presented in the form:
k ¼ k0 exp −λσ2
 
ð6Þ
where k0 is the supercoiling-independent term, σ is the net supercoiling
density in the loops at a given chloroquine concentration, and λ plays a
role of the supercoiling force constant. The exponential term suggests
that the energy barrier on the way of the loop inside the head is associ-
atedwith changes in supercoiling energy. The free energy of supercoiling
Gsc (in RT units) obeys the well-known relation [38]:
Gsc ¼ NKscσ2 ð7ÞTable 1
Kinetic parameters of DNA exit at different chloroquine concentrations.
Chloroquine
concentration, μg/ml
Parameters
τ, min A1 A2 t0, min k2−1, min
0 7.8± 2.9 0.07±0.01 0.14± 0.01 42±1 4.6± 0.8
5 15.4± 2.1 0.20±0.01 0 – –
10 6.5± 0.6 0.23±0.02 0 – –
25 5.6± 0.9 0.24±0.02 0 – –
50 8.7± 1.5 0.25±0.02 0 – –
75 5.6± 1.6 0.19±0.01 0 – –
150 11.7± 2.4 0.14±0.03 0 – –
250 12.1± 2.6 0.16±0.01 0 – –
500 9.2± 2.3 0.08±0.01 0.06± 0.01 50±3 8.9± 2.9
1000 5±3 0.05±0.01 0.03± 0.01 44±8 8.3± 7.0where N is the contour length of the loop in base pairs, Ksc is the
supercoiling force constant, which (being equal to approximately 10
for large circular plasmids) depends, in particular, on the ratio between
twist andwrithe, the two contributions into the total linking number dif-
ference of the loop [39]. If this ratio changes then the associated energy
difference can be written as NΔKscσ2=λσ2: the coefﬁcient λ in Eq. (6)
depends on some change ΔKsc in the supercoiling force constant during
a rearrangement of the loop conﬁguration on the way of the loop inside
the head. Eq. (6) predicts the behavior that is quite expected: migration
velocity has a maximum at zero supercoiling.
With the purpose to get quantitative information about the
supercoiling level of the loops at different chloroquine concentrations,
we have obtained the isotherm for chloroquine binding to high-
molecular-weight DNA in the conditions of the comet assay (not
shown). It was found that in TBE buffer the binding constant K =
(3.0 ± 0.4) · 103 M−1 and the apparent size of the binding site n =
4.4 ± 0.4 bp. The binding site of chloroquine is larger than that of
ethidium bromide (~2.5 bp [40]) presumably because of higher charge
(+2 elementary charges for chloroquine against +1 for ethidium bro-
mide at neutral pH). Using the binding parameters one can estimate
the chloroquine binding density υ at any chloroquine concentration
according to the equation, which describes the binding of an inter-
calator to circular DNA (topologically equivalent to the loop domain)
[41]:
υ ¼ KL 1−nυð Þ
n
1−nυþ υð Þn−1 exp 2A υ0−υð Þð Þ ð8Þ
where the free chloroquine concentration L is equal to its total concen-
tration in the electrophoresis buffer in our experiments; A≈5 [40,41] is
the modiﬁed supercoiling force constant; υ0 =−360° σ0 / (θh) is the
binding density corresponding to the total relaxation of the initial neg-
ative supercoiling. In the last relation σ0 is the initial (before an addition
of the intercalator) supercoiling density in the loop, θ≈17° is the chlo-
roquine unwinding angle [42], and h≈ 10.5 bp/turn is the DNA helical
periodicity. At υ= υ0 the exponential term turns into unity and the
equation becomes equivalent to the McGhee–von Hippel equation [36]
that describes binding to linear DNA. Ifσ0 is known one can estimate the
net supercoiling density in the loops at different chloroquine concentra-
tionsσ=σ0+σi, whereσi=υθh/360° is the supercoiling density intro-
duced by the intercalator and υ obeys Eq. (8).
Using Eq. (8), we have ﬁtted Eq. (6) to the rate constant-versus-con-
centration plot in Fig. 3B (solid curve) to ﬁnd the values of σ0, k0 and λ.
The initial supercoiling density σ0=−0.040± 0.005, the value that is
quite expected for the loops after removal of nucleosomes. Two other
values, k0=0.17±0.01min−1 and λ=1400±300, are more difﬁcult
to interpret. They show, anyway, that the rate of the exit of a relaxed
loop is rather high (the characteristic time is k0−1 ~ 6min), and that the
energetic barrier before the loop exit is associated with some small in-
crease of the supercoiling force constant (for a loop with N ~ 100 kb
ΔKsc ~ 0.01). This is not surprising: a loop rearrangement inside the
head (on the barrier—before entering the tail) is not expected to be
large. After entering the tail (beyond the barrier) the extension of the
loop is certainly associated with more considerable increase in the
supercoiling energy, but then it is compensated by the work of the
stretching electric force. It should be noted that the supercoiling-
dependent barrier is not related to the barrier, which depends on DNA
concentration (described in the previous subsection). The supercoiling-
dependent retardation in the absence of chloroquine simply helps to ob-
serve the cooperative behavior (invisible when the loops are relaxed) of
the exit of supercoiled loops. For the same reason, increase in positive
supercoiling at high chloroquine concentrations makes cooperative exit
of the supercoiled loops to be visible again.
Taking σ0=−0.04 we can estimate the net supercoiling density in
the loops at different chloroquine concentrations σ=σ0+σi. The result
is shown in Fig. 3B (dashed curve). Note, that the absolute value of
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Fig. 3. Effects of chloroquine intercalation on the kinetics of comet formation. (A) The average relative amount of DNA in the comet tails (f) as a function of electrophoresis duration in the
presence of chloroquine at the concentrations of 5μg/ml (○), 10μg/ml (Δ), 75μg/ml (□), 250μg/ml (∇), 500μg/ml (●), and 1000μg/ml (▲). For clarity, only one representative error bar is
shown. The heavy curve is the continuous curve in the absence of chloroquine (ﬁrst onward curve from Fig. 2). (B) The rate constant k of the DNA exit (points and solid curve) and the net
supercoiling density σ in the loops (dashed curve) as functions of chloroquine concentration (see text for details).
f
Time (min)
Fig. 4. The average relative amount of DNA in the comet tails (f) after nucleoid crosslinking
with formaldehyde as a function of electrophoresis durationwithout (○) andwith chloro-
quine at the concentrations of 250 μg/ml (Δ) and 500 μg/ml (□). The heavy curve is the
continuous curve in the absence of both chloroquine and formaldehyde (ﬁrst onward
curve from Fig. 2).
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is approximately the same as that of the initial negative supercoiling
density. Hence, the slowdown in the DNA exit, which occurs when the
chloroquine concentration increases beyond 50μg/ml, can be explained
by the accumulation of positive supercoiling due to intercalation: the
rate of the exit at the highest concentrations of chloroquine is about
the same as in the absence of the intercalator (Figs. 2, 3).
3.3. Detachment of the loop ends
However, the main effect of the high concentrations of chloroquine
is the gradual decrease in the maximum amount of DNA in the tails
that can be reached after long time of electrophoresis (Fig. 3A). This ef-
fect, which will be referred to below as hindrance, cannot be explained
by an increase in positive supercoiling, since, in comparison with the
case without the intercalator, the supercoiling increases up to the
same absolute values but the saturation level becomes much lower
(Fig. 3A). Some additional contributions into the retardation of DNA
exit may come from the changes in charge, contour length and stiffness
of DNA upon binding of intercalators [43,44]. More probably, however,
all these factors (taking into account that according to our estimations
the binding density of chloroquine equals to ~0.16 at 1000 μg/ml)
have to contribute into the delay of the exit, not into the hindrance.
In our opinion, the most attractive explanation of the hindrance of
the exit in the presence of high concentrations of chloroquine is related
to a non-trivial observation, which was not discussed yet. As it was
mentioned above, our experiments allow us to discriminate between
the two kinds of the loops referred to as the rapid and slow components.
But obviously there is a third component: the loops that donot exit ever.
In all our experiments themaximum relative amount of DNA in the tails
did not exceed, at average, 0.25 (in some samples it reached 0.4, see
Fig. 1). This means that the comet tail composed of the DNA loops
(relaxed or not), represents only small part (not more than a quarter
at average) of DNA in the nucleus. Only for heavily damaged cells, as it
is well known, the relative amount in the tail may reach 0.7 to 0.8 or
even 1 [29,30]. But in this case the tail contains linear DNA fragments,
not the loops [34].
The loops, which cannot exit during electrophoresis, are, more prob-
ably, simply the loops, which are too large. Then the hindrance of the
DNA exit at high intercalator concentrations would mean an increase
in the length of such loops due to decrease in the number of loops
thatmay exit. In otherwords, the local intercalation (which is accompa-
nied by the double helix unwinding) around the sites of the attachment
of DNA to proteins may probably break the interaction. This detaching,
in turn, enlarges the size of the loop domains and, respectively, causes
impossibility for them to exit. Gradual increase in the chloroquineconcentration increases the probability of the detaching for growing
number of the DNA loops.
Two following experiments presented in Figs. 4 and 5 conﬁrm this
reasoning. In the ﬁrst experiment we measured the kinetics of DNA
exit after crosslinking the nucleoidswith formaldehyde (Fig. 4). In com-
parison with non-crosslinked nucleoids, the exit of the slow loops be-
comes less sudden, probably because the crosslinking introduces some
perturbations in the nucleoid structure. But chloroquine in high concen-
trations does not introduce the hindrance and practically does not inﬂu-
ence the kinetics in general (Fig. 4).
In the second experimentwehave tested the kinetics of theDNAexit
after nucleoid treatment by sodium dodecyl sulfate or urea (Fig. 5). We
could expect that denaturation of proteins in the attachment sites of the
loops should decrease the number of loops that may exit. This was the
case: denaturation in 0.3% SDS or 8M urea creates about the same hin-
drance as the highest chloroquine concentration does (compare Figs. 3A
and 5). It is noteworthy that the effect of 2M urea is not much weaker
than that of 8M (Fig. 5). Therefore, only gentle denaturation, probably
on the level of protein–protein interactions, is sufﬁcient to reduce con-
siderably the saturation level of the DNA exit.
When electrophoresis of the samples treated with 8 M urea was
switched off we did not observe any decrease in the relative amount
of DNA in the tails (not shown). This result points out that the comet
tails after protein denaturation are mostly formed by surface and/or re-
laxed loops, which are responsible for the ﬁrst rapid component in the
fTime (min)
Fig. 5. The average relative amount of DNA in the comet tails (f) after nucleoid treatment
with 0.3% SDS (Δ), 2M urea (□), and 8M urea (○) as a function of electrophoresis dura-
tion. The heavy curve is the continuous curve in the absence of denaturants (ﬁrst onward
curve from Fig. 2).
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these loops, as it was argued in Subsection 3.1, does not depend on their
supercoiling, they cannot go back. Hence, protein denaturation induces
effective detachment of virtually all the supercoiled loops which can be
resolved in our experiments.3.4. The loop size distribution
Possible redistribution of the loop sizes under intercalation or pro-
tein denaturation poses a question: the loops of which sizes are there
in the ﬁrst place? The answer is probably: any. If the loops would have
a more or less ﬁxed size (in some ranges) then the kinetics of the DNA
exit would not be associated with a pronounced change in the tail
length (which reﬂects the length of the longest loops in the tail). Our
measurements showed that this was not the case: the length of the
tail increased with electrophoresis time in approximately the same
manner as the relative amount of DNA did (Fig. 6, inset, cf. Fig. 2). In
our experiments themaximum tail length did not exceed 30μm (taking
0.34nmper bp, this corresponds to contour length of the longest loop to
be approximately 180kb). This cutoff,whichdepends on lysis procedure
and electrophoresis conditions (see, for example, [32] where approxi-
mately ten times longer tails were observed for human lymphocytes),
represents the experimental limitations of our study: all the notions
presented below are related to the loops not longer than 200kb.Contour length (kb)
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Fig. 6. Correlation between the average relative amount of DNA in the comet tails and the
average contour length of the longest loops in the tail (the abscissa values were obtained
frommeasured tail length values, whichweremultiplied by two and divided by 0.34nm).
Inset: The average contour length of the longest loops in the tail as a function of electro-
phoresis duration.The parallelism in the kinetics of the two parameters, the tail length
and the amount of DNA in the tail, was also observed in the presence of
chloroquine or urea (not shown): in 8M urea, for example, the maxi-
mum tail length at the longest electrophoresis time is about half of the
maximum values in Fig. 6. The kinetics of the tail length implies that
the rate of the loop exit, in addition to supercoiling and DNA concentra-
tion inside the nucleoid, obviously depends on the loop size: longer
loops exit harder. A limit (above which the loops cannot exit) is created
by agarose gel structure. Since this structure is not exactly the same
around different nucleoids, the deviation from average values increases
considerably for longer tails (Fig. 6, inset).
Fig. 6 shows that there is a perfectly linear correlation between the
length of the longest loops and the relative amount of DNA in the tail.
The linearity is distorted for very long tails, i.e. for the limiting tail length
values. The dependence in Fig. 6 is, in fact, cumulative probability of the
loops below some size to be present in the nucleoid (and hence in the
tail). In other words, the fraction f of DNA in the tail (at given time)
may be written as
f∝
Zsm
0
spsds ð9Þ
where s is the contour length, ps is the fraction (the probability) of loops
of the size s, and sm is the maximum size to be present in the tail at a
given time. The ps value clearly reﬂects the probability of contacts be-
tween points separated by the distance s: some part of these contacts
are “frozen” to give more or less stable loops, and then some part of
these loops remains in the nucleoids.
The linear dependence of f on sm implies that the fraction of DNA
which corresponds to the loops of a given size does not depend (at
least, essentially) on the size: if an increase in DNA amount due to lon-
ger loops is exactly compensated by the reduction of their number than
the amount should be simply proportional to the size of the longest
loops. It is clear fromEq. (9) that the simplestway tomake f to be direct-
ly proportional to sm is to assume that ps~ s−1. Such power-law scaling
corresponds to the so called fractal globule, the polymer state, in which
interphase chromatin was shown to exist in cell nuclei [2–4,6,7]. It is
noteworthy that the scaling of the contact probability consistent with
fractal globule was shown by the Hi-C technique for distances in the
ranges of several megabases [4], while here we deal with much shorter
distances.
Assuming this scaling and taking the maximum average values for
the relative amount of DNA in the tail f≈ 0.25 and the contour length
of the longest loops sm≈ 105 bp, we can get from Eq. (9) the approxi-
mate relation ps≈ 2.5 · 10−6 s−1. The contact probability p in the cell
nuclei investigated by the Hi-C technique, as a function of s, can be ap-
proximated, in the ranges between 500 kb and 7 Mb, by the relation
p≈1.5·10−3 s−1.08 [4]. Comparison of the two coefﬁcients in these re-
lations shows that approximately 10−3 of the contacts gives very stable
loops preserved in nucleoids even after cell lysis.
4. Conclusions
In this study we present the results of the comet assay applied to in-
vestigate the loop domain organization in nucleoids obtained after cell
lysis with detergents and high salt. It was known for a long time that
such nucleoids contain supercoiled DNA loops. During electrophoresis,
the kinetics of which was measured, the loops exit from nucleoid into
the comet tail in two steps. The ﬁrst rapid step corresponds to loops,
which migration is insensitive to intercalators, i.e. to supercoiling
level. The rapid loops may represent in part the loops that are relaxed
due to single-strand breaks. At the same time, the rapid component
should be composed of the loops located on the nucleoid surface, and
they are not necessarily relaxed.
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the second slow component. The loops, which correspond to the second
step of the DNA exit, have the following features: (i) they exit later but
abruptly, in a cooperative manner; (ii) the exit is reversible when elec-
trophoresis is switched off; (iii) when electrophoresis is again switched
on they exit as fast as the rapid loops do; (iv) the rate of the slow loop
exit is very sensitive to supercoiling levelwhich changes in the presence
of intercalators. The last notion gives anopportunity, alreadymentioned
in our previous work [34], to estimate the topological state (the
supercoiling level) of the slow loops in nucleoids obtained from differ-
ent cells in different functional states: for this one has to determine
the intercalator concentration that is the most effective in the facilita-
tion of the comet formation.
All the notions listed above lead to the conclusion that the slow com-
ponent represents the supercoiled loops inside the nucleoid. The exit of
these loops depends on the DNA concentration inside: that is the reason
why the exit rate increases with the electrophoresis duration (more
DNA in the tail, less in the head, the higher the rate). In addition, the
movement of the loop inside the head should be associated with some
changes in the loop conﬁguration and, respectively, in the supercoiling
energy. In contrast to the loop already in the tail, this change is not com-
pensated yet by the work of the stretching electric force, thus creating
an energy barrier, which hampers the movement in a supercoiling-
dependent manner. Our analysis shows that the barrier is not so high
but sufﬁcient to induce the sensitivity of the exit rate to the supercoiling
level.
The nucleoids obtained after cell lysis can be viewed as “ghosts”
which keep some characteristics of the loop domain organization in
the cell nuclei. Our measurements of the relative amount of DNA in
the comet tails and the tail lengths as functions of electrophoresis dura-
tion are consistentwith the scaling ps~s−1, where ps is the probability to
ﬁnd a loop of the contour length s. Such scaling is a speciﬁc characteris-
tic of the fractal globule state of a polymer [5–7]. Therefore, our results,
though they cannot be considered as a strict evidence for this, point out
that the fractal globulemodel can be valid not only at the scale of several
megabases (as it has been shown by the Hi-C technique [4]) but also at
the scale of several tens of kilobases.
Our results imply that the lengths of the nucleoid loops are distribut-
ed in wide ranges, although the comet assay is limited to resolving the
loops up to ~200kb. This is not surprising: the fractal model per se sup-
poses the samebehavior at all the scales.Wehave shown that thenucle-
oid loops can be detached in the conditions of protein denaturation, and
that DNA intercalators may also cause the detaching of the loop ends.
Altogether, these results support the view that interphase chromatin
behaves like a long polymer in the fractal globule state, where the prob-
ability of transient randomcontacts between the chain points is inverse-
ly proportional to the contour distance. Some part of these contacts
appears to be ﬁxed for some time due to differentmechanisms (enhanc-
er to promoter binding, transcription factories, polycomb bodies etc.),
most of which can be reduced to interactions between chromatin pro-
teins. A small fraction, about 10−3, of the contacts remains to be ﬁxed
in the nucleoid after cell lysis probably due to high-salt conditions.
Since these very stable loops preexisted in vivo, an investigation of
their organization in different cells may give important information
about the regulation of gene expression at the level of higher order
chromatin structure.References
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