ABSTRACT Secondary structure prediction is an important problem in RNA bioinformatics because knowledge of structure is critical to understanding the functions of RNA sequences. Significant improvements in prediction accuracy have recently been demonstrated though the incorporation of experimentally obtained structural information, for instance using selective 2 0 -hydroxyl acylation analyzed by primer extension (SHAPE) mapping. However, such mapping data is currently available only for a limited number of RNA sequences. In this article, we present a method for extending the benefit of experimental mapping data in secondary structure prediction to homologous sequences. Specifically, we propose a method for integrating experimental mapping data into a comparative sequence analysis algorithm for secondary structure prediction of multiple homologs, whereby the mapping data benefits not only the prediction for the specific sequence that was mapped but also other homologs. The proposed method is realized by modifying the TurboFold II algorithm for prediction of RNA secondary structures to utilize basepairing probabilities guided by SHAPE experimental data when such data are available. The SHAPE-mapping-guided basepairing probabilities are obtained using the RSample method. Results demonstrate that the SHAPE mapping data for a sequence improves structure prediction accuracy of other homologous sequences beyond the accuracy obtained by sequence comparison alone (TurboFold II). The updated version of TurboFold II is freely available as part of the RNAstructure software package.
INTRODUCTION
RNA functions in diverse cellular activities; it is a carrier of genetic information in transcription (1), a regulator of gene expression (2), and a catalyst (3). These cellular functions depend on the structure of RNA (4). Therefore, accurate predictions for the secondary structure, i.e., canonical basepairings between nucleotides, are critical for understanding and proposing hypotheses related to RNA functions. A commonly used approach is to predict secondary structures based on folding thermodynamics (5,6).
To achieve greater prediction accuracy, several thermodynamics-based methods incorporate experimental data derived from chemical probing to guide RNA secondary structure prediction (7-17). One mapping method, selective 2 0 -hydroxyl acylation analyzed by primer extension (SHAPE), provides quantitative reactivity at each nucleotide to the SHAPE reagent, which measures the nucleotide flexibility (18, 19) . Because basepaired nucleotides are structurally restricted, high SHAPE reactivity is generally associated with not being canonically basepaired (20) . SHAPE data can be collected with high-throughput sequencing (21-23) and can also be obtained in vivo (24-26).
RSample (Spasic, S.M. Assmann, P.C. Bevilacqua, D.H.M., unpublished data) models RNA secondary structure using SHAPE data. It focuses on matching structure models to the mapping data rather than directly integrating data into the model. In this way, it can model folding ensembles of multiple structures. A nucleotide-level comparison between experimental mapping data and modeled mapping data is used to guide a single refinement of a stochastic sample. The sample is then clustered to predict sets of structure models. The single structure prediction accuracy of RSample is similar to leading methods (>80% of predicted pairs in the accepted structure) (12), and RSample is able to estimate the population of multiple structures in the folding ensemble (27) .
Another approach to improving secondary structure prediction accuracy is to use multiple homologous sequences to identify conserved basepairs (5,28-30). One method, TurboFold II (31; Z.T., Y. Fu, G. Sharma, D.H.M., unpublished data), iteratively refines basepairing probabilities for each sequence in a set of homologs by comparing the predicted basepairing probabilities across the set of homologs. Additionally, nucleotide alignment probabilities in pairwise alignments, estimated using a hidden Markov model (HMM) (32), are iteratively improved using information from estimated secondary structures (33). After the iterative updates, structures are predicted using the maximum expected accuracy algorithm (34-36) and a multiple sequence alignment is estimated using a probabilistic consistency transformation (36) and progressive alignment.
An open problem in the field is the integration of both structure mapping data and comparative data to improve secondary structure prediction accuracy. Prior work focused on the case where SHAPE data is available for all homologous sequences (37). For this situation, a multiple sequence alignment was first created by also including SHAPE data in pairwise global alignment. Then the RNAalifold method (38) was used to predict a consensus structure that is conserved given the fixed input alignment, using pseudo free energies to incorporate the SHAPE information (7). This article addresses the problem of predicting conserved secondary structures when SHAPE mapping is only available for one homolog. This use case is expected to be increasingly common as SHAPE is performed in vivo across transcriptomes. The method reported in this article is the integration of RSample into TurboFold II. In the resulting method, SHAPE-guided structure prediction and prediction of conserved structures act synergistically to improve secondary structure prediction accuracy, even for sequences for which SHAPE mapping was not performed. Results demonstrate that the SHAPE mapping data for a sequence improves structure prediction accuracy of other homologous sequences beyond the accuracy obtained by sequence comparison alone (TurboFold II). Fig. 1 illustrates the proposed new version of TurboFold II that uses available SHAPE mapping data for one or more of the RNA sequence homologs to improve structure prediction for the sequences without SHAPE data. The input to TurboFold II is a set of homologous sequences and the outputs are the predicted secondary structures for each sequence and a multiple sequence alignment (31). To incorporate experimental mapping data into the predictions, the proposed approach makes use of RSample. Specifically, as shown in Fig. 1 , within the TurboFold II iterations, RSample is used to refine estimated basepairing probabilities for sequences with SHAPE data and these estimated basepairing probabilities are incorporated in the iterations. As shown via the dashed lines in Fig. 1 , in subsequent TurboFold II iterations, the incorporated SHAPE information propagates to other homologous sequences and thereby improves the prediction of structure for these sequences, in addition to improving structure prediction for the sequence with which the SHAPE data is affiliated. The major individual steps in the proposed approach are outlined next.
METHODS

SHAPE-guided computation of basepairing probabilities using RSample
RSample first generates a stochastic sample (39) using a secondary structure partition function calculation (40). Then SHAPE reactivities are estimated for each nucleotide in each structure based on the status of the nucleotide: unpaired, paired at the last position of a helix, or paired in the interior of a helix. SHAPE reactivities are drawn from distributions composed of a database of 16 known secondary structures with experimentally measured SHAPE reactivities (12). The estimated SHAPE reactivity for a nucleotide is then the mean reactivity across all structures. The stochastic sampling is then repeated, where the partition function is reestimated so that the estimated SHAPE reactivities better match the experimental SHAPE mapping data. The free energy change term introduced to the partition function is DG bonus;i ¼ 0:5 Â ln Rexp i þ 1:1
where Rexp i and Rcalc i are experimentally measured reactivities and estimated reactivities of nucleotide i. This functional form was chosen so that the free energy of basepair stacking is only altered for nucleotides for which the originally estimated SHAPE reactivity does not match the experiment. The constants 0.5 and 1.1 in the equation were obtained (data not shown) via a grid search as the parameters that maximized structure prediction accuracy. The free energy bonus DG bonus, i is then applied for each basepair stack involving nucleotide i. This approach focuses on matching the experimentally measured SHAPE reactivity.
Incorporation of RSample into TurboFold II
TurboFold II is a method to predict secondary structures for multiple RNA homologs and multiple sequence alignments. TurboFold II iteratively estimates basepairing probabilities for each sequence using intrinsic information and extrinsic information for sequence folding. Intrinsic information is derived from the thermodynamic model, which used the latest set of nearest-neighbor thermodynamic parameters (11,41). Extrinsic information is a proclivity for basepairing inferred from the basepairing probabilities of other homologous sequences, mapped to the sequence of interest by the posterior probabilities of nucleotide coincidence of the other homologs to the sequence (32). The posterior coincidence probabilities can be obtained with a HMM for pairwise alignments (42). The estimated basepairing probabilities can be used to predict secondary structure using the maximum expected accuracy (MEA) algorithm (34,35,43) or the ProbKnot method (44). RSample is integrated into TurboFold II to estimate basepairing probabilities for homologous sequences with available SHAPE mapping data on one of the homologs. The integrated algorithm uses nine steps illustrated in Fig. 1 .
We adapt the description focusing particularly on the new elements introduced in this article.
Step 1 computes pairwise posterior coincidence probabilities using an HMM. Pairwise posterior coincidence probabilities are estimated for all pairs of sequences with an HMM as implemented by Harmanci et al. (32) . Using the forward-backward algorithm, matrices of posterior coincidence probabilities for two nucleotides (one from each sequence) are computed. Details can be found in Harmanci et al. (32).
Step 2 computes basepairing probabilities of all sequences using the partition function method in RNAstructure (40).
Steps 3-5 are only performed for sequences for which there is SHAPE mapping data.
Step 3 generates an ensemble of N s ¼ 10,000 structures by stochastic sampling for sequences with input SHAPE reactivity.
Step 4 estimates the SHAPE reactivity for each nucleotide based on the sample. The SHAPE reactivities are assigned to each nucleotide at each structure in the sample according to the distributions for three different local structures: unpaired, paired at a helix end, or paired in the interior of a helix. The SHAPE reactivity for each nucleotide is the arithmetic mean across structures in the sample. Because the size of ensemble is large, the variance between samples is relatively low.
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Step 5 recalculates the partition function using the free energy change term (in Eq. 1) to predict basepairing probability for the sequence with input SHAPE reactivities. Nucleotides with higher or lower estimated SHAPE reactivity than that measured by experiment are restrained with a lower or higher propensity to basepair, respectively. Nucleotides with consistent estimated and experimental SHAPE reactivity receive no restraint.
Step 6 calculates match scores that encourage alignment between nucleotide positions where both nucleotides are upstream paired, downstream paired, or unpaired. The match score was first proposed in PMcomp (33), and is utilized in TurboFold II as a prior for recalculating posterior coincidence probability in next step via the HMM pair alignment algorithm. For the mth sequence, based on estimated basepairing probabilities between all pairs of nucleotide positions obtained from the partition function calculation, for a nucleotide at position i, the estimated probability of downstream pairing is P The match score between nucleotides i and k in sequences m and n, respectively, is formulated as
For sequences without SHAPE mapping data, the basepairing probabilities from
Step 2 are utilized for the computation of match scores, whereas for sequences with SHAPE mapping data, the basepairing probabilities from
Step 5 are used in the computation of the match scores.
Step 7 reestimates the posterior coincidence probability. Information from prior iterations is utilized to reestimate alignment posterior probabilities and basepairing probabilities for secondary structures. The iterative reestimation of alignment posterior probabilities is introduced (TurboFold Flowchart for TurboFold II with incorporation of SHAPE mapping data for one or more sequences. The input is a set of H homologous RNA sequences and the outputs are the predicted secondary structures for each sequence and the predicted multiple sequence alignment. Steps 1-11 are described in Materials and Methods. The dashed arrow lines show the flow of SHAPE information and illustrate how, through the iterations, the SHAPE information contributes not only to the structure prediction for sequences with SHAPE data but also to the structure prediction for other sequences. Steps 3-5 in the dashed box show the processing for the sequences with SHAPE mapping data using RSample. II) and uses the standard HMM alignment model (42), but with the match score of Eq. 3 incorporated as a prior.
Step 8 calculates extrinsic information for each sequence by combining basepairing probabilities from other input sequences using posterior coincidence probabilities:
where P (n/m) denotes the extrinsic information for sequence m inferred from sequence n. N n indicates the length of sequence n. The notations C m;n i and C m;n j denote the sets of indices for which posterior coincidence alignment probabilities P (m,n) (i $ k) and P (m,n) (j $ l), respectively, exceed a predetermined threshold below which values are considered 0 for computational simplification. Prob bp (k,l) denotes the (estimated) basepairing probability between nucleotide k and nucleotide l within a sequence. The value ''i $ k'' indicates the alignment between indices i and k in two sequences. H is the number of homologous sequences. To keep the ratio of extrinsic information from sequence n to every other sequence constant, the extrinsic information term for sequence n is multiplied by HÀ1 if sequence n has SHAPE data. This ensures that more extrinsic information is used from sequences with SHAPE data than from sequences without SHAPE data. l is a parameter, optimized based on training. The factor (1 À j m,n ) weights the contribution of sequence n to the extrinsic information for sequence m using the sequence identity, j m,n , for sequences m and n computed from an HMM alignment. This term is only used when sequence n does not have associated SHAPE mapping data. Because of the factor (1 À j m,n ), sequences that are highly similar to sequence m have a lower contribution to extrinsic information than those with lower similarities. The extrinsic information is calculated from basepairing proclivity for each sequence as inferred from every other sequence pairwise. Because the sequence with SHAPE reactivities is presumed to have more accurate estimates of basepairing probabilities, the basepairing proclivities from the sequence with SHAPE reactivities to sequences without SHAPE reactivities are assigned a different, adjustable weighting (l). The basepairing proclivities for sequences without SHAPE data and from other sequences to the sequence with SHAPE data are computed in an identical fashion to the TurboFold II algorithm.
Step 9 updates the basepairing probability by recomputing the partition function for each sequence with the addition of extrinsic information. The extrinsic information is incorporated as a pseudo free energy term in the partition function calculation for each sequence. A detailed description is in Harmanci et al. (31) .
Steps 2-9 form a loop that is iterated through three times, which is shown to be optimal in Harmanci et al. (31).
Steps 10 and 11 perform progressive alignment and predict final secondary structures, respectively. In Step 10, the posterior coincidence probabilities obtained with the updated match scores via Step 6 are used to calculate a multiple sequence alignment. A probabilistic consistency transformation, as described in ProbCons (36), is used to refine alignment probabilities based on three-way alignment consistency of pairwise HMM posterior probabilities. Refined alignments are further predicted hierarchically based on a guide tree, as described in ProbCons (36).
In
Step 11, the structures are predicted by the MEA algorithm. Given the basepair probabilities P m (i,j) for structure s m of sequence m, the MEA structure is defined as 
where P m (i) is the probability that nucleotide position i is not basepaired, computed as
and where N m is the length of sequence m. The MEA structure is obtained with a dynamic programming algorithm, as described in Harmanci et al. (31).
Parameter optimization
To train the parameter l corresponding to the weighting of the extrinsic information term in Eq. 3, 20 groups of input sequences formed by 10 homologous sequences (including the sequence with SHAPE data) were randomly chosen from the small subunit ribosomal RNA in the RNAStralign database. The range for parameter l was from 0 to 2.0 (with samples at 0, 0.02, 0.1, 0.2, 0.4, 1.0, 1.6, and 2.0). The resulting optimal parameter (l ¼ 1.0) was then used as the default for the method. The geometric mean of sensitivity and PPV was used as the accuracy metric for optimizing the parameter l, and the values of this metric over the training set are given in the Supporting Material (Fig. S15 ). 
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Benchmarks
For benchmarking, groups of sequence homologs were selected from several families based on the selection criterion that SHAPE data were available for a sequence in the family (12 Tables S1 and S2 . For comparison, a single sequence prediction accuracy was also computed as the average of the accuracies for each homolog in the set of sequences for predictions obtained using the MaxExpect (maximum expected accuracy) method from RNAstructure 5.7.
Scoring of prediction accuracy
The F1 score, which is the harmonic mean of sensitivity and PPV, is used in the structure-prediction benchmark. The F1 score is computed as
Sensitivity is the fraction of basepairs from the Rfam database that are correctly predicted. PPV is the fraction of predicted basepairs that are correct, i.e., included in the Rfam database. Predicted basepairs are considered correct if a nucleotide on either the 5 0 -or 3 0 -position of the helix is off by one position compared to the standard (13,46). For instance, a predicted basepair (i, j) is correct if basepair (i, j), or (i 5 1, j), or (i, j 5 1) exists in the database. This is important because of uncertainty in the determination of secondary structure by comparative analysis (47) and also because of thermodynamic fluctuations of local structures (48,49).
Significance testing
To assess the statistical significance of the differences in F1 score, sensitivity, and PPV, paired t-tests were performed using R 3.0.2 (50) between TurboFold II with SHAPE data and each of the other methods (51). Alpha, the type I error rate, was set to 0.05. The figures summarizing the benchmarking results are annotated to indicate the results of the significance tests.
Alternative methods
Although no previous work has been reported on using SHAPE data for one homolog in the prediction of structures for other homologs, the RNAalifold (38,52) method can be used for this purpose and it is therefore used for comparison. For RNAalifold, the SHAPE reactivity data is converted to per-nucleotide pseudo free energies that are then applied for each basepair stack including a nucleotide. A log-linear fit based on Deigan et al. (7) is used to convert reactivities into pseudo free energies. The RNAalifold method does not compute an alignment and requires an input multiple sequence alignment. Input alignments for RNAalifold (2.2.5) were generated using ClustalW (2.1) (38,53). Default options and parameters were used for these programs in the benchmarking.
RESULTS
The new version of TurboFold II, capable of incorporating SHAPE data, was benchmarked for structure prediction accuracy using RNA families, where one sequence in each family has measured SHAPE reactivity (12). The method was compared with RNAalifold (38), RSample, and MaxExpect (35). RNAalifold is a method for predicting consensus structures for multiple homologs. It was previously adapted for using SHAPE data, and was benchmarked for cases when all sequences had SHAPE mapping data (37). RSample is run for the single sequences with SHAPE data available. MaxExpect is the single sequence maximum expected accuracy method, and maximum expected accuracy is used to generate the predicted structures from predicted basepairing probabilities with TurboFold. The accuracy results are represented in Figs. 2 and S1-S11; Tables S4 and S5 . Fig. 2 shows the average structure prediction accuracy for the sequences without SHAPE data. The results demonstrate that the majority of RNA families (tRNA, 5S rRNA, hepatitis C virus IRES, group I intron, lysine riboswitch, SAM I riboswitch, cyclic-di-GMP riboswitch, and 23S rRNA) have significantly (p < 0.05) better structure prediction accuracy when SHAPE is used in the calculation than when SHAPE data is not used. This shows that SHAPE data for a single sequence can inform the structure modeling for homologous sequences. However, for the M-box riboswitch and TPP riboswitch, the accuracies are not significantly improved by having SHAPE data. For the sequences without SHAPE data, the new version of TurboFold II performed better than RNAalifold using SHAPE data and MaxExpect. Fig. S12 shows that much of the improvement in accuracy is for sequences that were relatively poorly predicted in the absence of SHAPE data. The accuracy performance for those sequences is rescued by having SHAPE information for a homologous sequence.
It is observed that structure prediction accuracies by TurboFold II using SHAPE data across sizes of sequence groups are scarcely changed (from 5 to 20 sequences). The relationship between structure prediction accuracies and sequence lengths is also weak (Tables S1 and S2 ). For the 23S rRNA family, which has the longest average sequence length ($2900 nucleotides), all methods, except single-sequence MaxExpect, perform well. On the RNA families with sequence lengths shorter than 200 nucleotides, TurboFold II þ SHAPE improves structure predictions for tRNA, 5S, lysine riboswitch, and cyclic-di-GMP riboswitch, but does not improve structure predictions for M-box riboswitch and TPP riboswitch.
For the one sequence with SHAPE mapping data in each RNA family, the results show that the majority of RNA families (5S rRNA, HCV IRES domain, group I intron, TPP riboswitch, and 23S rRNA) have significantly (p < 0.05) improved prediction accuracy when SHAPE data are used than when SHAPE data are not used ( Fig. S1 and Table S4 ). For tRNA, the lysine riboswitch, and the M-box riboswitch families, the accuracy performances are the same. In the SAM I riboswitch and the cyclic-di-GMP riboswitch families, the accuracies decreased when SHAPE data are used. In tRNA, 5S rRNA, group I intron, lysine riboswitch, SAM I riboswitch, TPP riboswitch, and 23S rRNA families, the new version of TurboFold II performed better than RSample. Only in the hepatitis C virus IRES domain and cyclic-di-GMP riboswitch families, the new version of TurboFold II performed worse than RSample. The TurboFold IIþSHAPE performed better than RNAalifold using SHAPE data on every family and performed better than MaxExpect on a majority of families (except the cyclic-di-GMP riboswitch and the M-box riboswitch) using SHAPE data.
The alignment predictions by TurboFold II with and without SHAPE (Fig. S13 ) are compared with the predicted alignment by ClustalW (53), a method that is based on pairwise dynamic programing alignments, which is the input alignment for RNAalifold. Because the Rfam database alignments do not include the sequence with SHAPE data for all of the families, the alignment accuracy is assessed only over the sequences without SHAPE data within each family of homologs. With the exception of the 5S rRNA and the hepatitis C virus IRES domain, TurboFold II with SHAPE had higher sensitivity and PPV compared to ClustalW. Using SHAPE data on one sequence in each 2 Average F1 score of structure predictions of the sequences that did not have SHAPE mapping data. Given here is the average F1 score of structure predictions obtained by running the methods with 5-, 10-, or 20-input sequences on tRNA, 5S rRNA, hepatitis C virus IRES domain, group I intron, lysine riboswitch, M-box riboswitch, SAM I riboswitch, TPP riboswitch, cyclicdi-GMP riboswitch, and 23S rRNA test datasets. Standard errors of the mean are shown by error bars. The star (*) above the bar for a method indicates that the difference in F1 score between the method and the new TurboFold II is statistically significant, as determined by paired t-tests (51).
RNA family also significantly improved the alignment accuracy of other homologs without SHAPE in a majority of RNA families (group I intron, lysine riboswitch, M-box riboswitch, SAM I riboswitch, TPP riboswitch, and cyclicdi-GMP riboswitch).
DISCUSSION
Secondary structure models are important for understanding the functions of the RNA structure (54). Using SHAPE data was shown to improve structure prediction accuracy significantly for single sequence secondary structure predictions (7,12). In this work, it is demonstrated that the SHAPE data can inform the folding of other homologs by combining information from sequence comparison of RNA homologs. In particular, it is shown that given SHAPE data for one sequence out of the multiple sequences used in secondary structure prediction by comparative analysis, TurboFold II þ SHAPE can substantially improve the structure prediction accuracies of the sequences that did not have SHAPE mapping data.
One of the reasons for the improvements of the structure prediction accuracies of homologs without SHAPE is the more accurate prediction of the structure of the sequence with SHAPE reactivity. In three RNA families (5S rRNA, HCV IRES, and group I intron), TurboFold II improved the average structure accuracy of both the sequences with and without SHAPE (Fig. S1 ). The more accurate structural information from the sequence with SHAPE is transmitted to its homologs through the extrinsic information calculation. Due to the specially designed extrinsic information calculation from the sequence with SHAPE to other (HÀ1 total) homologs by introducing the factor (HÀ1), which ensures that the fraction of extrinsic information provided by sequences with SHAPE is high compared to other homologs, the structure prediction of homologs is improved.
To take the advantage of SHAPE data on one of the homologs, the new method ignores pairwise sequence identity during the calculation of extrinsic information from the sequence with SHAPE to other sequences. To understand the nature of improvements in structure prediction accuracies of sequences without SHAPE, the relationship between structure prediction accuracy and sequence identity is studied (Fig. S14) . Sequence identity is defined as the ratio of the number of columns with same pairwise aligned nucleotides at the output alignment between the sequence with SHAPE and other homologs from the TurboFold II þ SHAPE method. One observed trend is that the sequences with more accurately predicted structure (higher F1 score) generally with had higher sequence identity to the sequence with SHAPE. Moreover, the F1 score improvements were distributed in a roughly Gaussian shape along the sequence identity (Fig. S14) . For the sequences with relatively high sequence identity, the room to improve accuracy was limited. The Gaussian shape is also partially due to the effects of improvements in structure prediction because of a more accurate alignment. This is observed in some of the RNA families (tRNA, group I intron, lysine riboswitch, and SAM I riboswitch) (Fig. S13) . The 5S rRNA, hepatitis C virus IRES domain, and cyclic-di-GMP riboswitch RNA families showed improvements on structure prediction accuracy although little or no improvement on alignment prediction accuracy, because the alignment accuracies of these RNA families were already relatively high ($90% in sensitivity and PPV).
The other reason for the improvements of the structure prediction accuracies of homologs without SHAPE is the more accurate coincidence probability as compared to the case without SHAPE data on any of the input sequences. The coincidence is important to map the basepairing probabilities of other homologous sequences to the sequence of interest and it is also helpful to estimate the final multiple sequence alignment (Fig. S13) .
One remaining challenge of structure prediction using experimental probing data on one of the homologs is the difficulty to determine the balance of information from thermodynamics of the sequence and extrinsic information from the sequence using experimental data. In Fig. 3 , an example from the TPP riboswitch family shows that the structure of a b FIGURE 3 Representative secondary structure prediction for TPP riboswitch (BA000043) with (a) and without (b) SHAPE data on a homologous RNA. Basepair predictions are illustrated by colored lines (green, red, and black denoting correct, incorrect, and missing basepairs, respectively) on circle plots. The circular plots were generated using the CircleCompare program in RNAstructure (55).
one homologous sequence BA000043 was incorrectly predicted to form three extra basepairs between 5 0 and 3 0 ends when SHAPE was used as compared to when SHAPE was not used, although the longer helix contributes to a more stable structure. RNAalifold showed lower accuracies for predicted structures than those of TurboFold II þ SHAPE in most of the RNA families. A contributing factor to this inaccuracy was the lower accuracy of the input sequence alignment (Fig. S13) . Although pseudo free energies obtained from the SHAPE reactivity data at nucleotides might be helpful for estimating the structure, an inaccurate alignment between the sequence with SHAPE data and homologs can disturb the consensus structure for the set of aligned sequences and can cause loss of basepairs in the consensus structure. For the group I intron, lysine riboswitch, SAM I riboswitch, TPP riboswitch, and cyclic-di-GMP riboswitch RNA families, the sensitivity and PPV of the predicted ClustalW alignment for sequences without SHAPE are $10% lower than those of TurboFold II þ SHAPE and the F1 score of structure prediction on these RNA families is $20% lower than TurboFold II þ SHAPE.
Another contributing factor for the worse performance of RNAalifold is the integration of SHAPE data. There is a weakening of the information from experimental data with increasing number of homologs, because the pseudo energy from SHAPE reactivity is only applied to the free energy calculation of the particular sequence.
TurboFold II using SHAPE data on one or more sequences maintains a computation speed comparable to TurboFold II (with complexity O(H 2 N 2 þ HN 3 ) for H sequences of average length N). The time performance on select sequence families is provided in Table S6 .
CONCLUSION
A new version of TurboFold II with the ability to include SHAPE mapping data for one or more of the RNA sequence homologs can substantially improve the structure prediction accuracies of the sequences that do not have SHAPE data. TurboFold II with the capability to include SHAPE mapping data for one or more sequences is available under the GNU license as part of the RNAstructure software package at: http://rna.urmc.rochester.edu/RNAstructure.html.
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