Abstract. We consider the problem of uniqueness of positive solutions to (P ) 
Introduction and main results
The problem of uniqueness of radial ground states of the equation ∆ p u + f (u) = 0 and of various related equations has been studied with great detail during the last decades, see for example the works of [3] , [4] , [5] , [6] , [9] , [13] , [18] , [19] , [20] , [21] , [23] , and [24] among others. In [22] , a first step in the study of the uniqueness of radial ground states and various qualitative properties of solutions of − div(A(|x|)|∇u| p−2 ∇u) = B(|x|)f (u), x ∈ R n , n > 1, (1.1) where p > 1 and A, B are positive C 1 functions defined in R + , was accomplished. (A nonnegative solution of (1.1) which tends to 0 as |x| → ∞ is called a ground state solution). This was done for the case of a sublinear f but under considerably mild assumptions on f near the origin.
Very recently, in [7] the case of p = 2 with a superlinear f in (1.1), was considered at the cost of imposing a stronger growth condition on the weight functions and a convexity condition on f . Following the ideas in [6] , [7] , in this paper we will establish the uniqueness of radially symmetric ground state solutions of −∆ p u = K(|x|)f (u), x ∈ R n , n > p > 1, We are also able to deal with the corresponding homogeneous Dirichlet-Neumann free boundary problem −∆ p u = K(|x|)f (u), x ∈ B R (0), n > p > 1, u(x) > 0, x ∈ B R (0), u = ∂u ∂ν = 0 on ∂B R (0), (1.4) which can be seen as a particular case of either (1.2) (compact support solution) or (1.3), see section 5.
We will assume that K : R + → R + is a positive C 1 function satisfying In the case of radially symmetric solutions, problems (1.2) and (1.3) take the forms −(r n−1 φ p (u ′ )) ′ = r n−1 K(r)f (u), r > 0, n > 2, u ′ (0) = 0, lim r→∞ u(r) = 0, u(r) ≥ 0 for r > 0, (1.5) and −(r n−1 φ p (u ′ )) ′ = r n−1 K(r)f (u), r > 0, n > 2, u ′ (0) = 0, u(R) = 0, u(r) > 0 for r ∈ (0, R), (1.6) respectively, where we have denoted φ p (s) := |s| p−2 s, φ(0) = 0. Also, by a solution to the equation in (1.5), (1.6), we mean a function u ∈ C 1 [0, ∞) such that r n−1 φ p (u ′ ) ∈ C 1 [0, ∞).
We state next our main results. Theorem 1.1. Assume that f satisfies (f 1 )-(f 4 ), and that the weight K satisfies (K 1 ). Then problem (1.5) has at most one non trivial solution. Theorem 1.2. Assume that f satisfies (f 1 )-(f 4 ), and that the weight K satisfies (K 1 ). Then problem (1.6) has at most one non trivial solution.
Our work will follow the ideas in [3] , [4] , [6] , [7] , [9] , [13] , [20] and [21] . That is, we will consider an initial value problem associated to the equation in (1.5) or (1.6), and study the behavior of the solution and its derivative with respect to the initial value.
The work in [22] was done in the case that the radial version of (1.1), that is
(with the obvious notation a(r) = r n−1 A(r), b(r) = r n−1 B(r)) could be transformed, via a diffeomorphism r = r(t) of R + 0 , into the form (1.8) that is, to a problem having the same positive weight function q at both sides, and that q t > 0, q t q strictly decreasing for t > 0 and lim
for some N ∈ R. This requires that the functions a, b satisfy the assumptions
is strictly decreasing and positive in R + ,
Clearly, our assumptions n > p and (
is strictly increasing, implying that (W 1) − (W 2) are satisfied, and also that the function r → rK(r) is in L 1 (0, 1).
We note also that our results will cover the uniqueness of ground state solutions to (1.7), when a, b : (0, ∞) → R are positive C 1 functions satisfying
Indeed, we can make the change of variable
where N > p is arbitrary, to transform (1.7) into
Then, in view of assumption (w 2 ) we see thatK satisfies (K 1 ).
Our work is organized as follows. In section 2 we introduce some notation and list some general properties of the solutions to the initial value problem associated to (1.5). In section 3, we define an energy-like functional and establish a monotonicity type of result, which is the key to prove our uniqueness theorems. Then in section 4, we establish several monotone separation results and prove Theorems 1.1 and 1.2. In section 5, we make a remark concerning the support of a ground state solution and we give some examples to illustrate the type of weights that we are considering. Finally, there is an appendix where we prove a basic result concerning the existence of the derivative of u and u ′ with respect to the initial data.
Preliminary results
The aim of this section is to establish several properties of the solutions to the initial value problem
for α ∈ (0, ∞). Local existence and uniqueness of solutions to (2.1) under assumptions (f 1 ), (f 2 ) and (K 1 ) (in fact only under the assumption rK ∈ L 1 (0, 1) for the weight K) can be proved as in the appendix in [22] , so we omit proving it.
We will use the equation in (2.1) written in any of the three forms
As usual, we denote by u(r, α) a solution of (2.1). Let us set F (s) = s 0 f (t)dt and define the functional
and therefore, as n > p, we have that E is decreasing in r. Also, lim
exists and we may apply L'Hôpital's rule to compute it:
It follows then that if α ≤ u 0 , then E(r, α) < 0 for all r > 0, and thus there cannot exist 0 < R ≤ ∞ such that u(R, α) = 0. Since we are interested in solutions to (1.5) or (1.6), we will assume that α > u 0 .
It can be seen that for α ∈ (u 0 , ∞), one has u(r, α) > 0 and u ′ (r, α) < 0 for r small enough, so we can define R(α) := sup{r > 0 | u(t, α) > 0 and u ′ (t, α) < 0 for all t ∈ (0, r)}.
Hence, for a given α ∈ (u 0 , ∞), there is a unique solution u(r, α) defined in [0, R(α)), and this function and its derivative are continuous functions of α. Also, u(r, α) is invertible in [0, R(α)) and we denote its inverse by t(s, α). (
it is finite. (We denote by u ′ (R(α), α) this limit). In the second case it is also satisfied that lim
The first property is clear, so let us first prove (ii). Assume by contradiction that u(R(α), α) = γ > u 0 . Then
for some positive constant C and r sufficiently large, where we have used that
since n > p and p + r
is strictly positive and decreasing in (0, ∞). Hence, as r p K(r) increases, r p−1 |u ′ (r, α)| p−1 ≥ C 0 > 0 for some positive constant C 0 , contradicting the integrability of u ′ near infinity.
In order to establish (iii), we observe that if 0 ≤ u(r, α) < u 0 for 0 < r 1 ≤ r < R then from (2.2) we have that
implying that r n−1 |u ′ | p−1 decreases for r 1 ≤ r < R and hence lim r→R r n−1 |u ′ | p−1 exists. We may call it λ, λ ≥ 0. As n > p, when R = ∞ we have
implying also that u ′ → 0. It only remains to examine the case u(r, α) > u 0 for all r ∈ (0, R(α)). From (2.2) we have that if r < R(α) then
This is not possible if R(α) < ∞ since the right hand side of this equation would be strictly positive and u ′ (R(α), α) = 0, by definition of R(α). We have then that
Following [20] , [21] we define now the sets
If α ∈ N , we will refer to u(·, α) as a crossing solution, and if α ∈ G, we will refer to u(·, α) as a ground state solution. Further properties of the solutions are the following: If α ∈ N then R(α) < ∞ and E(R(α), α) > 0 so
Let now α ∈ G. Since lim
r|u ′ (r)| = 0 and r p K(r) increases, we conclude that
E(r, α) = 0 and thus
Finally, if α ∈ P we have that
|u ′ (r, α)| p K(r) exists and equals zero. Indeed, this limit exists because E(r, α) has a limit when r → R(α). This limit is clearly equal to zero if R(α) < ∞. In the case that R(α) = ∞ and using that
we conclude, as r p K(r) is increasing and converges to a positive limit or to infinity when r → ∞, that it must be equal to 0. (Otherwise, lim inf r→∞ r|u ′ (r)| > 0, contradicting the integrability of u ′ near infinity). Let r 0 (α) denote the (unique) value of r such that u(r, α) = u 0 . Clearly, r 0 (α) is finite for α ∈ G ∪ N , and it could be that r 0 (α) = ∞ for some values of α ∈ P. The following lemma will be proved in the appendix: Lemma 2.2. Under assumptions (K 1 ), (f 1 ) and (f 2 ), and for every α ∈ (u 0 , ∞), the functions u(r, α) and
Then, ϕ satisfies the linear differential equation
and the relation ϕ ′ (r, α) = ∂u ′ ∂α (r, α), r ≥ 0. Also, in case that r 0 (α) < ∞, both ϕ(r, α) and r n−1 |u ′ (r, α)| p−2 ϕ ′ (r, α) can be extended continuously to
and the extension of ϕ ′ (r, α) is the left derivative with respect to r of ϕ(r, α).
Basic monotonicity results
In order to prove our results, we divide our analysis into two parts. First, it is shown that if α 1 ∈ G ∪ N and α 2 > u 0 are such that the corresponding solutions u 1 , u 2 satisfy
)|, where t 1 and t 2 denote the inverses of u 1 and u 2 , respectively, then R(α 2 ) < R(α 1 ) and
, where the last expression is to be understood as a limit when R(α 1 ) = ∞. This implies in particular, that α 2 ∈ N , and u
This directs our attention towards the function r 0 (α) = t(u 0 , α), and to the function ru ′ when u reaches u 0 . The second part of this work consists in proving that r 0 (α) is decreasing and that r 0 (α)|u ′ (r 0 (α), α)| increases with α nearᾱ, whenᾱ is the initial value of a ground state or a crossing solution. It shall be seen that
Therefore, it is natural to analyze carefully the zeros of the function ϕ(r, α) for α near α.
These two results combined together lead us to a monotone separation type of result that will finally yield the desired uniqueness theorems.
As mentioned in [6] , the function ϕ(r, α) and the idea of studying its zeros first appeared in the work of Coffman [4] . As we are studying the function ru ′ , the function r|u ′ (r, α)|/u(r, α), which was proven by Kwong [13] to be increasing in r for r ∈ (0, r 0 (ᾱ)), will play an important role.
Finally we mention that since all the differential equations that we are given are of the form (r n−1 |u
for an appropriate function ξ, and v any among u, u ′ , ϕ, the following identity
will prove to be crucial as it will allow us to obtain information about v ′ w − vw ′ , which will be especially relevant when any of v, v ′ , w, or w ′ is equal to 0.
3.1. Behavior of the solutions below u 0 .
Proposition 3.1. Let α 1 ∈ G ∪ N , and let α 2 > u 0 . Let t 1 and t 2 denote the inverses of u(r, α 1 ), and u(r, α 2 ) respectively. If
Remark. We note that when s = 0 in the first statement of the proposition, the conclusion should be read as R(α 2 ) < ∞ and
Proof. Let us define
We observe first that F (s) is well defined: indeed, since lim
our claim follows. Using (2.3) again we have that
Evaluating at α = α 1 we have:
Besides,
(if R(α 1 ) = ∞ this continues to be true), and hence
Let us assume, for contradiction, that there exists s 1 ∈ [0, u 0 ) such that t 2 (s) < t 1 (s) for all s ∈ (s 1 , u 0 ) and t 2 (s 1 ) = t 1 (s 1 ) < ∞ (in case that t 2 (u 0 ) = t 1 (u 0 ), since
(the case t ′ 1 (s 1 ) = −∞ is also being considered here). Thus the existence ofs
follows. If instead of the previous case we have that t 2 (s) < t 1 (s) for all s ∈ (0, u 0 ), u 1 and u 2 are defined in (0, ∞), and both u 1 (r) and u 2 (r) tend to zero when r → ∞, then
for both α = α 1 and α = α 2 , so we may chooses as the value of s where
ceases to be true. This can also be done if α 2 is not in G nor in N and t 2 (s) < t 1 (s) for s ∈ (u 2 (R(α 2 ), u 0 ), as in this case we have that
Finally, we observe that if α 2 ∈ G ∪ N , t 2 (s) < t 1 (s) for all s ∈ (0, u 0 ) and condition
is not satisfied, then again it can be founds such that (3.2) holds.
From relation (3.2) we see that we can well define, for s ∈ (s, u 0 ], W (s, α) = I(s, α)
) is positive at s = u 0 and equals zero at s =s. Nevertheless this is not possible because W (s,
Concerning the first term, using the identity
In order to proof the second part of the proposition assume for a contradiction that there existss ∈ [u 2 (R(α 2 )), u 0 ) such that
for s ∈ (s, u 0 ) and I(s, α 2 ) = I(s, α 1 ) ≥ 0 then W (s, α 2 ) is well defined for s in that interval. From relation (3.3) we obtain that W (s, α 2 ) − W (s, α 1 ) would be negative at s = u 0 and equal to zero at s =s, and this is not possible since W (s,
The first term will be positive since F (s) < 0 and t 2 |u ′ 2 | < t 1 |u ′ 1 |, and the second term will be positive since t 2 (s) ≥ t 1 (s) and f (s) ≤ 0. This completes the proof.
3.2.
Behavior of the solutions above u 0 . We begin the second part of this work by noting that if u satisfies (2.2) and we set
where c is an arbitrary constant, then using (2.4) we have
Using now (2.2) we have
Next we prove the following lemma. In what follows we denote r 0 (α) for r(u 0 , α).
Lemma 3.1. Letᾱ ∈ G ∪ N . Then ru ′ (r)/u(r) is strictly decreasing in (0,r 0 ), where u(r) := u(r,ᾱ) andr 0 := r 0 (ᾱ).
Proof. As in [6] and [7] , we set w(r) = ru ′ (r). Then
and it suffices to show that wu ′ − uw ′ is positive in (0,r 0 ). Let r ∈ (0,r 0 ). It is easily seen that
and since w(r) is a particular case of the function v(r) defined above (where c = 0),
Therefore,
Let us define
and hence
so it remains only to show that (3.8)
We see first that evaluating at r =r 0 equation (3.6) becomes
On the other hand, using (3.4) we obtain that w ′ (r 0 ) = − n−p p−1 u ′ (r 0 ), that is,
Using (3.4) once again we obtain
for r ∈ (r 0 , R(ᾱ)), and sinceᾱ ∈ G ∪ N we must have
so wu ′ (r 0 ) − uw ′ (r 0 ) > 0 and from (3.9) we see that G cannot be everywhere negative in (u 0 ,ᾱ). Relation (3.7) shows us that
and since n > p and n + t(s,ᾱ) ,ᾱ) ) is strictly positive we know that G(u 0 ) = −(n − p) < 0. Finally, we observe that
By hypothesis,
is increasing in s and equals zero when s = u 0 , implying that
is increasing too, since n > p, so G(s) is increasing in s. We conclude the existence of s 1 ∈ (u 0 ,ᾱ) such that G(s 1 ) = 0, G(s) < 0 for s ∈ (u 0 , s 1 ) and G(s) > 0 for s ∈ (s 1 ,ᾱ). Now, if u(r) ≥ s 1 then (3.8) follows. If u(r) < s 1 then
and thus the lemma follows.
Monotone separation results and proof of the main theorems
We begin this section with our first monotone separation result.
Theorem 4.1. Ifᾱ ∈ G ∪ N then r 0 (α) is decreasing and r 0 (α)u ′ (r 0 (α), α) is strictly decreasing in a neighborhood ofᾱ.
Proof. From the relation u(r 0 (α), α) = u 0 we obtain
On the other hand, using equation (2.4) (which is simplified because it is evaluated at r = r 0 (α) so that the term containing f (u) disappears) and computing directly it follows that
For r ∈ (0, r 0 (α)) we have
and therefore we have from equation (2.7) that
In particular
and this is valid for every α (not only forᾱ). For simplicity, we will write r 0 = r 0 (α), r 0 = r 0 (ᾱ) and ϕ(r) = ϕ(r,ᾱ). We know, from (2.7) that ϕ(0) = 1. Assume that ϕ(r) > 0 for r ∈ (0,r 0 ). Since, by hypothesis (
we deduce that ϕ(r 0 , α) = 0 when α is close toᾱ but less than α, and ϕ(r 0 , α) ≤ 0 if α >ᾱ because u(r, α) ∈ (u 0 ,ᾱ) except for r ∈ (0, t(ᾱ, α)), where ϕ(r, α) is positive as ϕ(0, α) = 1 for all α and ϕ is continuous. Hence we conclude that ∂r 0
∂α ≤ 0 in a neighborhood ofᾱ.
The case when ϕ has a first zero r 1 in (0,r 0 ) is more difficult and must be treated differently. The idea is to show that r 1 is the only zero of ϕ in (0,r 0 ], implying that ϕ(r 0 ) < 0 (which immediately yields ∂r 0
∂α (ᾱ) < 0), and that also n−p p−1 ϕ(r 0 ,ᾱ) +r 0 ϕ ′ (r 0 ,ᾱ) < 0, yielding again ∂ ∂α {r 0 (α)u ′ (r 0 (α), α)} < 0. Here we will make use of our Lemma 3.1.
Let us set as before v(r) = ru ′ (r) + cu(r), where u(r) denotes u(r,ᾱ). From equation (3.5) we see that v satisfies
where
.
Ω(r) can also be written as
Ω(r 1 ) would be negative if c = 0; By hypothesis,
if c > 0 because r 1 ∈ (0,r 0 ); and since u 0
f (u(r 1 )) is positive, the expression
can be made negative if we choose c large enough. Therefore there exists c > 0 such that Ω(r 1 ) = 0. Since, by the hypotheses imposed on K and on f
is decreasing in r, we have that Ω(r) is negative in (0, r 1 ) and positive in (r 1 ,r 0 ).
Using relations (4.5) and (2.7) we see that
We conclude therefore that
for all r in (0, r 1 ], and also for r in (r 1 ,r 0 ] as long as ϕ(r) remains negative in (r 1 , r). In particular (4.6) is true for r = r 1 , so we have that v(r 1 ) is necessarily non positive. Now we can show that ϕ(r) has no zeroes in (r 1 ,r 0 ], because if otherwise there would be a first zero r 2 after r 1 , for which we should have, according to (4.6) , that v(r 2 ) ≥ 0. But since ru ′ (r)/u(r) is strictly decreasing in (0,r 0 ),
We can finally prove our theorem. We have that ϕ(r 0 ) < 0 so we already have proven the first part of the theorem. If we had also that ϕ ′ (r 0 ) < 0 then we would be ready, so lets assume ϕ ′ (r 0 ) > 0. This can only happen if c < Proof. We know from Theorem 4.1 that there exists δ > 0 such that r 0 (α) is decreasing and r 0 (α)|u ′ (r 0 (α), α)| is strictly increasing in (ᾱ − δ,ᾱ + δ). Therefore for α ∈ (ᾱ,ᾱ + δ) we have that
and if α ∈ (ᾱ − δ,ᾱ), then
The result follows now from Proposition 3.1.
We deduce now the following separation theorem that will allow us to prove the uniqueness of radial ground states solutions to (1.2). Proof. We have from the previous theorem that, for α ∈ (ᾱ,ᾱ + δ), u(R(α), α) = 0,
We prove that (ᾱ − δ,ᾱ) ⊂ P by contradiction: let α ∈ (ᾱ − δ,ᾱ) and assume that u(R(α), α) = 0. From the previous theorem we obtain then that
which clearly cannot be true.
Proof of Theorem 1.1. Assume by contradiction that there are two different ground state solutions, an let α 1 < α 2 be their initial values. Let us set
which is well defined because of the last theorem applied to α 1 .ᾱ cannot be in N nor in P since both sets are open, and henceᾱ ∈ G, but this contradicts the fact that, by the last theorem applied toᾱ, there exists a neighborhood belowᾱ entirely contained in P. This completes the proof.
In order to prove Theorem 1.2, we establish next the following monotonicity result. If α 1 were finite, α 1 cannot be in N nor in P because of the openness of both sets, and cannot be in G because of Theorem 4.3, we conclude that α 1 must be infinite. The monotonicity of R(α) for α ∈ [ᾱ, ∞) follows using Proposition 3.1 and the compactness of [α 1 , α 2 ], α 1 ≥ᾱ, completing the proof. Finally, we note that if α ∈ N , we can write
which is strictly increasing in α by Theorems 4.2 and 4.4. This is consistent with the fact that E(R(α), α) is negative for α ∈ P, equals zero when α ∈ G and is positive for α ∈ N , considering that the initial values in P are below and initial values in N are above the initial value of the ground state solution, in case it exists. These properties suggest that it can be considered that E(R(α), α) quantifies how crossing a solution is, and how far it is from the unique ground state solution.
Concluding remarks and examples
We end this article with some remarks and examples that illustrate our result.
First of all, we mention that Theorem 5.7 and Corollary 5.8 in [22] concerning the support of ground states, continue to hold in this case. That is, if u(·,ᾱ) is a ground state, then R(ᾱ) < ∞ if and only if
Indeed, assumption (K 1 ) implies that all assumptions needed in [22] for the weights to prove this result are satisfied, and since these results are independent of the superlinear growth of f , they follow. We end this section with some examples. A typical example of an equation of the form (1.5), is the Matukuma equation, namely
Another example is the equation
2) was first introduced in [1] , as a model of stellar structure. As a main example, we consider the following equation which includes as special cases both (5.1) and (5.2): 
is decreasing as σ > 0, s > 0, and tends to
as r → ∞. Since this quantity is greater than or equal to p − 1, we see that (w 2 ) is satisfied.
Finally we mention that our assumptions also cover weights of the form
with θ ≥ −p and α > 0. Indeed, (K 1 ) is clearly verified since
respectively, are decreasing functions. It should be noted that in the first case,
On the other hand, for the second example
hence (K 1 ) is satisfied for θ ≥ −p and α > 0. As for the nonlinearities f that we can cover, we mention the canonical example
Appendix
Existence of
. This section is devoted to the proof of Lemma 2.2. The proof of this lemma is very similar to the corresponding one given in [6] , but since it involves delicate computations due to the degeneracy of the operator ∆ p when p = 2, (because u ′ (0) = 0), we give it in detail. Let r ∈ [0, r * ], with r * < r 0 (α). In order to prove Lemma 2.2, we use the change of variables introduced in [22] : Set
, where from this point on we use the subscript t to denote the derivatives with respect to t. Hence, setting q(t) := r n−1 (t)K 1/p ′ (r(t)), we see that v satisfies (1.8), v(0) = α, and v t (0) = 0. Indeed, from assumption (K 1 ),
hence as n > p we have that q t > 0 in (0, ∞). Thus, from the equation (1.8), using first that lim t→0 + q(t)φ p (v t (t)) = lim r→0 + r n−1 φ p (u ′ (r)) = 0, we find that for any t > 0,
and thus φ p (|v t (t)|) ≤ f (α)t, implying that v t (0) = 0. Consequently, v satisfies the initial value problem
Also, for any 0 ≤ t ≤ t * = t(r * ),
where C * = (f (v(t * ))) 1/(p−1) > 0.
Let {h n } ⊂ R be any sequence such that lim n→∞ h n = 0, and let us set Θ n (t, α) := φ p (v t (t, α + h n )) − φ p (v t (t, α)) h n , (6.5) ψ n (t, α) := v t (t, α + h n ) − v t (t, α) h n , (6. From the mean value theorem, we see that there is λ ∈ [0, 1] such that |Θ n (t, α)| = (p − 1)(λ|v t (t, α + h n )| + (1 − λ)|v t (t, α)|) p−2 |ψ n (t, α)|, hence, using (6.2) and (6.4), we conclude that for all t ∈ (0, t * ],
|ψ n (t, α)| ≤ |Θ n (t, α)| ≤ C 2 Q(t) q(t) |ψ n (t, α)| (6.10) for some positive constants C 1 , C 2 , where we have set Q(t) := we deduce that for each t ∈ (0, t * ], is unique, and therefore the complete sequence {ϕ n } converges to ϕ, and the complete sequences {Θ n }, {ψ n } converge to Θ and ψ respectively. Indeed, the only delicate case for the uniqueness is p > 2, so let us assume that p > 2 and that (6.13) has two solutions (ϕ 1 , Θ 1 ) and (ϕ 2 , Θ 2 ). Substracting the two corresponding equations we obtain that −(Θ 1 (t, α) − Θ 2 (t, α)) = 1 q(t) (6.14)
Using (6.2) to bound |v t | and the fact that Q(t) ≤ tq(t) for all t > 0, we find from the second equation in (6.14) that for some positive constant C 3 . We conclude then that if t is small enough, for example t ∈ [0,t], with C 3t p/(p−1) ≤ 1/2, then ϕ 1 ≡ ϕ 2 in [0,t]. The fact that ϕ 1 ≡ ϕ 2 in [0, t * ] follows from the standard theory of ordinary differential equations, so we omit it.
Since these arguments apply to every sequence {h n } → 0, it follows that v and φ p (v t ) are differentiable with respect to α for every t ∈ [0, t * ] and their derivatives are respectively given by ϕ and Θ. Also, v t is differentiable with respect to α for t ∈ (0, t * ] and its derivative is given by ψ.
The rest of the proof is exactly the same as in [6] : in order to continuously extend the functions ϕ, Θ and ψ to O, we replace the function f in (6.3) byf in such a way that f ≡f in [u 0 , ∞) andf is Lipschitz continuous on [0, ∞). We can repeat the arguments used above in an interval [δ, T ] containing t 0 = t(r 0 (α)), with δ > 0, so that we do not
