Abstract-In the past several years, UAV has been extensively used in agriculture. However, the efficiency is still not as high as desired and the phenomenon of pesticide pollution is still existing. This is mainly because of the following two problems: 1) the autonomy of most existing UAV system is still very limited. Actually, most of them are still operated through remote-controlling. 2) the UAV's operating precision is not high enough due to the low accuracy flight control near the plants. Therefore, in 2016, the Aviation Industry Corporation of China (AVIC) has announced a UAV competition, called International Unmanned Aerial Vehicle (UAV) Innovation Grand Prix (UAVGP), to promote the technique progress of agriculture oriented UAVs. This competition mainly focuses on a typical high precise spraying mission, and in order to present the autonomy, all involved UAVs are required to operate autonomously without any human intervention. Our UAV system finally won the championship of this competition. In this paper, we present the whole system design firstly; after that, the core algorithm of task-scheduling and vision for identification and localization are given; Finally, the results of experiments and competition are introduced and analyzed in detail to show the efficiency and precision of the whole system.
I. INTRODUCTION
In China mainland, there are more than 0.3 billion acres of farmland, and urbanization of the whole country is heavily threatening agricultural population. Therefore, agricultural autonomization has gained great attentions. The UAV system as a very important intelligent agricultural equipment has been extensively used in pesticides spraying, monitoring and agricultural insurance survey, etc. Currently, an estimated 200 companies are engaged in design and utilization of the agriculture oriented UAV system. Among others, pesticide spraying is the most often applications for UAV used in agriculture. There have been some well-known products such as Yamaha RMAX in Japan [1] and Agras MG-1 in China (an octocopter from DJI, see Fig.1 ) [2] . Furthermore, in order to improve performance of the pesticide spraying UAV, many researches have been conducted. For example, A low volume spray system is developed and deployed on unmanned helicopters SR20 and SR200 in [3, 4] , and the sprayer actuation can be triggered by preset positional coordinates measured by Global Positioning System (GPS). In [5, 6] , GPS guided patch spraying is applied for site-specific weed control in sugar beet, maize, winter wheat and winter barley. In [7, 8] , in order reduce the interference of weather conditions while spraying, route adjustment algorithm is proposed based on the information of wind intensity and direction obtained from wireless sensor network (WSN) deployed in the crop field. Besides, the work in [9] presents a UAV-mounted measurement system that utilizes a laser scanner to compute crop height which is potentially used for terrain following over the crops or trees to spray evenly and effectively in undulating fields, such as mountain or hill area.
In spite of the great potentials, most UAV systems still encounter some great difficulties in real agricultural applications. Firstly, the spraying efficiency is still not as high as desired. In fact, the autonomy of the existing UAV system is still very limited, and most of them are remote-controlled by one or several operators. Secondly, pesticide pollution is still heavy in some cases. This is mainly due to the control precision is difficult to be improved, especially when used in bad weather conditions, and near the plants.
The autonomy level of existing UAV system used for agriculture can be separated into several levels [10] : execution level, coordination level and organization level. The execution level is the lowest level, which is a basic condition of UAV as long as it can fly. The coordination level provides the appropriate sequence of control and identification algorithm to the execution level, such as [9, 11] . The organization level is a highest level with environment awareness system, mission management etc., for example, [12, 13] introduces an autonomous cargo transportation system with high efficiency. The work in [14] presents a fully autonomous UAV research platform for indoor and outdoor search and rescue. But to our knowledge, there have been no papers that forces on an autonomous UAV spray system.
As far as the control precision of a UAV is concerned, sensing and measurement scheme is top important. Among existing sensing scheme, vision sensor is often referred to, because it contains a wealth of information. The work in [15] proposed a vision guided landing system based on affine moment invariants. Vision system is also used for simultaneous localization and mapping (SLAM) [16, 17] to constrain the Inertial Navigation position divergence and reduce the covariance of the map point position estimates. Moreover, In [18] , an image-based servo control is presented for an UAV, which is capable of stationary or quasi-stationary flight with a camera.
The work presented in this paper is motivated by an international competition, the 2016 UAVGP, which was held in October 2016, Anji, China. The main target is to design a UAV system which can autonomously complete the given precise spraying mission without any human intervention. The mission is illustrated in Fig. 2 . Ten foam boards, randomly numbered from zero to nine and fixed on a vertical wall, are assumed as fruit areas attacked by pests and diseases along with a LED display screen on the left. Five numbers are shown on screen one by one at an interval of 30s, and for each times, screen lights for only 10s. UAVs are supposed to identify the number shown on LED screen and spray on or any way that can make pesticide cover the foam board with the same number precisely. Effective spray area should be inside the bigger black rectangle and cover more than half of the smaller black rectangle on foam board.
Based on these requirements, an autonomous UAV spray system have been designed and implemented in our lab and finally we won the championship. It has the following functions or advantages:
 A new spraying system is designed and integrated with an octocopter to form a new agriculture oriented UAV system. The spraying device is telescopic and equipped a forward-spraying nozzle at the end of it so that 1) the spraying process is not influenced by the wind produced by the high speed rotation of the rotor; 2) the vision system will not be occluded or interfered by the nozzle.
 Software framework of the whole system is designed. The algorithm for task scheduling and planning is well designed based on the main mission, and the autonomy can be fully ensured.
 A new vision based detection and positioning algorithm is proposed. the new algorithm, based on quadrangle detection, is then used in control algorithm to make the whole spraying process is robust and the spraying precision can be ensured.
The remainder of this paper is organized as follows: An overview of the system is described in Section II including hardware configuration and software frame. Then, vision algorithms including target identification and localization, as well as vision based control, are presented in Section III. Task scheduling strategy is given in detailed in Section IV, along with the experimental and competitive results in Section V. Finally, conclusion and future work are given in Section VI.
II. OVERVIEW OF THE SYSTEM

A. Bare UAV platform
In the competition, many rules are given to the UAVs, including:
 Maximum take-off weight: 10kg;  Maximum finish time: 600s;  Size of the vertical wall: 10m×3m;  Size of the LED screen 2m×3m;  Numbers of spray areas: 5.
These rules directly determine the design of UAVs platform. Finally, an octocopter, namely Spreading Wings S1000+, is used for the competition instead of a helicopter, because octocopters are more flexible, easier control and less air disturbance for precision spraying. As shown in Fig. 3 , the diagonal wheelbase of S1000+ is 1045 mm, and each arm is designed with an 8° inversion and a 3° inclination to increase wind resistance ability and obtain more flexible rotating performance. The total weight of S1000+ is only 4.4kg, and maximum takeoff weight is up to 11kg, which provides enough payload for carrying spray device and various sensors. Moreover, in the case of 9.5kg takeoff weight, the endurance of the UAV can reach 15 minutes with a 6S 15000mAh battery. Finally, our UAV spraying system weights 9.6kg, which meets the requirements of competition and can bring the best performance of the UAV. In addition, given the special structure of the UAV, a spray device is designed as shown in Fig. 4 . This device is designed for forward-spraying, compared with the traditional downward-spraying, it is more suitable for spraying fruits on the trees. However, at the first time, we designed a dauber not a sprayer and placed it on the UAV to daub pesticide on a small but effective area. But finally we chose sprayer with an adjustable nozzle because the vehicle must close enough to the target while daubing pesticide, which can cause the vehicle unstable due to turbulent flow and instant impact if the dauber hits the target. What's more, this device is driven by a powerful pump and can reach 4m effective spray distance while the nozzle is adjusted to minimum discharge. Furthermore, the device contains two servos. One servo is used to switch open and close status of the pump, and another can control the nozzle moving back and forth at a range of 18cm. When the vehicle is going to spray the target, the nozzle is pushed out to get closer for spraying. Otherwise, the nozzle is pulled back to avoid occluding the camera. The total weight of the device is only 1.3kg including an 500ml bottle filled with liquid. And the spray system is mounted right below the vehicle, which ensures the mass center of the whole system in the middle of the vehicle to achieve a better stability performance.
B. Avionic system
The onboard avionic system consists of sensors, a flight stack, a camera and other electronic devices. The key components of avionic system are show in Fig. 5 . The flight stack is an open source controller for autonomous drones named PixHawk. It is integrated with an MPU6000 integrated measurement unit (IMU, consists of an accelerometer and a gyroscope), an HMC5883 magnetometer, an MS5611 barometer and some redundant sensors used for navigation, along with a differential GPS (DGPS) to obtain more accurate positioning information. Besides, due to the operating power of the computer is very large, which can cause strong electromagnetic interferences. Thus, as can be seen in Fig.5 , an extend magnetometer is placed with a sufficient distance to reduce the interferences. The processer inside PixHawk named STM32F427 is an embedded processor running a real time operating system named NuttX. The navigation and control algorithms are running on it to ensure the real-time performance of the system.
In the meantime, the onboard computer is named Intel NUC with the CPU as Intel® Core™ i5-6260, 8G RAM and 128G SSD. The image processing and task-scheduling algorithms are running on it based on Robot Operating System (ROS) frame, which is able to utilize the superior computing ability maximally. Moreover, the computer contains a wireless module with 5G communication mode, which is less interferences than 2.4G mode. Thus, the real-time image of camera and the status of the vehicle can be monitored by a ground station system. The forward-looking camera for target identification and localization is a Point Grey BFS-U3 serial industrial camera with a resolution of 1280×1024. The image processing speed can reach 16 fps running on the onboard computer.
C. Software system
The software system consists of four main parts, namely navigation system, control system, vision system and task-scheduling, and the last two parts based on ROS will be detailed in Section III and Section IV respectively. The overview of software along with some hardware devices is illustrated in Fig. 6 . An EKF is used for fusing various sensors data to get more accurate navigation information. A IMU and a magnetometer are used for attitude estimation using a dual-subsample rotation vector method, and this algorithm turns out to be robust and accurate even in the case of moving. Moreover, this combination is also used for velocity and position prediction, while DGPS provides position observations used for states correction. A barometer is used as a backup for height estimation wherever DGPS signal is lost. It is vital for EKF to establish the prediction process model between states at time
 , in our system, the prediction process of EKF can be described as 
, which can be calculated by  is the bias of the gyroscope estimated by EKF. Equation (5) is an approximate calculation method of rotation vector by using the dual-subsample rotation vector method. Compared with single-subsample method, it has higher accuracy under moving conditions. With setting appropriate parameters of EKF, the accuracy can reach 1° for attitude, and 2cm for position. These estimated states are used for other modules such as control and vision system.
As shown in Fig. 7 , a cascaded PID controller based on geometric method [19] with some improvements is adopted in the system. Position and velocity controller are considered as the outer loop and the attitude and angular velocity controller are inner loop. F v denotes the feedforward velocity value for following the target, which is determined by
where T v and T a are the velocity and accelerate of the target. t  is control period of target following. A promising result is achieved in the experimental test.
Whether in the inner or outer loop, a P and PID switching controller is used, but there are some differences. First, when the UAV is still on the ground during takeoff process, P-Only controller is applied for yaw control in the inner loop and velocity control in the outer loop on vertical direction, while horizon velocity is without any control. This can ensure that whole takeoff process is stable, fast and without spin. Then, when UAV flies to a set point, P instead of PID controller is used in position loop unless the distance from the set point is smaller than a defined threshold described as
is current position and desire position of the vehicle. The PID enable area is a cylinder with the set point as its center, a radius of 1m (horizontal direction) and a height of 0.6m (vertical direction). The experimental results of PID controller compared with P and PID switching controller are shown in Fig. 8 where POSX and SPSX are position and expected position in north direction respectively. As can been seen, the results of P and PID switching controller has smaller overshoot and adjustment time compared with PID controller. Finally, with setting proper PID parameters, the error on control of position is limited in 4cm when the vehicle is hovering.
III. VISION ALGORITHM
In this section, the efficient and robust vision algorithm is introduced for target identification and localization. The vision algorithm can be divided into three main parts: preprocessing, target identification based on K-Nearest Neighbor (KNN) classifier and target localization.
A. Preprocessing
In the competition, there are total two types of targets that needs to be identify: 1) spray area of the foam boards numbered from 0 to 9; 2) the number displayed on a LED screen. The preprocessing algorithm is used to obtain the effective area which contains the target for identification and find the effective contours used for localization.
As shown in Fig. 2 , the numbers on the foam boards are all surrounded by three rectangles: the edge of the foam board, the inner edge and the outer edge of the black border. The size of these rectangles is pre-known, so it is easy to be detected and used for identification and localization. The steps of the algorithm are given as follows,

Step I: Detect all possible contours in the image by using edge detection method in OpenCV. As shown in Fig. 9 . Then filter contours according the length and the area. For each contour, fit a polygon for it, and remain all convex quadrangles among them.
Step II: Find the biggest quadrangle from all quadrangles with nested relation and project the original image inside the biggest quadrangle into a normal regular rectangular area.
Step III: Find the minimum enclosing rectangle of this rectangular area to eliminate the obscure caused by the projection. This rectangle can be taken as effective contours used for localization. Normally, there are three types of effective minimum rectangles as shown in Fig. 10(a) . As the sizes of these three rectangles are pre-known, which type of the minimum rectangle can be decided based on its length-width ratio. Moreover, partial rectangle detection algorithm is also designed to improve the robustness of the detection algorithm. The experimental result is shown in Fig. 10 (b).
Step IV: Clip the rectangle properly to obtain a smaller image used for identification and scale it into a new binary image with 40×40 resolution as the final effective area for identification.
The results of these steps is presented in Fig. 11 , where the same color of the rectangle represents the same area in the original image.
As for the number on the LED screen, there is no rectangle at all. Thus the preprocessing for this case is based on color threshold. But the color and shape of number displayed on LED screen is easily interfered by different intensity of light. In dim lighting conditions, the color of LED tends to be oranges. And in strong lighting conditions, the number is separated into seral parts as shown in Fig. 10 , because the exposure time of the camera under this condition is too short. The algorithm we proposed for solving these problems is robust and efficient, and the details are as follows:
Step I: Filter the image with color threshold method to obtain a binary image, then detect contours and remove noises (contours are too small or too large).
Step II: Obtain the contours of each region of interest (ROI) by eliminating some gaps between separated parts in the binary image after expansion and corrosion operations of the contours.
Step III: Obtain the binary image of each ROI with Otsu's method respectively after median filtering and contrast enhancement operation of each ROI.
Step IV: Obtain the biggest connected region in each ROI. It is the candidate area to be identified.
The experimental results are shown in Fig. 12 , there are three ROIs, and finally only one true number in ROI is identified.
B. Target identification based on KNN
KNN algorithm is one of the simplest learning algorithm, ant it always used for classification. In the competition, ten possible numbers from 0 to 9 need to be identified. For each number, 100 pre-known images with 40×40 resolution are collected and labeled, and each pre-known image is converted to a row vector with the length of 1600. Totally, there are 1000 row vectors which constitutes a pre-known data base M with 1000×1600 dimensions. Let D be the distance between unknown sampled image X and the data base M , which is expressed as
The labels of the top ( 10) K K  smallest distances can be obtained. If n , which is used to described the number of label d among the these labels, satisfies Fig. 9 and Fig. 12 .
C. Vision-based target localization
In order to localize the foam boards, four coordinate frames are involved, namely world, body, camera and image coordinates system, short as WCS, BCS, CCS and ICS respectively. The center of WCS is defined as the startup point of the UAV. x R  denote the position of the vehicle in WCS, CCS and ICS respectively and they have the following relationship: When the target is 1m away, the experimental results show the localization absolute error is less than 0.01m even there is a declination of 10  between camera and target.
IV. TASK-SCHEDULING
As the application of the competition is mission oriented and time limited, a proper and efficient scheduling strategy is rather critical. In our system, there are four basic states of the mission besides takeoff and landing namely: 1) pre-searching of possible spray targets; 2) target identification from LED screen, 3) target identification from foam board and 4) spraying target. An overview of task-scheduling logic flow is illustrated in Fig. 13 , and the details of task-scheduling is introduced as following.
Pre-searching: After takeoff, the vehicle searches the numbers on foam boards from left to right twice to obtain a rough position of all potential targets. The results are shown in Fig. 14. Denote M , N and K as the number of times targets identified successfully from LED screen, the number of times targets spraying successfully and total number of times targets shown on LED screen. These values are all reset to 0 at first. number of times targets shown on LED screen. These values are all reset to 0 at first.
Identification task:
The vehicle hover in the front of the LED screen, start to identify the number display on the it and set 1 K K   . If failed the task, the vehicle will continue task identification until time is out, else set 1 M M   .
Spraying task:
If the position of the target is unknown, the vehicle searches foam boards again for localizing the target, if time out, the vehicle is switched into identification task. The spray process is separated into three step: 1) flying to the front of the target, 2) waiting for vehicle position converging to set point, 3) start spraying. if target is sprayed successfully in specified time, set 1 N N   , and go to identification task.
If there are some targets identified successfully but failed to spray ( M N  and 5 K  ), the vehicle will respray them until = M N or time is out.
Note that the target position updates only when the angle and distance between the target and the camera are smaller than a specified threshold. In this way, more accurate location information can be obtained for the next task.
V. EXPERIMENTAL AND COMPETITIVE RESULTS
Numerous experiments have been conducted before the competition for verifying the efficiency and accuracy of the system, which is also the base for us to win the champions. The result and analysis in the competition are as follows. 15 shows the identification results of target showed on LED screen and the foam boards after being sprayed. In the competition, ink instead of real pesticide is used for obtaining a stronger visual effect. As can be seen, all five targets are identified, located and sprayed successfully. By ellipse fitting, the centers of sprayed areas are obtained. Consider the distance (as shown in Table I ) between ellipse center C and form board center O as the errors of spray. The mean error Ex and Ey in horizon and vertical direction is 0.041m and 0.023m respectively. Note that Ex < Ey, which is mainly because the vehicle is more susceptible to wind disturbance in horizon than vertical direction. The flight trace of whole spray task is illustrated in Fig. 16 . As can be seen, a total mission completion time is less than 205 seconds (The time that last number shown on LED screen is 170s) with all five targets sprayed. At last, we won the first prize with a score of 1777.5 (Full sore is 2100) in the final round, and the second highest score is 768.
VI. CONCLUSION AND FUTURE WORK
We design and implement a fully autonomous real-time vision-based UAV spray system for precision agriculture, and the subsystems such as navigation system and vision system are introduced respectively in this paper. The proposed algorithms of vision system based on ROS are generic and portable, which can be easily and wildly used for landing, tracking and other applications. And the task-scheduling strategy is specialized for the spraying task to keep the efficiency and fastness of the system. It has been verified as accurate, efficient and robust by the experimental and competitive results.
As the accuracy of vision system is high enough, fusing vision information into navigation system to replace DGPS will be our next focuses, which will enhance the robustness of navigation system. Moreover, in order to apply our system on real agriculture environment, the method of identification and localization of real affected crops needs to be studied as well. 
