Supplementary Notes
Supplementary Note. S1. The limitations of HiCPlus and comparison to hicGAN.
In our paper, the primary purpose of our work is to enhancing resolution of the low resolution Hi-C data to high resolution Hi-C data, which is essentially an image-enhancing problem. HiCPlus [1] is the only previous work so far that applies a convolutional neural network (CNN) for enhancing the resolution of Hi-C data by minimizing the mean squared error (MSE) between generated Hi-C data and real high resolution Hi-C data. However, it still has three major limitations.
First, HiCPlus takes MSE, one of the widely used pixel-wise measurements, as the objective function. Previous studies about generative models, especially in vision, have already demonstrated that using 2 loss function, such as MSE, tends to yield blurry images [2] [3] [4] [5] . The Hi-C samples generated by HiCPlus were indeed blurry compared to the high resolution Hi-C data in the original paper, which may result in losing some importance structure information. The MSE is not recommended as an ideal objective function in the task of image synthesis and image super-resolution [2] [3] [4] [5] . To avoid this, our hicGAN model does not optimize any pixel-wise measurement such as MSE. Instead, we introduced another discriminator network to help discern the generated Hi-C data from real high resolution Hi-C data. Hi-C images generated by hicGAN are be more realistic compared to Hi-C images generated by HiCPlus.
Second, the network architecture of HiCPlus is a convolutional neural network that contains three convolutional layers and a fully-connected layer. The input of HiCPlus will go through three convolutional layers and then be flattened as a fixed dimensional vector. Due to the existence of the fully-connected layer, the input size is fixed in both training and test processes. If one needs to enhance the resolution of Hi-C data within a relatively large genomic region, HiCPlus has to divide the large genomic region into small patches and enhance each patch respectively. Then the enhanced patches need to be reconstructed again. It is not user-friendly at all. The generator network of our hicGAN model is a fully convolutional network without any fully-connected layer. Our model has the ability to enhance any size of the insufficient sequenced Hi-C sample, which is much convenient for an enhancing task.
Third, also the most important is that HiCPlus applied no normalization to the raw Hi-C raw contacts count. So it is quite sensitive to the sequencing depth of the Hi-C data. For example, when low resolution Hi-C data in the training process and the low resolution Hi-C data in the test process have different sequencing depth, HiCPlus typically performs badly. This severely restricts the generalization and wide use of HiCPlus. In our model hicGAN, we eliminated the effect of sequencing depth by designing a normalization procedure in details. The sequencing depths of different cell type vary a lot, our hicGAN still achieves superior performance in the cross-cell-type experiments.
Although HiCPlus is the pioneer work for enhancing the resolution of Hi-C data with a computational framework, it still contains some major limitations. Our hicGAN model overcomes the above limitations, thus can be considered as a new tool for processing Hi-C data. Supplementary Fig. S1 . The performance of hicGAN and HiCPlus under different genomic distance considering the MSE measurement. At the genomic distance of 0 (diagonal Hi-C samples), hicGAN achieves an average MSE of 0.0078, compared to 0.0144 of HiCPlus (
Supplementary Figures
-11 ). Our hicGAN model outperforms HiCPlus by a significantly larger margin at a further genomic distance. Fig. S4 . We showed two examples of the Hi-C data predicted by hicGAN. We extracted two genomic regions (chr19:12-14M and chr20:30.5-32M) from down-sampled low resolution Hi-C data (left), Hi-C data predicted by hicGAN model (middle), high resolution Hi-C data (right), respectively. The Hi-C matrices predicted by hicGAN are similar to high resolution Hi-C matrices. Supplementary Fig. S5 . The Venn plot of the significant chromatin loops from high resolution Hi-C data and Hi-C data predicted by hicGAN model in K562 cell type using Fit-Hi-C software with a strict threshold (q-value<1e-06). Note that low resolution Hi-C data can only recover 3.73% of chromatin loops from high resolution Hi-C data.
Supplementary Tables
Supplementary Table. S1. The detailed hyperparameters of generator network of hicGAN model. The input and the output have exactly the same size. Each inner element-wise sum in a residual block (RB) will take a summation of the RB's input and the output of the RB's second convolutional layer in an element-wise manner. The outer element-wise sum will take a summation of the output of the first convolutional layer and the output of the previous layer in an element-wise manner. W and h are both set to 40 in the training process. No limitations on W and h in the test process. The filter size 3 is fixed by hyperparameter tuning. Supplementary Table. S2. The detailed hyperparameters of discriminator network of hicGAN model. It contains three convolutional blocks (CBs). The size will reduce by half after entering each CB. Then it is flattened before going through two fully-connected layers. The output is a single value which denotes the probability that the input sample is from real high resolution Hi-C data. The filter size 3 is fixed by hyperparameter tuning. Mann-Whitney U test 1.510
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