Compressive sensing (CS) mainly aims at restoring the image from a small subset of samples with reasonable accuracy using an iterative message passing decoding algorithm commonly known as Belief Propagation (BP). CS technique can accurately recover any compressible or sparse signal from a lesser number of non-adaptive, randomized linear projection samples than that essential by the Nyquist rate. In this paper, we demonstrate how the BP algorithm reconstructs the image from the measurements generated using the sparse image signal and the measurement matrix. Thus we prove that this algorithm is effective even in the absence of side information. The proposed algorithm exhibits remarkable performance in the reconstruction time as well as reconstruction accuracy.
INTRODUCTION
Image processing has an increasing demand due to its diverse application in areas such as multimedia computing, biomedical imaging, secured image data communication, content based image retrieval, etc. It is a challenging task to impart such applications to a machine in order to procure, integrate and interpret the visual information embedded in still images, graphics and video or moving images in our visually fascinating world. Therefore, it is very essential to understand the techniques of storage, processing, transmission, recognition and interpretation of images. One of the simplest and best methods with which we can store and transmit the images is image compression. The advantage of image compression is that it reduces the visual redundancies in data while protecting the critical features intact in order to represent the image frames with significantly lesser number of bits and hence condenses the requirements for storage and effective communication bandwidth.
In recent times, CS has been the subject of interest due to its ability to recover a signal from a very few samples utilizing the prior knowledge that the signal is sparse or compressible in nature. Thus the storage and the encoding complexity are greatly reduced as the signal is sampled in a reduced dimensional space. CS determines the weighted linear combination of samples (or projections) in a basis in which the signal is said to be sparse. In order to generate the measurements, a random matrix is the best choice [1] . Thus, we employ rateless codes along with the sparse signal. BP is a decoding technique that is used to decode the rateless codes. BP algorithm basically solves inference problems based on iterative message passing technique [2] - [3] .
In this work, there is no side information available at the decoding end in order to reconstruct the image. Therefore, we assume that all the unknown variables have two state Gaussian mixture model. However, the performance of the BP decoding algorithm can be significantly improved in case of multiple images where side information is available [4] . LDPC codes are employed in order to generate the measurements in [4] whereas in our work, we use non-uniform rateless codes.
II. BACKGORUND REVIEW

A. Compressive sensing:
A signal X ϵ R N has a sparse representation in another basis i.e. X = Ψa, where Ψ is the transform basis (DCT in this paper) and 'a' is the sparse vector. In the real world, a signal by itself is not sparse, it can be made sparse or compressible by using any of the transform techniques like discrete cosine transform (DCT) [5] , discrete wavelet transforms (DWT) etc. Alternative approach to obtain sparse signal is by using DCT or wavelet sparsity matrices instead of the transform itself.
According to [1] , for a signal 'X' of length 'N' which is 'K' sparse (meaning there are 'K' non-zero entries in the sparse signal) and K<<N, CS theory states that M=O(Klog(N/K)) random linear projections or measurements of X are sufficient to robustly reconstruct the signal at the decoding end.
B. Rateless codes:
Rateless codes also known as Luby transform (LT) codes [6] , Raptor codes [7] , or online codes [8] are a class of codes that can generate potentially limitless number of output symbols from fixed number of message symbols using the generator matrix or the rateless encoding matrix 'G'. Most of the entries in the rateless encoding matrix (G) are dominated by zeros while the non-zero entries are sparse independent and identically distributed (IID) Gaussian or Bernoulli (±1) vectors. These entries provide a useful universal measurement basis for CS [10] - [12] . As long as the rateless encoding matrix G is not too sparse, the measurements will succeed in capturing sufficient information about 'X' to decode the signal.
The CS measurement matrix (Φ) is obtained from the rateless encoding matrix 'G'. It is necessary that the rateless encoding matrix 'G' is strictly sparse in nature whereas, the measurement matrix (Φ) may be sparse random projection (SRP) or dense random projection (DRP). In our paper, we have employed sparse random projections as sparsity is a crucial factor for CS based recovery and also the incoherency between rateless encoding matrix 'G' and the transform basis Ψ must be minimized for CS to be efficient
The encoding and decoding processes are faster in case of rateless codes, because multiplying a signal by a sparse generator matrix is fast. Rateless encoding matrix 'G' can also be represented as a bipartite graph 'g', which is also sparse. The coefficient node x(i) and the encoding node y(j) are connected to each other by each edge of 'g' and it corresponds to non-zero entry of 'G'. The design of rateless encoding matrix 'G', characteristics such as column and row weights rely upon the relevant signal, measurement model and the decoding algorithm that is employed.
The signal which is K-sparse can be reconstructed almost perfectly by using any of the decoding algorithms like l 0 norm optimization, l 1 norm optimization [5] , greedy decoding [13] etc. But these algorithms have certain drawbacks like solving an l 0 norm optimization is NP hard [4] , l 1 norm optimization method is generally known to have cubic computational complexity [4] and encoding by a dense Gaussian Φ is slow [2] . Thus we choose decoding via BP which uses iterative message passing algorithm [2] - [4] .
C. CS based Encoding:
In order to encode the image, multiple descriptions are generated using the CS measurement matrix (Φ) and the sparse image signal 'X'. These multiple descriptions (also known as measurements) generated serve as the input to the belief BP decoder which aims at reconstructing the image. 
III. BELIEF PROPAGATION DECODING
BP is a decoding algorithm which involves iterative message passing technique in which neighboring variables talk to each other passing messages. After enough iteration, this series of conversations is likely to converge to a consensus that determines the marginal probability of all the variables. Estimated marginal probabilities are called "Beliefs". Belief propagation algorithm updates messages until convergence and then calculates beliefs. Once we have the measurements at the decoding end, BP decoding algorithm is applied to a bipartite graph with the image pixel nodes on one side and the measurements on the other side. CS-BP decoding algorithm uses O(Nlog 2 (N)) computations [2] .
The message sent from image pixel node 'n' to one of its neighbors i.e. measurement node 'm' is denoted as μ n→m. and the message sent from the measurement node 'm' to one of its neighboring node i.e. image pixel node 'n' is denoted as μ m→n . Iterative BP decoding algorithm repeats itself until the maxIter is reached and then calculates the beliefs. The BP decoding algorithm is summarized as shown in fig 1. In algorithm 1, neigh(n) denotes the image pixel node and neigh(m) denotes the measurement node, con(neigh(m)) is the constraint on the set of image pixel nodes neigh(n).
As explained below, the prior information of the variable nodes is represented by the two state Gaussian mixture with the nodes having a zero mean Gaussian random variable. The probability that the nodes have important information is K/N where as the probability that the nodes carry trivial or no information is (1-K/N).
A. Signal Model:
As the mixture Gaussian models have proven to be efficient in modeling real world signals, they can be effectively employed in image processing [2] . Thus, we have considered a two state Gaussian mixture model as a prior that interprets the prior knowledge regarding the sparsity of the signal. As the estimated sparse signals contains majority of small coefficients (zero or close to zero) and a very few large coefficients which carry some information, we can relate the probability density function (pdf) of each coefficient f(X(i)) along with a state variable Q(i) that can take two values. These coefficients can be represented by zero mean Gaussian distributions with high variance denoted by Q(i) = 1 and low variance denoted by Q(i) = 0 as follows.
Thus the pdf prior signal model can be represented as:
In the presence of the side information, this prior model can be altered based on the information available
The main advantage of BP algorithm is that 1) this algorithm is extremely general in nature and can be applied to any graphical model. 2) BP algorithm provides exact solution when there are no loops in the graph such as tree. In the presence of loops, BP provides approximate solution.
3) It is easy to program and parallelize. 4) Decoding is faster compared to other algorithms that have been put forward such as l 1 norm optimization, greedy decoding, etc.
IV. NUMERICAL RESULTS
In order to demonstrate the efficiency of the proposed compression and decoding algorithm, we applied the algorithm on the 'cameraman' image. The size of the original image frame is 256*256. To make the computation faster, we have divided the image frame into 64 sub images of frames 32*32. In this work, we assume that there is no transmission error. Our simulations were carried out in MATLAB.
A. Simulation results:
As the performance of the non-uniform rateless codes is superior compared to uniform rateless codes [9] , the degree distribution used in our code for encoding matrix is as follows:
Parameters of the mixture Gaussian to be:
. Size of each sub frame is N = 32×32 = 1024 Pixels, maxIter = 10 and the sparsity (K/N) = 0.1 initially.
For performance evaluation, we compute the peak signal to noise ratio (PSNR) which is given by: PSNR = 20 log 10 (255×256) / ||(X -Ẍ) 2 || where X = original signal; Ẍ = reconstructed signal and ||(X -Ẍ) 2 || = mean square error. Figure 1 illustrates the plot for PSNR vs. Number of measurements for the "cameraman" image of frame size 256×256. We calculate the PSNR values for each sub frame of size 32×32 and compute the overall PSNR by averaging the PSNR values of all the sub frames. Starting with 655 measurements, we go up to 19660 measurements and the corresponding PSNR values are determined .
V. CONCLUSION
In this paper, we proposed CS based BP, a compression and decoding algorithm for image processing. This encoding algorithm successfully compresses the signal at a rate less than that required by the Nyquist rate and the proposed decoding algorithm perfectly reconstructs the signal from a very small subset of samples which carry the necessary information.
