Abstract
especially for speech signal in echo cancellation. Aiming to the colored input signal, affine projection algorithm (APA) and some of its variants can speed up the convergence (e.g., see [3] , [4] , [27] , [28] and the references therein) by utilizing the previous input vectors to update the tap-weight vector. Nevertheless, they require large computational cost due mainly to involving the matrix inversion operation. Another attractive approach is to use the subband adaptive filter (SAF) to deal with the colored input signal [5] . In SAF, the colored input signal is divided into almost mutually exclusive subband signals, and each subband signal is approximately white, thus improving the convergence.
In [6] , Lee and Gan proposed the normalized SAF (NSAF) algorithm based on the principle of the minimum perturbation, which has faster convergence rate than the NLMS for the colored input signal. Furthermore, for applications of long filter such as echo cancellation, the NSAF algorithm has almost the same computational complexity as the NLMS. In fact, the NSAF will be reduced to the NLMS when number of subbands is equal to one.
In [7] , Yin et al. studied the convergence models of the NSAF in the mean and mean-square senses by assuming that the analysis filter bank is paraunitary and using several hyperelliptic integrals. On another hand, to overcome the trade-off problem of the NSAF between the convergence rate and steady-state error, several variable step size (VSS) NSAF algorithms were presented [8] [9] [10] [11] , [24] .
In many realistic applications, sparse systems are often encountered (e.g., the impulse response of the echo paths), which have the property that only a fraction coefficients of impulse response (called active coefficients) have large magnitude while the rest coefficients (called inactive coefficients) are zero or very small. To improve the convergence rate of the classic adaptive filtering algorithms in sparse systems, several proportionate-type algorithms were developed [12] [13] [14] [15] [16] [17] . The fundamental principle of this kind of algorithms is that each coefficient of the adaptive filter receives an independent step size in proportion to its estimated magnitude. The first proportionate algorithm is the proportionate NLMS (PNLMS) proposed by Duttweiler [12] , which obtains faster initial convergence rate than the NLMS for a sparse case. However, the PNLMS shows a slow convergence when the unknown impulse response is dispersive. Moreover, its fast initial convergence is not maintained over the whole adaptation process. To solve the first problem of the PNLMS, the improved PNLMS (IPNLMS) algorithm was proposed by combining the proportionate (PNLMS) adaptation with non-proportionate (NLMS) adaptation [13] . To maintain fast initial convergence rate during the whole estimation process, the μ-law PNLMS (MPNLMS) algorithm was proposed in [14] by deriving the optimal step-size control rule. Recently, in order to enhance the convergence speed of the NSAF for sparse systems, Abadi et al. developed a class of proportionate NSAF algorithms by directly extending the existing proportionate ideas in the NLMS to the NSAF, e.g., the proportionate NASF (PNSAF), μ-law PNSAF (MPNSAF), improved PNSAF (IPNSAF), and so forth [16] , [17] . However, similar to the NSAF and/or the NLMS, the overall performance (including the convergence rate, tracking capability and steady-state error) of these PNSAF-type algorithms is dominated by a fixed step-size, i.e., a large step size results in faster convergence and tracking, while the steady-state error is reduced for a small step size. To address this problem, the set-membership IPNSAF (SM-IPNSAF) algorithm was proposed in [17] , because it can be interpreted as a VSS algorithm. Inadequately, its convergence performance is sensitive to the selection of the error bound, and its improvement in the steady-state error is slight as compared to the IPNSAF.
To obtain both fast convergence rate and low steady-state error, this paper develops a VSS version of the IPNSAF. In this VSS algorithm, the individual time-varying step size for each subband is derived by minimizing the square of the noise-free a posterior subband error signal. Furthermore, the noise-free a priori subband error signal is obtained by using a noniterative shrinkage method reported in [18] , [19] . More importantly, the proposed VSS scheme can be applied to other existing PNSAF-type algorithms to improve their performance, due to the fact that it does not depend on the proportionate rules. Besides, the convergence condition of PNSAF-type algorithms in mean-square sense is provided in Appendix.
Consider the desired signal ( ) d n that arises from the unknown system, ( 
where , ( ) ( ) For all the PNSAF-type algorithms [16] , [17] , the update formula of the tap-weight vector is expressed as
For simplifying (8), we can use the approximation ( ) ( ) ( ) 0,
to the commonly used assumption that the subband input signals are almost mutually exclusive [6] [7] [8] and are independent of the diagonal elements of ( ) k G [20] . Thus, combining (7) and (8), we can rearrange (8) as
Taking the square and mathematical expectation of both sides of (9), we obtain
where   E  denotes the mathematical expectation, and
. In (10), we also use an assumption that
 to obtain the individual variable step size ( ) i k  for each subband. Taking the first-order derivative of (10) with respect to (
Setting (11) to zero, the time-varying step size (
Generally, the statistical value (12) is approximated by the time average of the square of
where  is the forgetting factor which is chosen by 1 , 
where sgn( )  denotes the sign function, and the threshold parameter i t is chosen as 
Discussion
Remark 1: As can be seen from (12)- (14), the proposed VSS strategy does not depend on the proportionate matrix ( ) k G . So, it can be directly applied to any PNSAF-type algorithms (e.g., the PNSAF and IPNSAF) to improve their performance in terms of the convergence rate, tracking capability and steady-state error. Here, the IPNSAF is chosen as the reference, due to its robustness to the unknown system with different sparseness degrees. In this case, the diagonal elements of ( ) k (15) where 1  indicates the l 1 -norm of a vector,  is a small positive constant to avoid division by zero, and 1 1     . In practice, good choices for the parameter  are 0 or -0.5 [17] . Hence, the combination between the IPNSAF and proposed VSS scheme yields a new algorithm, called the VSS-IPNSAF which is summarized in Table 1 .
It has been shown in Appendix that for ensuring the stability of the PNSAF-type algorithms in the mean-square sense, the range of the step size is 0 2 
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Simulation results
In this section, to evaluate the proposed VSS-IPNSAF algorithm, simulations are performed in the context of acoustic echo cancellation. In our simulations, a realistic sparse echo path o w with M = 512 taps to be estimated is shown in Fig. 2 . The colored input signal ( ) u n at the far-end is either a first-order autoregression, AR(1), process with a pole at 0.95 or a true speech signal. The white Gaussian noise ( ) n  is added to the output-end of the echo path to give a signal-to-noise ratio (SNR) of 30dB or 20dB. The cosine modulated filter bank is used for all SAF algorithms [5] , [21] . And, to maintain 60 dB stopband attenuation, the length of the prototype filter is 16, 32, and 64 for number of subbands N = 2, 4, and 8, respectively. It is assumed that the noise variance 2   is known, because it can be easily estimated online [8] , [9] , [22] . The normalized mean-squared-deviation (NMSD), 
Effect of λ and N
In this subsection, the AR(1) process is used as the input signal. First, we compare the performance of the VSS-IPNSAF using different number of subbands (i.e., N = 2, 4, and 8), as shown in Fig. 3 . As expected, a large number of subbands (e.g., N = 8) can speed up the convergence of the algorithm as compared to a small one (e.g., N = 2). Moreover, this phenomenon will be not obvious when number of subbands is larger than a certain value (in this case is 4). The reason is behind this phenomenon is that each decimated subband input signal is closer to a white signal for a large number of subbands. In other words, the larger number of subbands is, the much stronger decorrelating capability of the VSS-IPNSAF for the colored input signal is. In the following simulations, therefore, number of subbands is chosen as N = 4 for AR(1) input; and we choose N = 8 for speech input since it is nonstationary and highly colored. Next, Fig. 4 shows the effect of  (which is used for setting the threshold i t in (14)) on the performance of the VSS-IPNSAF. One can observe from this result that a larger  value (e.g., NMSD (dB)
Comparison of various subband algorithms
In this part, the performance of the VSS-IPNSAF is compared with that of some existing SAF algorithms, i.e., the VSSM-NSAF [8] , IPNSAF and SM-IPNSAF [17] algorithms. The SM-IPNSAF is compared because it can be considered a VSS version of the IPNSAF. In this algorithm, the step size is adjusted by
where the bound parameter  is set by 2 N     [17] . To fairly compare these algorithms, we choose 0
for all IPNSAF-type algorithms, and other parameters are chosen as the recommended values in the literatures [8, 17] . Also, to assess the tracking performances of these algorithms, the echo path is multiplied by a factor of 1  at input sample index 140, 000 for AR(1) input or 200, 000 for speech input.
1) AR(1) input
Fig . 5 shows the NMSD results of these algorithms for AR(1) input. As can be seen, the fixed step size controls the convergence, tracking and steady-state properties of the original IPNSAF. That is, a large step-size yields fast convergence rate and good tracking capability, but increases the steady-state error, and vice versa. Both the SM-PNSAF and proposed VSS-IPNSAF can effectively address this problem of the IPNSAF, since they both use the time-varying step sizes, see (12) and (16) . However, the VSS-IPNSAF achieves a decrease (about 7dB) in the steady-state error as compared to the SM-IPNSAF. In addition, the VSSM-NSAF has much slower convergence rate for sparse echo path than the VSS-IPNSAF, because it is a non-proportionate VSS algorithm. 
2) Speech input
Fig . 6 shows the NMSD results of all SAF algorithms using a true speech as input in the case of 30dB and/or 20dB. It is clear that the proposed VSS-IPNSAF outperforms other SAF algorithms (i.e., the VSSM-NSAF, IPNSAF, and SM-IPNSAF) in terms of the convergence rate and steady-state NMSD. Fig. 7 compares the echo return loss enhancement (ERLE) performance of these algorithms, where the simulation condition is the same as Fig. 6 . The ERLE is defined as [25] , [26] 
As one can see, even if the ERLE is used as performance criterion, the VSS-IPNSAF still has better performance than the VSSM-NSAF, IPNSAF, and SM-IPNSAF algorithms in terms of the convergence rate and steady-state ERLE. 
Comparison with fullband algorithms
In this example, the performance of the VSS-IPNSAF algorithm is compared with that of two fullband VSS algorithms (i.e., the VSS-IPNLMS algorithm and the VSS-MIPAPA algorithm presented in [27] ), as shown in Fig.   8 . To obtain a fair assessment, these three algorithms employ the same formula, i.e., (15) In this study, we derived a VSS version of the IPNSAF from the minimization of the mean-square noise-free a posterior subband errors. And, in order to recover the noise-free a priori subband error signal from the noisy subband error signal, a noniterative shrinkage method was employed. Interestingly, the proposed VSS scheme is easily applicable to any other PNSAF algorithms to further improve the performance, since it is independent of the computing method of proportionate matrix. Simulation results for acoustic echo cancellation have verified that the proposed VSS method is effective.
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Subtracting o w from both sides of (17), we have
