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 In this study, an investigation into the students’ English Placement Test (EPT) 
performances at Iowa State University were compared with their self-assessments and 
instructors’ judgments of students’ writing. This investigation was framed within an argument-
based approach to validity framework of Li (2015) and Chapelle et al. (2008), with a particular 
focus on the extrapolation inference. Surveys and interviews were used to investigate how 92 
undergraduate ESL students enrolled in 101B (Academic Writing I) and 101C (Academic 
Writing II) ESL writing courses self-assessed their writing proficiency, and how six instructors 
judged these students’ abilities. Survey data were used to conduct binary logistic regression 
analysis in which placement levels were predicted using self-assessment. Interview data were 
used to confirm the trends found in the survey data and these were qualitatively analyzed using 
APPRAISAL analysis. Results show that self-evaluations and judgments about students’ writing 
process and grammar and lexis were found to be statistically significant in predicting placement 
level although with very small effects. Qualitatively, the 101C students and instructors were 
slightly more critical than the 101B students and instructors toward students’ writing process, 
and conversely, more lenient toward students’ grammar and lexis. The findings do not support 
the extrapolation assumptions but rather the conditions of rebuttal of the extrapolation inference. 
The findings demonstrate that incorporating self-assessment and instructors’ judgments for 
placement test validation purposes may be challenging in part because the ability range between 
101B and 101C is narrow. Locally, the findings from this research can help ESL writing 
educators understand and use the self-perceptions and attitudes that undergraduate non-native 




CHAPTER 1. INTRODUCTION 
1.1. Background 
One of the primary reasons for administering placement tests in higher education to non-
native speakers of English is to assess examinees’ ability to handle college-level coursework 
(Brown, 2005; Crusan, 2002). This entails administering various test tasks that elicit test-takers’ 
academic reading, writing, speaking, and/or listening abilities in an academic domain. For 
example, integrated reading-writing test tasks are administered to assess whether non-native 
speakers of English demonstrate adequate academic reading and writing proficiency (Knoch & 
Sitajalabhorn, 2013; Weigle, Yang, & Montee, 2013). However, the possible existence of 
construct irrelevant variance, such as test-wiseness or content bias, and construct 
underrepresentation, such as having a low number of items that target the same construct 
(Messick, 1989), can affect the accuracy of test results and thus the decisions that test developers 
make. An argument-based approach to test validation is therefore a critical aspect of language 
testing because it ensures that the test score interpretations and uses are defensible (Chapelle et 
al., 2008; Kane, 2006; Messick, 1989).  
Relatedly, much of the current literature on integrated reading-writing tests has focused 
on the validity and reliability of rating processes (Gebril & Plakans, 2013; Guo, Crossley & 
McNamara, 2013; Plakans & Gebril, 2013), source integration (Keck, 2014), syntactic and 
semantic features (Gebril & Plakans, 2013; Guo et al., 2013; Yu, 2013b), and task effects 
(Delaney, 2008; Guo et al., 2013; Weigle & Parker, 2012; Yu, 2009). Moreover, while validation 
approaches such as the examination of correlations between placement test scores and large-scale 
proficiency test scores such as the TOEFL are common (e.g., Chung, 2014; Li, 2015), 




judgments have been far less observed. Nevertheless, self-assessment can provide reliable 
measures about students’ language abilities, especially when it is a well-constructed evaluation 
tool (Bachman & Palmer, 1989). The same rationale can also be extended to teachers’ judgments 
about their students’ language proficiency. An evaluation of the validity of a test score use using 
alternative measurements, such as self-assessment and teachers’ judgments, may be valuable and 
informative because test-takers and instructors can provide additional insights that may not be 
apparent when comparing only different sets of test scores. Thus far, a notable exception to the 
lack of such research is Li’s study (2015), which found a weak to moderate relationship between 
students’ self-assessment of English proficiency and Iowa State University’s English Placement 
Test (EPT). More research is required to ascertain the degree to which self-assessment and 
instructors’ judgments of students’ academic writing in English are related to EPT performance.  
 For the present study, an argument-based approach to evaluating the writing section of 
Iowa State University’s EPT is investigated. The EPT at Iowa State University is an English 
placement test that is administered at the beginning of every fall, spring, and summer semesters 
to determine whether incoming international students who have failed to meet the exemption 
criteria (e.g., by earning TOEFL scores less than 100) would need additional written and/or 
spoken language support in their first year of undergraduate or graduate studies (Iowa State 
University, 2019a). The EPT consists of a writing section and an oral communication section. 
Specifically, the writing section is 50 minutes long and test-takers are expected complete two 
tasks at a computer lab: The first task requires students to write a comparative summary of two 
reading passages that discuss the same topic. Students are given five minutes to read the two 
texts. The second task requires students to write a source-based argumentative essay based on a 




word count, the second task is expected to take twice as long as the first task. After the test, 
trained raters evaluate the students’ essays independently using the rubric provided by the EPT 
office. For undergraduate exams, raters are expected to give a holistic rating of B, C, or Pass, 
after judging students’ organization, arguments and details, grammar and lexis, and conventions. 
Once the ratings are completed and sorted internally, the results are posted in the university’s 
secure student system and reported to advisors and faculty associated with the ESL program. 
 Undergraduate students who take the EPT may be placed into one of three levels based 
on their EPT scores. Students who earn a B are placed into 101B; those who earn a C are placed 
into 101C; and those who earn a Pass are eligible to enroll in English 150, a first-year 
composition course. On the first day of 101B and 101C, students are given an opportunity to 
waive the course by taking a 50-minute-long diagnostic test. The essays are first evaluated by the 
course instructors, and any essay that merits a Pass is re-evaluated by the 101B/101C supervisor. 
Students who pass the diagnostic test are eligible to advance to the next course in the same 
semester: A 101B student who passes the 101B diagnostic test would be able to enroll in 101C, 
and a 101C student who passes the 101C diagnostic test would be able to take English 150.  
The 101B course, also known as Academic Writing I, is a low-level academic writing 
course offered at Iowa State University. The general description of the 101B syllabus states:  
This course is designed to prepare you for the writing requirements of your university 
work. If you successfully complete the course, you will have increased skills and 
confidence in writing for academic purposes and will be ready to move on to ENGL 
101C (undergraduates) or ENGL 101D (graduate students), where you will be assigned 




In other words, the 101B course is aimed at increasing students’ writing skills at a level that 
prepares them for the 101C course. The main learning outcomes of this course include writing 
expository and argumentative essays, engaging in the writing process, refining one’s English 
grammar, working with writing-support technologies, and reflecting on one’s self-regulated 
learning skills.  
The 101C course, also known as Academic Writing II, is an intermediate-level academic 
writing course. The overview of the 101C syllabus states:  
The purpose of English 101C is to prepare undergraduate non-native speakers of English 
for success in all academic communication assignments with an emphasis on written 
work. Students who satisfactorily engage in this course will be prepared to enter English 
150. (Iowa State University, 2019d, p. 1)  
The 101C course is aimed at increasing students’ writing skills to prepare them for English 150. 
The goals and learning outcomes as stated in the 101C syllabus are as follows: Understand the 
demands of written assignments in all courses; be independent writers who can process feedback, 
identify weaknesses, evaluate effectiveness, and revise compositions; proofread, edit, and correct 
drafts for common ESL errors of syntax, mechanics, and word choice; read and think critically 
(p. 1).  
In both courses, an emphasis on the writing process and the improvement of one’s 
grammar is highlighted. Other writing skills such as developing good organization, structuring 
clear arguments and details, and, particularly for 101C, incorporating accurate and appropriate 
sources were also practiced in these courses. 
1.2. The purpose of the study 
The present dissertation evaluates the extrapolation inference within the argument-based 




assessments and instructors’ judgments about students’ academic writing proficiency (this 
inference is further elaborated in section 1.3). To do so, the study adopts a comprehensive 
argument-based approach to validity, adapted from Li (2015) and Chapelle et al. (2008). The 
argument-based approach to validity framework includes a detailed map of arguments (i.e., a 
sequence of inferences, claims, warrants, and assumptions) and information about how such 
arguments are to be evaluated. By undertaking this evaluative process, one is able to assess the 
validity of a test score interpretation or use for its intended purposes (Chapelle et al, 2008; Kane, 
2006). Specifically in the present study, several assumptions associated with the warrant and the 
claim of the extrapolation inference are investigated. 
To generalize the perspectives of students and instructors and thereby make accurate 
predictions about one’s placement level, this study involved surveying and running binary 
logistic regression on the survey responses of 92 101B and 101C students and six 101B and 
101C instructors as well as interviewing and conducting APPRAISAL analysis on the interview 
responses of 32 students and instructors. With such a dataset, it was possible to run binary 
logistic regression and make generalizations about the international students in B and C. The 
present study contributes to test validation research in that it demonstrates how positive 
relationships between self-reports and test scores can be established to evaluate the assumptions 
found in the extrapolation inference. 
1.3. Significance of the study 
The findings of this study contribute to broader, local, and theoretical significance. In the 
broader context, the findings can inform language testers about the extent to which performances 
on a placement test relate to students’ self-assessment and instructors’ judgments about students’ 
writing proficiency, especially with respect to the extrapolation inference. According to Li 




evaluate whether the test score of a given English language test can be extrapolated to the 
performance in the target language use domain (see section 1.3.5 for more detail). Instructors’ 
judgments about students’ language proficiency is another credible external criterion that can be 
used when investigating the extrapolation inference (Chapelle et al., 2008), but the degree to 
which these are credible as external criteria remains to be examined. The use of surveys and 
interviews to measure both students’ self-assessment and instructors’ judgments across different 
placement levels can therefore provide meaningful information about whether it sufficiently 
backs the extrapolation assumptions, or conversely the “conditions of rebuttal,” (i.e., alternate 
propositions that would undermine or limit the extent to which one is able to draw conclusions 
within an inference; Kane, 2006), which has not been explored much in placement testing 
contexts. A discussion of the current study’s extrapolation assumptions and conditions of rebuttal 
are presented in more detail in section 1.3.4. What is more, this study further extends the use of 
self-assessment by specifying potential covariates which may negatively affect one’s ability to 
effectively predict placement level using self-assessment; controlling for these potential 
covariates has not been done previously. By controlling covariates, findings from the self-
assessment can be fine-tuned and thus potentially offer better empirical verification for the 
extrapolation inference of the English Placement Test. 
The outcomes of the study can provide practitioners in other placement testing contexts, 
including test developers, teachers, and program leaders, with perceptions that many 
international students and instructors hold regarding writing proficiency. As mentioned earlier, it 
is hypothesized that multiple factors, such as attitudes toward the placement test, use of 
technology and/or outside help, and instructors’ judgments about student attributes, can impact 




whether or not students’ self-assessment responses are associated with covariates, as this would 
enlighten aspects of a survey that one must consider prior to using the results for test validation 
purposes. Although this study cannot make definitive claims that the same outcomes would be 
observed in all other placement contexts, it can point to patterns of perceptions of students and 
instructors at various placement levels; such a study as this has not been conducted before. 
Locally, the findings can contribute to a better application of the EPT test score to ESL 
writing programs. A moderately strong to strong support for the four extrapolation assumptions 
would suggest that the EPT results do reflect the specific language uses found in 101B and 101C 
domains; that these results alone are sufficient for placing students into 101B and 101C ESL 
writing courses and that additional diagnostic tests may not be needed in future semesters. 
However, weak support for the four assumptions would suggest that self-assessment and 
instructors’ judgments may not be the most appropriate instruments in collecting positive 
evidence for the extrapolation inference, for reasons such as that the writing ability range of 
101B and 101C students may be much closer after they have been admitted to the university 
based on their TOEFL (or other comparable language test) results. That is, incoming students 
who take the EPT would have TOEFL scores that are between 70 and 100 (TOEFL scores can 
range from 0 to 120) and so the students’ writing proficiency is not very wide-ranging. This in 
turn could influence self-assessment reports because students’ understanding of their own 
academic writing may not be as disparate as that of students who had earned much higher or 
lower TOEFL scores. Furthermore, weak support means that other sources of data would be 
needed to establish whether the EPT results alone are enough to inform placement decision-
making, and that diagnostic tests, assuming that they are valid and reliable, would be needed to 




On a theoretical level, the findings of the study demonstrate the usefulness of applying 
Systemic Functional Linguistics (SFL) methodologies such as APPRAISAL analysis to validity 
studies, as this is also limited in current testing and assessment literature. To begin, SFL is a 
theory in which language is described in terms of the social context in which a language is used, 
or its function. According to Halliday and Matthiessen (2013), a language is made up of three 
properties or metafunctions known as ideational, interpersonal, and textual. To briefly describe, 
the ideational metafunction consists of linguistic features that allow speakers to express their 
experiences, people, things, and settings; the interpersonal metafunction is concerned with 
features that enable one to express one’s relationships, attitudes, and dialogic positionings; the 
textual metafunction is composed of features that allow one to organize complex ideas 
meaningfully. APPRAISAL, which is a theoretical framework that organizes speakers’ attitudes 
and dialogic positionings in various gradation, falls within the interpersonal metafunction. By 
using APPRAISAL as a framework for qualitative analysis, one can systematically identify the 
attitudes uttered by students and instructors during interviews. This enables the analyst in this 
research to make generalizations about how 101B and 101C students and instructors feel about 
students’ writing, and the findings in turn can support what was found in the quantitative 
analysis. A mixed-methods approach, particularly one that combines SFL and advanced 
statistical techniques, offers an innovative in-depth approach to conducting argument-based 
validity research based on two very different yet powerful analytical tools of analysis. The 
findings from this study and the methodological design can provide a foundation for future 
language testers and functional linguists to consider ways in which the perceptions of students 




both forms of analytical techniques can be applied not only to triangulate findings but also to 
evaluate the validity argument. 
1.4. Theoretical background 
1.4.1. Kane’s argument-based approach to validity. 
An argument-based approach to validity is one where a series of relevant claims are 
stated and examined in order to justify the interpretation and use of a test score (Chapelle et al., 
2008; Kane, 2006). Unlike some theories which divide the concept of validity into several kinds 
of validities (e.g., construct validity, content validity, criterion-related validity, face validity, 
etc.), an argument-based approach to validity conceptualizes a unified approach to validity using 
a network of claims (i.e., inferences and assumptions). With sufficient evidence backing each 
claim, the argument-based approach to validity enables test users to construct a single validity as 
opposed to several kinds of validities. The benefit of an argument-based approach to validity is 
that it forgoes the concept that validity is a property of a test (i.e., either a test is valid or not 
valid); rather, it conceptualizes validity as a defensible argument and the strength of the 
argument depends on the robustness of one’s gathered evidence and its capacity to persuade 
one’s audience (i.e., test users) (Kane, 2006). Although this approach to validity is time-
consuming and necessitates an ongoing collection of evidence, test developers and users are held 
accountable as long as the test is used to make high-stakes decisions as seen with the EPT. 
Particularly important, if evidence does not confirm the score’s interpretations and uses, we must 
take time to review and make needed revisions either to the test, the testing situation, or our 
interpretations and uses before the next test administration, so that consequences of our test 
interpretations and uses minimize negative impact and maximize positive impact.  
Kane’s (2006) version of the argument-based approach to validity involves two phrases: 




argument, which is comparable to a scientific theory (Kane, 2006), the test developer constructs 
several bridging inferences, where an argument is made about the interpretation and use of a test 
score. Kane (2006) adopts Toulmin’s (1953) model of inference, in which a particular claim or 
argument can be established from data (or grounds) due to one or more warrants (i.e., rules, 
principles, or theories that allow us to make conclusions from data to claim) having clear 
backing (or evidence gained from research). Conditions of rebuttal, or circumstances in which 
backing for a counterargument can be made, would limit the scope in which the warrant is 
allowed to justify one’s claim based on the grounds. In the interpretive argument phase, a series 
of inferences are built, and each inference follows the model outlined by Toulmin. Kane (2006) 
and Chapelle et al. (2008) further extend the model by adding assumptions beneath warrants. 
Assumptions are statements that must be empirically evaluated through research so that the 
warrant, which enables us to move our argument from data to claim, can be justified. Once 
justified, the empirically supported claim of a prior inference turns into data for the following 
inference; with gathered evidence, the claim established from the inference becomes data for the 
next inference. By doing this, we are able to establish a number of interpretations and uses of a 
single observed test score.  
An example to illustrate the interpretive argument is as follows. If we want to establish 
that the EPT writing score reflects students’ academic writing performance in the target language 
use domain (i.e., specific language use tasks that one encounters outside the test; a more in-depth 
discussion on target language use domain can be found in section 1.3.5), an interpretative 
argument framework would be developed such that it includes a number of inferences that allow 
one to link the observed EPT writing score to the interpretation that the EPT writing score 




section 1.3.2) and Li’s argument-based approach to validity (see section 1.3.3.), the inference 
following immediately after an observed test score would be the domain description/definition 
inference (where we establish the claim that the EPT writing score reflects students’ writing 
knowledge, skills, and abilities which are necessary for being academically successful at Iowa 
State University), which is followed by the evaluation inference (here, the claim is that EPT 
scores on the summary and argumentative writing tasks were rated in an accurate and relevant 
manner), the generalization inference (the claim within this inference is that observed scores are 
true scores that would be observed across different raters, parallel writing tasks, and occasions), 
the explanation inference (the claim is that scores reflect students’ academic English writing 
proficiency), and finally, the extrapolation inference (where we claim that the EPT writing score 
reflects students’ academic writing performance in the target language domain). By constructing 
an interpretive argument, where we list the claims, warrants, assumptions, backing, and possible 
conditions of rebuttal and qualifiers, it is possible to move to the validity argument phase, where 
we test the reasonableness of our assumptions through research-gathered evidence.  
In the validity argument phase, the claims made in the interpretive framework are 
evaluated by collecting empirical evidence that would ideally support the stated inferences. As 
more supporting evidence is collected, one’s confidence in the validity of the test score is 
strengthened. According to Kane, types of evidence that are collected would vary with each 
inference. For example, gathering reliability estimates of the test score may be useful for 
supporting the generalization inference whereas collecting estimates of correlation between one 
or more test scores would be valuable for backing the extrapolation inference. At the same time, 
when collected evidence suggests limitations in which the warrant is defensible or conditions of 




argument is an important step as it ensures that the postulated claims about test score use and 
interpretation are sufficiently justified. 
1.4.2. Chapelle, Enright, and Jamieson’s argument-based approach to validity. 
Chapelle and colleagues (2008) developed an interpretive argument for the interpretation 
and use of the new TOEFL score. This framework adopted the ideas developed by Kane (2006) 
for the validation of the TOEFL test. The ultimate aim was to justify the following: “The 
[TOEFL] test score reflects the ability of the test-taker to use and understand English as it is 
spoken, written, and heard in college and university settings. The score is useful for aiding in 
admissions and placement decisions and for guiding English-language instruction” (Chapelle et 
al., 2008, p. 345). To arrive at this aim, the authors first developed an interpretive argument 
which consisted of domain description, evaluation, generalization, explanation, extrapolation, 
and utilization. For every inference, warrants and assumptions and examples of backing that 
would empirically support the stated assumptions were provided. Although the TOEFL 
interpretive argument framework delineates the sequences of arguments in an orderly fashion, 
the authors noted that the actual validation process was “nonlinear and iterative” (Chapelle et al., 
2008, p. 23), suggesting that multiple evaluations and revisions to the interpretive argument had 
been made during the test development phase by the Educational Testing Service (ETS). Chapter 
9 of Chapelle et al. (2008), for instance, discusses in detail the evidence that was collected to 
justify the new TOEFL test score use for examining test-takers’ college readiness at English-
medium universities. With growing evidence, a number of revisions of the test and the 
interpretive argument were also made by the ETS, demonstrating the nonlinearity and iterative 
nature of the validation process. Although Chapelle et al.’s (2008) Building a Validity Argument 




interpretation and use were stated and justified, their validation study, along with Kane (2006), 
can be treated as a model for other high-stakes test evaluation projects.  
1.4.3. Li’s interpretation and use argument validation framework for Iowa State 
University’s English Placement Test. 
 Li’s (2015) interpretation and use argument framework for Iowa State University’s 
English Placement Test (EPT) framework adopts Chapelle et al.’s (2008) TOEFL validation 
framework. This validation framework was developed to justify the use and interpretation of the 
EPT at Iowa State University. The framework consists of six inferential steps: domain 
description, evaluation, generalization, explanation, extrapolation, and ramification. According 
to Li (2015), the following evidence is used to back each inference: The identification of a 
proper target domain justifies the domain description inference; students’ performance on the 
EPT test warrants the evaluation inference; an estimation of the test’s reliability provides 
backing for the generalization inference; a theoretical interpretation (i.e., the theoretical 
construct) that accounts for students’ performance on the EPT warrants the explanation 
inference; the linking of the EPT performance to the target domain performance supports the 
extrapolation inference; and finally, beneficial decisions that rest on test scores back the 
ramification inference. Although Li’s framework closely follows the language found in Chapelle 
et al.’s (2008) volume, Li modified it to fit the EPT context. 
In addition to the sequencing of inferences, Li’s (2015) interpretation and use framework 
models a theory-based interpretation in which one’s writing proficiency is estimated based on 
plausible linguistic theories that were previously tested and confirmed (Kane, 2006). For 
example, if research has consistently found evidence that high-level second language writers 
make fewer grammatical and vocabulary mistakes compared to low-level writers, test developers 




test score interpretation. They would, in other words, interpret that a high-scoring test-taker 
makes fewer grammatical errors whereas a low-scoring test-taker is assumed to make more. 
While this may be grounds for arguing that the EPT writing test taps into learners’ writing 
ability, empirical evidence is required to justify that EPT performance represents performance in 
the targeted writing situation (for example, an ESL writing course). To do so, Li attempted to 
establish positive relationships between the EPT test score and other measurements (e.g., self-
assessment and students’ TOEFL iBT scores) that were assumed to tap into similar constructs. 
1.4.4. An exploration of the extrapolation inference. 
Figure 1.1 summarizes a validation framework targeting the extrapolation inference for 
the current study. This inference was chosen for the current study because an examination of the 
degree to which placement test performances relate to performances in the target domain remains 
by and large underexplored. Gathering data that would reflect performances in the target domain 
(i.e., external criterion) is costly and time-consuming as it involves gathering participants’ 
consent as well as their cooperation in the specific language use setting. Given that Li’s 
extrapolation study was conducted in 2015 and with the added changes to the current EPT, it is 
worth revisiting the extrapolation inference using a different methodological approach, as seen in 
the present study. Because a number of changes have been made to the EPT since 2015, the 
statements have been adjusted to fit the current placement testing context. To illustrate the 
modifications that are made in the current study, Figure 1.2 displays the original extrapolation 
inference for the EPT. First, a specific emphasis on written was added because the study aims to 
investigate only the writing section of the EPT. Second, the claim, warrant, assumptions, and 
backing have been adjusted to mirror closely the language found in Chapelle et al.’s (2008) 
volume. Third, the assumptions explore students’ self-assessment and instructors’ judgment, as 




education settings (Chapelle, 2021); the manner in which the self-assessments and instructors’ 
judgments are related to the current study’s target language use domain will be discussed in more 
detail in section 1.3.5. Particularly for self-assessment, controlled variables (i.e., covariates) were 
added in order to increase one’s confidence in predicting placement levels using self-reports. 
At the extrapolation inference, one aims to establish the claim that scores on the EPT 
writing test are representative of performance in the written target language situation (see section 
1.3.5 for more detail) on the grounds that scores on the EPT writing test are representative of a 
construct of writing proficiency. Here, the construct of writing proficiency refers to what is 
known, based on recent literature, about L2 learners’ skills in academic writing in English; these 
are presented in detail in sections 2.3.1, 2.3.2, and 2.3.3. Four underlying assumptions relating to 
the extrapolation inference warrant are stated. The warrant, or the rule that links grounds to 
claim, is that the construct of written academic language proficiency as assessed by the EPT 
accounts for students’ self-assessment and instructors’ evaluation of students’ written English 
proficiency. For example, if there exists a strong positive correlation between EPT scores and 












Figure 1. 2. Li’s extrapolation inference for the EPT (Li, 2015) 
In the current study, the written English proficiency is measured in terms of (1) the 
writing process, (2) writing quality, and (3) students’ perceptions of their academic writing in 
English. Because a warrant in a validation framework usually compacts a great deal of 
information into few sentences, the exact meaning of the warrant is further elaborated in 
assumptions. Stating the assumptions clarifies which evidence needs to be collected in order to 




The first underlying assumption states that ESL students’ performance on the EPT is 
related to their self-assessment of written English proficiency controlling for their attitudes 
toward the EPT test. The second underlying assumption declares that ESL students’ performance 
on the EPT is related to their self-assessment of written English proficiency controlling for 
students’ attitudes toward technology use and/or outside help. The third underlying assumption 
says that ESL students’ performance on the EPT is related to their self-assessment of written 
English proficiency controlling for instructors’ judgments about student attributes. The fourth 
underlying assumption states that ESL students’ performance on the EPT is related to 
instructors’ judgments about students’ written English proficiency. The backing that would be 
used to evaluate these four assumptions are that results indicate a positive relationship of EPT 
test performance with students’ self-assessments and instructors’ judgments about students’ 
written English language proficiency.  
The first three assumption statements include controlled-for variables, or in other words 
variables whose effects are computationally held constant so that they do not impact the 
prediction of the dependent variable based on the effect of the independent variable; it is a means 
of refining the true effect of the independent variable from external factors. The controlled-for 
variables that were explored in this study are students’ attitudes toward the EPT test, their 
attitudes toward technology use and/or outside help, and instructors’ judgments about student 
attributes. Although these statements do not appear in either Li’s or Chapelle et al.’s validation 
framework, they are added because previous studies have found that attitudes toward the test and 
the testing consequences (e.g., Bradshaw, 1990; Coleman, Starfield, & Hagan, 2003; Hyatt, 
2013), teachers’ judgments about student attributes (e.g., Rubie-Davies, 2010; St. George, 1983; 




Huffman, 2015) and personal assistance while writing (e.g., Eckstein, 2016; Powers & Nelson, 
1995; Thonus, 2004; Weigle & Nelson, 2004; Williams & Severino, 2004) can all affect not only 
students’ performances on tests and coursework but also their responses to self-assessments.  
Finally, conditions of rebuttal may be present when contrasting evidence is found, 
“indicating conditions in which the warrant (which is defensible) would not apply” (Kane, 2006, 
p. 28). Put another way, rebuttals draw situations that may undermine or limit the degree to 
which one is able to move justify one’s claim based on the inference. Chapelle (2021) points out 
that such situations may be cultural or “…other situation-specific and person-specific factors that 
potentially make test interpretation and use invalid” (p. 34). For example, a potential factor that 
could yield statistically weak evidence for establishing a positive relationship between self-
assessment/instructors’ judgment and the EPT score may come from the narrow writing ability 
range between 101B students and 101C students. As mentioned in section 1.2, given that the 
101B and 101C students’ writing proficiency scores (based on the TOEFL) are between 70 and 
100, it is possible that one would not gather such widely different perceptions from students and 
instructors about their students’ ability. Another factor that may raise rebuttals may be derived 
from the time at which the self-assessments and instructors’ judgments are conducted. For 
example, a self-assessment/instructor’s judgment that is administered early in the semester (done 
to avoid potential learning effects) may not yield positive evidence because students (and 
instructors) may not have had enough time to receive (or give) much feedback on their latest 
writing. In the current study, two conditions of rebuttal are stated: (1) The self-assessment as an 
external criterion (i.e., results obtained using another measurement besides the test) does not 
relate to students’ performance on the EPT as a result of comparing groups of students early in 




external criterion does not relate to students’ performance on the EPT as a result of comparing 
groups of students early in the semester and whose writing ability range is too narrow. The 
backing for these two conditions of rebuttal is that results from the quantitative and qualitative 
analyses do not indicate any strong relationship between performances on the EPT writing test 
and students’ self-assessments and instructors’ judgments. 
In addition to changes within the extrapolation inference, the current study also departs 
from Li’s study in several ways. First, Li’s version of self-assessment consisted of 20 can-do 
statements on listening, reading, speaking, and writing, on a 6-point Likert scale. On the other 
hand, the self-assessment (and instructors’ judgment) of the current study focused solely on 
students’ writing proficiency (i.e., writing process, writing quality that is drawn from the EPT 
rubric, and overall academic writing proficiency), and variables that are known to impact 
students’ writing, namely, students’ attitudes toward the EPT test, attitudes toward technology 
use and/or outside help, and instructors’ judgment of student attributes), on a 7-point Likert 
scale. Next, Li’s can-do descriptors were based on “high proficiency levels in the European 
Language Portfolio (ELP) (B2-C2), Association of Language Testers in Europe (ALTE, Levels 4 
and 5), and ACTFL (Intermediate high to Advanced-high)” (Li, 2015, p. 62). In the current 
study, the descriptors are not stated as can-do statements, but rather concern what students 
simply do when they write; by drafting the descriptors in this manner, we eliminate any 
potentiality in the student’s response (e.g., students may “agree” that they can abstractly revise 
and edit a paper when in fact they are not able to or do not engage with it on a usual basis). 
Another departure of the current self-assessment from Li’s self-assessment is that instructors 
were asked to evaluate each student’s writing proficiency in addition to having students self-




teachers on those same descriptors. Finally, unlike the current study, Li’s respondents were not 
isolated to undergraduate students who were placed directly into beginning- (101B) or 
intermediate-level (101C) ESL writing courses, but rather included all undergraduate and 
graduate students who had taken the Fall 2014 EPT exam (which also included those placed into 
ESL reading and listening courses). Analytically, Li used a multitrait-multimethod matrix 
(MTMM) to compare students’ self-assessment responses to students’ EPT scores and their 
TOEFL scores. This study used primarily binary logistic regression with added covariates to 
establish whether certain writing variables can be used to predict students’ placement levels (B 
vs. C). Although both Li’s study and the current study use self-assessment as an instrument for 
examining the extrapolation inference, the self-assessment itself and the analytical approach 
taken to investigate the relationship between EPT performances and self-assessment responses 
are different. 
1.4.5. Target language use domain of the current study 
  According to Bachman and Palmer (1996), a target language use (TLU) domain is a “set 
of specific language use tasks that the test taker is likely to encounter outside the test itself, and 
to which we want our inferences about language ability to generalize” (p. 44).These specific 
language use tasks may be divided into “real-life domains” (p. 44) and “language instructional 
use domain” (p. 44). In the former, the tasks represent language being used for communication 
purposes, whereas in the latter, the tasks represent language for instructional or learning 
purposes. In evaluating the extrapolation inference, these tasks may be treated as an external 
criterion (i.e., a measurement that taps into generally the same construct as does a test), in order 
to establish a positive connection between performances on the test and performances in the TLU 
domain. Li (2015) justified uses of self-assessments as an external criterion for the extrapolation 




language-learning goals of a course (i.e., specific uses of language in a particular course). Thus, 
by having students do a self-assessment, one is able to infer the extent to which students perceive 
that they have met (or failed to have met) the course’s learning objectives (that is, their ability to 
perform language specific tasks as established in the current course). A similar rationale can be 
made for using teacher judgments as an external criterion for the extrapolation inference, so long 
as the judgments are connected to the instructional goals of a course. By having instructors 
evaluate each of his/her students, one can infer the degree to which instructors perceive that their 
students have met the course’s objectives. As such, self-assessments and instructors’ judgments 
have been considered as potential external criteria in evaluating the extrapolation assumptions. 
  The TLU domains of the current study are the English 101B and 101C ESL writing 
courses that are offered at Iowa State University (see section 3.1 for more detail on these 
courses). To ensure that the surveys that were used to administer self-assessments and instructor 
judgments were reflective of the learning goals, or the specific uses of language, of the 101B and 
101C, the items were reviewed and revised twice with the help of the 101B and 101C 
supervisors, Ph.D. colleagues who were also former 101 instructors, and former 101 students, 
who were well-versed with the objectives and structure of the 101B and 101C courses (see 
section 3.4 for more detail). Because both courses emphasize having students develop a strong 
writing process, writing quality (i.e., organization, arguments and details, grammar and lexis, and 
conventions), and overall academic writing proficiency, items that tap into these constructs were 
incorporated into the surveys and interviews. Furthermore, to make the self-assessment an 
authentic learning experience for students, the surveys were distributed as part of a class activity. 




extent to which EPT performances can be related to students’ and instructors’ understanding of 
their students’ uses of language as emphasized in the 101B and 101C course curricula. 
1.5. Research questions 
To investigate the four extrapolation assumptions, and thereby evaluate the validity of the 
warrant and the claim stated in the extrapolation inference, the following research questions 
were posed (see Table 1.1). To separate quantitative and qualitative findings, research questions 
were first divided by methods. Research questions 1, 2, 3, and 4 were investigated quantitatively 
and follow the ordering of the assumptions associated with the extrapolation inference. Research 
questions 5a-5e and 6a-6d were investigated qualitatively and also generally follow the ordering 
of the assumptions associated with the extrapolation inference (but see * in Table 1.1). However, 
to distinguish students’ and instructors’ responses regarding students’ writing process, writing 
quality, overall academic writing proficiency; students’ attitudes toward the EPT and technology 
use and/or outside help; and instructors’ judgments about student attributes, the research 
questions were further separated by category and interviewee group. That is, research questions 
5a-5e were addressed based on the responses of student interviewees, whereas 6a-6d were 
examined using the responses of instructor interviewees. 
In the next chapter, a review of previous studies related to the current study will be 
presented. The first section reviews literature related to integrated reading-writing assessments. 
The intent is to establish an understanding of the English placement writing test that is of 
importance to this study. The chapter then moves on to a discussion of argument-based 
approaches to validation and studies evaluating the extrapolation inference. This is followed by a 
focus on self-assessment and the variables that are known to affect students’ writing and their 
self-perceptions as L2 learners, namely attitudes toward tests, and technology use and/or outside 




addresses the use of APPRAISAL analysis, a systemic functional linguistics (SFL) approach, to 
evaluating the discourses produced by L2 speakers. This last section is included because 
APPRAISAL analysis is a relatively unexplored methodological approach in the realm of language 
testing; thus, the purpose is to describe what has been done with APPRAISAL analysis in language 
testing and assessment, and how information about its uses will benefit the present study. 
Table 1. 1  
A list of research questions guiding the investigation of the four assumptions 
Assumptions associated with the 
extrapolation inference 
Quantitative research questions Qualitative research questions 
1. ESL students’ performance on 
the EPT is related to their self-
assessment of their written 
English proficiency (i.e., 
perceptions of their writing 
process, writing quality, and 
overall academic writing in 
English) controlling for their 
attitudes toward the EPT test 
1. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling students’ attitudes 
toward the EPT test?  
5a. How do students self-assess 
their writing process? What 
reasons do they give for self-
assessing their writing process in 
this manner? 
 
5b. How do students self-assess 
their writing quality (in terms of 
organization, arguments & details, 
grammar & lexis, conventions)? 
What reasons do they give for 
self-assessing their writing quality 
in this manner? 
 
5c. How do students self-assess 
their academic writing in English? 
What reasons do they give for 
self-assessing their academic 
writing in English do they self-
assess their overall academic 
writing in this manner? 
 
5d. How do students judge the 
EPT in terms of accuracy, 
effectiveness, appropriateness, 
and fairness? What reasons do 
they give for judging the EPT in 
this manner? 
 
5e. How do students judge 
technology use and/or outside help 
when writing their essays for 101 
courses? What reasons do they 
give for judging technology use 
and/or outside help in this manner? 
2. ESL students’ performance on 
the EPT is related to their self-
assessment of written English 
proficiency (i.e., perceptions of 
their writing process, writing 
quality, and academic writing in 
English) controlling for students’ 
attitudes toward technology use 
and/or outside help 
2. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling students’ attitudes 
toward technology use and/or 
outside help? 
3. ESL students’ performance on 
the EPT is related to their self-
assessment of written English 
proficiency (i.e., perceptions of 
their writing process, writing 
quality, and academic writing in 
English) controlling for 
instructors’ judgments about 
student attributes 
3. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling instructors’ judgments 




Table 1.1. (continued) 
4. ESL students’ performance on 
the EPT is related to instructors’ 
judgments about students’ writing 
process, writing quality, and 
academic writing in English 
4. How well do instructors’ 
judgments about students’ writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C)? 
6a. How do instructors evaluate 
students’ writing process? What 
reasons do instructors give for 
evaluating their students’ writing 
process in this manner? 
 
6b. How do instructors evaluate 
students’ writing quality (in terms 
of organization, arguments & 
details, grammar & lexis, 
conventions)? What reasons do 
instructors give for evaluating 
their students’ writing quality in 
this manner? 
 
6c. How do instructors evaluate 
students’ academic writing in 
English? What reasons do 
instructors give for evaluating 
their students’ academic writing 
in this manner? 
 
*6d. How do instructors judge 
student attributes? What reasons 
do instructors give for judging 
student attributes in this manner? 
*Although most research questions are ordered in the same way as the listed extrapolation 
assumptions, research question 6d is an exception: It is grouped with 6a, 6b, 6c to maintain 





CHAPTER 2. REVIEW OF THE LITERATURE 
2.1. Integrated writing tests 
 Many university-level programs with high populations of non-native speakers of English 
administer placement tests that assess L2 learners’ writing abilities (Brown, 2005; Read, 2015). 
A rationale for administering such placement assessments is to determine whether admitted 
students require additional academic support in order to become successful in their coursework 
(Brown, 2005; Read, 2015). Integrated reading-writing tests are regularly used as placement tests 
in higher education to assess whether students are prepared for academic reading and writing 
(Delaney, 2008; Knoch & Sitajalbhorn, 2013; Weigle, Yang, & Montee, 2013). Integrated tests 
are considered more authentic than traditional multiple-choice tests (Crusan, 2002) and they 
provide better diagnostic information regarding students’ language skills (Yu, 2013a). A typical 
integrated test requires students to read passages or listen to excerpts and then integrate these 
ideas or sources into their essays.  
Previous studies have found that students at different proficiency levels demonstrate 
varying degrees of source use and grammar and vocabulary use on integrated test tasks. 
Advanced writers were reportedly more likely to insert sources appropriately, cite them 
correctly, and interpret their source information more accurately than were low-level writers 
(Gebril & Plakans, 2013; Keck, 2014, Plakans & Gebril, 2013; Yu, 2009, 2013b). Grammar and 
vocabulary use also appeared to differentiate certain groups of writers. Whereas Gebril and 
Plakans (2013) found that grammatical accuracy, measured in T-units, differentiated writers only 
at the lowest level, Guo, Crossley, and McNamara (2013) found that there exist strong 
correlations between linguistic features, such as verb forms, and ratings of integrated and 




lexical diversity (Yu, 2013b) and lexical sophistication (Gebril & Plakans, 2013) did not appear 
to differentiate writers, uses of nominalizations and relevant content words appeared to correlate 
strongly with ratings of integrated essays (Guo et al., 2013). Overall, studies suggest that 
advanced writers are able to demonstrate better source use and grammar and vocabulary in their 
writings compared to low-level writers. 
Task effect is another important factor that contributes to test-takers’ writing quality 
(Cho, Rijmen, & Novak, 2013; Delaney, 2008; Guo et al, 2013; Weigle & Parker, 2012; Yu, 
2009). Within language testing, source-based summary writing is a commonly observed task 
type in integrated tests (Cumming, 2013; Delaney, 2008; Keck, 2014; Knoch & Sitajalabhorn, 
2013; McCulloch, 2013; Yu, 2013a, 2013b). Yu (2009) states that summarization prompts are 
frequent in integrated tests because it has been widely acknowledged—especially in the fields of 
linguistics, psychology, and education—that one’s ability to summarize a text is considered an 
important academic skill and a widespread practice in academia. Several studies show how task 
effect impacts both writers and raters. Raters attend to linguistic features such as cohesion and 
verb forms differently when they evaluate summary essays versus independent essays (Guo et al, 
2013). Further, tasks that are made up of familiar essay topics and source texts that reflect the 
expected genre contribute to a writer’s ability to write quality summary essays (Weigle & Parker, 
2012; Yu, 2009). Although not to a large degree, perceived task difficulty may also affect 
performance on summary writing task (Cho et al., 2013).  
To summarize, there is little contradicting evidence that carefully designed integrated 
writing tasks are effective at differentiating advanced writers from low-level writers. Uses of 
integrated writing tasks can be observed in both large- and small-scale assessment contexts, 




be able to separate learners into various levels, the findings alone do not show whether and how 
much the test score relates to performance in a target language use situation. A different kind of 
evidence is required to validate such an argument. An argument-based approach to validation, 
one that specifically concentrates on the extrapolation inference, can afford an evaluation of the 
extent to which test performance and performance in a related domain are related. In 2.1 and 2.2, 
validation and the extrapolation inference are further discussed.  
2.2. Evaluations of language assessments using an argument-based approach to validity 
Test validation is a process in which the test score interpretation and use are defined 
within a single framework and then evaluated by gathering evidence that can empirically 
determine the extent to which the interpretation and use are justified (Chapelle et al., 2008; Kane, 
2006; Messick, 1989). Although validation, as a theory, is systematically organized, gathering 
the right empirical evidence and evaluating one’s assumptions can be costly and time-consuming 
(Kane, 2013). More commonly, studies focus on only one or two inferences or assumptions (e.g., 
He & Min, 2016; Llosa & Malone, 2017; Riazi, 2016; Timpe-Laughlin & Choi, 2017) rather 
than looking at an evaluation of the entire interpretation and use argument at once. For example, 
in Llosa and Malone (2017) and Riazi (2016), the research goal was to provide empirical 
evidence that would support the extrapolation inference of the TOEFL validity argument; in 
Timpe-Laughlin and Choi (2017), the aim was to back the internal structure and relations to 
other variables of the construct validity of the American English Sociopragmatic Comprehension 
Test (AESCT); and in He and Min (2016), the purpose was to support the third claim (i.e., “The 
interpretations of students’ overall English proficiency based on CALT are meaningful to all 
test-takers,” p. 168) of the computer adaptive EFL test (CALT) validity argument. In a similar 
fashion, the present study aims to concentrate on evaluating only the extrapolation inference of 




Methods used to gather evidence in validation studies have been mostly quantitative. For 
example, to gather evidence for the extrapolation inference for the TOEFL validity argument, 
Llosa and Malone (2017) gathered TOEFL scores and questionnaire responses from 103 ESL 
students who completed both integrated and independent writing tasks, 18 questionnaire 
responses, and six interview responses from instructors. Frequencies and descriptive statistics 
were used to establish the extent to which the integrated and independent test tasks represented 
the writing construct. In Riazi’s (2016) study, where findings were also used to support the 
extrapolation inference of the TOEFL validity argument, 20 ESL students were recruited to 
complete a simulated TOEFL-iBT test (a set of integrated and independent test tasks) and 17 
academic writing tasks. Coh-Metrix 3.0 was used to identify 26 linguistic variables found within 
all the students’ writing. Riazi ran ANCOVA to determine similarities and differences among the 
integrated, independent, and academic tasks. In Timpe-Laughlin and Choi’s (2017) validation 
study, the authors collected test scores of 97 students studying at a German university and ran 
descriptive statistics, Cronbach’s alpha reliability coefficient, and correlation as evidence for 
internal structure. The authors ran regression using four predicting variables—the Cambridge 
Placement Test (CPT), U.S. living experience, and exposure to both audiovisual and print 
media—to provide evidence based on relations to other variables. Findings were used ultimately 
to support the construct validity of the AECST test. Finally, in He and Min’s (2016) study, 
CALT scores of 416 students were collected and a combination of descriptive statistics, effect 
size, and confirmatory factor analysis was conducted in order to support the third claim of the 
CALT validity argument. Additionally, items measuring the same topic areas were administered 




validation settings, gathering a variety of data and conducting multiple quantitative techniques 
are common in order to evaluate the targeted inferences. 
However, even with a large sample size and uptake of different methods, a test validation 
does not always lead to findings that support one’s argument. Cheng and Sun (2015) and 
O’Laughlin (2011) evaluated the impact, or testing consequences, of the Ontario Secondary 
School Literacy Test (OSSLT) and the IELTS respectively. Cheng and Sun (2015) drew 
cumulative findings from previous studies that explored test-takers’ perceptions of the OSSLT 
test (e.g., Fox & Cheng, 2007; Zheng, Klinger, Cheng, Fox, & Doe, 2011), and concluded a lack 
of positive impact of using the OSSLT test score for secondary ELLs’ literacy development. In 
O’Laughlin’s (2011) study, where an institutional case study was conducted with 20 admission 
staff members, it was found that the IELTS test score was not used appropriately and that proper 
understanding of the IELTS test score interpretation was lacking among staff members. In sum, 
O’Laughlin’s (2011) and Cheng and Sun’s (2015) studies demonstrate that some validity studies 
may not always bring about understandable empirical evidence that supports a test score 
interpretation or use. Still, valuable insight can be retrieved from such studies, especially aspects 
of the test that can be further improved so that it is appropriate for its intended purposes. 
As can be seen, most validation research collects data from a relatively large sample size 
and uses quantitative methods to support the claims about test score interpretation and use. 
Although qualitative studies can further reveal the richness of data as well as highlight 
exceptions, qualitative methods have been far less often applied than have statistical methods. 
One major reason may be that it is much easier to generalize findings and make inferences using 
quantitative approaches. Nevertheless, the use of qualitative methods in language testing can be 




quantitative dataset (e.g., Chapelle et al., 2008; Li, 2015; Llosa & Malone, 2017). As such, the 
present study has adopted both quantitative and qualitative methods to evaluate the extrapolation 
inference of the EPT test.  
2.3. Investigating the extrapolation inference 
The extrapolation inference is one of the inferences found in an argument-based 
validation framework. It is concerned with the extent to which one’s performance on a test can 
relate to his/her performance in a target domain of interest (e.g., a classroom). To establish this 
connection, analytical and empirical evidence is collected to evaluate the claim that test 
performances relate to performances in the target domain. Analytical evidence includes 
procedures such as think-alouds, where learners are prompted to describe their processes for 
completing test tasks versus target domain tasks (Kane, 2006). By collecting such data, one can 
establish the extent to which these different tasks are completed in a similar fashion. Empirical 
evidence, on the other hand, may be collected by sampling target domain performances (e.g., 
self-assessments), or by establishing correlations between different test scores that aim at nearly 
the same construct and target domain (e.g., the EPT test score and the TOEFL writing test score) 
(Kane, 2006). For decision-making purposes, such as placing students into the correct writing 
course level, it is important that test performances clearly link with performances in the target 
domain. As discussed below, recent literature demonstrates how the extrapolation inference is 
evaluated for an argument-based approach to validation purposes.  
Evaluations of the extrapolation inference are frequently observed with large-scale tests 
such as the TOEFL. For the TOEFL validation study, for example, correlations to other language 
measures, self-assessments, and instructors’ judgment were used to justify the extrapolation 
inference of the interpretation and use of the TOEFL test score (Chapelle et al., 2008). Another 




correlations between TOEFL iBT integrated writing, reading, listening, and speaking scores and 
independent writing scores rated by human raters versus e-raters were measured; findings 
supported the use of both human raters and e-raters when scoring essays. In a more recent study 
conducted by Llosa and Malone (2018), students’ written performances on the TOEFL iBT were 
compared to their academic writing performances. Correlations between the TOEFL iBT writing 
tasks and instructors’ ratings were found to be moderate to significant and this evidence was 
used to support the extrapolation inference of the TOEFL. 
The extrapolation study, of course, extends beyond the TOEFL and has been 
implemented in other large-scale assessments. Chapelle, Chung, Hegelheimer, Pendar, and Xu 
(2010), for instance, used item difficulty analysis, correlation analysis, and predictability of test 
scores to estimate the relationship between the grammar test score and students’ proficiency 
level groups. According to their study, the computer-delivered grammar test yielded statistically 
significant differences among different proficiency levels, and their findings were used to 
support an argument for the grammar test. In LaFlair and Staples’s (2017) study, the 
extrapolation inference of a high-stakes speaking test, the Michigan English Language 
Assessment Battery (MELAB) speaking task, was evaluated using corpus-based register analysis 
and situational analysis of the MELAB oral proficiency interview (OPI) corpus. The results 
revealed mixed support for the extrapolation inference of the MELAB validity argument: While 
the MELAB can discriminate test-takers’ abilities by their Oral Narrative and Informational 
Elaboration features, less can be said about their abilities to express features related to 
Suggestions and Future Possibilities. In other words, speakers’ performances were better 
distinguished by their abilities to share narratives or information than their abilities to provide 




Extrapolation studies have also been carried out in a number of language testing 
dissertation projects. In Chung’s (2014) study, a validation of a test of productive English 
grammatical ability was conducted using a framework that was adapted from Kane (2006) and 
Bachman and Palmer (1996). To support the extrapolation inference, Chung conducted t-test 
studies comparing grammar test scores of pass versus non-pass test-takers and found a 
statistically significant difference between the two groups. Jun (2014) developed a validity 
argument for a web-search-permitted and web-source-based integrated writing test, and for the 
extrapolation inference, she compared the test performances of 101C students at Iowa State 
University to students’ performances in a post-English 101C source-based writing task and to 
their self-assessment. The recruited 101C population in Jun’s study is the same general targeted 
population for the current study. While there was a significant relationship between test 
performance and self-assessment, the relationship between test performance and post-English 
101C writing task performance was not shown to be significant. Jun concluded that her evidence 
only partially supported the extrapolation inference. In another study, Li (2015) conducted a 
validation study of Iowa State University’s English Placement Test using a multitrait-
multimethod (MTMM) matrix, where he ran correlations between the EPT test score, the TOEFL 
iBT test score, and students’ self-assessment of their reading, listening, speaking, and writing 
skills. Li found only partial support for the extrapolation inference, as his results suggested a 
weak to moderate correlation between the self-assessment on the four language skills and the 
EPT performance.  
As inferred, various large- and small-scale extrapolation studies have been carried out in 
the field of language testing, due to the importance of connecting the construct of a test score to 




Chapelle et al. (2008), Jun (2014), Llosa and Malone (2017), and Li (2015), self-assessment and 
instructors’ judgments about students’ performances have not been regularly used for 
investigating the claims associated with the extrapolation inference. Furthermore, few validity 
research studies have gathered both survey and follow-up interview responses on a scale where 
generalization may be established. To address this gap, the current study surveyed 92 
undergraduate students and six instructors, and interviewed 26 students and the same six 
instructors, to evaluate whether performances on the EPT can be linked to performances in the 
target language use domain. 
2.4. Self-assessment 
In the social sciences and education, self-assessment has been used to establish 
relationships between self-assessment responses and performances on language tests or in-class 
written or spoken assignments (e.g., Bachman & Palmer, 1989; Brantmeier, Vanderplank, & 
Strube, 2012; Butler, 2016, 2018; Butler & Lee, 2006, 2010; Heilenman, 1990; Leach, 2012; 
Matsuno, 2009; Mazloomi & Khabiri, 2016; Moritz, 1996; Pajares & Usher, 2008; Ross, 1998, 
2006; Stefani, 1994; Suzuki, 2015). Especially when self-assessments are well-designed and 
piloted, correlation estimates between self-assessment and test scores can yield significant 
positive relationships (Bachman & Palmer, 1989; Ross, 2006). A self-assessment often involves 
items, either in the form of a Likert scale or open-ended survey, where learners grade their 
perceived traits, abilities, ways of thinking, attitudes, behaviors, or some other aspect which may 
not be directly observable otherwise. For example, one’s perceived language abilities (e.g., 
Leach, 2012; Ross, 1998), self-efficacy (e.g., Pajares & Usher, 2008), motivation (e.g., Butler & 
Lee, 2006), and attitudes to certain testing or learning conditions (e.g., Butler & Lee, 2010) are 
frequent inquiries in a self-assessment survey. Other types of self-assessment involve having 




Pihlajamaki, & Ktkas, 2006; Matsuno, 2009; Mazloomi & Khabiri, 2016). These are often used 
to compare students’ written or spoken performances to peer assessment or teacher assessment. 
In addition, although much fewer in number, other types of self-assessment have involved 
interviewing and journaling (e.g., Huhta, Kalaja, & Pitkanen-Huhta, 2006). Various approaches 
can be used to prompt self-assessment; however, the most common tools for measuring self-
assessment have been surveys and rubrics as these can provide a large amount of data 
effectively.  
Self-assessment also has been used to evaluate factors that can impact self-reports. These 
include students’ proficiency levels (e.g., Brantmeier et al., 2012; Ross, 1998; Stefani, 1994), 
wording and ordering of items (e.g., Bachman & Palmer, 1989; Heilenman, 1990; Moritz, 1996), 
age (e.g., Butler & Lee, 2006; Leach, 2012), and the contextualization of questions (e.g., Butler 
& Lee, 2006, 2010). Through this research, it has been found that beginning learners (i.e., both in 
terms of the learner’s age and years of learning) tend to overestimate their proficiency compared 
to advanced learners (Butler & Lee, 2010; Ross, 1998, 2006). This suggests that adult or more 
experienced learners are generally able to self-assess their learning more accurately compared to 
young or inexperienced learners. Previous studies (e.g., Bachman & Palmer, 1989; Heilenman, 
1990; Moritz, 1996) have also found that negatively worded questions were found to be more 
difficult to answer than positive can-do statements. Especially with negatively worded 
statements, students tended to respond more conservatively than they did with positive 
statements. One plausible reason given by Heilenman (1990) is that people, no matter their age 
or level of experience, generally want to reveal themselves in a more positive than negative light. 
As a result, achieving consistent results on lexically opposing statements—unless they were 




Finally, self-assessment items that were contextualized were more positively correlated with 
young learners’ performances on English (or other foreign languages) tests than generic 
statements (Butler, 2018; Butler & Lee, 2006). This is because contextualized questions such as 
“I write good essays in this class,” as opposed to generic questions such as, “Students write good 
essays,” limit the possible reference points that learners have to think about as they respond to 
each statement. By asking students (I) to judge only their (my) writing in a particular domain (in 
this class), students provided responses that matched with their performances on a test. 
Relatedly, when self-assessments were given right after a test or a task, a stronger correlation 
was observed between test scores and self-assessments than with delayed self-assessments 
(Butler & Lee, 2006, 2010).  
Considerable research has been dedicated to self-assessment in classroom contexts, 
correlating self-assessment to performances on tests or learning tasks. However, studies that 
employ self-assessments rarely control for variables that may skew self-reports. For example, the 
self-assessments developed by Butler (2018), Butler and Lee (2006), Heilenman (1990), Li 
(2015), and Moritz (1996) included only the construct of measurement (e.g., language 
proficiency) but they did not include variables that could impact self-reports such as 
respondents’ attitudes toward a test. Such an investigation, though scant, is worthwhile as 
controlling for covariates may point to more accurate findings and interpretations of self-
assessment and test performances. While correlation is the obvious choice for measuring the 
degree to which two variables, such as self-assessment and test performance, relate to each other, 
correlation may be insufficient for deciding whether to utilize a test score for its intended 
purpose. For example, we may desire to make predictions, specifically, whether or not certain 




to make predictions about a dependent variable (e.g., placement level) from a fixed independent 
variable (e.g., students’ perceptions about their own writing ability) (Tabachnick & Fidell, 2013). 
Because the dependent variable is dichotomous (B or C), a binary logistic regression analysis 
was used in this study.  
To conduct binary logistic regression analysis, students’ self-assessments and instructors’ 
judgments about students’ academic writing in English were obtained using surveys. Variables 
known to affect self-assessment were also collected, namely attitudes toward language tests, 
instructors’ judgments about student attributes, and attitudes toward technology use and/or 
outside help when writing essays. The current study used binary logistic regression to effectively 
adjust responses to self-assessment and create models that would allow for accurate placement-
level predictions to be made. In turn, the findings are used to address the following research 
questions, repeated here from Table 1.1. 
1. How well do students’ self-assessment of their writing process, writing quality (in 
terms of organization, arguments & details, grammar & vocabulary, spelling, and source 
use), perceptions of their academic writing in English, predict placement level (B vs. C) 
after controlling students’ attitudes toward the EPT test? 
2. How well do students’ self-assessment of their writing process, writing quality (in 
terms of organization, arguments & details, grammar & vocabulary, spelling, and source 
use), perceptions of their academic writing in English, predict placement level (B vs. C) 
after controlling students’ attitudes toward technology use and/or outside help?  
 
3. How well do students’ self-assessment of their writing process, writing quality (in 
terms of organization, arguments & details, grammar & vocabulary, spelling, and source 
use), perceptions of their academic writing in English, predict placement level (B vs. C) 
after controlling instructors’ judgments about student attributes?  
 
4. How well do instructors’ judgments about students’ writing process, writing quality (in 
terms of organization, arguments & details, grammar & vocabulary, spelling, and source 
use), perceptions of their academic writing in English, predict placement level (B vs. C)? 
In the next three sections, the writing constructs that students and instructors are expected 




2.4.1. The writing process. 
 When it comes to writing, the writing process is shown to contribute positively to 
students’ writing both at the K-12 level (Graham & Sandmel, 2011) and in higher education 
(Kolb, Longest, & Jensen, 2013; Raimes, 1987). The writing process involves students planning 
out their writing, composing a number of drafts, and shaping and reshaping their ideas and 
language choices until they can be articulated clearly and appropriately to the reader. Formally, 
one can describe the process in a series of steps: pre-writing, drafting, revising, and editing 
(Humes, 1983). Pre-writing is the stage where students brainstorm, research, and outline their 
ideas. Drafting is the act of writing out one’s ideas into complete sentences and paragraphs. 
Then, during revising, students add, delete, replace, and reorganize their arguments; this is also 
the time when students receive feedback and review their ideas with peers and/or instructors. 
When the ideas are clear and structured, students edit their grammar structures, vocabulary use, 
and mechanics; they also check for formatting and citations. Past studies have shown that the 
writing process helps students not only improve their overall writing quality but also arrive at a 
better understanding of their own topic and argument (Humes, 1983). In other words, through the 
writing process, students learn to write and write to learn. The writing process also appears to 
relate strongly with one’s L2 proficiency, where L2 writers who are also confident in their L1 
writing skills tend to engage in the writing process more than do L2 writers in remedial courses 
(Raimes, 1987). At the same time, as found in Kolb et al.’s study (2013), actively engaging with 
the writing process is challenging for many first-year student writers. Kolb and colleagues found 
that many students spent more time planning and revising their papers than pre-writing or 
drafting because instructors would check students’ planning and revising, but not their pre-




process strategies during classes, some students are not able to incorporate all strategies by 
themselves unless there is more accountability. 
2.4.2. Writing quality. 
 While the process approach is used for teaching students how to write, when it comes to 
assessment, the final product is used to make an evaluation of students’ writing quality. Because 
scoring multiple drafts is not considered as practical as scoring a finished essay, the assessment 
criteria usually concentrate on traits that can be identified in an end-product essay (Bachman & 
Palmer, 1996; Brown, 2005; Weigle, 2002). Iowa State University’s EPT, for instance, 
holistically assesses students’ essays in terms of organization, arguments and details, grammar 
and lexical use, and conventions on a placement scale (see Iowa State University, 2019a). For 
example, if an essay is overall judged to have good organization, clear and relevant arguments 
and details, appropriate and accurate uses of grammar, vocabulary, and conventions, it is 
assumed that the student is capable of writing good academic essays without needing additional 
language support, and so a Pass is assigned. Such standards have developed over the years as a 
result of numerous research studies that suggest that advanced L2 writers are judged to have 
stronger organization (Crossley, Kyle, & McNamara, 2016), more arguments and details 
(Cumming, Kantor, Baba, Erdosy, Eouanzoui, & James, 2005), better grammar and lexis 
(Cumming et al., 2005; Gebril & Plakans, 2013), and more appropriate uses of conventions 
(Plakans & Gebril, 2013) than do beginning writers. It is common to observe similar writing 
criteria in other large-scale second language assessment and testing domains such as the TOEFL 
and IELTS. In this study, writing quality is defined as the quality that a student writer 
demonstrates on a test based on the quality of organization, arguments and details, grammar and 




2.4.3. Perceptions of one’s overall academic writing in English. 
Academic writing in English poses a challenge to L2 writers because it demands that they 
communicate their ideas in a clear, logical, and persuasive manner, all the while delivering it in a 
tone and style that fit the context and meet audience expectations. Unlike personal writing, where 
writers draw on their own experiences, academic writing calls for evidence or outside sources 
that can legitimately support one’s ideas or arguments. As a result, academic writing is not an 
easy skill to grasp, and unless one has much exposure to it from an early age, it can be difficult, 
or so this is the perception of many L2 writers. While several studies support this argument, few 
recent studies reveal how L2 writers perceive their overall academic writing in English. Saeli and 
Cheng (2019) and Ismail (2011), for example, found that L1 writing proficiency, educational 
background, and learning experience can all contribute to students’ perceptions of their own L2 
academic writing. A student who finds communicative value in mastering academic writing 
(besides earning good grades and high test scores), and has received good writing instruction in 
both the L1 and L2, is more likely to evaluate his/her writing ability more positively than might 
one who fails to see any value in writing academically or lacks proper academic writing 
experience.  
In another study conducted by Torres, Arrastia-Chisholm, and Tackett (2020), where the 
authors investigated 25 undergraduate Hispanic heritage language learners’ (HLLs) perceptions 
of their Spanish writing ability, it was found that HLLs perceived that their writing in English 
was much stronger than their writing in Spanish because of their long formal education in 
English and limited exposure to formal Spanish-learning settings. Consequently, HLLs reported 
that writing essays in Spanish was a challenge because of their limited grammar and vocabulary 
knowledge, and self-reported themselves as having low to intermediate proficiency in Spanish. 




still relevant to the present discussion in that past learning experiences greatly influence how one 
perceives his/her language proficiency. 
While Saeli and Cheng (2019) and Ismail (2011) share similar findings, their studies were 
conducted in EFL contexts with a homogeneous group of L1 speakers. Similarly, with Torres et 
al.’s (2020) study, the authors had only interviewed HLLs to determine their perceived Spanish 
writing ability. Thus, it remains to be known how undergraduate students in ESL contexts would 
evaluate their own academic writing. To add, Saeli and Cheng’s and Ismail’s purpose for 
studying learners’ perceptions was to explore the relationship between L1 and L2 writing ability, 
and so their questions were aimed at having learners compare their L1 and L2 writing 
experiences. On the other hand, Torres et al.’s study was aimed at identifying factors that 
influenced HLLs’ perceptions of their Spanish writing ability. An exploration of learners’ 
perceptions of their academic writing within a testing-to-classroom context needs to be explored, 
and so the present study aims to investigate learners’ perceptions of their overall academic 
writing in English in addition to the writing process and the writing quality. In sections, 2.4, 2.5, 
and 2.6, the variables that are expected to affect students’ self-assessment—attitudes toward 
tests, attitudes toward technology use and tutoring assistance, and instructors’ judgments—are 
reviewed. 
2.5. Exploring attitudes toward language tests 
 A variable that can impact students’ self-assessment is their attitudes toward tests. 
Lower-scoring students generally exhibit more test anxiety and lack of confidence  
(e.g., Urhahne, 2015) than do higher-scoring students. They also show greater negative reactions 
to tests and test preparation than do students earning high scores (e.g., Bradshaw, 1990; Huhta et 
al., 2006). In fact, negative reactions to tests can be found in test settings where high-quality 




Ginther, 2016). This suggests that positivity or negativity towards a test is not always conditional 
on the test itself; rather, some students bring in preconceived judgments about tests due to prior 
experiences. 
In their longitudinal study, Huhta et al. (2006) found that students had early on 
established certain perceptions about a particular high stakes test. This in turn shaped their 
emotional states and perceived identities as learners and test-takers, which subsequently affected 
how they prepared for and took the high stakes test. According to the authors’ findings, there 
were four main ways in which students viewed the high stakes test: The test was either an 
achievement test, a proficiency test, an instrument of fate, and/or an instrument to gain social 
status. Their perceptions about the test were linked with how they identified themselves as 
learners (hardworking or lazy) and as L2 speakers (proficient or non-proficient); whether they 
considered themselves lucky or unlucky, and how emotionally invested they were in a test 
(indifferent or anxious). Although test scores did not change how students generally perceived 
the test, students’ internalized identities affected their test-taking experiences and their responses 
to test results. For example, students who, over time, identified themselves as poor test-
takers/learners were not as disappointed at receiving a low score as students who saw themselves 
as hard-working, confident students. In summary, Huhta et al.’s (2006) study shows that while 
students’ emotional states and their internalized identities can change and affect how they 
perform in test-taking situations, their attitudes toward a test do not vary much over time.  
Other studies showed that attitudes vary by test tasks. For instance, test tasks that were 
considered unfamiliar or that required immediate on-the-spot responses were less preferred by 
test-takers regardless of their test scores (e.g., Brown, 1993; Fox & Cheng, 2015; Progosh, 1996; 




that were familiar and posed no time constraints. While examinees’ preferences for certain tasks 
were distinguishable, their ability to rate the difficulty of test tasks was less consistent. When 
test-takers were asked to rate the difficulty of a set of oral proficiency tasks, test-takers’ 
perceptions of task complexity were not always uniform and did not necessarily correlate with 
the outcomes of their performances (Elder, Iwashita, & McNamara, 2002). A similar conclusion 
was also reached by Yu (2009) who found that students generally received higher scores on their 
argumentative essays than on their narrative essays despite their initial impressions that the 
argumentative source text was more challenging than the narrative source text. Overall the 
studies indicate that test-takers are more consistent with expressing their preferences than they 
are with judging the level of difficulty of test tasks.  
The benefits of examining students’ attitudes toward language tests extend beyond 
evaluating the validity of a language test. Shohamy (1982) and Yan et al. (2016) maintained that 
examinees can reveal much about the test and the test-taking process that may not be apparent to 
test developers. Although test-takers may not be prepared to offer practical solutions, their 
attitudes—especially what the majority finds agreeable or disagreeable—can highlight areas that 
are worth paying attention to before the next round of test administration. In Yan et al.’s (2016) 
study, for example, in response to test-takers’ concerns with a previous test administration, the 
authors created and delivered brochures describing the testing situation to incoming students (for 
example, asking students to bring a jacket due to varying room temperatures) before the day of 
the test. They reported that this led to a more positive test-taking experience for the majority of 
students. Studies such as Yan et al.’s (2016), where learners’ perceptions of a test and their test-
taking experiences are studied on a large-scale, not only provide useful information to the 




While our understanding about learners’ attitudes toward language tests has grown over 
the years, it remains to be known whether attitudes toward locally developed placement tests 
have any statistical relationship to—and therefore can be treated as a covariate with—students’ 
evaluation of their writing process, writing quality, and their overall academic writing in English. 
In addition, while research points out that a 7-point Likert scale is more effective at fine-graining 
adult respondents’ perceptions than Likert scales of other ranges (Finstad, 2010a, 2010b; Lewis, 
1993), adoptions of a 7-point Likert scale to examine learners’ self-assessment and their attitudes 
have been less frequent. To that end, this dissertation utilizes a 7-point Likert scale survey to 
investigate students’ attitudes toward the EPT and self-assessment of their writing ability; the 
findings are used to evaluate the first extrapolation assumption—ESL students’ performance on 
the EPT is related to their self-assessment of their written English proficiency (i.e., perceptions 
of their writing process, writing quality, and overall academic writing in English) controlling for 
their attitudes toward the EPT test—of the extrapolation inference within the EPT validity 
argument framework. 
2.6. Exploring technology use and receiving outside help while writing 
Research confirms that technology use, with proper training, can bring about positive L2 
writing development. A growing body of research shows that L2 students can enhance their 
writing skills with the aid of automated writing evaluation feedback (e.g., Chapelle, Cotos, & 
Lee, 2015; Feng, Saricaoglu, & Chukharev-Hudilainen, 2016; Huffman, 2015; Li, Link, & 
Hegelheimer, 2015; Ranalli, 2018; Sauro, 2009) and web-based linguistic resources (e.g., 
Hegelheimer, 2006; Hegelheimer & Fisher, 2006). These tools are considered beneficial for 
many L2 writers because they can be accessed remotely, and feedback is aimed at correcting 
learners’ errors. Although current technologies are not able to replace instructors, automated 




and technologies that provide metalinguistic feedback can increase L2 learners’ awareness of the 
target language form (Sauro, 2009). At the same time, learners’ attitudes toward technology use 
in ESL writing courses can be mixed (e.g., Chapelle et al., 2015). Huffman (2015) and Li et al. 
(2015) show that learners who received proper training and have been actively encouraged to use 
automated tools during writing were more likely to show greater positive attitudes and interest 
toward technology use. At the same time, the perceptions that instructors carry about automated 
feedback can impact how students view automated feedback systems (Li et al., 2015; Li, Link, 
Ma, Yang, & Hegelheimer, 2014). In other words, when instructors do not find automated 
evaluative feedback or web-based resources useful, they are less likely to encourage students to 
use them in or out of class. While technology use can vary with the amount of training and 
support that L2 students and instructors receive, L2 writers can find significant benefits from 
using automated writing tools and web-based tools in their writing. 
In addition to technology, consulting with a writing and media center tutor is another 
resource that many L2 writers rely on because learners perceive that tutors are able to help them 
with their language. Research has shown that L2 learners tend to request more sentence-level 
corrective feedback compared to what native speakers of English request; and that non-native 
speakers of English are more inclined to view tutors as editors rather than advisors (e.g., 
Eckstein, 2016; Powers & Nelson, 1995; Thonus, 2004; Weigle & Nelson, 2004; Williams & 
Severino, 2004). Although writing center assistants are trained to avoid giving direct feedback, it 
has been reported that they are more direct with L2 learners because non-native speakers of 
English find these interactions more productive and less cognitively taxing (Williams & 
Severino, 2004). With regard to the form of interaction, there exists support for both written and 




sessions (e.g., Weigle & Nelson, 2004; Williams, 2004). A successful interaction has more to do 
with a tutor’s willingness to adapt to a learner’s interaction preferences than with a particular 
mode or type of session. Furthermore, professional experience teaching ESL students and an in-
depth understanding of second language acquisition appear to greatly improve a tutor’s ability to 
provide targeted language support for L2 learners (Weigle & Nelson, 2004). According to 
Weigle and Nelson (2004), L2 writers gain the most benefit from consulting with tutors who 
have extensive experience working with L2 learners; a solid grasp of the technical content or 
topic that students have to write about; strong interpersonal skills, such as negotiating and 
building rapport; and the ability to learn and adjust their strategies to each tutee’s needs.  
This section has reviewed two additional variables that can affect students’ writing: 
technology use and assistance received from writing center tutors. Many previous studies have 
focused on the effectiveness of technologies and tutoring; however, more studies are needed to 
understand how learners perceive technology use and tutoring assistance while writing, and how 
these variables relate to their self-assessment of their writing ability. If technology use and 
tutoring assistance are shown to covary with students’ self-assessment responses, from a 
validation perspective, it would help to control these variables in order to increase the accuracy 
of self-reports. The findings related to students’ attitudes toward technology use and tutoring 
assistance, along with their self-assessments, are used to assess the second extrapolation 
assumption—ESL students’ performance on the EPT is related to their self-assessment of written 
English proficiency (i.e., perceptions of their writing process, writing quality, and academic 
writing in English) controlling for students’ attitudes toward technology use and/or outside 




2.7. Exploring instructor judgment/teacher assessment of the learner 
Besides self-assessment, instructors’ judgments (also known as teacher assessment) is 
another commonly used technique for measuring students’ language performance. As teachers 
are expected to observe and make judgments about students’ performance, whether formally or 
informally, such judgments provide useful information about how students fare in a particular 
domain. While evaluations of L2 writing/speaking can range from a simple checklist to a lengthy 
commentary, scoring rubrics are commonly adopted in academic settings (Brown, 2005; Weigle, 
2002). Rubrics are a kind of evaluation tool that outlines the criteria and the scoring range, 
making scoring consistent from one observation of performance to the next, especially when 
multiple raters and essays are involved. With a scoring rubric, teachers evaluate their students on 
a number of observable language features, either holistically or analytically. For writing, 
evaluation of grammar, organization, and content is common (e.g., Birjandi & Tamjid, 2012; 
Matsuno, 2009), whereas for speaking, an assessment of fluency, interactiveness, and 
pronunciation is usual (e.g., Hung, Samuelson, & Chen, 2016; Shi, 2001). Typically, rubrics used 
in these studies have teachers rate on a 4- or 5-point Likert scale and they are implemented after 
teachers have reviewed students’ essays. 
A great body of research compares teacher ratings to peer and self-assessments for the 
purposes of understanding how different readers (i.e., teachers, peers, or student writers) judge 
the quality of essays. Teachers were found to be more severe raters than peers or student writers. 
Even so, ratings given by teachers were found to be more consistent with students’ test 
performances than ratings provided by peers (e.g., De Grez, Valcke, & Roozen, 2012; Lindblom-
ylanne et al., 2006). Compared to teachers, peers tended to judge low-performing students less 
severely and high-performing students more critically, thus narrowing the scoring range closer to 




comparing teacher ratings to self-assessment ratings, a similar trend was observed: Low-
performing students rated themselves higher than did high-performing students, suggesting that 
low-level learners were less critical than were high-level learners about their performance 
relative to teachers’ ratings (e.g., De Grez et al., 2012; Langan, Wheater, Shaw, Haines, Cullen, 
& Boyle, 2010). However, scoring on self- and peer-assessment can vary by context and 
participants’ cultural backgrounds. For example, in a study conducted in Japan, student-writers 
were overall more critical about their own writing than that of their peers (Matsuno, 2009), 
whereas a study completed in Taiwan indicated that student-writers were more positive toward 
their own writing (Hung et al., 2016). Despite these apparent scoring differences between 
different contexts, peer and teacher assessments were generally more positively correlated than 
were self- and teacher assessments (e.g., Hung et al, 2016; Langan et al, 2010). According to 
Hung et al. and Langan et al., one explanation for this variation may be that teachers spend more 
time having students evaluate their peers’ work rather than their own essays. Thus, correlation 
between teacher ratings and peer ratings are more positive than the correlation between teacher 
ratings and self-assessment ratings. However, this is not to say that self-assessment is less useful 
than peer assessment or teacher assessment, especially for learning purposes. In a study 
conducted by Birjandi and Tamjid (2012), where the researchers compared the effectiveness of 
various kinds of formative assessments on L2 students’ writing (i.e., self-assessment, peer 
assessment, and teacher assessment), it was found that a combination of peer assessment and 
teacher assessment or self-assessment and teacher assessment yielded the most positive 
improvement in students’ writing. The findings show that combined uses of teacher assessment 




Scoring rubrics are not the only means that studies have used to gather teacher judgments 
about students. Another teacher assessment involves an evaluation of student attributes using 
questionnaires and surveys. Here, student attributes refer to “work habits, popularity, self-
confidence, student-teacher relationships, and classroom behavior,” and other related 
characteristics that can describe learners as perceived by their teachers (Timmermans et al., 
2016, p. 220). An exploration of teacher judgments based on student attributes appears in many 
teacher education studies (e.g., Rubie-Davies, 2010; St. George, 1983; Timmermans et al., 
2016), and much less often in the field of language testing (e.g., Cheng & Warren, 2005). It may 
be that having teachers judge their students’ attributes is more subjective than having them rate 
their students’ writing on a set of criteria. Nevertheless, studies have demonstrated that teachers’ 
attitudes toward their students can affect students’ performance in the course and on tests (e.g., 
Kaiser, Retelsdorf, Sudkamp, & Moller, 2013; Meissel, Meyer, Yao & Rubie-Davies, 2017; St. 
George, 1983); their perceptions can impact what expectations they hold for their students (e.g., 
Rubie-Davies, 2010; Timmermans et al., 2016; Timmermans & Rubie-Davies, 2018); and they 
can also contribute to students’ motivation and emotional states (e.g., Urhahne, 2015).  
Teachers’ expectations can have a powerful impact on students’ learning and morale. 
Positive ratings of student attributes correlate strongly with high expectations (Rubie-Davies, 
2010; Timmermans et al., 2016; Timmermans & Rubie-Davies, 2018). In fact, in some cases, 
teachers’ perceptions and expectations appear to correlate strongly with students’ test 
performances such that students who were viewed positively by their teachers were also found to 
excel at tests, whereas students who were perceived poorly also performed poorly on tests (St. 
George, 1983). This is not to say that students’ test performance, motivation, and emotional 




perform well on tests despite being discriminated by their teachers based on their second 
language or ethnic status (e.g., Meissel et al., 2017). What is more, students are capable of 
affecting teacher judgments as much as teachers are able to make an impact on students’ 
learning. Kaiser et al. (2013) found that there is in fact a two-way relationship between student 
engagement and teacher judgment. Nevertheless, as seen in Urhahne’s (2015) study, being 
selective with one’s expectations and perceptions can ultimately decrease motivation and levels 
of enjoyment for low-achieving students, who also reported that their teachers were found to be 
less accessible. Indeed, teachers’ perceptions about their students do not merely stop at 
expectations; expectations can change how much teachers make themselves available for their 
students and what instructional strategies they use to teach their class. For instance, Timmermans 
et al. (2016) found that primary school teachers preferred to engage with students who were 
judged to be self-confident and hard-working, even as they appeared to attend to all levels of 
students. Moreover, compared to teachers with low expectations, teachers with high expectations 
differentiated less, thus having all levels of students work together on the same problems 
(Timmermans & Rubie-Davis, 2018). In sum, while students can change how teachers view their 
students, teachers’ judgments are linked with not only what expectations they hold for their 
students, but also the impact they bring to students’ learning, students’ motivation, and students’ 
emotional states.  
As discussed, teacher perceptions impact how students judge themselves, and this is an 
important factor to consider when utilizing self-assessment for a validation study. A great deal of 
these teacher judgment studies investigated the primary level but with fewer at the secondary or 
tertiary level, leaving a gap that needs to be addressed. At the same time, the use of rubrics to 




study. In this dissertation, instructors’ evaluations of student attributes as well as their 
assessment of student writing are investigated, and the findings are used to assess the third 
extrapolation assumption—ESL students’ performance on the EPT is related to their self-
assessment of written English proficiency (i.e., perceptions of their writing process, writing 
quality, and academic writing in English) controlling for instructors’ judgments about student 
attributes—and the fourth extrapolation assumption—ESL students’ performance on the EPT is 
related to instructors’ judgments of students’ writing process, writing quality, and academic 
writing in English—of the extrapolation inference of the EPT. Table 2.1 summarizes the 
constructs that are explored in the current study. The constructs are listed on the far left, the sub-
constructs are listed in the second column, the definitions of each sub-construct are described in 
the third column, and the relevant references are listed in the last column.  
2.8. APPRAISAL and assessment 
From a systemic functional perspective, APPRAISAL is part of the interpersonal 
metafunction, which consists of language resources that allow us to express our attitudes and 
stances toward other people’s behaviors, things, and ideas (Martin, 2000, 2004; Martin & White, 
2005; White, 2015). Because APPRAISAL analysis depends on the reader’s positioning, it is 
possible that the same text can be interpreted in more than one way. Nevertheless, as the system 
is a highly organized set of linguistic options, a great number of researchers have adopted the 
APPRAISAL system to study attitudes and dialogic positionings of speakers and writers in a wide 
variety of contexts (e.g., Banari, Bardide, & Bordbar, 2017; Chu, 2014; Coffin, 2005; 
Cunningham, 2018; Ghasani & Sofwan, 2017; Huffman, 2015; Liu, 2013; Liu & McCabe, 2018; 






Table 2. 1  
A summary of the constructs explored in this study 
Construct Sub-construct Definition References 
Written academic language 
proficiency in English 
The writing process 
The degree to which students 
perceive that they are 
engaging in an effective 
writing process 
Graham & Sandmel, 2011; 
Humes, 1983; Kolb et al., 
2013; Raimes, 1987 
The writing quality 
Organization 
The degree to which students 
perceive that they are 
structuring an organized 
essay 
Bachman & Palmer, 1996; 
Brown, 2005; Crossley et al., 
2016; Cumming et al., 2005; 
Gebril & Plakans, 2013; 
Iowa State University, 
2019a; Plakans & Gebril, 
2013; Weigle, 2002 
Arguments and details 
The degree to which students 
perceive that their arguments 
and details are clear, 
sufficient, and relevant 
Grammar and lexis 
The degree to which students 
perceive that their grammar 
and vocabulary uses are 
appropriate and accurate 
Spelling 
The degree to which students 
perceive that their spelling is 
appropriate and accurate 
Source use 
The degree to which students 
perceive that their source use 
is appropriate and accurate 
Perceptions of academic writing in English 
The degree to which students 
perceive that their academic 
writing in English is good 
Ismail, 2011; Saeli & Cheng, 










Table 2.1. (continued) 
 
Attitudes toward the English Placement Test 
The degree to which students 
perceive that their attitudes 
toward the English 
Placement Test are accurate, 
appropriate, fair, and 
effective 
Bradshaw, 1990; Huhta et al., 
2006; Shohamy, 1982; Yan 
et al., 2016 
 
Attitudes toward technology use and/or tutoring assistance 
while writing 
 
Technology use while 
writing 
The degree to which students 
perceive that technology use 
while writing has improved 
their academic writing in 
English and helped solve 
their writing problems; the 
rate at which they perceive to 
use such tools is also 
explored 
Chapelle et al., 2015; 
Huffman, 2015; Li et al., 
2015 
Tutoring assistance while 
writing 
The degree to which students 
perceive that receiving 
outside help from others 
while writing has improved 
their academic writing in 
English and helped solve 
their writing problems; the 
rate at which they perceive to 
use such help is also explored 
Eckstein, 2016; Powers & 
Nelson, 1995; Thonus, 2004; 
Weigle & Nelson, 2004; 
Williams & Severino, 2004 
 
Instructors’ judgments about students’ writing ability and student attributes 
Instructors’ perceptions of 
their students’ writing ability 
and student attributes relative 
to the class average 
Birjandi & Tamjid, 2012; 
Matsuno, 2009; Rubie-
Davies, 2010; Timmermans 




The system allows for both explicitly and implicitly expressed attitudes and stances to be 
captured; any word or group of words can be categorized as an example of APPRAISAL. 
According to Martin and White (2005), the APPRAISAL system consists of three interrelated sub-
systems, ATTITUDE, ENGAGEMENT, and GRADUATION; and each sub-system is made up of a set of 
unique interpersonal linguistic resources. Together, the resources taken from ATTITUDE, 
ENGAGEMENT, and GRADUATION help writers and speakers express their attitudes and stances. 
ATTITUDE is concerned with the ways in which people express positive and negative affect, 
judgment, and appreciation (Martin & White, 2005).  
 
 
Figure 2. 1. The attitude system adapted from Martin and White (2005) 
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Affect (happy/unhappy) is a set of interpersonal resources that are concerned with 
expressing one’s feelings; judgment (capable/incapable) is a group of resources that establish an 
assessment of other people’s behaviors; and appreciation (good/bad) is a collection of resources 
that are related to an opinion of things (see Figure 2.1). We can analytically understand speakers’ 
attitudes based on their uses of affect, judgment, and appreciation.ENGAGEMENT, another 
APPRAISAL sub-system, is concerned with how speakers and writers negotiate their stances. 
Within ENGAGEMENT, we have monoglossic and heteroglossic voices (see Figure 2.2). When 
people engage in a dialogue, they may express either heteroglossia, or expressions that point to 
other viewpoints, or monoglossia, or matter-of-fact statements (Martin & White, 2005). While 
monoglossia does not involve any references, heteroglossia draws on external sources or voices 
to state one’s positioning. Moreover, monoglossia is categorized as a single category whereas 
heteroglossia is divided into a taxonomy of contracting (i.e., propositions that are more fixed 
and aligned) and expanding resources (i.e., propositions that are more permeable and distant). 
Contracting heteroglossic resources include disclaim and proclaim; whereas disclaiming 
propositions deny or counter other voices, proclaiming propositions concur, pronounce, or 
endorse them. On the other hand, expanding heteroglossic resources include entertain and 
attribute. Entertaining propositions suggest speculation and probability, and attribute 
propositions either acknowledge outside voices or distance the speaker from other voices. 
ENGAGEMENT is a comprehensive sub-system of APPRAISAL that is useful for fine-grained textual 





Figure 2. 2. The engagement system adapted from Martin and White (2005) 
GRADUATION is the third sub-system of APPRAISAL. It is concerned with adjusting the 
strengths of one’s ATTITUDE and ENGAGEMENT as expressed by speakers, and it is composed of 
force and focus. While both resources of GRADUATION are concerned with scaling expressed 
ATTITUDE and ENGAGEMENT, force grades and quantifies objects and people on a definite scale 
(good/bad, small/big), whereas focus strengthens or weakens an object’s or a person’s 
membership (sort of, kind of) (Martin & White, 2005) as can be seen in Figure 2.3. Force 
resources are sub-categorized into raise and lower, and many adverbs related to quality and 
quantity are used to describe force. On the other hand, focus resources are classified into sharpen 
and soften, where speakers use hedging and other lexical phrases to describe how precisely 
something fits within its class. For example, “Sally is a true friend” is an evaluation that Sally 
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definitely belongs to a class known as friend (in other words, the speaker judges Sally as a 
definite friend). “Sally is kind of a friend,” on the other hand, suggests that the speaker and Sally 
are not entirely close, and so Sally does not precisely fit the speaker’s definition of friend. Much 
like ATTITUDE and ENGAGEMENT, GRADUATION is an extensive framework that, when combined 
with the other two sub-systems, can enrich our understanding of a speaker’s APPRAISAL. 
 
 
Figure 2. 3. The graduation system adapted from Martin and White (2005) 
To date, APPRAISAL has not been widely adopted in language testing. However, in 
situations where it has been applied (e.g., Liu, 2013; Liu & McCabe, 2018; Liu & Thompson, 
2009), APPRAISAL analysis has been limited to attitudes and stances that L2 students express in 
their argumentative essays. These studies have shown that advanced L2 writers are capable— 
though to a lesser degree than native writers of English—of expressing various levels of 
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ATTITUDE and ENGAGEMENT in order to communicate their position on a given topic. However, 
fewer studies have applied APPRAISAL analysis to gain direct insight into learners’ reactions to 
test-taking and other evaluative measures. Huffman (2015) and Cunningham (2018) are two 
recent studies that have utilized APPRAISAL analysis to observe learners’ reactions to evaluative 
tools. Huffman (2015) used the APPRAISAL framework to explore graduate-level international 
students’ perceptions of using an automated writing evaluation tool, the Research Writing Tutor 
(RWT), for academic writing development. According to her findings, students expressed 
positive affect and appreciation if they were confident about handling the RWT system. 
However, when they felt they lacked control or confidence, they expressed negative affect and 
appreciation. In a study conducted by Cunningham (2018), it was found that when comparing 
text feedback to screencast feedback, varying degrees of appreciation, ENGAGEMENT, and 
GRADUATION were observed as a result of changing positioning and purpose. Specifically, the 
reviewer used a higher degree of negative appreciation and contracting ENGAGEMENT resources 
in text feedback compared to screencast feedback, where more positive appreciation and 
expanding ENGAGEMENT resources were used. In other words, in spoken form, the reviewer 
provided more encouraging and careful feedback, whereas in written form, the reviewer, in an 
attempt to maintain authority, was more critical. Both studies demonstrate the positives of 
adopting the APPRAISAL framework to analyze the ATTITUDE, ENGAGEMENT, and GRADUATION 
that L2 speakers and reviewers engage in when expressing their evaluations. In a similar vein, 
this study investigates ESL students’ and instructors’ ATTITUDE, ENGAGEMENT, and GRADUATION 
toward students’ writing, the EPT, uses of technology and tutoring assistance, and student 
attributes. The findings are intended to triangulate the quantitative findings drawn from the 
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survey and are used to evaluate the assumptions associated with the extrapolation inference of 
the EPT. 
In this chapter, current research related to language test validation, self-assessment, 
writing proficiency, attitudes toward tests, instructors’ judgment, technology use and tutoring 
assistance, and uses of APPRAISAL analysis were reviewed. As APPRAISAL is not applied as 
widely in language test validation—though it is utilized as the primary qualitative analysis for 
the current study—the particular method was also discussed. The next chapter describes the 
research methodology that was adopted for the present study.   
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CHAPTER 3. RESEARCH METHODOLOGY 
3.1. Research design 
A concurrent mixed-methods research design was adopted to evaluate the four 
extrapolation assumptions associated with the warrant found in the extrapolation inference (see 
Figure 3.1). In this type of mixed-methods design, quantitative and qualitative data collection 
and analyses take place at the same time (Castro, Kellison, Boyd, & Kopak, 2010). In the present 
study, a pilot study was conducted to assess the content quality of the survey and interview 
items. Data collection and analysis of survey and interview responses were then conducted in 
Fall 2019, sampling 92 students and six instructors. Finally, the findings from the survey and 
interviews were used to evaluate the assumptions associated with the extrapolation inference, 
and these findings are elaborated on in the discussion and conclusion sections. 
 
 
Figure 3. 1. Concurrent mixed-methods research design 
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3.2. Research context 
 The study took place between Summer and Fall 2019 at Iowa State University. This 
university admits approximately 3,000 international students each semester, making up 
approximately 10% of the total Iowa State student population (Iowa State University, 2019b). Of 
these students, those who enter with a TOEFL score less than 100 are required to take the 
University’s EPT before the start of the semester. The EPT consists of a writing section and a 
speaking section, and human raters are used to score students’ test performances. For the writing 
section, students may receive a score of either B, C, or Pass. Those who receive B or C are 
required to register for ESL writing courses 101B or 101C, respectively. Furthermore, students 
placed into B must also follow with C unless they pass the in-class diagnostic test. In order to 
meet the degree requirement, students must enroll and pass these courses which are typically a 
semester long. It is expected that after students take these ESL writing courses, their academic 
writing skills would mature to a level that meets university standards. IRB approval was met 
prior to data collection (see Appendix L). 
3.3. Participants 
In Fall 2019, a total of 102 101B and 101C students agreed to participate in the study; 
however, ten students were found to have taken the EPT in previous semesters and so these were 
later eliminated from the sampling, leaving 92. As a result, the survey responses of 35 101B 
students and 57 101C students who took the EPT in Fall 2019, and the interview responses of 11 
101B and 15 101C students, were analyzed in this study. Table 3.1 shows the number of 
participants who completed the survey and the interview. 
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Table 3. 1  
Number of recruited participants in Fall 2019 
Population Survey n size  Interview n size 
101B students 35 11 
101C students 57 15 
101B instructors 2 2 
101C instructors 4 4 
Total 98 32 
 
 In 101B, 20 were males (57.14%) and 15 were females (42.86%), whereas in 101C, 40 
were males (70.18%) and 17 were females (29.82%). Overall, more males than females were 
represented in both 101 levels. Twenty first languages were represented in this sample: Chinese 
was the most frequently spoken L1 language (n = 41) in both 101B and 101C. This was followed 
by Korean (n = 15) and Arabic (n = 9) in both 101B and 101C. Other first languages included 
Vietnamese, English, French, Spanish, Telugu, Hindi, Malay, Nepali, Portuguese, Japanese, 
Marathi, Bahasa, Urdu, Kinyarwanda, Bangla, Runyankole, and Marvadi. In terms of years of 
learning English prior to university enrollment, 101B students self-reported learning English for, 
on average, 6.69 years (SD = 3.94); 101C students self-reported learning English for, on average, 
8.49 years (SD = 3.96). The difference in years of learning English between the two levels is 
statistically significant (p = 0.020), suggesting that the differences in years of learning English 
are significant between students placed into 101B and 101C. In 101B, the ratio of STEM-
majoring students (n = 16) to non-STEM-majoring students (n = 19) was nearly equal, whereas 
in 101C, there were slightly more STEM-majoring students (n = 31) than non-STEM-majoring 
students (n = 26). When we combine students’ major with gender, nearly five times as many 
males (n = 39) as females pursued a STEM major (n = 8), whereas the number of females (n = 
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24) and males (n = 21) who pursued a non-STEM major was nearly equal. With regards to class 
standing, 59 students were first-year (64.13%), 19 were second-year (20.65%), 13 were third-
year (14.13%), and one was fourth year (1.09%) undergraduate students. In general, the sample 
for this study best represented first-year undergraduate students, particularly males, who major in 
a STEM field (n = 39).  
In addition to the 92 students, six course instructors were recruited for the study. 
Although this number is small, in Fall 2019, only two instructors taught 101B and four 
instructors taught 101C, and consequently it was impossible to recruit more instructors. All six 
instructors were Ph.D. students in the Applied Linguistics and Technology program and five of 
the instructors self-identified as non-native speakers of English. Two were male instructors and 
four were female. On average, these instructors had taught 2.5 years of ESL writing at the 
university level, with the shortest years of teaching experience being one year and the longest 
being four years. Except for one 101C instructor, the remaining five instructors had rated the 
writing section of EPT previously. 
3.4. Materials 
3.4.1. Survey. 
 The online self-assessment survey for students consisted of 10 demographic questions 
and 66 seven-point Likert scale items (see Appendix A). A seven-point scale was chosen because 
previous studies had found that seven-scale survey items could effectively distinguish 
respondents’ perceptions (Finstad, 2010a, 2010b; Lewis, 1993). A separate survey was 
developed for instructors where they evaluated students’ academic writing in English, their 
writing process, writing quality, and attributes (see Appendix B). The survey and interview 
questions were piloted for validity; this is discussed in more detail in section 3.4.  
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The questions are divided into one of four categories or constructs that match with the 
assumptions associated with the extrapolation inference: Self-assessment/evaluation of students’ 
written academic language proficiency is measured in terms of perceptions of (1) writing 
process, (2) writing quality (which is further sub-divided into organization, arguments and 
details, grammar and vocabulary, spelling, and source use), and (3) overall academic writing 
proficiency in English. Because both students and instructors evaluate students’ written academic 
language proficiency, this addresses the first three extrapolation assumptions, which concern 
students’ self-reports, and the fourth extrapolation assumption, which examines instructors’ 
responses. The last three categories or constructs that are explored are (4) attitudes toward the 
EPT, (5) attitudes toward technology use and/or outside help, and (6) instructors’ judgments 
about student attributes. These three constructs are treated as controlling variables, which are 
evaluated in the first three extrapolation assumptions. The fourth and fifth constructs are 
surveyed only with students whereas the sixth construct is surveyed only with instructors. Items 
related to the sixth construct were adopted from St. George’s (1983) and Rubie-Davies’s (2010) 
studies, where they also surveyed teachers about student attributes. A summary of the explored 
constructs and the associated items is shown in Table 3.2. 
Table 3. 2  
A summary of the explored constructs and associated items 





The writing process Q11 - Q18 
The writing 
quality 
Organization Q19 – Q25 
Arguments and details Q26 - Q31 
Grammar and vocabulary Q32 - Q35 
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Table 3.2. (continued) 
 
 Conventions Q36 - Q40 




Student’s placement level Q57 - Q62 
The written test Q63 - Q66 
 
Attitudes toward technology use and/or outside help while writing 
(Students only) 
Q50 - Q56 
Instructors’ judgments about student attributes 
(Instructors only) 
Q49 – Q63 
 
Following Krosnick and Presser’s (2010), Dornyei’s (2003), and Brown’s (2001) 
recommendations on survey item development, to every extent possible, each statement was 
phrased using simple, unambiguous, familiar words that were specific and concrete. 
Furthermore, statements were developed to avoid most double-barreled questions (i.e., questions 
that raise evaluations on more than one topic while forcing respondents to choose only one 
response) and leading (or loaded) questions (i.e., statements that are formulated in a way that 
could misrepresent the respondent’s opinion). For instance, a double-barreled question would 
prompt whether students revise and edit their essays in the same statement, even though these 
would be considered two separate phases of the writing process. Thus, if a respondent were to 
“agree,” based on survey results alone, it is difficult to determine whether the student was 
agreeing to the fact that they revise, edit, or actually do both while writing. On the other hand, an 
example of a leading question would introduce some biased language into the statement, as in, 
As a student who is doing well in his/her other courses, I think my placement into 101B/101C 
was unfair. In this scenario, the presumption that respondents are performing well in their 
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courses would likely sway students’ opinions about their placement of 101B/101C, especially 
those who do not find their placement into an ESL course particularly favorable. However, it 
should be noted that a number of statements in the current study did prompt students to consider 
more than one topic at the same time (e.g., I do not use technology (e.g., Grammarly) and/or 
outside help (e.g., Writing and Media Center) when I write my essays). Because the intent was to 
survey how students generally felt about receiving external help while writing their essays, rather 
than comparing the level of helpfulness between technology use versus in-person assistance, 
such topics were combined rather than separated. Nevertheless, as these statements do not help 
clarify how respondents established their level of agreeableness, one-on-one interviews were 
later conducted with 101B and 101C students to help elucidate these issues. 
In addition, similar to other academic self-efficacy studies (e.g., Cassidy & Eachus, 2002; 
Wang, Ertmer & Newby, 2004), “I/My” statements were developed such that their reference 
points were limited to only participants’ perceptions and experiences rather than lending to the 
perceptions and experiences of other people, as this can obscure the accuracy of self-reports. 
Finally, several negatively worded statements (e.g., I did not do my best on the English 
Placement Test) were introduced to prevent respondents from clicking the same response 
throughout the entire survey. During the data analysis phases, responses to negatively worded 
statements were reversed such that an “agree” response to one of these statements would convert 
to a “disagree” response prior to running any statistical tests.  
3.4.2. Interview. 
 Follow-up semi-structured one-on-one interviews were conducted in order to confirm the 
extent to which typical responses found on the survey match with participants’ verbal responses 
during the interview (Brown, 2001; Dornyei, 2003). Moreover, as mentioned above, follow-up 
interviews can help explain how and why participants responded to questions in particular ways 
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(Brinkmann & Kvale, 2015; Brown, 2001; Dornyei, 2003), which contribute to data and 
methodological triangulation. The formation of interview questions closely followed Brinkmann 
and Kvale’s (2015) recommendations: Interview questions were aligned with one’s research 
questions; the questions started with either what, why, or how in order to obtain relevant 
responses that would address one’s research questions (see Appendix C and Appendix D). In the 
present study students were asked about the same constructs that appeared in the survey, namely 
their perceptions about their academic writing in English; writing process; writing quality; their 
attitudes toward technology use and/or outside help; and their attitudes toward the EPT test. 
Instructors were also asked about their students’ overall academic writing in English, writing 
process, and writing quality, and their judgments about student attributes. 
3.5. Piloting items 
The survey and interview questions were piloted in summer 2019 to evaluate the validity 
of these instruments. Two Ph.D. students who were familiar with survey and interview 
development initially reviewed the questions and shared their feedback with the researcher. In 
addition, supervisors of 101B and 101C, being familiar with the language proficiencies of 101B 
and 101C students, also provided feedback; the instruments were revised accordingly. After 
gaining IRB approval, students who had taken either 101B or 101C between Spring 2019 and 
Summer 2019 (n = 25) were separately contacted and recruited to complete an anonymous online 
self-assessment survey. Most surveys were completed between 10 and 15 minutes. At the end of 
the survey, participants were encouraged to provide feedback regarding the survey instrument in 
a comment box. For the interview, two 101C students participated in a 20-minute-long one-on-
one interview. The purpose was to review the appropriateness of the interview questions to 
ensure that they prompted the speaker to express their attitudes toward their writing and the EPT. 
Interviewees were also asked at the end of the interview for any feedback on the quality of the 
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survey and interview questions. While the two participants did not raise any issues with the 
interview questions, they felt that in the absence of any essay materials and having taken both the 
placement test and 101C in previous semesters, it was difficult to fully explain some of their 
responses. Regarding the interview itself, students recommended that it would be beneficial if 
student interviewees bring in essays to the interview and conduct the interviews early on while 
their memories of the EPT were still fresh.  
In addition to receiving feedback from student participants, item analysis was conducted 
on survey responses. Item reliability (Cronbach’s alpha) and item difficulty were computed 
following Brown’s (2005) approach. After consulting with faculty who are experts in item 
analysis, it was decided that the reliability and item discrimination were appropriate for full-scale 
study use. Finally, upon reviewing the syllabi of English 101B and 101C and speaking to former 
101B and 101C instructors, it was decided that inclusion of students’ self-assessment of their 
writing process would be helpful as questions inquiring about students’ writing process provided 
additional information about how students perceived their own writing ability. The newly 
updated survey and interview instruments were then implemented for the full-scale study. 
3.6. Data collection procedures 
To collect survey responses from students, the self-assessment was integrated into the 
101B and 101C curriculum as a class-long course activity using an online survey development 
system known as Qualtrics. The goal of the self-assessment was to have students attend to any 
weaknesses in their first drafts prior to submission. The researcher was introduced as a guest 
lecturer and discussed the concepts of self-assessment, writing process, organization, arguments 
and details, grammar and lexis, and conventions. Then students were asked to complete the self-
assessment individually using an anonymous URL link on their personal laptops. At the start of 
the survey, students were prompted to indicate voluntary research participation by checking off a 
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box and typing in their email address. On average, it took 20 minutes for the majority of students 
to complete the self-assessment survey. While students completed the self-assessment, the course 
instructor and the researcher remained in the classroom to answer any questions regarding the 
self-assessment. Afterward, students submitted a writing plan in Canvas where they highlighted 
two to three aspects of writing that they would address while working on their first drafts. After 
survey responses were collected, the researcher saved only the records of students agreeing to 
participate in the research and discarded the remaining records. To ensure that students were 
undergraduates, took the EPT in Fall 2019, and were placed directly into B and C, students’ 
records were cross-checked with the EPT TestBank, an online system that shows the student’s 
EPT scores along with the semester(s) in which s/he completed the English requirement.  
Next, to conduct interviews with 101B and 101C students, the researcher contacted 
student participants by email and the interviews were scheduled in a quiet meeting room on 
campus. On average, the interviews lasted between 20 to 30 minutes and were audio-recorded on 
an encrypted laptop. The audio-recorded files were transcribed immediately after each interview 
and saved as password-protected files. To maintain confidentiality, any identifiable person or 
institution (other than Iowa State University) mentioned during the interview was de-identified 
using a generic unidentifiable noun (e.g., a student’s name is replaced with student; student’s 
former institution’s name is replaced with university or program).  
To collect survey responses from instructors, 101B and 101C instructors were 
individually contacted and consent was obtained to use instructors’ evaluations for the study. The 
researcher developed six individual codebooks (one per instructor) that linked the names of 
student participants with unique alphanumeric IDs in order to protect the privacy of each 
student’s identity. These codebooks were temporarily shared with instructors via the university’s 
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online file storage service called CyBox, and instructors completed the evaluations using an 
anonymous URL link where evaluations were identified only through the shared IDs. On 
average, each instructor evaluated 17 students and so instructors were given approximately two 
weeks to complete all evaluations. Afterward, the codebooks were removed from CyBox and 
then, individual interviews with instructors were scheduled and held in a quiet meeting room. 
Similar to those of the students, the interviews with instructors lasted between 20 to 30 minutes 
and were audio-recorded. Interviews were transcribed immediately after the recorded interviews 
and saved as password-protected files. Once again, to maintain confidentiality, any identifiable 
person or institution mentioned during the interview was de-identified using a generic 
unidentifiable noun. In the following sections 3.6 and 3.7, the steps for conducting quantitative 
and qualitative data analyses are discussed in detail. 
3.7. Quantitative data analysis 
Once the student and instructor survey responses were downloaded from Qualtrics in a 
comma-separated value (CSV) file, responses were converted to numeric values for item analysis 
(e.g., one for strongly disagree and seven for strongly agree). Items that were negatively stated 
were reversed prior to running item analysis. Separate item analyses for students and instructors 
were conducted in order to evaluate the reliability and validity of the survey instrument: 
Cronbach’s alpha and Pearson correlation coefficients were determined for each category (see 
Appendix E). Following Brown’s (2005) recommendation, estimates ranging between 0.7 to 1.0 
for Cronbach’s alpha, and coefficients ranging between +0.5 to +1.0 for Pearson correlation 
suggest that the items are reliable and converging with the total score per category. Cronbach’s 
alpha estimates were moderately strong to strong in all categories with the exceptions of 
students’ organization, conventions, and attitudes toward EPT placement. To strengthen the 
reliability of these categories, Pearson correlation coefficients were checked and values that were 
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considered to be less than 0.5 or negative were removed. After the removal of weakly correlating 
items, the Cronbach’s alpha estimates and Pearson correlation coefficients were re-calculated 
and found to be reliable and converging in all categories. While removal of items is a standard 
item analysis and test development procedure (Brown, 2005), another reason for the removal is 
because weakly correlating items suggest that these items do not theoretically measure the same 
category (variable) and so keeping these items would weaken one’s ability to make predictions 
when the variables are added to the binary logistic regression models. 
To summarize findings of the item analysis, most of the items showed strong reliability 
except for a few items associated with organization (i.e., Q24.S and Q25.S, see Appendix E), 
conventions (i.e., Q36.S), and attitudes toward the placement level (i.e., Q58.S and Q61.S). By 
removing these items, the reliability estimates increased from 0.58 to 0.73 for organization, 0.76 
to 0.87 for conventions, and 0.17 to 0.65 for attitudes toward the placement level. Because the 
reliability estimate of the last category, attitudes toward placement level, was slightly below 
0.70, an initial binary logistic regression analysis was carried out with and without this variable 
to determine if it added any significance to the model. As it turns out, attitudes toward placement 
level did not change the effects and so it was subsequently removed. Furthermore, while the 
reliability estimates of the instructors were all shown above 0.70, to maintain consistency 
between students and instructors, responses to items Q24.I, Q25.I, and Q36.I were also removed 
from the instructors’ surveys prior to analysis. In summary, the categories that were investigated 
in this study were the writing process, organization, arguments and details, grammar and lexis, 
conventions, overall academic writing proficiency, attitudes toward the EPT test, technology use 
and/or outside help, and instructors’ judgments about student attributes. 
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Next, the statistical assumptions for running a binary logistic regression model were 
checked using the R program (R Core Team, 2013). There are three main statistical assumptions 
that must be met in order to run a binary logistic regression model: (1) The dependent variable 
must be categorical; (2) the observations must be independent of each other; (3) the independent 
variables must not be highly correlating with each other. These three statistical assumptions were 
met as (1) the dependent variable for all the logistic regression models was the placement level 
of the EPT (B vs. C); (2) students’ self-reported observations were independent of each other; 
and (3) there was no multicollinearity among the independent variables and covariates (see 
Appendix G).  
 With the instructor data, the second statistical assumption could not be met as more than 
one student was being evaluated by the same instructor. In other words, instructor ratings of 
students were not independent in the way student ratings were independent of each other given 
that each instructor was asked to rate all the recruited students in his/her section. Although this 
limitation exists, the binary logistic regression was still carried out with the understanding that 
instructors were able to evaluate each student independent of their other ratings as a result of 
limited exposure to each student (since the surveys and interviews were conducted in weeks 3 
and 4) as well as not knowing how instructors in other sections had rated their own students. 
Descriptive statistics of the survey responses were also conducted to observe the general trends 
in the students’ and instructors’ survey response (see section 3.6.1). Finally, to ensure that the 
ratings of instructors at the two placement levels were comparable, a one-way analysis of 
variance (ANOVA) was conducted prior to the regression analysis, and it was found that the 
ratings between the two 101B instructors and the ratings among the four 101C instructors were 
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statistically non-significant; this allowed for a binary logistic regression analysis using the 
instructors’ ratings to be conducted. 
 A binary logistic regression analysis was conducted repeatedly in R to evaluate the four 
assumptions associated with the extrapolation inference. For the first three extrapolation 
assumptions, which are related to students’ self-assessments, each binary logistic model 
consisted of a single independent variable associated with students’ writing ability (i.e., writing 
process, organization, arguments and details, grammar and lexis, conventions, or overall 
academic writing proficiency) and a covariate (i.e., attitudes toward the EPT, attitudes toward 
technology use and/or outside help, or instructors’ judgments about student attributes) (see 
Appendix F for detail). In total, 18 binary logistic models were generated (six per extrapolation 
assumption) to quantitatively examine the first three extrapolation assumptions. For the fourth 
extrapolation assumption, which is related to instructors’ judgments, each binary logistic model 
consisted of only a single independent variable associated with students’ writing ability to 
predict students’ placement level. In total, six binary logistic models were generated to examine 
the fourth extrapolation assumption. 
In each model, 101C was treated as ‘1’ and 101B was treated as ‘0’. To identify 
significant predictors, significance levels were computed at both 0.05 and 0.10. Due to the 
relative newness of the survey using a moderate sample size, it was determined that restricting 
the significance level to 0.05 would very likely disregard variables with smaller but significant 
effect size. Consequently both 0.05 and 0.10 significance levels were adopted in this study.  
Next, additional binary logistic regression models were developed in order to determine 
whether combining more than one independent variable would yield potentially strong predictive 
models. A full model regression analysis was first carried out and then, to confirm whether 
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predictors meaningfully contribute to the overall prediction, an AIC-based stepwise selection 
analysis was conducted. First, using a full model regression analysis, the relative effects of the 
predicting variables can be determined based on their beta coefficients. In other words, one is 
able to establish not only which predictors are significant in the full model but also their relative 
strengths in predicting placement level when combined together. Next, in a stepwise selection, 
variables are added and removed until a model with a stable set of variables is identified (Seo, & 
Taherbhai, 2019). In the current study, the stepwise selection was chosen over other stepwise 
procedures, such as the forward selection (i.e., where we start off with an empty model and 
significant variables are added one by one) and the backward elimination (i.e., where we start off 
with a full model and non-significant variables are eliminated one by one) because it optimally 
combines the addition and deletion of predictive variables until the most stable model is found.  
Stepwise selection was conducted in R using a special function known as step() (R Core 
Team, 2013). In step(), the program selects the most stable model based on a goodness of fit 
measure known as AIC. By using the AIC criteria, the program ranks a set of models, where the 
best model of the set is generally assigned the lowest AIC value and the worst model is assigned 
the highest AIC value. The AIC criteria favor models with smaller residual errors and fewer 
predictors. Stepwise regression is a commonly adopted predictive method in language 
assessment literature (e.g., Bochner, Samar, Hauser, Garrison, Searls, & Sanders, 2015; Choi & 
Moon, 2019). Conducting a full model regression analysis and a stepwise selection lends 
additional insight into which variables associated with writing (i.e., writing process, writing 
quality, and overall academic writing proficiency) and covariates (i.e., attitudes toward the EPT, 
student attributes, and technology use and/or outside help) contribute to predicting placement 
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level. Table 3.3 summarizes the data and quantitative analytical techniques that were used to 
address the research questions. 
Table 3. 3  
A summary of the quantitative data analysis 
RQ addressed Data Analytical technique 
1. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling students’ attitudes 
toward the EPT test? 
92 students’ Likert-scale 
responses to writing process, 
writing quality (organization, 
arguments and details, grammar 
and lexis, and conventions), 
overall academic writing 
proficiency + attitudes toward 
the EPT test 
Binary logistic regression 
analysis 
2. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling instructors’ 
judgments about student 
attributes?  
92 students’ Likert-scale 
responses to writing process, 
writing quality (organization, 
arguments and details, grammar 
and lexis, and conventions), 
overall academic writing 
proficiency + 6 instructors’ 
Likert-scale responses to student 
attributes 
Binary logistic regression 
analysis 
3. How well do students’ self-
assessment of their writing 
process, writing quality (in terms 
of organization, arguments & 
details, grammar & vocabulary, 
spelling, and source use), 
perceptions of their academic 
writing in English, predict 
placement level (B vs. C) after 
controlling students’ attitudes 
toward technology use and/or 
outside help? 
92 students’ Likert-scale 
responses to writing process, 
writing quality (organization, 
arguments and details, grammar 
and lexis, and conventions), 
overall academic writing 
proficiency + technology use 
and/or outside help 





3.7.1. Descriptive statistics of the survey 
Table 3.4 reports the mean, standard deviation (s.d.), minimum (Min), first quartile (Q1), 
median, third quartile (Q3), and the maximum (Max) values identified within each construct 
based on the collected 92 students’ and 6 instructors’ survey responses. These values are based 
on the summed item scores for each construct. For instance, to establish a score for the writing 
process, the eight seven-point Likert items associated with the writing process were added; this 
means, the lowest possible summed response value for the writing process would be 8 (i.e., 1 + 1 
+ 1 + 1 + 1 + 1 + 1 + 1 = 8) and the highest possible response value would be 56 (i.e., 7 + 7 + 7 + 
7 + 7 + 7 + 7 + 7 = 56), per student. The summed item scores of all the students and instructors 
were used to generate the mean and standard deviation along with minimum, first quartile, 
median, third quartile, and maximum values.  
Table 3. 4  
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Table 3.4. (continued) 
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Overall, students’ self-assessment scores were higher than their instructors’ ratings 
except for overall academic writing proficiency, where 101B instructors on average rated their 
students higher than 101B students rated themselves. Furthermore, the standard deviations were 
greater for 101C students and instructors than they were for 101B students and instructors, 
suggesting that students and instructors in 101C rated students’ writing proficiency on a wider 
scale than did students and instructors in 101B. An interesting observation is that the median 
tended to be the same or larger than the mean, suggesting a slight negative skewness across the 
categories; this shows that more students and instructors positively judged their students’ writing 
as well as attitudes and judgments about student attributes. At the same time, the minimum and 
maximum values reveal that there were respondents, though few in number, who have either 
underrated or overrated their writing ability much more than the middle 50% of the survey 
responses. Because of the frequently overlapping distribution of ratings across students and 
instructors in 101B and 101C, one would expect that this would yield variables with small effects 
in predicting placement level. 
3.8. Qualitative data analysis 
To conduct qualitative analysis of students’ and instructors’ comments, APPRAISAL 
analysis (Martin & White, 2005) was adopted. In addition, Saldana’s (2016) recommendations 
for coding data was followed. To hand-code APPRAISAL markers, the transcribed interviews were 
first re-formatted in Word to include a 3-inch wide margin on the right-side of the document. 
This margin was also used for memoing notes and documenting emerging categories and themes. 
Once the transcripts were reformatted for ease of coding, all documents were printed and 
manually hand-coded by the researcher. A codebook was developed in Excel during the process 
and revised continuously (see Appendix K). After the completion of the first cycle of coding, the 
transcripts were re-coded a second time for intra-coder consistency and the APPRAISAL markers 
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were tagged as comments in Word. Tagging APPRAISAL markers using the comment function 
enables a more efficient calculation of the number of markers per transcript. 
After the completion of the second-round of coding, the researcher created a separate 
Excel file for second coder analysis. Following Huffman’s approach (2015), the researcher 
stratified sampled 20% of the interviewed students and instructors from 101B and 101C, such 
that the dataset was representative of all interviewed population. This approach was taken over 
the random sampling approach as random sampling may risk under-sampling or ignoring certain 
groups of population, or conversely, oversampling certain groups of population. Thus, the 
stratified random sampling approach was taken for the second-coder analysis (i.e., a second 
coder coded three 101B student interviews, four 101C student interviews, one 101B instructor 
interview, and one 101C instructor interview). In Excel, interviewees’ responses were separated 
into rows and put under the column Text. Interview Questions and Context columns were 
included on the left-side of the Text column to provide clarification and context regarding the 
speaker’s responses (see Figure 3.2).  
 
 
Figure 3. 2. A screenshot of the second coder analysis sheet 
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Following the Text column, five additional columns were created on the right-side of the 
sheet: Positive/Negative, Attitude, Engagement, Graduation, and Comments. The second coder 
was expected to use a dropdown menu to select the speaker’s orientation (positive or negative) 
and markers for ATTITUDE, ENGAGEMENT, and GRADUATION. ATTITUDE was evaluated in terms of 
the sub-categories of affect, judgment, and appreciation (see Figure 2.1). ENGAGEMENT was 
examined in terms of monogloss and heterogloss; if heterogloss, the items were tagged by the 
sub-categories of heterogloss (see Figure 2.2). GRADUATION was analyzed in terms of increasing 
or decreasing force and focus; if none were observed, items were tagged as neutral (see Figure 
2.3). The Comments column was intended for clarifying any issues while coding. The second 
coder held a Ph.D. in Applied Linguistics and Technology and was an expert in APPRAISAL 
analysis. Two separate one-hour-long rater-training sessions took place prior to the start of the 
second coder analysis. Any disagreements were clarified and adjustments were made to the 
codebook. An inter-coder agreement of k = 0.87 for ATTITUDE was reached, which suggested a 
strong agreement between the two coders. Agreement indices for ENGAGEMENT and GRADUATION 
were equally strong, k = 0.90 and k = 0.86, respectively. 
Next, to identify the number and types of APPRAISAL markers that were found for 
students’ writing process, writing quality, overall academic writing proficiency, attitudes toward 
the EPT test, attitudes toward technology use and/or outside help, the following procedure was 
used: First, a folder was created per interviewee and the tagged interview files were dropped into 
respective folders (in total, there were 26 folders). Next, while having the original tagged file 
opened, a blank document was created, and parts of the interview text where students expressed 
APPRAISAL for each category (e.g., writing process) was copied and pasted. Per student folder, 
there were five separate tagged files (i.e., writing process, writing quality, overall academic 
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writing proficiency, attitudes toward the EPT test, attitudes toward technology use and/or outside 
help) plus the original interview file. Using the search function (i.e., Ctrl+F), the total number of 
markers related to ATTITUDE, ENGAGEMENT, and GRADUATION, per category, were identified and 
checked twice (in total, 26 x 5 = 130 text files were analyzed). The counts were recorded in a 
separate Excel file, which was organized by APPRAISAL markers (in the first column), 
interviewee’s IDs (in the first row), and categories (i.e., writing process, writing quality, overall 
academic writing proficiency, attitudes toward the EPT test, attitudes toward technology and/or 




Figure 3. 3. A screenshot of tallying the number of Appraisal features per interviewee 
Afterwards, the total number of APPRAISAL features identified per category and their 
percentages, across all interviewees within the same placement level, were calculated using the 
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sum function in Excel (see Figure 3.4). By calculating the percentages of APPRAISAL markers, 
one can observe the extent to which speakers in 101B and 101C students self-assessed their 
writing and attitudes toward the EPT and technology and/or outside help while writing.  
 
 
Figure 3. 4. A screenshot of tallying the counts and percentages of Appraisal markers 
A summary sheet was then created where the researcher identified the most (and least) 
commonly occurring APPRAISAL features per category, a brief description of students’ reactions 
to each category, and the most commonly cited reasons that students provided during the 
interview (see Figure 3.5). The procedural steps were used to conduct APPRAISAL analysis on 
instructors’ interviews (APPRAISAL markers found within instructors’ judgments about student 





Figure 3. 5. A screenshot of organizing Appraisal markers and reasons 
Table 3.5 summarizes the data and qualitative analytical techniques that were used to 
address the research questions. 
Table 3. 5 
A summary of the qualitative data analysis 
RQ addressed Data Analytical technique 
5a. How do students self-assess 
their writing process? What reasons 
do they give for self-assessing their 
writing process in this manner? 
26 students’ interview responses to 
writing process 
APPRAISAL analysis 
5b. How do students self-assess 
their writing quality (in terms of 
organization, arguments & details, 
grammar & lexis, conventions)? 
What reasons do they give for self-
assessing their writing quality in 
this manner? 
26 students’ interview responses to 
writing quality (organization, 
arguments and details, grammar and 
lexis, and conventions) 
APPRAISAL analysis 
 
5c. How do students self-assess 
their academic writing in English? 
What reasons do they give for self-
assessing their academic writing in 
English do they self-assess their 
overall academic writing in this 
manner? 
26 students’ interview responses to 







Table 3.5. (continued) 
5d. How do students judge the EPT 
in terms of accuracy, effectiveness, 
appropriateness, and fairness? What 
reasons do they give for judging the 
EPT in this manner? 
26 students’ interview responses to 
the EPT test  
APPRAISAL analysis 
 
5e. How do students judge 
technology use and/or outside help 
when writing their essays for 101 
courses? What reasons do they give 
for judging technology use and/or 
outside help in this manner? 
26 students’ interview responses to 
technology use and/or outside help 
APPRAISAL analysis 
 
6a. How do instructors evaluate 
students’ writing process? What 
reasons do instructors give for 
evaluating their students’ writing 
process in this manner? 
6 instructors’ interview responses to 
students’ writing process 
APPRAISAL analysis 
 
6b. How do instructors evaluate 
students’ writing quality (in terms 
of organization, arguments & 
details, grammar & lexis, 
conventions)? What reasons do 
instructors give for evaluating their 
students’ writing quality in this 
manner? 
6 instructors’ interview responses to 
students’ writing quality 
(organization, arguments and 




6c. How do instructors evaluate 
students’ academic writing in 
English? What reasons do 
instructors give for evaluating their 
students’ academic writing in this 
manner? 
6 instructors’ interview responses to 




6d. How do instructors judge 
student attributes? What reasons do 
instructors give for judging student 
attributes in this manner? 








CHAPTER 4. RESULTS AND DISCUSSION 
Chapter four details the results and discussion of the research questions outlined in section 
1.4. To reiterate, the quantitative research questions 1, 2, 3, and 4 were ordered to reflect the 
ordering of the four extrapolation assumptions; the qualitative research questions 5a-5e are used 
to answer the first three extrapolation assumptions, which were related to students’ self-
assessments; the qualitative research questions 6a-6d were used to answer the fourth 
extrapolation assumptions, which was associated with instructors’ judgments. In the next five 
sections, I present the results and discussion that are related to the first extrapolation assumption: 
ESL students’ performance on the EPT is related to their self-assessment of their written English 
proficiency controlling for their attitudes toward the EPT test. To evaluate this first extrapolation 
assumption, section 4.1 reports the findings of research question 1 (i.e., How well do students’ 
self-assessment of their writing process, writing quality, perceptions of their academic writing in 
English, predict placement level after controlling students’ attitudes toward the EPT test?). 
Sections 4.2 to 4.5 discuss the findings of research questions 5a (i.e., How do students self-assess 
their writing process? What reasons do they give for self-assessing their writing process in this 
manner?); 5b (i.e., How do students self-assess their writing quality? What reasons do they give 
for self-assessing their writing quality in this manner?); 5c (i.e., How do students self-assess their 
academic writing in English? What reasons do they give for self-assessing their academic writing 
in English do they self-assess their overall academic writing in this manner?); and 5d (i.e., How 
do students judge the EPT in terms of accuracy, effectiveness, appropriateness, and fairness? 
What reasons do they give for judging the EPT in this manner?). In section 4.6, a discussion of 
whether the quantitative and qualitative findings support the first extrapolation assumption is 
presented. Finally, it should be noted that the findings of research questions 5a to 5c were also 
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used to evaluate the second and third extrapolation assumptions as these qualitative findings were 
also relevant in examining the validity of these latter extrapolation assumptions. 
4.1. RQ 1. Self-assessment after controlling students’ attitudes toward the EPT  
 To observe whether controlling for students’ attitudes toward the EPT test would yield 
models that predict placement level, the following formula was used: placement level (dependent 
variable) is a function of a single writing variable (e.g., writing process) and the covariate (i.e., 
students’ attitudes toward the EPT test) (see Appendix F, Eq. F.1 for detail). Because there were 
six different writing variables to be examined, six unique binary logistic models were tested to 
observe whether any of the writing variables would be significant in predicting students’ 
placement level after controlling for their attitudes toward the EPT test. If the writing variable is 
found to be significant (either at the 0.05 or 0.10 significance level) after running each model in 
R, the variable is considered a statistically significant predictor. As mentioned in section 3.6, the 
choice to use both 0.05 and 0.10 was made because restricting the significance level to only 0.05 
would disregard variables with smaller but significant effect size. Table 4.1 shows that when we 
control for students’ attitudes toward the EPT, none of the variables were found to be statistically 
significant, either at the 0.05 or 0.10 significance level, in predicting students’ placement levels 
(see Appendix J, Table J.1 for more detail). This suggests that controlling for 101B and 101C 
students’ attitudes toward the EPT did not differentiate how students at these two placement 
levels self-evaluated their writing. In other words, self-reported judgments of one’s writing 
process, writing quality, and overall academic writing proficiency, even after controlling for 
attitudes toward the test, were nearly comparable between the two student groups, and so there is 
no evidence to support the first extrapolation assumption. 
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Table 4. 1  










































































































Significant codes: * = 0.10, ** = 0.05 
 The lack of differentiation between 101B and 101C students appears to contradict some 
of the previous studies (e.g., Bradshaw, 1990; Huhta et al., 2006; Urhahne, 2015) in which 
attitudes toward tests were clearly different between students at different ability levels. In the 
current study, the findings show that students’ self-reported attitudes were not particularly 
different at the two placement levels. However, it is important to point out that these contrary 
findings may be due to differences in the adopted methods (i.e., previous studies measured 
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students’ attitudes toward tests using qualitative methods whereas the current study utilized 
descriptive statistics and binary logistic regression). It is also possible that the lack of significant 
differences observed among 101B and 101C students’ attitudes toward the EPT may be that 
students’ true writing abilities at these two levels are not as wide as what have been observed in 
previous studies. Another potential explanation for the contrary findings may be that the sampled 
students in 101B and 101C happened to share more similar attitudes toward the EPT than did 
students in other testing situations. Finally, it may also possible that while this variable is not 
“statistically” significant, its significance could not be captured in this study due to a moderate 
sample size. While findings may be contrary, it cannot be claimed that one study’s findings are 
truer than another; the contrary findings simply reflect the idea that with students whose range of 
writing ability is not very different, their attitudes toward the test and self-perceptions of their 
writing are more similar than different. Strong differentiation in attitudes toward the EPT were 
not observed quantitatively; however, this is not to say that measuring attitudes toward tests is 
not useful in predicting or comparing students at different placement levels. Further investigation 
is needed to observe if and under which contexts students’ attitudes toward the EPT may be 
significant. Nevertheless, the current findings of the regression analysis showed that controlling 
for students’ attitudes toward the EPT did not yield strong prediction models. A discussion of the 
findings with respect to the extrapolation assumptions is presented in section 4.6. 
4.2. RQ 5a. Self-assessment of writing process 
To analyze student’s perceptions of their own writing ability along with their attitudes 
toward the test, technology use and/or outside help, and judgments about students’ attributes (as 
seen in this section as well as sections 4.3-4.5, 4.8, 4.11, 4.14-1.16), APPRAISAL was used. 
Overall, the 101C students expressed greater satisfaction than did 101B students with their 
overall writing process; however, they also expressed more dissatisfaction towards the writing 
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process that they engaged in during their ESL course. On the other hand, the 101B students did 
not clearly differentiate their evaluation of their writing process from one writing situation to 
another. In this section, these findings will be discussed in more detail. As seen in Tables 4.2 and 
4.4, the most commonly occurring ATTITUDE markers related to self-assessment of the writing 
process were positive and negative capacity. All 11 101B students and 14 out of 15 101C 
students expressed positive and negative capacity. The 101C students also expressed much more 
satisfaction (14 out of 15 students) and dissatisfaction (13 out of 15 students) than the 101B 
students did (101B showed 5 out of 11 students for positive satisfaction; 6 out of 11 students for 
dissatisfaction) towards their writing process. The 101B students expressed slightly more 
positive security (7 out of 11 students) than positive satisfaction. The emergence of positive 
security was likely due to 101B students expressing confidence and trust in the feedback that 
they obtained from their course instructors and from technology use during the writing process. 
While over half of the identified markers were neutral in tone and expressed in 
monoglossic statements, speakers also adjusted their attitudes and applied ENGAGEMENT markers 
to allow for more contracting or expanding opinions to be stated during the interview. However, 
there were no apparent differences between how 101B and 101C students used ENGAGEMENT and 
GRADUATION markers during the interview (see Tables 4.3 and 4.5). Although this may be due to 
the relatively moderate number of students that were interviewed for this study, it appeared that 
speakers’ uses of ENGAGEMENT and GRADUATION (see section 2.7 for an overview of ATTITUDE, 
ENGAGEMENT, and GRADUATION) seemed to depend more on their personality and their habitual 
ways of expressing opinions rather than on their placement level. 
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Table 4. 2  
Attitude of 101B students toward writing process 
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Table 4. 3  
Engagement and graduation of 101B students toward writing process 
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Table 4. 4  
Attitude of 101C students toward writing process 





















































Table 4. 5  
Engagement and graduation of 101C students toward writing process 





















Total 290 Total 290 
 
The 101B and 101C students generally conveyed both positive and negative capacity 
toward their writing process. Positive capacity was expressed towards aspects of the writing 
process that were learned in their previous schooling (see example 1, below). On the other hand, 
negative capacity was expressed towards aspects of the writing process that were not actively 
used by the student (see examples 2 and 3): 
(1)  Yes, actually, I learned some skills of writing in Philippines [+cap, proclaim, 
force-raise] because I graduated my high school in there. My teacher showed me. 
Before we start to write, we need to brainstorm or create a mind map [+cap, 
monogloss, neutral]. (Student 10007) 
(2) R: So you don’t do any prewriting? 
 Student 20054: No [-cap, disclaim, neutral] 
 R: Why not? 
Student 20054: Because it takes a long time [-sec, mono, force-raise]. I’m not 
really good at brainstorming [-cap, monogloss, force-raise]. 
 (3) R: What about revising and editing? 
  Student 20060: No [-cap, disclaim, neutral] 
  R: Why not? 
Student 20060: You know when you’re done, you click submit, the first draft.  
[-sat, proclaim, neutral]. 
The examples above express positive and negative capacity toward one’s writing process, 
and by implication an aspect of their writing ability. When students expressed positive capacity, 
they explained their writing process in detail. They also placed special emphasis on the fact that 
they had learned these skills at a former institution. As seen in (1) above, the student used yes, 
actually and I/we language to emphasize that the student was quite familiar with the writing 
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process despite being placed into a 101 course. On the other hand, students expressing negative 
capacity were quick to point out which aspects of the writing process that they did not engage in. 
Perceiving that the writing process was time-consuming (2) and unengaging (3) were common 
reasons that were cited by such students, and these were commonly directed at the other (e.g., it 
takes a long time; when you’re done, you click submit). It may be that students feel less 
embarrassed when they remove themselves as the agent. 
Additionally, 101C students expressed a much higher degree of both satisfaction and 
dissatisfaction toward their writing process. Positive satisfaction indicated aspects of the writing 
process that appeared important to the student, who thereby spent time and care working on a 
particular writing phase (see example 4). On the other hand, dissatisfaction signaled aspects of 
the writing process that students found uninteresting or boring (see example 5), as seen below: 
(4)  Whenever I write something, I always think about my reader [+sat, monogloss, 
force-raise], like what they expect from my paper…. (Student 20025) 
(5)  R: Is there a reason why you do like drafting and revising at the same time? 
 Student 20027: Because I prefer doing work quickly [-sat, monogloss, force-raise] 
Speakers (4) and (5) placed emphasis such as always and quickly, using monoglossic 
statements, to magnify the fact that they either cared a great deal about refining their works or 
that they did not. However, with regards to writing completed for 101C, the 14 out of 15 students 
expressed dissatisfaction because they did not find the type of writing taught in 101C relevant to 
their major-related courses. The 101C engineering students (6 out of 15 students) in particular 
raised the point that engineers wrote technical reports, not generic five-body-paragraph essays. 
Another reason for the relatively high number of dissatisfaction expressed among 101B (8 out of 
32 affect markers expressed by 6 out of 11 students) and 101C students (38 out of 135 affect 
markers expressed by 13 out of 15 students) is that the writing process was considered too time-
consuming, especially for a topic that was not particularly interesting to them. For example, for 
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their first assignment, 101B students were asked to write about a green place and 101C were 
assigned to write about consumerism. These students did not think that writing about these topics 
required days of prewriting, drafting, revising, and editing. Despite recognizing the usefulness of 
the writing process, students were less willing to invest time and effort to their 101 essays than 
assignments that they would do for their major-related courses. A general aversion to academic 
writing, especially for a general ESL writing course, appeared to be another reason for students’ 
unwillingness to engage in the writing process. 
Interestingly, no matter how students viewed their writing process, the writing process 
appeared to change for nearly every individual between testing and non-testing situations. 
Overall, lack of time was cited as a major reason for not revising and editing their EPT essays 
(see example 6). Furthermore, due to limited time, students reported not fully prewriting before 
drafting and rushing through their writing (7): 
(6)  I think I do not have enough time [-sec, entertain, force-raise] to finish my writing 
while I take part in the test. I just finish my one point and two point, and then state 
the ending paragraphs [-sat, monogloss, force-lower]. (Student 20056) 
(7)  They gave us like 10 minutes for 100 words at first and then like 35 minutes for 
350 words [-sec, monogloss, force-raise]. So I was like under pressure [-sec, 
monogloss, neutral]. I had to really fast, have to type down [-sat, monogloss, 
force-raise]. And there was not a spellchecker so I had to go down and check all 
my spellings and do my punctuations [-sat, monogloss, force-raise] and that took 
me time [-sec, monogloss, neutral]. (Student 10023) 
 Text (6) shows an example of a student who hedged (“I think”) that time was an issue for 
her during the EPT test. However, to back her point, the speaker described how she had only 
enough time to list two points before writing a concluding paragraph. Although it is not directly 
stated, it can be implied that she was unable to revise or edit her essays. Another implication may 
be that the speaker, to avoid much revising and editing afterward, simplified her content so that 
she could speedily complete her essay. The speaker was overall careful not to blame the test, but 
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her words made it clear that she felt engaging in a full writing process was impossible during the 
test due to the limited time.  
 Text (7) is another example where the student felt that he had rushed through the exam, 
unable to properly engage in any of the phases of the writing process. Unlike the student in the 
previous example, however, the speaker was much more forward with his opinion: He expressed 
strong dissatisfaction by placing repeated emphasis on duration and word count (i.e., 10 and 100, 
35 and 350), and then reiterating “I had to…” as he described his writing process during the EPT 
exam. Moreover, by raising the point that a spellchecker was made unavailable (which is not 
usually the case for a non-testing situation), the student further highlighted the differences in the 
kind of writing that students do for a test as opposed to a classroom assignment.  
 This analysis shows us that the 101B and 101C students’ writing process was generally 
similar except that the 101C students expressed greater satisfaction than the 101B students did 
towards their overall writing process, but more dissatisfaction towards the writing process that 
they engaged in during their ESL courses. One reason for this difference may be that the 
interviewed 101C students had taken English writing courses for a longer period of time and so 
were much more confident in expressing their satisfaction and dissatisfaction compared to 101B 
students. This coincides with the claims made by Humes (1983) and Raimes (1987), who found 
that more proficient student writers had not only engaged with the writing process for a longer 
amount of time but also showed better awareness of their strengths and weaknesses. Although 
both groups of students recognized that prewriting, revising, and editing, and paying attention to 
reader’s needs and expectations, purpose, and voice and style, would yield better quality papers, 
very few students (1 out of 11 101B student and 3 out of 15 101C students) who declared 
negative capacity showed vested interest in adjusting their writing process. At the same time, 
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more students in both levels (8 out of 11 101B students and 12 out of 15 101C students) 
appeared to engage with the writing process selectively, devoting more time and attention to 
aspects of the writing process that were completed in class or checked by the instructor (e.g., 
prewriting and first-time drafting), than those that were expected to be completed outside of class 
(e.g., editing). This confirms the findings of Kolb et al. (2013) who also found that many first-
year students paid more attention to planning and revising because these were checked on the 
spot by their course instructors. This selective engagement with the writing process may be due 
to situations in the past in which students were able to receive the desired grades without having 
to adjust much of their writing process. The analysis further shows us that, during the EPT test, 
most 101B and 101C students (except for one 101C student) claimed not to engage in the full 
prewriting, revising, or editing process, but rather spent the entire time drafting and editing their 
work simultaneously. 
In summary, 101C students expressed both positive and negative capacity about their 
writing process, acknowledging both the strengths (e.g., revising their essays from start to finish) 
and drawbacks (e.g., little planning unless done in class) of their writing. This awareness is 
partially derived from previous schooling where academic writing was taught. Adding to this 
awareness students was generally satisfied with their ability to prewrite, draft, revise, and edit 
(enough to do well in their major-related writing assignments); however, they were also less 
satisfied with their performance in 101C. There were two major contributors to this 
phenomenon: first, their interest in the ESL writing topics, and second, the need to devote much 
time to writing (compared to studying for major-related courses) was by and large absent. 
Although 101C students were motivated by high grades to complete all 101C assignments on 
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time, their lack of interest in the ESL course and in academic writing made it difficult to dedicate 
deliberate time and effort into the writing process, as previously mentioned. 
The 101B students were similar in most aspects to 101C students except that 101B 
students did not express as much satisfaction or dissatisfaction as 101C students or differentiate 
writing that was done for the 101B course from other major-related courses. This is partially 
gleaned from fewer 101B students expressing any positive and/or negative satisfaction than 
101C students. While 101B students were aware of the prewriting, drafting, revising, and editing 
phase, they did not explicitly state that the writing process that they engaged in 101B was 
different from that which they engaged in for major-related courses. The lack of differentiation 
may be that 101B students did not encounter much academic writing prior to entering the 
university and had not completed many writing assignments in their first four weeks of the 
semester. Additionally, 101B students expressed more dependence on instructors and technology 
feedback compared to 101C students. Overall, 101B students were not as critical nor as confident 
as 101C students in evaluating their writing process. 
4.3. RQ 5b. Self-assessment of writing quality 
 In general, the 101B and 101C students expressed similar writing concerns regarding 
their writing quality (i.e., organization, arguments and details, grammar and lexis, and 
conventions). However, with regards to their vocabulary and grammar knowledge, some 
differences were evident between the two groups. The 101C students considered their overall 
vocabulary and grammar knowledge and use to be fine, having only some minor issues; 
however, they were more self-critical about not using enough advanced words or varying 
sentence structures in their essays. On the other hand, the 101B students self-assessed their 
grammar and vocabulary knowledge and use to be either generally good or bad and further 
assigned being an L2 speaker as a reason for having poor grammar or vocabulary. In this section, 
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the details of these findings are discussed. With regards to students’ self-assessment of their 
writing quality, Tables 4.6 and 4.8 show that positive and negative capacity were the most 
commonly occurring attitudes expressed by all 11 101B and 15 101C students. Furthermore, 7 
out of 11 101B students also expressed high numbers of positive quality.  
Approximately half of the identified markers were monoglossic and neutral in tone, 
whereas the remaining half of the markers were expressed as contracting or expanding 
ENGAGEMENT markers that were softened or amplified to various degrees. As with the writing 
process, it appeared that 101B and 101C students uses of ENGAGEMENT and GRADUATION 
markers were more due to their individual styles of expression. Thus, there existed hardly any 
differences between 101B and 101C students when it came to using ENGAGEMENT and 
GRADUATION. Similar trends were also observed for students’ responses to overall academic 
writing proficiency, attitudes toward the EPT, and technology use and/or outside help while 
writing. 
Table 4. 6  
Attitude of 101B students toward writing quality 





















































Table 4. 7  
Engagement and graduation of 101B students toward writing quality 
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Table 4. 8  
Attitude of 101C students toward writing quality 

















































Total 181 Total 168 Total 103 
 
Table 4. 9  
Engagement and graduation of 101C students toward writing quality 
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 Overall, 101C students expressed slightly more positive than negative capacity toward 
their organization, arguments and details, grammar and lexis, and conventions. On the other 
hand, 101B students indicated more negative than positive capacity toward these same writing 
constructs. Whereas some statements explicitly started with “I can…” or “I know…,” capacity 
was more often implicitly expressed. Speakers described how they organized their writing, 
developed their arguments and details, used grammar and lexis, and followed conventions rather 
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than judging these areas of writing in absolute terms. By detailing one’s approach to writing, 
speakers were able to fine-grain the strengths and weaknesses of their writing. Based on the 
frequencies, it would appear that 101C students were more positively self-assessing their own 
writing ability than were 101B students. However, 101C students also expressed a high number 
of dissatisfaction toward areas of their writing that they were not satisfied with (see example 8). 
This was commonly expressed in terms of “I need to…” or “I should…,” suggesting that 
students were aware that their academic writing skills were not fully adequate. On the other 
hand, 101B students may have expressed fewer positive capacity relative to 101C students, but 
they drew on more positive quality (9). In other words, 101B students directed fewer positive 
evaluations to their own capabilities and more toward the product of their writing. 
(8)  I don’t use like formal vocabulary [-cap, monogloss, neutral]. I just use normal 
vocabulary [+cap, monogloss, force-lower]. So I need, I’m in English 101C 
because I need to improve the language, the vocabulary stuff [-sat, monogloss, 
neutral]. (Student 20025) 
(9)  R: Okay, how about grammar and vocabulary? 
 Student 10006: I think my grammar is good [+qual, entertain, neutral] 
The above examples show how students expressed self-assessment of their writing 
quality. Not only did speakers use high frequencies of positive and negative capacity toward 
their writing abilities, they also used dissatisfaction (especially among 101C students) and 
positive quality (among 101B students). Because dissatisfaction and positive quality are less 
attributing to one’s skill than positive or negative capacity, speakers used dissatisfaction and 
positive quality in situations where they wanted to downplay the severity of their writing 
problems, or conversely, avoid giving too much credit to their own competence. As seen in (8), 
the speaker at first downscaled his vocabulary knowledge by claiming that he used only non-
technical vocabulary in his essays. He then added his need to improve his vocabulary in 101C. 
Here, the student avoided drawing too much attention to his lack of vocabulary knowledge by 
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raising the point that he simply needed to refine his writing skills. On the other hand, (9) 
exemplifies a case in which the speaker avoided crediting too much of her own competency. 
Rather than outright declaring that “I am good at grammar,” she hedged about her grammar 
being deemed good. Being placed into a 101 course may explain why the speaker was cautious 
to positively grade her grammar knowledge. 
Generally, 101B and 101C students shared similar concerns with regard to their 
organization, arguments and details, grammar and lexis, and conventions. For instance, students 
at both levels were aware of the macro-structure of an essay, but they struggled with flow and 
connecting ideas within paragraphs. Additionally, many students believed that the quality of their 
arguments and details depended on the writing topic and their background knowledge of it. 
Spelling and source use were mixed: Students who learned academic writing, source use, and 
spelling prior to entering the university claimed that they retained these skills, whereas students 
who did not receive much formal training in academic English considered their spelling and 
source use knowledge poor. Given that the range of writing abilities of students in 101B and 
101C were not as varied or as distinct as that of students observed in previous studies (e.g., 
Crossley et al., 2016; Cumming et al., 2005; Plakans & Gebril, 2013), where a clear advanced 
versus beginner-level was observed based on TOEFL scores, it is understandable that many of 
the responses captured in students’ interviews (and on their surveys) at the two levels were very 
similar. At the same time, as seen with Butler and Lee (2010) and Ross (1998, 2006), it may also 
be that students’ lack of experiences with self-assessment and academic writing have led to an 
overestimation of their writing proficiency, thus obscuring any neat differences between 101B 
and 101C. Because neither the 101B nor the 101C students claimed that they were all good or 
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bad at organization, arguments and details, grammar and lexis, and/or conventions, capturing 
obvious distinctions between these two groups remained a challenge.  
However, 101B and 101C students expressed slightly different attitudes toward grammar 
and vocabulary: Many 101B students tended to judge their overall grammar and vocabulary as 
either good or bad, rather than concerning themselves with the degree to which they used 
complex words or sentence structures in their essays (see example 10). Furthermore, saying that 
the speaker was from a non-English-speaking country was a commonly stated reason for having 
poor grammar or vocabulary. On the other hand, most 101C students self-evaluated their 
vocabulary more positively than their grammar knowledge, although students who expressed 
critical judgments of their grammar or vocabulary knowledge claimed that this was due to a lack 
of using more complex vocabulary and sentence structures (11).  
(10)  It is still difficult to understand every part [-comp, monogloss, force-raise] since 
I’m a Korean and I use Korean language [-sec, monogloss, force-raise]. I never 
like correct all of the grammar when I spell it out [-cap, monogloss, force-raise]. 
Actually we have totally different with the English grammar and Korean language 
grammar…. [-bal, proclaim, force-raise] (Student 10029) 
(11)  R: Ok, how about grammar and vocabulary? 
Student 20041: For grammar, I make lots of mistakes…. [-cap, monogloss, force-
raise] 
R: How is your vocabulary? 
Student 20041: Vocabulary is, I will say on a scale of 10, it’s seven.[+qual, 
proclaim, neutral] 
R: Why do you give it a 7? 
Student 20041: I don’t use any type of higher vocabulary or some complex words 
[-cap, monogloss, force-raise] so I need to work on that too [-sat, monogloss, 
force-raise]. 
Text (10) exemplifies an instance in which 101B students self-evaluated their overall 
grammar and vocabulary knowledge. As can be seen, the student claimed that grammar was 
difficult for him because he was a non-native speaker of English. However, to accentuate this 
perceived difficulty, he emphasized not only that he was and spoke Korean three different times, 
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but also raised the point that Korean and English were “totally different.” By doing so, the 
student wanted to justify that his grammar issues were beyond his control. Interestingly, as seen 
in example 8, the student in this earlier example also did not directly state that he was necessarily 
poor at grammar; rather, he simply considered grammar being “difficult” due to Korean being 
his first language. Text (11) also shows an instance of a student being critical towards her 
grammar except that this 101C student evaluated her vocabulary as being quite strong. 
Moreover, this student explained that she did not give herself a higher rating because she did not 
use more complex academic words or sentence structures in her essays. Although both students, 
directly or indirectly, considered grammar and/or vocabulary weak points in writing, the 101B 
student believed that this was due to his L2 status, whereas the 101C student was critical of her 
own ability because she did not use more advanced and complex words and phrases in her 
writing. 
 While students drew on both positive and negative capacity to self-assess their writing 
quality, they also incorporated other types of APPRAISAL markers to avoid directing any overt 
criticism or praise of themselves. One possible reason for avoiding self-criticism may be that 
speakers wanted to protect their self-image as competent university students pursuing degrees in 
the United States. As was observed in Heilenman’s (1990) study, in which respondents tended to 
avoid self-assessing themselves in a negative light, especially if the responses were shared with 
an outside member, the present study also found instances where few students (2 out of 11 101B 
students and 3 out of 15 101C students) expressed very strong criticisms about their writing. At 
the same time, none of the interviewed 101B and 101C students overly self-praised their writing 
quality and this may be that, first, students were made aware that they were being interviewed by 
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a researcher who studies L2 writing; and second, speakers likely did not feel comfortable self-
praising their writing when they had been placed into a remedial writing course. 
In summary, 101C students expressed both positive and negative capacity about his/her 
writing quality. They self-evaluated macro organization (i.e., organizing paragraphs into 
introduction, body, and conclusion) as a strength whereas not adding enough relevant arguments 
and details was considered a weakness. This awareness may derive from a combination of 
former and current English instructor’s feedback, TOEFL or IELTS reports, and previous 
achievements and/or struggles with writing academic papers in English. Although 101C students 
claimed that their grammar and vocabulary were far from perfect, at the same time they believed 
them to be adequate based on their successful performances in other content and elective 
courses. Nevertheless, 101C students were aware that utilizing more advanced vocabulary and 
sentence structures would improve their writing quality. However, the motivation to regularly 
use them appears to be lacking, especially if it risks bringing down grades. 
Once again, 101B students were similar in most aspects to 101C students. Like the 101C 
students, the 101B students claimed that macro organization was a strength and not incorporating 
enough relevant arguments and details was a weakness. Likewise, students made these self-
evaluations based on their previous schooling experiences and the feedback that they received 
from their former and current English instructors. To add, 101B students also accepted that their 
academic writing in English may be much more problematic than expected (having been 
informed by their instructors that they would have to take two ESL courses before moving on to 
English 150). They generally attributed this matter to being a non-native speaker of English. 
With regards to grammar and vocabulary, the students claimed that while they retain some 
grammar and vocabulary knowledge and use, it would help to gain additional grammar and 
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vocabulary practice with the help of the instructor. Overall, the 101B students and the 101C 
students similarly evaluated their organization, arguments and details, and conventions. The one 
fine distinction is that 101C students were aware of not using nearly enough advanced 
vocabulary and sentence structures in his/her essays, whereas 101B students generally accepted 
that they needed more practice due to being a L2 writer. 
4.4. RQ 5c. Self-assessment of overall academic writing proficiency 
 Unlike for writing process and writing quality, in which several questions were prompted 
by the researcher, there were fewer APPRAISAL markers captured in students’ self-assessments of 
overall academic writing proficiency because the topic was explored only once during the 
interview (as well as on the survey). Furthermore, as students repeatedly shared the same reasons 
for the manner in which they self-evaluated their writing abilities while discussing the writing 
process and writing quality, it was not considered necessary to have students reiterate those same 
reasons. 
 Although fewer APPRAISAL markers were identified, as shown in Tables 4.10 and 4.12, 
positive quality and negative capacity were commonly expressed in both student groups. Here, a 
high presence of positive quality was expected since students were asked to rate their overall 
academic proficiency, which tended to be mostly “ok” or a hedged “good.” Among 101C 
students, 12 out of 15 (80%) students positively self-evaluated their overall academic writing 
(using either positive capacity or quality) whereas only 3 out of 15 (20%) students negatively 
self-reported academic writing (using negative capacity). Among 101B students, 9 out of 11 
(81.8%) students positively self-assessed their overall academic writing whereas only 2 out of 11 
(18.2%) students negatively self-reported their academic writing. It can be said that both the 




Table 4. 10  
Attitude of 101B students toward academic writing in English 
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Table 4. 11  
Engagement and graduation of 101B students toward academic writing in English 
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Table 4. 12  
Attitude of 101C students toward academic writing in English 





















































Table 4. 13  
Engagement and graduation of 101C students toward academic writing in English 





















Total 41 Total 41 
While 21 out of 26 students expressed positive quality and positive capacity, there were 
still five students who were more critical of their overall academic writing and these were 
expressed as implicit negative capacity. 
(12)  R: How would you rate your overall academic writing in English? 
 Student 20022: Again from one to ten, a six [-qual, monogloss, neutral] 
 R: That’s not that high. Why? 
Student 20022: Because academic writing is like providing details, which I don’t 
do [-cap, monogloss, neutral], and then we should always create ourselves lower 
than expected [-cap, monogloss, force-raise] 
 
(13)  R: How is your overall academic writing? 
Student 10032: I hope it’s good [+incl, monogloss, neutral] but I don’t know  
[-sec, disclaim, neutral]. I’m not great [-cap, monogloss, force-raise]. I don’t 
know where are my mistakes. [-cap, monogloss, neutral] 
 
 As seen in examples (12) and (13), students who did not feel positive towards their 
academic writing expressed negative capacity. In (12), the student gave only a six for writing 
because she figured that she does not provide enough details in her writing. She also felt that, 
given that she is in an ESL writing course, she “should always” rate her writing ability lower 
than expected. In (13), the student responded that while he hoped that his writing was good, 
ultimately, he did not consider himself “great” and further added that he was unable to identify 
his mistakes in his own writing. In both examples, the speakers did not outright declare their 
negative capacity at first. Rather, they judged the product of their skill (“a six”) or declared a 
wishful thinking (“I hope it’s good”) as a means to avoid direct self-criticism. However, upon 
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further prompting, students eventually stated that they were not “great” or that they were “lower 
than expected,” and these self-criticisms were backed with specific writing errors that students 
admitted committing in their own writing (e.g., not providing sufficient details or being unable to 
detect errors). 
 Despite the negatives that some of the students identified in their writing process and 
writing quality (see sections 4.2 and 4.3), 9 out of 11 (81.8%) 101B and 12 out of 15 (80%) 
101C students judged their overall academic writing proficiency as “ok” or “good enough,” 
especially for their 101B and 101C courses. Far fewer students (2 101B students and 3 101C 
students), as seen with (12) and (13), thought that their academic writing was seriously 
problematic. Several reasons may explain this situation: First, the positive self-image 
phenomenon is at play. Second, by repeatedly downplaying one’s weaknesses, as seen in 
examples (8) and (10), the speaker gives the impression that one’s writing is not as bad as one 
would expect. Another reason that contributes to this positive concept of academic writing may 
come from the fact that writing assignments in 101B and 101C courses are scaffolded and 
designed to be completed within a short span of time. Thus, regardless of one’s actual level of 
writing, students are likely to perform well in 101 courses as long as they respond to their 
instructor’s expectations. In addition to the relatively manageable task load provided in 101 
courses, a third possible reason may have to do with students’ experiences of handling former 
instructors’ feedback. For example, students who mentioned receiving praise and positive 
feedback from their former English instructors (four 101B students and five 101C students) felt 
that their writing was overall good regardless of their placement level. However, even students 
(three 101B students and five 101C students) who recalled receiving some negative feedback 
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from their former instructors did not appear to be strongly affected by such commentaries as 
these critiques were few and long forgotten. 
 In summary, with the exception of a few students, both 101B and 101C students tended 
to positively self-rate their overall academic writing proficiency no matter how they judged 
individual aspects of their writing process (i.e., prewriting, drafting, revising, editing) or their 
writing quality (i.e., organization, arguments and details, grammar and lexis, and conventions). 
For some, it appears as though it may not have been particularly advantageous to critique their 
own academic writing ability as this creates tension between their ideal self-image as successful 
college-level students who are pursuing degrees in the United States, and being identified as 
ELLs who failed the placement exam. Moreover, positive feedback received from their former 
instructors and the scaffolded instruction received from current 101 instructors may have further 
left the impression that their academic writing is sufficient for their major-related courses. This 
was especially true for the interviewed transfer students (two out of eleven 101B students and 
three out of fifteen 101C students) who had completed their first-year composition courses at 
other institutions. The current findings differ from the findings of Saeli and Cheng (2019) or 
Ismail (2011) who discovered that undergraduate EFL students who were motivated in 
developing their academic writing skills were more likely to positively self-evaluate their writing 
than those who lacked such motivation or former academic writing experience. Instead, the 
current study showed that many 101B and 101C students judged their overall academic writing 
skills to be sufficient for pursuing their undergraduate degrees in the U.S. regardless of their 
placement, level of motivation, or academic writing experience. Part of this difference may stem 
from the two varying English-learning contexts. In the context of the current study, international 
students spent substantial amounts of money and time in order to pursue their undergraduate 
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studies in the United States. While it is important to do well in academic writing, the 101B and 
101C students felt that they had already invested a great deal in acquiring the necessary 
academic English skills to enter an American university. Indeed, the 101B and 101C students on 
average studied seven to eight years of formal English in school and most students invested in 
some type of instruction in order to prepare for the TOEFL or the IELTS or some alternate route 
of entering the university. Moreover, being placed into an ESL course may have been perceived 
to be more punitive than helpful by students in the current study as only those who failed to pass 
the placement test were required to take these courses. In addition, they are unable to fulfill other 
requisite courses such as English 150 unless they first pass 101B and/or 101C in their first two 
semesters; while 101 grades are counted toward their GPA, the current system does not allow 
students to count the 101 credits toward their graduation. Finally, as students come to interact 
with other international students on campus, they learn who has passed and failed the EPT. For 
some, this has led to unhealthy social comparisons where ESL students felt that they were being 
unfairly judged as less capable than their friends who took the same EPT and had fully passed 
the exam. Rather than genuinely seeing ESL as an opportunity to improve their academic 
writing, many students felt that their overall academic writing was enough to skip remedial 
writing courses.  
In summary, perceptions of overall academic writing were similar between the 101C 
students and 101B students. Although both101C students and 101B students acknowledged that 
they have some issues with their writing process and writing quality, they believed that their 
overall academic writing was nevertheless fine, especially as non-native speakers of English. 
There are three major forces that seemed to push students to consider their overall academic 
writing in a more positive light: First, students felt that they had invested more than enough time 
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and money into their academic English education and, based on their first four weeks of 
attending 101B or 101C, they did not feel that they were learning anything new or developing 
skills that drastically improved their academic writing; second, they claimed to be faring well in 
their major-related courses based on the grades they received; third, students internally 
maintained a positive self-image of themselves despite having some issues with academic 
writing. The students justified their problems with academic writing as being inevitable because 
they were non-native speakers of English. In fact, during the interview, two 101B students and 
five 101C students showed doubt that taking one or two additional semesters of ESL would 
substantially improve their academic writing. 
4.5. RQ 5d. Attitudes toward the EPT 
 With regards to attitudes toward the EPT, attitudes were split not based on placement 
level but rather based on three distinct attitudinal types. For clarification, these three groups will 
be labeled as resistant, optimistic, and impartial and will be expanded on in this section. As seen 
in Tables 4.14 and 4.16, both 101B and 101C students overall expressed high proportions of 
security (7 out of 11 101B students; 10 out of 15 101C students), insecurity (9 out of 11 101B 
students; 11 out of 15 101C students), satisfaction (8 out of 11 101B students; 10 out of 15 101C 
students), and dissatisfaction (10 out of 11 101B students; 12 out of 15 101C students) toward 
the EPT. Additionally, 101B students expressed a high degree of positive quality (9 out of 11 
students) and 101C students expressed a high number of negative capacity (13 out of 15 
students). High frequencies of positive and negative satisfaction and security were due to 




Table 4. 14  
Attitude of 101B students toward EPT and placement level 
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Table 4. 15.  
Engagement and graduation of 101B students toward EPT and placement level 
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Table 4. 16  
Attitude of 101C students toward EPT and placement level 

















































Total 111 Total 43 Total 59 
 
Table 4. 17  
Engagement and graduation of 101C students toward EPT and placement level 

























The resistant group of students expressed dissatisfaction and insecurity toward the test 
and placement decisions (14). In total, 8 out of 15 101C students and 4 out of 11 101B students 
shared such sentiments. 
(14)  R: Do you think the EPT was accurate, effective, appropriate, or fair?  
Student 10023: Not fair [-sec, disclaim, neutral]. It was more like a race, like a 
racing than like discovering my abilities about writing [-sat, monogloss, force-
raise]  
 R: Ok, because of the time? 
Student 10023: Yeah, you cannot give me like timeframe to writing down ideas  
[-sec, proclaim, neutral]. So now, you are compromising my fast thinking like my 
ability to write [-sat, monogloss, force-raise] 
As seen in text (14), students who expressed clear dissatisfaction and insecurity believed 
that limited time was a major factor in their inability to complete their essays. Although students 
acknowledged that their poor performance was partially due to their limited English skills, they 
placed greater emphasis on experiencing test anxiety, inadequate test preparation as a result of 
limited available information about the test, and lack of experience with typing English essays in 
a timed test setting. Especially for transfer students who had fulfilled their 150 and 250 
requirements elsewhere, they did not understand the purpose of having to take another placement 
test when they had already spent time and money taking TOEFL, IELTS, and/or other intensive 
English language programs in order to be admitted to the university. Even a few non-transfer 
students had not realized that the placement test was required for international students who 
scored below 100 for TOEFL and 7.5 for IELTS. With regards to being in an ESL course, this 
group of students felt more apathetic and resigned and did not feel they were learning anything 
new. 
 However, not all students shared negative attitudes toward the test or to their placement. 
In the optimistic group, although comprised of fewer students, a handful of 101B (3 out of 11) 
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and 101C (3 out of 15) students believed that the test was good and fair and was useful for 
identifying international students who would benefit from additional language support (15). 
(15)  I’m actually happy [+hap, proclaim, force-raise] because I knew very little [-cap, 
monogloss, force-raise] and I knew I’d be comfortable in B [+sec, monogloss, 
neutral]. (Student 10006) 
This was a sentiment shared among students who had fewer opportunities to take English courses 
in their home countries. Although limited time was still considered an issue for this group of 
students, they attributed their failure to their limited English ability. Moreover, as shown in text 
(15), those who shared a more positive sentiment towards the test saw ESL as an opportunity to 
practice English without feeling embarrassed about making mistakes, and to adjust to a new 
campus environment. They also liked that the classes were smaller and more intimate compared 
to non-ESL courses, and that their instructors made efforts to make communication clear and 
manageable.  
 The impartial group shared mixed sentiments: On one hand, they recognized the value of 
having a placement test and did not mind taking an ESL course during their first semester. 
Although they were disappointed with their results at first, they were quick to see the upside of 
taking an ESL course (16). Similar to the second group of students, they acknowledged that ESL 
was a great opportunity to improve one’s writing. In total, 4 out of 11 101B students and 4 out of 
15 101C students expressed mixed views.  
(16)  R: So why do you think you were put into 101C? 
Student 20038: I actually have no idea why [-sat, proclaim, force-raise]. I would 
say that, you know, the people who graded said that I needed to go through 101C. 
That would be my assumption. I’m still improving, you know, my writing [+sat, 
proclaim, force-raise]…. I would say that I’m not very bad writing [+cap, 
entertain, force-raise] … but I’m not saying that I’m the best writing [-cap, 
disclaim, force-raise]. I can improve [+sat, monogloss, neutral] 
Text (16) shows an example of a student who was placed into a 101 course, and despite 
feeling disappointed with his test performance, he also saw his placement into an ESL course as 
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furthering his academic writing skills in English. While the impartial group of students expressed 
more positive feelings toward the writing course, they also believed that their performance on the 
EPT did not reflect their true writing level for reasons shared by the resistant group of students. 
They felt certain that they would do much better if they could retake the EPT exam because now 
they were better adjusted to their surrounding environment and were familiar with the format and 
the expectations of the EPT.  
 A number of attitudes expressed by the 101B and 101C students, such as dissatisfaction 
and insecurity toward the test and positive satisfaction and security toward the course, were 
similar to what was observed in Lee’s (2018) pilot study, where the eight students placed into 
ESL reading course also expressed dissatisfaction and insecurity toward the diagnostic reading 
test, and positive satisfaction and security toward the course. In this study and in Lee’s (2018) 
study, lack of test preparation due to limited available test information appears to be a problem 
raised by the interviewed students. Another shared finding between the two studies is that while 
some students find the ESL courses useful, they still believe that they would have done a much 
better job on the test had they been given more time to adjust to their environment and were 
better informed about the test format. 
In summary, attitudes toward the EPT test differed not so much by placement level as by 
the three groups (i.e., resistant, optimistic, and impartial) that emerged during the analysis. In 
other words, there were three distinct types of students that emerged with regards to their 
attitudes toward the EPT. This distinction is similar to what was observed in Huhta et al.’s study 
(2006) where they identified four types of test-takers and their attitudes toward preparing for and 
taking a high-stakes language exam; these four distinct types were independent of examinees’ 
test scores. In this study, the first type of 101B/101C student expressed negative capacity and 
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dissatisfaction toward the EPT, commenting that students were not given enough and that there 
was a lack of resources to prepare for the placement exam. Furthermore, students attributed their 
failure to experiencing test anxiety and encountering an unfamiliar writing situation (i.e., having 
to type two different types of essays back-to-back). The fact that students were not given proper 
feedback other than their placement scores was another frustration experienced by the first type 
of student. More than the other two types of students, the first type of student was initially 
confident in passing the exam. 
In contrast, the second type of student had a much more favorable attitude toward the 
EPT and therefore expressed more positive satisfaction and security despite failing the test. 
Students in this group were happy to be placed into a 101B/101C course because they knew their 
academic writing was not on par with other first-year students. Their insecurity partly stemmed 
from a lack of proper academic writing education, and so they expected a placement into at least 
one or more ESL courses. Upon hearing the placement decision, these students were generally 
relieved that they were assigned to take on additional ESL courses. Although students in the 
second group wished that more time was given, critiques of the test or the placement decision 
were scarce.  
Finally, the third type of student maintained a more balanced view of the test and 
placement decision. Although these students saw the value of being in a 101 course, they did not 
feel that their best writing was reflected during the test as a result of limited time and lack of 
preparation. These students were neither as severe as the first type of student nor as modest as 
the second. Rather, they saw that there existed both positive and negative aspects to the test, the 
placement decision, and to their writing ability. The testing situation could improve but so could 
his/her writing: the writing process and writing quality clearly needed polishing, and being in 
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101B/C was opportune. Much like the first type of student, students in the third group were 
confident in passing the exam the first time and disappointed after hearing the results; however, 
they also maintained optimism like the second type of student once they began attending the 
course. 
4.6. Discussion of the first extrapolation assumption 
 To evaluate the first extrapolation assumption that ESL students’ performance on the 
EPT is related to their self-assessment of written English proficiency controlling for their 
attitudes toward the EPT test, five research questions were raised. In this section, a brief 
summary of the findings and then a discussion of the evaluation of the first extrapolation 
assumption are made.  
 Based on the findings of this study, there is no evidence to support the first extrapolation 
assumption, that performances on the EPT relate to students’ self-assessment of their writing 
after controlling for attitudes toward the test. The findings from the binary logistic regression 
(RQ 1) informs us that controlling for students’ attitudes toward the EPT did not differentiate 
how students in 101B and 101C self-assessed their writing process, writing quality, and overall 
academic writing proficiency. While other studies have shown that attitudes toward tests and 
self-assessed language skills varied between advanced and beginning language learners, these 
findings were not observed in the current study. One possible explanation may be due to the 
narrower range of language abilities demonstrated by the 101B and 101C students; given that 
students in 101C are not nearly as “advanced” and students in 101B are not exactly “beginners,” 
one would expect to find fewer disparities between the self-assessments of 101B and 101C 
students. Another explanation is that the sample size was too moderate to detect significant 
variables in the analysis. 
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The findings from the APPRAISAL analysis show us that students in 101B and 101C 
generally shared many similar views toward their writing process (RQ 5a), writing quality (RQ 
5b), overall academic writing proficiency (RQ 5c), and their attitudes toward the EPT (RQ 5d). 
However, some fine differences occurred with how students perceived their writing process and 
their grammar and vocabulary knowledge. Regarding differences in the writing process, 101C 
students expressed more satisfaction and dissatisfaction toward their writing process than 101B 
students. In other words, the 101C students expressed as many perceived strengths as perceived 
weaknesses regarding their writing process. One possible reason may be that 101C students have 
engaged in academic writing for a longer period than have 101B students and as a result, they 
were able to better critique their own writing process. Regarding differences in grammar and 
vocabulary knowledge and use, 101C students self-evaluated their vocabulary more highly than 
their grammar whereas 101B students self-evaluated their grammar and vocabulary in general 
terms (that they were either good or bad) without elaborating. However, 101C students who were 
more critical with their grammar and vocabulary noted that their issues existed because of not 
using enough advanced words or varied sentence structures. Although such differences were not 
found to be significant in the quantitative analysis, the qualitative findings suggest that students’ 
self-assessments in these two levels may differ in terms of writing process and grammar and 
lexis. 
Finally, attitudes toward the EPT were similar for both 101B and 101C students. This 
would explain the non-significance of the variable students’ attitudes toward the EPT in the 
regression analysis (i.e., that 101B students’ views of the EPT did not significantly differ from 
the 101C students’ views of the EPT; see section 4.1). There were, however, three distinct types 
of attitudes that were found across both placement groups. The first type of student expressed 
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high dissatisfaction and negative security, feeling that neither the test nor the placement decision 
was appropriate. The second type of student, on the other hand, expressed high satisfaction and 
security, finding the test and placement decision appropriate. The third type of student shared 
positive and negative sentiments toward the test and placement decision. On one hand, this type 
of student did not feel that the testing situation allowed one to perform his/her best. Despite this 
issue, these students felt that being placed into an ESL course gives them the opportunity to 
improve their academic writing skills. 
 The findings in fact support the first condition of rebuttal that the self-assessment as an 
external criterion does not relate to students’ performance on the EPT as a result of comparing 
groups of students early in the semester and whose writing ability range is too narrow (see 
section 1.3.4). Although it was found that 101C and 101B students evaluated their writing 
process and grammar and vocabulary knowledge somewhat differently, this was not due to their 
differing attitudes toward the EPT. In fact, the quantitative and qualitative findings both 
confirmed that 101B and 101C students shared very similar sentiments toward the test. While the 
findings do not support the first extrapolation assumption, there is APPRAISAL evidence that 
101C and 101B students self-evaluate their writing process and grammar and knowledge in 
subtly different ways. That is, 101C students are better able to elaborate in more detail about 
their strengths and weaknesses than are 101B students, who tended to generalize that they were 
either good or bad at a particular writing feature. It appears that having received English-medium 
instruction for a longer time allowed 101C students to have more opportunities than 101B 
students to practice and receive constructive feedback on their writing. Nevertheless, as these 
differences were only subtle, it would not count as sufficient evidence for supporting the first 




4.7. RQ 2. Self-assessment after controlling attitudes toward technology and/or outside help 
In this section and the next, the results and discussion of research questions relating to the 
second extrapolation assumption, that ESL students’ performance on the EPT is related to their 
self-assessment of their written English proficiency controlling for students’ attitudes toward 
technology use and/or outside help, are discussed. To evaluate this second extrapolation 
assumption, two research questions (along with 5a-5c) were stated, and this chapter reports the 
findings of research questions 2 and 5e (see section 1.4 for detail). Given that the findings of 5a-
5c have already been discussed in sections 4.2-4.4, these findings will not be repeated. However, 
where the qualitative findings appear to converge (or diverge) with the statistical findings, such 
observations will be raised throughout this chapter. Later, a summary of the quantitative and 
qualitative findings is discussed (see section 4.9).  
To observe whether controlling for students’ attitudes toward technology use and/or 
outside help would generate models that predict placement level, the following formula was 
used: placement level (dependent variable) is a function of a single writing variable (e.g., writing 
process) and the second covariate (i.e., technology use and/or outside help) (see Appendix F, Eq. 
F.2 for detail). Once again, six unique binary logistic models were tested to observe whether any 
of the writing variables would be significant in predicting students’ placement level after 
controlling for their attitudes toward technology use and/or outside help. Unlike attitudes toward 
the EPT, controlling for students’ attitudes toward technology use and/or outside help while 
writing yielded writing process as a significant variable in predicting students’ placement level 
(see Table 4.18). Specifically, for a one-point increase in students’ self-evaluations of their 
writing process, the predicted odds of being a 101B student is 1.06 times that of 101C (or 
conversely, the predicted odds of being a 101C student is 0.94 times that of 101B) with a 95% 
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confidence interval of 1.00 and 1.13 for the population. This suggests that 101C students were 
likely to judge their writing process slightly more critically than 101B students and this slight 
difference was statistically significant after controlling for technology use and/or outside help. 
Table 4. 18  














































































































Significant codes: * = 0.10, ** = 0.05 
 
 Although previous studies have not investigated the significance of students’ attitudes 
toward technology use or outside help in a binary logistic regression analysis, the small 
significance of this variable ties to some degree with the findings of prior research that reported 
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that web-based linguistic resources (e.g., Hegelheimer 2006; Hegelheimer & Fisher, 2006) and 
tutoring and instructor assistance (e.g., Weigle & Nelson, 2004; Williams, 2004) have a positive 
impact on learners’ writing and their perceptions toward their writing proficiency. Students who 
have had longer and more frequent exposure to these technological and personal resources use 
them to their advantage while writing. The significance of a controlled variable, such as attitudes 
toward technology use and/or outside help, although small, suggests that it may have an effect 
that occurs beyond chance on the independent variables and therefore the model’s ability to 
make predictions. Thus, it may be useful to control for students’ attitudes toward technology use 
and/or outside help so that appropriate predictors can be identified to predict placement level. 
As shown in Table 4.18, holding attitudes toward technology use and/or outside help 
variable constant enabled the identification of writing process as a small but significant predictor. 
That is, controlling for what we know about how 101C and 101B students perceived technology 
use and/or outside help, perceptions of writing process were revealed to be significantly different 
for 101B and 101C students. Interestingly, 101C students were slightly more self-critical of their 
writing process than 101B students. However, the fact that the effect of the writing process was 
not large provides only very weak support for the second extrapolation assumption. 
Nevertheless, the significance of writing process, along with attitudes toward technology use and 
outside help, is worth further exploring in future self-assessment studies. In the next section, the 
qualitative findings to RQ 5e is discussed. 
4.8. RQ 5e. Attitudes toward technology use and/or outside help 
 While technology use and/or outside help was found to be a significant variable in the 
binary logistic regression analysis, the attitudes of interviewed 101B and 101C students 
regarding technology use and outside help were not very different. In this section, these findings 
will be discussed in detail. Positive security was the most frequently expressed APPRAISAL 
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resource by 101B and 101C students (see Tables 4.19 and 4.21). Of the attitudes shared by 101B 
students, 47% were positive security (11 out of 11 students) and 16% were positive valuation (5 
out of 11 students). To clarify, in APPRAISAL, speakers can express more than one ATTITUDE in 
the same clause, and therefore, some speakers had expressed both positive security and positive 
valuation whereas other speakers had only expressed positive security. On the other hand, 40% 
of the attitudes expressed by 101C students were positive security (15 out of 15 students); 
approximately 9% of the attitudes were negative security (6 out of 15 students). Monoglossic 
statements and expressions that were neutral made up approximately half of the expressed 
attitudes. Similar to self-assessments of writing process, writing quality, and attitudes toward the 
EPT, the other half of the markers were expressed as contracting or expanding ENGAGEMENT 
markers that were raised or lowered to various degrees (see Tables 4.20 and 4.22). 
Table 4. 19  
Attitude of 101B students toward technology use and/or outside help 















































Total 47 Total 5 Total 22 
 
Table 4. 20  
Engagement and graduation of 101B students toward technology use and/or outside help 

























Table 4. 21  
Attitude of 101C students toward technology use and/or outside help 















































Total 119 Total 19 Total 25 
 
Table 4. 22  
Engagement and graduation of 101C students toward technology use and/or outside help 
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 All 101B students expressed positive security toward technology use. In other words, 
students agreed that they use online technology such as Grammarly or various Google 
applications when they write their papers (see example 17). Additionally, students also expressed 
positive valuation, that is, using such technology is valuable to their writing good quality essays. 
A few students (5 out of 11 101B students and 3 out of 15 101C students) actively sought outside 
help such as tutors at writing and media centers, instructors, or peers, while writing, and so fewer 
positive security were observed with outside help. Among students who received outside help, 
however, experiences were mixed: Some said they sometimes received useful feedback from 
tutors, instructors, and peers, and at other times, they received less-than satisfactory feedback 
(18). Although technology was considered useful for most 101B students, receiving help from 
course instructors was also preferred. 
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(17) R: Do you use any like dictionary or 
Student 10032: I just use Grammarly [+security, monogloss, force-lower], and 
when I don’t understand a word, I go on Google translation [+security, 
monogloss, neutral] 
 R: Is it helpful? 
Student 10032: Yeah, because when I don’t understand, it’s better to know and 
understand [+val, proclaim, neutral]. 
 (18) R: So how were the writing center tutors? 
 Student 10022: It’s honestly, it’s depend of that person. Sometimes I get lucky 
and they are very helpful [+sec, entertain, force-raise]. And sometimes they are 
not [-sec, entertain, neutral]. 
Texts (17) and (18) show examples of ways in which 101B students expressed their 
attitudes toward technology use and receiving help from tutors. All eleven 101B students found 
online applications such as Grammarly an integral part of their writing experience. According to 
them, these applications are useful for correcting grammar and finding appropriate words. As 
said by Student 10032, these applications are considered useful because they enable students to 
better understand their errors and select appropriate word choices. In other words, the 
applications afford opportunities to learn grammar and vocabulary as they write. Students’ 
positive reactions to technology use are in line with previous findings (e.g., Hegelheimer, 2006; 
Hegelheimer & Fisher, 2006); however, the fact that students generally rely on only Google 
applications or Grammarly to correct grammar and vocabulary errors suggests that students enter 
the university with limited training and awareness of available writing tools. Again, this finding 
is consistent with the findings of Chapelle et al. (2015), Huffman (2015), and Li et al. (2015), 
where students’ technology use depended largely on the amount of training and support that L2 
students and their instructors have received.  
Similarly, all 15 interviewed 101C students frequently expressed positive security toward 
technology use and less so toward outside help. However, students’ experiences with receiving 
outside help varied: Feedback received from tutors and course instructors was perceived to be 
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useful. A similar conclusion was reached by Weigle and Nelson (2004), who found that 
instructors and tutors who were trained to be sensitive to L2 learners’ needs had greater success 
in providing targeted support for L2 students. At the same time, when it came to peer feedback, 
101C students raised more doubts than 101B students did that peers, especially those who were 
non-native speakers of English, were able to give useful feedback on their essays. These 101C 
students preferred the feedback of their course instructors because course instructors were their 
primary audience (see examples 19 and 20). Although positive valuation among 101C students 
was not observed as highly as it was among 101B students, the fact that technology applications 
and assistance gained from tutors and course instructors improved their overall essays was 
shared more implicitly during the interview. In other words, although the 101C students did not 
explicitly state that technology use or outside help was important, their choice to seek the 
assistance of technology or their instructors while writing shows that they hold some value 
toward these external sources. 
(19)  As I said before, essay could be read subjective [-sec, entertain, neutral] so I 
would rather to hear feedback from her [+sec, entertain, neutral], rather than from 
other. If I hear from other, it would be different than what I want to get from my 
teacher [-sec, entertain, neutral] so I will wait for the feedback from my teacher. 
(Student 20030) 
(20)  I had philippino teachers back home. They’re my teachers so they’ll check my 
essays [+sec, monogloss, neutral]. Okay, then my friends would sometimes read 
[+sec, entertain, neutral]. (Student 20060) 
Texts (19) and (20) are instances of attitudes shared by 101C students toward receiving 
feedback from instructors and peers. Both Students 20030 and 20060 suggested that students 
show greater confidence and trust in their instructors’ feedback than in their peers’ feedback. 
Student 20030 maintained that this was due to reader subjectivity: What peers often considered 
good writing did not necessarily match what instructors sought in their students’ papers. Student 
20060 stated that she came to rely on her instructors more than her peers because it was expected 
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that high school teachers review students’ papers. Although she would allow her peers to read 
her essays, this occurred less frequently than sharing her essays with course instructors. In these 
two examples, neither student explicitly expressed positive valuation toward receiving instructor 
feedback; however, it can be implied that instructors are beneficial sources of outside help that 
some 101C students depend on while writing their essays. 
In conclusion, the interviewed 101B students and the 101C students shared a similar 
outlook on technology use and/or outside help. While these students generally preferred 
technology use such as Google applications or Grammarly over seeking in-person assistance, 
students used technology mostly to correct their grammar and vocabulary errors. This was in part 
due to limited training and exposure to other kinds of writing tools before entering the university. 
When it came to help, students generally preferred that of their course instructors over writing 
and media center tutors or peers (native or non-native), because they felt that course instructors 
were able to provide direct and concrete feedback that affected their grades, whereas feedback 
received from peers or tutors did not always lead to a desired grade. However, in cases where 
interviewed students claimed to have shared assignment sheets, grading criteria, and other 
relevant materials with their tutors/peers, students were able to gain more useful feedback. This 
may have been because the tutor or peer was able to arrive at a better understanding of the 
primary audience’s (i.e., course instructor) expectations by perusing the assignment sheets and 
evaluation criteria. Although the qualitative findings did not find any difference between 101B 
students’ and 101C students’ attitudes toward technology use and outside assistance, one 
plausible explanation may be that, after the completion of the survey and before the follow-up 
interview, 101B course instructors had introduced their students to web-based resources such as 
Grammarly and the Writing and Media Center on campus. Such exposure would positively 
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contribute to 101B students’ attitudes toward technology use and outside assistance and would 
likely have changed some of their initial opinions that they held during the survey. 
4.9. Discussion of the second extrapolation assumption 
 To evaluate the second extrapolation assumption that ESL students’ performance on the 
EPT is related to their self-assessment of written English proficiency controlling for students’ 
attitudes toward technology use and/or outside help while writing, two research questions were 
posed. Once again, the findings of 5a-5c were also used to evaluate the second extrapolation 
assumption and these were summarized early in section 4.6; however, findings from 5a-5c that 
are relevant to the present discussion are noted in this section by asking readers to refer back to 
particular sections and, where it is relevant, in sections 4.12 and 4.17. Below, a summary of the 
findings to research questions 2 and 5e and an examination of the second extrapolation 
assumption are discussed. 
 Based on the quantitative and qualitative findings, there is weak evidence to support the 
second extrapolation assumption. The findings from the binary logistic regression (RQ 2) 
suggest that when controlling for students’ attitudes toward technology use and/or outside help, 
the variable that can predict placement level is writing process where students in 101C were 
slightly more critical than students in 101B. Although the difference was statistically significant, 
the effect was small (B = -0.06), providing only weak support for the second extrapolation 
assumption. 
The findings from the APPRAISAL analysis (RQ 5e) show us that while both 101B and 
101C students exhibited positive security toward technology use, fewer students shared this same 
sentiment towards outside help from writing center tutors, instructors, and peers. For those who 
accessed outside help, both groups of students considered their instructors’ feedback more 
valuable than peers’ or tutors’ feedback because instructors could better point out areas that may 
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directly increase students’ grades. The most preferred source of help was online technology such 
as Grammarly and Google applications that could detect grammatical errors and offer 
appropriate word choices. Although the qualitative findings did not find substantial differences 
between 101B and 101C students’ attitudes toward technology use and/or outside help, the 
survey showed that more 101C students indicated higher levels of agreement that technology use 
and/or outside help were useful to their academic writing. The lack of distinction observed in the 
interview may have resulted from several factors. First, it is possible that the recruited 101B 
students for the interview were particularly knowledgeable and favored technology use and/or 
outside help. However, it could also be that the 101B students were introduced to various 
technology and on-campus resources during the first three weeks of class, which would improve 
not only their writing but also their attitudes toward technology use and/or outside help. All in 
all, it is clear that technology use and/or outside help was seen in a positive light by many 101B 
and 101C students; this was especially true for 101C students, according to the survey. 
Nevertheless, with the effect of the writing process being no larger than -0.06, and with students’ 
perceptions toward their writing process or using technology and outside help being only subtly 
different at the two levels, writing process—after controlling for students’ attitudes toward 
technology use and/or outside help—is not overly powerful in predicting placement level, and 
therefore there exists further evidence to support the first condition of rebuttal. 
4.10. RQ 3. Self-assessment after controlling student attributes 
 In this section and in section 4.11, the results and discussion of research questions 
addressing to the third extrapolation assumption, that ESL students’ performance on the EPT is 
related to their self-assessment of their written English proficiency controlling for instructors’ 
judgments about student attributes, are made. To evaluate this third extrapolation assumption, the 
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findings to research questions 3 and 6d as well as 5a-5c (see sections 4.2-4.5), were used. Later, 
a summary of the quantitative and qualitative findings is presented (see section 4.12). 
Similar to what was observed with the models and the previous two covariates, the 
following formula was used to determine whether controlling for instructors’ judgments about 
student attributes would generate models that predict placement level: placement level 
(dependent variable) is a function of a single writing variable (e.g., writing process) and the third 
covariate (i.e., instructors’ judgments about student attributes) (see Appendix F, Eq. F.3 for 
detail). Yet another unique set of six binary logistic models were tested to observe whether any 
of the writing variables would be significant in predicting students’ placement level after 
controlling for instructors’ judgments about student attributes. Table 4.23 shows that when we 
control for instructors’ judgments about student attributes, none of the writing variables were 
found to be statistically significant, either at the 0.05 or 0.10 significance level, in predicting 
students’ placement levels. This is similar to what was found when controlling for students’ 
attitudes toward the EPT; instructors’ evaluations of their students’ attributes did not affect how 
students self-assessed their writing, and so there is no evidence to support the third extrapolation 
assumption. 
Table 4. 23  















































































































Significant codes: * = 0.10, ** = 0.05 
 
The current findings do not show support for instructors’ judgments having an impact on 
students’ self-assessments of their own writing and thereby predicting students’ placement level. 
However, as the surveys and interviews were conducted early in the semester, opportunities for 
students to receive instructor feedback or to have proper interactions with their current 
instructors were severely limited. This limited interaction in turn may have prevented current 
instructors’ judgments from creating a significant effect on the self-reported responses of 
students. Thus, although the current findings do not support what was found by other studies 
(e.g., Rubie-Davies, 2010; Timmermans et al., 2016; Timmermans & Rubie-Davies, 2018), this 
may be expected since other studies had conducted their research throughout the school year 
when instructors were much more involved in their students’ academic performances. Another 
possible explanation for this difference may be that previous research was conducted in 
elementary school settings where students were expected to interact with the same teacher every 
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day in various contexts (e.g., in class, the playground area, cafeteria, school events, parent-
teacher conferences, etc.). In this study, undergraduate students did not usually meet with their 
course instructor more than two or three times a week; these interactions were limited to the 
same classroom setting for no more than 50 to 80 minutes at a time. Moreover, university course 
instructors are not required to look after their students’ needs in the same way as elementary 
teachers do. What can be judged by an elementary school teacher is therefore likely to be much 
more accurate and based on a richer amount of data than what was obtained from the 101B and 
101C course instructors. While controlling for the variable instructors’ judgments about student 
attributes did not improve the prediction models, this does not mean that the variable is not 
useful. Similar to what was argued about students’ attitudes toward the EPT (see section 4.1), 
additional studies are required to determine if and in which situations university instructors’ 
judgments about student attributes may turn out to have a significant impact on students’ self-
assessments. 
With the exception of writing process after controlling for attitudes toward technology 
use and/or outside help, adding covariates (i.e., attitudes toward the EPT and instructors’ 
judgments about student attributes) to individual writing variables did not help yield models that 
would predict students’ placement level. To observe whether adding several variables at once 
would produce a better model for prediction, two additional logistic regression analyses were 
carried out: a full model logistic regression analysis and a stepwise selection regression analysis. 
A full model logistic regression analysis involves adding a number of possible variables to the 
model and observing which would be significant in predicting placement level. In this study, all 
writing variables and covariates were added together because a model that included only writing 
variables did not yield significant predictors. Mathematically speaking, as seen in Appendix F, 
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Eq. F.4., placement level (dependent variable) is determined by the addition of writing process, 
organization, arguments and details, grammar and lexis, conventions, overall academic writing 
proficiency, attitudes toward the EPT, attitudes toward technology use and/or outside help, and 
instructors’ judgments of student attributes. On the other hand, a stepwise selection regression 
analysis in R involves adding and subtracting variables based on the AIC value until the model is 
reduced to variables that contribute to the lowest AIC value (a model with lower AIC value 
suggests a better fit and therefore it is preferred over a model with higher AIC value). To do this, 
the desired variables to be considered for the stepwise selection are programmed in R. In this 
study, the desired variables were writing process, organization, arguments and details, grammar 
and lexis, conventions, overall academic writing proficiency, attitudes toward the EPT, attitudes 
toward technology use and/or outside help, and instructors’ judgments of student attribute. Next, 
the program computes a stepwise selection analysis until an ideal model is produced at the end of 
the output (see Appendix H). 
Table 4.24 reports the outcomes of the full model regression analysis: Writing process, 
grammar and lexis, and attitudes toward technology and/or outside help were found to be 
statistically significant with relatively large effects (i.e., beta coefficients for the writing process, 
grammar and lexis, and technology use and/or outside help are  
-0.12, 0.21, and 0.10, respectively. While we have previously observed attitudes toward 
technology use and/or outside help and writing process to be significant variables (see section 
4.7), interestingly, grammar and lexis was also found to be a significant variable in the full 
model. This can be explained by the additions of relatively strong significant variables such as 
writing process and technology use and/or outside help to the full model, along with all other 
variables. Adding significant variables reduces the model’s root mean square error (i.e., how far 
144 
 
off the predicted values are from the actual values), which can turn previously non-significant 
variables into significant ones, especially those having p-values that are very close to the 
significance level. The variable grammar and lexis well represents this scenario: It was shown to 
have a p-value of 0.15 when attitudes toward EPT was held (see section 4.1) ; a p-value of 0.13 
when technology use and/or outside help was held constant (see section 4.7); and a p-value of 
0.12 when instructors’ judgments about student attributes was held constant (see Table 4.23). 
Although grammar and lexis were considered non-significant in all three cases (having had p-
values greater than 0.10), numerically, these values are still much closer to the significance level 
than the p-values of other variables such as organization or conventions. Based on the full model, 
it can then be said that each variable—writing process, grammar and lexis, and technology 
and/or outside help—is significant when holding all other variables constant. 
Table 4. 24  
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However, to confirm that writing process, grammar and lexis, and technology and/or 
outside help were indeed the most suitable variables for predicting students’ placement, a 
stepwise selection was conducted (see Appendix H). The output shows that the model having 
writing process, grammar and lexis, attitudes toward technology and/or outside help, and 
attitudes toward the EPT yielded the lowest AIC measure (i.e., prediction error). Although 
attitudes toward the EPT did not demonstrate significance at either 0.05 or 0.10 in the full model, 
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the presence of this variable may be expected as there was not enough statistical power in the 
data to show that this variable was indeed significant. In fact, as seen in the full model (Table 
4.24), the p-value of attitudes toward the EPT was 0.16, suggesting that had there been more 
power in the data, the attitudes toward the EPT would likely have shown a significant effect on 
predicting students’ placement level. Based on students’ surveyed self-reports, it was observed 
that controlling for instructors’ judgments about student attributes did not contribute to 
significance in predicting students’ placement level. Thus, one can conclude that, with the 
current findings, there is only weak evidence to support the third extrapolation assumption. 
4.11. RQ 6d. Instructors’ judgments of student attributes 
 When it came to evaluating students’ attributes, the 101B instructors showed slightly 
more optimism and praise than 101C instructors. The 101C instructors were somewhat more 
critical and cautious, noticing a wider ability range of 101C students than did 101B instructors 
about their 101B students. As shown in Table 4.25, both 101B instructors expressed positive 
quality (7 out 33 ATTITUDE markers, 21%) and positive satisfaction (6 out of 33 ATTITUDE 
markers, 18%) as well as negative quality (4 out 33 ATTITUDE markers, 12%) and negative 
satisfaction (4 out 33 ATTITUDE markers, 12%) about their students’ attributes. About 40% (14 
out of 33 ENGAGEMENT markers) of the statements were expressed as monogloss, and about 60% 
(20 out of 33 GRADUATION markers) of the total statements were expressed as force-raise. On the 
other hand, all four 101C instructors expressed positive satisfaction (9 out of 55 ATTITUDE 
markers,16%) and negative satisfaction (9 out of 55 ATTITUDE markers, 16%), equally, and this 
was followed by negative quality (7 out of 55 ATTITUDE markers, 13%), negative security (6 out 
of 55 ATTITUDE markers, 11%), and positive quality (6 out of ATTITUDE markers, 11%), as seen 
in Table 4.27. About 45% of the ENGAGEMENT markers were expressed as entertain, and in terms 
of GRADUATION, over half of these statements were expressed as neutral. 
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Table 4. 25  
Attitude of 101B instructors toward student attributes 

















































Total 14 Total 6 Total 13 
 
Table 4. 26  
Engagement and graduation of 101B instructors toward student attributes 





















Total 33 Total 33 
 
Table 4. 27  
Attitude of 101C instructors toward student attributes 

































































Table 4. 28  
Engagement and graduation of 101C instructors toward student attributes 





















Total 55 Total 55 
Overall slightly more neutral to positive opinions were shared by 101B instructors, 
potentially due to instructors recounting more students who were particularly outstanding in their 
classes (see examples 21 and 22). Conversely, 101B instructors avoided negatively judging 
students’ attributes unless they were shown to perform very poorly in class. In other words, the 
101B instructors tended to remain neutral or positive in their judgments, and critical evaluations 
were shared only if they recalled students who performed much worse than their peers. 
(21)  R: Was there any variation from student to student? 
Instructor 10040: Yeah, so that student, that particular student that would do well 
in 101C [+cap, entertain, force-raise], I said my expectation of her is really high 
[+qual, proclaim force-raise]. I think she will be able to do much better than 
others [+cap, entertain, force-raise]. 
(22)  So for the students that I gave them like above 80 [+qual, monogloss, neutral], I 
put that I have high expectations of those [+qual, monogloss, force-raise], but like 
those who are really weak [-qual, monogloss, force-raise], I said low expectation 
[-qual, proclaim, neutral] and I had some neutral [+qual, monogloss, neutral] 
because I really don’t know them yet. (Instructor 10041) 
As seen in text (21) and (22), instructors used force-raise to distinguish their expectations for 
high-performing students from the rest of the class. In fact, Instructor 10041 reported that she did 
not lower her expectations unless a student was shown to be “really weak” with his/her writing. 
Both instructors in fact stated that they avoided giving too many negative evaluations because 
their interactions with the students were limited to the first four weeks of class. 
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On the other hand, all four 101C instructors recollected more negative than positive 
instances of their students’ attributes (23). But similar to 101B instructors, because 101C 
instructors had limited interactions with their students, they were also cautious about being 
overly certain in their judgments. Even so, the 101C instructors recalled more of their students 
who fell short of their expectations than those who excelled in their class. And while 101C 
instructors remained more critical in their judgment than 101B instructors, they also hedged their 
criticisms more to avoid sounding too judgmental. 
(23)  Those students, linguistically speaking, they’re good [+cap, monogloss, 
neutral]…. We do things together yet when it comes to submitting assignment, 
those very few students, I can see that there are major issues in their writing  
[-qual, monogloss, force-raise] that makes me feel like you’re supposed to have 
been in the lower level [-sat, entertain, force-raise]. (Instructor 20064) 
Text (23) shows an example of a 101C instructor who expressed dissatisfaction with his 
underperforming students who were only a few in number. While the instructor pointed out that 
these students did not have grammatical issues per se, from the instructor’s point of view, they 
struggled with other aspects of writing such as organization and development of ideas. Text (23) 
further shows an instance in which the instructor hedged (i.e., “that makes me feel like…”) his 
critique in part due to his limited interaction with the students. 
One possible reason that 101B instructors shared slightly more positive views of their 
students than 101C instructors did may be that it is easier to notice high-performing students than 
low-performing students in a lower-level writing course. In the same vein, 101C instructors may 
have shared slightly more negative views of their students than did 101B instructors because it 
would be easier to detect struggling students in a higher-level writing course. Another related 
explanation may be that 101B instructors would expect the average 101B student to have 
minimum writing proficiency, whereas 101C instructors would expect the average 101C student 
to demonstrate stronger writing competency. Thus, students who demonstrated better or worse 
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than instructors’ expectations were likely to be better remembered than students who fell within 
the class average; these views were frequently shared by the six instructors. These findings are in 
line with the findings reported by Kaiser et al. (2013) who found that there exists a bidirectional 
relationship between student engagement and instructor judgment. On one hand, student 
engagement may be affected by how an instructor judges his/her students. On the other hand, 
instructor judgment may be affected by how a student chooses to present himself/herself in the 
instructor’s class. Although it was too early in the semester for the 101B and 101C students to be 
affected much by their instructors’ judgments, and still too early for instructors to make 
substantive judgments about their students’ attributes, all six instructors reported that their 
evaluations were generally more positive for students who were attentive and responsible, and a 
bit more critical towards students who were difficult. 
To summarize, the 101B instructors were neutral to positive in their evaluations of their 
students’ attributes. Instructors were critical only when a particular student was shown to be 
struggling much more than other students. The 101C instructors expressed more critical 
judgments than the 101B instructors. When they passed a critical judgment, these instructors 
hedged in order to avoid appearing too severe. However, because there were only two 101B 
instructors and four 101C instructors who could participate in the study, their views may not be 
generalizable to other 101B and 101C instructors. Some similarities were also shown between 
the two groups of instructors. First, the 101B and 101C instructors were generally careful in 
expressing their views, positive or negative, because of the little time and interaction they had 
shared with their students. Second, many students were judged to have “average” student 
attributes (as reported both on the survey and in the interview); however, those who showed 
exceptional attentiveness and strong responsibility in their coursework were judged overall more 
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favorably, whereas those who were especially difficult to work with were judged less 
approvingly. 
4.12. Discussion of the third extrapolation assumption 
 To evaluate the third extrapolation assumption, that ESL students’ performance on the 
EPT is related to their self-assessment of written English proficiency controlling for instructors’ 
judgments about student attributes, the findings of research questions 3 and 6d, along with the 
findings of 5a-5c (see sections 4.2-4.4), were utilized. In this section, a summary of the findings 
is presented and the evaluation of the third extrapolation is discussed. 
 As seen with the first extrapolation assumption, there exists no strong evidence to support 
the third extrapolation assumption; rather, the findings once again point to evidence for the first 
condition of rebuttal. The findings from the binary logistic regression (RQ 3) shows us that 
controlling for instructors’ judgments about student attributes did not differentiate how students 
in 101B and 101C self-assessed their writing process, writing quality, and overall academic 
writing proficiency. Holding constant the instructors’ judgments about student attributes did not 
change the main terms (i.e., writing variables) and this would suggest that students’ self-
assessments of their writing ability were not much affected by how their current instructors 
considered them as students. In many ways this would be expected since students and instructors 
would not yet have had much interaction or opportunities to give and receive feedback. It was 
nevertheless an important variable to investigate as previous studies raised the potential impact 
that teacher judgments may have on students’ performances and self-perceptions. Next, the 
findings from the APPRAISAL analysis (RQ 6d) revealed that 101B instructors were slightly more 
positive about and 101C instructors were slightly more critical of their students’ attributes. 
Although this slight difference did not significantly differentiate placement level, the small 
difference was observed during the qualitative analysis as a result of instructors discussing not 
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only students who were considered part of the class average but also those who were 
exceptionally above or below the class average. However, as these especially high- and low-
performing students were few in number, instructors indicated that most students exhibited 
similar levels of attributes in terms of academic achievement, participation, peer-interactions, 
student-teacher interactions, and homework completion.  
 As mentioned previously, one reason for the lack of significance may be due to 
instructors and students having limited interaction with each other prior to completing the survey 
and the interview. Consequently, students’ self-evaluations were likely not affected by their 
instructors’ judgments. While the findings of the current study deviate from the findings of 
previous literature that argue for the profound impact that instructors have on their students’ 
classroom and test performances, this can be explained by limited feedback and exposure that 
students have had with their ESL instructors. 
4.13. RQ 4. Instructors’ judgments of students’ writing 
The next four sections detail the results and discussion of research questions 4, 6a, 6b, 
and 6c, which are all related to the fourth extrapolation assumption: ESL students’ performance 
on the EPT is related to instructors’ judgments about students’ written English proficiency. 
Later, a summary of the quantitative and qualitative findings is presented. As a reminder, the 
ordering of the research questions is quantitative questions first (i.e., research questions 1, 2, 3, 
and 4) and qualitative questions later (5a-5e and 6a-6d). 
With instructors, covariates were not added and therefore the formula is simplified to 
students’ placement level (dependent variable) being a function of a single writing variable (e.g., 
writing process). Because the number of writing variables that were examined did not change, 
six different binary logistic models were tested for instructors, again to observe whether any of 
the writing variables would be significant in predicting students’ placement level. As seen with 
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the student models, the variable is considered a statistically significant predictor (either at the 
0.05 or 0.10 significance level) if the writing variable is found to be significant. As can be seen 
in Table 4.29, the findings show that instructors’ judgments of students’ writing process and 
students’ overall academic writing proficiency were found to be statistically significant in 
predicting students’ placement levels. 
Table 4. 29  
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Ignoring all other variables, for a one-point increase in instructors’ judgment of the 
students’ writing process, the predicted odds of a student being in 101B is 1.07 times that of 
101C (that is, the odds of a student being in 101C is 0.93 times that of 101B) with a 95% 
confidence interval of 1.01 and 1.16 for the population. Similarly, ignoring all other variables, 
for a one-point increase in instructors’ judgment of the students’ overall academic writing 
proficiency, the predicted odds of a student being in 101B is 1.10 times that of 101C (or, the 
odds of a student being in 101B is 0.91 times that of 101C) with a 95% confidence interval for 
the population of 1.04 and 1.17. Although there was a small but significant difference in how 
101B and 101C instructors judged their students’ writing process and overall academic writing 
proficiency, the effects were small and therefore the findings provide only weak support for the 
fourth extrapolation assumption. 
When we include all the variables into a binary logistic model to produce a full model, 
the variables that were found to be significant in predicting students’ placement levels were 
writing process, grammar and lexis, and overall academic writing proficiency. In other words, 
instructors’ judgment about students’ writing process was statistically significant in predicting 
placement level after controlling for instructors’ evaluations of students’ organization, arguments 
and details, grammar and lexis, conventions, and overall academic writing proficiency. This 
same line of argument is applied to the variables grammar and lexis and overall academic writing 
proficiency: Instructors’ judgment about students’ grammar and lexis was statistically significant 
in predicting placement after controlling for all other writing variables that were evaluated by 
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instructors. In the same vein, instructors’ judgment about students’ overall academic writing 
proficiency is statistically significant in predicting placement after controlling for instructors’ 
evaluations of all other writing variables.  
To determine the model with the most significant variables in predicting placement, a 
stepwise selection was again conducted using the R function step() (see Appendix H, Table H.2). 
Based on the stepwise selection analysis, a model that added grammar and lexis and overall 
academic writing proficiency yielded the strongest prediction model based on its AIC value. 
While writing process was eliminated in the final stepwise selection analysis, upon closer 
inspection, the writing process variable was in fact the second to last variable to remain in the 
model before it was eliminated; the AIC value had only decreased from 102.18 to 101.72. In 
other words, the model including the writing process was not much different from the model 
excluding the writing process. Despite its elimination in the final stepwise selection, it can be 
argued that writing process remains a potentially important variable to be considered in future 
analyses because it was a significant variable in predicting placement level on its own and in the 
full model. 
When we compare the significant predictors identified in the instructor models (i.e., 
writing process, grammar and lexis, and overall academic writing proficiency) to the student 
models (i.e., writing process and grammar and lexis), the writing process and grammar and lexis 
are shown to have a significant but small effect on predicting placement level. Once again, this 
reveals that the current findings can only weakly support the second and fourth extrapolation 
assumptions. 
To add, despite writing process and grammar and lexis appearing to be significant 
variables both in the student and instructor models, this is not to say that the instructors and 
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students agreed on their ratings. For example, the averages and standard deviations of students’ 
and instructors’ responses show us that overall, students self-evaluated their writing process and 
grammar and lexis more highly than the instructors did (see section 3.6.1). This observation 
seems to confirm the findings of previous research (e.g., Lindblom-ylanne et al., 2006) where 
instructors were found to apply more rigor in their evaluations of L2 students’ writing than 
students did. As the current findings show, this appears to hold true even early on in the semester 
when instructors had limited data to draw on for their evaluations (for example, diagnostic exams 
and first drafts of students’ writing assignment), and students had not received much feedback on 
their writing. Students were on average more optimistic than their instructors about their own 
performance. However, as the averages of the students were drawn from a much wider sample 
than that of the instructors, additional studies are required to confirm that instructors are indeed 
more severe than students with regards to students’ writing. 
Additionally, the findings from the disattenuated Pearson correlation coefficients and 
95% confidence intervals show us that students and instructors did not often agree on their 
survey ratings (see Appendix I). Disattenuated Pearson correlation coefficients were calculated 
because they remove measurement error yielding greater precision. Confidence intervals were 
calculated to determine whether these correlation estimates were significant. It turns out that 
there were no significant associations between instructors’ ratings and students’ ratings in terms 
of writing process, organization, arguments and details, grammar and lexis, conventions, and 
overall academic writing proficiency. The inconsistent agreement between students and 
instructors would also partially explain why some of the predictors that were found significant in 
the instructor models (e.g., overall academic writing proficiency) were non-significant in the 
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student models. In the next section, the findings of the APPRAISAL analysis are reported, 
beginning with instructors’ judgments about students’ writing process. 
4.14. RQ 6a. Instructors’ judgments about writing process 
Instructors’ judgments about students’ writing process were generally similar except that 
the 101C instructors exhibited somewhat more severity than 101B instructors did. In this section, 
the evaluations expressed by the 101B instructors and the 101C instructors are reported. Table 
4.30 shows the frequencies of ATTITUDE markers expressed by the two 101B instructors toward 
students’ writing process. 
Table 4. 30  
Attitude of 101B instructors toward students’ writing process 
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Table 4. 31  
Engagement and graduation of 101B instructors toward students’ writing process 





















Total 28 Total 28 
 
Between the two instructors, the most frequently expressed markers were related to 
judgment, in particular, positive capacity, and the least frequently expressed markers were 
associated with affect (only dissatisfaction were expressed). Appreciation markers were 
expressed almost half as often as were judgment markers. When asked to describe students’ 
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writing process, the 101B instructors judged the writing process mainly in terms of students’ 
capacity. This is expected given that within a classroom setting, writing process can be observed 
only by what is demonstrated by students. Thus, instructors used positive and negative capacity 
more than other kinds of ATTITUDE markers. Appreciation markers were also present to describe 
the writing process, often to say whether a certain phrase was used correctly, appropriately, or 
was of good quality. When instructors described their attitudes, they used a combination of 
monoglossic and heteroglossic statements and force-raise and neutral markers, as Table 4.31 
shows. Because the survey and interview were taken early in the semester, the 101B instructors 
expressed reservations when they were asked to evaluate their students’ writing process (see 
example 24). Although they noticed some variation among students, some doing better than 
others, generally they felt that students needed additional support with their writing process. 
Moreover, it was found that instructors gave higher ratings for students who followed their 
instructor’s expectations and lower ratings for students who did not meet their instructor’s 
expectations (25). Positive evaluations were frequently followed by negative evaluations; often 
the positives were hedged using either entertain and/or force-lower or neutral markers. 
(24)  It’s very difficult for 101B students [-comp, monogloss, force-raise]. Some 
students do not spend much time outlining [-sat, monogloss, force-lower]. They 
just do their work and finish their work before the deadline without much effort to 
revising and editing [-sat, monogloss, force-lower]. (Instructor 10040) 
(25)  For the revising and editing, I counted [+cap, entertain, neutral] like, if they 
followed what I told them to write their essay and then go back and look at the 
student model that we have in the book, if they have followed those or not 
[+norm, entertain, neutral]. (Instructor 10041) 
 Texts (24) and (25) show examples of how 101B instructors evaluated 101B students’ 
writing process. Both instructors were particularly concerned with students’ revising and editing: 
Although not every student struggled with these, Instructor 10040 found that many students fail 
to revise and edit properly as a result of finishing their essays the night before the deadline; 
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Instructor 10041 limited those she “counted” as having the capacity to revise and edit based on 
their ability to fully follow her expectations. Compared to 101B students’ self-evaluations, 
instructors were more stringent than students with regards to judging students’ level of writing 
process. Whereas the 101B students tended to positively judge their writing process, the 101B 
instructors tended to restrict these positive judgments to only a handful of students who clearly 
took the time and effort to outline, draft, revise, and edit their work. 
Next, Tables 4.32 and 4.33 show the ATTITUDE, ENGAGEMENT, and GRADUATION markers 
of the 101C instructors. The 101C instructors raised more critical evaluations of students’ writing 
process than did 101B instructors. High frequencies of dissatisfaction, negative capacity, and 
negative balance were expressed by the 101C instructors. However, similar to 101B instructors, 
101C instructors have even numbers of monoglossic and heteroglossic statements and force-raise 
and neutral markers. 
Table 4. 32  
Attitude of 101C instructors toward students’ writing process 





















































Table 4. 33  
Engagement and graduation of 101C instructors toward students’ writing process 
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 Text (26) exemplifies an instance of the 101C instructors’ critical perception of their 
students’ writing process:  
(26)  When I had them do the peer review, however, they seem to go through it too 
quickly in my opinion [-sat, entertain, force-raise]. There were a few students that 
I said, “are you sure you’re going through everything thoroughly because you’re 
already done” [-sat, monogloss, force-raise]. Now there were other students who 
were, I thought, were, you’re doing a nice job [+qual, entertain, neutral]. 
(Instructor 20065) 
Here, the 101C instructor doubted that his students had successfully followed the review process 
when students were left to their own devices. By asking, “Are you sure you’re going through 
everything thoroughly because you’re already done,” the instructor subtly expressed his 
dissatisfaction that students could not have reviewed a full essay in such a short amount of time. 
However, the same instructor acknowledged that not all students struggle to the same extent; 
clearly, some had followed the instructor’s directions and reviewed their peers’ essays. As it 
turns out, similar to the 101B instructors, the 101C instructors also relied on the extent to which 
students followed instructors’ expectations to judge students’ writing process (27): 
(27)  I remember very few, like one, two, three students that I answered negatively  
[-cap, monogloss, neutral] because when I shared with them that they need to 
have a clear focus [-sat, monogloss, neutral], they didn’t follow [-norm, 
monogloss, neutral]. They didn’t revise in a way I expected them to do [-norm, 
monogloss, neutral]. (Instructor 20066) 
In example (27), Instructor 20066 stated that students who failed to fully follow her 
feedback were judged more severely than those who addressed her feedback because it gave her 
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the impression that students were unaware of what a revision meant. Although following an 
instructor’s expectations does not mean that a student independently engages with the writing 
process, the 101B and 101C instructors reported that students who follow through with the 
writing process (by completing what was asked of them) generally produce better quality essays 
than those who ignore or fall short of their instructors’ expectations. 
In summary, the 101C instructors expressed slightly more negative judgments toward 
students’ writing process than did the 101B instructors. A potential reason may have to do with 
the assignments given in 101C and 101B. In 101C, assignment requirements are more complex 
and longer in length than in 101B (and this was indeed reported by instructors who taught both 
101B and 101C); and therefore, 101C students must put in more effort to produce the same 
quality essay. For example, for their first assignment, 101B students had to describe a green 
place and 101C students were asked to write about whether consumerism was good or bad for 
society. It can be claimed that, describing a place, although requires some degree of planning, is 
not as demanding as arguing one’s position on the morals of social consumerism. Even if the 
topic was of high interest to the student, 101C students would likely have to spend extra time 
than the 101B students in planning, drafting, revising, and editing their essays. Any student who 
failed to follow a thorough writing process for this first assignment would have been penalized, 
as was observed by the 101C instructors. 
Both 101B and 101C instructors’ judgments were based on what they observed in class 
and drafts that were submitted to the them. In particular, revising and editing and meeting 
readers’ expectations and needs appeared to be the biggest areas of concern for 101B and 101C 
instructors. This may be due to the fact that instructors were able to observe these aspects of 
writing more easily than others, given that all instructors initiated some form of peer review and 
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editing in class. Aspects of the writing process that were more difficult to judge were prewriting 
and drafting, as these were usually expected to be done at home or were merely checked for 
completion (without providing any substantial feedback). To conclude, although 101C 
instructors had expressed more concerns, both groups of instructors were certain that their 
students, including those who showed a lot of promise, needed more work on improving their 
prewriting, drafting, revising, and editing skills. 
4.15. RQ 6b. Instructors’ judgments about writing quality 
 Overall, the 101B and 101C instructors evaluated students’ writing quality similarly, with 
the exception of grammar and lexis. The 101B instructors evaluated their students’ grammar and 
vocabulary more critically than 101C instructors assessed their students’. In this section, the 
instructors’ views on students’ writing quality are discussed. Tables 4.34 and 4.36 show 101B 
and 101C instructors’ judgments about students’ organization, arguments and details, grammar 
and lexis, and conventions. Whereas 101B instructors expressed equal numbers of positive and 
negative capacity, 101C instructors expressed more negative than positive capacity. Moreover, 
both groups of instructors expressed high proportions of negative balance. As shown in Tables 
4.35 and 4.37, monoglossic and heteroglossic statements were expressed in equal numbers; 




Table 4. 34  
Attitude of 101B instructors toward students’ writing quality 

















































Total 10 Total 31 Total 27 
 
Table 4. 35  
Engagement and graduation of 101B instructors toward students’ writing quality 
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Table 4. 36  
Attitude of 101C instructors toward students’ writing quality 





















































Table 4. 37  
Engagement and graduation of 101C instructors toward students’ writing quality 
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 As seen with students’ self-evaluations of their writing quality, the 101B and 101C 
instructors noted similar strengths and weaknesses with regards to students’ writing. Overall, 
101B and 101C instructors recalled most students having awareness of organizing a general five-
body paragraph essay. Furthermore, they noted that most students did not exhibit major issues 
with spelling, especially as they were expected to use software programs such as Grammarly to 
correct their spelling errors. However, instructors at both levels found that students struggled 
with developing arguments and details and organizing their ideas within paragraphs properly. 
Source use was the most difficult area for judgment as students were not expected to integrate or 
cite sources in their first assignments. As a result, both groups of instructors tended to give 
students a neutral rating unless students had used sources in their essays (which was more 
common among 101C students than 101B students). Consequently, with regards to source use, 
ratings given by 101C instructors showed more variation: Students who used accurate and 
appropriate sources were judged more positively, and students who failed to use accurate and 
appropriate sources were judged more negatively. As the number of students who demonstrated 
strong use was small, instructors judged that most 101B and 101C students did not have strong 
source use knowledge or skills. This would also explain the non-significant effect that was found 
with the conventions variable as most instructors to give more positive ratings on spelling and 
more neutral ratings on source use. 
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 On the other hand, instructors differed somewhat when it came to judging students’ 
grammar and vocabulary knowledge and use. Once again, 101B instructors observed that without 
the aid of technology, many students struggled with grammar and vocabulary (see example 28). 
Instructor 10040 further noted that students’ written grammar was weak regardless of the quality 
of students’ spoken English: 
(28)  R: How do you think about 101B students’ grammar and academic vocabulary? 
 Instructor 10040: Very weak, very weak [-cap, monogloss force-raise]. Some 
students are very good at speaking [+cap, monogloss, force-raise], but sometimes 
their English is just broken [-cap, entertain, force-lower]. Sometimes I have to 
make many many corrections about grammar and vocabulary as well [-sat, 
entertain, force-raise]. 
Whereas 101B instructors considered most students’ grammar and vocabulary to be 
problematic, except for Instructor 20067, the other three 101C instructors believed that their 
students did not encounter major issues with grammar or vocabulary. However, Instructor 20066 
noted that students’ grammar and vocabulary were found to be non-problematic as a result of 
students’ avoiding the use of more complex sentence structures and vocabulary words (29). 
Instructor 20066 believed that the fear of earning bad grades affected students’ choice to use 
only grammar and vocabulary that were familiar to them. 
(29)  For grammar, for almost 99% of the students, they used very simple sentence 
structure [-bal, monogloss, force-raise] and I think they were afraid [-sec, 
entertain, neutral] that if they write more complex sentences, dependent, 
independent clauses, that they’re going to risk having lower grades [-sec, 
entertain, neutral] so they want to be on the safe side [+incl, monogloss, neutral]. 
(Instructor 20066) 
 The above instructor’s observation is close to what was reported by 101C students with 
regards to their grammar and vocabulary use (see section 4.3 for more detail). Some 101C 
students believed their lack of advanced grammar and vocabulary application to be a major 
drawback in their writing. Although these students did not specifically mention that their 
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avoidance was due to the fear of earning bad grades, many 101C students reported that earning 
As and having a good GPA were major motivators. 
 To conclude, except for grammar and vocabulary, the 101B and 101C instructors shared 
similar judgments about students’ writing quality. As with the writing process, all six instructors 
agreed that the students placed into 101B and 101C would benefit from taking extra semesters of 
academic writing courses to improve their arguments and details and source use skills, including 
those who were clearly better-performing than the rest of the class. At the same time, the 101C 
instructors expressed slightly more positive comments than 101B instructors regarding students’ 
grammar and vocabulary. This is partly due to students being able to access various web-based 
sources that would help improve their grammar and vocabulary errors; thus, the 101C instructors 
did not express as much concern as with other aspects of writing. On the other hand, the 101B 
instructors noticed that grammar and vocabulary were major issues in the absence of technology 
and felt that 101B would be opportune for students who were especially inadequate in their 
grammar and vocabulary knowledge. While the average 101C student might demonstrate better 
grammar and vocabulary use than the average 101B student, as mentioned by Instructor 20066, 
students still needed to work on using more complex grammar and vocabulary in their writing. 
4.16. RQ 6c. Instructors’ judgments about overall academic writing proficiency 
When it came to judging overall academic writing proficiency, slight differences were 
observed in how the 101B and 101C instructors evaluated their students. In general, the 101B 
instructors were more neutral to positive in their assessment whereas the 101C instructors 
expressed a wider range of both critical and positive assessment. In this section, these findings 
are discussed in more detail based on the APPRAISAL features that were detected during the 
analysis (see Tables 4.38-4.40). To briefly summarize, the following features were frequently 
observed in the 101B instructors’ responses: satisfaction (5 out of 33 ATTITUDE markers, 15%), 
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positive quality (6 out of 33 ATTITUDE markers, 18%), positive capacity (6 out of 33 ATTITUDE 
markers, 18%), dissatisfaction (7 out of 33 ATTITUDE markers, 21%). On the other hand, the 
features observed in the 101C instructors’ responses were as followed: satisfaction (6 out of 54 
ATTITUDE markers, 11%), positive capacity (8 out of 54 ATTITUDE markers, 15%), negative 
capacity (8 out of 54 ATTITUDE markers, 15%), and negative satisfaction (10 out of 54 ATTITUDE 
markers, 19%). Whereas the 101B instructors used even numbers of monoglossia and entertain 
and more force-raise, the 101C instructors used monoglossia and disclaim, and approximately 
the same number of force-raise and neutral GRADUATION markers. Although the number of 
ENGAGEMENT and GRADUATION markers slightly varied between the two groups of instructors, it 
seemed that these differences were more related to individual speaker’s style rather than 
tendencies exhibited by all members of the same group. Moreover, such differences did not 
markedly change what attitudes were ultimately conveyed by the 101B and 101C instructors. 
Table 4. 38  
Attitude of 101B instructors toward students’ academic writing in English 





















































Table 4. 39  
Engagement and graduation of 101B instructors toward students’ academic writing in English 





















Total 33 Total 33 
 
Table 4. 40  
Attitude of 101C instructors toward students’ academic writing in English 
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Table 4. 41  
Engagement and graduation 101C instructors toward students’ academic writing in English 





















Total 54 Total 54 
 
The 101B instructors frequently used positive satisfaction, positive quality, and positive 
capacity to express their positive ratings of students’ overall academic writing proficiency; 
negative satisfaction along with other negative ATTITUDE markers was less used. Given that the 
101B instructors were generally positive with their evaluations of 101B students’ writing process 
and writing quality, one would expect that their evaluations of students’ overall academic writing 
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proficiency would lean more toward the positive than the negative side (see examples 30 and 
31). 
(30)  Instructor 10040: Because academic writing is the only source I can infer, I can 
base 
 R: So did you give neutral? 
 Instructor 10040: Again, the same rating for academic writing [+qual, monogloss, 
neutral] 
 (31)  Instructor 10041: Ok, I have 20 students I think and ten of them could be placed 
in C [+cap, entertain, force-lower] 
 R: So about half of them? 
 Instructor 10041: Half of them because I have experience teaching 101C and I 
know that we are covering all of these again in 101C. I think 101B would be for 
people who have really low placement score [-qual, entertain, force-raise] and 
their writing is terrible [-qual, entertain, force-raise]. 
As can be seen in texts (30) and (31), the 101B instructors generally assigned neutral to 
positive ratings for most students based on the works that student had completed in the first three 
weeks of class. Instructor 10040 felt that most students were average in terms of their academic 
writing proficiency whereas Instructor 10041 felt that half of the students would do just as well 
in 101C as they would in 101B because much of the 101B content was repeated in 101C. While 
both instructors felt positively toward their students’ overall academic writing proficiency, they 
did not think that there was any student who would do well without taking at least one ESL 
course. Although it is difficult to generalize based on the accounts of only two instructors, this 
finding is noteworthy because it reveals that the instructors of 101B students (at least in the 
beginning) tend to see students and their writing in a more positive light no matter their 
placement level; despite handing out positive ratings, their agreement is not the same as 
suggesting that students were misplaced or that ESL would not be useful. On the contrary, the 
101B instructors fully supported that at least one ESL course was necessary for their students. 
The 101C instructors, on the other hand, ascertained that there was a wide ability range of 
students and these were expressed as positive satisfaction and capacity and negative satisfaction 
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and capacity (32). What is more, as with writing process and writing quality, the 101C 
instructors tended to notice the weaker performers more often than the top performers during the 
interview (33). 
(32)  Because I had to base it on the essays that they turned in and so there were, I 
don’t think there were any that were way in one direction or the other. It tended to 
be, you know, somewhat poor [-cap, entertain, force-lower] or, you know, hedged 
poor [-cap, proclaim, force-lower] or hedged good [+cap, monogloss, force-
lower]. (Instruct 20065) 
(33)  As I told you, some of my students, their level is way below, their level is below 
the level of this class, which makes it psychology-speaking, really hard for them 
to do well because it will affect their self-image. (Instructor 20064) 
Text (32) shows us that Instructor 20065 was careful not to give any individual 
particularly high or low scores on their overall academic writing proficiency, and this was due to 
the instructor’s lack of complete familiarity with the students’ writing. Even so, the instructor 
recounted more instances of students who were “somewhat poor” or “hedged poor” more often 
than those who were the contrary. Like Instructor 20065, Instructor 20064 was more concerned 
about the poor-performing students in his class. He believed that these students were not on par 
with their classmates because they were somehow affected by the fact that they were directly 
identified as ESL students (by being placed into an ESL course). To back his point, he recalled 
instances where these students avoided asking questions, participating in class discussions, or 
seeking help from the instructor after class. If they were confident in their abilities, the instructor 
thought that these students would have no problem asking for help or getting involved in class 
discussions. Although other reasons may be involved with students’ unwillingness to speak out 
in class, it is plausible that students may not give their best performance in 101C because their 
level of confidence was challenged as a result of being labeled an ESL student. On the other 
hand, it is also likely that these students’ inactions were due to resentment at being placed into an 
ESL course, especially if they share a relatively long history of learning English in their home 
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country and elsewhere. This was certainly expressed by some of the interviewed students and 
other 101C instructors who have also observed students who were not pleased with the 
placement decision, refusing direct help or association with the rest of the class. However, no 
matter how high or low students’ proficiencies were judged to be, all four 101C instructors 
agreed that all their students, even those who received 150/250 transfer credits at other 
universities, would benefit from taking at least one ESL course before moving on to English 150. 
In summary, the typical 101B instructor in this study was satisfied with how the average 
101B student performed in his/her class and considered the student’s overall academic writing 
proficiency to be satisfactory based on his/her three-week performance. However, the typical 
101C instructor was more selective and observed distinctions between what s/he considered high 
and low performers. Specifically, poor performers appeared to struggle not only with their 
writing but also with class participation. Despite these differences, both instructors agreed that 
ESL was beneficial for the student no matter how proficient s/he appeared to the instructor. This 
may be due to instructors having to make an assessment early on in the semester based on a few 
writing assignments; therefore, to avoid misjudgment, instructors were careful not to assume that 
any student, regardless of their current performance, had sufficient writing skills to move directly 
to the next writing level. 
4.17. Discussion of the fourth extrapolation assumption 
 The fourth extrapolation assumption, ESL students’ performance on the EPT is related to 
instructors’ judgments of students’ written English proficiency, was evaluated using the findings 
of research questions 4, 6a, 6b, and 6c. In this section, a summary of the findings is presented 
followed by a discussion of the fourth extrapolation assumption. 
 Based on the findings of the research questions stated above, there is weak evidence to 
support the fourth extrapolation assumption that students’ placement is related to instructors’ 
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judgments about students’ writing. Although instructors’ judgments about students’ writing 
process and overall academic writing proficiency are significant in predicting students’ 
placement level, these effects were minimal. Moreover, running the full model analysis and the 
stepwise selection analysis did not change the effects of the writing process, grammar and lexis, 
and overall academic writing proficiency, even though they appeared to be significant. 
Interestingly, the variables that were considered marginally significant based on students’ self-
evaluations (i.e., writing process and grammar and lexis) were also found to be somewhat 
significant based on instructors’ judgments. Likewise, the 101C instructors were more critical 
than were the 101B instructors about students’ writing process, and conversely, more lenient 
than the101B instructors with regards to students’ grammar and lexis. 
 The qualitative findings similarly reflected the quantitative findings. It was found that the 
101C instructors perceived their students’ writing process more critically than 101B instructors 
perceived their students’ writing process. Not only did 101C instructors express more negative 
capacity but they also shared more dissatisfaction. On the other hand, the 101B instructors 
expressed slightly more positive capacity about their students’ writing process, although they 
still shared some degree of dissatisfaction and negative capacity. With regards to writing quality, 
both groups of instructors shared similar sentiments, except about students’ grammar and 
vocabulary knowledge and use: The 101B instructors thought that many students showed issues 
with either grammar and/or vocabulary whereas the 101C instructors believed that only a few 
students had shown serious issues with their grammar or vocabulary knowledge and use. 
Although the 101C students were seen to have a better handling at grammar and vocabulary, the 
instructors also raised concerns that students did not actively incorporate more complex sentence 
structures or academic words into their essays. Finally, judgments about students’ overall 
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academic writing proficiency were somewhat different between the two groups of instructors: 
The 101B instructors considered that most students were performing well in their 101B 
coursework, but they also expressed their belief that all students need further improvement in 
their writing. The 101C instructors noticed a wider range of capability and reported that not all 
students performed at the level that instructors expected. Consequently, negative capacity and 
dissatisfaction were expressed to a larger degree by the 101C instructors than the 101B 
instructors. Still, all four 101C instructors maintained that all their students would benefit from 
taking 101C before moving on to English 150. As can be seen, the 101B and 101C instructors 
evaluated their students slightly differently in terms of students’ writing process, grammar and 
lexis, and overall academic writing proficiency. These differences were minor, however, and this 
can also be observed in the quantitative results where the effects of these significant variables 
were minimal (see Appendix J, Table J.4). Based on these findings, then, while there is no 
support for the fourth extrapolation assumption, there exists support for the second condition of 
rebuttal: The instructor’s judgment as an external criterion does not relate to students’ 
performance on the EPT as a result of comparing groups of students early in the semester and 
whose writing ability range is too narrow. Although self-assessments and instructors’ judgments 
are assessments that can reflect the TLU domain, this study suggests that when these instruments 
are applied early in the semester, to students (and their instructors) who are similar in their 
writing proficiency, one may not be able to find a strong positive relationship between test 




CHAPTER 5. CONCLUSION 
5.1. Summary of findings 
In this research, an evaluation of the extrapolation inference of the EPT was conducted 
using an argument-based approach to validation adapted from Li (2015) and Chapelle et al. 
(2008). Sufficient evidence that clearly shows a positive relationship between test scores and 
performances in the TLU domain (i.e., self-assessments and instructors’ evaluations) would 
warrant strong support for the extrapolation assumptions; on the contrary, evidence that shows a 
weak relationship between performances on the test and that of the TLU domain would not 
warrant support for the extrapolation assumptions. Rather, such evidence would be treated as 
backing for the conditions of rebuttal, which argue for an alternate proposition than the one that 
was stated within the extrapolation assumptions. This research was particularly interested in 
investigating the extent to which students’ self-assessments and instructors’ evaluations were 
related to students’ performances on the EPT writing test (see section 1.3.4 for more detail). 
Although self-evaluations and teacher judgments have been known to provide useful information 
on students’ language skills and proficiencies, research that investigate relationships between 
placement level and self-evaluations and teacher judgments are lacking. To that end, this study 
developed four extrapolation assumptions that were concerned with examining the relationship 
between EPT placement and students’ self-assessments and instructors’ judgments. The first 
three extrapolation assumptions were related to students’ self-assessments of their writing 
controlling for (1) attitudes toward the EPT, (2) attitudes toward technology use and/or outside 
help, and (3) instructors’ judgments about student attributes; the fourth extrapolation assumption 
was related to instructors’ judgments about students’ writing. Each extrapolation assumption was 
examined by surveying and interviewing 101B and 101C students and instructors. Survey 
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responses were analyzed quantitatively using binary logistic regression analysis (guided by 
research questions 1, 2, 3, and 4) and interview responses were analyzed qualitatively using 
APPRAISAL analysis (guided by research questions 5a-5e and 6a-6d). 
Controlling for students’ attitudes toward the EPT and instructors’ judgments about 
student attributes did not yield binary logistic models with significant variables that would 
predict students’ placement level. Additionally, findings from the APPRAISAL analysis also show 
that attitudes toward the EPT did not vary by placement level; rather, attitudes toward the test 
differed by three characteristically different groups which were observed among both 101B and 
101C students. The first group of students (i.e., resistant) expressed dissatisfaction and 
insecurity; the second group of students (i.e., optimistic) exhibited satisfaction and security; and 
the third group of students (i.e., impartial) shared both positive and negative satisfaction and 
security. In terms of instructors’ judgments about their students’ attributes, the 101B instructors 
expressed more neutral to positive judgments than the 101C instructors, and 101C instructors 
shared somewhat more critical judgments than the 101B instructors. However, these slight 
positive and critical judgments were reserved for students who showed noticeably better or 
worse performance than the class average. On the whole, most students were judged to have 
“average” attributes such as academic achievement, participation, peer-interactions, student-
teacher interactions, and homework completion. In other words, the majority of students were no 
better or worse than their peers when it came to these various attributes. Although the lack of 
significance observed in students’ attitudes toward the test do not converge with the findings of 
previous research (e.g., Bradshaw, 1990; Huhta et al., 2006; Urhahne, 2015); and the lack of 
significance observed in instructors’ judgments about student attributes do not align with the 
findings of studies concerned with instructor judgment (e.g., Rubie-Davies, 2010; Timmermans 
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et al., 2016; Timmermans & Rubie-Davies, 2018), the diverging outcomes of the present study 
may be due to methodological differences and different sampled populations for the 
investigation. The lack of evidence found in this study does not necessarily warrant dismissing 
students’ attitudes toward tests or instructors’ judgments about student attributes; rather it 
necessitates further investigation (see section 5.4 for more detail). However, based on the current 
findings, the first extrapolation assumption (ESL students’ performance on the EPT is related to 
their self-assessment of their written English proficiency controlling for their attitudes toward the 
EPT test) and the third extrapolation assumption (ESL students’ performance on the EPT is 
related to their self-assessment of their written English proficiency controlling for instructors’ 
judgments about students attributes) are not supported by the present study. Instead, the findings 
support the first condition of rebuttal that self-assessment as an external criterion does not relate 
to students’ performance on the EPT. 
The findings from the APPRAISAL analysis support the idea that writing process and 
grammar lexis may be important variables in distinguishing students at these two levels; 
however, it should be noted that such distinctions were fine rather than absolute. First, 101C 
students were able to elaborate on their strengths and weaknesses in more detail than the 101B 
students. Moreover, more 101C students reported changing their writing process from one 
context to the next; this would suggest that 101C students were more aware of how their 
processes might change depending on the writing situation. On the other hand, the 101B students 
tended to limit their responses to whether they can or cannot do something. Although writing 
process was more negatively self-assessed by the 101C students than the 101B students, this 
negativity seemed to arise more from self-awareness of their own strengths and drawbacks than 
101C students’ failure to engage with any of the steps in the writing process. Conversely, the 
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101B students’ overall positive self-evaluations may be much more optimistic than would be 
expected. When it came to self-evaluating their attitudes toward technology use and/or outside 
help, both 101B and 101C students expressed positive reactions to using technology such as 
Grammarly and Google applications, and in-person assistance. Although the quantitative 
findings suggest that there was a small but significant difference between 101C and 101B 
students’ attitudes (with 101C students being slightly more positive than 101B students), the 
interviewed 101B and 101C students showed an overwhelmingly positive response to using 
technology and guidance from their instructors, tutors, and peers. It may be that the recruited 
101B students had greater experience using technology and seeking help from other people. 
Another explanation may be that less-experienced 101B students were introduced to technology 
and on-campus resources in class and had developed a more favorable attitude toward these 
between participating in the survey and the interview. Although attitudes toward technology use 
and/or outside help may not be the only factor that is related to how students perceive their own 
writing process, students were aware that external resources were not only facilitative but also 
integral to their way of writing. Thus, the qualitative findings confirm that technology use and/or 
outside help and writing process, albeit small, may be important variables in predicting students’ 
placement level. The importance of technology and in-person assistance for L2 student writers 
have been well-reported (e.g., Hegelheimer 2006; Hegelheimer & Fisher, 2006; Weigle & 
Nelson, 2004; Williams, 2004) and the current study supports this view to a small degree. It also 
supports the idea that writing process remains a challenging aspect of writing for many first-year 
non-native speakers of English (Kolb et al., 2013). However, this study adds to our 
understanding by noting that while students may be aware of the value of the writing process, 
their lack of interest in writing and in the course may not encourage them to engage with 
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prewriting, drafting, revising, and editing. In addition, the fact that students at both levels were 
on average optimistic about their writing proficiency is another interesting finding. Indeed, the 
average self-ratings given by the 101B students and the 101C students were not very different 
(see section 3.6.1); this would lend some support for lower-level learners over-estimating their 
language skills (Butler & Lee, 2010; Ross, 1998, 2006). At the same time, students’ tendency to 
give more positive than negative self-evaluations confirm Heilenman’s (1990) argument that 
students generally position themselves in the positive to avoid negative social judgment. 
Identification of variables that would strongly distinguish 101B students from 101C students was 
not possible, reflecting the much-narrowed ability range between 101B and 101C students (as 
this was also observed in instructors’ responses). Based on the findings of this study, evidence to 
support the second extrapolation assumption is minimal; rather, the evidence backs the first 
condition of rebuttal that self-assessment as an external criterion in this study does not relate to 
students’ performance on the EPT as a result of comparing groups of students early in the 
semester and whose writing ability range is too narrow. 
With regards to instructors’ judgments about students’ writing, writing process and 
overall academic writing proficiency (each in the absence of all other variables) were found to be 
once again significant but small in predicting placement level. Consequently, the evidence at 
present better supports the second condition of rebuttal rather than the fourth extrapolation 
assumption; in other words, the instructor’s judgment as an external criterion does not relate to 
students’ performance on the EPT as a result of comparing groups of students early in the 
semester and whose writing ability range is too narrow. Based on the qualitative findings, the 
101C instructors were, as seen with the students, more critical than 101B instructors with regards 
to students’ writing process, and more lenient regarding students’ grammar and lexis. However, 
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reasons for attributing such evaluations somewhat varied between students and instructors. While 
101C students had critiqued their own strengths and weaknesses (rather than generalizing it to 
the whole 101C student population), the 101C instructors tended to distinguish students in high-, 
middle-, and low-performing groups. And while 101B instructors were generally more positive 
than were 101C instructors with their evaluations, the 101B instructors were nevertheless more 
critical than their own students with regards to students’ writing process and writing quality. 
Instructor severity converges with prior research that have also found that instructors were more 
severe than their students in their evaluations (Lindblom-ylanne et al., 2006). In fact, the ratings 
assigned by students and instructors were highly inconsistent (see Appendix I), suggesting that 
individual students and their respective instructors did not agree on what counted as good (or 
bad) writing. This is not to say that instructors were necessarily more correct in their assessment 
than their students, but it is telling that such highly inconsistent agreements were observed in the 
current study because it partly suggests that students and instructors have very different 
understandings about what qualifies as good and bad writing. Although both the quantitative and 
qualitative analyses show some evidence that the 101B instructors and the 101C instructors 
differed in their evaluations of students’ writing process, overall academic writing proficiency, 
and grammar and lexis, the effects were overall small and so this would lend very weak support 
for the fourth extrapolation assumption (ESL students’ performance on the EPT is related to their 
instructors’ judgments of their students’ written English). Instead, the findings back the second 
condition of rebuttal, that the instructor’s judgment as an external criterion does not relate to 
students’ performance on the EPT as a result of comparing groups of students early in the 
semester and whose writing ability range is too narrow. Table 5.1 summarizes the findings of the 







Table 5. 1  




Summary of findings 
Evaluation of the assumptions 
associated with the extrapolation 
inference 
Assumption 1: ESL students’ 
performance on the EPT is related 
to their self-assessment of their 
written English proficiency 
controlling for their attitudes 
toward the EPT test. 
RQ 1 
Controlling for students’ attitudes toward the EPT did not 
yield significant variables that would predict students’ 
placement level. 
Absent: Controlling for students’ 
attitudes toward EPT did not yield a 
strong positive relationship between 
students’ performance on the EPT 
and self-assessment of their written 
English proficiency. Supports the 
first condition of rebuttal. 
RQ 5a 
101C expressed greater satisfaction and dissatisfaction than 
did 101B students with regards to their writing process; 
101C students seemed to have longer experience in 
academic writing and awareness than did 101B students, and 
so they expressed more critical judgments than 101B 
students. 
RQ 5b 
101C and 101B students expressed similar judgments about 
their writing quality; however, 101C students positively self-
assessed their vocabulary in greater frequency than did 101B 
students; 101C students felt that they lacked using more 
advanced grammar and vocabulary. 
RQ 5c 
101B and 101C students similarly judged their overall 
academic proficiency; both groups of students thought that 
their writing was “ok” or “good enough”; although students 
do not think they were necessarily good writers, these 
sentiments were expressed because students felt that their 
writing/English was good enough for their major-related 
courses. 
RQ 5d 
Attitudes toward the test were split into 3 attitudinal groups: 
resistant, optimistic, and impartial. Resistant students who 
were resistant were dissatisfied with the placement decision 
and test performance. Optimistic students were secure and 
satisfied. Impartial students showed both dissatisfaction and 












Summary of findings 
Evaluation of the assumptions 
associated with the extrapolation 
inference 
Assumption 2: ESL students’ 
performance on the EPT is related 
to their self-assessment of their 
written English proficiency 
controlling for their attitudes 
toward technology use and/or 
outside help. 
RQ 2 
Controlling for technology use and/or outside help, writing 
process was significant but small in predicting students’ 
placement level; in the full and stepwise regression models, 
writing process and grammar and lexis were significant but 
small in predicting students’ placement level. 
Weak: Controlling for students’ 
attitudes toward technology use 
and/or outside, though yielded a 
positive relationship between 
students’ performance on the EPT 
and self-assessment, weakly 
predicted students’ placement. 
Supports the first condition of 
rebuttal. 
RQ 5e 
Both 101B and 101C students found more positive security 
and valuation with technology use and with instructors; 
however, students relied on technology more than 
instructors (and even less on tutors or peers); students found 
technology useful for correcting many grammar and spelling 
errors and instructors useful for providing feedback; 
experiences with peers and tutors were mixed. 
Assumption 3: ESL students’ 
performance on the EPT is related 
to their self-assessment of their 
written English proficiency 
controlling for instructors’ 
judgments about students attributes. 
RQ 3 
Controlling for instructors’ judgments about student 
attribute did not produce significant variables that would 
predict students’ placement level. 
Absent: Controlling for instructors’ 
judgments about students’ writing 
did not yield a strong positive 
relationship between students’ 
performance on the EPT and self-
assessment of their written English 
language proficiency. Supports the 
first condition of rebuttal. 
RQ 6d 
Instructors did not differ much in their ratings of student 
attributes; 101B instructors tended to notice more higher-
performing students, and 101C tended to notice more 
underperforming students, but as these students were very 




















Summary of findings 
Evaluation of the assumptions 
associated with the extrapolation 
inference 
Assumption 4: ESL students’ 
performance on the EPT is related 
to their instructors’ judgments of 
their students’ written English. 
RQ 4 
Teachers’ judgments about student’s writing process (in the 
absence of other variables) predicted students’ placement 
level; in the full and stepwise regression models, writing 
process, grammar and lexis, and overall academic writing 
proficiency were significant but small in predicting students’ 
placement level. 
Weak: Instructors’ judgments about 
students’ writing process, writing 
quality (particularly grammar and 
lexis), and overall academic writing 
proficiency weakly related to 
students’ performance on the EPT. 
Supports the second condition of 
rebuttal. 
RQ 6a 
Although both groups of instructors raised concerns, 
especially with respect to revising and editing and meeting 
readers’ needs and expectations, 101C instructors were more 
critical than 101B instructors with regards to students’ 
writing process. While these differences are based on 
instructors’ observations, difficulty of assignment may also 
contribute to this difference. 
RQ 6b 
Judgments about organization, arguments and details, and 
spelling were similar; 101C instructors were more positive 
than were 101B instructors about students’ grammar and 
vocabulary; however, this positivity is based on lack of 
errors observed rather than students’ ability to use more 
complex sentence structures and vocabulary. 
RQ 6c 
101C instructors were more severe than were 101B 
instructors; 101C instructors noticed a wider range of 
capability compare to 101B instructors when it comes to 




5.2. Conclusions about the extrapolation inference 
The findings of the present study show that there is a lack of evidence for the first and 
third assumptions of the extrapolation inference, and weak evidence supporting the second and 
fourth assumptions. Instead, the study supports the two conditions of rebuttal (see Figure 1.1): 
(1) The self-assessment as an external criterion does not relate to students’ performance on the 
EPT as a result of comparing groups of students early in the semester and whose writing ability 
range is too narrow; (2) The instructor’s judgment as an external criterion does not relate to 
students’ performance on the EPT as a result of comparing groups of students early in the 
semester and whose writing ability range is too narrow. As said in section 1.3.4, the presence of 
a condition of rebuttal limits when the warrant is applied for moving one’s argument from the 
grounds to the claim. And so, revisiting the extrapolation inference (as seen in Figure 1.1), the 
warrant—the construct of written academic language proficiency as assessed by the EPT 
accounts for students’ self-assessment and instructors’ evaluation of students’ written English 
proficiency—may not be applied to justify the claim that scores on the EPT writing are 
representative of performance in the written target language situation based on the grounds that 
scores on the EPT writing are representative of a construct of writing proficiency if the self-
assessment and instructor’s judgments as external criteria do not relate to students’ performance 
on the EPT as a result of comparing groups of students early in the semester and whose writing 
ability range is too narrow. 
As mentioned throughout the fourth chapter, there may be several reasons for the lack of 
strong relationships observed among EPT performances and self-assessment ratings and 
instructors’ judgments. As suggested in the conditions of rebuttal, one reason may relate to the 
early collection of survey and interview data within the semester. Although this timing was 




the writing tasks or to give and receive feedback; therefore, using self-evaluations and judgments 
may not have revealed as much as if these data were collected at a later time. Similarly, the 
ability range between 101B and 101C students was narrow, also considered in the condition of 
rebuttal, and so distinguishing these two placement levels may have limited the number of 
significant variables that could be observed in the present study. Moreover, although some 
differences were observed through the qualitative analysis, these findings cannot be generalized 
to a larger population, so one cannot presume that the findings are indeed large and significant 
enough to differentiate 101B students from 101C students. However, this is not to say that self-
assessments and instructors’ judgments are not useful measures for examining the extrapolation 
inference, but when they are used with students whose writing proficiency are comparable and 
too early in the semester, they may not yield the results needed to strongly support the 
extrapolation assumptions. Further examination is thus needed. 
The current findings align with the findings of Li (2015), who also found weak to 
moderate support after using self-assessment to investigate the extrapolation inference. Although 
Li’s approach was different from that of the current study in that his self-assessment, which 
targeted writing, reading, and listening constructs, was used to conduct a multitrait-multimethod 
matrix, in which self-assessment responses were compared to students’ TOEFL iBT scores and 
EPT scores, it is interesting to observe that Li’s findings did not yield much stronger outcomes 
than what was reported in the current study. The comparison of studies suggests that self-
assessment as well as instructor’s judgment may not yield strong positive evidence for 
interpretations and uses of the EPT especially when self-assessments and instructors’ judgments 
are collected early in the semester from students whose writing ability range is too narrow. 




more investigation into the relationship between self-assessment and placement scores are 
needed as we have yet to arrive at a firm understanding of how and under which circumstances 
students’ self-assessments and instructors’ judgments may prove to be significantly and 
positively related to placement scores. 
5.3. Implications 
5.3.1. Practical implications 
The findings in this study contribute to both broader and local significance. First, the 
findings can help inform the development of an argument-based approach to validity framework. 
Specifically, the findings from this study increase language testers’ and educators’ 
understandings of how the uses of self-assessments and instructors’ judgments, within a 
placement testing context, can impact evaluations of the extrapolation assumptions. Although 
Li’s (2015) review showed that self-assessment is a useful external criterion of English 
proficiency, and Chapelle et al. (2008) has posited that instructors’ judgments about students’ 
language proficiency is another credible external criterion that can be used when investigating 
the extrapolation inference, the present study shows that when self-assessments and instructors’ 
judgments are applied to contexts in which ESL students at the two placement levels have 
comparable writing proficiencies and which are conducted in weeks 3 and 4 of the semester, 
evidence for backing the extrapolation assumptions may be less than promising. The use of 
surveys and interviews to measure both students’ self-assessment and instructors’ judgments 
across different placement levels, as was attempted in this study, provided backing for only the 
two conditions of rebuttal. This suggests that, in local placement testing contexts, where the 
students’ linguistic ability range is much narrower and their in-class writing has not been 




assessments and instructors’ judgments for studying the extrapolation inference may need to be 
thought about more cautiously by researchers conducting the validation research. 
Second, the findings can be used for ESL teachers to bridge gaps with their students on 
academic writing and the importance of taking an ESL academic writing course. The fact that the 
students and instructors did not show much agreement on students’ own writing or the need to 
take an ESL course (as was found based on the APPRAISAL analysis) suggests that what 
constitutes as good writing and the necessity for receiving proper instruction on the subject must 
be established early in the semester. There are several different approaches a teacher can take to 
address this issue. For example, before beginning the first unit, it would be productive to give an 
overview of what academic writing is, why academics do it, and the process that writers undergo 
in order to write situationally appropriate texts. Using a before-during-after chart may be useful, 
where students fill out what they know about academic writing under the before column, take 
notes on academic writing under the during column, and compose a reflection of what they had 
not realized before under the after column. Informal assessments (e.g., ungraded quizzes) can be 
handed out to assess how much students absorbed the lesson, and teachers can verbally attend to 
gaps in students’ knowledge. Teachers could also take some time to communicate their 
expectations with regards to how they evaluate students’ writing in the course. This would help 
establish an understanding between the students and instructors and that much can be learned 
from an ESL writing course despite students having received formal education in academic 
writing elsewhere. Another way to identify gaps between students’ and instructors’ 
understanding of academic writing and the need for ESL writing instruction is by having 
instructors conduct a brief survey similar to the self-assessment that was used in the current 




perceptions of their own writing but also students’ attitudes toward the course and the EPT. 
Teachers can then use this information to establish ways to neutralize any indignant feelings 
students may have about being placed into an ESL writing course all the while gaining students’ 
trust that the ESL courses are meant to help students’ academic careers. Yet another potentially 
useful way to bridge the gaps between students and teachers is if the EPT office provided a short 
commentary explaining students’ placement decisions (or, if this not possible, having course 
instructors provide a brief explanation on students’ diagnostic test results), as this appeared to be 
an issue raised by nearly every interviewed student. Although such demands put extra burdens 
on course instructors and the EPT staff, helping students understand why they were placed into 
an ESL writing course allows students to become receptive to the idea that it would beneficial to 
enhance their academic writing skills by taking one or two extra ESL courses. 
Third, the outcomes of the study can help raise awareness of how ESL students in higher 
education perceive their writing proficiency, the placement test, and technology use and/or 
outside help; and how ESL instructors perceive their own students’ writing and their attributes. 
Although the quantitative effects of the variables (i.e., writing process, writing quality, overall 
academic writing proficiency, attitudes toward the test, attitudes toward technology use and/or 
outside help, instructors’ judgments about student attributes) were negligible, some interesting 
trends were qualitatively observed in this study (see Figure 5.1). First, as can be seen on the left 
side of the Venn diagram, when it came to attitudes toward the test or technology use and/or 
outside help, students were not split by placement level but rather by attitudinal groups: Students 
were either optimistic, critical or impartial with regards to the test; they expressed more 
favorable attitudes toward technology than toward in-person assistance. Second, the right side of 




proficiency or student attributes, the 101C instructors were slightly more critical than the 101B 
instructors; however, all instructors agreed that their students would benefit from taking an ESL 
writing course regardless of how well they performed on their initial writing assignments. Third, 
as seen in the overlapping of the two circles, both 101C students and instructors were somewhat 
more critical than were 101B students and instructors when it came to the assessment of 
students’ writing process, whereas the opposite happened when they were asked to judge 
students’ grammar and lexis. It appears that the severity of evaluations (i.e., the extent to which a 
student’s writing is rated on the more critical end of the Likert-scale or during the interview) 
depended partly on one’s position (student versus instructor) and level (101B versus 101C). 
Generally, 101C (or the upper-level academic writing course) instructors were more severe than 
were 101B (that is, the lower-level academic writing course) instructors and all students, whereas 
101B students were less severe than were 101C students and all instructors. Although this study 
cannot make definitive claims that the same outcomes would be observed in other placement 
context, it can point to patterns of perceptions of students and instructors at various placement 
levels which no previous studies have identified. 
 
 




Figure 5.1 is a visual summary of the findings in Chapter 4, as discussed above. The 
Venn diagram captures the perceptions of students and instructors in 101B and 101C. In Figure 
5.1, students and instructors from 101C are labeled as “C” whereas students and instructors from 
101B are labeled as “B.” To distinguish the instructors from the students, the instructors are 
illustrated with glasses. The green pluses/smiley faces, the red minuses/frowny faces, and the 
yellow neutral faces indicate positive, negative, and neutral attitudes respectively. The center 
shows the variables, writing process and grammar lexis, that appeared to distinguish differences 
for both students and instructors. The left side shows the variables that were unique to students 
(i.e., attitudes toward technology use and/or outside help and the EPT test), and the right side 
shows the variables that were unique to instructors (i.e., overall academic writing proficiency and 
instructor judgments about student attributes). Finally, the texts, “Organization,” “Arguments 
and details,” and “Conventions” are shaded in grey to indicate that these lacked any 
distinguishing APPRAISAL features between 101B and 101C. 
Locally, for future researchers who wish to investigate the extrapolation inference of the 
Iowa State University’s EPT, the current findings suggest that alternatives in place of the current 
study’s approach to conducting self-assessments and instructors’ judgments should be considered 
for examining this inference. One way is to find a suitable replacement for self-assessments and 
instructors’ judgments. To do so, a thorough investigation of the 101B and 101C curricula, the 
textbooks and assignments used in these courses, and the students and instructors who learn and 
teach such courses, should be carefully studied. Only then would researchers be able to arrive at 
(or develop) an appropriate specific language use task that can be treated as an external criterion 
for the purposes of examining the extrapolation inference. If, however, researchers wish to set 




the Iowa State University’s EPT, it may be useful to consider administering these assessments 
throughout the semester and not just at the start of it, and consider recruiting students who had 
initially passed the EPT in the same semester, along with the 101B and 101C students. Because 
the number of students and instructors must be not only large but also approximate to each other 
(especially if one wishes to conduct a quantitative study), future researchers must be prepared to 
collect several semesters’ worth of data, as the number of students who pass the EPT each 
semester is much smaller than those who fail. For example, when this study was initially carried 
out, of the ten available students who passed the EPT and were enrolled in a first-year 
composition course, only one student agreed to participate in this research. Because this was not 
enough to conduct a large-scale validation study, the plan to include Pass students was folded. 
An added challenge is that the policies for recruiting students (and their instructors) enrolled in 
the first-year composition course are much different from recruiting students (and their 
instructors) enrolled in a 101B or a 101C course, and so researchers must expect to devote 
additional time and effort in collecting data from the Pass students and their instructors. For 
researchers who are able to conduct such work, it may be worth exploring the extrapolation 
inference using self-assessments and instructors’ judgments again. 
5.3.2. Theoretical implications 
The findings of the study also demonstrate the usefulness of applying SFL methodologies 
such as APPRAISAL analysis to validity studies, a practice that has been rare in the current testing 
and assessment literature. Although other methods of examining attitudes exist, a distinguishing 
feature of APPRAISAL is that “individual lexical items typically do not have fixed attitudinal 
meanings that are stable across all textual settings. Rather, attitudinal meanings are activated by 
combinations of words in particular contextual settings” (White, 2015, p. 3). Analysis is possible 




sensitive to its context; a given attitudinal lexical item is therefore not bounded by any one strict 
definition or meaning so much as the context in which the attitude is expressed. Although this 
would mean that the analyst is required to pay extra attention to the context, the speaker’s mood, 
and the analyst’s own reading position, this complexity adds richness and depth to one’s study 
that may be easily overlooked if one is too keen on sticking to a single set of definitions for the 
sake of maintaining a strong reliability estimate. In fact, one risks misinterpreting or 
overgeneralizing certain attitudes if one attempts to fit the same definition across different 
contexts. For example, stating “I was surprised” due to failing the EPT is attitudinally different 
from having experienced time pressure while taking the test. In the former, one would label “I 
was surprised” as negative satisfaction because the test outcome betrayed the student’s 
expectation whereas in the latter, one would identify it as negative security because the testing 
environment had induced anxiety. Although one could theoretically tag “I was surprised” as 
simply a student expressing shock toward the test, this does not provide as much depth as one 
that peels the layers further. By using APPRAISAL analysis, grounded in a strong theoretical 
foundation of SFL, one can thus systematically identify the attitudes uttered by students and 
instructors during interviews. This makes it possible to identify nuanced patterns across student 
and instructor interviewees in 101B and 101C. A mixed methods approach, particularly one that 
combines SFL and advanced statistical techniques, can offer an in-depth approach to conducting 
argument-based validity research based on two different yet powerful analytical tools. The 
findings from this study illustrate that perceptions of students and instructors can be studied 
using both inferential statistics and APPRAISAL analysis and that both forms of analytical 
techniques can be applied not only to triangulate findings but also evaluate whether backing 




5.4. Limitations and future directions 
A number of limitations have been mentioned throughout Chapter 4, and these are 
summarized in this section. Following the limitations, future directions are discussed that can 
both address these limitations and elaborate on the recommendations stated in the implications. 
The first limitation is the lack of a large sample size. Although the number of students who 
agreed to participate in the research study was 102, ten students were subsequently removed as a 
result of having taken the EPT in the spring or summer of 2019. As a result, the study may have 
been limited in its ability to identify significant variables with large effects in the present study. 
Nevertheless, there is no reason to suspect that the 92 non-randomly sampled students were 
different from the overall student population (i.e., students who took the EPT exam and the 101 
course in the same semester), given that the incoming international students who take the EPT 
exam have TOEFL scores ranging between 70 and 100 (or the equivalent in another language 
exam), and that neither the format of the EPT exam nor the 101B/101C curricula have changed 
much in recent years. Another limitation related to sampling was that the total number of 
instructors who taught 101B and 101C were the very six instructors who were recruited for this 
study. The views shared by the two 101B instructors and four 101C instructors, although 
valuable and informative, may not be generalizable to the broader population of ESL writing 
instructors. 
In terms of data collection, the present study used surveys and interviews of students and 
instructors. It would have been beneficial to collect other sources of data to triangulate students’ 
and instructors’ claims. For example, future studies could collect recorded observations of 
students’ test performances and students’ performances in the classroom as well as copies of 




firmer conclusion about and the extent to which self-assessments and instructors judgments can 
be confirmed by other sources of data, which is beneficial for test validation. 
Although an early administration of the self-assessment and instructor’s evaluation was 
stated as a condition of rebuttal, another limitation may have to do with the lack of abundant 
resources that were available as a result of conducting the self-assessment and instructor 
evaluation early in the semester. To avoid learning effects derived from 101B/C instruction, the 
self-assessments and instructor evaluations were given around the third week of the semester to 
help students and instructors better recall students’ “early” writing performances. While it was 
confirmed that their responses were unaffected by the 101 instruction, asking students and 
instructors to self-assess and judge students’ writing too early in the semester appeared to be 
problematic in a number of ways: First, instructors had very little information on which to base 
their evaluations. As a result, instructors tended to avoid the extremes in both their survey and 
interview responses. Thus, it was difficult to arrive at more solid conclusions that clearly 
differentiate 101B instructors’ from 101C instructors’ evaluations. Second, students may have 
needed more training besides a brief lecture that introduced the self-assessment and its contents. 
Although the 101 instructor and the researcher were made available in class to assist students, 
and ample time was given so that students could complete surveys at their own pace, it would 
have been beneficial for students to have practiced self-assessment previously so that they would 
feel confident and involved in sharing their responses. A more thorough group training would 
have also helped instructors so that instructors would feel more confident in giving their 
responses with regards to students’ own writing process, writing quality, overall academic 




 Based on the aforementioned limitations, in future studies, it would be useful to collect 
several semesters’ worth of student and instructor responses (since there are fewer unique 
instructors teaching 101B and 101C each semester). A much longer training on self-assessment 
and instructor evaluation would help students and instructors assess students’ writing more 
objectively. During the training, it would help to discuss the writing process, organization, 
arguments and details, grammar and lexis, conventions, and student attribute in much greater 
detail. It may also help to fine-tune some of the statements found on the survey over time so that 
the items are able to capture more accurate responses from students and instructors. For example, 
it may help to separate technology use from outside help; to consider a 5-point Likert-scale as 
opposed to a 7-point Likert scale; and to switch evaluative options, for example, using very 
good/bad instead of strongly agree/disagree. 
Figure 5.2 shows a visual summary of the aforementioned future directions. On the left 
side, the extrapolation inference is shown with its theoretical goal to relate examinees’ test 
scores to their performances in the classroom (e.g., self-assessments and instructors’ judgments). 
Because the extrapolation inference is part of the argument-based approach to validity 
framework, the overlapping of the two circles can be observed. On the right side, three oval 
shapes representing local, global, and theoretical future directions extends from the 
extrapolation inference to show that the impact of such an investigation goes beyond validating 






Figure 5. 2. A visual summary of future directions 
The three ovals may offer conditions of rebuttal and grounds for further exploration such 
as the questions that are posited in the above figure. In the local oval, practical questions 
concerning sample size; the addition of another placement level (i.e., English 150); the extent to 
which training and frequencies of conducting self-assessments and instructors’ judgments in 
class; changes to the Likert scale; and collection of other types of data, are presented. However, 
once these questions can be addressed, it is worth expanding our research to broader contexts. In 
the global oval, questions about whether similar observations can be made in other EPT and EFL 
contexts where placement testing exists are raised. In the theoretical oval, the question of the 
specific circumstances in which self-assessments and instructors’ judgments may be useful for 
evaluating the extrapolation assumptions of the extrapolation inference is posited. Although this 
exploratory study did not find a strong conclusive relationship between EPT scores and students’ 
self-assessments and instructors’ judgments, given that there are still many underlying factors to 




Finally, it would be interesting to explore how students’ and instructors’ responses may 
change over the course of the semester. Although this finding would not necessarily be useful for 
our evaluation of the extrapolation inference, it can still inform us pedagogically—in what ways 
and why the opinions of instructors and students might change. For example, might students who 
disagreed with the EPT decision still find their experience with the 101 not useful? Might 
instructors who had worried about certain students at the beginning still find them worrisome 
toward the end of the semester? A comparison of students’ and instructors’ perceptions of 
students’ writing over the course of the semester can help us understand the various factors that 
may be involved in shaping the learning/teaching experience. Such findings could be used to 
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APPENDIX A. SURVEY FOR STUDENTS 
Table A. 1 
Survey for students 
Category Statement 
Writing process 
Q11.S. I address my reader’s (e.g., instructor’s) 
expectations and needs when I write my essays 
Q12.S. I deliver my purpose for writing (e.g., to 
argue, to describe, to reflect) when I write my 
essays 
Q13.S. I use appropriate voice and style (e.g., 
avoiding casual language, maintaining a formal 
tone) when I write my essays) 
Q14.S. I plan how I am going to write (e.g., 
brainstorm, outline, freewrite, research) before I 
start writing 
Q15.S. I put my ideas into complete sentences and 
paragraphs when I write my essays 
Q16.S. I revise my essays (e.g., reorganizing, 
adding, or changing information) so that my 
ideas/arguments make sense to the reader 
Q17.S. I edit my essays (e.g., check grammar, 
mechanics, spelling errors, citations) before 
submitting my final paper to my instructor 
Q18.S. I seek help from others (e.g., feedback) or 
use resources when I face problems related to my 
writing 
Writing quality | Organization 
 
Q19.S. I write well-organized essays. 
Q20.S. I write essays that are easy to understand 
Q21.S. I write essays that show a wide range of 
appropriate use of cohesive devices (e.g., and, so, 
but) 
Q22.S. I write essays that show a wide range of 
appropriate use of transitional devices (e.g., 
therefore, however, although) 
Q23.S. I write essays that show a logical 
organization (e.g., introduction-body-conclusion) 
Q24.S. I write essays that include some repetitive 
information 
Q25.S. I write essays that include some irrelevant 
information 
 
*The items are responded on a 7-point good/poor Likert scale: Very poor, Poor-Somewhat poor, 
Ok, Somewhat good, Good, and Very good; the remaining items are responded on a 7-point 
agree/disagree Likert scale: Strong disagree, Disagree, Somewhat disagree, Neither agree nor 








































… | Conventions 
 
 
Q26.S. I write essays that show a clear focus on a 
given topic 
Q27.S. I write essays that show well-explained 
arguments 
Q28.S. I write essays that include clear details and 
examples 
Q29.S. I write essays that include enough details 
and examples 
Q30.S. I write essays that include relevant details 
and examples to the topic/task 
Q31.S. I paraphrase/summarize/quote outside 
sources skillfully to support my arguments 
Q32.S. I write essays that show a wide range of 
appropriate grammar structures 
Q33.S. I write essays that show a wide range of 
accurate grammar structures 
Q34.S. I write essays that show a wide range of 
appropriate vocabulary use 
Q35.S. I write essays that show a wide range of 
accurate vocabulary use 
Q36.S. I write essays that include very few 
spelling errors that do not interfere with 
understanding 
Q37.S. When I use outside sources in my essays, 
they are paraphrased appropriately 
Q38.S. When I use outside sources in my essays, 
they are paraphrased accurately 
Q39.S. When I use outside sources in my essays, 
they are cited appropriately 
Q40.S. When I use outside sources in my essays, 
they are cited accurately 
Overall academic writing proficiency in English 
Q41.S. My academic writing in English is poor 
Q42.S. I write bad essays in English 
Q43.S. The essays that I write for my courses are 
bad 
Q44.S. I have a lot of problems with my academic 
writing in English 
Q45.S. My instructors/professors are confused 
with my academic writing in English 
Q46.S. My peers/classmates are confused with my 
academic writing in English 
Q47.S. My academic writing in English is worse 
than most of my classmates 
Q48.S.* My academic writing in English is 
overall… 




Table A.1. (continued) 
Technology use and/or outside help 
Q50.S. I do not use technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) when I write my essays 
Q51.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) lowers my essay grades in 101 
Q52.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) does not improve my essays 
Q53.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) does not improve my written 
communication with instructors/professors 
Q54.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) does not improve my written 
communication with peers/classmates 
Q55.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) does not improve my academic writing in 
English 
Q56.S. Using technology (e.g., Grammarly) 
and/or outside help (e.g., Writing and Media 
Center) does not solve my academic writing 
problems in English 
Attitudes toward one’s placement level 
Q57.S. After finishing the test, I thought I failed 
the writing section of the English Placement Test 
Q58.S. I did not do my best on the English 
Placement Test 
Q59.S. If I were to take the English Placement 
Test again, I would fail the test 
Q60.S. Based on what I’m learning in my 101 
course, my English Placement Test score is higher 
than expected (I should have received a lower 
EPT score) 
Q61.S. I am placed into the right 101 writing 
course 
Q62.S. I am placed into a writing course that is 
above my English level 
Attitudes toward the EPT 
Q63.S. The English Placement Test accurately 
places students into 101 courses 
Q64.S. The English Placement Test is appropriate 
for placing students into 101 courses 
Q65.S. The English Placement Test is a fair test 
for placing students into 101 courses 
Q66.S. The English Placement Test is an effective 





APPENDIX B. SURVEY FOR INSTRUCTORS 
Table B. 1  
Survey for instructors 
Category Statement 
Writing process 
Q11.I. My student addresses his/her reader’s (e.g., 
instructor’s) expectations and needs when s/he 
writes essays 
Q12.I. My student delivers his/her purpose for 
writing (e.g., to argue, to describe, to reflect) 
when s/he writes essays 
Q13.I. My student uses appropriate voice and 
style (e.g., avoiding casual language, maintaining 
a formal tone) when s/he writes essays) 
Q14.I. My student plan how s/he is going to write 
(e.g., brainstorm, outline, freewrite, research) 
before s/he starts writing 
Q15.I. My student puts my ideas into complete 
sentences and paragraphs when s/he writes essays 
Q16.I. My student revises his/her essays (e.g., 
reorganizing, adding, or changing information) so 
that his/her ideas/arguments make sense to the 
reader 
Q17.I. My student edits his/her essays (e.g., check 
grammar, mechanics, spelling errors, citations) 
before submitting his/her final paper 
Q18.I. My student seeks help from others (e.g., 
feedback) or use resources when s/he faces 
problems related to his/her writing 
















Q19.I. My student writes well-organized essays. 
Q20.I. My student writes essays that are easy to 
understand 
Q21.I. My student writes essays that show a wide 
range of appropriate use of cohesive devices (e.g., 
and, so, but) 
Q22.I. My student writes essays that show a wide 
range of appropriate use of transitional devices 
(e.g., therefore, however, although) 
Q23.I. My student writes essays that show a 
logical organization (e.g., introduction-body-
conclusion) 
Q24.I. My student writes essays that include some 
repetitive information 
Q25.I. My student writes essays that include some 
irrelevant information 
 
*The items are responded on a 7-point good/poor Likert scale: Very poor, Poor-Somewhat poor, 





Table B.1. (continued) 




















… | Conventions 
Q26.I. My student writes essays that show a clear 
focus on a given topic 
Q27.I. My student writes essays that show well-
explained arguments 
Q28.I. My student writes essays that include clear 
details and examples 
Q29.I. My student writes essays that include 
enough details and examples 
Q30.I. My student writes essays that include 
relevant details and examples to the topic/task 
Q31.I. My student paraphrases/summarizes/quotes 
outside sources skillfully to support my arguments 
Q32.I. My student writes essays that show a wide 
range of appropriate grammar structures 
Q33.I. My student writes essays that show a wide 
range of accurate grammar structures 
Q34.I. My student writes essays that show a wide 
range of appropriate vocabulary use 
Q35.I. My student writes essays that show a wide 
range of accurate vocabulary use 
Q36.I. My student writes essays that include very 
few spelling errors that do not interfere with 
understanding 
Q37.I. When s/he uses outside sources in his/her 
essays, they are paraphrased appropriately 
Q38.I. When s/he uses outside sources in his/her 
essays, they are paraphrased accurately 
Q39.I. When s/he uses outside sources in his/her 
essays, they are cited appropriately 
Q40.I. When s/he uses outside sources in his/her 
essays, they are cited accurately 
Overall academic writing in English 
Q41.I. My student’s academic writing in English 
is poor 
Q42.I. My student writes bad essays in English 
Q43.I. The essays that s/he writes for 101B/C are 
bad 
Q44.I. My student has a lot of problems with 
his/her academic writing in English 
Q45.I. My student’s academic writing in English 
is confusing 
Q46.I. My student’s academic writing in English 
is worse than most of his/her classmates 
Q47.I.* My student’s academic writing in English 
is overall… 
Q48.I.* My student’s essays that s/he writes for 
101B/C classes are generally… 
Q.48a.I** My student was placed into the right 
course level 





Table B.1. (continued) 
Judgment about student attributes*** 
In this section, you will assess your student’s 
attributes. Based on your observations about this 
student in class, how would you rate this student’s 
attributes relative to the class average? 
Q49.I. The student’s level of achievement is (i.e., 
how much they’re able to successfully accomplish 
a set of goals or tasks)… 
Q50.I. The student’s level of perseverance is (i.e., 
how much they’re willing to do something despite 
challenges or problems)… 
Q51.I. The student’s level of independence is (i.e., 
how much they’re willing to work out something 
or finish a task on their own)… 
Q52.I. The student’s reaction to new work is (i.e., 
how responsive they are to working with 
unfamiliar tasks)... 
Q53.I. The student’s interest in 101 is (i.e., how 
much they care about what they’re learning in the 
course)... 
Q54.I. The student’s cognitive engagement is (i.e., 
how focused they are on a given task)... 
Q55.I. The student’s level of participation is (i.e., 
how much they contribute valuable and relevant 
information or ideas in class)... 
Q56.I. The student’s level of confidence is (i.e., 
how they feel about their ability to succeed in a 
given task)... 
Q57.I. The student’s level of self-esteem is (i.e., 
how positively they see themselves)... 
Q58.I. The student’s classroom behavior (i.e., 
following directions, working on tasks, not being 
distracted or distracting others)... 
Q59.I. The student’s peer to peer relationship is 
(i.e., how much they get along or cooperate with 
other students)... 
Q60.I. The student’s peer to teacher relationship is 
(i.e., how much they get along or cooperate with 
you)... 
Q61.I. The student’s rate of homework 
completion is… 
Q62.I. The student’s academic writing in English 
is… 
Q63.I. My level of expectation for this student is 
(in terms of being able to perform successfully 
and meeting all course standards by the end of the 
semester)... 
***The items are evaluated on a 7-point Likert scale: Far below average, Below average, Slightly below average, 





APPENDIX C. INTERVIEW QUESTIONS FOR STUDENTS 
Table C. 1 
Interview questions for students 
Category Statement 
Writing process 
Can you tell me the steps you take to write your 
essays? (Pre-writing, drafting, revising, editing, 
publishing) 
How has this approach worked for you? Why do 
you say so? 
Do you consider your audience, your purpose, 
your tone and style? How do you do so? Why? 
What do you do when you face problems with 
your writing? Why? 
Writing quality 
Looking at your essays, what do you think about 
the organization of your essays? (Is it well-
organized? Easy to follow? Logical? Clear?) 
What do you think about your arguments and 
details? (Is it well-explained? Clear? Sufficient? 
Relevant?) 
What do you think about your grammar and 
vocabulary use? (Is it appropriate? Accurate?) 
What do you think about your spelling? (Is it 
error-free?) 
What do you think about your source use? (Is it 
appropriate? Accurate?) 
Why do you say so? 
Overall academic writing in English 
What do you think about your academic writing in 
English? (good/bad, few problems/a lot of 
problems) 
What do you think about the essays you write for 
your courses?  












Table C.1. (continued) 
Technology use and/or outside help 
What technology do you use to write your essays 
for 101 (or other courses)? 
What do you think about this particular 
technology? (good/bad, easy/difficult, 
interesting/boring, useful/not useful) 
What outside help (e.g., peers, teachers, tutors) do 
you use to write your essays for 101 (or other 
courses)? 
What do you think about this kind of outside 
help? (good/bad, easy/difficult, useful/not useful, 
accessible/inaccessible) 
Why do you say so? 
Attitudes toward the EPT and placement 
What do you think about the EPT? (Is it accurate? 
Effective? Appropriate? Fair?) 
What was your initial reaction to your placement? 
How do you feel now? 
Why do you say so? 
If you had a fellow friend coming to ISU next 






APPENDIX D. INTERVIEW QUESTIONS FOR INSTRUCTORS 
Table D. 1 
Interview questions for instructors 
Category Statement 
Writing process 
What steps do your students take to write their 
essays (as observed in class)? (Pre-writing, 
drafting, revising, editing, publishing) 
Do you find that your students consider their 
audience, purpose, and tone and style?  
What do your students do when they face 
problems with their writing?  
 
Why do you say so? 
Writing quality 
Looking at your students’ essays, what do you 
think about their organization of their essays? (are 
they well-organized? Easy to follow? Logical? 
Clear?) 
What do you think about your students’ 
arguments and details? (are they well-explained? 
Clear? Sufficient? Relevant?) 
What do you think about your students’ grammar 
and vocabulary use? (are they appropriate? 
Accurate?) 
What do you think about your students’ spelling? 
(Is it error-free?) 
What do you think about your students’ source 
use? (Is it appropriate? Accurate?) 
Why do you say so? 
Overall academic writing in English 
What do you think about your students’ overall 
academic writing in English? (good/bad, few 
problems/a lot of problems) 
What do you think about the essays that your 
students write for 101B/C?  
Why do you say so? 
 









Table D.1. (continued) 
Judgment about student attributes 
Compared to the class average, what do you think 




...reaction to new work? 







...peer to peer interaction? 
...peer to teacher interaction? 
...homework completion? 
...academic writing in English? 
What is your level of expectation for this student? 




APPENDIX E. ITEM ANALYSIS 
Table E. 1  












































































































































































































































































*Q25.I, Q26.I, Q37.I were removed from Instructor’s Organization and Conventions in order to keep the 




APPENDIX F. LOGISTIC REGRESSION EQUATIONS 




) = 𝛽0 + 𝛽𝑤𝑝𝑋𝑤𝑝 + 𝛽𝑒𝑝𝑡𝑋𝑒𝑝𝑡, where wp stands for writing process and ept stands for 




















) = 𝛽0 + 𝛽𝑎𝑤𝑝𝑋𝑎𝑤𝑝 + 𝛽𝑒𝑝𝑡𝑋𝑒𝑝𝑡, where awp stands for academic writing proficiency 
 




) = 𝛽0 + 𝛽𝑤𝑝𝑋𝑤𝑝 + 𝛽ℎ𝑒𝑙𝑝𝑋ℎ𝑒𝑙𝑝, where wp stands for writing process and help stands for 




















) = 𝛽0 + 𝛽𝑎𝑤𝑝𝑋𝑎𝑤𝑝 + 𝛽ℎ𝑒𝑙𝑝𝑋ℎ𝑒𝑙𝑝, where awp stands for academic writing proficiency 
 




) = 𝛽0 + 𝛽𝑤𝑝𝑋𝑤𝑝 + 𝛽𝑠𝑎𝑋𝑠𝑎, where wp stands for writing process and sa stands for 




















) = 𝛽0 + 𝛽𝑎𝑤𝑝𝑋𝑎𝑤𝑝 + 𝛽𝑠𝑎𝑋𝑠𝑎, where awp stands for academic writing proficiency 
Eq. F.4. Model predicting placement level controlling for EPT, student attributes, and technology 




) = 𝛽0 + 𝛽𝑤𝑝𝑋𝑤𝑝 + 𝛽𝑜𝑟𝑔𝑋𝑜𝑟𝑔 + 𝛽𝑎𝑑𝑋𝑎𝑑 + 𝛽𝑔𝑙𝑋𝑔𝑙 + 𝛽𝑐𝑜𝑛𝑣𝑋𝑐𝑜𝑛𝑣 + 𝛽𝑎𝑤𝑝𝑋𝑎𝑤𝑝 




APPENDIX G. CORRELATION MATRIX AND PLOTS 
Table G. 1  





















1.000 0.605 0.510 0.383 0.374 0.241 -0.168 0.280 -0.023 
Organization 0.605 1.000 0.638 0.561 0.466 0.468 -0.097 0.144 0.044 
Arguments 
and details 
0.510 0.638 1.000 0.608 0.522 0.333 -0.051 0.241 0.073 
Grammar 
and lexis 
0.383 0.561 0.608 1.000 0.307 0.463 -0.062 0.015 -0.039 




0.241 0.468 0.333 0.463 0.388 1.000 -0.315 0.286 -0.062 
Att. toward 
EPT 
-0.168 -0.097 -0.051 -0.062 -0.162 -0.315 1.000 -0.082 -0.089 
Tech and 
outside help 
0.280 0.144 0.241 0.015 0.153 0.286 -0.082 1.000 -0.018 
Student 
attributes 







Figure G. 1. Correlation plot matrix of student IVs and covariates 
 
 





Table G. 2  















1.000 0.597 0.676 0.464 0.395 0.670 
Organization 0.597 1.000 0.738 0.581 0.224 0.653 
Arguments and 
details 
0.676 0.738 1.000 0.564 0.381 0.613 
Grammar and 
lexis 
0.464 0.581 0.564 1.000 0.303 0.521 











Figure G. 3. Correlation plot matrix of instructor IVs 
 
 





APPENDIX H. STEPWISE REGRESSION MODELS BASED ON AIC 
Table H. 1 




level ~ wp + awp + org + ad + gl + conv 
+ help + sa + ept* 
-Conventions 
-Overall academic writing 
-Organization 
-Arguments and details 
-Student attributes 
<none> 
-Att toward EPT 
-Writing process 
-Grammar and lexis 




























level ~ wp + awp + org + ad + gl + help 
+ sa + ept 
-Organization 
-Overall academic writing 
-Arguments and details 
-Student attributes 




-Grammar and lexis 




























level ~ wp + awp + ad + gl + help + sa + 
ept 
-Overall academic writing 
-Arguments and details 
-Student attributes 





-Grammar and lexis 



































Table H.1. (continued) 
level ~ wp + ad + gl + help + sa + ept 
Arguments and details 
-Student attributes 
-Att toward the EPT 
<none> 




-Grammar and lexis 


























level ~ wp + gl + help + sa + ept 
-Student attributes 
-Att toward the EPT 
<none> 
+Arguments and details 
+Conventions 
+Overall academic writing 
+Organization 
-Grammar and lexis 



























level ~ wp + gl + help + ept 
<none> 
-Att toward the EPT 
+Student attributes 
+Arguments and details 
+Conventions 
+Overall academic writing 
+Organization 
-Grammar and lexis 



























wp = writing process; org = organization; ad = arguments and details; gl = grammar and lexis; conv = 
conventions; awp = academic writing proficiency; ept = attitudes toward EPT; sa = student attributes; 






Table H. 2  




level ~ wp + org + ad + gl + conv + awp 
-Conventions 
-Organization 
-Arguments and details 
<none> 
-Writing process 
-Grammar and lexis 




















level ~ wp + org + ad + gl + awp 
-Organization 




-Grammar and lexis 




















level ~ wp + ad + gl + awp 





-Grammar and lexis 




















level ~ wp + gl + awp 
-Writing process 
<none> 
+Arguments and details 
+Organization 
+Conventions 
-Overall academic writing 




















level ~ gl + awp 
<none> 
+Writing process 
+Arguments and details 
+Organization 
+Conventions 
-Grammar and lexis 























APPENDIX I. DISSATTENUATED PEARSON CORRELATION 
Table I. 1  













r = 0.026 
d.a. r = 0.026 
r = -0.097 
d.a. r = -0.109 
r = -0.119 
d.a. r = -0.114 
r = -0.009 
d.a. r = -0.010 
r = -0.097 
d.a. r = -0.108 
r = -0.072 
d.a. r = -0.081 
(-0.165, 0.226) (-0.260, 0.041) (-0.339, 0.051) (-0.241, 0.220) (-0.345, 0.130) (-0.334, 0.173) 
r = Pearson correlation coefficient 
d.a. r = disattenuated Pearson correlation coefficient 









APPENDIX J. BINARY LOGISTIC REGRESSION MODELS 
Table J. 1  






















































































































































































125.72 0.020 0.364 
Significant codes: * = 0.10, ** = 0.05 
ept = attitudes toward EPT; wp = writing process; org = organization; ad = arguments and 







Table J. 2  





















































































































































































125.05 0.026 0.301 
Significant codes: * = 0.10, ** = 0.05 
sa = student attributes; wp = writing process; org = organization; ad = arguments and details; gl 









Table J. 3  





















































































































































































123.67 0.037 0.262 
Significant codes: * = 0.10, ** = 0.05 
help = technology use and/or outside help; wp = writing process; org = organization; ad = arguments and 








Table J. 4  













































































































































































105.83 0.249 0.434 
Significant codes: * = 0.10, ** = 0.05 
wp = writing process; org = organization; ad = arguments and details; gl = grammar and lexis; 








APPENDIX K. CODEBOOK 
Table K. 1 
Codebook for appraisal analysis 
Sub-system Category Sub-category Definition Key words and phrases or contexts 
Attitude 
Affect 
+Inclination Desire I wish, want, would like… (good grades, passing) 
-Inclination Fear I’m afraid, don’t want… (bad grades, failing) 
+Happiness Cheer, affection I’m happy, love… 
-Happiness Misery, antipathy I hate… 
+Security Confidence, trust 
Seeking help from tutors or technology; accepting EPT decision as valid; 
the class fits 
-Security Disquiet, surprise 
Lack of time, pressure; English being a 2nd language; need/should’ve (to) 
review(ed) sth (because it wasn’t good enough); need to sth, should do 
sth (related to addressing one’s errors/weaknesses) 
+Satisfaction Interest, pleasure 
Shows that a student is absorbed/cares about their work/performance; 
related to motivation; related to student’s ability to write successfully; 
being able to share yourself/your opinions/thoughts in class 
-Satisfaction Ennui, displeasure 
Failing to pass the EPT; not being placed into an expected course; being 
told that they have to take 101B/101C, not fair, compromising one’s 
abilities; complaints about the test (what’s the point? It should have bene 





Referring to a process or some action that students consider 
usual/normal/expected 
-Normality 





I can, I have (some ability), I know; one’s placement level/ability; 
showing awareness of what you’re good at/not good at 
-Capacity 
I can’t, I don’t have (some ability), I don’t know; showing lack of 
awareness/confusion 
+Tenacity How dependable? 
 
How much they keep working on a paper; trying to do sth, making an 
effort 
-Tenacity Being lazy, not putting enough effort (because they don’t feel like it) 
+Veracity 
How honest? 
Sb is telling the truth 











Table K.1. (continued) 
 
 
+Propriety How ethical? 
 
Sb is good and caring (in the moral sense) (e.g., a teacher cares 
about his/her students) 
-Propriety Sb is bad/evil (in the moral sense) (e.g., plagiarizing sources) 
Appreciation 
+Impact 
Did it influence me? 
Sth emotionally grabs the speaker’s attention (e.g., wow!) 
-Impact Oh my god; this is boring 
+Quality 
Did I like it? 
Sth is ok, fine, good (e.g., papers, grades; English skills; preferring 
one thing over another) 
-Quality Sth is bad, horrible  
+Balance 
Did it hang together? 
Sth is correct, perfect; sth looks similar/same (e.g., test tasks vs. 
class tasks) 
-Balance Sth is incorrect, wrong, flawed; sth looks different 
+Complexity Was it hard to 
follow? 
Sth is easy/just at the right pace to do 
-Complexity Sth is too difficult/complicated/confusing 
+Valuation 
Was it worthwhile? 
Sth is helpful (e.g., tutor services, instructors’ way of teaching, 
taking 101); important (e.g., taking the EPT) 
-Valuation Sth is unhelpful or unimportant 
Engagement 
Monogloss - Declarative The test is good; the course is bad 
Heterogloss 




Naturally, of course, obviously; yes/yeah, you see 




Sb/Sth said that…  
Graduation 
Force 
Raise Intensify (gradable) 
Really, any, need, should, must, absolutely, definitely; repeating 




Just, may, might, could, would 
Neutral - 
















APPENDIX L. IRB APPROVAL LETTER 
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