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Abstract
Variational Optimization forms a differentiable upper bound on an objective. We
show that approaches such as Natural Evolution Strategies and Gaussian Perturba-
tion, are special cases of Variational Optimization in which the expectations are
approximated by Gaussian sampling. These approaches are of particular interest
because they are parallelizable. We calculate the approximate bias and variance
of the corresponding gradient estimators and demonstrate that using antithetic
sampling or a baseline is crucial to mitigate their problems. We contrast these
methods with an alternative parallelizable method, namely Directional Derivatives.
We conclude that, for differentiable objectives, using Directional Derivatives is
preferable to using Variational Optimization to perform parallel Stochastic Gradient
Descent.
1 Introduction
We consider approaches to minimizing a scalar valued function f with respect to vector argument
x. The high compute requirements of deep learning models have been the genesis of efforts to
parallelize this optimization process [1, 2]. Recently there has been interest in parallel, simple
gradient approximation methods, in particular what we term the Gaussian Perturbation (GP) estimator
[3].
We make the following contributions:
• We describe the Stochastic Variational Optimization approach (SVO), and show that it is
a principled form of Evolutionary Optimization based on a simple upper bound. We show
how GP [3] is a special case of SVO in which the approximating distribution is a Gaussian.
• We calculate the bias and variance of the GP estimator and show that it has high variance,
explaining why the training may not converge or become unstable.
• We show antithetic sampling does not reduce bias but does dramatically reduce the variance
of the estimator; we derive an approximation for this variance. We demonstrate that using a
simple baseline can also achieve this dramatic variance reduction.
• We show the close relationship between the GP estimator with antithetic sampling and the
SPSA [4] gradient estimator.
• In the case of differentiable objectives we show the existence of an alternative parallel
gradient estimator based on Directional Derivatives. We show that this approach has much
lower variance than the standard GP approach, with similar (but slightly better) performance
to GP with antithetic sampling.
Preprint. Work in progress.
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Figure 1: The original function f(µ) is plot-
ted in black. The upper bound function U(µ)
is plotted for σ2 = 100, 20, 5, resulting in
the red, magenta and blue curves. As σ2 re-
duces, U(µ) becomes an increasingly good
approximation to f(µ).
2 Stochastic Variational Optimization
Variational Optimization is based on the simple observation
min
x
f(x) ≤ E[f(x)]p(x|θ) (1)
where θ is a set of continuous parameters of the variational distribution p. That is, the minimum of a
collection of values is always less than their average. By defining
U(θ) = E[f(x)]p(x|θ) (2)
Instead of minimizing f with respect to x, we can minimize the upper bound U with respect to θ. In
the original VO work [5] the focus was on forming a differentiable upper bound for non-differentiable
f or discrete x.
For example, using a Gaussian distribution with mean µ and covariance σ2I for the variational p(x|θ),
as a function of the mean µ, the upper bound can be written
U(µ) = E[f(µ+ σz)]N(0,I) (3)
Assuming f is smooth and expanding to second order around µ, we obtain
U(µ) = f(µ) +
σ2
2
trace (H) +O(σ4) (4)
where trace (H) is the trace of the Hessian of f evaluated at µ. This means that, for local minima in
µ, U(µ) lies above f(µ); hence U is an upper bound on not just the global minimum of f(µ), but
also any local minima. Note that, this does not mean that U(µ) ≥ f(µ) for all µ. However, any
minimum of f is below U and any maximum is above U (since at that point trace (H) is negative).
See Figure 1.
The gradient of the upper bound can be computed by any standard means. However, it is interesting
to express it as
∂U
∂θ
= E
[
f(x)
∂
∂θ
log p(x|θ)
]
p(x|θ)
(5)
which is reminiscent of the ‘reinforce’ algorithm [6].
There is a connection to evolutionary computation (more precisely Estimation of Distribution Algo-
rithms [7, 8]) if the expectation with respect to p(x|θ) is performed using sampling. In this case one
can draw samples x1, . . . , xS from p(x|θ) and form an unbiased approximation to the upper bound
gradient
∂U
∂θ
≈ 1
S
∑
s
f(xs)
∂
∂θ
log p(xs|θ) (6)
We call this approach Stochastic Variational Optimization (SVO). The ‘evolutionary’ connection is
that the samples xs can be thought of as ‘swarm members’ that are used to estimate the gradient.
A special case of VO is to use a Gaussian with the variational parameter θ being the Gaussian mean
µ so that (the multivariate setting follows similarly)
U(µ) =
1√
2piσ2
∫
e−
1
2σ2
(x−µ)2f(x)dx (7)
2
(a) (b) (c)
Figure 2: Stochastic VO using S = 10 samples for a quadratic function. (a) We plot the trajectory
of the Gaussian mean µ, with the initial parameter in the bottom right. Despite the noisy gradient
estimate, the parameter values µmove toward the minimum of the objective f(x). (b) Mean trajectory
under learning the Gaussian variance σ2. (c) Learned σ values versus gradient descent iterations.
where σ2 is the (fixed) Gaussian variance. The gradient of this upper bound is given, after a change
of variable  = x− µ, by
U ′(µ) =
1
σ2
E[f(µ+ )]∼N(0,σ2) (8)
Fixing σ = 5 and using S = 10 samples, we show in Figure 2a the trajectory (for 150 steps of SGD
with fixed learning rate η = 0.1) of µ based on Stochastic VO and compare this to the underlying
function f(x) (which in this case is a simple quadratic).
One can also consider θ = (µ, σ2) so that the bound is a function of both the mean µ and variance σ2
and minimize the bound with respect to both parameters (parameterizing σ2 = eβ to ensure a positive
variance). Using a Gaussian with covariance eβI and performing gradient descent on both β and µ,
for the same objective function, learning rate η = 0.1 and initial σ = 5, we obtain the trajectory in
Figure 2b. As we can see, by learning σ, the trajectory is much less noisy and more quickly homes in
on the optimum. The trajectory of the learned standard deviation σ is given in Figure 2c, showing
how σ2 reduces as we near the minimum1.
3 Gradients by Gaussian Perturbation
In [3] the aim is to minimize a function f(x) without explicitly calculating the gradient. They use the
estimator (8) for the gradient, corresponding to a choice of a Gaussian for the variational distribution
in (5). We term this approach the Gaussian Perturbation (GP) approach.
It’s important to stress that in VO the optimization is over the variational parameter θ, not the original
variable x. The equivalence between VO and GP occurs in the special case of using a Gaussian p(x|θ)
– the gradient with respect to the mean µ of the Gaussian is the same as the GP gradient approximation
in x-space. An advantage of the VO approach, however, is that it provides a principled way to adjust
parameters such as the variance σ2 (based on minimizing the upper bound).
We will now analyze the properties of this GP gradient estimator, for which we choose our objective
function f to be differentiable in order to perform our analysis. It is important to note that whilst f
will often be differentiable for a general machine learning setting, the GP estimator is still valid for
non-differentiable f . In order to perform any meaningful analysis though, some restrictions must
be placed on the choice of f to analyze, as the set of all non-differentiable functions is extremely
broad. Therefore the relevance of the results we derive for a non-differentiable objective function will
be dependendent on how close to differentiable the objective function is. For example a piecewise
1The reduction of σ and homing in on the minimum is somewhat special in this case. The objective
chosen here is a quadratic whose minimum value is 0. As we explain in section 3.1, for non-zero minimum f ,
convergence cannot be guaranteed.
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differentiable f with relatively few pieces will most likely still exhibit the same behaviours we find
for smooth f .
3.1 Analyzing the Gaussian Perturbation Estimator
For the estimator
gˆi =
1
Sσ2
S∑
n=1
ni f(x+ 
n) (9)
where the n are vectors sampled from a zero mean Gaussian with isotropic covariance σ2I it is
straightforward to calculate the bias (see Section A.1). The calculation uses the Taylor expansion
f(x+ ) = f(x) +
∑
i
igi +
1
2
∑
i,j
ijHij +
1
3!
∑
i,j,k
ijkIijk +O(
4) (10)
whereH is the Hessian of second order derivatives and I represents the array of third order derivatives.
Taking the first two terms of the Taylor expansion gives
gˆi =
1
Sσ2
S∑
n=1
ni
(
f(x) +
∑
a
naga +O(
2)
)
(11)
The calculation is straightforward and (expanding to higher order) and taking expectation gives the
result
E[gˆi] = gi + Iiσ2 +O
(
σ4
)
(12)
where
Ii ≡ 1
2
Iiii +∑
a6=i
Iiaa
 (13)
Except in special cases (for example f has zero third and higher order derivatives), gˆi is therefore not
an unbiased estimator of the gradient gi. As we lower σ2 the bias will reduce towards zero.
We can similarly show that the variance E
[
gˆ2i
]−E[gˆi]2 of the estimator is approximately (see Section
A.1)
1
S
(
f2
σ2
+
∑
j
g2j + g
2
i + f (trace (H) + 2Hii) + σ
2
(Hi
4
+ Ji
))
+O
(
σ4
)
(14)
where Hi is a function of the second derivative of f and Ji is a function of the third and first
derivatives, see Section A.2. We note that the terms linear in f can be eliminated from the variance
of this estimator by normalizing f .
However, the first term, quadratic in f , cannot be eliminated by normalization. From this first term
in (14), (f2/σ2), we see that there is a tradeoff – reducing σ decreases the bias but increases the
variance of the gradient estimator. Indeed, as we reduce σ towards zero, the variance of the gradient
estimator can increase without bound. One must therefore use a non-negligible value for σ2 in this
GP approach, resulting in a bias. In practice the variance of this estimator is therefore very high and
one would need many samples to form an accurate estimate of the gradient.
The average squared error between the true and approximate gradient has, up to O(σ2) the same
value as the variance of the gradient estimator. Therefore reducing σ can result in a catastrophic
increase in the gradient error.
3.2 Antithetic Sampling
In antithetic sampling [9, 10] each sample from a zero mean Gaussian is accompanied by its negative
counterpart. So for the GP gradient estimator, the antithetic sampler is defined as
[gˆi]AS ≡
1
2Sσ2
S∑
n=1
ni (f(x+ 
n)− f(x− n)) (15)
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Using the Taylor expansion of f we get
[gˆi]AS ≈
1
Sσ2
S∑
n=1
ni
∑
j
nj gj +
1
3!
∑
abc
na
n
b 
n
c Iabc
 (16)
The key observation here is that, compared to (11), the leading term ni f(x) is not present. Whilst
this term is zero in expectation, this adds considerably to the variance of the standard GP estimator.
The bias calculation proceeds as for the standard GP estimator and indeed the bias is exactly the
same, namely
E[gˆi]AS = gi + Iiσ2 +O
(
σ4
)
(17)
To calculate the variance of this estimator we can similarly use the existing GP calculation in Section
A.1, and recognize that we can set the terms f and H to zero in (35) and continue as before. Doing
so gives the result that the variance of the GP-AS estimator for gi is
E
[
gˆ2i
]− E[gˆi]2 = 1
S
∑
j
g2j + g
2
i + σ
2Ji
+O (σ4) (18)
Up toO(σ4) this is the same as the expected squared error between the true gradient and the estimated
gradient.
Critically, comparing (18) and (14), the 1/σ2 term has disappeared in (18). Thus, as σ → 0, both the
bias and variance reduce to zero. As we converge to the optimum gi tends to zero, meaning that the
variance of the estimator also reduces to zero and becomes independent of σ.
3.3 Using a baseline
We have seen that antithetic sampling is a viable method of reducing the variance in the GP gradient
estimator, due to cancellation of normally problematic terms in the Taylor expansion of the estimator.
We will now show that a similar cancellation can be achieved by using a simple baseline [11].
Specifically, if we use a baseline of the current function evaluation then we get the following
estimator
[gˆi]baseline ≡
1
Sσ2
S∑
n=1
ni (f(x+ 
n)− f(x)) (19)
≈ 1
Sσ2
S∑
n=1
ni
∑
j
nj gj +
1
2!
∑
ab
na
n
bHab
 (20)
Where we have expanded and kept the two leading terms.
We can see that, as with antithetic sampling (16), the f terms cancel. Thus in a similar manner
the variance of this estimator will not contain the problematic f2/σ2 term we see in (14), and the
variance will be well behaved as σ → 0.
This estimator will have the same bias but a higher variance compared to using antithetic sampling, as
the higher order terms (e.g. terms involving Hab) will not cancel when using the baseline. However,
the baseline does have an advantage that f(x) only has to be calculated once and reused for all
samples to evaluate (19), whereas antithetic sampling requires another S evaluations to calculate the
function values at the mirrored samples. Thus we can get a well-behaved gradient estimate using the
above baseline using roughly half the number of samples we would use for antithetic sampling.
In practice, we find that the methods perform largely similarly, and we use antithetic sampling for the
experiments in section 6.
From this analysis, we see that using antithetic sampling or an appropriate baseline is critical to make
the GP estimator practical. Without these, even classical variance reduction methods such as control
variates [8] will not be sufficient to reduce the unbounded variance of the standard GP estimator to a
reasonably small value. However, using antithetic sampling or an appropriate baseline, there is no
need to use control variates, provided σ is set sufficiently small. Similarly, these techniques can be
used within the Stochastic Variational Optimization framework as well, dramatically reducing the
variance of the gradient estimator in exactly the same way.
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3.4 Simultaneous perturbation stochastic approximation
The SPSA, [4], gradient estimator is given by
gˆi =
1
2S
S∑
n=1
(ni )
−1 (f(x+ n)− f(x− n)) (21)
In order for the estimator to be valid E
[
−1i
]
must be bounded. This rules out using a Gaussian for
the perturbation, and the standard choice is to take i to be Bernoulli distributed and symmetric about
0, e.g. i ∈ {−σ, σ}. This has expectation and variance
E[gˆi] = gi + σ2Ii +O(σ4) (22)
E
[
gˆ2i
]− E[gˆi]2 = 1
S
∑
j 6=i
g2j + σ
2Ki
+O(σ4) (23)
where Ki is a function of the third derivatives. We note that these properties, and also the estimator
itself (21), are closely related to the form of the GP estimator with antithetic sampling. In particular
they have the same bias and similar variance. In particular the variance of this estimator, as with
GP-AS, reduces as σ → 0. Thus it is a viable method to perform (parallel) approximate gradient
calculations.
4 Stochastic Directional Derivative
The Directional Derivative (DD) along vector u is the scalar value defined as
Duf(x) ≡ ∂f(x+ u)
∂
∣∣∣∣
=0
=
∑
j
ujgj (24)
The DD can be computed numerically (exactly) by Forward Mode Automatic Differentiation at a
cost of approximately two evaluations of the function f [12]. The full gradient can thus be computed
by calculating the DD along a set of directions that span the space. An estimator for the gradient can
be found from a smaller number of directions
gˆ ≡ 1
Sσ2
S∑
n=1
Dnf(x)
n (25)
for randomly selected directions n ∼ N(0, σ2I) and the scalar directional derivatives along those
directions. We observe that the variance of the estimator is independent of σ, but keep this in the
definition for consistency with the other approaches. The DD estimator may also be viewed as an
evolutionary process, with the each sample in (25) forming a member of the ‘swarm’.
4.1 Analyzing the Directional Derivative Estimator
If we draw vectors  from a zero mean distribution with covariance σ2I, we obtain the component
E[iDf(x)] = E
i∑
j
jgj
 =∑
j
σ2δijgj = σ
2gi (26)
Hence, for  sampled independently from a zero mean distribution with variance σ2
E[gˆi] =
1
σ2
E[iDf(x)] = gi (27)
The DD gradient estimator is therefore unbiased. Its variance can be readily calculated as
E
[
gˆ2i
]− E[gˆi]2 = 1
S
g2i +∑
j
g2j
 (28)
In GP we need to only compute f once per sample, whereas in DD we need approximately two
function evaluations (using Forward Mode AutoDiff). For a fair comparison we assume that GP can
use twice as many samples as the DD and AS sampler for their respective gradient estimators. Note,
however, that even using twice as many samples, GP will typically result in a worse estimator of the
gradient compared to DD or GP-AS.
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Figure 3: Quartic f . D = 100 dimensional
x, with S = 5 samples. f(x) =
∑
i x
4
i /D.
The root mean squared error between gˆ and
the true gradient g. We plot the Gaussian
Perturbation estimator in blue (with anti-
thetic sampling in green) and the Directional
Derivative estimator in red. For each value
of σ the D-dimensional inputs x were sam-
pled from a zero mean unit covariance Gaus-
sian with the results presented as averages
over 1000 experiments. We also show the
analytic approximations.
5 Efficient Communication
A key insight in [3] is that the sampling process can be distributed across multiple machines,
i ∈ {1, . . . , S} so that
f ′(x) ≈ 1
Sσ2
S∑
i=1
if(x+ i) (29)
where i is a vector sample and i is the sample index. Each machine i can separately calculate
f(x + i). Provided each machine i knows the random seed used to generate the j of each other
machine, it therefore knows what all the j are (by sampling according to the known seeds) and can
thus calculate the SGD update xnew based on communicating only the S scalar values f(x + i).
That is, there is no requirement to send the vectors i between machines (only the scalar values
f(x+ i) need be sent), keeping the transmission costs very low.
The same seed sharing approach can be used within the more general VO setting, as well as for the
DD estimator. Thus both approaches are efficiently parallelizable.
6 Demonstrations
6.1 Quartic Objective
To demonstrate the difference between the DD and GP approaches, we consider the function
f(x) =
1
D
D∑
i=1
x4i (30)
This function has non-zero derivatives at third order, meaning that gˆGP will be biased; note that in
contrast gˆDD is unbiased for any f .
In Figure 3 we plot the (square root) of the squared error between the approximate gradient and
true gradient (averaged over the D dimensions). As we can see, the error for the DD approach is
significantly lower than for the GP approach. As predicted by (14), the error grows dramatically as
σ2 reduces towards zero, and also grows roughly quadratically with increasing σ.
This is in contrast to the GP-AS, which we see in Figure 3 lowers the error significantly. As we
predicted (see (18)) the antithetic sampling allows both the bias and variance of the estimator to tend
to zero as we take σ to zero. This results in the GP-AS error approaching that of the DD estimator as
σ decreases. Figure 3 also shows that our analysis fits the experiments accurately in the regime of
small σ (where the Taylor expansion (10) is accurate).
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6.2 Neural Network Problem
To understand how they behave in a setting of more practical relevance, we now examine the difference
between the DD and GP approaches when applied to the optimization of a neural network. We also
examine the use of antithetic sampling in the GP method.
We run experiments on the task of classifying MNIST digits, using each approach to approximating
the gradient as input into the Adam [13] optimization scheme (with fixed hyperparameters). We
use a fully connected network with two hidden layers of size 300 and 100 respectively, and ReLu
activation functions. This network is small relative to the sizes often used in deep learning, but it still
contains hundreds of thousands of parameters and is highly non-linear. Therefore its loss surface will
be largely representative of those seen in practice.
We perform the optimization across a range of values of σ, and simulate 1000 distributed workers
performing the gradient approximations. This is equivalent to taking S = 1000 in (9) and (25). We
use a baseline to reduce variance in the GP estimator, taking the difference of the loss from its moving
average.
In Figure 4, we plot the loss of the network as it is trained using the various gradient estimators
we have discussed. We observe from Figure 4(a) that, as expected, using the GP approach without
antithetic sampling results in relatively poor performance if σ is too small or too large. This is
attributable to the trade-off between bias and variance discussed earlier.
0 1000 2000 3000 4000 5000
Iteration
0.5
1.0
1.5
2.0
Lo
ss
GP: = 0.1
GP: = 0.05
GP: = 0.01
(a)
0 500 1000 1500 2000 2500
Iteration
0.5
1.0
1.5
2.0
Lo
ss
GP : = 0.05
GPAS : = 0.1
GPAS : = 0.01
DD
(b)
Figure 4: The cross entropy loss of the neural network during training (taken as a moving average of
the last 10 losses). (a) Using the Gaussian Perturbation estimator without antithetic sampling, for
different values of σ. (b) Using the Gaussian Perturbation estimator with antithetic sampling (for
two values of σ), as well as the Directional Derivative estimator. We also include a training sequence
using Gaussian Perturbation without antithetic sampling for comparison (at the near optimal value of
σ).
In Figure 4(b), we see that the DD method is far superior to using GP without antithetic sampling. We
observe that antithetic sampling allows σ to be decreased without impacting performance, validating
our theoretical observations. This improves performance substantially in the GP method, and if σ is
sufficiently small then this method approaches the performance of the DD method.
7 Discussion
The high variance of the GP gradient estimator is also noted by [14]. They observe that as the search
distribution p(x|θ) narrows (during the optimization of both µ and σ to try and minimize some loss
surface), the variance of the updates increase. This is due to the bias/variance trade-off discussed
previously. They use control variates and natural gradients to try to counter the high variance.
Methods to reduce variance in gradient estimates are examined in [11]. They show that using
a baseline can reduce the variance of Monte Carlo estimates for gradients (in Markov Decision
Processes). However they note the optimal baseline may not be known. Our results have shown that a
baseline can make the GP gradient estimator viable, as long as it is appropriately chosen.
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8 Conclusion
Stochastic Variational Optimization is an attractive approach for performing distributed optimization.
In the case of using a Gaussian Perturbation, it is vital to use a variance reduction method to make
the method practical, and either antithetic sampling or a baseline is particularly appropriate in this
context. Alternatively one can use the SPSA estimator, which will have the same bias and similarly
well-behaved variance as the GP estimator with antithetic sampling. These methods make it possible
to perform distributed optimization efficiently.
For differentiable objectives, using Stochastic Directional Derivatives is preferable to Stochastic
Variational Optimization. The variance of the estimator is generally superior and, compared to
Variational Optimization, it is parameter free, meaning that there is no requirement to experimentally
find a suitable variance σ2 (as is the case for the variational approach).
9
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A Appendix: Bias and Variance Calculations
A.1 GP
A.1.1 The bias
Expanding (9) to leading orders in  we have
gˆi ≈ 1
Sσ2
S∑
n=1
ni
f(x) +∑
a
naga +
1
2
∑
a,b
na
n
bHab +
1
3!
∑
abc
na
n
b 
n
c Iabc
 (31)
Since the Gaussian is symmetric, taking expectations with respect to Gaussian u gives
E[gˆi] ≈ gi + Iiσ2 (32)
where
Ii ≡ 1
3!
3Iiii +∑
a6=i
(Iiaa + Iaia + Iaai)
 (33)
Due to the symmetry of partial derivatives, this can be written
Ii = 1
2
Iiii +∑
a6=i
Iiaa
 (34)
Except in special cases (for example f has zero third and higher order derivatives), gˆi is therefore not
an unbiased estimator of the gradient gi.
A.1.2 The variance
To approximate the variance of the Gaussian perturbation estimator, we consider
gˆi ≈ 1
Sσ2
∑
n
ni
f(x) +∑
j
nj gj +
1
2
∑
kl
nk
n
l Hkl +
1
3!
∑
abc
na
n
b 
n
c Iabc
 (35)
Using this we can approximate E
[
gˆ2i
]
as
1
S2σ4
∑
m,n
E
[
mi 
n
i
(
f(x) +
∑
j
nj gj +
1
2
∑
kl
nk
n
l Hkl +
1
3!
∑
abc
na
n
b 
n
c Iabc
)
(
f(x) +
∑
j
mj gj +
1
2
∑
kl
mk 
m
l Hkl +
1
3!
∑
abc
ma 
m
b 
m
c Iabc
)]
=
1
S2σ4
(
f2σ2S + Sσ4
∑
j 6=i
g2j + 3Sσ
4g2i + (S
2 − S)σ4g2i
+ fS
(
3σ4Hii + σ
4trace (H)− σ4Hii
)
+
H˜i
4
+
I˜i
3
+O(8)
)
(36)
The term H˜i is given by
H˜i ≡
∑
mnklab
HklHabE[mi ni nknl ma mb ] (37)
= S
∑
klab
HklHabE[iiklab] + (S2 − S)
∑
klab
HklHabE[iab]E[˜i˜k ˜l] (38)
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Due to symmetry of the Gaussian, the final term (where  and ˜ are independent Gaussian random
variables) in the above expression is zero. If we consider for simplicity that the Hessian is diagonal,
then ∑
klab
HklHabE
[
2i klab
]
=
E
[
6
]
H2ii + E
[
4
]
E
[
2
]2Hii∑
a6=i
Haa +
∑
a6=i
H2aa
+ E[2]3
∑
a 6=i
Haa
2 (39)
which for the Gaussian gives
H˜i = S
∑
klab
HklHabE
[
2i klab
] ≡ Sσ6Hi (40)
Hi ≡ 15H2ii + 6Hii
∑
a 6=i
Haa + 3
∑
a6=i
H2aa +
∑
a,b6=i,a6=b
HaaHbb (41)
The term I˜i follows a similar calculation
I˜i = f(x)
∑
mnabc
E[mi ni ma mb mc ]Iabc +
∑
mnabcj
E
[
mi 
n
i 
n
j 
m
a 
m
b 
m
c
]
gjIabc (42)
The first term goes to zero by symmetry of the Gaussian, and thus
I˜i = S
∑
abcj
E
[
2i jabc
]
gjIabc + (S
2 − S)
∑
abcj
E[iabc]E[˜i˜j ]gjIabc (43)
= 3Sσ6
(
5giIiii + 3
∑
a 6=i
[
giIiaa + gaIiia
]
+
∑
a,b6=i
gaIabb
)
+ 3σ6gi(S
2 − S)
(
Iiii +
∑
a6=i
Iiaa
)
= 3Sσ6(Ji + 2SgiIi) (44)
Where Ii is as above, and we define
Ji = 4giIiii +
∑
a 6=i
[
2giIiaa + 3gaIiia
]
+
∑
a,b6=i
gaIabb (45)
Thus the variance of this estimator is
E
[
gˆ2i
]−E[gˆi]2 = 1
S
f2
σ2
+
∑
j
g2j + g
2
i + f (trace (H) + 2Hii) + σ
2
(Hi
4
+ Ji
)+O (σ4)
(46)
For a large dimension D  1 we can approximate this by
E
[
gˆ2i
]− E[gˆi]2 = 1
S
(
f2
σ2
+DG2 +DfH+ σ2
(Hi
4
+ Ji
))
+O
(
σ4
)
(47)
where G2 is the average squared gradient
∑D
j=1 g
2
j /D and H is the average second derivative∑D
j=1Hjj/D.
The squared error is given by
E
[
(gˆi − gi)2
]
= E
[
(gˆi)
2
]
− 2giE[gˆi] + g2i (48)
Up to O(σ2) this has the same value as the variance (46).
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A.1.3 The Quadratic Objective
All smooth functions will look quadratic around a local minimum. An important canonical objective
is therefore the quadratic
f(x) =
1
2D
D∑
i=1
x2i (49)
In this case gi = xi/D and Hij = δij/D. All third and higher order derivatives are zero. For this
setting we can exactly calculate the GP error, giving the expression
E
[
gˆ2i
]− E[gˆi]2 = 1
S
f2
σ2
+
∑
j
g2j + g
2
i + f (trace (H) + 2Hii) +
σ2
4
Hi
 (50)
where
Hi ≡ 15H2ii + 6Hii
∑
a 6=i
Haa + 3
∑
a6=i
H2aa +
∑
a 6=i
Haa
2 (51)
which gives
D2Hi = 15 + 6(D − 1) + 3(D − 1) + (D − 1)2 = 7 + 7D +D2 (52)
For D  1 we have therefore
E
[
gˆ2i
]− E[gˆi]2 = 1
S
(
f2
σ2
+ f +
σ2
4
)
+O
(
1
DS
)
(53)
A.2 Directional Derivative
Based on S samples, we can form an estimator for the gradient using
gˆi =
1
Sσ2
S∑
n=1
ni Dnf(x) =
1
Sσ2
S∑
n=1
∑
j
ni 
n
j gj (54)
This gradient estimator is unbiased, E[gˆi] = gi and its variance can be readily calculated as
E
[
gˆ2i
]
=
1
S2σ4
∑
m,n
∑
j,k
gjgkE
[
ni 
n
j 
m
i 
m
k
]
(55)
We can use the result that E
[
ni 
n
j 
m
i 
m
k
]
is
3σ4δmnδijδik + σ
4δmnδjk (1− δij) + σ4(1− δmn)δijδik (56)
to give
E
[
gˆ2i
]− E[gˆi]2 = 1
S
g2i +∑
j
g2j
 (57)
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