This work presents a novel modeling of neuronal activity of the brain by capturing the synchronization of EEG signals along the scalp. The pair-wise correspondence between electrodes recording EEG signals are used to establish edges between these electrodes which then become the nodes of a synchronization graph. As EEG signals are recorded over time, we discretize the time axis into overlapping epochs, and build a series of time-evolving synchronization graphs for each epoch and for each traditional frequency band.
INTRODUCTION
Epilepsy is a common chronic neurological disorder that affects the nervous system and is typically characterized by the recurrent seizures caused by sudden bursts of electrical energy in the brain. For a successful treatment and understanding of the seizures, it is critical to characterize the physiological changes caused by the seizures.
Clinical evaluation, identification of epileptic seizures, and localization of epileptic seizures significantly rely on monitoring and analysis of long-term electroencephalographic (EEG) signals and benefit from intensive video-EEG monitoring. Large numbers of multi-channel EEG signals are visually analyzed by neurologists with a goal of understanding when and where the seizures start and how they propagate within the brain. However, there are two main disadvantages of visual analysis of EEG signals: it is time-consuming and prone to subjectivity. Therefore, automation of the detection of the underlying brain dynamics in EEG signals is significant in order to obtain fast and objective EEG analysis.
Related Work
A common approach in seizure recognition/detection and also in prediction is to extract information, e.g., features that can characterize seizure morphologies, from EEG recordings [27, 30, 32, 35, 42] . The procedure for feature extraction from multi-channel EEG data is often as follows: First, an EEG signal from a channel is divided into I time epochs (overlapping or non-overlapping) and then J features are extracted from each epoch. Consequently, a signal from a single channel can be represented as a matrix of size I × J. A great deal of effort from different disciplines has been invested in exploring the features in order to capture characteristics of an epileptic seizure. These features include statistical complexity measures (e.g., fractal dimension, approximate entropy, Lyapunov exponents, etc.) as well as other features from time (e.g., higher-order statistics of the signal in time domain, Hjorth parameters, etc.) and frequency domains (e.g., spectral skewness, spectral entropy, etc.). A list of features used in characterization of epileptic seizure dynamics can be found in recent studies [27, 30, 42] . In both seizure detection and prediction, the approaches are similar in terms of extracting features, but the goals are different. In seizure recognition/detection the goal is to detect the seizure onset as accurately as possible. Therefore, in seizure detection we try to differentiate between ictal and non-ictal time epochs, where ictal period (defined as an EEG event rather than a clinical event) can be identified by neurologists with some level of subjectivity based on visual analysis of EEG signals. On the other hand, seizure prediction aims to predict seizures taking into consideration very early signs of an upcoming seizure. We therefore focus on the differentiation of pre-ictal and inter-ictal periods. A pre-ictal period, however, has neither strict boundaries nor a definition and many studies in the literature have used a variety of features ( [20] and references therein) to define a pre-ictal period. Changes in these features occur from several minutes up to several hours before a seizure onset [5, 13, 19] . Therefore, different prediction horizons are often used to asses the performance of proposed models. In addition to the evaluation of the seizure prediction system using different prediction horizons, a seizure prediction technique should also have a precise temporal resolution since the variation in the prediction horizon may simply make the proposed technique impractical as discussed in [33] .
In the literature, studies often use either multiple features from a single channel or a single feature from multiple channels since data construction and data analysis techniques are restricted to two dimensions. For instance, in [30] , seizure dynamics are analyzed solely on a specific recording, which represents the characteristics of a seizure well. Then the performance of various features from different domains on that particular signal is analyzed simultaneously. On the other hand, [27] analyzes multi-channel EEG data but assesses the performance of each feature one at a time. Furthermore, different studies extract different features and employ different algorithms to distinguish between seizure and non-seizure periods (e.g., [26] and references therein), which makes it difficult to compare the performance of features. An approach capable of simultaneously analyzing features would enable the performance comparison of the features on the same data using the same classifier. Simultaneous analysis of features is also important because it may consider linear or non-linear combinations of features. While a single feature may not be very effective in discriminating between epileptic periods, combinations of several features may well be [8] .
We note that all techniques reviewed above focus on the spikes and sharp waves in each electrode via temporal, frequency, or wavelet domain analysis [3, 11, 31, 41] . However, the underlying mechanism may also be captured via analyzing the signals from different electrodes jointly such as multiway analysis techniques [1] . Multi-modality of the data enables one to include as many features as possible in the analysis, and combines the seizure recognition or prediction power of several features. Furthermore, since we can analyze multiple channels simultaneously, we do not have to make any prior assumption regarding the seizure localization and therefore select channels.
Multiway analysis techniques have been previously applied successfully in neuroscience. In [7] , EEG data and data collected through experiments with different doses of a drug are arranged as a six-way array with modes: EEG, patients, doses, conditions, time, and channels. The analysis of the six-way dataset demonstrates that significant information is successfully extracted from a complex drug dataset by a multi-linear model rather than two-way models such as Principal Component Analysis (PCA) [14, 15] . Multiway models have become more popular in neuroscience with the idea of decomposing EEG data into space-time-frequency components [25] . The three-way array constructed from multi-channel EEG data in [25] with modes time samples × f requency × channels is analyzed using a multi-linear component model called Parallel Factor Analysis model (PARAFAC) [9] . Components extracted by PARAFAC are observed to demonstrate the temporal, spectral and spatial signatures of EEG. In another study [28] , PARAFAC models with non-negativity constraints are used on Event-Related Potentials (ERP) to find the underlying structure of brain dynamics. In addition to the applications of multi-linear component models, multi-linear regression models have also been previously employed in neuroscience, e.g., in [24] for extracting the connection between EEG and functional Magnetic Resonance Imaging (fMRI) recordings .
In [1, 2] , multi-channel EEG data is converted to a third order tensor X ∈ R I×J ×K by applying continuous wavelet transformation on the signal recorded at each channel. In this tensor, x ijk represents the square of the absolute value of wavelet coefficient at the ith channel for jth scale and the kth time sample; in other words the power of the wavelet transformed data. Analysis of the tensor by PARAFAC [9] algorithm revealed the seizure localization.
Recently there has emerged a new direction in analyzing EEG recordings by building a synchronization graph that enables characterization of the pairwise correlations between electrodes using graph theoretical features over time [4, 37] . In the spatio-temporal EEG graphs, nodes (vertices) represent the EEG channels and the edges (links) represent the level of neuronal synchronization between the different regions of the brain. This approach has been exploited in the analysis of various neuropsychiatric diseases including schizophrenia, autism, dementia, and epilepsy [37] . Within epilepsy research, evolution of certain graph features over time revealed better understanding of the interactions of the brain regions and the seizures. For instance, Schindler et al. analyzed the change in path lengths and clustering coefficients to highlight the evolution of seizures on epileptic patients [34] , Kramer et al. considered the evolution of local graph features including betweenness centrality to explain the coupling of brain signals at seizure onset [17] , and Douw et al. recently showed epilepsy in glioma patients was attributed to the theta band activity in the brain [6] . In [23] , authors independently suggest a similar approach that combines tensor decompositions with graph theory.
In this paper, we study how to build synchronization graphs in depth and present graph mining results to detect epileptic seizure both in temporal and spatial domains. The organization of the paper is as follows: in Section 2, we describe the epileptic EEG dataset, methodology to construct timeevolving EEG synchronization graphs, and the computation of global and local features on these graphs. In Section 3, we present results for seizure detection and seizure localization using the features described in Section 2. Finally, we provide an overview, discuss the results, and list extensions to this study, in Section 4.
METHODOLOGY

Epileptic EEG Dataset
Our dataset consists of scalp EEG recordings of 34 seizures from 15 patients. All the patients were evaluated with scalp video-EEG monitoring in the international 10-20 system (as described in [16] ), magnetic resonance imaging (MRI), fMRI for language localization, and position emission tomography (PET). The data was collected in the Neurophysiology Laboratory of Yeditepe University Hospital in Istanbul, Turkey. All the patients had Hippocampal Sclerosis (HS) except one patient (IY) with Cortical Dysplasia (CD). After selective amygdalohippocampectomy, all the patients were seizure free. The patient information is provided in Table 1 . For 10 patients, the seizure would onset from the left (L), whereas for 5 patients the seizure would onset from the right (R). 
Patient Pathology Lateralization
One patient has one 30 minute recording, two patients have two 30 minute recordings, one patient has three 30 minute recordings, three patients have single 60 minute recordings, three patients have two 60 minute recordings, four patients have three 60 minute recordings, and one patient has five 60 minute recordings. The recordings include sufficient pre-ictal and post-ictal periods for the analysis. Two of the electrodes (A1 and A2) were unused and Cz electrode was used for referential montage that yielded 18-channel EEG recordings. Dr. Aykut-Bingöl's team diagnosed the initiation and the termination of each seizure and reported these periods as the ground truth for our analysis. An example of such a recording can be found in Fig. 2 in [36] . Seizures were 97 seconds long on average and their standard deviation was 121 seconds.
Construction of EEG Synchronization Graphs
Let X[i, m] denote the recorded EEG signal, where i ∈ {1, . . . , 18} represents the index for the ith electrode and m ∈ [1, . . . , fs × M ] represents the time index, fs represents the sampling frequency, and M is the duration of the recording in seconds. Sampling frequency, fs, is either 200 Hz or 400 Hz. We first decompose the signal in each electrode into the five traditional frequency bands δ (0.5-3.5 Hz), θ (3.5-7.5 Hz), α (7.5-12.5 Hz), β (12.5-30 Hz), and γ (>30 Hz) through appropriate digital band-pass filters H f (ω), where f represents the index for the frequency band. Next, we constructed epochs of equal lengths with 20% overlap between the preceding and following epochs. The number of epochs N is equal to 1.25M/L, where L is the duration of the epoch in the same time units.
Given the nature of these spatio-temporal recordings, we consider constructing time-evolving EEG Synchronization Graphs on the EEG datasets. A graph is constructed for each frequency band and epoch. The nodes represent the EEG electrodes and the edges represent a closeness relationship between the nodes in a given epoch. The main goal sought in the time-evolving EEG synchronization graphs is the ability to sense both the spatial and temporal changes in the network, yielding measures of change for the mining.
The selection of epoch length is significant in both the time-domain and frequency-domain analysis techniques. While longer epochs provide better frequency resolution, far too lengthy epochs may not be stationary [40] and not allow rapid detections of changes in the network [21, 22] . Therefore, shorter epoch lengths are generally preferred. However, extremely short epoch lengths may not allow the generation of meaningful graphs for mining. Therefore, a secondary goal of this research is to analyze and identify the effects of epoch lengths on the time-evolving EEG Synchronization Graphs. Note that if a wavelet-domain based measure is employed for the construction of the time-evolving graphs, these effects are reduced or eliminated. However, as the range of explored frequencies must be arbitrarily defined prior to the wavelet analysis, wavelet domain techniques do not allow the simultaneous exploration of the whole range of the EEG frequency spectrum.
For purposes of illustration, we construct simple timeevolving graphs on the EEG recording shown in Fig. 1 . The graph edges are established based on the pair-wise relationships between the epoch data. Specifically, an edge between two distinct nodes i and k, where i, k ∈ {1, . . . , 18}, and i = k, is established if the pair-wise distance for the nth epoch, d n i,k , is less than the threshold τ . A parametric search is performed to find optimal values for the threshold τ . Further information about the search performed on various parameters to determine optimal values is provided in Section 3.
Several synchronization measures have been proposed as plausible options for d n i,k . We consider 3 different measures here, namely Correlation Coefficient [29] , Phase Lag Index [38] , and Phase Locking Value [18] . The three measures are defined as follows: 
where φ 
Feature Extraction from EEG Synchronization Graphs
We extract 27 features from the EEG graph for each epoch. These features quantify the compactness, clusteredness, and uniformity of the graph. Compactness of a graph is measured by features such as average eccentricity, diameter, radius, and number of central points that are based on the path distances between the nodes within the graph. The clusteredness of a graph is measured by features such as average clustering coefficient and number of connected components that are based on how connected are the nodes and their neighbors with respect to each other. In addition, we also extract spectral graph features such as spectral radius and spectral gap using the eigenvalues of the adjacency, Laplacian, and normalized Laplacian matrices, that reveal additional clusteredness and compactness properties about the graphs. A complete list of the features used in this work and their definitions is listed in Table 2 .
Mining Global Graph Features for Temporal Clustering
After computing the global graph features for each epoch, we build features matrices of dimensionality N ×27, where N is the number of epochs, for the sub-bands of the recording. In order to learn the structural differences within the temporal evolution of the epileptic seizures, we decided to separate the epochs into different clusters using unsupervised learning. We employed k-means clustering due to its successful record in bioinformatics applications [10] . k-means clustering is an iterative unsupervised learning method that partitions the samples into k clusters based on their attributes and traits. The method first chooses k random samples from the set and assigns them as the initial cluster centroids. Next, the remaining samples are assigned to the cluster whose centroid is the closest in terms of Euclidean distance. Finally, the cluster centroids are recomputed by averaging over all samples within the cluster and the process is repeated until the centroids do not change and withincluster residual sum of squares is minimized. Note that if significantly more recordings for each patient are available, Normalized Laplacian Trace Sum of the normalized Laplacian matrix eigenvalues supervised machine learning techniques will be more suitable to capture these differences. For the purpose of this study, we use k-means in an unsupervised setting, only using the ground truth labeling provided by the doctors to validate our clustering results.
Spatial Analysis by Mining Local Graph Features
The analysis of the global graph features indicated a critical change in their values during the transitionary period from pre-ictal to ictal, and from ictal to post-ictal. As a consequence of this outcome, we studied the change in the local graph features for individual nodes (electrodes) to determine whether we could localize the seizure to a particular part of the brain, or more specifically to a particular electrode. The intuition driving this hypothesis is that the electrode closest to the part of the brain in which the seizure onsets will record this change in brain activity before the other electrodes. The local graph features for the particular electrode will then indicate this sudden departure from regular behavior. We can verify our results based on the ground truth. To aid us in this objective, we utilize a Tucker3 tensor decomposition approach [39] .
We construct the three-way array X ∈ R I×J ×K with modes: time samples, local graph features, and electrodes. We model X using a (P, Q, R)-component Tucker3 model on a three-way array given by
where A ∈ R I×P , B ∈ R J ×Q , and C ∈ R K×R are the component matrices corresponding to the first, second, and third modes, respectively. G ∈ R P ×Q×R is the core array and E ∈ R I×J ×K contains the residuals. The illustration of a Tucker3 model on a three-way array is given in Fig. 2 . I×J ×K is modeled with component matrices A ∈ R I×P , B ∈ R J ×Q , and C ∈ R K×R in the time samples (first), local graph features (second), and electrode (third) modes, respectively. G ∈ R P ×Q×R is the core array and E ∈ R I×J ×K contains the residuals.
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For each patient, we construct the three-way array X with the modes: time samples within the seizure period, local graph features computed for each electrode, and the number of electrodes. We compute 8 local graph features listed in Table 3 . We run the Tucker3 decomposition on this tensor.
We examine the plotting of the residual sum of squares vs. hoteling T-squared values [12] in the electrodes mode which show the outliers in the upper right corner (as shown in Fig. 3 ). These outliers are the electrodes that we consider as progenitors of the seizure, and use their location to determine the side of the brain where the seizure begins. The electrodes present towards the upper left or bottom left corners are not significant. In the figure, electrodes are named using the following nomenclature: "[L|C|R] [1] [2] [3] [4] [5] [6] [7] [8] identifier", where "L","C", and "R" represent left, center, and right sides of the brain, respectively. The electrodes are numbered from 1-8 and each electrode is given a unique identifier.
EXPERIMENTAL RESULTS
We conducted a parametric search to determine the effect of parameters to capture the characteristics of the seizures. We tested four different epoch lengths that vary from a relatively short epoch length of 5 seconds to a longer duration of 12.5 seconds with 2.5 second increments. We tested five different threshold (τ ) values for each synchronization cost function tested in our methodology. After obtaining the EEG graphs for each epoch in a particular frequency band in the recording, we extracted the graph features and constructed the data matrix to be clustered. In order to reduce the scale differences among the features, the data was normalized so that the features have zero mean and unit variance across the epochs. We tested four different l values ranging between two and five considering pre-ictal, ictal, post-ictal, as well as the transitional periods between these stages. The result of k-means clustering is typically biased by the initial cluster centroids that are chosen randomly. In order to obtain unbiased results, we repeated the clustering 100 times and choose the clusters that were obtained most frequently as the final result. The resulting clusters are evaluated using F-measure and cluster entropies. F-measure is a function of precision (P ) and recall (R) of a particular class type after retrieval and is given by F = 2 P R P +R . The entropy of a cluster is given by E = − K k=1 Pr(c k ) log 2 Pr(c k ), where P r(c k ) is the probability of a time epoch belonging to cluster c k . For an ideal clustering, we want F-measure to be close to 1 and entropy to be close to 0. Therefore, we combine these two metrics in a single one as F/E where uniform clusters yield higher values. A total of 75 parameters are tested for each recording and we choose the clusters that yield the highest value as the representative result for that recording. Figure 4 displays clusters for a particular EEG recording. As can be noticed from the figure, the seizure time points are present within a single cluster, namely cluster 5 (marked in red), whereas the pre-ictal and post-ictal time points belong to various clusters, namely clusters 1-4.
Results and Interpretations
In the following 2 sections, we present results for the seizure detection and seizure localization algorithms. Please note that in two patients with identifiers ATU 1 and ATU 2, and ABA 1, we could not detect and localize the seizures well. In these patients, we reviewed the seizure samples sum-sq uared residuals again and then we realized that we did not get the exact seizure periods. This result confirmed the veracity of our data analysis.
Seizure Detection
We found that our seizure detection algorithm was able to correctly detect the seizure in 30 of the 34 patient recordings for a success rate of 88.24%. If we discount the recordings with identifiers ATU 1 and ATU 2, which had issues even with external video EEG information, our accuracy increases to 93.75%.
We also present the seizure detection results based on 4 criteria: Clustering Coefficient E Same as clustering coefficient C but discounting the isolated nodes 5 Eccentricity Maximum shortest path length from the node to any other node in the graph 6 Eccentricity 90% Maximum shortest path length from the node to 90% of the reachable nodes in the graph 7
Closeness Centrality Sum of the distances of the node from all other nodes in the graph determines its importance 8
Betweenness Centrality Measures how many shortest paths between all pairs of nodes include the node Epoch length of 12.5 seconds had the best F-scores in 45.29% of the patient recordings. As mentioned in Section 2.2, determining the optimal epoch length is crucial in constructing meaningful graphs on which mining techniques can be applied. Table 4 presents the patient pathologies with the results of seizure localization. A "+" sign indicates correctly identified seizure, whereas a "−" sign indicates an incorrectly identified seizure. We were able to correctly localize the seizure in 26 of the 34 recordings leading to a 76.47% success rate. If we discount the recordings with identifiers ATU 1 and ATU 2, which had issues even with additional video EEG information, our accuracy increases to 81.25%. We recognized that the clustering coefficient synchronization metric was responsible for almost all the incorrect localizations.
Seizure Localization
DISCUSSION AND CONCLUSION
Synchronization in the firing of neurons is one of the characteristics of epileptic seizure. In this work we modeled this phenomena by building synchronization graphs, as a method to quantify the correspondence among electrodes recording EEG signals. The electrodes form the nodes in the graph and an edge is inserted between these electrodes when their pair-wise synchronization is greater than a threshold. We extracted graph features computed over the entire graph (global features), and for individual nodes (local features), and used these features to analyze the data in the feature space to detect seizure localization in both spatial and temporal domains. We identified the free parameters in this model and ran an extensive parametric search to determine the best possible configurations. When evaluated against the ground truth provided by the medical team, our results were found to be encouraging, but have scope for further improvement. One possible improvement would be to extend the feature set to include more graph features and then run a feature selection algorithm.
As we mentioned in Section 2.1, patients considered in this study had undergone surgery thus allowing us to precisely determine the location of the seizure origin. In our future work we will expand our data to include patients without surgical treatment.
The time-evolving graphs can be enriched in two novel ways. First, given the time evolution of the graphs and uncertainty on the optimum epoch length, the epoch lengths can be chosen stochastically or adaptively to create different time scales. Given that the nodes are constant (i.e. electrodes or sensors remain the same), we can use a node as the common point of reference to integrate the data/knowledge at different scales. In other words we can use node/vertex based augmentation across different time scales. The information/data from different scales can also have different weights (importance). For example, if we are going to use global features to represent the data, weighted averages can be utilized. Assigning optimum weights to scales is another possible research problem that can be addressed as an extension to this work. Second, we can augment the edges with the "similarity vector" between a pair of nodes. This vector contains several "node" features extracted from the "signal" (not from the graphs) and each feature may have a different weight as well.
