We present here results supporting the use of Medium Resolution Imaging Spectrometer (MERIS)-based Near Infrared-Red algorithms for estimating chlorophyll-a (chl-a) concentration in complex coastal waters. The objective of the study was to test the potential of universal applicability of NIR-Red algorithms, calibrated with (a) radiometric measurements and in situ data from inland waters in Nebraska, (b) MERIS data, acquired over Azov Sea in Russia, and (c) data synthetically generated using a radiative transfer model, to estimate chl-a concentration in the Hudson/Raritan Estuary of New York/New Jersey. We used a set of in situ reflectance and water samples collected in the Hudson/Raritan Estuary of New York/New Jersey for this validation. The NIR-Red algorithms produced consistently accurate estimates of chl-a concentration, ranging from 3.9 mg m -3 to 26.3 mg m 3 , with the root mean square error (RMSE) below 2 mg m -3 . The algorithms do not need re-parameterization and it presents a strong case for the use of NIR-Red algorithms for real-time quantitative monitoring of Hudson/Raritan Estuary, and potentially other inland and coastal waters.
INTRODUCTION
The estuarine and coastal waters are optically very complex due to the high concentrations of suspended sediments and colored dissolved organic matter (CDOM) not related to phytoplankton chl-a [1] which complicates the estimation of chl-a concentration (e.g., [2] [3] [4] [5] [6] ). Several algorithms have been developed and shown to yield accurate estimates of chl-a concentration in turbid productive estuarine and coastal waters when reflectances in the red and near infrared (NIR) regions were used (e.g., [2, 3, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ). The parameters of most of these algorithms were obtained comparing remotely sensed data with in situ measured chl-a concentration from a particular geographical location or seasonal regime. This often requires re-parameterization of the algorithms for different waters.
It was shown recently that the parameters of the NIR-Red algorithms set, based on the limited datasets from Chesapeake Bay (USA), Lake Kinneret (Israel), and Azov Sea (Russia), closely matched the parameters of the NIRRed algorithms, developed based on an extensive dataset collected using field spectrometers in several turbid productive lakes in Nebraska, USA [14, 16, 17] . In [18] was shown that the NIR-Red algorithms based on the limited dataset from the Azov Sea and the Taganrog Bay [14] and Nebraska lakes [16] gave accurate estimates of chl-a concentration when applied to a large number of *Address correspondence to this author at the Department of Civil and Environ Engineering, New Jersey Institute of Technology, Newark, NJ 07102, USA; Tel: (973)596-2470; Fax: (973)596-5790; E-mail: bagheri@njit.edu synthetically generated reflectance spectra, leading to the development of advanced versions of the NIR-Red algorithms.
The objective of the study was to test the potential of universal applicability of NIR-Red algorithms, calibrated with (a) radiometric measurements and in situ data from inland waters in Nebraska, (b) MERIS data, acquired over Azov Sea in Russia, and (c) data, synthetically generated using a radiative transfer model, to estimate chl-a concentration in the Hudson/Raritan Estuary of New York/New Jersey.
STUDY AREA
The study area is the Hudson/Raritan Estuary of New York/New Jersey (Fig. 1) . This partially mixed drowned river estuary is relatively shallow (< 8 m) [19] with major fresh water discharges from the Hudson, Raritan, Passaic and Hackensack Rivers. Over the last century the quality of the estuarine water has degraded in part due to eutrophication, which disrupts the pre-existing natural balance of the system, resulting in phytoplankton blooms of both increased frequency and intensity in response to the over-enrichment. Dense and accelerated phytoplankton blooms ultimately increase oxygen demand on the system leading to episodes of hypoxia. A field campaign was carried out in the estuary during August 1999 to obtain in-situ measurements of subsurface irradiance reflectance R(0-), together with in situ water samples, that were later analyzed in the laboratory for their inherent optical properties (IOP) and concentration of water quality parameters (WQP) [20] . The data were subsequently used in establishment of bio-optical model of the estuary and calibration of the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) data [21] .
RESEARCH MATERIAL AND METHODS

A. Spectral Reflectance Measurement
Spectral reflectance for all stations marked on Fig. (1) was obtained using the field spectroradiometer. The goal was to establish the bio-optical model relating algal pigment concentrations and reflectance. The link between remotely sensed upwelling radiance and inherent optical properties (IOP) of water constituents is made through subsurface irradiance reflectance R(0-). The PR-650 portable telephotometer/colorimeter (Photo Research) was used for spectral radiance measurements above the water surface. This instrument included 1 0 measuring optics and holographic grating, 128-element diode-array spectrometer that acquires spectra from 380 to 780 nm with full width at half maximum (FWHM) of 8 nm. [3] . The water-leaving radiance (L au ) and the downward radiance (L sky ) were measured at a nadir and a zenith angle of 42 0 , respectively. The angle of 42 0 was used in order to avoid the influence from reflection and shading from the boat. The measured water-leaving radiance includes reflected sky light, which was subtracted using measured the sky radiance at the relevant angle. In order to calculate downward radiance (E ad ) and discriminate between direct sunlight and the diffuse irradiance, the radiance was measured from a calibrated reflectance panel before (L rp ) and after shading (L rpd ). The direction of observation was 90 0 to the plane of the sun. Each scan involved 10 measurement cycles of which the average was recorded. From the radiance measurements obtained above the water surface, the subsurface irradiance reflectance R(0-), i.e. the ratio of upward (E wu ) and downward irradiance (E wd ) just beneath the water surface was computed, as described in [3] and shown in Fig. (2) .
B. Optical Water Quality Constituent Concentrations Measurements
Standard procedures as described by [22] were used to determine the concentrations of total chlorophyll (TCHL) (sum of chlorophyll-a and phaeopigment) and total suspended matter (TSM). The TCHL concentration was determined according to the Dutch standard norm [23] . This method is based on the extraction of chl-a pigments from the phytoplankton using hot ethanol (80% at 75 0 C). The TCHL is then determined spectrophotometrically, using the extinction of the solvent at 665 and 750 nm. The phaeopigment concentration is determined similarly after acidification of the sample. Additional chlorophyll measurements were performed using extraction in cold acetone [24] .
The TSM concentrations were determined according to the Dutch standard norm [25] , by filtering samples over 0.45 m Whatman GF/F filters and drying the filters at 80 0 C. Ignition loss was determined by ashing the filters with TSM at 550 0 C. The filters were flushed with 10 ml tap water to 
where R x is the remote sensing reflectance in the spectral band centered at x nm.
Using comprehensive synthetic datasets of reflectance spectra, generated synthetically by the radiative transfer model, Hydrolight [27] [28] [29] 18] , and inherent optical properties (IOP), related to a wide range of water parameters, as well as a new field data set, the two-band and three-band NIR-Red models were reformulated in terms of the absorption and scattering coefficients of the constituentswater, phytoplankton, non-algal particles, and color dissolved organic matter (CDOM). Determining specific phytoplankton absorption coefficient ( 
RESULTS AND DISCUSSION
Firstly, the NIR-Red models with MERIS spectral bands 7, 9 and 10 were calculated (Table 1) using Eqs. 3 and 4 with reflectances as measured in Hudson/Raritan Estuary. These model values were plotted versus actually measured chl-a concentrations and presented in Fig. (3) . The relationships were very close for both models with determination In second step, we predicted chl-a concentration (Chl pred ) in the Hudson/Raritan Estuary using algorithms established and calibrated based on the data, taken over Nebraska lakes (Eqs. 1 and 2). These predicted chl-a concentration were compared to chl-a concentrations measured (Chl meas ) analytically in Hudson/Raritan Estuary . Both models estimated the chl-a concentrations accurately as shown in Table 2 . The 2-band model had the lowest mean average error (MAE) and root mean square error (RMSE) ( Table 2 ).
In third step we calculated the predicted chl-a concentration (Chl pred ) in the Hudson/Raritan Estuary using algorithms established and calibrated based on MERIS data taken over Azov Sea (Eqs. 5 and 6). Chl pred was closely related and matched with Chl meas , which was analytically determined in the Hudson/Raritan Estuary. Both algorithms predicted chl-a concentrations remarkably accurate ( Table 2 ) and, as it was the case with the inland lakes in Nebraska (NE) calibrated algorithms, two-band algorithm performed better than three-band algorithm.
Finally, we calculated chl-a concentration in the Hudson/Raritan Estuary using advanced models (Eqs. 7 and 8) and compared it with analytically measured chl-a in the Hudson/Raritan Estuary (Fig. 4 and Table 2 ). Both models performed very accurately. It is significant, that best fit functions between predicted and measured chl-a concentration (dashed lines) for both models were very close to 1 by 1 line (solid line) indicating that Chl pred = Chl meas . It is also important to note that these advanced models, based on inherent optical properties of water constituents and water absorption, do not require any additional knowledge about inherent optical properties of water constituents. Table 2 depicts the results of statistical analysis including mean normalized bias (MNB), mean average error (MAE), root mean square error (RMSE) of chl-a estimation in the Hudson/Raritan Estuary using MERIS bands with different NIR-Red algorithms.
The 2-and 3-band NE algorithms (Eqs. 1 and 2) were established and calibrated in Nebraska on the basis of in situ reflectance measurements just below the water surface. The 2-and 3-band MERIS algorithms (Eqs. 5 and 6) were calibrated using MERIS data over Azov Sea. The advanced 2-and 3-band models (Eqs. 7 and 8) were developed in [18] are based on analyses of synthetic data sets and reflectance measurements. This remarkable consistency of the NIR-Red algorithms, which were calibrated in different geographic areas (Nebraska, USA and Azov Sea, Russia), as well as different data used with a wide range of chl-a concentrations (synthetic data sets generated by the radiative transfer model Hydrolight [27] , field measured reflectance in Nebraska, and MERIS satellite data taken over Azov Sea), demonstrates potential of NIR-Red models as tools for near real-time quantitative monitoring of chl-a concentration in the Hudson/Raritan Estuary. It should be noted that advanced models (Eqs. 7 and 8) were also remarkably accurate in predicting chl-a concentrations.
Although a dataset with just seven stations is too limited to permit a comprehensive conclusion, but the excellent performance of the NIR-Red models demonstrate the applicability of MERIS-based NIR-Red models for reliable and accurate estimation of chl-a concentration in turbid Fig. (3) . Two-(A) and three-band (B) models with MERIS spectral bands calculated using measured reflectances plotted versus analytically determined chlorophyll-a concentrations in the Hudson/Raritan Estuary. productive waters worldwide. Availability of MERIS data is another advantage in using remote sensing technology as a cost effective monitoring and management tool in coastal and inland waters.
CONCLUSION
The results present a case for using the NIR-Red algorithms as tools for estimating chl-a concentration in the Hudson/ Raritan Estuary without the need for reparameterization of the algorithms. This will be a great asset in the real-time remote monitoring chlorophyll-a concentrations in this region. The spectral locations and resolutions of the NIR and Red channels of MERIS proved adequate to capture the spectral variations in reflectance of optically complex turbid productive waters in a wide range of chl-a concentrations. Two-band and three-band NIR-Red algorithms have proven highly reliable for estimating chl-a concentration in turbid productive waters [14, 16] . They have yielded consistently accurate estimates of chl-a concentration when applied to MERIS data in different geographic locations including the Azov Sea and the Taganrog Bay, field spectrometer data from the Chesapeake Bay, Lake Kinneret [31] , and several lakes in Nebraska [30] , complimented with a large dataset of synthetically generated reflectance data [18] , without the need for reparameterization. These results significantly promote the use of these MERIS-based 2-band and 3-band NIR-Red algorithms as potentially universal tools in estimating chl-a concentration in coastal and inland waters worldwide.
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