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ADJOINTS OF ELLIPTIC CONE OPERATORS
JUAN B. GIL AND GERARDO A. MENDOZA
Abstract. We study the adjointness problem for the closed extensions of a
general b-elliptic operator A ∈ x−ν Diffmb (M ;E), ν > 0, initially defined as an
unbounded operator A : C∞c (M ;E) ⊂ x
µL2
b
(M ;E) → xµL2
b
(M ;E), µ ∈ R.
The case where A is a symmetric semibounded operator is of particular interest,
and we give a complete description of the domain of the Friedrichs extension
of such an operator.
1. Introduction
Let M0 be a smooth paracompact manifold, m a smooth positive measure on
M0. Suppose A : C
∞
c (M0)→ C
∞
c (M0) is a scalar linear partial differential operator
with smooth coefficients. Among all possible domains D ⊂ L2(M0,m) for A as an
unbounded operator on L2(M0) there are two that stand out:
Dmax(A) = {u ∈ L
2(M0,m) |Au ∈ L
2(M0,m)}
where Au is computed in the distributional sense, and
Dmin(A) = completion of C
∞
c (M0) with respect to the norm ‖u‖+ ‖Au‖,
which can be regarded as a subspace of L2(M0,m). Both domains are dense in
L2(M0,m), since C
∞
c (M0) ⊂ Dmin(A) ⊂ Dmax(A), and with each domain A is
a closed operator. Clearly Dmin(A) is the smallest domain containing C
∞
c (M0)
with respect to which A is closed, and Dmax(A) contains any domain on which the
action of the operator coincides with the action of A in the distributional sense.
Also clearly, A with domain Dmax(A) is an extension of A with domain Dmin(A).
If M0 is compact without boundary and A is elliptic then Dmax(A) = Dmin(A);
the interesting situations occur when A is non-elliptic or M0 is noncompact. In
this paper we shall analyze the latter problem, assuming that M0 is the interior
of a smooth compact manifold M with boundary and that A ∈ x−ν Diffmb (M ;E),
ν > 0, is a b-elliptic ‘cone’ operator acting on sections of a smooth vector bundle
E →M ; here x :M → R is a smooth defining function for ∂M , positive in M0.
The elements of Diffmb (M ;E) are the totally characteristic differential opera-
tors introduced and analyzed systematically by Melrose [8]. These are linear op-
erators with smooth coefficients which near the boundary can be written in lo-
cal coordinates (x, y1, . . . , yn) as P =
∑
k+|α|≤m akα(xDx)
kDαy . Such an opera-
tor is b-elliptic if it is elliptic in the interior in the usual sense and in addition∑
k+|α|=m akα(0, y)ξ
kηα is invertible for (ξ, η) 6= 0; this is expressed more concisely
by saying that the principal symbol of P , as an object on the compressed cotan-
gent bundle (see Melrose, op.cit.), is an isomorphism. It follows from the definition
of b-ellipiticity that the family of differential operators on ∂M given locally by
Pˆ0(σ) =
∑
j+|α|≤m aα,j(0, y)σ
jDαy , called the indicial operator or conormal symbol
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of P , is elliptic of order m for any σ ∈ C. For the general theory of these oper-
ators and the associated pseudodifferential calculus the reader is referred to the
paper of Melrose cited above, his book [9], as well as Schulze [14, 15]. An oper-
ator A ∈ x−ν Diffmb (M ;E) is b-elliptic if P = x
νA is b-elliptic. By definition the
conormal symbol of A is that of P . For more details see Section 2.
The measure used to define the L2 spaces will be of the form xµm for some real
µ, where m is a b-density, that is, xm is a smooth positive density. The spaces
L2(M ;E;xµm) are defined in the usual way with the aid of a smooth but otherwise
arbitrary hermitian metric on E. These spaces are related among themselves by
canonical isometries with which L2(M ;E;xµm) = x−µ/2L2b(M,E), where L
2
b(M,E)
is the space defined by the measure m itself.
This said, the general problem we are concerned with is the description of the ad-
joints of the closed extensions of a general b-elliptic operator A ∈ x−ν Diffmb (M ;E)
initially defined as an unbounded operator
A : C∞c (M ;E) ⊂ x
µL2b(M ;E)→ x
µL2b(M ;E).(1.1)
The case where A is a symmetric semibounded operator is of particular interest, and
we give, in Theorem 8.12, a complete description of the domain of the Friedrichs
extension of such an operator.
Differential operators in x−ν Diffmb (M ;E) arise in the study of manifolds with
conical singularities. The study of such manifolds from the geometric point of view
began with Cheeger [3], and by now there is an extensive literature on the subject.
In the specific context of our work, probably the most relevant references, aside
from those cited above, are the book by Lesch [7], and the papers by Bru¨ning and
Seeley [1, 2], and Mooers [11]. See also Coriasco, Schrohe, and Seiler [13].
As already mentioned, the domains Dmin(A) and Dmax(A) need not be the same.
The object determining the closed extensions of A is its conormal symbol Pˆ0(σ) :
C∞(∂M) → C∞(∂M). Because of the b-ellipticity, this operator is invertible for
all σ ∈ C except a discrete set specb(A), the boundary spectrum of A (or P ), a set
which (again due to the b-ellipticity) intersects any strip a < ℑσ < b in a finite set.
It was noted by Lesch [7] that Dmin(A) = Dmax(A) if and only if specb(A)∩ {−µ−
ν < ℑσ < −µ} = ∅. Also proved by Lesch [op.cit., Proposition 1.3.16] was the fact
that Dmax(A)/Dmin(A) is finite dimensional. This provides a simple description
of the closed extensions of A: they are given by the operator A acting in the
distributional sense on subspaces D ⊂ xµL2b(M ;E) with Dmin(A) ⊂ D ⊂ Dmax(A).
These results and others, also due to Lesch (op.cit.) are reproved in Section 3 for
the sake of completeness, with a slightly different approach emphasizing the use of
the pseudodifferential calculus, for totally characteristic operators [10], or for the
cone algebra [14]. In that section we also prove a relative index theorem for the
closed extensions of A.
From the point of view of closed extensions there is nothing more to understand
than that they are in one to one correspondence with the subspaces of E(A) =
Dmax(A)/Dmin(A). The problem of finding the domain of the adjoint is more
delicate, and forces us to pass to the Mellin transforms of representatives of elements
of E . Our approach entails rewriting the pairing [u, v]A = (Au, v)−(u,A
⋆v), defined
for u ∈ Dmax(A) and v ∈ Dmax(A
⋆), where A⋆ is the formal adjoint of A, in terms
of the Mellin transforms of u and v, and proving certain specific nondegeneracy
properties of the pairing. It is generally true (and well known) that in a general
abstract setting, [·, ·]A induces a nonsingular pairing of E(A) and E(A
⋆). In the
ADJOINTS OF ELLIPTIC CONE OPERATORS 3
case at hand, there is an essentially well defined notion of an element u ∈ Dmax(A)
with pole ‘only’ at σ0 ∈ specb(A) ∩ {−µ − ν < ℑσ < −µ}. If σ0 ∈ specb(A) then
σ0 − i(ν + 2µ) ∈ specb(A
⋆), and we show, for example, that the restriction of the
pairing to elements u ∈ Dmax(A) with pole ‘only’ at σ0 and elements v in Dmax(A
⋆)
with pole ‘only’ at σ0 − i(ν + 2µ) is nonsingular (modulo the respective minimal
domains).
Our analysis of the pairing begins in Section 5 with a careful description of
the Mellin transforms of elements in Dmax(A). The main result in that section is
Proposition 5.9, a result along the lines of part of the work of Gohberg and Sigal [4].
In Section 6 we prove in a somewhat abstract setting that the pairing alluded to
above for solutions with poles at conjugate points is nonsingular (Theorem 6.4). In
Section 7 we link the pairing [·, ·]A with the pairing of Section 6. The main results
are Theorems 7.11 and 7.17. The first of these gives a formula for the pairing
which in particular shows that the pairing is null when the poles in question are
not conjugate, and the second, which is based on the formula in Theorem 7.11 and
Theorem 6.4, shows that the pairing of elements associated to conjugate poles is
nonsingular. The formulas are explicit enough that in simple cases it is easy to
determine the domain of the adjoint of a given extension of A.
We undertake the study of the domain of the Friedrichs extension of b-elliptic
semibounded operators in Section 8. The main result there is Theorem 8.12, which
is a complete description of the domain of the Friedrichs extension. Loosely speak-
ing, the domain consists of the sum of those elements u ∈ Dmax(A) with poles ‘only’
in −µ−ν < ℑσ < −µ−ν/2 and those with pole ‘only’ at ℑσ = −µ−ν/2 and ‘half’
of the order of the pole. Finally, in Section 9 we collect a number of examples that
illustrate the use of Theorems 7.11, 7.17, and 8.12.
Any closed extension of a b-elliptic operator A ∈ x−ν Diffmb (M ;E) as an operator
D ⊂ xµL2b(M ;E)→ x
µL2b(M ;E) has the space x
µ+νHmb (M ;E) in its domain. The
spaceHmb (M ;E) is the subspace of L
2
b(M ;E) whose elements u are such that for any
smooth vector fields V1, . . . , Vk, k ≤ m, onM tangent to the boundary, V1 . . . Vku ∈
L2b(M ;E). Other than this, the set of domains of the closed extensions of different
b-elliptic operators in x−ν Diffmb (M ;E) are generally not equal. In Section 4 we
provide simple sufficient conditions for the domains of two such operators to be the
same. Not unexpectedly, these conditions are on the equality of Taylor expansion at
the boundary of the operators involved, up to an order depending on ν. We prove
in particular that under the appropriate condition the domains of the Friedrichs
extensions of two different symmetric semibounded operators are the same. This is
used in Section 8 as an intermediate step to determine the domain of the Friedrichs
extension of such an operator, and a refinement of the condition is obtained as a
consequence.
Operators of the kind we investigate arise naturally as geometric operators. In
such applications µ is determined by the actual situation. It is convenient for us,
however, to work with the normalization
x−µ−ν/2Axµ+ν/2 : C∞c (M ;E) ⊂ x
−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E).
rather than (1.1). Since the mappings xs : xµL2b(M ;E) → x
µ+sL2b(M ;E) are
surjective isometries, this represents no loss. In particular, adjoints and symmetry
properties of operators are preserved. Also to be noted is that these transformations
represent translations on the Mellin transform side, so it is a simple exercise to
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recast information presented in terms of Mellin transforms of the modified operator
as information on the original operator.
2. Geometric preliminaries
Throughout the paper M is a compact manifold with (nonempty) boundary
with a fixed positive b-density m, that is, a smooth density m such that for some
(hence any) defining function x, xm is a smooth positive density. We will also fix a
hermitian vector bundle E →M .
Fix a collar neighborhood UY for each boundary component Y of M , so we have
a trivial fiber bundle πY : UY → Y with fiber [0, 1). We can then canonically
identify the bundle of 1-densities over UY with |
∧
|[0, 1)⊗|
∧
|Y (the tensor product
of the pullback to [0, 1)× Y of the respective density bundles).
Let m be a b-density on |
∧
|[0, 1)⊗|
∧
|Y . Then there is a smooth defining function
x : Y × [0, 1)→ R vanishing at Y × 0, and a smooth density mY on Y , such that
m =
dx
x
⊗mY
Indeed, let ξ be the variable in [0, 1). Over the boundary of [0, 1)× Y we then get,
canonically, ξm = dξ ⊗ mY . Then, on [0, 1) × Y , m = h
dξ
ξ ⊗ mY with h smooth,
positive, h(0, y) = 1. Let x = gξ where g is determined modulo constant factor
by the requirement that
dξx
x = h
dξξ
ξ (dξ means differential in the variable ξ; this
makes sense since we are dealing with a product manifold). Thus g(ξ, y) should
satisfy the equation
∂g
∂ξ
+
1− h
ξ
g = 0
Since h = 1 when ξ = 0, the solutions g are smooth across ξ = 0. Pick the one
which is 1 when ξ = 0.
We fix the choice of x for each boundary component. When working near the
boundary we will always assume that the defining function was chosen above, and
that the coordinates, if at all necessary, are consistent with a choice of product
structure as above. By ∂x we mean the vector field tangent to the fibers of UY → Y
such that ∂xx = 1.
If E, F →M are (smooth) vector bundles and P ∈ Diffmb (M ;E,F ) is a b-elliptic
differential operator, then E and F are isomorphic. This follows from the fact that
the principal symbol of P is an isomorphism π∗E → π∗F where π : bT ∗M\0→M
is the projection, and the fact that the compressed cotangent bundle bT ∗M admits
a global nonvanishing section (since it is isomorphic to T ∗M and M is a manifold
with boundary). Thus when analyzing b-elliptic operators in Diffmb (M ;E,F ) we
may assume F = E (for more on this see [6]).
The Hilbert space structure of the space of sections of E →M is the usual one,
namely integration with respect to m of the pointwise inner product in E:
(u, v)L2b(M ;E) =
∫
(u, v)E m if u, v ∈ L
2
b(M ;E).
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Fix a hermitian connection ∇ on E. If P ∈ Diffmb (M ;E), then near a boundary
component one can write
P =
m∑
ℓ=0
Pℓ ◦ (∇xDx)
ℓ
where the Pℓ are differential operators of order m− ℓ (defined on UY ) such that for
any smooth function φ(x) and section u of E over UY , Pℓ(φ(x)u) = φ(x)Pℓ(u), in
other words, of order zero in ∇xDx . P is said to have coefficients independent of x
near Y if ∇∂xPk(u) = Pk(∇∂xu) for any smooth section u of E supported in UY .
By means of parallel transport along the fibers of UY → Y one can show that if
P ∈ Diffmb (M ;E), then for any N there are operators Pk, P˜N ∈ Diff
m
b (M ;E) such
that
P =
N∑
k=0
Pkx
k + P˜Nx
N
where Pk has coefficients independent of x near Y . If Pk has coefficients independent
of x near Y then so does its formal adjoint P ⋆k . To see this recall that since the
connection is hermitian, ∂x(u, v)E = (∇∂xu, v)+(u,∇∂xv) if u and v are supported
near Y , so if they vanish on Y then
(∇∂xu, v)L2b(M ;E) = −(u,∇∂xv)L2b(M ;E).
One derives the assertion easily from this.
Fix ω ∈ C∞c (−1, 1) real valued, nonnegative and such that ω = 1 in a neigh-
borhood of 0. The Mellin transform of a section of C∞c (
◦
M ;E) is defined to be the
entire function uˆ : C→ C∞(Y ;E) such that for any v ∈ C∞(Y ;E|Y )
(x−iσω(x)u, π∗Y v)L2b(M ;E) =
1
2π
∫
ℑσ=0
(uˆ(σ, y), v(y))L2(Y ;E|Y ) dσ(2.1)
By π∗Y v we mean the section of E over UY obtained by parallel transport of v along
the fibers of πY . Thus if u ∈ C
∞(UY ;E) is such that ∇∂xu = 0 and φ ∈ C
∞
c (0, 1),
then
φ̂u(σ) = ω̂φ(σ)u
where ω̂φ(σ) is the “usual” Mellin transform of ωφ. The only point here is that we
incorporate the cut-off function into the definition. As is well known, the Mellin
transform extends to the spaces xµL2b(M,E) in such a way that if u ∈ x
µL2b(M,E)
then uˆ(σ) is holomorphic in {ℑσ > −µ} and in L2({ℑσ = −µ} × Y ) with respect
to dσ ⊗mY .
The conormal symbol Pˆ0 of P ∈ Diff
m
b (M) is the operator valued polynomial
defined by
Pˆ0(σ)(u) = x
−iσP (xiσπ∗Y u)|Y , u ∈ C
∞(Y ;EY ), σ ∈ C.
It is easy to prove that P̂ ⋆0 (σ) = (Pˆ0(σ))
∗.
3. Closed extensions
Recall first the abstract situation (cf. [12]), where A : Dmax ⊂ H → H is a
densely defined closed operator in a Hilbert space H . Thus Dmax is complete
with the graph norm ‖ · ‖A induced by the inner product (u, v) + (Au,Av), and if
D ⊂ Dmax is a subspace, then A : D ⊂ H → H is a closed operator if and only if D
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is closed with respect to ‖ · ‖A. Fix Dmin ⊂ Dmax, suppose Dmin is dense in H and
closed with respect to ‖ · ‖A. Let
D = {D ⊂ Dmax | Dmin ⊂ D and D is closed w.r.t. ‖ · ‖A}(3.1)
Thus D is in one to one correspondence with the set of closed operators A : D ⊂
H → H such that Dmin ⊂ D ⊂ Dmax. For our purposes the following restatement
is more appropriate.
Proposition 3.2. The set D is in one to one correspondence with the set of closed
subspaces of the quotient
E = Dmax/Dmin(3.3)
In our concrete case A ∈ x−ν Diffmb (M ;E), ν > 0, is a b-elliptic cone operator,
considered initially as a densely defined unbounded operator
A : C∞c (M ;E) ⊂ x
−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E).(3.4)
We take Dmin(A) as the closure of (3.4) with respect to the graph norm, and
Dmax(A) = {u ∈ x
−ν/2L2b(M ;E) |Au ∈ x
−ν/2L2b(M ;E)},
which is also the domain of the Hilbert space adjoint of
A⋆ : Dmin(A
⋆) ⊂ x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E).
Thus Dmax is the largest subspace of x
−ν/2L2b(M ;E) on which A acts in the dis-
tributional sense and produces an element of x−ν/2L2b(M ;E); one can define A on
any subspace of Dmax by restriction. These definitions have nothing to do with
ellipticity. The following almost tautological lemma is based on the continuity of
A : xν/2Hmb (M ;E) → x
−ν/2L2b(M ;E) and the fact that C
∞
c (
◦
M ;E) is dense in
xν/2Hmb (M ;E).
Lemma 3.5. Suppose A ∈ x−ν/2L2b(M ;E), let D ⊂ Dmax(A) be such that A : D ⊂
x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E) is closed. If D contains x
ν/2Hmb (M ;E) then D
contains Dmin(A). In particular, x
ν/2Hmb (M ;E) ⊂ Dmin(A).
Adding the b-ellipticity of A as a hypothesis provides the following precise char-
acterization of Dmin(A):
Proposition 3.6. If A ∈ x−ν/2L2b(M ;E) is b-elliptic, then
1. Dmin(A) = Dmax(A) ∩
(⋂
ε>0 x
ν/2−εHmb (M ;E)
)
2. Dmin(A) = x
ν/2Hmb (M ;E) if and only if specb(A) ∩ {ℑσ = −ν/2} = ∅.
The proof requires a number of ingredients, beginning with the following funda-
mental result [10], [14]:
Theorem 3.7. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic. For every real s and γ,
A : xγHsb (M ;E)→ x
γ−νHs−mb (M ;E)
is Fredholm if and only if specb(A) ∩ {ℑσ = −γ} = ∅. In this case, one can find
a bounded pseudodifferential parametrix
Q : xγ−νHs−mb (M ;E)→ x
γHsb (M ;E)
such that R = QA− 1 and R˜ = AQ− 1 are smoothing cone operators.
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Note that if A is b-elliptic we always can find an operator Q such that
QA− 1 : xγHsb (M ;E)→ x
γH∞b (M ;E) and
AQ − 1 : xγ−νHsb (M ;E)→ x
γ−νH∞b (M ;E)
are bounded for every s ∈ R, even if the boundary spectrum intersects the line
{ℑσ = −γ}. Also in this case kerA and kerA⋆ are finite dimensional spaces.
Moreover, for every u ∈ xγHsb (M ;E),
‖u‖xγHsb ≤ ‖(QA− 1)u‖xγHsb + ‖QAu‖xγHsb ,
which implies
‖u‖xγHsb ≤ Cs,γ
(
‖u‖xγHsb + ‖Au‖xγ−νHs−mb
)
(3.8)
for some constant Cs,γ > 0.
As noted above, there is a bounded operator Q : xγ−νHs−mb → x
γHsb such that
R = QA− 1 : xγHs−mb → x
γH∞b is bounded. Hence for u ∈ x
γHsb
‖u‖xγHs
b
≤ ‖Ru‖xγHs
b
+ ‖QAu‖xγHs
b
,
which implies the estimate (3.8).
Lemma 3.9. There exists ε > 0 such that
Dmax(A) →֒ x
−ν/2+εHmb (M ;E).
Proof. The inclusion follows from (3.8) and the fact that, if u ∈ Dmax(A) then uˆ
has no poles on {ℑσ = ν/2}. Choose ε > 0 smaller than the distance between
specb(A)∩{ℑσ < ν/2} and the line {ℑσ = ν/2}. The continuity of the embedding
is a consequence of the closed graph theorem since Dmax(A) and x
−ν/2+εHmb are
both continuously embedded in x−ν/2L2b.
Recall that x−ν/2+εHmb (M ;E) is compactly embedded in x
−ν/2L2b(M ;E). Hence
if A with domain D is closed, then
(D, ‖ · ‖A) →֒ x
−ν/2L2b(M ;E) compactly.(3.10)
That this embedding is compact is a fundamental difference between the situation
at hand and b-elliptic totally characteristic operators and is due to the presence of
the factor x−ν in A.
Lemma 3.11. Let γ ∈ [−ν/2, ν/2] be such that specb(A)∩{ℑσ = −γ} = ∅. Then
A with domain Dmax(A) ∩ x
γHmb (M ;E) is a closed operator on x
−ν/2L2b(M ;E).
Proof. Let {un}n∈N ⊂ Dmax(A) ∩ x
γHmb with un → u and Aun → f in x
−ν/2L2b.
Further, let Q be a parametrix of A as in Theorem 3.7. In particular,
QA = 1 +R : xγHmb (M ;E)→ x
γHmb (M ;E) is Fredholm.
So, Aun → f implies (1 + R)un → Qf in x
γHmb , and Qf = (1 + R)u˜ for some
u˜ ∈ xγHmb . Now, since dimker(1+R) <∞, there is a closed subspaceH ⊂ x
−ν/2L2b
such that x−ν/2L2b(M ;E) = H⊕ker(1+R). If πH denotes the orthogonal projection
onto H , then πHun → πHu in x
−ν/2L2b and, as above,
(1 +R)πHun → (1 +R)πH u˜ in x
γHmb .
Thus πHun → πH u˜ in x
γHmb →֒ x
−ν/2L2b which implies that πHu = πH u˜ ∈ x
γHmb .
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On the other hand, (1 − πH)un → (1− πH)u ∈ ker(1 +R) ⊂ x
γHmb . Therefore,
u ∈ xγHmb and Au = f . In other words, A with the given domain is closed.
Momentarily returning to the abstract situation of a densely defined closed op-
erator A : Dmax ⊂ H → H , let D
⋆
min be the domain of its adjoint. Further, let
D⋆max be the domain of the adjoint of A : Dmin ⊂ H → H , and denote this adjoint
by A⋆. Then we have D⋆min ⊂ D
⋆
max.
Let D⋆ and E⋆ be the analogues of (3.1) and (3.3) for A⋆. Define
[·, ·]A : Dmax ×D
⋆
max → C
by
[u, v]A = (Au, v)− (u,A
⋆v).(3.12)
Then [u, v]A = 0 if either u ∈ Dmin or v ∈ D
⋆
min, and [·, ·]A induces a nondegenerate
pairing
[·, ·]♭A : E × E
⋆ → C.
Indeed, suppose u ∈ Dmax is such that [u, v]A = 0 for all v ∈ D
⋆
max. Then (Au, v) =
(u,A⋆v) for all v ∈ D⋆max, which implies that u belongs to the domain of the adjoint
of A⋆ : D∗max ⊂ H → H , that is, u ∈ Dmin. Thus the class of u in E is zero.
Likewise, if v ∈ D⋆max and [u, v]A = 0 for all u ∈ Dmax then v ∈ D
⋆
min.
Given D ∈ D, let D⊥ ⊂ D⋆max be the orthogonal of D with respect to [·, ·]A.
Proposition 3.13. Let D ∈ D. The adjoint A∗ of A : D ⊂ H → H is precisely the
operator A⋆ restricted to D⊥. Consequently, A is selfadjoint if and only if D = D⊥.
Proof. Let A∗ : D∗ ⊂ H → H be the adjoint of A|D. We have (Au, v) = (u,A
⋆v)
for all u ∈ D, v ∈ D⊥. Thus D⊥ ⊂ D∗ and A∗v = A⋆v if v ∈ D⊥. On the other
hand, since D∗ ⊂ D⋆max (because D ⊃ Dmin), it makes sense to compute [u, v]A for
u ∈ D and v ∈ D∗. For such u, v we then have [u, v]A = 0 since A
∗v = A⋆v for
every v ∈ D∗. Thus D∗ ⊂ D⊥ which completes the proof that D∗ = D⊥.
Proof of Proposition 3.6. To prove part 1 we will show inclusion in both directions.
If ε > 0 is such that specb(A) ∩ {ℑσ = −ν/2 + ε} = ∅, then
xν/2Hmb (M ;E) ⊂ Dmax ∩ x
ν/2−εHmb (M ;E),
so from Lemmas 3.5 and 3.11 we deduce Dmin(A) ⊂ Dmax(A) ∩ x
ν/2−εHmb (M ;E).
Thus,
Dmin(A) ⊂ Dmax(A) ∩
⋂
ε>0
xν/2−εHmb (M ;E).
To prove the reverse inclusion let u ∈ Dmax ∩
⋂
ε>0 x
ν/2−εHmb and set un = x
1/nu
for n ∈ N. Then {un}n∈N is a sequence in x
ν/2Hmb and as n→∞
un → u in x
ν/2−εHmb , and Aun → Au in x
−ν/2−εL2b
for every ε > 0. In particular, xεAun → x
εAu in x−ν/2L2b. Choose ε sufficiently
small such that Dmax(A
⋆) ⊂ x−ν/2+εHmb (Lemma 3.9). Then for v ∈ Dmax(A
⋆)
(Aun, v) = (x
εAun, x
−εv)→ (xεAu, x−εv) = (Au, v) as n→∞.
On the other hand, (un, A
⋆v) → (u,A⋆v) and (Aun, v) = (un, A
⋆v) since un ∈
Dmin(A). Hence (Au, v) = (u,A
⋆v) for all v ∈ Dmax(A
⋆), that is, [u, v]A = 0 for all
v ∈ Dmax(A
⋆) which implies u ∈ Dmin(A) since Dmin(A) = Dmax(A
⋆)⊥.
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To prove part 2, suppose first that specb(A) ∩ {ℑσ = −ν/2} = ∅. Then
Lemma 3.11 gives that A with domain Dmax(A) ∩ x
ν/2Hmb (M ;E) is closed. Since
xν/2Hmb (M ;E) ⊂ Dmax(A), Lemma 3.5 implies Dmin(A) = x
ν/2Hmb (M ;E). On
the other hand, if Dmin(A) = x
ν/2Hmb (M ;E), then A with domain x
ν/2Hmb (M ;E)
is Fredholm, so by Theorem 3.7 specb(A) ∩ {ℑσ = −ν/2} = ∅
We will now prove that Dmax/Dmin is finite dimensional. This is a consequence
of the following proposition, which is interesting on its own, see Lesch [7, Lemma
1.3.15, Prop. 1.3.16].
Proposition 3.14. If A ∈ x−ν Diffmb (M ;E) is b-elliptic, every closed extension
A : D ⊂ x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E)
is a Fredholm operator. Moreover, dimD(A)/Dmin(A) is finite, and
indA|D = indA|Dmin + dimD(A)/Dmin(A).
In particular,
E(A) = Dmax(A)/Dmin(A) is finite dimensional.
Below we will give a proof different from that of Lesch. That the dimension
of Dmax(A)/Dmin(A) is finite can also be proved by observing that if A = x
−νP
with P ∈ Diffmb (M ;E) and Au ∈ x
−ν/2L2b(M ;E), then Pu ∈ x
ν/2L2b(M ;E), so
the Mellin transform of Pu is holomorphic in ℑσ > −ν/2, from which it follows
that uˆ(σ) is meromorphic in ℑσ > −ν/2, and holomorphic in ℑσ > ν/2 since
u ∈ x−ν/2L2b(M ;E) (see [5], also [10]). On the other hand, if u ∈ Dmin, then uˆ(σ)
is holomorphic in ℑσ > −ν/2. This type of argument leads to
Corollary 3.15. If A ∈ x−ν Diffmb (M ;E) is b-elliptic then
Dmin(A) = Dmax(A) if and only if specb(A) ∩ {ℑσ ∈ (−ν/2, ν/2)} = ∅.
We will analyze E(A) more carefully in the next sections. This will entail some
repetition of work done by Gohberg and Sigal [4].
Our proof of Proposition 3.14 requires the following classical result [16]:
Lemma 3.16. Let X, Y and Z be Banach spaces such that X →֒ Y is compact.
Further let T ∈ L(X,Z). Then the following conditions are equivalent:
1) dim kerT <∞ and rgT is closed,
2) there exists C > 0 such that for every u ∈ X
‖u‖X ≤ C(‖u‖Y + ‖Tu‖Z) (a-priori estimate).
Proof of Proposition 3.14. Using (3.10) and Lemma 3.16 with X = (D, ‖ · ‖A) and
Y = Z = x−ν/2L2b(M ;E), we obtain dimkerA|D < ∞ and rgA|D closed. On the
other hand, the adjoint A∗ of a cone operator A is just a closed extension of its
b-elliptic formal adjoint A⋆, cf. Proposition 3.13. Applying again Lemma 3.16 we
get dimker(A|D)
∗ <∞.
To verify the index formula consider the inclusion ι : Dmin → D which is
clearly Fredholm (use the same argument but now with X = (Dmin, ‖ · ‖A), Y =
x−ν/2L2b(M ;E) and Z = (D, ‖ · ‖A)). Then ind ι = − dimD/Dmin, hence
indA|Dmin = ind(A|D ◦ ι) = indA|D + ind ι = indA|D − dimD/Dmin.
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As a consequence of Propositions 3.2 and 3.14, for any closed extension of
A : C∞c (
◦
M ;E) ⊂ x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E)
with domain D(A) there is a finite dimensional space E ′ ⊂ Dmax(A) such that
D(A) = Dmin(A) ⊕ E
′ (algebraic direct sum).
From Proposition 3.14 we also get the following two corollaries
Corollary 3.17. Let A : D1 → x
−ν/2L2b(M ;E) and A : D2 → x
−ν/2L2b(M ;E) be
closed extensions of A such that D1 ⊂ D2, indA|D1 < 0 and indA|D2 > 0. Then
there exists a domain D with D1 ⊂ D ⊂ D2 such that indA|D = 0.
The interest of this corollary lies in the fact that the vanishing of the index is
necessary for the existence of the resolvent and of selfadjoint extensions.
Corollary 3.18. Let A : D1 → x
−ν/2L2b(M ;E) and A : D2 → x
−ν/2L2b(M ;E) be
closed extensions of A. Then
indA|D2 − indA|D1 = dimD2/Dmin − dimD1/Dmin.
In particular, if D1 ⊂ D2 then
indA|D2 − indA|D1 = dimD2/D1.
This corollary implies the well-known relative index theorems for operators acting
on the weighted Sobolev spaces xγHmb (M ;E), cf. [10], [14].
4. Equality of domains
In this section we give sufficient conditions for the domains of different operators
to be equal. Of these results, only the one concerning Friedrichs extensions will be
used later on.
An operator A ∈ x−ν Diffmb (M ;E) is said to vanish on ∂M to order k (k ∈ N) if
for any u ∈ C∞(M ;E), xνAu vanishes to order k on ∂M . Let
⌈s⌉ = min{k ∈ N | s ≤ k}.
Proposition 4.1. Let A0, A1 ∈ x
−ν Diffmb (M ;E) be b-elliptic.
1. If A0 −A1 vanishes on ∂M , then Dmin(A0) = Dmin(A1).
2. If A0 −A1 vanishes to order ℓ ≤ ν − 1 on ∂M , ℓ ∈ N, then
Dmax(A0) ∩ x
ν
2−ℓ−1Hmb (M ;E) = Dmax(A1) ∩ x
ν
2−ℓ−1Hmb (M ;E).
3. If A0 −A1 vanishes to order ⌈ν − 1⌉ on ∂M , then Dmax(A0) = Dmax(A1).
4. If A0 and A1 are symmetric and bounded from below and A0−A1 vanishes to
order ⌈ν−1⌉ on ∂M , then the domains of their Friedrichs extensions coincide,
that is, DF (A0) = DF (A1).
Proof. First of all, observe that in all cases it is enough to prove only one inclusion;
the equality of the sets follows then by exchanging the roles of A0 and A1.
To prove part 1, write
A1 = A0 + (A1 −A0) = A0 + x
−νPx
with P ∈ Diffmb (M ;E) and suppose u ∈ Dmin(A0). There is then a sequence
{un}n∈N ⊂ C
∞
c (
◦
M ;E) such that un → u and A0un → A0u, in x
−ν/2L2b . Con-
sequently, xun → xu in x
ν/2Hmb and x
−νPxun → x
−νPxu in x−ν/2L2b. Thus
A1un → A0u+ x
−νPxu which implies Dmin(A0) ⊂ Dmin(A1).
ADJOINTS OF ELLIPTIC CONE OPERATORS 11
Now, let ℓ ∈ N, ℓ ≤ ν − 1, and let u ∈ Dmax(A0) ∩ x
ν/2−ℓ−1Hmb . This means
u ∈ xν/2−ℓ−1Hmb and A0u ∈ x
−ν/2L2b . To prove that u ∈ Dmax(A1) ∩ x
ν/2−ℓ−1Hmb
we only need to show that A1u belongs to x
−ν/2L2b . Let P ∈ Diff
m
b (M ;E) be such
that A1 = A0 + x
−νPxℓ+1. Since u ∈ xν/2−ℓ−1Hmb then x
−νPxℓ+1u ∈ x−ν/2L2b.
Hence A1u ∈ x
−ν/2L2b which proves the second statement.
To prove the third statement, let u ∈ Dmax(A0), ℓ = ⌈ν − 1⌉, and P as above.
Then u ∈ x−ν/2Hmb and x
−νPxℓ+1u ∈ x−ν/2L2b . Thus A1u ∈ x
−ν/2L2b and
Dmax(A0) ⊂ Dmax(A1).
To prove part 4 we first prove the rather useful and well known abstract char-
acterization of the domain of the Friedrichs extension of a symmetric semibounded
operator given in Lemma 4.3 below. Suppose A : Dmin ⊂ H → H is a densely
defined closed operator which is symmetric and bounded from below. Let A⋆ :
Dmax ⊂ H → H be its adjoint and let AF : DF ⊂ H → H be the Friedrichs
extension of A. Define
(u, v)A⋆ = c(u, v) + (A
⋆u, v) for u, v ∈ Dmax,(4.2)
where c = 1− c0 and c0 ≤ 0 is a lower bound of A.
Lemma 4.3. u ∈ Dmax belongs to DF if and only if there exists a sequence {un}n∈N
in Dmin such that
(u − un, u− un)A⋆ → 0 as n→∞.
Proof. Because of the fact that Dmin is dense in DF with respect to the norm ‖·‖A⋆
induced by (4.2), every u ∈ DF can be approximated as claimed.
Let now u ∈ Dmax and let {un}n∈N ⊂ Dmin be such that (u−un, u−un)A⋆ → 0,
so un → u in H . Let K ⊂ H be the domain of the positive square root R of AF +cI.
Recall that DF = Dmax ∩ K. Hence u ∈ Dmax belongs to DF if u ∈ K, and the
identity
‖un − uℓ‖A⋆ = ‖R(un − uℓ)‖
implies that {Run}n∈N also converges in H . Thus u ∈ K since R is closed.
We now prove part 4 of Proposition 4.1. Suppose that A0 and A1 satisfy the
hypotheses there. Then by parts 1 and 3, Dmin = Dmin(A0) = Dmin(A1) and
Dmax = Dmax(A0) = Dmax(A1), and from the fact that A0 + A1 − 2A0 vanishes to
order ⌈ν − 1⌉ we also get that Dmin(A0 +A1) = Dmin and Dmax(A0 +A1) = Dmax.
Since A0 and A1 are symmetric and bounded from below, so is A0 + A1. We will
show that these three operators share the same Friedrichs domain by showing that
DF (A0 +A1) ⊂ DF (A0) ∩ DF (A1).(4.4)
Suppose this has been shown. Since [u, v]A0 = [u, v]A1 =
1
2 [u, v]A0+A1 , Propo-
sition 3.13 implies that A0 is selfadjoint with either of the domains DF (A0) or
DF (A0 + A1), and from the inclusion of the latter in the former one deduces the
equality of these spaces, hence, that DF (A0) = DF (A1). To prove (4.4), sup-
pose (Aiu, u)x−ν/2L2b ≥ ci(u, u)x−ν/2L2b , i = 0, 1, on Dmin, let c = 1 − c0 − c1. If
u ∈ DF (A0 + A1), then by Lemma 4.3 there is a sequence {un}n∈N ⊂ Dmin such
that
(A0(u − un), u − un)x−ν/2L2b + (A1(u− un), u− un)x−ν/2L2b
+ c(u− un, u− un)x−ν/2L2
b
→ 0 as n→∞.
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But then also
(1 − ci)(u − un, u− un)x−ν/2L2b + (Ai(u − un), u− un)x−ν/2L2b
as n→∞, i = 0, 1, so u ∈ DF (A0) ∩ DF (A1).
5. Spaces of Meromorphic Solutions
If K is a finite dimensional complex vector space, we let Mσ0 (K) be the space
of germs of K-valued meromorphic functions with pole at σ0 and Holσ0(K) be
the subspace of holomorphic germs. These are naturally modules over the ring
Holσ0(C).
Let R⊥ be another finite dimensional complex vector space. If P(σ) : K → R⊥
is a linear map depending holomorphically on σ in a neighborhood of σ0, then P
defines a map Mσ0(K)→Mσ0(R
⊥), which we also denote by P .
Lemma 5.1. Suppose that P(σ) is defined near σ = σ0, is invertible for σ 6=
σ0 but P(σ0) = 0. Then there are ψ1, . . . , ψd ∈ Mσ0 (K) be such that βj(σ) =
P(σ)(ψj(σ)) is holomorphic and β1(σ0), . . . , βd(σ0) is a basis of R
⊥. For any such
ψj, if u ∈ Mσ0(K) and Pu ∈ Holσ0(R
⊥), then there are fj ∈ Holσ0(C) such that
u =
∑d
j=1 fjψj.
Proof. Let {bj}
d
j=1 be a basis of R
⊥ and define ψj = P
−1(bj). Then the ψj are
meromorphic with pole at σ0, Pψj = βj = bj is holomorphic, and the βj(σ0) form
a basis of R⊥.
Let now ψ1, . . . , ψd ∈Mσ0(K) be such that βj(σ) = P(σ)(ψj(σ)) is holomorphic
and β1(σ0), . . . , βd(σ0) is a basis of R
⊥. If f ∈ Holσ0(R
⊥) then f =
∑
j fjβj for
some fj ∈ Holσ0(C), because the βj(σ0) form a basis, and each βj(σ0) can be
written as a linear combination (over Holσ0(C)) of β1, . . . , βd. If Pu = f then
P(u −
∑d
j=0 fjψj) = 0, so u =
∑d
j=0 fjψj for σ 6= σ0, which is the equality of
meromorphic functions.
The lemma asserts that P−1(Holσ0(R
⊥)) is finitely generated as a submodule of
Mσ0(K) over Holσ0(C). We will be interested in Eˆσ0 = P
−1(Holσ0(R
⊥))/Holσ0(K)
as a vector space over C. The following fundamental lemma paves the way to
describing a basis of Eˆσ0 .
Lemma 5.2. Suppose that P(σ) is defined near σ = σ0, is invertible for σ 6= σ0 but
P(σ0) = 0. There are ψ1, . . . , ψd ∈Mσ0(K) such that each βj(σ) = P(σ)(ψj(σ)) is
holomorphic, β1(σ0), . . . , βd(σ0) form a basis of R
⊥, and if
ψj =
µj−1∑
ℓ=0
1
(σ − σ0)µj−ℓ
ψjℓ + hj(5.3)
with holomorphic hj then the ψj0 are linearly independent.
Proof. Without loss of generality assume σ0 = 0. Pick a basis {bj}
d
j=1 of R
⊥ and
define ψj = P
−1(bj). Then the ψj are meromorphic with pole at 0, Pψj = βj = bj
is holomorphic, and the βj(0) are independent. Each ψj can be written as (5.3).
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Order them so that {µj}
d
j=1 is nonincreasing and let
µ˜1 = max{µj | j = 1, . . . , d}
µ˜i = max{µj |µj < µ˜i−1} i = 2, . . . , L
si = max{j |µj = µ˜i},
(5.4)
that is,
µ˜1 = µ1 = · · · = µs1 > µ˜2 = µs1+1 = · · · = µs2 > · · · > µ˜L = µsL−1+1 = · · · = µd
If the vectors ψj0, j = 1, . . . , s1, are not linearly independent, then order the ψj
with j ≤ s1 so that ψ10, . . . , ψs′1,0 is a maximal set of linearly independent vectors
among {ψj0 | 1 ≤ j ≤ s1}, write
ψk0 =
s′1∑
j=1
akjψj0 for k = s
′
1 + 1, . . . , s1,
and replace ψk by ψk −
∑s′1
j=1 akjψj for k = s
′
1 + 1, . . . , s1. Now P(ψk) = βk −∑s′1
j=1 akjβj for these indices, so it is still true that the P(ψj)(0) form a basis. With
µj denoting the order of the pole of the new ψj , and again assuming the orders
form a nonincreasing sequence, let µ˜i and si be defined as above. Suppose that
already ψj0, j = 1, . . . , si is an independent set. If ψsi+1,0 depends linearly on
ψ1,0, . . . , ψsi,0 then put s
′
i+1 = si. Otherwise, reorder ψsi+1,0, . . . , ψsi+1,0 so that
ψsi+1,0, . . . , ψs′i+1,0 together with ψj0, j = 1, . . . , si are a maximally independent
set in {ψj0 | 1 ≤ j ≤ si+1}. If s
′
i+1 < si+1 write
ψk0 =
s′i+1∑
j=1
αkjψj0, k = s
′
i+1 + 1, . . . , si+1.
Replacing ψk by ψk −
∑s′i+1
j=1 αkj σ
µj−µ˜i+1ψj (s
′
i+1 + 1 ≤ k ≤ si+1), reordering by
decreasing order of the pole (which reorders only ψj , j > s
′
i+1), now have that the
leading coefficients of the ψj , j ≤ si+1, are independent.
Lemma 5.5. With the setup of Lemma 5.2, let ψ1, . . . , ψd ∈ Mσ0(K) be as stated
there, and let µj be the order of the pole of ψj. Let
Eˆσ0 = P
−1(Holσ0(R
⊥))/Holσ0(K),
regarded as a vector space over C. Then the images in Eˆσ0 of the elements
(σ − σ0)
ℓψj , j = 1, . . . , d, ℓ = 0, . . . , µj − 1
form a basis of this space.
Proof. As before assume σ0 = 0. Because of Lemma 5.1 the images of the σ
ℓψj span,
and we only need to prove linear independence. Suppose
∑d
j=1
∑µj−1
k=0 ujkσ
kψj is
holomorphic. Modulo holomorphic functions,
ψj =
µj−1∑
ℓ=0
1
σµj−ℓ
ψjℓ
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(where the ψj0 are independent) so
u(σ) =
d∑
j=1
µj−1∑
k=0
µj−k∑
ℓ=0
ujk
σµj−ℓ−k
ψjℓ
is holomorphic. Thus σνu(σ) vanishes at 0 for ν > 0. Let the µ˜i be as in (5.4). We
have that σµ˜1ψj(σ) vanishes at 0 for j > s1, and so does σ
µ˜1σkψj(σ) for k > 0.
Hence
0 =
(
σµ˜1u(σ)
)∣∣∣
σ=0
=
s1∑
j=1
uj0
(
σµ˜1ψj(σ)
)∣∣∣
σ=0
=
s1∑
j=1
uj0ψj0,
and so a0j = 0 for j = 1, . . . , s1, since the ψj0 are independent. If µ˜2 < µ˜1 − 1
then by the same argument one concludes that a1j = 0 for j = 1, . . . , s1, and if
µ˜2 = µ˜1 − n, (n ≥ 1) then the conclusion is that akj = 0 for j = 1, . . . , s1 and
k = 0, . . . , n− 1. Having proved this, we conclude
u(σ) =
s1∑
j=1
µ˜1−1∑
k=n
µ˜1−k∑
ℓ=0
ujk
σµ˜1−ℓ−k
ψjℓ +
d∑
j=s1+1
µj−1∑
k=0
µj−k∑
ℓ=0
ujk
σµj−ℓ−k
ψjℓ.
Now, since σµ˜2u(σ) also vanishes at 0 then
s1∑
j=1
ujnψj0 +
s2∑
j=s1+1
uj0ψj0 = 0,
therefore ujn = 0 for j = 1, . . . , s1, and uj0 = 0 for j = s1 + 1, . . . , s2. Continuing
in this manner, one obtains ujk = 0 for all j, k.
Lemma 5.6. With the setup of Lemma 5.2, let ψ1, . . . , ψd be as stated there, let
µj be the order of the pole of ψj. Suppose the ψj ordered so that {µj}
d
j=1 is nonin-
creasing. With the notation in formulas(5.3) and (5.4) let
Kµ˜ℓ = spanC{ψj0 |µj ≥ µ˜ℓ}.
The spaces Kµ˜ℓ are independent of the choice of ψj.
Proof. Let Kµ = {ψ ∈ P
−1(Holσ0(R
⊥)) | ord(ψ) ≤ µ}. Thus if ψ ∈ Kµ then
(σ − σ0)
µψ is regular; let mµ : Kµ → K be defined by setting
mµ(ψ) = (σ − σ0)
µψ(σ)|σ=σ0 .
We will show that Kµ˜ℓ = mµ˜ℓ(Kµ˜ℓ). To see this, set
K
ψ
µ˜ℓ
= spanHolσ0(C){ψj | ord(ψj) = µ˜ℓ}.
and note that if µ ≥ µ˜1 then
Kµ = K
ψ
µ˜1
+ Kψµ˜2 + · · ·+ K
ψ
µ˜L
and if µ˜ℓ−1 ≥ µ ≥ µ˜ℓ then
Kµ = (σ − σ0)
µ˜1−µK
ψ
µ˜1
+ · · ·+ (σ − σ0)
µ˜ℓ−1−µK
ψ
µ˜ℓ−1
+ Kψµ˜ℓ + · · ·+ K
ψ
µ˜L
.
This is proved using Lemma 5.1. Thus if µ˜ℓ−1 ≥ µ > µ˜ℓ then
mµ(Kµ) = spanC{ψj0 |µj > µ˜ℓ}
and if µ = µ˜ℓ then
mµ(Kµ) = spanC{ψj0 |µj ≥ µ˜ℓ}.
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Note that Kµ˜1 ⊂ · · · ⊂ Kµ˜L = K, dimKµ˜ℓ = sℓ and mµ˜ℓ : Kµ˜ℓ → Kµ˜ℓ is
surjective. As in see Gohberg and Sigal [4], the numbers µj will be called the
partial multiplicities of P (at σ0) .
Lemma 5.7. Let {ψ⋆i }
d
i=1, {ψj}
d
j=1 ⊂Mσ0(K) be as in Lemma 5.2, both sequences
ordered so that the sequences {µ⋆i }, {µj} of the orders of the poles is nonicreasing.
Then µ⋆i = µi for all i and
ψ⋆i =
d∑
j=1
fijψj
where the fij are holomorphic, form a nonsingular matrix and fij = (σ−σ0)
µi−µj f˜ij
for some holomorphic f˜ij if µi > µj. Conversely, given holomorphic functions fij
forming a nonsingular matrix and with fij/(σ−σ0)
µi−µj holomorphic when µi > µj,
then the ψ′j defined by the formula above satisfy the conclusion of Lemma 5.2.
We leave the proof of this to the reader. It uses the previous lemma and its
proof.
If K is a hermitian vector space, let φ1, . . . , φd be an orthonormal basis of K
such that for each ℓ = 1, . . . , L,
φ1, . . . , φsℓ ∈ Kµ˜ℓ
Then for j = sℓ−1+1, . . . , sℓ we can pick ψj ∈ Kµ˜ℓ such that mµ˜ℓ(ψj) = φj , that is,
if K is hermitian then the ψj can be chosen to have orthogonal leading coefficients.
Proposition 5.8. Let P(σ) : K → R⊥ be defined and holomorphic near σ = σ0,
invertible for σ 6= σ0 but P(σ0) = 0. Then
1. there are ψ1, . . . , ψd ∈ Mσ0(K) such that each βj = Pψj ∈ Holσ0(R
⊥),
β1(σ0), . . . , βd(σ0) form a basis of C
d, and if
ψj =
µj−1∑
ℓ=0
1
(σ − σ0)µj−ℓ
ψjℓ + hj
with holomorphic hj then the ψj0 are linearly independent,
2. if K is a hermitian vector space, then the ψj can even be chosen such that
the ψj0 form an orthonormal basis of K and for ℓ > 0, ψjℓ is orthogonal to
ψk0 whenever µk ≥ µj − ℓ.
Proof. Because of Lemma 5.2 there are ψ1, . . . , ψd satisfying the first statement.
Let nowK be a hermitian vector space. We may assume that already the leading
coefficients form an orthonormal basis of K. If a coefficient ψjℓ with ℓ > 0 is not
already orthogonal to those ψk0 such that µk ≥ µj − ℓ, then write
ψjℓ = ψ
0
jℓ +
∑
{k |µk≥µj−ℓ}
akψk0
where ψ0jℓ is orthogonal to the ψk0 such that µk ≥ µj − ℓ. Then
χ(σ) =
∑
{k |µk≥µj−ℓ}
ak(σ − σ0)
µk−µj+ℓψk(σ) ∈ Kµj−ℓ ⊂ Kµj
16 JUAN B. GIL AND GERARDO A. MENDOZA
(Kµ being defined using σ0) and (σ − σ0)
µjχ(σ)|σ=σ0 = 0. So ψj − χ has the same
leading term as ψj but now the coefficient of (σ−σ0)
−µj+ℓ is ψ0jℓ which is orthogonal
to ψk0 for k such that µk ≥ µj − ℓ. We may then replace ψj by ψj − χ. The proof
is completed by ‘reverse’ induction on n = µj − ℓ beginning with n = µ˜1 − 1, the
above being both the first and general steps.
Let now Y be a compact manifold and E a complex vector bundle over Y . We fix
a hermitian metric onE and riemannian metric onE with respect to which we define
the Sobolev spaces Hs(Y ;E). Let P(σ) : Hm(Y ;E)→ L2(Y ;E) be a holomorphic
family of elliptic operators of order m defined for σ near σ0 in C. Suppose P(σ) is
invertible for σ 6= σ0 but P(σ0) is not invertible. Let K = kerP(σ0), R = rgP(σ0).
Then K and R⊥ are finite dimensional of the same dimension, say d, and consist
of smooth sections of E. Regard P(σ) as an operator
[
P11(σ) P12(σ)
P21(σ) P22(σ)
]
:
K
⊕
K⊥
→
R⊥
⊕
R
in the usual way. All the Pij are holomorphic, and the operator P22(σ) is invertible
for σ close to σ0. Thus P11 − P12P
−1
22 P21 : K → R
⊥ depends holomorphically on
σ ∈ U and is invertible for σ 6= σ0. We can then find ψ˜1, . . . , ψ˜d ∈ Mσ0(K) such
that (P11 − P12P
−1
22 P21)ψ˜j ∈ Holσ0(R
⊥), as in Lemma 5.2. Let ψj be the singular
part of ψ˜j − P
−1
22 P21ψ˜j . In this last function, P
−1
22 P21ψ˜j has values in K
⊥, while
ψ˜j has values in K, so the order of the pole of ψj is the same as that of ψ˜j (there is
no cancellation). Note that furthermore the order of the pole of P−122 P21ψ˜j is lower
than that of ψ˜j because P
−1
22 P21 vanishes at σ = σ0. Let µj be the order of the
pole of ψj .
Proposition 5.9. Let uˆ be an Hm(Y ;E)-valued meromorphic function with pole
at 0. Then P(σ)(uˆ(σ)) is holomorphic if and only if there are C-valued polynomials
pj(σ) of degree µj − 1 such that uˆ −
∑d
j=1 pj(σ)ψj(σ) is holomorphic. Thus if fˆ
is holomorphic and uˆ = P(σ)−1(fˆ), then uˆ is meromorphic with singularity of the
form
∑d
j=1 pj(σ)ψj(σ).
Proof. Suppose fˆ = f ⊕ g is a holomorphic function with values in R⊥⊕R and let
uˆ = u⊕ v = P(σ)−1(f + g), σ 6= σ0, decomposed according to K ⊕K
⊥, so
P11u+ P12v = f
P21u+ P22v = g
From the second equation, v = P−122 (g − P21u), which replaced in the first gives
(P11 − P12P
−1
22 P21)u = f − P12P
−1
22 g.
Since the β˜j = (P11 −P12P
−1
22 P21)ψ˜j are holomorphic near σ0 and independent at
σ0, there are fj, qj ∈ Hol0(C) such that f =
∑
fj β˜j , P12P
−1
22 g =
∑
qj β˜j (the qj
vanish at σ0 because P12 does). Then u =
∑
j(fj − qj)ψ˜j . Replacing this in the
expression for v gives
v = P−122 g +
∑
j
(fj − qj)P
−1
22 P21ψ˜j
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so
u+ v =
∑
(fj − qj)(ψ˜j − P
−1
22 P21ψ˜j) + P
−1
22 g
=
∑
j
pj(σ)ψj + h,
where the pj are polynomials and h is holomorphic.
Note that each ψj can be written as
ψj(σ, y) =
µj−1∑
ℓ=0
1
σµj−ℓ
ψjℓ(y),
with smooth sections ψjℓ of E → Y .
Appendix: Saturated domains
Let H be a Hilbert space, Ω ⊂ C open, and S ⊂ Ω a finite set. Let MΩ,S(H) be
the space of meromorphicH-valued functions on Ω with poles in S, and let HolΩ(H)
be the subspace of holomorphic elements. Multiplication by a holomorphic function
f(σ) defines an operator
f(σ) : MΩ,S(H)→MΩ,S(H) such that f(σ)HolΩ(H) ⊂ HolΩ(H),
so it induces an operator on MΩ,S(H)/HolΩ(H) also denoted f(σ).
Definition 5.10. A subspace of MΩ,S(H)/HolΩ(H) which is invariant under mul-
tiplication by f(σ) = σ will be called saturated.
A saturated subspace Eˆ is thus a module over the ring C[σ].
Lemma 5.11. Let S = {σ1, . . . , σs}. If Eˆ ⊂MΩ,S(H)/HolΩ(H) is saturated, then
there are saturated spaces Eˆj ⊂ MΩ,{σj}(H)/HolΩ(H) ⊂ MΩ,S(H)/HolΩ(H) such
that
Eˆ = Eˆ1 ⊕ · · · ⊕ Eˆs.(5.12)
Proof. For every j there is a polynomial qj(σ) such that qj(σj) = 1 and qj(σk) = 0
for k 6= j, with equalities satisfied to a sufficiently high order. Take Eˆj = qj(σ)Eˆ ,
which is saturated because σqj(σ) = qj(σ)σ. Finally, note that q1 + · · ·+ qs = 1 to
high order at each σj . For more details see the proof of the next lemma.
Lemma 5.13. A finite dimensional space Eˆ ⊂ MΩ,S(H)/HolΩ(H) is saturated if
and only if it is invariant under multiplication by τ iσ for τ > 0.
Proof. Suppose first that Eˆ is saturated, so by the previous lemma, Eˆ = Eˆ1⊕· · ·⊕Eˆs
with saturated spaces Eˆj ⊂MΩ,{σj}(H)/HolΩ(H). It is then enough to prove that
each Eˆj is invariant under multiplication by τ
iσ . But this is clear, since τ iσ is a
polynomial plus an entire function vanishing to high order at σj .
Suppose now that Eˆ is invariant under multiplication by τ iσ for any τ > 0. We
will first reduce the problem to the situation where Eˆ ⊂ MΩ,{σ0}(H)/HolΩ(H).
Let the integers µj be chosen so that for any representative ψ of en element of Eˆ ,
(σ − σj)
µ
j is regular at σ0. It is possible to find such numbers because Eˆ is finite
dimensional. For any (ζ1, . . . , ζs) ∈ C
s with ζj 6= ζk if j 6= k, let ℘jk(ζ) =
[
ζ−ζk
ζj−ζk
]µk
,
let pj(ζ; ζ1, . . . , ζs) =
∏
k 6=j ℘jk. Then pj vanishes to order µk at ζk, k 6= j, and
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has value 1 at ζj , so pj = 1 + (ζ − ζj)aj . The aj are polynomials in ζ whose
coefficients depend holomorphically on the ζj . Let bj =
∑µj−1
ℓ=0 (−1)
ℓ[(ζ − ζj)aj ]
ℓ.
This is again a polynomial in ζ, and so is qj = bjpj. Thus there are polynomials in
ζ with coefficients depending on the ζj , hj,k(ζ; ζ1, . . . , ζs), j, k = 1, . . . , s, such that
Qj(ζ; ζ1, . . . , ζs) = δjk + (ζ − ζk)
µkhj,k(ζ; ζ1, . . . , ζs)
Let now qj(σ, τ) = Qj(τ
iσ ; τ iσ1 , . . . , τ iσs ), defined for those τ for which the numbers
τ iσj are distinct. Since this is a polynomial in τ iσ , and since Eˆ is invariant under
multiplication by τ iσ , each qj defines a linear map πj : Eˆ → Eˆ . Since qj(σ, τ) =
δjk + (σ − σ)
µk h˜j,k(σ, τ), πjψj ∈ MΩ,{σj}(H)/HolΩ(H) and πj ◦ πk = δjkπj , and
since
∑s
j=1 qj = 1,
∑
j πj = I. Thus with Eˆj = πj(Eˆ) we get
Eˆ = Eˆ1 ⊕ · · · ⊕ Eˆs
The spaces Eˆj are invariant under multiplication by τ
iσ because τ iσqj = qjτ
iσ . The
πj are independent of τ .
Suppose now that Eˆ ⊂ MΩ,{σ0}(H)/HolΩ(H) is invariant under multiplication
by τ iσ for all τ (τ = e suffices). Let λ(w) =
∑N
ℓ=1
(−1)ℓ+1
ℓ w
ℓ, so that λ(eζ − 1) =
ζ + ζµh(ζ), with h(ζ) entire, and some integer µ depending on N which may be
assumed as large as desired by taking N large enough. Let q(σ) = λ(τ iστ−iσ0 − 1).
Then
q(σ) = i(σ − σ0) log τ + (σ − σ0)
µh(σ, τ)
with h(σ, τ) holomorphic in σ. If ψ ∈ Eˆ , then qψ ∈ Eˆ because q is a polynomial in
τ iσ. But with µ large enough, qψ = (σ − σ0) log τ ψ. Thus E is saturated.
One can also give a proof using that if Eˆ is invariant under multiplication by
et(σ) = e
iσt for any t then et defines a one parameter group on E . This approach
involves the topology of MΩ,{σ0}(H) (to prove that the group is continuous, hence
differentiable). The proof given is better because it is elementary.
6. Canonical Pairing
Suppose that K and R⊥ are hermitian finite dimensional vector spaces. Define
a pairing
ισ0,K : Mσ0(K)×Mσ0(K)→Mσ0(C)
by
Mσ0(K)×Mσ0(K) ∋ (u, v) 7→ ισ0,K(u, v) = (u(σ), v(σ)) ∈Mσ0(C).
and likewise a pairing ισ0,R⊥ associated with R
⊥. Let P(σ) : K → R⊥ be defined
and holomorphic in a neighborhood of σ0 ∈ C. Define P
⋆(σ) = P (σ)∗, where ∗
denotes the pointwise adjoint of P : K → R⊥. P ⋆ is holomorphic in a neighborhood
of σ0. Then with the induced map P
⋆ : Mσ0(R
⊥)→Mσ0(K) we have
ισ0,R⊥(P(σ)u(σ), v(σ)) = ισ0,K(u(σ),P
⋆(σ)v(σ)).
Furthermore, define Θ : Mσ0(C) → Mσ0(C) by Θ(f)(σ) = f(σ), and likewise
Θ : Mσ0(C)→Mσ0(C).
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Lemma 6.1. Let β1, . . . , βd ∈ Holσ0(R
⊥) be such that the βj(σ0) are independent.
Then there are β˜1, . . . , β˜d ∈ Holσ0(R
⊥) such that
ισ0,R⊥(βi, β˜j) = δij .
If σ0 is real, then
Proof. Let bi = βi(σ0) and write βi = bi + (σ − σ0)
∑
k aikbk with aik ∈ Holσ0(C).
We seek β˜j =
∑
hℓjbℓ with hℓj ∈ Holσ0(C). We need
ισ0,R⊥(βi, β˜j) =
∑
ℓ
Θ(hℓj)(bi, bℓ) + (σ − σ0)
∑
k,ℓ
aikΘ(hℓj)(bk, bℓ) = δij ,
or, with the matrices H = [hℓj], A = [aik], B = [(bk, bℓ)],
BΘ(H) + (σ − σ0)ABΘ(H) = I
so set
Θ(H) = [I + (σ − σ0)B
−1AB)]−1B−1.
Lemma 6.2. Let P(σ) : K → R⊥ be defined and holomorphic near σ0, invertible
for σ 6= σ0, P(σ0) = 0. Let ψj ∈ Mσ0(K) have independent leading coefficients
and be such that βj = Pψj ∈ Holσ0(R
⊥), with the βj(σ0) linearly independent. Let
β˜j ∈ Holσ0(R
⊥) be such that
ισ0,R⊥(βi, β˜j) = δij .
Let µj be the order of the pole of ψj, let β˜
⋆
j = (σ − σ0)
µjψj, so β˜
⋆
j ∈ Holσ0(K) and
the β˜⋆j (σ0) are independent. Let β
⋆
j ∈ Holσ0(K) be such that
ισ0,K(β˜
⋆
i , β
⋆
j ) = δij .
Then P⋆β˜j = (σ − σ0)
µjβ⋆j so with
ψ⋆j =
1
(σ − σ0)µj
β˜j
we have
P⋆(ψ⋆j ) = β
⋆
j .
Clearly the leading coefficients of the ψ⋆j are independent, as are the β˜j(σ0), thus
the multiplicities µ⋆j for P
⋆ are the same as those for P, µ⋆j = µj.
Proof. We have P β˜⋆j = (σ − σ0)
µjβj , so
ισ0,R⊥(P β˜
⋆
j , β˜k) = (σ − σ0)
µkδjk
= (σ − σ0)
µk ισ0,K(β˜
⋆
j , β
⋆
k)
= ισ0,K(β˜
⋆
j , (σ − σ0)
µkβ⋆k)
The last expression must be ισ0,K(β˜
⋆
j ,P
⋆β˜k), so P
⋆β˜k = (σ − σ0)
µkβ⋆k.
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With the assumptions on P(σ) as in the previous lemma let
u ∈ P−1(Holσ0(K)) and v ∈ (P
⋆)−1(Holσ0(R
⊥)).
With suitable small ε (depending on representatives of u and v) we get a number
[u, v]P,σ0 =
1
2π
∮
|σ−σ0|=ε
ισ0,R⊥(Pu, v) dσ.
The circle of integration is oriented counterclockwise. If v is holomorphic, then
[u, v]P,σ0 = 0 because Pu is holomorphic. If u is holomorphic, then also [u, v]P,σ0 =
0, since
1
2π
∮
|σ−σ0|=ε
ισ0,R⊥(Pu, v) dσ =
1
2π
∮
|σ−σ0|=ε
ισ0,R⊥(u,P
⋆v) dσ
Thus [·, ·]P,σ0 defines a pairing
[·, ·]♭P,σ0 : Eˆσ0 × Eˆ
⋆
σ0 → C,
where
Eˆσ0 = P
−1(Holσ0(K))/Holσ0(K),
Eˆ⋆σ0 = (P
⋆)−1(Holσ0(R
⊥))/Holσ0(R
⊥).
(6.3)
Theorem 6.4. [·, ·]♭P,σ0 is a nonsingular paring of vector spaces.
Proof. Pick ψj ∈ Mσ0(K) such that Pψj = βj ∈ Holσ0(R
⊥), with the leading
coefficients of the ψj forming a basis of K and with the βj(σ0) forming a basis of
R⊥. Let β˜j , β˜
⋆
j , and β
⋆
j be as in Lemma 6.2. According to the proof of Lemma 5.5,
if u ∈ Eˆσ0 and v ∈ Eˆ
⋆
σ0
then u and v are represented by
u =
d∑
i=1
µi−1∑
k=0
(σ − σ0)
kuikψi and v =
d∑
j=1
µj−1∑
ℓ=0
(σ − σ0)
ℓvjℓψ
⋆
j(6.5)
with constant uik and vjℓ. Now,
P(u) =
d∑
i=1
µi−1∑
k=0
(σ − σ0)
kuikβi
so
ισ0,R⊥(Pu, v) =
d∑
i,j=1
µi−1∑
k,ℓ=0
(σ − σ0)
k+ℓuikvjℓ ισ0,R⊥(βi, ψ
⋆
j )
=
d∑
i,j=1
µi−1∑
k,ℓ=0
(σ − σ0)
k+ℓ−µjuikvjℓ ισ0,R⊥(βi, β˜j)
=
d∑
j=1
µj−1∑
k,ℓ=0
(σ − σ0)
k+ℓ−µjujkvjℓ
Thus
[u, v]♭P,σ0 = i
d∑
j=1
∑
k+ℓ−µj=−1
ujkvjℓ = i
d∑
j=1
µj−1∑
k=0
ujkvj,µj−k−1(6.6)
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If [u, v]♭P,σ0 = 0 for all v, pick v as above so that vjℓ = uj,µj−ℓ−1, j = 1, . . . , d,
ℓ = 0, . . . , µj − 1. Then
[u, v]♭P,σ0 = i
d∑
j=1
µj−1∑
k=0
ujkujk = 0
implies u = 0.
Remark 6.7. In the situation of the proposition and with the notation in the
proof, suppose that all µj are even. Let
U = {
d∑
j=1
µj−1∑
ℓ=µj/2
(σ − σ0)
ℓujℓψj |ujℓ ∈ C}
which can be regarded as a subspace of Eˆσ0 . Likewise, since the µ
⋆
j associated with
P are equal to the µj ’s, define
V = {
d∑
j=1
µj−1∑
ℓ=µj/2
(σ − σ0)
ℓvjℓψ
⋆
j | vjℓ ∈ C}
which again can be regarded as a subspace of Eˆ⋆σ0 . It follows from (6.6) that
[u, v]A = 0 if u ∈ U, v ∈ V
and therefore, by dimensional considerations and the proposition itself, the orthog-
onal of U in Eˆ⋆σ0 is V .
The spaces U and V are independent of the ψj used to represent them, as long
as these functions are chosen according to Lemma 5.2. Indeed, if {ψ′i}
d
i=1 is another
such choice, then according to Lemma 5.7, possibly after reordering, we can write
ψ′i =
∑
{j |µj<µi}
(σ − σ0)
µj−µifijψi +
∑
{j |µj≥µi}
fijψi
and
(σ − σ0)
µj/2ψ′i =
∑
{j |µj<µi}
(σ − σ0)
(µj−µi)/2fij (σ − σ0)
µi/2ψi
+
∑
{j |µj≥µi}
(σ − σ0)
(µj−µi)/2fij (σ − σ0)
µi/2ψi
Lemma 6.8. Suppose σ0 is real, let ψ1, . . . , ψd ∈Mσ0(K) have independent leading
coefficients and be such that their orders µj form a nonincreasing sequence. Then
there are holomorphic functions fij with fij = 0 if i > j such that
ισ0,K(
i∑
k=1
(σ − σ0)
µk−µifikψk,
j∑
ℓ=1
(σ − σ0)
µℓ−µjfjℓψℓ) = (σ − σ0)
−µi−µjδij(6.9)
This lemma combined with Lemma 5.7 says that when σ0 is real, the β˜
⋆
i in
Lemma 6.2 can be assumed to form an “orthonormal” system: ισ0,K(β˜
⋆
i , β˜
⋆
j ) = δij .
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Proof. We apply the Gram-Schmidt orthonormalization process. There is no loss of
generality if we assume σ0 = 0. Write β˜
⋆
i = σ
µ
j ψj . The holomorphic function h(σ) =
ι0,K(β˜
⋆
1 , β˜
⋆
1) is positive when σ is real, so there is k(σ) positive defined for σ real
(close to 0) such that k2 = h. Since k is real analytic, it has a holomorphic extension
to a neighborhood of 0. Since k(σ)k(σ) = h(σ) holds when σ is real, equality holds
also for complex σ near 0. Let f11 = 1/k. Then (6.9) holds for i, j = 1, and we
replace ψ1 with k
−1ψ1 and each ψi, i > 1, by ψi− (σ−σ0)
µ1−µi ισ0,K(ψi, ψ1)h
−1ψ1.
Now repeat the process with ψ2 and ψi with i > 2.
Appendix: Selfadjoint subspaces
Suppose for the rest of this section that R⊥ = K and σ0 ∈ R. Motivated by
Proposition 3.13 a subspace Eˆ ′σ0 of Eˆσ0 will be called P-selfadjoint (or just selfadjoint
if there is no risk of confusion) if
Eˆ ′σ0 = {u ∈ Eˆσ0 | [u, v]
♭
P,σ0 = 0 for all v ∈ Eˆ
′
σ0}.
In other words, Eˆ ′σ0 is selfadjoint if Eˆ
′
σ0 = (Eˆ
′
σ0)
⊥ with respect to [·, ·]♭P,σ0 .
Let P(σ) be defined and holomorphic near σ0 (real). We call P selfadjoint if
P⋆(σ) = P(σ) near σ0. If P is selfadjoint we say that P is positive if for each real
σ 6= σ0 close to σ0, P(σ) : K → K is nonnegative.
Lemma 6.10. Let P be defined near σ0 ∈ R, selfadjoint, positive, with P(σ0) = 0.
Let ψ1, . . . , ψd ∈ P
−1(Holσ0(K)) be chosen as in Proposition 5.8. Then the numbers
µj are even.
Proof. Without loss of generality we assume that σ0 = 0. We use the nota-
tion of Proposition 5.8 and assume that the ψj are ordered so that the µj are
nonincreasing in j and define µ˜i and si as in (5.4). We replace the ψj by suit-
able linear combinations of themselves to arrange that with β˜⋆j = σ
µjψj we have
ισ0,K(
∑
k(β˜
⋆
i , β˜
⋆
j ) = δij . This does not change the multiplicities µj . Thus β˜
⋆
j is
holomorphic and the β˜⋆j (0) form a basis of K (orthonormal), and if Pψj = βj , then
βj =
∑
pjℓβ˜
⋆
ℓ for some holomorphic functions pjℓ. Thus
P β˜⋆j = σ
µj
∑
ℓ
pjℓβ˜
⋆
ℓ .
Since both the vectors βj(0) and the β˜
⋆
j give bases of K, the matrix [pjℓ(0)] is
nonsingular. We have
ι0,K(P β˜
⋆
j , β˜
⋆
k) = σ
µjpjk(σ)
and
ι0,K(β˜
⋆
j ,P β˜
⋆
k) = σ
µkpkj(σ).
Since P is selfadjoint, these two functions are equal. Consequently, if µk ≥ µj ,
then pjk(σ) = σ
µk−µjpkj(σ). Thus [pjk(0)] is an upper-triangular block matrix,
the i-th diagonal block corresponding to the indices j such that µj = µi (i =
1, . . . , L). Moreover, these diagonal blocks are selfadjoint matrices. It follows that
for each i one can replace the ψj (j such that µj = µ˜i) by linear combinations
of themselves with constant coefficients, and assume that the diagonal blocks of
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[pjk(0)] are diagonal themselves. Let pjj(0) = λj . Since [pjk(0)] is nonsingular, all
λj are different from 0. Now,
ι0,K(P β˜
⋆
j , β˜
⋆
j ) = σ
µj (pjj + σ
∑
ℓ
pjℓhℓj)
= σµj (λj + σfj)
for some holomorphic function fj. Since P is positive, σ
µj (λj +σfj) is nonnegative
for real σ, and then necessarily µj is even (and λj > 0).
If Eˆσ0 is a saturated subspace of Mσ0(K)/Holσ0(K) (see the appendix of Section
5 for the definition) then there is a set of elements ψj ∈ Eˆσ0 , j = 1 . . . , d, such that
the products (σ− σ0)
ℓψj , ℓ = 0, . . . , µj − 1 form a basis of Eˆσ0 . The proof of this is
that of Lemma 5.2 where only the saturation property was used. We may further
assume, as in that lemma, that if the ψj are represented as in (5.3), then the ψj0
are independent and the µj form a nonincreasing sequence.
Proposition 6.11. Let P be defined near σ0 ∈ R, selfadjoint, positive and such
that P(σ0) = 0, and let Eˆ
′
σ0 be a selfadjoint saturated subspace of Eˆσ0 . Then every
u ∈ Eˆ ′σ0 can be represented as
u =
d∑
j=1
µj−1∑
ℓ=µj/2
(σ − σ0)
ℓujℓψj
with constant ujℓ, where the ψ1, . . . , ψd ∈ P
−1(Holσ0(K)) are chosen as in Proposi-
tion 5.8 and the µj are the respective multiplicities, which by Lemma 6.10 are even.
The space of such elements will be denoted Eˆσ0, 12 .
Proof. We may assume that σ0 = 0, without loss of generality. By Remark 6.7,
if we show that for some choice of ψj as in the statement the elements of Eˆ
′
σ0 can
be represented as stated, then for any such choice of ψj they are represented as
stated. We then take advantage of Lemma 6.8 and assume that if β˜⋆j = σ
µjψj
then ισ0,K(β˜
⋆
j , β˜
⋆
k) = δij . In the notation of Lemma 6.2 we then have β
⋆
j = β˜
⋆
j
(σ0 is real). As in that lemma let βj = Pψj and let β˜j ∈ Hol0(K) be such that
ι0,K(βj , β˜k) = δij . By Lemma 6.2, P
⋆σ−µj β˜j = β
⋆
j , but now the latter is equal to
β˜⋆j , and P is selfadjoint, so
P(σ−µj β˜j) = β˜
⋆
j
Since both the β˜j(0) and the β˜
⋆
j (0) form bases of K, the functions ψ
⋆
j = σ
−µj β˜j
satisfy the conditions in Lemma 5.7, so they are related as stated there, and from
Remark 6.7 we get that if
u =
d∑
j=1
µj−1∑
ℓ=µj/2
σℓujℓψj , v =
d∑
j=1
µj−1∑
ℓ=µj/2
σℓvjℓψj
then
[u, v]σ0,P = 0.
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This said, we now show that if there is an element in E ′σ0 represented by
u =
d∑
j=1
µj−1∑
ℓ=ℓj
σℓujℓψj ∈ Eˆ
′
σ0
(ℓj ≥ 0) where for some j, ℓj < µj/2 with uj,ℓj 6= 0, then Eˆσ0 is not selfadjoint. Thus
let δj = µj/2− ℓj , let δ = maxj δj and suppose δ ≥ 1. Since Eˆσ0 is saturated both
σδ−1u and σδu represent elements in Eˆσ0 , and we will show that [σ
δ−1u, σδu]0.P 6= 0.
Let J = {j : δj = δ}. Then
σδ−1u ≡
∑
j∈J
ujℓjσ
µj/2−1ψj +
d∑
j=1
µj−1∑
ℓ=µj/2
σℓu˜j,ℓψj mod Hol0(K)
with some u˜jℓ. Write this as u0 + u˜1. Then
[u0 + u1, σu0 + σu1]P,σ0 = [u0, σu0 + σu1]P,σ0
because of Remark 6.7,
[u0, σu0 + σu1]P,σ0 = [σu0, u0 + u1]P,σ0
because multiplication by σ is selfadjoint, and finally,
[σu0, u0 + σu1]P,σ0 = [σu0, u0]P,σ0
again by Remark 6.7. Thus [σδ−1u, σδ]P,σ0 = [u0, σu0]P,σ0 . As in the proof of
Proposition 6.11, Pβ⋆j = σ
µj
∑d
k=1 pjkβ
⋆
k with holomorphic pjk which because of
the selfadjointess are such that pjk(σ) = σ
µk−µjpkj(σ) if µk ≥ µj . We thus have
(since ψj = σ
−µj β˜⋆j )
Pu0 =
∑
j∈J
∑
k
uj,ℓjpjkσ
µj/2−1β˜⋆k
and so
ισ0,K(Pu0, σu0) =
∑
j,j′∈J
d∑
k=1
pj,kuj,ℓjσ
µj/2−1uj′,ℓj′ ισ0,K(βk, σ
−µj′/2ψj′)
=
∑
j,j′∈J
pj,j′σ
µj/2−µj′/2−1uj,ℓjuj′,ℓj′
It is the residue of this what we will show is nonzero. Terms with µj′ < µj clearly
do not contribute to the residue. For terms with µj′ > µj we have pjj′ (σ) =
σµj′−µjpj′j(σ); such terms again contribute nothing, and we conclude that
[u0, σu0]P,σ0 = i
∑
j,j′∈J
µj=µj′
pj,j′(0)uj,ℓjuj′,ℓj′
The positivity of P now enters again: as pointed out at the end of the proof of
Lemma 6.10, the selfadjoint matrices [pj,j′ ] with j, j
′ such that µj = µj′ are positive
definite. Thus [u0, σu0]P,σ0 6= 0 since uj,ℓj 6= 0 for at least for one j.
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Remark 6.12. Note that when the µj are even numbers the space
Eˆσ0, 12 = spanC{(σ − σ0)
ℓψj | j = 0, . . . , d; ℓ = µj/2, . . . , µj − 1}
is a canonical saturated subspace of Eσ0 , even if the operator P is not selfadjoint.
The same holds for E⋆
σ0,
1
2
, and we have (Eσ0, 12 )
⊥ = E⋆
σ0,
1
2
.
7. Structure of the Adjoint Pairing
Let now E → M be a vector bundle, Hsb (M ;E) be the totally character-
istic Sobolev space of order s, defined as usual. Suppose that A = x−νP ∈
x−ν Diffmb (M ;E), ν > 0, is a b-elliptic cone operator considered initially as a densely
defined unbounded operator
A : C∞c (
◦
M ;E) ⊂ x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E),
and define Dmin = Dmin(A), Dmax = Dmax(A) as in Section 3. It is well known
from the proof of the existence of asymptotic expansions of solutions of Pu = 0
(cf. [5], [10], [14]) that if u ∈ x−ν/2L2b(M ;E) and Au ∈ x
−ν/2L2b(M ;E), that is,
u ∈ Dmax, then uˆ is meromorphic in ℑσ > −ν/2 with values in H
m(∂M ;E|∂M )
and poles contained in
Σ′(A) = (specb(A)− iN0) ∩ {σ | − ν/2 < ℑσ < ν/2}.(7.1)
Moreover, if for u as above, uˆ is holomorphic in ℑσ > −ν/2, then in fact u ∈
Dmax ∩ x
ν/2−εHmb (M ;E) for any ε > 0, so by Proposition 3.6, u ∈ Dmin(A). Thus
E(A) = Dmax/Dmin is isomorphic to a certain subspace Eˆ(A) of
MΩ,Σ′(A)(H
m(∂M ;E|∂M ))/HolΩ(H
m(∂M ;E|∂M ))(7.2)
where MΩ,Σ′(A)(H
m(∂M ;E|∂M )) is the space of meromorphic H
m(∂M ;E|∂M )-
valued functions on Ω = {σ | − ν/2 < ℑσ} and HolΩ(H
m(∂M ;E|∂M )) is the sub-
space of holomorphic elements. It is clear that the space in (7.2) is localizable on
specb(A) in the sense that it is isomorphic to the direct sum⊕
Σ(A)
MΩ,Σ′σ (H
m(∂M ;E|∂M ))/HolΩ(H
m(∂M ;E|∂M ))
where
Σ(A) = {σ ∈ specb(A) | − ν/2 < ℑσ < ν/2}(7.3)
and
Σ′σ = {σ − iℓ | ℓ ∈ N0, ℓ < ℑσ + ν/2}.(7.4)
It is also the case that Eˆ(A) is localizable: we will show that Eˆ(A) is the direct sum
of the spaces
Eˆσ(A) = Eˆ(A) ∩
[
MΩ,Σσ(A)(H
m(∂M ;E|∂M ))/HolΩ(H
m(∂M ;E|∂M ))
]
.
To see this, begin by writing
P =
N∑
k=0
Pkx
k + P˜Nx
N(7.5)
where the Pk have coefficients independent of x near ∂M and N = min{k ∈ N | ν ≤
k}. Let σ0 ∈ Σ(A) = specb(A) ∩ {σ| − ν/2 < ℑσ < ν/2}. By the discussion
immediately preceding Proposition 5.9 and the proposition itself with P = Pˆ0
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at σ0, there are elements ψσ0,j,0,0 ∈ Mσ0(C
∞(∂M ;E∂M )) and positive integers
µσ0,j (forming a nonincreasing sequence), j = 1 . . . , dσ0 , such that for any u ∈
Dmax, if Pˆ0(σ)uˆ(σ) is holomorphic at σ0, then there are polynomials pj such that
uˆ−
∑dσ0,j
j=1 pj(σ)ψσ0,j,0,0(σ) is holomorphic at σ0. If ℑσ0−ϑ > −ν/2 define ψσ0,j,0,ϑ
inductively as the singular part at σ0 − iϑ of
−Pˆ−10 (σ)
ϑ−1∑
ζ=0
Pˆϑ−ζ(σ)ψσ0,j,0,ζ(σ + i(ϑ− ζ)).
and for convenience define ψσ0,j,0,ϑ = 0 if ℑσ0 − ϑ ≤ −ν/2. The largest index θ
such that ℑσ0 − θ > −ν/2 will be denoted by N(σ0). Define also ψσ0,j,ℓ,ϑ (for
ℓ = 0, . . . , µj − 1) to be the principal part of (σ + iϑ)
ℓψσ0,j,0,ϑ (at σ0 − iϑ), and
finally, let
Ψσ0,j,ℓ =
∑
ϑ≥0
ψσ0,j,ℓ,ϑ.
Then
N∑
k=0
Pk(σ)Ψσ0,j,ℓ(σ + ik)
is holomorphic in ℑσ > −ν/2− ε for any sufficiently small ε > 0. The claim is now
that the images in Eˆ(A) of the Ψσ0,j,ℓ form a basis (over C). This is easy to prove
beginning with the fact that the ψσ0,j,ℓ,0 form a basis of Pˆ0(σ)
−1/Holσ0 . Once this
is proved, the assertion about Eˆ(A) being localizable is clear.
Note that one may multiply each ψσ0,j,ℓ,ϑ by a suitable entire function which
is equal to 1 to high order at σ0 − iϑ so that the resulting function is, modulo an
entire function, the Mellin transform of an element in x−ν/2H∞(M ;E). This will
not change the fact that the images in Eˆ(A) of the modified Ψσ0,j,ℓ form a basis.
An immediate convenient consequence is
Lemma 7.6. For each u ∈ Dmax(A) there is u0 ∈ Dmin(A) such that (u − u0)ˆ is
meromorphic on C with poles only in Σ′(A).
Definition 7.7. For σ0 ∈ Σ(A), Dσ0(A) is the space of elements u ∈ Dmax(A) such
that uˆ(σ) represents an element in Eˆσ0(A), that is, uˆ has poles at most at σ0 − iϑ
for ϑ = 0, . . . , N(σ0). Further,
Eσ0(A) = Dσ0(A)/Dmin(A).
For σ0 ∈ specb(A) ∩ {ℑσ = 0}, and if all the multiplicities µσ0,j associated with σ0
are even, we let Dσ0, 12 (A) be the space of elements u ∈ Dσ0(A) such that
uˆ mod Hol(ℑσ > −ε) belongs to Eˆσ0, 12
for any small ε > 0. The space Eˆσ0, 12 is the one defined in Proposition 6.11, now
with P = Pˆ0.
Thus, modulo Hol(ℑσ > −ν), the Mellin transform of an element u ∈ Dσ0 (A)
can be written as uˆ(σ) =
∑N(σ0)
ϑ=0 ψϑ(σ) where the ψϑ(σ) have poles only at σ0− iϑ,
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and from the fact that P̂ u(σ) =
∑
k,ϑ Pˆk(σ)ψϑ(σ+iϑ) is holomorphic in ℑσ > −ν/2
one deduces that
ℓ∑
ϑ=0
Pℓ−ϑ(σ)ψϑ(σ + i(ℓ− ϑ)) is holomorphic if ℓ ≤ N(σ0).(7.8)
Likewise, if v ∈ Dσ⋆0 (A
⋆) then vˆ(σ) =
∑N(σ⋆0 )
ϑ=0 ψ
⋆
ϑ(σ) where now
ℓ∑
ϑ=0
Pℓ−ϑ(σ + i(ℓ− ϑ))ψ
⋆
ϑ(σ + i(ℓ− ϑ)) is holomorphic if ℓ ≤ N(σ
⋆
0)(7.9)
since from (7.5),
P ⋆ =
N−1∑
ℓ=0
xℓP ⋆ℓ + x
N P˜ ⋆N .(7.10)
The closed extensions of A : Dmin(A) ⊂ x
−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E) are in
one to one correspondence with the subspaces of E(A), therefore with the subspaces
of Eˆ(A). Since we are interested in duality and selfadjoint extensions, we will now
turn our attention towards understanding the pairing [u, v]A for u ∈ Dmax(A) and
v ∈ Dmax(A
⋆) as a pairing of elements of Eˆ(A). In the following theorem and its
proof, the pairing in the integrands is that of L2(∂M ;E|∂M ).
Theorem 7.11. Let A = x−νP ∈ x−ν Diffmb (M ;E) be b-elliptic, let σ0 ∈ Σ(A)
and σ⋆0 ∈ Σ(A
⋆), suppose u ∈ Dmax(A) and v ∈ Dmax(A
⋆) are such that
uˆ =
N(σ0)∑
ϑ=0
ψϑ and vˆ =
N(σ⋆0 )∑
ϑ=0
ψ⋆ϑ mod Hol(ℑσ > −ν/2),
where ψϑ has a pole only at σ0 − iϑ, and ψ
⋆
ϑ only at σ
⋆
0 − iϑ, in other words,
u ∈ Dσ0(A) and v ∈ Dσ⋆0 (A
⋆). If σ0 is not of the form σ⋆0 + iτ with τ ∈ N0, then
[u, v]A = 0. Otherwise, if σ0 = σ⋆0 + iτ for τ ∈ N0, then
[u, v]A =
1
2π
τ∑
ϑ=0
∮
γϑ
(ψτ−ϑ(σ),
ϑ∑
ϑ′=0
Pˆ ⋆ϑ−ϑ′(σ − i(ϑ− ϑ
′))ψ⋆ϑ′(σ − i(ϑ− ϑ
′))) dσ,
where γϑ = γ0 + iϑ and γ0 is a positively oriented simple closed curve surrounding
σ⋆0 . In particular, if τ = 0, i.e., σ0 = σ
⋆
0 , then
[u, v]A =
1
2π
∮
γ0
(ψ0(σ), Pˆ
⋆
0 (σ)ψ
⋆
0(σ)) dσ.(7.12)
Proof. For general u ∈ Dmax(A) and v ∈ Dmax(A
⋆) and ω ∈ C∞(M) supported
near the boundary and equal to 1 near the boundary one has
[u, v]A = [ωu, ωv]A
because (1 − ω)u ∈ Dmin(A) if u ∈ Dmax(A), and analogously for (1− ω)v. Recall
that the Mellin transform was defined using a cut-off function like ω. Suppose
P is written as in (7.5) where the Pℓ have coefficients independent of x near the
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boundary, say, in a neighborhood of the closure of the support of ω. Then, using
the expression for A⋆ obtained from (7.10), we have
[ωu, ωv]A = (x
−ν
N−1∑
ℓ=0
Pℓ x
ℓωu, ωv)x−ν/2L2b − (ωu, x
−ν
N−1∑
ℓ=0
xℓP ⋆ℓ ωv)x−ν/2L2b
+ (x−ν P˜N x
Nωu, ωv)x−ν/2L2b − (ωu, x
N P˜ ⋆Nx
−νωv)x−ν/2L2b .
The last two terms cancel out since xNu ∈ xν/2Hmb can be approximated from
C∞c (
◦
M ;E) in xν/2Hmb norm. Thus
[u, v]A = (x
−ν
N−1∑
ℓ=0
Pℓ x
ℓωu, ωv)x−ν/2L2b − (ωu, x
−ν
N−1∑
ℓ=0
xℓP ⋆ℓ ωv)x−ν/2L2b .
It is always the case that uˆ has no poles on ℑσ = ν/2, and adding a suitable
element of Dmin(A) to u we may assume that uˆ has no poles on ℑσ = −ν/2. A
similar remark applies to vˆ, and we may and will assume that neither uˆ nor vˆ has
poles on ℑσ = −ν/2. For ε > 0 let
β0 = −
ν
2
+ ε and βk =
ν
2
− ε−N + k for k = 1, . . . , N(7.13)
We take ε > 0 sufficiently small so that β0 < β1. There is ε0 > 0 such that for
any ε < ε0, if σ0 ∈ specb(A) ∪ specb(A
⋆) and −ν/2 < ℑσ < ν/2, then for any
ℓ ∈ N0, the point σ − iℓ does not lie on a line ℑσ = βk. That is, no u ∈ Dmax(A)
or v ∈ Dmax(A
⋆) has poles on a line ℑσ = βk. Fix one such ε and let
Sk = {σ ∈ C |βk ≤ ℑσ ≤ βk+1}.
These strips partition {σ ∈ C | − ν + ε ≤ ℑσ < ν/2− ε}. We now show that
[u, v]A =
N−1∑
k=0
∮
∂Sk
(
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ(7.14)
For any ℓ < N and ε small, we have, on the one hand,
(
1
xν
Pℓx
ℓu, v) = (xε−νPℓx
ℓu, x−εv)
=
1
2π
∫
ℑσ= ν2
(Pˆℓ(σ + i(ε− ν))uˆ(σ + i(ε− ν + ℓ)), vˆ(σ − iε)) dσ
=
1
2π
∫
ℑσ=− ν2
(Pˆℓ(σ + iε)uˆ(σ + i(ε+ ℓ)), vˆ(σ + iε)) dσ
=
1
2π
∫
ℑσ=β0
(Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
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and
(u,
1
xν
xℓP ⋆ℓ v) = (x
−εu, xε−νxℓP ⋆ℓ v)
=
1
2π
∫
ℑσ= ν2
(uˆ(σ − iε), Pˆ ⋆ℓ (σ + i(ε− ν + ℓ))vˆ(σ + i(ε− ν + ℓ))) dσ
=
1
2π
∫
ℑσ= ν2−ℓ
(uˆ(σ − iε+ iℓ), Pˆ ⋆ℓ (σ − iε)vˆ(σ − iε)) dσ
=
1
2π
∫
ℑσ=βN−ℓ
(Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
so
[u, v]A =
N∑
ℓ=0
1
2π
∮
∂{σ | β0≤ℑσ≤βN−ℓ}
(Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
=
N∑
ℓ=0
N−ℓ−1∑
k=0
∮
∂Sk
(Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
=
N−1∑
k=0
∮
∂Sk
(
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
Let σ0 ∈ Σ and suppose uˆ =
∑∞
ϑ=0 ψϑ, where ψϑ has a pole only at σ0 − iϑ
and ψϑ = 0 if ϑ > N(σ0), where N(σ) be the number k such that σ ∈ Sk. Thus
Pˆℓ(σ)ψϑ(σ + iℓ) has a pole at σ0 − i(ϑ+ ℓ) if at all, and the poles of
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ) =
N−k−1∑
ℓ=0
∞∑
ϑ=0
Pˆℓ(σ)ψϑ(σ + iℓ),(7.15)
if any, that lie in βk < ℑσ < βk+1, come from indices ϑ, ℓ with
βk < ℑσ0 − (ϑ+ ℓ) < βk+1,
that is, ϑ+ ℓ = N(σ0)− k. So in (7.15) only the terms∑
ϑ+ℓ=N(σ0)−k
0≤ℓ≤N−k−1
0≤ϑ≤N(σ0)
Pˆℓ(σ)ψϑ(σ + iℓ)
may produce poles in Sk. If k > N(σ0) there are no poles. If k ≤ N(σ0), this is
N(σ0)−k∑
ϑ=0
PˆN(σ0)−k−ϑ(σ)ψϑ(σ + i(N(σ0)− k − ϑ))
(since N(σ0) < N). This is in fact holomorphic, as stated in (7.8). Thus in (7.14),
the integrals ∮
∂Sk
(
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ
are evaluated as residues on the conjugates of the poles of vˆ,
[u, v]A =
1
2π
N−1∑
k=0
∑
s
∮
γs,k
(
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ,(7.16)
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where the γs,k are simple closed positively oriented curves surrounding (and sepa-
rating) the conjugates of the poles of vˆ(σ) in the strip Sk.
Suppose now that also vˆ =
∑∞
ϑ=0 ψ
⋆
ϑ, where ψ
⋆
ϑ has a pole only at σ
⋆
0 − iϑ. Here
σ⋆0 ∈ Σ(A
⋆) = Σ(A) and as before, ψ⋆ϑ = 0 if ϑ > N(σ
⋆
0). Thus
σ 7→ (
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ))
has poles at σ⋆0 + iϑ, ϑ = 0, . . . , N(σ
⋆
0), and the pole in Sk satisfies βk < ℑσ
⋆
0 +ϑ <
βk+1, that is, k = N(σ⋆0) + ϑ. In particular, there are poles only in the strips with
k satisfying
N(σ⋆0) ≤ k ≤ N − 1.
Pick a positively oriented simple closed curve γ0 surrounding σ⋆0 , let γϑ = γ0 + iϑ.
Using this, the right hand side of (7.16) becomes
1
2π
N−1∑
k=N(σ⋆0 )
∮
γ
k−N(σ⋆
0
)
(
N−k−1∑
ℓ=0
Pˆℓ(σ)uˆ(σ + iℓ), vˆ(σ)) dσ.
Now replace σ + iℓ by σ˜. The resulting expression is (dropping the tilde)
1
2π
N−1∑
k=N(σ⋆0 )
N−k−1∑
ℓ=0
∮
γ
k+ℓ−N(σ⋆
0
)
(Pˆℓ(σ − iℓ)uˆ(σ), vˆ(σ − iℓ)) dσ
=
1
2π
N−N(σ⋆0 )−1∑
ϑ=0
∮
γϑ
(uˆ(σ),
ϑ∑
k=0
Pˆ ⋆ϑ−k(σ − i(ϑ− k)) vˆ(σ − i(ϑ− k) )) dσ
after reorganizing (notice that N −N(σ⋆0)− 1 ≤ N(σ
⋆
0)). Now, if vˆ(σ) =
∑
ϑ′≥0 ψ
⋆
ϑ′
is as above, then for any given ϑ the only terms in
ϑ∑
k=0
Pˆ ⋆ϑ−k(σ + i(ϑ− k))
N(σ⋆0 )∑
ϑ′=0
ψ⋆ϑ′(σ + i(ϑ− k))
which may contribute to the integral along γϑ are those which in principle have
poles at σ⋆0 − iϑ, namely those in the sum
ϑ∑
ϑ′=0
Pˆ ⋆ϑ−ϑ′(σ + i(ϑ− ϑ
′))ψ⋆ϑ′(σ + i(ϑ− ϑ
′)).
But according to (7.9), this has no poles at σ⋆0 − iϑ (or anywhere else, for that
matter). So, if uˆ has no poles in {σ⋆0 + iϑ |ϑ = 0, . . . , N(σ
⋆
0)} then [u, v]A = 0.
The only case where [u, v]A may be different from 0 occurs when there are integers
ϑ, ϑ′ ≥ 0 such that σ0− iϑ = σ⋆0 + iϑ
′, that is, if σ0 = σ⋆0 + iτ for some nonnegative
integer τ , in which case
[u, v]A =
1
2π
τ∑
ϑ=0
∮
γϑ
(ψτ−ϑ(σ),
ϑ∑
ϑ′=0
Pˆ ⋆ϑ−ϑ′(σ − i(ϑ− ϑ
′))ψ⋆ϑ′(σ − i(ϑ− ϑ
′))) dσ
as claimed in the theorem.
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If σ0, σ1 = σ⋆0 ∈ Σ(A) are such that σ0 = σ1 + iτ with some integer τ > 0, then
if u ∈ Dσ0(A) and v ∈ Dσ⋆0 (A
⋆) it may happen that [u, v]A 6= 0.
Since [u, v]A = 0 if u ∈ Dmin(A) and v ∈ Dmax(A
⋆), or if u ∈ Dmax(A) and
v ∈ Dmin(A
⋆), there is a well defied pairing of elements of E(A) and E(A⋆).
Theorem 7.17. [·, ·]♭A is a nonsingular paring of Eσ0(A) and Eσ0(A
⋆).
Proof. We work with (7.12). Pˆ0(σ) is a closed operator L
2(Y ) → L2(Y ) with
domain Hm = Hm(Y ;E). Let K = ker Pˆ0(σ0), R = Pˆ0(σ0)(H
m(Y )). Decompose
P (σ) as
[
Pˆ11(σ) Pˆ12(σ)
Pˆ21(σ) Pˆ22(σ)
]
:
K
⊕
K⊥ ∩Hm
→
R⊥
⊕
R
for σ near σ0. Here K
⊥, R⊥ are computed in L2(Y ). Since Pˆ0(σ0) is Fredholm,
Pˆ ⋆0 (σ0)(H
m) = K⊥ and the analogous decomposition for Pˆ (σ)∗ = Pˆ ⋆(σ) is
[
Pˆ ⋆11(σ) Pˆ
⋆
21(σ)
Pˆ ⋆12(σ) Pˆ
⋆
22(σ)
]
:
R
⊕
R⊥ ∩Hm
→
K
⊕
K⊥
near σ0. Since ind Pˆ (σ) = 0, dimK = dimR
⊥.
Let u ∈ Eσ0(A) represent an element in Dσ0(A), let ψ be the Mellin transform
of φu. The principal part of ψ at σ0 is the principal part ψ0 at σ0 of a germ of the
form
ψ˜ − Pˆ−122 Pˆ21ψ˜
where ψ˜ ∈Mσ0(K) is such that
(Pˆ11 − Pˆ12Pˆ
−1
22 Pˆ21)ψ˜ = β
is holomorphic near σ0. Likewise let u
⋆ ∈ Eσ0(A
⋆) represent an element in Dσ0(A
⋆),
ψ⋆ the Mellin transform of φu⋆. Again the principal part ψ⋆0 of ψ
⋆ at σ0 is the
principal part at σ0 of germ of the form
ψ˜⋆ − (Pˆ−122 )
⋆Pˆ ⋆12ψ˜
⋆
where ψ˜ ∈Mσ0(R
⊥) is such that
(Pˆ ⋆11 − Pˆ
⋆
21(Pˆ
−1
22 )
⋆Pˆ ⋆12)ψ˜
⋆ = β⋆
is holomorphic, near σ0. Let
P = Pˆ11 − Pˆ12Pˆ
−1
22 Pˆ21
P⋆ = Pˆ ⋆11 − Pˆ
⋆
21(Pˆ
−1
22 )
⋆Pˆ ⋆12
Then as discussed before the lemma,
[u, v]A =
1
2π
∮
γ0
(ψ(σ), Pˆ ⋆0 (σ)ψ
⋆(σ))dσ
with a positively oriented curve γ0 surrounding σ0 and no other pole. Since
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Pˆ ⋆0 (ψ˜
⋆ − (Pˆ−122 )
⋆Pˆ ⋆12ψ˜
⋆)
= Pˆ ⋆11ψ˜
⋆ − Pˆ ⋆21(Pˆ
−1
22 )
⋆Pˆ ⋆12ψ˜
⋆ + Pˆ ⋆12ψ˜
⋆ − Pˆ ⋆22(Pˆ
−1
22 )
⋆Pˆ ⋆12ψ˜
⋆
= P⋆ψ˜⋆
and
(ψ(σ),P⋆(σ)ψ˜⋆(σ)) = (ψ˜(σ)− Pˆ22(σ
−1Pˆ21(σ)ψ˜(σ),P
⋆(σ)ψ˜⋆(σ))
= (ψ˜(σ),P⋆(σ)ψ˜⋆(σ))
we have
[u, v]A =
1
2π
∮
γ0
(ψ˜(σ),P⋆(σ)ψ˜⋆(σ))dσ.
Thus the pairing of Eσ0(A) and Eσ0(A
⋆) is the pairing of the spaces associated to
P at σ0 and P
⋆ at σ0 which Theorem 6.4 asserts is nonsingular.
8. Friedrichs Extension
Suppose A ∈ x−ν Diffmb (M ;E), A = x
−νP , is b-elliptic, symmetric and bounded
from below by some c0 ≤ 0, as an operator C
∞
c (
◦
M ;E) ⊂ x−ν/2L2b(M ;E) →
x−ν/2L2b(M ;E). The domain of the Friedrichs extension is denoted DF (A). Recall
(Definition 7.7) that we denote by Dσ0(A) the space of functions u ∈ Dmax(A)
such that uˆ(σ) has poles at most at σ0 − iϑ for ϑ = 0, 1, . . . , by Eσ0 the quotient
Dσ0(A)/Dmin(A) and by [u, v]A = (Au, v)− (u,A
⋆v), as introduced in (3.12).
Lemma 8.1. DF (A) contains all u ∈ Dmax(A) such that uˆ(σ) has no poles in
{ℑσ ≥ 0}. That is, Dmax(A) ∩H
m
b (M ;E) ⊂ DF (A).
Proof. We will show that if u ∈ Dmax(A)∩H
m
b (M ;E), there is a sequence {un}n∈N
in C∞c (
◦
M ;E) such that
c‖u− un‖
2
x−ν/2L2b
+ (A(u − un), u− un)x−ν/2L2b → 0 as n→∞.
This will imply u ∈ DF (A) by Lemma 4.3. Consider P = x
νA as an unbounded
operator on L2b(M ;E). Since it is b-elliptic, we have H
m
b (M ;E) ⊂ Dmin(P ). There-
fore, if u ∈ Dmax(A) ∩H
m
b (M ;E), there is a sequence {un}n∈N ⊂ C
∞
c (
◦
M ;E) such
that
‖u− un‖L2b(M ;E) → 0 and ‖P (u− un)‖L2b(M ;E) → 0 as n→∞.
With this sequence we have
‖u− un‖x−ν/2L2b → 0 as n→∞
since L2b(M ;E) →֒ x
−ν/2L2b(M ;E). Also,
(A(u − un), u− un)x−ν/2L2b = (P (u− un), u− un)L2b
≤ ‖P (u− un)‖L2b‖u− un‖L2b
so
(A(u − un), u− un)x−ν/2L2b → 0 as n→∞
and the proof is complete.
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Lemma 8.2. DF (A) contains no u ∈ Dmax(A) such that uˆ(σ) has a pole in {ℑσ >
0}. Thus DF (A) ⊂ Dmax(A) ∩ x
−εHmb (M ;E) for any ε > 0.
Proof. Let σ0 ∈ specb(A) be such that ℑσ0 > 0. Suppose that u ∈ Dσ0 ∩ DF . In
particular, [u, v]A = 0 for all v ∈ DF (A) since AF is selfadjoint. From the previous
lemma we know that Dσ0(A) ⊂ DF (A), hence [u, v]A = 0 for all v ∈ Dσ0(A),
hence u = 0 since by Theorem 7.17 the induced pairing [·, ·]♭A of Eσ0 and Eσ0 is
nonsingular.
As a consequence of these two lemmas we get
Theorem 8.3. Suppose A ∈ x−ν Diffmb (M ;E) is b-elliptic and semibounded. If
specb(A) ∩ {ℑσ = 0} = ∅,
then the domain of the Friedrichs extension of A is
DF (A) =
∑
σ∈specb(A)
−ν/2<ℑσ<0
Dσ(A)
That is, DF (A) = Dmax(A) ∩H
m
b (M ;E).
This finishes the discussion of the Friedrichs extension of A when specb(A) ∩
{ℑσ = 0}. In order to determine the domain of the Friedrichs extension if specb(A)
does contain real elements, we need two more ingredients. The first is an invariance
property, under certain circumstances (small ν), of DF (A), which translates into
the saturation property on the Mellin transform side. The second is the positivity
of the conormal symbol of A when A is bounded from below.
Let ω ∈ C∞c (R) be a function with sufficiently small support, and equal 1 near
the origin. Let φ be the flow ofX , which we shall write multiplicatively: the integral
curve of X through p is t 7→ φet(p). We can write
φ∗1/τm = c
2
τm, φ
∗
1/τx = τ
−1ξ2τx
with smooth positive functions cτ and ξτ which are equal to 1 if τ = 1, or if x is
close to ∂M (how close depends on τ), or in complement of the support of ω. Thus
we have ∫
φ∗τf m =
∫
φ∗τf φ
∗
τ (φ
∗
1/τm) =
∫
f c2τm
Recall that for sections u of E, φ∗τu is the section whose value at p is the result of
parallel transport of u(φτ (p)) to p along the curve through p. The connection is
compatible with the hermitian form on E, so for sections u, v of E,
(φ∗τu, φ
∗
τv)p = (u, v)φτ (p).
Let γτ = φ
∗
τ
1
ξντ cτ
, define
κτu = τ
ν/2γτφ
∗
τu, u ∈ C
∞(M ;E).
Then κτ defines an isometry
x−ν/2L2b(M ;E)→ x
−ν/2L2b(M ;E)
and κ∗τ = κ1/τ . On functions f , κτ is defined as κτf = φ
∗
τf , so that if f is a
function and u a section of E then κτ (fu) = κτ (f)κτ (u).
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A subspace D ⊂ x−ν/2L2b(M ;E) is κ-invariant if
κτu ∈ D for every u ∈ D and τ > 0.
For example C∞c (M ;E) is κ-invariant. Let A ∈ x
−ν Diffmb (M ;E) be arbitrary,
write A =
∑N−1
k=0 x
kAk + x
N A˜N where x
νAk = Pk ∈ Diff
m
b (M ;E) has coefficients
independent of x near ∂M , and A˜N ∈ x
−ν Diffmb (M ;E). Then
κτAκ
−1
τ =
N−1∑
k=0
τν−kxkAk + τ
ν−NxN A˜N,τ
for some A˜N,τ ∈ x
−ν Diffmb (M ;E). In particular, for x near ∂M and τ smaller than
some τ0 (depending on x),
κτA0κ
−1
τ = τ
νA0.
This identity and the κ-invariance of C∞c (M ;E) easily imply that the canonical
domains Dmin(A0), Dmax(A0) and Dmax(A0)∩ x
γHmb (M ;E) are κ-invariant. If A0
is symmetric and bounded from below, then using Lemma 4.3 one also proves easily
that the domain DF (A0) of the Friedrichs extension is also κ-invariant.
Lemma 8.4. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic. Let D ⊂ Dmax(A) be a do-
main on which A is closed. D is κ-invariant if and only if the finite dimensional
space
EˆD = {uˆ : u ∈ D}/Hol(ℑσ > −ν/2)
is a saturated space.
Proof. If u is a smooth function on M , then for τ > 0
κ̂τu(σ) =
∫
x−iσω(x)u(τx, y)
dx
x
= τ iσ
∫
x−iσω(τ−1x)u(x, y)
dx
x
= τ iσ uˆ(σ) + τ iσwˆτ (σ)
for wτ = (ω(τ
−1x) − ω(x))u. Now, since ω(τ−1x) − ω(x) is a smooth function
supported in the interior of M , then wˆτ is an entire function, that is, κ̂τu(σ) −
τ iσuˆ(σ) is entire. The same conclusion holds when u is a smooth section of E:
κ̂τu(σ) = τ
iσ uˆ(σ) mod HolC(C
∞(∂M ;E|∂M ))
This proves that κ̂τu mod Hol(ℑσ > −ν/2) is an element of EˆD if and only if EˆD
is invariant under multiplication by τ iσ , i.e., if and only if EˆD is saturated, due to
Lemma 5.13. The assertion thus follows from the isomorphism between D/Dmin
and EˆD given by the Mellin transform.
The second ingredient we need to determine the Friedrichs extension is the pos-
itivity of the conormal symbols of operators bounded from below. This is standard
but we provide a proof.
Lemma 8.5. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic, symmetric and bounded from
below. For every σ ∈ R the conormal symbol Pˆ0(σ) of A is nonnegative.
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Proof. Suppose v ∈ C∞(∂M ;E). Let φ ∈ C∞c (0, 1) be such that
∫
|φ(x)|2 dxx = 1,
and let
φn(x) =
1
n1/2
φ(x1/n), n ∈ N.
Then φnv ∈ Dmin(A) since it is smooth and supported in the interior of M . It is
easy to prove that for real σ one has
(A(xiσφnv), x
iσφnv)x−ν/2L2
b
(M ;E) → (Pˆ0(σ)v, v)L2(∂M ;E|∂M ) as n→∞.
Pick c real such that A− cI ≥ 0. The conormal symbol of A− cI is then the same
as that of A. Thus
0 ≤ ((A− cI)xiσφnv, x
iσφnv)x−ν/2L2
b
(M ;E) → (Pˆ0(σ)v, v)L2(∂M ;E|∂M ).
From Lemma 6.10, the multiplicities associated to each of the points of spec(A)
lying on the real line are even, and the last part of Definition 7.7 makes sense: there
are well defined spaces Dσ, 12 (A) for each σ ∈ specb(A) ∩ {ℑσ = 0}.
Theorem 8.6. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic, symmetric, bounded from
below, and such that P has coefficients independent of x for x small. Suppose
σ ∈ specb(A) =⇒ ℑσ = 0 or |ℑσ| > ν/2. Then the domain of the Friedrichs
extension of A is given by
DF (A) =
∑
ℑσ=0
σ∈specb(A)
Dσ, 12 (A).
In the situation of the theorem, the spaces Dσ, 12 (A)/Dmin(A) agree via the Mellin
transform, with those defined in Proposition 6.11 since P has coefficients indepen-
dent of x near the boundary.
Proof. With the hypotheses of the proposition,
E(A) =
⊕
ℑσ=0
σ∈specb(A)
Eσ(A),
where Eσ(A) was defined in 7.7. Let
EF (A) = DF (A)/Dmin(A),
a subspace of E(A). Passing to the Mellin transform side, EˆF is saturated since DF
and Dmin(A) are κ-invariant, and selfadjoint in Eˆ(A) in the sense of the appendix
of Section 6 since A with domain DF is selfadjoint. Since EˆF is saturated, by
Lemma 5.11 there are saturated subspaces Eˆσj ,F ⊂ Eˆσj (A) such that
EˆF =
⊕
σj∈S
Eˆσj ,F .
Since EˆF is selfadjoint in Eˆ , since [·, ·]
♭
A is nondegenerate, and since [uˆ, vˆ]
♭
A = 0 if
uˆ ∈ Eˆσj (A) and v ∈ Eˆσk(A) with σj 6= σk (Proposition 7.11), each Eˆσj ,F is selfadjoint
in Eˆσj . Moreover, because A is bounded from below, P = Pˆ0 is nonnegative by
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Lemma 8.5, and so, by Lemma 6.10 the µj are even. Now Proposition 6.11 applies
and we deduce
Eˆσj ,F = Eˆσj , 12 .
But by definition, Dσj , 12 is the space of elements on Dmax such that uˆ represents
an element in Eˆσj , 12 .
Lemma 8.7. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic, symmetric and bounded from
below, and let P = xνA. Then
Dmax(A) ∩ DF (x
−εP ) ⊂ DF (A) for any positive ε < ν.
Proof. Note that
(x−νPv, v)x−ν/2L2b = (Pv, v)L2b = (x
−εPv, v)x−ε/2L2b(8.8)
whenever all three expressions exist. It is always true if e.g. v ∈ C∞c (
◦
M ;E). This
shows, in particular, that A = x−νP is symmetric in x−ν/2L2b if and only if x
−εP
is symmetric in x−ε/2L2b . Suppose ε < ν. Then x
−εP is also bounded from below
because
x−ε/2L2b(M ;E) →֒ x
−ν/2L2b(M ;E).(8.9)
Let u ∈ Dmax(A) ∩ DF (x
−εP ) and let {un}n∈N ∈ C
∞
c (
◦
M ;E) such that
c‖u− un‖
2
x−ε/2L2b
+ (x−εP (u− un), u− un)x−ε/2L2b → 0 as n→∞.
Then (x−νP (u− un), u− un)x−ν/2L2b = (x
−εP (u− un), u− un)x−ε/2L2b → 0 because
of (8.8). Since also ‖u− un‖x−ν/2L2b → 0 because ‖u− un‖x−ε/2L2b → 0, the lemma
is proved.
Lemma 8.10. Let A = x−νP be as in Lemma 8.7. Then P can be written as
P = P0 + xP1
with P0, P1 ∈ Diff
m
b (M ;E) such that x
−νP0 is b-elliptic, symmetric, bounded from
below, and has coefficients independent of x for x small.
Proof. Near the boundary ∂M , P can be written as P = P˜0 + xP˜1, where P˜0 has
coefficients independent of x. Let ω ∈ C∞c (R) be equal to 1 near ∂M , define
P0 = ωP˜0 ω + (1− ω)P (1− ω).
Clearly (1 − ω)P (1 − ω) is symmetric and bounded from below. As the conormal
symbol of P , P = ̂˜P 0 is a selfadjoint holomorphic family in the sense that P(σ)∗ =
P(σ) on Hm(∂M ;E|∂M ), and positive by Lemma 8.5. From the Mellin transform
version of Plancherel’s identity it follows that ωP˜0 ω is also bounded from below
if ω has sufficiently small support. Evidently, if the support of ω is small enough,
then P0 is elliptic in the interior and therefore b-elliptic.
Lemma 8.11. Let A = x−νP with P = P0 + xP1 as in Lemma 8.10. Then for
0 < ε < ν, x−εP and x−εP0 are both b-elliptic, symmetric and bounded from below
as operators on x−ε/2L2b(M ;E), and for small ε, DF (x
−εP ) = DF (x
−εP0).
The first statement follows from Lemma 8.10 and the proof of Lemma 8.7, and
the equality of the Friedrichs domains is a consequence of part 4 of Proposition 4.1.
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Theorem 8.12. Let A ∈ x−ν Diffmb (M ;E) be b-elliptic, symmetric and bounded
from below. Then the domain of the Friedrichs extension of A is
DF (A) =
∑
−ν/2<ℑσ<0
σ∈specb(A)
Dσ(A) +
∑
ℑσ=0
σ∈specb(A)
Dσ, 12 (A).
Proof. Let D′F (A) be the space on the right in the statement. Then A with domain
D′F (A) is selfadjoint, so we only need to prove that D
′
F (A) ⊂ DF (A), and we
proceed to do so. Write xνA = P0+ xP1 as in Lemma 8.10. From Lemmas 8.7 and
8.11 we get that if ε > 0 is small enough then Dmax(A)∩DF (x
−εP0) ⊂ DF (A). We
may apply Theorem 8.6 to x−εP0 and deduce that
DF (x
−εP0) =
∑
ℑσ=0
σ∈specb(A)
Dσ, 12 (x
−εP0).
But the intersection of this space and Dmax(A) is D
′
F (A). Thus D
′
F (A) ⊂ DF (A)
and therefore D′F (A) = DF (A).
Together with Theorem 8.3 we in particular obtain
DF = Dmax(A) ∩H
m
b (M ;E) if and only if specb(A) ∩ {ℑσ = 0} = ∅.
The following corollary improving part 4 of Proposition 4.1 is an immediate
consequence of the theorem, since the hypothesis implies that for −ν ≤ ℑσ ≤ 0 the
spaces Dσ for both operators are equal:
Corollary 8.13. Suppose A0, A1 ∈ x
−ν Diffmb (M ;E) are b-elliptic, symmetric and
bounded from below. If A0 − A1 vanishes to order k, k > ν/2, then DF (A0) =
DF (A1).
9. Applications and Examples
Let A ∈ x−ν Diffmb (M ;E) be b-elliptic and assume that for any two distinct
σ0 and σ1 in Σ(A), ℑ(σ0 − σ1) 6∈ Z. Using that [·, ·]A pairs Eσ0(A) and Eσ0(A
⋆)
nonsingularly, one can extend the examples to the excluded case. Recall that A⋆
denotes the formal adjoint of A, and Σ(A) = specb(A) ∩ {−ν/2 < ℑσ < ν/2}.
Example 9.1. Regard A with domain Dσ0 (A) for some σ0 ∈ Σ(A). Then,
D(A∗) =
∑
σ∈Σ(A)
σ 6=σ0
Dσ(A
⋆),
where A∗ denotes the Hilbert space adjoint of A. If there there are one or more
σj ∈ Σ(A) such that σ0 − σj = iτ with τ ∈ N, then in place of the Dσj (A
⋆) one
must use certain subspaces.
Example 9.2. If A is given the domain∑
σ∈Σ(A)
ℑσ<0
Dσ(A),
then the domain of the adjoint is
D(A∗) =
∑
σ∈Σ(A)
ℑσ≥0
Dσ(A
⋆).
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Note that the poles of the Mellin transforms of elements in this space are on or
below the real axis.
Example 9.3. Suppose specb(A) does contain points on ℑσ = 0, but that all the
partial multiplicities µσs,j of each such point are even. Referring to Definition 7.7
for the notation, let A have domain∑
σ∈Σ(A)
ℑσ<0
Dσ(A) +
∑
σ∈Σ(A)
ℑσ=0
Dσ, 12 (A)
Then,
D(A∗) =
∑
σ∈Σ(A)
ℑσ>0
Dσ(A
⋆) +
∑
σ∈Σ(A)
ℑσ=0
Dσ, 12 (A
⋆).
Thus if A is symmetric then A with the given domain is selfadjoint. In Section 8
we proved that if A is symmetric and bounded from below then this is the domain
of the Friedrichs extension.
In some cases, in particular geometric problems, one encounters operators of the
form B∗B and BB∗. Below we discuss some aspects of B∗B using some of the
results of this paper. The operator BB∗ can be treated in the same manner.
Assume that B ∈ x−ν Diffmb (M) is b-elliptic, B = x
−νQ. Let D(B) ⊂ Dmax(B)
be such that B : D(B) → x−ν/2L2b(M) is closed. Then B
∗B is a selfadjoint ex-
tension of the symmetric operator B⋆B, considered as an unbounded operator on
x−ν/2L2b(M). Recall that
D(B∗B) = {u ∈ D(B) |Bu ∈ D(B∗)}
Since B∗ is a closed extension of the formal adjoint B⋆, B∗B is indeed a closed
extension of B⋆B with
Dmin(B
⋆B) ⊂ D(B∗B) ⊂ Dmax(B
⋆B).
Note that if u ∈ Dmax(B
⋆B), then uˆ is meromorphic in {ℑσ > −3ν/2} with poles
on the strip {ν/2 > ℑσ > −3ν/2}. Write B⋆B = x−2νP with P ∈ Diff2mb (M).
The conormal symbol of B⋆B is then given by
Pˆ0(σ) = Qˆ0(σ − iν)
∗ ◦ Qˆ0(σ),
where Qˆ0(σ) is the conormal symbol of B. Thus, the boundary spectrum of B
⋆B
contains specb(B) and its reflection with respect to {ℑσ = −ν/2} (line of symme-
try). In particular, every σ ∈ specb(B
⋆B) ∩ {ℑσ = −ν/2} has even multiplicities.
For σ0 ∈ specb(B) define D
s
σ0 (B) as the space of elements u ∈ Dmax(B) such that
Bu ∈ Dmax(B
⋆), and such that uˆ is meromorphic in C with poles at most at σ0− iϑ
for ϑ = 0, . . . , ⌈ν⌉. Thus, for ℑσ0 = −ν/2, we have D
s
σ0(B) ⊂ Dmin(B).
Lemma 9.4. If u ∈ Dsσ0(B) and ℑσ0 = −ν/2, then Bu ∈ Dmin(B
⋆).
Proof. Let σ0 ∈ specb(B) be such that ℑσ0 = −ν/2. If u ∈ D
s
σ0(B), then Bu ∈
x−ν/2L2b and uˆ is meromorphic with poles at σ0 − iϑ for ϑ = 0, . . . , ⌈ν⌉. It follows
that B̂u is then holomorphic in ℑσ > −ν/2 which implies Bu ∈ Dmin(B
⋆).
Since Dmin(B) ⊂ D(B) and Dmin(B
⋆) ⊂ D(B∗), the previous lemma implies
Lemma 9.5. If ℑσ0 = −ν/2 then D
s
σ0(B) ⊂ D(B
∗B).
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Note that Dsσ0(B) = Dσ0, 12 .
Example 9.6. If D(B) = Dmin(B), B
∗B is the Friedrichs extension of B⋆B and
D(B∗B) = {u ∈ Dmin(B) |Bu ∈ Dmax(B
⋆)}.(9.7)
Denote the set on the right by DF . Since D(B
∗B) ⊂ DF , then D
⊥
F ⊂ D(B
∗B)⊥ =
D(B∗B), where ⊥ means the orthogonal in Dmax(B
⋆B) with respect to [·, ·]B⋆B.
Now let u ∈ D(B∗B), so Bu ∈ D(B∗). Then, for every v ∈ DF
0 = [v,Bu]B = (Bv,Bu)− (v,B
⋆Bu) = (B⋆Bv, u)− (v,B⋆Bu) = [v, u]B⋆B.
This implies u ∈ D⊥F and we get (9.7). In this case, the Mellin transform uˆ of
an element u ∈ D(B∗B) is holomorphic in {ℑσ > −ν/2} and meromorphic in
{ℑσ > −3ν/2} with poles on {σ − iν |σ ∈ specb(B)}.
If D(B) = Dmax(B), then
D(B∗B) = {u ∈ Dmax(B) |Bu ∈ Dmin(B
⋆)}
and for u ∈ D(B∗B), uˆ has poles at most on specb(B
⋆) ∩ {−ν/2 ≤ ℑσ < ν/2}.
If D(B) = Dσ0(B) for some σ0 ∈ Σ(B) = specb(B) ∩ {−ν/2 < ℑσ < ν/2}, then
D(B∗B) = {u ∈ Dσ0(B) |Bu ∈
∑
σDσ(B
⋆) for σ ∈ Σ(B⋆), σ 6= σ0}
and for u ∈ D(B∗B), uˆ has poles at σ0 and on {σ − iν |σ ∈ specb(B), σ 6= σ0}.
We finish this section with some concrete examples. Assume now that, near
the boundary, M is of the form [0, 1) × Sn with ∂M = {0} × Sn. Let D2y be the
Laplacian on Sn, let x be the variable in [0, 1). For 0 < ν ≤ 2 let A = x−νP with
P = (xDx)
2 + a2D2y + βb
2,(9.8)
β = ±1 and nonnegative constants a and b. They arise, for instance, as Laplace-
Beltrami operators on scalar functions associated to metrics of the form
g = dx2/x2−ν + xνdy2.
Compare Bru¨ning and Seeley [1], Lesch [7], and especially Mooers [11] on k-forms.
The conormal symbol of A is defined to be
P̂0(σ) = σ
2 + a2D2y + βb
2,
and the boundary spectrum specb(A) is the set of points in C such that Pˆ (σ) is not
invertible. Since the set of eigenvalues of D2y is {k(k + n− 1) | k ∈ N0}, then
specb(A) = {σ ∈ C |σ
2 + a2k(k + n− 1) + βb2 = 0 for some k ∈ N0}
Consider A : C∞c (M) ⊂ x
−ν/2H2b (M) → x
−ν/2H2b (M) as an unbounded operator.
Then Σ = specb(A)∩{−ν/2 ≤ ℑσ ≤ ν/2} is the only set that matters when looking
for the closed extensions of A. We look separately at the cases b = 0 and b 6= 0.
Example 9.9. Let b = 0 and a > 0 in (9.8). In this case, A is symmetric and
bounded from below. Note that σ2 + a2k(k + n − 1) has simple roots in Σ when
k 6= 0, and a root of order 2 when k = 0. For illustration purposes it is enough
to look at the case when ν = 2 and n = 1. Thus Σ = {±ika | ka ≤ 1, k ∈ N0}.
Suppose a > 1 so that the only point in Σ is 0. Then Dmin(A) = xH
2
b (M) and
E(A) = Dmax(A)/Dmin(A) = span{ω, ω log x}
for some ω ∈ C∞c (R) such that ω(x) = 1 near the origin.
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Let ψ0 = ω and ψ1 = ω log x. Then,
ψˆ0(σ) =
Φ(σ)
σ
and ψˆ1(σ) =
Φ(σ)
σ2
−
Φ′(σ)
σ
with
Φ(σ) =
∫
R+
x−iσDxω(x) dx.
Let u = u0ψ0 + u1ψ1 and v = v0ψ0 + v1ψ1 be elements of E(A). Then, with γ a
positively oriented simple closed curve in C surrounding 0,
[u, v]A =
1
2π
∮
γ
σ2uˆ(σ)vˆ(σ) dσ
=
1
2π
∮
γ
(u0v1 + u1v0
σ
)
Φ(σ)Φ(σ)dσ
= i(u0v1 + u1v0).
If D is a domain on which A is selfadjoint, then D = Dmin(A)⊕ spanu with some
u as above such that [u, u]A = 0. Thus u0u1 + u1u0 = 0 which implies u0u1 ∈ iR,
so spanu is one dimensional. Moreover, all selfadjoint extensions of A are of the
form Aλ : D
λ → x−1H2b (M) with
Dλ/Dmin(A) = span{(e
iλ + 1)ω + (eiλ − 1)ω log x}.
In particular, D0 is precisely the domain of the Friedrichs extension of A. If 1ℓ+1 <
a ≤ 1ℓ , ℓ ∈ N, then Σ = {±ika | k = 0, 1, . . . , ℓ} and we have
DF (A) = D
0 ⊕
ℓ∑
k=1
D{−ika}(A).
Note that the partial multiplicities of the poles ika, k 6= 0 are equal to 1, but the
total multiplicity is 2.
Example 9.10. Let α ∈ C∞c (R) such that α(0) > 1. Then
A = x−2
[
(xDx)
2 + α(x)2D2y
]
is symmetric and bounded from below. Moreover, 0 is the only point of the bound-
ary spectrum in {−1 ≤ ℑσ ≤ 1}. If A0 = x
−2[(xDx)
2 + α(0)2D2y], then
Dmin(A) = Dmin(A0), Dmax(A) = Dmax(A0), and DF (A) = DF (A0).
Example 9.11. Let b 6= 0. If β = 1 in (9.8), then A = x−2P behaves similarly
but ‘nicer’ than the operator in Example 9.9 since σ2+a2k(k+n− 1)+ b2 has only
simple roots, and specb(A) ∩ {ℑσ = 0} = ∅.
If β = −1, the situation is different. In this case, the conormal symbol of A
Pˆ (σ) = σ2 + a2D2y − b
2
fails to be nonnegative for real σ and therefore A is not bounded from below.
Moreover, σ2+ a2k(k+n− 1)− b2 has two simple real roots, −b and b. We assume
b ≤ 1 < a, so specb(A) ∩ {−1 ≤ ℑσ ≤ 1} contains only −b and b. Thus
E(A) = Dmax(A)/Dmin(A) = span{ωx
ib, ωx−ib}
for some ω ∈ C∞c (R) such that ω(x) = 1 near the origin.
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Let ψ+ = ωx
ib and ψ− = ωx
−ib. Then, with Φ as above,
ψˆ±(σ) =
Φ(σ ∓ b)
σ ∓ b
.
Let u = u+ψ+ + u−ψ−, v = v+ψ+ + v−ψ−. Then, with γ a positively oriented
simple curve in C surrounding b and −b,
[u, v]A =
1
2π
∮
γ
(σ2 − b2)uˆ(σ)vˆ(σ) dσ
=
1
2π
∮
γ
{(
σ+b
σ−b
)
u+v+Φ(σ − b)Φ(σ − b)
+
(
σ−b
σ+b
)
u−v−Φ(σ + b)Φ(σ + b)
}
dσ
= 2bi(u+v+ − u−v−)
Thus [u, u]A = 2bi(|u+|
2− |u−|
2) and if A with domain Dmin(A)⊕ spanu is selfad-
joint then |u+| = |u−|. Thus spanu is one dimensional and all selfadjoint extensions
of A are of the form Aλ : D
λ → x−1H2b (M) with
Dλ/Dmin(A) = span{ωx
ib + eiλωx−ib}.
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