





















（signal detection theory; theory of signal detection; e.g.,; Green & Swets, 1966; Macmillan & Creelman, 
2005; Stanislaw & Todorv, 1999; 国内の外国語教育研究に関する文脈では，Kusanagi, 2014; 草薙・






















主観的確率，そして主観的測度ないし主観的変数（subjective measure; e.g., Dienes, 2008; Scott & 




期待される。近年の第二言語習得研究では， 自信評定， 確信度， そして主観的測度などは， 明示的
知識および暗示的知識， または意識的知識ないし無意識的知識などといった概念を研究対象とす
る研究実践において使用されている （e.g., Rebuschat, 2013; Rebuschat & Williams, 2012; Rebuschat, 
Harmick, Riestenberg, Sachs, & Ziegler, 2015; Tamura, Harada, Kato, Hara, & Kusanagi, 2016）。歴史的
に見て，このような研究実践は，人工言語学習研究の方法論（Dienes, 2008; Scott & Dienes, 2008; 
Ziori & Dienes, 2006）に倣ったものである。
1.2　判断行動に由来するデータの関連
　さて，判断行動に由来するこれら三種類のデータが，ほとんどの場合，論理的および確率的な
意味において，互いに独立でないということは，非常に重要な観点である（e.g., Pleskac & 
Busemeyer, 2010; 外国語教育研究の文脈では，草薙・川口， 2015; Tamura et al., 2016 など）。たと
えば，個人内において，正答確率と反応時間に負の共変関係があることは，速さと正確さの二律
背反 （speed accuracy tradeoff; e.g, Heitz, 2014; Wickelgren, 1977） と呼ばれる，非常にありふれた現
象である。一般的に，正答確率は，速さを優先するような課題操作によって著しく低減する。
　また， 自信評定と正答確率に， 正の共変関係があること， すなわち， 「自信があると答えた回答
は， 正答である確率が高い」 といった関係も， 広く一般的に見られるものである （e.g., Pleskac & 
Busemeyer, 2010; Vickers, 1979）。それだけでなく，自信評定と反応時間の間にも，なんらかの共
変関係が見られることもある（e.g., Kiani, Corthell, & Shadlen, 2014; Pleskac & Busemeyer, 2010; 








す場合もある（Ratcliff & Rouder, 1998; Pleskac & Busemeyer, 2010）。さらに，主観的評定を被験
者にもとめること自体が，正答確率や反応時間データに影響を及ぼすことも知られている

















モデル （type II signal detection model; e.g., Evans & Azzopardi, 2007; Galvin, Podd, Drga, & Whitemore, 
2003; Kunimoto, Miller, & Pashler, 2001）やその発展的モデル（e.g., Barrett, Dienes, & Seth, 2013; 
Maniscalco & Lau, 2012）， そしてそれらの周辺的手法 （e.g., Clarke, Birdsall, & Tanner, 1959; Nelson, 
1984） が一般的に使用されてきた。判断行動における判断結果と主観的評定の確率的関連は， さま
ざまな学術領域において， 一般にメタ認知的弁別性 （metacognitive sensitivity; e.g., Fleming & Lau, 
2014; Maniscalco & Lau, 2012; Rausch, Müller & Zehetleitner, 2015）， メタ認知的正確さ （metacognitive 




























2.1　第一種課題（Type I Task）と第二種課題（Type II Task）



















ような 2 × 2 のクロス集計表が得られる。この表を，本論では第一種の反応テーブル（type I 
response table）と呼び，表 1 における type I hit，type I miss，type I false alarm，そして type I 
correct rejection を，総称して第一種の反応カテゴリー（type I response categories）とする。
S = “Grammatical” S = “Ungrammatical”
R1 = “Grammatical” Type I Hit Type I False Alarm




と判断する確率，HR1（type I hit ratio）は，条件つき確率
3）を使って，
 (1)









（the equal-variance Gaussian signal detection model）では，上記の HR1 および FAR1 の関係より，弁






の内側において，c よりも大きな値を取る範囲の面積が FAR となる。等分散の仮定を与えられている二つの
正規分布の標準化平均差が d’ である。ここでは簡略的にモデルの概観を示すため，二つの分布における確率
密度曲線の交点を恣意的に c としているが，c はこの交点とは限らない。




と計算される。ここでの z は，標準正規分布 N （0, 1）における累積分布関数の逆関数（inverse 
cumulative distribution function） を示す。これは一般的に Φ （x）と記されることもある。この指標
の値は，0 を基準として，正の大きい値を取る場合，より高い弁別力があると解釈される。
　また，判断基準ないし反応バイアスの指標である c （criterion）を，第一種課題の場合，第一種
















誤答であるかの値に変換する。すなわち，type I hit と type I correct rejection を正答，type I miss
と type I false alarm を誤答とする。一方，第二種課題の結果（R2）は，自信がある，自信がない
といった値を取る。よって，第一種課題の結果と第二種課題の結果の組み合わせは，表 2 のよう
にまとめられる。これを，第二種の反応テーブル（type II response table）と呼ぶ。
R2 = “High Confidence” R2 = “Low Confidence”
R1= “Correct” Type II Hit Type II Miss
R1 = “Incorrect” Type II False Alarm Type II Correct Rejection
表２　第二種の反応テーブル
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　上記の type II hit，type II miss，type II false alarm，そして type II correct rejection を，第二種の
反応カテゴリー（type II response categories）とする。type II hit は，第一種課題における正答施行
のうち，自信があると答えた施行であり，type II miss は，第一種課題における正答施行のうち，
自信がないと答えた施行である。また，type II false alarm は，第一種課題における誤答施行のうち，
自信があると答えた施行であり，type II correct rejection は，第一種課題における誤答施行のうち，
自信がないと答えた施行である。


















するが，第二種の反応バイアスに関する指標として，c’ や β を応用することもできる。
　少なくとも理論的には，d’2 が取る値は，第二種の反応バイアスとは独立したものであるが，
これまでの研究により， d’2 は， 技術的に問題のある指標であることがわかっている （e.g., Evans & 
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識されるため，しばしば，ROC 曲線（receiver operating characteristic curve）によるノンパラメトリッ
クな分析が代替的手法として好まれる（Fleming & Lau, 2014）。ROC 曲線を利用した分析法を，






ここではリッカート尺度の要領によって 5 段階設けるとする（e.g., 「まったく自信がない」，「や
や自信がない」，「どちらともいえない」，「やや自信がある」，「非常に自信がある」）。こうして得
られた 5 段階の反応について，（a） 反応 1 を自信なし，反応 2 以上を自信あり，（b） 反応 3 未満
を自信なし， 反応 3 以上を自信あり， （c） 反応 4 未満を自信なし， 反応 4 以上を自信あり， （d） 反
応 5 未満を自信なし，反応 5 を自信あり，というように集計すると，それぞれの HR と FAR を元
にして，ROC 空間に 4 つの点を附置することができる。大雑把にいえば，ROC 空間において，
これら 4 つの点を通る曲線が ROC 曲線である。図 2 に，ROC 曲線の例を示す。ROC 空間にお
いて，この ROC 曲線下の面積（the area under ROC curve）をもとめると，0 から 1 の値を取るが，
この値が 0.5 以上である場合，これはメタ認知的弁別性の証拠となりうる。































　また，d’1 と meta-d’ は，同一の単位となるため，それぞれ直接的に値を比較することができる
（Fleming & Lau, 2014）。現在，meta-d’ を使用した研究実践の数は少ないが，今後，このような新
しい手法が徐々に市民権を得ていくと推察される。
3.3　周辺的手法




がある（Fleming & Lau, 2014）。Φ 係数は，表 3 の場合，
 （14）
となる。
R2 = “High Confidence” R2 = “Low Confidence” Total
R1= “Correct” A C A+C
R1 = “Incorrect” B D B+D





　Goodman-Kruskall の Gamma 係数（G）も同様に，メタ認知的弁別性の指標とされることがあ
る（Nelson, 1984）。G は，2 × 2 のクロス集計表を対象にする場合，Yule の Q と一致する。この













　たとえば，表 4 のような第二種の反応テーブルが得られたとする。これを，ある被験者が 100
試行の文法性判断課題に従事したものと考える。なお，このデータは，乱数シミュレーションに
よって生成された仮想的な例であるが，外国語教育研究における過去の研究実績を参照している
（e.g., 草薙・川口， 2015; Tamura et al., 2016）。
R2 = “High Confidence” R2 = “Low Confidence”
R1= “Correct” 43 26
R1 = “Incorrect” 8 23
表４　数値例における第二種の反応テーブル
　表 4 のデータを，頻度主義下の第二種信号検出モデルによって解析すると，d’2 = 0.96，c2 = 0.17
といった値が得られる。一方，ベイジアンモデリングを使用すると，これらの指標における事後
分布について詳細に検討することができる。Lee and Wagenmakers（2013）を参考とし，モデル
を構築し，このデータの d’2 および c2 の事後分布について検討する。このモデルは，具体的に，
以下に示される通りである。ここでの θh は HR2，θ
f は FAR2，h は観測変数であるところの type II 
hit，f は type II false alarm である。C および I は，それぞれ観測上の正答試行数，誤答試行数を










を 10,000，焼却区間（burn-in interval）を 500 とし，間引き区間（thinning interval）は設けなかっ
た。表 5 は，d’2 および c2 に関する MCMC サンプルの概要である。なお，事後分布およびトレー
ス図の様子は，図 3 のとおりであり，Geweke の方法によって MCMC は収束したものと判定した。
　最高密度区間（highest density interval; Kruschke, 2011）によって，α = .05 の確信区間6）を構築
したところ，d’2 については，その下限が 0.39，上限が 1.49 であった。また，c2 については，そ
の下限が -0.12，上限が 0.44 であった。d’2 の事後分布における下限が原点よりも高く，事後期
待値（expected a posteriori）が 0.93 であることから，この数値例における被験者は，この分析の
上で，メタ認知的弁別性を示したと解釈することができる。
表５　個人データにおける MCMC サンプルの要約










































































事後期待値 標準偏差 2.5% 点 25% 点 中央値 75% 点 97.5% 点
d’2 0.93 0.28 0.38 0.73 0.93 1.12 1.49




Lee & Wagenmakers, 2013; 豊田， 2017）を第二種信号検出モデルに適用することによって，ある
集団における d’2 や c2 の母平均（μ）および母標準偏差（σ）の事後分布を検討することが可能に
なる。












マ分布に従う母標準偏差をもつ正規分布に，それぞれ個人の d’2 や c2 が従うということである。
ここでは，表 5 の数値例を対象として，上記のモデルについて解析する。ギブスサンプリングを
使用し，MCMC によって事後分布に近似するサンプルを得たところ（チェイン数を 1，反復回
数を 10,000，焼却区間を 1,000，間引き区間なし），このデータにおける d’2 および c2 の母平均と
母標準偏差は，表 6 および図 4 のようになった。最高密度区間によって，95% 確信区間を構築
すると，d’2 の母平均における下限は 0.32，その上限は 0.95 であり，d’2 の母標準偏差における下
限は 0.02，その上限は 0.40 であった。また，c2 の母平均における下限は -0.12，その上限は 0.22
であり，c2 の母標準偏差における下限は 0.03，その上限は 0.32 であった。
Type II Hit Type II False Alarm Type II Miss Type II Correct Rejection
被験者 1 18 3 17 10
被験者 2 22 4 9 13
被験者 3 21 6 11 10
被験者 4 29 8 6 5
被験者 5 21 4 3 20
被験者 6 17 8 11 12
被験者 7 23 3 3 19
被験者 8 21 4 4 19
被験者 9 17 4 16 11
被験者 10 22 3 8 15
表５　集団を対象にした第二種の反応テーブルにおける数値例（N = 10，K = 48）
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事後期待値 標準偏差 2.5% 点 25% 点 中央値 75% 点 97.5% 点
d’2 の母平均 0.63 0.15  0.34  0.53 0.63 0.73 0.92
c2 の母平均 0.05 0.09 -0.12 -0.01 0.05 0.1 0.22
d’2 の母標準偏差 0.16 0.12  0.03  0.07 0.12 0.21 0.48



























































































3）A と B という事象があるとして，事象 A が起こる確率を P(A)，事象 B が起こる確率を P(B)







5）ここでは，R（R Core Team, 2016）と WinBUGS（Lunn, Thomas, Best, & Spiegelhalter, 2000）を
使用している。コードやモデルの詳細は，Lee and Wagenmakers（2013）を参照されたい。
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The Type II Signal Detection Model in Foreign Language Teaching Research: 
Some Basics and Bayesian Modeling
Kunihiro KUSANAGI
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Hiroshima University
　　 This paper introduces the type II signal detection model as a means of modeling metacognitive 
sensitivity of foreign language learners.  Foreign language teaching researchers have paid much attention 
to the conceptual aspects of metacognitive sensitivity, but not to its mathematical formulation and 
measurement models, while cognitive and mathematical psychologies have voluminous literature on how 
to model judgment behaviors mathematically.  Among mathematical models of judgment behaviors, this 
paper particularly focuses on the type II signal detection model, one of the most dominant practices of 
modeling metacognitive sensitivity.  The model is nothing but an application of the equal-variance 
Gaussian signal detection model to type II tasks such as trial-by-trial binary confidence rating during a 
stimulus discrimination task, which usually corresponds to type I tasks.  The model basically calculates 
two indices, (a) type II d’ or metacognitive sensitivity and (b) type II biases or metacognitive biases, based 
on type II response categories below: (a) type II hit, (b) type II false alarm, (c) type II miss, and (d) type II 
correct rejection.  By reviewing such mathematical basics and showing a computation of the model in a 
Bayesian manner with some numerical examples, this paper claims that the type II signal detection model 
can be a potentially beneficial tool for foreign language teaching researchers.
