Abstract
Introduction
ANNs are very popular as classification or regression mechanisms in medical decision support systems despite the fact that they are unstable predictors. This instability means that small changes in the training data used to build the model (i.e. train the ANN) may result in very different models. ANNs are intended to mimic the mechanisms of the human brain.
It consist of input nodes, output nodes, and internal nodes or layers. The nodes are connected with different architectures, but typically input nodes are connected to hidden layer nodes and they are in turn connected to output nodes. The neural network trains on a data set to find clusters of outputs or relationships among input and output elements. During this process, the weights of connections between nodes are adjusted [1] . Multi Layered feed-forward neural network is composed of several layers of simple processing units. The state of a unit at any given time is represented by its activation, which is a real-valued number, typically in the range [0, 1] or in the range [-1,1] .
Figure 1. Multi-layered Neural Network
The input layer of a network contains units whose activations represent values for the features of the problem domain in which the network is being applied. Typically, a real-valued feature is represented by a single input unit, and a discrete feature with n possible values is represented by n input units. The units in the output layer of a network represent the decisions made by the network. Interposed between the input units and the output units, there can be a number of hidden layers of units. The units of a network are related by weighted connections. In effect, important connections are reinforced (positively weighted) and unimportant connections are punished (negatively weighted). Data are fed into the input nodes, processed through the hidden layer(s), and the connection weights to the output nodes are adjusted.
Learning Algorithms
"Training" refers to the adaptation process by which the system "learns" the relationship between the inputs and targets. This is often a repetitive incremental process guided by an optimization algorithm ( Figure 2 ) Learning and Training are often used in an artificial neural network context to describe the weights to minimization of the error on a training set. Learning in neural networks can be supervised or unsupervised.
Figure 2. Supervised learning model
During training, each input pattern is presented and propagated through the network to produce an output. Unless the network is perfectly trained, there will be differences between the actual and desired outputs. The real-world significance of these deviations depend on the application and is measured by an objective function (cost function/error function) whose output rates the quality of the network's response. The overall goal is then to find a system that minimizes the total error for the given training data. Supervised learning includes Back propagation and its variants. In supervised learning, an input datum is associated with a known output, and training is done in pairs. Unsupervised learning is used when training sets with known outputs are not available. So, learning can be viewed as a general optimization problem. Differences between the network output and training target are treated as errors to be minimized by the training algorithm [2] .
Standard optimization methods have been considered for neural network training in many studies. Most report faster training times, smaller errors, and better chance of convergence. There are several algorithms to update feedforward weights and biases. Genetic Algorithm and Back-Propagation neural network hybrids in selecting the input features for the neural network proved that the performance of ANN can be improved by selecting good combination of input variables [17] .
In this paper, we have selected Back-propgation, Batch back propagation, On-line back propagation, Quick propagation, Conjugate gradient, Quasi-newton, Levenberg-Marquardt algorithms for the prediction of patient's post-operative recovery area.
Back -Propagation Algorithm
Backpropagation is the generalization of the least mean square (LMS) algorithm to multiple-layer networks and nonlinear differentiable transfer functions. The multilayer feedforward network is the most used architecture of backpropagation [3] . Such network can approximate any function with a finite number of discontinuities. Back-propagation is by far the most commonly used method for training Multi layer Perceptron neural networks. Back-propagation is a gradient descent technique that guarantees convergence only to a local minimum of the error function.
In back-propagation (the optimization method) is minimize E, In Back-propagation the weights can be updated by two approaches. There are Batch-mode and on-line mode. In batch-mode, every pattern p is evaluated to obtain the derivative terms ∂E p /∂w
; these are summed to obtain the total derivative and only then are the weights updated and the equation for updating weights is given below.
(
The gradient is calculated exactly and weight changes are proportional to the gradient so batch-mode learning approximates gradient descent when the step size η is small.
On-Line Back-Propagation Algorithm
At each step, the weights are adjusted in the direction that minimizes the error the fastest.
In on-line learning, the weights are updated after each pattern presentation. Generally, a pattern p is chosen at random and presented to the network. The output is compared with the target for that pattern and the errors are back-propagated to obtain the single-
. The weights are then updated immediately, using the gradient of the singlepattern error using the following equation.
An advantage of this approach is that there is no need to store and sum the individual ∂E p /∂w contributions; each pattern derivative is evaluated, used immediately, and then discarded. [2] Fahlman's Quickprop [15] differs from most of the other methods mentioned here in that it is not an adaptive learning rate technique. Like backpropagation, it is a local method; each weight w
Quick -Propagation Algorithm
• that is considered separately.
E(w
• that the change in slope of ) for each weight can be approximated by a parabola that opens upward and E(w The weight update rule is dominated by a quadratic term ) for this weight is not affected by all the other weights that change at the same time.
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. The numerator is the derivative of the error with respect to the weight and (S(t -1) -S(t))/Δw(t where h is the conjugate direction and H is the Hessian matrix of the objective function E Tr . Here, the above is called the Fletcher-Reeves formula [11] .To avoid the need for intensive Hessian matrix computation in determining the conjugate direction, we proceed from w now , along the direction h now to the local minimum of In this method, the descent direction runs along the conjugate direction, which can be accumulated without matrix computations. Thus, conjugate gradient methods are very efficient and scale well with the neural network size.
Conjugate Gradient Method

Quasi-Newton Algorithm
The second order methods based on optimization theory use the Hessian matrix H(θ), which is obtained from the second derivative of an error function with respect to parameter θ, in order to use the curvature information of the error surface during the learning. The basic and theoretic method is the Newton method. It starts from the local quadratic approximation to obtain an expression for the location of the minimum of the error function. When the error surface around an optimal point is quadratic, the optimal point θ
* can be obtained by just one update of the form, where H(θ As a solution for the problem of computational cost, the Quasi-Newton method iteratively computes an estimate of the inverse of the Hessian directly by using only the first-order derivative of the error function. The Broyden-Fletcher-Goldfarb-Shannon (BFGS) method is the most successful and commonly used formula for updating the estimate at each learning step t [6, 7] for details of the method). Even though the Quasi-Newton method can reduce the computational cost, it is still based on the quadratic approximation of the error surface.
*) is the Hessian at the optimal point, and needs to be approximated through real implementation. In most practical problems, however, the error surface is hardly quadratic, so the Newton method is efficient only around the optimal point. Moreover, since the Hessian matrix is not always positive definite, it cannot guarantee the convergence of the algorithm. From a practical point of view, the calculation of the Hessian matrix and its inverse is very time-consuming, as well.
Levenberg-Marquardt Algorithm
The Levenberg-Marquardt algorithm (LM) [4] is an approximation to the Newton method used also for training ANNs. The Newton method approximates the error of the network with a second order expression, which contrasts to the Backpropagation algorithm that does it with a first order expression. LM is popular in the ANN domain [5] .
Levenberg-Marquardt Optimization is a virtual standard in nonlinear optimization which significantly outperforms gradient descent and conjugate gradient methods for medium sized problems. It is a pseudo-second order method which means that it works with only function evaluations and gradient information but it estimates the Hessian matrix using the sum of outer products of the gradients.
Neural network training is usually formulated as a nonlinear least-squares problem. Methods dedicated to least-squares, such as Gauss-Newton, can be employed to train the neural network weight parameters.
Let e be a vector containing the individual error terms. For example 11 12 [ .... ] Let J be the Jacobian matrix containing the derivatives of error e with respect to w. The Gauss-Newton update formula can be expressed as [15] where μ is a non-negative number. A modified Levenberg-Marquardt training algorithm using a diagonal matrix instead of the identity matrix I in the above equation was proposed [12] for efficient training of multilayer feedforward neural networks. In [13] , the training samples are divided into several groups called local-batches, in order to reduce the size of J. Training is performed successively using these local batches. The computational requirements and memory complexity of Levenberg-Marquardt methods could also be reduced by utilizing the deficient Jacobian matrix [14] .
Empirical Study
After discussing the algorithms, we present in this section the experiments performed and their results. The benchmark for training and the parameters of the algorithms are presented in the next subsection.
Computational Experiments
For this study, we have taken classification problem. The problem consists of determining the class(General Hospital, Go-home, Intensive care) for a certain input vector. So each pattern consists of an input vector and its desired output vector. These vectors are coded with the range -1..1 .The output of the network must be interpreted as a class. When an input vector is presented to the network, the network response is the class associated with the output neuron with the large value. For this study, the data was taken from UCI Machine Learning Repository. The neural network architecture for this problem consists 21-3-3 ( 21 neurons in the input layer 3 neurons in the hidden and 3 neurons in the output layer.) The activating function of the neurons is the sigmoid function. Table 1 summarizes the network architecture for each instance. To evaluate an ANN, we split the pattern set into three subsets: the training set, validation set and test set. The ANN is trained with all the algorithms by using the training pattern set, and then it is validated with validation set and finally it is evaluated using test data set. The training set is approximately made 70% of the examples, 15 % for validation set , while the last 15% constitutes the test set. The exact number of patterns for each set is presented in table 2.
Analysis of Results
Data needs to be analyzed in the dataset to define column parameters and data anomalies. Data analysis information needed for correct data preprocessing. So, 9 columns and 88 rows analysed using NeuroIntelligence tool (www.alyuda.com) [18] . After data analysis , the Values have been identified as missing, wrong type values or outliers and which columns were rejected as unconvertible for use with the neural network and 9 columns and 85 rows accepted for neural network training.
Input Attributes
In this data analysis the last column will be considered as the target one and other columns will be considered as input columns. General-Hospital 2.
Go Home 3.
Intensive Care ANN model selection is typically done with the basic cross-validation process. This dataset is partitioned randomly in to training set, validation set and test set. The Training set is a part of the input dataset used for neural network training, i.e for adjustment of network weights. The Validation set used to tune network topology or network parameters other than weights. It is used to define the number of units of to detect the moment when the neural network performance started hidden to deteriorate. To Choose the best network, the Validation set is used. The Test set is a part of the input data set used to test how well the neural network will perform on new data. The Test set is used after the network is ready (trained), to test what errors will occur during future network application. This set is not used during training and thus can be considered as consisting of new data entered by the user for the neural network application. The ANN parameters are estimated with the training sample, while the performance of the model is evaluated with the validation sample. The best model selected is the one that has the best performance on the validation sample. In general a simpler model that has about the same performance as a more complex model should be preferred [8] . 
Pre-processing
In order to find efficient network architecture, and analyze the performance it is required to pre-process the data. After preprocessing it is decided each input in the input vector may have one of the value against each input as shown in table 4. To design a neural network, it is required to specify the number of hidden layer and number of units in each layer and other network properties. In this study to choose best architecture, several architectures are compared with the following network parameters given in table 5. Table 6 shows a comparison of different architectures with the network parameters . After comparing the 9 different architectures, the network architecture with 21 input neurons, 3 hidden neurons and 3 output neurons has the best fitness in terms of weights as well as error function and hence it gives best fitness and is given in Figure 3 . 
Conclusion
In empirical comparisons, quick propagation is often one of the faster, more reliable methods and outperforms most other heuristic variations of backpropagation on a wide range of problems. When the training time is very important, it is worth considering the standard optimization algorithms and it is much faster than simple various of back-propagation in some cases. Levenberg Marquardt algorithm, have gained popularity due to their increased speed and reduced memory requirements [9] .
In this paper, we have compared seven algorithms to train the multi-layered Neural Network Architecture for the prediction of patient's post-operative recovery area. As per table 7 above, results have shown that we have obtained better classification rate for Limited Quasi-Newton methods and Quasi-Newton methods. In the next level, Levenberg Marquardt has given significant results. It is also evident that if the initial solution is good, Quasi-Newton method may be preferable because of the convergence behaviour in the neighborhood of a solution is much better. But it is also to be noted that Newton Method and QuasiNewton methods are not suitable for large data sets. 
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