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a b s t r a c t
Let Cm be the cycle of length m. We denote the Cartesian product of n copies of Cm by
G(n,m) := CmCm · · ·Cm. The k-distance chromatic number χk(G) of a graph G isχ(Gk)
where Gk is the kth power of the graph G = (V , E) in which two distinct vertices are
adjacent inGk if and only if their distance inG is atmost k. The k-distance chromatic number
ofG(n,m) is related to optimal codes over the ring of integersmodulomwithminimumLee
distance k + 1. In this paper, we consider χ2(G(n,m)) for n = 3 and m ≥ 3. In particular,
we compute exact values of χ2(G(3,m)) for 3 ≤ m ≤ 8 and m = 4k, and upper bounds
for m = 3k or m = 5k, for any positive integer k. We also show that the maximal size of a
code in Z36 with minimum Lee distance 3 is 26.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a (finite or infinite) graph. A k-distance coloring of G is a vertex coloring of G such that any two distinct
vertices at distance less than or equal to k are assigned different colors. When k = 1, we have an ordinary proper coloring.
The k-distance chromatic number of a graph G is the minimum number of colors necessary to have a k-distance coloring of G,
and is denoted by χk(G). Let Gk be the k-th power of Gwith vertex set V (G) and such that two vertices in Gk are adjacent if
and only if they have distance at most k in G. Hence χk(G) is equal to χ(Gk).
The 2-distance coloring of graphs was introduced by Wegner [22]. Wegner conjectured that if G is a planar graph with
maximum degree∆(G) ≥ 8, then χ(G2) ≤ ⌈ 32∆⌉ + 1. The best known upper bound is ⌈ 5∆3 ⌉ + 78 for all∆ [14]. Recently, it
has been shown [9] thatWegner’s conjecture is true asymptotically, that is, χ(G2) ≤ 32∆(1+o(1)) if G is a planar graph.We
note that the 2-distance coloring has been studied in terms of the maximum average degree mad(G) = maxX⊂V (G) 2|E(G[X])||X |
and in terms of the girth condition of planar graphs (see [2,4,8]).
In particular, the 2-distance coloring of the hypercube (or Hamming graph) Qn has been studied (for example, see [5,11,
12,15,16]). Although the hypercube Qn is a very simple graph, the exact 2-distance chromatic number of Qn is not known.
The asymptotic value of the 2-distance chromatic number of Qn is given in [16], where it is proved that limn→∞ χ2(Qn)n = 1
and limn→∞ χ3(Qn)n = 2. On the other hand, let F2 be the field with two elements. Then Qn can be identified with Fn2 and the
distance in Qn with the Hamming distance in Fn2. This interesting connection further relates χ2(Qn) in terms of the maximal
size of codes in Fn2 [15,16].
Many of the results of coding theory have been generalized to codes over Zm (see [3,7] for example), where Zm is
the ring of integers modulo m. Hence it seems interesting to consider the corresponding k-distance coloring in terms of
∗ Corresponding author. Tel.: +82 24503814; fax: +82 24543864.
E-mail addresses: jl.kim@louisville.edu (J.-L. Kim), skim12@konkuk.ac.kr (S.-J. Kim).
1 Research was supported by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of
Education, Science and Technology (2010-0015589).
0166-218X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2011.07.022
J.-L. Kim, S.-J. Kim / Discrete Applied Mathematics 159 (2011) 2222–2228 2223
optimal codes in Znm. We observe that the graph corresponding to Z
n
m is the Cartesian product of n copies of Cm, denoted
by G(n,m) := CmCm · · ·Cm, where Cm is the cycle of length m. We recall the usual Cartesian (or box) product G1G2.
The vertex set of G1G2 is the Cartesian product V (G1)× V (G2) of V (G1) and V (G2). There is an edge between two vertices
of G1G2 if and only if they are adjacent in exactly one coordinate and agree in the other. Note that the n-dimensional
hypercube Qn is the Cartesian product of n copies of the length one path P2. That is, Qn = P2P2 · · ·P2.
This paper is concerned about χk(G(n,m)). In fact, this problem is closely related to finding optimal codes in Znm with
minimum distance k + 1 with respect to Lee metric. This metric is quite different from the Hamming metric which is the
main metric in the study of classical error-correcting codes. Lee metric better describes an error model in which a change
of an entry in a codeword by±1 is counted as one error. This type of errors is found in noisy channels that use phase-shift
keying (PSK) modulation, or in channels that are susceptible to synchronization errors (see [19, Ch. 10] for more details).
We may represent G(n,m) as Znm [6,21]. The (Lee) weight of u = (u1, . . . , un) ∈ Znm is defined as wtL(u) =
∑n
i=1
min{ui,m − ui}. The (Lee) distance dL(u, v) of u = (u1, . . . , un) and u = (v1, . . . , vn) is wtL(u − v). Then the distance
between u and v in G(n,m) is the same as the Lee distance of u and v in Znm. This shows that there is an edge between u
and v in G(n,m) if and only if their Lee distance dL(u, v) is 1. This correspondence connects coloring problems with coding
theoretic problems with respect to the Lee weight.
Recently, Sopena and Wu [20] studied χ2(Cm1Cm2), where Cm1 and Cm2 are cycles of lengths m1 and m2, respectively.
They proved thatχ2(Cm1Cm2) ≤ 7 exceptwhen (m1,m2) = (3, 3) inwhich case the value is 9, andwhen (m1,m2) = (4, 4)
or (5, 5), in which case the value is 8. On the other hand, Por andWood [17] showed that the 2-distance chromatic number
of the Cartesian product of d cycles is at most 6d+ O(log d). Either paper does not consider Lee codes for their study.
In this paper, we consider χ2(G(n,m)) for n = 3 and m ≥ 3. In particular, we prove that χ2(CmCmCm) = 9 if
m = 3, 5, 6, χ2(CmCmCm) = 8 if m = 4k, χ2(CmCmCm) ≤ 9 ifm = 3k or m = 5k, and χ2(CmCmCm) = 7 if
and only ifm = 7k, where k is a positive integer. We find the maximal size of a code in Z36 with minimum Lee distance 3 to
show that χ2(C6C6C6) = 9. That is, AL6(3, 3) = 26 (Lemma 3.6), which improves AL6(3, 3) ≤ 30 in [18] for the first time.
2. Perfect codes on G(n,m)
We review some basic facts from coding theory [10,13,18,19]. Most definitions and results for codes over finite fields Fq
can be analogously defined for codes over the ring Zm.
In this paper, we consider only the set Znm. A code C of Z
n
m is a nonempty subset of Z
n
m. A linear code C of Z
n
m is a submodule
of Znm. The minimum (Lee) distance d of a code C is min{dL(u, v) | u, v ∈ C such that u ≠ v}. The ball of radius r centered at
a vector u in Znm is defined by
Br(u) = {v ∈ Znm | dL(u, v) ≤ r}.
Since the volume of the ball Br(u) is independent of the center, we may let Vm(n, r) = |Br(u)|. The explicit formula for
Vm(n, r) can be found in [18].
Let C be a code of Znm with minimum distance d. It is easy to see that balls of radius t = ⌊(d − 1)/2⌋ are disjoint since
the Lee distance is a metric on Znm. The packing radius of C is the largest radius of balls centered at codewords so that the
balls are pairwise disjoint. The covering radius of C is the smallest integer s such that Znm is the union of the balls of radius s
centered at the codewords of C . One can show that the packing radius of C is equal to t = ⌊(d − 1)/2⌋. It is clear that the
packing radius of C is less than or equal to the covering radius of C . A code C is called perfect if its packing radius equals its
covering radius.
As the degree of any vertex of G(n,m) is 2n, we have a trivial lower bound below.
Lemma 2.1. χ2(G(n,m)) ≥ 2n+ 1.
This lower bound is attained if and only if there is a perfect code in G(n,m).
Theorem 2.2. There exists a perfect code C on the graph G(n,m) if and only if χ2(G(n,m)) = 2n+ 1.
Proof. (⇒) By Lemma 2.1, it is sufficient to find a proper 2-distance coloring of G(n,m)with 2n+ 1 colors. To do this, let
e±i = (0, . . . , 0,±1, 0, . . . , 0) ∈ V (G(n,m)),
where±1 occurs on the ith position (1 ≤ i ≤ n). Let C be a perfect code on G(n,m). Put C±i := C + e±i (1 ≤ i ≤ n). Using a
coding theoretic argument, one knows that C±i (1 ≤ i ≤ n) are perfect codes on G(n,m). One can also check that these are
all disjoint and their union with C is V (G(n,m)). These facts give us a proper 2-distance coloring in which C±i is colored as
±i(mod 2n+ 1) and C as 0. Therefore, χ2(G(n,m)) = 2n+ 1.
(⇐) Conversely, suppose that χ2(G(n,m)) = 2n+ 1 with a coloring c on V (G(n,m)). Let u be a fixed vector in V (G(n,m))
with its color c(u), and let C := {v ∈ V (G(n,m)) | c(v) = c(u)}.
We claim that C is a perfect code on G(n,m). To see this, we note that C has minimum (Lee) distance at least 3 since
any two distinct vertices in C are colored as c(u), which means that they are apart from each other with distance at least 3.
Therefore, the balls of radius 1 centered at the vertices in C are disjoint. On the other hand, we show that given any vertex
w ∈ V (G(n,m)), there exists v′ ∈ C such that the Lee distance d(w, v′) ≤ 1. In fact, consider the ball of radius 1 centered at
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w, B1(w) = {z ∈ V (G(n,m)) | d(w, z) ≤ 1}. There are exactly 2n+1 vertices in the ball and these vertices use all the colors
available, in particular, there exists a vertex v′ ∈ B1(w) colored c(v′) = c(u). Thus v′ is in C and d(w, v′) ≤ 1 as required.
Hence the packing radius and the covering radius are all 1, implying that C is a perfect code on G(n,m). 
Corollary 2.3. If 2n+ 1 divides m, then χ2(G(n,m)) = 2n+ 1.
Proof. Golomb and Welch [6] showed that there is a perfect 1-error-correcting Lee code in Znm if 2n+ 1|m. Thus the claim
follows from Theorem 2.2. 
Remark 2.4. Golomb and Welch [6, Section 4] observed that even if 2n + 1 does not divide m, when 2n + 1 is a perfect
power, it may be possible to construct a perfect 1-error-correcting Lee code in Znm. For example, take n = 4 and m = 3.
Then there exists a perfect 1-error-correcting Lee code in Z49 since 2 · 4 + 1 divides 9 by Corollary 2.3. Furthermore there
also exists a perfect 1-error-correcting Lee code in Z43 although 9 does not divide 3, where 2n + 1 = 9 and m = 3 (see
[6, Section 4] for further discussion).
Corollary 2.5. If χ2(G(n,m)) = 2n+ 1, then 2n+ 1 divides mn.
Proof. If χ2(G(n,m)) = 2n + 1, then there exists a perfect code C on G(m, n) by Theorem 2.2. Thus (2n + 1) · |C | = mn,
that is, 2n+ 1 dividesmn, as required. 
3. The 2-distance coloring on G(3,m) for smallm
In this section, we show that χ2(CmCmCm) = 9 ifm = 3, 5, or 6, and χ2(C4C4C4) = 8, and χ2(C7C7C7) = 7. Let
ALm(n, d) denote the maximal cardinality of a code C of Z
n
m with a minimum Lee distance d(C) ≥ d.
Lemma 3.1 (Sphere Packing Bound, [18]).
ALm(n, d) ≤

mn
Vm(n, e)

,
where t = ⌊(d − 1)/2⌋ and Vm(n, t) is the volume of the ball of radius t around any vertex of Znm. In particular, if n = 3 and
d = 3, then ALm(3, 3) ≤ ⌊m3/7⌋.
For any graph H , α(H) stands for the independence number of H , which is the maximum size of an independent set in
H . Note that if G = CmCmCm, then α(G2) = ALm(3, 3) and ⌈m3/α(G2)⌉ ≤ χ2(G).
Theorem 3.2. χ2(C3C3C3) = 9.
Proof. Let G = C3C3C3. We show that α(G2) = 3. By the sphere packing bound, one has AL3(3, 3) ≤ 3. On the other
hand, C = {(0, 0, 0), (1, 1, 1), (2, 2, 2)} is a linear code with d(C) ≥ 3, implying AL3(3, 3) ≥ 3. Hence α(G2) = AL3(3, 3)= 3. Therefore, χ2(C3C3C3) ≥ 9. Each ball of radius one around a codeword of C is colored with 7 colors. Then there
are 6 vertices in G left uncolored. They form a set A ∪ B, where A = {(0, 1, 2), (2, 0, 1), (1, 2, 0)} and B = {(0, 2, 1),
(2, 1, 0), (1, 0, 2)}. It is easy to check that A = (0, 1, 2)+ C and B = (0, 2, 1)+ C . Hence A and B are both independent sets
in G2. We color Awith an 8th color and Bwith a 9th color. Thus χ2(C3C3C3) ≤ 9. Therefore, we have χ2(C3C3C3) = 9.
It is interesting to note that the sets A, B, and C are invariant under the cyclic shift. 
Lemma 3.3. AL4(3, 3) = 8.
Proof. Take C4 = {(0, 0, 0), (0, 1, 2), (2, 0, 1), (1, 2, 0), (1, 3, 2), (2, 1, 3), (3, 2, 1), (3, 3, 3)}. One can check d(C4) = 3.
Hence AL4(3, 3) ≥ 8. Note that C4 is invariant under the cyclic shift.
Now we show that AL4(3, 3) ≤ 8. Let C ⊂ Z34 be a 4-ary code with d(C) = 3. Put Rj := {(y1, y2, y3) ∈ Z34 | y1 = j} and
Cj := C ∩ Rj for j = 0, 1, 2, 3. It is easy to see that AL4(2, 3) = 2 and that |Cj| ≤ 2. Therefore, |C | ≤
∑3
j=0 |Cj| ≤ 4 · 2 = 8,
completing the proof. 
Theorem 3.4. χ2(C4C4C4) = 8.
Proof. Let G = C4C4C4. Then α(G2) = 8 by Lemma 3.3, and thus χ2(G) ≥ 8. To show that the bound is tight, we use the
code C4 in Lemma 3.3. Just as in Theorem 3.2, each ball of radius one around a codeword of C4 is colored with 7 colors. There
are 64− 7 · 8 = 8 vertices in G left uncolored. They form a set A := (2, 2, 2)+ C . Hence A is an independent set in G2. We
color Awith an 8th color. Therefore, χ2(G) = 8. 
To compute χ2(C5C5C5), we define some notations. Let u = (a, b, c) ∈ Z35. Define
T(u) := (a, b, c)+ Z5{(1, 1, 1)} = {(a, b, c)+ (i, i, i) : 0 ≤ i ≤ 4},
where Z5{(1, 1, 1)} = {(0, 0, 0), (1, 1, 1), (2, 2, 2), (3, 3, 3), (4, 4, 4)} and all calculations are based on modulo 5. Further-
more, if X0 is a subset of Z35, then define
T(X0) := X0 + Z5{(1, 1, 1)} = ∪u∈X0 T(u).
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Table 1
Representatives of Ak .
7 4 5 8 2
6 1 3 4 9
2 7 6 1 5
4 5 8 7 3
1 3 2 9 6
Observation. If X is a code ofZ25 withminimumLee distance 3 containing none of the three patterns below (to be considered
modulo 5) with X0 = {(0, i, j) : (i, j) ∈ X}, then T(X0) = X0 + Z5{(1, 1, 1)} is a code of Z35 with minimum Lee distance 3
and size 5|X |. In this representation, we label the left bottom square as (0, 0).
◦ ◦ ◦
◦ ◦ •
• ◦ ◦
◦ • ◦
◦ ◦ ◦
• ◦ ◦
◦ ◦ •
◦ ◦ ◦
• ◦ ◦
.
We briefly explain the above observation. Suppose X satisfies the condition of the observation. For simplicity, let
u = (0, 0) ∈ X . As shown below, if v ∈ X , then v must be one of a, b, c, d, e, or f . Hence if X = {u, v, w}, then {v,w}
is one of {a, e}, {a, f }, {b, d}, {b, e}, {c, d}, or {c, f }. Then one can easily check that T(X0) is a code of Z35 with minimum Lee
distance 3 and size 15. This idea can be applied to any vector u ∈ Z25.
f
e d
a c
b
•
.
Theorem 3.5. χ2(C5C5C5) = 9.
Proof. Let G = C5C5C5. It is known [18] that AL5(3, 3) = 15. Then α(G2) = 15 and so χ2(G) ≥ 9.
Now we will show that χ2(G) ≤ 9. It is known [18] that I = T({(0, 0, 0), (0, 1, 3), (0, 3, 2)}) is a code of Z35 with
minimum Lee distance 3 and size 15 = AL5(3, 3). We further check that J = T({(0, 0, 0), (0, 1, 3), (0, 3, 1)}) is also a code
of Z35 with minimum Lee distance 3.
We partition V (G2) into 9 subsets, A1, A2, . . . , A9 as follows.
A1 = T({(0, 0, 0), (0, 1, 3), (0, 3, 2)})
A2 = T({(0, 0, 2), (0, 2, 0), (0, 4, 4)})
A3 = T({(0, 1, 0), (0, 2, 3), (0, 4, 1)})
A4 = T({(0, 0, 1), (0, 1, 4), (0, 3, 3)})
A5 = T({(0, 1, 1), (0, 2, 4), (0, 4, 2)})
A6 = T({(0, 0, 3), (0, 2, 2), (0, 4, 0)})
A7 = T({(0, 0, 4), (0, 1, 2), (0, 3, 1)})
A8 = T({(0, 2, 1), (0, 3, 4)})
A9 = T({(0, 3, 0), (0, 4, 3)}).
Each set Ak for k (1 ≤ k ≤ 9) is represented in Table 1. For example, the squares with number 1 represent the vectors
{(0, 0), (1, 3), (3, 2)} in Z25 associated with A1.
Then by the above observation, for each k (1 ≤ k ≤ 9), Ak is a code of Z35 with minimum Lee distance 3. Therefore, the
sets A1, A2, . . . , A9 are disjoint independent sets whose union is V (G2). For an algebraic proof of this result, we note that
A1 = I , A2 = (0, 4, 4) + J , A3 = (0, 1, 0) + J , A4 = (0, 0, 1) + I , A5 = (0, 1, 1) + J , A6 = (0, 4, 0) + I , A7 = (0, 0, 4) + I ,
A8 = (0, 2, 1)+(T(0, 0, 0)∪T(0, 1, 3)), and A9 = (0, 3, 0)+(T(0, 0, 0)∪T(0, 1, 3)). Thus we have χ(G2) ≤ 9, completing
the proof of χ(G2) = 9. 
Next we will compute χ2(C6C6C6). To do this, we find the exact value of AL6(3, 3). By Lemma 3.1, A
L
6(3, 3) ≤ 30. We
will show that AL6(3, 3) = 26.
Lemma 3.6. AL6(3, 3) = 26.
Proof. First, we will show that AL6(3, 3) ≤ 26 by proving Claims 1 and 2. Let F = F1 ∪ F2 ∪ F3 ∪ F4 ∪ F5 ∪ F6 be an optimal
6-ary code of length 3 with minimum Lee distance 3 such that each Fi is the subset of F containing those elements whose
last coordinate is i. We will call Fi the ith layer (of F ).
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Fig. 1. Four main cases.
We consider the following two cases separately.
Case (a). Suppose that any three consecutive layers have at most 13 codewords. Then we simply have
|F | = |F1 ∪ F2 ∪ F3| + |F4 ∪ F5 ∪ F6| ≤ 2 · 13 = 26.
Case (b). Suppose that there are three consecutive layers with at least 14 codewords.
We denote each layer by a 6 × 6 rectangular grid as in Fig. 1. Each small square represents the position of a codeword.
We label the left bottom square as (0, 0) and the right top square as (5, 5).
First, if |Fi| ≥ 4 for some i, then there are two consecutive lines in Fi that have at least 2 codewords. Otherwise it is
easy to show that |Fi| ≤ 3. Then if we denote Fi by a 6 × 6 grid, by shifting coordinates of each codeword, we may assume
that the coordinates of two codewords are Case 1: {(0, 5), (3, 5)}, Case 2: {(0, 5), (3, 4)}, Case 3: {(0, 5), (4, 4)}, or Case 4:
{(0, 5), (2, 4)} as in Fig. 1. In each case, the remaining codewords of Fi are in the shaded area.
Claim 1. If |Fi| = 6 for some 1 ≤ i ≤ 3, then |F1 ∪ F2 ∪ F3| ≤ 12.
Proof of Claim 1. If |F2| = 6, then this implies |F1 ∪ F3| ≤ 6 since only six vertices of F1 and the other six vertices of F3
have distance at least 3 from the vertices in F2, and further there are 6 pairs at distance 2 among the 12 vertices in F1 ∪ F3.
Therefore, |F1 ∪ F2 ∪ F3| ≤ 12.
Next cases are |F1| = 6 or |F3| = 6. Without loss of generality, we may assume that |F1| = 6. Using the four cases in
Table 1, we have only 10 subcases shown in Fig. 2.
In this figure, the 6 × 6 rectangle represents the first layer F1, and black squares represent the six codewords in each
case. Then the middle layer F2 can have codewords at shaded squares. The codewords of the third layer F3 can appear at any
places except the black squares.
In Cases 1.1.1, 1.1.2, 1.3.3, and 1.4.1, F2 can have codewords only at the shaded squares. F3 can have codewords only at the
shaded or white squares. For each codeword x in F3, there is exactly one shaded square y in F2 such that distance between x
and y is at most 2. Thus if |F3| = t (0 ≤ t ≤ 6), then each codeword in F3 should exclude the codeword in F2 within distance
2. Thus F2 can have at most 6− t codewords. This implies that |F2| + |F3| ≤ t + (6− t) = 6. Therefore, |F1 ∪ F2 ∪ F3| ≤ 12.
For remaining cases in Fig. 2, F2 can have codewords only at the shaded squares, and hence F2 can have at most 4
codewords.We only consider Cases 1.2.1 since the other cases are similar. Note that each small circle represents the position
of a codeword such that F3 can have a codeword on the position without getting rid of a position for the middle layer F2. We
can check by hand that F2 and F3 can have at most 6 codewords. Thus |F1 ∪ F2 ∪ F3| ≤ 12. 
(End of the proof of Claim 1)
Claim 2. (i) If |F1∪F2∪F3| ≥ 14, then only (|F1|, |F2|, |F3|) = (5, 4, 5) type exists. However there is no (|F1|, |F2|, |F3|, |F4|) =
(5, 4, 5, 4) type.
(ii) If there is an (|F1|, |F2|, |F3|) = (5, 4, 5) type, then |F | ≤ 26.
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Fig. 2. All possible cases when |F1| = 6.
Proof of Claim 2. Let us prove (i). Suppose that |F1 ∪ F2 ∪ F3| ≥ 14. If one of F1, F2, F3 has size 6, then |F1 ∪ F2 ∪ F3| ≤ 12 by
Claim 1. Hence we may assume that 4 ≤ |Fi| ≤ 5 for i = 1, 2, 3. By symmetry, it suffices to consider only two possibilities:
(5, 5, 4) and (5, 4, 5). Let us consider the (5, 5, 4) type. Since |F2| = 5, we can use the four cases in Fig. 1 to reduce the
number of possible codewords in F2. Each case gives 20, 28, 32, or 32 possible patterns for F2, respectively. Hence we have
112 possible patterns for F2. Using these patterns and with the help of Magma, we have checked that there are at most 248
patterns of type (|F1|, |F2|) = (5, 5). We note that there are only six vectors left in the third layer whose distances from F1
and F2 are at least 3. This makes it easy to check that |F3| ≤ 3. Hence any (5, 5, 4) type is not possible. Thus we have only
(5, 4, 5) type to consider. In fact using Magma [1], we have considered all possibilities and obtained only 20 patterns of the
(5, 4, 5) type. For each pattern, we have checked that there is no (5, 4, 5, 4) type.
Let us prove (ii). When (|F1|, |F2|, |F3|) is a (5, 4, 5) type, then it is enough to show that |F4 ∪ F5 ∪ F6| ≤ 12. Suppose that
|F4 ∪ F5 ∪ F6| ≥ 13.
First, we note that |Fj| ≤ 5 for all j ∈ {4, 5, 6}. This is because if |Fj| = 6 for some j ∈ {4, 5, 6} then there are three
consecutive layers whose total codewords is at least 13, which is impossible by Claim 1. Hence F4 or F6 has at least 4
codewords. However it is impossible since a (5, 4, 5, 4) type does not exist by (i). Hence |F4∪F5∪F6| ≤ 12, and |F | ≤ 26. 
(End of the proof of Claim 2)
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Hence by Cases (a) and (b), we have AL6(3, 3) ≤ 26.
On the other hand, we have found 32 codes with Lee distance 3 and 26 codewords. For example, we give one code Cwith
26 codewords.
C = {(4, 1, 0), (4, 4, 0), (2, 3, 0), (1, 0, 0), (0, 2, 0), (0, 5, 1), (3, 5, 1), (5, 3, 1), (2, 1, 1),
(4, 2, 2), (2, 4, 2), (5, 0, 2), (1, 2, 2), (5, 4, 3), (1, 5, 3), (3, 3, 3), (0, 1, 3), (3, 0, 3),
(1, 3, 4), (2, 1, 4), (5, 2, 4), (4, 5, 4), (0, 4, 5), (3, 2, 5), (2, 5, 5), (5, 0, 5)}.
Thus we have AL6(3, 3) ≥ 26, and so AL6(3, 3) = 26. 
Theorem 3.7. χ2(C6C6C6) = 9.
Proof. Let G = C6C6C6. We have AL6(3, 3) = 26 by Lemma 3.6. Hence χ2(G) ≥ |V (G)||AL6(3,3)| =
216
26 > 8. Hence χ2(G) ≥ 9. On
the other hand, the 9-coloring of G follows from the 9-coloring of G(3, 3) given in Theorem 3.2. Hence χ2(G) = 9. 
Theorem 3.8. χ2(CmCmCm) = 7 if and only if m is a multiple of 7.
Proof. Suppose that χ2(CmCmCm) = 7. Then by Theorem 2.2, there exists a perfect code C in G(3,m). Thus 7 · |C | = m3.
Hence 7 divides m. Conversely, suppose that 7|m and let m = 7m′. If m = 7 then there is a perfect code C in G(3, 7) by
Golomb andWelch [6]. We copy C in the x, y, and z directions in G(3,m)with a total of (m′)3 times. Thenwe obtain a perfect
code C ′ in G(3,m). Thus χ2(CmCmCm) = 7 by Theorem 2.2. 
We remark that Por and Wood [17] have shown that the chromatic number of the square of the Cartesian product of 3
cycles is at most 17. Corollary 3.9 below gives better upper bounds for special cases.
Corollary 3.9. For any positive k, χ2(CmCmCm) = 8 if m = 4k, and χ2(CmCmCm) ≤ 9 if m = 3k or m = 5k.
Proof. In this proof, let Gm := G(3,m) = CmCmCm. First, for eachm = 3k, we converts numbers in {0, 1, 2, . . . ,m−1} by
g(x) ≡ x (mod 3)where g : {0, 1, 2, . . . ,m− 1} → {0, 1, 2}. Let h : V (C3C3C3)→ {0, 1, . . . , 8} be a proper 9-coloring
of G23. Then for each vertex (x1, x2, x3) ∈ V (G3k), assign f ((x1, x2, x3)) = h(g(x1), g(x2), g(x3)). Then f is a proper 9-coloring
of G23k. Hence χ2(G3k) ≤ 9. Similarly, we can show that χ2(G5k) ≤ 9 by applying Theorem 3.5.
We can also show that χ2(G4k) ≤ 8. But by Theorem 3.8, we have χ2(G4k) ≥ 8. Hence χ2(G4k) = 8 for any positive
integer k. 
Sopena and Wu [20] have conjectured that χ2(G) = ⌈ |V (G)|α(G2) ⌉ for G = CmCn for any positive integers m and n. Based on
our results, we also propose the following conjecture.
Conjecture 3.10. Let m ≥ 3 be a positive integer and Gm = CmCmCm. Then
χ2(Gm) =
 |V (Gm)|
α(G2m)

.
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