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摘　要: 针对目前伪装入侵检测算法在确定序列的滑动窗口长度中存在的主要问题, 以及使得检测阈值的计算更加容易、精
确, 本文提出了一个新的伪装入侵检测算法2M DAA , 它使用HMM (H iddenM arkovM odel)模型表示正常用户行为, 通过计算模
型的条件熵确定滑动窗口长度. 实现了滑动窗口长度随不同的用户模型而自动变化, 达到自适应参数调整的目的. 采用遗传算
法计算子序列相对用户模型的最大和最小似然值, 从而将滑动窗口分割到的子序列转换成便于决策的量. 在一个真实的伪装检
测数据集上进行了实验, 结果表明该方法能得到较好的性能, 并且更能适应不同用户的伪装检测.
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Abstract: A new detection m ethod, M DAA , is p ropo sed to so lve the p rob lem s in determ in ing the sliding w indow size and m ake
it easily in selecting a p recise decision value fo r curren t detection algo rithm s. In M DAA , HMM (H idden M arkov M odel) is
used to model the users’no rm al action. Sliding w indow size is determ ined by computing condit ion en tropy of the model, thus
the size can be adap tive to differen t users. Genetic algo rithm is used to compute the m axim al and m in im al likelihood of
sequence, and then the sequence can be transfo rm ed to a value that is mo re easily to be judged. Experim ents on a real w o rld
data set show that the M DAA can get a better perfo rm ance, and also it can be mo re adap tive to differen t users.

























似然值变换成[ 0, 1 ]中的决策量[8 ]. 这种方法虽然便于决策,
但是概率分布的计算却是困难的, 而且计算精度也不足.
为此, 本文提出了一种新的检测方法 (M DAA ). 它以
HMM 模型作为用户模型, 并将子序列转换成一个容易决策
的、精确的量, 使得该方法能适应于不同用户的检测, 同时具
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有较高的检测率和较低的误报率. 本文的主要贡献在于:







本文的其他各个部分安排如下: 第 2 节描述了本文提出
的检测方法, 主要包括模型的建立、滑动窗口长度的计算、决
策量转换以及检测算法等; 第 3 节对所提出的检测方法进行
了实验研究及结果的分析; 最后对全文进行了总结.
2　本文的方法-MDAA




我们所设计的M DAA 方法的原理图如图 1 所示.
图 1　M DAA 伪装检测方法的原理图





图 1 中, 预处理是一个与具体数据集相关的处理过程, 它
对输入的数据统一编码, 并生成训练集和测试集. 而建立模
型、计算滑动窗口长度、决策量转换和检测算法四个部分是
M DAA 方法的核心, 下面给予分别介绍.
2. 2　HMM 的建立
用N 表示模型中M arkov 链状态数目, 即隐状态数. 并记
N 个状态为S 1, ⋯, S N , 记 t 时刻M arkov 链所处状态为q t, 则q t
∈ (S 1, ⋯, S N ).
M 表示每个状态对应的可能的观察值数目, 即输出状态
数. 记M 个观察值为V 1, ⋯, V M , 记 t 时刻观察到的观察值为
ot, 则ot∈ (V 1, ⋯,V M ).
则HMM 模型可以用一个三元组Κ= (A ,B , Π) 来表示, 它
的各模型参数描述如下[9 ]:
1) Π: 初始状态概率向量, Π= (Π1, ⋯, ΠN ) , 其中Πi= P (q1
= S i) , 1≤i≤N .
2) A : 状态转移概率矩阵, A = (a ij )N ×N , 其中 a ij = P (q t+ 1
= S j ûq t= S i) , 1≤i, j≤N .
3) B : 观察值概率矩阵, B = (bjk )N ×M , 其中bjk = P (ot= V k
ûq t= S j ) , 1≤j≤N , 1≤k≤M .
建立模型 Κ的过程就是对输入的序列O 进行学习, 这个
学习算法最常用的是Baum 2W elch 学习算法[9 ] , 学习过程是
使目标函数P (O û Κ) 最大值. 但是在实际应用中, 学习的输入
数据往往是一个有 k 个元素的序列集合, 用黑体O 表示O =
{O 1,O 2, ⋯,O k}, 其中,O i 表示集合中的第 i 个序列. 则目标函
数为:
























t= 1且O t= V k












Χlt ( i)　　　 (3)
其中, Νlt ( i, j )表示给定第 l 序列, t 时刻处于S i 状态, 而 t+
1 时刻处于S j 状态的概率. Χlt ( i)给定第l 序列, t 时刻处于状态





而对于一个给定的序列, 当观察到 n 个状态后, 要计算
序列中其他状态的不确定性, 则可用条件熵. 假设 X , Y 是
两个数据集, x , y 分别是其中的数据项, 则条件熵定义如
下:
H (X ûY ) = ∑
x , y
P (x , y ) log
1
P (x ûy ) 　　　
(4)
假设序列O 按照len 进行滑动窗口分割, X 表示长度为len
的序列集合, Y 表示是由X 的前 len21 状态构成的序列的集
合, 则条件熵说明了观察到 len21 状态后, 第 len 个状态所具有
的不确定性. 这样, 可以将式 (4)写进一步写成:




ûy (x ) û
ûx û 　　　
(5)
其中, XΑ X , 是X 中不相同序列的集合, ûx û表示 x 在X
中出现的次数, y (x ) 是序列 x 的前 len21 个状态构成的子序
列.
当 len 越大, 每个序列包含的信息越多, 数据集的不确定
性就越小, CE ( len , O ) 就越小. CE ( len , O ) 具有以下两个性
质[4 ]:
性质 1. CE ( len,O )随着 len 的增加而减小
性质 2. 随着 len 的增加, CE ( len , O ) 的变化率越来越小.
这里变化率定义为:
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d ( len1, len2) =
CE ( len1,O ) - CE ( len2,O )
len2- len1
len2> len1　　　　 (6)
定义 1. 序列O 的最佳滑动窗口长度OL en 是指使分割之
后得到的序列集的条件熵最小的长度. 即:
OL en= arg m in
len
[CE ( len, O ) ]
定义 2. HMM 模型的最佳滑动窗口长度H L en
指HMM 产生的所有序列O 1, O 2, ⋯, O n 中, 使得分割后
的序列集的条件熵最小的长度, 即:
H L en= arg m in
i, len
[CE ( len, O i) ]
定理 1. 模型Κ的最佳滑动窗口长度H L en 接近于符合下
面条件的序列O 的最佳滑动窗口长度OL en:
D (Κ, Κ’) < Ε, 其中D (Κ, Κ’) 表示两个模型的 KullBack
L eib ler 距离, 即KL 距离[10 ]. Ε是一个很小的数. Κ’是由序列
O 训练得到的HMM 模型.
证明: 对于两个概率分布 p (x ) , q (x ) , KullBack L eib ler
距离可以写成:
D (p , q) = ∑
x∈X




将p (x )和q (x )分别用 HMM 模型Κ, Κ’, 代替, 则可以得到
D (Κ, Κ’) = ∑
o
p (O ûΚ) log p
(O ûΚ)
p (O ûΚ’) 　　　 (8)
应用蒙特卡罗方法, (8)可以近似写成:





( logp (O iûΚ) - logp (O iûΚ’) )　　　 (9)
因此, 当D (Κ, Κ’) < Ε, P (O iûΚ)与P (O iûΚ’)非常接近. 根据
定义 1 和定义 2 及式 (5) , H L en 近似等于OL en. 证毕
根据CE ( len , O ) 的性质 1 得知, len 越大, 条件熵越小, 表
明序列的不确定性越小, 这样的序列就便于处理. 但是,
HMM 模型的评估计算复杂性O (N 2L ) 与序列长度L 成线性
关系, len 的增加将使得计算复杂性增加. 因此, 对于HMM 模
型来说, 用于分割序列的窗口长度 len 必须是一个合适的值.
根据定理 1 及CE ( len , O ) 的两个性质, 可以设计一个确定
H L en 的算法.
算法 1. 确定HMM 模型的滑动窗口长度
输入:
HMM 模型Κ, 阈值Ε, ∆
处理:
(1) 置T S 为一个比较大的数
(2) 用Κ产生长度为T S 的序列O
(3) 执行HMM 模型的学习算法, 根据O 建立模型Κ’
(4) 计算公式 (9) 计算KL 距离, 如果D (Κ, Κ’) < Ε则继续, 否则,
增加T S 的值, 并返回 (2)
(5) 设定 len 初值为1
(6) 对序列O 进行 len 滑动窗口处理, 计算CE ( len, O )
(7) 如果CE ( len, O )很小, 或者d ( len- ∃ len, len) > ∆, 转 (9)
(8) 否则, 增加 len , 并转 (6)
(9) 算法结束
输出: H L en= len
2. 4　决策量的转换
对于某个长度为H L en 的子序列O , 相应的决策量pn 通
过下式计算:
pn= (p 2pm in) ö(pm ax2pm in)　　　 (10)
其中, p 是序列O 相对模型的似然值 P (O û Κ) , pm ax、pm in 分
别是长度为H L en 的所有序列相对模型的似然值中的最大和
最小值.
因此, 接下来关键的问题是如何确定pm ax 与pm in 的值.
即: 已知模型Κ, 对于所有长度为H L en 的序列O 计算:
1) pm ax= m ax (P (O ûΚ) )
2) pm in= m in (P (O ûΚ) )
然而由于 P (O û Κ) 需要通过前向或后向算法采用迭代的
方式计算[9 ] , 不能表示成数学闭式, 因此, 无法用数学分析方
法求得上述两个最值解. 可见, 这个求解问题是在离散空间、
无法将目标函数写成数学表达式的计算问题, 而遗传算法在
求解这样的问题却具有独特的优势 [16 ] , 因此采用遗传算法求
解是比较合适的.
在求解上述问题时, 将长度为H L en 的所有序列O 看作
是种群, 而其中的序列是个体, 序列中的每个状态值代表一个
基因, 适度函数定义为:




这里以pm ax 的求解为例, 说明如下:




1) 设定初始种群为某个常数k, 基因数为H L en, 每个基因的取值
范围[ 1,M ],M 是模型Κ包含的状态数
2) 生成k 个初始种群O = {O 1, O 2, ⋯,O k}, 种群的长度为H L en
3) 计算适度函数f= 2logP (O iûΚ)
4) 按照轮盘的选择方法, 选择可以作为下一代的个体
5) 执行基本的遗传算子: 交叉、变异, 并得到新的种群O’






pm ax, pm in, 滑动窗口长度H L en 对输入的序列进行检测, 判
断序列是属于正常行为或伪装行为. 相应的算法如下:
算法 3. 伪装检测
输入: 给定的模型Κ、待检测的序列O , 滑动窗口长度H L en, 检测
阈值 th rod
处理:
(1) 求序列O 的长度L = leng th (O )
(2) 采用滑动窗口方法截取长度为H L en 的子序列O i, 计算子序
列相对于模型的概率P (O iûΚ)
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(3) 计算该子序列的决策值
按照式 (10)计算决策值pn i
(4) 移动滑动窗口, 重复执行223 步骤, 得到L 2len+ 1 个子序列的







(p n i+ p n i+ 1) ö2
L - len+ 1
　　　 (11)











求. 因此, 当检测阈值的变化范围很大时, 这个计算过程需要




分是建立模型、计算滑动窗口长度和 pm ax, pm in 的计算, 这




对于一个长度为L 的输入序列, 被分割成K = L 2H L en+
1 个子系列. 对每个子序列的两个处理环节的复杂度分别为:
(1) 计算概率值O (N 2T ) , 其中N 为HMM 模型的隐状态
数, T 为滑动窗口长度H L en;
(2) 计算综合特征O (K ). 因此整个在线检测部分的复杂
度为O (N 2T K ) + O (K ).
可见, 序列的长度减小将有利于降低复杂度, 但是序列长
度减小使得序列的不确定性增加, 检测变得困难. 在M DAA
方法中, H L en 是通过用户模型计算得到的, 而与具体的数据




2001 年 Schonlau 等人为伪装入侵检测的研究提供了一
个真实的数据集[11 ] , 简称为SEA 数据集. 这个数据集是经过
几个月从 70 个U nix 用户的日常操作中获得的. 卡内基梅隆
大学的R. M axion 教授, Co lum bia 大学的入侵检测小组等许
多的伪装入侵检测研究的测试都是基于这个数据集 [11215 ]. 本
文的测试数据集也采用这个数据集.
SEA 数据集包含 50 个用户, 每个用户对应一个文件, 每
个文件包含 15000 个命令, 每 100 个命令构成一序列. 文件的
前50 个序列是正常行为, 可用来做模型训练, 而后100 个序列
可能包含有伪装入侵数据, 作为测试数据.
经过预处理后, HMM 模型的输出状态数M 等于SEA 数
据集中的唯一状态数 865, 并对不同的状态从 0 到 864 进行编
号, 构成训练序列和测试序列. 实验中, HMM 模型的隐状态
为 8, 计算条件熵的序列长度为 5000.
3. 2　实验测试
我们对M DAA 方法进行了测试, 并将测试结果与文献
[ 14 ]中三种基于SVM 的方法中最好的一种, 即ocSVM binary
比较, 这是因为这个方法针对这个数据集能获得目前最好的
效果. 伪装检测的性能通常用 ROC (R eceiver Operating
Characterist ic)曲线表示, 反映在不同的误报率下算法所能达
图 2　ROC2p 的计算示意图
F ig. 2　D eno tation of ROC2p computation
到的检测率. 由于在实际的应用中, 误报率太高容易让系统产
生大量的干扰数据而失去使用价值, 因此通常限定误报率小
于某个较小的值. 一种常用的指标是ROC2p [14 ] , 表示ROC 曲
线与误报率等于p % 的直线构成的区域的面积, 如图 2 所示表
示ROC210.
实验结果如图 3 所示, 横坐标表示用户编号, 从 1250, 纵
坐标表示ROC21. 实验测试中, 对检测阈值 th rod 从0. 01 到0.
6 变化而得到不同的误报率和检测率.
图 3　不同用户的ROC21 分布
F ig. 3　D istribu tion of ROC21 fo r differen t users
可以看出, 我们的M DAA 方法中有 36 个用户的测试结
果比ocSVM 2binary 好或一样. 图 4 (见下页)显示了ROC21 与
相应的用户数的关系, 可以看出, 在同样的检测率下,M DAA
方法能适应于更多的用户, 即该方法具有更强的适应性. 图 5
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表示了在不同误报率 ( 020. 35) 以及不同的滑动窗口
长 度选择策略下, 测试所得到的平均检测率. 可以看出, 采用
图 4　ROC21 的用户数分布











F ig. 6　ROC under differen t sequence length
序列长度情况下检测性能, 我们进行了如下实验. 将 SEA 数
据集中的各个序列按照不同的长度截取出30, 50, 70, 90四个
序列集, 并对它们进行检测实验. 实验结果如图 6 所示, 可以
看出, 不同的长度序列输入,M DAA 的检测性能基本上是一





(D ELL P III, 512M 内存,W indow s 2000 操作系统) 中对SEA
数据集进行实验.
图 7　遗传算法求pm ax 的收敛情况
F ig. 7　Convergence of genetic algo rithm on pm ax fo r
differen t length sequence
图7 反映了当N = 6,M = 10 时, 序列长度分别为5, 6, 7 情
况下, 采用遗传算法计算pm ax 时似然值的收敛情况, 可见它
们都能在较少的遗传代数内求得结果.
表 1　不同序列长度时算法所消耗的时间
T able 1　T im e consump tion fo r differen t sequence length
序列长度 30 50 70 90 100
时间 (秒) 15 18 25 29 37
对 50 个用户进行检测实验, 在线部分的时间复杂度, 表 1
表示在不同序列长度时所消耗的时间. 在不同的滑动窗口
选择下的检测算法时间消耗, 如表2所示. 可见, 单个用户的
表 2　不同窗口长度时算法所消耗的时间
T able 2　T im e consump tion fo r
differen t sliding w indow size
窗口长度选择策略 自适应 固定长度 (10) 随机选择
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数调整的目的. 采用遗传算法求序列相对模型的最大、最小似
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