We study the top Lyapunov exponents of random products of positive 2 × 2 matrices and obtain an efficient algorithm for its computation. As in the earlier work of Pollicott [12] , the algorithm is based on the Fredholm theory of determinants of trace-class linear operators. In this article we obtain a simpler expression for the approximations which only require calculation of the eigenvalues of finite matrix products and not the eigenvectors. Moreover, we obtain effective bounds on the error term in terms of two explicit constants: a constant which describes how far the set of matrices are from all being column stochastic, and a constant which measures the average amount of projective contraction of the positive quadrant under the action of the matrices.
Introduction
Let A = {A 1 , . . . , A k } be a finite set of invertible d × d real matrices. Let I = {1, . . . , k}, Σ = I N , p = (p 1 , . . . , p k ) be a probability vector and µ p be the Bernoulli measure on Σ associated to p. The Lyapunov exponent of µ p is given by the limit Λ(A, p) = Λ = lim n→∞ 1 n log A i 1 · · · A in dµ p (i)
where i = (i n ) n∈N ∈ Σ and · denotes any matrix norm. By the sub-additive ergodic theorem, for µ p almost every i ∈ Σ, Λ = lim n→∞ 1 n log A i 1 · · · A in , a result which was first established by Furstenberg and Kesten in [4] . In this article we will be interested in obtaining effective estimates on the Lyapunov exponent Λ. We make the following assumption on our set of matrices. Assumption 1.1. {A 1 , . . . , A k } is a finite set of 2 × 2 positive invertible matrices. We denote the entries of A i by
We also assume that not all of the matrices are column stochastic, meaning that
The positivity assumption in Assumption 1.1 ensures that the matrices map the positive quadrant strictly inside itself. We lose no generality by assuming (1) since whenever C 1 = 1 it follows that Λ = 0, see section 2.5.
In [12] Pollicott constructed an algorithm for estimating the Lyapunov exponent of a finite set of positive matrices by studying k analytic families of operators {L 1,t } t∈C , . . . , {L k,t } t∈C , which we shall denote collectively as {L j,t }. He showed that Λ = k j=1 p j d dt λ 1 (L j,t ) t=0 where λ 1 (L j,t ) denotes the top eigenvalue of the operator L j,t , and thus reduced the problem to extracting an estimate on the eigenvalues λ 1 (L j,t ) for t ∈ C close to 0. In the same way that the eigenvalues of a matrix can be extracted by studying the roots of the characteristic polynomial of a matrix, Pollicott applied Grothendieck's theory of determinants on Banach spaces to show that the eigenvalues of L j,t appeared as the roots of the Fredholm determinant det(Id − zL j,t ). He then showed that the determinant function, being an entire function of z, had coefficients which could be computed explicitly by considering finite matrix products, leading to the following non-effective approximation of Λ.
For any matrix A = A i 1 · · · A in ∈ A n we define p A = p i 1 · · · p in . Theorem 1.2 (Pollicott [12] ). For each n 1 and i ∈ {1, . . . , k} define
where for A = A i 1 · · · A in , v A,j corresponds to the leading eigenvector of A i j+1 · · · A in A i 1 · · · A i j . Define α n,i = n l=1 (−1) l l! n 1 +...+n l =n l j=1 τ n j ,i n j 1 m l,m =j t nm n m and a n = n l=1 (−1) l l! n 1 +...+n l =n l i=1 t n i n i .
Then Λ N = N n=1 k i=1 α n,i N n=1 na n satisfies |Λ N − Λ| = O(exp(−γN 2 )) for some γ > 0.
Here · denotes the Euclidean norm. The article [12] is one of a growing number of papers which exploit the strong spectral properties of transfer operators that preserve spaces of analytic functions and the Fredholm theory of determinants in order to approximate quantities which can be expressed in terms of the spectrum of some dynamical transfer operator; recent examples include approximations of the singularity dimension of certain self-affine iterated function systems, the Hausdorff dimension of dynamically defined Cantor sets and diffusion coefficients for expanding maps [10, 13, 8, 14] . A key feature of this machinery is that it yields approximations with an error estimate that decays superexponentially fast, as demonstrated in Theorem 1.2. The estimates provided by Pollicott's algorithm in Theorem 1.2 are non-effective, although in [12, §8] he informally sketches some ideas of how to make his estimates effective. In this article we set out to obtain effective estimates on the Lyapunov exponent Λ by using similar ideas of trace-class operators and determinants. Our motivation is threefold: firstly, we obtain a formula for the top Lyapunov exponent which is significantly simpler than Pollicott's in that it requires only the computation of eigenvalues and not of eigenvectors; secondly, our estimates are effective as opposed to qualitiative, and allow explicit rigorous bounds on the top Lyapunov exponent to be made; thirdly, by investigating more explicitly the relationship between the matrix entries and the error term we can examine more explicitly for which matrices this method quickly produces a useful approximation and for which matrices it does not.
(−1) l l! n 1 +...+n l =n l j=1 τ n j n j 1 m l,m =j t nm n m and a n = n l=1
for some explicit constants γ, C that depend only on the matrices {A 1 , . . . , A k }.
Observe that our approximation is simpler than the one given in Theorem 1.2 since it requires only the calculation of eigenvalues and not eigenvectors, as well as the fact that it only requires the computation of the expression τ n rather than τ n,1 , . . . , τ n,k . Essentially these differences in the algorithms boil down to the fact that Pollicott characterises the top Lyapunov exponent as the integral
Furstenberg measure ν on RP 1 and shows that for each i = 1, . . . , k,
is some family of operators. Instead, we express the top Lyapunov exponent more directly as the derivative with respect to t at 0 of
and approximate this by finding a single family of operators {L t } t∈C such that the derivative of the above expression at t = 0 is given by d dt λ 1 (L t )| t=0 . In order to state the explicit bound on the error |Λ − Λ N |, for each matrix A i ∈ A, let R i denote the smallest constant for which
and define
Thus r measures how much the positive quadrant is contracted (in a projective sense), from the point of view of the measure µ p . Therefore, roughly speaking, small r indicates that on average the positive quadrant experiences a lot of contraction under the action of the matrices in A.
The error |Λ − Λ N | can be bounded purely in terms of the constant C 1 defined in (1), which can be considered a measure of how far the set of matrices A is from being a set made up only of column stochastic matrices, and the constant r. We will now give an explicit bound on |Λ − Λ N | in terms of these constants.
Let c = log C 1 , C 0 = 1 √ 1−r 2 and let M 2 be large enough that C 0 r M +1 2 < 1. Let N be sufficiently large that
where
.
For clarity we have presented an upper bound given purely in terms of r and C 1 although the bound given by (4) can actually be improved slightly by modifying the definition of α − : we present this improved bound in section 4.3. The reason for this is that it is possible to replace r by a smaller constant in the factor |1 − r| M −2 which appears in the definition of α − . This smaller constant is the 'weighted Birkhoff contraction coefficient', which can also be easily defined in terms of the matrix entries of A i (which we postpone till the next section) and which is always bounded above by r, and may coincide with r. However, if r is small (meaning that the positive quadrant experiences a lot of contraction under the action of the matrices in A, from the point of view of µ p ) and M = 2 then the factor |1 − r| M −2 does not even appear in the error bound. Indeed, unless r is close to 1 (meaning that the positive quadrant isn't contracted much by the action of the matrices in A) and therefore M is very large, replacing r by the weighted Birkhoff contraction coefficient is unlikely to have any significant effect on the bound. For certain sets of matrices, it is possible to considerably improve the upper bound on the errors |Λ − Λ N |; see section 5 for details.
The principal qualitative information which can be gained from Theorem 1.3 is that our method for estimating Lyapunov exponents is most effective when the constant r is small, particularly when it is less than one half. When r is around one third or less the estimates given in Theorem 1.3 seem in practice to be close to optimal, but when r is closer to one half there is a noticeable lag between the rigorous effective estimates given by Theorem 1.3 and empirical observations of apparent convergence; see §5 below.
The paper is organised as follows. In §2 we introduce the family of operators that will be studied and recap the relevant functional analytic tools which will be used. In §3 we will devise the algorithm for computing the approximations Λ N , which will be based on the spectral properties of the operators that were introduced in §2. In §4 we obtain effective estimates on the error |Λ − Λ N |. In §5 we test the performance of our algorithm and the upper bounds on the errors on some examples.
Preliminaries

Projective action and Birkhoff contraction coefficient.
For the remainder of the paper we let · denote the Euclidean norm. Let RP 1 denote the real projective space of dimension 1, that is,
+ denote the open set of positive directions in RP 1 . Given x ∈ R 2 \ (0, 0) we will denote its direction by x ∈ RP 1 .
Let A = a b c d be a positive invertible matrix. Then we can consider the action of A on RP 1 denoted by A · x = Ax. We can also consider the corresponding action on the first co-ordinate of representative vectors. Let ∆ = {(x, 1 − x) : x ∈ (0, 1)} which is the set of representative vectors for RP 1 + . Defineφ A : (0, 1) → (0, 1) bỹ
). Therefore,φ A (x) describes the action of A on the first co-ordinate of vectors in ∆. Notice that the denominator in (5) is 1) and , denotes the usual dot product
In particular we have the following identity
In section 2.5 we will consider complex extensions ofw A i andφ A i in order to construct a suitable operator on a space of complex valued functions that will aid us in studying the Lyapunov exponent. The following elementary but important fact will be key to extracting the Lyapunov exponent from the spectral data of the operators we construct. Lemma 2.1. Let u = (1, 1). There exists a uniform constant c, that depends only on the set A such that for all x ∈ (0, 1),
Proof. Fix arbitrary n ∈ N and let A ∈ A n . To verify the right hand side, notice that by the Cauchy-Schwarz inequality,
and therefore since 0 < x < 1,
To verify the left hand side we begin by claiming that there exist uniform constants ε, δ > 0 which depend only on A such that
which are independent of the choice of x and A. Observe that it is enough to show that (8) and (9) hold uniformly for any x with x ∈ [0, 1] and any non-negative matrix A with x = A = 1. By compactness of [0, 1] and continuity of x → | Ax, u | and x → Ax it is sufficient to show that | Ax, u | = 0 and Ax = 0 which both clearly hold. Therefore there exist uniform constants ε, δ > 0 such that (8) and (9) hold. Therefore for all x ∈ (0, 1) and x = (x, 1 − x),
Let us return to the projective space RP 1 and the projective action of a positive matrix A. Let x, y ∈ RP 1 + be positive directions. We can equip RP 1 + with the Hilbert projective metric by setting h(x, y) = log x 1 y 2 x 2 y 1 where (x 1 , x 2 ) and (y 1 , y 2 ) are some representatives for the directions x, y. Note that h(x, y) is independent of the choice of representative vectors. Under the assumption that A is positive, A acts as a strict contraction of the Hilbert metric on RP 1 + . In particular by defining
a ik a jl a il a jk and defining the Birkhoff contraction coefficient as
then Birkhoff [1] showed that for all positive directions x, y ∈ RP 1
We define the weighted Birkhoff contraction coefficient associated to our set of matrices A and our probability vector p as
Notice that τ (A i ) (2) and (3) respectively. Notice that these inequalities are not strict: it is easy to construct matrices where τ (A i ) = R i −1 R i +1 and r = τ (A, p). In fact we have the following characterisation of r which highlights the relationship between r and τ (A, p). Fix a set of k matrices A that satisfies assumption 1.1 and a probability vector p. Given another set of k matrices A that satisfies assumption 1.1, let R ′ i be the analogue of R i for the matrix
where the supremum is taken over all sets of k matrices A ′ that satisfy assumption 1.1. As mentioned earlier, the size of r will play a central role in determining the efficiency of the algorithm.
2.2.
Hardy-Hilbert space. Let D be a disc of radius ρ centred at c ∈ C. The Hardy-Hilbert space H 2 (D) consists of all functions f which are holomorphic on D and such that sup r<ρ
which is well-defined since any element of H 2 (D) extends as an L 2 function of the boundary
An alternative characterisation of H 2 (D) is given as the space of all functions f which are holomorphic on D which can be expressed in the form
We will primarily utilise this second characterisation of H 2 (D).
The norm of f ∈ H 2 (D) can be written alternatively as
Suppose that f is bounded and holomorphic on D.
Throughout the rest of this paper we fix D to be the disc of radius 1 2 centred at 1 2 .
2.3.
Trace class operators, determinants and approximation numbers. Given a compact operator L : H → H on a Hilbert space H, its nth approximation number is defined as s n (L) = inf{ L − K : rank(K) n − 1}.
A bounded linear operator on a complex separable Hilbert space
Whenever L is trace-class then any of its iterates L k is also trace-class. Given a trace-class operator L, the trace is defined as
Le n , e n H where {e n } is any orthonormal basis and , H is the inner product for the Hilbert space H. This is consistent with respect to the choice of basis (see e.g. [6, §4 Theorem 6.1]). Therefore it is easy to see that tr N n=1 L n = N n=1 tr(L n ). Given a compact operator L, we denote by {λ n (L)} n∈N the monotone decreasing sequence of non-zero eigenvalues of L, listed with multiplicity. Note that by [6, §4 Theorem 3.1 and
If L is trace-class then it is compact and its sequence of eigenvalues λ n (L) is absolutely summable. Moreover, by Lidskii's theorem [6, §4 Theorem 6.1] the trace of L is equal to
For a trace-class operator L, the Fredholm determinant of L is defined as
which is an entire function of z [3, Theorem 3.3], so in particular there exist a n ∈ C such that
a n z n .
Note that by (14) the roots of det(Id−zL) are precisely the reciprocals of the eigenvalues of L, and the degree of each zero is given by the multiplicity of the corresponding eigenvalue. Moreover, each coefficient a n can be expressed in terms of the traces of L m for 1 m n; we will show this for a specific operator in (25).
On the other hand, by finding the coefficient of z n in (14) we see that
and moreover by [5, Corollary VI.2.6]
We will see that effective estimates on the Lyapunov exponents will depend on obtaining effective upper bounds on the coefficients of the determinant det(Id−zL) for an appropriate trace-class operator L and therefore, in view of (15) this will boil down to obtaining effective upper bounds on the approximation numbers of L.
2.4. Analytic perturbation theory. We say that a bounded linear operator L on a Banach space has spectral gap if L = λP + N where P is a rank one projection (so P 2 = P and dim(Im(P )) = 1), N is a bounded operator with spectral radius ρ(N) < |λ| and P N = NP = 0. L does not need to be compact in order to have a spectral gap, however if the operator L is compact and has a simple leading eigenvalue 1 and no other eigenvalues with the same absolute value, it has a spectral gap. We can use the standard techniques of perturbation theory [9] to relate the Lyapunov exponent of a set of matrices to the spectral properties of an appropriate operator. The following perturbation theorem is presented in a more general form in [7, Theorem 3.8 ].
Theorem 2.2 (Analytic perturbation theorem). Let {L t } t∈C be a family of bounded linear operators on a Banach space such that t → L t is holomorphic and L 0 has spectral gap. Then there exists an open neighbourhood U ⊂ C of 0 for which L t has spectral gap for all t ∈ U. Moreover there exist λ(t), P t , N t which are holomorphic families on U such that:
is a bounded rank one projection and has the form
for some small circle γ around λ which separates it from the rest of the spectrum
D → C denote the complex extension ofφ i to D given by
Note that this extension is well-defined since ℜ(z) > 0 for all z ∈ D (where ℜ(z) denotes the real part of z) and therefore the real part of the denominator is positive; in particular the denominator does not vanish anywhere on D.
Observe that for each A ∈ A n , φ A has a unique fixed point. To see this, recall that by the Perron-Frobenius theorem A has a positive eigenvalue λ 1 (A) and a corresponding positive eigenvector (v 1 , v 2 ), and A has no positive eigenvectors other than the ones spanned by
Uniqueness follows because if there is some y ∈ (0, 1) which is distinct from z such that φ A (y) = y, then (y, 1 − y) is a positive eigenvector for A which is linearly independent to (v 1 , v 2 ), which is not possible.
We define the transfer operator L 0 :
It is easy to see that for each i, φ A i (D) ⊂ D since φ A i maps D to a disk centred on the real axis whose boundary passes through the points b i b i +d i and a i a i +c i . Therefore since φ A i is a holomorphic self-map of D, by Littlewood's theorem [16, page 11] it follows that
It is easy to see that 1 is an eigenvalue of L 0 for the eigenfunction 1. In fact it is a simple, maximal eigenvalue of L 0 .
Proof. It is easy to see that 1 is an eigenvalue of L 0 and that 1 is an eigenfunction for this eigenvalue. We begin by showing that it is a geometrically simple eigenvalue. Suppose that f ∈ H 2 (D) is a fixed point of L 0 and that f = 0. We will show that f must be a constant function. First, observe that
. By the maximum-modulus principle, f is constant on D. Therefore it remains to show that 1 is an algebraically simple eigenvalue. We need to show that ker(L 0 − Id) 2 is one dimensional (so only consists of the constant functions). For a contradiction suppose that there exists f ∈ H 2 (D) for which (L 0 − Id)f = 0 but (L 0 − Id)f ∈ ker(L 0 − Id). So in particular (L 0 − Id)f = c1 for some constant c. In particular, c = 0 since (L 0 − Id)f = 0 and therefore by replacing f by c −1 f we obtain that (L 0 − Id)f = 1, that is, L 0 f = 1 + f . By induction we see that
On the other hand, define
and define Γ = ∞ n=1 Γ n . Since Γ n is a nested sequence of closed subsets of D, Γ is a compact subset of D. For any z ∈ Γ,
sup z∈Γ |f (z)|.
By (17),
which is clearly a contradiction since f is bounded on Γ.
For each i ∈ I let w A i : D → C denote the complex extension ofw A i to D given by
By (6), for all x ∈ (0, 1) and
where x = (x, 1 − x), u = (1, 1).
Since w A i maps D to the disc centred in the real axis whose boundary passes through the points a i + c i and b i + d i it follows that for all z ∈ D,
Notice that w A (z) t = exp(t log w A (z)) defines a holomorphic function from D to C, where log is understood as the unique holomorphic function from the right half plane to C such that exp log z = z. Since ℜ(w A (z)) > 0 for all z ∈ D this extension is well-defined.
For |t| > 0 we define the perturbed transfer operator L t :
Note that since φ A i are holomorphic self maps of D and w t A i are bounded holomorphic functions on D it again follows that L t f ∈ H 2 (D), see [16, page 11] .
Also notice that
Directly from Lemma 2.1 and (20) we see that the exponential growth rate of w A i 1 ···A in (x) at a point x ∈ (0, 1) will be the same as the exponential growth rate of the norm
for a uniform constant c which is independent of n and A. This is precisely the property that will allow us to relate Λ to the spectral properties of L 0 . Notice that if the constant C 1 defined in Assumption 1.1 was equal to 1, then for arbitrary x ∈ (0, 1) and all A ∈ A n , w A (x) = 1, which implies that Λ = 0 by (22).
Approximations of Λ
The following proposition establishes the link between the Lyapunov exponent and the spectral properties of L 0 .
Proof. It will follow from lemma 4.1 that L 0 is trace-class and therefore compact. By proposition 2.3, λ 1 (0) is a simple eigenvalue. Therefore, standard analytic perturbation theory arguments can be used to prove the first part. By applying Theorem 2.2 with L t = L t immediately implies that λ 1 (t) is holomorphic in t.
Next put
as in (c) of Theorem 2.2. (a)-(c) of Theorem 2.2 imply that the image of P t is an eigenspace for the eigenvalue λ 1 (t) and that h t = P t 1 is an eigenfunction for the eigenvalue λ 1 (t).
Note that h 0 = 1. Since t → P t is holomorphic it immediately follows that t → h t is also holomorphic. We write h ′ 0 = d dt h t t=0 ∈ H 2 (D). Fix some z 0 ∈ Γ ∩ (0, 1). To deduce (23), observe that for each n > 1 and t ∈ U,
Differentiating at t = 0 we obtain
where we used that λ 1 (0) = 1 and h 0 = 1. Therefore
which is finite due to the compactness of Γ. By (22), there exists some uniform constant C such that for all A ∈ A n , log A − C log w A (z 0 ) log A + C and therefore
In section 4 we will show that for all t ∈ C the approximation numbers s n (L t ) decay exponentially and therefore L t is trace-class, meaning that the determinant det(Id − zL t ) is defined and is an entire function of z which is given in the form
for b n (t) ∈ C. Therefore, denoting λ n (t) to be the nth eigenvalue of the operator L t and observing that the zeroes of the determinant det(Id − zL t ) are the reciprocals of the eigenvalues of L t it follows that 
Therefore, if we knew that the coefficients b n (t) were holomorphic with respect to t, we could differentiate (24) with respect to t and obtain Λ = λ ′ 1 (0) in terms of b n (0) and b ′ n (0). The following lemma provides us with an expression for the coefficients b n (t).
Proposition 3.2. For all t ∈ C, L t is trace-class. In particular det(Id − zL t ) is an entire function of z and is given in the form
Proof. The fact that L t is trace-class for each t will follow from Lemma 4.2. To see (25) notice that
where the rearrangement on the third line is permitted because ∞ n=1
which converges by Gelfand's formula. The result follows by equating coefficients.
Finally, before we can deduce that b n (t) is holomorphic in t, we need an expression for the trace of L m t , which is provided by the following proposition. Proposition 3.3. For every t ∈ C and m ∈ N,
Clearly the denominator is
The numerator is given by
Therefore by [2, Theorem 4.2] 2 the trace of L A,t is given by
Since tr A∈A m L A,t = A∈A m tr(L A,t ), the result follows. By (25) and Proposition 3.3 it is clear to see that for each t ∈ C and n ∈ N the coefficients b n (t) can be computed explicitly and require one to calculate all possible random products of m matrices from {A 1 , . . . , A k } for each 1 m n. It also immediately follows from (25) and Proposition 3.3 that for each n ∈ N, b n (t) is holomorphic in t. By combining these facts with Proposition 3.1, we can establish the link between the Lyapunov exponent and the determinant of L t .
Proof. The first equality follows from Proposition 3.1. To deduce the second equality in (27) observe that since the zeroes of the determinant det(Id − zL t ) are the reciprocals of the eigenvalues of L t , ∞ n=0 b n (t)λ 1 (t) −n = 0.
It will follow from (36) that |b n (t)| = O(exp(−cn 2 )) uniformly on U and therefore by applying the Cauchy integral formula we deduce that the partial sums N n=1 b ′ n (t) − nb n (t)λ ′ 1 (t) converge uniformly on compact subsets of U as N → ∞. Therefore we can differentiate (28) and take derivatives inside the summation to obtain
Since (λ 1 (0)) −1 is a simple zero of det(Id − zL 0 ), it follows that ∞ n=0 nb n (0) = 0 and so by rearranging (29) we obtain
∞ n=0 nb n (0) which completes the proof.
Since as it was noted earlier b n (t) can be computed for small n (meaning that by the Cauchy integral formula b ′ n (0) can also be computed for small n), (27) provides us with natural candidates for approximating Λ given by
Observe that the approximation Λ N of Λ corresponds to truncating the determinant det(Id − zL t ) after N + 1 terms, yielding 
Then by (25) and (30) we see that Λ N is given as in Theorem 1.3.
Effective estimates.
It remains for us to obtain explicit bounds on the error |Λ N −Λ|.
Evaluating this difference we see that
The denominator can be written as 
therefore we need an upper bound on |b n (0)| and a lower bound on | ∞ n=1 nb n (0)|. The numerator can be written as
and therefore we also need upper bounds on |b ′ n (0)|. In summary, we are looking for effective upper bounds on |b n (0)| and |b ′ n (0)| and an effective lower bound on | ∞ n=1 nb n (0)|. In order to estimate b n (0) recall that by (15) ,
(34) Therefore we will obtain explicit upper bounds on b n (0) by estimating the approximation numbers s n (L 0 ). Let l > 0. In order to estimate |b ′ n (0)| recall that by the Cauchy integral formula
where S l denotes the circle of radius l > 0 centred at 0. Therefore, an upper bound on |b ′ n (0)| corresponds to an upper bound on |b n (t)| for |t| = l, which in view of (34) boils down to estimating the approximation numbers s n (L t ) for |t| = l. Since b n (t) is holomorphic for all t, in principle l can be chosen to be any real number. However in practice we will choose it in such a way that we minimise the upper bound on |b ′ n (0)|. Finally, for the lower estimate on | ∞ n=1 nb n (0)| observe that
where derivatives can be taken outside of the summation due to uniform convergence of the partial sums N n=1 nb n (0)z n−1 for |z| < ε < 1 and the final equality follows by the chain rule and the fact that λ 1 (0) = 1. For sufficiently large n we'll apply (12) to deduce that
which will allow us to use our approximation number estimates to obtain a lower bound for all sufficiently large terms in the product on the right hand side of (35). For small n, we'll bound |1 − λ n (0)| |1 − λ 2 (0)|, which means we need to obtain an explicit upper bound (which is strictly less than 1) for the second eigenvalue of L 0 . Therefore the efficiency of the algorithm essentially depends on the eigenvalues {λ n (t)} n∈N which in turn depend on the singular values {s n (L t )} n∈N . We will see in the next section that both of these are decaying exponentially at the rate O(r n ).
Estimates
4.1.
Estimates on |b n (0)| and |b ′ n (0)|. We begin by estimating the approximation numbers of the operator L 0 . Lemma 4.1. Let r be given by (3) . For every n ∈ N,
where R i was defined in (2) . Put u 0,i (z) = 1,
and u n,i (z) = (u 1,i (z)) n . It is easy to see that
α n (f )u n,i (z). clearly has rank not greater than N − 1 and
where the third inequality follows by Hölder's inequality. Therefore
It is now easy to estimate the approximation numbers of L t for any |t| 0.
Lemma 4.2. Let r be given by (3) and C 1 be given by (1) . Then for any |t| 0,
Similarly to before,
where the final line follows by (21). The result follows.
Using Lemma 4.1 we can obtain an upper bound on |b n (0)|. 
Then for all n ∈ N,
Proof. By (34) and Lemma 4.1
Therefore the result follows by repeated geometric summation.
Using Lemma 4.2 we can obtain an upper bound on |b ′ n (0)|.
Proof. By using Lemma 4.2 we can apply similar arguments to Lemma 4.3 to deduce that for any |t| > 0,
Let l > 0. Since b n (t) is holomorphic in t everywhere, by the Cauchy integral formula,
where S l denotes the circle of radius l > 0 centred at 0. Therefore,
l .
Since C 1 > 1,
has a unique minimum for l ∈ (0, 1). By differentiating C nl 1 l with respect to l and equating to 0 we see that the minimum of this expression is achieved at l = 1 n log C 1 . Therefore sup |t|= 1 n log C 1 |b n (t)| eC n 0 r n(n+1) 2 n i=1 (1 − r i ) from which the result follows.
Estimates on | ∞
n=1 nb n (0)|. We begin with an estimate on |λ 2 (0)|. In [11] , Peres studied the operator
on the Banach space B of h-Lipschitz functions f : RP 1 + → R. In the following lemma we will use ideas from [11] (in particular the proof of Theorem 1) to show that the absolute value of the second eigenvalue λ 2 (L) of L : B → B is bounded above by τ (A, p). Lemma 4.5. Let τ (A, p) be the weighted Birkhoff coefficient defined in (11) . Then |λ 2 (L)| τ (A, p).
Proof. Let f ∈ B and |f | B denote the Lipschitz constant of f (with respect to the Hilbert metric), that is, the minimum constant for which
Since all of the matrices A i map the positive cone strictly inside itself, there exists D < ∞ such that sup
Let τ (A) denote the Birkhoff coefficient of the positive matrix A as defined in (10) . Then for x, y ∈ RP 1 + ,
Next, observe that
(37) and (38) imply that
Therefore L n f (x) is a Cauchy sequence and is convergent. Moreoever, since |τ (A, p)| < 1, by (37) the limits lim n→∞ L n f (x) = lim n→∞ L n f (y) coincide for any x, y ∈ RP 1 + and therefore L n f (x) converges to a constant c f for all x ∈ RP 1 + . By (39),
for some constant C which is independent of n. Let g ∈ B such that Lg = λ 2 (L)g. Applying (40) to g implies that
which means that c g = 0 and therefore
It follows that |λ 2 (L)| τ (A, p).
We now show that this implies that τ (A, p) is an upper bound on |λ 2 (0)|.
Lemma 4.6. Let τ (A, p) be the weighted Birkhoff coefficient defined in (11) . Then |λ 2 (0)| τ (A, p).
Proof. Let f ∈ H 2 (D) such that L 0 f = λf for some |λ| < 1. In particular f is not a constant function. We begin by showing that f is Lipschitz with respect to the standard Euclidean metric. Since
we can differentiate to obtain
it is easy to see by (21) that φ ′ A i is bounded on D for all i ∈ {1, . . . , k}. Moreoever since |f ′ (φ A i (z))| sup y∈φ A i (D) |f ′ (y)| it follows that the derivative of f is bounded on D, and so f is Lipschitz. Let f : (0, 1) → R denote the restriction of f to the real line. Then f is also Lipschitz with respect to the Euclidean metric and we let |f | Lip denote the corresponding Lipschitz constant of f .
Let g : RP 1 + → R be defined by g(x) = f (x) where x is defined uniquely as x ∈ (0, 1) for which x = (x, 1 − x). Since f is not a constant function this implies f is not constant which in turn implies g is not constant. Observe that |x − y| < log x y < log x(1−y) y(1−x) for 0 < y < x < 1 and so by symmetry
for any x, y ∈ (0, 1), with equality if and only if x = y. Therefore since f is Lipschitz with respect to the Euclidean metric, g is Lipschitz with respect to the Hilbert metric h:
Therefore g is an h-Lipschitz eigenfunction for L since
Since g is not a constant it follows that |λ| |λ 2 (L)| τ (A, p) by Lemma 4.5.
We are now in a position to obtain a lower bound on | ∞ n=1 nb n (0)|.
By applying the chain rule and recalling that λ 1 (0) = 1 we see that In particular, |λ n (0)| C 0 r n+1 2
On the other hand, since λ n (0) are decreasing in absolute value,
4.3. Summary. Recall that r := i∈I p i
. By (31), (32) and (33)
Therefore, as long as N is sufficiently large that
we can use the above estimates to bound
Notice that due to the modification to the definition of α − , this bound in slightly better than the one given in the introduction, as long as for some i ∈ I, τ (A i ) < R i −1 R i +1 and M > 2.
Examples
In this section we illustrate the algorithm in action with three examples which demonstrate how the performance of the algorithm and the upper bound on the error |Λ − Λ N | depend on the pair (A, p). We also describe an approach which can be used to optimise the estimate on the error. We observe that in this example we can rigorously justify roughly just as many decimal places as our empirical observations suggest that Λ N may be accurate to. Essentially, this is due to the fact that r is fairly small. We observe similar behaviour in the cases where A contains some matrices which contract the positive quadrant more mildly but where the measure is concentrated on 'highly contracting' matrices; this is of course due to the fact that this also yields a small value for r. The approximations Λ N appear to take a lot longer to converge than in example 5.1, for instance Λ 10 seems to be accurate only to about 12 decimal places (compared to around 40 decimal places in the previous example).
We also observe that in this example we experience an initial lag before we can rigorously justify the accuracy of our approximations; indeed it is not until the 6th step that the upper bound on the error drops below 1. However, after the 7th step the upper bound on the error seems to 'catch up' with the apparent convergence of the approximations, and again we can rigorously justify roughly just as many decimal places as Λ N appears to be accurate to.
Example 5.3. Let p = ( 1 2 , 1 2 ) and A = {A 1 , A 2 } = 3 1 1 1 , 4 1 1 1 . In this example we have modified the matrices from example 5.2 in such a way that r = 11 20 remains constant but the matrices contract the positive quadrant more, which is reflected in the fact that we now have a smaller value for τ (A, p) ≈ 0. Since the changes to the matrices did not affect either of the constants r or C 1 , the upper bound on the error remains the same. However, this time the approximations Λ N appear to converge faster, for example Λ 10 appears to be accurate to around 35 decimal places even though we can rigorously justify only around 11 decimal places by using our bound on |Λ − Λ 10 |. In this setting it is useful to implement the approach described below to improve the estimate on the error |Λ − Λ N |.
In example 5.3, the estimate on |Λ − Λ N | was not optimal, essentially due to the fact that each matrix mapped the positive directions into a cone which was not symmetric in the direction given by the representative vector (1, 1) . In such a situation it is possible to perform a change of basis and optimise the value of r, hence optimising the estimate on the error |Λ − Λ N |.
Given A = {A i : 1 i k} and λ = 0, let A λ denote the set
noticing that
Fix a probability vector p. From (41) it is clear that Λ(A, p) = Λ(A λ , p) for any λ = 0; moreover the algorithm remains the same since the approximations Λ N only depend on the eigenvalues of finite matrix products, which are invariant under conjugation. Therefore, the goal is to choose a value of λ such that r λ = r A λ ,p is as small as possible. Let
Fix λ 0 = 0 to be the value that minimises the expression
If A λ 0 consists only of column stochastic matrices, we can conclude that Λ = 0. Otherwise, we have a new value for the constant (1) given by
and we can obtain a new estimate on |Λ − Λ N | by entering the values r λ 0 and C 1,λ 0 into the expressions in section 4.3. By applying this approach to example 5.3, the problem boils down to minimising the expression r λ = 1 2 · max{4λ 2 , 1 λ 2 } − 1 max{4λ 2 , 1 λ 2 } + 1 + 1 2 · max{3λ 2 , 1 λ 2 } − 1 max{3λ 2 , 1 λ 2 } + 1 which obtains a minimum of r λ 0 ≈ 0.33 when λ 0 ≈ 0.76. We obtain C 1,λ 0 ≈ 5.73.
Below we reproduce the table from example 5.3, this time with the improved upper bounds on the errors |Λ N − Λ|.
