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1. INTRODUCTION 
This paper is concerned with the problem of determining the effect of a 
particular class of lag functions on the behavior of solutions. The equation 
primarily studied is 
w = -u(t) x(t - g[t, x(t)]), (1.1) 
where the lag, g[t, x], not only depends on time, but also on the state of the 
system. We note that the equation is nonlinear because the lag is state 
dependent. 
If (1.1) is considered from the point of view of delay differential equations, 
the right side does not satisfy the usual Lipschitz-type assumptions. There- 
fore, solutions, in general, are not unique. In fact, for small t, x(t) = t + 1 
and x(t) = t + 1 - t3j2 are both solutions of the scalar equation 
z?(t) = -x(t - 1 x(t)l), (1.2) 
with continuous initial function 
t < -1 
-1 <t<-2. 
-g<t<o 
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In Section 3, however, we show that if there exists 7 > 0 such that 
then the zero solution of (1.1) is unique, that is, a solution x(t) is identically 
zero if, and only if, there exists t, such that x(tJ -= 0. Thus, by placing a 
growth condition on the lag, we are able to prove uniqueness of a particular 
solution. 
If x(t) is a solution which tends to zero, f(t) is approximately equal to 
-a(t) x(t) for large t. In Section 4, sufficient conditions are obtained for 
solutions of (1.1) to be asymptotically similar to those of9 = -u(t) y. 
The results of these sections may be applied to (1.2), and the following 
assertions made: 
(i) the zero solution is unique; 
(ii) every solution is either unbounded, or goes to zero exponentially 
(hence, there are no periodic solutions); and 
(iii) bounded solutions are asymptotically similar to those of j = -y. 
2. NOTATION 
Let R" be Euclidean n space with norm 1 * / , and inner product (0, .), For 
simplicity, R will denote the real line; Rf will be the positive half line [0, a), 
and R- the negative half line (-co, 01. Let D be a domain in R. Given any 
function f (u) which maps D into Rn, define 
for any subset A of D. 
Let C be the space of continuous functions mapping R- into R*, with the 
compact-open topology. Let T > 0 and X(U) be a continuous function 
mapping (-00, T] into Rn. For each t such that 0 < t < T, xt denotes an 
element of C defined by 
Xt(S) = x(t + s), 
that is, xt is the restriction of X(U) on (-co, t] shifted back to (-cc, 01. 
DEFINITION. Let F: Rf x C-+ Rn, and i(t) denote the right-hand 
derivative of x(t). Then 
3”(t) = qt, Xt) (2.1) 
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is a delay d@rential equation. For to > 0 and (bO E C, x(t) is a solution of (2.1) 
at (to, &,) if there exists E > 0 such that xt, = +,, and x(t) satisfies (2.1) for 
t, < t < t, -I- E. 
It is well-known that (2.1) h as a solution for each pair (to , &,) if F is con- 
tinuous [5]. Without loss of generality, we shall assume that to = 0 in what 
follows. 
3. UNIQUENESS OF THE ZERO SOLUTION 
DEFINITION. Suppose (2.1) admits the zero solution. Then the zero 
soZution is unique if for any t, > 0, and any solution x(t) of (2.1), x(tl) = 0 
implies x(t) 3 0 for t > 0. 
Remark. If F satisfies the usual Lipschitz-type assumptions, uniqueness 
of soIutions may be proven for (2.1). We must be careful to remember, 
though, that “uniqueness of solutions” in this case means uniqueness of 
solutions to the right. Usually, a delay differential equation with unique 
solutions will have solutions which cross in Rn, as in the example 
k(t) = -x (t - ;) 
with solutions x(t) = 0 and x(t) = sin t. It may even happen that all solu- 
tions become identically zero after a finite period of time [6]. Our definition, 
however, excludes the possibility of any non-trivial solution touching the 
zero solution. 
DEFINITION. Given 4 E C, define 4 E C by B(s) = 4(O) for s E R-. 
LEMMA 3.1. Let F : R+ x C - Rn continuously. Suppose there exists 
7 > 0 such that j +(O)\ < 77 implies 
I F(t> $>I < -W, $>I b(O)l, (4 
and 
I Fk 4) - F(t, $11 G -h&a 4)ll 4 - 4 lI[-KW I~I ,012 (B) 
where L, : R+ x C -+ R+, i = 1,2, and K : R+ -+ R+ are continuous. Let 
x(t) satisfy (2.1) on [0, T]. If j x(t)1 < q and t - K(t)[ x(t)[ > 0 on an interval 
I C [0, T], then there exists a continuous function OL : I -+ R+ such that 
I W> 41 < 441 x(t)l. 
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Proof. Conditions (A) and (B) imply that for t E Z, 
I F(t, &)I :< L,(t, x,) I x(t)‘, 
and 
where s(t, xt) E [-1, 01. Since t -- K(t)1 x(t)/ 3 0 for t EZ, we may apply 
the Mean Value Theorem to obtain 
where t + s(t, xt) K(t)/ x(t)i < f(s) < t and M = SU~,,[,,~~ I k(s)]. Then for 
t E I, 
I F(t, xt)l < I F(t, ft)i -t- I F(t, xt) - F(t, %)I 
5 {W, 4 + -G(t, 4 Jwt)>l -+)I. 1 
Remark. Roughly speaking, condition (B) says that F(t, 4) depends on the 
behavior of # on [-K(t)/ $(O)l, 01, that is, the value of %(t) is determined by 
the behavior of x(t) on [t ~ K(t)1 x(t)l, t]. 
THEOREM 3.2. Let F : R’ x C--f I;)” continuously. Suppose there exists 
77 > 0 such that / #(O)l < 17 implies condition (A), 
I F(t, C) - W, $,I -< L,(f, (b>ll$ - i Il~-srt,~m~.o~ > (C) 
and 
g[4 4P)l e w 4(O)l 9 PI 
wheveg:R~~R~-,R-i-,Li:RixC-tR+,i=1,2,andK:R+-tRf 
are continuous. Then the zero solution of (2.1) is unique. 
Proof. We first note that conditions (C) and (D) imply (B). If+(O) = 0, 
then F(t, (6) = 0 by condition (A). Condition (B), in turn, impliesF(t, 4) = 0. 
Thus, x(t) = 0 is a solution for any initial function 4 such that $(O) = 0. 
Let x(t) be a solution of (2.1) such that x(tl) = 0 for some t, > 0. Then 
~~~(0) = 0 implies 2(tl) = 0. Let K = max(v,[o,tl+,l K(s), 1) and 
choose a positive 6 < min(1, K?, tJ such that for t E (tl - 8, t, + a), 
0 < t - K / x(t)] ,( t - K(t)1 x(t) / , 
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and 
* I 491 < I t - t, i K <+<,. 
Hence, by Lemma 3.1, / F(t, xJ\ < a(t)\ x(t)\ for such t. Applying a result 
from the theory of differential inequalities [2], x(t) = 0 for t E [tl - 6, t, + 61. 
Repeating the argument at the endpoints, we can find a larger interval on 
which x(t) is zero. Continuing the process, we conclude x(t) = 0 for t > 0. 1 
In the following example, we exhibit a solution which hits zero in finite 
time. Note that condition (D) is not satisfied. 
EXAMPLE. Consider the equation 
where 
3?(t) = -x(t -g[x(t)]), 
jcx2/9 - xl/3 
dxl = lc _ 1 
X<l 
X>l 
and c = 3l’a. Then g[x] is continuous and obviously nonnegative for x < 0 
and x > 1. For 0 < x < 1, Sg < c implies S3 < CX~/~. Hence, g[x] 3 0 
for all X. Let +(t) = (1 - t)3 on R-. Then xl(t) = (1 - t)” is a solution on 
Rf. Moreover, this solution “splits” at t = 1 to provide another solution 
x2(t) = g - t)3 
O<t<1 
t > 1. 
4. ASYMPTOTIC BEHAVIOR 
In this section, we shall study the properties of solutions of a particular 
scalar equation. Cooke [l] originally posed the problem and obtained results 
using fixed-point methods. 
THEOREM 4.1. Let F: R+ x C -+ R continuously and be of the form 
F(t, $1 = -4 4X, d)ll 
where a:R++R+ and o:R+xC+R-. Suppose g:R+xR-+R+ 
continuously and 
-gP, C(O)1 < 4 4) < 0. 
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If the zero solution is unique, then bounded solutions of (2.1) are asymptotically 
similar to those of j = -u(t) y, that is, for any bounded solution x(t) of (2. I), 
there exists a constant c[x( m)] such that 
c[x(-)] = ii$ x(t) e 
I~aWs 
. 
Proof. If x(t) is a bounded positive solution, then g[t, x(t)] is bounded, say 
by M. Thus, for t 3 2M, 
$ (x(t) eJio(s)dr) = eJotu(‘)dS [a(t) x(t) + n(t)] 
= a(t) e a ‘ta(s)ds [x(t) - x(t + u(t, XJ)] < 0. 1 
The following corollary follows immediately from the theorem. 
COROLLARY 4.2. Assume the hypotheses of Theorem 4.1. If sr a(s) ds = co, 
then bounded solutions tend to zero; ;f there exist E > 0 and T > 0 such that 
a(t) 3 E for t > T, then bounded solutions tend to zero exponentially. 
Remark. From the proof of Theorem 4.1, we see that if g is bounded, 
then all solutions are bounded, and c[x(*)] exists; however, if g is unbounded, 
unbounded solutions may exist. For example, x(t) = t + 1 is a solution of 
(1.2) with any initial function $ such that 4(O) = 1 and 4( - 1) = - I. 
EXAMPLE. The assertions made in the introduction about (1.2) follow 
from the above corollary and remark. The two dimensional analogue of (1.2) 
exhibits entirely different behavior. If / * 1 is the Euclidean norm, the system 
c’t:lf 1 zzz [ --1 0 xdt - I XWl) 0 -1 I[ x,(t - / x(t)\) I 
has the solution x(t) = n/2(sin t, cos t), which is periodic and of constant 
norm. 
In what follows, we shall assume that a(t) and g[t, x] are continuous, 
nonnegative functions. 
THEOREM 4.3. Consider equation (1.1) with the following hypotheses: 
(i) there exist q > 0 and K > 0 such that 
1x1 -CT -g[t,4 <KIxI, 
(ii) Jr a(s) ds = co, 
(iii) a(t) is monotonic for large t, 
(iv) Jr a”(s) exp[-Ji’2 u(u) du] ds < co. 
If x(t) is any non-trivial bounded solution of (1. l), then c[x( s)] f 0. 
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Proof. Assume x(t) is a positive bounded solution. Then g[t, x(t)] is 
bounded, say by M. Since x(t) tends to zero, there exists T > max(Kq 2M) 
such that t >, T implies t - g[t, x(t)] > 0 and x(t) < 7. Hence, 
for t >, T. For t > T + 3K7, 
where t - Kv < t - g[t, x(t)] < t(t) < t. Dividing across by x(t) and 
integrating 
u(s) ds = x(T + 3K7) exp 1’ 4) WS)) gh 441 & 
T-t3KV 44 
Suppose that u(t) is monotonic for t > T. The remainder of the proof consists 
of estimating the integral. Using (1. I), we have 
eY4) = -43s)) 45(s) - gkw 43~Nl)- 
Now T + 2K7 < s - Kq < t(s) < s implies 
T + KY d s - 2% < 5(s) - g[&), +Ks))l < s. 
Since x(t) is monotone decreasing for t > 
4%) - gkw 43m 
Moreover, for t > T + Kq we have 
Lqt) < -u(t) x(t) 
T, 
< x(s - 2Kq). 
x(s - 2K17) < x(T + KT) exp [ -/~~~~ u(u) du]. 
Thus, for s >, T + 3K?7, 
I WsNl < 43s)) x(T + Kd exp [-s,‘,:” Q(U) du] 
IS 
t 
=+- 44 exs>) g[s, 441 
T+3K,, 4s) 
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For the case when a(t) is monotone increasing, 
4K7 < T+3Kv <s 
T+Kn s/2 
u(u) du a(u) du ds. 
0 0 1 
The same type of inequality is easily obtained when a(t) is monotone de- 
creasing because 
s - Kv < s - g[s, x(s)] < 5(s) < s 
=L- 4s) 44(s)) G a2(s - K?7)* I 
In order to obtain further information about c[x(*)], it is convenient to 
restrict the space of initial functions. Let C, be the subspace of Lipschitz 
continuous functions. 
DEFINITION. Solutions of (2.1) are continuously dependent with respect to 
C’s if for given T > 0, E > 0, and solution x0 with initial function +,, E C, , 
there exists 6 > 0 such that 
where 4 E C,, , and Q is the hereditary set needed to define the initial value 
problem. 
Driver [3] proved that solutions of (1.1) are continuously dependent with 
respect to C, if g[t, X] is Lipschitz in X. 
Remark. It is easy to show that if the zero solution of (1.1) is unique, 
g[t, X] < M, and solutions are continuously dependent, then for given 
E > 0 and solution x0 with initial function +a E C, , there exists 8 > 0 such 
that 
II d - 4, III-‘w.O] < s 3 /I x - x0 I&+ < E. 
COROLLARY 4.4. Assume the hypotheses of Theorem 4.3. In addition, 
suppose u(t) < A, g[t, x] < M, and that solutions are continuously dependent 
with respect to C, . Then for given E > 0, and solution x,, of (1.1) with initial 
function rj,, E C, , there exists 6 > 0 such that 
II 4 - $0 Ilr-M.01 -=c 6* I +(*)I - 4%(*)1I <% 
that is, c[x(.)] depends continuously on Lipschitz initial functions. 
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Proof. From the proof of Theorem 4.3, there exists T > 0 such that for 
to > T, 
c[x(*)] = v+E x(t) exp /l u(s) ds 
= fli? x(to) exp 1:” U(S) as exp jlo ‘(‘) “(‘(i$+’ X(s)1 A, 
where s - g[s, x(s)] < t(s) < s. A ssume x,(O) > 0 and choose 6 > 0 such 
that 6 < x,(O) and 
II + - do ll[-M.0, < 6 * 11 x - x0 I&+ < 5. 
Choose Tl > max(2M, 7, T) such that x,(t) < 7112 for t 2 TI . Thus, 
x(t) < 17 for t >, Tl and \I+ - $J~ Il[-M,ol < 6. Hence, for s >, TX + 2K?7, 
4) %mgh 441 
4s) 
< A , $(,$)),K 
< KAwxs) - gm, +m)l) 
< K&x( Tl) exp A( Tl - m + iMs), 4341) 
< KA2 (x0( Tl) + 5) exp A( Tl + K7 - s + M). 
Let B = KkF(x,(T,) + q/2) exp A(?‘, + K7 + M), and 
2(s) = 44 45(s)) gh 441 I 
4s) 
We also note that M < s implies that a(s) < 0. Therefore, G(s) < 0 for 
s > Tl + 2K71. Then for s, t > Tl + 2K7 and II 4 - $. ll~-~,~l < 6, 
/ S(s)1 < Be+ 
=> --Be& < 
s 
m S(s) ds 
t 
=+ 0 < 1 - exp 1: a(s) ds < 1 - exp( -Beet). 
Since the right side goes to zero as t + co, we may choose T2 > Tl + 2K7 
such that for t > T, and )I 4 - #Jo \l[-M,ol < 6, 
[I -exp j~?(s)ds]c[r,(.)] <i 
404 
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x,(t) exp 
f 
t u(s) ds < c[x,(-)] + ; . 
0 
Now choose 6, < S such that 
11 d - 9, lII-M,o] < a1 * II * - qlR+ < 3 exp J; a(s) ds 
Finally, for II d - b. III-M.~I < S, , 
I 4.x(.)] - ~Lxo(*lll = / c[xo(.)I - x(TJ exp jr a(s) ds exp j, a(s) ds 1 
< 1 4.x0(*)] - x,(T,) exp 1: u(s) ds exp jr2 2(s) ds 1 
+ 1 xo(T2) exp jy 4s) ds exp jr2 S(s) ds 
s 
2-2 
- x(Td exp a(s)dsexpj;2P(s)dsl 
G 1 c[xo(~)l - [4:oC.Il + %,/ exp jr2 ah> ds 1 
+ exp j: 4s) 4 xo(T2) - x(2”,)\ exp jy2 a(s) ds 
< 1 c[xo(.)] ( [ 1 - exp 1, a(s) ds] + g exp /,2(s) ds 
+ exp /a 44 4 xo(~J - Al 
<f+;++. m 
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