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Stable isotope data have been increasingly used to
assess in situ biodegradation of organic contaminants in
groundwater. The data are usually evaluated using the
Rayleigh equation to evaluate whether isotope data follow
a Rayleigh trend, to calculate the extent of contaminant
biodegradation, or to estimate first-order rate constants.
However, the Rayleigh equation was developed for
homogeneous systems while in the subsurface, contaminants
can migrate at different velocities due to physical
heterogeneity. This paper presents a method to quantify
the systematic effect that is introduced by applying
the Rayleigh equation to field isotope data. For this purpose,
the travel time distribution between source and sampling
point is characterized by an analytical solution to the
advection-dispersion equation. The systematic effect was
evaluated as a function of the magnitude of physical
heterogeneity, geometry of the contaminant plume, and
degree of biodegradation. Results revealed that the systematic
effect always leads to an underestimation of the actual
values of isotope enrichment factors, the extent of
biodegradation, or first-order rate constants, especially in
the dispersion-dominant region representing a higher
degree of physical heterogeneity. A substantial systematic
effect occurs especially for the quantification of first-
order rate constants (up to 50% underestimation of actual
rate) while it is relatively small for quantification of the
extent of biodegradation (<5% underestimation of actual
degree of biodegradation). The magnitude of the systematic
effect is in the same range as the uncertainty due to
uncertainty of the analytical data, of the isotope enrichment
factor, and the average travel time.
Introduction
Compound-specific isotope analysis has been increasingly
used to assess natural attenuation of organic compounds at
contaminated sites. Isotope analysis has been used to
investigate sites contaminated with BTEX compounds (1-
8), methyl tert-butyl ether (MTBE) (9, 10), and chlorinated
hydrocarbons (11-15). These studies demonstrated a trend
of increasing carbon (or hydrogen) isotope ratios of con-
taminants accompanied by decreasing concentrations be-
cause responsible microbial communities preferably con-
sume the molecules with lighter isotopes. Physical factors,
such as dispersion, sorption, and evaporation, are generally
assumed to have an insignificant influence on isotope ratios
(16), although a recent study suggests sorption-induced
isotope fractionation (17). Under certain conditions, sorption
may lead to isotopic enrichment at the fringe of expanding
plumes, although the effect has not yet been demonstrated
at the field scale (17). Isotope fractionation is usually
quantified by the Rayleigh equation which relates the
normalized isotope ratio and the normalized residual con-
centration by an isotope fractionation factor. For a number
of field studies, the Rayleigh equation has been used to
evaluate whether field data follow a Rayleigh trend (1, 8, 9),
to calculate the extent of contaminant biodegradation (1-6,
9, 13, 14), or to estimate first-order rate constants by
combining the Rayleigh equation with the first-order rate
law (14). In the first case, the goal is usually to substantiate
the importance of reactive processes and not to derive field-
based isotope enrichment factors for further use. Field-based
isotope enrichment factors can provide some indications on
the relative importance of reactive versus nonreactive
processes on the concentration decrease.
Although the Rayleigh equation was originally developed
for homogeneous batch systems (18), it is increasingly applied
for flow-through systems such as column and field studies
(1-9, 11-15). In a flow through system, physical and chemical
heterogeneity influences the interpretation of isotope data
and is expected to lead to an underestimation of the amount
of biodegradation when the Rayleigh equation is applied, as
recently shown by Kopinke et al. 2005 (17). Due to physical
heterogeneity, the travel time of contaminants between the
source and a monitoring point varies depending on the flow
path. In addition, reaction rates can vary between and within
different flow paths due to changes in geochemical conditions
and microbial populations (hereafter referred to as chemical
heterogeneity). Finally, the observed shift in isotope ratios
in the bulk aqueous phase may not adequately reflect isotope
fractionation at the microscale due to mass transfer limita-
tions (17). The main aim of this study is to quantify the effect
of physical heterogeneity on the estimation of isotope
enrichment factors, the extent of biodegradation, or first-
order rate constants using Rayleigh-type isotope data analysis.
In addition, some calculations were carried out to evaluate
the effect of chemical heterogeneity.
At field sites, groundwater flow velocity varies as a function
of physical heterogeneity. As a result, groundwater samples
contain a mixture of contaminant molecules that have
traveled at a variety of velocities between the source and a
sampling point. The contaminants were thus subject to a
variety of residence times and, consequently, underwent
various degrees of biodegradation. When the resultant
average concentrations and isotope ratios are used to quantify
isotope enrichment factors, the extent of biodegradation,
and biodegradation rates, a systematic effect may be
introduced because the Rayleigh equation relies on the
assumption that the system is homogeneous. In this study,
the following approach was chosen to quantify this effect:
(1) Contaminant concentrations and isotope ratios were
simulated, taking into account travel time variations between
the source and an observation point. (2) The obtained data
were evaluated to estimate isotope enrichment factors, the
extent of biodegradation, and degradation rates using the
Rayleigh equation. (3) The systematic effect was evaluated
by comparing the obtained parameters with the “true”
parameters used as input parameters in the calculations or
with the true decrease in concentration derived from the
calculations. An analytical approach was used to simulate
concentrations and isotope ratios rather than a numerical
approach because it allowed a rapid evaluation of a large
number of field scenarios. The evaluated scenarios included
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various dispersive conditions, various degrees of biodegra-
dation, as well as various plume geometries. The effect of
chemical heterogeneity was evaluated by varying the deg-
radation rate as a function of travel time, although this
approach does not cover all possible effects of chemical
heterogeneity. In addition to the systematic effect, the
calculated entities are also affected by uncertainty in the
analytical data and uncertainty in the parameters used to
calculate them. For comparison, the uncertainty due to these
factors was also quantified and is denoted as random
uncertainty. Finally, the systematic effect and random
uncertainty associated with the application of the Rayleigh
equation was estimated for a number of published field
studies.
Theory and Modeling
Simulation of Concentrations and Isotope Data. Concen-
trations and isotope ratios were simulated for field scenarios
with various levels of physical heterogeneity using a
Lagrangian approach. According to this approach, the travel
time distribution is conceptualized by tagged fluid particles
traveling at different velocities along separate flow paths
(streamlines) of various tortuosity (19). Exchange of mass
between streamlines and pore-scale dispersion are not
considered. Thus, the spreading of a plume occurs mainly
from differences in velocity at the macroscopic scale rather
than at the microscopic scale (20). This representation of
physical heterogeneity corresponds to the concept of seg-
regated flow for nonideal reactors in chemical engineering
(17, 21). The Lagrangian approach has the advantage that
transport and reaction can be treated separately (19, 22).
Solute transport between the source and a control plain
located at a distance x can be characterized by a probability
density function (PDF) g(ô, x) for the travel time ô of a
conservative solute, while reactions are described by a
reaction function. The reaction function ¡(ô, t) describes the
progress of a reaction with respect to the travel time ô of a
tagged particle and the time t, which corresponds to the
elapsed time since emplacement of the source. The normal-
ized breakthrough curve of a reacting compound is obtained
by combining the travel time PDF with the reaction function
according to eq 1.
In this study, an analogous approach is used to charac-
terize transport and degradation of a compound between
the source area and a monitoring well. The monitoring well
is considered to sample a number of streamlines representing
different travel times. To reproduce breakthrough curves at
monitoring wells, the travel time PDF and the reaction
function need to be defined. The travel time PDF can be
obtained in different ways: by simulating the response of an
instantaneous tracer injection using analytical (23, 24) or
numerical models (25) or by deriving it from stochastic
properties of the hydraulic conductivity (26). In this study,
the travel time PDF was characterized by an analytical
solution to the advection-dispersion equation. This ap-
proach has the advantage that deviations from the Rayleigh-
type behavior can be rapidly assessed for a wide range of
various parameters. The proposed method can also be
incorporated with any other travel time PDF. The 2D solution
was selected for the travel time PDF because field sites are
frequently equipped with fully screened monitoring wells,
which sample the average concentrations over a certain depth
interval. Furthermore, tracer experiments are frequently
carried out with such monitoring wells; thus, the derived
dispersion coefficients represent travel time variations within
a certain depth interval of the aquifer. Finally, transverse
dispersion in the vertical direction is usually considered to
be relatively insignificant in comparison to dispersion in other
directions (27).
The travel time PDF is given as follows (23, 24):
where x is the longitudinal distance of a monitoring point
from the source, y is the lateral distance from the center of
the plume, Dx is the longitudinal dispersion coefficient, v is
the average groundwater flow velocity, w is the width of the
source, and Dy is the transverse dispersion coefficient. This
equation is obtained by the integration of the solution for a
point injection with a Dirac pulse as initial condition along
the y axes (23). Biodegradation of the organic compounds is
described by first-order degradation kinetics, and the reaction
function is given by eq 3:
where k is the first-order rate constant, and H is the Heaviside
function. In the following sections, it is assumed that t is
much larger than ô, the travel time between the source and
a monitoring well. In other words, the plumes are considered
to be stationary. Therefore, H(t-ô) corresponds to 1, and the
concentration observed at x is independent of t. It is
noteworthy to point out that the integral of eq 2 with respect
to ô is smaller than 1 because of the transverse dispersion.
Substitution of eqs 2 and 3 into eq 1 and application of
the dimensionless parameters given below yields the fol-
lowing expression:
with this:
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Where c is the dimensionless concentration, C is the 
concentration, C0 is the initial concentration, XD is the 
dimensionless distance from the source, YD is the lateral 
dimensionless distance from the center of the plume, Pe is 
the Peclet number, Rx the longitudinal dispersivity, Ry is the 
transverse dispersivity, F is the ratio between longitudinal 
and transverse dispersivities often considered to be 10 (27, 
28), xR is the distance of a sampling point from the source, 
jô is the mean travel time between the source and the sampling 
point at xR (ôj ) xR/v), G is the location of the sampling point 
along the flow direction relative to the half source width, and 
Da is the Damko¨hler number. There are different definitions 
of the Damko¨hler number (21, 29), and the one we chose
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relates the rate of advective transport to the rate of degrada-
tion. A large Da indicates that degradation is fast compared
to transport and vice-versa. The Peclet number represents
the dominance of advection over dispersion; thus, higher Pe
suggests an advection-dominant flow condition and vice
versa. According to the definition of Pe above, the dispersivity
increases with travel distance, as often observed at field sites
(28, 30-32), by holding Pe constant. G can be roughly seen
as the plume geometry with respect to the source width, and
it varies considerably (8, 33-35).
Equation 4 was numerically integrated with respect to T,
although an approximate solution exists (36) and has been
used widely in common analytical models such as BIOCHLOR
(37) and BIOSCREEN (38). The approximate solution was
used to estimate the velocity of groundwater (39), the
contaminant plume length (40), and the first-order rate
constant (41). However, this solution is prone to an increased
level of errors, especially outside of the plume centerline in
comparison to the numerically integrated solution (42).
Therefore, numerical integration is used in this study.
Numerical integration was carried out with Matlab using the
adaptive Lobatto quadrature function. Using the integrand
of eq 4, breakthrough curves (BTC) were generated to visualize
the travel time distribution of molecules arriving at the
sampling point (Figure 1). As the flow becomes dispersion
dominated (smaller Pe values), the peak of the BTC shifts to
earlier travel times. This trend is further enhanced as the
degree of biodegradation increases (larger Da values).
Equation 4 was used to calculate the concentration
decrease between the source and a monitoring point. To
obtain the isotope ratio at the monitoring point, using carbon
as an example, eq 4 was computed separately for 13C and 12C
under identical conditions, except for the Damko¨hler number.
The Damko¨hler numbers for 13C and 12C are related by the
isotope fractionation factor, R, as follows:
The expected isotope ratio at a given location divided by the
initial isotope ratio is given by the following:
This approach can be considered to represent the behavior
of organic compounds that are degraded throughout the
contaminant plume and not only at the fringes of the plume.
Evaluation of Simulated Data and Quantification of
Uncertainty. Equations 4 and 6 were used to simulate
changes in concentrations and isotope ratios, respectively,
between the source and a monitoring point for various
scenarios. The resulting data were evaluated to derive isotope
enrichment factors, the extent of biodegradation, and first-
order degradation rate constants using the Rayleigh equation
as described below. The obtained values were compared with
the true values to estimate the systematic effect associated
with the application of the Rayleigh equation. The deviation
from the true values was evaluated as a function of variable
dispersion, which reflects variable degrees of physical
heterogeneity (Pe), different ratios between plume length
and plume width (G), and different degrees of biodegradation
(Da). The dimensionless parameters were varied as follows:
(1) Pe was varied between 1 and 50, (2) G was varied between
1 and 20 based on typical values observed at field sites (see
Table S1 in the Supporting Information), and (3) Da was
varied between 1 and 10. For comparison, the random
uncertainty due to uncertainties of the analytical method
and the chosen isotope enrichment factor was also calculated
for the extent of biodegradation B and first-order rate constant
k.
Estimation of Isotope Enrichment Factors. Although it
is generally accepted that isotope enrichment factors should
be determined by laboratory experiments, it can be of interest
to estimate field-based isotope enrichment factors and to
compare them with laboratory-based values. Such a com-
parison can provide some insight into the overall contribution
of biodegradation to the observed concentration decrease.
Therefore, we evaluate the relationship between field-
estimated and laboratory-derived isotope enrichment factors.
To simulate the estimation of isotope enrichment factors
from field data, concentrations and isotope ratios were
calculated using eqs 4 and 6 for a set of 10 dimensionless
distances, XD, between 0.1 and 1 at intervals of 0.1. Unless
otherwise specified, Da was set to 3, corresponding to 95%
biodegradation between the source and the most downgra-
dient sampling point (xR). Based on the 10 data points, the
isotope enrichment factor was estimated using the Rayleigh
equation and least-squares linear regression:
where f ) C/C0. Here f is given by c(XD, YD), calculated from
eq 4. The obtained isotope enrichment factor Rayleigh was
compared to the true isotope enrichment factor true (true )
(R - 1)1000) where R is the original isotope fractionation
factor used in eq 5 for the simulation of isotope ratios.
Estimation of the Fraction Remaining or Extent of
Biodegradation. The fraction remaining, f, is given by eq 8.
Instead of the fraction remaining, the result is often
presented as a fraction biodegraded in percentages (6):
FIGURE 1. Simulated breakthrough curves: (A) without degradation; (B) with degradation at Da ) 3; and (C) with various degree of
degradation at Pe ) 10.
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In this study, f and B were calculated based on eqs 8 and 9,
with the ratio R/R0 obtained from eq 6, and they are denoted
as fRayleigh and BRayleigh, respectively. According to the Rayleigh
equation (eq 7), fRayleigh should correspond to C/C0. However,
the concentration also decreases due to hydrodynamic
dispersion; therefore, fRayleigh was compared to the fraction
remaining relative to the contaminant concentration that
would be expected if no degradation occurs (for comparison,
see Figure S1 in the Supporting Information):
where C is the concentration remaining due to the effect of
dispersion and degradation, and Cdispersion is the concentration
remaining in the absence of biodegradation. In this study,
ftrue was calculated by dividing eq 4 by an analogous equation
with Da ) 0 to simulate a nondegrading conservative tracer,
and Btrue was obtained by Btrue ) (1- ftrue)100. Again, the
calculated fRayleigh and BRayleigh values are compared to their
reference values, ftrue and Btrue, to characterize the systematic
effect.
The random uncertainty of B due to the uncertainties
associated with R, R0, and  was evaluated based on eqs 8
and 9 whereby R and R0 were assumed to have the same
uncertainty linked to the analytical method. Differentiating
eq 9 with respect to  and R, and applying the law of the
propagation of uncertainty, the following expressions are
obtained for the random uncertainty of B estimations:
where @f, @R, and @ are the standard deviations of the
corresponding parameters. For this study, the relative
uncertainty of R (@R/R), caused by measurement uncertainty,
was assumed to correspond to the typical analytical uncer-
tainty of 0.03%. The @/ were assumed to vary between 10
and 50%, corresponding to the typical range of the standard
deviations for a compound if all published values for isotope
enrichment factors are taken into account.
Estimation of First-Order Rate Constants. First-order
rate constants can be estimated from calculated isotope ratios
by combining the Rayleigh equation with the first-order rate
law to substitute f as f ) exp(- kôj) (14, 15):
Accordingly, the estimated rate constant is given by eq 13.
The true rate constant can be obtained by manipulating the
definition of the Damko¨hler number since it is a function of
k:
The systematic effect, the ratio between estimated and true
rate constant, therefore, corresponds to the following:
where R/R0 was calculated using eq 6.
As in the estimation of random uncertainties of f and B,
the random uncertainty of k due to the uncertainties of , ôj,
and R is derived from differentiating eq 13 and is given by
eq 16. Similarly as for B, the relative uncertainty of R (@R/R)
was assumed to correspond to 0.03%, and @/ was varied
between 10 and 50%. In addition, @ôj/ôj was assumed to
correspond to 20%.
Results and Discussion
Estimation of Isotope Enrichment Factors. In Figure 2, the
relationship between the isotope enrichment factor derived
from the simulated data set (Rayleigh) and the isotope
enrichment factor used to generate the data set (true) is
illustrated in the form of type curves for various Pe, Da, and
G. The estimated Rayleigh always underestimates true. As Pe
becomes larger, or the flow becomes advection-dominant,
the effect becomes smaller due to a narrower travel time
PDF (Figure 1A). Therefore, when Pe is large, as in the column
studies, the systematic effect is minimized, whereas when
Pe is smaller, as in field studies, the effect varies significantly
with the chosen dimensionless parameters. Figure 2A
demonstrates that for large Da values, corresponding to the
relatively fast degradation compared to migration, greater
deviation from true values is expected. For a large Da, the
measured isotope ratio is dominated by molecules with a
short residence time (Figure 1C) corresponding to a relatively
small shift in ä13C. Accordingly, the calculated Rayleigh is
smaller than true. The Rayleigh /true ratio is also sensitive to G
(Figure 2B). Larger G corresponds to a longer plume relative
to the source width. The longer the plume, the more the
concentrations are diminished due to transverse dispersion
in addition to biodegradation; therefore, the underestimation
of  is enhanced with increasing G. For a typical Pe of 10 and
typical ratios of plumes lengths to source widths of up to 20,
BRayleigh (%) ) (1- fRayleigh)100 (9)
ftrue )
C
Cdispersion
(10)
(@BRayleighBRayleigh )2 ) ( exp(- Da)1 - exp(-Da))2[Da2(@truetrue )2 +
2(1000true )2(@RR )2] (11)
ln( RR0) ) - true1000kRayleighâôj (12)
kRayleigh ) -
1000
true
âln( RR0)
ôj
) -
ln(fRayleigh)
ôj
(13)
ktrue )
Da
ôj
(14)
kRayleigh
ktrue
)
1000
true
ln( RR0)
Da
) -
ln(fRayleigh)
ôj
(15)
(@kRayleighkRayleigh )2 ) (@truetrue )2 + (@ôjôj )2 + 2( 1000Datrue)2(@RR )2 (16)
 Rayleigh is expected to be as much as 50% smaller than true.
The magnitude of the systematic effect associated with 
the  calculation was estimated for a published MTBE field 
study (9, 43). Because the study reported laboratory  value 
derived from microcosms with site material, the model-
predicted underestimation of  can be compared to the actual 
underestimation of  . To calculate the systematic 
effect, dimensionless parameters, Pe, G, and Da, were 
estimated based on site specific data. Pe was assumed to 
correspond to a typical value of 10. G was estimated based on 
the location of the most downgradient well for two source 
widths of 10 and 20 m because the actual source width was 
unknown. Da was estimated to be 2.4 based on the ä13C 
of the most downgradient well and the corresponding 
isotope enrich-ment factor from the laboratory study. The 
ratio Rayleigh/true was calculated as described in the 
method section except that XD values were selected 
according to the locations of the sampling wells. According 
to these calculations, the ratio Rayleigh/true amounts to 
0.55-0.59 (Table 1). This corresponds well to the ratio 
between field- and laboratory-based isotope enrichment 
factors,  field,/lab, which was 0.62. The good agreement 
between estimated and actually observed ratios suggests 
that the factors incorporated into our approach 
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(travel time distribution due to hydrodynamic dispersion)
are responsible for the underestimation of  based on field
isotope data.
Estimation of the Extent of Biodegradation. The expected
systematic effect associated with assessing the extent of
biodegradation, B, from field isotope data is illustrated in
Figure 3. As in the estimation of , isotope data led to the
underestimation of the actual B, particularly under disper-
sion-dominant flow conditions (low Pe region). The sys-
tematic effect for estimating B is smaller than for estimating
 and independent of G (Figure 3B). These observations can
be explained by the fact that dilution due to transverse
dispersion hardly affects isotope ratios, but strongly affects
concentrations.
For groundwater risk assessment, the fraction of con-
tamination remaining after a certain distance is often of key
interest, which corresponds to f (44). The calculated fRayleigh
can be up to 5 times larger than the actual ftrue for Pe ) 10
and G up to 20 (see Figure S2 in the Supporting Information).
However, a systematic effect of f by a factor of up to 5 remains
quite small compared to the concentration decrease, which
is often several orders of magnitude. The different behavior
of the systematic effect of f, compared to B, is expected
because f approaches 0 as the degree of degradation increases,
while B approaches 1. As a result, the systematic effect on
f increases with increasing Da, while the systematic effect on
B becomes small.
The degree of random uncertainty associated with
estimating B is plotted in Figure 4 as a function of Da for two
different isotope enrichment factors. Similar to the systematic
effect discussed above, the random uncertainty of B decreases
as a function of Da, as previously observed (45). For Da <
5, the uncertainty of B is slightly smaller for the smaller isotope
enrichment factor and increases with increasing uncertainty
of . For small Da, corresponding to small shifts in isotope
ratios, the random uncertainty is dominated by the uncer-
tainty on the isotope analysis (@R/R), while for larger Da, the
contribution of the uncertainty associated with the isotope
enrichment factor is dominant (Figure 4C).
For several published field sites, BRayleigh values as well as
the expected systematic effect and random uncertainty
associated with them were calculated (1, 6, 9). The first
example is the MTBE site, which was mentioned in the
previous section, the second example is a BTEX/PAH
contaminated site (1, 46-48), and the third is a landfill site
where mixed contamination was observed (6, 49). The
estimation of BRayleigh/Btrue ratio was performed for the
monitoring well furthest from the source area based on the
dimensionless parameters Pe, Da, and G (Table 2). The
random uncertainty of BRayleigh was quantified as described
in the Theory and Modeling section (eq 11) using the
parameters given in Table 2. It was assumed that @R/R
corresponds to 0.03%, and the uncertainty of  was estimated
for each compound separately based on laboratory  values
(Table 2). m/p-Xylene was not included because of the lack
of sufficient  values to calculate the standard deviation (@).
Calculated BRayleigh/Btrue ratios and @BRayleigh/BRayleigh ratios are
listed in Table 2.
The calculated BRayleigh/Btrue ratios indicate that the extent
of biodegradation was underestimated by 2-10% for the
considered sites and compounds (Table 2). The smallest
systematic effect was observed for o-xylene, which showed
the highest level of biodegradation. The random uncertainty
(@B/B) was in the same range as the systematic effect except
for benzene, which had a relative random uncertainty of
35%. The smallest random uncertainties (MTBE and o-xylene)
occurred when either the uncertainty of the isotope enrich-
FIGURE 2. Type curves for the systematic effect (expressed as ERayleigh/Etrue) associated with estimating isotope enrichment factors: (A)
assuming G ) 1 with 4 different Da values and (B) assuming Da ) 3 with 4 different G values.
TABLE 1. Systematic Effect of Isotope Enrichment Factor
Derived from Field Data Expressed as ERayleigh/ETrue and
Comparison with EField,/ELab
MTBE
field [‰] -8.1
lab [‰] (reference) -13 ( 1.1a (43)
field,/lab 0.62
Rayleigh/true 0.55 (w)10m)
0.59 (w)20m)
a 95% confidence interval as given in ref 43.
FIGURE 3. Type curves for the systematic effect (expressed as BRayleigh/Btrue) associated with estimating the extent of biodegradation:
(A) assuming G ) 1 with 4 different Da values and (B) assuming Da ) 3 with 4 different G values.
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ment factor, @/, was very small (MTBE) or Da was large
(o-xylene), resulting in a very small fraction of contaminant
remaining. The large random uncertainty of benzene was
due to the small Da and the relatively large uncertainty of
. In summary, the calculations for the field sites and the
general evaluations (Figures 3 and 4) indicate that, for Da <
3, the random uncertainty may frequently be more important
than the systematic effect for a typical Pe of 10, unless the
uncertainty of  is very small. For larger Da, both the
systematic effect and random uncertainty are expected to be
small.
Estimation of First-Order Reaction Rate Constants. The
systematic effect associated with the calculation of field-
derived first-order rate constants is illustrated in Figure 5.
FIGURE 4. Random uncertainty of extent of biodegradation (DB/B) for (A) Etrue ) 3‰ and (B) Etrue ) 10‰ and (C) contribution of the uncertainty
of E (D Etrue/Etrue) to the overall random uncertainty. DR/R held constant at 0.03%.
TABLE 2. Estimations of the Systematic Effect and Random Uncertainty Associated with the Rayleigh-Type Evaluation of Field
Isotope Data
MTBE siteb (9) BTEX/PAH site (1) landfill site (6)
MTBE benzene toluene o-xylene m/p-xylene m/p-xylene
v [m/d] 0.26 2 2 2 2 0.5
w [m] 10 & 20 120 120 120 120 270
xR [m] 23.5 105 105 105 105 47
G 4.7 & 2.4 1.8 1.8 1.8 1.8 0.35
Pe at xR 10 8.3c 8.3c 8.3c 8.3c 10
@/d 0.085 0.29 0.41 0.62
(reference) (43) (50) (51,52) (5,45)
Da at xR 2.40 0.50 2.34 5.31 2.18 3.12
BRayleigh [%] 91.1 39.5 90.4 99.5 88.7 95.6
BRayleigh/Btrue 0.9 0.97 0.94 0.98 0.94 0.95
DBRayleigh/BRayleigh 0.02 0.35 0.11 0.02
kRayleigh [d-1] 0.0027 0.0099 0.046 0.104 0.029 0.023
kRayleigh/ktrue 0.71 0.88 0.68 0.53 0.70 0.67
DkRayleigh/kRayleigh 0.22 0.50 0.47 0.66
a Values in bold are the simulation results. b The calculation was carried out for two source widths. However, only one average result is reported
because the calculation is not sensitive to the source width (Figure 3B and 5B). c Calculated based on results of tracer tests reported in ref 48. For
other sites a typical Pe of 10 was used. d Standard deviation calculated based on all values given in quoted references.
FIGURE 5. Type curves for the systematic effect (expressed as kRayleigh/ktrue) associated with estimating the first-order reaction rate
constant: (A) assuming G ) 1 with 4 different Da values and (B) assuming Da ) 3 with four different G values.
The systematic effect on kRayleigh depends significantly on 
Da, and is rather independent of G as in the case for the 
BRayleigh estimation. As Pe increases, the effect decreases, but 
at the typical flow condition of Pe ) 10, a significant systematic 
effect is involved (Figure 5A). The systematic effect on kRayleigh 
is much larger than that on BRayleigh and increases with 
increasing Da. The different behaviors in terms of expected 
systematic effect on BRayleigh and kRayleigh estimations arise from 
the fact that the kRayleigh calculation is based on fRayleigh (see 
eq 13). As discussed above, the systematic effect on fRayleigh
is larger than on BRayleigh and increases with Da. For larger 
Da, molecules with a short residence time and, hence, little 
degradation are increasingly over-represented in the sample.
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The random uncertainty associated with estimating kRayleigh
is depicted in Figure 6 in terms of a series of @ / values for
two different  values as well as the expected contribution
of @ / to the random uncertainty, @k /k. For a small Da, the
systematic effect is large and is dominated by @R /R. For a
larger Da, @k /k stabilizes to a certain value depending on @
/ and @ôj/ôj (eq 16).
For the previously mentioned field studies (1, 6, 9), the
systematic effect and random uncertainty of kRayleigh were
quantified for the most downgradient wells (Table 2). In
addition, the kRayleigh values were calculated using eq 13 where
R and R0 were calculated from the measured isotope ratios.
The systematic effect was estimated using eq 15, and the
random uncertainty was estimated using eq 16. The random
uncertainty depends on äôj/ôj as much as it does on ä /, but
äôj/ôj is difficult to estimate. In the calculation, an uncertainty
of 20% was assumed for äôj/ôj.
The kRayleigh/ktrue ratio suggests an underestimation of
kRayleigh of up to 47%. The random uncertainty on the kRayleigh
estimation is rather large, particularly for the BTEX/PAH site
and reaches up to 66%. In contrast to BRayleigh, the random
uncertainty is the largest for the compound with the largest
Da. For larger uncertainty in average travel time (ôj), the
uncertainty will be even larger.
Effect of Chemical Heterogeneity. In addition to the effect
of physical heterogeneity, the Rayleigh-type data interpreta-
tion is expected to be affected by variations of degradation
rates between and along flow paths that are sampled. While
there are a number of detailed studies about spatial variations
of redox conditions within a plume (33, 39, 53, 54), less is
known about the spatial variation of degradation rates of
organic compounds. Some studies have indicated that
degradation rates are lower in low permeability zones (33,
55). In this case, degradation rates would be related to travel
time with faster flow paths showing higher rates. To simulate
the effect of such a relationship on the systematic effect of
B, the Damko¨hler number was linearly varied as a function
of travel time with decreasing Da for increasing T. The total
amount of biodegradation between the source and a sampling
point was kept constant and corresponded to Da ) 3 (see
Figure S3 in the Supporting Information). The slope s of the
Da vs I relationship varied between -0.3 and -1.2. The
different scenarios correspond to a decrease of 10, 20, and
40%, respectively of the degradation rate if the travel time
is doubled from one T to two T. The systematic effect
decreases with increasing slope s (Table 3). As discussed
above, the systematic effect for B is due to the fact that
molecules with a short travel time, thus a small shift in ä13C,
are overrepresented in the sample. If the degradation rate is
higher for faster flow paths, this overrepresentation is
diminished, consequently the systematic effect is smaller. If
the relationship between degradation rate and travel time is
inverse, the systematic effect increases (data not shown). In
this case, the sample is dominated by molecules from fast
flow paths with hardly any degradation and hardly any shift
in ä13C. If the representative parameters for chemical
heterogeneity, such as a degradation rate, are not correlated
with travel time, the error could lead to an increase or a
decrease depending on the scenario considered, and the exact
effect from such chemical heterogeneity is difficult to
quantify.
Implication for the Application of the Rayleigh Equation
at Field Sites. Presented type curves (Figures 2, 3, and 5) for
systematic effects represent a large range of possible field
scenarios; thus, they can serve as a reference to quickly
estimate the degree of systematic effect associated with a
site of interest. As expected, the Rayleigh-based approach to
estimate the extent of biodegradation or first-order rate
constants leads to a systematic underestimation of the actual
value due to the fact that it does not accommodate the
subsurface physical heterogeneity. Hence, it can be con-
sidered to provide a conservative estimate of these entities.
As the degree of physical heterogeneity decreases (repre-
sented by advection, dominant flow regime, or high Peclet
numbers), the systematic effect decreases significantly. For
a typical Pe of 10, typical values for plume lengths (G < 20),
and degree of degradation (Da < 10), the systematic effect
on the extent of biodegradation is <5%. This indicates that
the isotope method for quantification of biodegradation is
quite robust. This conclusion is consistent with several field
studies that indicated that the predicted degree of biodeg-
radation corresponds well to the concentration decrease (1,
6). A larger systematic effect is expected for first-order rate
constants (up to 50%). However, other methods for estimation
of field degradation rates that are based on concentration
data likely yield much larger errors. For example Stenback
et al. (2004) (41) demonstrated that rates calculated based
on concentration data can vary by a factor of 3, depending
on the chosen dispersion coefficients. The estimated sys-
tematic effect may be larger for certain scenarios of chemical
heterogeneity (e.g., increasing degradation rates for increas-
ing residence time). In addition, it has to be kept in mind
that the evaluation relies on Fickian dispersion which may
FIGURE 6. Random uncertainty of the estimation of first-order rate constants (Dk/k) for (A) Etrue ) 3‰ and (B) Etrue ) 10‰ and (C) contribution
of the uncertainty of Etrue (D Etrue/Etrue) to the overall random uncertainty. DR/R held constant at 0.03%, and äôj/ôj at 20%.
TABLE 3. Effect of Simulated Chemical Heterogeneity on
BRayleigh/BTrue.a
s BRayleigh/Btrue
0 0.954
-0.3 0.954
-0.6 0.958
-1.2 0.979
a S corresponds to the rate at which Da decreases with increasing
dimensionless travel time T.
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not be exactly met at field sites. Often, the tailing of
breakthrough curves is more pronounced than expected
based on Fickian dispersion (20, 28, 30, 56, 57), accordingly
the systematic effect would be somewhat larger than
expected. However, the proposed method to estimate
systematic effect associated with the application of the
Rayleigh equation to heterogeneous field sites can be applied
for any kind of travel time PDF as long as the corresponding
breakthrough curves are given.
Acknowledgments
The project was supported by the Swiss National Science
Foundation.
Supporting Information Available
Data justifying the range of values that were considered for
G. It also provides information on the systematic effect on
the fraction remaining f and a diagram illustrating the effect
of chemical heterogeneity.
List of Symbols
R Isotope fractionation factor
Rx [L] Longitudinal dispersivity
Ry [L] Transverse dispersivity
B [%] Fraction of biodegradation
Btrue [%] True fraction of biodegradation
BRayleigh[%] Fraction of biodegradation estimated based on
isotope data using laboratory derived “true”
isotope enrichment factor
C [M/L3] Concentration
C0 [M/L3] Initial concentration
c Dimensionless concentration
Da Damko¨hler number
Dx [L2/T] Longitudinal dispersion coefficient
Dy [L2/T] Transverse dispersion coefficient
 [‰] Isotope enrichment factor
true [‰] True isotope enrichment factor derived from
laboratory experiment
Rayleigh[‰] Isotope enrichment factor estimated from field
data
f Fraction remaining
F Ratio of longitudinal to transverse dispersivities
g Travel time PDF
¡ Reaction function
G Distance of sampling point relative to source
half-width
k [T-1] First-order rate constant
ktrue [T-1] True first-order rate constant (used to simulate
data)
kRayleigh[T-1] First-order rate constant estimated based on
isotope data using laboratory derived “true”
isotope enrichment factor
Pe Peclet number
R Isotope ratio
R0 Initial isotope ratio
t [T] Elapsed time since the source emplacement
ô [T] Travel time
ôj [T] Mean travel time
T Dimensionless travel time
v [L/T] groundwater flow velocity
w [L] Width of the source
x [L] Distance from source in flow direction
XD Dimensionless distance from source
xR [L] Distance of sampling point from source
y [L] Lateral distance from center of plume
YD Dimensionless lateral distance
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