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Abstract 
Human activities significantly altered the atmosphere of planet Earth during the past 
century. Each second, tons of man-made nitrogen oxides (NOx) and volatile organic 
compounds (VOC) are emitted to the air around the globe. These species can react in the gas 
phase and form ozone and other secondary pollutants. They can also be transferred to the 
condensed phase, or may be removed by deposition at the Earth surface. The man-made 
emissions can also interact with naturally emitted gases and particles. Since the natural 
emissions are often larger than the man made ones, they are of great interest to atmospheric 
science. This thesis investigates several aspects of formation of secondary pollutants and 
removal of VOC by using numerical models and by analysing environmental measurements 
and experimental data. 
Concentrations of 9 hydrocarbon species and ozone at background station Rörvik, 
situated south of Göteborg, Sweden, measured continuously during a two-year period, were 
analysed. The statistical analysis showed groups of individual species with high internal 
correlation and also a distinct seasonal variation of some species. Variation with the origin of 
the air mass showed, that the major part of hydrocarbons and ozone at the Swedish West 
Coast is transported from central and Western Europe or from the UK. The measured 
concentrations were simulated by a Lagrangean trajectory photochemical model. The 
sensitivity analysis performed illustrated well the importance of some processes described by 
the model. 
Sea-salt is emitted in huge amounts to the atmosphere in the form of solution droplets. 
During the time the droplets stay suspended in the troposphere, they can release active 
halogen species to the troposphere. Such compounds may form atomic halogens, which can 
initialise oxidation of VOC and hence increase the oxidation capacity of the troposphere. A 
numerical model CCDSSP was developed to investigate the halogen release from the sea-salt 
particles and its effect on VOC degradation and photooxidant formation. The model includes 
a detailed description of both gas and aqueous phase chemistry with focus on the chemistry of 
chlorine and bromine. Mechanisms of halogen release and the effect on the coastal air and on 
acid deposition are discussed. The model results are compared with available measurements 
of active halogen species and of the deposited sea-salt. 
Monoterpenes are biogenic VOC, emitted in large quantities from vegetation. A 
common phenomenon observed in terpene oxidation experiments is formation of particulate 
matter. Particle size distribution and particle number concentration data from experiments 
with oxidation of four monoterpene species were analysed and equilibrium vapour pressures 
of the main condensing products were estimated. The nucleation process was parametrised, 
using the measured data. A model simulating gas-to-particle conversion was developed. 
Processes affecting the measured final particle size distributions and implications for the 
environmental modelling are discussed. 
Keyords: numerical model; data analysis; tropospheric chemistry; VOC; NMHC; halogens; Cl-atom; Br-atom; 
sea-salt; gas to particle conversion; BVOC; monoterpenes; 
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1. Introduction 
Successful investigations of atmospheric composition go back to the eighteenth cen­
tury, when the major constituents, nitrogen and oxygen were identified. Since then, many 
other components, including water vapour, carbon dioxide, and the noble gases were discov­
ered. In fact, if proper analysis techniques are applied, hundreds of trace gases may be found 
in polluted air. A number of them, though present in concentrations lower than 1 part per 
million (ppm, ^mole/mole), play an important role in processes affecting air quality, solar 
radiation at the Earth's surface, and climate. Traces conserved in glacial ice and in sediments, 
together with long term atmospheric monitoring, reveal that human activities have signifi­
cantly altered the composition of the atmosphere during the passed century. A steadily in­
creasing concentration of carbon dioxide (CO2), increasing the greenhouse effect, and the 
depletion of stratospheric ozone caused by the release of CFC-gases are examples of the 
global influence of human activities on Earth's atmosphere. Also phenomena developed on a 
limited scale, both in time and space, such as London and Los Angeles-type smogs, have 
effects of a large-scale character. Such effects are e.g. acid rain and enhanced concentrations 
of tropospheric ozone. 
Gaining knowledge about a chemical process in the atmosphere usually proceeds in 
several steps. Environmental monitoring identifies the main species involved and the avail­
able chemical and physical knowledge is applied. Laboratory experiments are often needed to 
complement the knowledge about the processes involved. A simple model involving only 
basic reactions or steady-state approximations is usually set up in order to understand all 
relations between the species and processes. The steady-state approximation is often unrealis­
tic when considering the real atmosphere, especially when regarding the major oxidising 
species, i. e. hydroxyl radicals (OH), ozone, and nitrate radicals (NO3), which closely connect 
the chemical reactions. If the role of these species needs to be described explicitly, rather 
extended chemical schemes have to be devised and the simple model becomes more compli­
cated. The results of such model calculations are still rather limited in application on meas­
ured concentrations since the description of transport is very simplified or absent. The results 
can often point out missing parts and may serve as a base for a more detailed transport model. 
Meteorology and atmospheric chemistry in general deal with the lower atmosphere, 
which extends to an altitude of approximately 50 km. Based on the vertical temperature pro­
file, two layers can be distinguished within this region. The lower part, characterised by a 
linear temperature decrease (9.7 K km1 for the dry air) is known as the troposphere. The 
word originates from the Greek tropos, turning, pointing at the important property of the 
troposphere, turbulence and mixing. The height of troposphere ranges from 18 km above the 
equator to less than 10 km above the poles. The first kilometre or so above the ground is 
called the planetary boundary layer, sometimes also the mixing layer, while the upper part of 
the region is called the free troposphere. The upper layer, extending from about 10 to 50 km 
is called the stratosphere. The temperature is low and stable up to the 20 km altitude. Then it 
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starts to increase up to 50 km, where it reaches a temperature similar to that at the Earth's 
surface. The name, originating from the Latin word stratum, layer, reflects the temperature 
stability in its lower part, discovered at the turn of the 20th century. Stratosphere, in difference 
from troposphere, is a stable layer with limited vertical transport. The work described in this 
thesis is concerned with the troposphere. 
A mathematical model, describing the real troposphere must synthesise knowledge 
from chemical kinetics, photochemistry, atmospheric physics, meteorology, and environ­
mental monitoring. A numerical model that would simulate all atmospheric processes explic­
itly and in detail is not realistic. Besides the fact that our understanding is far from complete, 
such a model would be too demanding on input data and computer capacity. Simplifications, 
generalisations, and compromises are therefore necessary. There are two principally different 
types of numerical models used in atmospheric chemistry. While the Eulerian model de­
scribes transport of chemical components on a two or three-dimensional grid with fixed 
coordinates, the Lagrangean model follows one air mass along its trajectory. Eulerian models 
are better suited to study three-dimensional transport problems, but are often demanding in 
terms of computer capacity. The advantage of Lagrangean models is the direct source-
receiver relationship and the possibility of following the chemical development of one air 
mass. 
An alteration of atmospheric composition brings about an alteration of i ts oxidising ca­
pacity, i.e. the capacity to deal with various pollutants. Ozone formation from nitrogen oxides 
(NOx) and Volatile Organic Compounds (VOC) is very closely coupled to this property of the 
atmosphere. The increase of ozone concentration in the troposphere (Bojkov, 1986, Staehelin 
and Schmid, 1991) is believed to be caused by in situ formation in the background air 
(Cratzen, 1983, Austin and Follows, 1991). The mechanism driving the ozone photochemis­
try in the lower troposphere is coupled with the NOx-cycle, oxidation of VOC, and with 
formation of other secondary pollutants. Finlayson-Pitts and Pitts (2000) describes the system 
in a general form: 
VOC + NOx + hv —> 03 + other secondary pollutants ( 1.1 ) 
A variety of VOC, emitted both naturally and from human activities, is present in the 
troposphere. They are mainly removed by oxidation, initiated by free radicals present in very 
low concentrations. A free radical is an atom or molecule with at least one unpaired electron 
that makes the species highly reactive. The lifetime of organic species in the troposphere 
range from several years for methane to less than one hour for some conjugated unsaturated 
hydrocarbons. While the long-lived species are believed to be responsible for the increase of 
ozone concentration in the free troposphere, more reactive species dominate the ozone pro­
duction in the polluted boundary layer. If a tomic halogen species are present, then the oxida­
tion rate of some VOC increases. It was peculiarities in concentration ratios for some hydro­
carbons that were transported over the ocean, that started the discussion about the importance 
of halogens in tropospheric chemistry (Finlayson-Pitts, 1993, Jobson et al., 1994). 
To increase the knowledge about formation of ozone and other photochemical oxidants, 
a large number of campaigns and also continuous measurements have been conducted and are 
in progress around the world. Concentration levels of NOx, ozone, Peroxy-Acetyl Nitrate 
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(PAN), and some VOC are nowadays reasonably well known in many regions. One of the 
major joint European projects on transport and transformation of pollutants was EUROTRAC 
(EUROpean Experiment on Transport and Transformation of Environmentally Relevant 
TRACe Constituents in the Troposphere over Europe). The sub-project TOR (Tropospheric 
Ozone Research) was focused on the distribution and trends in concentrations and on the 
transport of ozone and its precursors. Within the TOR project, a network of background 
monitoring stations covering Europe was established. One of the TOR monitoring stations 
was situated on the Swedish West Coast at Rörvik, south of Göteborg. It was established as a 
TOR station in 1989 and individual NMHC, O3, SO2, NO2, sulphate, nitrate and ammonium 
were measured at Rörvik within the TOR and EMEP-network (European Monitoring and 
Evaluation Programme). These data were used as the basic information for photo oxidant 
modelling, giving concentration levels both for initial concentrations and for model 
validation. 
About 7% of the 6000 Tg CI in the sea-salt-aerosol generated annually over the sea are 
deposited on land (Graedel and Keene, 1995). During the time the seawater droplets stay 
suspended, they may contribute to the chemistry of both the marine and continental tropo­
sphere. The most well documented process is the uptake of strong acids or their precursors 
with a subsequent release of HCl to the gas-phase. (Junge, 1957, Keene et al, 1990, Laux et 
al., 1994). Several other mechanisms have been proposed for the release of halogens 
(Finlayson-Pitts et al., 1989, Behnke et al., 1997, Laux et ai, 1994, Behnke and Zetzsch, 
1989, Mozurkewich, 1995, Vogt et al., 1996). The role of CI and Br radicals in the tropo­
spheric ozone cycle is more complex than just by initiating VOC oxidation. Both react with 
ozone, creating a catalytic X - XO cycle. In clean troposphere, the cycle is to a large extent 
closed by reactions that do not reform O3 and therefore lead to a reduction of the O3 concen­
tration (Barrie et ai, 1988, LeBras et al., 1995). 
To be able to quantify the effect of anthropogenic emissions on atmospheric composi­
tion, also natural emissions have to be considered. Intense research on Biogenic Volatile 
Organic Compounds (BVOC) has sprung from the awareness of the enormous quantities of 
such compounds that are emitted to the atmosphere (Amts and Meeks, 1981, Lamb et al., 
1987, Monson et al., 1992, Guenther et al., 1995, Simpson et al., 1999). A large fraction of 
the emitted BVOC is made up by monoterpenes (general formula C10HI0) ( Guenther et al, 
1995). Monoterpenes are very reactive with hydroxyl and nitrate radicals and also with ozone 
(Atkinson, 1997). One common feature of laboratory investigations of monoterpene oxida­
tion is the formation of particulate matter. Since particles influence important atmospheric 
processes such as light scattering and cloud formation (Andreae and Crutzen, 1997), new 
particle formation from natural sources is of great importance in describing e.g. the planet 
Earth's energy balance. 
Several aspects of atmospheric chemistry have been addressed in this thesis. In Paper I, 
background concentrations of individual hydrocarbons and of ozone, measured at Rörvik 
were analysed and the data variability interpreted in terms of photochemical and transport 
processes affecting tropospheric chemistry in the northern part of Europe. Data from the same 
monitoring station were compared with back-trajectory model simulations in Paper II and the 
effect of processes described by the model on VOC and ozone concentrations were investi-
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gated. In Paper III, the gas-phase tropospheric chemistry and the diurnal variability of chlo­
rine species were investigated. This study was done in preparation for Paper IV, where a 
model called "Coastal Chemistry and Deposition of Sea-Salt Particles" (CCDSSP) was de­
veloped. Paper V concerns the formation of particles from terpenes. Data from experiments 
performed in the large EUPHORE photochemical reactor (Hallquist et al., 1999) were ana­
lysed and vapour pressures and nucleation rates were estimated. Within this study, a model 
simulating the nucleation and gas-to-particle conversion of terpene oxidation products was 
developed in order to gain an understanding of the observed size distributions. 
4 
2. Gas phase reactions in troposphere 
The gas phase processes described in this section are fundamental for models and inter­
pretations presented in this thesis. Papers I-IV are concerned with the daytime photochemis­
try, presented in section 2.1. All papers include the nighttime chemistry with the NO3 radical 
initiated oxidation of VOC, described in section 2.2. Papers II, III and IV also utilise the 
halogen chemistry, described in section 2.3. 
2.1. Basic day-time processes 
Tropospheric chemistry is to a large extent driven by solar radiation. The major con­
stituents of the atmosphere do not become photolysed at ground level since the wavelengths 
necessary for the photodissociation were already absorbed at higher levels in the atmosphere. 
Some of the trace gases emitted at the Earth's surface, or transported from higher altitudes 
can, however, photodissociate and form radical species that may start oxidation chain reac­
tions. 
The most important oxidising species in the troposphere is the hydroxyl radical (OH). 
The main source of hydroxyl radicals is the reaction of 0('D) (excited) atoms with water 
vapour, 
Ozone is a trace gas present in the troposphere in low concentrations (tens to hundreds 
ppb, nmole/mole). Its origin is either by in situ formation from oxides of nitrogen and hydro­
carbons or by transport from the stratosphere. In a sun-irradiated troposphere containing NO2, 
but no peroxy radicals, a steady state ozone concentration would be established by reactions 
(2.3) through (2.5). 
M is any molecule that could absorb energy. During the photochemical breakdown of 
hydrocarbons, organic peroxy radicals (RCH2O2) and hydroperoxy radicals (HO2) are 
formed. The formation is initiated by the attack of e.g. OH radicals on an alkane molecule 
according to reaction (2.6). A peroxy-radical is then formed by an addition of molecular 
oxygen to the primary alkyl radical according to (2.7). These peroxy radicals compete with 
O3 for the NO to NO2 conversion via reaction (2.5) by opening reaction channels (2.8) and 
(2.10). One molecule of O3 is consumed in reaction (2.5), but there is no O3 consumption in 
03 + hv -> 0(!D) + 02 ( À < 310 nm ) 
0 ( ' D )  +  H 2 0  O H  +  O H .  
( 2 . 1 )  
( 2.2 ) 
N02 + hv N0 + 0(3P) (A, < 410 nm) 
0 ( 3 P )  +  0 2  +  M  - h >  O 3 + M  
O3 + NO —> NO2 + 02 
(2.3) 
(2.4) 
(2.5) 
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NO to NOj conversion by peroxy radicals (reactions 2.8 and 2.10). Since O3 is formed during 
the photolysis of NO2, th e net effect of (2.8) and (2.10) is to cause a net O3 production. The 
peculiar role of O3 in the atmosphere is illustrated by the fact that on the one hand O3 is 
needed to produce OH-radicals necessary to maintain the atmospheric oxidation capacity, and 
on the other hand is a result of VOC oxidation in the presence of NOx. Reaction (2.6) through 
(2.10) give an example of the first part of the photochemical breakdown of a hydrocarbon 
molecule. It can be noted that the OH-radical consumed in (2.6) is re-formed in (2.10). Typi­
cal lifetimes for reaction of the OH-radical with some VOC are presented in Table 1. Organic 
peroxy radicals formed in reaction (2.7) can also react with N02 to form organic peroxy 
nitrates (2.11). Organic peroxy nitrates undergo thermal decomposition, which is strongly 
temperature dependent (DeMore et al., 1997). Consequently, winter conditions with low 
temperatures favour the accumulation of organic peroxy nitrates. 
RCHj + on -> rch2 + h2o (2.6) 
rch2 + o2 + m -> rch2o2 + m (2.7) 
RCH2O2 + NO -> RCH2O + NO2 (2.8) 
RCH2o + O2 -» RCH0 + H02 (2.9) 
HO2 + NO -> OH + NO2 (2.10) 
RCH2O2 + NO2 < > RCH2O2NO2 (2.11) 
In the background air a smaller source of O H radicals is the photolysis of aldehydes. 
Aldehydes are stable organic species, which are emitted both from anthropogenic and natural 
sources and produced during the photochemical breakdown of hydrocarbons (reaction 2.9). 
The photolysis of fo rmaldehyde (2.12) and subsequent reactions (2.13) and (2.14) is an ex­
ample of this process. Reactions (2.13) and (2.14) are followed by reaction (2.10) and two 
OH radicals are formed. 
HCHO + hv ->• H + CHO (À<350nm) (2.12) 
H + O2 -> HO2 (2.13) 
CHO + O, -> CO + HOz (2.14) 
A peroxy-acetyl radical is formed by OH attack on acetaldehyde (2.15), followed by 02 
addition (2.16). This is the precursor for PAN, an important secondary pollutant present in 
photochemical smog, formed through (2.17). PAN and other peroxy nitrates can act as a 
reservoir for nitrogen oxides and also of OH radicals, as HO2 is formed by (2.9) and by a 
corresponding reaction sequence of the peroxy-acetyl radical when the equilibrium (2.11) or 
(2.17) shifts and the peroxy- and peroxy-acetyl nitrates decompose thermally. 
CH3CHO + OH —» CH3CO (2.15) 
CH3CO + 02 + M CH3C(0)02 + M (2.16) 
CH3C(0)02 + N02 o CH3(0)02N02 (PAN) (2.17) 
The terminating steps for the OH-carried chain are reactions with NO2, HO2 or self-
reaction between two H02 radicals (2.18 through 2.20). Both nitric acid, formed by reaction 
(2.18), and hydrogen peroxide, formed by reaction (2.19), is removed from the air by depo-
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sition. In an atmospheric environment rich in oxides of nitrogen, such as Europe, reaction 
(2.18) is the most important sink of OH radicals (Piatt et al., 1988). Reaction (2.19) and 
(2.20) may gain importance in very clean areas such as Antarctica or over remote oceans. 
Equation (2.1) implies that the rate of VOC removal through the OH cycle is strongly 
dependent on solar radiation intensity and on air humidity. The oxidising capacity of the air 
around equatorial latitudes with high humidity is therefore higher than that of the relatively 
drier air of mid latitudes. Number of measurements of OH radical concentrations is available 
for the northern mid-latitudes. The summer noon concentrations at cloud-free sky range 
between 3 and 15xl06 molec. cm"3, th e higher value being coupled with pollution episodes 
(Perner et al., 1987, Mount et al., 1997, Holland et ai, 1998). 
Oxidation of unsaturated VOC by the OH radical is fast and proceeds via addi tion to 
the double bond. Final products are often multi-functional species with hydroxyl, carbonyl 
and nitrate groups. Unsaturated hydrocarbon oxidation can also be initiated by reaction with 
ozone. Ozonolysis reaction mechanisms are quite complex and in many cases not fully under­
stood. Ozonolysis of alkenes may act as a small OH source (Finlayson-Pitts and Pitts, 2000). 
Even though rate constants for 03-initiated reactions are smaller than those of OH, the life­
times of unsaturated VOC with respect to these reactions are of the same order of magnitude 
since the ozone concentration is roughly 106 times higher than that of OH. Thus, the removal 
of unsaturated VOC species by ozone can become quite important under specific conditions 
(Finlayson-Pitts and Pitts, 2000). This is well illustrated in Table 1. 
2.2. Night-time chemistry 
Another radical that can initiate breakdown of some VOC, is the nitrate radical (NO3). 
The NO3 sou rce is the reaction of N02 with ozone (2.21). The NO3 is rapidly photolysed 
during daytime (2.22 and 2.23). Therefore, accumulation is possible only during night, when 
the main loss reactions are with NO (2.24) and with alkenes (Finlayson-Pitts and Pitts, 2000). 
Dinitrogen pentoxide (N2O5) plays an important role in the NO3 chemistry as it acts as a 
temporary reservoir of NO3 throu gh the equilibrium reaction with NO2. Equi librium (2.25) 
controls the NO3 concentration at night. The removal of N205 is an important loss process for 
NOx and, at the same time, a sink for NO3 radicals. N2O5 reacts heterogeneously with liquid 
water according to (2.26) and is subsequently washed out from the atmosphere. 
OH + NO2 HN03 
HO2 + HO2 —> H2O2 + O2 
OH + HOz H2O + O2 
(2 .18 )  
(2.19) 
( 2.20) 
N02 + O3 —> NO3 + 02 
NO3 + hv -> N02 + 0(3P) (A, < 630 nm) 
NO3 + hv —> NO + O2 
NO3 + NO NO2 + NO2 
N02 + N03 + M o N205 + M 
(2.21) 
main channel (2.22) 
(2.23) 
(2.24) 
(2.25) 
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N205 (g) + H20 (1) -> 2 HNO3 (aq) (2.26) 
Heintz et al. (1996) measured NO3 conce ntrations at a rural site in North Germany 
during a 14 months period. They found the highest NO3 concentrations in spring, reaching 
values of nearly 2.5xl09 molec. cm"3 in an episode. During summer, the peak values varied 
between 1.5 and 2.5x10s. The winter NO3 peak c oncentrations were close to the detection 
limit of 5xl07 molec. cm"3. According to Heintz et al. (1996) NO3 concentrat ions usually 
ranged between 2.5xl08 and 5xl09 molec. cm"3, the lower values being typical for clean or 
slightly polluted air and the higher values for polluted air. 
The NO3 radical starts the oxidation of unsaturated VOC by adding to one of the carbon 
atoms of a double bond. The presence of conjugated double bonds and alkyl substituents 
cause a dramatic increase in reaction rate (Nöda et al., 2000). Di- carboxylic acids have 
recently been identified as low-yield products. These acids have extremely low vapour pres­
sures and could possibly lead to the formation of condensed matter. 
The reaction between N03 and saturated VOC proceeds via H atom abstraction forming 
nitric acid (HNO3) and a peroxy radical. These reactions are quite slow, compared to those 
with OH, but occasionally they can become important during the dark periods. Lifetimes with 
respect to NO3 reaction of some C2-C5 hydrocarbons are presented in Table 1. 
2.3. Chemistry of halogen species 
Seawater contains halogens in the form of chloride (97 mole % of an ions) and bromide 
(0.3 %). Huge amounts of seawater are transferred to the atmosphere from the sea surface as 
small droplets. Even if only a small part of the halogens would be released from the droplets, 
the importance of halogen species would have to be considered. Halogens may be released 
from the droplets in the form of hydrochloric acid (HCl), molecular halogens (Cl2 or Br2), 
bromine-chloride (BrCl), hypohalogenous acids (HOC1 or HOBr), nitrosyl halides (NOC1 or 
NOBr), or nitryl halides (C1N02 or BrN02). These species may form atomic halogens either 
by reacting with OH (2.28), or by photolysis, as illustrated by reaction (2.29) through (2.32). 
In the following, X will be used to designate CI or Br. 
HX + 0H->X+H20 (2.28) 
X2 + hv 2X (2.29) 
HOX + hv X + OH (2.30) 
XNO + hv -> X + NO (2.31) 
XN02 + hv -> X + N02 (2.32) 
Atomic CI and Br can react with ozone, forming a halogen monoxide radical (reaction 2.33). 
This reaction is one part of a catalytic reaction cycle, with halogen X as a catalyst, which is 
completed by one of the reactions 2.34 through 2.36. 
X + O3 -> xo + o2 
XO + NO X + N02 
(2.33) 
(2.34) 
2 Gas phase reactions in troposphere 
XO + HOz -> HOX + O2 (2.35) 
(Followed by 2.30 gives X + OH) 
XO + OH X+HO2 (2.36) 
In contrast to CIO, BrO is easily photolysed, yielding Br and an 0(3P) atom. The tropospheric 
catalytic halogen cycles may have an ozone depleting effect, which is especially pronounced 
in a clean environment. When the photochemical system is limited by the availability of NOx, 
then reactions (2.35) and (2.36) are not producing ozone and the net result is the removal of 
one ozone molecule. When the environment is rich in NOx and limited in peroxy radicals, the 
ozone forming reaction (2.34) gains in importance and (2.36) also yields ozone when fol­
lowed by reaction with NO (2.10). The effect of the catalytic cycle on ozone concentration is 
thus reduced. The BrO photolysis also yields ozone and reduces the ozone depleting effect of 
the Br-BrO cycle. 
When NO2 is present in atmosphere, chlorine monoxide equilibrates with chlorine ni­
trate (CIONO2) and a similar equilibrium is also set-up for bromine. The X0N02 species are 
more important in winter, as their equilibria shifts towards CIONO2 a nd Br0N02 at lower 
temperatures. XN02, the photolysis of which is described by (2.32), can also be formed in the 
gas phase by reaction between atomic halogen and NO2. Th e last of the reactive halogen 
species studied in Papers III and IV is the nitrosyl chloride, C1NO, which is formed by the 
reaction of CI with NO and which is photolysed by sunlight according to (2.31). 
Chlorine attack on saturated hydrocarbons starts with an H atom abstraction and the 
formation of HCl. These reactions are fast. The reaction of bromine atoms with alkanes is 
extremely slow. The chlorine and bromine initiated degradation of unsaturated hydrocarbons 
leads to the formation of halogenated aldehydes and ketones during the reaction chain, finally 
forming, among other products, CHCIO and CHBrO (Niki et al., 1980, Lee and Rowland, 
1977, Niki et al., 1987). 
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Table 1. Lifetimes of some VOC with respe ct to the reactions with OH, N03, CI and Br radicals and with 
ozone. The figures in bold style are lifetimes in days, otherwise lifetimes in hours are given. Concentrations of 
the radical species used for the lifetime calculation are (in molec. m-3) 2.6x106 OH (Holland et al., 1998), 
2.5x108 N03 (Heintz et al., 1996), 5x103 Cl, 2x105 Br (Paper IV), 5.1x1011 03 (Paper I). 
species t (days, hr) 
OH NO3 CI Br o3 
CO 21 
methane 907 
ethane 511 41 
propane 101 2104 17 
n-butane 44 1522 12 
i-butane 327 543 17 
n-pentane 284 572 9 
i-pentane 27 365 9 
ethene 13 320 21 445 18 
acetylene 141 926 38 
parafine 134 463 
olefin 4 146 228 514 60 
a-pinene 2.0 0.2 - - 6 
ß-pinene 1.4 0.4 - - 36 
A3-carene 1.2 0.1 113 - 15 
limonene 0.6 0.1 - - 3 
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Many gases emitted at the Earth's surface are water soluble, such as SO2, NH3, some 
organic compounds, and so are some species produced in the troposphere, such as HNO3 and 
HCl. Radical species, e.g. OH, HO2, and NO3 may also dissolve into the droplet and start 
oxidation reactions. Henry's law (3.1) describes equilibrium between species A, present at a 
partial pressure pA in the gas phase, and in a concentration [A] in the aqueous phase. 
[A] = PaxHa, (3.1) 
Ha is the Henry's law constant (mol atm"1). The equilibrium equations and Henry's law con­
stants of species dissolving in the aqueous phase employed in the CCDSSP model are pre­
sented in Table 9, Paper V. 
Nitric, sulphuric, hydrochloric and hydrobromic acids (HNO3, H2S04, HCl and HBr) 
are strong acids that are highly soluble in water. The effective Henry's law constant, de­
scribing the total amount of HNO3 in both undissociated and dissociated form in the liquid, 
has the form 
H HNO, ~ H HNO, \+ K^ W ]  (3.2) 
The dissociation constant KM for HNO3 is 15.4 M at 298K and is so high, that KNI/[H+] 
» 1 and the effective Henry's law constant can be approximated by HHNO3KNI/[H+] = 
2.42xl06/[H+] and the concentration of undissociated HNO3 can be neglected. Hydrochloric 
and hydrobromic acids with dissociation constants KHci = 1.74xl06 and KHBr = lxlO9 
(Seinfeld and Pandis, 1998) can also be assumed to be fully dissociated. The first dissociation 
constant of H2S04 is 103 M, allowing the same simplification to be made. 
Many gases behave as weak acids in aqueous solution. Having a dissociation constant 
of 1CT2 mole l"1, a substantial part can stay in the undissociated form within the pH range 
typical for atmospheric particles. C02, S02, carboxylic acids, HONO and H202 are all weak 
acids. Formaldehyde undergoes hydrolysis in the solution, forming methylene glycol, 
H2C(OH)2. The hydrolysis equilibrium constant is high (2530 at 298K, Seinfeld and Pandis, 
1998) and all HCHO can be assumed to exist in the diol form. The dissolved hydroperoxy 
radicals behave also as weak acids, forming 02" and H+. 
Ammonia (NH3) is the only important base in the gas phase. When entering into a so­
lution, it behaves as a weak base and dissociates to NH4+ and OH". 
The OH radical is an important oxidising species also in the aqueous phase. In addition 
to radicals transported from the gas phase, it is produced in situ by photolysis of H202, and by 
reaction of the 02" radical with ozone. Photodissociation of N03", N02\ HN02, and oxidation 
of S(IV) by H02 are less important sources (Seinfeld and Pandis, 1998). Another important 
radical in aqueous solution is 02", which is involved in reactions with ozone, hydrogen per­
oxide and with a number of radical species, such as NO3 and SO5". The nitrate radical 
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(NO3) is highly soluble (Table 9 in Paper IV), and it is transported to the droplets from the 
gas phase. During nighttime it is an important oxidising species in aqueous phase. 
S(IV) in the aqueous phase can be oxidised by reactions with ozone and with H2O2. The 
reaction with O3 is strongly pH dependent and it dominates over the H202 oxidation pathway 
at pH above 5. In a fresh sea-salt solution, the oxidation of S(IV) by O3 is the dominant path, 
while in aged sea-salt droplets with lower pH, the oxidation by HOBr and HOC1 become 
more important (Keene et al., 1998, Paper IV). The OH radical starts an oxidation chain of 
S(IV) (3.3), (3.4) (Huie and Netta, 1987), resulting in formation of an SO3" radical in th e first 
step, followed by a propagating mechanism (3.5) through (3.8). Formation of SO3" in (3.7) 
and (3.8) are the propagating steps. The same mechanism can also be started by the NO3 
radical reaction yielding SO3" and N03". 
The reaction rate coefficients are usually expressed in s"1,1 moles"1 s"1, or l2 moles"2 s"1 
for first, second, and third order reactions, respectively. Concentration units related to the air 
volume (in cm3) are used in the model calculations in order to handle the mass-transport 
problem. An aqueous rate coefficient RCair related to the a ir volume (in (molecules"1 cm3air)to 
xs"1, wh ere ro i s the order of reaction) has to be calculated from the aqueous phase-related 
RCaq rate coefficients (in moles'™ x lr0 x s"1) according to (3.10). 
(Na is Avogadro's number, 6.022xl023 molec. cm"3). 
3.1. Chemistry of s ea-salt particles 
The average composition of seawater is given in Table 2. Chloride ions are the most 
abundant anions in seawater, making up 97% on a molar basis. 0.3% of the anions are car­
bonate and bicarbonate anions, which are the main reason for the high pH of the sea-salt 
solution. The average seawater with a salinity of 35 %o has a pH of 8.1 at 25°C (Millero and 
Sohn, 1992). 
A seawater droplet ejected into the atmosphere rapidly establishes equilibrium with the 
air humidity. The deliquescent point of NaCl is 75% RH. If the RH increases and reaches the 
deliquescent point, a dry salt particle would suddenly start to dissolve, forming a saturated 
solution. When the RH decreases from a value above the deliquescence point, the salt droplet 
often stays liquid even after passing the deliquescent point, thus becoming supersaturated. 
HSO3 +OH -> SO3 +H2O 
S032"+0H -> SO3 +OH" 
SO3 +O2 S05 
SO5 +SO5 —> 2 SO4 4- O2 
S05 +HS03" -> HS05 +S03" 
S04" + S(IV) -> SO42 +SO3" 
HSO5 +HSO3" -> 2S042" + 2H+ 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
RCair = RCaq x 1/(NA X l s x 10"3)ro (3.10) 
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Table 2. Composition of the mean seawater (from Millero and Sohn, 1992): Mi molecular weight, Nj molar 
fraction of species. 
Species Mi 
g mol"1 
Ni 
Na+ 22.99 0.8373 
Mg2+ 24.31 0.0943 
Ca2+ 40.08 0.0184 
K+ 39.10 0.0182 
Sr2+ 87.62 0.0002 
cr 35.45 0.9746 
sor 96.06 0.0504 
HCO3" 61.02 0.0033 
BR 79.90 0.0015 
cor 60.01 0.0003 
Sea-salt 62.79 1.00 
When the supersaturation is sufficient, crystallisation occurs and the water evaporates (Tang 
and Munkelwitz, 1993). Both experiments and observations show that sea-salt particles often 
stay as a supersaturated liquid down to around 40% RH (Cohen et al., 1987, Rood et al, 
1989, Tang, 1997). These facts were the reason for including calculations with a supersatu­
rated solution in Paper IV. 
Chemical and volumetric properties of concentrated solutions are affected by solute in­
teractions and activities ai, rather than concentrations, have to be used in chemical calcula­
tions. Activities are calculated by multiplying concentrations by an activity coefficient. If 
concentrations are on a molal scale m, a; equals Yi x m;, if they are on a molar scale M, a; 
equals y, x Mj. Pitzer's equations are commonly used to calculate the activity coefficients of 
strong electrolytes (Pitzer, 1991). The computer programme PHRQPITZ (Plummer et al., 
1988) encodes Pitzer's equations and an extensive database of ion-interaction parameters ßt0), 
ß(1), ß(2), and C*, and of thermodynamic properties is included in the programme. Details of 
calculations of the activity coefficients are given in Paper IV. Activity coefficients y, relevant 
for the sea-salt solution at different RH are listed in Table 10 in Paper IV. 
Halogens can be released from the sea-salt particles by several mechanisms. The al­
ready mentioned expulsion of less soluble HCl by more soluble acids AH (H2S04 and 
HNO3), as d efined by effective Henry's law constants, is the main mechanism of release of 
chlorine from the aqueous phase. 
AH(g)^A" + H+ (3.11) 
H+ + CI" HCl (g) (3.12) 
In the following, X will be used to designate CI or Br. Hydroxyl radicals equilibrate 
with X" in the sea-salt solution to form XOH" (Jayson et al., 1974, Kläning and Wolf, 1985). 
XOH ions enter into equilibrium with H+ and atomic halogens (Jayson et al., 1974, Kläning 
and Wolf, 1985). Reaction sequence (3.13) and (3.14) is an important sink of aqueous OH 
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(Mozurkewich, 1995). CI" and Br" an d the corresponding halogen atom equilibrate to form 
dihalide anions Cl2" and Br2" (reaction 2.17). Since the equilibria favour X2" in the seawater, 
X2" is more important as oxidising agent than the halogen atoms. Self-reaction (3.16) leads to 
the formation of molecular halogens (Jayson et al., 1974, Kläning and Wolf, 1985). Since X2 
may easily evaporate, equilibria (3.13), (3.14), and (3.15), followed by reaction (3.16) is a 
possible mechanism of the halogen release, though the importance of this pathway is rather 
limited. 
X' + OH o XOH" (3.13) 
XOH + H+ X + H20. (3.14) 
X" + X ^X2" (3.15) 
2X2" X2 + 2 X" (3.16) 
Br" and CI" can also be oxidised by dissolved nitrate radicals (Neta et al., 1990), form­
ing atomic halogens and NO3", and by the radical species formed in the OH-initiated sulphur 
oxidation chain (reaction 3.17 - Neta et al, 1990, reaction 3.18 for Cl - Jacob, 1986, for Br -
Mozurkewich, 1995). 
X + SO4" -» X + SO42" (3.17) 
X +HSO5" -> HOX + SO42". (3.18) 
The reversible disproportionation of molecular halogens form hypohalogenous acid 
HOX, and X" (reaction 3.19). The hydrolysis is acid-base assisted and the effect of acids AH 
present in the solution can be described by reversible reaction (2.20) (Wang and Margerum, 
1994, Beckwith et al., 1996). 
X2 + H2Q HOX + X" + H+ (3.19) 
X2 + H20 + A" <-> X + XOH + AH (3.20) 
The cross-reactions of hypohalogenous acid with halogen anions lead to the formation 
of bromide-chloride (BrCl), as described by reactions (3.21) and (3.22) (Kumar and 
Margerum, 1987, Vogt et al, 1996). BrCl is equilibrated with BrCl2", Br2Cl", and through 
Br2Cl", also with Br2 (equilibria 3.23) (Wang et al, 1994). 
HOC1 + Br" + H+ <-> BrCl + H20 (3.21) 
HOBr + CI" + H+ <-> BrCl + H20 (3.22) 
BrCl +Br Br2Cl" Br2 + CI" 
Cl" X (3.23) 
BrCl2" 
Formation of BrCl via the HOBr + CI" reaction (3.22), followed by equilibria towards 
Br2 (3.23), is part of the mechanism of autocatalytic bromine activation, proposed by (Vogt et 
al, 1996). The dissolved Cl2 reacts irreversibly with Br" in a fast rate, resulting in formation 
of BrCl2" (Wang et al, 1994). As the reaction is followed by the equilibria in (3.23), any Cl2 
formation in the aqueous phase is an efficient pathway of molecular bromine release. 
14 
3 Reactions in aqueous particles 
Dinitrogen pentoxide (N2O5), transported into the seawater droplets can either hydro­
lyse (3.24), or react with CI" (3.25) or Br" (3.26). According to Behnke et al. (1994) and 
Behnke et al. (1997), only a small part is hydrolysed to nitric acid and the reaction with CI" 
dominates even in dilute sea-salt solutions. The formation rate of BrN02 was assumed to be 
that of CINO2, scaled by the [Br"]/[C1] ratio. 
N2O5 + H2O 2H+ + 2NO3" (3.24) 
N2O5 + CI" -> CINO2 + NO3" (3.25) 
N2O5 + Br —> Br NC)- + NO3 (3.26) 
Chlorine and bromine nitrates, formed in the gas-phase from NO2 and CIO or BrO, can dis­
solve into the particles and hydrolyse. 
XONO2 + H2O -4 H0X + N03" + H+ (3.27) 
The reactive uptake of XONO2 on solid particles can also lead to the reaction with halogen 
anion X" (F inlayson-Pitts et al., 1989), resulting in formation of X2. It has been speculated 
that the same mechanism is possible in the liquid phase (Sander and Crutzen, 1996). 
X0N02(g) + X (aq) —> X2 + NO3 (3.28) 
The rate constants of reactions described in this chapter can be found in Table 11 in 
Paper IV. 
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4. Photolysis rates 
The energy E, carried by a photon is given by relation 4.1. 
E=hv=ch/À (4.1) 
h is Planck's constant, c is the speed of light, while v and X  is the frequency and wavelength 
of the radiation, respectively. 
A molecule may absorb a photon only if a process requiring exactly the energy of the 
photon can take place. Processes of interest for atmospheric chemistry involve an electronic 
transition combined with vibrational and rotational transitions. The energy needed often cor­
responds to light in the UV and visible regions. An excited molecule may undergo chemical 
change, or lose energy by radiative and non-radiative processes. The chemical processes 
could e.g. be molecular rearrangement or dissociation. The fraction of absorbed photons 
leading to a certain process is known as the primary quantum yield $ for that process. 
Absorption by N2, 02 and O3 in the upper atmosphere removes short wavelength sunlight and 
no light with a wavelength shorter that 290 nm needs to be taken into account at the Earth's 
surface. 
Beer's law (4.2) describes the absorption of monochromatic radiation by a weakly ab­
sorbing medium. 
I = I0exp(-aABS>,cl) (4.2) 
I0 is the intensity of the incident radiation, I is the intensity of light after travelling a distance 1 
through the medium, c is the concentration of the absorbing molecule and GABS,I is the ab­
sorption cross section, a quantity that is a function of X and that is unique for each compound 
i .  
Photolysis is of particular interest in atmospheric chemistry since it is often a source of 
free radicals. The photolysis rate of compound A may be described by a first order rate equa­
tion. 
dcA/dt = J cA (4.3) 
The photolysis rate constant J is a function of photolysis quantum yield, absorption cross 
section and light intensity and may be derived from Beer's law giving expression (4.4). 
J ,  =  j oA B S J ( Å , T ) ^ ( Å , T ) I ( Å ) d Å ^ J j u A B S J ( Å j , T ^ i ( Å J , T ) I ( Å J ) A Å j  .  (4.4) 
A, i 
T is temperature and j  denotes an average over a wavelength interval Aj with a centre wave­
length Àj. Absorption cross sections (JABS,I and quantum yields for photolysis <j>i of common 
atmospheric trace gases can be found in e.g. Atkinson et al. (1997) and DeMore et al. (1997). 
The photolysis quantum yield and absorption cross section are dependent on temperature and 
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wavelength while the light intensity is a function of solar zenith angle 0. The actinic fluxes, 
calculated by a multiple-layer model of atmospheric extinction of solar radiation have been 
published (e.g. Demerjian et al., 1980, Madronich, 1987). The calculations account for the 
path-length of light through atmosphere, absorption by gases and aerosols, and for the back 
scattering by aerosols and molecules. 
The solar zenith angle 0 dependent photolytic rate coefficients can be expressed in a 
functional form convenient for model calculations. 
J; = A, x exp(-Bj/cos0), (4.5) 
A; and Bj are parameters obtained by fitting the exponential function Ji to l/cos0. The actinic 
flux data of Demerjian et al. (1980) were used to calculate J;(0) in the calculations presented 
in this thesis. 
The actinic flux in the liquid aerosol particles differs from that in the gas phase mainly 
due to the light scattering at the particle surface. This problem was addressed in a study by 
Ruggaber et al. (1997) who found, that the actinic flux in particles in the transition and con­
tinuum size regimes is enhanced approximately by a factor of 2 over the entire wavelength 
interval relevant for troposphere. This value was used in the calculations in Paper IV. The 
mean daytime values of the photolysis rate constants in the gas and aqueous phase, calculated 
for 57° N latitude, 21 August, are listed in Table 7 and 12 of Paper IV. 
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5.1. Exchange of m ass at the gas-particle interface 
Liquid particles may serve as a sink, source, or a reservoir of the active species. 
Raoult's law (5.1) describes the gas phase concentration cj of compound i over a solution, 
where i is present at a molar fraction Xj, when the saturation concentration above pure i is Cio 
and the activity coefficient of i in the mixture is y;. As x, approaches 0, yj approaches 1. 
Cieq = Xi Yi C io (5.1) 
The equilibrium vapour pressure is preferably expressed by the Henry's law (3.1). The 
saturation concentration above the solution Cieq is related to the aqueous concentration C;a 
(related to the air volume) through (5.2), derived from (3.1). 
~.
e<! -
x,y,/(HiRT) = ciayi/(HIRTL), (5.2) 
L is the dimensionless liquid solution content. The equilibrium vapour concentration cyeq over 
very small particles with diameter Dpj is affected by the Kelvin effect, 
; cf x exp 
kTDp 
(5.3) 
In (5.3) Vmoi = mw/(pNA) is the molecular volume, p is the density, NA is Avogadro's number, 
mw is the molar weight, o; is the surface tension of species i, k is Boltzmann's constant, and T 
(K) is the temperature. 
The net flux dciCj/dt between the gas and condensed phase of species i in particle size 
interval j with diameter Dpj can be described by equation (5.4), which applies in all particle 
size regimes (Seinfeld, 1986). 
dc i r i  
- ^ L  = kl ] (c i - c : / )  =  nJ 2nD p ] D e i ß(Kn ) (c l  - c * ) ,  ( 5 . 4 )  
ky i s the transfer coefficient, nj i s number of particles in size interval j ,  and Dg; is the gas 
phase diffusivity of i. Details of calculations of Dgi are given in Paper IV and V. ß(Kn) is an 
interpolation expression for the transition regime derived by the Fuchs' flux matching 
method. Kn =2/./Dpl is the Knudsen number. 
ß(Kr i )  -  — 1— , (5.5) 
1H (1  +  m w  /m w  a ir  ) {Kn  +  Kn 2 ) x l /a  
8 
mw and mw,air are molecular weights of the condensing species and of air, respectively, and 
the dimensionless accommodation coefficient a expresses the fraction of molecules that pass 
the gas-liquid boundary. The transfer coefficient expressed by equation (5.4) is employed in 
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calculations of the mass transport in Paper V. Schwartz (1986) developed a formula describ­
ing the transport between the gas phase and the aqueous droplets, which is widely used in 
atmospheric models, including the CCDSSP model. The transfer coefficient ktj has the form 
ktJ - L x 
f )r :  
3D,, 
4 Dp 
3 ca 
v1 
(5.6) 
The first part of the expression inside the brackets of equation (5.6) comes from the gas phase 
diffusion and the second part from the interfacial transport. Gases that do not dissolve well in 
the liquid often have a values below 0.01 and those which do dissolve well have a between 
0.01 and 1. In the latter case the gas-phase diffusion term Dpj2/3Dg of equation (5.6) domi­
nates over the 4Dpj/3ca, the rate is diffusion limited and the process shows very little sensi­
tivity to the a value (Lelieveld and Crutzen, 1991). 
When a secondary product with low vapour pressure is formed by a reaction and its 
condensation rate is low, e.g. if few or no aerosol particles are present or if Cjo is very low, the 
gas phase concentration will increase with increasing supersaturation S = c;/ci0 as a result. 
The gas-to-particle conversion may then take place via homogenous nucleation. The nuclea-
tion rate dn(nucl>/dt (molec. unit volume"1 s"1) can be calculated by the classical nucleation the­
ory according to (5.7) (Oxtoby, 1992). The critical diameter of the nucleating particles, Dp(crit) 
defines the size of new particles formed according to (5.8). 
dnmd 
dt 
2 QNa 
7imw 
V m o l ( c ? ) 2 S x e x  p 
DP (cri,) = 4V™Z 
a 
k T X n S  
' < T V( 1 > 2 \ 
kT J In S 
\ / / 
(5.7) 
(5.8) 
5.2. Limitation of reaction rates by aqueous phase diffusion 
The lifetime of OH and some other rapidly reacting species in the liquid is of the same 
order of magnitude or shorter than the characteristic time of diffusion in the aqueous phase 
(Lelieveld and Crutzen, 1991), which implies that the reaction rate of OH is limited by mass 
transport. The average concentration of OH in a droplet is related to the surface concentration 
through 
Q = \OIT\I\OH\DP =3 coth q 1 
q q2 
(5.9) 
(Schwartz 1986), where \OH | is the bulk concentration and \OH\Dp is the concentration at 
the particle surface, q is a dimensionless diffuso-reactive parameter given by 
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q = DpX 
kV 
D„ 
(5.10) 
k(1) is the first order reaction rate constant of OH and Da is the aqueous phase diffusion con­
stant of OH, a typical value of which is 2.0x105 cmV1 (Lelieveld and Crutzen, 1991). Q in 
Equation (5.9) applies only to the part of OH that is transported to the droplet and not to the 
part, that is formed in the particle, i.e. by H2O2 p hotolysis. OH reaction rates in aqueous 
phase are then corrected for the aqueous diffusion limitation by a factor Q'=lxOHjS/OHtot + 
QxOHtr/OHtot, where OHs and OHtl are the OH radicals formed in situ in the solution and 
transported into the solution, respectively and OHto, = OHiS+OHtr. 
5.3. Fluxes and concentrations of sea-salt  particles 
Solar energy, wind, and gravitational forces drive mass exchange between the sea and 
air. The flux of seawater particles to the atmosphere and their return back to the ocean deter­
mine the concentration and size distribution of the sea-salt aerosol. Seawater is ejected into 
the atmosphere by bursting bubbles, which produces two types of particles. Each bursting 
bubble gives 1-10 jet droplets with a diameter of around 10-20 ^m, and many small film 
particles with diameters ranging from less than l|im to about 5(^m. Large particles with 
diameters of several hundreds of |J,m and up to centimetre size are created by tearing of water 
from the wave whitecaps (Blanchard and Woodcock, 1980). Large particles have high set­
tling velocity and exist only seconds before they fall back to the sea. Only small particles can 
be transported to higher altitudes by turbulence and convection. 
An increasing wind velocity affects several processes in the sea-salt aerosol production. 
Breaking waves mix more bubbles into the water and also more spume droplets are torn from 
the wave whitecaps. Therefore, more particles are produced at higher wind-speed, especially 
at the large size side of the particle-size distribution spectrum. At the same time, wind can 
drift larger particles to higher altitudes. It follows, that concentration and particle size distri­
bution of the sea-salt particles in the marine troposphere varies strongly with wind speed and 
altitude (Woodcock, 1953, Junge, 1957, Lovett, 1978). Close to the sea surface, at wind 
speeds around 10 m/s, the sea salt concentrations are typically 10 - 20 Hg/m3. For wind-
speeds of 15 m/s Lovett (1978) gives a range of values from 40 to 74 |o,g/m3 (altitude 5-15 m). 
Generally, the sea-salt concentrations in the marine boundary layer decrease with increasing 
altitude and the vertical gradient decreases with decreasing wind speed (Blanchard and 
Woodcock, 1980). 
Kim et a l., (1990) measured sea-salt particle size distributions off the US East Coast 
and at the Bermudas and fitted them to a log normal aerosol size distribution, as described in 
Paper IV. These distributions, measured at wind-speeds of 4 and 10 m s"1, were used for the 
sea-salt aerosol simulations in Paper IV. 
The sea-salt concentrations in surf regions are substantially higher than those measured 
above the free ocean. Relation (5.13) between sea-salt concentration Sc (in |Xg/m3) and wind 
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speed u (in m/s) has been deri ved from measurements at the Cumbrian coast by McKay et al. 
(1994): 
ln(Sc) = 0.23u + 3.05 (5.13) 
In the model calculations in Paper IV, the total aerosol volume was reduced by 1/3 in 
order to account for the fact that the data were collected close to the bottom of the boundary 
layer while the calculations concern the entire boundary layer. Figure 1 compares the dry 
aerosol size distributions at 4 and 10 m/s 
wind-speeds over the free ocean and at the 
coast. Parameters of the marine and tidal 
aerosol size distributions can be found in 
Table 1 in Paper IV. 
Figure 1. The particle size distributions of the dry 
sea-salt aerosol at two different windspeeds, 4 and 
10 m s"1, used in the CCDSSP model (Paper IV). 
5.4. Deposition 
Deposition is the ultimate removal process of g ases and particles from the atmosphere. 
It may take place either by interaction with surfaces on ground, as a dry deposition, or by 
washout by precipitation, as a wet deposition. The wet deposition was not studied in this 
work and thus, in the following, the dry deposition is meant when the term "deposition" is 
used. The flux of depositing species i (i is a gas or a particle), depends on the concentration q 
and can be described by Equation (5.14). 
F; = Cj x vdj (5.14) 
Vdi is t he dry deposition velocity. As concentrations usually have a gradient above the 
surface, the dry deposition velocity is height dependent. The deposition is generally con­
trolled by three processes. Firstly, transport of the species from atmosphere to the very thin 
surface layer, called the interfacial or quasi-laminar sub-layer, is driven by turbulent motion 
of the air, and, in the case of larger particles, also by sedimentation. Secondly, transport 
through the interfacial layer to the surface is driven by molecular (gases) or Brownian (small 
particles) motion with a contribution of sedimentation (large particles). Thirdly, uptake of 
species at the surface depends both on the character of the surface, and on properties of the 
deposited material. Gases can be absorbed reversibly or irreversibly and some gases, as e.g. 
ozone, can also be taken up by vegetation through the stomata. Particles can adhere on the 
surface. Each of the three processes contributes to the deposition velocity. A common way of 
surf  zone,  10 m/s 
free ocean,  10 m/s 
surf  zone,  4 m/s 
free ocean,  4 m/s 
Dp (um) 
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describing the deposition process is using an analogy with electric resistance R, defining R= 
vd"' and l/vd= RT = RSL + RIL + RC, where subscripts T, SL, IL, and 
Table 3 Dry deposition velocities of gaseous 
species used in the model (partly from Sander 
and Crutzen, (1996), partly estimates). The lower 
ozone deposition value (*) applies during the 
nighttime. 
Species vd land vd sea surface 
m/s m/s 
HNO3 200 50 
N2O5 200 50 
so3 200 100 
NO3 100 50 
H2O2 100 50 
HCHO 100 50 
HCOJH 100 50 
so2 100 50 
NO2 60 10 
o3 
O
 
O
 4 
OH 100 100 
HO2 100 100 
X02 50 50 
CH3O2H 50 50 
NH3 30 30 
HOC1 20 20 
HOBr 20 20 
HCl 100 50 
HBr 100 50 
org. nitrates 20 10 
1.E+00 -E 
l .E-01 
I .E-02 
l .E-03 -k  
l .E-04 
l .E-05 -?  
l .E-06 
0.001 0.01 0.1  10 100 1000 
r (u rn) 
1.E+00 
l.E-01 
l.E-02 
l.E-03 
l.E-04 
l.E-05 -t 
l.E-06 
1000 
Figure 2 Size dependent deposition velocities of the 
sea-salt particles a) on canopy surface, calculated by 
equation XI and X in Paper V after Giorgi, (1986) 
and b) on sea-surface, calculated by equation VII and 
VIII in Paper V after Slinn and Slinn, (1980). The 
relative humidity in the surface layer is 80%. 
C stands for the total, surface sub-layer, interface sub-layer, and canopy resistances, respec­
tively. Since these resistances are serial, the largest resistance will limit the total deposition. 
Models used in Paper II, III and IV distinguish between deposition velocities on water and on 
land. The deposition velocities of gaseous species are presented in Table 3. The size-
dependent particle deposition velocities are shown in Figure 2.Details of the 2-layer deposi­
tion model used in Paper IV can be found in the Paper. 
The change of concentration q within the planetary boundary layer of thickness HmjX due to 
the deposition can be described by equation (5.15). 
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dcj/dt — Vdl x Cj/Hnùx- (5.15) 
Experimental studies of the air pollution problems are often performed in experimental 
reactors of various shapes, sizes, and materials. Deposition on reactor walls is then a common 
problem, which needs to be addressed especially when particles are concerned. The total 
deposition rate (s4) can be computed from the local deposition flux and the internal surface 
of the chamber. The deposition coefficient ßdep (s"1) defined for particle deposition in a 
spherical reactor of radius R is given by Crump and Seinfeld (1981). 
6 7TV 
2  J k D  AR 13 
(5.16) 
ke is the turbulent diffusivity coefficient, D is the Brownian diffusivity of the particle, and Df 
is the Debye function, defined by Crump and Seinfeld (1981). The second term in (5.16) re­
sults from the gravitational settling of particles while the first term comes from the diffusion. 
As indicated by equation (5.16), the deposition coefficient ßdep is size-dependent. The great­
est problem in estimation of the deposition coefficient is the magnitude of the turbulent diffu­
sivity coefficient kc. One experimental possibility is filling the reactor with aerosol particles 
and fitting the measured concentration time series to calculations, involving particle deposi­
tion and coagulation. Figure 3 shows the particle size-dependent deposition coefficient ß cal­
culated for the reactor chamber described in Paper V, using different kg's. 
.E-01 
.E-02 120 
.E-03 
.E-04 
0.0: 
.E-05 
.E-06 
100 0.1 1 10 0.001 0.01 
Dp ((im) 
Figure 3 Deposition coefficients ßdep for the reactor described in Paper V, calculated for diffusivity coefficients 
ke given by the figures next to the lines. 
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6.1. Analysis of measured concentrations 
The basic descriptive statistical analysis of m easurements is the first step in processing 
of a data set. If the frequency distribution is skewed, a logarithmic transformation of the data 
must precede further calculations. Ambient concentrations often exhibit a strong seasonal 
trend and the descriptive statistic has to be performed either on stratified data, or the data 
have to be filtered by a seasonality function prior to the analysis. An example of the first 
method is given in Paper I, where the concentration data are analysed on a monthly basis, 
giving each month the same weight in further calculations. 
Analysis of variance of the data helps to recognise significant processes affecting the 
concentrations. A multivariate analysis of variance (MANOVA), used in Paper I, separated 
individual sources of variability in the data set. If t wo factors, i and j, having n and m levels, 
respectively, affect concentrations, then nxm factor levels can be defined in the data set. E.g. 
if i is the effect of the season and j is the effect of the origin of the air mass, and if we define 
factor levels n = 12 (months) and m = 4 (N, E, S, W), then the total number of factor levels is 
48. A linear additive statistical model was applied to the data, i.e. the mean of each factor 
level was calculated according to equation (6.1) (Netter et al., 1990). 
(j-ij = Hg + (Xi + ßj + aßy (6.1) 
Hg is the overall mean, 0Ci is the mean effect of the ;th factor, ßj is the mean effect of the /h 
factor and aßij is the mean for interaction between the ih and /h factor. The meaning of 
"interaction" can be explained by the previously used example: aßij is statistically significant 
when the mean effect of transport sector j varies throughout the year and is equal to the dif­
ference between ßj and the mean effect of transport sector j in month i. An important pre­
sumption in using this kind of analysis is having a reasonable theory which would be either 
verified of rejected by the analysis. Seasonal, diurnal and spatial variability was investigated 
on 9 VOC species and ozone in Paper I. The seasonal variability was studied by dividing year 
to months. The diurnal variability was studied for 6 points during the day, according to the 
measuring schedule at Rörvik. For studying spatial variability, 96-hour back-trajectories were 
calculated for each measurement of the two years period. The trajectories were calculated 
using winds at the 925-mb level from the numerical weather prediction model at the Norwe­
gian Meteorological Institute. 
An example of the data interpretation is presented in Paper I, where the drop in con­
centrations of individual hydrocarbons in spring was calculated as if i t was caused solely by 
increase of the OH concentration. Comparison of calculations with measurements may give 
an indication whether this is the case or not. Laboratory data are, in contrast to ambient 
measurements, the result of reasonably well-controlled processes. The data interpretation is 
therefore much more straightforward and even if many parameters are unknown, indirect 
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estimates are often possible. In Paper V, apparent vapour pressures of condensing species 
were estimated from series of experiments with different amounts of produced condensable 
matter. These estimates were derived directly from Raoult's law and from the gas-to-particle 
partition equations presented in the Paper. During the same experiments, measurements of the 
development of total particle concentration gave information about the rate of nucleation of 
the new particles in the system. The nucleation rate is a function of supersaturation, and 
hence of the equilibrium vapour pressure, of the nucleating species (Equation 5.7). However, 
several other physical properties, such as surface tension and molecular weight are also to a 
great extent affecting the nucleation rate. Since not only the properties, but also the identity 
of the condensing matter itself was unknown, the nucleation function was used only as a way 
of parametrising the nucleation rather than a true physical description of the process. 
6.2. Numerical models 
The models developed and described in this work are in general of Lagrangean type, 
i.e. models, where an air parcel follows a trajectory above the Earth surface and the boundary 
conditions are defined along this trajectory. The particle formation model described in Paper 
V is a box model, which can be understood as the simplest case of the Lagrangean model, 
where both emissions and deposition are zero. The mixing ratio c,- of gaseous species i in an 
air parcel containing aerosol particles with particle diameters divided into size categories j 
can be described by 
~ = 
p
s S, +^-~-l[Kj(ci-cZ)]-nnudN(<ril) . (6.2) 
Pg and Sg are the gas phase chemical production and loss terms respectively, Qg and D„ are 
the emission and deposition fluxes and h is the height of the tropospheric boundary layer. The 
last two terms in (6.2) applies only when particulate matter is present. The interfacial transfer 
coefficient kt>j can have different forms (Equations 5.4 to 5.6). c""j is the equilibrium gas 
phase mixing ratio of component i above the liquid particle. If the Kelvin effect (Equation 
5.3) is neglected, c'j equals c"q according to Henry's or Raolut's law (Equations 5.1, 5.2). 
The nucleation term was used only in the secondary aerosol formation model (Paper V) and 
N(crit)=7c/6 Dpcri t3 Vmof' is the number of molecules in the critical cluster at homogenous 
nucleation (Equations 5.7, 5.8). In the last model mentioned, emission and deposition terms 
Qg and Dg were zero and simulations were initiated with concentrations of reacting gaseous 
species. Concentration in the bulk condensed phase ci>a i s described by 
dC^  = Pa-Sa + - ^  + S *«, (c, - cZ ) + nnudNlau) . (6.3) 
P„ and Sa  are the aqueous phase chemical production and loss terms, respectively, QL and DL 
are emission and deposition fluxes of the aerosol solution and x;,s a nd x, are molar fractions of 
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species i  in newly injected and reacted particle solution, respectively. In the secondary aero­
sol particle formation model, the continuity equation for the condensed phase is particle size-
resolved and the coagulation process is included. This brings about a problem, since both 
number and mass of the aerosol particles changes due to these two processes. Particle size 
resolved equations and a solution to this problem are described in detail in Paper V. The 
CCDSSP model is quasi-size dependent, which means that the air-particle exchange and 
deposition are particle size-resolved, while the chemical reactions are treated for the bulk so­
lution. 
The mass conservation equations for species i  (6.2) and (6.3) can be rewritten in a form 
common for both gas and condensed phases with all sources gathered in the term Qi,tot and all 
sinks in the term Si,totC'i (c' i is concentration in gas or aqueous phase). 
d^ 7 = QiJo,-Si,mc'Å 0- (6.4) 
at 
Both terms on the right hand side of (6.4) depend on concentration of other species, which 
results in a system of ordinary differential equations. The system is most often so complex, 
that an analytical solution is not possible and numerical solutions are necessary. A common 
problem found in atmospheric chemistry calculations is that the system described by Equa­
tion 6.4 is stiff, i.e. value of c, changes only slowly, while the sink and source terms are large 
and almost cancel each other. The ratio between Si,tot a nd relative rate of the change of Cj, 
(l/ci)dcj/dt, is called the degree of stiffness. Choice of a time-step resulting in a small, but not 
too small (l/ci)dcj/dt, giving a stiffness ratio (Si)totAt)max lower than a defined value, is one 
method of solving this problem. Gear's method is such an algorithm suitable for solving stiff 
equation systems described by (6.4) (Curtis and Sweetenham, 1987). In models described in 
Paper II and IV, the FACSIMILE program, employing Gear's method (AEA, 1994), was 
used to solve the equations. 
Equation 6.4 can also be solved by evaluating the ratio between the time-step At and the 
natural lifetime of species i, Xj, defi ned as l/S^t- If At « Xj, Equa tion 6.4 can be solved by 
Euler's formula: 
Ci(t0+At) — Ci(to)+ (Qi,tot ~ '^l.tot c,(t0))xAt, (6.5) 
While for At » X;_ C; tends to attain a steady-state concentration and Cj(to+At) = 
Qi,tot(to+At)/Si,tot(to+At). For time-steps similar to the lifetime, under an assumption of con­
stant sink and source rates during the time-step, an analytical solution of Equation 6.4 can be 
used. 
, a ^ 2.' a(to + A t) = — ^ Q'  c,(to) 
S i,tot 
exp(-S i l o lAt) (6.6) 
(Hesstvedt et al. ,  1978). Euler's formula (6.5) in combination with small enough time-steps 
was used for solution of the mass conservation equations in the secondary particle formation 
model (Paper V). 
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7.Results and discussion 
7.1.  Concentrations of NMHC and ozone 
A detail account of the work referred to in this section is given in Papers I and II. Data 
from the Rörvik background monitoring station for the period between February 1989 and 
October 1990 were analysed and used for comparison with model calculations. Hydrocarbon 
concentrations were sampled 6 times a day during a 20 minutes period every fourth hour, 
using an automatic gas chromatographic system (Mowrer and Lindskog, 1991). Concentra­
tions of 9 hydrocarbon species (ethane, propane, isobutane, n-butane, isopentane, n-penane, 
ethene, propene, and acetylene) were evaluated. Ozone data were measured continuously 
during this period. 
The basic descriptive statistics applied to the data shows considerable differences be­
tween the hydrocarbon species. The frequency distributions of ethane and propane concen­
trations have a pronounced bimodal shape, the mode with the lower and the higher mean 
corresponding to concentrations in summer and winter seasons, respectively. The frequency 
distribution of acetylene shows a similar phenomenon, but as means of the two modes are 
closer, the data are more overlapping (Figure 1, Paper I). Other species have skewed lognor-
mal distributions. The data time series presented in Paper I show, that the generally very 
scattered concentrations are low during summer and high during winter, as can be expected 
from the known photochemical processes involved in oxidation of NMHC. The correlation 
matrix indicates a rather high correlation between all measured NMHC species with a lower 
negative correlation to ozone concentration. Among the NMHC species, three groups with a 
higher internal correlation can be found. Ethane and propane, having the highest correlation, 
followed by butanes correlated with pentanes, and ethene with propene. Acetylene did not 
correlate very well with the other compounds. Seasonal, diurnal and spatial variances were 
studied for the four NMHC categories and for ozone. Variations both over seasons, origin of 
the air masses, and over the day were found to be statistically significant. Interactions be­
tween variation with seasons and with origin of the air masses were significant in the hydro­
carbon data, while in ozone data all interactions were significant on the 5% level. 
The seasonal variation of ozone concentration exhibits a minimum in winter and, after a 
rapid increase in concentration during the early spring, a broad maximum in the late spring 
and summer. Most NMHC species are negatively correlated to ozone. Their concentrations 
reach a minimum in summer and a maximum during winter months. At some other monitor­
ing stations, a smaller summer maximum in the concentration of some hydrocarbons, such as 
ethene and propene, was observed. This was explained by biogenic emissions and their sea­
sonal variation (Hov el al., 1992). Different processes may contribute to the seasonal 
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variation. The VOC are lost through chemical reactions, initiated by important oxidising 
species, such as OH, O3 or NO3, and concentrations of these species change throughout the 
year due to the seasonal variation in solar radiation intensity and concentrations of the precur­
sors to these species. Some sources of VOC, both biogenic and manmade, have a seasonal 
variation. Also the large scale mixing can contribute to the seasonal variability e.g. by bring­
ing the air from more southern latitudes to the North, where the air-masses, exposed to low 
photochemical activity, were rather isolated during the winter and could accumulated pollut­
ants. As the chemical processes are concerned, the seasonal variation of species reacting at 
faster rate with OH is expected to be larger than that of long-lived species. As a result, the 
NMHC profile (i.e. the relative contribution of individual species to the total NMHC concen­
tration) should have larger contribution from short-lived species in winter than in summer. 
Theoretically, if two species with different reactivities are emitted at constant rates Qj 
and are oxidised by the OH radicals, present at a constant concentration, the ratio between the 
two species can be derived from equation (6.6). When the reaction time is long enough, the 
exponential term in (6.6) approaches zero and the ratio between species 1 and 2 approaches 
Qi/Q2xk2/ki (kj is the rate constant of the reaction between species i and OH), and becomes 
independent of the OH concentration. This is, however, seldom the case for the NMHC con­
centrations measured at Rörvik. Most often, a case where the NMHC are transported from 
polluted areas over the ocean, or other areas with little or no emissions, and undergo an expo­
nential decay, may be expected. Calculations of the fast spring decay in concentrations of 
ethane and propane, employing a modified version of (6.6) (Paper I, p. 2396) showed, that the 
change in ratio between these two species can not be explained solely by the photochemistry 
and an influence of the hemispheric mixing was suggested. 
The measurements were analysed with respect to the origin of the air mass as described 
in detail in Paper I. Large differences in composition were found between air masses of dif­
ferent origin. The highest concentrations were arriving from Central and Eastern Europe and 
the lowest from the northeast and from the west. The air masses arriving from westerly direc­
tions were highest in ozone concentrations, indicating an influence of aged polluted air 
masses transported from the UK to Sweden across the North Sea, where deposition rate of 
ozone was low. Concentrations of individual NMHC species in the air of different origin is 
shown for the four seasons in Figure 4 together with frequencies of the air mass origin and 
with concentrations of ozone. 
The measurements show a statistically significant diurnal variability of all NMHC spe­
cies. This variability is, however, much less pronounced than that caused by season and by 
origin and there are no statistically significant interactions. The highest values were measured 
in the afternoon and the least pronounced maximum was that of ethane, the least reactive 
species. It was not possible to point out one process as a main reason of the diurnal variability. 
Different processes, which could cause this diurnal pattern, are discussed in Paper I. 
The concentrations measured at Rörvik at the beginning of a spring episode with en­
hanced concentrations of NMHC, ozone and PAN were compared to model calculations in 
Paper II. The model was a Lagrangean trajectory model, involving only gas phase chemistry, 
with a detailed reaction scheme for oxidation of hydrocarbons. The model was described in 
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Figure 4 Mean seasonal concentrations of some NMHC species (a. b, c, d, ethane I—J, acetylene 
n-butane BB, ethene ), ozone (e) associated with different sectors of the air mass origin. Relative frequen­
cies of the transport sectors are shown in f. 
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detail e.g. in Moldanovâ (1994). The calculations generally reproduced concentrations of 
individual NMHC within a factor of two, but often much better, which was a satisfactory 
result if the simplifications made in the model were considered. A sensitivity study showed 
that the emission pattern had a major influence on the results. The influence of NO3 and CI 
initiated oxidation of hydrocarbons on final NMHC concentrations was found to be of minor 
importance. Lagrangean models are more sensitive than Eulerian models to the emission 
pattern and intensity, because they neglect horizontal dispersion. As they are widely used e.g. 
for calculation of source-receptor relationships between the European countries and for cal­
culations of secondary pollutant formation, the need for a detailed time and space-resolved 
emission inventory of both anthropogenic and natural emissions is obvious. 
7.2. Halogen chemistry in the troposphere 
A detail account of the work referred to in this and in the next section is given in Papers 
III and IV. The chemistry of halogen compounds in the troposphere was investigated with 
help of the CCDSSP (Coastal Chemistry and Deposition of Sea-Salt Particles) model, de­
veloped for the purpose of this study. Processes accounted for in the model are described in 
previous chapters and in Paper IV. 
The "base case" run of the model simulates summer conditions with a windspeed of 10 
m s"1, 80% RH and clean background air (c.f. Table 13 in Paper IV). At the beginning of the 
simulation, particles are transported over the sea and production and deposition are in steady 
state. S02 and HNO3 start to dissolve into the particles and their pH drops to a value of 
around 4 within the first hours of simulation. Since O3 and NO3 are p resent, radical reactions 
begin and the release of halogen species starts. No emissions of g aseous species takes place 
from the sea surface and the bulk pH increases slightly as the acidifying gases are gradually 
lost through the deposition and as the fresh particles, which have a pH close to 9, are mixed 
in. A new population of particles with a different size distribution is injected to the air parcel 
at the time of p assage over the coast. Over land, the particles are deposited at a rate depend­
ent on their size. Development of the particle size distribution during the base case simulation 
is shown in Paper IV, Figure 2. When the air parcel has passed the coast, emission of S02 and 
oxides of nitrogen starts and HCl is driven out from the particles, being replaced mainly by 
HNO3 and H2SO4. The acidic compounds dissolve into the droplets or are produced in situ. 
The pH drops to 3.5 during the 3 days of simulation over land. 
The calculations confirm that the reaction of HCl with OH (2.28) is an important source 
of CI d uring daytime. Photolysis of C1N02 and BrCl are also sources of CI in the environ­
ments simulated by the model calculations. Both species are, taken together, of approxi­
mately the same importance as the HCl + OH reaction if NOx concentrations are high, or in 
winter, when both OH and HCl concentrations are lower. Photolysis of C1NO, HOC1, 
CIONO2, and CI2 are less important. The main source of atomic Br is photolysis of Br2, 
BrNOî, and Br0N02. Atomic Br concentrations peak almost two orders of magnitude higher 
than those of CI do. The relative importance of each of the species varies with concentration 
of NOx. Reaction of OH with HBr has been calculated as approximately 3 orders of magni-
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tude slower than the photolytic sources. The main loss of atomic CI and Br from the gas 
phase takes place through reaction with VOC. 
Atomic chlorine takes a part in the catalytic, ozone-destroying chain reaction with in­
terconversion of CI and CIO (LeBras and Piatt, 1995). CI is oxidised by ozone to CIO that, in 
turn, may react with several species. Conversion with NO or OH re-circulates CI directly 
while reaction with HO2 forms HOC1 that gives CI on photolysis. In an environment rich in 
nitrogen oxides and limited in peroxy radicals, the first two reactions dominate and none of 
them would lead to ozone destruction whereas in a clean environment, limited in oxides of 
nitrogen, both reaction with OH and with HO2 lead to ozone depletion. An increase of ozone 
concentration due to an enhanced peroxy radical formation from the halogen-initiated oxida­
tion of VOC can occur in a polluted environment. The Br - BrO catalytic cycle is governed 
by reactions corresponding to those of chlorine but in addition, BrO also undergoes fast 
photolysis, which is a non-ozone destroying channel. The ratio between Br and BrO is sub­
stantially higher than the ratio for the corresponding chlorine-species. Paper III investigates 
the gas-phase chemistry of chlorine species in detail. 
The chlorine-containing species are released from the sea-salt aerosol predominantly in 
the form of HCl. A second important precursor of CI in the gas-phase is C1N02. Hydrochloric 
acid is released from the sea-salt particles during daytime while C1N02 is produced during 
nighttime. Small amounts of HOC1 are released just after the sunrise due to an intense 
CIONO2 formation and subsequent uptake by the liquid particles. This reaction pathway, 
however, does not lead to dechlorination of particles. CI2 is released in very small quantities 
from the particles when Br" is present. When Br" is almost completely depleted in the aqueous 
phase, then equilibria between HOC1, HOBr, CI2, Br2, and BrCl are shifted in a way such, 
that CI2 can be released to the gas phase together with BrCl. Bromine is released from the 
aerosol mainly in the form of Br2 through the catalytic process described by equations (3.25) 
and (3.26). Reactive uptake of N205 leads to formation of BrN02, which is another, though 
rather unimportant, gas-phase precursor of atomic bromine. The reactive uptake of Br0N02, 
followed by hydrolysis reaction 3.23 and by equilibria 3.25 and 3.26, leading to Br2 release, 
is the most efficient pathway of bromine loss from the sea-salt particles in polluted environ­
ments. The way the Br0N02 reacts in the droplet is not of any great importance since both 
dihalides are strongly coupled through equilibria in (2.26). BrCl becomes important as a 
pathway of bromine transport from the aerosol only when Br" concentrations are low. When 
compared to chlorine, bromine is to a large extent recycled through the aerosol particles. 
When the pollution levels are higher, bromine is almost entirely depleted from the aerosol. 
However, later on it can be transported back to the aerosol, mainly as HBr, to be released to 
the gas phase the following morning in the form of Br2, and possibly also as BrCl. The sensi­
tivity study described in Paper IV shows the effect of different halogen release pathways in 
detail. 
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Figure 5 a)-f). For captions, see p. 34. 
7.3. Effects of sea-salt particles on the troposphere in coastal 
areas 
The sea-salt particles affect the tropospheric chemistry at large distances from the coast. 
Noon concentrations of atomic chlorine of 3xl03 to 1.3xl04 molec. cm"3 were calculated. 
Maximum simulated concentrations of atomic bromine ranged from lxlO5 to 1.3xl06 molec. 
cm'3. The highest values were calculated for air passing a city just at the coast. In this case, 
the atomic halogen concentrations were increased by almost a factor of two. Concentrations 
of a tomic chlorine and bromine were high also under winter-like conditions. The release of 
Br from the aqueous phase was more efficient at lower photochemical activity and decreased 
temperature, mostly due to a more intensive reactive uptake of N2O5 and B1ONO2. 
According to the calculations, atomic halogen species did not contribute significantly to 
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Figure 5. Concentration of some gas-phase species in the base-case simulation, a) ozone, non-methane VOC, 
oxides of nitrogen, and SO2, b) acc umulated loss of VOC (including methane) oxidised by OH, ozone, and by 
atomic CI and Br, c) OH and N03, d) atomic CI and Br, e) HOCl and HOBr, f) HCl and HBr, g) CIO and BrO, 
h) Cl2 and Br2, i) C1N02 and BrN02, j) loss rate of CI and Br by reaction with VOC, k) C10N02 and Br0N02,1) 
BrCl. 
the oxidation of VOC under summer conditions. In a c lean environment at summer condi­
tions (the base case), approximately 1% of the VOC were oxidised by atomic CI and around 
0.1% by atomic Br. The effect of halogen-initiated oxidation was approximately twice as 
high in the moderately polluted case as in the base case. During winter conditions, the im­
portance of halogens increased dramatically and in the low temperature, low light intensity 
case, the chlorine-initiated oxidation of VOC accounted for 10% of the total VOC oxidation 
and for 29% of the OH-initiated VOC oxidation. The corresponding contribution by the 
bromine-initiated VOC oxidation was 2 and 4%, respectively. The presence of sea-salt de­
creased ozone concentrations in a clean coastal environment because of the catalytic atomic 
halogen - halide monoxide cycle. With increasing concentrations of nitrogen oxides, the 
ozone destroying potential of the catalytic cycle was reduced. At t he same time, the atomic 
halogen-initiated oxidation of VOC produced peroxy radicals that in further reactions lead to 
the ozone formation. In the moderately polluted case, the ozone concentrations started to 
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exceed the concentrations of the 
corresponding model simulation 
without the sea-salt particles, after 
1.5 day of transport over land. 
Calculated concentrations of some 
important species in the base case 
are shown if Figure 5. 
At the coast, the air is filled 
with sea-salt particles generated by 
the surf (McKay 1994). The con­
centration of sea-salt in air rapidly 
decreases with increasing transport 
time over land. Figure 6 shows the 
deposition of sea-salt along the 
simulated trajectory. Dechlorina­
tion of particles finally leads to the 
formation of HCl, which is also 
deposited to the surface. Since high 
Figure 6 Deposition of a) Br" and CI" (in 
mmol m"2 day"1) in the base-case simula­
tion, b) Cl"/Na+ ratio in deposited sea-salt 
particles (full line) and in dry deposition 
including both sea-salt deposition and 
deposition of HCl (dashed line), and c) the 
same ratios for Br". 
concentrations of HCl are calculated even in air masses transported for 76 hours from the 
coast, where the sea-salt concentrations are very low, the deposition of CI" from the gas phase 
gradually outweighs the CI" deficit in the deposited particles. The same is true for deposition 
of Br" in the base case. Deposition of CI" and B r related to the Na+ deposition from the sea-
salt are also shown in Figure 6. Deposition of th e sea-salt as a function of the distance from 
the coast-line has been measured and modelled by Gustafsson (1997) at the Swedish west-
coast and by TenHarkel (1997) at the Dutch coast. The sea-salt deposition profile for 10 m s"1  
wind speed published by Gustafsson agrees very well with deposition at the same wind-speed 
calculated by the present model. The yearly average deposition at the Dutch coast is 
approximately a factor of 4 lower than that in the model calculations. This value is reasonable 
since the average wind-speed at the Dutch coast is expected to be less than 10 m s"1. 
Gustafsson and Franzén (1999) measured the [Cl"]/[Na+] ratio profile obtained from filters 
and from pine needle surface deposition after a period with strong winds. While the filter 
ratios were close to that of seawater (1.16), they measured an excess of CI" on pin e needles 
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with Cl"/Na+ ratios between 1.3 and 1.6. In this stu dy, the excess of CF was also predicted by 
the model. After several hours of transport, deposition of gaseous HCl outweighs the CI 
deficit in the deposited sea-salt and the C17Na+ ratio increases above that of the seawater. The 
winter-half year simulation gave a Cl"/Na+ ratio 1.35 after one day of transport from the 
coast. 
7.4. Formation of particles from oxidation products of 
monoterpenes 
A detail account of the work referred to in this section is given in Paper V. The 
EUPHORE reactor in Valencia, Spain, used for investigation of particle formation from the 
NCh-initiated oxidation products of monoterpenes is shortly described in Paper V, and in 
detail by Hallqvist et al., (1999). The apparent vapour pressures of oxidation products were 
estimated from aerosol yields obtained during the experiments with different masses of oxi­
dised terpene by a method described in Paper V. The equilibrium vapour pressures obtained 
are presented in Table 8. The pressures are too high, considering that nucleation was ob­
served in experiments with conversions of approximately 8 ppb of monoterpenes. With these 
saturation vapour pressures, the attainable super-saturation (S, cf. Eq. 5.7) would not be much 
higher than one, while for efficient nucleation, a ratio of 100 or more is needed. This indi­
cates that a small amount of another species with much lower saturation concentration is 
formed together with the dominant higher volatility product. Assumption of a small yield (1-
2%) of a species with very low saturation concentration together with a higher yield of a 
compound having properties described in Table 8 was the only way of reproducing observa­
tions by calculations. 
Data from a total particle counter, coupled directly to the reactor was used to estimate 
nucleation rates. The difference between two adjoining measurements shows the change in 
number concentration. The actual Nucleation Rate (NR) in the reactor is not directly compa­
rable to the Measured Particle Formation Rate (MPFR) deduced from the particle 
Table 8. Parameters of the main condensing product used in the model simulations. Gas phase equilibrium 
concentration ci0 (equivalent to equilibrium vapour pressure P0) and yield Yj was estimated from the measured 
aerosol yields. Molecular weight mw, density Pj and surface tension <7; were set to those of the corresponding 
low vapour-pressure species. 
a Pi mw Ci0 Pa Yj 
(N*m"') (kg*m3) (kg*mol') (PPb) (Pa) 
a-pinene 2.89E-2 1.08E+3 0.18 0.53 5.37E-5 0.06 
ß-pinene 3.50E-2 1.08E+3 0.15 3.36 3.40E-4 0.50 
A3-carene 3.55E-2 1.00E+3 0.15 6.77 6.86E-4 0.50 
limonene: 
primary 3.12E-2 1.08E+3 0.15 2.07 2.10E-4 0.20 
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Table 9. Parameters of the nucleation function (Eq. XI) used in the model simulations. Molecular weight mw 
and density p; for the nucleating compound were estimated and kept fixed while gas phase equilibrium concen­
tration ci0, (equivalent to equilibrium vapour pressure P0), yield Yj, and surface tension a, was tuned to fit 
simulated nucleation rates to the measured ones. 
a Pi mw Ci0 P» Y. 
(N*m"') (kg*m3) kg*mol'' ppt Pa 
a-pinene 2.89E-2 1.08E+3 0.18 0.20 1.99E-08 0.005 
ß-pinene 3.50E-2 1.08E+3 0.15 0.31 3.18E-08 0.03 
A3-carene 3.52E-2 1.00E+3 0.15 0.20 1.99E-08 0.06 
limonene: 
primary 3.12E-2 1.08E+3 0.15 0.18 1.19E-08 0.05 
secondary 2.60E-2 1.08E+3 0.15 0.20 1.99E-08 0.68 
counter. This is caused by the absent sensitivity to very small particles and by physical 
processes involving these particles during transport. The model was used as a tool by pro­
viding the time of g rowth from critical size to 0.012 |im and the corresponding number loss 
through coagulation during this time. Table 9 shows the result of a systematic variation of 
some of the parameters to find a set that reasonably well reproduced the MPFR. The pa­
rameter values are result of tuning of the nucleation rate and may not represent real properties 
of the condensed material. However, it is suggested that they may be used within the concen­
tration range relevant for ambient air as nucleation rate parameterisations. 
As may be seen in Table 9, very low vapour pressures of the nucleating substances are 
required to make the nucleation function work well in the model. The recently identified di-
carboxylic acids (Christoffersen et al., 1998, Glasius et al, 1998, Hoffmann et al., 1998) 
could have such properties, but experimental data are generally not available. Using enthal­
pies and entropies of sublimation from Davies and Thomas (1960), equilibrium pressures of 
1.3xl0"6, 1.3xl07 and 7.6x10"' Pa at 288 K may be calculated for adipic (C6H10O4), suberic 
(C8H1404) and sebasic (C10H18O4) acid, respectively. The pressures given in Table 9 are of the 
same order of magnitude as the estimate of the C8 and CIO di-acid vapour pressures, which 
supports the idea, that di-carboxylic acids in this molecular weight-range may be the nucle­
ating substances. 
Significant differences in particle number and mass as well as in size distribution be­
tween the four investigated terpenes were noticed. Model simulations, performed for all 
experiments listed in the Paper confirmed, that the aerosol mass formed depends on yield and 
vapour pressure of the oxidation products. Since the model used parameters derived from the 
experimental data (section 3.1), the agreement between calculated and measured aerosol 
masses was good. Molar yields are presented in Table 8 and 9. a-pinene was the species 
giving the lowest aerosol mass, the estimated yield was 7%. ß-pinene and A3-carene had the 
greatest yields, giving around 60% of particulate mass under similar conditions. The yield 
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obtained from limonene was 28% for primary products and 103 % if the aerosol produced by 
the secondary product was added. 
The aerosol number concentration depends on the nucleation rate. Once the nuclei are 
formed, oxidation products with higher yield and higher equilibrium vapour pressure con­
dense on the nuclei. In this way, the particle number concentration becomes quite inde­
pendent of the mass concentration that is formed by the main condensing species. 
Comparison between the simulated and measured particle number distributions is presented 
in Paper V. The most common reason for the discrepancies were difficulties with fitting the 
measured nucleation rates by the nucleation function. Internal variability of experimental data 
implicated, that there might have been factors not considered in the data evaluation, which 
affected the experiments. 
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8. Conclusions 
Designing atmospheric models is often a difficult and time-consuming work requiring 
review of many chemical and physical processes. However, once the model is completed, it 
becomes a powerful tool for gaining an understanding of relations between, and conse­
quences of different atmospheric processes. The reliability of a model is limited by e.g. sim­
plifications involved in description of transport and chemistry, or by the thoroughness of the 
designer with respect to avoiding nonsense errors. However, the main limitation is the state of 
knowledge about the processes involved. The model will never become better than its pa­
rameters and input data. Sensitivity analysis is the principal way of acquiring an understand­
ing of the complex systems. It can identify processes and parameters, which need to be de­
scribed with high accuracy, and at the same time find those, which can be simplified or even 
neglected. Comparison of calculated concentrations with ambient measurements gives valu­
able information about the model performance. Relating the simulated data directly to the 
measurements is, however, often difficult due to simplifications employed in the model. One 
such simplification is the assumption of homogenous concentration within the mixing layer. 
A series of model simulations, testing the sensitivity of the simulated data to the most im­
portant processes in the model and verifying the results against measurements often give 
information about the performance of a model. Such simulations e.g. showed that a good 
description of the sources of VOC and NOx is of the greatest importance when modelling 
secondary pollutants. 
The NMHC and ozone data from Rörvik, analysed in Paper I, give a rather detailed 
picture of the secondary pollutant formation and transport in northern Europe throughout the 
year. The main burden of NMHC transported to the Swedish west coast originates in Western 
Europe and in the U.K. Transport across the North Sea also brings a major part of the ozone 
to the south-western Sweden. The distinct seasonal variation of both ozone and NMHC con­
centrations is related to the change in photochemical activity in troposphere, but some other 
processes, such as the large-scale mixing, may contribute to the summer to winter change. 
The statistical description of NMHC and ozone development at Rörvik with respect to sea­
sons and origin of the air masses is often used for initialisation of models or when informa­
tion about background concentration is needed. 
Sea-salt particles affect the tropospheric chemistry at large distances from the coast. Noon 
concentrations of 3xl03 - 1.3xl04 molec. cm"3 of atomic chlorine and lxlO5 - 1.3xl06 molec. 
cm"3 of atomic bromine were calculated. Atomic halogen species, as calculated for summer 
conditions, did not contribute significantly to the VOC oxidation. However, during winter 
conditions the importance increased dramatically and in the low temperature, low light inten­
sity case, the chlorine-initiated oxidation of VOC accounted for 29% of the OH-initiated 
VOC oxidation. 
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The sea-salt has an ozone reducing effect in clean air due to the catalytic atomic halo­
gen - halogen monoxide cycle. With increasing concentrations of nitrogen oxides, the ozone 
destroying potential of the catalytic cycle is reduced at the same time as the atomic halogen-
initiated oxidation of VOC produces peroxy radicals that in further reactions lead to ozone 
formation. In the model calculations presented in Paper IV, the ozone concentrations were 
altered by a few ppb at the most. 
The CCDSSP model describes well deposition of sea-salt when compared with meas­
urements. With increasing time of transport from the coast, the sea-salt deposition becomes 
less important at the same time, as deposition of HCl keeps almost constant. This means, that 
the CI" deficiency in the deposited sea-salt is fully compensated for, and an excess of Cl~ is 
found because of HCl deposition. The excess CI" is c oupled with acidity which is often not 
accounted for in deposition measurements. 
During the nitrate radical oxidation of ß-pinene, À3-carene and limonene, and during 
oxidation of monoterpenes in general, particulate matter is formed. In this way reactive spe­
cies are removed from the gas phase, thereby excluding this fraction of the organic matter 
from participation e.g. in the tropospheric ozone formation. At the same time formation of 
new particles has a potential to affect the energy balance of the Earth. The calculations pre­
sented in Paper V indicate that some of the terpene oxidation products have a large particle 
formation potential even in an environment with high background particle concentration. The 
nucleation rate, as it is described in the model, is critically dependent on several parameters 
and it is not possible to decide which, in practice, is the more important. It is nevertheless 
clear that the equilibrium vapour pressure of the nucleating substance has a decisive influ­
ence. The nucleating substance(s) must have a vapour pressure in the 1CT7 - 10"8 P a region in 
order to produce the necessary super-saturation to induce nucleation. However, the yield of 
this product need not be high if the vapour pressure is low enough. Di-carboxylic acids are 
candidate substances, as was recently observed (Christoffersen et al., 1998, Glasius et al., 
1998, Hoffmann et al., 1998). The parameterised nucleation description given in paper V 
could be used in detailed atmospheric models involving the terpenes in question. 
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