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Abstract
Motion Control of Smart Material Based Actuators: Modeling, Controller De-
sign and Experimental Evaluation
Sining Liu, Ph.D.
Concordia University, 2013
Smart material based actuators, such as piezoelectric, magnetostrictive, and shape mem-
ory alloy actuators, are known to exhibit hysteresis eects. When the smart actuators are
preceded with plants, such non-smooth nonlinearities usually lead to poor tracking per-
formance, undesired oscillation, or even potential instability in the control systems. The
development of control strategies to control the plants preceded with hysteresis actuators
has become to an important research topic and imposed a great challenge in the control
society. In order to mitigate the hysteresis eects, the most popular approach is to construct
the inverse to compensate such eects. In such a case, the mathematical descriptions are
generally required. In the literature, several mathematical hysteresis models have been pro-
posed. The most popular hysteresis models perhaps are Preisach model, Prandtl-Ishlinskii
model, and Bouc-Wen model. Among the above mentioned models, the Prandtl-Ishlinskii
model has an unique property, i.e., the inverse Prandtl-Ishlinskii model can be analytically
obtained, which can be used as a feedforward compensator to mitigate the hysteresis eect
in the control systems. However, the shortcoming of the Prandtl-Ishlinskii model is also
obvious because it can only describe a certain class of hysteresis shapes. Comparing to the
Prandtl-Ishlinskii model, a generalized Prandtl-Ishlinskii model has been reported in the
literature to describe a more general class of hysteresis shapes in the smart actuators. How-
ever, the inverse for the generalized Prandtl-Ishlinskii model has only been given without
the strict proof due to the diculty of the initial loading curve construction though the
analytic inverse of the Prandtl-Ishlinskii model is well documented in the literature. There-
iii
fore, as a further development, the generalized Prandtl-Ishlinskii model is re-dened and
a modied generalized Prandtl-Ishlinskii model is proposed in this dissertation which can
still describe similar general class of hysteresis shapes. The benet is that the concept of
initial loading curve can be utilized and a strict analytical inverse model can be derived for
the purpose of compensation. The eectiveness of the obtained inverse modied generalized
Prandtl-Ishlinskii model has been validated in the both simulations and in experiments on a
piezoelectric micropositioning stage. It is also armed that the proposed modied general-
ized Prandtl-Ishlinskii model fullls two crucial properties for the operator based hysteresis
models, the wiping out property and the congruency property.
Usually the hysteresis nonlinearities in smart actuators are unknown, the direct open-loop
feedforward inverse compensation will introduce notably inverse compensation error with
an estimated inverse construction. A closed-loop adaptive controller is therefore required.
The challenge in fusing the inverse compensation and the robust adaptive control is that
the strict stability proof of the closed loop control system is dicult to obtain due to the
fact that an error expression of the inverse compensation has not been established when the
hysteresis is unknown. In this dissertation research, by developing the error expression of the
inverse compensation for modied generalized Prandtl-Ishlinskii model, two types of inverse
based robust adaptive controllers are designed for a class of uncertain systems preceded
by a smart material based actuator with hysteresis nonlinearities. When the system states
are available, an inverse based adaptive variable structure control approach is designed.
The strict stability proof is established thereafter. Comparing with other works in the
literature, the benet for such a design is that the proposed inverse based scheme can achieve
the tracking without necessarily adapting the uncertain parameters (the number could be
large) in the hysteresis model, which leads to the computational eciency. Furthermore,
an inverse based adaptive output-feedback control scheme is developed when the exactly
knowledge of most of the states is unavailable and the only accessible state is the output of
the system. An observer is therefore constructed to estimate the unavailable states from the
measurements of a single output. By taking consideration of the analytical expression of the
iv
inverse compensation error, the global stability of the close-loop control system as well as the
required tracking accuracy are achieved. The eectiveness of the proposed output-feedback
controller is validated in both simulations and experiments.
v
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In recent decades, the demands of high precision positioning techniques have increased dra-
matically in various industrial areas such as biomedical science, optics, semiconductors, mi-
croscopy, and so forth. The required performance in such a high level demands a signicant
improvement of both the actuators and the controllers. The smart material, including the
piezoelectric material, the magnetostrictive material and the shape memory alloy (SMA),
has become the ideal material to manufacture the improved actuators because of their supe-
rior performances, such as high resolution and fast response. However, the smart material
based actuators usually exhibit the hysteresis eect [2]. This nonlinear eect will result
in the performance limitations of the control systems when it is preceded with the smart
material based actuators, including poor tracking accuracy, oscillations, or even potential
instabilities in the control systems [3]. On the other hand, due to the multi-valued and non-
smooth natures of the hysteresis nonlinearity, as shown in Fig.1.1, it is insucient to directly
adopt the traditional control technologies to mitigate the hysteresis eects [4]. Therefore,
the development of eective methods of hysteresis compensation so as to enhance the con-
trol systems tracking performance as well as guarantee the system stability has attracted
1
signicant attention in both theoretical and practical elds in recently years.
In order to compensate the hysteresis eects in the control systems, the construction of the
hysteresis models denitions is essential. The characterizations of hysteresis nonlinearities
in various smart material based actuators are usually dierent. For example, the hysteresis
loops of the piezoelectric actuators are close to symmetric. However, the magnetostrictive
and SMA actuators yield highly asymmetric hysteresis nonlinearities. Furthermore, some of
the smart material based actuators exhibit the output saturation. In an eort to describe
the diverse hysteresis phenomenons, numbers of hysteresis models have been proposed in the
literature [5,6]. The most cited hysteresis models perhaps are the Preisach model [79], the
Krasnosel'skii-Pokrovskii (KP) model [10,11], the Prandtl-Ishlinskii (PI) model [12,13], the
Duhem model [14], and so forth. Among these models, the PI model is well known because
its unique invertible property. The analytical inverse of PI model bas been derived in [15]
and applied as the hysteresis compensator to mitigate the hysteresis eect in the control
systems. However, the obvious limitation of the PI model is that it can only describe a
certain class of hysteresis shapes, i.e., the symmetric and non-saturated hysteresis loops. In
recently years, several works [1618] have been proposed to modify the PI model so as to
enlarge its application range. Especially, a generalized Prandtl-Ishlinskii (GPI) model has
been dened in [19] to describe a more general family of hysteresis shapes comparing to the
PI model. Furthermore, the inverse GPI model has been derived in [20]. However, based on
such a denition of GPI model, even though the form of the inverse model has been given and
its eectiveness has been testied in the experiment, the strict theoretical proof of the inverse
GPI model is dicult of obtain, which prevents it from the compensation error analysis and
inverse controller designs. The reason could be the diculty of dening the initial loading
curve that is essential for the inverse construction. Therefore, as a further development, the
GPI model will be modied and a modied generalized Prandtl-Ishlinskii (MGPI) model
will be dened in this dissertation. The benet of this modication is that the MGPI model
not only can describe the similar generalize class of hysteresis shapes comparing to the PI
model, but also make it possible to obtain an inverse model with the strict theoretical proof
2













Figure 1.1: Hysteresis nonlinearity
3
since the concept of initial loading curve can be utilized.
Based on the available hysteresis models, the corresponding compensation methods have
been reported in the literature, which can be classied into two groups. The rst one is using
the inverse hysteresis model as a feedforward compensator, which is pioneered by Tao and
Kokotovic [3], and the second group is without using the inverse construction but directly
applying the feedback controllers. For the rst group, the strict stability proof is still a
challenge task except [3] and [21] due to the fact that an error expression of the inverse
compensation has not been established yet when the hysteresis is unknown. This explains
the reason why the second group of controllers were developed, which usually satises the
Lyapunov condition. In this dissertation research, it will be shown that a strict stability
proof can be established for the inverse compensation scheme taking consideration of error
expression of the inverse compensation in the controller design, where the MGPI model is
used to describe the hysteresis nonlinearities. Comparing with a typical approach [13] in
the second category, the benet for such a design is that the proposed inverse based scheme
can achieve the tracking without necessarily adapting the uncertain parameters(the number
could be large) in the hysteresis model, which is made possible by the introduction of the
stop operator in the error formulation. Though the proposed approach incurs extra cost in
implementing hysteresis inversion, it achieves gain in computational eciency by not having
to adapt the hysteresis parameters. Furthermore, for the case when not all the states are
measurable in the control systems, an observer based adaptive output-feedback controller
together with the inverse construction will be designed for a class of unknown nonlinear
systems preceded by the unknown hysteresis described by the MGPI model. It has been
validated that, by using the proposed inverse based output-feedback controller, both the
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ceded with the unknown hysteresis described by the MGPI model. The stability analysis of
the closed-loop control system will be given. The performance of the inverse based hysteresis
compensation scheme will be compared with the direct method in simulation studies.
When the system states of the uncertain nonlinear systems which is preceded by unknown
hysteresis nonlinearities cannot be fully measured from the output, an inverse based adaptive
output-feedback controller together with an state observer will be designed in Chapter 7.
The stability analysis of the closed-loop system will be provided. The eectiveness of the
proposed controller will be veried in simulations.
In Chapter 8, all the theoretical results obtained in previous chapters will be veried
through the experiment studies.
The conclusion and the major contributions will be summarized in Chapter 9 together




The hysteresis nonlinearity exists in various elds, ranging from mechanical to economics,
from physics to electronics, and from bioscience to terrestrial hydrology. In some areas,
the hysteresis eects can bring the benets. For instance, the hysteresis eect provides a
mechanism that enhances the robustness of cell functions against random perturbations in
cell-biology [24]. In marketing, the hysteresis eect may create a long-run investment bene-
t from marketing actions for the rms [25]. However, in most areas, the hysteresis eects
are usually considered as the undesired inuences. For example, the smart material based
actuators, such as piezoelectric actuators [26,27], magnetostrictive actuators [28], and SMA
actuators [10, 29], in industrial control systems usually exhibit the hysteresis eects. Such
non-smooth nonlinearities will considerably degrade the performance of these actuators, or
even result in the control systems instability. Hysteresis is a multi-valued mapping. It is
non-smooth, non-dierentiable, and usually unknown. Therefore, it is dicult to mitigate
its harmful eects by using the existing traditional control approaches. In recent decades,
control of systems exhibiting the hysteresis eects becomes to an interesting topic and great
challenge. In this dissertation, the research will focus on analyzing and modeling the hys-
teresis characterization in the smart based actuators and designing the controllers for the
nonlinear plants preceded by smart material based actuators.
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2.1 Hysteresis Nonlinearity
The word hysteresis comes from a Greek work hysterein" which means to lag behind".
However, with the development of the hysteresis studies, the denitions of hysteresis have
been interpreted by a number of researchers and varies from area to area and from paper
to paper. Usually, one may refer to a relation between two scalar time-dependent quantities
that cannot be expressed in terms of a single-valued function, but take the form of loops [12].
As pointed out by I. D. Mayergoyz [7], this description may be misleading and can create
the impression that the looping is the essence of hysteresis. In this work, the denition of
hysteresis which was introduced by a Scottish physicist, Alfred Ewing, is adopted in order
to avoid the confusion and ambiguity [30].
Denition of Hysteresis
When there are two quantities M and N , such that cyclic variations of N cause cyclic
variations of M , then if the changes of M lag behind those of N , we may say that there is
hysteresis in the relation of M and N .
The hysteresis nonlinearity has some essential characteristics, such as memory, wiping-out,
congruency, minor and major loops, and so forth.
First of all, the principal characteristic of hysteresis is the memory. It can be described
that the output of the hysteresis nonlinearity not only depends on the current input value,
but also inuenced by the previous history of the inputs.
Another signicant property of the hysteresis is wiping-out which is closely related to
the memory. Any local maximum of the input value wipes out the memory impressed by
previous smaller local maxima. Similarly, any local minimum of the input function wipes
out the memory impressed by previous larger local minima.
The congruency property means that, regardless of the input history, the minor loops
caused by the same input range are congruent. The congruency property and the wiping-out





















Figure 2.1: Major and minor loops of hysteresis nonlinearity.
12
The major hysteresis loop is the contour of the hysteresis region and the minor loops exist
inside the major loop, as shown in Fig.2.1. It should be noticed that although the major
and minor loops are widely occur in the hysteresis nonlinearities in smart material based
actuators, not all the hysteresis model can produce the minor loops.
The hysteresis eect can also be characterized by either rate-independent or rate-dependent
models. The hysteresis is rate-dependent if the output of the hysteresis eect is not only de-
pendent on the past input extremum, but also determined by the rate of change of the input
variation between the extreme points. On the other hand, the rate-independent hysteresis
means that the output of the hysteresis only inuenced by the history of input extremum.
Besides the above mentioned properties, the hysteresis loops can be described as symmet-
ric loops and asymmetric loops. The hysteresis nonlinearities in some of the smart material
based actuators, such as piezoeletric actuators, possess close symmetric shapes. In some
other smart material based actuators, i.e., magnetostrictive actuators, the asymmetric hys-
teresis loops are observed. Furthermore, some smart material based actuators, such as the
two-wire SMA actuators, possesses the output saturation.
2.2 Hysteresis Models
Hysteresis nonlinearities in the smart material based actuators usually lead to the poor per-
formances of control systems. Therefore, control of the systems preceded with the hysteresis
eects becomes to an important topic and attractive challenge in the control system area.
In order to describe the hysteresis nonlinearities so as to facilitate the hysteresis compen-
sation, several hysteresis models have been proposed in the literature since the end of 19th
century. Generally, the hysteresis models can be classied into two categories, physic-based
models [31,32] and phenomenological models [3, 8, 9, 11, 3336].
The physic-based hysteresis models are built on rst principles of physics. They are
derived based on the comprehensive knowledge of the physical phenomenon, for instance
13
displacement, energy, or stress-strain relationship. In [31], Jiles and Atherton proposed a
physic-based hysteresis model, the Jiles-Atherton (J-A) model, on the basis of observed
physical properties of ferromagnetic materials. The J-A model is widely used in modelling
ferromagnetic hysteresis [37, 38] since it is capable of exhibiting all of the main features of
hysteresis in ferromagnetic hysteresis such as the initial magnetization curve, saturation of
magnetization, coercivity, and hysteresis loss. Another physic-based hysteresis model has
been proposed by Basso and Bertotti in [32] to simulate the magnetic component part in
a power electronic converter. Furthermore, an electromechanical piezo model, based on
physical principles, is presented in [39] to describe the hysteresis exhibits in the piezoelectric
actuator. Since the physic-based hysteresis models are usually very complicated and limited
to specic physics or structures, this kind of models is very dicult for applying to various
materials and actuators in the industry.
The phenomenon hysteresis models, on the other hand, do not require the knowledge of
the physical phenomenon. They are used to produce the similar behaviour to those physical
systems that possess hysteresis. Most of the phenomenon hysteresis models were initially
proposed to describe the hysteresis eects in specic material or physical systems and then
extended to a general expression for the application in other systems. These models can
predict the hysteresis accurately as well as facilitate the design of controller for compensat-
ing the hysteresis eect. The most popular phenomenon hysteresis model is the Preisach
model. The Preisach model, which can be considered as a superposition of elementary hys-
teretic relay operators, was initially developed to describe hysteresis in the ferromagnetic
material [8, 40]. However, in the recently decades, the Preisach model has undergone many
enhancements to enlarge its application range. It has been shown by many experimental se-
tups that the Preisach model can be used to characterize the hysteresis nonlinearities in vari-
ous smart material based actuators, such as magnetostrictive [28], piezoceramic [4143], and
SMA actuators [44,45]. As a further development of the Preisach model, the Krasnosel¡¯skii-
Pokrovskii (KP) model was proposed in 1970s. Instead of the relay operator, the KP model
is dened based on the Lipschitz continuous KP operators. The KP model has been used
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to model the hysteresis eects in dierent smart material based actuators [46, 47]. Similar
to the Preisach model and the KP model, the Prandtl-Ishlinskii (PI) model, early proposed
in [48, 49], is constructed based on the continuous play or stop hysteresis operators. The
detailed discussion of the PI model can be found in [12, 50]. The PI model is usually used
to describe a certain class of hysteresis eects, such as symmetric, rate-independent, and
non-saturated hysteresis. The utilization of Preisach model and the PI model to describe
the hysteresis nonlinearity in piezoelectric actuators can be found in [51]. In recent years,
several signicant improvements have been proposed so as to expand the applicants of the PI
model. Al Janaideh et al. have proposed a rate-dependent PI model based on the integration
of the rate-dependent play operators with the dynamic thresholds in [52]. To express the
asymmetric hysteresis, a modied PI model has been reported in [16]. The improved model
is dened based on a combination of two asymmetric operators which can independently sim-
ulate the ascending branch and descending branch of hysteresis. Kuhene and Janocha [53]
modied the play operator by combining the one-sided dead-zone operator so as to describe
the asymmetric hysteresis nonlinearity. In [19], a generalized PI (GPI) model has been pro-
posed by introducing the envelope functions. The GPI model can be used to describe both
the asymmetric and saturated hysteresis nonlinearity.
Besides the above mentioned operator based phenomenon hysteresis model, some hystere-
sis models are dened in the form of dierential equations. The most accepted dierential
equation models are the Duhem model and the Bouc-Wen model. The development of the
Duhem model dates from 1897 [54] and focusses on the fact that the output can only change
its character when the input changes direction. It has been shown that the Duhem model is
useful in applied electromagnetics [55, 56]. The Bouc-Wen model proposed by Bouc in [57]
and extended by Wen in [36] is an nonlinear dierential equation-based model. This model
is widely used to describe the hysteresis eect between the applied displacement and the out-
put force in wide range of mechanical systems [6]. In particular, the Bouc-Wen model has
been applied to express the hysteresis in piezoelectric elements [58, 59], magnetoheological
dampers [60], and wood joints [61].
15
2.3 Hysteresis Compensation
In recent decades, more and more smart material based actuators have been used in control
systems. Such devices can oer high resolution of displacement and can be used in microp-
osition applications. However, the hysteresis eect exhibited in smart materials may cause
the undesirable inaccuracy or oscillation, or even instability in the control systems [3]. In
this case, the demand of compensating the hysteresis eect has received considerable atten-
tions. Since the hysteresis eect is an non-smooth and non-dierentiable nonlinearity, the
traditional control methods for nonlinear system are insucient to solve such a problem.
Therefore, the new nonlinear control approaches are required. The control approaches for
hysteresis compensations can be generally classied into two categories, the inverse-based
methods and the direct methods. The representative works of both categories will be re-
viewed in this section.
2.3.1 Inverse-based Methods
In the literature, the most common method to compensate the hysteresis nonlinearity is to
construct the inverse model of the hysteresis model, which is pioneered by Tao and Koko-
tovic [3] in 1995. As shown in Fig. 2.2, for a given reference input signal, an inverse model is
cascaded to the hysteresis model as a feedforward hysteresis compensator so that, theoreti-
cally, the compensated output of the open-loop system can track the reference input signal.
In Tao and Kokotovic's work, an adaptive control algorithm was developed to mitigate the
hysteresis nonlinearity of a system consisting of a linear plant and a hysteresis characteristic
as its input. An adaptive hysteresis inverse was constructed when hysteresis nonlinearity
is described in a regular shapes and cascaded with the plant to cancel the hysteresis eect
and stabilize the linear plant. Motivated by this work, numbers of inverse model-based ap-
proaches have been addressed in literature. Among these works, the main challenge is how
to construct the inverse hysteresis model for a general hysteresis models. The inverse com-
pensation methods of the Preisach model, the KP model and the PI model will be reviewed
16
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magnetostrictive actuator as well as the eddy current loss and the magnetoelastic dynamics
of the magnetostrictive rod. The inverse Preisach model with an adaptive controller is then
developed to compensate the hysteresis nonlinearity. In a more recent paper [66], a unied
approach is presented to obtain fast inversion of a broad of class of Preisach-type model by
exploiting the massive parallelism oered by eld-programmable gate arrays. In [67], the
authors compare the performance of inverse-based compensation of both the physic-based
Jiles-Atherton model and phenomenon-based Preisach model in terms of the identication
complexity, the runtime, and the space eciency of the control-oriented implementation.
It turns out that the Preisach model works smoothly in the control framework and perfor-
mance robust while the Jiles-Atherton model shows signicant advantage in the space and
runtime complexity. Xiao and Li [68] have proposed a novel modied inverse Preisah model
featured with weight sum of µ-density functions based on the linearity property. The proper
µ-density functions and weights are determined by the fast Fourier transform. The eec-
tiveness of the developed inverse model has been veried on a piezoceramic actuator. It has
been shown that the proposed open-loop hysteresis adjust method dramatically improves
the tracking accuracy of the piezoceramic actuator for the multifrequency composed signals.
The Preisach model was also used to model the rate-dependent hysteresis nonlinearity of a
Giant Magnetostrictive Actuator (GMA) in [69]. A PID feedback controller combined with
an inverse compensation in the feedforward loop was proposed for the tracking control in
this work.
In addition to the investigation of inverse Preisach model, the inverse-based compensation
methods of Krasnosel'skii-Pokrovskii (KP) model have also been studied. Webb et al. [10]
have proved that an exact inverse under a condition of the value of the rise constant of kernel
functions for the parameterized KP model exists. This inverse model has been combined
with adaptive laws for implementing the parameters on-line identication and for eliminating
the hysteresis eect. In another work [70], Galinaitis and Rogers proposed an approximate
KP model to describe the hysteresis in a piezoelectric stack actuator. The inverse model
was also developed and veried through the computer simulation. In [71], an inverse KP
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model has been constructed for an o-line KP approximate model of the unknown hysteresis.
Furthermore, an adaptive control algorithm was designed to update the model parameters
so as to ensure that the tracking error asymptotically converges to zero.
It is worth to be mentioned that the inverse models of Preisach model and the KP model
are usually derived using numerical methods. Although the compensation performance by
using numerical inverse models is satised under some particular conditions, the limitations
still can not be overlooked. First of all, the numerical inverse is only an approximate inverse
so that the compensated system usually exist uncertain inversion errors. In this case, the
stability of the closed-loop control system comprising the controlled plant preceded by the
numerical inverse compensation cannot be established. Second, in order to obtain the numer-
ical inverse model, the outputs of the actuators are usually required to be known. However,
in most of the practical control systems in the industries, the actuators are embedded in the
plants and the output of the actuators are impossible to be measured directly. Third, the
numerical inverse of a hysteresis model cannot be considered to be unique and one inverse
model can only be applied to the specied input and initial conditions. In addition, because
of the complexity of the hysteresis models, the derivations of numerical inverse models are
computationally intensive.
Comparing to Preisach model and KP model, the Prandtl-Ishlinskii (PI) model is well
known because of its unique analytically invertible property. In [15], a feedforward controller
designed based on the inverse of PI model has been addressed to remove the hysteresis eect
in piezoelectric actuators. In their work, the analytical expression of the inverse PI model
has been derived for the rst time. The knowledge of the exact description of inverse PI
model and thus the compensation error would facilitate the design of robust controllers and
stability analysis. In [72], the inverse of PI model was applied with a smooth robust adaptive
controller with the hyperbolic tangent function for the compensation of hysteresis eect
described by the PI model. An adaptive inverse strategy was proposed in [73] to compensate
the discrete PI model without any prior knowledge of the PI model. The unknown hysteresis
parameters were identied online by the least mean square method or the gradient method.
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In [74], an inverse rate-dependent Prandtl-Ishlinskii model has been utilized for feedforward
compensation of the rate-dependent hysteresis nonlinearities in a piezomicropositioning stage
over dierent excitation frequencies. The proposed inversion holds under the condition that
the distances between the threshold do not decrease in time. Moreover, a modied PI model
has been introduced in [53,75] to describe a more complex hysteretic actuator nonlinearities.
This modied PI model was the combination of the backlash operators and the one-side
deadzone operators. The inverse model was also derived to compensate the hysteresis eect.
The above result has been applied in [18] on a piezoeletric-actuator system. To reduce the
inverse compensation error and the system uncertainty and disturbances, a sliding model
controller was designed. The experimental results on a nano-stage veried the eectiveness
of this method. In [19], a generalized PI model has been proposed to describe a more general
class of hysteresis shapes. The corresponding inverse compensator to this generalized PI
model has been reported in [20]. The eectiveness of the inverse GPI model has been veried
in the experiment thought the strict theoretical proof of the inverse model derivation was
missing.
Other than the above mentioned inverse approaches, neural networks and fuzzy-based
models are also proposed to compensate the hysteresis eect by constructing the corre-
sponding inverse models through the neural networks and fuzzy logics, respectively [7678].
For the case when not all the system states are available, the inverse compensation has been
combined with the observer-based adaptive output-feedback controller. In [23, 79], the au-
thors proposed an inverse-based adaptive output-feedback controller for the dead-zone and
the backlash nonlinearity, respectively. Besides the phenomenological models, the inverse
models are constructed as well for the physic-based models. In [80], the inverse of the Ferro-
magnetic material hysteresis model was constructed to mitigate the hysteresis nonlinearity
in the Piezoelectric actuators. A more exhaustive review of inverse model-based methods
for hysteresis compensation can be found in [65].
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2.3.2 Direct methods
Due to the complexity of hysteresis properties, especially the multi-branches property and the
non-smoothness, the compensation methods based on inverse models are usually complicated,
computationally costly and strongly sensitive to unknown modeling errors and measurement
errors. These issues will directly cause the diculty of system stability analysis excepted for
certain special cases [3]. To overcome the disadvantage of inverse compensation approaches,
a number of control methods, such as robust adaptive control [1, 13, 8183], energy-based
control [44], and sliding mode control [8486], have been proposed without constructing the
inverse models. Su et al. have dealt with the hysteresis represented by PI models in [1, 81].
In their works, the PI model was fused with the robust adaptive control approach without
deriving the inverse model. The proposed controllers lead to the desired output and the
global stability. The developed controller has been further substantiated in the experiment
in [87]. In [88], the above proposed controller has been extend to be applied on a SMA
micro-actuators based ap positioning system. Moreover, in [89], an adaptive robust control
strategy has been proposed for the GPI model without constructing the inversion. Passivity-
based stability and control of hysteresis were attempted by Gorbet and Pare [44,90]. Pare [90]
proposed a transformation which convert the hysteresis in to a passivity operator, and then,
developed a simple stability theorem. In [44], Gorbet derived a passivity property of the
Preisach model and designed an energy-based approach to mitigate the hysteresis eect. The
direct compensation methods avoid the mathematical complex in constructing the inverse
model. However, this kind of approaches may lead to computational burden of adapting the
hysteresis parameters and inferior transient performance of the control systems.
Besides the control methods discussed before, the compensation of dierential hysteresis
models were also studied. In [91], Su et al. have developed an adaptive control of a class
of nonlinear dynamics systems preceded by unknown backlash-like hysteresis nonlinearities,
which was represented by Duhem model, without constructing the inverse. The adaptive
laws ensured the global stability and high precision of tracking. The compensation methods





The hysteresis nonlinearities exhibit widely in the smart material based actuators, which
may lead to the inaccuracy, oscillation or even instability of the control systems. In or-
der to describe the hysteresis nonlinearities in the smart actuators so as to facilitate the
compensation, a number of hysteresis models have been proposed in the literature. The
Prandtl-Ishlinskii (PI) model is one of the most popular hysteresis models and is well known
because of its unique invertibility. The inverse model can be considered as a feedforward
compensator to mitigate the hysteresis eects in the control systems. The PI model has
been applied in the control systems to describe the hysteresis eects in various smart mate-
rial based actuators, especially the piezoelectric actuators [27, 93]. However, the limitations
of the PI model are obvious. First, the PI model will yield considerable errors when describe
the asymmetric hysteresis loops which are observed in the output-input properties of the
SMA [94] and magnetostrictive actuators [95]. In addition, the PI model usually fail to
describe the output saturation of the hysteresis loops in the smart material based actuators.
In [19], a generalized Prandtl-Ishlinskii (GPI) model has been proposed to overcome the
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Figure 3.4: (a) The output of play operator with various thresholds r; (b) The output of
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input wavering between the value 1 and 3 in the ascending process. The upper minor loop
is led by the input wavering in the same range in the descending process. These two minor
loops are congruent.
Based on the above discussion, it can be concluded that the proposed modied generalized
Pradntl-Inshlinskii model fullls both the wiping out property and the congruency property.
44
Chapter 4
Inverse Hysteresis Compensation of
Modied Generalized Pradtl-Ishlinskii
Model
The hysteresis nonlinearities are known to deteriorate the control systems performances. One
of the most common way to compensate the hysteresis eects is to construct the inverse model
and apply it as a feedforward compensator. The precise inverse of the Preisach model and the
Krasnosel¡¯skii-Pokrovskii model are not available. Only the numerical methods can be used
to determine the approximate inversions of those models [24, 28, 70, 71]. Dierent from the
Preisach model and the KP model, the Prandtl-Ishlinskii model is analytical invertible and its
inversion can be applied as a feedforward compensator in the control systems to mitigate the
hysteresis eects. Furthermore, based on the analytical inversion, the inverse compensation
error can be therefore obtained, which make it possible to design robust controllers with
stability analysis. The analytical expression of the inverse PI model has been reported in [15]
as a real-time feedforward controller for piezo-electric actuators. It has been demonstrated
that, by using the inverse compensator, the tracking errors caused by the hysteresis eect
were reduced signicantly. However, as explained in the previous chapters, the applications
45
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4.2 Inverse Construction of the Modied Generalized Prandtl-
Ishlinskii Model
It has already been proved in [12] that the inverse of the classical PI model can work as
the compensator to mitigate the hysteresis loops. In [15], the analytical formulas of the
threshold and the density function of the inverse model have been derived. In this section,
the similar procedures as outlined in [15] is employed to construct the inverse model of the
proposed MGPI model. Comparing to the previous work, the analytical expressions of the
threshold and density function of the compensator will be discussed for the rst time based
on the MGPI model.
As shown in Fig. 4.1, the inverse MGPI model constructed in this work is dened in the
form of
Π−1m [vc](t) = γ
−1 • Πcom[vc](t). (4.9)





where Fs[v](t) is the classical play operator with the threshold s. The thresholds s and the
density function qm(s) are required to be determined so that the hysteresis loop of MGPI
model (3.12) can be compensated by (4.10).
The hysteresis loop compensator developed based on the classical PI model is symmetric
with respect to the origin and the proposed MGPI model is asymmetric with the bias to the
origin due to the existence of the envelop function. In order to compensate the asymmetric
MGPI model with the symmetric compensator, the MGPI model (3.12) is shifted rst, which
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sj = Θsh(rj)
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r0 r1 r2 r3 r4 r5 r6 r7 r8 r9 r10
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s0 s1 s2 s3 s4 s5
0 0.1166 0.2565 0.4183 0.6010 0.8034
s6 s7 s8 s9 s10
1.0245 1.2633 1.5189 1.7904 2.0770
qs0 qs1 qs2 qs3 qs4 qs5
5.5556 0.9219 0.6295 0.4566 0.3459 0.2708
qs6 qs7 qs8 qs9 qs10
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γ(v) = m0tanh(m1v +m2) +m3, (m0 > 0) !"#

 m0 m1 m2  m3  
  $%" $$&'( $$)'&  $&$ * 
  
 
  )$$ + , *    




 ri  * 





 s0, s1,×××, sN  
 qs0, qs1,×××, qsN  
*
      !)#  !%#  !-# *
. !# 
 
   
       
vc(t) = 40sin(2πt) + 60cos(6t) t  [0, 20]  
 
*   Πcom /
  !&$#  
  . !#  





          	
    
 	    
	   	 
   	   

     
 	 
	  	 	
  	
   	   
	 
   	    	   

















































































   			 
	    !"# $   	
   
	
$    % 	  	 	
   	
$   	  	





Analysis of Inverse Compensation Error
As addressed in previous chapters, the hysteresis nonlinearities can be remarkably remedied
by applying the inverse model as a feedforward compensator. Theoretically, as shown in
Fig. 5.1, when the hysteresis nonlinearity is entirely depicted by the hysteresis model,
the hysteresis eect can be completely compensated through the inverse method, which
has also been demonstrated by the simulation studies in Chapter 4. The compensated
output is u(t) = Π−1m • Πm[vc](t) = vc(t). However, in practice, the hysteresis is unknown
so that the hysteresis eects can not be fully descried by the hysteresis models. Usually,
the unknown hysteresis implies the unknown density functions in the hysteresis models,
which means that, in our case, the density function of the modied generalized Prandtl-
Inshlinskii model pm(r) can only be estimated as pˆm(r) in experiments for the hysteresis
description and inverse construction. Therefore, the corresponding inverse MGPI model
can only be derived based on the estimated MGPI model, which, as shown in Fig. 5.2,
will be expected to yield some degree of inverse hysteresis compensation error e(t), i.e.,
u(t) = Πˆ−1m •Πm[vc](t) = γ−1(Πˆcom •Πm[vc](t)) = vc(t) e(t), where Πˆ−1m [vc](t) is the inverse
MGPI model derived from the estimated MGPI model Πˆm[vc](t) with the estimated density
function pˆm(r). Therein, Πˆcom[vc](t), compared with the Πcom[vc](t) dened in (4.10), stands
for the estimated hysteresis loop compensator derived from the estimated MGPI model
Πˆm[vc](t) with the estimated density function pˆm(r).
58
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Πˆ−1m (t) = γ
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e(t) =vc(t) u(t)
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η(r) = Ψ •Θsh(r) = m0r, 	
*

η′(r) = m0, 	
+
",
η′′(r) = 0. (5.10)
Then, the inverse compensation error (5.7) is
e(t) = 0 (5.11)
and the compensated output
u(t) = vc(t), (5.12)
which implies that there is no inverse compensation error and the hysteresis eects have be
completely compensated.
The analytic expression of inverse compensation error of MGPI model has been obtained





Fr[vc](t) in (5.7) is unbounded, it is dicult to
directly apply the control approaches to remedy it. Therefore, an alternative form will be
provided in the following development.
Note that the play operator Fr[vc](t) in (5.7) can be rewritten as [12]
Fr[vc](t) = vc Er[vc](t) (5.13)
where Er[vc](t) denotes the stop operator as
Er(0) =er(vc(0) ω−1),
Er(t) =er(vc(t) vc(ti) + Er[vc](ti))
(5.14)
for ti < t ≥ ti+1, 0 ≥ i < N 1, with
er(vc) = min(r,max( r, vc)) (5.15)
and ω−1 as the initial value.














,(1 χ0)vc(t) + d[vc](t)
(5.16)
63
















       d[vc](t) ≥ D   D   
 
 d[vc](t)  
    
 
     
      v(t)   
      
           
      !
   
       "   
" 
  #         " !   
     
    
" "   








	 " !      
  %&'(   
 )
    	  "    *+,#    
   pm(r) = 0.17 + 0.1r 	     *+,#   
  γ(v) = 1.7v     - &$      vc(t) =
7sin(πt)/(1 + 0.06t) #          

        "  pˆm(r)   
     .   " 	 "  
" !     %&'(   
   
"  
"    %&'(     
   
    vc(t)    u(t)
   	 "   *+,#      !"   
 
    *+,#    	     
'/


















       vc(t) = 7sin(πt)/(1 + 0.06t)

error, which can be seen from Fig. 5.4. The simulation error and the analytical error are
coincident and both equal to zero. The perfect inverse compensation can also be told from
Fig. 5.5 where the relationship of the reference input signal and the compensated output is
shown. It can be seen that the multi-branch non-smooth hysteresis nonlinearity has been
completely remedied. As shown in Fig. 5.6, the system compensated output can successfully
track the reference input signal.
Case 2: The estimated density function pˆm(r) has minor estimation error in this case,
i.e., pˆm(r) = 0.18+0.15r. As shown in Fig. 5.7, the analytical error calculated from (5.16) is
still the same as the simulation error. It shows that the minor estimation error in the density
function leads to the inverse compensation error. From Fig. 5.8, it can be seen that the
input-output relation of the input signal and the compensated output is no longer a straight
line but very narrow hysteresis loops. The comparison between the reference input signal and
the compensated output as shown in Fig. 5.9 implies that with the minor estimation error
in the density function, the inverse model cannot fully mitigate the hysteresis nonlinearity.
Case 3: In this case, the estimated density function pˆm(r) has a major estimation error,
i.e., pˆm(r) = 0.2 + 0.2r. The major estimation error leads to a larger inverse compensa-
tion error compared with Case 2, which is conrmed by both the analytical error and the
simulation error shown in Fig. 5.10. The input-output relation of the input signal and the
compensated output, shown in Fig. 5.11, becomes to the wider hysteresis loops in this case
compared to Fig. 5.8. The compensation output shown in Fig. 5.12 also supports the above
outcomes.
Based on the simulation results, it can be concluded that the obtained analytical expres-
sion in (5.16) can accurately describe the inverse compensation error brought by the unknown
density function in the MGPI model. Such an expression is essential for the controller designs
and the stability analysis of the closed-loop control system.
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Figure 5.4: Inverse compensation error without estimation error in density function.
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Figure 5.5: Input-output relationship of inverse compensation without estimation error in
density function.
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Figure 5.6: Compensated output tracks the reference input without estimation error in
density function.
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Figure 5.7: Inverse compensation error with minor estimation error in density function.
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Figure 5.8: Input-output relationship of inverse compensation with minor estimation error
in density function.
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Figure 5.9: Compensated output tracks the reference input with minor estimation error in
density function.
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Figure 5.10: Inverse compensation error with major estimation error in density function.
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Figure 5.11: Input-output relationship of inverse compensation with major estimation error
in density function.
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Controller Design I: State-Feedback
Control
Recently, the control of nonlinear systems preceded by hysteresis nonlinearities has re-
attracted much attention due to the rapid growth of applications of smart material based
actuators. Many control approaches have been proposed in the literature (see, for exam-
ple, [1,3,4,15,20,22,81,91,95,97,100108]), which can generally be classied as two groups.
The rst is the use of inverse hysteresis as a feedforward compensator [3,4,15,20,22,95,97,101,
105,107,108] and the second is without using the inverse construction [1,81,91,102104,106].
For the rst group, the strict stability proof is still a challenge task except [3] and [21] due
to the fact that an error expression of the inverse compensation has not been established yet
when the hysteresis is unknown. This explains the reason why the second group of controllers
were developed, which usually satises the Lyapunov condition. In this chapter, it will be
shown that a strict stability proof can be established for the inverse compensation scheme
as well by taking consideration of error expression of the inverse compensation derived in
Chapter 5 in the controller design, where a play operator-based model is used to describe the
hysteresis nonlinearities. Comparing with a typical approach [1] in the second category, the
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aiYi(x(t), x˙(t), . . . , x
(n−1)(t)) = bu(t) $"
u(t) = Πm[v](t) $%
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aiYi(x1, x2,×××, xn−1) + χbvc(t) db[vc](t)
= aTY + χbvc(t) db[vc](t)

 a = [ a1, a2,×××, ak]
T  Y = [Y1, Y2,×××, Yk]
T  χb = bχ0 
 db[vc](t) = b×d[vc](t)
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a˜(t) = a aˆ(t)
β˜(t) = β βˆ(t)
D˜b = Db Dˆb(t)
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z1(t) = x1(t) xd(t)
zi(t) = xi(t) x
(i−1)
d (t) αi−1(t), i = 2, 3,×××, n
α1(t) = c1z1(t)
αi(t) = cizi(t) zi−1(t) + α˙i−1(x1,×××, xi−1, xd,×××, x
(i−1)
d ), i = 2, 3,×××, n 1
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z˙1(t) = x˙1(t) x˙d(t) = x2(t) x˙d(t)
= z2(t) + α1(t) = z2(t) c1z1(t).
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z˙i(t) = x˙i(t) x˙
(i)
d (t) α˙i−1
= zi+1(t) zi−1(t) cizi(t)
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z˙n(t) = x˙n(t) x˙
(n)
d (t) α˙n−1
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v1(t) = βˆv1(t) 
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v1(t) = cnzn zn−1 + α˙n−1 + x
(n)
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Figure 6.2: Tracking errors of state-feedback controller (a) with inverse compensation and
(b) without inverse compensation.
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Figure 6.3: System states x(t) of state-feedback controller (a) with inverse compensation
and (b) without inverse compensation.
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Figure 6.4: Control signals v(t) of state-feedback controller (a) with inverse compensation
and (b) without inverse compensation.
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Chapter 7
Controller Design II: Output-Feedback
Control
The development of control approaches for the systems preceded with the hysteresis eects
has received great attentions in the recent decades. The most common way is to construct
an inverse model as the compensator, which is pioneered by Tao and Kokotovic in [3]. The
adaptive controller was then designed as a feedback compensator to stabilize the close-loop
control systems. The representative works can be found in, see, for example, [28,34,82,101].
In particular, in [109] an adaptive variable structure controller has been developed along
with the inverse construction for the MGPI model. The hysteresis nonlinearities and the
tracking error of the dynamic system have been remedied successfully. However, most of the
developed control methods in the literature are valid when the system states are measured.
However, for a given particular dynamical system, in most of the case that the exactly
knowledge of all the states is unavailable and the only accessible state is the output of the
system. Therefore, it is signicant to develop control schemes with observers to estimate the
unavailable states from the measurements of a single output [22,23].
In this chapter, an output control scheme still using inverse compensation will be ad-
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u(t) = vc(t) e(t) = χ0vc(t) d[vc](t). 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x˙(t) = Ax(t) + aTYen + bχ0vc(t)en bd[vc](t)en
y = cx.
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a˜ = a aˆ b˜ = b bˆ
φ˜ = φ φˆ D˜b = Db Dˆb 
χ˜b = χb χˆb χ˜0 = χ0 χˆ0
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z1 = y yd = x1 yd 
zj = χˆ0ω
(j−2)
2 αj−1, j = 2, 3,×××, n. 
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z˙1 = x˙1 y˙d = ξ02 + a
T ξi2 + bχ0ω2 bd2 + 2 y˙d. &




z˙1 = x˙1 y˙d = ξ02 + a
T ξi2 + bz2 + bα1 + bχ˜0ω2 bd2 + 2 y˙d. 	
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z˙1 = c1z1 l1z1 + bz2 + a˜
T ξ(2) + bχ˜0ω2 bφ˜ψ bd2 + 2. 	
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φ = κφz1sgn(b)ψ 








z˙2 = ˙ˆχ0ω2 + χˆ0ω˙2 α˙1
=z3 + α2 + ˙ˆχ0ω2 α˙1
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where KTj denotes the known terms in z˙j.
The virtual controller αj is chosen as













































where cj and lj are positive constants.
Then z˙j can be rewritten as



















































Select the jth Lyapunov function candidate Vj as







The time derivative of Vj can be obtained by
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Figure 7.2: The tracking error of output-feedback controller in example 1.
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Figure 7.3: The controller signal v(t) of output-feedback controller in example 1.
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Figure 7.5: The tracking error of output-feedback controller in example 2.
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Figure 7.6: The controller signal v(t) of output-feedback controller in example 2.
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In this chapter, the theoretical results obtained in previous chapters will be further sub-
stantiated in the laboratory. The experiment results achieved in this chapter will imply the
possibility of implementing the proposed works in this dissertation into industries.
8.1 Experimental Setup
The piezoelectric actuators, which are well known by their light weight, high resolution,
and rapid response speed, are widely used in micro/nanomanipulation systems [87,110112].
The piezoelectric micropositioning stage (P-753.31 C) from Physik Instrumente Company is
selected in the experiments. The architecture of experimental devices is shown in Fig. 8.1.
The natural frequency of this piezoelectric actuator is 2.9 KHz and the maximum output
displacement of the actuator is 38µm from its static equilibrium point. A capacitive sensor
(sensitivity = 0.38µm/V ; resolution ≥ 0.1nm) is integrated with the actuator to measure
the actuator displacement response. The excitation module is a voltage amplier (LVPZT,
E-505) with a xed gain of ten in the range of 0 V to 100 V . The measured displacement
is transferred to analogue voltage in the range of 0-10V by a position servo-control module
(PSCM). The input voltage and output displacement signals will be obtained by using dSpace
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Figure 8.2: The identication result of MGPI model for PZT P-753.31C.
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Figure 8.3: Displacement error between measured and model responses.
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 vc(t) = 15.2 + 11.4sin(2πt)  	 	
	 	 
  2
shown in Fig. 8.4(b). In Fig. 8.5, the proposed inverse scheme has been further conrmed
by applying a more complex reference input signal vc(t) = 19+2.28sin(4.283t)+3.8sin(2pit).
The input-output relation before and after the inverse compensation are shown in Fig. 8.5(a)
and Fig. 8.5(b), respectively. The experimental results show the eectiveness of the inverse
compensation approach proposed in Chapter 4. However, since the validated MGPI model
is only an estimation of the actual hysteresis nonlinearity in the PZT P-753.31C, the open-
loop inverse compensation can not completely remedy the hysteresis eect and usually yield
some degree of inverse hysteresis compensation error, which can be clearly observed from
Fig. 8.4(b) and Fig. 8.5(b).
8.4 Experimental Verication of Adaptive Output Feed-
back Controller
In this section, the adaptive output feedback controller developed in Chapter 7 is illustrated
on the piezo micropositioning stage P-753.31C. The dynamic model of PZT P-753.31C is
described by [87]




where y(t) denotes the output displacement, u(t) is the output of the MGPI model Πm[v](t).
The parameters of the MPGI model are identied in previous section as shown in Table
8.1. v(t) is the output of the inverse MGPI model Π−1m [vc](t). The objective is to design
the control signal vc(t) to control the system output y(t) to follow a desired trajectory
yd(t) = 10 + 5sin(2pit). First, the inverse MGPI model v(t) = Π−1m [vc](t) is chosen as in
(4.15), (4.25), and (4.26). Then the control design in (7.44) is applied to the plant. In the
experiment, the controller parameters is selected as c = 278.3. The initial value and adaptive
law for the unknown parameters are chosen as aˆ(0) = 4000, χˆb(0) = 0.02, Dˆb(0) = 0.01,
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Figure 8.4: (a) The MGPI model of PZT P-753.31C with input signal vc(t) = 15.2 +
11.4sin(2pit); (b) The compensated output with applying the inverse MGPI model.
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Figure 8.5: (a) The MGPI model of PZT P-753.31C with input signal vc(t) = 19 +
2.28sin(4.283t)+3.8sin(2pit); (b) The compensated output with applying the inverse MGPI
model.
117
κa = 0.8, κχb = 0.0001, and κDb = 0.004, respectively.
The experiment results represented in Fig. 8.6 is the tracking error. Fig. 8.7 shows that
the system output y(t) perfectly tracks the reference desired trajectory yd(t). Fig. 8.8 shows
the control signal v(t). Clearly, the experimental results verify that the theoretical design
of the adaptive output feedback controller proposed in Chapter 7 works eciently for the
piezoelectric actuator.
The experimental results in this chapter demonstrate eectiveness of the theoretical nd-
ings proposed in previous chapters.
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Figure 8.6: The tracking error in experiment.
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