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Adaptive ﬁlters in multiuser (MU) CDMA detection
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The primary purpose of this work is to provide a perspective on adaptive code-division multiple-access (CDMA) MU receivers
that have been proposed for future digital wireless systems. Adaptive receivers can potentially adapt to unknown and time-varying
environmental parameters such as the number of users, their received powers, spreading codes and time-delays. Two adaptive receiver
architectures are primarily considered – one in which the sampled received signal is ﬁltered, and can be used in both the uplink (i.e.,
at the base station) and downlink (i.e., at the mobile handset), and another in which the spreading codes of users are ﬁltered (assuming
knowledge of users’ codes and its timing at the receiver) for use in the uplink. Relevant issues such as training-based and blind
implementations of the adaptive receiver are discussed, as well as (transient) convergence rates and estimation noise in steady-state.
1. Introduction
Multiple-access interference (MAI) in code-division
multiple-access (CDMA) communication systems occurs
because of the non-orthogonality of the spreading codes
at the detector, due to asynchronism or by design. The
removal of MAI has attracted considerable attention in re-
cent years since MAI (and not additive noise) imposes the
fundamental limitation on the capacity of CDMA MU sys-
tems. The conventional receiver (bank of matched ﬁlters
or correlating receivers that is optimal for single-user re-
ception) is well-known to be susceptible to the near-far
problem [28] (as well as being sensitive to MAI) and some
simple MU detectors have been shown to signiﬁcantly out-
perform the conventional receiver. Improved performance
of such MAI mitigating MU detectors is incurred at the
cost of some increased complexity and often also requires
extra side-information regarding the structure of the users’
signals. Adaptive techniques used at the receiver reduce
the amount of side-information required compared to non-
adaptive MU detectors, while improving the performance
of conventional detectors, and thus is currently an area of
great research interest.
A number of sub-optimal MU detectors have been pro-
posed since the pioneering work of Verd´ u [28] on optimum
MU detection for the asynchronous multiple access channel
demonstrated a complexity that is exponential in the num-
ber of users. Earlier work include a class of linear MU
detectors, such as the decorrelating detector [13,14] and
the minimum mean-squared error (MMSE) detector [34] for
centralized (joint) detection. Innovationsfor improved non-
linear detection include mechanisms such as the multi-stage
detector of [26] and the decorrelating decision-feedback de-
tectors of [3], and limited tree-search detection mechanisms
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[24,31,33]. MMSE-based detection for downlink applica-
tions – i.e., for detection of a single desired user amidst
MAI – was developed in [15,17,23].
The main attraction of MMSE detection lies in the nat-
ural link between adaptive ﬁltering and MMSE estimation,
which translates into practical implementation of MMSE
detectors using adaptive ﬁltering algorithms, which are well
understood [7,32]. Adaptive MMSE ﬁlters operate under
the assumption that the optimum (Wiener) solution is time-
invariant (corresponding to joint wide-sense stationarity of
the desired signal and the input process) or, that it changes
very slowly from one weight update iteration to the next.
Note that the adaptive MMSE MU detector structures dis-
cussed in this work update the weight at the symbol rate
(while the received signal is sampled at the chip rate or
higher, which is considerably faster than the symbol rate).
The second-order statistics of the input to a chip-rate sam-
pled CDMA receiver depend on the spreading codes used,
and are stationary at the symbol rate only if the user codes
are repeated in each symbol interval1.
We emphasize this point because some researchers (see,
for example, [23]) have claimed that adaptive MMSE de-
tector can also be used in long-code systems, in which the
MAI and desired signal statistics change from one symbol
to another. Also, the IS-95 cellular CDMA standard (and
others being proposed for PCS applications) use long codes
both on the up and the downlinks; hence this issue of short
vs. long codes is one of continuing importance and debate.
For example, in future speciﬁcations for quasi-synchronous
CDMA standards for PCS-type applications, a case can be
made for short-code systems (as is done in [30]) based on
the advantages of using an adaptive MMSE receiver.
An alternative structure which applies adaptive ﬁltering
concepts to the multiuser detection problem is a centralized
1 Such a system has been called a D-CDMA (D for Deterministic) system
in [27], as opposed to R-CDMA (R for Random). In this paper, we refer
to codes with a period equal to the symbol interval as short codes, and
codes that span more than one symbol interval as long codes.
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receiver (joint detector) based on the knowledge of spread-
ing codes of all active users (and without need for any
training sequence – hence a “blind” adaptation scheme),
presented in [1,11,12]. This structure requires adaptation
at chip rate, as opposed to the adaptive MMSE detectors
mentioned earlier which update their ﬁlter weights at the
symbol rate. This increased complexity however buys the
ability to work with both long and short codes, and possible
convergence within a symbol duration (with an appropri-
ate adaptive algorithm) as opposed to several hundreds as
is required for the training-based adaptive MMSE detector
structure.
Finally, we acknowledge other related MU detector
structures that are not treated in this paper. These include
multistage interference cancellation detectors like the se-
rial or successive interference canceller [22], the parallel
interference canceller [2,26] and variants such as [5,20,21]
– while these iteratively improve detector performance at
each stage, they have not included time-adaptation to un-
known environmental conditions to date, to the best of our
knowledge. The issue of on-line detection of the arrival
of new users and departure of existing ones [19] is also
secondary to our main purpose. Other adaptive structures
include a decorrelator that recursively forces the multiuser
interference to zero, proposed in [6]. Finally, our received
signal model incorporates channel effects such as multipath
fading. However, all the discussion in this paper is based
on the assumption that the channel is known at the receiver.
The issue of joint channel estimation for MU detection is
one of continuing interest and deserves separate attention
in its own right.
This work is organized as follows. Section 2 presents
the signal model used throughout the paper, section 3 gives
a detailed description of the ﬁltered received signal detec-
tor, which is analogous to a fractionally-spaced equalizer
for the removal of intersymbol interference (ISI), and sec-
tion 4 describes two detectors based on the ﬁltering of the
spreading codes of all users at the base station to achieve
joint detection. Section 5 concludes the paper with a sum-
mary of the pros and cons of using adaptive techniques in
multiuser detection, as well as indicating areas for further
investigation.
2. Signal model
Throughout this paper, we assume a symbol-asynchro-
nous multiuser CDMA system employing M-ary phase
shift keying (PSK). M +1 symbols are transmitted by each
of K users, with dk(i) representing the ith symbol trans-
mitted by the kth user. The signal from user k arrives at the
receiver after passing through a single-path, possibly fading
channel which introduces a complex attenuation ck(i) (it is
assumed that the channel is essentially constant over one
symbol duration) and delay k, and additive white Gaussian
noise.
At the receiver front-end, the incoming signal is low-
pass ﬁltered and the output sampled at rate 1=Ts.F o r a
chip matched ﬁlter front-end, the sufﬁcient statistics are
generated by samples of the output at the chip rate 1=Tc.
However, for general receive ﬁltering, a higher sampling
rate (typically a few times the chip rate) would be neces-
sary. The received sampled waveform is given by
y(n)=
M X
i=0
K X
k=1
ck(i)dk(i)u(n  iT   k)sk(n   k)
+ (n), (1)
where sk(n)i st h enth sample of the received signature
waveform of the kth user, u(n) is a unit square pulse span-
ning the interval n = 0,:::,T   1, i.e.,
u(n) =

1, if 0 6 n<T,
0, elsewhere, (2)
where T is the bit interval. k 2 {0,1,:::,T   1} is the
relative propagation delay of the kth user and (n)i sa
complex white zero-mean Gaussian noise sequence with
variance 2. All time variables are normalized with respect
to Ts. Finally, sk(n) may have a period larger than T and
so is in general a long code.
When short codes are used, the received signal may be
written as
y(n) =
M X
i=0
K X
k=1
ck(i)dk(i)sk(n   iT   k) + (n), (3)
where sk(n) is now deﬁned to be the spreading code used
to modulate each symbol. This model is widely used in
the literature, e.g., in [8,23,34] but should not be confused
with (1) which is more general and allows the spreading
waveform to extend from n = 0t o1.
Collecting all the samples of the received signal over the
entire (M +1)-symbol duration in a vector y results in the
following received signal model from (1):
y = SCd + n,( 4 )
where
y=

y(0),:::,y(nt   1)
T,
S=[S0,S1,:::,SM],
Si =
2
6
4
0iT,K
e Si
0nt (i+1)T K,K
3
7
5, i = 0,:::,M,
e Si =

e si1,e si2,:::,e siK

,
e sik =

k z }| {
0,:::,0,sk(iT),:::,sk(iT + T   1),
K k z }| {
0,:::,0
T,
C =diag
 
c1(0),:::,cK(0),c1(1),:::,cK(1),:::,cK(M)

,
d=

d1(0),:::,dK(0),:::,d1(M),:::,dK(M)
T,
n=

(0),:::,(nt   1)
T,
0p,q is a p  q matrix of zeros and nt is the total number
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assumed to be arranged in non-decreasing order, i.e., 1 6
2 6 6 K, without loss of generality.
3. Filtered received signal approach
For downlink applications, only a single desired user’s
signal must be demodulated while the contributions of all
other users are treated as multiuser interference. We de-
scribe below two design principles that may be applied
in the downlink – training-based and blind adaptation of
MMSE detectors, respectively. Joint detection of all or a
subset of the active users is performed using one ﬁlter for
each desired user. These detectors ﬁlter the received sig-
nal, and thus are analogous to linear transversal equalizers
in single-user communication over ISI channels.
3.1. The MMSE solution
3.1.1. Matrix formulation
An MMSE detector is one which minimizes with respect
to F the cost function
Jtot(F) = Ekd   Fyk
2,( 5 )
where each row of the (M +1)K nt matrix F represents
the impulse response of a length-nt transversal ﬁlter, im-
plying that the optimal detection of all M + 1 symbols in
an asynchronous system with K users requires (M + 1)K
ﬁlters, each operating on the input vector y; E() denotes
ensemble averaging. Expanding (5) yields
Jtot(F)=E
 
d
H   y
HF
H
(d   Fy)

=E

dHd

  2Re

E

dHFy
	
+ E

yHFHFy

,( 6 )
where ()H represents the Hermitian transpose operation.
The value of F that minimizes Jtot(F) is obtained by setting
the derivative of the right hand side of (6) with respect to
F to zero, which yields the optimal linear MMSE solution
as
Fmmse = E

dyH
E

yyH	 1,( 7 )
when the matrix E[yyH] is non-singular.
Assuming that the transmitted PSK symbols have unit
norm and are uncorrelated with one another, we also have
E

dk(i)d
l(j)

=

1, if (i = j)a n d( k = l),
0, otherwise: (8)
Simple manipulations with the help of (4) and (8) give
E

dyH
=CHSH,( 9 )
E

yyH
=SCC
HSH + 2I (10)
and thus
Fmmse = CHSH
SCC
HSH + 2I
 1: (11)
Noiseless case. When S does not have full row rank and
noise is absent, the right-hand side of (11) does not exist.
This situation is encountered in a synchronous system when
the number of users K is smaller than the processing gain
N = T=Tc, Tc being the chip interval. In this case, the
MMSE ﬁlter must be found from
FmmseSCC
HS
H = C
HS
H: (12)
This equation may be simpliﬁed to
(FmmseSC   I)CHSH = 0, (13)
which for spreading code matrices S with full column rank
can only be satisﬁed if
FmmseSC   I = 0: (14)
Fmmse must therefore be the Moore–Penrose pseudo-
inverse of SC,g i v e nb y
Fmmse =
 
CHSHSC
 1CHSH, (15)
which is easily seen to be the decorrelating matrix ﬁlter
of [13]. Thus, in the noiseless case, the MMSE and decor-
relating detectors are identical for S with full column rank
(N>K ).
The MMSE detector is also unique when S has full row
rank but is column rank-deﬁcient. In a synchronoussystem,
this occurs when K>Nfor instance. This is clear from
(11) since SCC
HSH is a full-rank matrix when S has full
row rank.
Existence of the MMSE detector. In [30], it is stated that
“Unlike the decorrelating detector, the MMSE linear multi-
user detector does not require that the signature waveforms
be linearly independent”. While the existence of the MMSE
detector under all conditions is not in doubt2, its usefulness
for demodulation is not guaranteed.
For instance, consider a synchronous three-user system
in which the following spreading codes are used:
s1 =[1, 1, 1,1]T,
s2 = s3 =[ 1,1, 1, 1]T:
The codes selected are clearly linearly dependent and thus
S is rank-deﬁcient, but with 2 = 0:01 and c1 = c2 = c3 =
1, Fmmse is easily computed to be
Fmmse =
2
4
0:1663  0:1663  0:4979 0:1663
 0:0833 0:0833  0:2492  0:0833
 0:0833 0:0833  0:2492  0:0833
3
5, (16)
where the ﬁlters for users 2 and 3 are identical! Clearly,
such a detector does not distinguish between the second
and third users’ symbols, and is useless in practice. Hence,
2 A unique MMSE solution exists when S has either full row or column
rank in the absence of noise, or for arbitrary S when noise is present. In
contrast, existence of a unique decorrelating detector requires that S be of
full column rank. Note that failing these conditions, (many) non-unique
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linear independence of spreading codes (while not neces-
sary) will be assumed in the rest of the paper, as a sufﬁcient
condition to ensure the usefulness of the MMSE detector.
3.1.2. Filter tap-weight derivation
Equation (5) may also be written as
Jtot(F) =
M X
i=0
K X
k=1
E
 dk(i)   fH
k (i)y
 2, (17)
where the matrix ﬁlter F is written in terms of constituent
rows as follows:
F =
2
6
6 6
4
fH
1 (0)
fH
2 (0)
. . .
fH
K(M)
3
7
7 7
5
: (18)
An important observation based on (17) is that the origi-
nal minimization of Jtot(F) (5) with respect to the matrix
F is equivalent to the (M + 1)K decoupled minimization
problems
min
fk(i)
J
 
fk(i)

= min
fk(i)
E
 dk(i)   fH
k (i)y
 2
(19)
for k = 1,:::,K and i = 0,:::,M. Each minimization
problem is easily recognized as a classical, discrete-time
Wiener ﬁltering problem yielding the MMSE solution for
each vector fk(i)a s[ 7 ]
fk,mmse(i)=

E

yyH	 1E

d
k(i)y

=

SCC
HS
H + 
2I
 1
2
6
4
0iT+k
ck(i)sk(i)
0nt (i+1)T k
3
7
5, (20)
where
sk(i) =

sk(iT),:::,sk(iT + T   1)
T
is the spreading code for the ith symbol (recall that long
codes are assumed for the time being). Detection of the
kth user’s ith symbol dk(i) is then obtained as
b dk(i) = dec

fH
k,mmse(i)y

, (21)
where dec() represents the hard-decision decoding appro-
priate for the modulation scheme used.
The above decoupling property of the MMSE receiver
has important implications for receiver complexity – if only
the kth user’s transmitted bits are required to be demodu-
lated and there is no need to detect any of the other bits
transmitted by other interfering users, then only one ntth-
order transversal ﬁlter is required; however, the ﬁlter coef-
ﬁcients need to be recomputed for every bit interval. This
observation readily generalizes to any subset of L 6 K
users; i.e., the detection of the set of users complementary
to the desired set leaves the MMSE-optimality of the de-
sired set unchanged. Detection of such a subset of active
users is relevant, for instance, in the uplink (at the base sta-
tion) when out-of-cell interference is signiﬁcant and must
be taken into account, and on the downlink (i.e., at the mo-
bile handset) when only one signal is desired. The MSE
for the desired users is unaffected by whether other users
are being detected at the same time.
3.2. Training-based adaptive MMSE detection
It would appear from (11) and (20) that the implemen-
tation of the MMSE detector requires knowledge of the
amplitudes, spreading codes and time delays for all users.
However, an attractive feature of the MMSE formulation is
that it is amenable to an adaptive solution that requires no
information except for a known training sequence for the
desired user and its symbol timing3.
3.2.1. The LMS synchronous detector
In a symbol-synchronoussystem, the propagation delays
for all users are equal and known at the receiver, and can
be nominally assumed to be zero. For such systems, S is a
block-diagonal matrix with T K matrices S0,:::,SM on
its diagonal, where
Si =

s0(i) s1(i):::sK(i)

, (22)
and sk(i) was deﬁned below (20). It then follows that
SCC
HSH + 2I is also block-diagonal, so that from (20),
fk,mmse(i) =
2
4
0iT
fk,0(i)
0nt (i+1)T
3
5, (23)
where
fk,0(i) =

SiCiCH
i SH
i + 2I
 1ck(i)sk(i) (24)
is a length-T “core” vector, and Ci = diag(c1(i),:::,cK(i)).
But (23) implies that the output of the (k,i)th ﬁlter, de-
ﬁned as the one used to detect symbol dk(i), is
b dk(i)=fH
k,mmse(i)y (25)
=fH
k,0(i)y(i), (26)
where y has been partitioned into M+1 T-element vectors,
or
yT =

yT(0),:::,yT(M)

:
This means that the MMSE ﬁlter for detecting dk(i) need
only have T taps and operate on the section of the received
signal vector due to the ith symbol. In general, when long
codes are used, fk,0(i) is a function of the symbol index i,
and needs to be computed based on knowledge of the chan-
nel, the spreading codes of all the users and the noise vari-
ance according to (24).
But assuming that short codes are used and that ck(i)
changes only slowly with i, fk,0(i) will be essentially con-
stant over a substantial number of symbol intervals, so that
3 In fact, this second requirement is not crucial if the ﬁlter span exceeds
one symbol interval. Discussion of the symbol timing issue is deferred
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the index i can be dropped. In this case, it becomes possi-
ble to iteratively search for fk,0 over many symbols using
an adaptive algorithm operating at symbol rate to minimize
the cost function
J
 b fk

= E

dk(i)  b fH
k y(i)

2
(27)
with respect tob fk. Unfortunately when long codes are used,
fk,0(i) changes quite randomly from one symbol interval to
the next, making it impossible for an adaptive algorithm
(which can only track “slow” changes) to ﬁnd the MMSE
ﬁlter.
The steepest-descent algorithm for the symbol-rate opti-
mization of (27) is given by
b fk(i + 1)=b fk(i)   
@J(b fk)
@b fk


 
b fk=b fk(i)
(28)
=b fk(i) + E

e

k(i)y(i)

, (29)
where ek(i) = bk(i)   b fH
k (i)y(i) is the estimation error.
The steepest-descent algorithm may be approximated using
instantaneous values in place of ensemble averages to yield
the Least Mean Squares (LMS) weight update
b fk(i + 1) =b fk(i) + e
k(i)y(i): (30)
The input to the slicer or decision device is given by
b dk(i) =b fH
k (i)y(i), and the error sequence ek(i) is generated
using training symbols in the start-up mode, and via deci-
sion feedback of the symbol estimates e dk(i) = dec(b dk(i)),
in a decision-directed mode of operation after data trans-
mission begins.
Length of spreading codes. Since b fk(i) is updated only
once per symbol interval, it is imperative that the optimum
MMSE solution fk,mmse(i) remain independent of i (i.e., is
the same over successive symbol intervals during training).
This precludes having different spreading codes in different
symbol intervals (or long codes) since such abrupt changes
would disrupt the adaptation process. The claim made in
[23] that there is no “fundamental reason” for using only
short codes must thus be modiﬁed in this light.
Perhaps an intuitively appealing argument would be to
consider that the MMSE detector is exactly equivalent to
(a) the decorrelating detector in a noiseless environment,
and (b) the conventional detector in a single-user system.
When long codes are used, both the decorrelator and the
conventional detector are required to change from symbol
to symbol. The MMSE detector must surely then be ex-
pected to do the same, which makes a symbol-rate adaptive
ﬁlter useless in its implementation in a long-code system.
The MMSE detector can only be implemented in such a
system if all the information required by the decorrelator
is available to the receiver, and the additive noise power is
known, through actual evaluation of (11) or (20).
Figure 1. Illustration of how the number of samples in the observation
window is related to the number of symbols in it.
3.2.2. The LMS asynchronous detector
Optimal ﬁlter weights. For an asynchronous system, op-
timal MMSE detection is accomplished only by using a
window spanning all symbols transmitted by all the users.
Clearly, this is not feasible and so it has been suggested
[8,29] that a smaller observation window be used instead.
This means that to detect dk(i), we attempt to minimize
J
 
fk(i)

= E

dk(i)   fH
k (i)yN(i)

2, (31)
where yN(i) is a length-N input vector and covers bits i P
to i+Q of user k. The number of samples in the window,
N, is related to the number of bits in the window, P,b y
the inequality
(P + Q   1)T + K 6 N<(P + Q)T + K (32)
as illustrated in ﬁgure 1.
Analogous to the expression (4) for the full received
vector, yN(i)i sg i v e nb y
yN(i) = SNC(i)d(i) + n(i), (33)
where SN = [SN, P,:::,SN,Q]a n d
SN,j =
2
6
4
0(j+P)T,K
S0
0N (j+P+1)T K,K
3
7
5,
j =  P + 1,:::,Q   1, (34)
SN, P =
"
sr
1 ::: sr
K
0N 1,1 ::: 0N K,1
#
, (35)
SN,Q =
2
4
0j
N 1
T
k
T+1,1 ::: 0j
N K
T
k
T+K,1
sl
1 ::: sl
K
3
5: (36)
Here
sr
k ,

sk(k + 1),:::,sk(T)
T
is the right side of the kth spreading code vector split at
the kth sample,
sl
k ,

sk(1),:::,sk
 
N   k  
N k
T
T
is the left side of the spreading code vector, C(i) represents
a( P +Q+1)K(P +Q+1)K diagonal matrix of channel
coefﬁcients and n(i)i sa nN 1 additive noise vector. The312 T.J. Lim, S. Roy / Adaptive ﬁlters in multiuser CDMA
(T + K)  K matrix S0 (deﬁned after (4)) appears in all
the SN,j matrices because in the rest of this section, we
only consider short-code systems since long codes cannot
be used for the type of adaptive MMSE detector considered
here.
The Wiener tap-weight vector can then be written down
using (20) with S = SN, C = C(i), i = P 1, and nt = N:
fk,mmse(i)=

SNC(i)C
H
(i)SH
N + 2IN
 1


(P 1)T+k z }| {
0,:::,0 ,ck(i)sT
k,0,:::,0
T, (37)
where IN is the N N identity matrix. Note that fk,mmse(i)
is only dependent on i through C(i), which implies that
under slow fading conditions, an adaptive algorithm may
be used to ﬁnd it recursively.
Because SNC(i)C
H
(i)SH
N in the asynchronous case is
not a block-diagonalmatrix4, the inverse matrix on the right
of (37) is a full matrix in general and so fk,mmse is also a
full vector, unlike in the synchronous case when it may
be partitioned into three sections, two of which are zero
vectors.
The LMS adaptive algorithm. The LMS algorithm for the
recursive minimization of J(fk)i s
b fk(i + 1) =b fk(i) + e

k(i)yN(i), (38)
where ek(i) = dk(i) b fH
k (i)yN(i), and b fk(i) is the adaptive
ﬁlter tap-weight vector at symbol i.T h eN-sample window
needs to be shifted by T samples per symbol interval, and
the coefﬁcients updated once per symbol interval. Also,
one ﬁlter is required for each desired user. We see that the
only difference between the synchronous and asynchronous
detectors is in the optimal length of the ﬁlters – in the
former, there is nothing to be gained from increasing the
ﬁlter span beyondone symbol interval, whereas in the latter,
the ﬁlters ought to be inﬁnite in extent for optimal MMSE
performance.
However, for adaptive MMSE realizations, longer ﬁlters
also imply increased misadjustment noise (which increases
proportionately with ﬁlter length), while the additional gain
in MMSE when an extra ﬁlter tap is added diminishes with
ﬁlter length. Beyond this cross-over point (where the in-
crease in misadjustment overcompensates for the decrease
in MMSE by addition of more ﬁlter taps), increasing ﬁlter
length is clearly self-defeating. This is illustrated in ﬁgure 2
which plots the bit error rate (BER) obtained using LMS
transversal ﬁlters with 10, 16, 32 and 48 taps, in an asyn-
chronous system having a processing gain of 16 and four
users. The BER obtained using the conventional matched
ﬁlter receiver and the single-user bound are also shown for
comparison. 500 iterations were allowed for convergence
in all cases and the normalized LMS algorithm with a step
size of  = 0:05 was used. Clearly, it is insufﬁcient to have
4 It is in fact a banded matrix.
Figure 2. BER curves for the adaptive MMSE detector with different tap
lengths.
ﬁlters with only 10 or 16 taps, but the 48-tap ﬁlter actu-
ally performs slightly worse than the 32-tap one, probably
because of the increased misadjustment noise and conver-
gence time.
Apart from these arguments, issues of real-time com-
putational complexity also preclude the use of ﬁlters that
are too long. Filter order selection is therefore, an issue of
great practical importance that is solved through a judicious
combination of design principles and experience gained via
trial and error in practice.
3.3. Blind MMSE adaptive detector
A novel, ‘blind’ adaptive MMSE detector that does not
require a training sequence for every desired user was re-
ported in [8]. In fact, this detector trades off the necessity
for a training sequence in favor of knowledge of the de-
sired user’s spreading code (which was not required in the
adaptive MMSE detector of section 2). In effect, the de-
sired user’s spreading code provides one ﬁxed dimension in
the search for the optimum (T-spaced) ﬁlter coefﬁcients in
N dimensions. Fixing this one degree of freedom admits
the use of a modiﬁed criterion, the minimum output energy
which leads to a solution identical to that obtained from
the minimization of the MSE for the desired user, except
that a known training sequence is not required. This was
established for a synchronous system in [8] as follows.
Assume without loss of generality that user 1 is the de-
sired user, and that the adaptive detector is a transversal
ﬁlter with coefﬁcient vector f1 with a total span of T 5,
which, in general, varies with the bit interval i. However
as noted previously, since symbol-rate adaptation is inap-
propriate for time-varying or long codes, we assume for
notational simplicity at the outset that the receive ﬁlter co-
efﬁcient vector is time-invariant, denoted by f1. Then the
5 We have already established that this ﬁlter length is sufﬁcient to achieve
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MSE as a function of f1 over the transmitted sequence is
given by
J(f1) =
M X
i=0
E

d1(i)   fH
1 y(i)

2, (39)
where d1(i)i st h eith symbol transmitted by the desired
user, and y(i) is the corresponding length-T received signal
vector. Expanding (39) component-wise leads to
J(f1)=
M X
i=0
 
E

d1(i)

2
  2Re

E

d1(i)f
H
1 y(i)
	
+ E

fH
1 y(i)

2
: (40)
In the above Ejd1(i)j2 = 1 by the assumption of unit-
energy M-ary PSK signalling. Also, the term EjfH
1 y(i)j2 is
recognized as the output energy from the linear ﬁlter during
the ith bit period. The received signal model (4) for the ith
bit interval yields
y(i) = c1s1d1(i) +
X
k6=1
ckskdk(i), (41)
where e si,k has been replaced by sk since the system is syn-
chronous.
Using the above in the second term in (40) yields
E
 
d1(i)fH
1 y(i)

=E

c1

d1(i)

2fH
1 s1
+
X
k6=1
ckd1(i)dk(i)fH
1 sk

: (42)
The assumption that each user transmits i.i.d., mutually
independent symbol sequences of unit variance simpliﬁes
(42) to
E
 
d1(i)fH
1 y(i)

= c1fH
1 s1: (43)
Without loss of generality, the ﬁlter coefﬁcient vector f1
can be decomposed as f1 = s1 + x1,w h e r exH
1 s1 = 0, i.e.,
x1 is orthogonal to the desired user’s spreading code s1.
Hence fH
1 s1 = ks1k2 and
E
 
d1(i)fH
1 y(i)

= c1ks1k2, (44)
yielding the fact that the second term in (40) is independent
of the vector x1. Thus we have the result that
min
x1
M X
i=0
E
 d1(i)   fH
1 y(i)
 2
 min
x1
M X
i=0
E
 
fH
1 y(i)
2, (45)
where the optimization on the right corresponds to mini-
mizing the mean output energy (MOE) of the ﬁlter f1 for
i = 0,:::,M. Note that the optimization need only be
performed vis-a-vis x1 since f1 = s1 +x1 where s1 is ﬁxed.
It is easily seen that the MOE is a quadratic function of x1,
implying that it has a unique global minimum which can be
found by an iterative stochastic gradient search procedure.
The unconstrained gradient of the MOE function at the
ith symbol is given by
rx1E
 
fH
1 y(i)
2
= 2E

fH
1 y(i)

y(i)
	
(46)
and may be approximated by the instantaneous value
2Z(i)y(i), where Z(i) = b fH(i)y(i) is the decision variable
for the ith bit, and b f1(i) = s1 + x1(i) is the estimate of the
MMOE detector coefﬁcient vector in the ith bit interval.
Note that in the above, the direction of the instantaneous
gradient is that of y(i) – however, only the component of
the above gradient in the space orthogonal to s1 is relevant
for the update of x1(i). This component is easily obtained
by projecting out the component of y(i) in the direction s1,
i.e., replacing y(i) with y(i)   [yH(i)s1]s1.
Hence, the desired stochastic coefﬁcient update algo-
rithm is given by
x1(i) = x1(i   1)   Z(i)
 
y(i)  

yH(i)s1

s1

: (47)
In the symbol-asynchronous case, the optimal ﬁlter span
is no longer T but inﬁnite (ideally). For an N-tap window
truncation of the optimal ﬁlter, the update equation (47) is
modiﬁed by replacing y(i)b yyN(i)a n ds1 with
s1 =

(P 1)T+1 z }| {
0,:::,0 ,sT
1 ,
N PT 1 z }| {
0,:::,0
T, (48)
with the understanding that x1(i) is now a length-N vector.
Timing accuracy. An important observation is that this
blind algorithm requires accurate timing to within a chip
(i.e., chip synchronization) of the desired user so that the
one-dimensional constraint space (corresponding to the de-
sired user’s code s1) is accurately obtained. Timing offsets
of more than one chip renders the algorithm useless because
this ﬁxed or anchoring direction vector is grossly incorrect.
This requirement should be contrasted to the rough symbol
timing needed for an asynchronous training-based, symbol-
rate adaptive detector, which suffers graceful degradation
when symbol timing is off by a few chips.
Blind detectors based on beamforming techniques. Re-
cently, it has been suggested [16,35] that a constrained form
of the constant modulus algorithm (CMA) called the lin-
early constrained CMA (or LCCMA), and Grifﬁth’s algo-
rithm, both taken from the adaptive array processing lit-
erature, may be applied to the multiuser CDMA detection
problem. The information required at the receiver is ex-
actly the same as that needed in the blind algorithm of [8],
i.e., in the asynchronous case, exact timing for the desired
user and the desired user’s spreading code. As no compar-
isons between these new algorithms and the algorithm of
[8] have been presented, it is difﬁcult to ascertain the rela-
tive strengths and weaknesses of these two classes of blind
algorithms. However, it appears to the authors that the need
to derive eigenvectors in order to form the “blocking” ma-
trix puts the beamforming algorithms at a disadvantage in
terms of computational complexity. Comments regarding314 T.J. Lim, S. Roy / Adaptive ﬁlters in multiuser CDMA
Figure 3. MSE using the RLS and LMS algorithms, averaged over 50
independent runs, showing that RLS converges about ﬁve times faster
than LMS for about the same ﬁnal misadjustment.
convergence speed and bit error rate must be reserved for
the future after more is known about these new develop-
ments.
3.4. Convergence speed
As with all adaptive ﬁlters, the speed of convergence is
of prime concern in an adaptive multiuser detector. It can
be seen through simple computer simulations, and calcula-
tions such as those provided in [18], that the convergenceof
the LMS algorithm for even moderately loaded systems is
unsatisfactory. A simulation experiment for a synchronous
system with three users and a processing gain of 31, where
the desired user’s signal is received at an Eb=N0 = 10 dB
and a signal-to-total-interference ratio (SIR) of  10 dB
(the other ﬁve user’s signals are equi-power), shows that
approximately three hundred training symbols are needed
before convergence of the LMS algorithm, as seen in ﬁg-
ure 3.
Simulations using the recursive least squares (RLS) al-
gorithm in place of the LMS demonstrate its well-known
advantage (ﬁgure 3) where the LMS step size and RLS for-
getting factor were adjusted to give a ﬁnal misadjustment
of approximately 10% in each case – the RLS algorithm
requires approximately sixty symbols for convergence. It
is also clear from ﬁgure 4 that the convergence speed of
the RLS algorithm is effectively near-far resistant, in the
sense that differing levels of MAI result in convergence
in the same number of iterations. This is not surprising
considering that increasing MAI only affects the eigen-
value spread of the input correlation matrix [18], which
does not inﬂuence the convergence of the RLS algorithm
at all [7].
In view of the convergence behaviour of the RLS and
LMS algorithms, it may be concluded that practical adap-
tive multiuser detectors based on the ﬁltered received signal
approach should employ the RLS algorithm. This leads to a
Figure 4. MSE for the RLS algorithm in a three-user system for different
MAI levels.
Figure 5. MSE for LMS algorithm (7 users) for training and blind.
signiﬁcant increase in computational complexity to O(N2),
where N is the number of ﬁlter taps to be adapted. Note
that the so-called fast RLS algorithms are not applicable in
this case since the tap-input vector does not possess the
necessary shift-invariant property unlike in conventional
adaptive transversal ﬁlters in which the input and output
sampling rates are equal.
Finally, a comparison between the training-based and
blind MMSE adaptive detector is instructive. Figure 5
shows (averaged) MSE curves for the case of K = 7 syn-
chronous users, each with a processing gain of 15, for
the two algorithms (30) and (47) with SNR = 10 dB
and SIR =  10 dB. The step-size of the adaptation in
both cases was the same to highlight the difference in the
convergence speeds – the blind (anchored) LMS algorithm
converges in about 250 iterations, while the training-driven
LMS requires in excess of 800 symbols (note that the MSEs
at convergence are different, and unrelated to one another).
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gence but with noisier adaptation, vis-a-vis the training
driven version.
4. Filtered spreading code approach
In the previous section, algorithms based on ﬁltering the
received signal y(n) was described. An alternative view of
the joint multiuser detection problem for the uplink is that
of identifying a system consisting of the superposition of
the set of K spreading codes (corresponding to the active
users) modulated by the unknown data bits. The output of
the channel is the received signal y(t). At a base station,
all user spreading codes may be assumed known, and so
we effectively have access to both the input and the output
of the system, making it theoretically possible to identify
the linear system that links the two. This is the basis of the
algorithms presented in [1,11,12].
The main advantages of this approach are that it natu-
rally produces blind algorithms and that it allows the use
of long codes, while one potential problem lies in the in-
herent computational complexity, which we will address in
a later part of this section. We ﬁrst describe the synchro-
nous detector of [1], and follow this with a discussion of
the asynchronous detector of [11,12].
4.1. A blind synchronous adaptive decorrelator
The multiuser detector of [1] was predicated on the key
assumption that the spreading codes and symbol timing of
all users (i.e., those being detected) are assumed known
at the receiver as can be reasonably justiﬁed since the base
station assigns the user codes during call set-up. This obvi-
ates the need for any training sequences, leading to a blind
detector analogous to the blind MMSE detector previously
described. A second important distinction from the MMSE
detectors for the downlink is that the adaptive detector op-
erates at the sampling rate (which is typically a few times
the chip rate) – i.e., the adaptation occurs at a rate signiﬁ-
cantly higher than the symbol rate adaptation of the MMSE
detectors in [15,17].
As mentioned earlier, the formulation in [1] is applicable
only to a synchronous CDMA system with zero nominal
delay, and thus the received discrete-time signal sampled at
the rate 1=Ts in the ith bit interval is given by
y(n) =
K X
k=1
ck(i)dk(i)sk(n) + (n): (49)
An estimate b y(n) of the received signal is obtained as
the output of a transversal ﬁlter parameterized by the K-
coefﬁcient vector b g(n) = [b g1(n),:::,b gK(n)]T at time in-
stant n as shown in ﬁgure 6, and expressed by
b y
 
n j b g(n)

= b gH(n)s(n), (50)
where s(n) = [s1(n),:::s K(n)]T is the input K-vector to
the ﬁlter, and sk(n) denotes the nth element of the spread-
ing code corresponding to the kth user. The transversal
Figure 6. Receiver model for the ﬁltered spreading-code synchronous
algorithm.
ﬁlter coefﬁcients are chosen to minimize the least squares
(LS) criterion, that is for the ith symbol interval, the opti-
mal weight vector is given by
b g0(i) = argmin
b g
(i+1)T X
n=iT+1

y(n)   b y
 
n j b g

2, (51)
where T is the number of samples in a symbol interval. An
interesting point of note is that the above formulation uses
the received signal y(n) itself as the desired signal that is
reconstructed as a linear combination of the (known) user
spreading codes.
The well-known solution to the above problem is given
by
b g0(i) = R 1(i)P(i), (52)
where
R(i) =
(i+1)T X
n=iT+1
s(n)sH(n), P(i) =
(i+1)T X
n=iT+1
y(n)s(n)
represent the deterministic analogs of the covariance matrix
of the input and the cross-covariance vector between the
output and the input, respectively. This LS solution may
be found iteratively in each bit interval using the recursive
least squares (RLS) algorithm, which will be described in
the next section.
It may be shown that b g0(i)i sg i v e nb y
b g0(i) = CH(i)d(i) (53)
and so if the channel matrix C(i) is known, the symbol
estimates are obtained as
b dT(i) = dec

b gH
0 (i)CH(i)

: (54)
4.2. Joint delay estimation and symbol detection for
asynchronous systems
For an asynchronous system, the system model changes
to include time delays in the channel for each user, as shown
in ﬁgure 7. Assuming rough initial delay acquisition to
within one chip, it was shown in [11,12] that recursive iden-
tiﬁcation algorithms such as the RLS and extended Kalman
ﬁlter (EKF) could be used to adjust both time delays and316 T.J. Lim, S. Roy / Adaptive ﬁlters in multiuser CDMA
Figure 7. The asynchronous CDMA signal model and the proposed adap-
tive multiuser receiver.
channel coefﬁcients in each channel so that tracking of time
variations and ﬁne-tuning of the delay estimates may be
achieved. In addition, assuming the channel for each user
to be AWGN, the single channel coefﬁcient converges to an
estimate of the transmitted bit, just as with the synchronous
detector of the last section. The application of the EKF to
joint bit demodulation and delay estimation in multiuser
CDMA systems has also previously been described in [10],
for a different receiver structure.
In a general recursive system identiﬁcation setting, the
problem is to estimate a set of model parameters linking the
known input and output sequences. Well-known algorithms
such as the recursive least squares (RLS) and extended
Kalman ﬁlter (EKF) are available to tackle the problem.
To illustrate, we will brieﬂy describe the application of the
RLS algorithm to the adaptation of the parameter estimates
in ﬁgure 7.
The RLS algorithm seeks to minimize at each sam-
pling instant n the time-averaged exponentially-weighted
cost function
J
 
(n)

=
n X
k=0
n k
e
 
k j (n)

2, (55)
where the prediction error e(k j (n)) is deﬁned as
e
 
k j (n)

= y(k)   b y
 
k j (n)

, (56)
(n) is the parameter estimate vector at time n and  is the
exponential forgetting factor which is set to a value close
to 1.
Figure 8. kth branch of multiuser extension of single-user EKF detector.
For the system in ﬁgure 7, the parameter estimate vector
at sample n is given by
(n) =

b g1(n),:::,b gK(n),b 1(n),:::,b K(n)
T: (57)
In this instance, the RLS algorithm involves the following
steps in each recursion:
b y(n)=
K X
k=1
b g
k(n)sk

n   b k(n)

, (58)
e(n)=y(n)   b y(n), (59)
K(n)=P(n)(n)

 + H(n)P(n)(n)
 1, (60)
(n + 1)=(n) + K(n)e(n), (61)
P(n + 1)=
1

 
I   K(n)H(n)

P(n): (62)
In these equations, (n) is deﬁned as
(n) =  
@e(n)
@(n)
(63)
and is often known as the gradient vector.
The calculation of (n) proceeds directly from the de-
ﬁnition of b y(n), but there are several choices that can be
made regarding how the calculation is carried out. How-
ever, these are not crucial to the operation of the algorithm
and will not be dwelled on here.
(n) is sampled at the end of each user’s symbol interval,
and symbol decisions made on the kth element of (n)f o r
the kth user. For instance, at time n = iT+b k, the decision
statistic for the ith symbol of user k will be given by
b dk(i) = b c
k(i)k(n), (64)
where k(n)i st h ekth element of the vector (n).
To illustrate the performance of the delay tracking algo-
rithm, a comparison was made between the adaptive single-
user detector shown in ﬁgure 8 [9] and the multiuser EKF
detector. The root mean square error (RMSE) of the delay
estimates was evaluated for different MAI levels over 5,000
chips, which was equivalent to 100 bits because a process-
ing gain of 50 was used. Table 1 shows that, whereas the
multiuser EKF detector is approximately near-far resistant
up to 30 dB of MAI, the single-user one fails beyond an
MAI level of about 10 dB.
5. Conclusions and research directions
A review of adaptive multiuser detection was provided
through a description of published work based on two dif-T.J. Lim, S. Roy / Adaptive ﬁlters in multiuser CDMA 317
Table 1
RMSE and error rates measured over 100 bits for EKF detectors.
RMSE (chips) No. of errors
MAI (dB) Multiuser Single-user Multiuser Single-user
30 0.1060 – 3 –
25 0.0962 142.4 0 53
20 0.1114 16.41 0 56
15 0.0869 3.020 0 58
10 0.0860 0.1937 0 1
5 0.0787 0.0430 0 0
0 0.0826 0.0638 0 0
ferent ﬁlter structures. The ﬁltered received signal approach
based on the MMSE detection principle allows detection of
any desired subset, which was shown to be equivalent to
independent symbol-by-symbol detection for each user in
the case of synchronous systems. For the asynchronous
case, a ﬁnite-window algorithm spanning several symbols
of the desired user appears to be an adequate sub-optimal
detector. Thus the receiver structure for the asynchronous
case is identical to that of the synchronousscenario but with
longer ﬁlters in each branch that are independently adapted
at the symbol rate and requires training symbols, just as in
the synchronous case.
In the ﬁltered spreading code approach, joint detection
of all user transmissions is required, unlike in the ﬁltered
received signal case, in which just a subset of users can
be detected without degradation of performance to these
desired users. The main advantagesof the ﬁltered spreading
code method are that it yields blind adaptation algorithms,
i.e., no training sequence is required, and that long codes
may be used. Disadvantages include the need to update the
adaptive parameters at the sampling rate (typically a few
times the chip rate) and the requirement that the spreading
codes of all the users are known at the receiver.
In summary, while adaptive techniques appear a nec-
essary component of future digital multi-user receiver im-
plementations, the current state-of-the-art is constrained by
several factors:
1. Slow convergence for the MMSE-LMS receiver (typi-
cally, requires order of hundreds of symbols for conver-
gence).
2. Higher complexity if RLS algorithm is used to speed up
convergence because fast algorithms cannot be applied.
3. Reliance of the ﬁltered received signal structure on short
codes.
4. Excessive complexity for blind ﬁltered spreading code
algorithms, arising from chip-rate (or faster) adaptation
and the need for near-far resistant time-delay acquisition
in the initialization of such an algorithm, as in [12].
Apart from addressing the problems above, research in
applying adaptive ﬁlters to multiuser detection may also
continue in the following directions:
1. Subspace decomposition methods to adaptively iden-
tify the K-dimensional signal subspace, which would
require the update of only K adaptive parameters [25].
2. Joint adaptive channel estimation and symbol detec-
tion to improve the accuracy of conventional channel
estimation algorithms.
3. Adaptive ﬁltering in subbands for improved conver-
gence speed.
4. Incorporating adaptive methods into multistage inter-
ference cancellation schemes for improved conver-
gence and BER performance [4].
5. More detailed analysis of the performance of adaptive
detectors, taking into account misadjustment noise.
Judging by the large number of publications dealing with
adaptive multiuser detectors, progress should be rapid and
viable solutions may become available in the near future.
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