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INTRODUZIONE 
Nella Teoria Economica, i funzionali lineari vengono per la prima volta 
assiomatizzati con il teorema di von Neumann e Morgestem (1944). Esso enuncia che 
le preferenze su lotterie sono rappresentate, sotto opportune condizioni, da un 
funzionale lineare nelle probabilità, detto Utilità Attesa. La condizione che assicura la 
linearità del funzionale di rappresentazione è il cosiddetto "assioma di indipendenza". 
Questo importante risultato inaugura la Teoria delle Decisioni. 
L'altro fondamentale risultato su cui si basa la Teoria delle Decisioni è il 
Teorema di Savage (1954). Esso assiomatizza congiuntamente l'esistenza di una misura 
di probabilità e di una funzione di utilità a partire da un ordinamento di preferenze 
stabilito su azioni, cioè funzioni che mappano lo spazio degli eventi sullo spazio delle 
conseguenze. La complessiva valutazione delle azioni incerte avviene separando la 
determinazione del grado di incertezza, ad opera della probabilità, dalla valutazione 
delle conseguenze, ad opera dell'utilità. La sintesi delle due valutazioni è rappresentata 
dall'Utilità Attesa. Nel teorema di Savage la linearità del funzionale di rappresentazione 
deriva dal cosiddetto assioma della "cosa certa" (sure thing principle), che può essere 
visto come il corrispondente per le azioni dell'assioma di indipendenza per le lotterie. 
A partire da questi contributi, una parte della Teoria delle Decisioni ha 
continuato a studiare il problema della rappresentazione delle preferenze mediante 
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funzionali lineari. I modelli da essa proposti sono detti di Utilità Attesa. Un altra branca 
della Teoria delle Decisioni, rivolta allo studio della rappresentazione mediante l'Utilità 
Scontata delle preferenze intertemporali (in particolare delle preferenze su operazioni 
finanziarie), è giunta a formulare teoremi di rappresentazione autonomi rispetto ai 
modelli di Utilità Attesa. Anche in questo caso i modelli proposti sono lineari. 
La rilevanza che i modelli lineari hanno assunto nella Teoria delle Decisioni ha 
spinto Weibull, all'inizio degli anni Ottanta, a studiarli in maniera astratta, prescindendo 
cioè dal particolare ambito in cui si svolge la scelta. Il suo lavoro ha il merito di 
riawicinare il problema della rappresentazione ai metodi della Matematica Pura, in 
particolare all'Analisi Funzionale Lineare e alla Teoria degli Spazi di Riesz. 
In questo lavoro si considera l'aspetto strettamente matematico della 
rappresentazione seguendo la direzione indicata da Weibull. La trattazione è suddivisa 
in tre capitoli tra loro interdipendenti, ordinati passando da una maggiore ad una minore 
astrattezza. 
Nel pnmo si studia il problema della rappresentazione astrattamente. In 
particolare si dimostra l'esistenza di funzionali che rappresentano ordinamenti di 
preferenza stabiliti su spazi vettoriali topologici. A partire dai risultati di Weibull si 
chiarisce il ruolo condotto dalla topologia nei teoremi di rappresentazione, arrivando a 
dimostrare l'equivalenza tra la proprietà di archimedeità e la proprietà di compatibilità 
delle preferenze con la topologia. Si ritiene che l'approccio dimostrativo basato sulla 
separazione di insiemi convessi e disgiunti (da cui la denominazione di "approccio 
geometrico") abbia reso più intuitivo, rispetto all'approccio di Weibull, il ruolo 
esercitato dalla topologia e dall'ordinamento di preferenza. Inoltre l'impostazione 
dimostra la sua efficacia in quanto permette di formulare un risultato che supera quello 
di Weibull. La metodologia introdotta si dimostra applicabile anche per trattare i temi 
della Dominanza Stocastica e Temporale. 
Nel secondo capitolo si espone un teorema di rappresentazione mediante 
funzionali lineari (del tipo dell'Utilità Attesa o dell'Utilità Scontata) che sfrutta i 
risultati esposti nel primo capitolo. Si propone quindi un approccio duale rispetto a 
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quello dei teoremi classici, in particolare rispetto al teorema di Savage. Nel teorema 
proposto, infatti, i ruoli recitati da probabilità e utilità risultano ribaltati se confrontati 
con quanto succede in Savage. I risultati del secondo capitolo hanno il pregio di poter 
essere rivestiti di significato "probabilistico" o "intertemporale", a seconda degli insiemi 
su cui sono definite le azioni e delle misure determinate sulla base degli assiomi. 
Nel terzo capitolo, infine, si applica il teorema di rappresentazione di preferenze 
stabilite su spazi vettoriali topologici localmente convessi, formulato nel primo 
capitolo, alla rappresentazione di preferenze su insiemi di operazioni fmanziarie. 
Riprendendo la definizione di operazione finanziaria ( o.f.) come funzione a variazione 
limitata, proposta da Castagnoli e Peccati nel1973, si assiomatizza il Valore Attuale. Si 
fornisce una definizione di Dominanza Temporale come ordine duale indotto da un 
opportuno insieme di funzioni di sconto. Infine si enuncia il teorema che caratterizza il 
cono convesso centrato nell'origine che induce l'ordine "Dominanza Temporale" sullo 
spazio delle o.f .. Tutto ciò rimanendo coerenti con la definizione di o.f. come funzione 
a variazione limitata. La caratterizzazione data in questo capitolo alle o.f. e alla 
Dominanza Temporale conferiscono validità generale alla trattazione. 
CAPITOLO I 
UN APPROCCIO GEOMETRICO ALLA RAPPRESENTAZIONE DI 
PREFERENZE MEDIANTE FUNZIONALI LINEARI 
1. Introduzione 
In questo capitolo vengono presentati alcuni teoremi di rappresentazione di 
preferenze definite su insiemi di oggetti aventi la struttura di spazio vettoriale. Si 
prende spunto dalla trattazione che dell'argomento ha dato Weibull [39, 41]. La novità 
di ciò che viene qui riportato consiste nel particolare approccio con cui si dimostrano. i 
teoremi di rappresentazione. In particolare, poiché un preordine compatibile con la 
struttura di spazio vettoriale può sempre essere visto come un preordine indotto da un 
cono convesso, si sfruttano alcuni noti risultati relativi alla separazione di insiemi 
convessi e disgiunti mediante un iperpiano. Questa idea di carattere geometrico 
giustifica il titolo dato al capitolo. 
L'approccio si dimostra fruttuoso in quanto acquista naturalezza il passaggio dal 
caso puramente algebrico (dove cioè non vi è topologia sull'insieme degli oggetti), 
studiato nel paragrafo 3, al caso in cui, essendovi una topologia, sia stabilita una 
relazione tra questa e le preferenze (paragrafo 4 ). Il punto chiave di questo passaggio 
consiste nella dimostrazione della sostanziale equivalenza, in un senso che sarà chiarito 
nel corso della trattazione, tra le proprietà di archimedeità e di compatibilità delle 
preferenze con la topologia. Nel paragrafo 5 si stabilisce che la proprietà delle 
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preferenze di essere un affinamento dell'ordine naturale, nel caso in cui l'insieme degli 
oggetti abbia la struttura di reticolo di Banach, è sufficiente (ma non necessaria) per 
avere un funzionale di rappresentazione lineare, continuo e positivo. Nel paragrafo 6 si 
prenderà in considerazione il caso in cui le preferenze siano espresse su uno spazio 
vettoriale topologico localmente convesso. È questa l'ipotesi più interessante in quanto 
si dimostra che le preferenze inducono una topologia localmente convessa. Il risultato 
principale, enunciato nella proposizione 5, stabilisce l'equivalenza tra archimedeità 
delle preferenze e continuità del funzionale di rappresentazione. Nel paragrafo 7 si 
forniscono dei risultati, utilizzati nel capitolo II, relativi alla rappresentazione di 
preferenze stabilite su particolari sottoinsiemi convessi dello spazio degli oggetti. 
Infine, nel paragrafo 8, si dimostra, secondo la metodologia qui introdotta, che esiste un 
cono di funzionali che rappresentano una relazione di ordine parziale compatibile con 
la struttura algebrica dell'insieme degli oggetti. È questo il caso che si verifica quando si 
dà una relazione di dominanza sull'insieme degli oggetti. In tal modo si fornisce, per i 
teoremi di Dominanza Stocastica e Temporale visti in letteratura, un approccio simile a 
quello dei teoremi di rappresentazione. 
2. Notazione e preliminari 
Dato un insieme di oggetti che sarà denominato X, il punto di partenza della 
Teoria delle Decisioni è costituito dall'ipotesi che un decisore stabilisca su X un sistema 
di preferenze, solitamente definito come un preordine (relazione riflessiva e transitiva) 
completo ~. Quindi elemento primitivo è la struttura di insieme preordinato. Qualora X 
sia anche spazio vettoriale reale, risulta naturale, almeno in certi ambiti decisionali, 
postulare la compatibilità della struttura di spazio vettoriale con la struttura di insieme 
preordinato. Ciò significa porre i seguenti due assiomi: 
(a) per ogni x, y, z, E X, x~ y =>x+ z ~ y + z; 
(b) per ogni x,y E X, per ogni À >O, x~ y => À·x ~ À·y. 
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La struttura (X, +, ·, ~) si definisce spazio vettoriale preordinato. Significativo è 
individuare l'insieme C = {x E X: x ~ O}. Poiché valgono (a) e (b), tale insieme gode 
delle seguenti proprietà: 
(l) per ogni "A~ O, "A·C c C; 
(2) C+ Cc C. 
Perciò esso è detto cono positivo rispetto al preordine ~. Si verifica immediatamente 
che le stesse proprietà (l) e (2) interessano l'insieme (-C). 
Inversamente, la costruzione della struttura (X, +, ·, ~) può essere fatta partendo 
dalla considerazione di un cono C contenente lo zero di X, e quindi definendo il 
preordine ~ su X mediante la condizione x ~ y <:::>x - y E C. Tale preordine si dice 
generato dal cono C. Questo significa che esiste una relazione 1-1 tra coni e preordini 
compatibili con lo spazio vettoriale. Si ossetva che, affmché il preordine generato da C 
sia completo, è sufficiente e necessario che C U (-C) = X. In tal caso I = C n (-C) è 
l'insieme degli oggetti che sono giudicati indifferenti allo 0. Infatti, se X E C n (-C), 
allora vale contemporaneamente x ~ O e O ~ x, cioè x - O. 
In molti ambiti decisionali, oltre alle preferenze, su X esiste un ordine (relazione 
riflessiva, transitiva e antisimmetrica) "naturale" degli oggetti, indicato con~. Se X è 
uno spazio di funzioni reali su T, l'ordine naturale è rappresentato dall'ordine punto per 
punto tra funzioni: f ~ g se e solo se f(t) ~ g(t) per ogni t E T. Anche questa relazione, 
al pari di quella di preordine, può essere vista come indotta da un cono P. Poiché ~ deve 
soddisfare anche la proprietà antisimmetrica, allora condizione necessaria e sufficiente 
affinché ciò succeda è che P n (-P)= {0}. Spesso, in tali ambiti decisionali, si aggiunge 
la seguente ipotesi: 
x~ O =>x>- O. 
Essa sta a significare che le preferenze del decisore sono un affinamento dell'ordine ~. 
Se l'ordine naturale è completo (il che è possibile in uno spazio unidimensionale reale, 
dove possono essere soddisfatte congiuntamente P n (-P)= {O} e P U (-P)= X), allora 
le preferenze si confondono con esso. Se, invece, non è completo, ha senso parlare di 
preferenze distinguendole dall'ordine naturale. L'ipotesi di affinamento può essere 
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riletta, da un punto di vista geometrico, come: P c C. Per quanto detto si suppone che 
l'inclusione sia sempre in senso proprio tranne nel caso unidimensionale. 
Lo scopo tipico della Teoria delle Decisioni è costituito dalla ricerca di semplici 
condizioni (necessarie o sufficienti) che devono essere soddisfatte da (X, ~) per 
l'esistenza di un funzionale j: X 14 R che rappresenta le preferenze, cioè tale che x~ y 
<=> f(x) ~ f(y). Nell'ambito particolare fin qui tratteggiato di uno spazio vettoriale 
preordinato, si può restringere la ricerca in esame ad un funzionale lineare. In 
particolare, definito x+ il duale algebrico di x, cioè lo spazio vettoriale dei funzionali 
reali lineari su X, si danno condizioni necessarie e sufficienti affinché f E x+ 
rappresenti ~'con ciò intendendosi che, per tutti e soli gli x E C si abbia f(x) ~O. Si 
vede che, se f raggiunge lo scopo, anche a·j, per ogni a> O, rappresenta~· 
Un successivo passo stabilisce una relazione tra le preferenze e la topologia su 
X: detto X* il duale topologico di X, cioè lo spazio vettoriale dei funzionali reali, lineari 
e continui, si danno condizioni equivalenti all'esistenza di un f E X* che rappresenti ~. 
Si dirà, invece, chef è positivo rispetto a (o che presetva) ~ se x E C implica 
f(x) ~O. Se f è positivo si scriverà anche f ~O. 
Per apprezzare la novità di quanto sarà esposto in questo capitolo si riportano, 
riunendoli in un'unica proposizione, i risultati dovuti a Weibull [39, 41] e se ne 
indicherà anche la linea dimostrativa. In base alla conoscenza di chi scrive, [39, 41] 
sono l'unico riferimento bibliografico esplicito in materia di rappresentazione di 
preferenze espresse su spazi vettoriali. 
TEOREMA l: sia (X, l l-ID spazio vettoriale reale normato, sia ~ un preordine completo 
e non banale su X. Esiste un funzionale lineare e continuo f: X 14 R tale che x~ y <:::> 
f(x) ~ f(y) per ogni x, y E X, se e solo se valgono le condizioni: 
(a) per ogni x,y, z, E X, x~ y ==::>x+ z ~ y + z; 
(b) per ogni x, y E X, per ogni À >O, x ~ y ==::> À·x·~ lv·y; 
(c) se x >- O allora per ogni y E X esiste un 8 > O tale che x >- B·y; 
(d) se per ogni successione {xn} nEN tale che llxn -xli ---)>O e xn ""'O V n, si 
ha x....., O. 
Inoltre f è unica a meno della moltiplicazione per uno scalare strettamente positivo. 
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Prima di esporre la dimostrazione, ci si sofferma brevemente sugli assiomi (c) e 
(d), i primi due essendo già stati chiariti in apertura di paragrafo. L'assioma (c) è noto 
come assioma di archimedeità per le preferenze in quanto preordine completo. Si 
tornerà a parlame diffusamente nel successivo paragrafo. L'assioma (d), invece, è un 
assioma di "continuità" delle preferenze. In particolare esso indica che l'insieme degli 
oggetti giudicati indifferenti all'origine di X è chiuso (rispetto alla norma 11-11). 
DIMOSTRAZIONE: essendo ~ non banale esiste almeno un x0 E X tale che x0 >- O. per 
ogni x E X siaA(x) = {À E R: À·x0 ::5 x}. Con facili passaggi si verifica che, per ogni x 
E X, A(x) :t; 0 e sup~(x) < +oo. Si definisce f: X ~ R con f(x) = su.PRA(x). Si 
dimostra anche che per ogni x E X vale x0·f(x) ""' x. Quindi: da x0·f(x+y) - x0·[f(x)+ 
f(y)] segue f(x+y) = f(x)+ f(y); da x0·j(À·x) - x0·[ìvf(x)] segue f(À·x) = À·f(x); infine 
da x?: y, ovvero x0·f(x)?: x0·f(y), segue f(x) ~ f(y). Quindi f è lineare e rappresenta?:· 
Se invece che da x0 si fosse partiti da x1 >- O, x0 :t; x1, per determinare il funzionale di 
rappresentazione, si sarebbe individuato g: X~ R tale che x 1·g(x) ""'x. Evidentemente 
si avrebbe x0 ""'x1·g(x0); quindi x0·f(x) -x- x 1·g(x) che implica x- x0·(1/g(x0))·g(x), da 
cui f = (llg(x0))·g. Si verifica facilmente che lo scalare 1/g(x0) è strettamente positivo. 
Insomma: le ipotesi (a), (b) e (c) sono equivalenti all'esistenza di f. 
Per dimostrare che la continuità di f è equivalente alla (d) si consideri l'insieme ker(f) 
= {x E X: f(x) = 0}, cioè l'insieme degli oggetti indifferenti all'origine. Per un noto 
teorema dell'Analisi (vedi il teorema 8 del successivo paragrafo 5), ker(f) è chiuso se e 
solo se f è continua. C.V.D. 
Nel paragrafo 4, segnatamente con la proposizione 2, si dimostrerà che, in uno 
spazio vettoriale topo logico la condizione (c) di archimedeità delle preferenze è 
9 
superflua, nel senso che l'esistenza di un funzionale lineare e continuo che rappresenta 
le preferenze è equivalente alle condizioni (a) , (b) e (d). Con la proposizione 5 del 
paragrafo 6, invece, si dimostrerà che, in uno spazio vettoriale topologico localmente 
convesso è superflua la condizione (d). È appena il caso di ricordare che tutti gli spazi 
vettoriali normati sono topologici localmente convessi. 
3. Esistenza di un funzionale lineare che rappresenta le preferenze 
Sia (X, ~) il sistema di preferenze, dove ~ è una relazione di preordine 
completo. Siano stabilite, fra gli oggetti della scelta, le operazioni somma "+" e 
moltiplicazione per uno scalare "· ", con il significato che, se due oggetti appartengono a 
X, anche la loro somma e la moltiplicazione di ciascuno per uno scalare siano ancora 
oggetti della scelta. X sia spazio vettoriale rispetto a"+" e a"·" e~ sia compatibile con 
esse, cioè valgano (a) e (b). È chiaro che non ogni ambito decisionale si adatta a queste 
ipotesi. Tuttavia si ricorda che esse sono pressoché standard nella Teoria delle 
Decisioni in ambito intertemporale o in condizioni di incertezza. Sia quindi C il cono 
positivo rispetto a ~. Poiché le preferenze sono un preordine completo, vale C U (-C) = 
X. Si chiariscono nel seguito alcuni aspetti preliminari. 
LEMT\1A 1: sia (X, ~)spazio vettoriale preordinato. Le condizioni (a) e (b) implicano 
le seguenti: 
(i) se x ~ y allora -y ~ -x; 
(ii) se x>- O e À 2:: J.! allora À·x ~ J..t·x. 
DIMOSTRAZIONE: se x~ y allora, per la proprietà (a), x- (x+ y) ~ y- (x+ y), da cui 
la (i). Se x>- O e À- Jl2 O allora, per la proprietà (b), x·(À- J..t) ~O, cioè la (ii). C.V.D. 
OSSERVAZIONE l: C è insieme convesso. Infatti, dati x, y t O, dato a E [0, l], per le 
proprietà (a) e (b), si ha a·x + (1-a)·y E C. 
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OSSERVAZIONE 2: poiché !::: è un preordine completo compatibile con la struttura di 
spazio vettoriale, I = C n (-C) è un sottospazio vettoriale non banale (cioè I -:;; {O}) di 
X. 
Al fine di giungere alla proposizione principale di questa sezione, si introduce 
sulle preferenze l'ulteriore condizione di archimedeità: 
(c) se x>- O allora, per ogniy E X, esiste un 8 >O tale che x>- 8·y. 
Ciò richiede che, fissato un oggetto giudicato strettamente "positivo", esista la 
possibilità di moltiplicarlo per uno scalare strettamente positivo affinché risulti 
preferito ad ogni altro oggetto di X. 
A rigore, la (c) non è la definizione di archimedeità di !::: che più frequentemente 
si trova in letteratura. Di solito, dato lo spazio vettoriale completamente preordinato (X, 
+, ·, !:::), se dal fatto che esiste y E X per cui y t 'A.·x per ogni 'A.> O consegue x~ O, 
allora il preordine si definisce archimedeo. L'ipotesi ulteriore di completezza del 
preordine permette di scrivere che non x!::: O è equivalente a x-< O e non y!::: 'A.·x è 
equivalente ay-< 'A.·x, e quindi di esprimere l'archimedeità nella forma (c), più comoda 
ai fini della trattazione. 
Si dice che x E C è punto interno a C c X (si faccia attenzione: non è un 
_concetto topologico! Infatti, per ora, non c'è alcuna topologia su X; esso va inteso da un 
punto di vista puramente algebrico) se, per ogni y E X, esiste un 8 > O tale che x + c·y E 
C per ogni Ici ~ 8. Per comodità del lettore si riporta l'enunciato del noto teorema di 
Hahn-Banach nella forma geometrica (Teorema di Separazione) (cfr. [18] pp. 412-413): 
TEOREMA 2: Sia X spazio vettoriale. Siano M, N c X insiemi convessi e disgiunti tra 
loro. M abbia almeno un punto interno. Allora esiste un funzionale lineare f non 
identicamente nullo ed esiste un q E R tali che f(M) ~q:::; f(N). 
11 
Ai fini della dimostrazione del risultato principale di questa sezione viene 
enunciato il lemma seguente. 
LEM1v1A 2: posto che valgano le condizioni (a) e (b), le seguenti proposizioni sono 
equivalenti: 
(i) t è preordine archimedeo; 
(ii) x>- O è punto interno di C. 
DIMOSTRAZIONE: si dimostra che (i) implica (ii). Sia x >- O. Se y >- O, in virtù della 
(c) e della (a), esiste un eS > O per cui x - cS·y >- O. Se la relazione vale per -eS allora, 
poiché C è un cono, per ogni E E [-eS, 0], vale x+ E·y E C. Se invece y-< O, allora, per la 
(c), esiste un eS> O per cui x- 8·(-y) >-O. Si vede allora che x+ e·y E C per ogni e E [0, 
eS]. Riassumendo, se x >- O allora, poiché la relazione di preordine è completa, per ogni y 
E X esiste un eS > O tale che x + e·y E C per ogni lEI $; eS, che è proprio la definizione di 
punto interno. 
Si dimostra che (ii) implica (i). Se x>- O è interno, allora per ogni y E X esiste un eS> O 
tale che x + E·y E C per ogni lEI :::; eS. Allora, per la (ii) del lemma l, esiste lEI < eS, tale 
che x - e·y >- O, che è appunto la defmizione di archimedeità. C. V.D. 
Si è ora in grado di rappresentare le preferenze con un funzionale lineare. 
PROPOSIZIONE l: dato X spazio vettoriale, il sistema di preferenze (X, t) sia 
completo e non banale. Le condizioni 
(a) per ogni x, y, z, E X, x t y =>x+ z t y + z; 
(b)per ogni x,y E X, per ogni À >O, x~ y => À·x ~ À·y; 
(c) se x>- O allora per ogni y E X esiste un eS> O tale che x>- cS·y, 
sono equivalenti all'esistenza di un funzionale lineare f che rappresenta le preferenze, 
univocamente determinato a meno della moltiplicazione per uno scalare strettamente 
positivo: g = .ìv·f per un qualche À >O. 
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DIMOSTRAZIONE: si dimostra che (a), (b) e (c) sono sufficienti. Poiché t è non 
banale, allora esiste almeno un x >- O. Per ille~a 2, x è punto interno di C. Poiché l 
è l'insieme degli oggetti indifferenti all'origine, sia (-C) V = {x E X: x -< O} il cono degli 
elementi giudicati strettamente negativi. Allora i due coni, quello positivo e quello 
strettamente negativo, sono convessi, per l'osservazione l, e disgiunti. Inoltre C per 
quanto appena dimostrato, ha almeno un punto interno. Si osserva che, se x è punto 
interno di C, allora (-x) è punto interno di (-C)V. Per il Teorema di Separazione esiste 
un funzionale lineare f ed uno scalare q tali che /( (-C) V) ~ q ~ /(C). Poiché O E C 
allora q ~O. D'altra parte, dato x-< O, risulta -x>- O. Allora, per la (b), À.·(-x) t O per 
ogni À ~O. Quindi /(À·( -x))~ q, da cui, per linearità, Àj(x) ~q, per ogni À. ~O, ovvero O 
~q. Allora q= O. 
Si deve dimostrare ora che f(x) = O per ogni x E l. Essendo l, come rilevato 
nell'osservazione 2, sottospaziò vettoriale non banale di X, ed essendo l c C, allora, dati 
due qualsiasi x, y E J, risulta che x- y E I e che f(x- y) ~O, cioè f(x) ~ f(y). D'altra 
parte anche y- x E J, da cui f(y) ~ f(x). Quindi f(x) = f(y) per ogni scelta di x e y in J. 
Poiché O E J, allora f(x) = O per ogni x El. 
Resta da dimostrare che non esistono altri funzionali lineari che rappresentano t se non 
quelli del tipo g = A·j per A > O. Si suppone allora che, dati gli insiemi convessi e 
disgiunti C e (-C) V, con C avente un punto interno, siano g, non identicamente nullo, e 
lo scalare p tali che g( (-C) V) ~ p ~ g( C). Seguendo il procedimento illustrato sopra si 
dimostra che p = O e che g(x) = O per ogni x E J. Quindi risulta che se f(x) = O allora 
g(x) =O. Si osserva che, /(X)= R, in quanto f non è identicamente nullo e X è spazio 
vettoriale. Su /(X) si definisca la funzione fi>(f(x)) = g(x). L'applicazione fi> è lineare e, 
in virtù di quanto rilevato, risulta ben definita, dato che, da f(x) = f(y), cioè f(x- y) =O, 
risulta g(x - y) = O, cioè g(x) = g(y). Come noto (ma vedi anche il teorema 9 del 
paragrafo 6) ogni funzione lineare fi> su R è del tipo fi>{y) = À·y per un opportuno A. 
Quindi g(x) = fi>(f(x)) = À.·f(x). Infine si osserva che non può essere né À =O in quanto g 
non è identicamente nullo, né A< O, dato che, se così fosse, si avrebbe 
g(C) ~o< g((-C)V), 
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contro quanto si è verificato sopra. 
Per quanto riguarda la necessità di (a), (b) e (c) si prova facilmente che, se esiste l 
lineare e positivo rispetto alle preferenze, allora (a) e (b) discendono immediatamente 
dalla linearità, mentre (c) deriva dall'archimedeità di (R, ~). C.V.D. 
Si osserva, a corollario del teorema appena dimostrato, che sotto l'ulteriore 
ipotesi che X sia spazio vettoriale reale di dimensione n, le condizioni (a), (b) e (c) sono 
equivalenti all'esistenza di un vettore (l 1, ... , l n) per cui x ~ O se e solo se L7=1 x;·/; ~ 
O. Questo è un funzionale lineare e continuo su X. Alla fine del paragrafo 6 sarà chiaro 
il motivo per cui, in uno spazio di dimensione finita, la continuità è equivalente alla 
archimedeità delle preferenze. 
4. Rappresentazione mediante un funzionale lineare e continuo 
Finora non è stata introdotta alcuna relazione tra il concetto di preferenza e il 
concetto di vicinanza tra gli oggetti. Sembra tuttavia molto sensato che, se due oggetti 
x, y E X sono prossimi l'uno all'altro, secondo una qualche topologia, allora debbano 
godere delle medesime proprietà. Per esempio, se x è giudicato positivamente, anche 
ogni y ad esso sufficientemente vicino dovrà essere giudicato in maniera positiva. In 
buona sostanza si riscontra molto spesso, in Teoria delle Decisioni, il requisito che le 
preferenze siano continue (nel senso intuitivo descritto sopra) in una topologia -r 
opportuna e prefissata. Si dimostrerà nel seguito di questa sezione che, unitamente ad 
un assioma di continuità delle preferenze, gli assiomi (a) e (b) sono necessari e 
sufficienti per avere un funzionale lineare e continuo che risulta positivo rispetto a ~. Si 
verifica inoltre che l'archimedeità delle preferenze in uno spazio vettoriale topologico è 
pressoché equivalente (nel senso che sarà stabilito tra poco) alla continuità delle 
preferenze rispetto alla topologia -r. 
Su X sia fissata una topologia -r. Come noto, essa può essere o meno indotta da 
una norma. In alcuni ambiti decisionali risulta infatti naturale pensare a X come a uno 
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spaz1o vettoriale normato. Tuttavia, in questa sezione ci si riferirà a uno spazio 
vettoriale topologico, in quanto la considerazione di una topologia indotta da una norma 
introdurrebbe in maniera surrettizia l'importante ipotesi che lo spazio X sia localmente 
convesso. La rappresentazione di preferenze su spazi per cui valga la locale convessità 
sarà l'oggetto del paragrafo 6. 
La topologia su X sia tale che le operazioni di somma "+": XxX~ X e di 
moltiplicazione per uno scalare "·": RxX ~ X, per le quali X è spazio vettoriale, siano 
funzioni continue. In tal caso (X, -r) è detto spazio vettoriale topologico (in seguito 
s.v.t.). Dalla definizione di s.v.t. consegue immediatamente che la topologia è 
invariante per traslazioni e omotetie; quindi se U è intorno dell'origine anche ìv U, À E 
R, è tale e l'insieme x + U è intorno di x. 
Dato un insieme K c X, si dice che un punto x E K è interno a K secondo la 
topologia -r, brevemente x è 't-interno a K, se esiste un intorno U di O per cui l'insieme x 
+ U c K. Vale il seguente lemma. 
LE~ 3: sia (X, -r) s.v.t., K c X insieme convesso. Se K ha almeno un elemento 't-
interno allora x E K è interno a K se e solo se è 't-interno a K. 
Dllv10STRAZIONE: sia x E int-c(K), interno di K rispetto a -r; sta y E c/t<K), 
appartenente cioè alla chiusura di K rispetto a 't. Si prova, innanzitutto, che (1-S)·x + B·y 
E int-c(K) per 8 E ]0, l [ se l'insieme K è convesso. Infatti esiste un intorno U dello O tale 
che l'insieme x + u c K. Dato che y E c/t(K), esiste un YI E K n fy + U·(cS-1)/8], 
essendo y + U·(&-1)/8 un intorno diy. Poiché K è convesso, l'insieme U1 = (1-S)·(x + U) 
+ 8·y1 c K. Essendo per costruzione 8{y1 - y) E (1-o)·U, allora 
(1-o)·x + ò·y = (1-ò)·x + 8·y1 + cS·(y-y 1) E U1. 
Quindi (1-ò)·x + B·y è punto 't-interno di K. 
Si verifica ora che, se x E intiK) e K è convesso, allora x è interno. Per quanto si è 
appena provato, (1-ò)·x + cS·y E int-c(K). Ma (1-ò)·x + 8·y =x+ 8·(y- x), dove y- x E X, 
e quindi x è anche interno. 
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Si prova ora che, se x è interno di K, insieme convesso provvisto di almeno un elemento 
-r-interno, allora x è -r-interno. Sia x1 E int-r(.K). Allora y2 = x + ò·(x - x1) E K. Ma x = 
y2/(l+ò) + xl'ò/(1+8) è punto -r-interno per quanto dimostrato inizialmente. C.V.D. 
Per l'esistenza di un funzionale lineare e continuo che rappresenta una relazione 
di preferenza completa e non banale servirà un legame tra le preferenze e la topologia -r. 
Il più spontaneo è il seguente: 
(e) se x >- O allora esiste un intorno U di O tale che, per ogni y E x + U, 
si hay >-O. 
Ciò significa che, se x è giudicato strettamente positivo, esiste almeno un 
intorno di x di oggetti giudicati strettamente positivi. La condizione (e) è equivalente a 
dire che un oggetto giudicato strettamente positivo è -r-interno di C. È appena il caso di 
osservare che, se la topologia 't è metrizzabile (nel qual caso la definizione di chiusura 
mediante successioni è equivalente alla definizione di chiusura mediante intorni), la 
condizione (e) è necessaria e sufficiente per avere la condizione 
(d) se per ogni successione {xn} nEN tale che llxn- xli-)> O e xn"' O V n, si 
hax,...,O. 
del teorema l. Infatti questa stabilisce che I sia chiuso mentre la (e) stabilisce che il 
cono C\l sia aperto. 
In virtù dei lemmi 2 e 3: 
COROLLARIO l: se per (X, !:::), sistema di preferenze completo, che soddisfa le 
condizioni (a) e (b) il cono positivo C ha almeno un punto -r-inte.rno, allora le seguenti 
sono equivalenti: 
(i) !::: è preordine archimedeo (assioma (c)); 
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(ii) x>- O è 'C-interno a C (assioma (e)). 
Si osserva che, in generale, se (X, 't) s.v.t. con C= {x E X: x !:::: O} chiuso, allora !:::: è 
archimedeo. Per provarlo basta applicare la definizione di archimedeità (cfr. [35] pp. 
205). Il corollario l afferma di più: se il preordine completo è compatibile con la 
topologia 't, allora l'archimedeità implica che (-C) V è aperto. In buona sostanza, si 
sancisce che, nel caso di uno s.v.t., l'ipotesi di archimedeità è superflua rispetto 
all'esistenza di un funzionale lineare e continuo. Quindi: 
PROPOSIZIONE 2: sia (X, 't) s.v.t., (X, !::::) sistema completo e non banale di 
preferenze. Allora le condizioni (a), (b) ed (e) sono equivalenti all'esistenza di un 
funzionale lineare e continuo f che rappresenta t, unico a meno della moltiplicazione 
per uno scalare strettamente positivo. 
DllvfOSTRAZIONE: per quanto concerne la sufficienza di (e), se il sistema di 
preferenze è non banale esiste almeno un x>- O. Per la (e) esso è 't-interno di C. Per il 
lemma 3, x>- O è anche interno. Per la proposizione l, esiste un funzionale lineare f tale 
che /(-C)~ O~ f(C) e/([)= {0}, unico a meno di una trasformazione lineare positiva. 
Rimane da verificare chef è anche continuo. A questo proposito, essendo j lineare, 
basta verificame la continuità nell'origine di X. 
Poiché x è punto 't-interno di C sia U intorno dell'origine per cui x + U c C. Allora j(x 
+ U) ~O, cioè j(x + U) c [0, + oo[. Per linearità risulta f(U) c [-/(x), +oo[. Allora, detto 
v= un (-U), risulta /(V) c [-/(x), /(x)]. È immediato constatare a questo punto che, 
per ogni & >O l'intorno dello zero V·flj(x) è tale che j(V·flj(x)) c [-&, &]. Quindi f è 
continua nell'origine, cioè continua e dunque anche lv f risulta continua. 
Per quanto concerne la necessità di (e), basta osservare che, se è f lineare e rappresenta 
!::::, allora, per x >- O risulta f(x) > O, cioè f(x) interno a [0, +oo{ nella topologia di R. 
Poiché f è 't-continua, allora x è 't-interno di C. C.V.D. 
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5. Rappresentazione di preferenze che affinano l'ordine naturale 
Spesso, in alcuni ambiti decisionali, esiste un ordine (parziale) naturale degli 
oggetti della scelta. È ipotesi standard per le scelte in incertezza e per le scelte 
intertemporali che il decisore rispetti l'ordine naturale, nel senso che le preferenze siano 
un affinamento dell'ordine naturale, come sintetizzato nella condizione 
(p)x~O:==>x~O. 
Essa permette di sfruttare importanti risultati, noti in letteratura, relativi ai reticoli 
vettoriali normati (e completi rispetto alla norma), nel caso in cui l'insieme X sia tale. 
Per quanto riguarda l'approccio che si sta sviluppando, il maggiore risultato che deriva 
dall'assioma (p) è quello relativo alla sua sufficienza, unitamente all'archimedeità e alle 
ipotesi di compatibilità delle preferenze con la struttura di spazio vettoriale, per la 
continuità delle preferenze. Il paragrafo, sul piano logico, sta a metà strada tra il 
paragrafo relativo agli s.v.t. e quello relativo agli s.v.t. localmente convessi. Questo il 
motivo della sua collocazione. 
Si rendono necessarie alcune definizioni preliminari. Sia X spazio vettoriale e 
sia~ una relazione d'ordine parziale. X è detto spazio vettoriale ordinato se~ soddisfa 
le seguenti proprietà di compatibilità tra la struttura di insieme ordinato e la struttura di 
spazio vettoriale: 
(l) se x ~y allora x+ z ~y + z; 
(2) se x ~Y allora "A·x ~ À·y per ogni A> O. 
Se per X insieme ordinato, per ogni scelta di x,y E X, si ha che sup{x, y}, in!{ x, y} E X 
allora esso è detto reticolo. Nel reticolo X, lxi = sup{ -x, x} è detto valore assoluto di x. 
Uno spazio vettoriale dotato di una norma e completo rispetto alla norma stessa è detto 
spazio di Banach. Se la struttura di reticolo su X risulta compatibile con la struttura di 
spazio di Banach, cioè se per la norma 11-11 su X vale che lxi :ç lYI implica !lxii :ç llYII, allora 
X è detto reticolo di Banach. Nel seguito P = {x E X: x ~ O} indicherà il cono degli 
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elementi positivi di X rispetto a~. Inoltre x-= sup{O, -x} e x+= sup{O, x} indicheranno 
rispettivamente la parte negativa e la parte positiva di x E X. Valgono i seguenti 
importanti risultati (cfr. [36] teoremi II.5.2 e II.5.3, pp. 83-84), di cui si riporta, per 
comodità del lettore, anche la dimostrazione. 
TEOREMA 3: se X è un reticolo di Banach allora: 
(i) la mappa 11: X~ X, che ad ogni x associa la sua parte negativa x-, è 
uniformemente continua nella topologia indotta dalla norma di X; 
(ii) P è chiuso nella topologia indotta dalla norma di X. 
DIMOSTRAZIONE: per dimostrare l'uniforme continuità di 11 si dimostra l'uniforme 
continuità dell'applicazione J..L: xxx ~ X che ad ogni coppia (x, y) E xxx associa 
sup{x, y}, dato che 11 risulta essere la J.l in cui sia posto y = O e -x al posto di x. Si 
osserva che lsup{x, y} - sup{x1, y 1}1 ~ lx - x11 + lY - y 1j. Allora, essendo X reticolo di 
Banach, si ha: llsup{x, y} - sup{x1, y 1}11 ::; lllx- x11 + lY- y 1111 ::; llx- x111 + llY- y 111, in cui 
all'ultimo membro compare la norma di XxX. Quindi J..l risulta uniformemente 
continua. 
Per dimostrare la (ii) basta osservare che, se la mappa 11: x ~ x- è continua, allora, 
essendo P= 11~( {O}) l'antiimmagine di {O} mediante 11, ed essendo {O} chiuso in X, P 
risulta chiuso. C.V.D. 
TEOREMA 4: sia (X, 11-11) un reticolo di Banach, j: X ~ R. Se f è lineare e tale che 
f(x) ~ O per ogni x ~ O allora l è continuo. 
DIMOSTRAZIONE: basta dimostrare che 1 è continuo nell'origine di X, data la 
linearità di f. La dimostrazione viene svolta negando la tesi. Se f, lineare e positivo, 
non fosse continuo allora sarebbe illimitato sulla palla unitaria B(O, l] = {x E X: l lxii :::;; 
l} e quindi, sempre per linearità, sulla parte strettamente positiva della palla unitaria 
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B(O, l] n P. Quindi esisterebbe una successione {xnlneN c B(O, l] n P tale che ll(xn)l ~ 
n3 per ogni n E N. 
D'altra parte, la serie LneN n-2.xn è convergente in norma, in quanto maggiorata dalla 
serie LneN n-2, e quindi, poiché X è di Banach, convergente. Sia y = LneN n-2·xn. 
Poiché P è insieme chiuso in virtù del teorema 3, allora y E D. Essendo la serie a 
termini positivi, risulta y > n-2.xn per ogni n EN. Allora, per la positività e la linearità di 
l si ha l(y) > n-21(xn) ~O, ovvero, ricordando quanto fatto sopra, ll(y)l > n-2JI(xn)l ~n 
per ogni n E N. Ma ciò è assurdo, in quanto 1 non sarebbe più lineare, dato che y non 
dipende da n. C. V.D. 
Vale il seguente lemma. 
LE1v1MA 4: se esiste f: X H R lineare tale che l(x) ~O se x!::: O, allora (p) implica che 
f(x) ~O per ogni x~ O. 
DIM:OSTRAZIONE: poiché, per la condizione (p), x ~ O implica x !::: O, allora, se x ~ O, 
risulta f(x) 2 O. C.V.D. 
Dal punto di vista geometrico, indicato con c+ c x+ il cono dei funzionali 
lineari positivi rispetto a (X, !:::) e con p+ c x+ il cono dei funzionali lineari positivi 
rispetto a (X,~), il lemma 4 ha la seguente interpretazione: c+ c p+, È facile intuire a 
questo punto che, se la proprietà di continuità interessa i funzionali lineari in p+ a 
maggior ragione interesserà i funzionali lineari in c+. Questa la sostanza della 
proposizione seguente. In essa si stabilisce che la condizione (p) è più forte della 
condizione 
(e) se x >- O allora esiste un intorno U di O tale che, per ogni y E x + U, 
si hay >-O. 
Infatti quest'ultima è equivalente alla continuità, mentre la (p), combinata con 
l'archimedeità, risulta sufficiente per la continuità del funzionale di rappresentazione. 
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PROPOSIZIONE 3: dato (X, IHD reticolo di Banach e dato ~, preordine non banale e 
completo su X, le condizioni (a), (b), (c) e (p) sono sufficienti per l'esistenza di un 
funzionale lineare e continuo l che rappresenta ~'positivo rispetto all'ordine naturale. 
Esso è univocamente determinato a meno della moltiplicazione per uno scalare 
strettamente positivo. 
DWOSTRAZIONE: per la proposizione l, le condizioni (a), (b) e (c) sono equivalenti 
all'esistenza di un 1 lineare e positivo rispetto a ~, preordine non banale e completo su 
X. Per la (p) e il lemma 7, 1 risulta positivo rispetto a 2. Infine, per il teorema 12, l 
lineare e positivo rispetto a 2 è continuo. L'ultima parte dell'enunciato è banale, 
ricordando la proposizione l. C.V.D. 
6. Rappresentazione di preferenze in uno spazio vettoriale topologico localmente 
convesso 
Lo scopo di questa sezione è dimostrare che, con l'ulteriore ipotesi che lo spazio 
topologico X degli oggetti su cui il decisore stabilisce le preferenze sia localmente 
convesso, l'archimedeità e la compatibilità delle preferenze con la struttura algebrica di 
X sono equivalenti all'esistenza di un funzionale di rappresentazione lineare e continuo. 
Per dimostrare tale affermazione si sfrutterà ancora l'approccio basato sulla 
separazione dei coni convessi determinati dalle preferenze e in particolare la peculiarità 
dell'insieme degli oggetti indifferenti all'origine (di X) di essere un iperpiano in X. 
Si rende necessaria l'introduzione di alcuni concetti utili nel prosieguo della 
trattazione. Si dice che l'insieme A è incluso propriamente in X se vale A c X ma non X 
c A. Un insieme H c X si definisce iperpiano omogeneo (cioè contenente l'origine) se è 
un sottospazio massimale rispetto all'inclusione propria in X, spazio vettoriale, in 
quanto non esiste alcun sottospazio proprio di X che contenga propriamente H. Si 
verifica che H è un iperpiano omogeneo in X se e solo se esiste un funzionale non nullo 
'V E x+ tale che H= {x E X: w(x) =O} = ker('V) (vedi, per esempio, [35] teorema 1.4.1 
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p. 24 ). Quindi, se 1 è funzionale lineare di rappresentazione secondo la proposizione l, 
l= ker(f) è un iperpiano omogeneo. 
Dato lo spazio vettoriale X e l'iperpiano l c X, si definisce il quoziente Xl l 
{[x] =x + l, x E X}, cioè l'insieme costituito dalle classi di equivalenza rispetto alla 
relazione di indifferenza,.,.,, per cui x,.,., y sex-y E l. Poiché l è sottospazio, è il caso di 
ricordare che l + I = I e "A·J = l. Su XII si definiscono le operazioni di somma e 
moltiplicazione per uno scalare rispettivamente come: 
[x] + fy] = (x + l) + (y + l) = (x + y) +l 
"A·[x] = "A·(x +I)= ("A·x) +l. 
È facile verificare che XII è spazio vettoriale rispetto ad esse. Si definisce 
proiezione canonica l'applicazione lineare <j>: X H X/ l, che immerge ogni x nella 
rispettiva classe di indifferenza. Per isomorfismo si intende un'applicazione lineare 
biiettiva tra spazi vettoriali. Si considera noto il teorema di isomorfismo, di seguito 
enunciato. 
TEOREMA 5: sia X spazio vettoriale reale, 1: X H R lineare e <j>: X H Xlker(f). 
Allora esiste un unico isomorfìsmo f: X/ker(J) H R tale che l= fo<j>. 
Si dice che la topologia -r1 è più fine (forte) della -r2 (in maniera equivalente: che 
-r2 è più debole di 't1) se tutti gli insiemi che sono aperti in 't2 sono aperti anche in -r1. 
Se (X, -r) è s.v.t. e l è iperpiano omogeneo, si definisce topologia quoziente su 
X/Ila più fine tra le topologie per cui la proiezione canonica <1> risulta continua. La sua 
esistenza, in questo caso, è assicurata: è ovvio, infatti, che <1> risulti continua almeno 
rispetto alla topologia banale i cui aperti sono l'insieme vuoto e XII; quindi l'insieme 
delle topologie che rendono <l> continua non è vuoto. Poiché le topologie su un insieme 
formano un reticolo (cioè, date -r1 e -r2 su X, esiste sempre il sup{ -r1, -r2} ), ha quindi 
senso la definizione della topologia quoziente come sup dell'insieme delle topologie per 
cui <1> è continua. 
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Si verifica che <l> è applicazione aperta, ovvero tale che l'immagine diretta di un 
insieme aperto in X è un insieme aperto in XII. 
Un insieme A c X, X s.v.t., si definisce cerchiato o bilanciato (eire/ed, 
balanced) se À·A c A per ogni 1"-1::; l. Valgono i seguenti, importanti, teoremi (cfr., per 
esempio, [35] pp. 14-20). 
TEOREMA 6: se (X, -r) è s.v.t., anche XII con la topologia quoziente è s. v. t. 
TEOREMA 7: se (X, -r) è s. v. t., esiste una base di intorni dell'origine formata da 
insiemi chiusi e cerchiati. 
Si ricorda che uno spazio topologico (S, -r) è di Hausdorff se, dati a, b E S, 
esistono due intorni A, B E 't tali che A n B = 0, a E A e b E B. Allora (cfr. [35] 
teorema 1.2.3): 
TEOREMA 8: XII, con la topologia quoziente, è di Hausdorff se e solo se l'iperpiano l 
è chiuso in X. 
DIMOSTRAZIONE: se XII è di Hausdorff, allora {O} c XII è chiuso. Quindi è chiuso I 
=<!><(--({O}). Inversamente, sia I chiuso; dato [x] -:t:. O in XII, sia x E X tale che <l>(x) = [x]. 
Allora x E U, ove U è un insieme aperto disgiunto da I. Essendo <P applicazione aperta, 
<l>( V) è un insieme aperto in XII che non contiene O. Poiché XII è s. v. t., per il teorema 7 
esiste V c U, intorno chiuso di [x], che non contiene l'origine di XII. Quindi XII è di 
Hausdorff, in quanto il complementare di V è un intorno di O. C.V.D. 
Per isomorfismo topologico si intende un isomorfismo continuo, come il suo 
inverso, tra due s. v. t. Sarà utile il seguente teorema (cfr. [35] teorema I.3.1). 
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TEOREMA 9: ogni s.v.t. reale X, unidimensionale e di Hausdorff è topologicamente 
isomorfo a R. 
DIMOSTRAZIONE: basta verificare che che l'applicazione 'A H 'A·x è isomorfismo 
topologico per ogni x E X. Per definizione di s.v.t. essa è isomorfismo (algebrico) e 
continua. Basta verificare ora che, per ogni x E X fissato, 'A·x H 'A è continua 
nell'origine di X. Sia dato O < s < l. Sia inoltre j80 j < s. Poiché X è di Hausdorff, esiste 
V, intorno cerchiato dell'origine, tale che 80·x ~ V. Si verifica ora che, per un certo 8, 
non può essere congiuntamente 8·x E V es s 181 < l. Ciò conclude la dimostrazione in 
quanto necessariamente, deve essere 8·x E V e 181 < s. Se infatti fosse s s 181 < l, 
risulterebbe j80 j < 181 <l. Ma V è cerchiato, quindi 80·x E V, cadendo in contraddizione. 
C.V.D. 
Nella proposizione precedente risulta fondamentale l'ipotesi che X sia di 
Hausdorff. Infatti, per uno s.v.t. unidimensionale X non di Hausdorff, pur esistendo 
(almeno) un isomorfismo tra X e R, non è detto, in generale, che esso sia continuo. 
Poiché l è iperpiano omogeneo, come conseguenza della sua massimalità 
rispetto all'inclusione in X, il quoziente XII ha dimensione l. 
Vale, infme, il seguente risultato (cfr. (35] teorema 1.4.2. pp. 24-25). 
TEOREMA 10: dato (X, 't) s. v. t. e f: X 14 R, l'iperpiano omogeneo l= ker(f) è chiuso 
se e solo se f è continua. 
DIMOSTRAZIONE: è evidente che, se f è continua, essendo {O} c R chiuso,/.,.__( {O}) 
= l è chiuso. Se, d'altro canto, l = ker(f) è chiuso, per il teorema 8, Xl l è di Hausdorff e 
unidimensionale. Quindi esiste, per il teorema 9, un isomorfismo topologico f: XII 14 
R, che fattorizza il funzionale in f = f'o$. Essendo $ continui secondo la topologia 
quoziente, risulta continua anche f. C.V.D. 
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Dopo l'introduzione dei risultati precedenti, ci sia consentita qualche riflessione: 
è chiaro che, se (X, 1:) è vettoriale topologico e se esiste 1: X H R lineare che 
rappresenta le preferenze su X (secondo la proposizione l), essendo I = ker(l) l'insieme 
degli oggetti indifferenti all'origine di X, non è detto, in generale, che l sia anche 
continuo. 
In base al teorema 5 si ha 1 = f'ocp. Per la continuità di l è sufficiente che sia 
continua f: XII H R nella topologia quoziente (si ricorda che <1> è comunque continua). 
Per il teorema 9, se X/ l è di Hausdorff, si è sicuri della continuità di l'. Tuttavia, per il 
teorema 8, lo spazio quoziente Xl I è di Hausdorff se (e solo se) I è chiuso in X. 
In maniera equivalente a quella appena svolta, invocando il teorema 10, per 
dimostrare che l e continua occorre e basta provare che I è chiuso. 
È evidente che, con i soli assiomi (a), (b) e (c) di compatibilità con la struttura 
algebrica e di archimedeità per le preferenze e con l'ipotesi che l'insieme degli oggetti 
(X, 1:) sia vettoriale topologico, nulla si può dire sul fatto che l sia o meno chiuso. 
Quindi, nulla si può dire sulla continuità del funzionale di rappresentazione. 
Si ricorda, a chiusura della breve riflessione, che l'assioma (d) di Weibull (vedi 
teorema l) stabilisce opportunamente che l'insieme I sia chiuso nella topologia indotta 
dalla norma. 
Nel paragrafo 4 si è sfruttata la "quasi" equivalenza tra l'archimedeità delle 
preferenze e la compatibilità delle stesse con la topologia 't per ottenere la continuità di 
l (vedi proposizione 2). In questo paragrafo si intende invece sfruttare la proprietà dèlle 
preferenze di indurre una topologia su X per ottenere la continuità del funzionale di 
rappresentazione. 
Dunque, la strategia che seguiremo per dimostrare che f è continua sarà di 
provare che I è chiuso nella topologia 't. 
Preliminarmente, tuttavia, si vuole chiarire perché occorre che la topologia su X 
s1a localmente convessa. Un primo motivo è di natura tecnica ed è esposto 
nell'osservazione seguente. 
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OSSERVAZIONE 3: in uno s. v. t. non esistono, in generale, iperpiani chiusi, in quanto 
non esistono necessariamente funzionali lineari e continui non identicamente nulli. 
Un esempio in tal senso è lo spazio di funzioni m-misurabili LP m( T), O< p< l, 
ove m è misura di Lebesgue sull'intervallo reale T = (0, 1], con pseudo-metrica 
(un'applicazione reale su lP m che gode delle proprietà della metrica, ad esclusione della 
disuguaglianza triangolare) p(x, y) = J~ - ylfdm. Esso è uno s.v.t. con la topologia 
indotta dalla metrica p. Eppure non esistono funzionali continui non nulli definiti su 
lP m· Infatti, se per ipotesi f: LP m ~ R funzionale lineare e continuo non nullo, esiste un 
x E lP m tale che 1/(x)l = l. Indicata con X[o, s] la funzione indicatrice dell'intervallo [0, 
s], s E T, esiste un t E T tale che 
Inx·x[o. t1'fdm = Inx·x1t. I]'fdm = ~·Jnx'fdm. 
Poiché f è lineare e continua (cioè, se p(x, y) =O, allora f(x) = f(y)), risulta 
l = lf(x)l = lf(x·X[o, t])+ f(x·X]t, 1])1 ~ lf(x·Xro. t])l + lf(x·X]t, 1])1 = 2·1/(x·X[o, t])l. 
Scrivendo x1 = 2·x·Xro. t]' si è ottenuta una funzione in lP m tale che f{x 1) ~-1 e 
Inx1'fdm = (~)1-P·fnx'fdm. 
Potendo ripersi per x1 quanto appena svolto per x, si ottiene una x2 E lP m tale che f(x2) 
~ l e Jnx21fdm = (~)2·(1-p).JJi.xjPdm. Ricorsivamente si determina {xn}nEN c lP m' 
successione convergente rispetto alla metrica p e tale che f(xn) ;;::: l per ogni n E N, in 
contraddizione con l'ipotesi che f sia continuo. 
Un secondo motivo per cui occorre introdurre l'ipotesi che 't sia localmente 
convessa è dato dalla considerazione di quella che può definirsi topologia delle 
preferenze, cioè il concetto di vicinanza indotto su X dalla relazione di preferenza ~. 
Purtroppo su X non è possibile stabilire direttamente una base di intorni della topologia 
delle preferenze. Si passa cosi allo spazio quoziente. 
L'ordinamento tra classi di indifferenza è definito da [x] >- fy] se x>- y. È facile 
verificare che, se le proprietà di compatibilità con la somma e 1a moltiplicazione e la 
proprietà di archimedeità valgono per il preordine completo su X, allora valgono per 
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l'ordine completo su XII. Dati [x], fy] E XII, [x] :t:- O, la funzione (altri non è che il 
funzionale di Minkowski riapplicato alle preferenze) 
hxC[y]) = inf{'A > 0: -À·[x] ::5 fy] ::5 À·[x]}, 
definita in relazione ad x, è una seminorma, in quanto hx(fy] + [z]) ~ hxC[y]) + hxC[z]) e 
hxCÀ·fy]) = jÀj·hxCfy]) (per banali proprietà del inf). In virtù dell'archimedeità delle 
preferenze, essa definisce una norma. È quanto si afferma nella seguente proposizione. 
PROPOSIZIONE 4: se [x]>- O e 
(c) se x>- O allora per ogni y E X esiste un 8 >O tale che x>- 8·y; 
allora hx(fy]) =O implica che fy] =O. 
DIMOSTRAZIONE: per ogni 8 > O e fy] E X, fy] ~ (hx(fy]) + l/8)·[x]. Quindi 8·(fy] -
hxCfy])·[x]) ::5 [x], da cui, per la proprietà archimedea, fy] - hx(fy])·[x] ~ O, cioè fy] ::5 
hxCfy])·[x]. D'altra parte, per ogni 8 > O, fy] t -(hx(fy]) + l/8)·[x]. Quindi, 8·(fy] + 
hxCfy])·[x]) t -[x], che implica, per l'archimedeità, fy] t -hxCfy])·[x]. Riassumendo, 
risulta che, per ogni y E X, -hx(fy])·[x] ::5 fy] ::5 hx(fy])·[x], da cui è facile concludere la 
tesi. C.V.D. 
Fissando convenzionalmente un certo [x]>- O come elemento unitario, risulta che 
la palla unitaria chiusa dello spazio XII, secondo hx, è l'insieme 
B(O, l]= {fy] E X: -À·[x] ::5 fy] ~ À·[x]}. 
In virtù delle proprietà delle preferenze di essere compatibili con la struttura algebrica 
di XII, la palla unitaria risulta convessa. Infatti, se (y], [z] E B(O, 1], allora 
hxCa·fy] + (1-a)·[z]) ~ a·hxC[y]) + (1-a)·hxC[z]) ~ l, 
ove a E [0, 1]. Quindi a·fy] + (1-a)·(z] E B(O, 1]. 
Queste motivazioni inducono a introdurre l'ulteriore ipotesi che (X, 't) sia 
localmente convesso. Sia (X, 't) s.v.t. Esso si definisce localmente convesso (in seguito 
l.c.) se l'origine ha una base di intomi convessi. 
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Per apprezzare la portata di questa ipotesi, si ricorda che sono localmente 
convessi: gli spazi vettoriali reali di dimensione finita; gli spazi Cb(R) delle funzioni 
reali continue e limitate su R topologico, C(S) delle funzioni reali continue su S 
topologico e compatto e Cc(T) di funzioni continue reali a supporto compatto su T 
topo logico localmente compatto, norma ti dalla sup-norma; gli spazi LP( A, A, m) di 
funzioni m-misurabili la cui potenza p-esima del valore assoluto è integrabile rispetto 
alla misura m (di Lebesgue ), per l s p < oo, normato da 
~~~~ = (jA~~dm) 11P; 
lo spazio L 00(A, .4, m) delle funzioni m-misurabili per cui 
ess sup aEA {~(a )l} = in!{ k 2 O: m( {a EA: ~(a )l > k}) = O} < +oo, 
normato da l~lloo = ess supaEA {~(a)l}; lo spazio delle funzioni a variazione limitata su 
un intervallo (reale) chiuso e limitato, normato dalla variazione totale. In generale, in 
virtù della disuguaglianza triangolare, ogni spazio vettoriale normato è topologico l. c. 
Un esempio di s.v.t. non localmente convesso è (guarda caso) I.P(A, .4, m), 
pseudo-metrizzato da p(x, y) = JA~ -y~dm, con O <p< l. 
Quindi, l'introduzione dell'ipotesi di locale convessità sembra non essere troppo 
cogente per le applicazioni. Si rende necessario un supplemento di concetti e risultati 
preliminari. 
Dato lo spazio vettoriale Y, sia y+ il duale algebrico. Dato r, sottospazio 
vettoriale di v+, r si dice totale se y(y) =O per ogni y E r implica che y =O, vale a dire 
che tutti i funzionali lineari in r separano gli elementi di Y, in quanto, dati Yl, Yz E Y, y 
E r, Y1 -:t:- Yz implica y(y1) -:t:- y(y2). Il sottospazio r determina su Y una topologia, che 
sarà indicata con cr(Y, r), la cui base degli intorni dell'origine di Y è costituita dagli 
insiemi uf. = {y E Y: ly(v)l < e, y E G}' e > o, ove G è sottoinsieme finito di r. Essa è 
definita come la più debole topologia per cui i funzionali lineari y E r sono continui. A 
causa della sub-additività del valore assoluto in R, cr(Y, r) è l.c. Inoltre cr(Y, r) è 
sempre più debole rispetto alla topologia indotta dalla norma 11-11 su Y. 
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Tuttavia, per uno s.v.t. Le. (Y, -r), la topologia cr(Y, r), per un qualsiasi 
sottospazio totale r c v+, e la -r hanno gli stessi insiemi convessi e chiusi. È quanto 
afferma il seguente teorema (cfr. [18] pp. 420 ss.). 
TEOREMA 11: un insieme convesso K c Y, ove (Y, -r) è uno s. v. t. l. c., è chiuso rispetto 
alla topologia a(Y, r), essendo r sottospazio totale di y+, se e solo se è chiuso rispetto 
alla topologia 't. 
Il teorema 11 è una conseguenza del teorema di Hahn-Banach. Vale inoltre il 
seguente teorema (cfr. [35] pp. 54-55), in cui H è un iperpiano omogeneo di Y. 
TEOREMA 12: se (Y, 't) è s. v. t. !.c., allora YIH con la topologia quoziente è s. v. t. !.c. 
Dato uno spazio vettoriale Y e un funzionale lineare w: Y ~ R, si verifica 
facilmente che l'insieme {y E Y: w(v) ~O} è un cono convesso. 
Applicando questi risultati al nostro caso, nell'ipotesi cioè che (X, -r) sia lo s.v.t. 
degli oggetti della scelta, completamente preordinato da ~ con gli assiomi (a), (b) e (c), 
e XII sia lo spazio delle classi di indifferenza, se f = f'o~ è il funzionale lineare di 
rappresentazione di ~, l'insieme 
{[x] E X/I: /'([x])~ O} = {[x] E XII: non [x] -<I} 
è il cono delle classi di oggetti giudicate non peggiori di I. Vale allora il lemma: 
LE:M:MA 5: dato (X, -r), s.v.t. /.c., e data f E X+, f non nulla, allora f risulta continua 
(nella topologia -r). 
DIMOSTRAZIONE: poiché f E X+, sia I = ker(f). Sia j': XII ~ R isomorfismo 
topologico in base al teorema 9. Indicato con XJJ+ il duale algebiico di XII, si definisce 
la topologia debole a(XII, (/')) su XII, ove (/') = {g E XJI+: g = f...·j', A. E R}. Si osserva 
che (/') è sottospazio totale di XJJ+. Quindi su X/1 sono definite due topologie: la 
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topologia quoziente di-r e cr(X/J, (!')). Sia definito il cono convesso [C] = {[x] E XII: 
f([x]) ~ 0}. Nella topologia cr(X/J, (!')), il cono [C] è chiuso, in quanto immagine 
inversa rispetto al funzionale f' dell'insieme chiuso [0, +oo[ (si ricorda che/' è continua 
rispetto a cr(X/J, (/') )). Poiché la topologia quoziente è localmente convessa, per il 
teorema 11, [C] è chiuso rispetto ad essa. Essendo <t> continua nella topologia quoziente, 
allora C = <J>~([ C]) è chiuso. Quindi l = C n (-C) è chiuso. Per il teorema l O, f è 
continua. C. V.D. 
Si è giunti così alla proposizione che stabilisce, per gli spazi topologici 
localmente convessi, che le ipotesi di archimedeità e di compatibilità delle preferenze 
sono necessarie e sufficienti per l'esistenza di un funzionale di rappresentazione lineare 
e continuo. 
PROPOSIZIONE 5: dato (X, -r) s.v.t. /.c., (X, t:) sistema completo e non banale di 
preferenze. Le condizioni 
(a) per ogni x,y, z, E X, x t: y =>x+ z t: y+ z; 
(b) per ogni x,y E X, per ogni À >O, x t: y => J..·x t: J..·y; 
(c) se x >- O allora per ogni y E X esiste un 5 > O tale che x >- B·y, 
sono equivalenti all'esistenza di un funzionale lineare e continuo j, unico a meno della 
moltiplicazione per uno scalare strettamente positivo, che rappresenta le preferenze. 
DIMOSTRAZIONE: per la proposizione l le condizioni sono equivalenti all'esistenza 
di un funzionale lineare non nullo su X che rappresenta t:. Per il lemma 5 esso risulta 
continuo. C. V.D. 
Poiché (X, 11-11) è topologico l.c., la proposizione 5 rappresenta un notevole 
miglioramento rispetto al teorema l, nel caso in cui le preferenze siano date su uno 
spazio normato, in quanto si è verificato che l'ipotesi (d) di "continuità" delle preferenze 
è superflua, in questo contesto, ai fini della continuità del funzionale di 
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rappresentazione. Tuttavia la proposizione 5 risulta essere anche una generalizzazione 
al caso di s.v.t. l.c., quando la topologia non sia indotta da una norma. Un'applicazione 
particolare di questo secondo aspetto sarà esposta nel capitolo III, allorché si darà un 
teorema di rappresentazione di preferenze su operazioni finanziarie. 
Con la proposizione appena enunciata si può considerare raggiunto lo scopo di 
questo paragrafo. Per completezza, essendo <J> continua rispetto alla topologia quoziente 
di 't ed essendo quest'ultima più forte della cr(X/J, (/') ), mediante 4> si può trasportare su 
X la topologia cr(X/J, (!')). Si definisce in tale maniera quella che è stata denominata 
topologia delle preferenze. I suoi aperti sono gli insiemi 4>~(A), conA E cr(X./J, (!')). 
7. Rappresentazione di preferenze definite su un insieme convesso 
In questa sezione si indeboliscono le ipotesi delle proposizioni l, 2 e 5 per 
estendere i risultati al caso in cui le preferenze sono definite non sull'intero spazio 
vettoriale X, ma su un sottoinsieme convesso K c X che abbia O come punto interno (in 
senso algebrico). In questa particolare situazione ci imbatteremo nel capitolo n. 
Lo scopo di questa sezione verrà raggiunto prima estendendo le preferenze sullo 
spazio vettoriale X e poi richiamando le proposizioni l, 2 (o 5). Sia allora (K, t x) 
l'insieme su cui il decisore opera la scelta, t.K essendo il sistema di preferenze definito 
su K. Le preferenze soddisfano le seguenti condizioni: 
(a*) se x,y, z, x+z,y+z E K, x txY =>x+ z txY + z; 
(h*) se À >O e x, y, ìvx, À.·y E K, x t.KY => À.·x t.K À.·y; 
(c*) se x >-K O allora per ogni y E K esiste un À >O tale che x >-K À.·y. 
Per quanto riguarda la condizione (c*) di archimedeità, è evidente che, se y E K fosse 
un punto limite di K, cioé né interno (algebricamente) a K, né interno al complementare 
x::K, e x E K, allora potrebbe non valere (1/À)-x >-K y, in quanto in generale (1/À)·x ~ K. 
Invece, se viene espressa come in (c*), l'archimedeità risulta sempre soddisfatta per un 
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insieme convesso avente O come punto interno. Dalle condizioni (a*) e (b*) risulta la 
compatibilità delle preferenze con la somma e la moltiplicazione per uno scalare, finché 
tali operazioni hanno la loro immagine in K. Poiché O E K è punto interno a K, allora 
per ogni x E X esiste un òx > O tale che g·x E K per ogni lgl ~ 8x. Dati x, y E X, sia 8 = 
inf{òx, òy}. Le preferenze su X, indicate con~' restano definite dalle seguenti posizioni: 
se 8·x ~x 8·y allora x ~ y; se x, y E K allora x ?:: y => x ?:x y. Quest'ultima condizione 
impone che le preferenze ~ si identifichino con le preferenze ?:K per gli elementi di K. 
Vale allora la seguente proposizione. 
LEMMA 6: se (K, ?:x), ove K è insieme convesso avente O come punto interno, soddisfa 
le condizioni (a*), (b*) e (c*) allora (X,?::) soddisfa le condizioni (a), (b) e (c). 
DilviOSTRAZIONE: si dimostra che le preferenze~ soddisfano la condizione (a). Dati 
x ?:: y, sia z E X. Poiché O è interno a K, allora esiste un oz per cui g·z E K per ogni lsl ~ 
8z. Parimenti esistono gli scalari ox+z e 8y+z che operano la stessa trasformazione per x + 
z e y + z. Sia 8 = inj{oX' 8Y' oz, 8x+Z' 8y+z}. Per la (a*) risulta che 8·x ?:x 8·y => o·x + o·z 
?:K8·y + 8·z =>x+ z?:: y + z, come si voleva. In maniera analoga si verifica che per?:: 
vale la condizione (b). 
Volendo verificare l'archimedeità di?::, sia dato x>- O. Esiste òx >O per cui s·x E K per 
ogni lsJ ~ 8x. Per la (b) e per la definizione di ?:: su X, ox·x >- O. Per la (b*), 8x·x >-x O. 
Dato y E X, sia 8 = inf{8x, 8y}· Allora, per la (c*), esiste un À >O tale che 8·x >-K ì-v·(8·y). 
Per definizione, x>- ì-v·y. C.V.D. 
La proposizione seguente determina la possibilità di rappresentare (K, ?:x) 
mediante un funzionale lineare. 
PROPOSIZIONE 6: sia X spazio vettoriale e sia K c X insieme convesso avente O 
come punto interno. Dato il sistema di preferenze (K, ?:K), le condizioni (a*), (b*) e (c*) 
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sono equivalenti all'esistenza di un funzionale lineare f che rappresenta le preferenze 
su K. Esso è unico a meno della moltiplicazione per uno scalare strettamente positivo. 
DIMOSTRAZIONE: per il lemma 6 le preferenze su K inducono, in maniera univoca, 
un sistema di preferenze (X, t:) che gode delle proprietà (a), (b) e (c). Per la 
proposizione l, esiste un funzionale lineare che rappresenta le preferenze su X. Allora, 
dati x, y E K per cui x t:K y, risulta, per definizione, x t: y. Poiché ciò è equivalente a 
f(x) 2 f(y ), resta dimostrato che f rappresenta ?:..K· La dimostrazione della necessità 
delle condizioni (a*) e (b*) è banale. La necessità di (c*) deriva dall'archimedeità di 2 in 
R. Infatti, se x >-K O, allora f(x) >O. Per ogni y E K, esiste A> O tale che f(x) > A,·f(y). 
Poiché f rappresenta t:K, allora x >-K À·y. C.V.D. 
Non resta che stabilire le condizioni che consentono la rappresentazione di (K, 
?:..K) mediante un funzionale lineare e continuo nel caso in cui su X sia definita la 
topologia 't. Per ipotesi valga la seguente condizione su (K, t:x): 
(e*) se x >-x O allora esiste un intorno U di O tale che, per ogni y E x+ U 
cK, si hay>-xO. 
LEMJ\1A 7: se (K, ?:..K), ove K è insieme convesso avente O come punto interno 
(algebricamente), soddisfa le condizioni (a*), (b*) ed (e*) allora (X, t:) soddisfa le 
condizioni (a), (b) ed (e). 
DIM:OSTRAZIONE: per le condizioni (a) e (b) si veda il lemma 6. Per verificare che 
vale la condizione (e), sia x>- O. Con l'argomentazione ormai usuale, esiste un 8 >O per 
cui o·x >-x O. Per la (e*) esiste un intorno dell'origine Utale che, per ogni B·y E 8·x + U 
= o·(x +(l/o)· V), risulta o·y >-K 0. È chiaro a questo punto che, per l'intorno dell'origine 
(1/o)·U, vale y >-x O per ogniy E x+ (1/o)·U. C.V.D. 
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PROPOSIZIONE 7: sia (X, 't) s. v. t. e sia K c X insieme convesso avente O come punto 
interno. Dato il sistema di preferenze (K, ?:.x), le condizioni (a*), (b*) ed (e*) sono 
equivalenti all'esistenza di un funzionale lineare e continuo f che rappresenta le 
preferenze su K. Esso è unico a meno della moltiplicazione per uno scalare 
strettamente positivo. 
DIMOSTRAZIONE: per il lemma 7 e la proposizione 2 esiste un funzionale lineare e 
continuo f che rappresenta il sistema di preferenze (X,?::_). In maniera del tutto analoga 
a quanto svolto nella dimostrazione della proposizione precedente, t rappresenta il 
sistema di preferenze (K, ?:.x). La continuità di t permette, infine, di dimostrare la 
necessità di (e*). C.V.D. 
È evidente il modo in cui potrebbe essere enunciata una analoga proposizione 
nel caso in cui le preferenze fossero definite su un insieme K contenuto in (X, 't) s.v.t. 
Le. In tal caso, dal lemma 6 e dalla proposizione 5, si deriverebbe l'equivalenza tra la 
continuità del funzionale di rappresentazione e le ipotesi (a*), (b*) e (c*). 
8. Esistenza di un cono di funzionali lineari che rappresenta un ordine parziale 
In alcuni ambiti decisionali, su spazio X non viene stabilito un sistema di 
preferenze (preordine totale), ma un ordine parziale compatibile con la sua struttura 
algebrica. Questa situazione è tipica, per esempio, della Dominanza Stocastica (D.S.) 
per le scelte rischiose e della Dominanza Temporale (D. T.) per le scelte tra operazioni 
finanziarie. Per generalizzare ciò che verrà dimostrato in questo paragrafo, invece di 
riferirsi alla D.S. o alla D. T., si parlerà di dominanza tout court. Sarà poi la natura degli 
oggetti a stabilire se si tratta dell'una piuttosto che dell'altra. Uno studio completo della 
dominanza esula dallo scopo di questo capitolo (e anche di questo lavoro). Tuttavia, va 
detto almeno che la dominanza è un ordine sullo s.v.t. (X, 't) definito (per il caso 
particolare della D.S., vedi per esempio, Brumelle e Vickson [9], Border [8], per la D.T. 
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vedi, per esempio, Beccacece e Castagnoli (5,6], Castagnoli [11], B0hren e Hansen [7], 
Ekem (19]; vedi, comunque, il capitolo III per una trattazione generale della D. T.) nella 
maniera seguente: 
dati x, y E X, x domina y se e solo se f(x) 2 f(y) per ogni f appartenente ad un 
opportuno insieme w c x*. 
Si introducono alcune nozioni preliminari. Sia data la coppia duale (Y, Y'), 
ovvero la coppia di spazi vettoriali munita di una funzione(-,-): YxY' 14 R lineare in 
entrambi gli argomenti,' e tale che valgano congiuntamente le due proprietà seguenti: 
(l) se {yJl') =O per ogni y', allora y = O; 
(2) se (y~') =O per ogni y, allora y' =O. 
Dato K c Y, ove K sia il cono positivo rispetto ad una relazione di ordine parziale 
compatibile con la struttura algebrica di X, l'insieme 
JC = {y' E Y': {yJl') 2 O per ogni y E K} 
si definisce cono duale di K. È immediato verificare che il cono duale è un cono 
convesso. Qualora }C n (-JC) = {0}, allora }C induce un ordine parziale su Y', 
usualmente denominato ordine duale corrispondente a K. 
Ciò detto, si osserva che l'ordine parziale stabilito dalla dominanza secondo la 
definizione data sopra è un ordine duale definito sullo spazio X dall'insieme W c X*. 
Infatti, sia D* il cono generato da W Si definisca, in corrispondenza ad esso, l'insieme 
D= {x E X: f(x) 2 O per ogni f E D*}. 
Con facili verifiche si prova che è un cono convesso. Si definisca poi la dominanza 
come l'ordine parziale indotto su X dal cono convesso D, nell'ipotesi che sia D n (-D)= 
{O}. È immediato provare, a questo punto, che la definizione di dominanza data sopra è 
equivalente a quest'ultima. Quindi la dominanza sull'insieme degli oggetti alternativi si 
interpreta come l'ordine parziale (compatibile con la struttura algebrica) indotto da un 
insieme di funzionali lineari. 
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Dopo questa necessaria premessa, si vuole dare una definizione di dominanza a 
partire da un ordine parziale, che indicheremo con il simbolo ?:.n, stabilito direttamente 
su X e compatibile con la sua struttura algebrica. Vale a dire che, definito 
opportunamente il cono D c X di oggetti che dominano l'origine di X, si cerca il cono 
dei funzionali lineari D* per cui si ha che x tv O se e solo se f(x) ~ O per ogni f E D*. 
Si intende, insomma, fare il percorso inverso rispetto all'usuale definizione di 
dominanza vista sopra. 
È evidente che questo procedimento ricalca quello dei teoremi di 
rappresentazione di preferenze illustrati nei precedenti paragrafi. Applicando, infatti, 
l'approccio basato sulla separazione dei coni convessi, si dimostrerà innanzitutto 
l'esistenza di un funzionale lineare e continuo che preserva tv· Si ricorda che f 
preserva tn, se f(x) ~ O per ogni x tD O. In un successivo momento si dimostrerà 
l'esistenza del cono duale D* di funzionali che rappresentano tv· 
Poiché all'ordine parziale ?:.n corrisponde il cono D c X, contenente l'origine, si 
ha D n (-D) = {O}. In questo ambito cade l'equivalenza tra l'archimedeità di tn e la 
proprietà che un x E X tale che x >-n O sia punto interno (algebricamente) a D, secondo 
le defmizioni del paragrafo 3. In particolare, a causa della incompletezza dell'ordine 
?:.D, non vale più la proposizione per cui (i) implica (ii) del lemma 2. Per l'esistenza di 
un funzionale che preserva tn occorre esplicitamente introdurre l'ipotesi seguente: 
(c**) se x >-n O allora per ogni y E X esiste 8 >O tale che x+ E·y >-n O 
per ogni )El~ 8. 
Essa stabilisce che un elemento strettamente positivo secondo ?:.D è interno 
(algebricamente) al cono D. 
LEM.f\.1A 8: sia (X, tn) spazio vettoriale parzialmente ordi11ato, ove tv sia non 
banale. Le condizioni 
(a**) per ogni x, y, z, E X, x tnY ::::>x+ z tnY + z; 
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(b**) per ogni x,y E X, per ogni A> O, x !=nY =:::> 'A.·x !=n 'A.·y. 
ed (c**) sono equivalenti all'esistenza di un funzionale lineare l su X, che preserva !=n· 
I funzionali lineari che preservano !=n formano un cono convesso in x+. 
DIMOSTRAZIONE: la non banalità dell'ordine parziale implica che esiste un x >-n O. 
Per la condizione (c**) risulta che x è interno a D. Si considerino i due insiemi convessi 
e disgiunti D e (-D)\{0}, il secondo dei quali essendo il cono negativo a cui è stata tolta 
l'origine di X. Per il Teorema 2 (di Separazione) esiste un funzionale lineare e continuo 
l ed uno scalare q per cui 
1((-D)\{0}) ~q~ I(D). 
Dato che O E D, q sO. Inoltre, poiché se x >-n O allora (-x) -<n O, per la (b**) risulta che 
A·(-x) -<n O per ogni A> O. Quindi I(A·(-x)) = A·j(-x) s q per ogni A> O, da cui risulta q 
2 O, cioè q= O. 
Sia g un secondo funzionale lineare positivo rispetto a ~D· È facile osservare che l+g 
risulta positivo rispetto a ;::D. Infatti anche per gvale g((-D)\{0}) sO s g(D), da cui 
(f + g)((-D)\{0}) ~O~ (f+g)(D). 
C.V.D. 
Di seguito si dimostra la continuità di un funzionale f che preserva !:n, definito 
in uno spazio vettoriale topologico. 
LEMMA 9: sia (X, 1:, ~D) s. v. t. parzialmente ordinato, ove ~D sia non banale. Allora le 
condizioni (a**), (b**) ed 
(e**) se x >-n O allora esiste un intorno U di O tale che, per ogni y E x+ U, 
si hay >-n O. 
equivalgono all'esistenza di un funzionale lineare e continuo f che preserva ~D· I 
funzionali lineari e continui che preservano t.nformano un cono.convesso. 
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DWOSTRAZIONE: per quanto riguarda l'esistenza di 1 lineare e continua si dimostra 
come la proposizione 2, in virtù del lemma 3 del paragrafo 4 che rimane valido 
nell'attuale contesto. La dimostrazione che i funzionali di rappresentazione formano un 
cono convesso è banale. C.V.D. 
Si definisca il cono duale di D nel seguente modo: 
D*= {l E x*: l(x) ~o per ogni x E D}. 
In virtù della lemma 9, esso risulta non vuoto se e solo se l'ordine parziale 't:.D soddisfa 
la condizione (e**). Semplici verifiche indicano che esso è effettivamente un cono. Per 
il cono duale così definito vale il lemma seguente. Si ricorda che, essendo 't:.D un ordine 
parziale, risulta D U (-D) =t= X. 
LErvfMA 10: x E D se e solo se l(x) ~O per ogni l E D*. 
DWOSTRAZIONE: se x E D, allora è banale osservare che l(x) ~O per ogni l E X*. 
Sia, invece x~ D. Allora esistono y, z E X tali che x= y- z, cony E H, z E int,JJ, ove H 
è iperpiano di X per cui vale la condizione H n D = {0}. Essendo H iperpiano 
omogeneo, esiste una f E D* tale che H= ker(f). Allora f(x) = l(y) - f(z) = -f(z) < O. 
Questo completa la dimostrazione. C. V.D. 
A questo punto, secondo quanto dimostrato nei lemmi 8, 9 e 10, si enuncia la 
proposizione principale di questa sezione. 
PROPOSIZIONE 8: sia (X, T, 't:.D) s.v.t. parzialmente ordinato dalla dominanza 't:.D· 
Allora le condizioni (a**), (h**) ed (e**) sono necessarie e sufficienti per l'esistenza di 
un cono D* di funzionali lineari e continui tali che 
x ?:.n O<=> f(x) ~O per ogni f E D*. 
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Essa offre un risultato di esistenza di un cono di funzionali che rappresentano la 
relazione di preferenza definita dalla dominanza. Rimane aperto il problema della 
caratterizzazione del cono D* definito in corrispondenza di ?:.n· 
1. Introduzione 
CAPITOLOIT 
UN DUALE DEL TEOREMA DI SA V AGE DI 
RAPPRESENTAZIONE DELLE PREFERENZE 
Nel libro The Foundation of Statistics del 1954, Savage (34] (cfr. anche (20, 21]) 
propose il suo celebre teorema di rappresentazione di un ordinamento di preferenze ~ su 
un insieme X di azioni ( acts ), definite come funzioni j: n H L, ove n è l'insieme degli 
stati di natura e L è l'insieme degli esiti (o conseguenze). Gli esiti sono incerti in quanto il 
loro verificarsi dipende, oltre che dall'azione scelta dal decisore, dal particolare stato di 
natura che si realizza. Si definiscono eventi i sottoinsiemi di n che costituiscono una 
algebra di Boole, cioè una famiglia contenente l'insieme vuoto e chiusa rispetto all'unione 
finita e alla complementazione. Si indicherà con A l'algebra su n. Come ben noto, la 
rappresentazione è data dal funzionale lineare, detto Utilità Attesa, 
E[u(f)] = Jn u{f(ro)) dn(ro) 
( ove E sta per expected), per f E X, dove n è una probabilità e u è una funzione definita su 
L, denominata utilità di von Neumann e Morgestem, univocamente determinata a meno di 
trasformazioni affini strettamente crescenti. 
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Il teorema di Savage ha notevoli pregi: separa la valutazione dell'incertezza, data da 
n, dalla valutazione dell'utilità delle conseguenze, data da u, combinate nella sintesi 
rappresentata dall'Utilità Attesa; soddisfa la definizione di probabilità nella sua accezione 
soggettivistica, come grado di confidenza di un soggetto nel verificarsi di un evento. 
Il teorema trova un limite, a giudizio di chi scrive, nel fatto che, per attribuire una 
probabilità, lo spazio degli eventi deve essere ipotizzato infinito. Infatti, dopo aver derivato 
dalle preferenze tra azioni un ordinamento di preferenza (detto probabilità qualitativa) tra 
eventi, dati gli assiomi sulle preferenze tra azioni, Savage deriva alcuni assiomi sulla 
probabilità qualitativa. Essi si dimostrano sufficienti per poter ripartire l'evento certo in un 
numero arbitrario e finito di eventi (parti) "equiprobabili", cioè tra loro indifferenti in 
termini di probabilità qualitativa. A questo punto la probabilità di un evento si determina 
come il sup, calcolato tra tutte le partizioni finite di O, del numero di parti contenute 
nell'evento stesso, rapportato al totale delle parti di Q. Quindi, a partire dalla probabilità 
qualitativa resta fissata un'unica probabilità n. Poiché questa è determinata a partire dalle 
preferenze del decisore, è detta probabilità soggettiva. 
Tuttavia, in alcuni ambiti decisionali, vuoi perché il decisore è portato, per 
semplificare l'analisi, a riassumere il futuro in pochi scenari ben distinti, vuoi perché gli 
eventi possibili sono effettivamente in numero finito, risulta conveniente avere un'algebra 
di eventi finita. In tal caso il teorema di Savage non è di alcun aiuto per attribuire una 
probabilità agli eventi. Gul [25] e Nakamura [33] propongono, in proposito, teoremi di 
rappresentazione in condizioni di incertezza nell'ipotesi che l'insieme degli eventi sia finito. 
La dimostrazione del teorema di Savage prosegue individuando su L, spazio degli 
esiti, una algebra lJ di sottoinsiemi di L. Sia S un insieme appartenente a JJ. Se le azioni 
sono funzioni "misurabili" 1, ovvero f~(S) 2 sta in ;4 per ogni S appartenente ab, mediante 
1 le virgolette sono necessarie in quanto la misurabilità è concetto solitamente legato alle a-algebre. Visto che 
esse hanno, più delle algebre, la proprietà di essere chiuse rispetto all'unione di famiglie numerabili di elementi e 
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ciascuna azione f è possibile dare la probabilità-immagine n1(S) = n(f+-(S)). Con tale 
stratagemma ci si riconduce al teorema di von Neumann e Morgestem [38] di 
rappresentazione di preferenze su un insieme di lotterie (con questo termine indicando, 
convenzionalmente, azioni per le quali è nota la distribuzione di probabilità delle 
conseguenze). 
Una volta che siano fissate le probabilità-immagine mediante le azioni, un modo per 
assegnare l'utilità di una conseguenza y E L consiste nel creare una lotteria g, indifferente 
alla lotteria degenere che assegna y con certezza, avente come esiti due lotterie prefissate f .... 
e h, con h>- f. La probabilità assegnata alla lotteria migliore, rispetto a ~'tra le due che 
compongono la lotteria g, definisce l'utilità di y. Poiché si possono indicare diverse 
funzioni di utilità, a seconda della scelta delle due lotterie h e f, si verifica che esse sono 
l'una trasformazione lineare dell'altra. 
Si deve dire che le impostazioni dovute ad altri autori per quanto concerne la 
determinazione di un'unica probabilità soggettiva n a partire dalla probabilità qualitativa 
(cfr. Villegas [37], Chateauneuf e Jaffray [13, 14], Lehrer [32]), pur superando il limite 
consistente nell'avere uno spazio di eventi infinito, non costituiscono parte integrante di 
un'assiomatizzazione dei funzionali di rappresentazione di preferenze su azioni. Pertanto 
lasciano aperta la questione di come effettuare la sintesi tra gli assiomi per determinare la 
probabilità e gli assiomi per determinare la funzione di utilità. Della medesima questione si 
sono .occupati Gul [25] e Nakamura [33] offrendo due versioni del teorema di Savage nel 
caso in cui lo spazio degli eventi sia finito. 
che si rinuncerà a questa proprietà per tutta la trattazione, ci sia consentito l'abuso di linguaggio cosi 
introdotto. 
2 in uniformità con il capitolo I, anche in questa parte verrà usata la notazione j+-(A) per indicare l'antimmagine 
dell'insieme A mediante/, per non fare confusione con j·1 che indica, quando esiste, la funzione inversa. 
42 
In un ambito affatto diverso, si sono studiate assiomatizzazioni dell'Utilità Scontata 
per la rappresentazione di preferenze su progetti (o piani) di consumo. Riferimenti classici 
sono i lavori di Koopmans [28, 30] e Koopmans, Diamond, Williamson [31 ], Fishbum [20]. 
Trascurando per un attimo le peculiarità degli assiomi che devono essere soddisfatti 
dalle preferenze tra piani di consumo per arrivare a una rappresentazione, è evidente la 
parentela, da un punto di vista analitico, tra l'Utilità Scontata e !Utilità Attesa. Infatti, se Y 
rappresenta il riferimento temporale, cioè l'insieme ordinato delle date, L l'insieme degli 
esiti, j: Y H L un progetto e v: Y H ]0, l] la funzione monotona non crescente di sconto, 
allora le preferenze sull'insieme dei progetti X sono rappresentate dal funzionale 
D[u(t)] = Jy u(f(t))·v(t) dt 
( ove D sta per discounted). La misura vdt, assolutamente continua rispetto a d t, può essere 
vista, con le dovute cautele, come il corrispondente temporale della probabilità. La 
particolarità per cui la funzione di sconto risulta decrescente deriva dall'ipotesi che, oltre 
agli assiomi che consentono l'esistenza di u e di v, il decisore sia impaziente. 
Alla stretta parentela formale tra l'Utilità Scontata e l'Utilità Attesa non fa riscontro 
alcuna corrispondenza né tra i rispettivi assiomi, né tanto meno tra le tecniche dimostrative. 
In effetti la dimostrazione dell'esistenza di D[u(f)] data da Koopmans [28, 29, 30] si basa 
su un teorema di rappresentazione (Debreu [ 15]) di un ordinamento di preferenze completo 
su un insieme di vettori y = (v1, ... , Yn), Y c Rn, Y connesso, mediante una funzione di 
utilità U(v) = u1(v1) + ... + un(vn), unica a meno di trasformazioni affini strettamente 
crescenti. Determinata U e ipotizzando che le preferenze siano invarianti nel tempo 
(stazionarietà) e rispettino un criterio di dominanza (monotonia), si dimostra che ukfyk) = 
vk·u(vk), cioè uk si separa in una funzione u, indipendente dal tempo, e in un fattore di 
sconto vk. 
Un limite di tale assiomatizzazione sta nel fatto che la rappresentazione vale 
solamente per riferimenti temporali Y al più numerabili. Un parziale superamento di questo 
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limite è dovuto a Weibull [42], nel quale si dà l'assiomatizzazione del Valore Attuale (cioè 
il funzionale D[u(f)] quando f: Y 14 Re u è l'identità in R), anche nel caso in cui Y abbia 
la potenza del continuo. In questo caso, tuttavia, si perde la generalità costituita dal 
considerare progetti ove L è un insieme di oggetti qualsiasi (beni, denaro, etc.), oltre al 
fatto che la forma funzionale di f è priva, in generale, di significato finanziario. Di questo 
si parlerà, comunque, nel capitolo III. 
Quella fornita in questo capitolo è una costruzione duale rispetto a quella di Savage 
per la rappresentazione di un sistema di preferenze, nel senso che si stabilisce prima l'utilità 
u delle conseguenze e poi la misura J.! su Q rispetto a cui integrare la funzione composta 
uo f. ll funzionale di rappresentazione risulta essere l'integrale di una funzione di utilità 
delle conseguenze, univocamente determinata a meno di trasformazioni affini strettamente 
crescenti, rispetto ad una misura positiva e limitata, determinata a meno dell'unità. La 
misura è fissata a partire dalla funzione di utilità scelta. Tuttavia, data una certa u, la 
misura J.! è la stessa per la classe delle trasformazioni affini strettamente crescenti della u. 
La dualità rispetto all'impostazione di Savage risulta, oltre che nella tecnica dimostrativa, 
anche nelle ipotesi: mentre Savage, a fronte di uno spazio delle conseguenze arbitrario, 
impone che lo spazio degli eventi sia infinito, qui si ipotizza che lo spazio delle 
conseguenze abbia la potenza del continuo, lasciando arbitraria la scelta dello spazio degli 
eventi. In tale maniera si è inteso dare un risultato che, per questo particolare aspetto, è più 
generale di quelli dati in Gul (25] e Nakamura (33]. D'altro canto la rappresentazione viene 
data non per tutte le azioni, ma solo per quelle limitate, nel senso chiarito al paragrafo 2, 
rispetto alle preferenze, in questo senso fornendo un risultato di minor generalità rispetto a 
quelli. 
Nel paragrafo 2 il teorema sarà formulato in astratto, cioè senza riferimento ad un 
schema decisionale particolare, in modo da poter esporre unitamente la struttura 
matematica di problemi di decisione in ambito incerto e intertemporale. Nel paragrafo 3 si 
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introdurrà l'ipotesi di dominanza per dimostrare che essa è equivalente alla positività della 
misura determinata nel paragrafo 2. Interpretando la misura su Q come una probabilità (si 
dimostrerà che è possibile), nella sezione 4 sarà posto in risalto che essa, a meno della 
normalizzazione, indica la confidenza che il soggetto ha nel verificarsi di un evento. La 
probabilità è calcolata come l'importo monetario certo che il decisore considera 
indifferente alla vincita aleatoria derivante dalla scommessa che tale evento si realizzi. Per 
quanto riguarda i problemi di decisione intertemporali, discussi nella sezione 5, lo schema 
esposto nei paragrafi 2 e 3, arricchito di un assioma di impazienza, permette di derivare 
!Utilità Scontata avendo un riferimento temporale arbitrario (discreto o continuo, limitato 
o illimitato). 
2. Una teoria generale 
Sia Q un insieme non vuoto e A un'algebra Booleana di sottoinsiemi di n. Quindi 0 
E .4, .t4 è chiusa rispetto all'unione finita e alla complementazione. Sia :E lo spazio degli esiti. 
Su :E sia data una topologia, indicata da -r1;, cioè una famiglia di sottoinsiemi di X 
contenente 0 e :E, chiusa rispetto alla unione per sottofamiglie arbitrarie e all'intersezione 
per sottofamiglie finite. Lo spazio topologico (:E, -ri) sia connesso, cioè non esistano due 
sotto insiemi disgiunti di :E, entrambi chiusi (o aperti), diversi da 0 e da :E, la cui unione 
esaurisca :E. 
Si definisce, in questo paragrafo, azione una funzione f: Q 14 :E. La denominazione 
è astratta, in quanto non si fa alcun riferimento alle scelte in incertezza o intertemporali. 
Sull'insieme :EO delle azioni sia assegnato un sistema completo di preferenze, 
rappresentato da !:::: . Data la presenza delle azioni costanti in :EO, cioè azioni che hanno lo 
stesso esito qualunque sia ro, è possibile stabilire un sistema di preferenze sugli esiti, 
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indicato con t l:' coerente con t: dati x, y E E esistono l, g E E n tali che, per ogni ro, l( ro) 
= x e g( ro) = y; allora le preferenze t l: restano definite dalla posizione: x t l: y se l t g. 
Dati x, y E E, x -<l: y, si indicherà con [x, y] = {z E E: x :5.l: z :5.l: y} l'intervallo 
costituito dagli esiti preferiti o indifferenti a x e non preferiti o indifferenti a y e con ]x, y[ = 
{ z E E: x -<t z -<t y} l'intervallo costituito dagli esiti preferiti a x e non preferiti a y in senso 
stretto. 
Una funzione 1: Q H E è detta limitata rispetto a tt (e quindi rispetto a t) se 
esistono k, f E E, k-<l: f, tali che, per ogni roE n, l(ro) E [k, f], cioè se esistono due azioni 
costanti k, f E :En, k-< f, tali che k :5. l :5. f. Sia B(Q, E) l'insieme delle funzioni 1: n H :E 
limitate rispetto a tl:· Si fa notare che non si è ancora attribuita una struttura algebrica 
all'insieme B(O, :E). 
Per ipotesi, il decisore sia chiamato a scegliere, e quindi a esprimere le sue 
preferenze, nell'insieme X= B(O, E). 
La rappresentazione dell'ordinamento di preferenze t sulle azioni ad opera di un 
funzionale lineare nelle utilità degli esiti si svilupperà in due momenti. 
Dapprima si daranno condizioni necessarie e sufficienti a rappresentare tl: 
mediante una funzione di utilità u univocamente determinata a meno di una trasformazione 
continua e strettamente crescente ( u ordinale). Data la funzione u, si determinerà, a partire 
da X, l'insieme di funzioni reali limitate {v: v = uo 1 per 1 E X}. Questo consentirà di 
parlare non più dell'azione l: n H E ma del suo "valore soggettivo", v= uol: Q H R. La 
denominazione di valore soggettivo è stata mediata da Weibull [40]. 
Il secondo passo consisterà nella determinazione di condizioni necessane e 
sufficienti all'esistenza di una misura f.l su O rispetto a cui integrare tale valore soggettivo. 
La misura f.l risulterà determinata a meno della moltiplicazione per uno scalare strettamente 
positivo. Inoltre f.l è la medesima per la classe delle trasformazioni affini crescenti della u. 
L'integrale Jn u(f(ro)) dP(ro) così determinato rappresenta le preferenze su X. 
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a) Rappresentazione delle preferenze su .E 
Il primo passo è quello di rappresentare il sistema di preferenze (.E, ?:1:) con una 
funzione di utilità. 
Per tutta la trattazione valga l'ipotesi che l'ordinamento di preferenze ?: sia: (i) 
riflessivo; (ii) transitivo; (iii) completo (cioè il decisore sa sempre dire se due azioni gli 
sono indifferenti o se una è preferita all'altra); (iv) non banale (ovvero le azioni non sono 
fra loro tutte indifferenti). In sintesi vale l'ipotesi seguente: 
(l)?: è una relazione di preordine completo e non banale. 
Si verifica immediatamente che, se la (l) vale per ?:, allora l'ordinamento di preferenze 
sugli esiti !:::1: è anch'esso un preordine completo e non banale. Valga la seguente relazione 
tra la topologia e le preferenze su .E: 
(2) gli insiemi {x E .E: x -<1:y}, {x E L: x >-1:y} E t:1:per ogni y E .E. 
Si osserva immediatamente che, se vale la (2) allora ]x, y[ = {z E .E: z -<Ly} n {z E 
.E: z >-1: x} E 'ti·- Dato !::1: su .E, sia "'I la relazione di indifferenza tra esiti, definita da: x "'IY 
se e solo se valgono congiuntamente x ti y e y ti x. Come facilmente si verifica essa è 
una relazione di equivalenza (riflessiva, simmetrica e transitiva). L'insieme .E/-1: sia · 
l'insieme quoziente rispetto alla relazione di equivalenza "'I· Gli elementi che appartengono 
ad esso sono, come noto, le classi di equivalenza rispetto a "'I, indicate con [x], per x E .E. 
Per inciso, questo modo di indicare le classi di equivalenza si giustifica pensando 
che (x] = }y, x] n (x, z(, ove y -<1: x e x -<1: z; inoltre è evidente che le classi di equivalenza 
sono chiuse rispetto alla topologia 'ti. 
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Dalle preferenze t1: su 'L si determina l'ordinamento in 'L/--1:, tra classi di 
equivalenza: [x] >-1: [y] se x >-1: y per x E (x] e y E [y]. Come si può facilmente osservare, se 
l'ordinamento di preferenze tra esiti è un preordine totale e non banale, allora >-1: è un 
ordinamento transitivo e completo, in letteratura denominato (vedi, per esempio, [20] pp. 
10-11) ordine stretto (strie! arder). 
Un sottoinsieme 3 di 'L/--1: si dice denso in 'LI--1: rispetto a >-1: se, dati [x], [y] E 'L/--1: 
con [x] >-1: fy], esiste un [ç] E 3 tale che [x] >-1: [ç] >-1: [y]. Valga allora la seguente 
condizione su ('L, ?:::1:): 
(3) esiste un sottoinsieme numerabile di 'L/"'"2:. che sia denso rispetto a >-1: in 'L/"'1:· 
Si è ora in grado di rappresentare le preferenze su 'L mediante una funzione di 
utilità. La proposizione seguente è un risultato classico della Teoria delle Decisioni (cfr. 
[20], teoremi 3.1 e 3.5); per questo motivo si riporta solo una traccia della dimostrazione. 
LEl\1.:MA l: le condizioni (1), (2) e (3) sono necessarie e sufficienti per l'esistenza di una 
funzione di utilità u: 'L~ R, continua (nella topologia usuale di R) e unica a meno di 
trasformazioni strettamente crescenti per cui, per ogni x, y E L 
x t1:Y ~ u(x) 2 u(y). 
DIMOSTRAZIONE: si dimostra che, essendo le preferenze un preordine completo come 
recita la (1), la condizione (3) è sufficiente per l'esistenza di una funzione u che rappresenta 
t1:· Sia 3 il sottoinsieme numerabile denso in 'L/"'1:· Dato [x] E 'L/"'1:, sia 
[ç]x =in!;_ {[ç] E 3: [ç] >-1: [x]} 
e sta 
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dove con inJ;._ Y si intende rispettivamente il migliore tra gli esiti giudicati peggiori degli 
esiti appartenenti all'insieme Y e con sup>-Y il peggiore tra gli esiti giudicati migliori di Y. 
L'insieme IT, dato dalle classi di equivalenza [x] per cui [ç]x, [ç]x E 3, è numerabile. 
Quindi anche <I> = IT u 3 lo è. Risulta inoltre che, se [x] E (L:/"'~)\<1>, allora non esiste alcun 
esito [ç] tale che [ç] = inf._ {[ç] E <I>: [ç] >-~[x]} oppure [ç] = sup>- {[ç] E <P: [ç] -<~[x]}. Per 
un risultato noto (cfr. (20] pp. 14-15), essendo <P numerabile esiste una funzione u: <I> H R 
che rappresenta l'ordine stretto su tale insieme. Essa è univocamente determinata a meno di 
una trasformazione strettamente crescente. Dato [x] E (L:/"'~)\<1>, sia 
u*([x]) = sup{u([ç]): [ç] E <P, [ç] -<~[x]} 
l'estremo superiore dell'insieme dei valori assunti dalla funzione u tra gli esiti in <P giudicati 
peggiori di [x] e 
u.([x]) = inf{ u([ç]): [ç] E <I>, [ç] >-~ [x]} 
l'estremo inferiore tra i valori assunti sugli esiti giudicati migliori di [x]. Definendo 
u([x]) = ~·(u*([x]) + u.([x])) 
si estende la u su tutto Ll"'r.,, mantenendone la proprietà di rappresentare >-r.,. Essa resta 
definita su L ponendo u(x) = u([x]) per x E [x]. 
Per dimostrare che la funzione u è anche continua, basta verificare che l'immagine inversa, 
mediante u, degli intetvalli del tipo di ]a, b[, ove a, b E R, sono aperti in L. A tal fine è 
sufficiente provare che u~(]+oo, a[) E 'tr,, per ogni a E R. In forza della condizione (2) si 
dimostra (cfr. Debreu [ 16]) che ciò effettivamente accade. 
La necessità della (l) si dimostra facilmente, essendo s simmetrico, transitivo completo e 
non banale in R. La necessità della condizione (2) è banalmente osservabile ricordando la 
definizione di funzione continua. 
Per dimostrare la necessità della condizione (3) (cfr. [20] teorema 3.1) sia 3 l'insieme 
(numerabile) degli intervalli chiusi in R con estremi razionali distinti. Dato 'LI"'r,, per ogni 
intetvallo l E 3, dall'insieme l n u(L:) si scelga un u([x ]), cioè si scelga un [x] E Lf"'r.,· 
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Sia TI l'insieme degli [x] così determinati. TI è numerabile. Dato [x] E II, si hanno [v], [z] E 
(Lf.·..-1:)\II, [v] -<1: [z], tali che non esiste alcun [x] E TI per cui fy] -<1: [x] -<1: [z]. Sia <l> 
l'insieme delle coppie (fy], [z]) così determinate. <l> è numerabile. Quindi, l'insieme 
r = {Lv] E LI""}.;, esiste [z] E LI-L tale che o (fy], [z]) o (fy], [z]) sta in <l>} 
è numerabile. Allora anche 3 = II U r è numerabile. Per costruzione l'insieme 3 è denso 
rispetto a -<1: in Ll"'l:· C. V.D. 
Nel prosieguo della trattazione sarà molto utile la proposizione seguente. 
LE:MMA 2: con le ipotesi (l), (2) e (3),poiché L è connesso, l'insieme u(:E) c R è convesso 
in R, cioè, dati a, b E u(L), [a, b] c u(L). 
DIM:OSTRAZIONE: per. un noto risultato, l'immagine di un insieme connesso mediante 
una funzione continua è un insieme connesso. Poiché u(:E) c R, allora è un intervallo, 
quindi è convesso. C.V.D. 
La funzione u determinata nel lemma l risulta essere indipendente da ro, in quanto 
lo sono le preferenze sugli esiti. Sulla base dell'assioma della scelta si dimostra la 
proposizione seguente. 
LE:MMA 3: esiste una funzione u-1 tale che, per ogni y E u(L), u-l(y) =x, x E :E. 
DIM:OSTRAZIONE: per ogni y E u(L), l'insieme u+-(y) rappresenta la classe di 
equivalenza degli esiti x tali che u(x) = y. L'assioma della scelta dice che, data una famiglia 
di insiemi non vuoti {Yy}yEr' esiste sempre h: r 1-4 UyEr Yy, tale che h(y) E Yy per ogni y 
E r, vale a dire che h indica per ogni insieme un solo elemento. Nel caso in esame, 
50 
essendo LI"'"L la famiglia delle classi di equivalenza (non vuote) rispetto a "'"L in L, da 
ciascuna si scelga un solo esito mediante la mappa h: Ll"'r., H l:. Quindi, data y E u(L) c R, 
sia h[u+-(y)] =x l'esito scelto da h. La funzione così determinata è un'inversa e sarà indicata 
con u-1. C.V.D. 
Nel seguito si parlerà di punto interno intendendosi dal punto di vista algebrico. 
LEM.11A 4: esiste una u determinata secondo il lemma l per cui lo O di R è interno 
all'insieme u(L) c R, cioè per ogni a E R esiste 8 > O tale che o·a E u(L), per ogni lol s 8. 
DIMOSTRAZIONE: se, per la funzione di utilità u', determinata secondo il lemma l, O ~ 
u'(L), si interviene come segue: dato y E L tale che u'(y) interno a u'(L), per ogni x E L sia 
u(x) = u'(x) - u'(y), la traslazione di u'. Per u così determinata lo O diR è interno a u(L). 
C.V.D. 
Mediante l'inversa individuata in base al lemma 3 si indica con 8r., = u-l(O) l'esito nullo. 
b) Rappresentazione delle preferenze su X 
Sia fissata una funzione u nella classe delle trasformazioni strettamente crescenti 
determinata dal lemma l in modo che sia verificato il lemma 4. Dalla u restano definite le 
seguenti operazioni su L: se u(x) + u(y) E u(L) allora 
x Ee y = u-l(u(x) + u(y)); 
che può essere pensata come "somma" compatibile con la funzione u; se a:u(x) E u(L) 
allora 
a® x= u-l(a·u(x)) 
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che può interpretarsi come "moltiplicazione per lo scalare a" compatibile con la funzione 
u. La compatibilità con la u va intesa nella maniera seguente: @ è l'operazione binaria che, 
dati due esiti, ne fornisce un terzo la cui utilità è somma delle utilità dei due esiti 
inizialmente considerati. Lo stesso dicasi per la moltiplicazione per uno scalare: a un esito 
e a uno scalare, ® associa un secondo esito la cui valutazione sia pari alla valutazione 
dell'esito iniziale moltiplicata per lo scalare stesso. Poiché in generale u(L) non è chiuso 
rispetto alle operazioni"+" e"·", neppure L è chiuso rispetto alle operazioni "E9" e"®". 
OSSERVAZIONE 1: le operazioni "ffi" e "®" e l'esito 81: dipendono dall'inversa u-1. 
Tuttavia, se esiste un'altra inversa, gli esiti "somma", "moltiplicazione" e l'esito nullo da 
essa indicati sono indifferenti ai corrispondenti esiti indicati da u-1. Per chiarire 
ulteriormente, siano xE9y, a®'x e SI' rispettivamente la "somma", la "moltiplicazione" e 
l'esito nullo corrispondenti ad un'altra inversa di u. Allora valgono le seguenti: 
xE9y "'1: xffiy, a®'x "'1: a®x e 81:' "'1: 81:. 
Mediante u si definisce l'applicazione <p tale che, per ogni f E X, cp(f) = uo f è la 
composizione di u con f. Dato che per ogni f E X esistono azioni costanti k, f E X, tali che 
k( ro) :SI/( ro) :SI f.( ro) per ogni ro E n, allora u(k) :s;; uo f( ro) :s;; u(f) per ogni ro.· Quindi q>(f) 
è limitata rispetto all'ordine naturale tra funzioni reali. In sintesi .l'applicazione <p consente 
di "trasferire" la scelta da B(n, L) all'insieme B(n,R) delle funzioni su n reali e limitate: 
<p: X H B(n, R). La funzione cp(f): n H R rappresenta la valutazione del decisore 
relativamente all'azione f, per ogni singolo ro E n. Sia <p(X) c B(n, R) l'immagine di X 
mediante <p. Le operazioni "E9" e "®" definite in L e l'indicazione dell'esito nullo 
consentono di definire delle operazioni analoghe (anch'esse indicate con "@" e "®", dato 
che non vi è pericolo di confusione) e lo zero (indicato con 8) nell'insieme X delle azioni. 
Date l e g E X, l'azione "somma" è l'azione 1@ g che, per ogni ro E n, dà esito(/@ g)(ro) 
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= f( ro) E9 g( ro ). Parimenti, l'azione "moltiplicazione per a" è l'azione a® f che, per ogni ro, 
ha esito (a®/)( ro) = a®/( ro ). Infine l'azione nulla è quella che, per ogni ro, fornisce l'esito 
S{ro) = 81:. 
LEJ\11vfA 5: esiste una funzione <p-1 tale che, per ogni v E <p(X), <p-l( v)= J, f E X. 
DIMOSTRAZIONE: ricordando quanto svolto nel lemma 3, data v E <p(X), per un fissato ro 
E Q, sia h(u-1(v(ro))] = Yro l'esito individuato da h. Ripetendo la costruzione su tutto Q, 
resta determinato l'insieme f = {y ro : ro E Q} incluso in X = B( n, L). La f così costruita è 
un'inversa di <p e sarà indicata con <p-1. C.V.D. 
È evidente che le operazioni "E9" e "®" e l'azione e, nell'insieme X, possono essere 
definite anche mediante <p: se <p(f) + <p(g) E <p(X) allora/ E9 g =<p-l( <p(f) + <p(g)); se a·<p(f) 
E <p(X) allora a® f = cp-1( a·<p(f)); infine e= <p-l( O). 
Poiché <p(X) c B(Q, R), essendo dotato quest'ultimo anche della struttura di spazio 
vettoriale, normato da !lvii = sup{jv(ro)l: ro E Q}, allora <p(X) è dotato della topologia 
(localmente convessa) indotta da B(Q, R). 
Fissata u secondo il lemma 4, si introducono le seguenti ulteriori proprietà 
sull'ordinamento di preferenze (X, t:): 
(4)per ogni ft, /2,/3, ftGJf3, /2@/3 E X, /1 t: /2 => /1 (J) 13 t: /2 ffi /3; 
(5)per ogni / 1, / 2, a®j1, a®j2 E X, a> O, / 1 t / 2 <:::> a®/1 !: a®j2; 
( 6) se f >- 8 allora per ogni g E X esiste un Ìv > O tale che f >- 'A.®g. 
Le (4) e (5) sono le usuali proprietà di invarianza rispetto alla "somma" e alla 
"moltiplicazione per uno scalare", quando queste operazioni sono definite; la ( 6) è la 
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condizione di archimedeità di ~ (cfr. capitolo I, paragrafo 7). Si definisca l'ordinamento !::u 
su <p(X) con la seguente posizione, resa possibile dall'individuazione di una inversa cp-1: 
v1 !::u v2 se e solo se <p-1(v1) t: <p-1(v2). 
LE:tvfMA 6: se per (X, ~) valgono le condizioni (l), (4), (5) e (6), allora per (<p(X), !:u) 
valgono le seguenti: 
(l') !:u è una relazione di preordine totale e non banale; 
( 4') per ogni v1, v2, v3 , v1+v3 , v2+v3 E <p(X), v1 !:u v2 => v1 + v3 !:u v2 + v3; 
(5') per ogni v1, v2, a·v1, a·v2 E <p(X), a> O, v1 ~u v2 <:::::> a·v1 !:u a·v2; 
(6') se v1 >-u O allora per ogni v2 E <p(X) esiste un À >O tale che v1 >-u À·v2. 
DWOSTRAZIONE: la (l') è di facile verifica. Per verificare la (4') si osserva che, in base 
alla definizione di !::u e di E9 e alla ipotesi (4), [v1 !:u v2] <:::::> [cp-1(v1)!:: cp-1(v2)] =:> [cp-1(v1) 
E9 <p-1(v3)!:: cp-1(v2) E9 cp-1(v3)] <=> [cp-1(v1 + v3)!:: cp-l(v2 + v3)] <=> [v1 + v3 !:u vz + v3]. Nella 
stessa maniera si dimostra la (5'). Per dimostrare la (6') sia v1 >-u O e sia f E X tale che <p(f) 
= v1 ed l >- O. Per la (6) esiste un À > O tale che l >- 'A.®g. Ponendo v2 = <p(g), per 
definizione, si ottiene la (6'). C.V.D. 
Si richiamano alcune nozioni utili per proseguire. Una misura J.t: ,4 t--t R è detta 
finitamente additiva (o anche additiva tout co~rt) se 0 E ~' se J.t( 0) = O e se 
J.t(A 1 U A2 U ... U An) = J.t(A 1 ) + J.t(A2 ) + ... + J.t(An), 
per ogni famiglia finita di insiemi disgiunti di n, {Aj} c ~. Solitamente a una Jl cosi 
definita si riserva il nome di funzione di insieme (set function), per misura intendendosi 
una funzione di insieme a-additiva. Per comodità, ci sia consentito di continuare con 
questo abuso di linguaggio. La misura Jl è detta limitata se esiste uno scalare M positivo 
tale che, per ogni A E .4, sia IJ.t(A)I <M Essa è detta positiva se, per ogni A E~' Jl(A) ~O. Si 
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indichi con P( n) l'insieme delle famiglie finite di insiemi disgiunti di~. Data J.l su~' allora 
la variazione totale di J.l in n, denotata con V(J.l ), si definisce come 
V(J.t) = SUPP(Q){LjEJJ.t(Aj)l, {Aj}jEJ E P(O)}, 
Una misura J.l è detta a variazione limitata su O se V(J.t) <+co. Per una misura positiva si ha 
l'uguaglianza V(J.t) = J.t(O). Vale il seguente teorema (cfr. (18] p. 97): 
TEOREMA l: sia ~ algebra di parti di n. Se J.l: ~ H R additiva è limitata allora è a 
variazione limitata su Q. 
Si indicherà con ba(O, A) lo spazio vettoriale delle misure con segno, additive e limitate, 
normato dall.a variazione totale V(J,t); con B*(O, R) il duale (rispetto alla norma) dello 
spazio vettoriale delle funzioni reali limitate, normato da 
llwll* = sup{lw(v)l: !lvii~ 1}, 
ove 'V: B*(O, R) H R. Vale allora il teorema di rappresentazione di seguito enunciato, di 
cui si riporta una traccia della dimostrazione (cfr. [18] pp. 258-259). 
TEOREMA 2: l'identità w(v) = JnvdJ.l, ove \lf E B*(O, R) e J.l E ba(O, A), definisce un 
isomorfismo tra B*(n, R) e ba( O, ..4). Inoltre llwll* = V(J.t). 
DIMOSTRAZIONE: fissata J.l E ba( O, ,4) si ha che, per ogni w E B(O, R), 
lfn w dJ.ll ~ Jlwli·J.t(O) ~ llwll·v(J.t). 
Quindi, passando al sup, IJ'VJ.LII* < +oo, ove \lfJ.L(w) = J0 wdJ.l, cioè ogni J..L E ba(O, A) definisce 
un funzionale lineare e continuo. Si verifica che II'VJ.LII* ~ V(J.!), da cui II'VJ.LII* = V(J.t). D'altra 
parte, dato 'V E B*(O, R), sia J.lw(A) = w(XA), ove XA è la funzione indicatrice di A E ..4. Si 
ha V(J.l'l'' A) ~ lw(XA)I ~ li 'VII*, ove V(J.t'l'' A) indica la variazione totale sull'insieme A c n. 
Quindi ogni funzionale lineare e continuo definisce una J.l'V E ba(O, A). Inoltre, si verifica 
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facilmente che la misura così individuata è additiva. L'integrale rispetto a J.l'V è definito per 
ogni combinazione lineare (finita) di funzioni caratteristiche di insiemi di ,4. Poiché 
l'insieme delle combinazioni lineari di funzioni caratteristiche è denso in B(Q, R), allora, 
estendendolo per continuità, l'integrale è definito per ogni funzione limitata. Poiché !l'VII* s 
V(J.t'V)' allora !l'VII*= V(J.t\lf). C. V.D. 
LE:rvflv1A 7: <p(X) è convesso in B(Q, R) ed esiste una funzione u tale che lo O di B(Q, R) è 
interno a <p(X). 
DIM:OSTRAZIONE: infatti, date v1, v2 E <p(X), ove u sia derivata dal lemma 2, per ogni ro 
E n, la funzione combinazione convessa di v1 e v2, a·v1(ro) + (1-a)·v2(ro), a E [0, 1], 
appartiene a u(L), in quanto u(:E) è convesso come stabilito nel lemma 2. Quindi, per ogni 
a E [0, 1], a·v1 + (1-a)·v2 E <p(X). Inoltre, data una qualsiasi funzione v E B(Q, R), esiste 
un a E R tale che, per ogni ro E n, -a s v(ro) sa. Poiché O E R è interno a u(L) per u 
opportuna, come risulta dal lemma 4, esiste oa > o per cui a·E E u(L) per ogni lEI s oa. 
Quindi E·v(ro) E u(L) per ogni lEI s oa, cioè o E B(Q, R) è interno a <p(X). C.V.D. 
Dal capitolo I, paragrafo 7, si deriva la seguente proposizione: 
TEOREMA 3: sia X s. v. t. l. c. e sia K c X insieme convesso avente O come punto interno. Dato il 
sistema di preferenze (K, !:K) completo e non banale, le condizioni: 
(a) se x, y, z, x+z, y+z E K, x !:K y =>x+ z !:K y + z; 
(b) se A> O e x, y, A·x, À:y E K, x !:KY => A·x !:K A·y; 
(c) se x >-K O allora,per ogni y E K, esiste un A> O tale che x >-K À:y, 
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sono necessarie e sufficienti per l'esistenza di un funzionale lineare e continuo f che rappresenta 
le preferenze su K. Esso è unico a meno della moltiplicazione per uno scalare strettamente 
positivo. 
Non resta che concludere con la rappresentazione delle preferenze su X. 
LE:tv1MA 8: sia (X,!::::) sistema di preferenze. Sia data la funzione di utilità u che soddisfa il 
lemma 7. Allora le condizioni (1), (4), (5) e (6) sono necessarie e sufficienti per l'esistenza 
di una misura J..tlimitata e finitamente additiva tale che, per ogni coppia di azioni J, g E X, 
f !:::: g se e solo se Jn u(f) dJ.l ~ Jn u(g) dJ.!. 
Tale misura è univocamente determinata a meno della moltiplicazione per uno scalare 
strettamente positivo. 
La misura J.1 è unica per la classe delle trasformazioni affini crescenti della funzione di 
utilità u. 
Dllv10STRAZIONE: per il lemma 6, le condizioni (1), (4), (5) e (6) sono sufficienti per la 
validità delle condizioni (1'), (4'), (5') e (6'). Il teorema 3, unitamente al lemma 6 e al 
lemma 7, stabilisce che le condizioni (1'), (4'), (5') e (6') sono sufficienti per l'esistenza di 
un funzionale di rappresentazione lineare e continuo 'V su B(Q, R) e quindi su <p(X). Esso è 
univocamente determinato a meno della moltiplicazione per uno scalare strettamente 
positivo. Per il teorema 2 risulta che, per ogni 'V E B*(Q, R), esiste una misura J.1 
finitamente additiva e limitata tale che 'V( v) = J0 vdJl. 
Data la rappresentazione mediante JnvdJ..t, la necessità di (l) è banale. La necessità delle 
condizioni ( 4) e ( 5) si dimostra ricordando che l'ordinamento di R è compatibile con le 
operazioni"+" e "·". 
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La necessità della (6) deriva dalla archimedeità di~ in R. Se f >-e, allora fntt(/)dJ.! =p> O. 
Dato g E X risulta Jnu(g)dJ.! =q. Allora esiste un 'A.> O per cui p> 'A.·q. Quindi, poiché vale 
la rappresentazione, f >- iv®g. 
Resta da dimostrare l'unicità della misura determinata a partire da funzioni di utilità (sugli 
esiti) che appartengono alla stessa classe di trasformazioni affini crescenti della u. Date le 
funzioni di utilità u, w: L, ~ R, si deve quindi dimostrare che, se w = a·u + J3, a > O e J3 E 
R tali che -J3/a E u(L,), allora u e w inducono la stessa misura J.!. 
Preliminarmente si osserva che, essendo <p(X) insieme convesso contenente O E B(O, R) 
come punto interno, allora l'ordinamento ~usi può estendere su tutto B(O, R) ponendo che 
v ~u O se ù·v ~u O per ogni v E B(O, R), dove 8 > O è tale per cui ù·v E cp(X). Allo stesso 
modo si può estendere l'ordinamento ~w· 
Si osserva che per i coni 
eu= {v E B(O, R): v ~u o} 
e 
Cw= {v E B(O,R): v ~w O 
vale che ew =eu- (3/a. Infatti, data f E X tale che wof E ew, risulta a:(uof) + f3 ~u 0, cioè 
uof ~u- (3/a. Quindi cw c eu- (3/a. D'altra parte, data f E x tale che uof ~u- (3/a, risulta 
wo f ~w O, cioè eu - J3/a c ew. Allora, per il teorema 3, il funzionale che rappresenta ~u è, 
a meno della traslazione della costante -J3/a, il medesimo che rappresenta ~w· Quindi la 
misura J.! associata dall'isomorfismo indicato nel teorema 2 è la stessa. C.V.D. 
Nel caso in cui le funzioni di utilità sugli esiti non siano appartenenti alla medesima 
classe, cioè non sono l'una trasformazione lineare dell'altra, allora le misure da esse indotte 
saranno, in generale, diverse. 
Si può riassumere quanto dimostrato in questa sezione nella seguente proposizione. 
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PROPOSIZIONE 1: dato l'insieme O, sia ,d un'algebra di parti di Q. Sia (L., 'tl:) uno spazio 
topologico connesso. Su L, .O vi sia un sistema di preferenze t. Sia X l'insieme delle azioni 
f: Q H L limitate rispetto a~· Allora le condizioni 
(l)!:::: è una relazione dipreordine completo e non banale. 
(2) gli insiemi {x E L: x -<:1.;y}, {x E L.: x >-1.;y} E 't1.;per ogni y E L.. 
(3) esiste un sottoinsieme numerabile di L.l"'r. che sia denso rispetto a >-r. in Ll"'r.· 
sono equivalenti all'esistenza di una funzione di utilità u: L H R, unica a meno di una 
trasformazione strettamente crescente, che rappresenta !::r.· Fissata tra queste una u tale 
che l'origine di B(O, R) sia punto interno di c:p(X) = {v= uof: f E X}, per la classe delle 
trasformazioni affini crescenti della u, le condizioni (l) e 
(4)per ogni ft, /2,13, ft(f)f3, /2@/3 E X, /1!:::: /2 => /1 (f) 13!:::: /2 (f) j3; 
(5)per ogni / 1, / 2, a®/1, a®j2 E X, a> O, / 1 !:::: / 2 ~ a®/1 t a®/2; 
( 6) se f >- e allora per ogni g E X esiste un lv > O tale che f >- lv® g. 
sono equivalenti all'esistenza di una misura Jl: A H R limitata e finitamente additiva, unica 
a meno della moltiplicazione per uno scalare strettamente positivo, tali che, per ogni/, g 
EX 
l~ g <=> Jn u(f) d~-t ~ Jn u(g) dJ.t. 
3. L'assioma di dominanza 
Nell'applicare il risultato della proposizione l alla scelta in condizioni di incertezza 
o in ambito intertemporale si deve tenere conto, in generale, del fatto che il decisore 
attribuisce una misura positiva ai sottoinsiemi di O. Infatti, che siano essi intesi come 
eventi oppure come periodi di tempo, la loro misura (probabilità nel primo caso, "misura 
del tempo" nel secondo caso) è non negativa. 
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Si tratta di introdurre un ulteriore assioma affinchè l'integrale di rappresentazione 
tenga conto di questa esigenza. Si dimostrerà che la positività della misura J..l è equivalente 
al soddisfacimento della condizione che le preferenze su X siano un affinamento 
dell'ordine naturale. Valga allora la condizione di dominanza: 
(7) f(ro) !:1: g(ro)per ogni roE Q=> f t g. 
Essa ha il seguente significato: se gli esiti di una azione sono giudicati migliori, per ogni ro 
E n, degli esiti di unialtra azione, allora la prima azione è preferita alla seconda. Data una 
funzione di utilità u, che soddisfa il lemma 4, risulta: 
(l') se u(f(ro)) ~ u(g(ro)) per ogni co E n allora f ~g. 
L'ipotesi (l) (e quindi la (l') che deriva da essa), unitamente alla definizione di ~u' 
consentono di fare la seguente osservazione, di notevole importanza nella dimostrazione 
della positività di J..l su n. 
Quindi l'ordinamento su <p(X) risulta essere un'affinamento dell'ordine naturale delle 
funzioni reali e limitate su n. 
PROPOSIZIONE 2: la misura J..l, secondo la proposizione l, risulta positiva se e solo se 
vale la condizione (7). 
DIMOSTRAZIONE: si deve dimostrare che la misura risulta positiva. Sia quindi v E <p(X), 
v~ O. Dalla osservazione 2, ciò implica che v ~u O. Allora \V( v)= fnvdJ..l ~O. Dato A E A, 
esista un'azione f di esito costante k >el: su A e "nullo" (cioè f = 8) fuori da A. Sia, per 
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assurdo, J.t(A) < O. Poiché v = cp(f) = u(k)·XA, la valutazione soggettiva dell'azione j, è 
giudicata positiva allora \lf(v) ~ O. Ma \lf(v) = u(k)·J.t(A) < O, per cui si cade in 
contraddizione. 
Si verifica la necessità della condizione (7): poiché esiste l'utilità u che rappresenta ~I> 
allora da f(ro) ~I: g(ro) per ogni ro E Q si ha u(j(ro)) ~ u(g(ro)) per ogni ro. La misura J.l è 
positiva, quindi, per la monotonia dell'integrale, la precedente disuguaglianza implica 
f n u(f) dJ.! ~ f n u(g) dJ.!, 
da cui f ~g. C.V.D. 
OSSERVAZIONE 3: date le azioni J, g E X, di esito costante, f =x e g = y, con x, y E L, 
allora, con le ipotesi delle proposizioni l e 2, x .t1: y se e solo se fnu(x)dJ.t ~ fnu(y)dJ.t. 
L'ultima disuguaglianza è equivalente a u(x) 2 u(y) in quanto la misura J.1 è positiva. 
4. La scelta in condizioni d 'incertezza 
Al fine di applicare la teoria generale delle precedenti sezioni al caso in cui le 
preferenze sono stabilite tra azioni con esito aleatorio, si denomina Q l'insieme degli stati 
di natura. Sia A una algebra di Boole di eventi su n. L'insieme degli esiti delle azioni sia 
indicato ancora _con E. Data la topologia 'ti:, sia (E, 'ti:) spazio topo logico connesso. 
Sia Ln l'insieme di funzioni da n a L. Su di esso sia fissato un sistema di 
preferenze, rappresentato dal preordine completo .t. Su L si stabilisce una relazione di 
preferenza, indicata con ~I:' mediante la posizione consueta: dati x, y E L e/, g E Ln tali 
che, per ogni ro, f( ro) =x e g( ro) = y; allora f ~ g <=>x .ti: y. Detto B(Q, E) l'insieme delle 
azioni limitate rispetto a~' come nella precedente sezione, sia X= B(Q, E) l'insieme da 
cui il decisore deve scegliere. Occorre aggiungere che, in questo ambito particolare, 
l'insieme X è costituito da quelle azioni che assumono valore costante sugli eventi 
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appartenenti alla algebra .4. Infatti, l'individuazione degli eventi possibili da parte del 
decisore precede logicamente l'identificazione delle azioni possibili. 
Valga la condizione (7) di dominanza del precedente paragrafo: se f 1 ( ro) !: L f 2( ro) 
per ogni ro E n, allora f 1 !: f 2. In questo contesto essa assume il significato che, tra due 
azioni aventi la prima esiti (aleatori) sempre non peggiori degli esiti della seconda, il 
soggetto preferisce la prima. Essa implica (senza esserne implicarta) la dominanza 
stocastica di ordine zero tra f 1 e f 2, intesa come dominanza quasi ovunque rispetto ad una 
certa misura di probabilità (cfr. [lO]). 
Siano date le condizioni (1), (2) e (3) del paragrafo 2. Esse stabiliscono che le 
preferenze sugli esiti sono un preordine completo, compatibile con la topologia di L e che 
esiste un sottoinsieme numerabile dell'insieme quoziente rispetto alla relazione di 
equivalenza "'l: denso rispetto alla preferenza tra classi di equivalenza. In base al lemma l, 
esiste quindi una funzione u per cui, per ogni fissato ro E n, f 1 ( ro) ~L f 2( ro) <=> u(f 1 ( ro)) ~ 
u(f2(ro)). Per la condizione (8) la funzione continua u è tale che, se fi(/1(ro)) :2: u(f2(ro)), per 
ogni ffi E Q si hajl ~ fz· 
Sia allora <p(X) l'immagine di X mediante <p. Sia <p-1 un'inversa di <p stabilita nel 
lemma 5. Su X siano definite le operazioni "ffi" e "®" e l'elemento nullo e secondo la 
procedura indicata nella precedente sezione. Nella proposizione l è stato dimostrato che le 
condizioni (4), (5) e (6) sono equivalenti all'esistenza di una misura J.t: .4 14 [0, +oo[, 
finitamente additiva, unica a meno della determinazione dell'unità. Con l'ipotesi (7) essa 
risulta positiva. Poiché, come enunciato nel teorema l del paragrafo 2, una misura limitata 
è a variazione limitata e per una misura positiva la variazione totale è J.t(O), allora, 
normalizzando la misura J..l ex proposizione 2, si determina la probabilità n: .4 14 [0, 1]. A 
costo di ripetersi, la probabilità n cosi calcolata non è numerabilmente additiva. 
Come dimostrato, fissata u, la probabilità n è unicamente determinata a partire 
dall'ordinamento di preferenze~' per la classe delle trasformazioni affini crescenti della u. 
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Esse separano rispettivamente la valutazione dell'utilità degli esiti di ogni azione in X, dalla 
valutazione dell'incertezza. Per una funzione di utilità che non sia trasformazione lineare di 
u la probabilità determinata è in generale diversa da n. Il funzionale che, ad ogni l E X, 
associa fn.u(l)dn, rappresenta la sintesi delle due valutazioni. Tale funzionale è denominato 
Utilità Attesa di l mediante n. 
Ci sia permessa una breve digressione: in letteratura, l'Utilità Attesa si trova sotto 
un'altra specie. Si vuole ricondurre il funzionale Jn.u(l)dn a quella. Introducendo l'ulteriore 
ipotesi che le azioni siano funzioni misurabili (nel senso della nota l all'inizio di questo 
capitolo) da (Q, .4) a (E, iJ), si definisce la probabilità-immagine mediante l come 
nf(S) = 7t(J+-(S)), 
S E lJ. Per un noto risultato dell'Analisi, essendo l'utilità u: E ~ R continua e perciò 
misurabile, u è integrabile (con integrale finito) rispetto a n1 se e solo se uo f è integrabile 
(con integrale finito) rispetto a n. In questo caso vale l'uguaglianza 
J0 uo f( ro )dn( ro) = b;u(x )dnfx ). 
Il funzionale al secondo membro viene denominato Utilità Attesa della lotteria nl In 
chiusura della digressione, vale la pena di sottolineare che, per giungere a questa 
rappresentazione,. si ha bisogno dell'ipotesi di misurabilità delle azioni. 
Può essere utile a una migliore comprensione di quanto esposto in precedenza 
dimostrare costruttivamente la sufficienza delle condizioni (1)-(7) per l'esistenza dellUtilità 
· Attesa. A tal fine sia Q = {ro 1, ro2, ... , ron} un insieme finito di stati di natura possibili. 
L'algebra degli eventi è in questo caso rappresentata dall'insieme delle parti di Q. L'insieme 
degli esiti, E c Rm, sia connesso in Rm. Fissato l'ordinamento di preferenze~ su X, se per 
~E valgono le condizioni (1), (2) e (3) allora, secondo il lemma l, esiste una funzione di 
utilità u che rappresenta ~t· La funzione u, data a meno di una trasformazione strettamente 
crescente, è continua. La determinazione di u ci consente di fissare l'attenzione su un 
sottoinsieme di Rn. Infatti l'applicazione <p assocta, ad ogni funzione da Q a E, una 
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funzione da Q a R, in questo caso un vettore n-dimensionale. Per i soliti motivi <p(X) c R11, 
è convesso e contiene lo zero di Rn. Fissato l'ordinamento di preferenze ~u in cp(X), 
insieme dei valori soggettivi delle azioni, si vuole determinare dagli assiomi ( 4 ), ( 5) e ( 6) 
su ~ la probabilità 1t su n. 
Ricordando il lemma 6, si può derivarla dalla relazione ~u· Sia w E cp(X), w>-u O. 
Essendo ~u non banale ne esiste almeno uno per cui ciò è verificato. Come determinato nel 
capitolo I, paragrafi 2 e 7, si dimostra che, dato w >-u O e v E cp(X), le condizioni 
(4')per ogni v1, v2, v3 , v1+v3 , v2+v3 E cp(X), v1 ~u v2 ~ v1 + v3 ~u v2 + v3; 
(5') per ogni v1, v2, a·v1, a·v2 E <p(X), a> O, v1 ~u v2 <:::::> a·v1 ~u a·v2; 
{6') se v1 >-u O allora per ogni v2 E <p(X) esiste un À >O tale che v1 >-u À·v2. 
sono necessarie e sufficienti per l'esistenza di uno scalare 'A.( v) per cui v "'u A.(v)·w. Vale a 
dire che esiste un unico scalare che, moltiplicato a w, rende 'A.(v)·w indifferente a v. 
L'archimedeità di ~u .può essere utilmente interpretata, in questo ambito, come la 
possibilità di aumentare o diminuire il valore, diverso da zero, attribuito da u a un esito 
certo (determinato da una funzione costante) in maniera che esso risulti indifferente ad un 
fissato esito incerto (individuato da una funzione non costante). Sia data allora v E <p(X), v 
= (v1, ... , vn), dove v1 = v(co;) -:;:. O per ogni i. Sia v; = (0, ... , vi, ... , O) un vettore di 
componenti nulle esclusa quella nella posizione i-esima. È il vettore del valore soggettivo 
associato da u ad un'azione che ha sempre esito e, salvo nel caso che si realizzi lo stato co7, 
in tal caso avendo esito u-l(vi). Sia inoltre c(vi) =(vi, vi, ... , vi) l'esito certo di valore vi. A 
questo punto possono presentarsi tre situazioni; 
(i) se v1 >-u O allora dalla condizione (7) di dominanza stocastica risulta che c(v7) ~u v1. 
Per l'archimedeità si ha che v7 "'u 'A.(v;)·c(vi) con À(v;) >O; 
(ii) se v7 -<u O allora c(v7) =5u v;, sempre dalla condizione di dominanza stocastica. 
Ancora, v1 "'u 'A.(v1)·c(vi) con 'A.(v7) >O; 
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(iii) se v1 "'u O (si ricorda che vi :t: O) significa che lo stato ro7 non influenza le preferenze 
del decisore. Allora, si ha v1 "'u À(v1)·c(v1) per lv(v1) =O. 
Poiché la funzione v E cp(X) originariamente data è tale che v= L; v1, allora, per la 
compatibilità della relazione ?:u con l'operazione"+", risulta 
v "'u L; c(vi)·À(v1) =L; v1·À(v1). 
Il membro sinistro dell'equivalenza è una funzione che ad ogni ro associa un certo valore vi; 
il membro destro è invece una funzione che vale costantemente L; v1·1v(v1) su O. Dividendo 
per L; lv(v7) :t: O, risulta che, per ogni v E cp(X), si può determinare un unico numero L; v1·n1 
con L; 1t; = l. 
La probabilità attribuita agli stati di natura non dipende dalla scelta di un esito 
stabilito. Si prenda in considerazione un vettore w= (wl, ... , wn), con w :t: v, w1 :t: O per ogni 
i e w "'u a·v. Poiché si ha, ripetendo il procedimento visto, w "'u L; w1·p1 , L; P;= l, cioè P; 
è la probabilità assegnata a ro7 prendendo come riferimento w = L; w1, allora si deve 
verificare che P;= 1t; per ogni i. Per l'ipotesi di invarianza rispetto alla somma, w ""'u a·v => 
w1 ""'u a·v1 per ogni i. D'altra parte, per l'ipotesi di invarianza rispetto alla moltiplicazione 
per uno scalare, w "'u a·v => P(W; "'u 1t(a·v1. Quindi risulta p1 = n1• L'assegnazione della 
probabilità ad un determinato stato di natura è ben definita, non dipendendo dal valore 
(purché sia diverso da zero) dell'esito assegnato a quello stato dall'azione scelta. In 
definitiva: 
OSSERVAZIONE 4:fissata la funzione di utilità, la probabilità assegnata ad un evento è, 
a meno della normalizzazione, data dal valore certo che risulta indifferente al valore 
dell'esito che un'azione aleatoria associa a quell'evento. 
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Per fare un esempio, la probabilità che viene assegnata da un soggetto all'evento 
costituito dal presentarsi di una certa faccia in un lancio di un dado è stabilita, a meno della 
normalizzazione, dal valore di una vincita certa che risulta indifferente al valore (aleatorio) 
della vincita derivante dalla scommessa che si presenti quella faccia, fatta dal soggetto 
stesso. Quindi l'approccio "duale", che è stato sviluppato nella precedente sezione, sposa la 
concezione soggettivistica della probabilità. 
Ora, date le azioni f 1, f 2 E X, dalla trattazione precedente si ha f 1 t: f 2 <=> q>(f 1) t:u 
q>(/2) <=>L; u(f1(ro;))·n; t:u L; u(f2(ro;)}n; <=>L; u(f1(ro;))·n; ~L; u(f2(ro;))·n;, dato che si 
vengono a confrontare tra loro i valori soggettivi di azioni aventi esito costante. Il 
funzionale L; u(f(ro;))·n;, che rappresenta appunto il valore dell'esito costante associato 
all'azione/, è l'Utilità Attesa. 
5. Scelte intertemporali 
Per progetto si intenderà, in questo paragrafo, un'azione che, ad ogni istante 
considerato, manifesta un certo esito. L'approccio "duale" del paragrafo 2 si applica, con 
alcune variazioni, al caso in cui il decisore debba scegliere tra progetti che esplicano i loro 
effetti in un contesto temporale. Questo significa che, salvo alcune correzioni, la struttura 
matematica del problema decisionale è la stessa dei problemi decisionali in condizioni di 
incertezza. 
Sia 1 il riferimento temporale. Quindi 1 ha un'origine e un verso (passato --)> 
futuro). Convenzionalmente si pone l'origine nell'istante in cui il decisore deve compiere la 
sua scelta. Poiché la decisione ha senso solo per quanto concerne il futuro (si suppone che 
il passato non possa essere mutato), allora il! può essere visto come un insieme totalmente 
ordinato, il cui inf è l'origine, indicata con O, e illimitato superiormente (il sup può essere 
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convenzionalmente indicato con oo ). Gli elementi di Y sono gli istanti. Sia Y un'algebra di 
sottoinsiemi di Y. 
Come nel caso generale del paragrafo 2, lo spazto topologico connesso L 
rappresenta l'insieme degli esiti. Un progetto è una funzione f: Y H L. Nell'insieme LY dei 
progetti sia definito un sistema di preferenze rappresentato dalla relazione ~· Sia B(Y, l:) 
l'insieme dei progetti limitati secondo ~. Con X = B(Y, L) si indicherà l'insieme in cui il 
decisore deve compiere la scelta. Le funzioni in X assumono esito costante negli elementi 
di Y. Come risulta dalla proposizione l le ipotesi (1)-(3) sono equivalenti all'esistenza di 
una funzione di utilità u sugli esiti. Fissata la classe delle trasformazioni affini crescenti di 
u, le condizioni (4)-(6) su (X, ~) sono equivalenti all'esistenza di un funzionale di 
rappresentazione di~ che, ad ogni progetto f E X, associa il numero fyu(f)dJ.-L, ove la u è 
una funzione di utilità cardinale sugli esiti, indipendente dal tempo e J.-L: Y H [0, +oo[ è una 
misura finitamente additiva, unica a meno dell'assegnazione dell'unità. In particolare, data 
u, assegnare un ordinamento di preferenze sull'insieme dei progetti X con le ipotesi (4)-(7) 
equivale (proposizione 2) ad assegnare una misura positiva su Y in base alla quale integrare 
la funzione valore soggettivo di ciascun progetto f E· X. In questo modo risulta separata la 
valutazione dell'aspetto temporale dalla valutazione dell'utilità degli esiti inerenti ciascun 
progetto, la sintesi essendo rappresentata dal funzionale f"y·u(f)dJ.-L. 
È tuttavia naturale, in un ambito di scelte intertemporali, porre una ulteriore 
condizione sulle preferenze tra progetti, in modo da tenere conto dell'impazienza. Con il 
termine impazienza si intende, nella Teoria delle Decisioni, la preferenza per 
l'anticipazione delle posizioni positive quale è, nel caso in esame, conseguire nel tempo 
esiti che, alla luce di u, danno utilità positiva. Questa nozione si deve a Fisher [22]. È 
interessante, da questo punto di vista, che la misura positiva J.-L secondo il teorema appena 
enunciato, modifichi la valutazione temporale dei progetti in maniera che un sottoinsieme 
di Y abbia misura tanto maggiore quanto più è vicino al presente e tanto minore quanto 
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più è inoltrato nel futuro. Più precisamente, dati A c Y e t E Y, interessa il caso in cui ~(A) 
2 ~(t+ A). Si dimostra che questa decrescenza della misura~ è equivalente all'impazienza. 
Non resta quindi che definire l'impazienza secondo l'ordinamento di preferenze su X e 
quindi verificare che essa, unitamente agli assiomi (l )-(7), è necessaria e sufficiente per 
ottenere la distorsione appena indicata. 
La definizione che verrà data si rifà a quella in [42]. Dato il progetto l E X, il 
progetto dilazionato del tempo s E y è definito da IS(t) = eL ' lo zero di L determinato in 
relazione ad una u predeterminata, per t < s, e da ls(t) = l(t - s) per t 2 s. Essendo Y 
illimitato superiormente, dato l E X, allora fs E X per ogni s E Y. Su (X, t:) si ponga il 
seguente assioma: 
(B): per ogni l E X, l t e=> l t fS per ogni sE Y. 
Il significato dell'assioma è evidente: il dilazionamento rende sempre meno gradevole un 
progetto la cui valutazione soggettiva (rispetto a u) è positiva. L'assioma (8) si può rileggere 
nell'insieme q>(X), posto ~ = q>(fs), nella maniera seguente: per ogni v E cp(X), v t O => v 
t: VS per ogni sE Y. Vale allora la seguente proposizione. 
PROPOSIZIONE 3: dato il riferimento temporale Y e lo spazio topologico connesso degli 
esiti L, le condizioni (1)-(3) sono equivalenti all'esistenza di una u su L. Fissata la classe 
delle trasformazioni affini crescenti della u, le condizioni ( 4 )-(8) su (X, t:) sono equivalenti 
all'esistenza del funzionale di rappresentazione Jyu(f)d~. Inoltre, per la misura finitamente 
additiva~: Y H [0, +oo[, dato A c Y, vale ~(A) 2 ~(s +A), per ogni s E Y. 
DTh10STRAZIONE: basta evidentemente dimostrare l'equivalenza della (8) alla 
"decrescenza" della misura ~ rispetto al tempo, il resto essendo stato provato nelle 
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proposizioni l e 2. Per dimostrare la necessità, sia f E X un progetto tale che /lA = k >-~ e~ 
e /Jru ----~e~. Allora f(t) = f 8(t + s). Poichè J.t(A) 2 J..L(s +A), allora 
JA u(f) dJ..L2 fs+A u(fs) dJ.!<=> f ~fs. 
Per dimostrare la sufficienza della condizione (8), sia dato l'insieme A c Y es E Y. Poiché 
esiste un progetto t E X, tale che /lA = k >-~ e~ e /lru ,....,~ e~, allora esiste la funzione v E 
<p(X) tale che viA= u(k) >O e vlru =O. Quindi, per la (8) e dato che esiste il funzionale di 
rappresentazione delle preferenze su X, 
/t / 8 <=> Jy u(f) dJ.! 2 Jy u(/8 ) d1J <=> u(k)·JA dJ.! 2 u(k)·Js+A dJ.l <=> Jl(A) 2 J.l(s +A). 
C.V.D. 
Qualora Y c N, si osserva che Jyu(f)dJ.l = LnENu(fn)·J.ln è il funzionale di 
rappresentazione, ove In= f(n) e J.ln = J.t({n}). Se, in più, vale la condizione di impazienza, 
si ha che Jlm 2 J.ln quando n 2m. 
CAPITOLO ID 
LA RAPPRESENTAZIONE DI PREFERENZE SU OPERAZIONI 
FINANZIARIE E LA DO:MINANZA TEJVIPORALE 
l. Introduzione 
In questa capitolo saranno applicati i risultati. del capitolo I (segnatamente del 
paragrafo 6) alla scelta tra operazioni finanziarie ( o.f. ), ove con questo termine si 
intendono funzioni reali definite su un riferimento temporale rappresentato da un 
intervallo compatto di R, avente l'origine come inf Le o.f. oggetto della scelta 
costituiscono usualmente un sottoinsieme (a volte un sottospazio) di uno spazio 
vettoriale reale rispetto all'addizione tra o.f. e alla moltiplicazione tra una o.f. e uno 
scalare. Il concetto primitivo del problema di rappresentazione è, come noto dal 
capitolo I, quello di preferenza. Si suppone che la preferenza sia una relazione binaria 
riflessiva e transitiva che coinvolge tutte le o.f. Si tratta quindi di una relazione di 
preordine completo. Per brevità, indicate con 1 e g due o.f., si intenderà con la scrittura 
l t g che l è preferita a g. La relazione di equivalenza ad essa associata, da intendersi 
come indifferenza tra due o.f., sarà indicata con il simbolo "", mentre la preferenza 
stretta con >-. 
Nelle scelte tra o.f. è frequentemente accettata l'ipotesi che le preferenze siano 
compatibili con la struttura di spazio vettoriale, nel senso spiegato al capitolo I, così che 
69 
70 
le preferenze si possono vedere come indotte da un cono convesso C con vertice 
nell'origine e tale che C n (-C) = X. La rappresentazione delle preferenze, e quindi la 
scelta, è data dal funzionale reale che si annulla sul sottospazio vettoriale delle o.f. 
indifferenti alla o.f. nulla. La forma di questo funzionale varia a seconda della forma 
funzionale delle o.f. In generale, tuttavia, il funzionale di rappresentazione è un 
integrale, calcolato sul riferimento temporale rispetto ad una opportuna misura. Nel 
caso particolare in cui il funzionale sia dato dall'integrale del prodotto tra la o.f. e una 
funzione di valutazione, se quest'ultima è positiva e decrescente, esso viene denominato 
Valore Attuale (VA) e la funzione di valutazione è detta "di sconto". 
È d'uso, nella letteratura finanziaria, la distinzione dell'ambito della trattazione 
in discreto, se il riferimento temporale è al più numerabile, e continuo se tale è la sua 
cardinalità. Non sempre, però, una tale distinzione si rivela opportuna. Vi è infatti 
. almeno un caso in cui la considerazione specifica di un riferimento temporale discreto 
nasconde alcune insidie di natura tecnica. Ci si riferisce al caso in cui si studia la 
Dominanza Temporale (D. T.). 
Behren e Hansen [7] ed Ekem (19] propongono la D.T. quale ordine duale (vedi 
capitolo I, paragrafo 8) di un insieme di operazioni finanziarie ( o.f. ), indotto da un 
opportuno insieme di funzioni di sconto. Le definizioni di D.T. sono da essi date 
distintamente per o.f. discrete e per o.f. continue. Beccacece e Castagnoli [5, 6, 11] 
propongono, per o.f. discrete, una diversa definizione D.T., da cui emerge una 
dimostrazione più elegante del teorema principale di D. T., cosi intendendosi il teorema 
che caratterizza il cono positivo delle o.f. che dominano la o.f. nulla. Queste trattazioni 
presenti in letteratura su questo argomento non sono, a parere di chi scrive, del tutto 
soddisfacenti. In Gamba [24] si è dimostrato che i limiti riscontrati in [5, 6, 7, 11, 19] 
sono di carattere tecnico. 
Obiettivo di questo capitolo è dare una trattazione che renda compatibili la 
rappresentazione delle preferenze sull'insieme delle o.f. con la definizione di D.T. e la 
dimostrazione del teorema principale di D. T., superando i limiti messi in luce in [24]. 
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L'obiettivo sarà raggiunto intendendo le o.f. come funzioni a variazione limitata 
continue a destra e nulle nell'istante iniziale. 
La scelta di questa forma funzionale è dettata innanzitutto da motivazioni 
strettamente finanziarie (cfr. Castagnoli e Peccati [12]). Infatti ciò consente di dare una 
sistemazione unitaria a tutte le o. f., senza distinguere il modo (continuo o discreto) in 
cui vengono sborsati o incassati i quattrini. Ciò deriva dalla proprietà delle funzioni a 
variazione limitata di essere sempre scomponibili in due parti: una discreta e una 
continua (quest'ultima, a sua volta, riparti bile in una assolutamente continua e una 
singolare). Inoltre, se una o.f. è una funzione a variazione limitata, è possibile 
caratterizzarla come differenza tra due funzioni continue a destra e non decrescenti, 
denominate variazione positiva e variazione negativa, dal significato finanziario 
rispettivamente di funzione cumulativa dei ricavi e funzione cumulativa dei costi. 
La seconda motivazione che giustifica la scelta delle funzioni a variazione 
limitata per caratterizzare le o. f. sta nel fatto che il funzionale di rappresentazione delle 
preferenze su o.f. consente di trattare vari ordini di D.T. e di dimostrarne il teorema 
principale. 
Nel paragrafo 2 si giustificherà la scelta della definizione di o. f. come funzione a 
variazione limitata. Nel paragrafo 3 verrà dato un teorema di rappresentazione di 
preferenze su o.f. coerentemente con la definizione del paragrafo 2. In base alla 
conoscenza di chi scrive, questo è un risultato nuovo. Infatti, l'unica rappresentazione di 
preferenze mediante il VA nota a chi scrive (Weibull [42]) parte dalla definizione di o.f. 
come funzione integrabile (nel senso di Lebesgue). Nelle ipotesi di Weibull, se il 
riferimento temporale è discreto non si ha alcun problema. Se il riferimento temporale è 
continuo, invece, l'ipotesi che le o.f. siano funzioni integrabili alla Lebesgue comporta 
la possibilità di avere o.f. che manifestano, su insiemi di misura nulla, entrate o uscite 
di entità illimitata. Ognuno vede che una tale eventualità non ha, in generale, riscontro 
in ambito finanziario. Nel paragrafo 4 si enuncerà il teorema principale di D. T. secondo 
la definizione di o.f. proposta nel paragrafo 2. 
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2. Caratterizzazione delle operazioni finanziarie 
Dato l'intervallo temporale di riferimento Y = [0, 1] c R, sia X c RY l'insieme 
delle operazioni finanziarie. 
Castagnoli e Peccati [12] hanno definito le o.f., su un riferimento temporale 1, 
come coppie ordinate f =(c, r) di funzioni, non negative, monotone non decrescenti e 
continue a destra c, r: 1 H R+, delle quali la prima è detta funzione cumulativa dei 
costi, la seconda funzione cumulativa dei ricavi. Scrivendo f = r - c si intende 
identificare la o.f. con la sua funzione cumulativa dei margini, ove per margine si 
intende la differenza tra ricavo e costo in un certo istante. 
L'insieme finito di istanti {0, t0, ... , tn = T} c 1, tali che O s t0 < ... < tn = T, è 
detto partizione finita di 1. L'insieme di tutte le partizioni finite di 1 viene denominato 
P(Y). Si indica con BV(Y) (junctions of Bounded Variation) lo spazio vettoriale delle 
funzioni j: 1 H R tali che 
V(/)= suppmf"L)!(~)- /{~_1 )1: (0, t0, ... , tn = 1) E P(r)} < +oo. 
V(f) è detta variazione totale di f in 1. La coppia (BV(1), V(-)) è uno spazio vettoriale 
normato completo. Si indica con NBV(Y) il sottospazio delle funzioni a variazione 
limitata normalizzate, ovvero continue a destra e tali che /(0) =O. 
·Evidentemente, se f è o.f. secondo la definizione di Castagno li e Peccati, allora 
f E NBV(l). Verificheremo subito che vale anche il viceversa: se f E NBV(l), allora f 
può essere sempre pensata come una o. f. A quel punto l'identificazione tra l'insieme X e 
l'insieme NBV(l) risulterà pienamente giustificata. 
Ogni f E NBV(Y) può essere data come differenza di due funzioni crescenti 
appartenenti a NBV(1) (cfr. [23], teorema 3.27 p. 98): f = j+- j-, ove 
j+ = Yr(V(f) +f) e 
J- = Y2·(V(f)- f). 
Tale scomposizione (detta di Jordan) ha un evidente significato finanziario: secondo la 
definizione precedente, j+ può essere intesa come la funzione cumulativa dei ricavi, 
mentre j- come la funzione cumulativa dei costi. 
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La motivazione della scelta delle funzioni a variazione limitata è dovuta anche 
alla possibilità di una diversa scomposizione. Preliminarmente: si indicherà con m la 
misura di Lebesgue su 1. Ll(!) denoterà lo spazio vettoriale delle funzioni f: 1 r-4 R, 
m-misurabili, tali che Jyllldm < +oo. 
Una funzione t E NBV(!) è detta assolutamente continua se t è differenziabile 
q.o. (rispetto a m) con derivata l' E L1(1) per la quale valga f(t) = ho.t]f'dm in 1. Lo 
spazio delle funzioni assolutamente continue, sottospazio vettoriale di NBV(l), sarà 
indicato con AC(Y). Le funzioni assolutamente continue sono uniformemente continue 
(cfr. [23] p. 101) e quindi continue. Una funzione l E NBV(Y) è detta singolare se è 
continua e derivabile q. o. con derivata j'(t) =O quasi ovunque rispetto a m in Y. Infine, 
l E NBV(Y) si dice semplice se esiste un insieme di istanti {~}JEJ c Y ed esiste {x1}1EJ 
c R, conJ al più numerabile e 2:1EJxjl <+oo, per cui risulta t( t):;:: Lygxt 
È noto (vedi per esempio [23] p. 102) che, se l E NBV(Y), allora vale 
univocamente l = l d + l a + fs, dove l d è semplice, l a è· assolutamente continua e l s è 
singolare (è la cosiddetta ·scomposizione di Lebesgue ). Dal punto di vista finanziario, 
· ciò significa che, se 1 è o.f., si può pensare come somma di una o.f. discreta, che 
presenta cioè dei movimenti fmanziari in un insieme al più numerabile di istanti, e da 
una o.f. continua (somma di una assolutamente continua e di una singolare). Quindi la 
scelta delle funzioni a variazione limitata consente di trattare in maniera unitaria i due 
tipi di o. f. considerati in letteratura. 
Quindi X = NBV(!). In X si indicherà con e lo status quo del decisore, 
corrispondente alla o. f. identicamente nulla. 
3. Rappresentazione di preferenze su operazioni finanziarie 
Nel seguito saremo interessati alla forma dei funzionali lineari e continui su 
NBV(l). Chi scrive non è a conoscenza di un risultato che caratterizzi il duale (rispetto 
alla norma) dello spazio (BV(Y), V(-)). Esistono in letteratura alcuni contributi al 
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riguardo. Basterà farne una breve rassegna per capire che non sono utilizzabili nella 
presente trattazione. 
Innanzitutto si considera l'approccio di Hildebrandt [26, 27]. Dal capitolo II, 
teorema 2, è noto che il duale (rispetto alla sup-norma) dello spazio B(Q, R), delle 
funzioni limitate su un insieme n, è lo spazio ba(O, A) delle funzioni di insieme (set 
functions) segnate, limitate e finitamente additive, normato dalla variazione totale 
V(J.!) = supP(n)fLiEJJ.t(Ai)j, {Ai}iEJ E P(Q)}, 
J.l E ba( O., .J), ove P( Q) è l'insieme delle partizioni finite di n, {Ai} iEJ date da elementi 
dell'algebra A (di Boole) delle parti di Q e tali che~· c Q e A; n Ai= 0 per i :t:- j. 
Ebbene: dato lo spazio (BV(Y), V(-)), sia 3 l'insieme di tutte le collezioni finite 
l= {]to, t d, ]t l, lz], ... , ltn-1' tn]} 
di intervalli disgiunti contenuti in 1; data f E BV(l), si definisce la funzione 
F(l) = Lin=l[!(~)- f(si)] 
associata a f. Facilmente si verifica che, per ogni f E (BV(Y), V(-)), la F ad essa 
corrispondente sta nello spazio B(3, R) normato dalla sup-norma IIFll. Si può stabilire 
un'equivalenza tra lo spazio BV(Y) e lo spazio B(3, R), in quanto si verifica che IIF11 ::;; 
V(f) :5; 2·11Fll. Applicando il teorema ricordato poco sopra, risulta che tutti e soli i 
funzionali lineari e continui su B(~, R) sono del tipo: J~dJ.!, con J.l E ba(~, A). Ciò 
caratterizza il duale (rispetto alla norma) di BV(Y). A questo punto, tuttavia, non risulta 
affatto chiara la natura della misura J.t, definita sull'algebra di parti di .3. Si osserva che 
ad ·una caratterizzazione simile è giunto anche Artemenko [ 4]. 
Un risultato di più naturale interpretazione si deve ad Adams e Morse [l, 2]. Nel 
loro approccio, lo spazio vettoriale BV(Y) viene dotato della semi-metrica (ovvero, una 
metrica per cui non vale la proprietà che 8(/, g) = O implica f =g) 
8(/ ,g)= JyJ/- gj dm+ IV(!)- V(g)J. 
Adams e Morse stabiliscono il seguente risultato: tutti e soli i funzionali lineari e 
continui (rispetto a 8) su BV(Y) sono del tipo Jyjdv, con v E. C(Y) (lo spazio delle 
funzioni continue su Y) ed f E BV(Y). I problemi relativi a questo approccio derivano, 
tuttavia, dalla semi-metrica 8: pensando che due funzioni in BV(Y) siano uguali quando 
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coincidono quasi ovunque e hanno la stessa variazione totale, la coppia (BV(Y), 8) 
diventa uno spazio vettoriale metrico (nota bene! Non uno spazio vettoriale topologico ). 
Infatti la topologia indotta da 8 non risulta invariante per traslazioni, dato che 8(1, g)~ 
8(!-g, 0), mentre risulta invariante per omotetie. Da ciò consegue che la teoria 
sviluppata nel capitolo I ai paragrafi 4 e 5 non è applicabile in questo ambito. 
Tenuto conto di queste osservazioni, si considerano i funzionali definiti sullo 
spazio delle o.f X= NBV(Y), del tipo Jyvdl, v E AC(Y). Essi sono limitati, in quanto 
IJyvdll s JlvJI·Jyldll = !lvii· V(l) < +oo, 
ove 11-11 indica la sup-norma indotta su AC(Y) da C(Y), in quanto AC(Y) c C(Y). Inoltre 
sono lineari. Su ·X sia data la topologia debole a = a(NBV(Y), AC(Y)). Si ricorda (vedi 
capitolo I), che la topologia a si definisce come la più debole topologia · in cui i 
funzionali lineari fyvdl, ove v E AC(Y), 1 E NBV(Y), risultano continui. 
Lo spazio AC(Y) non è il duale di X, rispetto alla norma V(-). Tuttavia ne separa 
i punti (cioè Jyvdl = o per ogni v E AC(Y) implica l = e) e la topologia a è localmente 
convessa. Quindi si applicano facilmente i risultati relativi alla rappresentazione di 
preferenze su uno s.v.t. localmente convesso (cfr. capitolo I, paragrafo 6). 
Preliminarmente (cfr., per esempio, [3] teorema 4.69): 
TEOREMA l: il duale topologico di (X, a) è AC(Y). 
PROPOSIZIONE l: dato il sistema di preferenze completo e non banale (X, t:), ove X 
= NBV(Y) è lo spazio vettoriale delle of. dotato della topologia a, l'esistenza di una 
funzione assolutamente continua v: Y H R, unica a meno della moltiplicazione per uno 
scalare strettamente positivo, tale che fyvdl 2 Jyvdg se e solo se l t: g, è equivalente 
alle condizioni: 
(l) per ogni f, g, h E X l t: g :::::>l+ h t: g +h; 
(2) per ogni l, g E X e per ogni A> O, l t: g :::::> A·j t: A·g; 
(3) se l>- e allora, per ogni g E X, esiste un A> O tale che l>- A·g. 
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DIMOSTRAZIONE: per la proposizione 5, paragrafo 6 del capitolo I, le condizioni (l), 
(2) e (3) sono necessarie e sufficienti per l'esistenza di un funzionale di 
rappresentazione lineare e continuo su X, unico a meno della moltiplicazione per uno 
scalare strettamente positivo. Poiché X = NBV(Y) è dotato della topologia cr, per il 
teorema l, al funzionale di rappresentazione si associa biunivocamente una funzione v 
E AC(Y). C.V.D. 
Poiché vale la caratterizzazione introdotta nel paragrafo precedente, occorre 
tenere in debita considerazione l'ordine naturale tra o.f., cioè l'ordine indotto dal cono 
convesso (contenente l'origine 8) dato dalle funzioni non decrescenti. Esso induce un 
ordine parziale compatibile con la struttura algebrica di NBV(Y). 
Saremo interessati a preferenze rappresentate da un funzionale del tipo indicato 
nella proposizione l, dove però v E AC(Y) sia funzione non negativa. Si introduce a tal 
proposito il seguente assioma: 
( 4) l E NBV(Y), l non decrescente => l !:: e. 
Il significato dell'assioma è che, coerentemente con l'ambito finanziario 
considerato, il decisore preferisce sempre incassare piuttosto che sborsare quattrini. 
Evidentemente, un saldo di cassa non decrescente si ottiene in corrispondenza di una 
o.f. in cui non si hanno esborsi. 
PROPOSIZIONE 2: dato il funzionale Jyvdj, v E AC(Y), che rappresenta le preferenze 
su X, la funzione v risulta non negativa se e solo se vale la ( 4 ). 
DIMOSTRAZIONE: ognuno vede che, se v ~ O e f è non decrescente, allora jyvdf ~ O, 
da cui f t: e. D'altra parte, se esiste s E Y tale che v(s) <O, allo"ra basta considerare la 
o.f. f cosi definita: f(t) = O per t E [0, s[ e /(t) = l per t E [s, 1], per avere che jyvdf = 
v(s) <O, da cui f-< e. C.V.D. 
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Poiché il funzionale di rappresentazione è dato, a meno di una costante 
moltiplicativa strettamente positiva, in corrispondenza ad un certo sistema di preferenze 
(X, t:) che soddisfa gli assiomi (l)-( 4 ), la successiva analisi verrà ristretta al caso in cui 
v E AC(Y) sia normalizzata in modo tale che v(O) = l. La v cosi caratterizzata sarà 
denominatafunzione di valutazione. 
4. La Dominanza Temporale 
In questo paragrafo sarà introdotto il concetto di D. T. rimanendo coerenti con la 
definizione di o.f. e con la rappresentazione delle preferenze date nei precedenti 
paragrafi. 
In conformità con la definizione di D. T. come ordine duale, si ipotizza di avere 
una pluralità di decisori fra loro distinti, le preferenze di ognuno dei quali, però, 
soddisfano le condizioni (1)-(4). Si può, grazie alle proposizioni l e 2, caratterizzare 
ciascun decisore con una certa funzione di valutazione. L'insieme dei decisori (e quindi 
delle funzioni di valutazione) sia indicato con W c AC(Y). 
Preliminannente si chiariscono alcune questioni di carattere tecnico. 
OSSERVAZIONE l: NBV(Y) c Ll(Y). Infatti se j E NBV(Y), allora f è funzione 
limitata (vedi [23] p.98). Poiché il dominio è compatto, allora essa è integrabile (con 
integrale finito). 
OSSERVAZIONE 2: se f E L1(1), allora la funzione g(t) = J[o, t]fdm sta in AC(Y) (vedi 
[23] pp.l00-101). 
Alla luce delle precedenti osservazioni, data f E X, si indìca con J(k) E X la sua 
cumulata k-esima definita da J(k+l)(t) = J[O,t]f(k)dm, per k =O, l, 2, ... , dove f(O)(t) = f(t). 
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Ricorsivamente si prova che, data f E NBV(r), J(k) è assolutamente continua a 
variazione limitata, in quanto J(k-1) E Ll(l), e quindi J(k) è limitata, per ogni k ~ l. 
Si indicherà con ACh(Y), h = 2, 3, ... , lo spazio delle funzioni assolutamente 
continue tali che, se v E ACh(Y), v' E ACh-l(Y), v(t) = fro. t]v'dm. Quindi, per esempio, 
per h = 2, v E AC2(Y) se e solo se v è derivabile q.o. e risulta v(t) = fro, t]v'dm, con v' a 
sua volta derivabile q.o. e tale che v( t)= fro. t]v"dm, ove v" E L1(Y). 
Si intende che ACl(r) = AC(r). Si indicherà con v(i) la derivata i-esima di v, ove 
v(O) =v. 
Data la o.f. f E X e la funzione di valutazione non crescente v E W, il 
funzionale di rappresentazione VA(/, v) = Jyv dj è denominato Valore Attuale di f 
secondo la funzione di valutazione v. 
Si definiscono ricorsivamente gli insiemi (di decisori), ponendo W0 = W, 
wk = {v E wk-1 n ACk(Y): (-l )k·v(k) ~ o} 
per k= l, 2, ... Evidentemente Wk+1 c Wk 
Secondo l'interpretazione dovuta a Ekem [19], W1 è la categoria dei decisori 
impazienti, dato che valutano positivamente le anticipazioni delle entrate e i 
differimenti delle uscite. w2 è l'insieme dei decisori impazienti, per i quali inoltre 
l'impazienza diminuisce considerando eventi via via più lontani nel tempo. W3 la 
categoria dei soggetti per i quali, in più, la diminuzione dell'impazienza avviene a tassi 
crescenti. È chiaro il modo in cui si potrebbe continuare, restringendo progressivamente 
l'insieme delle funzioni di sconto. 
Si osserva che la funzione di sconto v(t) = e-O·t, 8 >o, è tale che v E nkoo=Owk 
Saremo interessati a caratterizzare il cono positivo indotto da ciascun insieme 
Wk, al variare di k, su X. L'ordine indotto da questo cono su X sarà denominato D.T. di 
ordine k. Non si farà, quindi, alcun riferimento all'approccio sintetizzato dalla 
proposizione 8, paragrafo 8 del capitolo l. 
Nel teorema principale, che andiamo a enunciare, si dimostrerà che la D.T. di 
ordine k si può caratterizzare come segue: date /, g E X, si dirà che f domina 
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temporalmente g secondo l'ordine k, brevemente f ~k g, per k = l, 2, ... , se valgono 
congiuntamente 
J(s)(l) ~ g(s)(l) per s =O, l, ... , k-1 e 
J(k-l)(t) ~ g(k-l)(t) per ogni t E Y. 
Per gli integrali di Lebesgue-Stieltjes vale una formula di integrazione per parti 
(vedi [23] p. l 00), utile nella dimostrazione del teorema principale. 
TEOREMA 2: se F e G sono in NBV(Y) e almeno una di esse è continua, allora 
J]o, 1JFdG + J]o, 1JGdF = F(l)·G(l)- F(O)·G(O). 
PROPOSIZIONE 3 (Teorema Principale): data f E X, f ~k e se e solo se VA(f,v) ~O 
per ogni V E Wb k~ l. 
DIMOSTRAZIONE: si dimostra chef 2::~ç e implica che VA(f,v) ~ O, per ogni v E Wk' 
Applicando il teorema 2 si ottiene: VA(!, v) = v(l)·f(l)- Jyjdv. Si ha v E ACk-1(1), e la 
funzione f(1)(t) = fro.t]fdm appartiene a NBV(Y) per l'osservazione 2; quindi VA(f,v) = 
v(l)·f(T) - Jyv(l)dj(I). Essendo soddisfatte le ipotesi per l'integrazione per parti, si ha 
VA(f,v) = v(1)-f(1) - v0)(1)·J(1)(1) + Jyv(2)df(2). Iterando fino all'ordine -k, in quanto 
sono soddisfatte le ipotesi, si ottiene 
(*) VA(j,v) = :L!==-J< -l)s ·v(s)(T)·f(s)(T) + Jy{-l)kv(k).J(k-l)dm. 
Basta allora ricordare la definizione per provare che, se f ~k e, risulta VA(!, v)~ O. 
Per dimostrare che VA(J,v) ~o per ogni v E wk implica f ~k e, si prova che, se non f ~k 
e, allora esiste almeno una funzione di sconto nell'insieme Wk per cui il VA(f,v) è 
negativo. 
Per ipotesi, esiste a E Y per cui J(k-l)(a) <O. Essendo J(k-1) continua a destra, esiste b E 
Y, tale che J(k-1) è strettamente negativa su tutto [a, b[. Con la funzione di sconto 
v( t)= 
tale che V E Wh OVe 
(b )i ( )k-i k -a · a-t 
H·"'· 
L.Jt=l i!·(k-i)! 
H·(b-t)k~ 
k! ' 
o· 
' 
(b )i k-i H-l =L~ -a ·a , 
t =l i!. ( k - i) ! 
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Ostsa 
a <l <h 
b st s T 
(è una funzione di sconto tale che (-l )k·v(k) = l in [a, b[ e v(k) = O in Y\[ a, b[, ricordando 
la formula (*), si ha: 
VAU,v) = fy(-l)k·v(k).J(k-l)dm = f]a, b[f(k-l)(t) dm< O, 
da cui la tesi. 
Si supponga, infine, che per un s: O~ s ~ k-1 sia J(s)(T) <O. Allora in Wk si può trovare 
la funzione di sconto 
u(t)= (T-:)s, 
T 
per la quale risulta (-l~·u(s) >O, mentre, per i= O, l, ... , s-1, (-l)i·u(i)(t) >O e (-l)i·u(i)(1) 
=O; per i> s risulta vU) =O. Quindi, sempre ricordando la(*), si ottiene che, se f(s)(T) < 
O, VA(f,v) <O. C.V.D. 
Una ulteriore interpretazione, oltre a quella di ordine duale, che si può dare alla 
proposizione è che tutte e sole le o.f che dominano la situazione presente (8), secondo 
un certo ordine di D. T., vengono val uta te positivamente da tutti i decisori caratterizzati 
dall'insieme di funzioni di sconto W,ç 
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