We constructed a hash function by using the idea of cayley graph, hash function based on computing a suitable matrix product in groups of the form SL 2 (F 2 n ).We found collision between palindrome bitstrings of length 2n+2 for the new construction. Here we found preimage and second preimage of the construction and reinforce the hash function with key and claim that it is preimage and second preimage resistant.
I. Introduction I.I Cryptographic Hash Functions and MACs
Hash functions [1] are functions that compress an input of arbitrary length into fixed number of output bits, the hash result. If such a function satisfies additional requirements it can be used for cryptographic applications, for example to protect the authenticity of messages sent over an insecure channel. The basic idea is that the hash result provides a unique imprint of a message, and that the {0,1} k , the message space M = {0,1} * , and the range R = ሼ0,1ሽ for k,n ≥ 1 Joju K.T and Lilly P.L [9] had constructed a hash function by using the idea of caylay graph ,hash function based on computing a suitable matrix product in groups of the form SL 2 (F 2 n ).We found collision for the construction. Here we found the preimage and second preimage of the hash function. Further we reinforce as in [10] , the construction and claim that it is preimage and second primage resistant. This paper is organized as follows: The hash function proposed by us is recalled in section 2. In section 3 we present the preimage algorithm. In section 4 we introduced the keyed hash function and verify that the keyed hash function is preimage and second preimage resistant.
II. Preliminaries

Tillich-Zemor Hash function with new generators
.Let n be a positive integer and let p(x) be an irreducible polynomial of degree n over the field F 2 [9] . Let A 0 and A 1 be the following two matrices :
We call these matrices the generators of the hash function. Let v = ܾ ଵ … . ܾ ∈ {0,1}*, be the bit string representation of a message . The hash value of v is defined as:
. The image of the hash function are the matrices of the group SL 2 (K), that is the group of matrices with elements in K and determinant 1. Let h (ܾ ଵ … . ܾ ) = ‫ܣ‬ భ ‫ܣ.......‬ be the hash function without modular reduction. i.e h: {0,1}* → SL 2 (F 2 [x]) [11] .
Palindrome Collision
If v = ܾ ଵ … . ܾ ∈ M is a bit string of length m; we denote v r = ܾ ..... ܾ ଵ , the reversal of v, ie the reflection of v which interchanges ܾ ଵ withܾ , ܾ ଶ with ܾ ିଵ ,etc. Bitstring v ∈ M satisfying v = v r are known as palindrome. In order to have the palindrome collision we will make the following change in the generators [8] . [8] , [9] , satisfying a Euclidean algorithm sequence (in reverse order) where each quotient is either x or x+1. These sequences are often called maximal length sequences for the Euclidean algorithm or maximal length Euclidean sequences. Mesirov and sweet [13] showed that, when d ∈ F 2 [x] is an irreducible, there exists exactly two polynomials a such that d, a are the first terms of a maximal length Euclidean sequences. In our collision algorithm [9] we apply Mesirov and Sweet's algorithm to the irreducible polynomial d= p(x ) . Proposition 3 . ( Mesirov and Sweet) Given any irreducible polynomial p of degree n over F 2 , there is a sequence of polynomials p n ,p n-1 ,...p 0 with p n = p, and ,p 0 = 1 and additionally the degree of p i is equal to i and p i ≡ p i-2 mod p i-1 . Note that once we know a polynomial q = p n-1 as mentioned in proposition 3 which matches our given polynomial p n = p, the Euclidean algorithm will uniquely compute the sequence p n , p n-1 ,....,p 1 ,p 0 = 1. The quotients x+β i (i = 1,....n) occurring in Euclid's algorithm allow us to derive the bits b i of the palindrome in proposition 2 .We have p 1 =x+b 1 +1 and therefore b 1 = β 1 +1, while b i = β i for some i >1.That is the bit β 1 has to be inverted. Thus the desired collision will be H'(0β n .... 
To find Collision for specified parameters
For each choice of ‫ܨ‬ ଶ = F 2 [x]/(p(x)) we obtain two bit strings v 1 , v 2 ∈ {0,1}*=M with H'(0‫ݒ‬ ‫ݒ‬ 0) = H'(1‫ݒ‬ ‫ݒ‬ 1) [12] for i= 1,2. ie , we obtain two collisions of bit strings of length 2n+2. v 2 can be obtained by reversing v 1 followed by inverting the first and last bit [9] . By proposition . 
III. Preimage Algorithm
Maximal length Euclidean sequences are closely connected to the matrices B 0 and 
Corollary 4 For m as in proposition 3 H(0v0v) = H(v0v0) = H(1v1v) = H(v1v1) = Ι = H(). As a consequence we get second preimage for the new construction. Since H(vv') = H(v)H(v') = H(v) if H(v') =Ι.
For example in [3] and 
and H (0,1,0,0,0,0,1,1,0,1,1,1,1,0,1,1,0 ,0,0,0,1,0) Similarly we can verify the other combinations. Now we can easily prove the following: Proposition 5
Any matrix ቀ ‫ܣ‬ ‫ܤ‬ ‫ܥ‬ ‫ܦ‬ ቁ with determinant 1 can be written as follows :
So in order to find the preimage of ቀ ‫ܣ‬ ‫ܤ‬ ‫ܥ‬ ‫ܦ‬ ቁ we find the preimages of
Since Let µL,µU:{0,1}* →{0,1}* be two transformations on bitstrings defined as follows:
Proof (d) Check wether α is independent of the elements of T; if it is , add to the list and compute the corresponding preimages. As in paper [3] we compute the preimage for hash value of the following message with p(x) = x 11 +x 2 +1. . We take R = 10 and generate random polynomials p' of degree R. We apply Mesirov and Sweet algorithm to d = pp'. If successful, we obtain a a value and compute the corresponding α value. If this α value is linearly independent with the previous values, we keep it and compute m such that (ad) = (01) H'(v).By choosing different p' we will get the values of α, β, γ. Here we get α = α 2 , β= α 2 + α 8 + α 11 ,γ = α 1 + α 2 + α 3 + α 4 + α 5 + α 9 + α 10 where α i are obtained from the following table.
