is obtained by a non-singular linear transformation (1.3) y = Ax from xi + • • • + Xn-By the results of Hammer and Wymore [5] it follows that transformation (1.3) applied to a formula for U or V will give a formula of the same degree for the corresponding integral (1.2).
The relationship between approximate integration formulas for functions of one variable and orthogonal polynomials in one variable is well known (see, for example, Krylov [9] or Hildebrand [7] ). Almost nothing is known about the corresponding relationship in more than one variable. The only formulas which have been obtained from this point of view are the formulas of degree ö for planar regions derived by Radon [13] . In Section 6 we make some remarks about what is known concerning this relationship between integration formulas and orthogonal polynomials in n variables. In Section 7 we show that for Cartesian product regions integration formulas of degree 2/c -1 cannot be obtained from certain types of systems of orthogonal polynomials of degree k. In Section 8 we show how the spherical product formulas are related to systems of orthogonal polynomials. Tables 1 and 2 we tabulate formulas of degrees 2, 3, 5 and 7 for the integrals U and V. We have tabulated only the necessary parameters in the following formulas, the first four of which are for arbitrary n; in all of these formulas the indicated points may be rotated about the origin in any manner:
Special Formulas of Low Degree. In
I. A formula of degree 2 for n dimensions using n + 1 points. The points are vertices of a regular n-simplex with centroid at the origin; the coefficients At(k = 1, 2, • • • , n + 1 ) are all equal. We can take the points to be : vi = {p\/n, 0, 0, • • • , 0) / /Ï , /(n + l)(n -^1) n n\ ( a A J n+l . A" + W" -2) n\ Table 1 ■ All of the above formulas were calculated by solving systems of non-linear equations for the unknown parameters in the manner described in Hammer and Stroud [4] .
In the tables V designates the n-dimensional volume or content of the regionthat is the integral of / = 1 over the region. If a\, ■ ■ ■ , an are all non-negative even integers the monomial integrals are
If one or more of the a( are odd each of these integrals is zero.
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It is interesting to note that the 12 points with coefficient B in formula VII form the vertices of a regular icosahedron and that the 20 points with coefficient B in IX form the vertices of a regular dodecahedron which lie on the surface of the same sphere as the 12 points in VII.
The points in formula VIII with weights B and C all lie on the same sphere as the points in formulas VII and IX. For the integral U an additional solution was found for which the weight of the center point is zero. This then reduces to a 14 point formula. Similarly, the 12 points with coefficient B and the 20 points with coefficient C in XI form the vertices of an icosahedron and its reciprocal dodecahedron-that is the vertices of the dodecahedron lie on rays which pass through the origin and the centroids of the faces of the icosahedron. Formulas of the form VII, IX and XI were given for the sphere by Ditkin [3] .
In formula IV for n = 4 the coefficient B is zero both for U and for V. In this case there are 25 points in the formula: the centroid plus 24 points which are the vertices of a regular 4-dimensional poly tope which Coxeter designates {3, 4, 3J (Coxeter [2] , p. 156).
3. Spherical Product Formulas for U and V. Because the region and weight functions in the integrals U and V have the same symmetries as the n-dimensional sphere, we can obtain formulas for these integrals by the same spherical product of one-dimensional formulas as Peirce [10, 11] used for the circle and 3-sphere and which has been generalized to the n-sphere by Hetherington [6] .
Before we discuss how this method can be applied to U and V, it must be noted that Cartesian product formulas (see, for example, Hammer and Wymore [5] The points in the Cartesian product formulas will be in an n-dimensional cubical array whereas in the spherical product formulas the points lie on the surfaces of spheres. Both types of formulas for U will be useful but in a particular case one type will probably be more appropriate than the other.
For an integral in which the region and weight function are both spherically symmetric we can use the transformation between rectangular Cartesian and spherical coordinates X Í (cos 02) (cos 02)ai+°2 (sin 02)"3 ¿02
We wish to obtain integration formulas which are exact for all polynomials of degree ¿¡k (which is the same as requiring it to be exact for all monomials of degree ¿k). This can be done using quadrature formulas of degree k for each of the single integrals on the right side of (3.2). Formulas obtained in this way we call spherical product formulas. The formulas which are needed for the single integrals
are independent of the region. These are discussed by Hetherington [6] . His presentation differs slightly from ours in that he would write the first two integrals on the right side of (3. In product formulas we usually want to use one-dimensional formulas of the highest possible accuracy-that is Gaussian type formulas which have the property that an h point formula is exact for polynomials of degree ^2h -1. For i = 2 the weight function in (3.4) is the identity and the corresponding formula of degree 2/i -1 is the well-known Gauss-Legendre formula in which the points y2j = sin 02,y are the h roots of the Legendre polynomial of degree h (Krylov [9] p. 102, or Hildebrand [7] p. 325). For i = 3 the weight function in (3.4) is \/l -y£ and the points in the formula of degree 2ft -1 are the roots of the Chebyshev polynomial of the second kind of degree ft (Krylov [9] p. 113). The points and coefficients in this formula are (3) (4) (5) *' = Sm { 2ft+ 2 ) * *" = h + J Sm ATI •
In general, the points in the formula (3.4) of the highest degree of accuracy 2h -1 are the roots of the Jacobi polynomial f>7,lt,_2,/2,<*-2>/21(2/3-) which is also an ultraspherical or Gegenbauer polynomial. By the same methods which Hetherington uses to obtain the formulas (3.4) it follows that a quadrature formula for the angular integral fir/2 / (cos 01)"'(sin 0O"2 ddx = E Bi,,-(cos 0i,y)a'(sin d^)"2
is given by a formula of the form (3.6) / ../-■ "2 y" dVi = E Bu yti.
The ft points in a formula of this form of the highest degree of accuracy 2h -1 are the roots of the Chebyshev polynomial of the first kind of degree ft; this formula is given explicitly by (3.7) yUj = sin0u = sin ( 3 ^-J ir, Bi,¡ = h (Krylov [9] p. Ill, or Hildebrand [7] p. 331). Hetherington has tabulated the points and coefficients in (3.4) for i = 2(1)7, A = 1(1)8.
To construct spherical product formulas for U and V there remains only to have formulas of the forms (3.8) l'\rr1e*Vdr = 'ZBjr*i J-co j (3.9) f™ \ r r'e^r" dr = X>B'r*-
In the following section we discuss formulas of these types and tabulate some of these formulas of the highest degree of accuracy 2ft -1. The spherical product formulas of degree 2ft -1 which are derived by combining one of these ft point formulas with ft point formulas (3.6) and (3.4), for * = 2, • • • , n -1, will contain ft" points for ft even and ft" -A"^1 + 1 points for ft odd. For even ft the points lie on the surfaces of ft/2 distinct spheres with 2A"~1 points on each sphere ; for ft odd there are 2ft"~1 points on the surfaces of (A -l)/2 spheres, and in addition, the center of the sphere is also a point in the formula. In Section 5 we give examples which illustrate the construction and use of spherical product formulas.
4. The Quadrature Formulas (3.8) and (3.9) . From the theory of orthogonal polynomials it is known that the points in formulas (3.8) and (3.9) are the roots of polynomials Mj, " (r) and A),(" (r) of degree A which are orthogonal to all polynomials of degree <ft on (-», oo ) with respect to | r |"-1e-r and ¡ r ¡n_1e~|r'
respectively. The polynomials Mh n) and Nh" are related to polynomials Lmu> and Km{a) which are orthogonal on [0, =o ). It is these latter polynomials which we will investigate. The relationships which we desire between the orthogonal polynomials on ( -co ) oo ) and those on [0, oo ) are special cases of a more general theorem. Let Ph"'ß\r)
be the polynomial which satisfies the orthogonality conditions
and let Qmia,ß\x) satisfy the orthogonality conditions
where we assume a ^ 0, ß > 0. Theorem. The Phia'ß) and Qm{a'ß) are related in the following way:
Proof. Let us first prove (4.3). We must show that M^Ur) = rLjnl2\r2).
For/3= 1 we change notation and write Km{a)(x) = Qja'l)(x). Then
The Km(a)(x) have not been investigated previously. In Table 3 we tabulate these polynomials for a = 0(|)2, to = 1(1)10.
From this theorem it is easy to see that there is a relationship between the quadrature formulas To simplify the discussion we relabel the points and coefficients in (4.7) for ft = 2m as
and for ft = 2to + 1 as
Then for even ft we have the relationship
For odd A we have
Relationships (4.9) and (4.10) are readily verified by comparing the systems of equations which must be satisfied from the requirement that formulas (4.7) be exact for the monomials f(r) = 1, r, r , • • • , r and that formula (4.8) be exact for the monomials/(x) = l,x, x , ■ ■ ■ ,xm . Since the points and coefficients Table 3 The Polynomials* K^\x) (13) -4942194283(1) x7 + 6588716467(9) x4 -1971200587(15) x in (4.7) are symmetric with respect to r = 0 we must remember that (4.7) will be exact identically for f(r) = r, r , • • ■ , r ~ .
In Table 4 we tabulate the rk and Bk in formula (3.8) for n = 2(1 )4. In Table 5 we give the formulas (3.9) for n = 2(1)4. The rk and Bk are given to 10S and since they are symmetric we tabulate only the values for 0 ^ rk. These formulas were calculated from the corresponding formulas for the interval [0, °° ) using (4.9) and (4.10).
The polynomials Lm(a)(x) and Kma)(x) were calculated sequentially using the recurrence relation Qa(x) = 1, Qx(x) = x -a Q"+l(x) = (X + bn)Qn(x) + C,,Qn-l(x), % = 1, 2, • • • (where a = a + 1 for Lm(a) and a = (2a + 3)(2a + 2) for Kmw) and calculating the bn and c from the monomial integrals. The roots of these polynomials were found by Newton-Raphson iteration. The Ak " (k = 1 m) in (4.8) were determined as the solution of a linear system of equations. Each of the resulting formulas (4.8) were checked by computing all of the monomial integrals for which the formula should be exact. The largest discrepancy in any of these integrals was 1 in the 10-th significant figure. In a few cases it was possible to check the formulas corresponding to the Laguerre polynomials with the formulas given by Rabino- (0) 405985384 (0) 146905338 (1) 633434235 (1) 219549446 (1) 945013996 (1) 914180703 (1) 0.000000000 (0) 
:o) to IOS but a few values of the Aka) differed in the 10-th figure.
5. Examples of Spherical Product Formulas. In this section we explain in greater detail for n = 3 how the spherical product formulas which we discussed in Section 3 are constructed.
We can write the points in a formula of degree 2A -1, let us say for the integral U, as Taking ft = 4 we obtain a formula of degree 7 which, for n = 3, contains 64 points. The one-dimensional formulas from which this 64 point formula is constructed are, rounded to 4 decimals: The above program can still be used if we replace the 4-dimensional arrays by the appropriate 5-dimensional arrays. Table 6 compares the exact value of (5.3) with the above 64 point and 101 point formulas and also with each of the formulas for 3 dimensions of Table 1. 6. Approximate Integration Formulas and Orthogonal Polynomials. For a single variable it is well known that a necessary and sufficient condition that the Table 6 Values of (5. is orthogonal to all polynomials of degree <N then the formula can be constructed to have degree 2V -1 and this is the highest degree which can be obtained using A7 points.
It seems likely that approximate integration formulas for functions of n variables are also closely related to orthogonal polynomials in n variables, but the exact relationship is not known. Thus, one would expect that the N points Vi If w(xi, ■ • • , xn) is positive throughout R it is then easy to show that there are exactly (n + A -l)!/(n -1)!A!-which is the number of monomials of degree ft-linearly independent polynomials of degree ft which are orthogonal to all polynomials of lower degree (Jackson [8] gives the proof for n = 2). There will usually be no orthogonality relationship between polynomials of the same degree.
A complete system of polynomials which are orthogonal to all polynomials of lower degree for the integral U is the system of generalized Hermite polynomials Orthogonal polynomials for the integral V have not previously been studied. In Table 7 we give for V a complete system of polynomials G"¡,...,a" of degree S 5 each polynomial being orthogonal to all polynomials of lower degree. The coefficients of each polynomial were determined by solving a linear system of equations.
If the n polynomials (6.1) are all of degree ft and each is orthogonal to all polynomials of degree <ft one might expect that if these polynomials have a finite number of common solutions then these points could be used to form a quadrature formula of degree 2ft -1. In the following section we show that this is not true: Table 7 Orthogonal Polynomials for the Integral V.
Go
= 1 License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use in some cases there are systems of polynomials, where each polynomial has degree ft and is orthogonal to all polynomials of degree <A, for which the common solutions cannot serve as the points in an integration formula of degree 2A -1. If we know that an integration formula of a certain degree exists it is not known whether the points in such a formula must necessarily satisfy a system of equations of the form (6.1), however, no formula is known which does not have this property. In Section 8 we give systems of orthogonal polynomials which intersect in the points in the spherical product formulas discussed in Section 3. Given these polynomials it is easy to see howT, in the particular cases of formulas for U and V, they may be written as linear combinations of the polynomials #ai,...,a" and Gai,...,a" respectively.
7. Certain Orthogonal Polynomials from Which Approximate Integration Formulas Cannot Be Derived. In Section 6 we discussed certain questions about the relationship between approximate integration formulas and orthogonal polynomials. In this section we show that for Cartesian product regions there are sets of orthogonal polynomials, all polynomials of a set having degree k, whose common roots cannot be taken as the points in a quadrature formula of degree 2k -1.
Before we discuss the general case let us consider as an example the Hermite give the Cartesian product formula of degree 5. On the other hand, the common solutions of none of the other pairs of (7.1) can be taken as the points in a quadrature formula of degree 5. The two pairs which have a finite number of common solutions are: does not have a finite number of solutions; the solutions are seen to be the line x = 0 and the points (±Vfi ^Vî)-We will not consider this case further. It is quite clear that the solutions of (7.2) cannot be used as the points in a quadrature formula of degree 5 since it will be impossible to make the formula exact for the six monomials 1, y, y2, y¡, y*, ?/6. The same is true for (7.3) . In this case there are 3 distinct values of y¿ : 0, Vîi -Vè-In order that these y i may be used to exactly integrate the monomials y (k = 0, 1, • • • , 5) it is necessary and sufficient that they be the roots of the cubic polynomial Hs(y) = Sy -\2y which satisfies : fX e-y2H3(y)yady = 0, a = 0,1,2. or a total of ft roots. In order that the £,-may be used to construct a quadrature formula which will exactly integrate the monomials . 2 _ 2fc-l 1, Xn , Xn , ' * ' , Xn they must coincide with the roots of the polynomial Pkn(xn). This is impossible since our assumption that w"(xn) is non-negative throughout S" assures us that the roots of Pkn(xn) are all distinct and that they separate the roots of PLi(x") (Szegö [15], p. 45). Thus it is clear that if ft < k the £,■ cannot coincide with the roots of Pk"(x"). If ft = k it follows that the largest root vk of Pkn(xn) has the property £¿ < vk , i = 1, • • • , h and hence in this case the £,• also cannot coincide with the roots of Pkn(xn). Thus the solutions of (7.4) cannot serve as points in a quadrature formula of degree 2k -1 unless (7.4) coincides with (7.5) . This completes the proof. The solutions of (7.4) may be used to construct integration formulas of degree less than 2k -1. However we will not investigate the question of the highest degree formulas which may be constructed from this system. Thus, the functions on the left in (8.2) contain only even powers of rm(m = 2, ■ ■ • , n) and are therefore polynomials of degree k in xx, x2, • • • , x". Since the distinct values of sin 0m-i = xm/rm which determine the points in the spherical product formula satisfy Qkm(y) = 0 then the points in this formula also must satisfy the system (8.2). There can be no other solutions to this system. The only other way solutions could occur would be if for some i, r, = 0. If this were true then xi = • • • = x,■ = 0 and we can also see that we must have xi+i = • • • = x" = 0. For if x!+i 7^ 0 then ri+1 9e 0 and thus y = 1 would be a root of Qk+1(y)
