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In this paper we study what kind of general complex vector ﬁelds in R2 one is most likely
to encounter and study their singularities. We ﬁrst construct a dense and open subset
of nonvanishing complex vector ﬁelds under certain topology, whose elements are called
generic complex vector ﬁelds. Then we show that a generic complex vector ﬁeld can be
reduced to either the Cauchy–Riemann operator or a Mizohata type operator or a cuspidal
operator locally. Finally we note that an integral of any cuspidal operator is of the form
(xy + x3, y) locally after coordinates changes.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Given a nonvanishing smooth complex vector ﬁeld L on an open subset U of R2, in many cases, we want to solve locally
the homogeneous differential equation
Lu = 0, (1)
or more generally, the differential equation
Lu = f , (2)
for some smooth complex-valued function f in U .
Let us write L as
L = L1 + iL2,
where L1 and L2 are smooth real vector ﬁelds on U .
If L1 and L2 are linearly dependent everywhere on U , then we can write
L = αL0,
where α = a + ib is a nonvanishing complex function in U and L0 is a real vector ﬁeld on U . Then we can solve Eq. (2) by
solving the differential equation
L0u = f
α
,
which can be done by ﬁnding the integral curve of L0 and reducing it to an ordinary differential equation.
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theorem going back to Gauss (in the real analytic case) and Korn–Liechtenstein, there exists a local holomorphic coordinate
z = x+ iy such that
L = α ∂
∂ z¯
,
where α is a nonvanishing complex function in U and
∂
∂ z¯
= 1
2
(
∂
∂x
+ i ∂
∂ y
)
.
Therefore Eq. (2) can be reduced to the Cauchy–Riemann equation
∂
∂ z¯
u = f
α
,
whose solvability is well known.
The problem becomes complicated when L1 and L2 are linearly dependent on some subset Σ in U and linearly inde-
pendent on U \ Σ . The Mizohata operator
L = ∂
∂x
+ ix ∂
∂ y
(3)
gives us an example of nonsolvability of the differential equation (2) for some function f ; and the Mizohata type operator
L = ∂
∂x
+ ixρ ∂
∂ y
, where ρ(0, y) = 1, (4)
for certain function ρ , gives us an example of nonsolvability of the differential equation (1).
More speciﬁcally, see Nirenberg [4], (a) there exist smooth functions f such that there is no C1 solution for the equation
Lu = f , where L is given by (3), in any neighborhood of the origin; (b) there exist smooth functions ρ such that any C1
solution for the equation Lu = 0, where L is given by (4), in a neighborhood of the origin is constant.
Mizohata type operator is used to deﬁne some geometric structures, see Jacobowitz [2] for a discussion of the global
Mizohata structure and Le [3] for a connection between Mizohata structures and CR structures.
The aim of this paper is to study what kind of general complex vector ﬁelds one is most likely to encounter and study
their singularities. In mathematical terms, given a topology on the set of all nonvanishing complex vector ﬁelds on U , we
want to study a certain dense and open subset of complex vector ﬁelds, whose elements will be called generic complex
vector ﬁelds.
2. Whitney topology and jet bundles
In this section we give a brief review of the Whitney topology and jet bundles, all the results can be found in Golubitsky
and Guillemin [1].
Assume U ⊂ Rn and V ⊂ Rm are open subsets. Suppose f :U → V is a smooth map, then we can write
f = ( f1, . . . , fm).
For any p ∈ U and multi-index α = (α1, . . . ,αn) we deﬁne
∂α f j(p) = ∂
|α| f j
∂xα
(p) for j = 1, . . . ,m,
where
∂xα = ∂xα11 · · ·∂xαnn .
Let C∞(U , V ) be the set of smooth maps from U to V . We deﬁne the Whitney topology on C∞(U , V ) as follows:
The neighborhoods of f ∈ C∞(U , V ) are given by
U (k, ) = {g ∈ C∞(U , V ): ∣∣∂α g(p) − ∂α f (p)∣∣< (p), for any p ∈ U and |α| k},
where k 0 is any integer and  :U → R+ is any continuous map.
We note that C∞(U , V ) is a Baire space in the Whitney topology.
Deﬁnition. Suppose f , g :U → V are smooth maps. We deﬁne an equivalence relation f ∼k g at p ∈ U if for any multi-
index α with |α| k,
∂α f j(p) = ∂α g j(p) for j = 1, . . . ,m.
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J k(U , V ) =
⋃
(p,q)∈U×V
Jkp,q(U , V ), disjoint union.
We call it a k-jet bundle, and its elements k-jets.
For a general deﬁnition of k-jet bundles with respect to manifolds and some properties of jet bundles, see Golubitsky
and Guillemin [1].
Let Akn be the vector space of polynomials in n-variables of degree  k whose constant term is equal to zero. Then Akn is
isomorphic to some Euclidean space and therefore is a smooth manifold. Let
Bkn,m = Akn × · · · × Akn︸ ︷︷ ︸
m
.
Then Bkn,m is also a smooth manifold.
For any function f in U , we deﬁne Tk f :U → Akn by
Tk f (p)(x) =
∑
0<|α|k
∂α f (p)
|α|! x
α,
the Taylor polynomial for f of degree k at p without the constant term.
If σ is a k-jet, then there exist p ∈ U and q ∈ V so that σ ∈ J kp,q(U , V ), and a smooth map f :U → V representing σ .
We deﬁne a map
ψ : J k(U , V ) → U × V × Bkn,m
by
ψ(σ ) = (p,q, Tk f1(p), . . . , Tk fm(p)).
Clearly ψ is well deﬁned and onto, therefore J k(U , V ) becomes a smooth manifold with its coordinates given by ψ and we
can identify J k(U , V ) with U × V × Bkn,m .
If f :U → V is a smooth map, then there exist a natural map
jk f :U → J k(U , V )
given by
jk f (p) = equivalence class of f under “∼k at p.”
Moreover jk f is a smooth map.
Deﬁnition. Suppose X and Y are smooth manifolds and f : X → Y is a smooth map. Assume W is a submanifold of Y . Then
f intersects W transversely, denoted by f W , if for any x ∈ X , either f (x) /∈ W or f (x) ∈ W and
T f (x)Y = T f (x)W + f∗(Tx X).
Theorem 1 (Thom Transversality Theorem). Suppose W is a submanifold of Jk(U , V ). Then
TW =
{
f ∈ C∞(U , V ): jk f W }
is a countable intersection of dense and open subsets inWhitney topology. Moreover, if W is closed, then TW is a dense and open subset
of C∞(U , V ).
For a proof of Theorem 1 and further discussion about this topic, see [1]. We want to use Theorem 1 to ﬁnd a dense and
open subset of all complex vector ﬁelds on U ⊂ R2, whose singularities we can understand.
3. A dense and open subset of complex vector ﬁelds
For any complex vector ﬁeld L on U , write
L = (a + ib) ∂
∂x
+ (c + id) ∂
∂ y
,
that is,
L1 = a ∂ + c ∂ , L2 = b ∂ + d ∂ ,
∂x ∂ y ∂x ∂ y
14 A. Le / J. Math. Anal. Appl. 345 (2008) 11–19where a, b, c, and d are smooth real functions in U . Then we can identify L with the map
f L :U ⊂ R2 → V = R4
given by
(x, y) → (a(x, y),b(x, y), c(x, y),d(x, y)).
Therefore we only need to ﬁnd a dense and open subset of C∞(U , V ).
For σ ∈ J2(U , V ) there are
p = (x, y) ∈ U and q ∈ V
such that σ ∈ J2p,q(U , V ), and there is f :U → V representing σ with f (p) = q. Write f = (a,b, c,d), so q = (a(p),b(p),
c(p),d(p)). Therefore σ can be identiﬁed with
{p,q, all ﬁrst- and second-order derivatives at p of a,b, c,d}.
In other word we can regard x, y, and axα yβ , bxα yβ , cxα yβ , dxα yβ , with α  0, β  0 and α + β  2, as coordinates for σ ,
where we use the notation
fxα yβ =
∂α+β f
∂xα∂ yβ
(x, y).
In the following we will use x, y, a, b, c, d, and their ﬁrst- and second-order derivatives at p = (x, y) to represent coordinates
for σ ∈ J2(U , V ). Then, for example, 
 = ad−bc is a function on J2(U , V ). For simplicity, we will denote by 
x the function
on J2(U , V ) deﬁned by

x = axd + adx − bxc − bcx
and similarly for 
y , 
xy , and etc.
Let (u1,u2,u3,u4) be the coordinates for R4. Set
V0 = R4 \ {0},
then C∞(U , V0) can be regarded as a subset of C∞(U , V ). Since the dimension of U is 2 and codimension of {0} is 4, we
have
C∞(U , V0) =
{
f ∈ C∞(U , V ): f  {0}},
and by Theorem 1 this is a dense and open subset of C∞(U , V ). Set
V1 = R4 \
{
(u1,u3) = 0
}
and V2 = R4 \
{
(u2,u4) = 0
}
,
then J2(U , V j) ⊂ J2(U , V0) is open for j = 1,2.
Deﬁne W0 ⊂ J2(U , V0) to be the set of all σ ∈ J2(U , V0) satisfying

 = 0, 
x = 0, 
y = 0. (5)
Deﬁne W1 ⊂ J2(U , V0) to be the set of all σ ∈ J2(U , V1) satisfying
ξ1 := 
 = 0, (6)
ξ2 := a
x + c
y = 0, (7)
ξ3 := a(a
x + c
y)x + c(a
x + c
y)y = 0. (8)
Deﬁne W2 ⊂ J2(U , V0) to be the set of all σ ∈ J2(U , V2) satisfying
ζ1 := 
 = 0, (9)
ζ2 := b
x + d
y = 0, (10)
ζ3 := b(b
x + d
y)x + d(b
x + d
y)y = 0. (11)
Proposition 1. W j is a smooth submanifold of J2(U , V0) with codimension 3 for any j = 0,1,2.
Proof. We will only prove the statement for W1, the argument for W0 and W2 is similar. For σ ∈ J2(U , V ), we denote
∇0σ its gradient with respect to x, y, a, b, c, d, denote ∇1σ its gradient with respect to axα yβ , bxα yβ , cxα yβ , dxα yβ with
α + β = 1, and denote ∇2σ its gradient with respect to axα yβ , bxα yβ , cxα yβ , dxα yβ with α + β = 2.
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∇0ξ1 = (0,0,d,−c,−b,a),
which is nonzero, but all derivatives of 
 with respect to axα yβ , bxα yβ , cxα yβ , dxα yβ with α + β  1 are zero, thus ∇1ξ1 =
∇2ξ1 = 0. Therefore the gradient of the function 
 is
(∇0ξ1,0,0), ∇0ξ1 
= 0.
The derivatives of ξ2 with respect to by and dx are −c2 and a2, respectively. Thus ∇1ξ2 is nonzero since (a, c) 
= 0. But all
derivatives of ξ2 with respect to axα yβ , bxα yβ , cxα yβ , dxα yβ with α + β = 2 are zero, thus ∇2ξ2 = 0. Therefore the gradient
of ξ2 is
(∇0ξ2,∇1ξ2,0), ∇1ξ2 
= 0.
The derivatives of ξ3 with respect to byy and dxx are −c3 and a3, respectively. Thus ∇2ξ3 is nonzero since (a, c) 
= 0.
Therefore the gradient of ξ3 is
(∇0ξ3,∇1ξ3,∇2ξ3), ∇2ξ3 
= 0.
This implies that the deﬁning functions ξ1, ξ2, ξ3 of W1 have linearly independent gradients on J2(U , V1), that is, the
Jacobian of (ξ1, ξ2, ξ3) has rank 3 everywhere, hence W1 is indeed a submanifold of codimension 3. 
Note that W0 is closed in J2(U , V0), therefore by Theorem 1
G0 =
{
f ∈ C∞(U , V0): j2 f W0
}
,
is a dense and open subset of C∞(U , V0).
Proposition 2. For f ∈ C∞(U , V0), if j2 f W j at p ∈ U , then we have j2 f (p) /∈ W j, j = 0,1,2.
Proof. W j is of codimension 3, and U is of dimension 2, therefore we must have j2 f (p) /∈ W j if j2 f W j at p. 
We deﬁne the subset G1 of C∞(U , V0) consisting of all f ∈ C∞(U , V0) such that, written as f = (a,b, c,d),
(1) if (a(p), c(p)) = 0, then j2 f W2 at p, that is, j2 f (p) /∈ W2,
(2) if (b(p),d(p)) = 0, then j2 f W1 at p, that is, j2 f (p) /∈ W1, and
(3) if f (p) ∈ V1 ∩ V2, then either j2 f W1 at p or j2 f W2 at p.
If f ∈ C∞(U , V0) such that j2 f W j for every p ∈ U and j = 1,2, then it is easy to see that f ∈ G1, therefore S ⊂ G1,
where
S = { f ∈ C∞(U , V0): j2 f W j for j = 1,2}.
By Theorem 1, S is a countable intersection of open and dense subsets of C∞(U , V0).
Theorem 2. Let G = G0 ∩ G1 , then G is a dense and open subset of C∞(U , V ).
Proof. Since G0 is open and dense in C∞(U , V0), G1 ⊃ S and S is a countable intersection of open and dense sub-
sets of C∞(U , V0), and C∞(U , V0) is open and dense in C∞(U , V ), it suﬃces to show that G1 is open in C∞(U , V0).
For f = (a,b, c,d) ∈ G1, if (a(p), c(p)) = 0, then (b(p),d(p)) 
= 0 and j2 f (p) /∈ W2, therefore j2 f (p) ∈ J2(U , V2) \ W2;
if (b(p),d(p)) = 0, then (a(p), c(p)) 
= 0 and j2 f (p) /∈ W1, therefore j2 f (p) ∈ J2(U , V1) \ W1; if f (p) ∈ V1 ∩ V2, then
j2 f (p) /∈ W1 or j2 f (p) /∈ W1, therefore j2 f (p) ∈ J2(U , V1) \ W1 or j2 f (p) ∈ J2(U , V2) \ W2. Hence
j2 f (p) ∈ ( J2(U , V1) \ W1)∪ ( J2(U , V2) \ W2) for any p ∈ U . (12)
On the other hand, if f ∈ C∞(U , V0) satisfying condition (12), then it is clear that f ∈ G1. Thus we have
G1 =
{
f ∈ C∞(U , V0): j2 f (U ) ⊂
(
J2(U , V1) \ W1
)∪ ( J2(U , V2) \ W2)}.
Now W j is closed in J2(U , V j) and J2(U , V j) is open in J2(U , V0) for j = 1,2, therefore(
J2(U , V1) \ W1
)∪ ( J2(U , V2) \ W2)
is open in J2(U , V0). Hence G1 is open in C∞(U , V0) (see Deﬁnition II 3.1 of [1] for Whitney topology). 
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Now let us take a close look at the elements of G . Let f = (a,b, c,d) ∈ G , then f ∈ G0, therefore if 
 = 0 at some point
p ∈ U we must have grad
 
= 0 at p; in other words, the set {p ∈ U : 
(p) = 0} is a closed smooth curve in U . Since f ∈ G1,
we have, at any point p ∈ U , either (a(p), c(p)) 
= 0 and one of Eqs. (6), (7), and (8) does not hold; or (b(p),d(p)) 
= 0 and
one of Eqs. (9), (10), and (11) does not hold.
Let L f be the corresponding complex vector ﬁeld on U , called a generic complex vector ﬁeld, that is,
L f = L1 + iL2,
where
L1 = a ∂
∂x
+ c ∂
∂ y
, L2 = b ∂
∂x
+ d ∂
∂ y
.
If 
 
= 0 at some p ∈ U , then L1 and L2 are linearly independent at p, therefore L f is an elliptic operator in some neigh-
borhood of p. Next we consider the case when 
 = 0 at p, then grad
 
= 0 at p and
(A) (a, c) 
= 0 and either ξ2 
= 0 or ξ3 
= 0 at p, or
(B) (b,d) 
= 0 and either ζ2 
= 0 or ζ2 
= 0 at p.
Recall that ξ2, ξ3, ζ2, ζ3 are deﬁned in Eqs. (7), (8), (10), (11).
We have
[L1, L2] = abx ∂
∂x
− bax ∂
∂x
+ adx ∂
∂ y
− day ∂
∂x
+ cby ∂
∂x
− bcx ∂
∂ y
+ cdy ∂
∂ y
− dcy ∂
∂ y
, (13)
but
abx
∂
∂x
= −cbx ∂
∂ y
mod {L1, L2},
bax
∂
∂x
= −dax ∂
∂ y
mod {L1, L2},
cdy
∂
∂ y
= −ady ∂
∂x
mod {L1, L2},
dcy
∂
∂ y
= −bcy ∂
∂x
mod {L1, L2}, (14)
where {L1, L2} is the subspace spanned by L1 and L2. Therefore we have
[L1, L2] = −(ad − bc)y ∂
∂x
+ (ad − bc)x ∂
∂ y
mod {L1, L2}
= −
y ∂
∂x
+ 
x ∂
∂ y
mod {L1, L2}. (15)
When (a, c) 
= 0, we have
[L1, L2] = 0 mod {L1, L2} if and only if a
x + c
y = 0.
When (b,d) 
= 0, we have
[L1, L2] = 0 mod {L1, L2} if and only if b
x + d
y = 0.
Hence, if (a, c) 
= 0 and ξ2 
= 0 at p or if (b,d) 
= 0 and ζ2 
= 0 at p, we have
[L1, L2] 
= 0 mod {L1, L2} at p.
Thus, by Treves [5], L f can be reduced to a Mizohata type operator, that is, L f = αL0 where L0 is a Mizohata type opera-
tor (4) in some coordinate system near p and α is a nonvanishing complex function.
We summarize what we have so far as follows.
Proposition 3. Let L f be a generic complex vector ﬁeld on U . When 
 = 0 and grad
 
= 0 at p, if either (a, c) 
= 0, ξ2 
= 0 at p or
(b, c) 
= 0, ζ2 
= 0 at p, then
[L1, L2] 
= 0 mod {L1, L2} at p.
Therefore L f can be reduced to a Mizohata type operator (4) near p.
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 = 0 and grad
 
= 0 at p, the only remaining cases are:
(a) (a, c) 
= 0 and ξ2 = 0, but ξ3 
= 0 at p,
(b) (b,d) 
= 0 and ζ2 = 0, but ζ3 
= 0 at p.
We note that when (a, c) 
= 0 and (b,d) 
= 0, (a) and (b) are equivalent. In both cases (a) and (b), we have

 = 0 and grad
 
= 0 at p, (16)
[L1, L2] = 0 mod {L1, L2} at p. (17)
In the case (a), if c 
= 0 at p, by (15), we have
[L1, L2] = −1
c
(a
x + c
y) ∂
∂x
mod {L1, L2},
therefore by (17) we have at p,
[[L1, L2], L1]= −1
c
[
(a
x + c
y) ∂
∂x
,a
∂
∂x
+ c ∂
∂ y
]
mod {L1, L2}
= 1
c
(
a(a
x + c
y)x + c(a
x + c
y)y
) ∂
∂x
mod {L1, L2},
since ξ2 = a
x + c
y = 0 at p. But ξ3 = a(a
x + c
y)x + c(a
x + c
y)y 
= 0 at p, thus we have[[L1, L2], L1] 
= 0 mod {L1, L2} at p. (18)
If c = 0 but a 
= 0 at p, similar arguments show that (18) still holds.
Similarly, in the case (b), we have the condition (18) replaced by
[[L1, L2], L2] 
= 0 mod {L1, L2} at p. (19)
We thus have
Proposition 4. Let L f be a generic complex vector ﬁeld on U . When 
 = 0 and grad
 
= 0 at p, then
(a) if (a, c) 
= 0, ξ2 = 0, but ξ3 
= 0 at p, Eq. (18) holds,
(b) if (b, c) 
= 0, ζ2 = 0, but ζ3 
= 0 at p, Eq. (19) holds.
Let L f be a generic complex vector ﬁeld satisfying conditions of Proposition 4, if we multiply L f by a nonvanishing
complex function α, then we will get new L1 and L2, but they still satisfy (16), (17), and (18) or (19).
Proposition 5. Let L f be a generic complex vector ﬁeld on U satisfying (16), (17), and (18) or (19), then, after a coordinate change
near p, L f can be reduced to
L = ib ∂
∂x
+ ∂
∂ y
,
where b = 0, by = 0, bx 
= 0, byy 
= 0 at p.
Proof. We assume that L f satisﬁes (16), (17), and (18), the argument is similar when L f satisﬁes (16), (17), and (19).
Without loss of generality, we assume c 
= 0 at p. We can write
L f = αL,
where α is a nonvanishing complex function near p and
L = (a + ib) ∂
∂x
+ ∂
∂ y
.
By the remark before the proposition, L satisﬁes (16), (17), and (18).
Let G(x, y), with G(p) = x0 where p = (x0, y0), be an integral of a ∂∂x + ∂∂ y , that is, dG 
= 0 at p and
a
∂G
∂x
+ ∂G
∂ y
= 0;
then
∂G
∂x

= 0 at p, so after the coordinate change
ξ = G(x, y) and η = y,
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L = ib ∂G
∂x
∂
∂ξ
+ ∂
∂η
.
Therefore L f can be reduced to
L = ib ∂
∂x
+ ∂
∂ y
,
where b is real. Note that L still satisﬁes (16), (17), and (18), we thus have b = 0, by = 0, bx 
= 0, byy 
= 0 at p. 
We call such a complex vector ﬁeld L in Proposition 5 a cuspidal operator.
Summarizing what we have done so far, we have the following theorem.
Theorem 3. If f ∈ G , that is, L f is a generic complex vector ﬁeld on U , then at any point p ∈ U , L f can be reduced to either the
Cauchy–Riemann operator or a Mizohata type operator or a cuspidal operator in some neighborhood of p.
Before we present our ﬁnal result, we need the deﬁnitions of fold point and cusp point. (Compare with Deﬁnition III 4.1
of [1] for fold point and Deﬁnition VI 2.3 of [1] for cusp point.)
Given a smooth map f :U ⊂ R2 → R2, deﬁne
S1( f ) =
{
p ∈ U : ( f∗)p : T pU → T f (p)R2 has rank 1
}
.
Suppose S1( f ) is a smooth curve in U , then S1( f ) has a deﬁning function r :U → R, i.e., S1( f ) = {p ∈ U : r(p) = 0} and
dr 
= 0 on S1( f ).
A point p ∈ S1( f ) is called a fold point if there exists ξ ∈ T pU such that ( f∗)p(ξ) = 0 but ξ(r) 
= 0.
A point p ∈ S1( f ) is called a cusp point if
(1) for any ξ ∈ T pU , ( f∗)p(ξ) = 0 if and only if ξ(r) = 0, and
(2) there is a nonvanishing vector ﬁeld ξ on U such that ( f∗)p(ξ) = 0 but d(ξ(r)) 
= 0 at p.
First we note that if L is a Mizohata type operator (4) and there is an integral f = f1 + i f2 of L near the origin, that is,
L f = 0 and df 
= 0 near the origin,
then the map
(x, y) → ( f1(x, y), f2(x, y))
satisﬁes
∂ f1
∂x
− xρ ∂ f2
∂ y
= 0, ∂ f2
∂x
+ xρ ∂ f1
∂ y
= 0,
thus S1( f ) = {p ∈ U : x = 0} since ρ(0, y) = 1. At the origin, we have
∂ f1
∂x
= ∂ f2
∂x
= 0, but
(
∂ f1
∂ y
,
∂ f2
∂ y
)

= 0,
therefore the origin is a fold point of f , thus by the First Whitney Theorem, see for example Theorem VI 2.2 of [1], there
exist local diffeomorphisms φ and ψ at the origin of R2 such that
ψ ◦ f ◦ φ =
(
x2
2
, y
)
,
that is, f is a fold along {x = 0}. Treves [5] gave a stronger result that we can choose ψ to be local biholomorphic. In fact,
Treves [5] proved that the Mizohata type operator can be reduced to
L = ∂
∂x
+ ix(1+ ρ(x, y)) ∂
∂ y
,
where ρ(x, y) vanishes to inﬁnite order on {x = 0}. Moreover, he showed that if L has an integral near the origin, then
it can be reduced to the Mizohata operator (3). In particular, if the vector ﬁeld L is real analytic, then ρ(x, y) = 0, so all
analytic Mizohata type operators are reducible to (3).
Theorem 4. If L is a cuspidal operator and f = f1 + i f2 is an integral of L near the origin, then there exist local diffeomorphisms φ
and ψ at the origin of R2 such that
ψ ◦ f ◦ φ = (xy + x3, y).
A. Le / J. Math. Anal. Appl. 345 (2008) 11–19 19Proof. If L is a cuspidal operator and there is an integral f = f1 + i f2 of L near the origin, then the map
(x, y) → ( f1(x, y), f2(x, y))
satisﬁes
b
∂ f1
∂x
+ ∂ f2
∂ y
= 0, −b ∂ f2
∂x
+ ∂ f1
∂ y
= 0,
thus S1( f ) = {p ∈ U : b(p) = 0}. Since bx(0,0) 
= 0, S1( f ) is a smooth curve near the origin. At the origin, since b = 0, we
have
∂ f1
∂ y
= ∂ f2
∂ y
= 0, but
(
∂ f1
∂x
,
∂ f2
∂x
)

= 0,
therefore, for ξ ∈ T0U , ( f∗)0(ξ) = 0 if and only if ξ = c(∂/∂ y)|0, hence if and only if ξ(b) = 0 since by = 0 and bx 
= 0 at the
origin. On the other hand, ξ = ∂/∂ y is a nonvanishing vector ﬁeld on U and ( f∗)0(ξ) = 0, but d(ξ(b)) 
= 0 at the origin since
byy(0,0) 
= 0. Thus the origin is a cusp point. Therefore by the Second Whitney Theorem, see for example Theorem VI 2.4
of [1], there exist local diffeomorphisms φ and ψ at the origin of R2 such that
ψ ◦ f ◦ φ = (xy + x3, y). 
It is not known that if we can choose ψ to be biholomorphic. Therefore, at this stage, we cannot say anything about the
canonical form of cuspidal operators in contrast to the case of Mizohata type operators.
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