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Abstract
In this thesis we study the invariant rings for the Sylow p-subgroups of the finite clas-
sical groups. We have successfully constructed presentations for the invariant rings for
the Sylow p-subgroups of the unitary groups GU(3,Fq2) and GU(4,Fq2), the symplectic
group Sp(4,Fq) and the orthogonal group O+(4,Fq) with q odd. In all cases, we ob-
tained a minimal generating set which is also a SAGBI basis. Moreover, we computed
the relations among the generators and showed that the invariant ring for these groups
are a complete intersection. This shows that, even though the invariant rings of the
Sylow p-subgroups of the general linear group are polynomial, the same is not true for
Sylow p-subgroups of general classical groups.
We also constructed the generators for the invariant fields for the Sylow p-subgroups
of GU(n,Fq2), Sp(2n,Fq), O+(2n,Fq), O−(2n + 2,Fq) and O(2n + 1,Fq), for every n
and q. This is an important step in order to obtain the generators and relations for
the invariant rings of all these groups.
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Introduction
Invariant theory is a subject with a long history in mathematics, motivated by the
study of general symmetries in the widest possible sense. Thus, one of the earliest
observations in invariant theory is the theorem of symmetric polynomials, expressing
the coefficients of a polynomial equation as elementary functions of its roots.
Later a major motivation arose from the natural sciences, in particular physics,
where certain configurations are expressed geometrically in terms of numerical functions
and coordinates, which may depend on chosen viewpoints and coordinate systems. The
change of coordinate systems can then be described by a transformation group, acting
on those functions, and the “true, objective” physical entities turn out to be symmetry
classes or “orbits” of those functions under the action of the transformation group.
A geometric motivation for studying invariant rings arises in connection with alge-
braic geometry. If X is an algebraic variety over an algebraically closed field, with a
ring of regular functions A, and G is a reductive algebraic group acting on X, then
the categorical quotient X//G is isomorphic to Spec(AG). Now, if G is a finite group,
then X//G is geometric, i.e., X//G is in bijection with the G-orbits of Spec(A).
The main problem of invariant theory in the nineteenth century was proving the
finiteness of the invariant ring. The first results were obtained by Gordan [11] and
Hilbert [14]. Gordan in [11] proved that the invariant ring for the special linear group
SL(2,C) acting on a symmetric power of the natural representation is finitely gener-
ated. In 1890 D. Hilbert in [14] proved this was also true for the general linear group
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GL(n,C). Hilbert’s first proof was not constructive and involved the “Basissatz” that
today is know as the Hilbert Basis Theorem. Later in the beginning of the twentieth
century Emmy Noether in [23] proved the finiteness of the invariant ring for finite
groups. To solve this problem, Noether introduced the concept of stationary ascending
chains of ideals, which we now call the Noetherian condition.
In this thesis we consider finite groups acting on a finite dimensional vector space
over a finite field, whose order is divisible by the characteristic of the field. Thus we
are working in what is usually called Modular Invariant Theory.
We study the invariant rings for the Sylow p-subgroups of the finite unitary, sym-
pletic and orthogonal groups. Dickson in 1911 proved that the invariant ring Fq[V ]GL(n,q)
for the general linear group is a polynomial ring (see [8]). The group of upper trian-
gular matrices with ones along the diagonal is a Sylow p-subgroup of GL(n, q) and its
invariant ring is also polynomial (see for example Theorem 3.2 in [6]). Our results,
stated in Chapter 4, show that this is not the case for Sylow p-subgroups of general
classical groups. This adds more difficulty in getting results in the general case and
motivates further investigations.
As a first step in determining presentations for the invariant rings of the Sylow p-
subgroups of the finite classical groups, we constructed generators for all the invariant
fields. This is an important contribution for the computation of generators and relations
for the invariant rings for the Sylow p-subgroups. For example, Carlisle and Kropholler
before determining the invariant ring for the symplectic group first constructed the
generators for the invariant field.
Although it is known that invariant fields for p-groups are rational and there is even
an algorithm to compute its generators (see [4]), it is still quite difficult to apply this
algorithm in practice. Also, no bound in the total degree of the generators is given by
the algorithm. However, in [10] it was proved that the invariant field for a finite group
G is generated by invariants of degree less or equal to |G|, i.e., the Noether bound
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holds. Our results in Chapter 3 show that the generators for the invariant fields for
the Sylow p-subgroups of the finite classical groups have degree much smaller than the
order of the group.
We also would like to note that our results about the invariant fields and rings for
the Sylow p-subgroups of the finite classical groups, support the conjecture that in all
cases invariant rings might be generated by “natural invariants” such as orbit products
and Steenrod images of special forms.
The thesis is organised in four chapters. The first two are introductory chapters,
although in the first one we used a different approach from what is usually found in
the literature. In the last two chapters all the results obtained by us are stated and
proved.
The first chapter is used to introduce Sylow p-subgroups of the finite unitary, sym-
plectic and orthogonal groups. Our approach is somehow different from what one
might find in the literature. The reason for this is because Sylow p-subgroups are usu-
ally studied in the framework of algebraic groups where, using Lie Theory, they appear
as roots subgroups, but this does not give us immediately the matrix representations
we need.
The second chapter is an introduction to the basic notions and results on invariant
theory of finite groups. However, we decided to focus our attention in the properties of
the invariant rings that are needed in Chapters 3 and 4. We also would like to stress
that the results at end of Section 2.5 on SAGBI basis will play an important role in
the proofs of our results.
In the third chapter we show how to construct the generators for the invariant fields
for the Sylow p-subgroups from Chapter 1. We apply the algorithm from [4], which is
described in Section 2.3. The first section of this chapter is technical but its results
will simplify the proofs in the subsequent sections.
Finally, in Chapter 4 we construct a generating set and relations for the invariant
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rings for the Sylow p-subgroups of the unitary groups GU(3, q2) and GU(4, q2), the
symplectic group Sp(4, q) and the orthogonal group O+(4, q) with q odd. In all of them
we proved that the invariant ring is a complete intersection and that the generating
set is a SAGBI basis.
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Chapter 1
Sylow p-subgroups of Finite
Classical Groups
The purpose of this chapter is to construct Sylow p-subgroups for the finite unitary,
symplectic and orthogonal groups. When possible, we construct them as subgroups
of the group of lower triangular matrices. Only for some orthogonal groups in even
characteristic we will not do this. Nevertheless, for these ones we construct a Sylow
p-subgroup generated by a subgroup of lower triangular matrices together with an
appropriate element of order two.
We define the classical groups by taking vector spaces over finite fields only. For
a more general approach see [27], [1] and [12]. It is known that we can construct
these groups in terms of roots subgroups and roots systems through the use of Lie
theory. However, an explicit matrix representation is better suited for calculations of
polynomial invariants, which is why we choose to construct the Sylow p-subgroups by
solving matrix equations. It should be noted that this description cannot be found in
the standard literature, such as [27], [1] and [12].
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1.1 Sylow Subgroups
In this section we define what a Sylow p-subgroup is and we finish it by stating Sylow’s
theorem without a proof. It is this theorem that justifies our choice to construct, when
possible, the Sylow p-subgroups as subgroups of the group of lower triangular matrices.
Let G be a finite group of order n, i.e, G is a group with n elements. Suppose that
n = psm where p is a prime number such that p does not divide m.
Definition 1.1 A Sylow p-subgroup of G is a subgroup of order ps.
A Sylow p-subgroup is an example of the following class of groups.
Definition 1.2 Let p be a prime number. We call H a p-group if its order is a power
of p.
We can easily see that a Sylow p-subgroup of G is a maximal p-group contained in
G. We write Sylp(G) for the set of all Sylow p-subgroups of G.
Theorem 1.3 (Sylow) Let G be a finite group and p a prime divisor of its order.
Then:
(i) The set Sylp(G) is non-empty.
(ii) Any two Sylow p-subgroups H1 and H2 are conjugates in G, i.e., g
−1H1g = H2
for some g ∈ G.
(iii) Every p-subgroup of G is contained in some Sylow p-subgroup of G.
Proof: See Sylow’s Theorem in [1], pag. 19. 
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1.2 Bilinear, Quadratic and Hermitian Forms
Throughout this thesis, p will always be a prime number and q a power of p. We
denote by Fq the finite field with q elements. It is well known that Fq is a finite
algebraic extension of Zp, the field of integers modulo p. Thus p is the characteristic
of Fq and aq = a for all a in Fq.
The finite unitary group is defined in a similar way as it would if we were working
with complex numbers. In the finite field case the role of complex conjugation is played
by the Frobenius map. To make it more precise we consider an algebraic extension Fq2
of Fq in degree 2, which is a field with q2 elements. The Frobenius map φ : Fq2 −→ Fq2
defined by φ(a) := aq is then an automorphism of order 2 which leaves the elements of
Fq fixed. For this reason and also for simplicity of notation we write a¯ instead of aq.
Definition 1.4 Let V be a finite dimensional vector space over Fq2. An hermitian
form on V is a map f : V × V −→ Fq2 such that
(i) f(u+ v, w) = f(u,w) + f(v, w) and f(au, w) = af(u,w)
(ii) f(u, v + w) = f(u, v) + f(u,w) and f(u, aw) = a¯f(u,w)
(iii) f(u, v) = f(v, u)
for all u, v, w ∈ V and a ∈ Fq2.
In order to define the symplectic groups we shall need the notion of alternating
bilinear forms.
Definition 1.5 Let V be a finite dimensional vector space over Fq. The map f :
V × V −→ Fq is called a bilinear form if it is a linear map in each component, i.e.,
(i) f(u+ v, w) = f(u,w) + f(v, w) and f(au, w) = af(u,w)
(ii) f(u, v + w) = f(u, v) + f(u,w) and f(u, aw) = af(u,w)
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for all u, v, w ∈ V and a ∈ Fq.
A bilinear form f is called alternating if f(v, v) = 0 for all v ∈ V , and it is called
symmetric if f(u, v) = f(v, u) for all u, v ∈ V .
Now, we can say what we mean by a quadratic form on a vector space. Quadratic
forms will be used to define the orthogonal groups.
Definition 1.6 A quadratic form on V is a map Q : V → Fq such that
(i) Q(av) = a2Q(v) for all v ∈ V and a ∈ Fq
(ii) f(u, v) := Q(u+ v)−Q(u)−Q(v) is a bilinear form on V .
The bilinear form f associated to the quadratic form Q is either symmetric or
alternating depending on whether the characteristic of Fq is or is not 2. In the latter
case, we can recover Q from f by setting Q(v) = 1
2
f(v, v) and therefore f and G are
uniquely determined by each other. But in characteristic 2 different quadratic forms
can have the same bilinear form.
We are not interested in all possible hermitian, bilinear or quadratic forms on a
vector space. We shall restrict ourselves to a special class of them.
Definition 1.7 Let f be a bilinear or an hermitian form on V . Given vectors u, v ∈ V ,
we say that v is orthogonal to u if f(u, v) = 0 and in this case we will write u ⊥ v.
If S is a subset of V , then the orthogonal complement of S, denoted by S⊥, is
defined by
S⊥ := {v ∈ V : v ⊥ s for all s ∈ S}.
The radical of V , written radV , is V ⊥, and f is non-degenerate if the radical is
zero and degenerate otherwise.
A quadratic form Q is said to be non-degenerate (sometimes in the literature this
is referred as being non-singular) if the only vector v ∈ radV such that Q(v) = 0 is the
zero vector.
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Note that when the characteristic is not 2 the non-degeneracy of the quadratic form
and the bilinear form associated to it are equivalent conditions.
From now on we only consider non-degenerate forms. A vector space V with a
non-degenerate alternating bilinear form will be called a symplectic space. If V has a
non-degenerate hermitian form, we say that V is a unitary space. Finally, we call V a
quadratic space or an orthogonal space if it has a non-degenerate quadratic form on it.
Let GL(V ) represent the group of all linear invertible transformations on V . We
want to study the elements of GL(V ) that preserve the form in any of the above defined
spaces.
Definition 1.8 Let (V, f) be a symplectic or a unitary space. An element σ of GL(V )
is called an isometry of V if f(σ(u), σ(v)) = f(u, v) for all u, v ∈ V . In the case of a
quadratic space, with a quadratic form Q, we require that Q(σ(v)) = Q(v) for all v in
V .
It is easy to check that the set of isometries for a given form is a group. So one
could ask if it is possible that two forms of the same type can have the same group of
isometries. The answer is yes if they are equivalent.
Definition 1.9 Let f1, f2 be either bilinear or hermitian forms on V . We say that f1
is equivalent to f2 if there exist σ ∈ GL(V ) such that f1(u, v) = f2(σ(u), σ(v)) for
all u, v ∈ V . And we also say that two quadratic forms Q1 and Q2 are equivalent if
Q1(v) = Q2(σ(v)) for all v ∈ V .
By studying the geometric structure introduced by the non-degenerate forms of
each type, we can classify them up to equivalence.
Definition 1.10 Let v be a non-zero vector in V and W,U subspaces of V . Then:
(i) v is an isotropic vector if f(v, v) = 0.
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(ii) W is a totally isotropic subspace if W ⊆ W⊥.
(iii) W is non-degenerate if W ∩W⊥ = 0.
(iv) We say that V is the orthogonal direct sum of U and W if V = U ⊕W and
f(u,w) = 0 for all u ∈ U and w ∈ W . In this case we write V = U ⊥ W .
(v) v is a singular vector if Q(v) = 0.
(vi) W is a totally singular subspace if Q(w) = 0 for all w in W .
Lemma 1.11 If W is a non-degenerate subspace of V then V = W ⊥ W⊥.
Proof: Let {e1, . . . , ek} be a basis for W and extend it to a basis
{e1, . . . , ek, ek+1, . . . , en} of V . Now, a vector v =
∑n
i=1 vjej belongs to W
⊥ if and only
if
0 = f(ei, v) =
n∑
j=1
f(ei, ej)vj, for all i ∈ {1, . . . , k}.
Define the k × n matrix A = [aij] by setting aij = f(ei, ej). Thus v ∈ W⊥ if
and only if v is a solution of the homogeneous system of equations AX = 0. Hence
dimW⊥ ≥ n− k. Since W ∩W⊥ = 0 we get
dim(W ⊕W⊥) = dimW + dimW⊥ ≥ k + (n− k) = n.
Hence V = W ⊥ W⊥. 
Definition 1.12 Let (V, f) be a simplectic or a unitary space. A subspace H of V is
called a hyperbolic plane if dimH = 2 and H has a basis {v, u} such that f(v, v) =
f(u, u) = 0 and f(v, u) = 1. If instead (V,Q) is a quadratic space, then we require
Q(v) = Q(u) = 0 and f(v, u) = 1, where f is the bilinear form associated to Q. We
call (u, v) a hyperbolic pair.
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It is important to notice that a hyperbolic plane is always non-degenerate. We are
going to prove that if V has a non-zero isotropic or singular vector then it contains a
hyperbolic plane. The following lemma will be used on its proof.
Lemma 1.13 Consider the map Tr : Fq2 → Fq given by Tr(α) = α + α¯. Then Tr is a
Fq-linear map onto Fq. Moreover, the kernel has dimension 1.
Proof: See Lemma 10.1 in [27]. 
Lemma 1.14 Assume that V is a vector space with a non-degenerate form. If v is an
isotropic or singular vector, then there exist a non-zero vector u such that {v, u} is a
basis of a hyperbolic plane.
Proof: Let f be hermitian, alternating or the bilinear form associated to a quadratic
form Q. The non-degeneracy of the forms guarantee the existence of a non-zero vector
u such that f(v, u) 6= 0. Furthermore, u can be chosen so that f(v, u) = 1.
Note that for any α, f(v, u − αv) = 1. Therefore, for each form it is sufficient to
show that there exist an α such that f(u− αv, u− αv) = 0 or Q(u− αv) = 0.
If f is alternating then we can just take α to be zero. For the quadratic form Q
choose α = Q(u).
Finally, let f be an hermitian form. Then
f(u− αv, u− αv) = f(u, u)− Tr(α),
By Lemma 1.13 there exist an α such that Tr(α) = f(u, u). This completes the proof.

We finish this section with Witt’s theorem and its consequences. This is probably
one of the most important theorems in the theory of vector spaces with forms. The
version of Witt’s theorem here included holds for degenerate forms.
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Theorem 1.15 (Witt) Let U be a subspace of V and σ : U → V an isometry. There
there is an isometry γ : V → V such that γ(u) = σ(u) for all u in U if and only if
σ(U ∩ radV ) = σ(U) ∩ radV .
Proof: See Theorem 7.4 in [27] 
There are several consequences of this theorem. First, if V is a symplectic or a
unitary space, then all linear isometries of a subspace can be extended to an isometry
of V . Also, any two maximal isotropic subspaces of V have the same dimension. The
dimension of a maximal isotropic subspace is called Witt index of V.
Finally, let V be a quadratic space. Here radV can be non trivial. But if U is a
totally singular subspace, then an isometry σ of U can be extended to an isometry
of V . To see why this follows from Witt’s theorem, just note that σ(U) will also be
a totally singular subspace and (U + σ(U)) ∩ radV = {0}. Once more, the common
dimension of the maximal totally singular subspaces is called the Witt index of V.
1.3 Auxiliary Lemmas
The lemmas here presented will play an important role in the construction of the Sylow
p-subgroups for each finite classical group.
Let F be either the finite field Fq or Fq2 . Define the matrix A¯ := [a¯ij] where a¯ij = aqij.
Notation 1.16 We represent by U(n,F) the group of n× n lower triangular matrices
with entries in F and with ones along the diagonal. Also we shall write M(n ×m,F)
(or just M(n,F) when m = n) for the set of all n ×m matrices whose entries belong
to F. When we want to make clear which field we are working with, we write U(n, r)
and M(n×m, r) (or M(n, r)) instead, r being the number of elements in F.
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Let X1, X3 ∈ GL(n,F) and X2 ∈M(l,F). Consider the following matrix
X :=

0 0 X1
0 X2 0
X3 0 0

in M(2n + l,F). Then the set of all invertible matrices N satisfying NTXN¯ = X is a
group and we want to determine its intersection with the group U(2n+ l,F).
Let N ∈ U(2n+ l,F) and write it as
A 0 0
B F 0
C D E

where A,E ∈ U(n,F), F ∈ U(l,F), C ∈M(n,F), B ∈M(l×n,F) and D ∈M(n×l,F).
Hence NTXN¯ = X if the system of equations
ATX1C¯ +B
TX2B¯ + C
TX3A¯ = 0
ATX1D¯ +B
TX2F¯ = 0
ATX1E¯ = X1
F TX2B¯ +D
TX3A¯ = 0
F TX2F¯ = X2
ETX3A¯ = X3
(1.1)
is solvable.
If we assume that X21 = I, X3 = ±X¯T1 and
 X2 = X¯T2 if X3 = X¯T1X2 = −X¯T2 if X3 = −X¯T1 , then
system (1.1) is equivalent to
D = −X¯1(A¯−1)T B¯T X¯2F
F TX2F¯ = X2
E = X¯1(A¯
−1)T X¯1
C = X¯1(A¯
−1)T S¯
(1.2)
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where S + S¯T = −BTX2B¯ if X3 = X¯T1 or S − S¯T = −BTX2B¯ if X3 = −X¯T1 .
Now, we consider the following subgroups of U(2n+ l,F):
• Let X3 = X¯T1 and X2 = X¯T2 . Then we denote by G+X1,X2,X3 the group of matrices
N ∈ U(2n+ l,F) which satisfy NTXN¯ = X.
• Let X3 = −X¯T1 and X2 = −X¯T2 . Then we denote by G−X1,X2,X3 the group of
matrices N ∈ U(2n+ l,F) which satisfy NTXN¯ = X.
In the following lemma we show which elements of U(2n+ l,F) belong to each one
of the previous groups.
Lemma 1.17 Let N be an element of U(2n+ l,F). Then
(i) N ∈ G+X1,X2,X3 if and only if the system (1.2) holds, with S + S¯T = −BTX2B¯.
(ii) N ∈ G−X1,X2,X3 if and only if the system (1.2) holds, with S − S¯T = −BTX2B¯.
We want to determine the order of G+X1,X2,X3 and G
−
X1,X2,X3
, when the following
assumption holds:
Hypothesis (H): If F = Fq with q even, then we assume that the diagonal entries
of BTX2B are equal to zero for every B ∈M(l × n,F).
Lemma 1.18 Under Hypothesis (H), the number of matrices S satisfying:
(i) S + S¯T = −BTX2B¯ is

qn(n−1)qn if F = Fq2
q
n(n−1)
2 if F = Fq and q odd
q
n(n−1)
2 qn if F = Fq and q even
;
(ii) S − S¯T = −BTX2B¯ is
 qn(n−1)qn if F = Fq2q n(n−1)2 qn if F = Fq .
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Proof: We prove (i) and (ii) at the same time. Let Y := −BTX2B¯. Then Y = Y¯ T
in (i) whereas for (ii), Y = −Y¯ T . Hence the number of choices for S in (i) or (ii)
is the same as the number of solutions for M + M¯T = 0 or M − M¯T = 0. For both
equations the number of solutions only depend on what happens to the diagonal entries
of M when we consider different fields. In fact, for the remaining ones the number of
possibilities is always r
n(n−1)
2 , where r is the number of elements in F.
When F = Fq, a simple argument give us the result. However, if F = Fq2 , then we
need to be more careful. Here the equation M − M¯T = 0 implies that mii = m¯ii for
all i. Hence mii ∈ Fq and there are qn choices for the elements in the diagonal of M .
Now, from M + M¯T = 0 we obtain mii + m¯ii = 0, i.e., each mii belongs to the kernel
of the linear map Tr. By Lemma 1.13 there will be qn different ways of choosing the
elements in the diagonal of M . 
Note that for G+X1,X2,X3 and G
−
X1,X2,X3
the number of choices for A and B are the
same. If r is the number of elements in F, then there are r
n(n−1)
2 choices for A and rln
for B. Let s be number of matrices F ∈ U(l,F) satisfying F TX2F¯ = X2. Applying
Lemma 1.18 we obtain the orders of G+X1,X2,X3 and G
−
X1,X2,X3
.
Lemma 1.19 Let s be as above. Then:
(i) The order of G+X1,X2,X3 is

sq2n
2+(2l−1)n if F = Fq2
sqn
2+(l−1)n if F = Fq and q odd
sqn
2+ln if F = Fq and q even
;
(ii) The order of G−X1,X2,X3 is
 sq2n
2+(2l−1)n if F = Fq2
sqn
2+ln if F = Fq
.
We finish this section with two technical lemmas. They will be used in Section
1.6 to determine which elements in G+X1,X2,X3 preserve the quadratic forms when the
characteristic of the field is 2.
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Lemma 1.20 For q even and S ∈ M(n, q) there are unique matrices S ′ and C, with
S ′ symmetric and C upper triangular, such that S = S ′ + C.
Proof: Define the symmetric matrix S ′ = [s′ij] by s
′
ij = sji for i ≤ j and the upper
triangular matrix C := [cij] by
cij =
 sij + sji if i < j0 if i ≥ j
Then we have S = S ′ + C. The matrices S ′ and C are unique because S = S ′1 + C1 =
S ′2 + C2 implies that S
′
1 + S
′
2 = C1 + C2 = 0. 
Let J2 be the matrix
 0 1
1 0
 .
Lemma 1.21 Let S ∈M(n, q) and B ∈M(2×n, q). We also consider the row vectors
X = (α1, . . . , αn), Z = (z1, z2), Y = (y1, y2) whose entries belong Fq. Then
(i) XSXT =
n∑
i=1
siiα
2
i +
n∑
i=1
n∑
j=1,j 6=i
(sij + sji)αiαj.
(ii) If q is even, S + ST = BTJ2B and Z = Y +XB
T then
z1z2 = y1y2 +XB
TJ2Y
T +XCXT +
n∑
i=1
b1ib2iα
2
i
where C is the matrix defined in Lemma 1.20.
Proof: The result in (i) is obvious. Let us prove (ii). It is not hard to check that
BTJ2B is a symmetric matrix and its entries are b1ib2j + b1jb2i, i, j = 1, . . . , n. From
Z = Y +XBT we get
z1z2 =
(
y1 +
n∑
i=1
b1iαi
)(
y2 +
n∑
j=1
b2jαj
)
= y1y2 +XB
TJ2Y
T +
n∑
i=1
n∑
j=1
b1ib2jαiαj.
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Since
n∑
i=1
n∑
j=1
b1ib2jαiαj =
n∑
i=1
b1ib2iα
2
i +
n∑
i=1
n∑
j=1,j>i
(b1ib2j + b1jb2i)αiαj
=
n∑
i=1
b1ib2iα
2
i +XCX
T .
this completes the proof of (ii). 
1.4 A Sylow p-Subgroup for the Unitary Group
Throughout this section V will be a finite dimensional vector space over a finite field
Fq2 and f will be a non-degenerate hermitian form on V . Also, all the matrices and
vectors considered will have entries in Fq2 .
We have mentioned in Section 1.2 that the set of isometries for f is a group. We
call it the unitary group of V and we write it as GU(V ). In other words,
GU(V ) = {σ ∈ GL(V ) : f(σ(u), σ(v)) = (u, v) for all u, v ∈ V }.
We can look at the elements of the unitary group as being invertible matrices. Let
{e1, . . . , en} be a basis for V and let J := [f(ei, ej)]. J is called the matrix of f with
respect to the basis {e1, . . . , en}. If M is the matrix of σ ∈ GL(V ) with respect to this
basis, then σ ∈ GU(V ) if and only if
MTJM¯ = J. (1.3)
Thus GU(V ) is isomorphic to the group GU(n, q2) of n × n matrices, with entries in
Fq2 , satisfying (1.3).
We shall show that up to isomorphism there is only one unitary group in each
dimension. This is the same as saying that all non-degenerate hermitian forms on V
are equivalent. This will be the case if for each hermitian form f we can find a basis
for V such that f is represented by the same matrix as any other hermitian form.
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Define the map N : Fq2 \ {0} → Fq \ {0} by N(a) = aa¯ for all a ∈ Fq2 . This is a
surjective homomorphism (see for example Lemma 10.1 in [27]).
Lemma 1.22 If dimV ≥ 2 then V contains isotropic vectors.
Proof: First we note that f(v, v) ∈ Fq. If v 6= 0 is not isotropic, then, after possible
rescaling, we can assume that f(v, v) = 1. Indeed, since the map N is onto we can find
an element a ∈ Fq2 such that N(a) = f(v, v)−1 and for v′ = av we get f(v′, v′) = 1.
Assume that V does not contain isotropic vectors and pick a non-zero vector v with
f(v, v) = 1. Lemma 1.11 allow us to choose a non-zero vector u such that f(v, u) = 0
and f(u, u) = 1. By taking an element b ∈ Fq2 with N(b) = −1 we can easily see that
u+ bv is isotropic. This contradicts our assumption and the proof is complete. 
Proposition 1.23 If V is a unitary space then
V = H1 ⊥ H2 ⊥ · · · ⊥ Hm ⊥ W
where each Hi is a hyperbolic plane and W has dimension 0 or 1. Moreover, if
dimW = 1, then W does not contain any isotropic vector and admits a basis w such
that f(w,w) = 1.
Proof: The proof is done by induction on the dimension of V . If dimV = 1 then
V = W and V can not have isotropic vectors because the form is non-degenerate.
Now, assume that dimV = n > 1. Applying Lemmas 1.14 and 1.11 we obtain V =
H1 ⊥ H⊥1 where H1 is a hyperbolic plane. We obtain the desired decomposition by
induction applied to H⊥1 . The second part of the proposition is a consequence of the
non-degeneracy of the form and the map N being onto. 
Let {ui, vi} be a hyperbolic basis for Hi with i = 1, . . . ,m. Then the subspace
generated by the vectors v1, . . . , vm is a maximal isotropic subspace and so the Witt
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index of V is m. By Witt’s theorem V is determined up to isomorphism by m and W .
Therefore, all non-degenerate hermitian forms are equivalent.
There is another important consequence of Witt’s theorem. If S is the set of all
bases for which the decomposition in Proposition 1.23 holds, then the unitary group
GU(V ) acts transitively on S. We determine the order of GU(V ) by computing the
number of isotropic vectors and hyperbolic basis in V (see [27], pag. 118). If V has
dimension n over Fq2 then
|GU(V )| = q n(n−1)2
n∏
i=1
(qi − (−1)i). (1.4)
The dimension of W must be 0 or 1 according to Lemma 1.22. We consider the
even and the odd dimensional unitary spaces separately.
The following n× n matrix
Jn :=

0 · · · 0 1
... . .
.
. .
.
0
0 1 . .
. ...
1 0 · · · 0

(1.5)
will be repeatedly used throughout the rest of this chapter. Note that J2n = I.
Assume that V has even dimension. Then dimW = 0 and by Proposition 1.23 we
can choose a basis for V such that the matrix of a non-degenerate hermitian form is
J :=

0 0 Jm−1
0 J2 0
Jm−1 0 0
 .
Therefore, the unitary group GU(2m, q2) is the group of all invertible matrices M
that satisfy (1.3) with J as above.
Proposition 1.24 Let A be an element in U(m − 1, q2) and F ∈ U(2, q2) such that
F TJ2F¯ = J2. Also let B be a 2 × (m − 1) matrix, D = −Jm−1(A¯−1)T B¯TJ2F and S
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is a (m − 1) × (m − 1) matrix such that S + S¯T = −BTJ2B¯. Then the set G of all
matrices of the form 
A 0 0
B F 0
Jm−1(A¯−1)T S¯ D Jm−1(A¯−1)TJm−1

is a Sylow p-subgroup for the unitary group GU(2m, q2).
Proof: Applying Lemma 1.17 (i) we can conclude that G = G+Jm−1,J2,Jm−1 .
According to formula (1.4), the Sylow p-subgroup has order q2m
2−m. We show that
this is in fact the order of G.
A matrix F satisfies F TJ2F¯ = J2 if and only if it is of the form
 1 0
a 1
 with
a+ a¯ = 0. Hence there are q different possibilities for F . Applying Lemma 1.19 (i) we
obtain that the order of G is equal to q2m
2−m. 
We are left with the case when dimW = 1. Again, by Proposition 1.23 we can
assume that the matrix of the form f is
J =

0 0 Jm
0 1 0
Jm 0 0
 .
According to formula (1.4) a Sylow p-subgroup has order q2m
2+m. The next propo-
sition shows how to choose a Sylow p-subgroup of GU(2m + 1, q2) as a subgroup of
U(2m+ 1, q2).
Proposition 1.25 Let A be an element of U(m, q2), v ∈M(1×m, q2), w = −Jm(A¯−1)T v¯T
and S a m ×m matrix such that S + S¯T = −vT v¯. Then the set G of all matrices of
the form 
A 0 0
v 1 0
Jm(A¯
−1)T S¯ w Jm(A¯−1)TJm

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is a Sylow p-subgroup for the unitary group GU(2m+ 1, q2).
Proof: If before applying Lemma 1.17 (i) we assume that F is the 1 × 1 identity
matrix, then one can easily show that G is equal to the group G+Jm,1,Jm . Then its order
will be q2m
2+m by Lemma 1.19(i) and this completes the proof. 
1.5 A Sylow p-Subgroup for the Symplectic Group
Let V be a finite dimensional vector space over a finite field Fq and f a non-degenerate
alternating form. The group of isometries of f is called the symplectic group of V
and we denote it by Sp(V ). In other words,
Sp(V ) = {σ ∈ GL(V ) : f(σ(u), σ(v)) = (u, v) for all u, v ∈ V }.
Fix a basis {e1, . . . , en} for V . Let J := [f(ei, ej)] be the matrix of f with respect to
this basis. If M is the matrix of σ ∈ GL(V ), then σ ∈ Sp(V ) if and only if MTJM = J .
Hence Sp(V ) is isomorphic to the group Sp(n, q).
We shall see that up to isomorphism there is only one symplectic group in each
dimension.
Proposition 1.26 If V is a symplectic space then
V = H1 ⊥ H2 ⊥ · · · ⊥ Hm
where each Hi is a hyperbolic plane.
Proof: Since the form is alternating, V will always contain isotropic vectors. Now,
the result follows by an induction argument as in Proposition 1.23. 
An immediate consequence of this proposition is that V must have even dimension.
Also, the Witt index is m and by Witt’s theorem V is determined up to isomorphism by
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m. Therefore all alternating forms on V are equivalent because they can be represented
by the same matrix.
We say that {u1, . . . , um, vm, . . . , v1} is a symplectic basis if (ui, vi) is a hyperbolic
pair for i = 1, . . . ,m. It follows from Witt’s theorem that the symplectic group is
transitive on the set of all symplectic bases. By counting how many there are, we
obtain (see [27], pag. 70):
|Sp(2m, q)| = qm2
m∏
i=1
(q2i − 1). (1.6)
Consider the matrix Jh :=
 0 1
−1 0
. Then by Proposition 1.26 the matrix of
f is
J :=

0 0 Jm−1
0 Jh 0
−Jm−1 0 0

and M belongs to Sp(2m, q) if and only if MTJM = J .
We construct a Sylow p-subgroup of Sp(2m, q) as being a subgroup of U(2m, q).
Proposition 1.27 Let A be an element of U(m−1, q) and F ∈ U(2, q). Let also B be
a 2× (m− 1) matrix, D = −Jm−1(A−1)TBTJhF and S is a (m− 1)× (m− 1) matrix
such that S − ST = −BTJhB. Then the set G of all matrices of the form

A 0 0
B F 0
Jm−1(A−1)TS D Jm−1(A−1)TJm−1

is a Sylow p-subgroup for the symplectic group Sp(2m, q).
Proof: Apply Lemma 1.17 (ii) to show that G = G−Jm−1,Jh,−Jm−1 .
Now, any matrix F ∈ U(2, q) satisfies F TJhF = Jh. Hence the number of choices
for F is q. Applying Lemma 1.19 (ii) we conclude that G has order qm
2
. By formula
(1.6) this is the order of a Sylow p-subgroup and the proof is complete. 
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1.6 A Sylow p-Subgroup for the Orthogonal Groups
Throughout this section V will be a finite dimensional vector space over Fq with a
non-degenerate quadratic form Q and f will denote the bilinear form associated to Q.
The group of isometries of Q is called the orthogonal group of V and we denote it
by O(V ). In other words,
O(V ) = {σ ∈ GL(V ) : Q(σ(v)) = Q(v) for all u, v ∈ V }.
If we fix a basis for V , then we can represent each element as an invertible matrix.
Hence, O(V ) is isomorphic to the group O(n, q).
Remark 1.28 For any finite field, if an element of GL(V ) preserves the quadratic
form then it must also preserve the bilinear form. The converse is only true if the field
has characteristic not equal to 2.
Lemma 1.29 Let a, b ∈ Fq \ {0}. Then for all c ∈ Fq there exist x, y ∈ Fq such that
c = ax2 + by2.
Proof: See page 138, Lemma 11.1 in [27]. 
Lemma 1.30 Let V be a quadratic space with dimV ≥ 3. Then V contains a singular
vector.
Proof: See page 138, Theorem 11.2 in [27]. 
Proposition 1.31 Let V be a quadratic space. Then there is a basis for V such that
V = H1 ⊥ H2 ⊥ · · · ⊥ Hm ⊥ W
where each Hi is a hyperbolic plane and W does not contain any singular vector. More-
over, the dimension of W is 0, 1 or 2.
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Proof: Apply Lemma 1.30 and use induction as in Proposition 1.23. The statement
about the dimension of W is a consequence of Lemma 1.30. 
The number m in the previous proposition is the Witt index and by Witt’s theorem
V is determined up to isomorphism by m and W .
Since we want to include fields with characteristic 2, we do not classify the quadratic
forms by looking at the matrix of the bilinear form associated to it. According to
Definition 1.9, we can say that two quadratic forms are equivalent if we can find bases
in such a way that they become equal when we write each one of them in terms of the
vector components with respect to these bases.
Bearing in mind Proposition 1.31 we make the following important remark. Some
claims are not hard to prove and for the less trivial ones, see for example [27], page
139.
Remark 1.32 Let V be a quadratic space. We have:
(i) If ui, vi is a basis for the hyperbolic plane Hi, then Q(αiui + βivi) = αiβi.
(ii) If dimW = 0, then there is only one quadratic form and in this case we write
O+(2m, q) for the orthogonal group.
(iii) Assume that dimW = 1 and that w is a basis for W . Then there are two non-
equivalent quadratic forms on V depending whether Q(w) is or is not a square in
Fq. However, the orthogonal group is the same for both quadratic forms since we
can interchange them by multiplying by a non-square. Therefore we can denote
the orthogonal group as O(2m+ 1, q).
(iv) Finally, if dimW = 2, then by Lemma 1.29 we can choose a basis w1, w2 for
W such that Q(w1) = 1 and f(w1, w2) = 1. Therefore, Q(α1w1 + α2w2) =
α21 +α1α2 + aα
2
2 where a = Q(w2) and is such that the polynomial X
2 +X + a is
irreducible in Fq[X]. It can be proven that in this case there is only one quadratic
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form in V up to equivalence (see for example [27], page 139). The orthogonal
group will then be denoted by O−(2m+ 2, q).
The next proposition is a consequence of the previous remark and Proposition 1.31.
Proposition 1.33 Let V be a quadratic space. Then:
(i) O+(2m, q) is the group of invertible matrices preserving the quadratic form
Q(v) =
m∑
i=1
α2m−i+1αi.
(iii) O−(2m+ 2, q) is the group of invertible matrices preserving the quadratic form
Q(v) =
m∑
i=1
α2m+2−i+1αi + α2m+1 + αm+1αm+2 + aα
2
m+2,
where a is such that X2 +X + a is irreducible in Fq[X].
(iii) O(2m+ 1, q) is the group of invertible matrices preserving the quadratic form
Q(v) =
m∑
i=1
α2m+1−i+1αi + α2m+1.
Proof: In each case we take the hyperbolic bases ui, vi for the hyperbolic planes in
Proposition 1.31 and the corresponding bases for W , described in Remark 1.32. Then
it is just a matter of writing down the components of v as
v =
m∑
i=1
(αiui + α2m−i+1vi) in (i);
v =
m∑
i=1
(αiui + α2m+2−i+1vi) + αm+1w1 + αm+2w2 in (ii);
v =
m∑
i=1
(αiui + α2m+1−i+1vi) + αm+1w in (iii).
Now, we apply Remark 1.32 to finish the proof. 
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From now on, we only consider bases like those described in the proof of the previous
proposition. The following remark will be useful when constructing a Sylow p-subgroup
for the orthogonal groups in characteristic 2. We just rewrite the quadratic forms in a
matrix form.
Remark 1.34 Define X := [α1 . . . αm] and let Jn be the matrix given by (1.5). Then
we can rewrite the quadratic forms associated to each orthogonal group in the following
way:
(i) Q(v) = XJm−1Y T + αm+1αm, where Y := [αm+2 . . . α2m], for O+(2m, q).
(ii) Q(v) = XJmY
T + α2m+1 + αm+1αm+2 + aα
2
m+2, where Y := [αm+3 . . . α2m+2], for
O−(2m+ 2, q).
(iii) Q(v) = XJmY
T + α2m+1, where Y := [αm+2 . . . α2m+1], for O(2m+ 1, q).
The order of each orthogonal group is (see [27], pag. 140):
|O+(2m, q)| = 2qm(m−1)(qm − 1)
m−1∏
i=1
(q2i − 1); (1.7)
|O−(2m+ 2, q)| = 2qm(m+1)(qm+1 + 1)
m∏
i=1
(q2i − 1); (1.8)
|O(2m+ 1, q)| =
 qm
2∏m
i=1(q
2i − 1) q even
2qm
2∏m
i=1(q
2i − 1) q odd
(1.9)
Now, our goal is to construct a Sylow p-subgroup for each orthogonal group. Bear-
ing in mind remark (1.28) we proceed in the following way. Independently of the
characteristic of the field we compute a subgroup G of U(n, q) whose elements preserve
the bilinear form f . If q is odd, then G will be a Sylow p-subgroup for O(n, q). However,
when q is even not all elements of G will preserve the quadratic form Q. Therefore we
determine which ones do and in the process we obtain a subgroup H of G. We will see
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that H is a Sylow p-subgroup for O(n, q) with n odd but not for n even. So when n
is even we pick an element L in O(n, q) of order 2 which normalises H. Then we show
that the subgroup generated by H and L is a Sylow p-subgroup of O(n, q).
We start with the group O+(2m, q) defined by the quadratic form in Proposition
1.33 (i). Independently of the field, the matrix of the corresponding bilinear form is
J :=

0 0 Jm−1
0 J2 0
Jm−1 0 0
 .
where Ji is given by formula (1.5).
Proposition 1.35 Let A be an element of U(m − 1, q), B a 2 ×m matrix and D =
−Jm−1(A−1)TBTJ2. Also let S a (m−1)×(m−1) matrix such that S+ST = −BTJ2B
and I the 2× 2 identity matrix. Then the set G of all matrices of the form
A 0 0
B I 0
Jm−1(A−1)TS D Jm−1(A−1)TJm−1

is a Sylow p-subgroup for the orthogonal group O+(2m, q) with q odd.
Proof: Just apply Lemma 1.17 (i) to show that G = G+Jm−1,J2,Jm−1
The only matrix F satisfying F TJ2F = J2 is the identity matrix. Hence, by Lemma
1.19 (i), the order of G is qm(m−1), which according to formula (1.7) is the order of a
Sylow p-subgroup for O+(2m, q) with q odd. 
Assume that Fq has characteristic 2 and take G as in the previous proposition. Now,
the order of G will be qm(m−1)qm by Lemma 1.19 (i). We will show that the diagonal
entries of the matrices S, in the elements of G that preserve the quadratic form, are
not arbitrary. In fact, they will be a function in the entries of B.
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Consider the matrix
L :=

Im−1 0 0
0 J2 0
0 0 Im−1
 (1.10)
where Im−1 is the identity matrix. Obviously L ∈ O+(2m, q) and L2 = I.
Proposition 1.36 Let G and L be as above. Also, let H be the subset of G such that
the matrix S in its elements also satisfy sii = b1ib2i , for i = 1, . . . ,m − 1. Then the
elements in G that preserve the quadratic form belong to H and the group G1 generated
by H and L is a Sylow p-subgroup for the orthogonal group O+(2m, q) with q even.
Proof: We first determine which elements M in G satisfy Q(Mv) = Q(v). By
Remark 1.34 the quadratic form is Q(v) = XJm−1Y T + αm+1αm with v = [X Z Y ]T
and Z := [αm αm+1].
If M is any element of G, then Mv = [X ′ Z ′ Y ′]T where
X ′ = XAT
Z ′ = Z +XBT
Y ′ = XSTA−1Jm−1 + ZDT + Y Jm−1A−1Jm−1
Hence,
Q(Mv) = X ′Jm−1(Y ′)T + α′m+1α
′
m
= XJm−1Y T +XSXT +XBTJ2ZT + α′m+1α
′
m. (1.11)
Applying Lemma 1.21 we get
XSXT =
n∑
i=1
siiα
2
i +XCX
T .
α′m+1α
′
m = αm+1αm +XB
TJ2Z
T +XCXT +
n∑
i=1
b1ib2iα
2
i .
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If we substitute these expressions in (1.11) we obtain
Q(Mv) =
m∑
i=1
(sii + b1ib2i)α
2
i +Q(v).
Hence M belongs to H. It is not hard to check that all the matrices in H preserve the
quadratic form. Therefore H is a subgroup of G with order qm(m−1).
Now, we claim that L normalises the group H. So let M ∈ H. The prod-
uct LML only changes the matrices B and D in M to B′ = J2B and D′ = DJ2,
respectively. A straightforward calculation shows that S + ST = (B′)TJ2B′ and
D′ = −Jm−1(A−1)T (B′)TJ2. Hence LML ∈ H and this proves our claim.
The order of G1 is therefore 2q
m(m−1) and by formula (1.7) this is the order of a
Sylow p-subgroup. This completes the proof. 
Now, we look at the orthogonal group O−(2m + 2, q). Here the bilinear form
associated to the quadratic form in Proposition 1.33 (ii) is going to change when we
change from a field of odd characteristic to one of even characteristic. In the former
case, the matrix of the bilinear form is
J :=

0 0 Jm
0 Ja 0
Jm 0 0

where Ja :=
 2 1
1 2a
 .
Proposition 1.37 Let A be an element of U(m, q), B a 2 × m matrix and D =
−Jm(A−1)TBTJa. Also let S be a m ×m matrix such that S + ST = −BTJaB and I
the 2× 2 identity matrix. Then the set G of all matrices of the form
A 0 0
B I 0
Jm(A
−1)TS D Jm(A−1)TJm

is a Sylow p-subgroup for the orthogonal group O−(2m+ 2, q) with q odd.
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Proof: First, we note that if F ∈ U(2, q) is a solution for the matrix equation
F TJaF = Ja, then F must be the identity matrix.
From Lemma 1.17 (i) it follows that G = G+Jm−1,Ja,Jm−1 and by Lemma 1.19 (i) its
order is qm(m+1). Since this order is equal to the one given by formula (1.8) we conclude
that G is a Sylow p-subgroup O−(2m+ 2, q) for q odd. 
Let us consider the group O−(2m + 2, q) with q even. The matrix of the bilinear
form f associated to the quadratic form in Proposition 1.33 (ii) is the same as the one
for the group O+(2(m+ 1), q). Therefore we consider the group G in Proposition 1.35
with m replaced by m + 1. Its elements also preserve the bilinear form f and G has
order qm(m+1)qm. Similar to what we have done for O+(2m, q), with q even, we shall
prove that the elements in G that preserve the quadratic form, their corresponding
matrices S do not have arbitrary diagonal entries.
If in (1.10) we replace m by m+1 and the matrix J2 by J
′
2 :=
 1 1
0 1
 we obtain
an element L1 in O
−(2m+ 2, q) of order 2. In fact, we know from Remark 1.34 that
Q(v) = XJmY
T + α2m+1 + αm+1αm+2 + aα
2
m+2
with v = [X αm+1 αm+2 Y ]
T . Now, it is not hard see that L1v = [X αm+1 +
αm+2 αm+2 Y ]
T and therefore Q(L1v) = Q(v).
Proposition 1.38 Let G and L1 be as above. We consider the subset H of G by adding
the extra condition sii = b
2
1i + b1ib2i + ab
2
2i, for i = 1, . . . ,m, to S. Then the group G1
generated by H and L1 is a Sylow p-subgroup for the orthogonal group O
−(2m + 2, q)
with q even.
Proof: Once more we make use of Remark 1.34. Therefore we write the quadratic
form as Q(v) = XJmY
T + α2m+1 + αm+1αm+2 + aα
2
m+2 with v = [X Z Y ]
T and
Z := [αm+1 αm+2]. In a similar way to what was done in the proof of Proposition 1.36,
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we get for an element M in G that
Q(Mv) =
m∑
i=1
(sii + b
2
1i + b1ib2i + ab
2
2i)α
2
i +Q(v)
and therefore M preserves the quadratic form if and only if M is an element of H.
Thus H is subgroup of G with order qm(m+1).
To prove that L1 normalises H just repeat the same argument as in Proposition
1.36 and use the fact that (J ′2)
TJ2J
′
2 = J2.
Hence G1 has order 2q
m(m+1) which is actually the order of a Sylow p-subgroup for
O−(2m+ 2, q) with q even (see formula (1.8)). 
Finally, we construct Sylow p-subgroups for the orthogonal groups O(2m + 1, q).
They will always be a subgroup U(2m+ 1, q) independently of which field we take.
First, assume that Fq is a field with odd characteristic. Then the matrix of the
bilinear form associated to the quadratic form in Proposition 1.33 (iii) is
J :=

0 0 Jm
0 2 0
Jm 0 0
 .
If we apply Lemma 1.17 (i) then we obtain a subgroup of U(2m+ 1, q) whose elements
satisfy MTJM = J .
Proposition 1.39 Let A be an element of U(m, q), v ∈M(1×m, q), w = −Jm(A−1)TvT
and S a m×m matrix such that S + ST = −2vTv. Then the set G of all matrices of
the form 
A 0 0
v 1 0
Jm(A
−1)TS w Jm(A−1)TJm

is a Sylow p-subgroup for the orthogonal group O(2m+ 1, q) with q odd.
Proof: By taking F as the 1 × 1 identity matrix it follows from Lemma 1.17 (i)
that G = G+Jm,2,Jm . Applying Lemma 1.19 (i) we conclude that the order of G is q
m2
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and from formula (1.9) we can see that this is the order of a Sylow p-subgroup of
O(2m+ 1, q) for q odd. This proves the proposition. 
Now, assume that Fq has even characteristic. Then the matrix of the bilinear form
is
J :=

0 0 Jm
0 0 0
Jm 0 0
 .
Proposition 1.40 Let A be an element of U(m, q), v ∈ M(1 × m, q). Also let S a
m×m matrix such that S + ST = 0 and sii = v2i for i = 1, . . . ,m. Then the set H of
all matrices of the form 
A 0 0
v 1 0
Jm(A
−1)TS 0 Jm(A−1)TJm
 (1.12)
is a Sylow p-subgroup for the orthogonal group O(2m+ 1, q) with q even.
Proof: First we determine the elements of U(2m+ 1, q) that preserve the bilinear
form. Applying Lemma 1.17 (i) and assuming from the start that F is the 1×1 identity
matrix, we obtain the group G := G+Jm,0,Jm whose matrices are of the form (1.12), with
S + ST = 0. Hence, by Lemma 1.19 (i), G has order qm
2
qm.
Remark 1.34 shows that Q(v) = XJmY
T +α2m+1 with v = [X αm+1 Y ]
T . Applying
the same steps as in the proof of Proposition 1.36, we obtain for an element M in G
that
Q(Mv) =
m∑
i=1
(sii + v
2
ii)α
2
i +Q(v).
Hence M preserves the quadratic form if and only if M belongs to H. From this we
can conclude that H is a subgroup of order qm
2
, which implies that H is a Sylow
p-subgroup for O(2m+ 1, q) with q even (see formula (1.9)). 
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Chapter 2
Invariant Theory
The aim of this chapter is to give an introduction to the Invariant Theory of Finite
Groups. We will focus our attention to the results and concepts which will be used
later on in Chapters 3 and 4. Of particular interest is the last section on SABGI
bases, whose results will play an important role in the construction of generators for
the invariant rings in Chapter 4.
2.1 The ring F[V ]G
Let V be a finite dimensional vector space over a field F. We denote by F[V ] the
symmetric algebra of V ∗, the dual space of V consisting of all linear maps from V to
F. If V has dimension n and {x1, . . . , xn} is a basis for V ∗ then
F[V ] = F⊕ V ∗ ⊕ S2(V ∗)⊕ S3(V ∗)⊕ · · ·
where Sm(V ∗) is the m-th symmetric power of V ∗. Its elements are homogeneous
polynomials of degree m in x1, . . . , xn. Thus S
m(V ∗) is a vector space over F with
basis {xi11 xi22 · · ·xinn : i1 + i2 + · · ·+ in = m} and F[V ] is isomorphic to the polynomial
ring F[x1, . . . , xn].
33
Definition 2.1 Let G be a finite group and V a vector space over a field F. A linear
representation of G is an homomorphism of groups
ρ : G −→ GL(V ).
A linear representation induces a left action of G on V by
σ.v = ρ(σ)(v)
for all v in V and all g in G. This action can be extended to F[V ]. Since we want
a linear action on F[V ], it is enough to show how G acts on V ∗ and on Sm(V ∗). In
each case we define the G-action on a basis and then we extend it linearly to the entire
space. Let {x1, . . . , xn} be a basis of V ∗. Then we define an action:
• on V ∗ by (σ.xi)(v) := xi((ρ(σ)−1)(v)) for all v in V and all g in G;
• on Sm(V ∗) by σ.(xi11 xi22 · · ·xinn ) := (σ.x1)i1(σ.x2)i2 · · · (σ.xn)in , where i1 + i2 + · · ·+
in = m.
Thus, we get a left linear action on F[V ]. In other words, G acts on the polynomial ring
F[x1, . . . , xn] by linear substitutions of x1, . . . , xn. Moreover, we can easily see that the
action is degree preserving, i.e., if f ∈ F[V ] is an homogeneous polynomial of degree d,
then σ.f is also homogeneous of the same degree.
Remark 2.2 If σ ∈ G is represented by a matrix A in GL(V ) with respect to a fixed
basis then the matrix of σ with respect to the dual basis is (A−1)T . By considering left
matrix multiplication on column vectors, σ acts on V and on V ∗ via A and (A−1)T ,
respectively. We take the inverse of the matrix AT in order to obtain a left action
rather than a right action on V ∗. This is not an issue when we want to compute the
orbit of an element in V ∗. Also, in order to avoid having to compute A−1 we just write
down the matrix A meaning that the action on V ∗ is given by AT and on V by A−1.
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The basic object of study in invariant theory is the set of polynomials in F[V ] which
are left fixed by all elements in G. This set is a ring, called the invariant ring for G,
and it will be denoted by F[V ]G. Hence
F[V ]G = {f ∈ F[V ]|σ.f = f ∀σ ∈ G}.
It is customary in Invariant Theory of Finite Groups to distinguish the cases when
the order of the group is divisible by the characteristic of the field and when it is not.
The former we call the non-modular case and the latter the modular case.
A classical example is the ring of invariants for the symmetric group.
Example 2.3 Let Σ3 be the symmetric group in 3 letters which acts on F[x1, x2, x3]
by permuting the variables x1, x2, x3. The elementary symmetric functions are
s1 = x1 + x2 + x3, s1 = x1x2 + x1x3 + x2x3, s1 = x1x2x3.
Then the invariant ring for Σ3 is generated by s1, s2, s3 (see [25], Theorem 1.1.1), i.e.,
F[V ]Σ3 = F[s1, s2, s3].
This means that every element in F[V ]Σ3 is written as a polynomial in s1, s2, s3 with
coefficients in F.
The previous example shows that the invariant ring was finitely generated. However,
not all groups have finitely generated rings of invariants. The first example of such
groups was given by Nagata in [20]. In Section 2.2, we will show that for finite groups
the invariant ring is always finitely generated, a result that was obtained by Emmy
Noether in [23]. In general, the ring of invariants will be finitely generated if G is
a reductive algebraic group. The question about the finiteness of the invariant ring
started in the 19th century with the works of Gordan [11] and Hilbert [14]. Gordan
in [11] proved that the invariant ring for the special linear group SL(2,C) acting on a
symmetric power of the natural representation is finitely generated. In 1890 D. Hilbert
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in [14] proved this was also true for the general linear group GL(n,C). Weyl in [28]
proved the finiteness of C[V ]G for any reductive group G. For an arbitrary field, Nagata
in [21] proved the finite generation of F[V ]G if G is a geometrically reductive group.
Later Haboush in [13] showed that reductive groups are geometrically reductive.
Another aspect of Invariant Theory of Finite Groups is related to the structure
of the invariant ring. For example, the invariant ring for the symmetric group Σ3 in
Example 2.3 is a polynomial ring. The next example shows that this is not always the
case.
Example 2.4 Let G :=< g > be the cyclic group of order 2 and F a field of charac-
teristic different from 2. We define a G-action on F[x1, x2] by
gx1 = −x1 and gx2 = −x2.
Then it is not hard to prove that F[x1, x2]G = F[x21, x22, x1x2]. The polynomials x21, x22
and x1x2 are irreducibles in F[x1, x2]G and the two non-associate factorisations x21x22 =
(x1x2)
2 show that F[x1, x2]G is not a unique factorization domain.
The following theorem is a useful criterion to check if an invariant ring for a finite
group is a polynomial ring.
Theorem 2.5 Let f1, · · · , fn ∈ F[V ]G be homogeneous invariants with n = dimV .
Then the following statements are equivalent:
(i) F[V ]G = F[f1, · · · , fn].
(ii) The fi are algebraically independent over F and
n∏
i=1
deg(fi) = |G|.
Proof: See Proposition 16 in [16] or Theorem 3.7.5 in [7]. 
In the non-modular case, it is known that the invariant ring F[V ]G is a polynomial
ring if and only if the representation of G is generated by pseudo-reflections, i.e., by
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non-identity elements of finite order which leave a hyperplane fixed pointwise. This is
the famous Shephard-Todd-Chevalley theorem. However, in the modular case, classify-
ing the representations of groups who have a polynomial invariant ring is not complete.
Nakajima [22] classified all p-groups over the prime field Fp which have polynomial in-
variant rings. These groups are known as Nakajima groups. In a larger field Nakajima’s
result is not true. Finally, Kemper and Malle in [18] have classified the finite groups
G with an irreducible representation for which the F[V ]G is a polynomial ring.
2.2 Properties of the invariant ring F[V ]G
In this section we shall see that the invariant ring for finite groups is finitely generated
and always contains a homogeneous system of parameters. First, we need some notions
from commutative algebra.
Let A be a commutative ring with identity. An A-module M is defined by the same
axioms as is a vector space over a field, but with the field elements being replaced
by elements in A. It is a generalisation of the concept of vector space. So familiar
notions of linear algebra like linear combinations, generating subsets, linearly indepen-
dent elements, subspaces, linear homomorphisms and many others, are defined in the
same way for an A-module. We just replace the usual scalars by the elements of A.
However, some properties of vector spaces do not hold for modules. For example, not
all A-modules have bases.
We say that a module M over a commutative ring A is Noetherian if every as-
cending chains of submodules eventually becomes stationary. The ring A is said to be
Noetherian if it is so as a module over itself.
Proposition 2.6 Let M be an A-module. Then M is Noetherian if and only if every
submodule of M is finitely generated.
Proof: See Proposition 6.2 of [2]. 
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Let B ⊆ A be an extension of commutative rings with the same identity. Then we
say that A is an algebra over B. In particular, A is a B-module. We say that A is
finitely generated as a B-algebra if there is a finite number of elements a1, . . . , am in A
such that every element of A is expressible as a polynomial in a1, . . . , am with coeffi-
cients in B or, equivalently, there is B-algebra homomorphism from a polynomial ring
B[X1, . . . , Xm] onto A. For example, the polynomial ring F[V ] is a finitely generated
F-algebra.
Remark 2.7 It follows from the Hilbert Basis Theorem that every finitely generated
F-algebra is a Noetherian ring. In particular, the polynomial ring F[V ] is Noetherian.
Proposition 2.8 Let A be a Noetherian ring and M a finitely generated A-module.
Then M is Noetherian.
Proof: See Proposition 6.5 of [2]. 
Definition 2.9 Let B ⊆ A be an extension of commutative rings. Then
• An element a ∈ A is integral over B if it is a root of a monic polynomial with
coefficients in B;
• We say that A is integral over B if every element of A is integral over B.
• B is said to be integrally closed in A if every element in A integral over B
belongs to B.
Proposition 2.10 Let A be a finitely generated B-algebra. Then A is integral over B
if and only if A is finitely generated as a B-module.
Proof: See proposition 5.1.1 in [25]. 
Theorem 2.11 (Emmy Noether) Let G be a finite group acting on a commutative
finitely generated F-algebra A by algebra automorphisms. Then A is integral over AG
and AG is a finitely generated F-algebra.
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Proof: Let x1, x2, . . . , xm be generators for A. The polynomials∏
σ∈G
(X − σxi) = Xm + ai,1Xm−1 + · · ·+ ai,m−1X + ai,m ∈ AG[X]
provide an integral equation for each xi over A
G. This proves that A is integral over
AG.
If we define B to be the subalgebra of AG generated by the coefficients ai,j of the
monic polynomials satisfied by each generator xi, then A is also integral over B. By
Proposition 2.10 A is a finitely generated B-module. From the Hilbert Basis theorem
we conclude that B is Noetherian and applying Proposition 2.8 we get that A is a
Noetherian B-module. Since AG is a B-submodule of A, it follows from Proposition
2.6 that AG is a finitely generated B-module. In particular, AG is a finitely generated
F-algebra. 
The previous theorem shows that F[V ]G is a finitely generated F-algebra. But its
proof does not provide us with a procedure to find the generators for the invariant
ring. Nevertheless, it shows that when constructing a finitely generated subalgebra
A of F[V ]G, we must have F[V ] integral over A if we are to prove that A is equal to
F[V ]G. This is not too hard to achieve. It follows from another property of F[V ]G: the
existence of a homogeneous system of parameters.
Definition 2.12 A graded algebra is an algebra A together with a family (An)n≥0
of F-vector spaces such that A0 = F and
A =
⊕
n≥0
An
with AnAm ⊂ An+m for all n and m.
Since we can write F[V ] as
F[V ] =
⊕
d≥0
F[V ]d
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where F[V ]d is the subspace formed by the homogeneous polynomials of degree d, it
follows that F[V ] is a graded algebra. The G-action on F[V ] is degree preserving and
so F[V ]G is also a graded algebra with decomposition
F[V ]G =
⊕
d≥0
F[V ]Gd .
Definition 2.13 Suppose that A =
⊕+∞
d=0Ad is a graded algebra over a field F such that
A0 = F. A set {f1, . . . , fn} ⊂ A of homogeneous elements is called a homogeneous
system of parameters if
(i) f1, . . . , fn are algebraically independent and
(ii) A is a finitely generated module over F[f1, . . . , fn].
It follows from the Noether Normalisation Lemma that homogeneous system of
parameters always exist for invariant rings (see for example [25], Chapter 5, Section
5.3).
To check whether a set of invariant polynomials is a homogeneous system of pa-
rameters we will use the next lemma. First, we introduce some notation. Let F¯ be the
algebraic closure of F and let V¯ := F¯ ⊗F V . Given a set of polynomials S in F[V ] we
define the variety VF¯(S) by
VF¯(S) := {v ∈ V¯ |f(v) = 0 for all f ∈ S}.
Lemma 2.14 Let S = {h1, . . . , hn} be a set of homogeneous elements of F[V ]G with
n = dimV . Then S is a homogeneous system of parameters for F[V ]G if and only if
VF¯(S) = {0}.
Proof: See Proposition 3.3.1 of [7]. 
We introduce the Krull dimension of a commutative ring.
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Definition 2.15 The Krull dimension of a commutative ring A, written dimA, is
the maximum length k of chains of proper prime ideals p0 ( p1 ( . . . ( pk ( A. If p
is a prime ideal in A, then we define the height of p to be the maximum length l of
proper chains of prime ideals p0 ( p1 ( . . . ( pl = p ending at p.
Proposition 2.16 The Krull dimension of F[V ] is equal to dimV .
Proof: See Proposition 5.2.2 of [25]. 
Corollary 2.17 The Krull dimension of the invariant ring F[V ]G is also equal to
dimV .
Proof: Since F[V ] is integral over F[V ]G, this is an immediate consequence of Propo-
sition 9.2 in [9]. 
Definition 2.18 A sequence of elements a1, . . . , an in a ring A is called a regular
sequence if the ideal (a1, . . . , an) generated by them is proper and for each i the image
of ai+1 is not a zero divisor in A/(a1, . . . , ai).
Definition 2.19 A F-algebra A is called a complete intersection if it is isomorphic
to a quotient ring
F[X1, . . . , Xn+m]/(R1, . . . , Rm)
where n = dimA and m ≥ 0.
We will see that all the invariant rings computed in Chapter 4 are complete inter-
sections.
2.3 Localisation and Invariant Fields
Let A be a ring with identity and S ⊂ A \ {0} a subset which is closed under multipli-
cation and contains the identity 1. The localisation of A with respect to S, denoted
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by S−1A, is the ring of formal fractions
S−1A = {a
s
: a ∈ A, s ∈ S}
where two such fractions a
s
and a
′
s′ are considered equal if and only if there exist u ∈ S
such that
(as′ − a′s)u = 0.
Two important examples of this construction will be used in this thesis:
• When S := {am : m ≥ 0} for some a ∈ A \ {0}. In this case we write A[a−1] for
S−1A.
• When A is an integral domain and S = A \ {0}. Then the localisation of A at S
is the field of fractions of A which we denote by Quot(A) instead of S−1A.
Let F(V ) denote the field of fractions of F[V ]. We extend the action of G on F[V ]
to its field of fractions by
g(f1/f2) := g(f1)/g(f2).
The elements of F(V ) which are left fixed by all elements of G is a field, called the
Invariant Field which we denote by F(V )G.
Proposition 2.20 Suppose that V is a finite dimensional faithful representation of
a finite group G over a field F. Then F(V ) is a Galois (i.e., normal and separable)
extension of F(V )G with Galois group G. The field F(V )G is the field of fractions of
F[V ]G, and F[V ]G is integrally closed in F(V )G.
Proof: See proposition 1.1.1 of [3]. 
Remark 2.21 It follows from Galois theory that if H is a normal subgroup of G then
F(V )G ⊂ F(V )H
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is a Galois extension with Galois group G/H. This means that F(V )G is the fixed field
of F(V )H under the action of G/H, i.e.,
F(V )G = (F(V )H)G/H .
From the previous proposition we can establish a strategy to find the invariant
ring for a finite group G acting on a finite dimensional vector space V . First, we
choose a finite set of homogeneous invariant polynomials and we consider the algebra
A generated by this set. Then A is equal to F[V ]G if we can prove that
• F[V ] is integral over A. This can be easily achieved if A contains a homogeneous
system of parameters for the invariant ring.
• The field of fractions of A is the same as the one for F[V ]G. In this section we
describe a method which is used in Chapter 3 to check this.
• A is integrally closed in Quot(A). This is the hardest step to prove. In the end
of this section we state a lemma which will be applied several times in Chapter
4.
All the groups that we are interested in studying their invariant rings are p-groups.
It is known that for p-groups the invariant field F(V )G is purely transcendental over F
(see [19]).
The next lemma is useful tool to check if a certain set of invariant homogeneous
polynomials are a generating set for the invariant field or not.
Lemma 2.22 Let f1, ..., fn ∈ F[V ]G, with n = dimV , be homogeneous invariants such
that the Jacobian determinant det
(
∂fi
∂fj
)
is non-zero and
n∏
i=1
deg(fi) < 2|G|.
Then F(V )G = F(f1, . . . , fn).
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Proof: It follows from Corollary 1.8 in [17]. 
However, we can have n = dimV invariants polynomials that generate F(V )G but
the product of their degrees is equal to or greater than 2|G|. Hence, the previous lemma
fails to detect such generating sets. For p-groups it turns out that we can construct a
generating set for invariant field algorithmically. This is due to Campbell & Chuai [4]
and Kang [5]. We now present the algorithm as it is described in [4].
Let G be a p-group. Since any p-subgroup of GL(V ) is triangularizable, there exist
a basis e1, . . . , en for V such that each element of G (more precisely, each element of
ρ(G) where ρ is a linear representation of G) is represented by a lower triangular matrix
with ones along the diagonal. Therefore if x1, . . . , xn is the dual basis with respect to
e1, . . . , en, then (σ − 1)xm is in the subspace spanned by x1, . . . , xm−1 for all σ ∈ G.
From this we can easily see that x1 is invariant.
We define R[j] := F[x1, . . . , xj] for 0 ≤ j ≤ n subject to the convention that
R[0] := F. Then G acts on each ring R[j]. For each j we choose an invariant φj ∈ R[j]G
with the smallest positive degree in xj among the elements of R[j]
G.
Theorem 2.23 Let G be a p-group. Then the polynomials φ1, . . . , φn above defined
generate the invariant field for G, i.e.,
F(V )G = F(φ1, . . . , φn).
Moreover, there exists f ∈ F[φ1, . . . , φn] such that
F[V ]G[f−1] = F[φ1, . . . , φn][f−1].
Proof: See Theorem 2.4 in [4]. 
Now, we are left with how to show that our test algebra A is integrally closed. This
can be done by applying the following lemma:
Lemma 2.24 Suppose that A is a Noetherian integral domain. If x1 ∈ A is prime and
A[x−11 ] is a unique factorization domain, then A is also a unique factorization domain.
Proof: See Proposition 6.3.1 of [3]. 
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2.4 Constructing Invariants
In this section we describe a few methods to construct invariant polynomials.
Let G be a finite group acting on the polynomial ring F[V ] as described in Section
2.1. For an element f ∈ F[V ], we define the orbit of f under the G-action, denoted
by Gf , to be
Gf := {σf : σ ∈ G}.
If we take the product of all elements in Gf we clearly obtain an invariant polynomial.
This is called the orbit product of f which we denote by N(f), i.e.,
N(f) :=
∏
g∈Gf
g.
Another way to construct an invariant polynomial from f would be to take the sum
of all elements σf with σ ∈ G. This is called the transfer or trace of f and we write
it as Tr(f), i.e.,
Tr(f) :=
∑
σ∈G
σf.
2.4.1 Dickson Invariants
Let K be a field containing a n-dimensional vector space V over the finite field Fq, where
q = pm. Also, let G be the group of automorphisms of V , i.e., G = GL(V ). Dickson in
1911 proved that the invariant ring Fq[V ]G is the polynomial ring Fq[c0, . . . , cn−1] on
generators ci of degree q
n − qi (see [8]).
The homogeneous polynomials ci, i = 0, . . . , n−1, can be defined as the coefficients
of the polynomial
Fn,q(X) :=
∏
u∈V ∗
(X − u) = Xqn +
n−1∑
i=0
(−1)n−iciXqi ∈ K[X]. (2.1)
The last equality in the above formula is a result of the following proposition from [6].
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Proposition 2.25 If fn,q(X) is a monic separable polynomial in K[X], whose roots
are the elements of V , then
fn,q(X) = X
qn +
n−1∑
i=0
(−1)n−1aiXqi .
Proof: We have fn,q(X) :=
∏
v∈V (X − v). Choose a basis e1, e2, . . . , en of V and
define
∆n(X) := det

e1 · · · en X
eq1 · · · eqn Xq
...
. . .
...
...
eq
n
1 · · · eqnn Xqn
 .
Then, using column operations, we can see that each vector v ∈ V is a root of
∆n(X). Since ∆n(X) is a polynomial of degree q
n, we have identified all of its roots.
The coefficient of Xq
n
is ∆n−1(en) and as fn,q(X) is monic we have
∆n(X) = ∆n−1(en)fn,q(X).
It remains to verify that the constant ∆n−1(en) is non-zero. We prove this by
induction. For n = 1, we have ∆0(e1) = e1 6= 0. Now, using the vector space Vn−1
spanned by e1, e2, . . . , en−1, we get
∆n−1(X) = ∆n−2(en−1)fn−1(X) 6= 0
since ∆n−2(en−1) 6= 0 by the inductive hypothesis. As en does not belong to Vn−1, en
is not a root of ∆n−1(X) and therefore ∆n−1(en) 6= 0. 
Let x1, x2, . . . , xn be a basis of V
∗.
Lemma 2.26 Let U the subspace of V ∗ spanned by the vectors x1, x2, . . . , xn−1. Then
Fn,q(X) = Fn−1,q(X)q − Fn−1,q(xn)q−1Fn−1,q(X)
where Fn−1,q(X) =
∏
u∈U(X − u).
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Proof: First, we note that the polynomial Fn,q(X) is Fq-linear. Hence
Fn,q(X) =
∏
f∈V ∗
(X − f) =
∏
a∈Fq
∏
g∈U
(X − axn − g)
=
∏
a∈Fq
Fn−1,q(X − axn) =
∏
a∈Fq
(Fn−1,q(X)− aFn−1,q(xn))
= Fn−1,q(X)q − Fn−1,q(xn)q−1Fn−1,q(X).
This finishes the proof. 
The following example will be used frequently in Chapter 3.
Example 2.27 Let U(n, q) be the group of lower triangular matrices with ones along
the diagonal and x1, . . . , xn a basis for the dual vector space V
∗. Then x1 is invariant
and the orbit of each xi, with i > 1, consists of all elements xi +w where w belongs to
the subspace Vi−1 spanned by x1, . . . , xi−1.
The orbit product of each xi is
N(xi) =
∏
w∈Vi−1
(xi + w) = Fi−1,q(xi),
where Fi−1,q(X) is the polynomial (2.1). For example, applying Lemma 2.26 we would
get N(x1) = x1, N(x2) = x
q
2−xq−11 x2, N(x3) = (xq3−xq−11 x3)q−N(x2)q−1(xq3−xq−11 x3)
and so on.
It can be easily proven that the polynomials N(xi) are homogeneous of degree q
i−1
and the product of their degrees is equal to the order of U(n, q). Applying Theorem 2.5
we conclude that
Fq[V ]U(n,q) = Fq[N(x1), N(x2), . . . , N(xn)],
which is a polynomial ring.
Lemma 2.28 Let G1 and G2 be subgroups of U(n, q
2) acting on Fq2 [V ]. Assume that
for a fixed 2 ≤ i ≤ n and l ≤ i− 1, the orbit of xi under the action of:
• G1 is {xi +
∑l
j=1 ajxj : a1, . . . al−1 ∈ Fq2 ∧ al ∈ Fq};
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• G2 is {xi +
∑l
j=1 ajxj : a1, . . . al−1 ∈ Fq2 ∧ al + a¯l = 0}.
Then the orbit product of xi is given by:
1. N(xi) = Fl−1,q2(xi)q − Fl−1,q2(xl)q−1Fl−1,q2(xi) if al ∈ Fq,
2. N(xi) = Fl−1,q2(xi)q + Fl−1,q2(xl)q−1Fl−1,q2(xi) if al + a¯l = 0.
Moreover, both are homogeneous polynomials of degree q2l−1.
Proof: Let V be the vector space over Fq2 spanned by x1, . . . , xl−1. Then
Fl−1,q2(X) =
∏
a1,...al−1∈Fq2
(X + a1x1 + . . .+ al−1xl−1)
and it is homogeneous of degree q2l−2. Since Fl−1,q2(X) is Fq2-linear, replacing X by
xi + alxl gives
Fl−1,q2(xi) + alFl−1,q2(xl) =
∏
a1,...al−1∈Fq2
(xi + alxl + a1x1 + . . .+ al−1xl−1).
Therefore, we get
N(xi) =
∏
al∈Fq
(Fl−1,q2(xi) + alFl−1,q2(xl)) = Fl−1,q2(xi)
q − Fl−1,q2(xl)q−1Fl−1,q2(xi)
for the orbit product of xi under the action of G1.
Now, for the action of G2 the orbit product of xi is given by
N(xi) =
∏
al+a¯l=0
(Fl−1,q2(xi) + alFl−1,q2(xl)).
Note that al + a¯l = 0 is equivalent to say that al ∈ ker Tr. According to Lemma 1.13,
ker Tr is a one dimensional vector space over Fq. So if c /∈ Fq, then c− c¯ is a basis for
ker Tr and
N(xi) =
∏
a∈Fq
(Fl−1,q2(xi)+a(c−c¯)Fl−1,q2(xl)) = Fl−1,q2(xi)q−((c−c¯)Fl−1,q2(xl))q−1Fl−1,q2(xi).
Since (c− c¯)q−1 = −1, the statement in 2 is proved. 
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2.4.2 Steenrod Operations
The Steenrod operations are a helpful tool in invariant theory to construct new invari-
ants from old ones. They will play an important role in Chapters 3 and 4.
Suppose that F = Fq is a finite field. We take an additional indeterminate T and
we define a map
P(T ) : Fq[V ] −→ Fq[V ][T ]
by the rules:
(i) P(T )(x) = x+ xqT for all x ∈ V ∗;
(ii) P(T )(fg) = P(T )(f)P(T )(g) for all f, g ∈ Fq[V ];
(iii) P(T )(1) = 1.
It is not hard to check that P(T ) is in fact a homomorphism of F-algebras and that it
commutes with the action of GL(V ) on Fq[V ].
If for f ∈ Fq[V ] we write
P(T )(f) =
∑
i≥0
P i(T )(f)T i
then P i(T )(f) is called the i-th Steenrod operation on f . Hence, if f is an invariant
then P i(T )(f) is again an invariant.
It is easily checked that for an homogeneous polynomial f we have:
• P i(T )(f) =
 f q if i = deg f0 if i > deg f
• Pk(T )(fg) = ∑i+j=k P i(T )(f)Pj(T )(g).
• If P i(T )(f) 6= 0 then deg(P i(T )(f)) = deg(f) + i(q − 1).
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2.5 SAGBI Bases
In this section we introduce the concept of SAGBI bases, which was first considered
by Robbiano & Sweedler [24] and by Kapur & Madlener [15], separately. The acronym
SAGBI stands for “Subalgebra Analogs to Gro¨bner Bases for Ideals”. SAGBI bases
allow us to answer the subalgebra membership question.
In Chapter 4, we will consider finitely generated subalgebras for which we can prove
that their generators are in fact SAGBI bases. To this end, we need to address the
following problem: given a finite set B of generators for an algebra A ⊆ F[x1, . . . , xn],
when is B a SAGBI basis for A? We use the approach given in [26] as a way to solve
this.
A monomial in F[x1, . . . , xn] is an element of the form xa11 · · · xann with ai non-
negative integers. Let M be the set of all monomials. A term is an element of the
form cm where c ∈ F \ {0} and m ∈M.
Definition 2.29 A monomial order is a total order > onM satisfying the following
conditions:
(i) m > 1 for all m ∈M \ {1},
(ii) m1 > m2 implies mm1 > mm2 for all m,m1,m2 ∈M.
Fix a monomial order < on M. Then a non-zero polynomial f ∈ F[x1, . . . , xn] can
be written uniquely as f = cm+ g such that m ∈M, c ∈ F \ {0} and every term of g
is smaller than m. We write
LT (f) = cm, LM(f) = m, and LC(f) = c
for the leading term, leading monomial and leading coefficient of f , respectively.
If f is zero, then all three values are defined to be zero.
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Example 2.30 Let m1 = x
a1
1 x
a2
2 · · ·xann and m2 = xb11 xb22 · · ·xbnn be two distinct mono-
mial. Then in the lexicographic order m1 <lex m2 if ai < bi for the smallest i such
that ai 6= bi. As an example, LM(x1 + x2x4 + x23) = x1.
Example 2.31 Let m1 = x
a1
1 x
a2
2 · · ·xann and m2 = xb11 xb22 · · · xbnn be two distinct mono-
mials. Then in the graded reverse lexicographic order m1 <grevlex m2 if and only
if a1 + · · · + an < b1 + · · · + bn or a1 + · · · + an = b1 + · · · + bn and ai > bi for the
smallest i with ai 6= bi. Again as an example, LM(x1 + x2x4 + x23) = x23.
We would like to note that the definition in the previous example is not the one
usually found in the literature. We decide to do it in this way because we want the
monomials that have x1 to be smaller than those who do not. This is will be crucial
to obtain the results in Chapter 4.
Suppose that A is a subalgebra of F[x1, . . . , xn] and that we have chosen some
monomial ordering, <, on the monomials of F[x1, . . . , xn]. We write LT (A) for the
algebra generated by all leading monomials of non-zero elements of A.
Definition 2.32 A subset C ⊆ A is a SAGBI Basis of A if the algebra generated by
the leading monomials of all the elements in C is equal to LT (A).
Throughout the rest of this section, let C := {f1, f2, . . . , fm} be a finite set of
polynomials in F[x1, x2, . . . , xn] and A the F-algebra generated by them.
Let f ∈ F[x1, x2, . . . , xn]. The subduction of f over C is performed as follows:
1. Set h:=f.
2. If h is a constant in F then stop, otherwise go to step 3.
3. Check if there exist c ∈ F and exponents u1, u2, . . . , um ∈ N such that LT (h) :=
c
∏m
j=1 LM(fj)
uj .
4. If step 3. fails then stop, otherwise go to step 5.
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5. Replace h by h− c∏mj=1 fujj and go to step 2.
Note that each time we get to step 5., the polynomial h− c∏mj=1 fujj will either be
a constant or it will have a smaller leading monomial than LM(h). This guarantees
that the procedure will halt. If C is a SAGBI basis for A and f ∈ A, then it is always
possible to perform step 3. in the subduction of f over C and when we reach the end
of the procedure we will be able to write f as a polynomial expression in f1, . . . , fm.
Therefore, if f /∈ A then at some stage in the subduction process, step 3. will fail.
Hence when C is a SAGBI basis the subduction process can be used as an algebra
membership test.
We consider the sequence (f1, . . . , fm) with fi ∈ C for all i.
Definition 2.33 A teˆte-a-teˆte over (f1, . . . , fm) is a pair (u,v), where u,v ∈ Nm such
that
m∏
i=1
LM(fi)
ui =
m∏
i=1
LM(fi)
vi .
Given a teˆte-a-teˆte, there is a non-zero constant c ∈ F such that the polynomial
S(u,v) :=
m∏
i=1
LT (fi)
ui − c
m∏
i=1
LT (fi)
vi
is either a constant or has a smaller leading monomial.
Theorem 2.34 The finite set C is a SAGBI basis for A if and only if for each teˆte-
a-teˆte (u,v), the subduction of S(u,v) over C terminates at an element of F.
Proof: See [24], Theorem 2.8. 
We present here another criterion to check whether C is a SAGBI basis for A or
not.
For each fi, with i = 1, . . . ,m, we associate its leading monomial with a vector
ai ∈ Nn by
LM(fi) =
n∏
j=1
x
aij
j .
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Define the algebra homomorphism
φ : F[t1, t2, . . . , tm] −→ F[x1, x2, . . . , xn]
by φ(ti) =
∏n
j=1 x
aij
j and the semigroup homomorphism
pi : Nm −→ Nn
by pi(u) = pi(u1, u2, . . . , um) = u1a1 + u2a2 + · · ·+ umam.
Theorem 2.35 Assume that g1, g2, . . . , gs generate the kernel of φ as an ideal. Then
C is a SAGBI basis for A if and only if the subduction of gi(f1, . . . , fm) terminates at
a constant for all i ∈ {1, . . . , s}.
Proof: See Corollary 11.5 in [26]. 
Corollary 2.36 Let f1, . . . , fn be polynomials in Fq[x1, x2, . . . , xn] such that LM(fi) =
xdii with di a non-negative integer. Then {f1, . . . , fn} is a SAGBI basis for the algebra
it generates.
Proof: In this case the kernel of φ is trivial since φ(ti) = x
di
i . Applying Theorem
2.35 finishes the proof. 
In order to apply Theorem 2.35 we must be able to compute the generators for the
kernel of φ. We shall write Tu, u ∈ Nm, for the monomial ∏mj=1 tujj .
Lemma 2.37 The kernel of the homomorphism φ is spanned as a F-vector space by
the set of binomials
{Tu −Tv : u,v ∈ Nm with pi(u) = pi(v)}.
Proof: See Lemma 4.1 in [26]. 
Remark 2.38 The previous Lemma shows that kernel of φ is spanned by the binomials
Tu −Tv where (u,v) is a teˆte-a-teˆte.
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For any tuple of integers u = (u1, . . . , um) ∈ Zm, we let u+ = (u+1 , . . . , u+m) and
u− = (u−1 , . . . , u
−
m) where u
+
i = max{ui, 0} and u−i = max{−ui, 0}. Hence we get
u = u+ − u−. We shall write ker pi for the set consisting of all vectors u ∈ Zm such
that pi(u+) = pi(u−).
Corollary 2.39 The kernel of φ is spanned by the binomials
{Tu+ −Tu− : u ∈ kerpi}.
Define a n × m matrix B whose columns are the vectors ai corresponding to the
lead monomials of the polynomials fi. It is not hard to see that u ∈ Zm belongs to
the ker pi if and only if Bu = 0. This means we should look for the solutions of the
equation Bu = 0 which have integer coordinates. So let W be the real vector space
consisting of all the solutions for Bu = 0. We shall only look at the cases when the
dimension of W is 1 or 2.
First, we assume that W has dimension 1.
Lemma 2.40 Let w ∈ Zm be a basis for W such that αw ∈ Zm if and only if α ∈ Z.
Then the kernel of φ is generated as an ideal by the binomial Tw
+ −Tw− .
Proof: According to Corollary 2.39, we get the result if we can show that for any
element u ∈ kerpi the binomial Tu+ − Tu− is an element in the ideal generated by
Tw
+ −Tw− .
So let u ∈ kerpi. Then u ∈ W and we get u = αw with α ∈ Z. Without loss of
generality we can assume that α > 0. Hence (αw)+ = αw+ and (αw)− = αw−. If
α = 1, there is nothing to prove. For α > 1 we get
T(αw)
+ −T(αw)− = Tαw+ −Tαw−
= (Tw
+ −Tw−)
α−1∑
j=0
T((α−1)−j)w
++jw−
and therefore it belongs to ideal generated by Tw
+ −Tw− . This finishes the proof. 
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Finally, we consider the case when the dimension of W is 2. We will need the
following hypothesis:
Hypothesis A: We assume that {w1,w2} ⊂ Zm is a basis for W satisfying the
following properties:
1. Any linear combination α1w1 + α2w2 belongs to Zm if and only if α1, α2,∈ Z.
2. For any vector u = α1w1 + α2w2 ∈ Zm, one of the following holds:
(a) The vectors u+ − (α1w1)+ and u− − (α2w2)− have non-negative entries.
(b) The vectors u+ − (α2w2)+ and u− − (α1w1)− have non-negative entries.
Let {w1,w2} be a basis of W for which Hypothesis A holds. Then, we define the
set
F := {Tw+i −Tw−i : i ∈ {1, 2}}
Obviously, we have F ⊆ kerpi.
Proposition 2.41 Under the above assumptions, the kernel of φ is generated as an
ideal by the binomials in the set F .
Proof: Just as in Lemma 2.40, it is enough to show that for any element u ∈ kerpi
the binomial Tu
+ −Tu− is an element in the ideal < F > generated by F . Then, the
result will follow from Corollary 2.39.
Let u ∈ kerpi. Then we can write u = α1w1 + α2w2 with {w1,w2} satisfying
Hypothesis A. For simplicity we write u = v1 + v2 with v1 = α1w1 and v2 = α2w2.
Jut as it was done in the proof of Lemma 2.40 we can show that Tv
+
1 − Tv−1 and
Tv
+
2 −Tv−2 belong to the ideal generated by Tw+1 −Tw−1 and Tw+2 −Tw−2 , respectively.
Hence Tv
+
1 −Tv−1 and Tv+2 −Tv−2 are elements in the ideal < F >.
Now, we shall prove that Tu
+ −Tu− ∈< F >. Note that from u = v1 + v2 we get
u+ + v−1 + v
−
2 = u
− + v+1 + v
+
2 . If 2(a) in Hypothesis A is satisfied then we get
Tu
+ −Tu− = Tu+−v+1 (Tv+1 −Tv−1 ) + Tu−−v−2 (Tv+2 −Tv−2 ).
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If, instead 2(b) holds then
Tu
+ −Tu− = Tu−−v−1 (Tv+1 −Tv−1 ) + Tu+−v+2 (Tv+2 −Tv−2 ).
In either case, this shows that the binomial Tu
+ − Tu− ∈< F > and the proof is
complete. 
We illustrate how we can use all the above results with the following example.
Example 2.42 Let A be the subalgebra of Fq[x1, x2] generated by the polynomials f1 =
xq1, f2 = x
q
2, f3 = x2x1 and f4 = x
q
2x1 + x2x
q
1. Also, consider the graded reverse
lexicographic order with x2 > x1. We will show that C = {f1, f2, f3, f4} is a SAGBI
basis for A.
Here the Fq-algebra homomorphism φ : Fq[t1, t2, t3, t4] −→ Fq[x1, x2] is defined by
t1 7→ xq1, t2 7→ xq2, t3 7→ x2x1, t4 7→ xq2x1.
Then the matrix B is  q 0 1 1
0 q 1 q

and it has rank 2. Therefore the solution set for Bu = 0 is a 2-dimensional real vector
space W . It is not hard to check that the vectors
w1 := (0, 0, q, 0)− (1, 1, 0, 0) = (−1,−1, q, 0)
w2 := (0, 0, 0, q)− (1, q, 0, 0) = (−1,−q, 0, q)
form a basis for W .
First, we check that Hypothesis A holds. Note that a linear combination α1w1 +
α2w2 belongs to Z4 if and only if the numbers −α1 − α2, −α1 − α2q, α1q and α2q are
integers. Thus α1 and α2 must be integers.
Now, let u = α1w1 + α2w2 = (−α1 − α2,−α1 − α2q, α1q, α2q) ∈ Z4. We have to
consider four different cases:
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1. For α1 ≥ 0 and α2 ≥ 0 we get
u+ = (0, 0, α1q, α2q), u
− = (α1 + α2, α1 + α2q, 0, 0)
(α1w1)
+ = (0, 0, α1q, 0), and (α2w2)
− = (α2, α2q, 0, 0).
Therefore 2.(a) in Hypothesis A is satisfied.
2. For α1 ≤ 0 and α2 ≤ 0 we get
u+ = (−α1 − α2,−α1 − α2q, 0, 0), u− = (0, 0,−α1q,−α2q)
(α1w1)
+ = (−α1,−α1, 0, 0), and (α2w2)− = (0, 0, 0,−α2q).
Again, we can easily see that 2.(a) in Hypothesis A is satisfied.
3. If α1 < 0 and α2 > 0, then
(α1w1)
− = (0, 0,−α1q, 0) and (α2w2)+ = (0, 0, 0, α2q).
In this case, while determining u+ − (α2w2)+ and u− − (α1w1)−, only u+4 and
u−3 of u
+ and u− are changed. Since u+4 = α2q and u
−
3 = −α1q, it follows that
2.(b) in Hypothesis A is satisfied.
4. Finally, if α1 > 0 and α2 < 0, then
(α1w1)
+ = (0, 0, α1q, 0) and (α2w2)
− = (0, 0, 0,−α2q).
Now, since u+3 = α1q and u
−
4 = −α2q, it follows that 2.(a) in Hypothesis A is
satisfied.
Hence, by Proposition 2.41, g1(t1, t2, t3, t4) = t
q
3− t1t2 and g2(t1, t2, t3, t4) = tq4− t1tq2
generate the kernel of φ as an ideal. Since
f q3 − f1f2 = 0 and f q4 − f1f q2 − f q1f2 = 0
we conclude that there exist a subduction for g1(f1, f2, f3, f4) and g2(f1, f2, f3, f4) over
C that terminates at a constant. Therefore, it follows from Theorem 2.35 that C is a
SAGBI basis for A.
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Chapter 3
Invariant Fields for Sylow
p-subgroups of Finite Classical
Groups
In this chapter we construct the generators for the invariant fields for all the Sylow
p-subgroups introduced in Chapter 1. We apply the algorithm described in Section
2.3. All the results will follow from Theorem 2.23 except for the Sylow p-subgroups of
the orthogonal groups O+(2m, q) and O−(2m + 2, q) in characteristic 2. For these we
will also need to use Remark 2.21.
Since the calculations we need to construct the generators for the invariant field of
each group are similar, we start by establishing some general lemmas and propositions.
This is done in the first section. Here we introduce some families of polynomials and we
determine the action of the Steenrod operations on them. Also, we consider two families
of subgroups of U(n,F) whose invariants will be used to determine lower bounds for
the minimal degree in xj of an invariant polynomial in R[j] = F[x1, . . . , xj]. Then
applying the results established in this section we finish the chapter by computing the
generators for each invariant field.
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3.1 Preliminary Results
Let F be either the finite field Fq or Fq2 and V be a n-dimensional vector space over
F. We denote by r the number of elements of F. We consider the symmetric algebra
A := F[V ] = F[x1, . . . , xn]. Recall that U(n,F) is the group of n × n lower triangular
matrices with entries in F and with ones along the diagonal.
In Example 2.27 of Subsection 2.4.1 we have seen that
F[V ]U(n,F) = F[N(x1), N(x2), . . . , N(xn)]
where N(xi) is the orbit product of xi. Moreover, N(xi) = Fi−1,r(xi) where Fi−1,r(X)
is the polynomial (2.1), which according to Lemma 2.26 can be computed recursively
as follows:
Fn,r(X) = Fn−1,r(X)r − Fn−1,r(xn)r−1Fn−1,r(X) for n ≥ 1 and F0,r(X) = X.
We define a sequence of endomorphisms ψl of F-algebras from A to itself by
ψl : A −→ A, xi 7→ Fl,r(xi).
Note that ψ0 is the identity map on A, ψ1(x1) = 0 and ψ1(x2) = x
r
2 − xr−11 x2 is the
orbit product of x2 under the action of U(n,F).
Proposition 3.1 For every endomorphism ψl the following hold:
1. ψl(xk) = 0 for all 1 ≤ k ≤ l;
2. ψl(xl+1) is an invariant polynomial under the action of U(n,F);
3. ψl(f) = (ψl−1(f))r − ψl−1(xl)r−1ψl−1(f) for every homogeneous polynomial f in
degree 1, i.e, F-linear combinations of the xi’s;
4. for every g ∈ U(n,F) we have g ◦ ψl = ψl ◦ g.
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Proof: We prove 1. by induction on l. For l = 1 we have seen that ψ1(x1) = 0.
Now we assume that the statement is true for l and let k ≤ l + 1. Then
ψl+1(xk) = ψl(xk)
r − ψl(xl+1)r−1ψl(xk),
which is zero for k ≤ l by the induction hypothesis. For k = l+1 we get ψl+1(xl+1) = 0
immediately.
By definition ψl(xl+1) = Fl,r(xl+1) and we have seen in Example 2.27 that Fl(xl+1)
is the orbit product of xl+1 under the action of U(n,F). Hence 2. is proved.
To prove 3., note that the endomorphisms ψl as well as multiplication by the fixed
element ψl−1(xl)r−1 are F-linear operators. Since the formula is true for each xi by
definition, the result follows.
Finally, we show that 4. holds. It suffices to show that (g ◦ ψl)(xi) = (ψl ◦ g)(xi)
for all i = 1, 2, . . . , n. Again, we use induction on l. For l = 0 the result follows
immediately since ψ0 is the identity map. We assume that the result holds for l. Then
(g ◦ ψl+1)(xi) = g(ψl+1(xi)) = g(ψl(xi)r − ψl(xl+1)r−1ψl(xi))
= (g(ψl(xi)))
r − (g(ψl(xl+1)))r−1(g(ψl(xi)))
= ψl(g(xi))
r − ψl(g(xl+1))r−1ψl(g(xi))
where have used the induction hypothesis. It follows from 2 that ψl(xl+1) is invariant
and therefore ψl(g(xl+1)) = ψl(xl+1). Hence
(g ◦ ψl+1)(xi) = ψl(g(xi))r − ψl(xl+1)r−1ψl(g(xi))
= (ψl+1 ◦ g)(xi)
and this finishes the proof. 
We consider the following families of polynomials in F[x1, . . . , xn]. We use two
parameters: j ∈ {−1, 1} and λ ∈ {0, 1}. Fix an element c ∈ F and let m = n
2
or
m =
n− 1
2
if n is even or odd, respectively. Now define
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• Ω0,1 =
∑m
i=1 xn−i+1xi and Ω0,−1 = 0;
• Ωs,j =
∑m
i=1(x
rs
n−i+1xi + jxn−i+1x
rs
i ) for s ≥ 1;
• Γ0,λ = Ω0,1 + x2m+1 + cλ x2m+2;
• Γs,λ = Ωs,1 + 2(xrs+1m+1 + cλ xr
s+1
m+2) for s ≥ 1 and here 2 is the modulo p reduction
of the integer 2 with p being the characteristic of F;
• Λs,λ =
∑m
i=1(x
q2s−1
n−i+1xi + xn−i+1x
q2s−1
i ) + λx
q2s−1+1
m+1 for s ≥ 1 and F = Fq2 .
We will apply the Steenrod operations to these polynomials. See Subsection 2.4.2 for
its definition. Here we take T = −1 and we denote P(−1) by P•. Hence P• : A −→ A
is the F-algebra homomorphism given by P•(xi) = xi − xri . Also,
P•(f) = P0(f)− P1(f) + P2(f)− P3(f) + · · ·
where P i(f) is the i-th Steenrod operation on f .
Proposition 3.2 Let Ωs,j, Γs,λ and ∆s,λ be the polynomials defined above. Then:
1. P•(Ω0,1) = Ωr0,1 − Ω1,1 + Ω0,1;
2. P•(Ω1,1) = Ωr1,1 − Ω2,1 − 2Ωr0,1 + Ω1,1;
3. P•(Ωs,j) = Ωrs,j − Ωs+1,j − Ωrs−1,j + Ωs,j for s > 0 if j = −1 and s > 1 if j = 1;
4. P•(Γ0,λ) = Γr0,λ − Γ1,λ + Γ0,λ;
5. P•(Γ1,λ) = Γr1,λ − Γ2,λ − 2Γr0,λ + Γ1,λ;
6. P•(Γs,λ) = Γrs,λ − Γs+1,λ − Γrs−1,λ + Γs,λ for s > 1;
7. P•(Λ1,λ) = Λq21,λ − Λ2,λ − Λq1,λ + Λ1,λ;
8. P•(Λs,λ) = Λq2s,λ − Λs+1,λ − Λq
2
s−1,λ + Λs,λ for s ≥ 2.
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Proof: Applying P• to Ω0,1 we obtain
P•(Ω0,1) =
m∑
i=1
P•(xn−i+1)P•(xi) =
m∑
i=1
(xn−i+1 − xrn−i+1)(xi − xri )
= Ω0,1 − Ω1,1 + Ωr0,1
and 1 is proved. Now
P•(Ωs,j) =
m∑
i=1
(P•(xn−i+1)rsP•(xi) + jP•(xn−i+1)P•(xi)rs)
=
m∑
i=1
((xr
s
n−i+1 − xr
s+1
n−i+1)(xi − xri ) + j(xn−i+1 − xrn−i+1)(xr
s
i − xr
s+1
i ))
and from this 2 and 3 follow.
Before proving 4, 5 and 6 note that by taking
fs,λ := x
rs+1
m+1 + cλ x
rs+1
m+2
we can write
Γ0,λ = Ω0,1 + f0,λ, Γs,λ = Ωs,1 + 2fs,λ.
Thus,
P•(Γ0,λ) = P•(Ω0,1) + P•(f0,λ), P•(Γs,λ) = P•(Ωs,1) + 2P•(fs,λ)
and therefore we just need to determine how P• acts on the polynomials fs,λ. Following
the same reasoning as in the beginning of the proof, we can show that
P•(f0,λ) = f r0,λ − 2f1,λ + f0,λ;
P•(fs,λ) = f rs,λ − fs+1,λ − f rs−1,λ + fs,λ for s > 0.
Combining this with the results in 1, 2 and 3 we get 4, 5 and 6.
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We only prove 7. Since in this case F = Fq2 , we have r = q2 and so
P•(Λ1,λ) =
m∑
i=1
(P•(xn−i+1)qP•(xi) + P•(xn−i+1)P•(xi)q) + λP•(xq+1m+1)
=
m∑
i=1
((xqn−i+1 − xq
3
n−i+1)(xi − xq
2
i ) + (xn−i+1 − xq
2
n−i+1)(x
q
i − xq
3
i ))
+ λ(xqm+1 − xq
3
m+1)(xm+1 − xq
2
m+1)
= Λq
2
1,λ − Λ2,λ − Λq1,λ + Λ1,λ.
A similar calculation proves 8. 
Corollary 3.3 The Steenrod operations on the polynomials Ωs,j, Γs,λ and Λs,λ are
given by:
1. P1(Ω0,1) = Ω1,1, P1(Γ0,λ) = Γ1,λ and P1(Λ1,λ) = Λq1,λ;
2. P1(Ω1,1) = 2Ωr0,1, P1(Ωs,j) = Ωrs−1,j for s ≥ 2, P1(Γs,λ) = Γrs−1,λ for s ≥ 1 and
P1(Λs,λ) = Λq2s,λ for s ≥ 2;
3. Prs(Ωs,j) = Ωs+1,j, Prs(Γs,λ) = Γs+1,λ and Pq2s−1(Λs,λ) = Λs+1,λ for s ≥ 1;
4. Prs+1(Ωs,j) = Ωrs,j, Prs+1(Γs,λ) = Γrs,λ for s ≥ 0 and Pq2s−1+1(Λs,λ) = Λq
2
s,λ for
s ≥ 1;
5. P i(Ωs,j) = 0, P i(Γs,λ) = 0 and P i(Λs,λ) = 0, otherwise.
Proof: We will prove the result only for the polynomials Ωs,j.
For an homogeneous polynomial f such that the i-th steenrod operation P i(f) 6= 0,
we obtain deg(P i(f)) = deg(f) + i(r − 1). Thus, we just need to consider the degrees
of the terms in P•(Ω0,1) and P•(Ωs,j). We have
P•(Ω0,1) = P0(Ω0,1)− P1(Ω0,1) + P2(Ω0,1)− P3(Ω0,1) + · · · = Ωr0,1 − Ω1,1 + Ω0,1
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by Proposition 3.2. The degrees of Ω0,1, Ω1,1 and Ω
r
0,1 are 2, r+ 1 and 2r, respectively.
Comparing this with the degrees of P i(Ω0,1), we get P0(Ω0,1) = Ω0,1, P1(Ω0,1) = Ω1,1
and P2(Ω0,1) = Ωr0,1. Again by Proposition 3.2 we get for s > 0,
P•(Ω1,1) = P0(Ω1,1)− P1(Ω1,1) + P2(Ω1,1)− · · · = Ωr1,1 − Ω2,1 − 2Ωr0,1 + Ω1,1,
P•(Ωs,j) = Ωrs,j − Ωs+1,j − Ωrs−1,j + Ωs,j.
Hence
• P0(Ωs,j) = Ωs,j;
• deg Ωrs−1,j = r(rs−1 + 1), degP1(Ωs,j) = rs + 1 + r − 1 and therefore P1(Ω1,1) =
2Ωr0,1 and P1(Ωs,j) = Ωrs−1,j;
• deg Ωs+1,j = rs+1 + 1, degPrs(Ωs,j) = rs + 1 + rs(r− 1) and therefore Prs(Ωs,j) =
Ωs+1,j;
• deg Ωrs,j = r(rs + 1), degPrs+1(Ωs,j) = rs + 1 + (rs + 1)(r − 1) and therefore
Prs+1(Ωs,j) = Ωrs,j;
Similar arguments prove the remaining results in the corollary. 
The next proposition shows how the F-algebra homomorphism ψl acts on the poly-
nomials Ωs,j, Γs,λ and Λs,λ.
Proposition 3.4 For every l ≥ 1, the following is true:
1. ψl(Ω0,1) = ψl−1(Ω0,1)r − ψl−1(xl)r−1ψl−1(Ω1,1) + ψl−1(xl)2(r−1)ψl−1(Ω0,1);
2. ψl(Ω1,1) = ψl−1(Ω1,1)r − ψl−1(xl)r−1ψl−1(Ω2,1)− 2ψl−1(xl)r(r−1)ψl−1(Ω0,1)r +
ψl−1(xl)(r+1)(r−1)ψl−1(Ω1,1);
3. ψl(Ωs,j) = ψl−1(Ωs,j)r − ψl−1(xl)r−1ψl−1(Ωs+1,j) − ψl−1(xl)rs(r−1)ψl−1(Ωs−1,j)r +
ψl−1(xl)(r
s+1)(r−1)ψl−1(Ωs,j) for s > 0 if j = −1 and s > 1 if j = 1;
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4. ψl(Γ0,λ) = ψl−1(Γ0,λ)r − ψl−1(xl)r−1ψl−1(Γ1,λ) + ψl−1(xl)2(r−1)ψl−1(Γ0,λ);
5. ψl(Γ1,λ) = ψl−1(Γ1,λ)r − ψl−1(xl)r−1ψl−1(Γ2,λ)− 2ψl−1(xl)r(r−1)ψl−1(Γ0,λ)r +
ψl−1(xl)(r+1)(r−1)ψl−1(Γ1,λ);
6. ψl(Γs,λ) = ψl−1(Γs,λ)r − ψl−1(xl)r−1ψl−1(Γs+1,λ) − ψl−1(xl)rs(r−1)ψl−1(Γs−1,λ)r +
ψl−1(xl)(r
s+1)(r−1)ψl−1(Γs,λ) for s ≥ 2;
7. ψl(Λ1,λ) = ψl−1(Λ1,λ)q
2 − ψl−1(xl)q2−1ψl−1(Λ2,λ)− ψl−1(xl)q3−qψl−1(Λ1,λ)q
+ ψl−1(xl)q
3+q2−q−1ψl−1(Λ1,λ);
8. ψl(Λs,λ) = ψl−1(Λs,λ)q
2−ψl−1(xl)q2−1ψl−1(Λs+1,λ)−ψl−1(xl)q2s−1(q2−1)ψl−1(Λs−1,λ)q2+
ψl−1(xl)(q
2s−1+1)(q2−1)ψl−1(Λs,λ) for s ≥ 2.
Proof: We only prove 1, 2 and 3. All the other statements can be proved by similar
calculations. But we should remember that when we consider the polynomials Λs,λ, r
is equal to q2.
According to Proposition 3.1-3, the F-algebra homomorphism ψl satisfies ψl(xi) =
ψl−1(xi)r − ψl−1(xl)r−1ψl−1(xi) for all i. For simplicity, let T = ψl−1(xl). Then
ψl(xi) = ψl−1(xi)r − T r−1ψl−1(xi)
and
ψl(Ω0,1) =
m∑
i=1
ψl(xn−i+1)ψl(xi)
=
m∑
i=1
(ψl−1(xn−i+1)r − T r−1ψl−1(xn−i+1))(ψl−1(xi)r − T r−1ψl−1(xi))
= ψl−1(Ω0,1)r − T r−1ψl−1(Ω1,1) + T 2(r−1)ψl−1(Ω0,1)
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which proves 1. Since
ψl(Ωs,j) =
m∑
i=1
(ψl(xn−i+1)r
s
ψl(xi) + jψl(xn−i+1)ψl(xi)r
s
)
=
m∑
i=1
(ψl−1(xn−i+1)r
s+1 − T rs(r−1)ψl−1(xn−i+1)rs)(ψl−1(xi)r − T r−1ψl−1(xi))
+ j
m∑
i=1
(ψl−1(xn−i+1)r − T r−1ψl−1(xn−i+1))(ψl−1(xi)rs+1 − T rs(r−1)ψl−1(xi)rs),
2 and 3 follow easily. 
Corollary 3.5 Assume by convention that Ωs,j = 0, Γs,λ = 0 for s < 0 and Λs = 0 for
s ≤ 0. Then:
1. ψl(Ωs,j) ∈ F[x1, ψ1(x2), . . . , ψl−1(xl),Ωs−1,j,Ωs,j,Ωs+1,j, . . . ,Ωs+l,j];
2. ψl(Γs,λ) ∈ F[x1, ψ1(x2), . . . , ψl−1(xl),Γs−1,λ,Γs,λ,Γs+1,λ, . . . ,Γs+l,λ];
3. ψl(Λs,λ) ∈ F[x1, ψ1(x2), . . . , ψl−1(xl),Λs−1,λ,Λs,λ,Λs+1,λ, . . . ,Λs+l,λ]
Proof: We only prove the statement in 1. We do this by induction on l. For l = 1, it
follows from Proposition 3.4-3 that
ψ1(Ωs,j) = Ω
r
s,j−xr−11 Ωs+1,j−xr
s(r−1)
1 Ω
r
s−1,j+x
(rs+1)(r−1)
1 Ωs,j ∈ F[x1,Ωs−1,j,Ωs,j,Ωs+1,j].
Now, assume that the result is true for l − 1. Again from Proposition 3.4-1,2,3 we get
ψl(Ωs,j) = ψl−1(Ωs,j)r − ψl−1(xl)r−1ψl−1(Ωs+1,j)− ψl−1(xl)rs(r−1)ψl−1(Ωs−1,j)r
+ ψl−1(xl)(r
s+1)(r−1)ψl−1(Ωs,j).
By induction we have
• ψl−1(Ωs,j) ∈ F[x1, ψ1(x2), . . . , ψl−2(xl−1),Ωs−1,j,Ωs,j,Ωs+1,j, . . . ,Ωs+l−1,j];
• ψl−1(Ωs+1,j) ∈ F[x1, ψ1(x2), . . . , ψl−2(xl−1),Ωs,j,Ωs+1,j, . . . ,Ωs+l,j];
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• ψl−1(Ωs−1,j) ∈ F[x1, ψ1(x2), . . . , ψl−2(xl−1),Ωs−2,j,Ωs−1,j,Ωs,j, . . . ,Ωs+l−2,j] if s −
1 > 0.
Hence,
ψl(Ωs,j) ∈ F[x1, ψ1(x2), . . . , ψl−1(xl),Ωs−1,j,Ωs,j,Ωs+1,j, . . . ,Ωs+l,j].
Similarly, the other statements can be obtained also by induction on l. 
Proposition 3.6 For every l ≥ 0 and s > 0, the polynomials ψl(Ω0,1), ψl(Ωs,j),
ψl(Γ0,λ), ψl(Γs,λ) and ψl(Λs,λ) belong to F[x1, . . . , xn−l]. Moreover, for 0 ≤ l ≤ m− 1,
their degree in the variable xn−l is:
1. rl for ψl(Ω0,1) and ψl(Γ0,λ);
2. rl+s for ψl(Ωs,j) and ψl(Γs,λ);
3. q2l+2s−1 for ψl(Λs,λ).
Proof: Since ψl(xi) = 0 for all i ≤ l, it is easy to see that ψl(Ω0,1), ψl(Ωs,j), ψl(Γ0,λ),
ψl(Γs,λ), ψl(Λs,λ) ∈ F[x1, . . . , xn−l].
By definition ψl(xi) = Fl,r(xi) and it can be easily proven by induction on l that
Fl,r(xi) ∈ F[x1, . . . , xi] with degree rl in xi. Since
ψl(Ω0,1) =
m∑
i=l+1
ψl(xn−i+1)ψl(xi)
we conclude that ψl(Ω0,1) and ψl(Γ0,λ) have degree r
l in xn−l for 0 ≤ l ≤ m − 1. For
Ωs,j, we have
ψl(Ωs,j) =
m∑
i=l+1
ψl(xn−i+1)r
s
ψl(xi) + jψl(xn−i+1)ψl(xi)r
s
and therefore ψl(Ωs,j) has degree r
l+s in xn−l. Similar arguments give us the results
for ψl(Γs,λ) and ψl(Λs,λ). 
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We finish this section by studying the invariant rings for a family of subgroups of
U(n,F). We start with an example to illustrate what is our goal and how we shall
proceed to achieve it.
Example 3.7 Consider the polynomial ring Fq[x1, x2, x3, x4, x5, x6, x7, x8, x9] and let
H denote the subgroup of U(9, q) formed by the matrices
HC =

I4 0 0
0 1 0
C 0 I4

where I4 is the 4×4 identity matrix and C is a 4×4 matrix such that ci,j = c4−j+1,4−i+1,
i.e.,
C =

c1,1 c1,2 c1,3 c1,4
c2,1 c2,2 c2,3 c1,3
c3,1 c3,2 c2,2 c1,2
c4,1 c3,1 c2,1 c1,1

We want to determine a lower bound for the minimal degree in xm of a polynomial in
Fq[x1, x2, x3, x4, x5, . . . , xm]H for each m = 6, 7, 8, 9.
We define C(1) = C and for k = 2, 3, 4, C(k) will be the matrix obtained from C by
fixing all the entries of the first k − 1 rows equal to zero. For example,
C(3) =

0 0 0 0
0 0 0 0
c3,1 c3,2 0 0
c4,1 c3,1 0 0
 .
For each k, take the set formed by the elements HC(k). This is a subgroup of H which
we will denote by Lk. Note that L1 = H.
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We write P [k] for Fq[x1, x2, x3, x4, x5, x5+1, . . . , x5+k]. Then the groups Lk act on
P [k] by fixing x1, x2, x3, x4, x5, . . . x5+k−1 and
x5+k 7→ x5+k +
4−k+1∑
j=1
ck,jxj.
Therefore, Lk is acting like a subgroup of U(5+k, q) with order q
5−k. The orbit product
of x5+k under Lk is
N(x5+k) = F4−k,q(x5+k)q − F4−k,q(x5−k)q−1F4−k,q(x5+k)
and has degree q5−k. Hence
P [k]Lk = Fq[x1, x2, x3, x4, x5, x5+1, . . . , x5+k−1, N(x5+k)].
Furthermore, if we consider the graded reverse lexicographic order with x9 > · · · >
x1, then according to Corollary 2.36, {x1, x2, x3, x4, x5, x5+1, . . . , x5+k−1, N(x5+k)} is a
SABGI basis for P [k]Lk . Thus the degree in x5+k of N(x5+k) is minimal among the
elements of P [k]Lk .
Since for each k,
P [k]H ⊂ P [k]Lk
we conclude that the minimal degree in x5+k of a polynomial in P [k]
H is greater than
or equal to q5−k.
Let H+ be the set of matrices
It 0 0
0 Id 0
C+ 0 It

where It and Id are the t× t and d× d identity matrices, respectively; and C+ is any
t× t matrix with entries in F such that
c+i,j = c
+
t−j+1,t−i+1 for all i and j.
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It is not hard to check that H+ is an abelian subgroup of U(2t+d,F). If in the elements
of H+ we replace the matrix C+ by a matrix C−, of the same dimension, such that
c−i,j = −c−t−j+1,t−i+1 for all i and j
we obtain another abelian subgroup of U(2t+ d,F). We denote it by H−.
For any matrix A and k ≥ 1 define:
• A(1) = A;
• A(k) is the matrix obtained from A by fixing all the entries in the first k− 1 rows
equal to zero.
Now, we define a family of subgroups of H+ and H−. Let k ∈ {1, 2, . . . , t}. We
represent by L+k the subgroup of H
+ formed by the matrices
It 0 0
0 Id 0
C+(k) 0 It
 .
Replacing C+(k) by C−(k) in the elements of L+k , we obtain a subgroup of H
− which we
represent by L−k .
Let P [k] denote the polynomial ring F[x1, . . . , xt+d, xt+d+1, . . . , xt+d+k]. We want to
determine the invariant rings P [k]L
+
k and P [k]L
−
k for all k. First, we need to see what
happens to the entries of the matrices C+ and C− when we take different fields.
Lemma 3.8 Consider the matrices C+ and C−. Then
1. For F = Fq2, we obtain
• c+i,t−i+1 ∈ Fq for all i and c+i,j ∈ Fq2 if j 6= t− i+ 1.
• c−i,t−i+1 + c−i,t−i+1 = 0 for all i and c−i,j ∈ Fq2 if j 6= t− i+ 1.
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2. For F = Fq, we get
• c+i,j ∈ Fq for all i and j.
• If q is odd then c−i,t−i+1 = 0 for all i and if q is even then c−i,j ∈ Fq for all i
and j.
Proof: All the statements follow from the fact that c+i,j = c
+
i,j if and only if t− i+ 1 = jt− j + 1 = i ⇐⇒
 j = t− i+ 1i = i .
And the same is true if we take C− instead. 
Proposition 3.9 Let k ∈ {1, . . . , t}. Then
P [k]L
+
k = F[x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1, N(xt+d+k)]
where N(xt+d+k) is the orbit product of xt+d+k and in this variable its degree is:
• q2(t−k)+1 if F = Fq2,
• qt−k+1 if F = Fq.
Moreover, in the graded reverse lexicographic order with xt+d+k > · · · > x1 this set of
generators for P [k]L
+
k is a SABGI basis.
Proof: For each k, the group L+k acts on P [k] in the following way: it fixes xi for all
i ≤ t+ d+ k − 1 and
xt+d+k 7→ xt+d+k +
t−k+1∑
j=1
c+k,jxj.
Note that this defines an action of a subgroup L of U(t+d+k,F). Thus P [k]L+k = P [k]L.
We will show that the product of the degrees of x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1,
and N(xt+d+k) is equal to the order of L, which is the same as showing that the degree
of N(xt+d+k) equals the order of L. Therefore, applying Theorem 2.5 we will obtain
P [k]L = F[x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1, N(xt+d+k)].
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First, we consider F = Fq2 . Applying Lemma 3.8-1 we can conclude that the order
of L is q2(t−k)+1. By Lemma 2.28-1,
N(xt+d+k) = Ft−k,q2(xt+d+k)
q − Ft−k,q2(xt−k+1)q−1Ft−k,q2(xt+d+k)
and has degree q2(t−k)+1. Now, when F = Fq, the group L has order qt−k+1 by Lemma
3.8-2. In this case
N(xt+d+k) =
∏
c+k,1...c
+
k,t−k+1∈Fq
xt+d+k +
t−k+1∑
j=1
c+k,jxj
= Ft−k,q(xt+d+k)q − Ft−k,q(xt−k+1)q−1Ft−k,q(xt+d+k)
and its order is qt−k+1.
For the second part, we can easily see that in the graded reverse lexicographic order,
with xt+d+k > · · · > x1, the leading monomial of N(xt+d+k) is xdt+d+k with d = q2(t−k)+1
if F = Fq2 or d = qt−k+1 if F = Fq. In both cases applying Corollary 2.36 we conclude
that {x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1, N(xt+d+k)} is a SAGBI basis for P [k]L+k . 
We have a similar proposition for the groups L−k .
Proposition 3.10 Let k ∈ {1, . . . , t}. Then
P [k]L
−
k = F[x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1, N(xt+d+k)]
where N(xt+d+k) is the orbit product of xt+d+k and in this variable it has degree:
• q2(t−k)+1 if F = Fq2,
• qt−k if F = Fq and q is odd,
• qt−k+1 if F = Fq and q is even.
Moreover, in the graded reverse lexicographic order with xt+d+k > · · · > x1 this set of
generators for P [k]L
−
k is a SABGI basis.
72
Proof: Just as in the proof of Proposition 3.9, the action of L−k also defines an action
of a subgroup L of U(t + d + k,F) on P [k] and we just need to show that the degree
of N(xt+d+k) is equal to the order of L.
When F = Fq2 it follows from Lemma 3.8-1 that L has order q2(t−k)+1 and from
Lemma 2.28-2 that
N(xt+d+k) = Ft−k,q2(xt+d+k)
q + Ft−k,q2(xt−k+1)
q−1Ft−k,q2(xt+d+k)
has degree q2(t−k)+1. For F = Fq, we just apply Lemma 3.8-2 to obtain that the order
of L is qt−k if q is odd and qt−k+1 if q is even. In each case, the calculation of N(xt+d+k)
and its degree is straightforward.
Again, like in the proof of Proposition 3.9, we apply Corollary 2.36 to show that
{x1, . . . , xt+d, xt+d+1, . . . , xt+d+k−1, N(xt+d+k)} is a SAGBI basis for P [k]L−k . 
Finally, we can determine a lower bound for the minimal degree in xt+d+k of a
polynomial in P [k]H
+
and also of a polynomial in P [k]H
−
.
Proposition 3.11 Let k ∈ {1, . . . , t}. Then the minimal degree in xt+d+k of:
1. a polynomial in P [k]H
+
is greater than or equal to q2(t−k)+1 if F = Fq2qt−k+1 if F = Fq .
2. a polynomial in P [k]H
−
is greater than or equal to
q2(t−k)+1 if F = Fq2
qt−k if F = Fq and q odd
qt−k+1 if F = Fq and q even
.
Proof: It follows from Propositions 3.9 and 3.10 that the degree of N(xt+d+k) is the
minimal degree in xt+d+k of a polynomial in P [k]
L+k or P [k]L
−
k . Since for each k we
have
P [k]H
+ ⊂ P [k]L+k and P [k]H− ⊂ P [k]L−k ,
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applying Propositions 3.9 and 3.10 completes the proof. 
Remark 3.12 It follows from the proof of Proposition 3.10 that if F = Fq with q even
and if all the matrices C− also satisfy c−i,t−i+1 = 0 for every i, then the orbit product
N(xt+d+k) has degree q
t−k in xt+d+k. In this case the minimal degree in xt+d+k of a
polynomial in P [k]H
−
will be greater than or equal to qt−k.
We finish this section by studying the invariant ring for two different subgroups of
U(n,F). So let
• U1 be the set of elements u ∈ U(n,F) such that u(xj) = xj +
∑j−1
k=1 ajkxk, for
1 ≤ j ≤ n− 1 and u(xn) = xn +
∑n−2
k=1 ajkxk;
• U2 be the set of elements u ∈ U(n,Fq2) such that u(xj) = xj +
∑j−1
k=1 ajkxk, for
1 ≤ j ≤ n− 1 and u(xn) = xn + bxn−1 +
∑n−2
k=1 ajkxk with b+ b¯ = 0.
Lemma 3.13 Let U1 and U2 be the groups above defined. For each j ∈ {1, . . . , n} and
k ∈ {1, 2} we have
F[x1, x2, . . . , xj]Uk = F[x1, N(x2), . . . , N(xj)]
where N(xi) is the orbit product of xi for i ≤ j. Furthermore, the degree in xj of N(xj)
is minimal among the elements in F[x1, x2, . . . , xj]Uk .
Proof: The groups Uk act on F[x1, x2, . . . , xn−1] in the same way as U(n−1,F). Hence,
it follows from Example 2.27 that
F[x1, x2, . . . , xn−1]Uk = F[x1, N(x2), . . . , N(xn−1)].
Now the order of Uk is |U(n − 1,F)|s. We will show that the degree of N(xn) is
equal to s and then we apply Theorem 2.5.
Let r be the number of elements in F. First, we consider the group U1. Therefore
s = rn−2. It is not hard to see that N(xn) = Fn−2,r(xn) and consequently its degree is
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rn−2. For the group U2, s = q2(n−2)q which is the degree of N(xn) according to Lemma
2.28-2.
Now, we prove the second part of this Lemma. Note that if we consider for each
1 ≤ j ≤ m + 1 the graded reverse lexicographic order with xj > · · · > x1, then the
leading monomials of N(xi) are of the form x
di
i for all i ≤ j. Applying Corollary 2.36
we conclude that {x1, N(x2), . . . , N(xj)} is a SAGBI basis for F[x1, x2, . . . , xj]Uk and
so the degree of N(xj) is minimal among the elements of F[x1, x2, . . . , xj]Uk . 
3.2 The Invariant Field of a Sylow p-subgroup of
GU(2m, q2)
Let G denote the Sylow p-subgroup of GU(2m, q2) given by Proposition 1.24. Also,
recall from Section 2.3 that R[j] = Fq2 [x1, . . . , xj] for 1 ≤ j ≤ 2m and φj is an element
of R[j]G with the smallest degree in xj.
First, we introduce a family of polynomials which we shall prove to be invariants
under the action of G. For k ≥ 1 define
hk := Λk,0.
Thus h1 =
∑m
i=1(x
q
2m−i+1xi + x2m−i+1x
q
i ).
Lemma 3.14 For all k ≥ 1 the polynomials hk belong to Fq2 [V ]GU(2m,q2).
Proof: From Corollary 3.3 we get hk = Pq2k−3(hk−1) for k > 1, where Pq2k−3 is
the q2k−3-th Steenrod operation. Hence it is enough to prove that h1 is an invariant
polynomial.
Take v ∈ V¯ = F¯q2 ⊗Fq2 V , where F¯q2 is the algebraic closure of Fq2 . Thus
h1(v) =
m∑
i=1
(αq2m−i+1αi + α2m−i+1α
q
i )
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where v =
∑m
i=1(α2m−i+1ui + αivi). If we take X = [α1, . . . , αm, αm+1, . . . , α2m]
T and
J2m the matrix given by 1.5, then
h1(v) = X
TJ2mX¯.
Now, let M ∈ GU(2m, q2) and Y = M−1X. Then M.h1 = h1 since
(M.h1)(v) = h1(M
−1v) = Y TJ2mY¯ = XT (M−1)TJ2mM¯−1X¯ = XTJ2mX¯ = h1(v),
where we have used the definition of GU(2m, q2), i.e., MTJ2mM¯ = J2m. 
Let N(xi) be the orbit product of xi under the action of G for all i.
Theorem 3.15 The invariant field Fq2(V )G is generated by the polynomials N(xj),
with j = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m− 1,i.e.,
Fq2(V )G = Fq2(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1).
Proof: We shall use Theorem 2.23 to get the result. We start by noting that the
matrices F in the elements of G look like 1 0
c 1

where c is an element in Fq2 satisfying c+ c¯ = 0. Hence G acts on R[m+1] in the same
way as the group U2 in Lemma 3.13 and so R[j]
G = R[j]U2 for each j ∈ {1, . . . ,m+ 1}.
It also follows from Lemma 3.13 that N(xj) is an element in R[j]
G of minimal degree
in xj. Therefore, for each j ∈ {1, . . . ,m+ 1} we choose φj = N(xj).
Now, if we consider all the elements of G for which A and F are the identity matrices
and B the zero matrix, then we obtain an abelian subgroup H of G whose elements
are 
Im−1 0 0
0 I2 0
Jm−1S¯ 0 Im−1

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with S ∈M(m− 1, q2) such that S + S¯T = 0 and Jm−1 is the matrix given by (1.5).
Let C = Jm−1S¯. Note that the multiplication by Jm−1 swaps the rows i and
(m− 1)− i+ 1 = m− i of S¯ for all i. Thus, since S + S¯T = 0 we obtain
ci,j = s¯m−i,j = −sj,m−i = −c¯m−j,m−i.
Now, assume that C is a (m− 1)× (m− 1) matrix with entries in Fq2 such that
ci,j = −c(m−1)−j+1,(m−1)−i+1 = −cm−j,m−i.
By taking S = Jm−1C¯ we get
si,j = −cm−i,j = −cm−j,i = −sj,i
and therefore S+S¯T = 0. Hence H is the subgroup H− from Section 3.1 with t = m−1
and d = 2.
Let l ∈ {0, . . . ,m − 2}. Using the results of Section 3.1 we can compute the
polynomials φ2m−l in R[2m− l]G of minimal degree in x2m−l. Since
R[2m− l]G ⊂ R[2m− l]H = P [m− l − 1]H− ,
applying Proposition 3.11 we obtain that the minimal degree in x2m−l of an element in
R[2m− l]G is greater than or equal to q2l+1. By Proposition 3.6 this is the degree of
ψl(Λ1,0) = ψl(h1).
Now, if we can show that ψl(h1) ∈ R[2m − l]G, then we can take φ2m−l = ψl(h1).
Applying Corollary 3.5 and using the definition of hk we get
ψl(h1) ∈ Fq2 [x1, ψ1(x2), . . . , ψl−1(xl), h1, h2, . . . , hl+1], (3.1)
which is a subalgebra of R[2m − l]G by Proposition 3.1-2 and Lemma 3.14. it follows
from Theorem 2.23 that
Fq2(V )G = Fq2(x1, N(x2), . . . , N(xm+1), ψm−2(h1), . . . , ψ1(h1), h1).
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Finally, using 3.1 we obtain
Fq2(V )G = Fq2(x1, N(x2), . . . , N(xm+1), hm−1, . . . , h1)
and this finishes the proof. 
3.3 The Invariant Field of a Sylow p-subgroup of
GU(2m + 1, q2)
Let G denote the Sylow p-subgroup of GU(2m+ 1, q2) given by Proposition 1.25.
We consider the following family of polynomials: for k ≥ 1 let
hk := Λk,1.
Thus h1 =
∑m
i=1(x
q
2m+1−i+1xi + x2m+1−i+1x
q
i ) + x
q+1
m+1.
Lemma 3.16 For all k ≥ 1 the polynomials hk belong to Fq2 [V ]GU(2m+1,q2).
Proof: From Corollary 3.3 we get hk = Pq2k−3(hk−1) for k > 1. Hence it suffices
to prove that h1 is invariant. We follow the same steps as in the proof of Lemma 3.14.
Just note that in this case
h1(v) = X
T

0 0 Jm
0 1 0
Jm 0 0
 X¯,
with X = [α1, . . . , αm, αm+1, . . . , α2m+1]
T . 
We denote by N(xi) the orbit product of xi under the action of G for all i.
Theorem 3.17 The invariant field Fq2(V )G is generated by the polynomials N(xj),
with j = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m,i.e.,
Fq2(V )G = Fq2(x1, N(x2), . . . , N(xm+1), h1, . . . , hm).
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Proof: In this case G acts on R[m + 1] like the group U(m + 1, q2). Therefore, for
each j ∈ {1, . . . ,m+ 1}, the degree in xj of N(xj) ∈ R[j]G is minimal and we can take
φj = N(xj).
If we consider the elements of G for which A is the identity matrix and v is the zero
vector, then we obtain an abelian subgroup H with elements
Im 0 0
0 1 0
JmS¯ 0 Im−1

where S ∈M(m, q2) is such that S + S¯T = 0. Similarly to what was done in the proof
of Theorem 3.15, we can show that H is the group H− of Section 3.1 with t = m and
d = 1.
Let l ∈ {0, . . . ,m− 1}. Since
R[2m+ 1− l]G ⊂ R[2m+ 1− l]H = P [m− l]H−
and using Proposition 3.11, we can see that the minimal degree in x2m+1−l of a poly-
nomial in R[2m+ 1− l]G is greater than or equal to q2l+1. By Proposition 3.6, this is
the degree of
ψl(Λ1,1) = ψl(h1).
Now, from Corollary 3.5, Proposition 3.1-2 and the definition of hk it follows that
ψl(h1) ∈ Fq2 [x1, N(x2), . . . , N(xl), h1, h2, . . . , hl+1].
Then according to Lemma 3.16 we have ψl(h1) ∈ R[2m+ 1− l]G and therefore we can
take φ2m+1−l = ψl(h1).
Finally, applying Theorem 2.23 we conclude that
Fq2(V )G = Fq2(x1, N(x2), . . . , N(xm+1), hm, . . . , h1)
and this finishes the proof. 
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3.4 The Invariant Field of a Sylow p-subgroup of
Sp(2m, q)
Let G be the Sylow p-subgroup of Sp(2m, q) given by Proposition 1.27. Now, for each
k ≥ 1 let
hk := Ωk,−1.
Therefore h1 =
∑m
i=1(x
q
2m−i+1xi − x2m−i+1xqi ). The next lemma shows that, in partic-
ular, hk is invariant under the action of G for all k.
Lemma 3.18 For all k ≥ 1 the polynomials hk belong to Fq[V ]Sp(2m,q).
Proof: By Corollary 3.3, hk = Pqk−1(hk−1) for k > 1 and so it is enough to prove that
h1 is an invariant polynomial.
Let v ∈ V¯ = F¯q ⊗Fq V , where F¯q is the algebraic closure of Fq. Thus
h1(v) =
m∑
i=1
(αq2m−i+1αi − α2m−i+1αqi )
where v =
∑m
i=1(α2m−i+1ui +αivi). If we take X = [α1, . . . , αm, αm+1, . . . , α2m]
T , Jm−1
the matrix given by (1.5),
J :=
 0 1
−1 0
 and Q2m :=

0 0 Jm−1
0 J 0
−Jm−1 0 0

then
h1(v) = X
TQ2mX¯.
Let M ∈ Sp(2m, q) and Y = M−1X. Since M satisfies MTQ2mM = Q2m and
M¯ = M we obtain
(M.h1)(v) = h1(M
−1v) = XT (M−1)TQ2mM¯−1X¯ = XTQ2mX¯ = h1(v),
Hence M.h1 = h1, i.e. h1 is invariant. 
Let N(xi) be the orbit product of xi under the action of G for all i.
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Theorem 3.19 The invariant field Fq(V )G is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m− 1,i.e.,
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1).
Proof: By choosing the elements of G for which A and F are the identity matrices
and B is the zero matrix, we obtain an abelian subgroup H of G with elements
Im−1 0 0
0 I2 0
Jm−1S 0 Im−1

where S ∈M(m− 1, q) is such that S −ST = 0. It is easy to check that if C = Jm−1S
then ci,j = cm−j,m−i. Also if C is any matrix with entries in Fq satisfying ci,j = cm−j,m−i
then S = Jm−1C satisfies S − ST = 0. Hence H is in fact the group H+ Section 3.1
with t = m− 1 and d = 2.
Let l ∈ {0, . . . ,m− 2}. Since
R[2m− l]G ⊂ R[2m− l]H = P [m− l − 1]H+
the minimal degree in x2m−l of a polynomial in R[2m− l]G is, according to Proposition
3.11, greater than or equal to ql+1. We know from Proposition 3.6 that ql+1 is actually
the degree of
ψl(Ω1,−1) = ψl(h1).
It follows from Corollary 3.5 and the definition of hk that
ψl(h1) ∈ F[x1, ψ1(x2), . . . , ψl−1(xl), h1, h2, . . . , hl].
Therefore, ψl(h1) is an invariant polynomial by Proposition 3.1-2 and Lemma 3.18.
Hence we can take φ2m−l = ψl(h1) for each l ∈ {0, . . . ,m− 1}.
Finally for each j ∈ {1, . . . ,m+1}, we compute the polynomial φj. We note that G
is acting on R[m+1] in the same way as is the group U(m+1,Fq). Hence R[j]G = R[j]U
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and therefore we can choose φj = N(xj). Applying Theorem 2.23 we conclude that
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), hm, . . . , h1)
and this finishes the proof. 
3.5 The Invariant Field of a Sylow p-subgroup of
O+(2m, q)
Recall from Section 1.6 the definition O+(2m, q). According to Proposition 1.33 it is
group of invertible matrices that preserve the quadratic form
Q(v) =
m∑
i=1
α2m−i+1αi
with v =
∑m
i=1(αiui + α2m−i+1vi).
Now consider the following family of polynomials: for k ≥ 1 define
hk := Ωk−1,1.
In particular, h1 =
∑m
i=1 x2m−i+1xi. The next lemma shows that hk is invariant under
the action of O+(2m, q) for all k.
Lemma 3.20 For all k ≥ 1 the polynomials hk belong to Fq[V ]O+(2m,q).
Proof: We know from Corollary 3.3 that for k > 1, hk is the q
k−2-th Steenrod operation
of hk−1 and therefore we just have to show that h1 is invariant. This follows directly
from the definition of the group O+(2m, q). In fact, for v ∈ V we have h1(v) = Q(v)
and so if M ∈ O+(2m, q) then
M.h1(v) = h1(M
−1v) = Q(M−1v) = Q(v) = h1(v).
Hence h1 is invariant. 
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We have to consider separately the cases when the characteristic of Fq is 2 and
when it is not.
First, assume that the characteristic is not 2 and let G be the Sylow p-subgroup of
O+(2m, q) given by Proposition 1.35. We represent by N(xi) the orbit product of xi
under the action of G for all i.
Theorem 3.21 The invariant field Fq(V )G is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m− 1,i.e.,
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1).
Proof: First let us consider the abelian subgroup H of G obtained by taking the
elements of G for which the matrices A and B are equal to the identity and the zero
matrix, respectively. Thus an element in H is of the form
Im−1 0 0
0 I2 0
Jm−1S 0 Im−1

where S ∈ M(m − 1, q) is such that S + ST = 0. Analogously to what was done in
the proofs of Theorems 3.15 and 3.19, we can easily show that H is the subgroup H−
defined in Section 3.1 with t = m− 1 and d = 2.
Let l ∈ {0, . . . ,m−2}. We proceed analogously to the proof of Theorem 3.19. Note
that
R[2m− l]G ⊂ R[2m− l]H = P [m− l − 1]H−
and therefore it follows from Proposition 3.11 that the minimal degree in x2m−l of a
polynomial in R[2m− l]G is greater than or equal to ql. According to Proposition 3.6
this is the degree of
ψl(Ω0,1) = ψl(h1).
83
Now, ψl(h1) is invariant since applying Corollary 3.5, Proposition 3.1-2 and Lemma
3.18 we would get
ψl(h1) ∈ F[x1, N(x2), . . . , N(xl), h1, h2, . . . , hl] ⊂ R[2m− l]G.
Hence we can take φ2m−l = ψl(h1) for each l ∈ {0, . . . ,m− 1}.
We are now left with the task of determining for each j ∈ {1, . . . ,m + 1}, the
polynomial φj. By looking at how G acts on R[m + 1] we can see it is acting in the
same way as the group U1 in Lemma 3.13. Hence we can choose φj = N(xj) for
j ∈ {1, . . . ,m+ 1}. Applying Theorem 2.23 we conclude that
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), hm, . . . , h1)
which finishes the proof. 
Finally, assume that the characteristic of Fq is 2 and let G be the Sylow p-subgroup
of O+(2m, q) given by Proposition 1.36. According to the same proposition G is gen-
erated by the element L given by (1.10) and a group G1 with elements
A 0 0
B I 0
Jm−1(A−1)TS D Jm−1(A−1)TJm−1

where A, B, I and D satisfy the conditions in Proposition 1.35 and S is such that
S + ST = −BTJ2B and sii = b1ib2i , for i = 1, . . . ,m− 1.
Lemma 3.22 The invariant field for G1 is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m− 1,i.e.,
Fq(V )G1 = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1).
Proof: First we would like to note that in the proof of Theorem 3.21 the only time we
made use of the characteristic of Fq was when we applied Proposition 3.11.
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If we consider the elements of G1 with A equal to the identity matrix and B the
zero matrix, then we obtain an abelian subgroup H1 with elements
Im−1 0 0
0 I2 0
Jm−1S 0 Im−1

where S ∈M(m− 1, q) is such that S + ST = 0 and sii = 0. Hence for C = Jm−1S we
also have ci,m−i = 0.
Now, we can use Remark 3.12 instead of Proposition 3.11 to obtain the same con-
clusion as in the proof of Theorem 3.21 about the minimal degrees in x2m−l. The rest
of the proof is similar to the one of Theorem 3.21. 
Theorem 3.23 Let G be the Sylow p-subgroup of O+(2m, q), with q even, given by
Proposition 1.36. Then
Fq(V )G =
Fq(x1, N(x2), . . . , N(xm−1), N(xm) +N(xm+1), N(xm)N(xm+1), h1, . . . , hm−1).
Proof: We showed in the proof of Proposition 1.36 that L normalises G1. Hence G1
is a normal subgroup of G and G/G1 =< L >. From Remark 2.21 we have
Fq(V )G = (Fq(V )G1)<L>
and applying Lemma 3.22 we get
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1)<L>.
It also follows from Lemma 3.22 that
R := Fq[x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1]
is a polynomial ring. Hence Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1)<L> is the fraction
field of R<L>.
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Now, < L > is a group of order 2 and it is not hard to see that it is acting on
R such that it fixes the elements x1, N(x2), . . . , N(xm−1), h1, h2, . . . , hm−1 and swaps
N(xm) with N(xm+1).
It is known that the invariant ring for the symmetric group Σ2 acting on Fq[X, Y ]
by interchanging X with Y is generated by X + Y and XY (see [25] Theorem 1.1.1).
Hence
Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm−1)<L> =
Fq(x1, N(x2), . . . , N(xm), N(xm) +N(xm+1), N(xm)N(xm+1), h1, . . . , hm−1)
and this finishes the proof. 
3.6 The Invariant Field of a Sylow p-subgroup of
O−(2m + 2, q)
We saw in Proposition 1.33 that O−(2m+ 2, q) is the group of invertible matrices that
preserve the quadratic form
Q(v) =
m∑
i=1
α2m+2−i+1αi + α2m+1 + αm+1αm+2 + aα
2
m+2,
where we chose a such that the polynomial X2 + X + a is irreducible in Fq[X] and a
basis for V such that
v =
m∑
i=1
(αiui + α2m+2−i+1vi) + αm+1w1 + αm+2w2.
Keeping in mind that now n = 2(m+ 1), for k ≥ 1 define
hk := Γk−1,1
with c = a. Thus h1 =
∑m
i=1 x2m+2−i+1xi + x
2
m+1 + xm+1xm+2 + ax
2
m+2. We prove that
hk is invariant under the action of O
−(2m+ 2, q) for all k.
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Lemma 3.24 For all k ≥ 1 the polynomials hk belong to Fq[V ]O−(2m+2,q).
Proof: We know from Corollary 3.3 that for k > 1, hk is the q
k−2-th Steenrod operation
of hk−1 and so we only need to check that h1 is invariant. Just as in the proof of Lemma
3.20, this is follows from the definition of O−(2m+ 2, q). 
Just as in the previous section, we study separately the cases when q is odd and
when it is even. We start with q odd. Let G be the Sylow p-subgroup of O−(2m+ 2, q)
defined in Proposition 1.37 and N(xi) be the orbit product of xi.
Theorem 3.25 The invariant field Fq(V )G is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 2, and the polynomials hj, with j = 1, . . . ,m,i.e.,
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+2), h1, . . . , hm).
Proof: If in the proof of Theorem 3.21 we replace m by m+ 1 and Ω0,1 by Γ0,1, then
we obtain a proof for this theorem. 
Now we assume that the characteristic of Fq is 2 and we denote by G the Sylow
p-subgroup of O−(2m + 2, q) given by Proposition 1.38. Let G1 be the group whose
elements are of the form
A 0 0
B I 0
Jm(A
−1)TS D Jm(A−1)TJm

with A, B, I and D satisfying the conditions in Proposition 1.37 and S is such that
S + ST = −BTJ2B and sii = b21i + b1ib2i + ab22i, for i = 1, . . . ,m. Also, let L1 denote
the matrix
L1 :=

Im−1 0 0
0 J ′2 0
0 0 Im−1

with J ′2 :=
 1 1
0 1
. Then it follows from Proposition 1.38 that G is generated by
G1 and L1.
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Lemma 3.26 The invariant field for G1 is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 2, and the polynomials hk, with k = 1, . . . ,m,i.e.,
Fq(V )G1 = Fq(x1, N(x2), . . . , N(xm+2), h1, . . . , hm).
Proof: If we replace m by m + 1 and use Theorem 3.25 instead of Theorem 3.21
in the proof of Lemma 3.22, the we get a proof for the result here stated. 
Theorem 3.27 Let G be the Sylow p-subgroup of O−(2m + 2, q), with q even, given
by Proposition 1.38. Then
Fq(V )G =
Fq(x1, N(x2), . . . , N(xm), N(xm+1)2 +N(xm)N(xm+1), N(xm+2), h1, . . . , hm).
Proof: We use similar arguments to those in the proof of Theorem 3.23. Here we can
also prove that
Fq(V )G = (Fq(V )G1)<L1>.
Applying Lemma 3.26 we get
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+2), h1, . . . , hm)<L1>,
which is the fraction field of
R<L1> := Fq[x1, N(x2), . . . , N(xm+2), h1, . . . , hm]<L1>.
Now, we can easily check that < L1 > is a group of order 2 acting on R by fixing
x1, N(x2), . . . , N(xm), N(xm+2), h2, . . . , hm−1 and N(xm+1) 7→ N(xm+1) +N(xm).
Applying Theorem 2.5 we can prove that the invariant ring of a group of order 2
acting on Fq[X, Y ] such that it fixes X and maps Y to Y + X is generated by X and
Y 2 +XY . Hence
Fq(x1, N(x2), . . . , N(xm+2), h1, . . . , hm)<L1> =
Fq(x1, N(x2), . . . , N(xm), N(xm+1)2 +N(xm)N(xm+1), N(xm+2), h1, . . . , hm)
and the proof is complete. 
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3.7 The Invariant Field of a Sylow p-subgroup of
O(2m + 1, q)
By Proposition 1.33, O(2m+ 1, q) is the group of invertible matrices that preserve the
quadratic form
Q(v) =
m∑
i=1
α2m+1−i+1αi + α2m+1,
where we chose a basis for V such that
v =
m∑
i=1
(αiui + α2m+2−i+1vi) + αm+1w.
Consider the following family of polynomials: for k ≥ 1 take
hk := Γk−1,0.
In particular, h1 =
∑m
i=1 xn−i+1xi + x
2
m+1. The next lemma shows that all these
polynomials are invariant under the action of O(2m+ 1, q).
Lemma 3.28 For all k ≥ 1 the polynomials hk belong to Fq[V ]O(2m+1,q).
Proof: It follows from Corollary 3.3 that hk = Pqk−1(hk−2) for k > 1. Hence it suffices
to show that h1 is an invariant polynomial. Again as in the proof of Lemma 3.20, this
follows from the definition of O(2m+ 1, q). 
Now, assume that the characteristic of Fq is not 2 and let G be the Sylow p-subgroup
of O(2m+ 1, q) given by Proposition 1.39.
Theorem 3.29 The invariant field Fq(V )G is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m,i.e.,
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm).
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Proof: The proof is analogous, for example, to the proofs of Theorems 3.21 or 3.17.
In the same way we construct an abelian subgroup H of G which we then prove to be
the subgroup H− of Section 3.1. Therefore Proposition 3.11 tell us that ql is a lower
bound for the minimal degree in x2m+1−l of an invariant polynomial in R[2m+ 1− l]G
for every l ∈ {0, . . . ,m − 1}. Applying Propositions 3.6, Corollary 3.5, Proposition
3.1-2 and Lemma 3.28 we conclude that
ψl(Γ0,0) = ψl(h1) ∈ R[2m+ 1− l]G
with degree ql in x2m+1−l.
For each j ∈ {1, . . . ,m+ 1}, and using the same argument as in the proof of 3.21,
we can show that the degree in xj of N(xj) is minimal among the elements of R[j]
G.
Now, applying Theorem 2.23 completes the proof. 
Finally, assume that Fq has characteristic 2 and let G be the Sylow p-subgroup of
O(2m + 1, q) given by Proposition 1.40. The invariant field for G is described in the
next theorem.
Theorem 3.30 The invariant field Fq(V )G is generated by the polynomials N(xi), with
i = 1, . . . ,m+ 1, and the polynomials hk, with k = 1, . . . ,m,i.e.,
Fq(V )G = Fq(x1, N(x2), . . . , N(xm+1), h1, . . . , hm).
Proof: The proof is analogous to the proof of Lemma 3.22, but now we should use
Theorem 3.29 instead of Theorem 3.21. 
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Chapter 4
Invariant Rings for Sylow
p-subgroups of some Finite
Classical Groups
In this chapter we construct the generators and relations for the invariant rings for
Sylow p-subgroups of GU(3, q2), GU(4, q2), Sp(4, q) and O+(4, q) with q odd. It is
known that for the Sylow p-subgroups of the general linear groups, the invariant rings
are polynomial. In contrast to this we show that this is not so in the cases above.
We shall prove that these invariant rings are a complete intersection and that their
generators form a SAGBI basis.
It is not straightforward to generalise our results to higher ranks; indeed Magma
calculations show that for the Sylow p-subgroups of Sp(6, q) and O+(6, q) with q odd, a
similar construction does not give SAGBI bases. This adds more difficulty in obtaining
results in the general cases and motivates further investigations.
Throughout the chapter we will always consider the graded reverse lexicographic
order on F[x1, . . . , xn] with x1 < x2 < · · · < xn, where n will be 3 or 4. Therefore if
m1 = x
a1
1 x
a2
2 · · ·xann and m2 = xb11 xb22 · · ·xbnn are two distinct monomials, m1 <grevlex m2
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if and only if a1 + · · ·+ an < b1 + · · ·+ bn or a1 + · · ·+ an = b1 + · · ·+ bn and ai > bi
for the smallest i with ai 6= bi.
We proceed in the following way: first we take a finite list of invariant polynomials
and then we establish some relations between them. This list will always contain the
generators for the invariant field. Now, using the relations we construct an invariant
polynomial Θ, whose leading monomial has the form xdnn .
Then, we consider the algebra A generated by some of the polynomials in the list
and Θ. We show that A is the invariant ring by proving that:
1. A contains a homogeneous system of parameters;
2. the fraction field of A is the invariant field;
3. A is integrally closed in its field of fractions.
4.1 The Invariant Ring for a Sylow p-subgroup of
GU(3, q2)
Let G be the group defined in Proposition 1.25. Here m = 1 and therefore we can
easily write the elements of G as 
1 0 0
b 1 0
s −b¯ 1

where s, b ∈ Fq2 are such that bb¯ + s + s¯ = 0. Hence, G acts on the polynomial ring
Fq2 [x1, x2, x3] in the following way:
x1 7→ x1, x2 7→ x2 + bx1, x3 7→ x3 − b¯x2 + sx1.
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Clearly x1 and the orbit product of x2
N(x2) =
∏
a∈Fq2
(x2 + bx1) = x
q2
2 − xq
2−1
1 x2
are invariant. From Lemma 3.16 it follows that the polynomials
h1 = Λ1,1 = x
q+1
2 + x
q
3x1 + x3x
q
1,
h2 = Λ2,1 = x
q3+1
2 + x
q3
3 x1 + x3x
q3
1
are invariant under the action of G.
Lemma 4.1 The polynomials x1, N(x2), h1 and h2 satisfy
N(x2)
q+1 = hq
2
1 − xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1.
Proof: Applying Proposition 3.4-7 we have
ψ1(h1) = h
q2
1 − xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1.
Since ψ1(x1) = 0 and ψ1(x2) = x
q2
2 − xq
2−1
1 x2 = N(x2) we obtain
N(x2)
q+1 = hq
2
1 − xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1
and the proof is completed. 
Lemma 4.2 The polynomial h2 can be written as
h2 = h
q2−q+1
1 + x1Θ
where Θ is an invariant polynomial with leading monomial xq
3
3 .
Proof: For simplicity write X = xq3 + x
q−1
1 x3. Hence h1 = x
q+1
2 + x1X and
hq
2−q+1
1 = (x
q+1
2 + x1X)
q2−q+1 = (xq+12 + x1X)(x
q2+q
2 + x
q
1X
q)q−1
= (xq+12 + x1X)
q−1∑
i=0
x
(q2+q)(q−1−i)
2 x
qi
1 X
qi
= (xq+12 + x1X)
(
xq
3−q
2 + x1
q−1∑
i=1
x
(q2+q)(q−1−i)
2 x
qi−1
1 X
qi
)
= xq
3+1
2 + x1
(
xq
3−q
2 X + (x1X + x
q+1
2 )
q−1∑
i=1
x
(q2+q)(q−1−i)
2 x
q(i−1)
1 X
qi
)
.
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Hence
h2 − hq2−q+11 = x1
(
xq
3
3 + x
q3−1
1 x3 − xq
3−q
2 X + (x1X + x
q+1
2 )
q−1∑
i=1
x
(q2+q)(q−1−i)
2 x
qi−1
1 X
qi
)
and since x1, h1 and h2 are invariant, the polynomial
Θ := xq
3
3 + x
q3−1
1 x3 − xq
3−q
2 X + (x1X + x
q+1
2 )
q−1∑
i=1
x
(q2+q)(q−1−i)
2 x
qi−1
1 X
qi
is also invariant. 
Let A denote the Fq2-algebra generated by x1, N(x2), h1 and Θ, i.e.,
A = Fq2 [x1, N(x2), h1,Θ].
Obviously, A ⊆ Fq2 [x1, x2, x3]G. Our goal is to prove that A is equal to Fq2 [x1, x2, x3]G.
Remark 4.3 Let F be a field and consider the graded reverse lexicographic monomial
order on the polynomial ring F[x1, . . . , xn] with xn > · · · > x1.
1. Suppose that C = {f1, . . . , fm} is a set polynomials such that LM(fi) 6= LM(fj)
for i 6= j and let f − g = ∑mi=1 fi. Without loss of generality we can assume that
LM(f1) > LM(f2) > · · · > LM(fm). Therefore
∑m
i=1 fi is a subduction of f − g
over C that terminates at zero.
2. If in a homogeneous polynomial we have two monomials m1 and m2 such that
the exponent in x1 is non-zero, then the one with the smallest exponent, in x1, is
the biggest monomial.
Lemma 4.4 The following relation
hq
2
1 −N(x2)q+1 − xq
2−1
1 h
q2−q+1
1 − xq
2
1 Θ− xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1 = 0 (4.1)
is a subduction of hq
2
1 −N(x2)q+1 over {x1, N(x2), h1,Θ}. Furthermore, {x1, N(x2), h1,Θ}
is a SAGBI basis for A.
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Proof: According to Lemma 4.2, h2 = h
q2−q+1
1 + x1Θ. Thus if in Lemma 4.1 we
substitute h2 by h
q2−q+1
1 + x1Θ, then we get the relation in the lemma. It follows from
Remark 4.3 that (4.1) is a subduction of hq
2
1 −N(x2)q+1 over {x1, N(x2), h1,Θ}.
It is not hard to check that
LM(N(x2)) = x
q2
2 , LM(h1) = x
q+1
2 , and LM(Θ) = x
q3
3 .
So let φ : Fq2 [t1, t2, t3, t4] −→ Fq2 [x1, x2, x3] be the Fq2-algebra homomorphism defined
by
t1 7→ x1, t2 7→ xq22 , t3 7→ xq+12 , t4 7→ xq
3
3 .
We will show that the kernel of φ is generated as an ideal by the binomial g(t1, t2, t3, t4) =
tq
2
3 − tq+12 . We have seen that g(x1, N(x2), h1,Θ) = hq
2
1 − N(x2)q+1 has a subduction
over {x1, N(x2), h1,Θ} that terminates at zero. Thus it will follow from Theorem 2.35
that {x1, N(x2), h1,Θ} is a SAGBI basis for A.
We keep the notation of Section 2.5. According to Corollary 2.39 the kernel of φ is
generated by the binomials Tu
+ − Tu− where u = u+ − u− is a solution of Bu = 0.
Here the matrix B is 
1 0 0 0
0 q2 q + 1 0
0 0 0 q3

and therefore the solution set for Bu = 0 is a vector space W with dimension 1. It is
easy to check that
w = (0,−q − 1, q2, 0) = (0, 0, q2, 0)− (0, q + 1, 0, 0)
is a basis for W . Now, αw ∈ Z4 if and only if −αq− α and αq2 are integers. This can
only happen when α ∈ Z. Hence according to Lemma 2.40
Tw
+ −Tw− = tq23 − tq+12
generates the kernel of φ. This finishes the proof. 
The next lemma will be used throughout this chapter.
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Lemma 4.5 Let {x1, f2, . . . , fm} be a homogeneous SAGBI basis for a graded subal-
gebra A ⊂ F[x1, . . . , xn] using the graded reverse lexicographic order with xn > . . . > x1.
If, for all i > 1, x1 does not divide LM(fi), then the ideal (x1)A of A generated by x1
is prime.
Proof: Let f, g ∈ A such that fg ∈ (x1)A. Since x1 generates a prime ideal in
F[x1, . . . , xn], we can assume without loss of generality that g = x1g1 with g1 ∈
F[x1, . . . , xn]. This means that x1 divides the leading monomial of g and therefore
it divides all the other monomials. Hence, at every stage in the subduction of g over
{x1, f2, . . . , fm}, x1 will be a factor. Since x1 does not divide LM(fi) for all i > 1 and
{x1, f2, . . . , fm} is a SAGBI basis for A, we can write g as x1g′ with g′ ∈ A. Thus
g ∈ A and this completes the proof. 
Theorem 4.6 The invariant ring for the Sylow p-subgroup G of GU(3, q2) is generated
by x1, N(x2), h1 and Θ, i.e.,
Fq2 [x1, x2, x3]G = Fq2 [x1, N(x2), h1,Θ],
Furthermore, the generators satisfy (4.1).
Proof: Applying Lemma 2.14 we conclude that {x1, N(x2), h1,Θ} contains a homo-
geneous system of parameters for Fq2 [x1, x2, x3]G. Hence, Fq2 [x1, x2, x3] is integral over
A.
It follows from Theorem 3.17 that
Fq2(x1, x2, x3)G = Fq2(x1, N(x2), h1).
Since
Fq2(x1, N(x2), h1) ⊂ Quot(A) ⊂ Fq2(x1, x2, x3)G,
we conclude that A and Fq2 [x1, x2, x3]G have the same fraction field.
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Now, it remains to prove that A is integrally closed. We start by showing that the
localisation A[x−11 ] is a Unique Factorisation Domain. Since x1 is invertible in A[x
−1
1 ],
from (4.1) we get
Θ ∈ Fq2 [x1, N(x2), h1][x−11 ].
Hence
A[x−11 ] = Fq2 [x1, N(x2), h1][x−11 ]
which is a localisation of a polynomial ring and therefore it is a Unique Factorisation
Domain. From Lemmas 4.4 and 4.5 it follows that the ideal of A generated by x1 is a
prime. Hence applying Lemma 2.24 we conclude that A is integrally closed and this
finishes the proof. 
Remark 4.7 We would like to note that {x1, N(x2), h1, N(x3)} also generates the in-
variant ring Fq2 [x1, x2, x3]G, where N(x3) is the orbit product of x3. Actually it is not
hard to see that Θ is divisible by x3 and therefore by N(x3). Since they are monic
polynomials of the same degree in x3 we conclude that Θ = N(x3).
Finally, we show that the invariant ring for G is a complete intersection. It is
actually an hypersurface.
Consider the polynomial ring Fq2 [X1, X2, X3, X4] and the homomorphism
Φ : Fq2 [X1, X2, X3, X4] −→ A
defined by
X1 7→ x1, X2 7→ N(x2), X3 7→ h1, X4 7→ Θ.
Lemma 4.8 The kernel of Φ is generated by the polynomial
P (X1, X2, X3, X4) :=
−Xq21 X4 +Xq
2
3 −Xq+12 −Xq
2−1
1 X
q2−q+1
3 −Xq(q
2−1)
1 X
q
3 +X
(q+1)(q2−1)
1 X3.
Moreover, A is a complete intersection ring.
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Proof: It follows from (4.1) that P (X1, X2, X3, X4) belongs to the kernel of Φ. Note
that P (X1, X2, X3, X4) is linear in X4 and X1 is the only irreducible dividing the
coefficient of X4. Since X1 does not divide all the other terms in P (X1, X2, X3, X4)
we conclude that P (X1, X2, X3, X4) is irreducible in Fq2 [X1, X2, X3, X4]. Therefore it
generates a prime ideal.
The Krull dimension of A is 3 by Corollary 2.17. Since
Fq2 [X1, X2, X3, X4]/ ker Φ ' A,
the kernel of Φ will be a prime ideal with height 1. Hence it is generated by P (X1, X2, X3, X4).
Thus A is a complete intersection ring by definition 2.19. 
4.2 The Invariant Ring for a Sylow p-subgroup of
GU(4, q2)
Consider the group G given by Proposition 1.24, which is a Sylow p-subgroup of
GU(4, q2). It is not hard to see that its elements are
1 0 0 0
b1 1 0 0
b2 c 1 0
s −b¯1c− b¯2 −b¯1 1

where b1, b2, c, s ∈ Fq2 such that c+ c¯ = 0 and s+ s¯ = −b1b¯2 − b2b¯1. Hence, the action
of G on Fq2 [x1, x2, x3, x4] is defined by
• x1 7→ x1, x2 7→ x2 + b1x1, x3 7→ x3 + cx2 + b2x1 and
• x4 7→ x4 − b¯1x3 − (b¯1c¯+ b¯2)x2 + sx1.
It follows from Lemma 2.28 that the orbit products of x2 and x3 are
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• N(x2) = xq22 − xq
2−1
1 x2,
• N(x3) = (xq23 − xq
2−1
1 x3)
q +N(x2)
q−1(xq
2
3 − xq
2−1
1 x3),
respectively. Applying Lemma 3.14 we get that the polynomials
• h1 = Λ1,0 = xq3x2 + x3xq2 + xq4x1 + x4xq1;
• h2 = Λ2,0 = xq33 x2 + x3xq
3
2 + x
q3
4 x1 + x4x
q3
1 ;
• h3 = Λ3,0 = xq53 x2 + x3xq
5
2 + x
q5
4 x1 + x4x
q5
1 ;
are also invariant under the action of G.
Lemma 4.9 We have
N(x2)N(x3) = h
q2
1 − xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1
and
N(x2)N(x3)
q2 −N(x2)q3−q2+1N(x3)q +N(x2)q3−q+1N(x3)
= hq
2
2 − xq
2−1
1 h3 − xq
3(q2−1)
1 h
q2
1 + x
(q3+1)(q2−1)
1 h2.
Proof: This is a consequence of Proposition 3.4 and the definition of ψ1.
First we note that ψ1(x2) = x
q2
2 −xq
2−1
1 x2 = N(x2) and if we write X = x
q2
3 −xq
2−1
1 x3,
then ψ1(x3) = X. Therefore
N(x2)N(x3) = N(x2)(X
q +N(x2)
q−1X) = N(x2)Xq +N(x2)qX
= ψ1(x3)
qψ1(x2) + ψ1(x3)ψ1(x2)
q = ψ1(h1)
and according to Proposition 3.4-7
ψ1(h1) = h
q2
1 − xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1.
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Finally, we have
N(x2)N(x3)
q2 = N(x2)(X
q3 +N(x2)
q3−q2Xq
2
) = N(x2)X
q3 +N(x2)
q3−q2+1Xq
2
;
N(x2)
q3−q2+1N(x3)q = N(x2)q
3−q2+1Xq
2
+N(x2)
q3−q+1Xq;
N(x2)
q3−q+1N(x3) = N(x2)q
3−q+1Xq +N(x2)q
3
X;
and therefore
N(x2)N(x3)
q2 −N(x2)q3−q2+1N(x3)q +N(x2)q3−q+1N(x3) =
N(x2)X
q3 +N(x2)
q3X = ψ1(h2).
From Proposition 3.4-8 we get
ψ1(h2) = h
q2
2 − xq
2−1
1 h3 − xq
3(q2−1)
1 h
q2
1 + x
(q3+1)(q2−1)
1 h2.
This completes the proof. 
If we consider the modulo x1 reductions of N(x2), N(x3), h1, h2 and h3, then we
obtain polynomials
f1 := N(x2) = x
q2
2 , f2 := N(x3) = x
q3
3 + x
q3−q2
2 x
q2
3 , f3 := h1 = x
q
3x2 + x3x
q
2
f4 := h2 = x
q3
3 x2 + x3x
q3
2 and f5 := h3 = x
q5
3 x2 + x3x
q5
2
in Fq2 [x2, x3]. We consider the graded reverse lexicographic order on Fq2 [x2, x3] with
x2 < x3.
Lemma 4.10 The set of polynomials {f1, f2, f3, f4} is a SAGBI basis for Fq2 [f1, f2, f3, f4]
and the polynomial f5 has a subduction over {f1, f2, f3, f4} that terminates at zero.
Proof: Let A denote the algebra Fq2 [f1, f2, f3, f4] and C = {f1, f2, f3, f4}.
We proceed as in Lemma 4.4 and Example 2.42 to show that C is a SAGBI basis
for A. Here the leading monomials are
LM(f1) = x
q2
2 , LM(f2) = x
q3
3 , LM(f3) = x
q
3x2, and LM(f4) = x
q3
3 x2
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Thus the Fq2-algebra homomorphism φ : Fq2 [t1, t2, t3, t4] −→ Fq2 [x2, x3] is defined by
t1 7→ xq22 , t2 7→ xq
3
3 , t3 7→ xq3x2, t4 7→ xq
3
3 x2
and the corresponding matrix B is q2 0 1 1
0 q3 q q3
 .
The solution set for Bu = 0 is a vector space W with dimension 2 and we can easily
check that
w1 = (−1,−1, q2, 0) = (0, 0, q2, 0)− (1, 1, 0, 0)
w2 = (−1,−q2, 0, q2) = (0, 0, 0, q2)− (1, q2, 0, 0)
form a basis for W . As in Example 2.42 we can show that Hypothesis A holds for
the basis {w1,w2}. Hence
g1(t1, t2, t3, t4) = t
q2
3 − t1t2 and g2(t1, t2, t3, t4) = tq
2
4 − t1tq
2
2
generate the kerφ by Proposition 2.41.
According to Theorem 2.35 we should check if
g1(f1, f2, f3, f4) = f
q2
3 − f1f2 and g2(f1, f2, f3, f4) = f q
2
4 − f1f q
2
2
have a subduction over C that terminates at a constant. It follows from Lemma 4.9
that
f q
2
3 − f1f2 = 0 (4.2)
f q
2
4 − f1f q
2
2 − f q
3−q2+1
1 f
q
2 + f
q3−q+1
1 f2 = 0. (4.3)
Applying Remark 4.3 we conclude that (4.2) and (4.3) are a subduction over C of
g1(f1, f2, f3, f4) and g2(f1, f2, f3, f4), respectively. Hence C is a SAGBI basis for A.
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Finally, to prove that the polynomial f5 has a subduction over {f1, f2, f3, f4} termi-
nating at zero, it is enough to show that f5 ∈ A. A straightforward calculation shows
that 
f3 f
q
3
f4 f
q2
3
f5 f
q2
4
 =

xq3 x
q
2
xq
3
3 x
q3
2
xq
5
3 x
q5
2

 x2 xq22
x3 x
q2
3
 .
Thus if we take
f := f q
2+1
3 − f4f q3 =
∣∣∣∣∣∣x
q
3 x
q
2
xq
3
3 x
q3
2
∣∣∣∣∣∣
∣∣∣∣∣∣x2 x
q2
2
x3 x
q2
3
∣∣∣∣∣∣ = −
∣∣∣∣∣∣x2 x
q2
2
x3 x
q2
3
∣∣∣∣∣∣
q+1
and
g := f q
2+1
4 − f q
2
3 f5 =
∣∣∣∣∣∣x
q3
3 x
q3
2
xq
5
3 x
q5
2
∣∣∣∣∣∣
∣∣∣∣∣∣x2 x
q2
2
x3 x
q2
3
∣∣∣∣∣∣ = −
∣∣∣∣∣∣x2 x
q2
2
x3 x
q2
3
∣∣∣∣∣∣
q3+1
we obtain 0 = f q
2−q+1 − g. Therefore
f q
2
3 f5 = f
q2+1
4 − f q
3−q2+q
3 (f
q2−q+1
3 − f4)q
2−q+1.
From (4.2) and (4.3) we conclude that f q
2
4 is divisible by f
q2
3 . Hence f5 ∈ A and this
finishes the proof. 
Let P (X1, X2, X3, X4) be the polynomial obtained in the subduction of f5 over
{f1, f2, f3, f4}, i.e., f5 = P (f1, f2, f3, f4).
Note that h1 = f3 +x1(x
q
4 +x
q−1
1 x4) and h2 = f4 +x1(x
q3
4 +x
q3−1
1 x4). Thus, since the
variable x4 does not appear in N(x2) and N(x3) we can conclude that the monomial
x1x
q5
4 will not occur in P (N(x2), N(x3), h1, h2). Hence we get
h3 = f5 + x1(x
q5
4 + x
q5−1
1 x4) = P (N(x2), N(x3), h1, h2) + x1Θ,
with
Θ := xq
5
4 + x
q5−1
1 x4 + · · ·
an invariant polynomial under the action of G.
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Let A be the Fq2-algebra generated by the polynomials x1, N(x2), N(x3), h1, h2 and
Θ. We shall prove that A is the invariant ring for the Sylow p-subgroup of GU(4, q2).
Lemma 4.11 The following relations
hq
2
1 −N(x2)N(x3)− xq
2−1
1 h2 − xq(q
2−1)
1 h
q
1 + x
(q+1)(q2−1)
1 h1 = 0 (4.4)
and
hq
2
2 −N(x2)N(x3)q
2
+N(x2)
q3−q2+1N(x3)q −N(x2)q3−q+1N(x3)
− xq2−11 P (N(x2), N(x3), h1, h2)− xq
2
1 Θ (4.5)
− xq3(q2−1)1 hq
2
1 + x
(q3+1)(q2−1)
1 h2 = 0
are a subduction over {x1, N(x2), N(x3), h1, h2,Θ} of hq21 −N(x2)N(x3) and
hq
2
2 −N(x2)N(x3)q2,respectively. Furthermore, {x1, N(x2), N(x3), h1, h2,Θ} is a SAGBI
basis for A.
Proof: Since P (f1, f2, f3, f4) is a subduction of f5 over {f1, f2, f3, f4} and h3 = f5 +
x1(x
q5
4 + x
q5−1
1 x4) = P (N(x2), N(x3), h1, h2) + x1Θ we see that
xq
2−1
1 P (N(x2), N(x3), h1, h2) + x
q2
1 Θ
is a subduction of xq
2−1
1 h3 over {x1, N(x2), N(x3), h1, h2,Θ}. Applying Remark 4.3
we conclude that (4.4) and (4.5) are a subduction over {x1, N(x2), N(x3), h1, h2,Θ} of
hq
2
1 −N(x2)N(x3) and hq
2
2 −N(x2)N(x3)q2 , respectively.
The Fq2-algebra homomorphism φ : Fq2 [t1, t2, t3, t4, t5, t6] −→ Fq2 [x1, x2, x3, x4] is
then defined by
t1 7→ x1, t2 7→ xq22 , t3 7→ xq
3
3 , t4 7→ xq3x2, t5 7→ xq
3
3 x2, t6 7→ xq
5
4
and the matrix B is 
1 0 0 0 0 0
0 q2 0 1 1 0
0 0 q3 q q3 0
0 0 0 0 0 q5
 .
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Analogously to what was done in the proof Lemma 4.10, we can show that the vectors
w1 = (0,−1,−1, q2, 0, 0) = (0, 0, 0, q2, 0, 0)− (0, 1, 1, 0, 0, 0)
w2 = (0,−1,−q2, 0, q2, 0) = (0, 0, 0, 0, q2, 0)− (0, 1, q2, 0, 0, 0)
form a basis for the solution set of Bu = 0 and that
g1(t1, t2, t3, t4, t5, t6) = t
q2
4 − t2t3,
g2(t1, t2, t3, t4, t5, t6) = t
q2
5 − t2tq
2
3
generate kerφ. In the beginning of the proof we proved that
hq
2
1 −N(x2)N(x3) = g1(x1, N(x2), N(x3), h1, h2,Θ),
hq
2
2 −N(x2)N(x3)q
2
= g2(x1, N(x2), N(x3), h1, h2,Θ)
have a subduction over {x1, N(x2), N(x3), h1, h2,Θ} that terminates at zero. This
finishes the proof. 
Theorem 4.12 The invariant ring for the Sylow p-subgroup G of GU(4, q2) is gener-
ated by x1, N(x2), N(x3), h1, h2 and Θ, i.e.,
Fq2 [x1, x2, x3, x4]G = Fq2 [x1, N(x2), N(x3), h1, h2,Θ],
Furthermore, the generators satisfy the relations (4.4) and (4.5).
Proof: Since {x1, N(x2), N(x3),Θ} is a homogeneous system of parameters for
Fq2 [x1, x2, x3, x4]G by Lemma 2.14, the polynomial ring Fq2 [x1, x2, x3, x4] is integral over
A.
According to Theorem 3.15 we have
Fq2(x1, x2, x3, x4)G = Fq2(x1, N(x2), N(x3), h1).
Since
Fq2(x1, N(x2), N(x3), h1) ⊂ Quot(A) ⊂ Fq2(x1, x2, x3, x4)G,
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we conclude that Quot(A) is equal to Fq2(x1, x2, x3, x4)G.
Finally, we show that A is integrally closed. Consider the ring A[x−11 ]. Since x1 is
invertible in A[x−11 ], it follows from (4.4) and (4.5) that
h2,Θ ∈ Fq2 [x1, N(x2), h1][x−11 ].
Hence
A[x−11 ] = Fq2 [x1, N(x2), N(x3), h1][x−11 ]
which is the localisation of a polynomial ring and therefore a Unique Factorisation
Domain. Applying Lemmas 4.11 and 4.5 we conclude that the ideal of A generated by
x1 is prime. Hence A is integrally closed by Lemma 2.24. 
Remark 4.13 We would like to note that C := {x1, N(x2), h1, h2, N(x4)} is also a
generating set for the invariant ring Fq2 [x1, x2, x3, x4]G, where N(x4) is the orbit product
of x4. In fact, it is not hard to see that N(x4) ∈ A has the same leading monomial as
Θ and therefore C is a SAGBI basis for A = Fq2 [x1, x2, x3, x4]G. Hence C is also a
generating set for A.
We finish this section by showing that the invariant ring for G is a complete intersec-
tion. Consider the polynomial ring Fq2 [X1, X2, X3, X4, Z1, Z2] and the homomorphism
Φ : Fq2 [X1, X2, X3, X4, Z1, Z2] −→ A
defined by
X1 7→ x1, X2 7→ N(x2), X3 7→ N(x3), X4 7→ Θ, Z1 7→ h1, Z2 7→ h2.
Lemma 4.14 The kernel of Φ is generated by the polynomials
P1(X1, X2, X3, X4, Z1, Z2) :=
Zq
2
1 −X2X3 −Xq
2−1
1 Z2 −Xq(q
2−1)
1 Z
q
1 +X
(q+1)(q2−1)
1 Z1
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and
P2(X1, X2, X3, X4, Z1, Z2) := Z
q2
2 −X2Xq
2
3 +X
q3−q2+1
2 X
q
3 −Xq
3−q+1
2 X3
− Xq2−11 P (X2, X3, Z1, Z2)−Xq
2
1 X4 −Xq
3(q2−1)
1 Z
q2
1 +X
(q3+1)(q2−1)
1 Z2
where the polynomial P is such that h3 = P (N(x2), N(x3), h1, h2) + x1Θ. Moreover, A
is a complete intersection.
Proof: Let R := Fq2 [X1, X2, X3, X4, Z1, Z2]. Applying Corollary 2.17 we conclude that
the Krull dimension of A is 4. Since
R/ ker Φ ' A,
the kernel of Φ is a prime ideal of height 2.
From (4.4) and (4.5) we see that P1 and P2 are elements in the kernel of Φ. We
shall prove that P1, P2 is a regular sequence in R and that the ideal I = (P1, P2) is
prime. Then it will follow that I has height 2 and therefore ker Φ = I.
Obviously R/(X1) is an integral domain. The modulo X1 reductions of P1 and P2
are
P 1 = Z
q2
1 −X2X3 and
P 2 = Z
q2
2 −X2Xq
2
3 +X
q3−q2+1
2 X
q
3 −Xq
3−q+1
2 X3,
respectively. Hence P 1 is not a zero-divisor in R/(X1). Also since P 1 is linear in X3
and X2 does not divide Z
q2
1 we conclude that P 1 is irreducible in R/(X1). Therefore
R/(X1, P1) = (R/(X1))/(P 1) is an integral domain. It is easy to check that P 2 is
not a zero divisor in (R/(X1))/(P 1). Hence X1, P1, P2 is a regular sequence in R and
since they are homogeneous polynomials, P1, P2, X1 is also a regular sequence. Then it
follows that, in particular, P1, P2 is a regular sequence and that R/(P1, P2) is embedded
into R/(P1, P2)[X¯
−1
1 ]. Now, using P1 and P2 we can eliminate Z¯2 and X¯4, respectively.
Hence
R/(P1, P2)[X¯
−1
1 ] = Fq2 [X¯1, X¯2, X¯3, Z¯1][X¯−11 ]
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which is of Krull dimension greater than or equal to 4 and therefore equal to 4. Hence
R/(P1, P2)[X¯
−1
1 ] is the localisation of a polynomial ring, thus a domain. Therefore
(P1, P2) is a prime ideal.
Finally, A is a complete intersection by Definition 2.19. 
4.3 The Invariant Ring for a Sylow p-subgroup of
Sp(4, q)
Consider the group G given by Proposition 1.27, which is a Sylow p-subgroup of
Sp(4, q). It is not hard to see that its elements are
1 0 0 0
b1 1 0 0
b2 c 1 0
s −b1c+ b2 −b1 1

with b1, b2, c, s ∈ Fq. Therefore, G acts on Fq[x1, x2, x3, x4] by
• x1 7→ x1, x2 7→ x2 + b1x1, x3 7→ x3 + cx2 + b2x1 and
• x4 7→ x4 − b1x3 + (−b1c+ b2)x2 + sx1.
The orbit products of x2 and x3 are
• N(x2) = xq2 − xq−11 x2;
• N(x3) = (xq3 − xq−11 x3)q −N(x2)q−1(xq3 − xq−11 x3);
respectively. By Lemma 3.18 the polynomials
• h1 = Ω1,−1 = xq3x2 − x3xq2 + xq4x1 − x4xq1;
• h2 = Ω2,−1 = xq23 x2 − x3xq
2
2 + x
q2
4 x1 − x4xq
2
1 ;
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• h3 = Ω3,−1 = xq33 x2 − x3xq
3
2 + x
q3
4 x1 − x4xq
3
1
are invariant.
Lemma 4.15 The polynomials x1, N(x2), N(x3), h1, h2 and h3 satisfy
N(x2)N(x3) = h
q
1 − xq−11 h2 + xq(q−1)1 h1
and
N(x2)N(x3)
q +N(x2)
q2−q+1N(x3) = h
q
2 − xq−11 h3 − xq
2(q−1)
1 h
q
1 + x
(q2+1)(q−1)
1 h2.
Proof: Similar calculations to the ones in the proof of Lemma 4.9.
Here we have ψ1(x2) = x
q
2− xq−11 x2 = N(x2) and X := ψ1(x3) = xq3− xq−11 x3. Thus
N(x2)N(x3) = N(x2)(X
q −N(x2)q−1X) = N(x2)Xq −N(x2)qX = ψ1(h1)
and we just need to apply Proposition 3.4-3 to determine ψ1(h1).
Now, we have
N(x2)N(x3)
q = N(x2)(X
q2 −N(x2)q2−qXq) = N(x2)Xq2 −N(x2)q2−q+1Xq;
N(x2)
q2−q+1N(x3) = N(x2)q
3−q+1Xq −N(x2)q2X.
Therefore
N(x2)N(x3)
q +N(x2)
q2−q+1N(x3) = ψ1(h2)
and the result follows again from Proposition 3.4-3. This completes the proof. 
Just as in the previous section, if we consider the modulo x1 reductions of the
polynomials x1, N(x2), N(x3), h1, h2 and h3 we obtain polynomials
f1 := N(x2) = x
q
2, f2 := N(x3) = x
q2
3 − xq
2−q
2 x
q
3, f3 := h1 = x
q
3x2 − x3xq2
f4 := h2 = x
q2
3 x2 − x3xq
2
2 and f5 := h3 = x
q3
3 x2 − x3xq
3
2
which we can think as being elements in Fq[x2, x3]. Also, we consider the graded reverse
lexicographic order on Fq[x2, x3] with x2 < x3.
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Lemma 4.16 The set of polynomials {f1, f2, f3, f4} is a SAGBI basis for Fq[f1, f2, f3, f4]
and the polynomial f5 has a subduction over {f1, f2, f3, f4} that terminates at zero.
Proof: The proof is analogous to the proof of Lemma 4.10. Let A denote the algebra
Fq[f1, f2, f3, f4] and C = {f1, f2, f3, f4}.
Here the Fq-algebra homomorphism φ : Fq[t1, t2, t3, t4] −→ Fq[x1, x2] is defined by
t1 7→ xq2, t2 7→ xq
2
3 , t3 7→ xq3x2, t4 7→ xq
2
3 x2
and the corresponding matrix B is q 0 1 1
0 q2 q q2
 .
The set of solutions for Bu = 0 is a vector space W with dimension 2, for which the
vectors
w1 = (−1,−1, q, 0) = (0, 0, q, 0)− (1, 1, 0, 0)
w2 = (−1,−q, 0, q) = (0, 0, 0, q)− (1, q, 0, 0)
form a basis. As in Example 2.42 we can show that Hypothesis A is satisfied by
{w1,w2}. Hence
g1(t1, t2, t3, t4) = t
q
3 − t1t2 g2(t1, t2, t3, t4) = tq4 − t1tq2
generate kerφ by Proposition 2.41. Now, it follows from Lemma 4.15 that
f q3 − f1f2 = 0 (4.6)
f q4 − f1f q2 − f q
2−q+1
1 f2 = 0. (4.7)
Applying Remark 4.3 we obtain that (4.6) and (4.7) are a subduction over C of
g1(f1, f2, f3, f4) and g2(f1, f2, f3, f4), respectively. Hence C is a SAGBI basis for A
by Theorem 2.35.
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Finally, we show that f5 ∈ A. It is easy to check that f4 f q3
f5 f
q
4
 =
 xq23 xq22
xq
3
3 x
q3
2
 x2 xq2
−x3 −xq3
 .
Therefore
f q+14 − f q3f5 =
∣∣∣∣∣∣x
q2
3 x
q2
2
xq
3
3 x
q3
2
∣∣∣∣∣∣
∣∣∣∣∣∣ x2 x
q
2
−x3 −xq3
∣∣∣∣∣∣ =
∣∣∣∣∣∣x2 x
q
2
x3 x
q
3
∣∣∣∣∣∣
q2+1
= f q
2+1
3
and we obtain
f q3f5 = f
q+1
4 − f q
2+1
3 .
From (4.6) and (4.7) we conclude that f q4 is divisible by f
q
3 . Hence f5 ∈ A and this
finishes the proof. 
Let P (X1, X2, X3, X4) denote the polynomial obtained in the subduction of f5 over
{f1, f2, f3, f4}, i.e, f5 = P (f1, f2, f3, f4). Since h1 = f3 + x1(xq4 − xq−11 x4), h2 = f4 +
x1(x
q2
4 − xq
2−1
1 x4) and x4 does not appear in N(x2) and N(x3), we conclude that the
monomial x1x
q3
4 will not occur in P (N(x2), N(x3), h1, h2). Hence we obtain
h3 = f5 + x1(x
q3
4 − xq
3−1
1 x4) = P (N(x2), N(x3), h1, h2) + x1Θ,
where
Θ := xq
3
4 − xq
3−1
1 x4 + · · ·
is an invariant polynomial under the action of G.
Now, let A be the Fq-algebra generated by the polynomials x1, N(x2), N(x3), h1,
h2 and Θ. We shall prove that A is the invariant ring for the Sylow p-subgroup of
Sp(4, q).
Lemma 4.17 The following relations
hq1 −N(x2)N(x3)− xq−11 h2 + xq(q−1)1 h1 = 0 (4.8)
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and
hq2 −N(x2)N(x3)q −N(x2)q
2−q+1N(x3)− xq−11 P (N(x2), N(x3), h1, h2)− xq1Θ
− xq(q−1)1 hq1 + x(q
2+1)(q−1)
1 h2 = 0 (4.9)
are a subduction over {x1, N(x2), N(x3), h1, h2,Θ} of hq1 −N(x2)N(x3) and
hq2−N(x2)N(x3)q, respectively. Furthermore, {x1, N(x2), N(x3), h1, h2,Θ} is a SAGBI
a basis for A.
Proof: The proof is analogous to the one of Lemma 4.11. Here we get that
xq−11 P (N(x2), N(x3), h1, h2) + x
q
1Θ
is a subduction of xq−11 h3 over {x1, N(x2), N(x3), h1, h2,Θ}. Applying Remark 4.3 to
(4.6) and (4.7) we finish the first part of the proof.
Now the Fq-algebra homomorphism φ : Fq[t1, t2, t3, t4, t5, t6] −→ Fq[x1, x2, x3, x4] is
defined by
t1 7→ x1, t2 7→ xq2, t3 7→ xq
2
3 , t4 7→ xq3x2, t5 7→ xq
2
3 x2, t6 7→ xq
3
4 .
Then the matrix B is 
1 0 0 0 0 0
0 q 0 1 1 0
0 0 q2 q q2 0
0 0 0 0 0 q3
 .
Analogously to what was done in the proof Lemma 4.10 we can show that the vectors
w1 = (0,−1,−1, q, 0, 0) = (0, 0, 0, q, 0, 0)− (0, 1, 1, 0, 0, 0)
w2 = (0,−1,−q, 0, q, 0) = (0, 0, 0, 0, q, 0)− (0, 1, q, 0, 0, 0)
form a basis for the solution set of Bu = 0 and that
g1(t1, t2, t3, t4, t5, t6) = t
q
4 − t2t3,
g2(t1, t2, t3, t4, t5, t6) = t
q
5 − t2tq3
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generate kerφ. Since
hq1 −N(x2)N(x3) = g1(x1, N(x2), N(x3), h1, h2,Θ),
hq2 −N(x2)N(x3)q = g2(x1, N(x2), N(x3), h1, h2,Θ)
have a subduction over {x1, N(x2), N(x3), h1, h2,Θ} that terminates at zero, the proof
is finished. 
Theorem 4.18 The invariant ring for the Sylow p-subgroup G of Sp(4, q) is generated
by x1, N(x2), N(x3), h1, h2 and Θ, i.e.,
Fq[x1, x2, x3, x4]G = Fq[x1, N(x2), N(x3), h1, h2,Θ],
Furthermore, the generators satisfy the relations (4.8) and (4.9).
Proof: The proof is analogous to the one of Theorem 4.12. 
Remark 4.19 The argument in Remark 4.13 can also be used here to show that
{x1, N(x2), h1, h2, N(x4)} is also a generating set for the invariant ring Fq[x1, x2, x3, x4]G,
where N(x4) is the orbit product of x4.
Finally, we will show that the invariant ring for G is a complete intersection. We
consider the polynomial ring Fq[X1, X2, X3, X4, Z1, Z2] and the homomorphism
Φ : Fq[X1, X2, X3, X4, Z1, Z2] −→ A
defined by
X1 7→ x1, X2 7→ N(x2), X3 7→ N(x3), X4 7→ Θ, Z1 7→ h1, Z2 7→ h2.
Lemma 4.20 The kernel of Φ is generated by the polynomials
P1(X1, X2, X3, X4, Z1, Z2) := Z
q
1 −X2X3 −Xq−11 Z2 +Xq(q−1)1 Z1
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and
P2(X1, X2, X3, X4, Z1, Z2) := Z
q
2 −X2Xq3 −Xq
2−q+1
2 X3 −Xq−11 P (X2, X3, Z1, Z2)
− Xq1X4 −Xq
2(q−1)
1 Z
q
1 +X
(q2+1)(q−1)
1 Z2
where the polynomial P is such that h3 = P (N(x2), N(x3), h1, h2) + x1Θ. Moreover, A
is a complete intersection ring.
Proof: The proof is analogous to the one of Lemma 4.14. 
4.4 The Invariant Ring of a Sylow p-subgroup of
O+(4, q), with q odd
Consider the group G given by Proposition 1.27, which is a Sylow p-subgroup of
O+(4, q) for q odd. It is not hard to see that its elements are
1 0 0 0
b1 1 0 0
b2 0 1 0
−b1b2 −b2 −b1 1

with b1, b2 ∈ Fq. Therefore, G acts on Fq[x1, x2, x3, x4] by
• x1 7→ x1, x2 7→ x2 + b1x1, x3 7→ x3 + b2x1 and
• x4 7→ x4 − b1x3 − b2x2 − b1b2x1.
It is not hard to see that the orbit products of x2 and x3 are
• N(x2) = xq2 − xq−11 x2;
• N(x3) = xq3 − xq−11 x3,
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respectively. By Lemma 3.20 the polynomials
• h1 = Ω0,1 = x3x2 + x4x1;
• h2 = Ω1,1 = xq3x2 + x3xq2 + xq4x1 + x4xq1;
• h3 = Ω2,1 = xq23 x2 + x3xq
2
2 + x
q2
4 x1 + x4x
q2
1
are also invariant.
Lemma 4.21 The polynomials x1, N(x2), N(x3), h1, h2 and h3 satisfy
N(x2)N(x3) = h
q
1 − xq−11 h2 + x2q−21 h1
and
N(x2)N(x3)
q +N(x2)
qN(x3) = h
q
2 − xq−11 h3 − 2xq(q−1)1 hq1 + x(q+1)(q−1)1 h2.
Proof: We can easily see that ψ1(x2) = N(x2) and ψ1(x3) = N(x3). Hence we get
ψ1(h1) = N(x2)N(x3) and ψ1(h2) = N(x2)N(x3)
q + N(x2)
qN(x3). Now applying
Proposition 3.4-1 and 2 we finish the proof. 
Again we consider the modulo x1 reductions of the polynomials x1, N(x2), N(x3),
h1, h2 and h3. Thus we obtain polynomials
f1 := N(x2) = x
q
2, f2 := N(x3) = x
q
3, f3 := h1 = x3x2,
f4 := h2 = x
q
3x2 + x3x
q
2 and f5 := h3 = x
q2
3 x2 + x3x
q
2
belonging to Fq[x2, x3]. Once more we consider the graded reverse lexicographic order
on Fq[x2, x3] with x2 < x3.
Lemma 4.22 The set of polynomials {f1, f2, f3, f4} is a SAGBI basis for Fq[f1, f2, f3, f4]
and the polynomial f5 has a subduction over {f1, f2, f3, f4} that terminates at zero.
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Proof: The proof is analogous to the proof of Lemma 4.10. Let A denote the algebra
Fq[f1, f2, f3, f4] and C = {f1, f2, f3, f4}.
Now the Fq-algebra homomorphism φ : Fq[t1, t2, t3, t4] −→ Fq[x1, x2] is defined by
t1 7→ xq2, t2 7→ xq3, t3 7→ x3x2, t4 7→ xq3x2.
The matrix B is  q 0 1 1
0 q 1 q

and the solution set for Bu = 0 is a 2-dimensional vector space W for which the vectors
w1 = (−1,−1, q, 0) = (0, 0, q, 0)− (1, 1, 0, 0)
w2 = (−1,−q, 0, q) = (0, 0, 0, q)− (1, q, 0, 0)
form a basis. Just as we did in Example 2.42, we can show that Hypothesis A is
satisfied by {w1,w2}. Hence
g1(t1, t2, t3, t4) = t
q
3 − t1t2, and g2(t1, t2, t3, t4) = tq4 − t1tq2
generate kerφ by Proposition 2.41. It follows from Lemma 4.21 that
f q3 − f1f2 = 0 (4.10)
f q4 − f1f q2 − f q1f2 = 0. (4.11)
Applying Remark 4.3 we conclude that (4.10) and (4.10) are a subduction over C of
g1(f1, f2, f3, f4) and g2(f1, f2, f3, f4), respectively. Hence C is a SAGBI basis for A by
Theorem 2.35.
Now we show that f5 ∈ A. A straightforward calculation shows that
2f3 f4
f4 2f
q
3
f5 f
q
4
 =

x3 x2
xq3 x
q
2
xq
2
3 x
q2
2

 x2 xq2
x3 x
q
3
 .
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Thus if we take
f := 4f q+13 − f 24 =
∣∣∣∣∣∣x3 x2xq3 xq2
∣∣∣∣∣∣
∣∣∣∣∣∣x2 x
q
2
x3 x
q
3
∣∣∣∣∣∣ = −
∣∣∣∣∣∣x2 x
q
2
x3 x
q
3
∣∣∣∣∣∣
2
and
g := f q+14 − 2f q3f5 =
∣∣∣∣∣∣x
q
3 x
q
2
xq
2
3 x
q2
2
∣∣∣∣∣∣
∣∣∣∣∣∣x2 x
q
2
x3 x
q
3
∣∣∣∣∣∣ = −
∣∣∣∣∣∣x2 x
q
2
x3 x
q
3
∣∣∣∣∣∣
q+1
we obtain 0 = f
q+1
2 + (−1) q+12 g and therefore
2(−1) q+12 f q3f5 = (−1)
q+1
2 f q+14 − (4f q+13 − f 24 )
q+1
2 .
From (4.10) and (4.11) we conclude that f q4 is divisible by f
q
3 . Hence f5 ∈ A and this
finishes the proof. 
We denote by P (X1, X2, X3, X4) the polynomial obtained from the subduction of
f5 over {f1, f2, f3, f4}, i.e, f5 = P (f1, f2, f3, f4). Since h1 = f3 +x1x4, h2 = f4 +x1(xq4 +
xq−11 x4) and x4 does not appear in the polynomials N(x2) and N(x3), we conclude that
the monomial x1x
q2
4 will not occur in P (N(x2), N(x3), h1, h2). Therefore we obtain
h3 = f5 + x1(x
q2
4 + x
q2−1
1 x4) = P (N(x2), N(x3), h1, h2) + x1Θ,
where
Θ := xq
2
4 + x
q2−1
1 x4 + · · ·
is an invariant polynomial under the action of G.
Let A be the Fq-algebra generated by the polynomials x1, N(x2), N(x3), h1, h2 and
Θ. We will prove that A is the invariant ring for the Sylow p-subgroup of O+(4, q) with
q odd.
Lemma 4.23 The following relations
hq1 −N(x2)N(x3)− xq−11 h2 + x2q−21 h1 = 0 (4.12)
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and
hq2 −N(x2)N(x3)q −N(x2)qN(x3)− xq−11 P (N(x2), N(x3), h1, h2)− xq1Θ
− 2xq(q−1)1 hq1 + x(q+1)(q−1)1 h2 = 0 (4.13)
are a subduction over {x1, N(x2), N(x3), h1, h2,Θ} of hq1 −N(x2)N(x3) and
hq2−N(x2)N(x3)q, respectively. Furthermore, {x1, N(x2), N(x3), h1, h2,Θ} is a SAGBI
a basis for A.
Proof: The proof is analogous to the ones of Lemmas 4.11 and 4.17. Here the Fq-
algebra homomorphism φ : Fq[t1, t2, t3, t4, t5, t6] −→ Fq[x1, x2, x3x4] is defined by
t1 7→ x1, t2 7→ xq2, t3 7→ xq3, t4 7→ x3x2, t5 7→ xq3x2, t6 7→ xq
2
4 .
Then we can prove that
w1 = (0,−1,−1, q, 0, 0) = (0, 0, 0, q, 0, 0)− (0, 1, 1, 0, 0, 0)
w2 = (0,−1,−q, 0, q, 0) = (0, 0, 0, 0, q, 0)− (0, 1, q, 0, 0, 0)
form a basis for the solution set of Bu = 0, where
B =

1 0 0 0 0 0
0 q 0 1 1 0
0 0 q 1 q 0
0 0 0 0 0 q2
 .
Since
hq1 −N(x2)N(x3) = g1(x1, N(x2), N(x3), h1, h2,Θ),
hq2 −N(x2)N(x3)q = g2(x1, N(x2), N(x3), h1, h2,Θ)
have a subduction over {x1, N(x2), N(x3), h1, h2,Θ} that terminates at zero, we con-
clude that {x1, N(x2), N(x3), h1, h2,Θ} is a SAGBI basis for A. 
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Theorem 4.24 The invariant ring for the Sylow p-subgroup G of O+(4, q) is generated
by x1, N(x2), N(x3), h1, h2 and Θ, i.e.,
Fq[x1, x2, x3, x4]G = Fq[x1, N(x2), N(x3), h1, h2,Θ],
Furthermore, the generators satisfy the relations (4.12) and (4.13).
Proof: The proof is analogous to the one of Theorem 4.12. 
Remark 4.25 Just as in the previous sections, we can show that {x1, N(x2), h1, h2, N(x4)}
is a also generating set for the invariant ring Fq[x1, x2, x3, x4]G, where N(x4) is the orbit
product of x4. The same reasoning as in Remark 4.13 suffices.
We can also show that the invariant ring for G is a complete intersection. Let us
consider the polynomial ring Fq[X1, X2, X3, X4, Z1, Z2] and the homomorphism
Φ : Fq[X1, X2, X3, X4, Z1, Z2] −→ A
defined by
X1 7→ x1, X2 7→ N(x2), X3 7→ N(x3), X4 7→ Θ, Z1 7→ h1, Z2 7→ h2.
Lemma 4.26 The kernel of Φ is generated by the polynomials
P1(X1, X2, X3, X4, Z1, Z2) := Z
q
1 −X2X3 −Xq−11 Z2 +X2q−21 Z1
and
P2(X1, X2, X3, X4, Z1, Z2) := Z
q
2 −X2Xq3 −Xq2X3 −Xq−11 P (X2, X3, Z1, Z2)
− Xq1X4 − 2Xq(q−1)1 Zq1 +X(q+1)(q−1)1 Z2
where the polynomial P is such that h3 = P (N(x2), N(x3), h1, h2) + x1Θ. Moreover, A
is a complete intersection ring.
Proof: The proof is analogous to the one of Lemma 4.14. 
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