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ON A DISCRETE TRANSFORM OF HOMOGENEOUS DECOMPOSITION
SPACES
ZEINEB AL-JAWAHRI ANDMORTEN NIELSEN
ABSTRACT. We introduce almost diagonal matrices in the setting of (anisotropic)
discrete homogeneous Triebel-Lizorkin type spaces and homogeneous modulation
spaces, and it is shown that the class of almost diagonal matrices is closed under
matrix multiplication.
We then connect the results to the continuous setting and show that the ”change
of frame”matrix for a pair of time-frequency frames, with suitable decay properties,
is almost diagonal. As an application of this result, we consider a construction of
compactly supported frame expansions for homogeneous decomposition spaces of
Triebel-Lizorkin type and for the associated modulation spaces.
1. INTRODUCTION
Function spaces based on anisotropic Littlewood-Paley decompositions have at-
tracted considerable interest in recent years, see for example [3,5–9,13,14,16,20] and
reference therein. This renewed interest in such spaces is to a large extent driven
by advances in the study of partial and pseudo-differential operators, where there
is a natural desire to be able to better model and analyse anisotropic phenomena.
The connection to constructive algorithms suitable for applications and numerics
is often made possible by considering suitable discretised sampled versions of the
underlying Littlewood-Paley decomposition.
In the present paper we will study additional features of certain discrete rep-
resentations of homogeneous decomposition smoothness spaces. The theory of de-
composition spaces, introduced by Feichtinger and Gro¨bner [11] and by Feichtinger
[10], is an abstract general machinery for building function spaces. This machinery,
when tuned to decompositions of the frequency domain, covers a large range of
smoothness spaces that have turned out to be of interest for applications. The close
connection between decomposition spaces and classical smoothness space such as
modulation spaces was first pointed out by Triebel [24]. Triebel’s work later in-
spired a more general treatment of decomposition smoothness spaces [2, 3]. In the
same spirit, very general homogeneous (anisotropic) Besov and Triebel-Lizorkin
spaces based on dyadic decompositions were considered by Bownik [4] and by
Bownik and Ho [5]. In a similar dyadic setup, a general approach to homogeneous
spaces has been studied in detail recently by Triebel [25, 26].
The present authors considered a general construction of homogeneous smooth-
ness spaces, based on structured decomposition of the frequency space Rd\{0},
Date: June 16, 2020.
2010Mathematics Subject Classification. 42B35, 42C15, 41A17.
Key words and phrases. Decomposition space, homogeneous space, anisotropic smoothness space,
modulation space, Besov space, α-modulation space.
1
2 ZEINEB AL-JAWAHRI AND MORTENNIELSEN
in [1]. Adapted tight frames for L2(R
d) were were considered in [1] and they were
shown to provide universal decompositions of tempered distributions with con-
vergence in the tempered distributions modulo polynomials. Moreover, atomic
decompositions of the corresponding homogeneous smoothness spaces were ob-
tained, completely characterising the smoothness spaces by a sparseness condition
on the frame coefficients, facilitating compression of the elements of such homoge-
neous smoothness spaces using the corresponding frame coefficients. An alterna-
tive approach to homogeneous decomposition type spaces based on the theory of
Coorbit-spaces has been considered by Fu¨hr and Voigtlaender in [13].
In the present paper, which can be considered a continuation of [1], we study
additional properties of discrete representations of homogeneous decomposition
spaces of Besov and Triebel-Lizorkin type. Most importantly, in Section 4, we in-
troduce the notion of almost diagonal matrices for homogeneous decomposition
spaces of Besov and Triebel-Lizorkin type and we use the tight frame introduced [1]
to link such matrices to bounded operators on Besov and Triebel-Lizorkin type
spaces.
The main contribution of the present paper is a detailed proof that ”change of
frame coefficient” matrices between any two suitably localised adapted time-fre-
quency frames is almost diagonal. This also leads to a natural definition of de-
composition space molecules. In the inhomogeneous setting, similar results were
considered in [21]. However, as it turns out, the homogeneous setup presents sev-
eral additional challenges that will be addressed in this paper. The result can be
found in Section 4.
As an application of the results obtained, we study various perturbation of the
frame from [1] to obtain compactly supported frames for homogeneous decompo-
sition spaces of Besov and Triebel-Lizorkin type. This is considered in Section 5.
Sections 2 and 3 contain the needed preliminary facts and results.
2. PRELIMINARIES
Wenow introduce the notation needed to define and study homogeneous decom-
position spaces. The terminology is to a large degree inherited from Feichtinger and
Gro¨bner, see [10, 11], and from [2].
2.1. Anisotropic geometry. Let | · | denote the Euclidean norm on Rd induced by
the standard inner product 〈·, ·〉 and let a = (a1, . . . , ad) ∈ R
d
+ be an anisotropy on
R
d scaled such that ai > 1 and
∑d
i=1 ai = ν > d. For t > 0, define the anisotropic
dilation matrix as Da(t) := diag(t
a1 , . . . , tad). We mention that the specific scaling
assumption for the anisotropy a is chosen to facilitate certain technical estimates in
Section 4, see Remark 4.10.
Definition 2.1. We define the function | · |a : R
d → R+ by setting |0|a := 0 and for ξ ∈
R
d\{0}we set |ξ|a = t, where t is the unique solution to the equation |Da(1/t)ξ| = 1.
According to [23] we have the following standard properties of | · |a:
(1) | · |a ∈ C
∞(Rd\{0}).
(2) There exists a constant K ≥ 1 such that
|ξ + ζ |a ≤ K(|ξ|a + |ζ |a), ∀ ξ, ζ ∈ R
d\{0}.
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(3) For t > 0,
|Da(t)ξ|a = t|ξ|a (1)
(4) For ξ ∈ Rd\{0},
c1|ξ|
α1 ≤ |ξ|a ≤ c2|ξ|
α2, if |ξ|a ≥ 1, and
c3|ξ|
α2 ≤ |ξ|a ≤ c4|ξ|
α1, if |ξ|a < 1, (2)
where α1 := min1≤i≤d ai and α2 := max1≤i≤d ai.
The anisotropic norm | · |a from Definition 2.1 induces a quasi-distance d : R
d ×
Rd → [0,∞) given by d(ξ, ζ) := |ξ − ζ |a. The (anisotropic) ball of radius r > 0
centered at ξ ∈ Rd is given by
Ba(ξ, r) := {ζ ∈ R
d : d(ξ, ζ) < r}.
One can verify that (Rd\{0},d,dξ) is a space of homogeneous type.
2.2. Maximal operators. Since we will study function spaces of Triebel-Lizorkin
type, maximal function estimates will play a central role.
For 0 < r <∞, the maximal function of Hardy-Littlewood type is defined by
Mar u(x) := sup
t>0
(
1
κad · t
ν
∫
Ba(x,t)
|u(y)|rdy
) 1
r
, u ∈ Lr,loc(R
d), (3)
where κad := |Ba(0, 1)|. Moreover, due to the structured anisotropic setup, we have
the following vector-valued Fefferman-Stein maximal inequality, see [22]. For 0 <
r ≤ q ≤ ∞, and r < p <∞, there exists C > 0 such that∥∥∥∥∥∥
(∑
j∈J
|Mar fj |
q
)1/q∥∥∥∥∥∥
Lp
≤ C
∥∥∥∥∥∥
(∑
j∈J
|fj|
q
)1/q∥∥∥∥∥∥
Lp
.
If q =∞, then the inner ℓq-norm is replaced by the ℓ∞-norm.
3. HOMOGENEOUS TRIEBEL-LIZORKIN TYPE SPACES
In this section we define homogeneous Triebel-Lizorkin (T-L) and Besov type
spaces. This is done by considering certain structured admissible coverings of the
frequency spaceRd\{0}. The coverings are used to construct a suitable resolution of
unity which can be used define the T-L type spaces and the decomposition spaces.
We simplify the construction in the sense that we use a suitable collection of d-
balls to cover Rd\{0}, where the radius of a given ball in the cover is a so-called
hybrid regulation function.
A simple construction of a tight-frame for the various homogeneous T-L and
Besov type spaces spaces is also considered. The particular frame will be shown
to fully characterise the (quasi-)norm on homogeneous T-L and Besov type, and it
will prove essential for our analysis of almost diagonal matrices in Section 4. Let us
recall the notion of a moderate function.
Definition 3.1. A function h : Rd\{0} → (0,∞) is called d-moderate if there exist
constants R, δ0 > 0 such that d(ξ, ζ) ≤ δ0h(ξ) implies R
−1 ≤ h(ξ)/h(ζ) ≤ R for all
ξ, ζ ∈ Rd\{0}.
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We now use a ramp function to glue two moderate functions together. The idea
is to separately ”regulate” low frequencies and high frequencies.
Definition 3.2. Take a non-negative ramp function ρ ∈ Cs for some s ≥ 1 satisfying
ρ(ξ) =


1 for 0 < |ξ|a ≤
2
3
0 for |ξ|a ≥
4
3
(4)
and define h˜ : Rd\{0} → (0,∞) as
h˜(ξ) = ρh1(ξ) + (1− ρ)h2(ξ), (5)
where h1(ξ) and h2(ξ) are both d-moderate functions satisfying
c0|ξ|
r
a
≤ h1(ξ) ≤ c1|ξ|a, for some c0, c1 > 0 and r ≥ 1, (6a)
and
c2 ≤ h2(ξ) ≤ c3|ξ|a, for some c2, c3 > 0. (6b)
We call h˜ : Rd\{0} → (0,∞) a hybrid regulation function.
We mention that according to [1, Lemma 2.7], h˜ itself is a d-moderate function in
the sense of Definition 3.1.
Example 3.3. Let α ∈ [0, 1]. Then
h˜(ξ) := ρh1(ξ) + (1− ρ)h2(ξ),
where ρ satisfies (4), h1(ξ) := |ξ|
2−α
a
and h2(ξ) := |ξ|
α
a
, is a hybrid regulation function.
With a hybrid regulation function h˜, we can construct a structured admissible
covering by open (anisotropic) balls.
Lemma 3.4. Consider (Rd\{0},d,dξ) and let h˜ : Rd\{0} → (0,∞) be a hybrid regu-
lation function. Pick 0 < δ < δ0/2. Then there exist an ordered countable (infinite)
index set J 6= ∅ and an admissible covering Q = {Ba(ξj, δh˜(ξj))}j∈J of R
d\{0} and a
constant 0 < δ′ < δ such that {Ba(ξj, δ
′h˜(ξj))}j∈J are pairwise disjoint.
Since the balls in the collection {Ba(ξj, δ
′h˜(ξj))}j∈J are pairwise disjoint, it can be
verified that {Ba(ξj, 2δh˜(ξj))}j∈J gives a structured admissible covering of R
d\{0}.
We note that the covering Q from Lemma 3.4 is generated by a family of invertible
affine transformations applied to the d-ball Q := Ba(0, δ). That is,
{Ba(ξj, δh˜(ξj))}j∈J := {TjQ}j∈J , where TjQ := AjQ+ ξj, Aj := Da(h˜(ξj)). (7)
The matrices {Aj}j and the frequencies {ξj}j will be kept fixed throughout the pa-
per.
We can use the structured admissible covering Q from Lemma 3.4 to generate a
suitable resolution of unity that can be used to define the T-L type spaces and the
decomposition spaces. Due to technical reasons we require the partiton of unity to
satisfy the following.
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Definition 3.5. LetQ := {Qj}j∈J := {TjBa(0, δ)}j∈J be a structured admissible cov-
ering of Rd\{0}. A corresponding bounded admissible partition of unity (BAPU) is
a family of functions Ψ = {ψj}j∈J ⊂ S(R
d) satisfying
(1) supp(ψj) ⊆ TjBa(0, 2δ) for all j ∈ J .
(2)
∑
j∈J ψj(ξ) = 1 for all ξ ∈ R
d\{0},
(3) supj∈J ‖ψj(Tj ·)‖Hs
2
<∞, s > 0,
where ‖f‖Hs
2
:= (
∫
|F−1f(x)|2(1 + |x|a)
2sdx)1/2.
We use a standard trick for constructing a BAPU for Q. Pick Ψ ∈ C∞(Rd) non-
negative with supp(Ψ) ⊆ Ba(0, 2δ) and Ψ(ξ) = 1 for ξ ∈ Ba(0, δ). Then it can be
shown that
ψj(ξ) :=
Ψ(T−1j ξ)∑
k∈J Ψ(T
−1
k ξ)
defines a BAPU for Q. For later use, we also introduce
ϕj(ξ) :=
Φ(T−1j ξ)√∑
k∈J Φ(T
−1
k ξ)
2
, (8)
which in a sense defines a ”square root” of a BAPU.
We can now define the homogeneous (anisotropic) T-L type spaces and the de-
composition spaces. We let S ′\P denote the class of tempered distributions modulo
polynomials defined on Rd.
Definition 3.6. Let h˜ be a hybrid regulation function and let Q be a structured ad-
missible covering generated by h˜ of the type considered in Lemma 3.4. Let {ϕj}j∈J
be a corresponding BAPU and set ϕj(D)f := F
−1(ϕjFf).
• For s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞, we define the (anisotropic) homoge-
neous Triebel-Lizorkin space F˙ sp,q(h˜) as the set all f ∈ S
′\P satisfying
‖f‖F˙ sp,q(h˜) :=
∥∥∥∥∥∥
(∑
j∈J
|h˜(ξj)
sϕj(D)f |
q
)1/q∥∥∥∥∥∥
Lp
<∞.
• For s ∈ R, 0 < p ≤ ∞ and 0 < q < ∞ we define the (anisotropic) homoge-
neous decomposition space M˙sp,q(h˜) as the set of all f ∈ S
′\P satisfying
‖f‖M˙sp,q(h˜) =
(∑
j∈J
∥∥∥h˜(ξj)sϕj(D)f∥∥∥q
Lp
)1/q
<∞,
with the usual modification if q =∞.
It can be verified that are F˙ sp,q(h˜) and M˙
s
p,q(h˜) are (quasi-)Banach spaces that only
(up to norm equivalence) depend on h˜ and not the particular choice of BAPU, see
[1, 3]. We mention that it is possible to consider other reservoirs of distributions
than S ′\P to build the function spaces, see Voigtlaender [27] for further details.
Next we construct a tight frame for the homogeneous T-L type spaces and the
associated decomposition spaces. Further details can be found in [1].
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3.1. Construction of frames. Consider the modified BAPU {ϕj}j∈J given by (8) as-
sociated with the admissible covering Q := {TjQ}j∈J := {TjBa(0, δ)}j∈J generated
by {Tj · = Aj ·+ξj}j∈J . SupposeKa is a cube inR
d (aligned with the coordinate axes)
with side-length 2a satisfying Ba(0, 2δ) ⊆ Ka. Set
tj := h˜(ξj). (9)
Then we define
ej,n(ξ) := (2a)
−
d
2 t
−
ν
2
j χKa(T
−1
j ξ) e
−i
π
a
n·T−1j ξ, j ∈ J, n ∈ Zd,
and
ηˆj,n := ϕjej,n, j ∈ J, n ∈ Z
d.
It can easily be shown that {ηj,n}j∈J,n∈Zd is a tight frame for L2(R
d). Letting µˆj(ξ) :=
ϕj(Tjξ), we obtain a representation of ηj,n in direct space,
ηj,n(x) := (2a)
− d
2 t
ν
2
j e
ix·ξj µj(Ajx−
π
a
n). (10)
Since ϕj ∈ S(R
d) has compact support in Qj , all of its partial derivatives are con-
tinuous and have compact support. Hence, for every γ ∈ Nd0 and some Cγ > 0 we
have
|∂γξ µˆj(ξ)| = |∂
γ
ξϕj(Tjξ)| ≤ CγχBa(0,2δ)(ξ). (11)
We also need an estimate on |∂γxµj(x)|. By the multinomial theorem it follows
that, for any N ∈ N and β ∈ Nd0,
|x|N ∼ (|x1|+ · · ·+ |xd|)
N =
∑
|β|=N
(
N
β
)
|x˜|β,
where |x˜|β = |x1|
β1 · · · |xd|
βd . Thus, for any β, γ ∈ Nd0 we have
|(1 + |x|a)
N∂γxµj(x)| ≤ C
∑
|β|≤N
(
N
β
)
|x˜β∂γxµj(x)| = CN |F
−1(∂βξ (ξ
γµˆj(ξ)))|
≤ CN
∫
Rd
|∂βξ (ξ
γµˆj(ξ))|dξ
≤ CN,β,γ,
where the last inequality follows by (11). Rearranging terms yields
|∂γxµj(x)| ≤ CN,β,γ(1 + |x|a)
−N . (12)
It turns out that {ηj,n}j∈J,n∈Zd constitutes a (universal) frame for F˙
s
p,q(h˜) and M˙
s
p,q(h˜).
For a more precise statement of this fact we need to introduce the following associ-
ated sequence spaces. The following point sets will be useful for that.
Q(j, n) =
{
y ∈ Rd : Ajy +
π
a
n ∈ Ba(0, 1)
}
(13)
It can be verified that there exists n0 < ∞ such that uniformly in x and j we have∑
n∈Zd χQ(j,n) ≤ n0. With this property in hand, we can define the sequence spaces
associated with F˙ sp,q(h˜) and M˙
s
p,q(h˜).
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Definition 3.7. Let s ∈ R, 0 < p <∞ and 0 < q ≤ ∞. We define the sequence space
f˙ sp,q(h˜) as the set of all complex-valued sequences {cj,n}j∈J,n∈Zd ⊂ C satisfying
‖cj,n‖f˙sp,q(h˜) :=
∥∥∥∥∥∥
(∑
j∈J
∑
n∈Zd
(
t
s+ ν
2
j |cj,n|
)q
χQ(j,n)
)1/q∥∥∥∥∥∥
Lp
<∞
Let s ∈ R, 0 < p ≤ ∞ and 0 < q < ∞. We define the sequence space m˙sp,q(h˜) as the
set of all complex-valued sequences {cj,n}j∈J,n∈Zd ⊂ C satisfying
‖cj,n‖m˙sp,q(h˜) :=
∥∥∥∥∥∥

ts+
ν
2
− ν
p
j
(∑
n∈Zd
|cj,n|
p
)1/p

j∈J
∥∥∥∥∥∥
ℓq
If q =∞ or p =∞ the ℓq-norm or ℓp-norm, respectively, is replaced by the ℓ∞-norm.
Finally, we can verify that {ηj,n}j∈J,n∈Zd constitutes a frame for F˙
s
p,q(h˜) and M˙
s
p,q(h˜)
in the following sense.
Proposition 3.8. Assume that s ∈ R, 0 < p, q ≤ ∞, p < ∞ for F˙ sp,q(h˜), and q < ∞ for
M˙sp,q(h˜). For any finite sequence {sk,n}k∈J,n∈Zd ⊂ C, we have∥∥∥∑
k∈J
∑
n∈Zd
sk,nηk,n
∥∥∥
F˙ sp,q(h˜)
≤ C‖sk,n‖f˙sp,q(h˜).
Furthermore, {ηk,n}k∈J,n∈Zd is a frame for F˙
s
p,q(h˜),
‖f‖F˙ sp,q(h˜) ≍ ‖〈f, ηk,n〉‖f˙sp,q(h˜), f ∈ F˙
s
p,q(h˜).
Similar results hold for M˙sp,q(h˜) and m˙
s
p,q(h˜).
The proof of Proposition 3.8 in the M˙sp,q(h˜)-case can be found in [1]. The proof in
the F˙ sp,q(h˜)-case is similar using the modifications outlined in [3].
4. ALMOST DIAGONAL MATRICES
In this section we introduce and study a class of almost diagonal matrices for the
sequence spaces f˙ sp,q(h˜) and m˙
s
p,q(h˜)which corresponds to the function spaces F˙
s
p,q(h˜)
and M˙sp,q(h˜), respectively. Our main contribution is to show that for any pairs of
decomposition space frames with suitable localisation and smoothness properties,
the corresponding ”change of frame” matrix will be almost diagonal.
We say that a matrix A := {a(k,m)(j,n)}k,j∈J,m,n∈Zd belongs to the class ad
s
p,q(h˜) if
its entries |a(k,m)(j,n)| decay at a certain rate apart from the diagonal. Based on the
experience gained from earlier studies, see e.g. [7,9,12,21], we propose the following
definition of almost diagonal matrices on on f˙ sp,q(h) and m˙
s
p,q(h).
Definition 4.1. Assume that s ∈ R, 0 < p, q ≤ ∞, p < ∞ for f˙ sp,q(h), and q < ∞ for
m˙sp,q(h). Let r := min(1, p, q). A matrix A := {a(k,m)(j,n)}k,j∈J,m,n∈Zd is called almost
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diagonal on f˙ sp,q(h) and m˙
s
p,q(h) if there exist C, δ > 0 such that
|a(j,m)(k,n)| ≤C
(
tk
tj
)s+ ν
2
min
((
tj
tk
) ν
r
+ δ
2
,
(
tk
tj
) δ
2
)
cδjk
× (1 + min(tk, tj)|xk,n − xj,m|B)
− ν
r
−δ,
where
cδjk := min
((
tj
tk
) ν
r
+δ
,
(
tk
tj
)δ)
(1 + max(tk, tj)
−1|ξk − ξj|A)
− ν
r
−δ
with tj defined in (9) and xj,n defined by
xj,n = A
−1
j
π
a
n, j ∈ J, n ∈ Zd. (14)
We denote the set of almost diagonal matrices on f˙ sp,q(h˜) and m˙
s
p,q(h˜) by ad
s
p,q(h˜).
There is an apparent similarity with the definition of almost diagonal matrices
in the inhomogeneous setup considered in [21]. However, it is important to notice
that the sequence of dilation parameters {tj}j∈J is not bounded away from zero in
Definition 4.1 due to the homogeneous setup unlike the case considered in [21].
An important feature of almost diagonalmatrices is stated in the following propo-
sition showing that matrix composition is closed on the class of almost diagonal
matrices. This will be useful when proving our main result of this section, Theorem
4.12. Let us state the result, which is related to the corresponding result in the inho-
mogeneous case, [21, Proposition 3.4]. However, since the dilation parameters {tj}
are not bounded from below in the present homogeneous case, we have included a
proof of Proposition 4.2 in the Appendix.
Proposition 4.2. The matrix product of almost diagonal matrices is almost diagonal. More
precisely, we have adsp,q(h˜) ◦ ad
s
p,q(h˜) ⊆ ad
s
p,q(h˜).
4.1. Almost diagonal change of frame matrices. Our goal in this section is to esti-
mate the entries in the change of framematrix associatedwith two suitably localised
frames. We are following a gradual approach where we slowly remove restrictions
to arrive at our main result, Theorem 4.12.
We first consider the frame {ηj,n}j∈J,n∈Zd defined in (10) together with another
band-limited system {ψk,m}j∈J,n∈Zd satisfying similar localisation conditions.
Our first goal is to prove Proposition 4.8, which states that the ”change of frame
coefficient”-matrix
{〈ηj,n, ψk,m〉}j,k,n,m
is almost diagonal, where the functions {ψk,m}k,m are assumed to satisfy condition
(17)-(19) below; in particular, they are decreasing functions in direct and frequency
space and have compactly supported Fourier transform. Due to complications aris-
ing from the homogeneous structure of the spaces considered, the proof of Propo-
sition 4.8 will be somewhat technical and it relies on a number of Lemmas covering
various spacial cases.
It is interesting to note that for inhomogeneous spaces, the corresponding result is
much more straightforward to prove, see [21, Lemma 3.1]. This is, to a large degree,
due to the fact that the dilation parameters {tj}j are bounded away from zero.
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We begin our analysis with the following straightforward result that provides
information on the decay properties of ηj,n in both direct and frequency space.
Lemma 4.3. Choose N,M such that 2N > ν and 2M > ν. Let tj be given as in (9)
and Aj be given as in (7). Then
|ηj,n(x)| ≤ CN t
ν
2
j (1 + tj |x− xj,n|a)
−2N (15)
|ηˆj,n(ξ)| ≤ CMt
− ν
2
j (1 + t
−1
j |ξ − ξj|a)
−2M (16)
where xj,n is given by (14).
Proof. We begin with the estimate for ηj,n(x). Using (12) with γ = 0 and (1) we have
|ηj,n(x)| =
∣∣∣(2a)− d2 t ν2j eix·ξj µj(Ajx− πan)
∣∣∣ ≤ (2a)− d2 t ν2j ∣∣∣µj(Ajx− πan)
∣∣∣
≤ Ct
ν/2
j (1 + |Ajx−
π
a
n|a)
−2N
≤ Ct
ν/2
j (1 + tj |x− xj,n|a)
−2N ,
where xj,n is given in (14). For the next estimate we use (1) and (11) and get
|ηˆj,n(ξ)| = |ϕj(ξ)ej,n(ξ)| ≤ Ct
− ν
2
j
∣∣∣ϕj(ξ) e−ipian·T−1j ξ∣∣∣ ≤ Ct− ν2j ∣∣µˆj(T−1j ξ)∣∣
≤ Ct
− ν
2
j (1 + |T
−1
j ξ|a)
−2M = Ct
− ν
2
j (1 + |A
−1
j (ξ − ξj)|a)
−2M
= Ct
− ν
2
j (1 + t
−1
j |ξ − ξj|a)
−2M .

We now turn to the actual estimation of the ”change of frame”-matrix in vari-
ous settings, leading to our main result, Theorem 4.12. Our first main result will
be Proposition 4.8 that considers systems with the following band-limited struc-
ture. Let {ψk,m}k∈J,m∈Zd ⊂ L2(R
d) be an arbitrary sequence of functions with similar
decay properties as our original frame {ηj,n}j∈J,n∈Zd , and assume that the functions
{ψk,m}k,m are band-limited and compatible with the decomposition of the frequency
space. That is,
|ψk,m(x)| ≤ Ct
ν
2
k (1 + tk|x− xk,m|a)
−2N ′ (17)
|ψˆk,m(ξ)| ≤ Ct
− ν
2
k (1 + t
−1
k |ξ − ξk|a)
−2M ′, and (18)
supp(ψˆk,m) ⊆ Qk, (19)
where the constant C is independent of k andm. With these assumptions we focus
on estimating |〈ηj,n, ψk,m〉|. Let us first make the observation that the associated
functions
υk,m := (2a)
d/2t
−ν/2
k e
−iA−1
k
(·+pi
a
m)·ξkψk,m
(
A−1k
(
·+
π
a
m
))
satisfy, using (17),
|υk,m(x)| ≤ C(1 + |x|a)
−2N ′ ,
with C independent of k andm, while
ψk,m(x) = (2a)
− d
2 t
ν
2
k e
ix·ξk υk,m(Akx−
π
a
m). (20)
To prove Proposition 4.8, we need to consider a number of lemmas.
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Lemma 4.4. ChooseN > ν and suppose {ηj,n}j∈J,n∈Zd satisfies (15), and {ψk,m}k∈J,m∈Zd
satisfies (17) with N ′ ≥ N . Then
|〈ηj,n, ψk,m〉| ≤ Cmin
(
tj
tk
,
tk
tj
) ν
2
(1 + min(tj, tk)|xj,n − xk,m|a)
−N , (21)
where tj is defined in (9) and xj,n in (14).
Proof. Without loss of generality assume that tj ≤ tk. We consider two cases.
Case 1: Suppose tj |xj,n − xk,m|a ≤ 1. Since N > ν, it follows that
t
ν
2
j
(1 + tj |x− xj,n|a)N
≤ t
ν
2
j ≤
2N t
ν
2
j
(1 + tj |xj,n − xk,m|a)N
. (22)
Using (22), the decay properties of ηj,n(x), and ψk,m(x) and by a change of variable,
we obtain
|〈ηj,n, ψk,m〉| ≤
∫
Rd
Ct
ν
2
j
(1 + tj |x− xj,n|a)N
t
ν
2
k
(1 + tk|x− xk,m|a)N
dx
≤
Ct
ν
2
j
(1 + tj |xj,n − xk,m|a)N
∫
Rd
t
ν
2
k
(1 + tk|x− xk,m|a)N
dx
=
Ct
ν
2
j
(1 + tj|xj,n − xk,m|a)N
∫
Rd
t
− ν
2
k
(1 + |u|a)N
du
≤ C
(
tj
tk
) ν
2
(1 + tj |xj,n − xk,m|a)
−N . (23)
Case 2: Now suppose tj |xj,n − xk,m|a > 1, and assume first that |x − xj,n|a ≥
1
2K
|xj,n − xk,m|a, with K given in Definition 2.1. Similar to above we then get (22)
which leads to (23). Now, assume |x− xj,n|a <
1
2K
|xj,n − xk,m|a. Then it follows that
1
2K
|xj,n − xk,m|a < |x− xk,m|a. Thus we have
1
(1 + tk|x− xk,m|a)N
≤
C
(1 + tk|xj,n − xk,m|a)N
=
C(tj/tk)
N
((tj/tk) + tj |xj,n − xk,m|a)
N
≤
C(tj/tk)
N
(tj |xj,n − xk,m|a)N
≤
2NC(tj/tk)
N
(2tj |xj,n − xk,m|a)N
≤
C(tj/tk)
N
(1 + tj |xj,n − xk,m|a)
N
.
Since, by assumption, tj/tk ≤ 1, we now use that N > ν to obtain
|〈ηj,n, ψk,m〉| ≤
∫
Rd
Ct
ν
2
j
(1 + tj |x− xj,n|a)N
t
ν
2
k
(1 + tk|x− xk,m|a)N
dx
≤
∫
Rd
Ct
ν
2
j
(1 + tj |x− xj,n|a)N
Ct
ν
2
k (tj/tk)
N
(1 + tj|xj,n − xk,m|a)N
dx
≤
∫
Rd
Ct
ν
2
j
(1 + tj |x− xj,n|a)N
t
ν
2
k (tj/tk)
ν
2 (tj/tk)
ν
2
(1 + tj|xj,n − xk,m|a)N
dx
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=
C(tj/tk)
ν
2
(1 + tj |xj,n − xk,m|a)N
∫
Rd
tνj
(1 + tj |x− xj,n|a)N
dx
≤ C
(
tj
tk
) ν
2
(1 + tj |xj,n − xk,m|a)
−N .
Thus the required estimate follows. 
Wewill use Lemma 4.4 to prove Proposition 4.8. However, we also need a stronger
estimate in the case wheremin(tj , tk) < 1. This will be addressed in Lemma 4.6. The
proof of Lemma 4.6 will rely on the following lemma.
Lemma 4.5. Let L ∈ N and let α1, α2 be given by (2). Choose N > ν and R >
2N + L/α1 and assume tj ≤ tk. Suppose the functions fj ∈ C
L(Rd) and gk ∈ L1(R
d)
satisfy
|∂γxfj(x)| ≤ C
γ
1 t
ν/2
j t
α1L
j (1 + tj |x− xj |a)
−N , |γ| = L. (24)
|gk(x)| ≤ C2t
ν/2
k (1 + tk|x− xk|a)
−R. (25)∫
Rd
xβgk(x)dx = 0, |β| ≤ L− 1. (26)
Then there exists a constant C > 0, independent of fj , gk, tj, tk, xj and xk, such that
|〈fj , gk〉| ≤ CC˜
t
ν/2+α1L
j
t
ν/2
k min(t
L/α1
k , t
L/α2
k )
(1 + tj |xj − xk|a)
−N ,
where C˜ =
(∑
|γ|=LC
γ
1
)
C2.
Proof. By the vanishing moment condition (26), we have∣∣∣∣
∫
Rd
fj(x)gk(x)dx
∣∣∣∣ ≤
∫
Rd
∣∣∣∣∣∣fj(x)−
∑
|γ|≤L−1
∂γfj(xk)
γ!
(x− xk)
γ
∣∣∣∣∣∣ |gk(x)|dx
Using the Taylor Remainder Theorem, and (24) with |γ| = L together with (25), we
get ∣∣∣∣
∫
Rd
fj(x)gk(x)dx
∣∣∣∣
≤ C
∫
Rd
|x− xk|
L|∂γy fj(y)||gk(x)|dx
≤ C
∫
Rd
max{|x− xk|
1/α1
a
, |x− xk|
1/α2
a
}L|∂γy fj(y)||gk(x)|dx
≤ CC˜
∫
Rd
max{|x− xk|
L/α1
a , |x− xk|
L/α2
a } t
ν/2
j t
α1L
j
(1 + tj |y − xj |a)N
t
ν/2
k
(1 + tk|x− xk|a)R
dx,
for some y on the line segment joining xk and x. Using tj ≤ tk, and the quasi-triangle
inequality, we have
1
K
1
1 + tj |y − xj|a
≤ K
1 + tk|x− xk|a
1 + tj|xj − xk|a
. (27)
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Inserting this estimate in the last integral, and by a change of variable, we obtain∣∣∣∣
∫
Rd
fj(x)gk(x)dx
∣∣∣∣
≤ CC˜
∫
Rd
max{|x− xk|
L/α1
a , |x− xk|
L/α2
a } t
ν/2+α1L
j
(1 + tj |xj − xk|a)N
t
ν/2
k
(1 + tk|x− xk|a)R−N
dx
≤ CC˜
t
ν/2+α1L
j
(1 + tj|xj − xk|a)N
∫
Rd
max{|x− xk|
L/α1
a , |x− xk|
L/α2
a }t
ν/2
k
(1 + tk|x− xk|a)R−N
dx
≤ CC˜
t
ν/2+α1L
j
(1 + tj|xj − xk|a)N
∫
Rd
max{(t−1k |u|a)
L/α1 , (t−1k |u|a)
L/α2} t
−ν/2
k
(1 + |u|a)R−N
du
≤ CC˜
t
ν/2+α1L
j
t
ν/2
k min(t
L/α1
k , t
L/α2
k )
(1 + tj|xj − xk|a)
−N ,
where the last inequality follows since R > 2N + L/α1. 
We are now ready to prove the following.
Lemma 4.6. Let L ∈ N and chooseM,N > ν. Let {ηj,n}j∈J,n∈Zd be the frame defined
in (10) satisfying (15), and let {ψk,m}k∈J,m∈Zd satisfy (17), (18), and (19) with N
′ >
2N + L/α1 and M
′ ≥ M . Assume min(tj , tk) < 1. Then there exists a constant
CL > 0 such that
|〈ηj,n, ψk,m〉| ≤ CLmin
(
tj
tk
,
tk
tj
)ν/2+L/α1
(1 + min(tj , tk)|xj,n − xk,m|a)
−2N .
Proof. Without loss of generality assume that tj ≤ tk. With ηj,n(x) given in (10) and
ψk,m(x) satisfying (20), we have
|〈ηj,n, ψk,m〉| ≤ C
∫
Rd
|t
ν/2
j e
ix·ξjµj(Ajx−
π
a
n) t
ν/2
k e
−ix·ξkυk,m(Akx−
π
a
m)|dx.
Let fj,n(x) = t
ν/2
j µj(Ajx −
π
a
n) and gk,m(x) = t
ν/2
k e
ix·(ξj−ξk)υk,m(Akx −
π
a
m). We first
consider |∂γxfj,n(x)|. Applying the chain rule, together with the estimate (12), we
find that
|∂γxfj,n(x)| ≤ |t
ν/2
j ∂
γ
xµj(Ajx−
π
a
n)| ≤ |tν/2j t
a·γ
j (∂
γ
xµj)(Ajx−
π
a
n)|
≤ Ct
ν/2
j t
α1L
j (1 + |Ajx−
π
a
n|a)
−2N
≤ Ct
ν/2
j t
α1L
j (1 + tj |x− xj,n|a)
−2N , |γ| = L, (28)
with xj,n defined in (14). Now, by definition of gk,m(x), and since ψˆk,m(ξ) has support
in Qk, it follows that supp(gˆ) ⊆ Qk − ξj . We consider two cases.
Case 1: {0} ∈ Qk − ξj . Then ξj ∈ Qk and Qj ∩Qk 6= ∅. By the moderation of h˜we
have tj ≍ tk, thus
(
tj
tk
)
≍ 1. Using this together with the estimate (21) from Lemma
4.4, we multiply by a factor of 1, and use that
(
tk
tj
)M
≤ CM for anyM ∈ N for some
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C := C(M) > 0, to obtain
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
) ν
2
+M
(1 + tj|xj,n − xk,m|a)
−2N .
ChoosingM = L/α1 gives the required estimate.
Case 2: {0} 6∈ Qk − ξj . Here Qj ∩ Qk = ∅. Then gk,m(x) satisfies the vanishing
moment condition (26). Moreover, by the decay properties of gk,m(x) and (28) we
may use Lemma 4.5 to conclude that
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)ν/2+L/α1
(1 + tj|xj,n − xk,m|a)
−2N .

In order to prove of Proposition 4.8, we need to add one further restriction on the
hybrid regulation function h˜ from Definition 3.2. From now on we assume that the
function h2(ξ) in (5) satisfies the following:{
There exists β,R1, ρ1 > 0 such that h
1+β
2 is d-moderate and
|ξ − ζ |a ≤ ah2(ξ) for a ≥ ρ1 implies h2(ζ) ≤ R1ah2(ξ).
(29)
Remark 4.7. The added restriction on h2 is not very prohibitive as we can generate a
multitude of such functions by using s : R+ → R+ satisfying s(2b) ≤ Cs(b), b ∈ R+,
and
(1 + b)γ ≤ s(b) ≤ (1 + b)
1
1+β
for some β, γ > 0. We assign h2 = s(| · |a) and use that s is weakly sub-additive
to verify (29). For instance, any regulation function from Example 3.3 will work
provided α < 1.
We are now ready to prove the following result.
Proposition 4.8. Let L > 0 and choose N,M such that 2N > ν and 2M > ν. Let
{ηj,n}j∈J,n∈Zd be the frame defined in (10) and suppose {ψk,m}k∈J,m∈Zd satisfies (17), (18),
and (19) with N ′ > 2N + L/α1 and M
′ > M + L
βα1
. Then there exists a constant C :=
C(L) > 0 such that
|〈ηj,n, ψk,m〉| ≤ Cmin
(
tj
tk
,
tk
tj
) ν
2
+ L
α1
(1 + max(tj , tk)
−1|ξj − ξk|a)
−M
× (1 + min(tj , tk)|xj,n − xk,m|a)
−N .
Proof. We split the proof into three different cases.
Case 1: Suppose tj ≤ tk and tj < 1. Using Lemma 4.6 gives
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)ν/2+L/α1
(1 + tj|xj,n − xk,m|a)
−2N , (30)
where L = |γ| and α1 > 1 (as in Lemma 4.6). Moreover, using Lemma 4.4 for
〈ηˆj,n, ψˆk,m〉 gives
|〈ηˆj,n, ψˆk,m〉| ≤ C
(
tj
tk
)ν/2
(1 + t−1k |ξj − ξk|a)
−2M . (31)
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Now, combing the estimates (30) and (31), and using that
|〈ηj,n, ψk,m〉| = |〈ηj,n, ψk,m〉|
1/2|〈ηˆj,n, ψˆk,m〉|
1/2, (32)
we obtain
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)ν/2+L˜
(1 + tj |xj,n − xk,m|a)
−N(1 + t−1k |ξj − ξk|a)
−M .
Case 2: Suppose tk ≤ tj and tk < 1. By using similar arguments as in case 1 we
obtain the required estimate.
Case 3: Finally, suppose tj ≤ tk and tj ≥ 1. We first consider the case |ξj − ξk|a ≤
ρ0t
1+β
k . Since tj ≥ 1, the hybrid regulation function h˜
1+β is moderate by
definition of h˜, (5), and assumption (29). Thus we have
1
1 + t−1k |ξj − ξk|a
≤ 1 ≤ R
β
1+β
0
(
tj
tk
)β
. (33)
Now consider the case |ξj − ξk|a > ρ0t
1+β
k . Since tj ≥ 1we get
1
1 + t−1k |ξj − ξk|a
≤
1
1 + t−1k ρ0t
1+β
k
≤
1
ρ0t
β
k
≤
1
ρ0
(
tj
tk
)β
. (34)
Using Lemma 4.4 for 〈ηˆj,n, ψˆk,m〉 together with the estimates (33) and (34), we
obtain
|〈ηˆj,n, ψˆk,m〉| ≤ C
(
tj
tk
)ν/2
(1 + t−1k |ξj − ξk|a)
−2M−2 L
βα1
≤ C
(
tj
tk
)ν/2+2L/α1
(1 + t−1k |ξj − ξk|a)
−2M . (35)
Combining (35) with (21) from Lemma 4.4 and using (32) we obtain the re-
quired estimate.

In Proposition 4.8 we assumed that the functions in {ψk,m}k∈J,m∈Zd have compact
support in the frequency domain Rd\{0}. In the following, we omit this assump-
tion and consider a system {ψk,m}k,m satisfying only condition (17), (18) together
with our original frame {ηj,n}j∈J,n∈Zd defined in (10). We first notice that the proof
of Proposition 4.8 only used the assumption about compact support in frequency
for {ψk,m}k,m in Cases 1 and 2, that is when min(tj , tk) < 1. Thus, in the proof of
following lemma, we only consider these cases.
Lemma 4.9. Let L ∈ N and choose N > ν + L/α1. Let {ηj,n}j∈J,n∈Zd be the frame
defined in (10) and let {ψk,m}k∈J,m∈Zd satisfy (17) and (18) with N
′ > 2N +L/α1 and
M ′ > M + L
βα1
. Assume min(tj, tk) < 1. Then there exists a constant C := C(L) > 0
such that
|〈ηj,n, ψk,m〉| ≤ Cmin
(
tj
tk
,
tk
tj
)α1L−L/α1
(1 + min(tj , tk)|xj,n − xk,m|a)
−N .
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Proof. Without loss of generality assume that tj ≤ tk. We start by considering the
case tk ≥ 1. We have, by (20),
|〈ηj,n, ψk,m〉| ≤ C
∫
Rd
|t
ν/2
j e
ix·ξjµj(Ajx−
π
a
n) t
ν/2
k e
−ix·ξkυk,m(Akx−
π
a
m)|dx. (36)
By a change of variable, letting u = Akx, we obtain
|〈ηj,n, ψk,m〉| ≤ C
∫
Rd
|t
ν/2
j e
iA−1
k
u(ξj−ξk)µj(AjA
−1
k u−
π
a
n) t
ν/2
k υk,m(u−
π
a
m)|t−νk du
≤ C
(
tj
tk
)ν/2 ∫
Rd
|eiA
−1
k
u(ξj−ξk)µj(AjA
−1
k u−
π
a
n)υk,m(u−
π
a
m)|du. (37)
Our wish is to use Lemma 4.5. However, we first need to clarify that all the assump-
tions are satisfied. We begin by considering |∂γuµj(AjA
−1
k u −
π
a
n)|. Using the chain
rule, and the estimate (12), we find that
|∂γuµj(AjA
−1
k u−
π
a
n)| =
∣∣∣∣
(
tj
tk
)
a·γ
(∂γuµj)(AjA
−1
k u−
π
a
n)
∣∣∣∣
≤ C
(
tj
tk
)α1L (
1 + |AjA
−1
k u−
π
a
n|a
)−2N
≤ C
(
tj
tk
)α1L(
1 +
tj
tk
|u− uj,k,n|
a
)−2N
, (38)
where |γ| = L and uj,k,n = A
−1
j Ak
π
a
n. Using that ηj,n has compact support in fre-
quency, ηˆj,n ⊆ Qj , we define a set E as follows:
E = supp[F{eiA
−1
k
u(ξj−ξk) µj(AjA
−1
k · −
π
a
n)}],
where F denotes the Fourier transform. Thus E ⊆ Qj − ξk and we distinguish two
cases.
Case 1: {0} ∈ E. In this case ξk ∈ Qj and Qj ∩ Qk 6= ∅. Using similar arguments
as in Case 1 in the proof of Lemma 4.6 we obtain the required estimate.
Case 2: {0} 6∈ E. Here Qj ∩ Qk = ∅. Now choose a smooth bump function ρˆ(ξ)
that is equal to 1 when ξ ∈ E and equal to zero when ξ is outside of Qj . Then we
may rewrite (37), using (20), as
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)ν/2 ∫
Rd
|µj(AjA
−1
k u−
π
a
n)ρ ∗ υk,m(u−
π
a
m)|du. (39)
The function ρ∗υk,m(u−
π
a
m) has compact support in the frequency domain ρˆψˆk(u−
π
a
m) ⊆ E, where {0} 6∈ E. Hence the vanishing moment condition (26) is satisfied.
Nowwe only need to examine the decay properties of ρ∗υk,m(u−
π
a
m). By definition
|(ρ ∗ υk,m)(u−
π
a
m)| =
∣∣∣∣
∫
Rd
ρ(u−
π
a
m− y)υk,m(y)dy
∣∣∣∣ .
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Since ρˆ is constructed aroundQj we use similar arguments as in the proof of Lemma
4.4 and obtain the following estimate, see e.g. [15, Appendix B].
|(ρ ∗ υk,m)(u−
π
a
m)| ≤ C
∫
Rd
t
ν/2
j
(1 + tj|u−
π
a
m− y|a)2N
1
(1 + |y|a)2N
dy
≤ Ct
ν/2
j (1 + tj |u−
π
a
m|a)
−2N . (40)
Now consider the integral in (39). We evaluate this integral by using the same
technique as in the proof of Lemma 4.5. Set fj,k,n(u) = µj(AjA
−1
k u −
π
a
n) and
gk,m(u) = ρ ∗ υk,m(u −
π
a
m). By the vanishing moments of the function gk,m(u) and
by using the estimates (38) and (40) we obtain
∣∣∣∣
∫
Rd
fj,k,n(u)gk,m(u)du
∣∣∣∣ ≤
∫
Rd
∣∣∣∣∣∣fj,k,n(u)−
∑
|γ|≤L−1
∂γufj,k,n(
π
a
m)
γ!
(u−
π
a
m)γ
∣∣∣∣∣∣ |gk,m(u)|du
≤ C
∫
Rd
|u−
π
a
m|L|∂γufj,k,n(y)||gk,m(u)|du
≤ C
(
tj
tk
)α1L ∫
Rd
max{|u− π
a
m|
L/α1
a , |u−
π
a
m|
L/α2
a }
(1 +
tj
tk
|y − uj,k,n|a)2N
t
ν/2
j
(1 + tj |u−
π
a
m|a)2N
du, (41)
for some y on the line segment joining u and π
a
m. Using that tj ≤ tk and tk ≥ 1,
together with the quasi-triangle inequality, we find that
1
K
1
1 +
tj
tk
|y − uj,k,n|a
≤ K
1 + tj |u−
π
a
m|a
1 +
tj
tk
|uj,k,n −
π
a
m|a
. (42)
With this estimate we proceed from (41).∣∣∣∣
∫
Rd
fj,k,n(u)gk,m(u)du
∣∣∣∣
≤ C
(
tj
tk
)α1L tν/2j
(1 +
tj
tk
|uj,k,n −
π
a
m|a)N
∫
Rd
max{|u− π
a
m|
L/α1
a , |u− πam|
L/α2
a }
(1 + tj |u−
π
a
m|a)2N−N
du
≤ C
(
tj
tk
)α1L tν/2j
(1 +
tj
tk
|uj,k,n −
π
a
m|a)N
∫
Rd
max{(t−1j |w|a)
L/α1 , (t−1j |w|a)
L/α2}
(1 + |w|a)N
t−νj dw
≤ C
(
tj
tk
)α1L t−ν/2−L/α1j
(1 +
tj
tk
|uj,k,n −
π
a
m|a)N
∫
Rd
max{|w|
L/α1
a , |w|
L/α2
a }
(1 + |w|a)N
dw
≤ C
(
tj
tk
)α1L−ν/2−L/α1
(1 + tj|xj,n − xk,m|a)
−N ,
where the last inequality follows sinceN > ν+L/α1. Using this estimate in (39) we
obtain
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)α1L−L/α1
(1 + tj |xj,n − xk,m|a)
−N . (43)
ON A DISCRETE TRANSFORM OF HOMOGENEOUS DECOMPOSITION SPACES 17
The case tj ≤ tk < 1 is handled in a similar fashion starting from (36), but without
any change of variable. The details are left for the reader. 
Remark 4.10. It is precisely the exponent (α1 − α
−1
1 )L appearing in (43) that moti-
vates our standing assumption that α1 > 1 to ensure that α1 − α
−1
1 > 0.
We are now ready to state the following result, which is analogous to Proposi-
tion 4.8, but with the improvement that we do not assume compact support in the
frequency domain of the system {ψk,m}k,m.
Proposition 4.11. Let K > 0 and L ∈ N satisfy ν/2 +K = 1
2
(ν/2 + α1L − L/α1) with
N,M,K chosen such that N > ν + L/α1 and 2M > ν. Let {ηj,n}j∈J,n∈Zd be the frame
defined in (10) satisfying (15) and (16), and let {ψk,m}k∈J,m∈Zd satisfy (17) and (18) with
N ′ > 2N + L/α1 and M
′ > M + L
βα1
. Then there exists a constant C := C(K) > 0 such
that
|〈ηj,n, ψk,m〉| ≤ Cmin
(
tj
tk
,
tk
tj
)ν/2+K
(1 + max(tj, tk)
−1|ξj − ξk|a)
−M
× (1 + min(tj , tk)|xj,n − xk,m|a)
−N/2.
Proof. We first notice that in case min(tj , tk) ≥ 1, we may conclude by using the
result in Proposition 4.8, since this particular case did not use the assumption of
compact support. For the casemin(tj , tk) < 1we assume, without loss of generality
that tj ≤ tk. Using Lemma 4.9 gives
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
)α1L−L/α1
(1 + tj |xj,n − xk,m|a)
−N .
Moreover, using Lemma 4.4 for 〈ηˆj,n, ψˆk,m〉 gives
|〈ηˆj,n, ψˆk,m〉| ≤ C
(
tj
tk
)ν/2
(1 + t−1k |ξj − ξk|a)
−2M .
Now, inserting the above estimates in (32) we obtain
|〈ηj,n, ψk,m〉| ≤ C
(
tj
tk
) 1
2
(ν/2+α1L−L/α1)
(1 + t−1k |ξj − ξk|a)
−M
× (1 + tj |xj,n − xk,m|a)
−N/2.
Since K + ν/2 = 1
2
(ν/2 + α1L − L/α1) we have obtained the wanted estimate. The
case tk ≤ tj and tk < 1 follows in parallel with the above, and we therefore leave
the details for the reader. 
Comparing the result in Proposition 4.8 with the above we see that the matrix
{〈ηj,n, ψk,m〉}k,m,j,n satisfies Definition 4.1, even though the assumptions about com-
pact support for the functions ψk,m were omitted. We now consider much more
general families of functions for which Definition 4.1 hold.
Theorem 4.12. Let K > 0 and L ∈ N satisfy ν/2 + K = 1
2
(ν/2 + α1L − L/α1) with
N,M,K chosen such that N > ν + L/α1 and 2M > ν and suppose {ψ
(1)
j,n}j∈J,n∈Zd and
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{ψ
(2)
k,m}k∈J,m∈Zd satisfy (17) and (18) with N
′ > 2N + L/α1 and M
′ > M + L
βα1
. Then
there exists a constant C := C(K) > 0 such that
|〈ψ
(1)
j,n, ψ
(2)
k,m〉| ≤ Cmin
(
tj
tk
,
tk
tj
)ν/2+K
(1 + max(tj, tk)
−1|ξj − ξk|a)
−M
× (1 + min(tj, tk)|xj,n − xk,m|a)
−N/2.
In particularly, suppose s ∈ R, 0 < p, q <∞ and put r := min(1, p, q). If
N ′ >
2ν
r
+
νr + 4|s|r + 4ν
r(α21 − 1)
, (44)
and
M ′ >
ν
r
++
L
βα1
>
ν
2
+
νr + 4|s|r + 4ν
2rβ(α21 − 1)
, (45)
then {〈ψ
(1)
j,n, ψ
(2)
k,m〉} ∈ ad
s
p,q.
Proof. Since {ηi,l}i∈J,l∈Zd is a tight frame we have
〈ψ
(1)
j,n, ψ
(2)
k,m〉 =
∑
i∈J,l∈Zd
〈ψ
(1)
j,n, ηi,l〉〈ηi,l, ψ
(2)
k,m〉.
This corresponds to the composition of two operators withmatrices {〈ψ
(1)
j,n, ηi,l〉}i,k,l,m
and {〈ηi,l, ψ
(2)
k,m〉}m,l,i,k, respectively. By Proposition 4.11 these matrices are almost
diagonal. Proposition 4.2 now implies that the product of two almost diagonal ma-
trices is almost diagonal. The final claim follows from the estimates
K > |s|+ 2
ν
r
⇒ L >
1
2
(νr + 4|s|r + 4ν)α1
r(α21 − 1)
,
so
N ′ > 2ν + 2L/α1 > 2ν +
νr + 4|s|r + 4ν
r(α21 − 1)
.
and
M ′ >
ν
2
+
L
βα1
>
ν
2
+
νr + 4|s|r + 4ν
2rβ(α21 − 1)
.
At the same time we must have N/2 > ν
r
andM > ν
r
by comparing the estimate of
|〈ψ
(1)
j,n, ψ
(2)
k,m〉| to Definition 4.1. This completes the proof.

5. AN APPLICATION: COMPACTLY SUPPORTED FRAMES
We now turn to our main example of an application of the algebra of almost
diagonal matrices. We will construct a system {ψk,n}k∈J,n∈Zd which is a small per-
turbation of the frame {ηk,n}k∈J,n∈Zd given by (10). Following a general approach
introduced by Kyriazis and Petrushev [18] for classical Triebel-Lizorkin and Besov
spaces, we first to show that a system {ψk,n}k∈J,n∈Zd, which is close enough to the
tight frame {ηk,n}k∈J,n∈Zd, in a suitable sense, is also a frame for F˙
s
p,q(h˜) and M˙
s
p,q(h˜).
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Next, to get a frame expansion in F˙ sp,q(h˜) and M˙
s
p,q(h˜), we show that {S
−1ψk,n}k∈J,n∈Zd
is also a frame, where S is the corresponding frame operator given by
Sf =
∑
k∈J,n∈Zd
〈f, ψk,n〉ψk,n.
Now suppose {ψk,n}k∈J,n∈Zd ⊂ L2(R
d) is a system that is close to {ηk,n}k∈J,n∈Zd in
the sense that for fixed s ∈ R there exists ε, δ > 0 such that
|ηk,n(x)− ψk,n(x)| ≤ εt
ν
2
k (1 + tk|xk,n − x|a)
−2N ′ , (46)
|ηˆk,n(ξ)− ψˆk,n(ξ)| ≤ εt
− ν
2
k (1 + t
−1
k |ξk − ξ|a)
−2M ′ , (47)
where we have used the notation from Definition 4.1, and N ′,M ′ satisfy the condi-
tions given by (44) and (45), respectively. Motivated by the fact that {ηk,n}k∈J,n∈Zd is
a tight frame for L2(R
d), we formally define 〈f, ψj,m〉 as
〈f, ψj,m〉 :=
∑
k∈J
∑
n∈Zd
〈ηk,n, ψj,m〉〈f, ηk,n〉, f ∈ F˙
s
p,q(h˜). (48)
We deduce from Proposition A.1 and Theorem 4.12 that 〈·, ψj,m〉 is a bounded linear
functional on F˙ sp,q(h˜); in fact we have∑
k∈J,n∈Zd
|〈ηk,n, ψj,m〉||〈f, ηk,n〉| ≤
∥∥∥{ ∑
k∈J,n∈Zd
|〈ηk,n, ψj,m〉||〈f, ηk,n〉|
}
j,m∈Zd
∥∥∥
f˙sp,q(h˜)
≤ C‖〈f, ηk,n〉‖f˙sp,q(h˜) ≤ C‖f‖F˙ sp,q(h˜). (49)
Furthermore, {ψk,n}k∈J,n∈Zd is a norming family for F˙
s
p,q(h˜) as it satisfies
‖〈f, ψk,n〉‖f˙sp,q(h˜) ≤ C‖f‖F˙ sp,q(h˜).
This can be used to show that S is a bounded operator on F˙ sp,q(h˜), and for small
enough ε, this will be the key to showing that {ψk,n}k∈J,n∈Zd is a frame for F˙
s
p,q(h˜).
Theorem 5.1. There exists ε0, C1, C2 > 0 such that if {ψk,n}k∈J,n∈Zd satisfies (46) and (47)
for some 0 < ε ≤ ε0 and f ∈ F˙
s
p,q(h˜), then we have
C1‖f‖F˙ sp,q(h˜) ≤ ‖〈f, ψk,n〉‖f˙sp,q(h˜) ≤ C2‖f‖F˙ sp,q(h˜). (50)
Similarly for M˙sp,q(h˜) and m˙
s
p,q(h˜).
Proof. The proof will only be given for F˙ sp,q(h˜) as it follows the sameway for M˙
s
p,q(h˜).
That {ψk,n}k∈J,n∈Zd is a norming family gives the upper bound, thus we only need
to establish the lower bound. For this we notice that {ε−1(ηk,n−ψk,n)}k∈J,n∈Zd is also
a norming family so we have
‖〈f, ηk,n − ψk,n〉‖f˙sp,q(h˜) ≤ Cε‖f‖F˙ sp,q(h˜).
It then follows that
‖f‖F˙ sp,q(h˜) ≤ C‖〈f, ηk,n〉‖f˙sp,q(h˜)
≤ C(‖〈f, ψk,n〉‖f˙sp,q(h˜) + ‖〈f, ηk,n − ψk,n〉‖f˙sp,q(h˜))
≤ C(‖〈f, ψk,n〉‖f˙sp,q(h˜) + ε‖f‖F˙ sp,q(h˜)).
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By choosing ε < 1/C we get the lower bound.

As suggested by Theorem 5.1, the boundedness of the matrix
{〈ηk,n, S
−1ψj,m〉}k,j∈J ;n,m∈Zd
on f˙ sp,q(h˜) is the key to showing that {S
−1ψk,n}k∈J,n∈Zd is also a frame.
Proposition 5.2. There exists ε0 > 0 such that if {ψk,n}k∈J,n∈Zd is a frame for F˙
0
22(h˜) =
L2(R
d) and satisfies (46) and (47) for some 0 < ε ≤ ε0, then {〈ηk,n, S
−1ψj,m〉}k,j∈J ;n,m∈Zd
is bounded on f˙ sp,q(h˜) and m˙
s
p,q(h˜).
The proof is identical to the proof of Proposition 5.2 in [21] and we will therefore
omit it.
The fact that {S−1ψk,n}k∈J,n∈Zd is a frame for F˙
s
p,q(h˜) and M˙
s
p,q(h˜) now follows as a
consequence of {〈ηk,n, S
−1ψj,m〉}k,n,j,m∈Zd being bounded on f˙
s
p,q(h˜) and m˙
s
p,q(h˜). We
state the following results without proofs as they follow directly in the same way as
in the classical Triebel-Lizorkin and Besov spaces. The proofs can be found in [17].
First, we have the frame expansion.
Lemma 5.3. Assume that {ψk,n}k∈J,n∈Zd is a frame for L2(R
d) and satisfies
|ψk,n(x)| ≤ Ct
ν
2
k (1 + tk|xk,n − x|a)
−2N ′ , (51)
|ψˆk,n(ξ)| ≤ Ct
− ν
2
k (1 + t
−1
k |ξk − ξ|a)
−2M ′, (52)
where N ′,M ′ satisfy the conditions given by (45) and (44), respectively. If
{〈ηk,n, S
−1ψj,m〉}k,j∈J ;n,m∈Zd is bounded on f˙
s
p,q(h˜), then for f ∈ F˙
s
p,q(h˜) we have
f =
∑
k∈J,n∈Zd
〈f, S−1ψk,n〉ψk,n
in the sense of S ′/P . Similarly for M˙sp,q(h˜) and m˙
s
p,q(h˜).

Moreover, we have that {S−1ψk,n}k∈J,n∈Zd is a frame. The proof of the following
fundamental result can easily be adapted from the technique introduced in [18].
Theorem 5.4. Assume that {ψk,n}k∈J,n∈Zd is a frame for L2(R
d) and satisfies (51) and (52).
Then {S−1ψk,n}k∈J,n∈Zd is a frame for F˙
s
p,q(h˜) if and only if {〈ηk,n, S
−1ψj,m〉}k,j∈J ;n,m∈Zd is
bounded on f˙ sp,q(h˜). Similarly for M˙
s
p,q(h˜) and m˙
s
p,q(h˜).
It is worth noting that Proposition 5.2, Lemma 5.3 and Theorem 5.4 imply that
{ψk,n}k∈J,n∈Zd is a Banach frame if it satisfies (46) and (47) with sufficiently small
ε, and p, q ≥ 1. Furthermore, following a similar approach we can obtain a frame
expansion with {S−1ψk,n}k∈J,n∈Zd.
Lemma 5.5. Assume that {ψk,n}k∈J,n∈Zd is a frame for L2(R
d) and satisfies (51) and
(52). If the transpose of {〈ηk,n, S
−1ψj,m〉}k,j∈J,n,m∈Zd is bounded on f˙
s
p,q(h˜), then for
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f ∈ F˙ sp,q(h˜) we have
f =
∑
k∈J,n∈Zd
〈f, ψk,n〉S
−1ψk,n
in the sense of S ′\P . Similarly for M˙sp,q(h˜) and m˙
s
p,q(h˜).
In particular, by using a generating function gwith compact support one can con-
struct a compactly supported frame expansion. A successful approach to problems
of this type, see e.g. [18,19,21], is to use finite linear combinations of a function with
sufficient smoothness and decay in direct space and vanishing moments.
In general, it suffices to obtain a system of functions {τk}k∈Zd ⊂ L2(R
d) which is
close enough to {µk}k∈Zd ,
|µk(x)− τk(x)| ≤ ε(1 + |x|a)
−2N ′ ,
|µˆk(ξ)− τˆk(ξ)| ≤ ε(1 + |ξ|a)
−2M ′.
The system
{ψk,n}k∈J,n∈Zd :=
{
t
ν/2
k τk
(
Akx−
π
a
n
)
eix·ξk
}
k∈J,n∈Zd
will then satisfy (46) and (47). First, we take g ∈ C1(Rd) ∩ L2(R
d), gˆ(0) 6= 0, which
for fixed N ′′,M ′′ > 0 satisfies
|g(κ)(x)| ≤ C(1 + |x|a)
−2N ′′ , |κ| ≤ 1, (53)
|gˆ(ξ)| ≤ C(1 + |ξ|a)
−2M ′′. (54)
Next for m ≥ 1, we define gm(x) := Cgm
νg(Da(m)x), where Cg := gˆ(0)
−1. To
construct τk we will use the following set of finite linear combinations,
ΘK,m = {ψ : ψ(·) =
K∑
i=1
aigm(·+ bi), ai ∈ C, bi ∈ R
d}.
The following result proved in [21] provides us with the function we need.
Proposition 5.6. LetN ′′ > N ′ > ν andM ′′ > M ′ > ν. If g ∈ C1(Rd)∩L2(R
d), gˆ(0) 6= 0,
fulfills (53) and (54) and µk ∈ C
1(Rd) ∩ L2(R
d) fulfills
|µk(x)| ≤ C(1 + |x|a)
−2N ′′ ,
|µ
(κ)
k (x)| ≤ C, |κ| ≤ 1,
|µˆk(ξ)| ≤ C(1 + |ξ|a)
−2M ′′ ,
then for any ε > 0 there existsK,m ≥ 1 and τk ∈ ΘK,m such that
|µk(x)− τk(x)| ≤ ε(1 + |x|a)
−2N ′ , (55)
|µˆk(ξ)− τˆk(ξ)| ≤ ε(1 + |ξ|a)
−2M ′. (56)
We conclude this paper with the following direct consequence of Theorem 5.4,
Lemma 5.5, and Proposition 5.6.
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Corollary 5.7. Choose s ∈ R, 0 < p < ∞, and 0 < q < ∞. Let N ′,M ′ satisfy the
conditions given by (44) and (45), respectively, and pickN ′′ > N ′ > ν andM ′′ > M ′ > ν.
If g ∈ C1(Rd) ∩ L2(R
d), gˆ(0) 6= 0, satisfies
|g(κ)(x)| ≤ C(1 + |x|)−2N
′′
, |κ| ≤ 1,
|gˆ(ξ)| ≤ C(1 + |x|)−2M
′′
,
then there existsK ∈ N and ψk,n(x) := e
ix·dk
∑K
i=1 ak,ig(ckx+ bk,n,i), ak,i ∈ C, bk,n,i, dk ∈
Rd, ck ∈ R, such that {S
−1ψk,n}k∈J,n∈Zd constitutes a frame for F˙
s
p,q(h˜) and
f =
∑
k∈J,n∈Zd
〈f, S−1ψk,n〉ψk,n
for all f ∈ F˙ sp,q(h˜) with convergence in S
′\P . A similar result holds for M˙sp,q(h˜).
APPENDIX A. SOME ADDITION RESULTS AND TECHNICAL PROOFS
This appendix contains a number of additional results and various technical proofs.
Proposition A.1. Suppose that A ∈ adsp,q(h˜). Then A is bounded on f˙
s
p,q(h˜) and m˙
s
p,q(h˜).
Proof of Proposition A.1. We only prove the result for f˙ sp,q(h˜) when q < ∞ as q = ∞
follows in a similar waywith lq replaced by l∞, and the proof for m˙
s
p,q(h˜) is similar to
the one for f˙ sp,q(h˜). Let s := {sk,n}k∈J,n∈Zd ∈ f˙
s
p,q(h˜) and assume for now that p, q > 1.
We writeA := A0 +A1 such that
(A0s)(j,m)=
∑
k:tk≥tj
∑
n∈Zd
a(j,m)(k,n)sk,n and (A1s)(j,m)=
∑
k:tk<tj
∑
n∈Zd
a(j,m)(k,n)sk,n.
By using Lemma A.2 we have
|(A0s)(j,m)| ≤ C
∑
k:tk≥tj
(
tk
tj
)s+ ν
2
− ν
r
− δ
2
cδjk
∑
n∈Zd
|sk,n|(
1 + tj |xk,n − xj,m|B
) ν
r
+δ
≤ C
∑
k:tk≥tj
(
tk
tj
)s+ ν
2
− δ
2
cδjkM
a
r
( ∑
n∈Zd
|sk,n|χQ(k,n)
)
(x),
for x ∈ Q(j,m), where tk is defined in (9), xk,n in (14), Q(j,m) in (13) andM
a
r in (3).
It then follows by Ho¨lder’s inequality and Lemma A.3 below that
∑
m∈Zd
|(A0s)(j,m)χQ(j,m)|
q ≤ C
( ∑
k:tk≥tj
(
tk
tj
)s+ ν
2
cδjkM
a
r
(∑
n∈Zd
|sk,n|χQ(k,n)
))q
≤ C
∑
k:tk≥tj
cδjk
((
tk
tj
)s+ ν
2
Mar
(∑
n∈Zd
|sk,n|χQ(k,n)
))q( ∑
i:ti≥tj
cδji
)q−1
≤ C
∑
k:tk≥tj
cδjk
((
tk
tj
)s+ ν
2
Mar
(∑
n∈Zd
|sk,n|χQ(k,n)
))q
.
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We obtain
‖A0s‖f˙sp,q(h˜) ≤ C
∥∥∥∥
(∑
j∈Zd
∑
k:tk≥tj
cδjk
(
t
s+ ν
2
k M
a
r
(∑
n∈Zd
|sk,n|χQ(k,n)
))q)1/q∥∥∥∥
Lp
≤ C
∥∥∥∥
(∑
k∈J
(
t
s+ ν
2
k M
a
r
(∑
n∈Zd
|sk,n|χQ(k,n)
))q)1/q∥∥∥∥
Lp
.
Using the vector-valued Fefferman-Stein maximal inequality (2.2), we arrive at
‖A0s‖f˙sp,q(h˜) ≤ C
∥∥∥( ∑
k∈J,n∈Zd
(t
s+ ν
2
k |sk,n|)
qχQ(k,n)
)1/q∥∥∥
Lp
= C ‖s‖f˙sp,q(h˜) .
The corresponding estimate forA1 follows from the same type of arguments result-
ing in both A0 andA1 being bounded on f˙
s
p,q(h˜) and thereby A. For the cases q = 1
and p ≤ 1, q > 1 choose 0 < r˜ < r and 0 < δ˜ < δ such that ν/r + δ/2 ≥ ν/r˜ + δ˜/2
and repeat the argument with r := r˜, and δ := δ˜. The case q < 1 follows from first
observing that
A˜ := {a˜(j,m)(k,n)} :=
{
|a(j,m)(k,n)|
q
(
tk
tj
) ν
2
− νq
2
}
is almost diagonal on f˙ sqp
q
,1
(h˜). Furthermore, if v := {vk,n} := {|sk,n|
qt
νq
2
− ν
2
k } we have
‖v‖
1
q
f˙sqp
q ,1
(h˜)
=
∥∥∥( ∑
k∈J,n∈Zd
(
t
s+ ν
2
k |sk,n|
)q
χQ(k,n)
)1/q∥∥∥
Lp
= ‖s‖f˙sp,q(h˜).
Before we can put these two observations into use we need that
|(As)(j,m)|
q ≤
∑
k∈J
∑
n∈Zd
|a(j,m)(k,n)|
q|sk,n|
q = t
ν
2
− νq
2
j
∑
k∈J
∑
n∈Zd
a˜(j,m)(k,n)vk,n.
We then have
‖As‖f˙sp,q(h˜) ≤ ‖A˜v‖
1
q
f˙sqp
q ,1
(h˜)
≤ C‖v‖
1
q
f˙sqp
q ,1
(h˜)
= C‖s‖f˙sp,q(h˜).

Lemma A.2. Suppose that 0 < r ≤ 1 and N > ν/r. Then for any sequence
{sk,n}k∈J,n∈Zd ⊂ C, and for x ∈ Q(j,m), we have
∑
n∈Zd
|sk,n|
(1 + min(tk, tj)|xk,n − xj,m|B)N
≤Cmax
(
tk
tj
, 1
)ν
r
×Mar
(∑
n∈Zd
|sk,n|χQ(k,n)
)
(x), (57)
with tk defined in (9), xk,n in (14), and Q(j,m) in (13).
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Proof. Without loss of generality we may assume xj,m = 0 and begin by considering
the case tk ≤ tj . We define the sets,
S0 = {n ∈ Z
d : tk|xk,n|B ≤ 1},
Si = {n ∈ Z
d : 2i−1 < tk|xk,n|B ≤ 2
i}, i ≥ 1.
Choose x ∈ Q(j,m). There exists C1 > 0 such that ∪n∈SiQ(k, n) ⊂ Ba(x, C12
it−1k ),
and by using
∫
χQ(k,n) = κ
a
dt
−ν
k , we get∑
n∈Si
|sk,n|
(1 + tk|xk,n|)N
≤ C2−iN
∑
n∈Si
|sk,n| ≤ C2
−iN
(∑
n∈Si
|sk,n|
r
) 1
r
≤ C2−iN
(
tνk
κad
∫
Ba(x,C12it
−1
k
)
∑
n∈Si
|sk,n|
rχQ(k,n)
) 1
r
.
Hence by the definition of the maximal operator (3) we have
∑
n∈Si
|sk,n|
(1 + tk|xk,n|)N
≤ C2i(
ν
r
−N)
(
tνk
2iνκad
∫
Ba(x,C12it
−1
k
)
∑
n∈Si
|sk,n|
rχQ(k,n)
) 1
r
≤ C2i(
ν
r
−N)Mar
( ∑
n∈Zd
|sk,n|χQ(k,n)
)
(x)
by using
∑
n∈Zd χQ(k,n) ≤ n0. Summing over i ≥ 0 and using N > ν/r gives (57).
For the second case, tk > tj , we redefine the sets,
S0 = {n ∈ Z
d : tj |xk,n|B ≤ 1}
Si = {n ∈ Z
d : 2i−1 < tj|xk,n|B ≤ 2
i}, i ≥ 1.
As before we have∑
n∈Si
|sk,n|
(1 + tj|xk,n|)M
≤C2−iN
(
tνk
κad
∫
Ba(x,C12it
−1
j )
∑
n∈Si
|sk,n|
rχQ(k,n)
) 1
r
≤C2i(
ν
r
−N)
(
tk
tj
) ν
r
Mar
(∑
n∈Zd
|sk,n|χQ(k,n)
)
(x).
Summing over i ≥ 0 again gives (57).

Lemma A.3. Assume (29) is satisfied, and let δ > 0. There exists C > 0 independent
of k such that∑
j∈Zd
min
((
tj
tk
)ν
,
(
tk
tj
)δ)
(1 + max(tk, tj)
−1|ξj − ξk|a)
−ν−δ ≤ C,
with tk and ξk defined as in Definition 4.1.
Proof. We begin by dividing the indices into sets,
S0 = {j ∈ J : |ξj − ξk|a ≤ ρ1tk}
Si = {j ∈ J : 2
i−1ρ1tk < |ξj − ξk|a ≤ 2
iρ1tk}, i ≥ 1,
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with ρ1 defined in (29). Next, we divide the sum even further by first looking at
tk ≥ tj . For such j ∈ Si, we have Ba(ξj , tj) ⊂ Ba(ξk, C12
itk) which follows from
using (29):
|ξk − ξ|a ≤ K(|ξk − ξj|a + |ξj − ξ|a) ≤K(2
iρ1tk + tj)
≤K(2iρ1tk +R12
itk)
=C12
itk,
for ξ ∈ Ba(ξj, tj). By using that the covering {Ba(ξj, tj)}j is admissible, we get∑
j∈Si
j:tj≤tk
(
tj
tk
)ν
(1 + t−1k |ξj − ξk|a)
−ν−δ
≤C2−i(ν+δ)
∑
j∈Si
j:tj≤tk
(
tj
tk
)ν
1
κadt
ν
j
∫
Ba(ξj ,tj)
χBa(ξj ,tj)(ξ)dξ
≤C2−i(ν+δ)
1
κadt
ν
k
∫
Ba(ξk,C12itk)
∑
j∈Si
j:tj≤tk
χBa(ξj ,tj)(ξ)dξ
≤C2−iδ.
Summing over i gives the lemma for the tk ≥ tj part of the sum. In a similar way,
the result for tk < tj follows by using
∑
j∈Si
j:tj>tk
(
tk
tj
)δ
(1 + t−1j |ξj − ξk|a)
−ν−δ ≤
∑
j∈Si
j:tj>tk
(
tj
tk
)ν
(1 + t−1k |ξj − ξk|a)
−ν−δ.

A.1. Proof of Proposition 4.2. It turns out that the class of almost diagonal matri-
ces is closed under composition. We now give a proof of this fact. For notational
convenience, we let
ws,δ(j,m)(k,n) :=
(
tk
tj
)s+ ν
2
min
((
tj
tk
) ν
r
+ δ
2
,
(
tk
tj
) δ
2
)
cδjk
× (1 + min(tk, tj)|xk,n − xj,m|B)
− ν
r
−δ,
where we have used the notation from Definition 4.1. The following result holds.
Lemma A.4. Let s ∈ R, 0 < r ≤ 1 and δ > 0. We then have∑
i∈J,l∈Zd
ws,δ(j,m)(i,l)w
s,δ
(i,l)(k,n) ≤ Cw
s,δ/2
(j,m)(k,n),
It follows directly from Lemma A.4 that for δ1, δ2 > 0 we have∑
i∈J,l∈Zd
ws,δ1(j,m)(i,l)w
s,δ2
(i,l)(k,n) ≤ Cw
s,min(δ1,δ2)/2
(j,m)(k,n) (58)
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which proves that adsp,q(h˜) is closed under composition, hence proving Proposition
4.2.
Proof of Lemma A.4. Notice that the factors t
s+ ν
2
i in the first terms of w
s,δ
(j,m)(i,l) and
ws,δ(i,l)(k,n) cancel leaving (tk/tj)
s+ ν
2 which can be moved outside the sums. Therefore
we only need to deal with the last three terms in ws,δ(j,m)(i,l) and w
s,δ
(i,l)(k,n). First we
consider the case tj ≤ tk and split the sum over i into three parts,
∑
i∈J,l∈Zd
ws,δ(j,m)(i,l)w
s,δ
(i,l)(k,n) =
(
tk
tj
)s+ ν
2

 ∑
i:ti>tk
+
∑
i:tj≤ti≤tk
+
∑
i:ti<tj

∑
l∈Zd
. . .
=
(
tk
tj
)s+ ν
2
(I+ II+ III) .
For I, by using Lemma A.5 and Lemma A.6 below, we have
I =
∑
i:ti>tk
∑
l∈Zd
(
tj
ti
) ν
r
+ δ
2
(
tk
ti
) δ
2
cδjic
δ
ik
×
1
(1 + tj |xj,m − xi,l|B)
ν
r
+δ
1
(1 + tk|xk,n − xi,l|B)
ν
r
+δ
≤
C
(1 + tj|xj,m − xk,n|B)
ν
r
+δ
∑
i:ti>tk
(
tj
ti
) ν
r
+ δ
2
(
tk
ti
) δ
2
−ν
cδjic
δ
ik
≤C
(
tj
tk
) ν
r
+ δ
2
c
δ/2
jk
1
(1 + tj |xj,m − xk,n|B)
ν
r
+δ
.
Similarly for II we get
II =
∑
i:tj≤ti≤tk
∑
l∈Zd
(
tj
ti
) ν
r
+ δ
2
(
ti
tk
) ν
r
+ δ
2
cδjic
δ
ki
×
1
(1 + tj |xj,m − xi,l|B)
ν
r
+δ
1
(1 + ti|xk,n − xi,l|B)
ν
r
+δ
≤C
(
tj
tk
) ν
r
+ δ
2
c
δ/2
jk
1
(1 + tj |xj,m − xk,n|)
ν
r
+δ
.
For III we get
III =
∑
i:ti<tj
∑
l∈Zd
(
ti
tj
) δ
2
(
ti
tk
) ν
r
+ δ
2
cδjic
δ
ik
×
1
(1 + ti|xj,m − xi,l|B)
ν
r
+δ
1
(1 + ti|xk,n − xi,l|B)
ν
r
+δ
≤
∑
i:ti<tj
C
(
ti
tj
) δ
2
(
ti
tk
) ν
r
+ δ
2
cδjic
δ
ik
1
(1 + ti|xj,m − xk,n|B)
ν
r
+δ
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≤
C
(1 + tj |xj,m − xk,n|B)
ν
r
+δ
∑
i:ti<tj
C
(
ti
tj
) δ
2
− ν
r
−δ (
ti
tk
) ν
r
+ δ
2
cδjic
δ
ik
≤C
(
tj
tk
) ν
r
+ δ
2
c
δ/2
jk
1
(1 + tj |xj,m − xk,n|B)
ν
r
+δ
.
In the case tj > tk, we observe that w
s,δ
(j,m)(k,n) = w
2ν/r−s−ν,δ
(k,n)(j,m) , so applying the first case
to w
2ν/r−s−ν,δ
(k,n)(j,m) proves the proposition for tj > tk.

The following two technical lemmas are used for the proof of Lemma A.4.
Lemma A.5. Assume that tj ≤ tk, N > ν and
g :=
∑
l∈Zd
1
(1 + min(tj , ti)|xj,m − xi,l|B)N
1
(1 + min(tk, ti)|xk,n − xi,l|B)N
,
where we have used the notation from Definition 4.1. We then have
g ≤
C
(1 + min(tj , ti)|xj,m − xk,n|B)N
max
(
ti
tk
, 1
)ν
.
Proof. Note that from Lemma A.2 with r = 1 and sk,n = 1, it follows that∑
l∈Zd
1
(1 + min(tk, ti)|xk,n − xi,l|B)N
≤ Cmax
(
ti
tk
, 1
)ν
. (59)
We first consider the casemin(tj , ti)|xj,m − xk,n|B ≤ 1 which gives
g ≤
∑
l∈Zd
1
(1 + min(tk, ti)|xk,n − xi,l|B)N
≤ Cmax
(
ti
tk
, 1
)ν
≤
C
(1 + min(tj , ti)|xj,m − xk,n|B)N
max
(
ti
tk
, 1
)ν
.
For the casemin(tj , ti)|xj,m − xk,n|B > 1 we split the sum into
A =
{
l ∈ Zd : |xj,m − xi,l|B <
1
2K
|xj,m − xk,n|B
}
and its complement. For Ac we have
1
(1 + min(tj , ti)|xj,m − xi,l|B)N
≤
(2K)N
(1 + min(tj , ti)|xj,m − xk,n|B)N
,
and by using (59), the desired estimate follows. For l ∈ A, we notice that |xk,n −
xi,l|B >
1
2K
|xj,m − xk,n|B and get
(1 + min(tk, ti)|xk,n − xi,l|B)
−N
≤
(
1 + 1
2K
min(tj , ti)|xj,m − xk,n|B
min(tk, ti)
min(tj, ti)
)−N
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≤
C
(1 + min(tj, ti)|xj,m − xk,n|B)N
(
min(tj , ti)
min(tk, ti)
)ν
. (60)
Next, by using (59) with j instead of k we get
∑
l∈Zd
1
(1 + min(tj , ti)|xj,m − xi,l|B)N
≤ Cmax
(
ti
tj
, 1
)ν
. (61)
The lemma follows by combining (60) and (61).

Finally, we also used the following estimate in frequency space to prove Proposi-
tion A.4.
Lemma A.6. Let δ > 0 and 0 < r ≤ 1. We then have
h :=
∑
i∈J
cδjic
δ
ik ≤ Cc
δ/2
jk ,
where
cδjk := min
((
tj
tk
) ν
r
+δ
,
(
tk
tj
)δ)
(1 + max(tk, tj)
−1|ξk − ξj |a)
− ν
r
−δ, j, k ∈ J,
with the notation from Definition 4.1.
Proof. Without loss of generality assume that r = 1. We will begin with assuming
that tj ≤ tk. Furthermore, if t
−1
k |ξj − ξk|a ≤ ρ0 we have tk/tj ≤ R0 by using that h˜ is
moderate. Combining this with Lemma A.3 gives
h ≤
∑
i∈J
cδik ≤ C1 ≤ C2c
δ
jk.
In the other case, t−1k |ξj − ξk|a > ρ0, we split the sum into
A = {i ∈ J : |ξj − ξi|a <
1
2K
|ξj − ξk|a}
and its complement. For i ∈ Ac and ti ≥ tk ≥ tj we have
h ≤C
∑
i∈Ac
i:ti≥tk
(
tj
ti
)ν+δ
(1 + t−1i |ξj − ξk|a)
−ν−δcδik
≤C
(
tj
tk
)ν+δ
(1 + t−1k |ξj − ξk|a)
−ν−δ
∑
i∈Ac
i:ti≥tk
cδik
≤Ccδjk
and similarly for tk > ti ≥ tj . For tk ≥ tj > ti we get
h ≤C
∑
i∈Ac
i:ti<tj
(
ti
tj
)δ
(1 + t−1j |ξj − ξk|a)
−ν−δcδik
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≤C
(
tj
tk
)ν+δ
(1 + t−1k |ξj − ξk|a)
−ν−δ
∑
i∈Ac
i:ti<tj
cδik
≤Ccδjk.
Finally, when i ∈ Awe have |ξi − ξk|a >
1
2K
|ξj − ξk|a which for ti ≥ tk ≥ tj gives
h ≤C
∑
i∈A
i:ti≥tk
(
tk
ti
)δ(
tj
ti
)ν+δ
(1 + t−1i |ξj − ξi|a)
−ν− δ
2 (1 + t−1i |ξj − ξk|a)
−ν− δ
2
≤C
(
tj
tk
)ν+ δ
2
(1 + t−1k |ξj − ξk|a)
−ν− δ
2
∑
i∈A
i:ti≥tk
(
tj
ti
) δ
2
(1 + t−1i |ξj − ξi|a)
−ν− δ
2
≤Cc
δ/2
jk .
For tk > ti ≥ tj and tk ≥ tj > ti the argument can be repeated in a similar waywhich
proves the lemma when tk ≥ tj . For tk < tj , it suffices to use that c
δ
jk = (tj/tk)
νcδkj ,
and we get
h =
∑
i∈J
(
tj
ti
)ν
cδij
(
ti
tk
)ν
cδki ≤ C
(
tj
tk
)ν
c
δ/2
kj = c
δ/2
jk .

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