Abstract-Adopting the concept of simultaneous wireless information and power transfer (SWIPT), applied over an integrated architecture of receiver, we propose a solution for an improved information decoder. Our research concludes to an enhanced performance with dual objective of pursuing a lower symbol error rate, while at the same time achieving the highest energy harvested in the battery. Information is conveyed by the intensity power levels of the signal, while with the use of pulse energy detection techniques, we can successfully decode it through the energy variation of the receiver. Our contribution, relies on a new sophisticated detection scheme, for non-coherent sequential detection in the integrated receiver. A Viterbi-type trellis-search algorithm, combined with selective store strategy is applied, resulting in a low-complexity, while at the same time more efficient in terms of memory requirements. Simulation results, approach the numerical ones as the observation window L ! 1, thus demonstrating that our proposed sequential decoder leads to a novel SWIPT solution with gains, in terms of SER, lower computational complexity, high energy harvested and memory efficiency.
I. INTRODUCTION
The roll-out of the Internet of Things (IoT) [1] will lead to the massive deployment of smart devices and a vast amount of information exchange, making it impractical, even impossible, to individually recharge/control these devices on a regular basis. In many cases, sensor modules will be unobtrusively and invisibly fully integrated into inaccessible locations for wired recharging or other renewable sources. Towards this technological evolution of interconnected devices [2] , conventional power supply techniques such as batteries, renewable energy and wired power grid become inefficient. Therefore, the need for self-sustainable devices is an important research topic. In this context, simultaneous wireless information and power transfer (SWIPT) is expected to become a dominant element in solutions that require energy efficiency, low cost, low power and low hardware complexity.
SWIPT is a fundamental architecture in wireless power communications (WPCs), where radio-frequency (RF) transmitters simultaneously convey data and energy to devices. In the new era of IoT, the SWIPT technology is of significant importance for energy supply and information exchange. We envision that the dual interpretation of RF signals creates new opportunities, as well as challenges requiring substantial research. Due to practical constraints, SWIPT cannot be performed from the same received signal without losses, so practical implementations split the received signal in two parts, where one part is used for information transfer and another part is used for power transfer. This signal split can be performed either i) in the time domain (time switching), ii) in the power domain (dynamically power splitting (DPS)), or iii) in the spatial domain (antenna switching) [3] . SWIPT has been studied before in the literature. Varshney first proposed the idea of transmitting information and energy simultaneously in [4] . A capacity-energy function was proposed which characterized the fundamental performance trade-off for simultaneous information and power transfer. In [5] , Grover and Sahai extended the work of [4] to frequency-selective channels with additive white Gaussian noise (AWGN). The specific research area was enhanced in [6] , where an integrated architecture design was proposed and its rate-energy trade-off has been studied. The idea of using an architecture of an integrated receiver is pioneer, because the information receiver does not any more implement any RF band to baseband conversion, since this is integrated in the energy receiver through the rectifier. Taking into consideration that the rectification circuit and the low-pass filter (LPF) are passive devices, the energy consumption for the information decoder is really small. Thus, energy harvesting and information decoding can not only be achieved by the same signal, but also result in a higher energy harvested. Furthermore, a current work on SWIPT with the use of integrated receiver is presented in [8] , where precoding on the energy patterns is used to overcome the non-coherent detection problem.
The novelty of our proposal relies in the fact that, although we do study SWIPT with the use of an integrated receiver, our information decoder uses techniques for sequential decoding over a fading channel, in contrast to conventional approaches, where the decoding is performed symbol by symbol. Furthermore, non-coherent detection is also applied, but without the use of precoding. Our study adopts techniques for low complexity detection and efficient memory use, such as maximum-likelihood and Viterbi-type trellis-search algorithm, which reduce the complexity of the optimization problem and selective-store strategy, to further improve the memory efficiency. The goal of our study is dual. The objective is to jointly maximize the energy harvested and optimize the decoding performance of the received signal. Such techniques of sequential decoding have been studied before, but in different contexts as referred in [9] and [10] . To the best of our knowledge, sequential non-coherent decoding in an integrated receiver, applied for SWIPT over a fading wireless channel, has not been studied before.
The rest of this paper is organized as follows: Section II presents the system model. In Section III, we present the sequential information decoder and analyze the techniques applied for low complexity and higher memory usage. In Section IV, the performance analysis of our system model is described, while the numerical results are presented in Section V. Finally, Section VI concludes the paper.
Notation: Lowercase boldface letters denote vectors; P(X) denotes the probability of the event X and E[X] represents the expected value of X; Q(x) = 1
2 )du denotes the Q function.
II. SYSTEM MODEL
As shown in Fig. 1 , an integrated information and energy receiver for a point-to-point wireless link is studied. Both the transmitter and receiver are equipped with one antenna. At the transmitter side a baseband signal x(t) is transmitted, with E[x 2 (t)] = 1. The modulation scheme used by the transmitter is pulse energy modulation (PEM), with M energy levels. We design our energy pulse based symbol alphabet, based on equispaced amplitudes as in [8] . More specifically, we assume that a set of M symbols where x i 2 A = {1d, 2d, . . . , M d}, are mapped to one power level of M = |A|. Thus, the distance d between the energy pulse based symbols is
which results in
The baseband signal is then up-converted to generate a RF signal and transmitted over a Rayleigh fading channel with channel gain h and with average power P ave . It is assumed that the channel coefficient h is not available at the receiver, while the noise n 1 (t) is modeled as a narrow-band Gaussian noise. As analytically described in [6] , the received complex signal r(t) is given by
In the integrated receiver, the received RF signal r(t) is converted to a direct current signal i DC (t) by a rectification circuit. This signal is dynamically splitted, at any time t, into two streams with power ratio a(t) for energy harvesting and 1 a(t) for information decoding, where 0 < a(t) < 1. Following the analytic steps advocated in [8] , the DC current output of the LPF is
where n 2 (t) is the noise added from the rectifier. In order to reduce the energy cost for information decoding and jointly maximize the power split for energy harvesting, a(t) ! 1 all the time, meaning that the power used by the information receiver is infinitesimally small [6] . Therefore, DPS becomes equivalent to static power splitting (SPS) and the channel for the information decoder is modeled as
where X denotes the signal power and Y the channel output. N 1 denotes the antenna noise and N 2 the rectifier noise. In practice, the antenna noise power is much smaller than the rectifier noise power, thus the antenna noise can be omitted. With N 1 ! 0, the channel can be modeled as
Furthermore, assuming that the converted energy to be stored in battery is linearly proportional to i DC (t), the harvested energy stored in battery, denoted by Q in Joule, is given by [6] 
with conversion efficiency 0 < ⇣ < 1.
III. SEQUENTIAL INFORMATION DECODER
In this section, we present analytically the steps we followed studying our sequential decoder.
A. Non-coherent sequence detection
In our research PEM is used, thus symbols detection is inextricably linked with a specific energy level detection. By managing to detect the power variation in the received signal with a certain accuracy, we can consequently decode the information transmitted.
Based on the generalized likelihood radio test (GLRT), a maximum likelihood sequence detection (MLSD) receiver could be used for a non-coherent sequence detection over an unknown Rayleigh fading channel [10] . We assume the transmission of a sequence of N uncoded M -ary PEM energy levels that encode information. Each power level encodes a specific symbol transmitted. Thus, by decoding a power level we can automatically decide on the symbol transmitted. We furthermore consider a subsequence with L immediate past symbols of the entire sequence. At time k, the transmitted data subsequence is denoted by corresponding received signal subsequence and noise subsequence. For simplicity of notation, we drop the index terms k and L and denote the signals x, y and n 2 . The data sequence is transmitted over a Rayleigh fading channel, whose coherence length is N . As presented in the previous section, the received symbols in which we will apply the sequential decoding can be modeled as
As analytically described in [9, sec.IV], the GLRT-MLSD receiver jointly decides on h and x, that maximize p(y|x,h), which is the conditional probability density function of y. With the use of Maximum Likelihood, h is estimated conditioned on a hypothesized data subsequence x. Then, with the proper substitutions and computations, the desicion rule is further simplified and finally reduced tõ
wherex denotes the detection result on subsequence x, as given by [9] . We notice that the channel model information is not required, something that is crucial to our system model since channel gain h is unknown at the receiver.
B. The Viterbi-type trellis-search algorithm
In principle, to implement the above metric, one has to compare N L possible subsequences and choose the one with the higher metric value. But this would have as a major restriction the fact that the complexity of the optimization problem would be exponentially increased as the length of L increases. Thus, in order to keep the implementation simple, a Viterbi-type trellis-search algorithm is proposed, as can be seen in Fig. 2 . At each time k, the algorithm computes the metrics of all the hypothesized sequences arriving at a node then saves the sequence with a higher metric value and discards the sequence with a lower metric value. The same is repeated for all paths entering the same node, and the path with the largest metric is saved as the survivor [9] . The decision on a symbol is made only when the tails of all survivors have merged at a node.
The entire trellis-search algorithm works in the same way as the Viterbi algorithm. Since at each node, only one survivor exists, and at each time point, only M nodes exist, the receiver is required to store the M survivor paths. Furthermore, the received signal is required in order to compute the metric, so the receiver must also store y. Inside the receiver we need to define M + 1 memory arrays P 1 x , P 2 x , . . . , P M x and P y . Arrays P 1
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x , P 2 x , . . . , P M x are used to store the M survivor paths, which are sequences of numbers that belong to A. The array P y is used to store the L most recent received signals, which is a sequence of positive numbers. Another notation used in our implementation is k ⇤ , to denote the time location of the most recent node. Thus, the distance from current time k to the last merge node is (k k
is a random number and from simulation observations, it has been noticed that its mean value is not larger that 3.
We can observe that the Viterbi-type trellis-search algorithm can reduce the search complexity to a very low level that is independent of the observation window length L. On the other hand, we find that the search complexity increases significantly while M grows. For M power levels used, there are M nodes at each time point and M paths entering each node. Thus, for each symbol detection, one has to compute the decision metrics of all M · M = M 2 paths and keep the ones with the highest metric value for each node.
C. Selective-store strategy
As can be seen in Fig. 3 , we define another array P sel , where we store the L most recent received signals that have been detected to carry the symbol Md, before the last merge node. At each time k, we have M + 1 arrays P 1 x , P 2 x , . . . , P M x and P y , which are used to store respectively the M survivor paths and their received signals, for the time space (k k ⇤ ), where k ⇤ denotes the time location of the most recent node, that a decision on a symbol was made. In each survivor path,
ongoing symbols exist. Totally, we denote this length as L total . Now, from equation (9), we use the decision metric
This implementation is called the selective-store strategy. Arrays P 1 x , P 2 x , . . . , P M x and P y must have the same length and they are only used to save the survivor paths and their received signals after the last merge node. Each decision metric can be divided into two parts. The part before k ⇤ is called the detected part and similarly the part after the k ⇤ is called the ongoing part. The square root of the numerator of (x), can be calculated
detected ·Md and (y) detected is consisted of the most recent L received signals that are stored in P sel and are detected to carry symbol Md before time k ⇤ . Once the M survivor paths merge at some node, we examine from our decision metric what is the detected symbol. If the detected symbol is the
Md, then (y)
detected is refreshed by adding the received signal of time k in array P sel , while at the same time we subtract the oldest one. If not, then we do store the detected symbols but do not add them to P sel array. Both ways, (y · x) ongoing is refreshed by substracting the decided symbols. If the two survivor paths have not merged, (y · x) ongoing is refreshed by adding the product of the hypothesized symbol and the received signal. Similarly, the denominator can be calculated as kxk 2 = kx detected k 2 + kx ongoing k 2 . IV. PERFORMANCE ANALYSIS In this section, we derive the theoretical performance analysis of the symbol error rate (SER) regarding the sequential information decoder and of the energy harvested in the battery.
A. Analysis for the SER
By using (35) and the mathematical framework in [9] , it is proven that the bit error probability can approach the theoretical analysis results, as the observation window length increases and tends to infinity i.e., L ! 1. We consider the pairwise error probability, i.e., the probability of the event that the receiver decides in favour of x j given that x i is transmitted and x j is the only other alternative sequence. This is given by [9] lim L!1
we note that in our sequential information decoder, the gain of the channel through which the signal is transmitted is h. Furthermore, since d characterizes the distance of received and decoded symbols in the equi-spaced alphabet, the distance of the symbols transmitted is p d. Finally, in our case the noise n 2 of the rectifier is AWGN with normal distribution i.e., µ = 0 and 2 = 1. In order to compute the average SER over all possible values of h, we have to integrate the following
since h is exponentially distributed with unit mean. The expression in (12) defines the SER of the pairwise error and for adjacent symbols. In our case and while energy levels M increase, the pairwise error rate is not only for one pair but for M 1. Thus, in order to present more accurate results, we herein define the upper bound to the probability of a union of events. More specifically, the probability that y will be closer to some other x j 2 A than to x i , is upper bounded by the sum of the pairwise error probabilities to all other signals x j 6 = x i and from [11] we have that
B. Analysis for the energy harvested From equations (4) and (7), we can define the energy harvested to the battery
since E[x 2 ] = 1 and E[h 2 ] = 1, while also assuming that ⇣ = 1.
V. NUMERICAL RESULTS
Computer simulations are carried out in order to evaluate the performance of the proposed scheme. In Fig. 4 , we present the SER, for the energy levels M = 2 and M = 4, and how this is affected while the average power of the signal increases. The results from our simulations are compared to the union bound of the pairwise error probability, as this is described in (13). We observe that the SER decreases with the increase of power, which is undeniably expected, since the signal received is stronger, thus the sequential decoder has an improved performance.
Furthermore, from Fig. 4 it is clear that as the energy levels are increased and for a fixed value of L, the SER deteriorates. This is also expected since from (2), for a given P ave and while M increases the distance d between the energy pulse based symbols decreases, having as a result the increase of possibility of error. Also it has to be noticed, that with the increase of the energy levels M , the search complexity of our Viterbi-type trellis-search algorithm is also increased and in fact it is increased quadrically. One more key observation in our study, is the fact that with the increase of the length L of the selective-store subsequence, the SER achieves better performance for the same M energy levels and approaches the theoretical results. This observation is completely in line with the theory and with the fact that the pairwise error probability given in (11) , is valid for L ! 1. It is also noticed that for M = 2, the simulation results match the numerical, since the errors observed are only for one pair of x i . As M increases, due to the existence of more than one pairwise error, the simulation results are compared to the union bound, which is an upper limit, resulting thus to a higher divergence between simulation and numerical results.
In Fig. 5 we present the behavior of SER related to the sequence length L. It is observed that for low M , the increase of L is not critical, in contrast to higher M values where the increase of L affects positively the SER. It is important to notice that after a point the increase of L does not affect dramatically the results. The value of L should be obtained accordingly to other parameters that affect our system, such as the number of energy levels M , the number of symbols transmitted over the channel with coherence length N and the targeted SER for our results.
Finally, in Fig. 6 the harvested energy with respect to the average power P ave is presented and compared for different values of M . It is clear that the energy harvested equals the average power transmitted, which is also justified from (14).
VI. CONCLUSION
In this paper, the study of integrated receiver for SWIPT over wireless channels, is enhanced with a sequential decoder. With the use of a Viterbi-type trellis-search algorithm, the sequential decoder jointly detects the data sequence and estimates the unknown channel gain. The decision algorithm, due to the use of the Viterbi-type trellis search is much more simplified and the complexity is independent of the observation window length L. Furthermore, with the use of selective-store strategy, our solution is not limited by an error floor usually caused due to successive zeros in the data stream, filling the whole observation window and thus leading to a zero denominator in our decision metric. The simulation results, strengthen our analysis and match the numerical ones, as the observation window increases. It is shown that our proposed sequential decoder, simplified in complexity with the use of the Viterbi-type trellis search algorithm can improve significantly the SER and at the same time reduce the computational complexity of the system. Probing deeper, the results from our research provide a strong foundation for future work in a multiple antennas system.
