We study a subclass of congruent elliptic curves E (n)
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Introduction
A positive integer n is called a congruent number if it is the area of a right triangle with rational lengths, which is equivalent the congruent elliptic curve
has positive Mordell-Weil rank. Heegner [1] proved that any prime number p ≡ 5 (mod 8) is a congruent number. Recently, Tian [2] introduced the induction method involving Lvalue and as a corollary he proved that: for any k ≥ 1, there are infinitely many square-free congruent number n ≡ 5 (mod 8) with exactly k prime divisors.
In this paper, we mainly study rank zero congruent elliptic curves with 2-primary part of Shafarevich-Tate group non-trivial. Li-Tian [3] considered those n with all prime factors congruent to 1 (mod 8). They found a sufficient condition for n to be a noncongruent number with X(E (n) /Q) [ 
2 . Rhoades [4] suspected that their condition is also necessary, which is proved in Theorem 3 of this paper. Under our case, Ouyang-Zhang [5] also found a sufficient condition for n ≡ 1 (mod 8) non-congruent with
To state our characterization, we introduce some notations. For a positive square-free integer n, let A n denote the ideal class group of K = Q( √ −n) and D be the fundamental discriminant of K. We denote D to be the set of all positive square-free divisors of D. Then D has a group structure. Gauss genus theory( see Proposition 2 ) implies that there is a 2 to 1 correspondence θ between D∩N (K × ) and A n [2]∩2A n . Here N (K × ) denotes the image of the norm map from K × to Q × , A n [2] denotes the 2-elementary subgroup of A n , and 2A n denotes the subgroup of the square elements in A n . We define the 2 i -rank h 2 i (n) of Q( √ −n) by rank F 2 2 i−1 A n /2 i A n for i ≥ 1. Then we have h 4 (n) = rank F 2 A n [2] ∩ 2A n . If h 4 (n) = 1, then there exist d 1 , d 2 ∈ D corresponding to the non-trivial element in A n [2] ∩ 2A n . Moreover if n ≡ 1 (mod 8) with all prime factors congruent to 1 (mod 4), then the product of odd part d i of d i equals n. This is because the kernel of θ is 1, n in this case. Then we denote d = d(n) be the maximal integer of d 1 , d 2 .
Now we can state our first main result.
Theorem 1. Let n be a positive square-free integer congruent to 1 (mod 8) with all prime factors congruent to 1 (mod 4) distinct and h 4 (n) = 1, then the following are equivalent:
(mod 2);
(ii) rank Z E (n) (Q) = 0 and X(E (n) /Q) [2 ∞ ] (Z/2Z) 2 .
The strategy of the proof of Theorem 1 is the following.
• Note that a necessary condition of (ii) holds is s 2 (n) = 2, where s 2 (n) is the pure 2-Selmer rank given by rank F 2 Sel 2 (E (n) )/E (n) [2] (Q). By Monsky matrix ( §2.1) and Redei matrix ( §3.1), we deduce that s 2 (n) = 2 is equivalent to h 4 (n) = 1.
• From the short exact sequence 0 → E (n) [2] → E (n) [4] ×2 → E (n) [2] → 0, we derive the following long exact sequence 0 → E (n) [2] (Q)/2E (n) [4] (Q) → Sel 2 (E (n) ) → Sel 4 (E (n) ) → ImSel 4 (E (n) ) → 0 (1.1)
Moreover Cassels [6] introduced a pairing on Sel 2 (E (n) )/E (n) [2] (Q) with kernel given by ImSel 4 (E (n) )/E (n) [2] (Q) ( §2.2). Note that (ii) is equivalent to #Sel 2 (E (n) ) = #Sel 4 (E (n) ), which is equivalent to #E (n) [2] (Q)/2E (n) [4] (Q) = #ImSel 4 (E (n) ) by the long exact sequence. From the Cassels pairing, we know (ii) is equivalent to the Cassels pairing is non-degenerate.
• Cassels pairing is computable( §4.1), its non-degeneration in this case is equivalent to a quartic residue symbol.
• Gauss genus theory ( §3.2) reduces this residue symbol to 8-rank h 8 (n) of Q( √ −n).
For the case k ≥ 2, we have the following second main result.
Theorem 2. Let n be a positive square-free integer with all prime factors congruent to 1 (mod 8) and k be a positive integer. Assume that either h 8 (n) = k − 1 with the ideal class [(2, √ −n)] ∈ 4A n or h 8 (n) = k. If n has a decomposition d 1 · · · d k with d i > 1 satisfying the following ideal class group conditions:
We remark that for k = 2, the condition is not empty by Remark 4. And in §4.2 we can get congruent elliptic curves such that (1.2) holds under a more general condition (see Theorem 4) . As to the distribution result of elliptic curves in Theorem 1 and 2, we will study this in a coming paper [7] but with Theorem 2 limited to k = 2.
Congruent Elliptic Curves
Let E (n) be the congruent elliptic curve y 2 = x 3 −n 2 x defined over Q, where n is a positive square-free integer. Then from classical result, we can identify the 2-Selmer group of E (n) with:
where A is the adele ring over Q and for Λ = (
, D Λ is a genus one curve in P 3 defined by: [2] and E (n) (Q) [2] corresponds to
Then these 4 elements correspond to (n, 0), (−n, 0), (0, 0), O respectively under the Kummer map.
Monsky Matrix
Monsky ( see the appendix of Heath-Brown [8] ) represented Sel 2 (E (n) )/E (n) (Q) [2] with the kernel of a 2k × 2k matrix M over F 2 , which is closely related to 4-rank of Q( √ −n). Before introducing the Monsky matrix, we define the additive Legendre symbol a p , where p is a prime and a an integer coprime to p, it is 0 if the Legendre symbol a p = 1 and 1 otherwise.
For a positive square-free odd integer n = p 1 · · · p k , the corresponding Monsky matrix M n is defined by:
To connect Sel 2 (E (n) )/E (n) (Q) [2] with the kernel of corresponding Monsky matrix, we first choose representatives of Sel 2 (E (n) )/E (n) (Q) [2] with nice properties, see the following lemma: Lemma 1. For a positive square-free odd integer n, the following holds:
(2) Assume that all elements in Sel 2 (E (n) ) have representatives as in (1), then for any Λ ∈ Sel 2 (E (n) ), there is a unique Λ 0 ∈ E (n) (Q) [2] such that 3 , so from H 3 we know 2|u 2 and from H 2 we know 2|t, then by 2-divisibility of H 3 , we get 2|u 1 , again by 2-divisibility of H 2 , we get 2|u 3 , hence 2|(t, u 1 , u 2 , u 3 ), same argument as above implies this is impossible, hence d 1 , d 2 has same parity.
(2): If d 1 is even, then by (1) so is d 2 , then Λ 0 = (2, 2n, n) is the unique element in E (n) (Q) [2] with the required property if d 1 > 0, else (−2n, 2, −n) is the unique one. If d 1 is odd, then so is d 2 , if d 1 < 0 then (−n, n, 1) is the unique element satisfying the required property, else (1, 1, 1) is.
For the representatives of Sel 2 (E (n) )/E (n) (Q) [2] as in (2) of Lemma 1, we have a bijection
Now we explain why (2.2) is a bijection: For Λ chosen as in (2) of Lemma 1, we have D Λ (Q p ) = ∅ for p n, while for p|n the local solvability of D Λ is:
i , then the above says that: for p i
Hence the map (2.2) is a bijection. Moreover, Monsky proved that M has even rank if n ≡ 1, 3 (mod 8).
Cassels Pairing
Cassels [6] introduced a skew-symmetric bilinear pairing on the F 2 -vector space
It is defined as follows: 
where p runs over all places of Q and ·, · p is the Hilbert symbol at Q p . Note that skew-symmetry over F 2 is also symmetry, so the left kernel and right kernel of the Cassels pairing , are the same. An important property of Cassels pairing says that the kernel of the Cassels pairing is
where ImSel 4 (E (n) ) is associated to the long exact sequence derived from
In fact almost all local Cassels pairing are 1. 
Gauss Genus Theory
In this section, we will introduce Gauss genus theory: classical theory, 4-rank and Redei matrix, 8-rank and higher Redei matrix. Let K be an imaginary quadratic number field with fundamental discriminant D and ideal class group A( written additively). The classical Gauss genus theory characterize A [2] and 2A, where A [2] consists of all those ideal classes killed by 2 and 2A denotes all those ideal classes which are squares.
To state Gauss genus theorem, we give some notations: let p 1 , · · · , p t be the different prime divisors of D, O K the ring of algebraic integers of K. N = N K/Q is the norm from K to Q and α 0 is the integer
, whence we have O K = Z + Zα 0 . In this section we use (a, b) to denote the greatest common divisor of a, b if a, b ∈ Z else the ideal generated by a, b if a, b ∈ K. We also use (c 1 , · · · , c k ) to denote a vector in F k 2 . We hope this will not cause confusion since we can tell apart them easily from the context.
Proposition 1.
(1) A [2] is an elementary abelian 2-group generated by the ideal classes [(p i , α 0 )] and rank
(2) For an ideal a, then [a] ∈ 2A if and only if there is a non-zero integer z and a ∈ a such that:
For the proof of Proposition 1 we refer to Chapter 7 of Hecke [9] , there is also an elementary proof see Nemenzo-Wada [10] .
4-rank and Redei matrix
To deal with 4-rank and 8-rank, we will prove some well-known results, these can be seen in some papers( for example Jung-Yue [11] ) but with no proof. As we mentioned in the introduction, we will relate A[2] ∩ 2A with norm elements of K × , solving quadratic homogeneous Diophantine equation and also Redei matrix. Note that we have h 4 (A) = rank 
with Ker(θ) = 1, −D , where D denotes the square-free part of D and D(K) denotes all those positive square-free divisors of D with group multiplication
, we know there is some α ∈ K × such that d = N α, then by multiply a suitable positive integer z, we can write zα = xd
Second θ is a homomorphism: For any
2 ) = 1 then we have the following ideal equalities( note multiplication of ideals is written additively )
, whence from equation (3.1) we have
Thus we have
Hence θ is a group homomorphism. Now we show that θ is surjective: It is clear that from genus theory ( see Proposition 1 ), every element of
then by Proposition 1 there is a non-zero integer z and an α ∈ (d, α 0 ) such that
We begin to determine the kernel of θ: For any d ∈ Ker(θ), then d|D is a positive square-free integer such that d = N (β) and (d, α 0 ) = (α) is a principal ideal. Thus there are integers x, y ∈ O K such that
are odd and 2u, 2v ∈ Z, then from equation (3.2) we get
Note that the Diophantine equation ar (ii): If 4|D, we assume that D = −4, else it is trivial. Now we divided into two cases according to d's parity: If d is odd, then u, 2v ∈ Z and 4d|D, thus from equation (3.2) we get
Then from the solvability of the Diophantine equation 
Note the Diophantine equation In summary, we always have Ker(θ) = 1, −D . This completes the proof. Now we are ready to introduce the Redei matrix R ( called reduced Redei matrix in Jung-Yue [11] ) of K: first we assume that if 2|D, then p t = 2. Then the Redei matrix R = (r ij ) is a (t − 1) × t matrix over F 2 defined by:
Note R is very similar to the matrix A occurring in the definition of Monsky matrix. Now we can relates R to h 4 (n) via the following isomorphism which is parallel to the Monsky matrix.
Proposition 3. The following is an isomorphism:
This Proposition is a special case of Proposition 4 with c = 1. Hence from Proposition 2 and 3 we know that h 4 (A) = t − 1 − rank F 2 R.
To deal with 4-rank of K, these propositions are sufficient. But for 8-rank, we have to generalize Proposition 3 to general c, see the following: Proposition 4. Let c be a positive odd integer coprime with D such that for any prime divisor p of c, we have D p = 1. Then the following is an isomorphism: 
is solvable over Z. Hence modulo equation (3.3) by odd prime divisors of D, we see the solvability of equation (3.3) implies that:
(1) :
:
But the inverse direction is also true, since we have 
where we have used . Note the conditions (1) and (2) imply that:
This completes the proof of the Lemma.
Thus the expected isomorphism is reduced to show that the local conditions (1) and (2) 
l , and equation (3.4) is equivalent to
Then add all equations in (3.4) we get
Then for this equation we have its left hand side is
If we use p 1 · · ·p i · · · p t to denote the product p 1 · · · p t with p i omitted, then the left hand side of equation (3.5) equals
where for the last equation we used the quadratic reciprocity law and p 1 · · · p t ≡ 3(mod4), as then one of p i and p 1 · · ·p i · · · p t must be congruent to 1 (mod 4). Since 
8-rank
In this subsection, we will use classical Gauss genus theory and 4-rank to derive 8-rank
this is equivalent to determine those elements in A[2] ∩ 2A also lie in 4A.
In this subsection, for the quadratic field, we always assume that n = p 1 · · · p k is a positive square-free integer with all prime factors p i ≡ 1 (mod 4).
For
is solvable over Z, and let (a, b, c) = (x, y, z) be a positive primitive integer solution, then c is odd, as else c is even, then a, b must be odd, since (a, b, c) is a primitive solution, then modulo equation (3.6) by 4 we get:
, since every divisor of n congruent to 1 (mod 4), hence we get a contradiction, which implies that c is odd.
Then , and correspondingly C = (0, 0) T , C = (1, 0) T , they are not equal but both lies in ImR, hence h 8 (n) = 1. In fact, by Sage software we have the ideal class group of K is isomorphic to Z/8Z ⊕ Z/2Z.
. Then we have a natural question: does [(d, α 0 )] ∈ 4A have any relation with C 1 , C 2 ? This is given by: 
and
Then we want to derive a primitive solution of 2 r z 2 = dx 2 + , then this will finish our proof by Proposition 4. Before proceeding further, we introduce a notation: for a prime p and an integer m, the notation p r ||m means that p r |m but p r+1 m. We claim that:
If a prime p|(c 1 c 2 , a, b) then p 2sp ||(c 1 c 2 , a, b), where
Since p|c 1 c 2 then p is odd and we may assume that p|c 1 , hence
but p α 1 by the solution (a 1 , b 1 , c 1 ) is primitive and c 1 is coprime with 2n. Similar argument as the paragraph in equation (3.6) we get p splits in K with (p) = pp and p =p, and exactly one of p,p divide the principal ideal (α 1 ), we may assume that p|(α 1 ), sō p (α 1 ). Then from ideal version of equation (3.9) we know that p 2vp(c 1 ) ||(α 1 ). But p also divides a, b, hence p|α 1 α 2 , whence we have
sincep (α 1 ), from this we havep|(α 2 ), similarly we havep 2vp(c 2 ) ||(α 2 ) but p (α 2 ). Hence by the prime ideal decomposition of (α 1 α 2 ), we know their p,p components are p 2vp(c 1 ) andp 2vp(c 2 ) respectively. From this we get p 2sp ||(c 1 If r 1 = r 2 = 0, then from equation (3.7) we know exact one of a i , b i is even for i = 1, 2.
then exactly one of a, b is even. If exact one of r 1 , r 2 is 0, then exact one of a 1 , a 2 , b 1 , b 2 is even, then a, b are odd by equation (3.10) .
If r 1 = r 2 = 1, then r = 0, and all of a 1 , a 2 , b 1 , b 2 are odd, hence from equation (3.10) we get a, b are even. If 4|(a, b) , then modulo a, b by 4 respectively we have 
then from equation (3.8) we get (x, y, z) = (a , b , c ) is a primitive positive integer solution of
Whence the proof is finished by Proposition 4.
Higher Redei matrix
In this subsection, we will define a higher Redei matrix R * , which is analogous to Redei matrix, for example we also have a 2 to 1 epimorphism from ker(R * ) to A[2] ∩ 4A. In this subsection ,we let K = Q( √ −n) be an imaginary quadratic number field, where n = d 1 · · · d k is a square-free positive integer with all prime factors congruent to 1 (mod 8) such that
Since all prime divisors of n are congruent to 1 (mod 8), then the Redei matrix R is
as n satisfying (2) i contributes to
This motivates us to define a higher Redei matrix R * : it is a k × (k + 1) matrix over F 2 given by
Similar to the Redei matrix, the sum of every row elements of A * is zero by the choice of c k and Proposition 5. And we also get a 2 to 1 epimorphism as in Redei matrix:
follows from above argument. Thus similar as 4-rank and Redei matrix we get
It seems as if A * depends on the choice of (a i , b i , c i ), but from Cassels pairing we will see that A * doesn't depend on the choice, so A * is intrinsic.
Proof of Main Theorems
In this section, we will prove our main theorems according to the strategy explained in the introduction.
First Main Theorem
For a positive square-free integer n = p 1 · · · p k ≡ 1 (mod 8) with all prime factors congruent to 1 (mod 4), the corresponding Monsky matrix of Sel 2 (E (n) ) and Redei matrix of Q( √ −n) are of the form
and A is a k × k symmetric matrix over F 2 with all row sum 0, hence all A's column sum are also 0. And we have h 4 (n) = k − rankR.
According to the strategy in the introduction, we begin with the first step: relate s 2 (n) with h 4 (n) via Monsky matrix and Redei matrix.
Lemma 4. For a positive square-free integer n = p 1 · · · p k ≡ 1 (mod 8) with all p i ≡ 1 (mod 4), then s 2 (n) = 2 if and only if h 4 (n) = 1. And if this is satisfied, then the corresponding pure-2 Selmer group Sel 2 (E (n) /Q)/E (n) (Q) [2] is generated by
2 is a non-trivial solution of Ax = 0 with x = x 0 if rankA = k − 2 and else x is a solution of Ax = B, here x 0 = (1, · · · , 1) T .
Proof. By properties of Monsky matrix and Redei matrix, this is equivalent to show that the rank of M is 2k − 2 if and only if that of R is k − 1.
If we denote R i to be the (k − 1) × (k + 1) matrix obtained from R by deleting the i-th row vector, then by elementary linear transforms, the following matrices have same rank over F 2 :
where M derives from M by: adding the first k − 1 row to the k-th row, then adding the last k − 1 column to the (k + 1)-th column, and then moving the k-th row as the last row. If rankR = k − 1: from A is symmetric and
n with n ≡ 1(mod8) we get the sum of all row vectors of A and B are 0, hence the only non-trivial linear dependence of R is the sum of all row vectors is 0, whence we get rank of R i is also k − 1. From this we know that 2k − 2 ≤ rankM ≤ 2k − 1, but the rank of M and M are equal and rank M must be even since n ≡ 1 (mod 8) by the last line of §2.1, hence rankM = 2k − 2.
If rankM = 2k − 2, then so is rankM , since R k has only k − 1 rows, hence from the rank of M we infers that rankR T 1 ≥ k − 1, but we know that rankR 1 ≤ rankR ≤ k − 1 since the sum of all row vectors of R are 0. This force R has rank k − 1. So s 2 (n) = 2 if and only if h 4 (n) = 1. Now assume that h 4 (n) = 1: we suffice to find the corresponding 4 representatives of Sel 2 (E (n) )/E (n) (Q) [2] . By Monsky matrix, we reduce to find y, z ∈ F k 2 such that
From this we have: Ay + D 2 (y + z) = 0, A(y + z) = 0, thus y + z ∈ ker A. Now we divide into two cases according to A's rank: If rankA = k − 2, and if y + z = 0 then we have Ay = 0, thus in this case y = z with Ay = 0 are the 4 solutions. Hence the following 2 elements generates the pure 2-Selmer group Sel 2 (E (n) )/E (n) (Q) [2] :
If rankA = k − 1, thus y + z = 0 or x 0 := (1, · · · , 1) T . If y + z = 0, then we have two solutions y = z = 0 or y = z = x 0 ; if y + z = x 0 , then Ay = D 2 · x 0 = B, and B is indeed in ImA, as rank(A|B) = rankA = k − 1 thus {y, z} = {x, x 0 − x} with Ax = B. Hence the following 2 elements generates Sel 2 (E (n) )/E (n) (Q) [2] :
Hence the Lemma is proved.
Now we begin to prove Theorem 1:
Proof. From Lemma above, we get s 2 (n) = 2 if and only if h 4 (n)=1. Now be begin the second step. From the following exact sequence:
we have the corresponding long exact sequence:
And if we denote ImSel 4 (E (n) ) to be the image of Sel 4 (E (n) ) in the last map of above long exact sequence, then we have rank
Z/2Z 2 if and only if #Sel 2 (E (n) ) = #Sel 4 (E (n) ), which is equivalent to #ImSel 4 (E (n) ) = #E (n) (Q) [2] by above long exact sequence. Then by Cassels pairing, this holds if and only if the Cassels pairing on the pure 2-Selmer group Sel 2 (E (n) )/E (n) (Q) [2] is non-degenerate. Hence if we denote Λ = (d, d * , dd * ), Λ = (−1, 1, −1), then we reduce to show when
Now we are in the third step to compute Λ, Λ according to rankA: (I): The rank of A is k − 2: we claim that in this case
From h 4 (n) = 1 we get rankR = rank(A|B) = k − 1, but rankA = k − 2, this shows that B ∈ ImA. Since A is symmetric and ker A is generated by x 0 , x which are defined in above Lemma, a vector y ∈ F k 2 lies in ImA if and only if x T 0 y = 0, x T y = 0. But , 1 ) the corresponding genus one curve D Λ is:
Here d := n/d. According to Cassels pairing, we have to chose global points Q i on H i : for H 3 we chose the global point Q 3 = (0, 1, 1), then the tangent plane at Q 3 is
For H 1 we chose the global point Q 1 = (b, c, da) on H 1 , where (a, b, c) is a primitive positive integer solution of
The existence of this solution origins from h 4 (n) = 1 and d corresponds to R x 0 = 0 by Proposition 2, 3. We may assume that 2|a, since else a is odd, b is even and we have a new solution (ã,b,c) :
with v 2 (ã) ≥ 2 and v 2 (b) = v 2 (c) = 1, hence by dividing the greatest common divisor, we get a new primitive solution with corresponding a even. Then the corresponding tangent plane L 1 at this point is
Hence by Cassels pairing we have to compute
, here p includes the real place. By Lemma 2 we only have to compute those p|2n∞. Note all p|n are congruent to 1 (mod 4), so −1 is a square in Q p , thus by Hilbert symbol we have these
Whence we only have to consider local solutions at 2∞, we can chose as follows:
For p = 2, we chose t = 2, u 1 = 1, u 2 2 = 1 + 8d , u 2 3 = d + 4n and we may assume u 2 ≡ 3(mod8) as u 2 2 = 1 + 8d ≡ 9(mod16), so
where we used the fact that 
we know that 2d is a norm. Then (d, d , n) ∈ (2d, 2d, 1) + E (n) (Q) [2] , so we still use Λ to denote (2d, 2d, 1) since this won't effect Λ, Λ , then the corresponding genus 1 curve D Λ is given by:
Since 2d is a norm, there is a positive primitive solution of the Diophantine equation
So the global point Q 1 : (b, c, ad) is on H 1 , and the tangent plane
With the same reason as rankA = k − 2, we only need to consider at 2∞. For p = ∞ we chose local solution:
For p = 2, we chose local solution
such that cu 2 ≡ 1 (mod 4), 8|(bd + au 3 ), since we have
so we may chose u 3 such that: 8|(bd + au 3 ). Summarize these cases together we get:
4 (mod 2). This completes the proof of Theorem 1.
To show the condition of Li-Tian is also sufficient as claimed in the introduction, we first introduce the quartic residue symbol used in Jung-Yue [11] : for p a prime congruent to 1 (mod 4), then there are two primitive Gaussian primes π, π over p with p = ππ , hence we have two quartic residue symbol π , π over Z Theorem 3. For p ≡ 1 (mod 8) a prime, then there exists positive integers such that: p = u 2 + 8v 2 = a 2 + 16b 2 = x 2 − 32y 2 . Then the following are equivalent: (6) x ≡ 3(mod4);
And we define δ p = 1 if p satisfies the above equivalent conditions, else δ p = 0. For n a square-free positive integer with all prime factors congruent to 1 (mod 8) and h 4 (n) = 1, the following are equivalent:
Proof. The existence of u, v, a, b follows from p splits in Q( √ −2) and Q(i). Now we show the existence of x, y: since p splits in Q( √ 2), there are x 0 , y 0 ∈ Z such that p = x . Then we get p = x 2 − 32y 2 . The equivalence from (1) to (5) are proved in Li-Tian [3] . (5) is equivalent to (6) :
we get
where we used 
2) modulo 32. Then by quadratic reciprocity law we know
, from this we know (5) is equivalent to (6) . (6) and (7) are equivalent because by considering 1 + √ 2 similar as above
then for the field Q( √ −p), its Redei matrix is the matrix 0 1×2 , so we get 2 is a norm element, and in fact the equation 
From these we get (6) is equivalent to (7).
The equivalence of (ii) and (iii) follows from Theorem 1. For the equivalence of (i) and (ii): let x i , y i be positive integers such that p i = x 2 i − 32y 2 i as above, then
and x ≡ x 1 · · · x k (mod4). Similarly by considering the fundamental unit 1 + √ 2, we have:
2(x + 4y) 2 = (x + 8y) 2 + n Then using Gauss genus theory as above we get: h 8 (n) = 0 if and only if
we also have −n x+4y = 1, so
δn From this we get the equivalence of (i) and (ii). Hence we complete the proof.
Second Main Theorem
In this subsection ,we let n = d 1 · · · d k be a square-free positive integer with all prime factors congruent to 1 (mod 8), such that
Since all prime divisors of n are congruent to 1(mod8), hence the corresponding D 2 , D −2 matrix of n are 0, thus (2) 
And the following is a base of ker M n :
, 0, · · · , 0 
By Lemma 2, we only need to compute p|2n∞. Since all d i are bigger than 0 and congruent to 1 (mod 8), hence by properties of Hilbert symbol, they are trivial at p = 2, ∞. So we only need to consider those p|n:
We can chose local solutions P p ∈ D Λ i (Q p ) as following: Now we begin to compute Cassels pairings: First we compute Λ i , Λ j with i = j, then by Cassels pairing we have
Note that d j p = 1 if p d j , so this pairing is trivial at p|d j , thus we only need consider at those p|d j , and for p|d j :
Thus we have:
Second we compute Λ i , Λ j with i = j, then Cassels pairing implies that
Since d j p = 1 if p d j , this pairing is trivial at p|d j , therefore we suffice to consider at those p|d j , and for p|d j : Then the tangent planes at these points are
Similarly the pairings are trivial outside of p|n, hence we only have to consider for those p|n. We can chose local solutions P p ∈ D Λ i (Q p ) as following: For p|d i : Now we begin to compute Cassels pairings:
