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ABSTRACT
Automated Spacecraft Docking Using a
Vision-Based Relative Navigation Sensor. (August 2009)
Jeffery Christopher Morris, B.S., The University of Alabama
Chair of Advisory Committee: Dr. John Valasek
Automated spacecraft docking is a concept of operations with several important
potential applications. One application that has received a great deal of attention
recently is that of an automated docking capable unmanned re-supply spacecraft. In
addition to being useful for re-supplying orbiting space stations, automated shuttles
would also greatly facilitate the manned exploration of nearby space objects, includ-
ing the Moon, near-Earth asteroids, or Mars. These vehicles would allow for longer
duration human missions than otherwise possible and could even accelerate human
colonization of other worlds. This thesis develops an optimal docking controller for an
automated docking capable spacecraft. An innovative vision-based relative navigation
system called VisNav is used to provide real-time relative position and orientation
estimates, while a Kalman post-filter generates relative velocity and angular rate esti-
mates from the VisNav output. The controller’s performance robustness is evaluated
in a closed-loop automated spacecraft docking simulation of a scenario in circular
lunar orbit. The simulation uses realistic dynamical models of the two vehicles, both
based on the European Automated Transfer Vehicle. A high-fidelity model of the
VisNav sensor adds realism to the simulated relative navigation measurements. The
docking controller’s performance is evaluated in the presence of measurement noise,
with the cases of sensor noise only, vehicle mass errors plus sensor noise, errors in
vehicle moments of inertia plus sensor noise, initial starting position errors plus sen-
iv
sor noise, and initial relative attitude errors plus sensor noise each being considered.
It was found that for the chosen cases and docking scenario, the final controller was
robust to both types of mass property modeling errors, as well as both types of ini-
tial condition modeling errors, even in the presence of sensor noise. The VisNav
system was found to perform satisfactorily in all test cases, with excellent estimate
error convergence characteristics for the scenario considered. These results demon-
strate preliminary feasibility of the presented docking system, including VisNav, for
space-based automated docking applications.
vTo my wife, Sarah Beth. It’s finally finished!
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1CHAPTER I
INTRODUCTION
Automated spacecraft docking is an important capability for many reasons. It can
introduce a new paradigm for construction of large space vehicles or structures by
allowing modular designs; the sections could be launched separately and then assem-
bled in Earth orbit via a series of docking maneuvers. This would greatly reduce
the launch costs associated with transporting large structures into orbit. Automated
docking also enables unmanned re-supply missions to manned outposts, such as the
International Space Station (ISS) or other orbiting structures. Fleets of unmanned
re-supply vehicles would greatly facilitate the manned exploration of nearby space ob-
jects, including the Moon, near-Earth asteroids, or Mars; these shuttles would need
automated docking capabilities for many likely re-supply scenarios. Many other pre-
viously inaccessible new concepts of operation become possible by using automated
on-orbit spacecraft docking.
The docking operational concept for spacecraft has existed since the early years of
the Space Age. The Russians and Americans each independently performed successful
on-orbit docking maneuvers between space vehicles in the 1960’s [4]. The Russians
employed a standardized, largely automated system that could operate with humans
only having a supervisory role, but it also had a complete set of pilot controls to allow
human intervention if necessary [5]. The Americans, on the other hand, opted for a
series of ‘one-off’ docking schemes that were unique to each mission, rather than using
a standard system design. American docking operations also required a human to be
in the control loop at all times and the systems used a low level of automation [5].
This thesis follows the style of IEEE Transactions on Automatic Control.
2This trend has continued to present day in American spacecraft docking operations, as
a human-controlled spacecraft docking is performed each time a NASA space shuttle
visits the ISS.
The Russians first demonstrated automated docking, which is performing a dock-
ing maneuver without a human in the control loop at all, by performing an automated
docking of unmanned Cosmos vehicles 186 and 188 in October 1967. The vehicles suc-
cessfully docked and remained in that configuration for three and a half hours, then
separated and successfully executed their respective re-entry commands [6]. The Rus-
sians continue to have success in conducting on-orbit automated spacecraft dockings,
even to present day; they docked various vehicles with the Mir space station while it
orbited, and the ISS is also regularly visited by Russian Progress vehicles that dock
automatically [7].
The Japanese became the second space program to successfully perform an on-
orbit automated dock in 1998. They demonstrated completely autonomous ren-
dezvous and docking operations between two spacecraft during space mission ETS-
VII; the only means of human involvement in the exercises was a ground link for moni-
toring purposes [8]. While the Japanese have not yet attempted to repeat this on-orbit
automated docking success, they are re-using some of the technology it demonstrated
in the development of an automated shuttle called the H-II Transfer Vehicle (HTV)
that is currently scheduled to launch in late 2009 [9]. This vehicle will regularly fly
unmanned re-supply missions to the ISS. If the project succeeds, it will be a signif-
icant accomplishment for many reasons; but it will be even more commendable due
to the relative lack of Japanese space-faring heritage as compared to other nations.
Since the turn of the century, attempts to master the automated spacecraft
docking capability have greatly increased in number. American space agency NASA
unsuccessfully attempted a proximity operations technology demonstration mission
3in 2005 called DART (Demonstration of Autonomous Rendezvous Technology) [10],
but partnered with the Defense Advanced Research Projects Agency (DARPA) for
a successful and more comprehensive rendezvous and docking demonstration named
Orbital Express in 2007 [11]. The European Space Agency launched the first of their
own unmanned ISS re-supply shuttles, named the Automated Transfer Vehicle (ATV),
in March 2008 [12]. The ATV docked to the ISS on April 3, 2008 using vision-based
relative navigation sensors, after employing Differential GPS to get within close range
[13]. Due to extensive redundancy and fault tolerance, the ATV is largely autonomous
as well as completely automated, having no pilot controls; the only means of human
intervention are remote emergency interrupt and abort capabilities [14].
The following research develops and tests a controller for an automated space-
craft docking scenario while using a vision-based system to provide relative navigation
estimates. This is achieved by developing a computer simulation of a docking scenario
in orbit around the Moon, with the chaser having a nominal starting position of 50
meters behind the target vehicle. The simulation uses realistic dynamical models of
the two vehicles to be docked, both of which are based on the European Automated
Transfer Vehicle (ATV). The numerical simulation also incorporates a high-fidelity
model of VisNav, an innovative vision-based relative navigation sensor, to generate
relative position and orientation six degrees-of-freedom (6-DOF) estimates. The de-
signed docking controller is implemented in the simulation, and its performance in the
presence of measurement noise and specific types of modeling errors is evaluated. It
was found that the controller is capable of achieving automated docking while relying
upon the realistic simulated relative navigation estimates provided by VisNav, even
when other sources of modeling error are present. This verifies expected results from
the control theory, while also demonstrating the feasibility of using the VisNav sensor
system for spacecraft docking operations.
4CHAPTER II
SPACECRAFT DOCKING
On-orbit spacecraft docking is a critical capability for a modern-day space program.
Without it, the concept of an inhabited orbiting space station would not exist, since
it would be impossible to re-supply the station or relieve the crew. Without docking
capabilities, the Moon landings as we know them would not have happened since
the lander would not have been able to reconnect to the orbiting module and return
safely to Earth. These are just two examples that illustrate how different the space
program would be if we did not possess on-orbit spacecraft docking capabilities.
This chapter discusses the spacecraft docking problem. Section A defines the
spacecraft docking maneuver in the general context of spacecraft relative navigation.
Governing equations for the particular set of coordinate frames selected for this work
are also presented here. Section B describes different sensor packages that may be
used by a spacecraft requiring relative navigation information. Finally, Section C
presents issues and considerations specific to automated spacecraft docking.
A. Relative Navigation and Spacecraft Docking
Generally, relative navigation of spacecraft involves knowing one vehicle’s position
and orientation with respect to another (target) vehicle. Using an estimate of the
current relative navigation solution, the chaser vehicle is then directed from some
initial position and orientation relative to the target vehicle to some desired final
relative position and orientation with respect to the target. For spacecraft docking
relative navigation maneuvers, the target and chaser vehicles are both moving. In
typical docking scenarios, the two vehicles are either in the same or very similar orbits,
with the target vehicle ahead of the chaser in the orbit.
5Polites defines spacecraft docking as mechanically connecting two vehicles by
propelling a chase vehicle into a target vehicle with a nonzero linear velocity [7]. In
other words, the docking maneuver involves directing the chaser to a zero final position
relative to the target [15]. One can think of spacecraft docking as a controlled, low-
speed collision that causes a mating device to trigger and mechanically connect the
two vehicles upon contact. The final velocity of the chaser must be suitably slow in
order to ensure orderly contact that does not cause damage to either vehicle. In fact,
the entire docking maneuver is generally done at a very slow pace, so that it can be
more easily aborted if a problem arises.
The governing equations for expressing relative vehicle translation are typically
derived using Hill coordinates for the vehicle body frames, where x is positive radially
outward from the orbit center, positive y denotes motion along the vehicle orbit track,
and the z-coordinate describes motion out of the orbit plane in accordance with the
right-hand rule. Using this frame convention for the equation derivation yields a
well-known result called the Clohessy-Wiltshire equations [15]. However, coordinate
conventions other than the traditional Hill frame have often been chosen for space-
based operations as convenience or operational necessity dictated. For example, the
ISS Body Coordinate System, which is internationally recognized, follows a Local-
Vertical, Local-Horizontal (LVLH) based convention of the x-axis positive fore, y-axis
positive starboard, and z-axis positive radially towards Earth [16]—the same body
frame convention used for this project. This convention was adopted for this research
primarily because of the relative navigation sensor model being used; the model has
a proven track record with this body frame convention from its use in autonomous
aerial refueling research as in Refs. [17] and [2].
Following the spirit of the derivations in [15], but assuming only that the target
vehicle is non-maneuvering in a perfectly circular orbit while the chaser vehicle is able
6to apply both control forces and control torques, the translational relative navigation
equations in the target body frame are as follows:
x¨+
(
µ
R 3c
− n2
)
x− 2nz˙ = Tx
m
(2.1a)
y¨ +
(
µ
R 3c
)
y =
Ty
m
(2.1b)
z¨ +
(
µ
R 3c
− n2
)
z + 2nx˙+ µ
(
R 3c −R3
R2R 3c
)
=
Tz
m
(2.1c)
where µ is the gravitational constant of the planetary body being orbited, n is the
mean orbital rate of the target vehicle, m is the mass of the chaser, R is the target
orbit radius, Rc is the current chase orbit radius, and (Tx, Ty, Tz) are the target frame
components of the chaser vehicle’s thrust vector.
Using the LVLH frame convention and 3-2-1 Euler angles to express the relative
orientation of the chaser with respect to the target, one can also determine the govern-
ing equations for relative orientation between two orbiting vehicles. These equations
are simply Euler’s rotational equations of motion as expressed in principal body axes
[18]:
ψ˙ =
1
cos θ
[wy sinφ+ wz cosφ] (2.2a)
θ˙ =
1
cos θ
[wy cos θ cosφ− wz cos θ sinφ] (2.2b)
φ˙ =
1
cos θ
[wx cos θ + wy sin θ sinφ+ wz sin θ cosφ] (2.2c)
w˙x =
(
Iyy − Izz
Ixx
)
wywz +
Lx
Ixx
(2.3a)
w˙y =
(
Izz − Ixx
Iyy
)
wxwz +
Ly
Iyy
(2.3b)
w˙z =
(
Ixx − Iyy
Izz
)
wxwy +
Lz
Izz
(2.3c)
where (ψ, θ, φ) are the 3-2-1 Euler orientation angles (yaw, pitch, and roll) of the
7chaser relative to the target, (wx, wy, wz) are the body frame relative angular veloc-
ities, (Ixx, Iyy, Izz) are the principal inertias of the chaser vehicle in the body frame,
and (Lx, Ly, Lz) are the body frame components of the chaser’s applied torque vector.
B. Relative Navigation Sensors
Automated spacecraft docking requires successfully employing several important ca-
pabilities simultaneously; however, one technical issue truly critical to the maneuver’s
success or failure is the quality of the relative navigation (rel-nav) information used
to direct it. High solution rate and highly accurate rel-nav information, even in the
face of mitigating environmental conditions or poor scenario geometry, are both im-
portant for successful docking. Achieving all of these things simultaneously requires
a very sophisticated rel-nav sensor.
The relative navigation (consisting of both relative position and relative orienta-
tion) information between two spacecraft must be accurately measured in real-time,
and successfully relayed to the command computer, in order to accomplish safe ma-
neuvering of the vehicles relative to each other. This requires a sensor package on-
board the vehicles that can estimate the instantaneous 6-DOF relative navigation
quantities at a useful rate and accuracy. The most common system used to accom-
plish this in near-earth situations is the Global Positioning System (GPS). Basically,
this system uses a constellation of several satellites to triangulate the current position
of a receiver unit. The accuracy and solution rate using GPS varies widely depending
on the application and especially the processing done on the received satellite signals,
but real-world on-orbit errors are generally on the order of meters [19]. Thus, relative
GPS (RGPS), currently the most accurate type of GPS, is considered to be an ac-
ceptable rel-nav solution for general automated relative spacecraft maneuvers in Low
8Earth Orbit (LEO). However, RGPS is not accurate enough by itself to be used for
docking, and in any case the GPS signals only reach out to about Geosynchronous
Earth Orbit (GEO) [19]. Therefore, GPS is not a viable relative navigation option in
deep space or in orbit around other objects such as the Moon.
Another class of relative navigation sensors rely primarily on pattern or image
recognition capabilities to provide the relative 6-DOF estimate. This type of sensor
often pairs a camera with software that extracts and tracks features from successive
images, by which an estimate of the motion of the vehicle relative to its target can
be derived. Reference [20] discusses a specific example of this type of sensor package;
it describes how researchers from CalTech and the Jet Propulsion Laboratory have
experimented with using an image-based motion estimation (IBME) algorithm in
conjunction with an inertial measurement unit (IMU) for relative navigation. The
researchers fed the outputs from both the IBME algorithm and the IMU into an
Indirect Kalman Filter to generate relative 6-DOF estimates. This technique was
found to improve both estimate accuracy and robustness when compared to basic
image recognition. Estimate update rate was implied to be no more than 4 Hz using
this technique, but estimate errors were as low as on the order of centimeters or
millimeters using an experimental testbed. As this experimental sensor matures,
it could become a viable relative navigation sensor solution for general automated
docking operations, both in Earth orbit and beyond.
A third major technique for estimating rel-nav information is to use laser range
finders. As the name implies, lasers are shone from one vehicle to another, which
reflects them back to a receiver on the first vehicle. A relative position estimate
can then be determined at long range, with full 6-DOF possible at shorter ranges.
One sensor that implements this operational concept is the Rendezvous and Docking
Sensor (RVS) from Jena-Optronik GmbH in Germany [21]. This sensor is flight-
9proven, having flown on Space Shuttle Missions STS-84 and STS-86, which docked
with the Mir Space Station in 1997, and on the maiden flight of the unmanned
European ATV ISS re-supply vehicle in 2008. It also will be used as the primary rel-
nav sensor for the unmanned Japanese HTV which is currently scheduled to fly its
first mission in late 2009. According to the company’s data sheet for the sensor, it is
capable of accuracies of one centimeter at short range and of less than half a meter at
long range. During the planning for the ATV-1 mission, the European Space Agency
reported that they expected the sensor to accurately estimate range and direction
(3-DOF) to a true range of 1000 meters, while generating full 6-DOF estimates at
ranges of 40 meters or less [13]. The RVS sensor package certainly appears to have
demonstrated its viability as an acceptable relative navigation solution for automated
docking operations.
Yet another kind of rel-nav system relies on the real-time detection of customized,
active light beacons to estimate the relative 6-DOF state. One sensor in this class is
VisNav, which was developed in the late 1990’s by researchers at Texas A&M Univer-
sity [22]. VisNav has already been established as a viable rel-nav sensor technology
in general by researchers at Texas A&M, who have primarily focused on using the
sensor for aerial refueling applications [17, 23, 24, 25, 26]. One aim of this current
research is to demonstrate the feasibility of using VisNav for space-based automated
docking maneuvers as well. The next chapter will describe the VisNav system, its
algorithms, and some potential applications of the system in detail.
C. Automated Spacecraft Docking
Though many docking systems over the years have required a human in the control
loop, some systems have successfully docked without any human assistance or control.
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This capability becomes necessary when having a human on-board is infeasible and/or
communications lag is too great for remote-controlled operation [27]. However, an
on-orbit automated docking is difficult to successfully perform, as evidenced by the
fact that only the Russians have had continuous and repeated success in doing so [7].
Primarily what makes automated docking so difficult is the sheer complexity of
replacing human senses, training, common sense, and decision-making ability with
computerized systems. This must be accomplished while at the same time making
the entire docking system robust and fault-tolerant enough to succeed on its own in a
real-time scenario. Several space programs, in the United States and abroad, are cur-
rently trying to solve this major issue. The other requirements needed to accomplish
automated docking include the actual docking mechanism and the relative navigation
sensor. The docking mechanism for manned operations is an existing technology that
could also be employed for automated docking. Several relative navigation sensors
exist today that are probably ‘good enough’ to use for automated docking as well.
Thus, solving the control system aspect of the problem clears what is probably the
most formidable hurdle to having a successful automated docking system.
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CHAPTER III
THE VISNAV SYSTEM
This chapter describes the VisNav (Vis ion-based Nav igation) sensor system. Sec-
tion A provides an overview of the system, some underlying theory, and a few po-
tential applications for the sensor. VisNav generates its relative navigation estimates
through the use of a non-linear least squares algorithm called Gaussian Least-Squares
Differential Correction (GLSDC), which is presented in Section B. Finally, Section C
presents a high-fidelity MatlabTM model of the VisNav system which was used in the
numerical simulations that support this work.
A. System Description
VisNav is a unique kind of relative navigation sensor. It is low-cost and low-power
with low weight and volume requirements, yet produces near real-time relative 6-DOF
(position and orientation) estimates with high precision and at a high data rate of
100 Hz [28]. The system operates using structured, active infrared beacons, analo-
gous to radar, allowing it to perform satisfactorily even in high-disturbance ambient
environments. The system has been established as a viable relative navigation sensor
technology for automated aerial refueling applications by researchers at Texas A&M
University [17, 23, 26], and it is expected to perform capably for spacecraft docking
as well.
1. Overview
The VisNav system consists of four hardware modules as follows: a beacon constel-
lation consisting of several (generally between eight and 16) frequency-modulated
light-emitting diode (LED) beacons, a beacon controller module that orchestrates
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Fig. 1. VisNav System Architecture
the beacons, a sensor unit built around position-sensing diode (PSD) technology, and
a central processing unit (CPU) to perform calculations. For spacecraft docking,
the sensor and CPU are both mounted on the chaser vehicle, while the beacons and
beacon controller are fixed onto the target vehicle. A low-power wireless data link
allows communication between the CPU on the chaser and the beacon controller on
the target. Figure 1 illustrates the interaction of the VisNav system modules.
VisNav generates an estimate of the relative position and orientation of the
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sensor’s image plane with respect to the target vehicle [29]; a constant coordinate
transformation can then be employed to obtain the real-time relative 6-DOF infor-
mation for the chaser vehicle with respect to the target. A brief description of the
VisNav system is provided here; for more detailed information, the interested reader
should consult Refs. [28], [29], and [30].
VisNav beacons are given specific wave-forms and are modulated in the frequency
domain, analogous to radar. This allows for ease in discrimination of the beacons from
ambient signals, even in a high-radiation environment. The beacons are mounted in
fixed locations on the target vehicle, with known target frame coordinates. When a
beacon is activated, some of its radiation falls onto the surface of the sensor’s PSD by
passing through a wide-angle lens. This causes four currents to flow, one from each
of the four edges of the PSD surface, as shown in Figure 2. The beacon radiation
centroid falling nearer to one edge than another causes an imbalance in the output
currents; in fact, the difference in the current strengths from two opposite edges is
almost linearly proportional to the distance of the light centroid from each of those
edges [28]. Thus, VisNav can determine the location of the beacon radiation centroid
on the sensor face based on the PSD currents generated. This location is then used
to form a line-of-sight unit vector pointing from the sensor towards the beacon that
originated the received energy.
The unit line-of-sight vectors corresponding to different beacons are collected
and updated with each system cycle. The current relative position and orientation
of the sensor with respect to the target vehicle can be robustly estimated when at
least four unique beacons are concurrently in the sensor’s field of view. VisNav uses
the collinearity equations, which will be discussed next, and the GLSDC algorithm,
presented in Section B, to generate least-squares relative 6-DOF estimates based on
the current set of beacon line-of-sight unit vectors.
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Fig. 2. Illustration of VisNav Operation
2. Measurement Model
VisNav’s CPU generates relative 6-DOF estimates by assuming that the beacon mea-
surements it receives are coming from an ideal pin-hole camera. For a pin-hole camera,
the observed object, the pin-hole center, and the object image are collinear; thus the
governing equations for such a measurement model are called the ‘collinearity equa-
tions’. However, the VisNav sensor module is not a perfect sensor; there are both
lens and PSD distortions in its beacon measurements. Therefore, a one-time, a priori
calibration map of the sensor is generated to neutralize these distortion effects over
the sensor’s useful field of vision, so that the ideal pin-hole model can be applied to
its measurements with validity [30].
Since VisNav’s measurement model consists of the collinearity equations, they
can be used to derive the relationship between the relative position of the sensor with
respect to the target vehicle, and the corresponding beacon light centroid locations
on the sensor face. This derivation follows the steps (and to an extent, the notation)
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used in Ref. [31], though an abbreviated form of the same derivation can be found in
any of the VisNav-related articles listed in the References section.
Fig. 3. VisNav Sensor Measurement Model [2])
Consider Figure 3, which illustrates the vector relationships between the target,
a VisNav beacon, and the VisNav sensor. Two coordinate frames are shown in the
figure, one fixed to the target vehicle and the other fixed to the center of the VisNav
sensor’s wide-angle lens. An unknown Direction Cosine Matrix (DCM), denoted as
C, transforms between the two frames. The ith system beacon is shown, as are its
position vectors with respect to the target and sensor frame origins. The sensor’s
position vector with respect to the target frame origin is also labelled, but is an
unknown quantity that must be estimated by VisNav. The beacon is fixed to the
target vehicle, so its position with respect to the target frame is known; however, since
the sensor’s position with respect to the target is unknown, the beacon’s position with
respect to the sensor is unknown as well.
The relative position of the sensor with respect to the target coordinate frame
is defined as Rs as shown in the figure. In the target frame, the components of this
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vector can be expressed as
Rs =

Xs
Ys
Zs
 (3.1)
The known location of the ith beacon in target frame coordinates can be represented
with the vector
Ri =

Xi
Yi
Zi
 (3.2)
Referring back to Figure 3, notice that the x-axis of the sensor frame points along
the boresight of the VisNav sensor; since the focal length f of the wide-angle lens is
constant, the x-coordinate of any unit vector expressed in the sensor frame is therefore
always f . This can be immediately applied to vector bi, which points along the line-
of-sight vector from the sensor to the ith beacon. Normalizing bi into a unit vector
and expressing it in sensor frame coordinates results in:
bi =
1√
f 2 + y2i + z
2
i

f
−yi
−zi
 (3.3)
This same unit line-of-sight vector in target frame coordinates can be expressed as
Bi =
1√
(Xi −Xs)2 + (Yi − Ys)2 + (Zi − Zs)2

(Xi −Xs)
(Yi − Ys)
(Zi − Zs)
 (3.4)
if one recalls that the vector from the sensor to beacon i is equivalent to the difference
of vectors Ri and Rs.
The two forms of the unit line-of-sight vector shown in Equations (3.3) and (3.4)
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are related via the unknown direction cosine matrix C. While there are many options
for parameterizing a DCM, some of which are discussed at length in Chapter 3 of
Ref. [32], VisNav’s solution logic uses Modified Rodrigues Parameters (MRPs) in its
internal calculations. The MRP vector p is a three-member set of attitude parameters,
and as with any three-element attitude parameter set, it has a singularity. However,
MRPs are quite useful due to the fact that the singularity is at Φ = ±360 ◦, so that
any attitude motion except a complete revolution back to the starting point can be
described without encountering the singularity [32]. The (3× 1) MRP vector can be
defined in terms of the principal rotation vector e and the principal rotation angle Φ
as
p = tan
Φ
4
e (3.5)
The direction cosine matrix C in terms of the MRPs is
C = I +
8 [p×]2 − 4 (1− pTp) [p×]
(1 + pTp)2
(3.6)
where I represents the (3×3) identity matrix, and the matrix [p×] is skew-symmetric
and defined as
[p×] =

0 −p3 p2
p3 0 −p1
−p2 p1 0
 (3.7)
Referring back to Equations (3.3) and (3.4), which are related via the direction
cosine matrix C as parameterized in (3.6), one can conclude that
bi = C ·Bi (3.8)
Equation (3.8) is the unit vector form of the collinearity equations, which can be
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solved for the beacon centroid location in sensor frame coordinates [29]:
yi = −f C21 (Xi −Xs) + C22 (Yi − Ys) + C23 (Zi − Zs)
C11 (Xi −Xs) + C12 (Yi − Ys) + C13 (Zi − Zs) (3.9a)
zi = −f C31 (Xi −Xs) + C32 (Yi − Ys) + C33 (Zi − Zs)
C11 (Xi −Xs) + C12 (Yi − Ys) + C13 (Zi − Zs) (3.9b)
i = 1, 2, . . . N
where (yi, zi) are the image plane coordinates of the i
th beacon centroid, f is the
constant focal length of the wide-angle lens, N is the total number of beacons in use,
Cij is the ij
th element of the unknown relative Direction Cosine Matrix C, and other
quantities are as previously defined. Thus, Equations (3.9) show how the sensor’s
relative position with respect to the target directly affects the resulting beacon light
centroids detected by the sensor.
3. Applications
The VisNav relative navigation system holds considerable promise for space-based
operations between cooperative vehicles for several reasons. First, the VisNav system
is of small size and weight and is readily adaptable to a variety of vehicle systems.
Also, VisNav has the ability to operate in a variety of lighting conditions, due to both
active and passive radiation filtering and its frequency-modulated infrared beacons
[29]. This is a clear advantage while in orbit, since lighting conditions constantly
change as a vehicle’s position with respect to the sun changes. Finally, the system
has an expected operational range of more than 100 meters in the space environment.
This means that VisNav should be capable of providing relative 6-DOF information
for the entire terminal phase of a docking maneuver according to Polites’s definition of
the rendezvous and docking phases [7]. Once this range is demonstrated, it could allow
a reduction in vehicle weight by elimination or consolidation of relative navigation
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sensor packages. Such weight reduction would be a valuable side-effect of using VisNav
for space-based operations.
VisNav also has several potential applications in a variety of other fields. Besides
being useful in autonomous aerial refueling operations as previously mentioned, the
sensor could be used as part of a remote piloting input system. Ref. [33] describes
how one can use a glove embedded with miniature LED beacons, coupled with a pair
of VisNav sensors mounted in a stereo configuration, to control a flight simulator.
The operator tilts, rotates, and otherwise gestures his or her hand, which VisNav
detects by sensing the motion of the beacons. These motions are then translated
into corresponding commands such as throttle, yaw, or pitch to direct the simulated
aircraft. It is not much of a stretch to see how this same setup could be applied to
Unmanned Aerial Vehicles (UAVs) or other remotely piloted vehicle systems.
Another application that has been suggested for VisNav, but not yet investigated,
is for use of the system in autolanding UAV helicopters onto an aircraft carrier deck.
The beacons would be mounted onto the deck at known, fixed points, while the
sensor would be carried on the vehicle and interface with the UAV’s control system
for operation. Many other applications for VisNav exist and are constantly being
found by researchers. It is clear that this system has myriad possible uses, making it
a truly valuable sensor technology.
B. GLSDC Algorithm
The Gaussian Least-Squares Differential Correction algorithm is well-suited for use
with the VisNav sensor system due to several factors. It is a sequential estimator
so it can be run in near real-time as the system requires. Also, since it is a type of
least-squares algorithm, it does not tax VisNav’s relatively modest on-board CPU
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with its low computational requirements. Another useful feature of GLSDC is that
it outputs an error covariance matrix along with its estimate, providing a measure of
how well conditioned the given information was and thus how much the estimate can
be trusted. This is extremely useful when running the VisNav sensor in tandem with a
Kalman filter estimator as was done for this work, since the covariance matrix can be
fed directly in to the Kalman filter along with the estimates to which it corresponds.
This provides real-time guidance to the filter as to how accurate it should assume the
VisNav estimates are. Chapter IV contains further discussion of how VisNav and the
Kalman filter were integrated for this research.
GLSDC is intended to be used in situations in which a set of system measure-
ments have been taken, a valid measurement model exists, and there are some un-
known system parameters that must be estimated. The procedure used by the algo-
rithm actually results in optimal parameter estimates, in a minimum error variance
sense, for a given level of assumed measurement noise [34]. This discussion of GLSDC
is derived primarily from material in Refs. [31] and [34], and should be considered an
introduction to the algorithm. The interested reader is encouraged to consult [34] for
a more in-depth treatment of GLSDC.
First, define the GLSDC state vector as the unknown quantities to be estimated
by the algorithm. For VisNav, these are the relative position and orientation of the
sensor with respect to the target, expressed in target frame coordinates. Recalling
from the previous section that VisNav internally represents orientation with Modified
Rodrigues Parameters, or MRPs, the state vector can be written as
x =
 Rs
p
 (3.10)
using the notation from Section A. Next, the set of N accumulated measurements,
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which for VisNav consists of four or more unit line-of-sight vectors to currently visible
beacons, is represented by the vector b˜:
b˜ =

b˜1
b˜2
...
b˜N

(3.11)
The measurement model associated with the measurements b˜ is represented as h (x)
in GLSDC notation; however, for VisNav, recall that the measurement model was
derived in the previous section to be
bi = C ·Bi (3.8)
Thus, it can be written that
bi = hi (x) = C ·Bi (3.12)
However, since these measurements were made by a real (non-ideal) sensor, measure-
ment noise must be accounted for in the model. This results in
b˜i = hi (x) + vi (3.13)
for the measurement model equation, where the (˜) denotes b˜i as a measured quantity.
The measurement noise vi in Equation (3.13) is assumed to be zero-mean and
Gaussian1, with a covariance of Ri = E
{
viv
T
i
}
, where E is the expectation operator.
According to Ref. [35], the expected value of a function f (x) of a discrete random
variable x is defined as E
{
f (x)
}
=
∑
j f (x (j)) p (x (j)), where p (x (j)) is the proba-
1The Gaussian or normal probability density function (pdf) is often expressed in
mathematical notation as p (x) ∼ N (µ,R), where p (x) is the probability of x, µ is
the distribution’s mean, and R is the distribution’s covariance.
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bility of occurrence for variable x (j). Thus, the measurement noise covariance matrix
for the current set of N beacon measurements b˜i is
R =

R1 0 0 0
0 R2 0 0
0 0
. . . 0
0 0 0 RN

(3.14)
If the true relative position and orientation at any point in time is x, then the
estimated relative position and orientation is represented by xˆ. While both the true
and estimated relative 6-DOF variables can be translated into beacon line-of-sight
vectors corresponding to their values via the measurement model from (3.12), the
true beacon line-of-sight vectors are not perfectly known. Instead, they are known
only by the measurements b˜i. Assuming the estimate is imperfect, there will be
some error when the measured beacon line-of-sight vectors are compared to the ones
derived from the estimate xˆ. This difference is the residual estimate error ∆b, which
is defined mathematically for N given measurements as
∆b =

b˜1 − h1 (xˆ)
b˜2 − h2 (xˆ)
...
b˜N − hN (xˆ)

(3.15)
The goal of the GLSDC algorithm is to minimize the residual error ∆b. This
goal is equivalent to minimizing a cost function defined as the weighted sum of the
squares of the residuals:
J =
1
2
∆bTW∆b (3.16)
where W is a diagonal, positive definite matrix of residual weighting coefficients.
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However, the optimal estimate that minimizes the cost function J cannot be explicitly
determined for this case due to the nonlinear nature of the VisNav measurement
model. Instead, the minimization must be performed in an iterative, least-squares
fashion that employs local linearization techniques.
The optimal estimate can be approximated as a current guess plus a differential
correction:
xˆ = xc +∆x (3.17)
If ∆x is appropriately small, one can linearize the measurement model around the
current guess xc using a first-order Taylor series approximation:
h (xˆ) ≈ h (xc) +H∆x (3.18)
Note that this approximation requires the matrix H ∈ <3N×6, which contains the
derivatives of the measurement model equations with respect to the GLSDC states,
evaluated at the current guess. This is known as the measurement sensitivity matrix,
with rows defined as
H =

H1
H2
...
HN

=

∂h1
∂x
∂h2
∂x
...
∂hN
∂x

(3.19)
where the partial derivatives with respect to x can be partitioned into separate deriv-
atives with respect to position and orientation:
∂hi
∂x
=
[
∂hi
∂Rs
:
∂hi
∂p
]
(3.20)
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These separated partial derivatives can then be expressed as:
∂hi
∂Rs
= −C{I3×3 −BiBTi }/√(Xi −Xs)2 + (Yi − Ys)2 + (Zi − Zs)2 (3.21a)
∂hi
∂p
=
4
(1 + pTp)2
[bi×]
{ (
1− pTp) I3×3 − 2 [p×] + 2ppT} (3.21b)
Now that the measurement model has been locally linearized, the expressions for
the residual error and the cost function J must be approximated as well. For the
current guess xc, the approximate residual is simply
∆bc ≡ b˜− h (xc) (3.22)
The full residual, calculated after the current guess is updated using the differential
correction, becomes
∆b ≈ b˜− h (xc)−H∆x = ∆bc −H∆x (3.23)
The cost function from (3.16) is rewritten in terms of the linearized full residual errors
as
JP =
1
2
(∆bc −H∆x)T W (∆bc −H∆x) (3.24)
where the weighting matrixW is now assigned as the reciprocal of the measurement
error covariance matrix, or W = R−1, as prescribed by minimum variance weighted
least squares [34]. Equation (3.24) is the cost function that GLSDC actually mini-
mizes through its iterative procedure.
Finding the minimum of the approximate cost function from (3.24) involves tak-
ing the partial derivative of the function with respect to the differential correction
∆x:
∂Jp
∂ (∆x)
=HTWH∆x−HTW∆bc (3.25)
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Setting (3.25) equal to zero and solving for ∆x yields
∆x =
(
HTWH
)−1
HTW∆bc (3.26)
which is the optimal differential correction that minimizes the linearized residual
errors. This is the magnitude of the correction that should be applied to the current
guess xc during the current GLSDC iteration.
The GLSDC iterative solution procedure is implemented for VisNav as follows.
GLSDC is initialized for the first timestep with a generic starting guess for the rel-
ative position and orientation. GLSDC iteratively updates this guess based on the
measurements it is given and the optimal differential corrections it calculates, until a
specified stopping criterion is met (such as a desired estimate convergence or a max-
imum number of iterations). The converged estimate is then returned to VisNav as
the relative 6-DOF estimate for the first timestep. At the second timestep, GLSDC
receives an updated set of measurements from VisNav; it uses the converged estimate
from the first timestep as its initial guess, then iterates on the new measurements
until a stopping criterion is reached. The second timestep’s converged estimate is
returned to VisNav as the new current relative 6-DOF estimate, and the procedure
repeats until the final time is reached. Figure 4 contains a summary of the GLSDC
algorithm.
As previously mentioned, an estimation error covariance matrix can be obtained
from GLSDC in addition to its converged relative navigation estimate. This covari-
ance matrix is related to how well conditioned the given measurement set was and
can be considered a measure of the quality of the final 6-DOF estimate. The er-
ror covariance matrix comes straight from the steps of the GLSDC algorithm, as it
is the quantity
(
HTWH
)−1
that forms part of the optimal differential correction
calculated during each iteration. Thus, the operator can receive automatic updates
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Fig. 4. Gaussian Least Squares Differential Correction Algorithm [2]
about the solution quality by extracting this matrix at each timestep along with the
algorithm’s converged estimate. This property of the GLSDC algorithm is certainly
very useful, especially when using it in concert with a Kalman filter as was done in
this work.
C. High-fidelity Sensor Model
A high-fidelity model of the VisNav sensor system has been developed in MatlabTM;
Figure 5 shows a functional block diagram of the sensor model. The model requires
a user-specified beacon configuration suitable for the vehicle of interest upon initial-
ization. Then, at every time-step, the model receives the true inertial position and
orientation of the target and chaser vehicles being simulated. This information is
used in real-time to accurately simulate the generation of individual beacon radiation
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centroid locations on the sensor face. It does this by calculating the ideal locations
of the centroids using the ideal pin-hole camera model discussed in Section A, and
then applying in reverse the a priori calibration mapping also discussed in Section A.
The model next adds noise with the same characteristics as in the real system to the
resulting centroid locations. Unit line-of-sight vectors to each beacon are calculated
from the simulated centroids, just as in the real system, and then fed to a GLSDC
function to obtain real-time relative position and orientation estimates, also as in
the real system. These simulated 6-DOF estimates are the primary outputs of the
sensor model, and they are returned at a rate of 100 Hz in order to match the VisNav
hardware’s performance.
Fig. 5. VisNav Sensor Model Functional Block Diagram (Image courtesy of StarVision
Technologies, Inc.)
It is important to note that the sensor model carefully segregates the truth (in-
ertial) inputs from the simulated measurements generated from them (which include
simulated sensor noise as mentioned previously), so that the solution modules are
using only the simulated beacon measurements to obtain the 6-DOF estimates. This
ensures that the model does not have any ‘advantage’ over the real sensor system, but
that its estimates are obtained in the same way and using only the same information
that is available to the real hardware.
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Development work on this sensor model continues as needed in order to keep
pace with advances in the physical VisNav system. Thus, the model used in this
research is of somewhat greater complexity and fidelity to the real hardware than
the version of this model that was used and validated in Refs. [2] and [17]. Since
all model modifications were verified against the hardware as they were made, the
VisNav sensor model used in this work should be accepted as a reliable emulator of
the VisNav system.
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CHAPTER IV
ESTIMATION FOR VISNAV SPACECRAFT APPLICATIONS
This chapter discusses the Kalman filter used in this work to generate sequential
velocity and angular rate estimates based on the output of the VisNav sensor system
discussed in Chapter III. Section A provides the development of the particular type
of Kalman filter used in this research. Section B discusses how the resulting filter is
applied to the general relative navigation problem. Finally, the tuning of the Kalman
filter for use with the VisNav sensor for spacecraft rel-nav applications is discussed
in Section C.
A. Discrete-Time Linear Kalman Filter
Estimators are often used to infer values for the states of a dynamic system based
on a given system model, a set of known inputs, and a set of measured outputs over
a specific time interval. When the estimates are generated in real-time, based on
previous and current system measurements, the estimator is known as a sequential
estimator. The Kalman filter is one type of state estimator that has been found to be
useful in a wide variety of applications [1]. This development of a sequential discrete-
time linear Kalman filter primarily draws from material in Refs. [1] and [2], and the
notation used here is consistent with those references.
A discrete-time sequential estimator’s primary purpose is to provide a current
estimate of the system’s states, xˆk, where the ‘hat’ (ˆ) denotes an estimated quantity,
based on a current measurement of some combination of the system’s states y˜k. To do
this, an estimator uses a two-step process of prediction and correction [1]. First, the
sequential estimator predicts the value of the states vector xˆ at time k by propagating
a known system model from the previous timestep (k − 1), using the known applied
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control vector u acting on the system. Then, when the kth measurement is delivered
to the estimator, it corrects its previous prediction for the states at step k based on
how far the predicted states deviated from the actual measured states at that step.
Assume a linear system, represented mathematically as
xk+1 = Φkxk + Γkuk +Υkwk (4.1)
where xk ∈ <n is the vector of system states, uk ∈ <m is the vector of system con-
trol inputs, wk ∈ <p is the process noise vector, and the subscript k denotes the kth
timestep. The quantities Φk ∈ <n×n, Γk ∈ <n×m, and Υk ∈ <n×p are called the
state transition matrix, the control distribution matrix, and the disturbance matrix
respectively. The process noise vector wk can represent any unmodeled system dy-
namics, or some unknown disturbance force acting on the system, with no restrictions
placed on its characteristics at this time. The system’s measurement model equation
in discrete time is
y˜k =Hkxk + vk (4.2)
where y˜k ∈ <r is some measured combination of the system states, vk ∈ <r is the
measurement noise, Hk ∈ <r×n is the system output matrix, and subscript k again
denotes the kth timestep.
For this assumed system model, a generic estimator’s coupled prediction and
correction procedures can be expressed as
xˆ−k+1 = Φkxˆ
+
k + Γkuk (4.3)
xˆ+k = xˆ
−
k +Kk
[
y˜k −Hkxˆ−k
]
(4.4)
for a time-varying update gainK. Since the ‘−’ and ‘+’ superscripts denote quantities
before and after the correction respectively, it should be clear that Equation (4.3)
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represents the prediction process, while the correction procedure is shown in Equation
(4.4). These equations describe any discrete sequential estimator in general, though
some estimators employ a constant update gain K instead of a time-varying one.
The primary differentiator between types of estimators is the process used to select
the update gain.
The Kalman filter selects an optimal time-varying update gain; the gain is opti-
mal in the sense that it produces a minimum variance estimation error at each time
step [2]. The Kalman filter selects K by assuming certain stochastic properties for
both the measurement and process noise vectors, then it places the poles of the esti-
mator based on these properties [1]. The process noise vector wk is assumed to be a
zero-mean, Gaussian white-noise process, which means that it is not correlated with
itself forward or backward in time:
E
{
wkw
T
j
}
=

0 k 6= j
Qk k = j
(4.5)
The measurement noise is also assumed to be a Gaussian white-noise process, and
therefore not self-correlated in time:
E
{
vkv
T
j
}
=

0 k 6= j
Rk k = j
(4.6)
Notice that for MIMO (multi-input, multi-output) systems, both Qk and Rk are
matrix quantities, and are called the process (or modeling) error covariance matrix
and the measurement error covariance matrix respectively. Finally, the process and
measurement noise vectors are assumed to be uncorrelated with each other for all
time, so that E
{
vkwk
}
= 0 for all k. The equation for the Kalman filter update gain
can now be derived based on these assumed noise characteristics; doing so will also
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reveal the rest of the algorithm for the discrete-time linear Kalman filter.
The estimation error at time k is defined as the estimated state minus the true
state and is denoted with a (˜) symbol:
x˜k ≡ xˆk − xk (4.7)
Next, define the estimation error covariance at time k as the expectation of the
squared sum of the estimation errors:
P k ≡ E
{
x˜kx˜
T
k
}
(4.8)
Note that this results in a matrix quantity such that P k ∈ <n×n since xk ∈ <n as pre-
viously mentioned. A pair of equations for prediction and correction of this covariance
matrix can be obtained. The elements required to produce them include the estima-
tor state prediction and correction equations from (4.3) and (4.4), the linear system
model defined in (4.1) and (4.2), and the previously assumed stochastic properties of
wk and vk. The resulting equations are analogous to the state prediction-correction
equations used by the general discrete estimator, and are central to the Kalman fil-
ter’s unique procedure for update gain selection. From Ref. [1], the covariance matrix
prediction-correction equations are:
P−k+1 = ΦkP
+
kΦ
T
k +ΥkQkΥ
T
k (4.9)
for the covariance prediction (or propagation) step and
P+k = [I −KkHk]P−k (4.10)
for the covariance correction step. Please see Ref. [1] for the details of how to obtain
these equations.
Now that all of the required assumptions and definitions are in place, the ex-
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pression for the Kalman filter update gain can be readily obtained. Recall that the
Kalman filter selects the gain at each timestep to be optimal in a minimum estima-
tion error variance sense. The cost function corresponding to this optimization is
equivalent to the trace of the error covariance matrix after the correction step [1]:
J (Kk) = tr
(
P+k
)
(4.11)
The update gain that minimizes this cost function can be found by taking the deriv-
ative of J with respect to Kk, setting the expression equal to zero, and solving for
Kk. Employing some appropriate matrix trace identities from Chapter 2 of [36] while
constraining both P−k and Rk to be symmetric matrices yields
∂J
∂Kk
= −2 (I −KkHk)P−kHTk + 2KkRk (4.12)
as an expression for the derivative of J with respect to Kk. Setting this equation
equal to zero and solving for Kk results in the desired expression for the optimal
Kalman update gain:
Kk = P
−
kH
T
k
[
HkP
−
kH
T
k +Rk
]−1
(4.13)
Recall that Rk is the measurement error covariance matrix. This matrix should be
provided or calculated at each timestep as an indicator of the received measurement’s
accuracy. The final pieces of information needed to complete the Kalman filter algo-
rithm are the initial values for both the state vector and estimation error covariance
matrix, which are required to begin the sequential calculations. The state vector
should be initialized with a starting guess in the near neighborhood of expected op-
eration,
xˆ (t0) = xˆ0 (4.14)
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and the estimation error covariance should be assigned a value based upon the quality
of the state vector starting guess, according to the relationship
P 0 = E
{
x˜ (t0) x˜ (t0)
T } (4.15)
Provided the initial error covariance and starting guess are not severely mismatched,
the Kalman filter will converge within just a few steps to a very good estimate for
the current values of the states.
Therefore, given the initial conditions for both the states and the estimation
error covariance matrix, the Kalman filter sequentially propagates the estimates until
it receives the first measurement. Then, it calculates the optimal update gain for
that timestep and corrects its predictions. Finally, it propagates the corrected state
estimates and covariance matrix forward to the next timestep, where it receives the
next measurement and the process is repeated. A summary of the discrete-time linear
Kalman filter algorithm is presented in Table I.
B. Kalman Filter Design for Relative Navigation
The previous section began the derivation of the discrete-time linear Kalman filter
by starting from the assumption that model and measurement equations describing
a system of interest were available. This section will serve to develop the model
and measurement equations for relative navigation that are required to apply the
discrete-time linear Kalman filter to automated spacecraft docking.
There are at least two options for generating Kalman filter model equations for
relative navigation. First, one could linearize the full relative navigation equations
presented in Chapter II to obtain a linear dynamical model of the system. This
choice captures the full dynamics of the spacecraft relative navigation problem but
35
Table I. Discrete-Time Linear Kalman Filter [1, 2]
Model
xk+1 = Φkxk + Γkuk +Υkwk
y˜k =Hkxk + vk
Noise
wk ∼N (0,Qk)
vk ∼N (0,Rk)
Initialize
xˆ (t0) = xˆ0
P 0 = E
{
x˜ (t0) x˜ (t0)
T }
Gain Kk = P
−
kH
T
k
[
HkP
−
kH
T
k +Rk
]−1
Update
xˆ+k = xˆ
−
k +Kk
[
y˜k −Hkxˆ−k
]
P+k = [I −KkHk]P−k
Propagation
xˆ−k+1 = Φkxˆ
+
k + Γkuk
P−k+1 = ΦkP
+
kΦ
T
k +ΥkQkΥ
T
k
uses relatively complex equations to do so. The resulting filter is also limited with
respect to potential application beyond the current research, because its modeled
dynamics are only valid for spacecraft relative navigation scenarios. Trying to apply
the filter to a dynamically different type of relative navigation situation, such as aerial
refueling of aircraft, would require completely different model equations.
Another way to develop the Kalman filter model equations is to focus only on the
kinematics of relative navigation—that is, to enforce the relationships between the
relative position and orientation states and their derivatives. This enables a much sim-
pler model development process, while still yielding good Kalman filter performance.
The resulting filter is more general and can be applied to any relative navigation
scenario, since the kinematic relationships between states and their derivatives are
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the same for any relative navigation application—even if the dynamics are different.
In fact, a Kalman filter basically identical to the one presented here has already been
successfully applied (in concert with VisNav) to autonomous aerial refueling in Ref.
[2], even though the dynamics of aerial refueling are very different than for spacecraft
docking. This demonstrates how a Kalman filter designed in this way only needs to
be re-tuned for each new relative navigation application rather than being completely
redesigned each time. The proper way to tune the Kalman filter for a given relative
navigation scenario will be discussed in the next section.
For this research, the Kalman filter model equations were developed using the
second (enforcing kinematics) design option. This enables the possibility that the
resulting Kalman filter can be used again with the VisNav sensor in some future
relative navigation simulation, without needing to conduct a major filter redesign.
Also, the Kalman filter was used primarily as a velocity estimator in this work, with
less emphasis placed on its ability to improve VisNav’s relative state estimates. This
made the kinematics modeling design option an even more logical choice. This model
equation development closely follows the one described in Chapter IV of Ref. [2],
which used a Kalman filter with VisNav in an autonomous aerial refueling scenario.
First, define the state vector for the Kalman filter model in continuous time as
follows:
x (t) ≡

z (t)
z˙ (t)
z¨ (t)
 (4.16)
where z (t) is a vector composed of the relative position and orientation states ac-
cording to the relation
z (t) ≡
 rrel (t)
θ (t)
 (4.17)
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Consistent with conventions used elsewhere in this work, orientation is expressed
here in 3-2-1 Euler angles, which are collectively denoted as θ (t). Thus, the Kalman
filter states vector is x (t) ∈ <18×1, consisting of the relative position and orientation
states, the relative velocity and angular velocity states, and the relative acceleration
and angular acceleration states, respectively.
Next, one assumption about the kinematics of the relative navigation scenario
of interest will be made. The relative accelerations and relative angular accelera-
tions between the two vehicles will all be assumed constant, so that their derivatives
...
r rel (t) and
...
θ (t), collectively denoted as
...
z (t), are zero. This assumption necessarily
introduces some error into the kinematical model, which will be captured by the use
of the model process noise variable w (t) introduced in the previous section. Since
apart from this assumption, the modeled kinematical relationships between the rela-
tive states and their derivatives are exact, the model equations for the Kalman filter
can be expressed in continuous time as
x˙ (t) =

z˙ (t)
z¨ (t)
...
z (t)
 =

0 I 0
0 0 I
0 0 0
 ·

z (t)
z˙ (t)
z¨ (t)
+

0
0
I
w (t) (4.18)
where I is the (6× 6) identity matrix and 0 is a (6× 6) matrix of zeros. Notice that
a control input u (t) term is not present since the model is of the kinematics only.
Again, Equation (4.18) exactly represents the kinematic relationships between the
position, velocity, and acceleration states, so the only modeling errors are a result of
the constant accelerations assumption.
In order for Equation (4.18) to be implemented in the Kalman filter, it must first
be converted into discrete time. Doing so yields:
xk+1 = Φkxk +Υkwk (4.19)
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where the matrices Φk and Υk are equal to
Φk =

I (tk+1 − tk) · I 12 (tk+1 − tk)2 · I
0 I (tk+1 − tk) · I
0 0 I
 (4.20)
and
Υk =

0
0
I
 (4.21)
respectively. Notice that (4.19) matches the form of (4.1) as it should, accounting for
a zero-coefficient control input term. The formulation of the discrete-time Kalman
filter requires that measurements be received at uniform intervals; this means that
(tk+1 − tk) is constant. In fact, since VisNav delivers measurements once every 0.01
seconds, or at 100 Hz, then (tk+1 − tk) = 0.01 for all timesteps k. This means that
Equation (4.19) is a linear, time-invariant discrete model, greatly simplifying the
propagation calculations required of the Kalman filter.
Now, it is necessary to determine the measurement model equation for the
Kalman filter. VisNav, the relative navigation sensor used in this research, gener-
ates an estimate of its own relative position and relative orientation with respect to
the target vehicle. Assuming VisNav measures imperfectly, as does every real sensor,
then the VisNav measurements can be represented in discrete time as
y˜k =Hkxk + vk =
[
I 0 0
]
·

z (t)
z˙ (t)
z¨ (t)
+ vk (4.22)
in the measurement model equation standard form introduced in the previous section.
Recall that the Kalman filter also requires an estimate of the magnitude of the mea-
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surement error in the form of a measurement error covariance matrixRk ≡ E
{
vkv
T
k
}
.
VisNav produces this matrix implicitly because it uses the Gaussian Least-Squares
Differential Correction solution algorithm to calculate its estimates as described in
Chapter III.
The final step in the Kalman filter design process is tuning its estimate con-
vergence to behave properly for a specific application. The estimate convergence
properties are primarily determined by the relative weighting of the measurement
error (via the matrix Rk) and the modeling error (via the matrix Qk). However, Rk
should not be altered since VisNav automatically provides the values of this matrix
that correspond to its estimates. So, the filter’s convergence is adjusted by tuning the
values in matrix Qk to achieve the desired estimate behavior. Tuning the Qk matrix
is discussed in the next section.
C. Kalman Filter Tuning for Automated Spacecraft Docking Using VisNav
Tuning the Kalman filter formulated in Section B is necessarily application dependent,
since it involves adjusting the values in the (constant) model error covariance matrix
Qk. Recall from Section A that this matrix is symmetric and positive definite; it is
also diagonal, since it is defined as
Qk = E
{
wkw
T
k
}
(4.23)
Altering this matrix tells the Kalman filter how valid the constant acceleration as-
sumption is that was used in Equation (4.19). Since this assumption certainly does
not apply to the same degree for all possible relative navigation scenarios, the need
for tuning matrix Qk becomes clear.
The most expeditious way to tuneQk is via simulation of the chosen relative nav-
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igation maneuver. Using simulation is valuable because both the estimated Kalman
filter states and the true states are known, unlike in a real-world scenario in which
only the estimates would be known perfectly. In simulation, the estimates and the
true values can be compared; their difference can then be used to facilitate the tun-
ing process. This is generally done by calculating the estimation error, defined in
(4.7), plotting its time history, and superimposing the corresponding so-called 3-σ
error bounds on the plots for comparison. The 3-σ bounds corresponding to the esti-
mate error of a Kalman filter can be calculated by multiplying the square root of the
diagonal elements of matrix P k by a factor of three:
3-σ bounds = 3 ·
√
diag (P k) (4.24)
The 3-σ error bounds represent three standard deviations from the mean of a
probability distribution function. For a Gaussian process, the probability that the
estimate error lies within the 3-σ error bounds at any moment in time is 99.7% [35].
While in this case the modeling error wk is actually not Gaussian, the 3-σ bounds are
still indicative of the filter’s performance. Therefore, the 3-σ bounds remain a useful
guide for the tuning process. Once the filter is tuned, there will be good correlation
between the 3-σ error bounds and the Kalman filter’s estimate error. Then, the 3-
σ bounds can be used as a measure of the filter’s performance even in real-world
applications, where it is not possible to actually know the true estimate error.
The procedure for tuningQk is as follows, according to Ref. [2]. The translational
and rotational terms are assigned separate weighting parameters, due to the differing
orders of magnitude in the relative translational and rotational accelerations:
Qk =
 qpos · I 0
0 qrot · I
 (4.25)
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Fig. 6. Example of the Kalman Filter Parameter Tuning Procedure [2]
where I is the (3 × 3) identity matrix and 0 is a (3 × 3) matrix of zeros. Next, the
Kalman filter’s estimate error time histories are plotted along with their corresponding
3-σ error bounds. The values of qpos and qrot are then adjusted until the error bounds
fit well around the estimate error plots. Then, once the designer is satisfied with the
results, the filter is ready for use in the relative navigation application of interest.
This tuning procedure is illustrated in Figure 6. Notice how in the first graph, the
error bounds are too small and the estimate error exceeds them in several places.
In the third graph, the error bounds are too large, showing that the Kalman filter
is being too conservative in generating its estimates. The middle graph exhibits a
well-tuned Qk matrix.
For the current research, the Kalman filter designed in Section B was tuned in
this same way. Automated spacecraft docking runs were performed in simulation, and
the Kalman filter’s estimate error results were plotted with their 3-σ error bounds for
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each run. The constant parameters qpos and qrot were then iteratively adjusted until
the error bounds fit the estimate errors as well as possible. The final values of the
parameters were then utilized to design and test the docking controller developed in
the next chapter. The final tuning parameter values were chosen to be 75 and 160
for qpos and qrot, respectively, because these values gave the best correlation between
the 3-σ bounds and the estimate errors for this application.
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CHAPTER V
SPACECRAFT DOCKING CONTROLLER
Successful controller design for automated docking applications requires consideration
of several issues. First, a design technique must be selected that can adequately com-
pensate for likely disturbances and sensor noise. Environmental effects, off-nominal
mass properties, and other modeling uncertainties are all likely sources of disturbance.
The controller must also be designed around the capabilities and limitations of the
vehicle being used for the docking maneuver, so that its performance demands on the
vehicle are achievable. Most importantly, the candidate controller should be a design
that is implementable using measurements actually available to the vehicle, or else
the design will not be feasible for the given scenario. Finally, any candidate controller
design should be thoroughly tested via simulation before being implemented in any
other form, in order to minimize risks to man or machine.
This chapter presents the docking controller designed for this project. Section A
defines the control objectives for the design procedure. A variation of the Sampled-
Data Linear Quadratic Regulator (SDLQR) control scheme was developed for this
research; Section B contains the basic SDLQR derivation. Finally, Section C describes
each of the two ways the SDLQR control theory was implemented for this project.
A. Control Objective
The automated docking scenario used in this experiment assumes that rendezvous
has already taken place. The target and chaser vehicles are therefore in the same
orbit, which is circular, with the target leading the chaser in the orbit by a con-
stant distance. Since the orbit is circular, the vehicles both have the same velocity
magnitude prior to the docking maneuver and are effectively at rest relative to each
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other. The vehicles also have matching initial orientations relative to their respective
local gravity vectors. As will be discussed in the next chapter, the target is non-
maneuvering and environmental disturbances are not modeled for this work; thus,
the target vehicle does not deviate from its initial conditions. The chaser conducts
the docking maneuver in such a way that eliminates the relative spacing between the
vehicles while causing contact with the target to occur at a low relative velocity in
order to avoid damaging either vehicle.
Fig. 7. The Docking Maneuver Coordinate Frame
For this research, the docking maneuver is defined in terms of a target-fixed
coordinate system, as shown in Figure 7. This frame is consistent with the body co-
ordinate frame conventions introduced in Chapter II; thus, the frame origin is located
at the target center of mass, with x being the along-track coordinate and positive in
the direction of orbital motion. The z coordinate is positive radially downward along
the local gravity vector, while y completes the right-handed set. Thus, the chaser
vehicle begins the docking procedure at some initial position (−x, 0, 0) in docking
maneuver coordinates.
Based on these definitions, it should be clear then that the control objective is
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to drive the relative position of the chaser vehicle from its initial value of (−x, 0, 0)
to the desired final value of (0, 0, 0) relative to the target, or
(−x, 0, 0) → (0, 0, 0) (5.1)
Additional constraints are also placed on the maneuver to lend realism. First, the
total relative velocity magnitude
√(
v2x + v
2
y + v
2
z
)
at docking is constrained to be
sufficiently small to help ensure non-damaging contact between the vehicles, or√(
v2x + v
2
y + v
2
z
)
< δ (5.2)
where δ is a specified velocity threshold. To help minimize the torques on the two
vehicles at contact, the final relative attitude of the chaser with respect to the target
is also limited. At final docking, the chaser relative attitude in 3-2-1 Euler angles is
constrained such that
θi < κi (5.3)
where κi is a per-axis attitude angle limit. Thus, a limit is enforced upon each axis
simultaneously for the final attitude at docking. Finally, the total maneuver time is
required to be such that
|(tfinal goal − tfinal)| <  (5.4)
where  is a specified and small allowed variation in the elapsed time to dock. This
ensures that the entire maneuver is conducted in an orderly manner and at a realistic
pacing as compared to a real-world docking maneuver. The choices for δ, κi, and 
for this research will be discussed in Chapter VII.
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B. The Sampled-Data Linear Quadratic Regulator
The Linear Quadratic Regulator (LQR) is a type of optimal control method. Optimal
controllers u (t) are controllers that act on a given system in such a way as to minimize
a particular cost function chosen by the designer [37, 38]. For example, if one wishes
to achieve a particular objective in minimum time, the designer might choose the cost
function to be the number of timesteps required to complete the task, or
J =
N∑
k=1
1 (5.5)
as suggested in [37]. LQR belongs to an important category of optimal controllers
which have quadratic cost functions, as implied by its name. As also implied by its
name, LQR is intended for use on linear, or linearizable, systems. Versions of the
LQR exist for the cases in which both the system and the controller are discrete, and
in which both the system and controller are continuous; see for example [37] for the
derivation of each of these types of LQR controllers.
Sometimes, however, a continuous system must be discretely controlled. This
occurs any time a physical (continuous) system is being guided by a controller im-
plemented on a digital (discrete) computer. This situation requires sampling of the
continuous system so that the discrete control can be applied, which violates the
assumptions underlying both the pure discrete and pure continuous LQR variations.
In this case, the proper solution is to employ the SDLQR (LQR for sampled data)
control method. The following SDLQR development is drawn primarily from Ref.
[39], although both [37] and [38] contain helpful insights as well.
To begin, define a linear system to be the following in continuous-time, state-
space form:
x˙ = Ax+Bu (5.6)
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where x ∈ <n is the system states vector, u ∈ <m represents the control inputs to the
system, n is the number of system states, and m is the number of controls. Matrices
A ∈ <n×n and B ∈ <n×m are the system matrix and the control distribution matrix
respectively; they model the nominal dynamics of the system in the presence of a
forcing or control input.
Next, an appropriate cost function must be selected. Since all variations of the
LQR are regulators, they each seek to drive all system states to zero and hold them
there for all time, while using the minimum amount of applied control required to
do so. This is a minimum-energy optimization, which can be described in continuous
time with the following cost function:
J =
1
2
∫ tf
t0
(
xTQ x+ uTR u
)
dt (5.7)
where Q ∈ <n×n and R ∈ <m×m are constant weighting matrices selected by the
designer such that Q is positive semi-definite and R is positive definite.
For the LQR special case of interest in this work, the SDLQR, it is necessary
to convert the problem as currently presented into discrete time. This is because a
discrete-time expression for the controller is required for implementation. Refs. [39]
and [40] show that a discrete-time sampled data problem formulation can be found
that is equivalent to minimizing the continuous cost function from Equation (5.7)
subject to the constraint imposed by (5.6). The sampled data discrete equivalent to
(5.6) is
xk+1 = Φxk + Γuk (5.8)
where Φk ∈ <n×n and Γk ∈ <n×m are the discrete analogs of matrices A and B from
Equation (5.6); Φk and Γk are obtained by sampling the continuous system with
desired sample period T . The equivalent discrete-time cost function for Equation
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(5.7) is
J =
1
2
∞∑
k=1
[
x Tk Qˆ xk + u
T
k Rˆ uk + 2
(
x Tk Muk
)]
(5.9)
where matrices Qˆ, Rˆ, andM are
Qˆ =
∫ T
0
(
eA
T t Q eAt
)
dt , (5.10a)
Rˆ = R · T +BT
{∫ T
0
[(∫ T
0
eA
T sds
)
Q
(∫ t
0
eAτdτ
)]
dt
}
B , (5.10b)
and
M =
{∫ T
0
[
eA
T tQ
(∫ t
0
eAsds
)]
dt
}
B (5.10c)
respectively. The SDLQR process can now be described as seeking the discrete-time
control sequence uk that minimizes the discrete cost function (5.9), subject to the
constraint (5.8) which is the sampled, discrete-time system dynamical model.
The first step in finding the desired SDLQR optimal control uk is to augment
the discrete system equation (5.8) into the cost function (5.9). This is done in order
to impose the system’s characteristics on the cost function minimization process,
since the system is a constraint that must be satisfied by any solution obtained.
Augmenting the cost function with the system equation is accomplished via Lagrange
multiplier theory as presented in [37]. The resulting augmented cost function is
J ′ =
∞∑
k=1
{
1
2
[
x Tk Qˆ xk + u
T
k Rˆ uk + 2
(
x Tk Muk
) ]
+ λTk+1
(
Φxk + Γuk − xk+1
)} (5.11)
where λ is a Lagrange multiplier [37].
Development of the SDLQR now proceeds through minimization of the aug-
mented cost function. This is accomplished by taking partial derivatives of the J ′
49
expression and setting the resulting expressions equal to zero. The partial derivatives
of J ′ with respect to λk+1, xk, and uk respectively constitute what are called the
‘Necessary Conditions’ for a minimum:
∂J ′
∂λk+1
= 0 = Φxk + Γuk − xk+1 (5.12a)
∂J ′
∂xk
= 0 = Qˆxk +Muk +Φ
Tλk+1 − λk (5.12b)
∂J ′
∂uk
= 0 = Rˆuk +M
Txk + Γ
Tλk+1 (5.12c)
Notice that the first Necessary Condition directly yields the discrete system equation
(5.8), verifying that the system dynamical constraints are indeed being enforced on
the minimization process. The third Necessary Condition yields an expression for the
desired optimal SDLQR control uk.
Solving Equation (5.12c), the third Necessary Condition, for uk results in
uk = −Rˆ−1
(
MTxk + Γ
Tλk+1
)
(5.13)
which is a function of both the state vector xk and the Lagrange multiplier λk+1. The
multiplier can be eliminated from the expression through a change of variables
λk = P kxk (5.14)
where P k ∈ <n×1 is a symmetric matrix. Substituting this into Equation (5.13) for
λk+1 yields
uk = −Rˆ−1
(
MTxk + Γ
TP k+1xk+1
)
(5.15)
It is now necessary to eliminate xk+1 from the expression for uk, since it is not
possible to use the (k + 1)th value of the state vector to calculate the control on the
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kth timestep. Solving Necessary Condition 1 for xk+1 and substituting gives
uk = −Rˆ−1
[
MTxk + Γ
TP k+1 (Φxk + Γuk)
]
(5.16)
Next, collect like terms:
(
I + Rˆ
−1
ΓTP k+1Γ
)
uk = −Rˆ−1
(
MT + ΓTP k+1Φ
)
xk (5.17)
Pre-multiply both sides by Rˆ to get
(
Rˆ+ ΓTP k+1Γ
)
uk = −
(
MT + ΓTP k+1Φ
)
xk (5.18)
Finally, solve for uk, obtaining the desired optimal controller:
uk = −KSDRxk , (5.19)
where KSDR, the optimal controller gain matrix, is defined as
KSDR =
(
Rˆ+ ΓTP k+1Γ
)−1 (
MT + ΓTP k+1Φ
)
(5.20)
Note that the value for P k+1 is required to compute the time-varying value of
KSDR at each timestep. P k+1 is found by solving an expression known as the matrix
Ricatti equation:
P k = Φ
TP k+1Φ+ Qˆ− χT
(
Rˆ+ ΓTP k+1Γ
)−1
χ (5.21)
where χ is a placeholder variable, defined as
χ = MT + ΓTP k+1Φ (5.22)
The matrix Ricatti equation derivation is not shown here; the interested reader should
consult [37] or [38] for the full development. The references show that the Ricatti
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equation is basically obtained by performing the Lagrange multiplier change of vari-
ables from Equation (5.14) on Necessary Condition 2, then substituting Necessary
Conditions 1 and 3 into the resulting expression.
As the final time becomes very large so that (tfinal → ∞), the time-varying
optimal controller gain KSDR converges towards a steady-state value. This means
that in situations with very large final times, the steady-state gain value can be
computed a priori and used for all timesteps, with minimal overall effect on system
performance. This is advantageous since it eliminates the need for computing a new
gain value at each timestep. The expression for steady-state optimal controller gain
is
KSS =
(
Rˆ+ ΓTP SSΓ
)−1 (
MT + ΓTP SSΦ
)
(5.23)
which is notationally identical to the time-varying expression forKSDR in (5.20); the
main difference is that all variables are now constant-valued. Notice that one must
still know P SS to find the steady-state optimal gain, analogous to the situation that
existed for the time-varying case. As before, the discrete Ricatti equation is required
to find P SS; the steady-state matrix Ricatti equation is referred to as the algebraic
Ricatti equation and is found to be
P SS = Φ
TP SSΦ+ Qˆ− χTSS
(
Rˆ+ ΓTP SSΓ
)−1
χSS (5.24)
where χSS is defined as
χSS = M
T + ΓTP SSΦ (5.25)
Further discussion of the algebraic Ricatti equation can be found in [38].
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C. Controller Implementation
Since the SDLQR design method assumes a linear system model, the nonlinear relative
navigation equations had to be linearized before SDLQR could be applied to this
research. In Chapter II, the equations governing spacecraft relative position were
found to be
x˙ = u (5.26a)
y˙ = v (5.26b)
z˙ = w (5.26c)
u˙+
(
µ
R 3c
− n2
)
x− 2nz˙ = Tx
m
(5.27a)
v˙ +
(
µ
R 3c
)
y =
Ty
m
(5.27b)
w˙ +
(
µ
R 3c
− n2
)
z + 2nx˙+ µ
(
R 3c −R3
R2R 3c
)
=
Tz
m
(5.27c)
in first-order form, and the relative orientation equations were
ψ˙ =
1
cos θ
[wy sinφ+ wz cosφ] (5.28a)
θ˙ =
1
cos θ
[wy cos θ cosφ− wz cos θ sinφ] (5.28b)
φ˙ =
1
cos θ
[wx cos θ + wy sin θ sinφ+ wz sin θ cosφ] (5.28c)
w˙x =
(
Iyy − Izz
Ixx
)
wywz +
Lx
Ixx
(5.29a)
w˙y =
(
Izz − Ixx
Iyy
)
wxwz +
Ly
Iyy
(5.29b)
w˙z =
(
Ixx − Iyy
Izz
)
wxwy +
Lz
Izz
(5.29c)
53
Please refer to Chapter II for the variable definitions and notation conventions used
in these equations. To obtain a linearized version of these equations, perturbation
theory and small angle approximations were employed about a nominal operating
condition, using a similar procedure to that shown in [41]. The nominal operating
condition was selected to be the docked position, so that relative position, velocity,
orientation, and angular velocity are all nominally zero. Neglecting higher order terms
and enforcing the nominal condition on nominal states resulted in the standard form
linear system:
x˙ = Ax+Bu (5.30)
where
x =

rrel
θ
r˙rel
θ˙

(5.31)
with rrel representing relative position and θ being relative orientation in 3-2-1 Euler
angles, so that x ∈ <12×1. Vector u is defined as
u =
 ∆v
∆ω
 (5.32)
where ∆v ∈ <3×1 is the position control vector, and ∆ω ∈ <3×1 is the orientation
control vector. System matrices A and B are
A =

0 0 I 0
0 0 0 A2,4
A3,1 0 A3,3 0
0 0 0 0

and B =

0 0
0 0
I 0
0 B4,2

(5.33)
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with sub-matrices A2,4, A3,1, A3,3, and B4,2 defined as follows:
A2,4 =

0 0 1
0 1 0
1 0 0
 A3,1 =

0 0 0
0 −n2 0
0 0 3n2

A3,3 =

0 0 2n
0 0 0
−2n 0 0
 B4,2 =

1
Ixx
0 0
0 1
Iyy
0
0 0 1
Izz

where I and 0 are the (3×3) identity matrix and a (3×3) matrix of zeros respectively,
and (Ixx, Iyy, Izz) are the chaser principal moments of inertia in the body frame.
Once a linearized model of the spacecraft docking relative dynamics was ob-
tained, it was necessary to investigate the stability of the resulting linear system.
The eigenvalues of the matrix A were found to be as follows:
0
0 + 7.085868940218369e− 004i
0− 7.085868940218369e− 004i
−1.077425908907470e− 018 + 7.085868940218357e− 004i
−1.077425908907470e− 018− 7.085868940218357e− 004i
0
0
0
0
0
0
0
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These eigenvalues reveal that there are no unstable system modes, several neutrally
stable modes, and two stable modes in the system. Thus, the linearized system is
stable.
The final step for generating the system model required for using the SDLQR
design methodology was to discretize it using a zero-order hold at a sampling rate
of T = 0.5 seconds. This sampling rate was more than twice the system’s fastest
response frequency, thus preventing aliasing [38]. Since there was a large final time
for this project’s docking maneuver, the steady-state SDLQR design procedure could
then be employed to create an optimal SDLQR controller for each of the following
control paradigms.
1. Controller #1
For the first controller, the Sampled-Data Linear Quadratic Regulator of the previ-
ous section was implemented in a fashion patterned after the controller in Ref. [42].
Thus, rather than the vector uk consisting of commanded control magnitudes as it is
in the traditional SDLQR, uk was instead specified to be control pulse lengths. (To be
consistent with this, the chaser propulsion system model for controller #1 was speci-
fied to have fixed-output, variable-time, pulsing thrusters.) In this case, the docking
controller gain matrixKSS was used to command thruster pulse lengths for each axis
of system control. The controller was tuned to dock successfully through an iterative
process of adjusting the value of weight matrix Q, generating the updated controller
gain matrix, and then checking the resulting controller’s performance via simulation.
The tests performed to evaluate the first controller’s performance robustness with
respect to different types of disturbances will be detailed in Chapter VIII.
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2. Controller #2
For the second controller, the Sampled-Data Linear Quadratic Regulator of the previ-
ous section was applied in a more traditional fashion—the vector uk consisted of the
usual commanded control magnitudes. Thus, the chaser propulsion system model for
controller #2 was modified to have fixed-time, variable-output thrusters for transla-
tional control, with a set of orthogonal reaction wheels for rotational control. There-
fore, vector uk was composed of the per-axis commanded total thrust magnitude and
the per-axis commanded reaction wheel driver motor torques. (See Chapter VI for
more information about the modified chaser actuator system for controller #2.) Just
as it was for the other controller, the control gain matrix KSS was tuned through an
iterative process of adjusting the value of weight matrix Q, generating the updated
controller gain matrix, and then checking the resulting controller’s performance via
simulation. The set of tests used to evaluate this controller’s performance robustness
with respect to different types of disturbances will also be detailed in Chapter VIII.
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CHAPTER VI
AUTOMATED SPACECRAFT DOCKING SIMULATION
The automated docking simulation built to support this work consists of several
different parts. Some sections of the simulation were already discussed in preceding
chapters: Chapter III described the high-fidelity VisNav sensor model, the Kalman
post-filter for relative rate estimates was discussed in Chapter IV, and the docking
controller was developed in Chapter V. This chapter will cover the final two parts of
the simulation, the chaser and target vehicle models, in Sections A and B respectively.
Section C then describes how all of the simulation’s parts fit together to form the full
medium-fidelity automated spacecraft docking simulation.
A. Chaser Vehicle Model
In order for the simulated docking to be as relevant as reasonably possible, realistic
vehicle models were used rather than simplified or generic vehicle models. The re-
alistic models were derived from a currently operational automated rendezvous and
docking vehicle actually being used in the “real world”—the Automated Transfer
Vehicle (ATV) introduced in Chapter I. As mentioned there, the ATV is used by
the European Space Agency (ESA) as an automated re-supply shuttle for the Inter-
national Space Station (ISS). The vehicle was chosen for this project because some
public data was available for it, which aided in the creation of a moderately realis-
tic ATV vehicle model. The ATV was chosen rather than the H-II Transfer Vehicle
(HTV), another vehicle currently under development (and also mentioned in Chapter
I), primarily because of the different methods of docking the vehicles use. The ATV
performs a direct dock like the Russian Progress vehicle, but the HTV stops near the
ISS, is grasped by a robotic arm, and is brought in for the final dock under human
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control. Therefore, since the ATV docking method is more closely aligned with the
interests of the current research project, the ATV was chosen as the basis for the
simulated vehicle models instead of the HTV.
1. Model Properties
Figure 8 shows an artist’s rendering of the ATV from the ESA website [3]. As seen in
the figure, the ATV is a largely cylindrical vehicle with solar panel ‘wings’ extending
from each side of the vehicle in an X configuration. The dimensions and mass data for
the ATV were freely available from ESA, but the principle moments of inertia were
not. Therefore, the inertias were estimated by assuming the ATV was a cylindrical
rigid body with uniform density and constant cross-section. Note that this assumption
omitted the moments of inertia of the solar panels, so the resulting inertias are only
a first-order estimate of the real vehicle’s inertias.
Fig. 8. The Automated Transfer Vehicle (an artist’s rendering) [3]
Arriving at a value for the chaser model’s nominal mass also required some
59
assumptions. First, the vehicle was assumed to be fully loaded with cargo for this
project, as it would be to fly a re-supply mission. However, the vehicle was assumed
to have used some of its on-board fuel during rendezvous and final approach. Thus,
the total (fully loaded) ATV vehicle mass provided by ESA was reduced by an amount
considered to be representative of the fuel spent in maneuvering.
To simplify the modeling complexity for this project, vehicle mass and moments
of inertia were all assumed to be constant during automated docking maneuvers. The
constant mass assumption implies that the amount of fuel burned for the simulation
maneuvers is negligible. This is an acceptable approximation because the propulsion
system uses relatively low thrust values in comparison to the total vehicle mass.
Assuming constant inertias implies that the vehicle is a perfectly rigid body, which
is a common first-order modeling approximation. A summary of vehicle data for the
real ATV and the assumed values used in this research’s models are presented in
Table II.
Table II. ATV and Vehicle Model Characteristics
Property ATV [3] Chaser Model Target Model
Mass, kg 20750 (at launch) 19000 (at dock)
Length, m 10.3 10.594 (with docking collars)
Diameter, m 4.48 max 4.48 max 4.48 max
Inertia, kg ·m2 N/A Ixx = 47667, Iyy = Izz = 191810
Propulsion 4 thrusters @ 490 N , 28 @ 220 N none
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2. Chaser Equations of Motion
The next step in generating a chaser vehicle model was to determine the equations
of motion (EOM) that would describe it dynamically. Assuming two-body motion,
that the vehicle was affected only by the gravity of the body it was orbiting and
no other objects, the EOM could be de-coupled into separate nonlinear translational
and rotational equations [43]. This assumption is valid to several decimal places of
accuracy while greatly reducing the complexity of the resulting equations. Thus it
is an assumption that is commonly made in spacecraft simulations. From Ref. [43],
but expressed in first-order vector form here instead of second-order vector form, the
inertial translational EOM for the chaser vehicle are:
R˙c = V c (6.1a)
V˙ c = − µRc(
RTcRc
)3/2 + T cm (6.1b)
The c subscript designates ‘chaser’ vehicle quantities, µ is the gravitational constant
of the body being orbited, m is the mass of the chaser vehicle, T c is the inertial thrust
vector produced by the chaser, Rc is the inertial position vector of the vehicle, and
V c is the inertial velocity vector of the vehicle.
The chaser vehicle’s rotational EOM were affected by the choice of coordinate
frame conventions used in this work. Since the relative motion between the chaser
and target vehicles were described using 3-2-1 Euler orientation angles as discussed
in Chapter II, 3-2-1 Euler angles were also used to describe the inertial vehicle orien-
tations for consistency. The chaser vehicle’s moments of inertia were also affected by
the choice of coordinate frames, because the body-fixed coordinate frame convention
specified in Chapter II was aligned with the principal body axes. This caused the
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chaser inertia matrix to be diagonal [18]:
I =

I11 I12 I13
I21 I22 I23
I31 I32 I33
 =⇒ Ip =

Ixx 0 0
0 Iyy 0
0 0 Izz
 (6.2)
The assumed values of the principal inertias Ixx, Iyy, and Izz for the chaser vehicle are
listed in Table II. Based on the coordinate frame choices for this project, the so-called
Euler rotational EOM had the following form [18] for the chaser vehicle model:
Ψ˙ =
1
cosΘ
[wy sinΦ + wz cosΦ] (6.3a)
Θ˙ =
1
cosΘ
[wy cosΘ cosΦ− wz cosΘ sinΦ] (6.3b)
Φ˙ =
1
cosΘ
[wx cosΘ + wy sinΘ sinΦ + wz sinΘ cosΦ] (6.3c)
w˙x =
(
Iyy − Izz
Ixx
)
wywz +
Lx
Ixx
(6.4a)
w˙y =
(
Izz − Ixx
Iyy
)
wxwz +
Ly
Iyy
(6.4b)
w˙z =
(
Ixx − Iyy
Izz
)
wxwy +
Lz
Izz
(6.4c)
Here, (Ψ,Θ,Φ) are the 3-2-1 Euler angles (yaw, pitch, and roll) describing the chaser
vehicle’s orientation relative to the inertial reference frame; (wx, wy, wz) are the
chaser’s angular velocities expressed in the body-fixed (chaser) frame; (Ixx, Iyy, Izz)
are the principal inertias in the body frame; and (Lx, Ly, Lz) are the body frame
components of the chaser’s applied torque vector.
The chaser vehicle’s EOM contain both thrust and torque terms because the
chaser is assumed to be maneuverable. The chaser is the only one of the two vehi-
cles that maneuvers during the docking; the target is assumed to be in a ’parked’
mode for the duration of the maneuver. However, only limited information about the
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ATV’s propulsion system could be found. This lack of information required several
assumptions by the author to facilitate the creation of a useable chaser propulsion
system model. The next sub-section will describe the resulting model and how it was
generated.
3. Chaser Propulsion System
Several assumptions were required when generating a viable chaser vehicle propul-
sion model for this project since detailed publicly available information about the
ATV’s propulsion system was unavailable. The same number of thrusters with the
same thrust magnitudes were used as the ATV employs, but a thruster configuration
had to be created due to lack of information about the real vehicle’s propulsion sys-
tem. Also, since no details of the ATV Attitude Control System (ACS) were found,
the chaser model’s thrusters were made simultaneously responsible for both transla-
tion and orientation control. This decision greatly increased the thruster firing logic
complexity, but it also eliminated having to model a system for which there was no
available information.
A series of assumptions were made to reduce propulsion system modeling com-
plexity while attempting to retain at least some measure of realism. All chaser ve-
hicle thrusters and engines were assumed to fire at fixed thrust values, in a bang-
off-bang operational concept. No intermediate values of thrust were available from
any thruster. Next, the thruster fuel supply was assumed to be infinite. Therefore,
regardless of the length or complexity of the maneuver commanded, the vehicle was
assumed to always have enough fuel on-board to complete it. Fuel consumption was
also not modeled, so that the weight of the chaser remained constant throughout
the docking maneuver as previously discussed. The thrusters themselves were largely
assumed to be perfect: first, the thrusters were capable of updating themselves as
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rapidly as the docking controller could command them. Next, there was never any
variation in the magnitude or direction of thruster firings. Finally, the thrusters were
assumed to never fail, weaken, or wear out—they would always fire when commanded,
for as long as commanded, at their maximum thrust rating. The only major element
of realism modeled for the thrusters was actuator lag, so that the thrusters always
trailed the on/off commands received from the controller by a set interval of time.
The first task of the propulsion system model was to convert controller commands
into a set of firing commands for specific thrusters. The model decided what thrusters
to turn on and for how long in order to best satisfy the thrust pulse commands
received from the controller (see Chapter V for information about the controller’s
operation). The propulsion system model also checked for redundant thruster firings.
These would occur in two ways: (1) when two thrusters directly opposite each other
and pointed in opposite directions were both simultaneously commanded to fire to
satisfy given controller commands, and (2) when one thruster was commanded to fire
for both position and orientation control at the same time. In case (1), the opposite
firings effectively cancelled out and had no net effect on the vehicle, so both thrusters
were turned off to save fuel. For case (2), the propulsion system model ignored the
shorter of the two commanded thruster pulses and executed the longer one. After
eliminating redundant thruster firings, the propulsion system model then passed along
the simplified commands to the thrusters for execution. This logic was automatically
applied every time the controller specified a thruster firing.
The propulsion model was not particularly high-fidelity. However, enforcing some
rudimentary firing logic and a specific thruster configuration onto the controller did
place some real-world-type constraints on its performance. This ensured at least a
basic level of realism for the experimental tests conducted, since the controller was
not allowed to respond in an ideal and uninhibited way to the modeling errors it
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encountered.
4. Chaser Model Modifications for Controller #2
The second controller evaluated in this research required some modifications to the
just-described chaser vehicle model. While the assumed mass properties remained the
same, the methods of actuation of the vehicle were altered rather significantly. First,
the thrusters were modified to be fixed-time, variable-output rather than variable-
time, fixed-output. As was discussed in Chapter V, this allowed a more traditional
application of the SDLQR control methodology than was used for controller #1.
Because of this change to variable-output thrusters, one additional constraint was
placed on the thrusters to prevent chattering—that of a minimum thrust level. The
controller had to specify a commanded torque of at least 5% of a thruster’s max output
before it would fire. All other parts of the thruster modeling were left unchanged:
there was still a maximum allowed output for each thruster, redundant thrusters were
checked for and eliminated, and actuator lag was modeled as a zero-order hold.
The other actuator modification for the controller #2 chaser model was the
introduction of reaction wheels for rotational control. Reaction wheels are often used
in the space field, particularly on smaller vehicles and satellites, due to their relative
simplicity as control actuators. A reaction wheel consists of a rapidly spinning disk
that is mounted in a fixed position on a vehicle’s structure [32]. Typically, they are
used in sets of at least three (more if redundancy is desired), with each one having a
spin axis co-aligned with one of the vehicle’s principal axes. In order to exert control
over the vehicle, the spin rate of a reaction wheel is altered by applying torque to it
via an electric motor. Thus the motor either speeds the reaction wheel up or slows it
down as desired, and the corresponding change in momentum of the spinning reaction
wheel exerts a net torque on the vehicle to alter its angular rate. The three reaction
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wheels used in the chaser model for controller #2 were scaled-up, simplified models of
a line of reaction wheels manufactured by Honeywell for use on small satellites [44].
The addition of the reaction wheels for attitude control required some modifica-
tions to the rotational equations of motion for the chaser vehicle model, though the
translational EOM remained unchanged. Since the controller was designed to provide
commanded reaction wheel motor torques, the altered rotational EOM were modeled
after those from [45] and are as follows in first-order form:
Ψ˙ =
1
cosΘ
[wy sinΦ + wz cosΦ] (6.5a)
Θ˙ =
1
cosΘ
[wy cosΘ cosΦ− wz cosΘ sinΦ] (6.5b)
Φ˙ =
1
cosΘ
[wx cosΘ + wy sinΘ sinΦ + wz sinΘ cosΦ] (6.5c)
w˙x =
(I ′yy − I ′zz)wywz + J2wz(wy + ν2)− J3wy(wz + ν3) +M1
I ′xx
(6.6a)
w˙y =
(I ′zz − I ′xx)wzwx + J3wx(wz + ν3)− J1wz(wx + ν1) +M2
I ′yy
(6.6b)
w˙z =
(I ′xx − I ′yy)wxwy + J1wy(wx + ν1)− J2wx(wy + ν2) +M3
I ′zz
(6.6c)
ν˙1 = −w˙x − M1
J1
(6.7a)
ν˙2 = −w˙y − M2
J2
(6.7b)
ν˙3 = −w˙z − M3
J3
(6.7c)
Where (Ψ,Θ,Φ) are the 3-2-1 Euler angles (yaw, pitch, and roll) describing the
chaser vehicle’s orientation relative to the inertial reference frame; (wx, wy, wz) are
the chaser’s angular velocities expressed in the body-fixed (chaser) frame; (ν1, ν2, ν3)
are the reaction wheel angular velocities expressed in the same frame;
(
I ′xx, I
′
yy, I
′
zz
)
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are the augmented chaser principal inertias in the body frame where I ′xx = (Ixx− J1)
and so forth; and (M1,M2,M3) are the applied reaction wheel drive motor torques.
The addition of reaction wheels to the chaser model for rotation control certainly
increased the complexity of both the rotationl EOM used and the controller tuning
process required to accomodate them. However, it had the benefit of completely
decoupling the translational and rotational portions of the control problem, thanks
to the particular set of thruster locations used (which was the same for both con-
trollers). This was because the chosen thruster set contributed no net torques on the
chaser vehicle when the translation control jets were active, regardless of which pairs
of thrusters were firing. So, the reaction wheels could operate upon the vehicle’s atti-
tude state unimpeded, while the thrusters no longer had to balance control requests
between two sometimes conflicting interests and could be used solely for translation.
B. Target Vehicle Model
The model for the target vehicle was desired to be as relevant to automated docking
as reasonably possible, just as the chaser vehicle model was. Therefore, the target
model was derived from the ATV as well. The chaser and target vehicle models are
nearly identical, except that the target is assumed to be non-maneuverable during
the docking scenario. Thus, a target vehicle propulsion model was unnecessary and
therefore omitted, making the target vehicle much easier to simulate than the chaser
while still being a relevant dynamical model for an automated docking scenario.
For simplicity, it was assumed that both the nominal mass and nominal inertias
of the target were identical to those of the chaser. They were all assumed to be
constant for the duration of the simulation docking maneuver as well, just as they
were for the chaser. This resulted in a rigid body target vehicle model, which is a
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common first-order modeling assumption. It is notable that the target vehicle mass
really was constant during docking, unlike the chaser vehicle, since the target was non-
maneuvering and not expending fuel. Thus, the constant mass assumption actually
was more valid for the target model than it was for the chaser. The mass, dimensions,
and assumed inertias for the target vehicle model are summarized in Table II, along
with the real ATV’s and the chaser vehicle model’s characteristics.
Since the target vehicle model was dynamically identical to the chaser model, the
equations of motion differ only by the omission of the propulsion terms. Thus, the
inertial translational EOM for the target vehicle in first-order vector form are [43]:
R˙t = V t (6.8a)
V˙ t = − µRt(
RTt Rt
)3/2 (6.8b)
where the t subscript designates ‘target’ vehicle quantities, µ is the gravitational
constant of the body being orbited, Rt is the inertial position vector of the vehicle,
and V t is the inertial velocity vector of the vehicle.
The choices of principal axes for the target body frame and 3-2-1 Euler angles
for expressing the target vehicle’s inertial orientation are identical to the conventions
used in generating the chaser vehicle model. Thus, the rotational EOM for the target
vehicle model [18] are also identical to those of the chaser, except for the omitted
propulsion terms:
Ψ˙ =
1
cosΘ
[wy sinΦ + wz cosΦ] (6.9a)
Θ˙ =
1
cosΘ
[wy cosΘ cosΦ− wz cosΘ sinΦ] (6.9b)
Φ˙ =
1
cosΘ
[wx cosΘ + wy sinΘ sinΦ + wz sinΘ cosΦ] (6.9c)
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w˙x =
(
Iyy − Izz
Ixx
)
wywz (6.10a)
w˙y =
(
Izz − Ixx
Iyy
)
wxwz (6.10b)
w˙z =
(
Ixx − Iyy
Izz
)
wxwy (6.10c)
where (Ψ,Θ,Φ) are the inertial 3-2-1 Euler orientation angles (yaw, pitch, and roll)
of the target vehicle, (wx, wy, wz) are the target vehicle’s angular velocities expressed
in the target body frame, and (Ixx, Iyy, Izz) are the vehicle’s principal inertias in the
body frame.
C. Simulation Development
This section describes how all of the parts of the simulation fit together and are
integrated to form the complete automated docking scenario simulation. The entire
simulation was developed in MatlabTM; this was to allow direct use of the pre-existing
high-fidelity VisNav sensor model described in Chapter III. A top-level schematic of
the docking simulation architecture is shown in Figure 9.
Fig. 9. Docking Simulation Architecture
As shown in the figure, the code simulates two different vehicles in the same
circular orbit around the same planetary body. The chaser is initially some user-
determined distance behind the target vehicle in the orbit, because the simulation as-
sumes that rendezvous and final approach have already occured to obtain the starting
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distance specified by the user. The VisNav sensor model simulates a relative naviga-
tion system on-board the chaser vehicle, while the Kalman filter generates real-time
estimates of the relative velocity and angular velocity between the vehicles from the
VisNav position and orientation estimates. The controller guides the chaser vehicle
model to perform a simulated automated docking maneuver based on the VisNav
and Kalman filter estimates. As this is happening, the simulation separately calcu-
lates truth values at every timestep for all vehicle states and relative states. This set
of truth calculations allows for comparative analysis between the estimates from the
VisNav-Kalman filter system and what was really happening during a simulation run.
Various results graphs can then be plotted and all data (both truth and estimates)
can be saved for future analysis.
The automated docking simulation is a useful tool for docking and proximity
operations analysis. Its partially modular construction could allow for substitution
of different vehicle models, different relative navigation sensor systems, and even of
different controllers as the user desires. The simulation can be easily reconfigured to
accomodate orbits of any size and inclination, about any planetary body for which the
user has characteristic gravitational data. Currently, the simulation’s major limita-
tion is that it contains no modeling of on-orbit disturbances such as gravity-gradient
torques, atmospheric drag, solar radiation pressure, etc. This limits the realism of
its simulated docking scenarios, especially for low altitude orbits. However, even in
these cases the simulation can be a useful first-order modeling tool. With further
development to allow modeling of environmental disturbances, this simulation tool
could be a valuable platform for future research into spacecraft docking and proximity
operations.
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CHAPTER VII
EXPERIMENT DESIGN
This chapter defines the experiment used to evaluate the performance of the auto-
mated docking system formulated in previous chapters. The docking system, which
includes a docking controller, the VisNav relative navigation sensor, and the inte-
grated Kalman filter velocity & angular rate estimator, was analyzed through a series
of tests. The tests were performed using the docking simulation described in Chapter
VI as the experimental testbed. First, the docking system was exercised in nominal
conditions, absent any other sources of error aside from the VisNav and Kalman filter
sensor noise. These nominal runs established a baseline of comparison for further
parametric tests. Additional test cases were then performed to evaluate the nominal
system’s closed-loop docking performance under four types of modeling uncertainty:
chaser vehicle mass modeling errors, uncertainty in the chaser vehicle moments of
inertia, variation in the docking scenario’s relative starting position, and variation in
the chaser’s initial attitude relative to the target vehicle. The questions answered by
the experiment were:
1. What are the docking system’s precision and accuracy characteristics in nominal
operating conditions?
2. Does docking controller performance degrade due to vehicle modeling uncer-
tainties, such as mass errors or errors in the moments of inertia?
3. How robust is the controller with respect to initial condition errors such as
variation in the relative starting position or relative initial attitude of the chaser?
4. If the controller’s performance robustness is less than desired for the types of un-
certainty considered, then what modifications should be made to the controller
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to improve its performance robustness?
The automated docking scenario used for all of the experimental test cases is
presented in Section A, along with docking success criteria and other considerations.
Section B describes the docking controller tuning criteria. Finally, Section C defines
the specific test cases used in the experiment to evaluate each of the two controllers
considered.
A. Automated Spacecraft Docking Scenario
The automated docking scenario used for this experiment was in lunar orbit. The
baseline orbit was circular, at an altitude of 400 kilometers and an inclination angle of
30 degrees. The simulation contained only a first-order approximation of the orbital
environment, so no environmental disturbances were modeled. Therefore, the orbit
did not vary or degrade over time. The target and chaser vehicles were both initially
placed in the same orbit, with the chaser assigned to a nominal relative starting
position 50 meters behind the target vehicle. The target vehicle was non-maneuvering
and therefore never deviated from the baseline orbit. The chaser was commanded by
the docking controller to maneuver in order to achieve a successful docking if it
was possible to do so. For each docking attempt, the simulation ended either when
the along-track (x) distance between the vehicles reached zero, or when the total
distance between the vehicles became less than one centimeter. The final conditions
at simulation conclusion were then evaluated to determine the success or failure of
the attempt.
Docking success or failure was based on four factors: (1) the final relative position
error between the two vehicles, (2) the final relative velocity between them, (3) the
final relative attitude between them, and (4) the total time required for the maneuver.
72
These factors were evaluated as follows:
• The final total position error was calculated using the expression
position error =
√
x2 + y2 + z2 (7.1)
in the coordinate system that Chapter V established for the docking scenario.
For controller #1, the total position error had to be less than twenty centimeters
for a docking attempt to be a success. An electromagnetic docking mechanism
was assumed, so the mechanism was considered capable of drawing the chaser
vehicle the rest of the way into contact with the target at that distance based
on the performance of the Russian Progress docking system [7]. For controller
#2, the total position error was required to be less than ten centimeters for a
docking attempt to be successful. This was well within the capabilities of the
assumed Progress-like docking system.
• To prevent damage to either vehicle at contact, the final relative velocity was
constrained below a threshold value δ as discussed in Chapter V. The required
value of δ was chosen to be ten centimeters per second, so that:√(
v2x + v
2
y + v
2
z
)
< δ ; δ = 10.0 cm/s (7.2)
where vx, vy, and vz were the relative velocity components of the chaser vehicle
with respect to the target vehicle. Therefore, final relative velocity magnitude
had to be slower than ten centimeters per second for a docking attempt to
be considered a minimum success. However, note that a “preferred” criteria
value of five centimeters per second was also established for the final velocity
constraint; an attempt improving upon this preferred value was considered to
have excelled at this criteria.
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• To help minimize the torques on the two vehicles at contact, the final relative
attitude of the chaser with respect to the target was constrained. At final
docking, the chaser relative attitude in 3-2-1 Euler angles was constrained to a
maximum value of 2.0 degrees on each axis:
θi < κi; κi = 2.0 deg/s (7.3)
Just as for final velocity, a preferred criteria was also established for the final
attitude; a run that excelled at this criteria would need to have met a constraint
of only 1.0 degree on each axis.
• Total docking maneuver time was constrained to ensure that the entire scenario
was conducted at a realistic pace compared to real-world docking maneuvers.
For realism, the target maneuver completion time was chosen to be ten minutes.
As specified in Chapter V, the maneuver time was allowed to vary from the
target completion time by an amount ;  was selected to be 30 seconds:
|(tfinal goal − tfinal)| <  ;  = 30.0 seconds (7.4)
Therefore, a docking attempt had to take at least nine and one-half minutes to
complete, while not requiring more than ten and one-half minutes to finish, for
the attempt to be considered a success.
B. Docking Controller Tuning Criteria
The docking controller was tuned by iteratively adjusting the weighting matrix Q
introduced in Section B of Chapter V. The matrix was adjusted based on the time-
domain performance of the closed-loop docking system so that it could meet the
previous section’s criteria for a successful dock 100% of the time in nominal conditions.
74
Once a candidate tuning was found, its ability to meet the 100% nominal success rate
requirement was verified through extensive simulation. The tuning that gave the best
overall performance in nominal conditions was then chosen for use in the experimental
tests.
C. Closed-Loop Evaluation of Controller Performance
Table III. Simulation Test Cases, Controller #1
Test Case Property Tested Distribution Variation from Nominal
Case 1 Chaser mass Uniform max = ±15%
Case 2 Chaser inertias Uniform max = ±15%
Case 3 Start Position Gaussian σ = 5%
The performance of the automated docking system using each controller was
evaluated via a series of simulation runs under different conditions. For both con-
trollers, the scenario described in Section A was first run under nominal conditions
to build a basis of comparison for the other test cases. Then, the simulation was
run through the off-nominal cases to see how well the docking system handled that
particular type of disturbance.
For controller #1, each of the test cases, including the nominal case, was run
twenty times apiece. At initialization for each of the off-nominal runs, a value for the
property of interest was selected using a pseudo-random number generator adjusted
to the proper range and distribution of values for that test case. The run was then
conducted and its results were recorded so that performance comparisons could be
made when all tests concluded. A summary of the off-nominal cases used for eval-
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uation of controller #1 is provided in Table III. Note that controller #1 was not
evaluated against an initial relative attitude variation case, which is why such a case
does not appear in the table.
For controller #2, the evaluation was performed with “extremal” cases only; af-
ter a candidate tuning was verified to work repeatably for the nominal case, it was
subjected to a series of runs that evaluated its performance against only the maxi-
mum and minimum values used for each off-nominal case for controller #1. However,
controller #2 was also subjected to test cases covering initial relative attitude vari-
ation, unlike controller #1. A summary of the twelve test cases that were used to
evaluate controller #2 is provided in Table IV.
The final experimental results for both controllers will be presented in the next
chapter.
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Table IV. Simulation Test Cases, Controller #2
Test Case Property Tested Variation from Nominal
Case 1 Start Position +15%
Case 2 Start Position −15%
Case 3 Chaser inertias Ixx = +15%, Iyy = +15%, Izz = +15%
Case 4 Chaser inertias Ixx = −15%, Iyy = −15%, Izz = −15%
Case 5 Chaser inertias Ixx = +15%, Iyy = −15%, Izz = −15%
Case 6 Chaser inertias Ixx = −15%, Iyy = +15%, Izz = +15%
Case 7 Init. Rel. Attitude Ψ = +7.5◦,Θ = +7.5◦,Φ = +7.5◦
Case 8 Init. Rel. Attitude Ψ = −7.5◦,Θ = −7.5◦,Φ = −7.5◦
Case 9 Init. Rel. Attitude Ψ = +7.5◦,Θ = −7.5◦,Φ = −7.5◦
Case 10 Init. Rel. Attitude Ψ = −7.5◦,Θ = +7.5◦,Φ = +7.5◦
Case 11 Chaser mass +15%
Case 12 Chaser mass −15%
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CHAPTER VIII
NUMERICAL EXAMPLES
The performance of the spacecraft docking controllers described in Chapter V was
evaluated through a series of tests. This was accomplished by implementing each
controller in the automated docking simulation from Chapter VI, then putting each
one through the experimental test plan assigned to it as defined in the previous
chapter. The results of these tests are presented here.
The organization of this chapter is as follows: the results from controller #1 are
presented in Section A, with the results from each test case performed on it presented
in sub-sections. The overall results for controller #1 are summarized in the final sub-
section of Section A. The results from controller #2 are presented in Section B, with
the results of all of its test cases also in sub-sections. The summary of the controller
#2 results are presented in the final sub-section of Section B.
A. Results for Controller #1
1. Test Case 1: Nominal Conditions
The nominal docking case is an automated spacecraft docking maneuver performed
with sensor noise being the only disturbance present. The sensor noise is the result
of the VisNav sensor model and the Kalman filter velocity estimator being included
in the simulation loop. All chaser vehicle properties such as mass and moments of
inertia, as well as relative starting position of the maneuver with respect to the target
vehicle, retain their nominal values for the duration of each nominal simulation run.
An example of the relative trajectory flown by the chaser during a successful
controller #1, Test Case 1 simulation run is shown in Figure 10. The trajectory is
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expressed in target frame coordinates, in accordance with the convention chosen to
describe the automated docking maneuver for this work in Chapter V. The chaser
vehicle is initially at position (−50, 0, 0) meters in this coordinate system, and it
steadily closes the distance to the target vehicle’s constant position near (0, 0, 0)
meters.
Fig. 10. Docking Maneuver Relative Trajectory, Test Case 1
The chaser vehicle’s relative position, orientation, and rate states during the
example Test Case 1 docking maneuver are shown in Figure 11. Note that the vehicle
moves steadily towards the target in the along-track or x direction, while drifting
slightly towards negative z. Once the z-direction drift reaches a critical threshold,
the propulsion system reacts to correct it back toward zero as the maneuver continues.
Throughout the maneuver, even during the z correction, the controller successfully
maintains the orientation and angular velocity states very near their initial values of
zero. Finally, the position states all converge to zero as well and docking occurs at
601.56 seconds of elapsed simulation time, with a final total position error of less than
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1.0 centimeter.
Figure 12 shows a plot of the magnitude of the chaser vehicle’s total relative
velocity vector versus time for the Test Case 1 example maneuver. Inspection of the
figure shows that the total velocity magnitude was well-constrained throughout the
maneuver, ensuring that the vehicle proceeded at a suitably slow velocity at all times.
The final velocity magnitude is approximately 8.8 centimeters per second, verifying
that the relative velocity at contact between the vehicles occurred slower than the
desired velocity limit of 10 centimeters per second.
The chaser vehicle’s propulsion system activity during the Test Case 1 example is
depicted in Figure 13. As the figure illustrates, the beginning of the maneuver features
a period of heavy activity for the x-axis thrusters, causing the vehicle to begin closing
the along-track distance to the target. Once sufficient forward momentum has been
accrued to achieve the maneuver time performance criteria, while not exceeding the
maximum velocity criteria, the x thrusters cease their activity and the vehicle coasts
for a time. Then, as the vehicle begins to drift off-track in the z-direction, the z-axis
thrusters fire briefly to correct its course. Finally, the z thrusters shut off, and the
vehicle completes the maneuver by coasting to the target. It is interesting to note
that y thruster firings are never required at any time during this particular docking
scenario.
An enlarged view of the thruster firing history plot is provided in Figure 14. This
image illustrates the pulsed nature of the propulsion system’s applied thrust. Recall
from Chapter V that the control system operates by specifying thruster pulse lengths.
The propulsion system then translates these commanded pulse lengths into thruster
activity as described in Chapter VI. This results in the actual behavior depicted in
the figure, where the thrusters fire only intermittently while resting the majority of
the time. It should be noted that while only x-axis thruster activity has been enlarged
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Fig. 11. Chaser Vehicle Relative States, Test Case 1
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Fig. 12. Total Relative Velocity Profile, Test Case 1
for brevity, the same pulsing behavior occurs in all thrust system axes.
Figure 15 presents the relative navigation estimation accuracy of the VisNav
sensor and integrated Kalman filter during the example Test Case 1 dock. The
estimate errors for all position and orientation states are quite large initially, even
lying far outside the 3-σ error bounds for each state. However, at close range the
estimation errors all converge neatly within the 3-σ error bounds (except for Ψ, the
relative yaw angle). This estimate error behavior is primarily due to the VisNav
sensor’s calibration being range-dependent. Using the current calibration methods,
the technician must choose which part of the sensor’s operating range the calibration
will optimize. When forced to choose, it makes sense to specify the greatest sensor
accuracy at close range for docking applications. Thus, VisNav is currently calibrated
so that its best performance during docking maneuvers is at an operating range of
about 10 meters or less.
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Fig. 13. Chaser Vehicle Thrust Profile, Test Case 1
Fig. 14. Chaser Vehicle Thrust Enlarged, Test Case 1
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Fig. 15. VisNav & Kalman Filter Estimation Error, Test Case 1
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Note how the velocity 3-σ error bounds all appear to be much wider than nec-
essary. This is a result of the tuning chosen for the Kalman filter. In an effort to
mitigate the effects of the range dependent calibration on the estimate accuracies, the
filter was tuned to increase its error bounds in the position and orientation states. A
side effect of this is that it was very conservative in assigning the velocity state error
bounds, resulting in the bounds being overly wide. However, when comparing the
actual estimates to the real velocity and angular velocity values, it is interesting that
its estimates are actually far better than the filter itself considered them to be.
Fig. 16. Final Position Error Results Summary, Test Case 1
Overall, the performance of VisNav and the integrated Kalman filter was deemed
satisfactory in nominal conditions. While the position and orientation errors were
large initially, the estimates converged very nicely at close range so that the con-
troller was able to affect docking without difficulty. Also, the velocity estimates were
very accurate in spite of the Kalman filter being almost overly conservative; this too
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enabled successful docking thanks to reliable information.
Fig. 17. Final Time Error Results Summary, Test Case 1
As specified in the experimental test plan developed in Chapter VII, twenty
simulation runs were performed for Test Case 1 to build a baseline for comparison with
the other test cases. The results of the nominal test runs are shown in Figures 16, 17,
and 18, which summarize how each of the twenty runs performed with respect to
the design criteria in final position error, final time error, and final total velocity
respectively. Notice that all twenty runs are considered successful docks because
they meet the minimum design criteria. Nine of the runs also meet the additional
‘preferred’ standards in final position error and final time error. These results will
be further analyzed in the context of the experimental results for controller #1 as a
whole in Sub-section 5.
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Fig. 18. Final Total Velocity Results Summary, Test Case 1
2. Test Case 2: Chaser Mass Variation
Test Case 2 for controller #1 involved performing the same automated spacecraft
docking maneuver as for the nominal case, except that chaser vehicle mass modeling
uncertainty was introduced into the scenario, in addition to the sensor noise that was
present in Test Case 1. As prescribed in Chapter VII, the mass of the chaser for each
Test Case 2 run was randomly varied by up to ±15% of the nominal value according
to a uniform distribution. At the beginning of each test run, a value for the chaser
mass was generated; the selected value was then held constant for the entirety of
that run. All other scenario parameters such as chaser vehicle moments of inertia
and relative starting position of the maneuver retained their nominal values in Case
2 tests.
An example relative trajectory from a successful Test Case 2 simulation run is
shown in Figure 19. The trajectory is again expressed in target frame coordinates
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Fig. 19. Docking Relative Trajectory, Test Case 2
as Chapter V conventions specify. As in Test Case 1, the chaser vehicle begins the
docking maneuver at (−50, 0, 0) meters relative to the target vehicle, and concludes
its motion with a successful dock to the target vehicle.
Figure 20 presents the chaser vehicle relative state information from the example
Test Case 2 docking maneuver. The graphs appear nearly identical to those for the
nominal case, with similar behavior in all states. The same drifting phenomenon
again occurs in the z-position state as the vehicle proceeds towards the dock, until
the propulsion system again corrects it back to zero with a small amount of overshoot.
Eventually, all of the states converge to zero at the same time, causing a successful
dock to occur at simulation time 600.97 seconds with a final position error of about
5 centimeters.
The time history of the chaser vehicle’s total relative velocity magnitude for the
example Test Case 2 dock is shown in Figure 21. This graph also appears very similar
to the one for the nominal docking maneuver; the velocity was well constrained as
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Fig. 20. Chaser Relative States, Test Case 2
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for the nominal case, and the final velocity at dock was again approximately 8.8
centimeters per second. Since the desired velocity limit for successful dock was 10
centimeters per second for all cases, this example Case 2 run met the final velocity
criteria for a successful dock.
Fig. 21. Total Relative Velocity, Test Case 2
Figure 22 illustrates the chaser vehicle propulsion system activity that resulted
in the successful dock in Test Case 2. As seen in the figure, the maneuver features
a similar thrust profile as for Test Case 1: a initial period of heavy activity for the
x-axis thrusters, followed by a long coast with no propulsion; a brief z-axis thruster
firing to correct vehicle drift in the middle of the maneuver; and a second coast to
the completion of the maneuver. Again, the y-axis thrusters are never used during
the Test Case 2 example dock. Also, the thruster firings shown are still of a pulsed
nature like they were for the nominal case, in which the thrusters were inactive most
of the time while firing only intermittently. Thus, the maneuver was very fuel efficient
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while still satisfactorily accomodating an off-nominal chaser mass value with nearly
200 kilograms error in its value (nominal is 19,000 kg, while the run shown used a
chaser mass value of 19,194 kg).
Fig. 22. Chaser Thrust Profile, Test Case 2
The VisNav sensor and integrated Kalman filter estimator performance for Test
Case 2 is presented in Figure 23. Similar to the Test Case 1 example, the estimate
errors for all position and orientation states are initially far outside the 3-σ error
bounds for each state. However, the near-range errors again generally converge to
well within the 3-σ error bounds except for relative yaw angle. Thus, the range-
dependent VisNav sensor calibration affected the estimates for Test Case 2 in a similar
way as it did the nominal case estimates. This makes sense based on how similar the
trajectory flight paths are for the two cases, and it suggests that the calibration range
dependency effects on the estimate errors might be predictable and consistent even
in the presence of relative dynamics modeling uncertainty.
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Fig. 23. VisNav & Kalman Filter Estimation Error, Test Case 2
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Overall, VisNav and the integrated Kalman filter exhibited satisfactory perfor-
mance in Test Case 2 simulation runs. The position and orientation estimates con-
verged from their large initial errors to much more acceptable errors at close range,
enabling the controller to effect docking without difficulty. In addition, though the
velocity estimates from the Kalman filter were again overly conservative as they were
in nominal conditions, they still proved to be very accurate by comparison to the
truth values. This too helped to facilitate successful Test Case 2 docking.
Fig. 24. Final Position Error Results Summary, Test Case 2
Twenty simulation runs were performed for Test Case 2 in order to evaluate the
docking controller’s performance robustness with respect to chaser mass modeling
uncertainty. The results of these runs are summarized in Figures 24, 25, and 26, which
illustrate how each of the runs performed with respect to the design criteria in final
position error, final time error, and final total velocity respectively. Mass uncertainty
was found to affect docking reliability somewhat, though not to an insurmountable
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Fig. 25. Final Time Error Results Summary, Test Case 2
Fig. 26. Final Total Velocity Results Summary, Test Case 2
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extent, as evidenced by seventeen of the twenty runs resulting in successful docks. In
fact, the three unsuccessful runs all had chaser mass values near the extremes of the
mass uncertainty range tested, yet they all still achieved success according to two out
of three categories each. This is an encouraging result. Sub-section 5 will contain
further analysis of the Test Case 2 results in the context of the entire controller #1
portion of the experiment.
3. Test Case 3: Chaser Inertias Variation
Fig. 27. Docking Relative Trajectory, Test Case 3
Controller #1 Test Case 3 evaluated the docking controller’s robustness to chaser
vehicle moments of inertia modeling uncertainty in the presence of sensor noise. The
scenario used was the same as the nominal case, except for the values of the moments
of inertia. The three principal chaser moments of inertia were each randomly varied
by up to ±15% of their nominal values for each simulation run as prescribed in the
experimental test plan presented in Chapter VII. At the beginning of each test run,
values for each of the moments of inertia were individually selected according to a
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uniform distribution. The selected values were each then held constant for the entirety
of that run. All other scenario parameters such as chaser vehicle mass and maneuver
relative starting position retained their nominal values for all Case 3 tests.
The relative trajectory traversed by the chaser vehicle from an example Test
Case 3 simulation run is presented in Figure 27; the trajectory is in target frame
coordinates as was standard for this project. Since relative starting position was held
constant at its nominal value for this case, the maneuver began at (−50, 0, 0) meters
relative to the target vehicle and concluded in a successful dock when contact was
made with the target vehicle near (0, 0, 0) meters.
Fig. 28. Total Relative Velocity, Test Case 3
Figure 28 shows a plot of the chaser vehicle’s total relative velocity magnitude
versus time for the example Test Case 3 dock. It is evident by inspection that the
total velocity had similar general behavior in this example as it did for both the nom-
inal case and the mass variation case. The total velocity remained slower than the
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maximum allowable final velocity at all times, including when contact between the
vehicles occurred. The total relative contact velocity was approximately 8.8 centime-
ters per second, just as it was for the previous two cases. Thus, the example Test
Case 3 run shown here met the final velocity criteria for a successful dock.
Fig. 29. Chaser Thrust Profile, Test Case 3
The chaser vehicle thruster activity during the Test Case 3 example maneuver
is shown in Figure 29. As expected after seeing the total relative velocity plot, the
thrust profile is similar to the nominal and mass variation cases. It features a similar
initial period of heavy x-axis thruster activity, followed by a relatively long period of
coasting, then a brief z-axis thruster firing to correct vehicle drift, and a final coast
until contact is made with the target vehicle to complete the maneuver. Notice that
the y-axis thrusters are again never used during this example dock, just as for the first
two cases. Although it is not quite clear in the figure, the thruster firings shown are of
a pulsed nature just as the others were; the thrusters fired only intermittently while
97
Fig. 30. Chaser Relative States, Test Case 3
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being inactive most of the time. In summary, the variation in the chaser moments of
inertia appeared to have little if any effect on the thrust profile of the vehicle. This
is due to the relatively simple docking maneuver performed, which does not require
excessive thrusting. If the thrusters were more active, the modeling errors would show
greater effects on the system performance.
Figure 30 displays the behavior of the chaser vehicle’s relative position, orienta-
tion, and rate states during the Test Case 3 example dock. Each of the graphs are
similar to their counterparts from the example nominal and mass runs. The same z-
position state drifting phenomenon occurs again while the vehicle proceeds smoothly
towards the target in the positive x-direction, until the propulsion system corrects it
back towards zero as it did in the previous cases. The orientation states are again
well-behaved as before, never appearing to stray much from zero. Finally, all of the
states converge as desired, so that the chaser successfully docks in 601.56 seconds
with a final position error of less than 1.0 centimeter.
The VisNav sensor and integrated Kalman filter estimator performance results
for the Test Case 3 example dock are presented in Figure 31. The performance is
apparently identical to the nominal case, with the estimate errors for all of the states
beginning far outside of the 3-σ error bounds; most of the states then converge at near
range to well within the 3-σ bounds. As before, this is due to the range-dependency
of the VisNav sensor calibration. However, since the controller was again able to
effect docking without difficulty just as in the previous cases, thanks to the good
convergence of the errors at close range, one can conclude that the VisNav sensor
performance overall was satisfactory. Also, although the Kalman filter’s velocity
estimates again seemed overly conservative based on the width of their 3-σ bounds,
just like the previous two Test Cases, the estimates themselves were accurate enough
to help and not hinder the docking controller. Therefore, the integrated Kalman
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Fig. 31. VisNav & Kalman Filter Estimation Error, Test Case 3
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filter’s performance in the Case 3 tests was deemed satisfactory.
Fig. 32. Final Position Error Results Summary, Test Case 3
Test Case 3 consisted of twenty simulation runs as specified in the experimental
test plan from Chapter VII. The purpose of this set of tests was to evaluate the
docking controller’s performance robustness with respect to uncertainty in modeling
the chaser moments of inertia. Test Case 3 results are summarized in Figures 32, 33,
and 34. These figures illustrate how each of the runs performed with respect to the
design criteria in final position error, final time error, and final total velocity respec-
tively. By comparing the graphs to those from the nominal case, it is apparent that
moment of inertia modeling uncertainty does not significantly affect the controller’s
performance for the specified docking scenario. This is a somewhat surprising result
that might not fully generalize to more complicated docking maneuvers or starting
position arrangements; however, for the scenario of present interest this discovery is
strongly positive. Sub-section 5 will contain further analysis of the Test Case 3 results
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in context with the rest of the controller #1 portion of the experiment.
Fig. 33. Final Time Error Results Summary, Test Case 3
4. Test Case 4: Starting Position Uncertainty
Test Case 4, the final case for controller #1, evaluated the performance robustness of
the docking controller with respect to maneuver starting position uncertainty. The
scenario used was otherwise the same as the nominal case; there was also sensor noise
present during the test runs. As specified in the Chapter VII experimental test plan,
the chaser vehicle’s relative starting position was randomly selected for each run using
a Gaussian pseudo-random number generator. The output of the generator was then
scaled so that its mean was the nominal starting position value of 50 meters. The
generator’s standard deviation was adjusted to be 5% of the nominal position, or 2.5
meters. All other scenario parameters such as chaser vehicle mass and chaser vehicle
moments of inertia were held constant at their nominal values for the duration of all
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Fig. 34. Final Total Velocity Results Summary, Test Case 3
Test Case 4 runs.
The relative trajectory of an example Test Case 4 simulation run is shown in Fig-
ure 35. As it was for all other cases, the trajectory is expressed here in target frame
coordinates. However, since relative starting position was the parameter being evalu-
ated in this Test Case, the maneuver did not begin at a fixed position for each run as
for the other tests. For the example shown, the starting position was at approximately
(−49.90, 0, 0) meters relative to the target vehicle, and concluded in a successful dock
when contact was made with the target vehicle in the near neighborhood of (0, 0, 0)
meters.
Figure 36 presents the time history of the chaser vehicle’s total relative velocity
magnitude for the Test Case 4 docking example. There are clear similarities between
this graph and the total velocity plots from the previous cases. For example, the
total relative velocity was less than the maximum allowable final velocity throughout
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Fig. 35. Docking Relative Trajectory, Test Case 4
the maneuver, just as it was for each of the previous plots. Docking between the
vehicles also occurred at a similar relative velocity as for the other cases—here, the
total relative contact velocity was approximately 8.6 centimeters per second, which
was slightly slower than in the previous examples. Thus, the end result for Case 4
was also the same as for the other cases, in that it met the total relative velocity
criteria for a successful dock.
Figure 37 illustrates the chaser vehicle’s thruster activity during the example Test
Case 4 maneuver. The thrust profile is seen to be qualitatively similar to the thrust
profiles of the previous cases. There was a similar period of heavy x-axis thruster
activity in the initial stages of the maneuver, followed by a coasting period. Then, the
z-axis thrusters briefly fired to correct vehicle drift in that axis. Finally, the vehicle
returned to coasting until successfully docking with the target vehicle at maneuver
completion. Notice that just as for the other cases, the y-axis thrusters were never
used during the Case 4 example maneuver. Thus, the qualitative appearance of the
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Fig. 36. Total Relative Velocity, Test Case 4
chaser vehicle’s thrust profile shows little effect due to variations in the parameter
investigated in this Test Case.
Time histories of the chaser vehicle’s relative position, orientation, and rate states
are displayed in Figure 38 for the Test Case 4 example dock. These graphs are
again similar in general appearance to those from the previous cases: the vehicle
drifts towards negative zin position while proceeding smoothly towards the target in
the positive x-direction. Eventually, the z-axis drift is corrected by the propulsion
system once it reaches a triggering threshold value, and the orientation states again
never appear to stray much from the near zero region. However, even though this
run appears similar to the other examples and was a successful dock, it was not as
desirable of a docking attempt. The final chaser position error was approximately
19.8 centimeters, and docking did not occur until 614.31 seconds of simulation time
had elapsed; both of these conditions clearly show a greater amount of error than the
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Fig. 37. Chaser Thrust Profile, Test Case 4
other test cases did.
Figure 39 shows the VisNav sensor and integrated Kalman filter performance re-
sults for the Test Case 4 example maneuver. The performance is apparently identical
to the previous cases, with the initial estimate errors for all states lying far outside
the 3-σ error bounds. Most of the states then converge at near range to well within
the 3-σ bounds. As before, this is due to the range-dependent VisNav sensor calibra-
tion method currently employed. However, the errors exhibited identical close range
convergence characteristics to the previous examples. Thus, one can conclude that
the VisNav sensor performance for this case was satisfactory overall. By inspecting
the velocity graphs, it seems that the Kalman filter’s velocity estimates were again
overly conservative. However, the estimates themselves were just as accurate as for
the other cases. Therefore, the integrated Kalman filter’s performance in the Test
Case 4 simulation runs was deemed satisfactory as well.
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Fig. 38. Chaser Relative States, Test Case 4
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Fig. 39. VisNav & Kalman Filter Estimation Error, Test Case 4
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Fig. 40. Final Position Error Results Summary, Test Case 4
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Twenty simulation runs were performed to fulfill the Test Case 4 test plan speci-
fied in Chapter VII. The purpose of these tests was to evaluate the docking controller’s
performance robustness with respect to relative starting position uncertainty. Figures
40, 41, and 42 illustrate how each of the runs performed with respect to the design
criteria in final position error, final time error, and final total velocity respectively. As
displayed in the figures, the controller’s performance is very start position dependent:
only one attempt was successful, and even relatively small percentage variations from
the nominal led to complete failure to meet docking success criteria. This is due to
the tuning of the controller gains. The controller as designed is very fuel efficient
because the gains are very small, resulting in low thruster activity levels. However,
while this results in excellent performance in nominal conditions, the controller has
a reduced ability to reject large disturbances such as those resulting from starting
position errors. Thus, it must be concluded that the controller as tuned is non-robust
to initial starting position uncertainty. The next sub-section contains further analysis
of the Test Case 4 results in the context of the rest of the controller #1 portion of
the experiment.
5. Summary of Results
This section presents the full results of the experimental test plan used to evaluate
automated spacecraft docking controller #1. Successful docking was demonstrated
at least once for each of the test cases run, each of which evaluated the controller’s
performance robustness to one parameter in addition to sensor noise. The VisNav
sensor and integrated Kalman were found to perform satisfactorily for all test cases,
especially in the near range region. It does not appear that their performance made
a significant impact upon whether or not the controller was able to dock, since the
estimate errors were very similar for all runs whether docking occurred or not.
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Fig. 41. Final Time Error Results Summary, Test Case 4
Fig. 42. Final Total Velocity Results Summary, Test Case 4
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The experimental results from the different test cases can be generally summa-
rized as follows:
• In nominal conditions, consisting of sensor noise only, the controller was suc-
cessful on every attempt. Nearly half of the time it achieved the more stringent
‘preferred’ docking standards.
Fig. 43. Parameter Variation & Docking Result Summary, Test Case 2
• Chaser mass modeling uncertainty did affect docking success somewhat. As
shown in Figure 43, the greater the modeling error, the greater the likelihood
of failure. However, overall docking success for this case was still 85%, and the
only failed attempts were for mass errors of greater than ±10.5%, or ±2000
kilograms. Thus, one can conclude that within a reasonably large error region,
the docking controller is robust to mass modeling uncertainty.
• Chaser moment of inertia modeling uncertainty did not affect docking success
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Fig. 44. Parameter Variation & Docking Result Summary, Test Case 3
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for the specified scenario. Figure 44 shows that the controller was successful
for every attempt, even though the randomly chosen inertia values covered
the entire test range of ±15% of nominal. Though this result might not fully
generalize to more complicated docking maneuvers or starting conditions, it
demonstrates that the VisNav-Controller system is a promising candidate for
the scenario for which it was designed.
Fig. 45. Parameter Variation & Docking Result Summary, Test Case 4
• The controller as tuned is not robust to initial starting position uncertainty.
Only one docking attempt was successful, and Figure 45 illustrates the con-
troller’s inability to compensate for even relatively small percentage errors in
initial position. The controller gains are simply too small to adequately com-
pensate for starting position uncertainty. The controller should be re-tuned for
better performance robustness with respect to initial starting position errors.
The test case simulation run results are further summarized in Table V. The
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mean and standard deviation for each test case is presented to illustrate the con-
troller’s precision and accuracy for the various test cases. Notice that the means and
standard deviations for the different final errors are very tightly grouped for all of
the cases except for position variation. This reinforces the notion of the controller’s
sensitivity to this parameter, since relatively small changes in initial position led to
much more widely varied final conditions than for the other cases.
Table V. Docking Test Cases Results Summary, Controller #1
Test Case Nominal Case Mass Var. Inertia Var. Position Var.
Runs 20 20 20 20
Successful Docks 20 17 20 1
Position Error µ = 8.82 µ = 8.42 µ = 6.50 µ = 1551.6
(centimeters) σ = 6.616 σ = 5.973 σ = 6.820 σ = 1971.5
Time Error µ = 1.51 µ = 5.22 µ = 1.75 µ = −20.25
(seconds) σ = 2.627 σ = 19.50 σ = 2.193 σ = 101.6
Final Velocity µ = 8.81 µ = 8.77 µ = 8.81 µ = 8.04
(cm/s) σ = 0.040 σ = 0.276 σ = 0.033 σ = 4.300
In order to determine over what range of starting position values the controller
could successfully dock, additional start position variation tests were conducted after
the test plan was concluded. Through a series of test runs in which the starting
position was manually varied, it was determined that the controller could successfully
dock for starting positions of approximately 49.90 meters to about 50.25 meters, or
−0.2% to +0.5% of nominal. This is obviously much too small of an operational
range for practical applications, so further work is required to improve controller
#1’s robustness to starting position uncertainty.
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B. Results for Controller #2
1. Nominal Conditions
Just as it was for controller #1, the nominal case for controller #2 is an automated
spacecraft docking maneuver performed with the only disturbance being sensor noise.
(Recall that this noise is the result of the VisNav sensor model and the Kalman filter
rate estimator that are part of the docking system.) As before, all chaser vehicle
properties such as mass and moments of inertia, as well as chaser relative starting
position and relative initial attitude, retain their nominal values for the duration of
the nominal simulation run.
Fig. 46. Chaser Relative Trajectory, Nominal Case
The chaser’s relative trajectory in target frame coordinates for the nominal case
is shown in Figure 46. As it should be, the chaser vehicle is initially at position
(−50, 0, 0) meters in this coordinate system, and it steadily closes the distance to
116
the docking point at (0, 0, 0) meters. The nominal trajectory is much smoother when
using controller #2 than it was with controller #1.
Fig. 47. Chaser Relative Position & Velocity, Nominal Case
The chaser vehicle’s relative position, orientation, and rate states during the
controller #2 nominal maneuver are shown in Figures 47 and 48. Note the smooth
behavior of the vehicle in the along-track (x) direction, which follows very closely
the proscribed spline curve it was commanded to follow. Position components y and
z and their derivatives are also nicely constrained during the maneuver. The 3-2-1
Euler orientation angles of the vehicle smoothly converge as commanded from their
given ±3◦ initial conditions, also closely following the desired “paths” commanded
by the controller. The angular velocity states show the effect of the torques exerted
117
Fig. 48. Chaser Relative Orientation & Attitude Rate, Nominal Case
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by the reaction wheels to bring the attitude to zero, but remain satisfactorily small
throughout in spite of that. The final total position error of 6.71 cm is well below the
requirement for a successful dock, as are the final attitude errors of 0.01, -0.19, and
0.19 degrees respectively in yaw, pitch, and roll. Finally, the docking was completed in
600.29 seconds of elapsed simulation time, also easily exceeding the time requirement
for success.
Fig. 49. Relative Velocity Magnitude Profile, Nominal Case
Figure 49 shows the time history of the chaser vehicle’s total relative veloc-
ity magnitude during the nominal maneuver. It is evident that the total velocity
magnitude was well-constrained throughout the maneuver, ensuring that the vehicle
proceeded at a suitably slow velocity at all times. The velocity magnitude at docking
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Fig. 50. Chaser Thrust Profile, Nominal Case
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Fig. 51. Wheel Speeds & Motor Torques, Nominal Case
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is approximately 1.06 centimeters per second, verifying that the relative velocity at
contact between the vehicles easily was well slower than the desired velocity limit of
10 centimeters per second. It also easily cleared the “preferred” criteria of 5 cm/s, as
did the attitude angles previously discussed; thus, the nominal case is considered an
“exceptional” run (for passing all preferred criteria).
Fig. 52. Position & Velocity Estimate Errors, Nominal Case
The chaser vehicle’s applied thrust history for the nominal case is presented in
Figure 50. Consistent with the velocity and position plots already discussed, most of
the work is done by the x-axis thrusters to follow the spline trajectory to the docking
point. The role of the y and z thrusters is largely one of maintenance or cleanup,
since those position components began at zero. However, thanks to the in-orbit-plane
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coupling of x and z, the z thrusters do exhibit a bit more activity in the middle and
end of the run to counteract the motion “bleedover” from x.
The reaction wheel angular velocities and control motor torques are plotted in
Figure 51. The y- and z-wheel motors spend much of the run at either one of their
allowable torque limits or the other, exhibiting more chatter than would be ideal.
However, the net motion of the wheels is reasonable and the behavior of the attitude
angles is excellent as previously shown. Thus, the overall attitude control system
behavior is definitely acceptable.
Fig. 53. Orientation & Attitude Rate Estimate Errors, Nominal Case
Figures 52 and 53 show the estimation accuracy of the VisNav sensor (for position
and orientation) and the integrated Kalman filter (for velocity and attitude rate)
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during the nominal docking run. Note that while position and velocity are shown
terms of meters as before, the orientation and orientation rate are now shown in
terms of Modified Rodrigues Parameters (MRPs). Since both the sensor and the
Kalman filter report in MRPs and their derivatives for both their estimates and
uncertainty bounds, it seemed sensible to show the information directly rather than
possibly lose something while converting to a different parameterization. Note that all
estimates are well-behaved, basically lying properly within their 3-σ error bounds for
at least ∼ 99.7% of the time as they should. Also, all of the component uncertainty
bounds that are supposed to converge do so quite well; the bounds for the second
and third components of the MRP derivative also act as they should by basically
remaining steady-state for the duration of the run. In short, the performance of both
VisNav and the Kalman filter was quite satisfactory througout the maneuver. This
fact certainly contributed to the excellent results obtained from controller #2 in this
case.
The results for this nominal case will be further analyzed in the context of the
complete controller #2 experimental results in Sub-section 14.
2. Test Case 1: Max Positive Position Error
Test Case 1 for controller #2 evaluated the performance robustness of the docking con-
troller when given a maximum positive starting position uncertainty. Thus, initially
the chaser was positioned at 57.5 meters behind the docking point, which corresponds
to a 3-σ position value from the controller #1 test plan. All other conditions for the
test run were the same as the nominal case, such as chaser mass, chaser moments of
inertia, and initial relative attitude; there was also sensor noise from VisNav and the
Kalman filter just as in the nominal.
The relative trajectory in target frame coordinates for the “max position” test
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Fig. 54. Chaser Relative Trajectory, Max Position Case
case is shown in Figure 54. Note that its behavior looks very similar to the nominal;
the controller seems to have accomodated the maximum 3-σ position error quite well.
Interestingly, this is in stark contrast to the position results from controller #1, which
simply could not dock successfully with such a large position error.
The relative states for Test Case 1 are shown in Figures 55 and 56. Note that they
resemble the nominal results very closely, other than the obvious difference in initial
x-axis position. Aside from that, the characteristics of each plot are very similar to
their nominal counterparts. The final total position error for Test Case 1 is 6.13 cm,
while the final attitude errors are 0.01, -0.31, and 0.18 degrees respectively in yaw,
pitch, and roll—all of which easily eclipsed the required values for a successful dock.
Finally, the docking was completed in 602.25 seconds of elapsed simulation time, also
easily exceeding the time requirement for success.
Figure 57 shows the total relative velocity magnitude time history for the first
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Fig. 55. Chaser Relative Position & Velocity, Max Position Case
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Fig. 56. Chaser Relative Orientation & Attitude Rate, Max Position Case
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Fig. 57. Relative Velocity Magnitude Profile, Max Position Case
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Fig. 58. Chaser Thrust Profile, Max Position Case
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Fig. 59. Wheel Speeds & Motor Torques, Max Position Case
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test case. While the value has slightly more variation in it than the nominal one, it
still shows very desirable behavior particularly near the end. The velocity magnitude
at docking is approximately 0.93 centimeters per second, which is actually slower than
the nominal case docked and well below both the desired velocity limit (10 cm/s) and
the preferred limit (5 cm/s). Based on this and the final relative attitude at dock,
Test Case 1 is also considered an “exceptional” run, just as the nominal was.
Fig. 60. Position & Velocity Estimate Errors, Max Position Case
The rest of the results for the “max position” test case for controller #2 are
presented in Figures 58 through 61. The graphs are so similar to the plots for the
nominal case that they will be allowed to speak for themselves. They show, in short,
that the controller easily handled the positive 3-σ position error case, with results
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very similar to the nominal; the VisNav sensor and the Kalman filter also performed
satisfactorily as they did in nominal conditions.
Fig. 61. Orientation & Attitude Rate Estimate Errors, Max Position Case
These “max position” case results will be briefly discussed in the context of the
full controller #2 experiment in Sub-section 14.
3. Test Case 2: Max Negative Position Error
The second test case for controller #2 evaluated the performance robustness of the
docking controller against a maximum negative starting position uncertainty. So, the
chaser was positioned at 42.5 meters behind the docking point at case initiation; this
represents a 3-σ (negative) position value from the controller #1 test plan. All other
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conditions were held at nominal values throughout the run—including chaser mass,
chaser moments of inertia, and initial relative attitude. There was also sensor noise
from VisNav and the Kalman filter, which was present in all test cases.
Fig. 62. Chaser Relative Trajectory, Min Position Case
The target frame relative trajectory for the “min position” case is shown in
Figure 62. Note that its behavior looks very similar to the nominal just as the “max
position” one did; the controller seems to handle the minimum 3-σ position error
as well as it did maximum 3-σ position error. This shows an even clearer difference
between controller #1 and controller #2, since controller #1 could not have handled
this case either.
The Test Case 2 relative state time histories are shown in Figures 63 and 64.
Again, these plots and the nominal plots have very similar characteristic behavior, in
spite of the difference in initial x position. The final total position error for this case is
7.26 cm, while the final attitude errors are -0.01, -0.17, and 0.19 degrees respectively
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Fig. 63. Chaser Relative Position & Velocity, Min Position Case
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Fig. 64. Chaser Relative Orientation & Attitude Rate, Min Position Case
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in yaw, pitch, and roll. These values each clearly eclipsed the required values for
a successful dock by a large margin. Finally, the docking was completed at time
t = 599.82 seconds, which also easily surpassed the time requirement for success.
Fig. 65. Relative Velocity Magnitude Profile, Min Position Case
Figure 65 shows a plot of the Test Case 2 total relative velocity magnitude versus
time. The graph appears to have slightly less variation in it than Case 1 did, and it of
course also shows very desirable general behavior. The velocity magnitude at docking
is approximately 1.00 centimeter per second, which is very similar to the nominal case
performance. It is also well below both the desired and preferred velocity limits of 10
cm/s and 5 cm/s respectively. These results, combined with the final relative attitude
results shown just above, show Test Case 2 to be an “exceptional” run according to
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Fig. 66. Chaser Thrust Profile, Min Position Case
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Fig. 67. Wheel Speeds & Motor Torques, Min Position Case
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Fig. 68. Position & Velocity Estimate Errors, Min Position Case
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Fig. 69. Orientation & Attitude Rate Estimate Errors, Min Position Case
140
the criteria for that designation in this experiment.
The rest of the results for the “min position” test case for controller #2 are
presented in Figures 66 through 69. Just as for the “max position” case, the graphs
are so similar to the nominal ones that they speak for themselves. The controller easily
absorbed the negative 3-σ position error initial condition and showed exceptional
results in spite of it. Since the VisNav sensor and Kalman filter also performed well,
the test case should generally be considered a success on all counts.
These test case results will be further discussed in Sub-section 14, along with the
rest of the controller #2 test runs.
4. Test Case 3: Max-Max-Max Inertia Uncertainty
Test Case 3 for controller #2 evaluated the performance robustness of the docking
controller against maximum positive moment of inertia error in all three axes simul-
taneously. In the controller #1 test plan the per-axis 3-σ value for inertia variation
was 15%; so for consistency, this test case added 15% to the value of each component
of the (diagonal) principal inertia matrix. All other conditions were held at nominal
values throughout the run—including chaser mass, initial relative attitude, and initial
starting position. Sensor noise due to VisNav and the Kalman filter were also present
as usual.
The “max-max-max inertia” case target frame relative trajectory is in Figure 70.
The shape of the trajectory again strongly resembles the nominal trajectory, as it has
for the preceding cases. Controller #2 does not seem to have any difficulty successfully
dealing with maximum positive 3-σ inertia errors in all axes simultaneously. This is
a positive sign for its performance in general, since this is a worst on worst on worst
case that is statistically extremely unlikely and yet it was still able to handle it.
The relative state time histories for this test case are shown in Figures 71 and 72.
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Fig. 70. Chaser Relative Trajectory, Max-Max-Max Inertia Case
The graphs are consistent with the trajectory plot in showing very similar performance
to that of the nominal controller #2 case. The total position error at docking for this
case is 5.61 cm, and the final errors in yaw, pitch, and roll are -0.05, -0.31, and
0.18 degrees respectively. Docking occurred at 601.10 seconds in this run. Note that
all of these values easily surpassed their respective requirements for the run to be
considered a successful docking.
The total relative velocity magnitude versus time for Test Case 3 is plotted in
Figure 73. The graph shows very desirable general behavior, which is also similar to
the nominal case. The docking velocity magnitude is also very similar to the nominal
value at about 1.05 centimeter per second; this easily clears both the desired and
preferred velocity limits (10 cm/s and 5 cm/s respectively). In short, this test case is
considered an “exceptional” one based on its excellent final velocity and final attitude
error results, which cleared all of the preferred criteria with ease.
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Fig. 71. Chaser Relative Position & Velocity, Max-Max-Max Inertia Case
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Fig. 72. Chaser Relative Orientation & Attitude Rate, Max-Max-Max Inertia Case
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Fig. 73. Relative Velocity Magnitude Profile, Max-Max-Max Inertia Case
145
Fig. 74. Chaser Thrust Profile, Max-Max-Max Inertia Case
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Fig. 75. Wheel Speeds & Motor Torques, Max-Max-Max Inertia Case
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Fig. 76. Position & Velocity Estimate Errors, Max-Max-Max Inertia Case
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Fig. 77. Orientation & Attitude Rate Estimate Errors, Max-Max-Max Inertia Case
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Figures 74 through 77 detail the rest of the results for the “max-max-max inertia”
controller #2 test case. The plots are simply too similar to what has already been
seen in the previous cases, including the nominal, to warrant any dedicated discussion.
The controller, as well as VisNav and the Kalman filter, performed extremely well
in this test case, acommodating the statistically unlikely worst on worst on worst
maximum positive inertia errors without any problem; this fact is borne out in the
graphs.
The results for this test case will be evaluated in light of the rest of the controller
#2 test runs in Sub-section 14.
5. Test Case 4: Min-Min-Min Inertia Uncertainty
The fourth controller #2 test case examined its performance robustness against max-
imum negative moment of inertia error in all three axes simultaneously. Similar to
the third test case, the per-axis 3-σ value for inertia variation from the controller #1
test plan was used, except that the principal moment of inertia value in each axis
was reduced by 15% for this run. All other conditions were given nominal values for
the run—including chaser mass, initial relative attitude, and initial starting position.
The usual sensor noise due to VisNav and the Kalman filter was also present.
Figure 78 shows the chaser vehicle’s relative trajectory in target frame coordi-
nates. Based on the shape of the path, it appears that the controller’s performance in
this case was again similar to its nominal case behavior. It seems to have easily dealt
with the maximum negative 3-σ inertia errors in all axes simultaneously, in spite of
that being a difficult and statistically unlikely scenario.
The time histories of all of the relative states for this “min-min-min inertia” test
case are presented in Figures 79 and 80. These plots too indicate that the controller’s
performance was very similar to that of the nominal case. The final total position error
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Fig. 78. Chaser Relative Trajectory, Min-Min-Min Inertia Case
was 6.15 cm, and the errors in yaw, pitch, and roll at docking were 0.02, -0.19, and
0.19 degrees respectively. The manuever completed in 601.46 seconds for this case.
Each of these values easily eclipsed the requirements for the run to be considered
a successful docking, while the final attitude errors amply cleared the “preferred”
criteria as well.
The Test Case 4 total relative velocity magnitude time history is displayed in
Figure 81. Similar to the nominal case, the total velocity exhibits very desirable
general behavior—especially at docking. In fact, the velocity magnitude at docking
was actually better than the nominal at about 0.89 centimeter per second. This
value surpasses both the desired and preferred limits of 10 cm/s and 5 cm/s for final
velocity. Thus, this test case is “exceptional”, since the final attitude errors also
exceeded their respective “preferred” criteria.
Figures 82 through 85 show the remaining results plots for this test case. The
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Fig. 79. Chaser Relative Position & Velocity, Min-Min-Min Inertia Case
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Fig. 80. Chaser Relative Orientation & Attitude Rate, Min-Min-Min Inertia Case
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Fig. 81. Relative Velocity Magnitude Profile, Min-Min-Min Inertia Case
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Fig. 82. Chaser Thrust Profile, Min-Min-Min Inertia Case
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Fig. 83. Wheel Speeds & Motor Torques, Min-Min-Min Inertia Case
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Fig. 84. Position & Velocity Estimate Errors, Min-Min-Min Inertia Case
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Fig. 85. Orientation & Attitude Rate Estimate Errors, Min-Min-Min Inertia Case
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plots are similar enough in behavior to the previous cases, including nominal, that
they warrant no particular discussion. Basically, controller #2, VisNav, and the
Kalman filter all performed quite well throughout this test case, handling the sta-
tistically unlikely worst on worst on worst maximum negative inertia errors without
issue; the remaining plots serve as sufficient evidence to this fact.
Test case 4 results will be analyzed in the context of the entire set of controller
#2 test cases in Sub-section 14.
6. Test Case 5: Max-Min-Min Inertia Uncertainty
Controller #2’s Test Case 5 examined its performance robustness against maximum
positive moment of inertia error about the x-axis, simultaneous with maximum neg-
ative moment of inertia errors about the y- and z-axes. In all axes, this resulted in
a 15% change from the nominal principal inertia value; this is because the per-axis
3-σ values for inertia variation in the controller #1 test plan were ±15%. Everything
else in the simulation was held at nominal for the run—including chaser mass, initial
relative attitude, and initial starting position. VisNav and Kalman filter sensor noise
were also present as for every other case.
Figure 86 shows the relative trajectory of the chaser vehicle for this test case,
expressed in target frame coordinates. The general shape of the trajectory appears to
indicate that the controller’s performance in this case also was similar to its nominal
case behavior. This is a very favorable result for the controller, considering the current
case is a statistically unlikely worst on worst on worst scenario.
Figures 87 and 88 show the relative state time histories for the current “max-min-
min inertia” test case. In these plots it is also readily apparent that the controller’s
performance was very similar to its nominal case performance. The final total position
error for this case was 7.67 cm, with the final attitude errors at values of 0.08, -0.20,
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Fig. 86. Chaser Relative Trajectory, Max-Min-Min Inertia Case
and 0.17 degrees respectively for yaw, pitch, and roll. For this case, the entire docking
manuever completed in 600.51 seconds. The final values for position, attitude, and
time all easily cleared the requirements for a successful docking run, and the final
attitude errors also eclipsed the “preferred” criteria by a large amount.
Figure 89 shows a plot of the total relative velocity magnitude time history for
Test Case 5. As was seen in the nominal case, this quantity exhibits desirable general
behavior at all times, but especially at and near docking. The value of total velocity
at the final time was 0.99 centimeters per second, which bettered both the required
and preferred criteria (10 cm/s and 5 cm/s respectively) for final velocity. So, this
test case registers as “exceptional”, since the final attitude was also better than its
“preferred” criteria in each axis.
The remaining results plots for this test case are displayed in Figures 90, 91, 92,
and 93. Since the plots are so similar to the nominal case, no specific discussion of
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Fig. 87. Chaser Relative Position & Velocity, Max-Min-Min Inertia Case
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Fig. 88. Chaser Relative Orientation & Attitude Rate, Max-Min-Min Inertia Case
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Fig. 89. Relative Velocity Magnitude Profile, Max-Min-Min Inertia Case
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Fig. 90. Chaser Thrust Profile, Max-Min-Min Inertia Case
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Fig. 91. Wheel Speeds & Motor Torques, Max-Min-Min Inertia Case
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Fig. 92. Position & Velocity Estimate Errors, Max-Min-Min Inertia Case
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Fig. 93. Orientation & Attitude Rate Estimate Errors, Max-Min-Min Inertia Case
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them is deemed necessary here. To summarize them, the performance of both the
controller and the VisNav-Kalman filter combination was excellent for the duration
of this run, in spite of the fact that the scenario represented a statistically highly
unlikely worst on worst on worst maximum inertia error case.
The results for this test case will be further discussed, along with those of the
other controller #2 test cases, in Sub-section 14.
7. Test Case 6: Min-Max-Max Inertia Uncertainty
The performance of controller #2 was evaluated against maximum negative moment
of inertia error about the x-axis, simultaneous with maximum positive moment of
inertia errors about the y- and z-axes, in Test Case 6. These values were a 15% change
from the nominal principal inertias in each axis; 15% was used for this test because
it was the chosen per-axis 3-σ values for inertia variation in the controller #1 test
plan. All other simulation parameters were held at nominal values for the duration of
the run—including chaser mass, initial relative attitude, and initial starting position.
Sensor noise due to VisNav and the Kalman filter were also part of the scenario as
for every case.
Figure 94 shows the chaser vehicle relative trajectory for the current case as ex-
pressed in target frame coordinates. The plot indicates that the controller performed
very well in this case, since the trajectory appears to look generally very like the
nominal case trajectory. Since the current test case is a statistically unlikely worst on
worst on worst condition, this performance reflects well on the controller’s robustness
to moment of inertia errors—particularly in light of similarly positive results in the
three preceding inertia extremal cases.
The relative state plots with respect to time for this case are shown in Figures 95
and 96. These plots also show that the controller performed very similarly to the
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Fig. 94. Chaser Relative Trajectory, Min-Max-Max Inertia Case
nominal in the current “min-max-max inertia” case. The position error at docking
for Test Case 6 was 7.51 cm, while the final attitude errors were -0.01, -0.19, and
0.21 degrees respectively (yaw, pitch, roll order). Final docking time for this case was
600.62 seconds. According to the proscribed success criteria, the values for position,
attitude, and time at docking were all acceptable, with the final attitude errors even
meeting the “preferred” criteria very easily.
The Test Case 6 total relative velocity magnitude versus time is plotted in Fig-
ure 97. It is apparent from the figure that the total velocity behaves desirably for the
duration of the test run, especially during the endgame when it is most important.
The final total velocity was 0.90 centimeters per second for the current test case;
this value exceeded even the preferred docking velocity criteria of 5 cm/s quite easily.
That, plus the excellent behavior in attitude that also exceeded the preferred criteria,
causes this test case to be considered an “exceptional” one.
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Fig. 95. Chaser Relative Position & Velocity, Min-Max-Max Inertia Case
170
Fig. 96. Chaser Relative Orientation & Attitude Rate, Min-Max-Max Inertia Case
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Fig. 97. Relative Velocity Magnitude Profile, Min-Max-Max Inertia Case
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Fig. 98. Chaser Thrust Profile, Min-Max-Max Inertia Case
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Fig. 99. Wheel Speeds & Motor Torques, Min-Max-Max Inertia Case
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Fig. 100. Position & Velocity Estimate Errors, Min-Max-Max Inertia Case
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Fig. 101. Orientation & Attitude Rate Estimate Errors, Min-Max-Max Inertia Case
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Other results for the current test case are displayed in Figures 98 through 101.
For brevity, the plots will not be discussed specifically since they are very similar
to those from the nominal case. It will suffice to summarize them by stating that
the performance of the controller, VisNav, and the Kalman filter were all excellent
throughout this case, despite the statistically highly unlikely worst on worst on worst
maximum inertia error scenario it represented.
Further discussion of these results will take place in Sub-section 14, where they
will be considered in the context of the controller #2 portion of the experiment as a
whole.
8. Test Case 7: Max-Max-Max Initial Attitude Error
Test Case 7 for controller #2 evaluated the performance robustness of the docking
controller against maximum positive initial relative attitude error in all three axes
simultaneously. These values were each a +7.5◦ deviation from the target vehicle
angles in each axis. Note that unlike the previous controller #2 test cases, there was
no corresponding controller #1 test on which to base the values for this one on. 7.5◦
was chosen to stay well within the VisNav sensor’s “sweet spot” of field-of-view while
still being a significant offset in each axis. All other simulation parameters besides
initial relative attitude were held at nominal values for the entire run—including
chaser mass, chaser moments of inertia, and initial starting position. Since VisNav
and the Kalman filter were used in this test, sensor noise was also present as for every
case.
Figure 102 shows the current case’s target frame relative trajectory. This plot
is a bit more interesting than the trajectory plots for the previous test cases have
been, since it is not quite as similar to the nominal case as they were. However,
even though there is a bit more deviation from a straight line in this one, it is still
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Fig. 102. Chaser Relative Trajectory, Max-Max-Max Attitude Case
apparent that the controller easily managed the given scenario even though it was a
statistically unlikely worst on worst on worst case. Since attitude deviation should
arguably be the hardest type of error for the docking system to overcome because of
its reliance upon a vision-based rel-nav sensor (which necessarily requires a certain
level of pointing accuracy to generate a useful solution), the fact that the controller
appears to have handled the current case so well is very favorable.
Figures 103 and 104 display the relative states with respect to time for this case.
Notice that there is more significant deviation in y and z position during the maneuver
than has been seen previously. The angular rates are also larger, indicating that the
attitude control system was working harder than in previous cases. However, in spite
of these differences from the nominal, the plots still show that the controller had
acceptable performance characteristics throughout the run and especially at docking.
The final position error for this test case was an excellent 1.33 cm, while the final
178
Fig. 103. Chaser Relative Position & Velocity, Max-Max-Max Attitude Case
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Fig. 104. Chaser Relative Orientation & Attitude Rate, Max-Max-Max Attitude Case
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attitude errors were 0.86, 1.21, and 0.38 degrees in yaw, pitch, and roll respectively.
Note that this was the first test case so far in which any of the attitude angles failed
to achieve the “preferred” criteria at docking—pitch came up a bit short, though it
still cleared the “required” criteria by a comfortable amount. The time at docking
for this case was 598.38 seconds. So, according to the proscribed success criteria,
the final values for position, attitude, and time were all good enough for this to be
considered a successful dock.
Fig. 105. Relative Velocity Magnitude Profile, Max-Max-Max Attitude Case
The total relative velocity magnitude versus time plot for Test Case 7 is shown in
Figure 105. Inspection of the figure reveals that the total velocity behaves desirably
for the entire test run, including at docking. The final total velocity for this case
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Fig. 106. Chaser Thrust Profile, Max-Max-Max Attitude Case
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Fig. 107. Wheel Speeds & Motor Torques, Max-Max-Max Attitude Case
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Fig. 108. Position & Velocity Estimate Errors, Max-Max-Max Attitude Case
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Fig. 109. Orientation & Attitude Rate Estimate Errors, Max-Max-Max Attitude Case
185
was 1.21 centimeters per second, which exceeds even the 5 cm/s “preferred” docking
velocity criteria quite easily. Thus, but for pitch, this test case could be considered an
“exceptional” test run; but it is still a successful dock even if it is not “exceptional”
per-se.
The other results for this “max-max-max attitude” test case are reported in Fig-
ures 106 through 109. While there is clearly more activity by the z-axis thrusters and
all three reaction wheels than for the nominal case, overall the general characteris-
tics of the remaining plots are still pretty similar to the nominal. One should note,
however, that the y-position error component does exceed its 3-σ bounds for a good
portion of the beginning of the run, though it converges back in as the attitude error
declines. This is behavior is not too surprising given some knowledge of the VisNav
sensor, since y and yaw are very closely related within it. Thus, at the beginning when
the sensor solution is rather poorly conditioned due to the highly deviated attitude
state, VisNav struggled to properly resolve y. Then, as the control system began to
bring the attitude under control, the solution became better conditioned and the y
estimate improved to the levels seen in the nominal case. So, overall, the controller,
VisNav, and the Kalman filter each still basically performed very well despite a chal-
lenging and statistically highly unlikely worst on worst on worst maximum attitude
error scenario.
Macroscopic analysis of this test case’s results in the context of the entire exper-
iment can be found in Sub-section 14.
9. Test Case 8: Min-Min-Min Initial Attitude Error
The eighth test case for controller #2 evaluated its performance robustness against
maximum negative initial relative attitude error in all three axes simultaneously.
The values used in this case were a per-axis −7.5◦ deviation from the target vehicle
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orientation; see the previous sub-section for the reasoning behind the choice of 7.5◦
for the magnitude. The other simulation parameters (besides initial relative attitude)
were kept at their nominal values for the whole test case—including chaser mass,
chaser moments of inertia, and initial starting position. Since the VisNav sensor and
Kalman filter were used, sensor noise was also present in this case.
Fig. 110. Chaser Relative Trajectory, Min-Min-Min Attitude Case
The current case’s relative trajectory in the target frame is plotted in Figure 110.
Interestingly, this plot is more similar to the nominal case plot than it is the max-max-
max attitude case plot. This makes controller #2 seem a bit asymmetric on handling
attitude errors—it appears it can better acommodate negative attitude angles than
positive ones, even of the same magnitude. Aside from that, it is obvious from the
figure that the controller easily surmounted this statistically unlikely worst on worst
on worst case as well. Since attitude deviation should arguably be the hardest type
of error for the docking system to overcome because of its reliance upon a vision-
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based rel-nav sensor (which necessarily requires a certain level of pointing accuracy
to generate a useful solution), this result too is very favorable.
Fig. 111. Chaser Relative Position & Velocity, Min-Min-Min Attitude Case
Figures 111 and 112 show the time histories of the current case’s chaser rela-
tive states. These also generally more closely resemble the nominal case than the
max-max-max attitude case, except for the angular velocities which favor (but with
opposite sense as one would expect) the max-max-max behavior. Overall, the char-
acteristics of the run that can be gleaned from these plots reveal it to be very satis-
factory. The total position error at docking for the current case was 6.84 cm, while
the final attitude errors were -0.97, -0.74, and -0.33 degrees in yaw, pitch, and roll
respectively. The final docking time for this case was 602.44 seconds. Thus, the final
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Fig. 112. Chaser Relative Orientation & Attitude Rate, Min-Min-Min Attitude Case
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values for position, attitude, and time were all good enough for this to be considered
a successful dock, with the final attitude errors additionally exceeding their respective
preferred criteria.
Fig. 113. Relative Velocity Magnitude Profile, Min-Min-Min Attitude Case
The total relative velocity magnitude time history for Test Case 8 is plotted in
Figure 113. The figure shows that the total velocity behaves desirably for the entire
test run, especially during the second half of the trajectory. The current case’s final
total velocity was 0.95 centimeters per second, which easily surpasses the 5 cm/s
“preferred” docking velocity criteria. So, this test case qualifies as an “exceptional”
test run based on its total velocity and attitude errors at docking.
The remaining results for the current “min-min-min attitude” test case are shown
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Fig. 114. Chaser Thrust Profile, Min-Min-Min Attitude Case
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Fig. 115. Wheel Speeds & Motor Torques, Min-Min-Min Attitude Case
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Fig. 116. Position & Velocity Estimate Errors, Min-Min-Min Attitude Case
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Fig. 117. Orientation & Attitude Rate Estimate Errors, Min-Min-Min Attitude Case
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in Figures 114 through 117. While there is clearly more activity by the z-axis thrusters
and all three reaction wheels than for the nominal case, the general characteristics of
the other plots are again more similar to the nominal than the max-max-max attitude
case. One unique thing of note is that the x-position error component, rather than y in
the previous case, slightly exceeds its 3-σ bounds for the beginning of the run, though
it converges back in as the attitude error declines. This is a somewhat surprising result
that probably bears some further investigation; while the y error in the previous case
is explained by the previously mentioned state coupling within the VisNav sensor,
there is not an immediately obvious reason for why x would have deviated while y
did not. Besides this slight deviation in x, the controller, VisNav, and the Kalman
filter each otherwise basically performed very well in a challenging and statistically
highly unlikely worst on worst on worst maximum attitude error test case.
Further analysis of this test case’s results in the context of the entire experiment
will be conducted in Sub-section 14.
10. Test Case 9: Max-Min-Min Initial Attitude Error
Controller #2 Test Case 9 evaluated the controller’s performance robustness against
maximum positive initial relative attitude error in yaw, simultaneous with maximum
negative initial relative attitude error in both pitch and roll. In all axes, this resulted
in a 7.5◦ deviation from the target vehicle orientation in the appropriate direction.
(Sub-section 8 elaborates on the reasoning behind the choice of 7.5◦ for the angles.)
The other simulation parameters aside from chaser’s initial relative attitude were help
nominal throughout—including chaser mass, chaser moments of inertia, and initial
starting position. Sensor noise was also present by virtue of the VisNav sensor and
Kalman filter, as for all cases.
Figure 118 shows the current case’s target frame relative trajectory. At first
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Fig. 118. Chaser Relative Trajectory, Max-Min-Min Attitude Case
glance, the plot strongly resembles the nominal one. However, inspection of the time
history plots for the chaser relative states (shown in Figures 119 and 120) reveal some
oscillation in y and z position that the controller does not adequately damp out in
time for docking. Also, yaw and pitch do not converge as well as in other cases. Thus
while this case will qualify as a successful dock “by the numbers”, qualitatively the
controller’s performance leaves something to be desired.
The total position error at docking was 7.05 cm, with final attitude errors of 0.75,
-0.96, and -0.24 degrees respectively in yaw, pitch, and roll. The docking maneuver
completed for this case at 601.07 seconds. These final values for position, attitude,
and time all exceeded their respective criteria for a successful dock, with the final
attitude errors also (barely for yaw and pitch) exceeding their assigned “preferred”
criteria.
The Test Case 9 total relative velocity magnitude time history is graphed in
196
Fig. 119. Chaser Relative Position & Velocity, Max-Min-Min Attitude Case
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Fig. 120. Chaser Relative Orientation & Attitude Rate, Max-Min-Min Attitude Case
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Fig. 121. Relative Velocity Magnitude Profile, Max-Min-Min Attitude Case
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Fig. 122. Chaser Thrust Profile, Max-Min-Min Attitude Case
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Fig. 123. Wheel Speeds & Motor Torques, Max-Min-Min Attitude Case
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Fig. 124. Position & Velocity Estimate Errors, Max-Min-Min Attitude Case
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Fig. 125. Orientation & Attitude Rate Estimate Errors, Max-Min-Min Attitude Case
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Figure 121. The total velocity appears to behave favorably for the duration of the
run, though it exhibits a characteristic “wobble” due to the simultaneous oscillations
in y and z. The final total velocity at docking was 1.88 centimeters per second,
easily eclipsing the “preferred” docking velocity criteria of 5 cm/s. So, this test case
qualifies as an “exceptional” one based strictly on its total velocity and attitude
errors at docking. The other plots for this “max-min-min attitude” case, shown in
Figures 122 through 125, are consistent with the ones already examined here, and
thus will not be specifically discussed.
Since the controller met all docking success criteria but did not qualitatively per-
form as well as would be desired, further investigations were performed to determine
the root cause, as well as to attempt to improve upon its behavior in this case.
Studying the results just presented more closely, it became apparent that the
inability of the controller to completely damp out the oscillations in y and z position
before docking was due to limits on its fine control in position (which is actually a
function of the propulsion system in this case, as will be addressed in a moment).
Initial conditions in all of the other cases were such that these limits were not encoun-
tered, but this particular combination of max yaw and minimum pitch and roll proved
to need more fine control. Similarly, the incomplete convergence of yaw and pitch
appeared due to saturation limits in the reaction wheels limiting the controller’s at-
titude control authority. While these limits were encountered frequently in the other
cases (review the motor torque plots for any of the other ones to see this), the limits
did not become significant for the others because the controller was still able to “get
there”. However, for this one it could not because of the particular characteristics of
the given combination of initial attitude values.
To evaluate these observations, a re-run of this test case was conducted with the
5% deadband removed from the thruster system (to increase the available position fine
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control), and the saturation limits removed from the reaction wheel drive motors (to
increase attitude control authority). This proved that the observations were correct:
the position transients in y and z were adequately damped out before docking, and
the attitude convergence was improved for yaw and pitch. However, the attitude
still did not completely converge. So, finally, the attitude gains in the controller
were increased as well, and the controller system’s performance then became fully
satisfactory. Figures 126 through 133 summarize the improved results for this test
run, which shows that these issues were in fact the source of the less than desirable
performance by the baseline controller #2 in this case.
Fig. 126. Chaser Relative Trajectory, Redone Max-Min-Min Attitude Case
The total position error at docking for this modified case was 2.58 cm, an im-
provement over the baseline for this case. Final attitude errors were 0.53, -0.54,
and -0.25 degrees respectively in yaw, pitch, and roll, which also were improved as
compared to the baseline. The docking maneuver completed for this case at 603.45
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Fig. 127. Chaser Relative Position & Velocity, Redone Max-Min-Min Attitude Case
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Fig. 128. Chaser Relative Orientation & Attitude Rate, Redone Max-Min-Min Atti-
tude Case
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seconds, and the final total velocity at docking was 1.03 centimeters per second (an
improvement over the baseline as well). These final values all exceeded their respec-
tive criteria for a successful dock, with the final attitude errors and total final velocity
all exceeding their assigned “preferred” criteria.
Fig. 129. Relative Velocity Magnitude Profile, Redone Max-Min-Min Attitude Case
The results of this test case will be further discussed in the context of the entire
experiment in Sub-section 14.
11. Test Case 10: Min-Max-Max Initial Attitude Error
Test Case 10 for controller #2 evaluated its performance robustness against maximum
negative initial relative attitude error in yaw, as well as with maximum positive initial
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Fig. 130. Chaser Thrust Profile, Redone Max-Min-Min Attitude Case
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Fig. 131. Wheel Speeds & Motor Torques, Redone Max-Min-Min Attitude Case
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Fig. 132. Position & Velocity Estimate Errors, Redone Max-Min-Min Attitude Case
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Fig. 133. Orientation & Attitude Rate Estimate Errors, Redone Max-Min-Min Atti-
tude Case
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relative attitude error in both pitch and roll simultaneously. This produced chaser
relative attitude initial conditions of 7.5◦ of deviation from the target vehicle angles
in each axis. (The choice of 7.5◦ for the angles in this test case is discussed in Sub-
section 8.) The remaining simulation parameters such as chaser mass, chaser moments
of inertia, and initial starting position were kept nominal for the duration of the test
case. Note that the VisNav sensor and Kalman filter introduced sensor noise into the
test case as well, as for the other cases.
Fig. 134. Chaser Relative Trajectory, Min-Max-Max Attitude Case
Figure 134 shows the target frame relative trajectory for the current “min-max-
max attitude” case. This trajectory appears to have the most deviation from nominal
of any of the test cases yet. Inspection of the time history plots for the chaser relative
states (shown in Figures 119 and 120) confirm that, like the previous test case, there
are oscillations in y and z position that the controller does not adequately damp out
in time for docking, and yaw and pitch also do not converge as well as in other cases.
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Thus this case will also qualify as a successful dock “by the numbers” as the last
one did, but again, qualitatively the controller’s performance leaves something to be
desired.
Fig. 135. Chaser Relative Position & Velocity, Min-Max-Max Attitude Case
The total position error at docking was 5.82 cm for this case, while the final
attitude errors in yaw, pitch, and roll were -0.98, 0.73, and 0.37 degrees respectively.
Docking was achieved for this case at 597.47 seconds. All of these final values for
position, attitude, and time eclipsed the corresponding criteria for a successful dock,
and the final attitude errors also (barely, for yaw) exceeded their “preferred” criteria.
The total relative velocity magnitude time history for the min-max-max attitude
case is displayed in Figure 137. The total velocity appears to behave favorably for
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Fig. 136. Chaser Relative Orientation & Attitude Rate, Min-Max-Max Attitude Case
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Fig. 137. Relative Velocity Magnitude Profile, Min-Max-Max Attitude Case
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Fig. 141. Orientation & Attitude Rate Estimate Errors, Min-Max-Max Attitude Case
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the duration of the run, though it exhibits more characteristic “wobble” than the last
case due to the simultaneous oscillations in y and z. The final total velocity at dock
was 1.24 centimeters per second, which bettered both the minimum and preferred
docking criteria of 10 cm/s and 5 cm/s respectively. Therefore, based on the attitude
and total velocity performance, this test run qualifies as “exceptional” strictly by the
numbers according to this experiment’s established criteria. The other plots for this
“min-max-max attitude” case, shown in Figures 138 through 141, are consistent with
the ones already examined here, and therefore will not be specifically discussed.
Since the controller met all docking success criteria but did not qualitatively
perform as well as would be desired, as for the last case further investigations were
performed to determine the root cause and attempt to improve upon the controll’s
baseline behavior in this case.
Studying the results just presented more closely, it became apparent that the
inability of the controller to completely damp out the oscillations in y and z position
and converge yaw and pitch stemmed from the same causes as the last case. So, a
re-run of this test case was also conducted with the 5% deadband removed from the
thruster system (to increase the available position fine control), and the saturation
limits removed from the reaction wheel drive motors (to increase attitude control
authority). This proved that the observations were correct: the position transients in
y and z were adequately damped out before docking, and the attitude convergence was
improved for yaw and pitch. However, the attitude still did not completely converge,
as before. So, finally, the attitude gains in the controller were increased as well (to the
same levels as for the last case, incidentally), and the controller system’s performance
then became fully satisfactory. Figures 142 through 149 summarize the improved
results for this test run, which shows that these issues were in fact the source of the
less than desirable performance by the baseline controller #2 in this case.
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Fig. 142. Chaser Relative Trajectory, Redone Min-Max-Max Attitude Case
The total position error at docking for this modified case was 5.66 cm, a slight
improvement over the baseline performance. Final attitude errors were -0.68, 0.51,
and 0.36 degrees respectively in yaw, pitch, and roll, which also were improved as
compared to the baseline. The docking maneuver completed for this case at 598.41
seconds (an improvement over the baseline as well), and the final total velocity at
docking was 1.56 centimeters per second. These final values all exceeded their re-
spective criteria for a successful dock, with the final attitude errors and total final
velocity all exceeding their assigned “preferred” criteria.
Discussion of these results in the context of the entire controller #2 portion of
the experiment will be performed in Sub-section 14.
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Fig. 143. Chaser Relative Position & Velocity, Redone Min-Max-Max Attitude Case
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Fig. 144. Chaser Relative Orientation & Attitude Rate, Redone Min-Max-Max Atti-
tude Case
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Fig. 145. Relative Velocity Magnitude Profile, Redone Min-Max-Max Attitude Case
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Fig. 146. Chaser Thrust Profile, Redone Min-Max-Max Attitude Case
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Fig. 148. Position & Velocity Estimate Errors, Redone Min-Max-Max Attitude Case
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Fig. 149. Orientation & Attitude Rate Estimate Errors, Redone Min-Max-Max Atti-
tude Case
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12. Test Case 11: Max Positive Mass Uncertainty
Test Case 11 for controller #2 evaluated its performance robustness when given a
maximum positive chaser mass error. For the controller #1 test plan the 3-σ value
for mass variation was 15%; so to be consistent, this test case added 15%, or 2, 850
kg, to the nominal value of the chaser’s mass (19, 000 kg). All other conditions for
the test run were the same as the nominal case—including chaser moments of inertia,
initial relative attitude, and initial starting position; there was also sensor noise from
VisNav and the Kalman filter just as in the nominal.
Fig. 150. Chaser Relative Trajectory, Max Mass Case
The target frame relative trajectory for the “max mass” test case is found in
Figure 150. Note that its behavior looks very similar to the nominal; the controller
seems to have accomodated the maximum 3-σ mass increase without issue. This
implies a greater robustness to mass variation than what was exhibited by controller
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#1, which could not compensate adequately for such large mass variations.
Fig. 151. Chaser Relative Position & Velocity, Max Mass Case
The Test Case 11 relative states are shown in Figures 151 and 152. These plots
too appear to resemble the nominal results very closely, in spite of the large difference
in chaser mass. This is a pleasing result, since it implies that the controller would
work just as well for a heavily loaded vehicle as for the nominal. The final total
position error for this test case is 8.29 cm, while the final attitude errors are 0.02,
-0.28, and 0.19 degrees respectively in yaw, pitch, and roll—all of which easily eclipsed
the required values for a successful dock, as well as the “preferred” docking criteria.
Finally, the docking was completed in 599.18 seconds of elapsed simulation time, also
easily exceeding the time requirement for success.
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Fig. 152. Chaser Relative Orientation & Attitude Rate, Max Mass Case
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Fig. 153. Relative Velocity Magnitude Profile, Max Mass Case
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Fig. 154. Chaser Thrust Profile, Max Mass Case
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Fig. 155. Wheel Speeds & Motor Torques, Max Mass Case
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Fig. 156. Position & Velocity Estimate Errors, Max Mass Case
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Fig. 157. Orientation & Attitude Rate Estimate Errors, Max Mass Case
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Figure 153 shows the total relative velocity magnitude time history for this test
case. While it perhaps varies slightly more than the nominal one, it still exhibits very
desirable behavior particularly near the end. The velocity magnitude at docking is
1.30 centimeters per second, which is well below both the desired velocity limit (10
cm/s) and the preferred limit (5 cm/s). Based on this and the final relative attitude
at dock, the “max mass” test case is considered an “exceptional” run as well.
The rest of the results for the “max mass” test case for controller #2 are presented
in Figures 154 through 157. The graphs are very similar to the nominal plots and
thus in essence speak for themselves. They show, in short, that the controller easily
handled the positive 3-σ mass error case, with results very similar to the nominal;
the VisNav sensor and the Kalman filter also performed satisfactorily throughout this
test run.
These “max mass” case results will be briefly discussed in the context of the full
controller #2 experiment in Sub-section 14.
13. Test Case 12: Max Negative Mass Uncertainty
The final test case for controller #2 evaluated its performance robustness against
a maximum negative chaser mass error. The controller #1 test plan used a mass
variation 3-σ value of 15%; so, this test case subtracted 15%, or 2, 850 kg, from
the chaser vehicle’s nominal mass (19, 000 kg). All remaining conditions were held
at nominal values throughout the run—including chaser moments of inertia, initial
relative attitude, and initial chaser relative starting position. There was also sensor
noise from VisNav and the Kalman filter, as was present in all test cases.
The relative trajectory, expressed in the target frame, for the “min mass” case is
shown in Figure 158. Note that its behavior looks very similar to the nominal just as
the “max mass” one did; the controller seems to handle the maximum negative 3-σ
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Fig. 158. Chaser Relative Trajectory, Min Mass Case
mass error as well as it did maximum positive 3-σ mass error case. This confirms that
controller #2 has greater mass robustness than controller #1, since it can accomodate
larger mass variations in both (positive and negative) directions.
The Test Case 12 relative state versus time plots are in Figures 159 and 160.
These plots have very similar characteristic behavior to the nominal case, in spite of
the reduced mass. This too is a favorable result, since it implies that the controller
would work just as well for a much lighter vehicle as it did for the nominal. The final
total position error for the “min mass” case is 5.61 cm, with final attitude errors of
0.02, -0.24, and 0.18 degrees at docking, in yaw, pitch, and roll respectively. These
values each clearly and easily exceeded the criteria for a successful dock, as well as the
preferred final value criteria. Finally, the docking was completed at time t = 601.44
seconds, which also easily surpassed its success criteria.
Figure 161 shows a plot of the Test Case 12 total relative velocity magnitude
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Fig. 159. Chaser Relative Position & Velocity, Min Mass Case
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Fig. 160. Chaser Relative Orientation & Attitude Rate, Min Mass Case
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Fig. 161. Relative Velocity Magnitude Profile, Min Mass Case
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Fig. 162. Chaser Thrust Profile, Min Mass Case
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Fig. 163. Wheel Speeds & Motor Torques, Min Mass Case
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Fig. 164. Position & Velocity Estimate Errors, Min Mass Case
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Fig. 165. Orientation & Attitude Rate Estimate Errors, Min Mass Case
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versus time. The graph shows very desirable general behavior of the total velocity,
with a magnitude at docking of about 1.22 centimeters per second. This value too
is well below both the desired and preferred velocity limits of 10 cm/s and 5 cm/s
respectively. Thus, this test case is an “exceptional” run as well according to this
experiment’s criteria for that designation.
The remaining results for the “min mass” test case for controller #2 are presented
in the following figures (162 through 165). These graphs are so similar to those for
the nominal case that no special discussion of them is warranted. The controller
easily absorbed the negative 3-σ mass error condition and showed exceptional results
in spite of it. Since the VisNav sensor and Kalman filter also performed well, the test
case was generally a success on all points.
These test case results will be further discussed in the next sub-section, along
with the rest of the controller #2 test runs.
14. Summary of Results
In contrast to the first controller, controller #2 performed very well in nearly every
test case to which it was subjected, achieving “exceptional” results for all tests per-
formed except the “max attitude” case. However, it should be noted that its perfor-
mance was a bit lacking in both the max-min-min and min-max-max attitude cases,
in spite of meeting the standard for “exceptional” results for both of those two cases.
Further investigations revealed and confirmed the reasons behind this behavior, as
was discussed in Sections 10 and 11. The overall controller #2 results are all the
more remarkable considering that many of these runs were statistically unrealistic
worst on worst on worst initial case conditions. Thus, the second controller is clearly
superior to the first, and appears to be suitable for use in its current form as a dock-
ing controller for all reasonable scenarios likely to be encountered in a real world
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application.
In addition to the dramatically better results delivered by the second controller,
the VisNav and Kalman filter system also showed significantly improved performance
over the first set of tests. This was mostly due to the discovery of a small but
significant error in the implementation of the attitude portion of the filter, though
the fact that the filter was retuned certainly played a part as well. Overall, the
controller #2 tests serve to demonstrate the feasibility of using VisNav in concert with
a Kalman filter for automated docking. These results give much greater optimism
for its capabilities in “real world” docking scenarios than the first results did, and
thus the second part of the experiment is considered a success from this standpoint
as well.
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CHAPTER IX
CONCLUSIONS
This thesis presented a system for performing automated docking of unmanned space-
craft, the system development process, and a performance evaluation of the system
via simulation. The automated docking system uses a vision-based relative navigation
sensor package named VisNav that generates accurate relative 6-DOF estimates at
a 100 Hz update rate. The VisNav sensor was integrated with a Kalman post-filter
that generated real-time relative velocity and relative angular velocity estimates for
use by the docking controllers.
To evaluate controller performance in a realistic scenario, a computer simulation
was developed of a spacecraft docking in lunar orbit. The chosen scenario consisted
of the chaser vehicle starting in the same circular orbit as the target vehicle, trailing
it at a nominal distance of 50 meters. The simulation used realistic dynamical vehicle
models based on the European Automated Transfer Vehicle, an automated resupply
shuttle that is currently being used to service the International Space Station. The
controllers were evaluated by a series of parametric case studies, which examined
performance robustness with respect to mass modeling uncertainty, moment of inertia
modeling uncertainty, relative starting position errors, and relative initial attitude
errors respectively. The simulation results showed that when using controller #2, the
automated docking system could achieve docking reliably in spite of realistic sensor
noise, even if any of the other types of uncertainty or error were also present. Also, the
VisNav sensor and Kalman filter package’s performance was found to be satisfactory
for enabling successful docking with controller #2 due to good error convergence
characteristics over the operating range considered.
Conclusions that are drawn based on results presented in this thesis include the
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following:
1. Docking controller #2 is capable of docking with both high accuracy and high
precision, even in the presence of realistic simulated measurement noise. In
these nominal (for this test) conditions, the error was less than 7 centimeters
at docking, with the controller easily exceeding all of the other constraints on
the final conditions (time, docking velocity, and orientation angles) as well.
2. Controller #2’s performance robustness was demonstrated for chaser vehicle
modeling uncertainty; robustness was shown both for the case of mass errors
and for errors in the moments of inertia. The precision and accuracy exhibited
in the presence of these errors was not significantly degraded from the nominal
performance, even for mass errors of up to ±15% and moment of inertia errors
of up to ±15% per axis simultaneously.
3. The performance robustness of controller #2 was demonstrated for most rel-
ative initial condition errors. It exhibited robustness both for relative start-
ing position errors and for some relative initial attitude errors, and its perfor-
mance was not significantly degraded from the nominal even for errors of up
to ±15% in position. Its performance with ±7.5 deg per axis errors simultane-
ously in attitude was also generally satisfactory, though due to cross-coupling
and thruster/reaction-wheel imposed limitations it struggled with the max-min-
min and min-max-max combinations of attitude error.
4. VisNav with an integrated Kalman post-filter provided highly accurate rela-
tive navigation estimates over the approach distance considered and thus con-
tributed to the automated docking system’s success. This performance serves
to demonstrate the basic feasibility of using this rel-nav package in a spacecraft
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docking application.
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CHAPTER X
RECOMMENDATIONS
This chapter presents recommendations for improvement, advancement, and further
study based on the outcomes of this research. The three major areas of focus for
these recommendations are the VisNav sensor system and sensor model, the docking
controller developed in this work, and the medium-fidelity docking simulation created
to support this project.
The VisNav sensor system continues to develop and mature. As it does, it also
continues to show itself to be a capable relative navigation sensor worthy of considera-
tion in real-world applications. To further improve its utility for spacecraft proximity
operations, it is recommended that efforts be made to increase the operational range
of the sensor. This would help the sensor to be more competitive against laser-based
solutions such as lidar.
The VisNav sensor simulation model has already proven to be a useful tool for
studying possible relative navigation applications of VisNav. As the sensor continues
to develop, efforts should continue to ensure that the simulation model keeps pace
with its advances so that this important modeling capability remains relevant. In the
meantime, more rigorous and standardized hardware and simulation benchmarking
procedures should be developed to facilitate clearer comparisons between model and
hardware performance. This will increase the benefits of having the sensor simulation
as a design and analysis tool.
The final docking controller designed in this work, controller #2, was found to be
robust to two different types of vehicle modeling uncertainty for the given scenario—
vehicle mass, and vehicle moments of inertia. It was also found to be robust to two
different types of initial condition errors in the given scenario—relative initial position
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error, and relative initial attitude error. However, the controller was tested with each
of these types of uncertainty or error individually, which is of limited application to
real-world spacecraft docking scenarios. Therefore, further investigations should be
performed that examine the controller’s performance in the presence of multiple types
of uncertainty simultaneously. Also, while the controller worked well in the single
docking scenario used in this test, it should be subjected to a variety of different
spacecraft docking scenarios to gain confidence in it as an “all-purpose” docking
controller.
Finally, the docking simulation architecture was intentionally written in a gen-
eral way, because it has many structural components that would be common to any
spacecraft relative navigation or proximity operations scenario. This tool should be
further developed by increasing its fidelity. Specifically, the ability to model environ-
mental disturbance forces should be added. Also, further partitioning of the code into
separate modules would allow easier substitution of new vehicle models, disturbance
models, and planetary orbital data into the simulation. Ideally, the user should be
able to make these changes without even having to see the structural sections of code.
Together, these improvements would make the simulation a powerful and useful tool
for orbital dynamics and spacecraft relative navigation studies.
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