We obtain the precise decay rates of traveling wave for a class of nonlocal evolution equations arising in the theory of phase transitions. We also investigate the spectrum of the operator obtained by linearizing at such a traveling wave. The detailed description of the spectrum is established.
Introduction
In this paper, we are concerned with a class of nonlocal evolution equations of the form (1.1) ∂u(x, t) ∂t = d ∂ 2 u(x, t) ∂x 2 + f (u(x, t), (J * u)(x, t)) for x ∈ R and t ∈ R + . Here d ≥ 0 is a constant, (J * u)(x, t) := R J(x − y)u(y, t)dy, f and J are sufficiently smooth functions. Depending upon the constant d and the nonlinearity f involved, equation (1.1) may model the spatio-temporal development of various populations or epidemics ( see the surveys and references cited therein). Similar equations have been also derived and studied from the point of view of certain continuum limits in the dynamic Ising models (see [2] , [3] , [4] , [5] , [6] and references therein). Equation (1.1) has received much attention recently, the possible interest of such an equation lies in the fact that much more general types of interactions in the medium can be account for. The existence as well as the uniqueness of a traveling wave solution for integro-differential equations (1.1) have been of great interest, both from a mathematical standpoint and for their applications. Indeed, our study of (1.1) is motivated by the following traveling wave problems.
A. Family of neurons ∂u ∂t = −u + where g(u) is a bistable function, λ > 0.
Throughout this paper, we make the following hypotheses.
(H1) d + |c| = 0.
(H1) J ∈ C(R) is even, nonnegative such that R J(s)ds = 1 and R J(s)e ρs ds < +∞ for any ρ ∈ R.
(H2) f ∈ C 2,α (R × R) and f (−1, −1) = f (1, 1) = f (q, q) = 0, where −1 < q < 1. (H4) ∂ r f (±1, ±1) < 0 and ∂ r f (±1, ±1) < −∂ s f (±1, ±1).
(H5) f (·) = f (·, ·) is bistable, i.e. f has exactly three zeros ±1 and q. There exists an interval [l, l ′ ] ⊂ (−1, 1) such that q ∈ [l, l ′ ], f ′ (s) ≥ 0 for any s ∈ [l, l ′ ] and f ′ (s) ≤ 0 for any
Under conditions (H1)-(H5), it is well known that equation (1.1) possesses a unique monotone traveling wave solution connecting the equilibria ±1 (i.e solutions of the form u(x, t) = U (x + ct) for some velocity c, lim ξ→±∞ U (ξ) = ±1 with ξ = x + ct.) However, the precise rates at which U approaches the two homogeneous equilibria ±1 are still lacking. In this paper, we address this issue. Our main goal is to obtain the exact decay rates of traveling wave of (1.1) as ξ → ±∞. With the right rates of convergence, we can easily establish the uniqueness of the traveling wave. Recently, a spectral analysis of traveling waves of (1.1) was made in [3] . The authors considered the operator obtained by linearizing (1.1) at U in C 0 (R), the space of continuous functions which vanish at infinity. They show that the operator has spectrum in the left half plane, bounded away from the imaginary axis except for an algebraically simple eigenvalue at zero. This fact is of crucial importance, which not only implies the exponential asymptotic stability of traveling waves but also leads to the description of dynamics of the codimension-one invariant stable manifolds. Here the codimension-one invariant stable manifolds are transverse to the one-dimensional manifold formed by the translates of the traveling wave. Based on our study of asymptotical behavior of traveling waves, we are able to obtain a detailed description of the spectrum of the operator in the underlying L p space (1 ≤ p ≤ ∞).
The paper is organized as follows: In section 2, we investigate the exponential decay rates of the traveling wave and prove its uniqueness. In section 3, we study the spectrum of the operator obtained by linearizing (1.1) at the traveling wave. Some of the results needed in the spectral analysis can be obtained by using arguments similar to those in [15] , and therefore we summarize these results in the Appendix with sketched proofs that are necessary for our purposes.
decay rates of traveling waves
In this section, we study the asymptotical behavior of traveling wave (c, U ) ∈ R × C 2 (R) which satisfies (2.1) cU ′ = dU ′′ + f (U, J * U ) on R, lim ξ→±∞ U (ξ) = ±1, U ′ > 0 on R.
We show that the behavior of the traveling wave near ±∞ is governed by exponentials.
Moreover, we determine the exact exponential decay rates of U as ξ → ±∞. For our purpose, we shall adapt the Fourier transform techniques presented in [15] and [18] (see also [24] and [25] ). By differentiating equation (2.1) with respect to ξ, we obtain
From (2.1)
Motivated by (2.2) and (2.3), we consider the linear operator
A special case occurs if both a and b are constants, we define
In what follows, when convenient, f r (±1, ±1), f s (±1, ±1) are denoted by a ± and b ± , respectively.
Let ∆ 0 (z) : C → C be the characteristic function associated with L 0 , defined by
In an attempt to solve the inhomogeneous equations
we may formally take the Fourier transform to obtain
where g(z) = (2π) −1 R g(s)e −izs ds, i = √ −1 and z ∈ C. Note that ∆ −1 0 (iη) = O(|η| −1 ). Therefore, we can take the inverse transform of ∆ −1 0 (iη) to obtain solution v provided ∆ 0 (iη) = 0 for any η ∈ R.
In what follows, for a given complex number z ∈ C, we shall always denote its real part and imaginary part by ℜz and ℑz, respectively. The following Lemma ensures the existence of ∆ −1 0 (iη) under suitable conditions. Lemma 2.1. Suppose that a < 0, b > 0 and b < −a. Then (a) The equation ∆ 0 (z) = 0 has precisely two real solutions λ s < 0 < λ u .
(b) The zeros of ∆ 0 (z) in the vertical strip {z ∈ C|λ s ≤ ℜz ≤ λ u } are λ s and λ u . In addition, in each vertical strip |ℜz| ≤ K, there lie only finite number of zeros of ∆ 0 (z). We start with the case that z takes on real values, note that N (z) is a positive convex even function of z with ∂ 2 N ∂z 2 > 0 for any z = 0. Consequently, there exists two real roots of N (z) = D(z), denoted by λ s and λ u with λ s < 0 < λ u . In addition, it is easy to see that
Moreover, we observe that
and
for any µ = 0. This yields the first part of (b). Due to the first inequality in (2.7), |N (z)| is bounded in the vertical strip |ℜz| ≤ K, K > 0. Clearly, when restricted to such a strip, the solution set of D(z) = N (z) is bounded. Since ∆ 0 (z) is a entire function over C, there are only finitely many roots of ∆ 0 (z) in such a strip.
Lemma 2.2. Assume that the operators L 0 defined by (2.5) is hyperbolic. Then for each
with the functions G 0 , which enjoy the estimate
for some positive constants C and α. In particular, for each
0 h is the unique solution to the inhomogeneous equation (2.6).
By a similar argument used in [15] , we may interpret G 0 as a tempered distribution and show that (2.10) dG
where δ denotes the delta function distribution. Therefore, when d = 0, as a function, G 0 is absolutely continuous for all ξ = 0 and satisfies
Furthermore, the function G 0 possess left-and right-hand limits G 0 (0−) and G 0 (0+) at ξ = 0, and there is a jump discontinuity
is absolutely continuous for all ξ and G ′ 0 is discontinuous at ξ = 0. We now show that the function G 0 decays exponentially at ±∞. First observe that
uniformly in such a strip. Thanks to the assumption that ∆ 0 (iη) = 0 for any η ∈ R, Lemma 2.1 implies that there exists α > 0 such that ∆ −1 0 (z) is analytic in the strip |ℜz| < α. In order to obtain (2.8), we distinguish between two cases.
The case that d = 0.
We write
where k > 2α. Clearly, in the strip |ℜz| < α, R(z) is analytic. Moreover, R(z) satisfies R(z) = O(|ℑz|) −2 uniformly as |ℑz| → ∞. Consequently, if ξ ≥ 0, then we can calculate the function G 0 by shifting the path of integration of integral in (2.9) as follows:
The absolute convergence in last integral yields
for some positive constant C. In the same manner, we can infer that
It is evident that the same reasoning works for d > 0 since ∆
0 (is). In addition, it follows the same lines that
We now solve the inhomogeneous problem
Also note that
To verify v is a solution to (2.11), it is sufficient to show that (2.11) holds everywhere for the function v, that is,
for all C ∞ functions χ : R → C of compact support. Indeed, it follows from the jump condition (2.10) and Fubini's theorem that
Now, to complete the proof, we only need to show that L 0 u = 0 for some u ∈ D(L 0 ) if and only if u = 0. In fact, by interpreting u as tempered distribution and taking the Fourier transform, we have
Since ∆ 0 (iη) = 0 for any η ∈ R, u must be a zero distribution and hence u = 0. The proof is completed We now construct the Green's function for a small perturbation
In addition, there exist positive constants ν,K, and the function G q : R 2 → C satisfying the pointwise estimates
Proof. The proof is similar to the proof of . We shall only sketch the proof of Proposition.
In view of Lemma 2.2, (QL −1 0 ) j is an integral operator, whose kernel is defined inductively by
for all j ≥ 2. Thanks to (H1), a straightforward calculation shows that (2.14)
Therefore, there exists positive constant
by using (2.14), we infer that
where Ψ * j = Ψ * Ψ * (j−1) , is the j-fold convolution of Ψ with itself. By Lemma 5.1 of [15] , we infer that
Here ν = √ α 2 − 4εKα and
Then a direct calculation yields
Furthermore, it is easy to see that
Therefore, the proof is completed.
Next we consider the operator L defined by (2.4). Hereafter, we assume that
where a + , a − , b + , and 
and Lu * = h * . The same conclusion hold true for L * .
Proof. Due to the assumption, for any ε > 0, there exists τ (ε) > 0 such that |a(±ξ) − a ± | ≤ ε and |b(±ξ) − b ± | ≤ ε whenever ξ ≥ τ . Now let
embedding theorem implies that the sequence u n is equicontinuous on any compact interval.
In case of d > 0, u ′ n is also equicontinuous on any compact interval. When p = 1, by means of an argument similar to one used in [15] , it can be shown that the above conclusions are still true. Therefore there is a subsequence, still labeled by u n , which converges to u * uniformly on any compact interval for some function u * :
By using the Hölder inequality and Young inequality, we find that g n , g * ∈ L p ∩ L ∞ , and
Due to (4.7), we have
. By passing the limit n → ∞, we see that
Namely,
Furthermore, applying (4.3) or (4.4) to the difference u n − u * yields
It remains to show that the assertion is valid when p = ∞. We first write for each u n in the
where −∞ < ξ 2 < ξ 1 < ∞. Since (J * u n )(·) converges (J * u * )(·) pointwise and J * u n is uniformly bounded, upon taking the limit, we find
Therefore, we have
Applying (4.2) to u n − u * yields that
Since h n → h * in L ∞ , for any ε > 0, there exist positive constants N (ε) and T (ε) such that
2 ε whenever n > N (ε) and |ξ| > T (ε). In addition, we already know that u n uniformly converge u * on any compact interval. Hence, there exists N (ε) > 0 such that
Once again, the similar reasoning shows that u n → u * in W 1,∞ (or W 2,∞ ). Thus, the proof is completed. Proposition 2.3. Let (c, U ) be the solution to (1.1), then there exist positive constants ν and C ν such that
Proof. We shall use Proposition 2.1 to derive (2.17) and (2.18). Recall that
Due to (2.3), for any ε > 0, there exists τ > 0 such that
We also set
is a bounded linear operator and ε can be made arbitrary small by manipulating τ , we can choose τ sufficiently large such that the operators Π L ± satisfies the conditions of Proposition 2.1. Let G + : R 2 → C denote the Green's function for Π L + , which enjoys the estimate (2.12). Therefore, for every ξ ∈ R,
where we use the fact that M 1 (η) = 0 for all η ≥ τ . Consequently, for any ξ ≥ τ , we have
Since V is bounded on R, it is possible to choose C ν > 0 such that the desired estimate (2.17) holds for all ξ ≥ 0. Analogously,
The proof is completed.
Now we are ready to give the main result in this section Theorem 2.1. Let (c, U ) be the solution to (1.1), then there exist positive constants D 1 and
where λ s
Proof. We first show that
hold true for some constant C 2 > 0. In fact, by mean value theorem, we have
for some positive constant K. It follows from proposition 2.3 that
Hence, for any ξ ≥ 0,
Similarly,
Now set h ± (ξ) = −M ± (ξ)U (ξ). As long as ν is sufficiently small, there exists ι > 0 such
In addition, due to the boundedness of U ∓ 1 and J * (U ∓ 1), it is easy to see that
Clearly, we have
In particular, when d = 0,
We also observe that h ± is differentiable and
Therefore, it follows from (2.27) that
Next, we show (2.20). Thanks to (2.24) and (2.25), h + (z) is analytic in the strip 0 ≤ Imz ≤ 2ǫ − λ s + , where 0 < 2ǫ < ι and g(z) =
Therefore, in the strip 0 ≤ Imz ≤ 2ǫ − λ s + ,
In the strip |Rez| ≤ D with any fixed D > 0, we have that
Fourier transform and shifting the integrating path, when ξ ≥ 0, we find
Here we choose ǫ such that ∆ L + (λ s + − ǫ + iη) = 0 for any η ∈ R. Clearly, The last integral absolutely converges.
is meromorphic and only has poles which may occur at z ∈ Υ λ s + −ǫ . We claim that h(iz)∆ 
h(iz) is analytic in the strip 2λ s + − κ for some 0 < κ ≤ 2ǫ. Hence the path of integration can be shifted to the line Rez = 2λ s + − κ. Consequently, one of the following cases must occur. Case I The set Z is not empty, where
(z) has poles at z}.
Case II V (ξ) = O(e −bξ ) for any b ∈ R + .
Next we show that both case I and II are impossible. We start with case (I). Let ̺ = sup Z.
Recall that λ s + is the only real zero of ∆ L + in the half plane Rez ≤ 0. By lemma2.1, we may assume ̺ ± µ m i with µ m > 0(1 ≤ m < ∞) are all the element of Z with real part equal to ̺.
where p lm are real polynomials and k m ∈ R. Thus,
for some N > 0, where q is a quasiperiodic function of mean value zero. According to [16] ,
Consequently, V (ξ 1 ) < 0 for some ξ 1 > 0. This contradicts the fact that V (ξ) > 0 for any ξ ∈ (−∞, ∞). Therefore case(I) never occurs.
For the case II, we define
f s (r, s).
Due to (H2) and (H3), a > −∞ and b > 0. Consequently,
Multiplying each side of (2.29) by e bξ and integrating by part yield
Since −cb − db 2 − R J(ξ)e bξ dξ → −∞, as b → ∞, we arrive at a contradiction. This implies that Case (II) can not occur. Therefore, e zξ h(−iz)∆ −1 L + (z) has a simple pole at z = λ s + , and
dη.
Now let
Clearly, V + (ξ) = o(e λ s + ξ ), as ξ → +∞. The positivity of V forces that γ + > 0. Thus,
By considering the equation cV ′ − dV ′′ = L − V + h − and arguing analogously, we may find Proof. We shall argue by contradiction. Suppose that there exist (c i , U i ) satisfying (1.1) with c 1 < c 2 , i = 1, 2. We may assume that one of these solutions has speed c * . By Theorem 2.1, both solutions satisfy
In view of the proof of lemma 2.1, it is easy to see that
Thus, U 2 (ξ) < U 1 (ξ) for all sufficiently large |ξ|. This together with the monotonicity of U i justify that we can choose τ ∈ R and replace U 2 (ξ) by U 2 (ξ +τ ) such that U 2 (ξ) ≤ U 1 (ξ) for all ξ ∈ R and U 2 (ξ * ) = U 1 (ξ 0 ) for some ξ 0 . Consequently, U ′ 2 (ξ 0 ) = U ′ 1 (ξ 0 ) and U ′′ 2 (ξ 0 ) ≤ U ′′ 1 (ξ 0 ). Moreover, (H2) and the fact that
. By plugging these relations into (1.1), we find
The contradiction completes the proof.
Spectral analysis of traveling wave U
In this section, we study the spectrum of the operator Π L . Recall that
Clearly, the equation (Π L − λI)u = 0 is equivalent to
The adjoint equation of (3.3) is the equation
where λ denotes the conjugate of λ. We define the formally adjoint operator (Π L − λI) * of
It is easy to see that
where u ∈ W 1,p , v ∈ W 1,q and
Throughout the rest of the paper, we let X := L p (R, C), 1 ≤ p ≤ ∞. ℜX is considered as an ordered Banach space with a positive cone X + , where ℜX = {Reu|u ∈ X} and X + = {w ∈ ℜX|w ≥ 0}. It is well known that X + is generating, normal,(see [1] for more details). For ϕ ∈ ℜX, we write ϕ 0 if ϕ ∈ X + and ϕ = 0, ϕ ≫ 0 if ϕ(ξ) > 0 for each ξ ∈ R.
An operator A : X → X is called positive if AX + ⊆ X + .
Definition 3.
1. An operator A is said to be resolvent positive if the resolvent set ρ(A) of A contains an interval (α, ∞) and (λI − A) −1 is positive for sufficiently large λ ∈ ρ(A) ∩ R.
In sequel, we follow [13] to define the normal points and the essential spectrum of an operator A on a Banach space. Namely, a normal point of A is a complex number in the resolvent set ρ(A) or an isolated eigenvalue of A with finite multiplicity. The complement of the set of normal points is called the essential spectrum of A denoted by σ ess (A). We denote the spectral bound of an operator A by
We also let ι = max{a
, which corresponds to the variational equation of (
(i) Let Ω + = {λ ∈ C|Reλ > ι} and Ω − = {λ ∈ C|Reλ < ι}. λ is a isolated eigenvalue with finite algebraic multiplicity if λ ∈ (Ω + ∪ Ω − ) ∩ σ(Π L ), Furthermore, suppose ψ is an eigenfunction corresponding to λ, then
for some positive constants C λ and µ.
(
Moreover, Π * L has a positive eigenfunction Ψ corresponding to the eigenvalue 0 , and
(v) There exist ̟ > 0 such that the set {λ ∈ C|Reλ < −̟, or Reλ ≥ 0 and
, then λ is a isolated eigenvalue with finite algebraic multiplicity. Furthermore, if ψ is an eigenfunction corresponding to λ then
where C λ and µ are positive constants.
The assertions (iii) and (iv) stated above remain true.
(v)the set {λ ∈ C|Reλ ≥ 0 and
Proof. We shall first prove that Π L is resolvent positive. The proof for Π * L is same. Let λ > 0 be sufficiently large and write λ = λ * − λ such that max 0≤U ≤1 |f r (U, J * U )| ≤ λ < ∞. Then
and ∂ denotes differentiation. According to [17] (see section 1.6), As long as λ * is sufficiently large, (λ * I + c∂ − d∂ 2 ) is invertible and positive. In particular, 
paragraph on p243 of [12] , the followings hold true:
, then λ is a isolated eigenvalue with finite algebraic multiplicity.
Furthermore, Lemma 4.1 implies (3.8). Therefore (i) is completed. As a consequence of (i), (ii) is true. Next, we show (iii) and (iv). Analogously, (a1) and (a2) remain valid for Π * L . Notice that 0 ∈ σ(Π L ), and so s(Π L ) ≥ 0 > −∞. By [20] , the resolvent positivity yields that 
We now prove the simplicity of eigenvalue 0, without loss of generality, we assume that c > 0. We first show that N (Π L ) = span{U ′ }. Suppose this not true, then there is an eigenfunction ψ associated with eigenvalue 0 such that ψ = tU ′ for all t ∈ R. Obviously, ψ ∈ W 2,p (R). In view of Theorem 2.1,
, as ξ → ∞, and |ψ(ξ)| = O(e λ u − ξ ), as ξ → −∞. Due to the positivity of U ′ , there exist t such that tU ′ + ψ ≥ 0. Let t = inf{t ∈ R : tU ′ + ψ ≥ 0}. Obviously, tU ′ + ψ = 0. Set w = tU ′ + ψ and Σ = {ξ ∈ R|w(ξ) = 0}. Note that Σ is not empty by our assumption. Furthermore, Σ is a close set and Σ\interΣ = ∅ . Let ξ 0 ∈ Σ\interΣ. Certainly, for each ε > 0, there is a point ξ ε ∈ (ξ 0 − 1 2 ε, ξ 0 + 1 2 ε) such that w(ξ ε ) > 0. Since, for any γ > max 0≤U ≤1 |f r (U, J * U )|, cw ′ + γw = (Lw + γw) 0, simple calculation shows that
Clearly, w(ξ) > 0 for any ξ ≥ ξ 0 + ε. Thanks to (H1), there exist a, b with b > a > 0 such that (−b, −a) ∪ (a, b) ⊆ suppJ. Since ε can be chosen sufficiently small such that ε < a, we find that suppJ(ξ 0 − ·) ∩ suppw(·) contains a nonempty open interval. Hence J * w(ξ 0 ) > 0.
On the other hand, w ′ (ξ 0 ) = 0 implies that
(H3) forces that J * w(ξ 0 ) = 0, thus we reach a contradiction. The contradiction leads to the desired conclusion that N (Π L ) = span{U ′ }. As mentioned early, we can similarly show that N (Π L ) = span{U ′ } for the case that d > 0. However, the proof is much simpler. Indeed, we have cw ′ − dw ′′ + γw = (Lw + γw) 0, where γ is the constant same as one defined above.
where µ ± = [c± c 2 + 4dγ](2d) −1 . Thus, w = tU ′ + ψ ≫ 0, which violates the definition of t, and the contradiction yields the conclusion we need. Next, we show that
we argue by contradictions. Let Π L Φ = t 1 U ′ for some Φ ∈ L p and t 1 ∈ R, that is, t 1 U ′ ∈ R(Π L ). Therefore, t 1 R Ψ(η)U ′ (η)dη = 0, which is a contradiction. with the same reasoning, we can show that N (Π * L ) = span{Ψ} and 0 is also a simple eigenvalue of Π * L . Thus, we proved that (iii) and dim
for any λ ∈ C with Reλ > 0. Moreover, by using the arguments similar to those in [3] (see pg 124, also refer to [21] ), we can show that Π L − iη is injective for any η ∈ R. On the other hand, for each η ∈ R, Π L − iη is Fredholm of index zero. Hence iη ∈ ρ(Π L ) for any η ∈ R and (v) is proved.
Appendix
Let ∆ L ± −λI : C → C be the characteristic equations associated with the operators Π L ± −λI, which is defined by
: C → C be the characteristic equations associated with the adjoint operators (Π L ± − λI) * , which is defined by
Remark 4.1. In light of proposition 2.1, it is clear that there exist Λ > 0 such that
In fact, for any
thus, there must exist Λ > 0 such that ∆ L ± −λ (z) = 0 has no solution in the vertical strip
The operator Π L − λI is called asymptotic hyperbolic if both
with a function G λ L + which enjoys the estimate
for some constants k ′ and α. Moreover, the same assertion is valid for Π L − − λI.
Proof. Invoking Lemma2.2, we only need to show (4.1). By the remark 4.1, there exist m > 0 such that all zeros of ∆ L + −λ lie outside of the strip {λ ∈ C||Rez| ≤ m}. We define
Choose ε ′ > 0 sufficiently small such that ∆ L + −λ (z) only has finite number of zeros in the
By the reasoning used in the proof of Lemma 2.2, we find, for any ξ ≥ 0,
Here we assume that the zero with Rez = k − is a ith zero of
for some j ≥ 0. Let 0 < α < min{|k − |, |k + |}, then (4.1) follows.
Here all the constants µ and K i (i = 1, ·, ·, 6) are positive and independent of u and h. 
where ϑ λ ± (ξ) are the unit step functions similar to (2.19) . Then (Π L − λI)u = h is equivalent to
where Π λ
satisfy the conditions of Proposition 2.1, here we may assume that ϑ λ ± have their jump points at ±σ respectively.
for some positive constants C λ , µ. Consequently, we have either
Thus, (4.2) follows. Now we define
then we have Clearly, the same conclusion holds true for (Π L − λI) * provided it has nonempty kernel. Proposition 4.2. Assume that λ ∈ C such that (Π L − λI) * is asymptotically hyperbolic.
Suppose for some p that there are bounded sequences u n ∈ W 1,p ( W 2,p when d > 0) and
where ϑ λ ± (ξ) are same as these defined in Lemma 4.
.Then, with the same reasoning, we draw the desired conclusion.
Fredholm if J has compact support.
Proof. The proof of this lemma is very similar to that of Theorem A in [15] , we shall therefore only sketch the proof. As usual, we shall only give the proof for the case that d = 0 since the proof for the case that d > 0 can be completed analogously. We start to show that the unit ball
is compact, and hence we can conclude dim N (Π L − λI) < ∞. It is worth pointing out that N (Π L − λI) is independent of p. Indeed, this can be inferred from the remark 4.2. Now, we choose any sequence u n ∈ B, then by Proposition 2.2 with h n = 0, there exists a subsequence u n ′ → u * in W 1,p for some u * with (Π L − λI)u * = 0. Therefore, u * ∈ B and B is compact.
Next we let p be fixed and we show that R(
such that h n → h * in L p , then we need to show that h * ∈ R(Π L − λI). Let C ⊆ W 1,p be a closed subspace complement of N (Π L − λI), that is, W 1,p = N (Π L − λI) ⊕ C. Clearly, there exists a sequence u n ∈ C such that (Π L − λI)u n = h n . As shown in [15] , ||u n || W 1,p must be bounded, hence Proposition 2.2 implies that there exists u * ∈ C such that (Π L − λI)u * = h * .
This prove the closeness of R(Π L − λI). Therefore, Π L − λI is semi-Fredholm. Now, we assume that 1 ≤ p < ∞, in order to prove (Π L − λI) is Fredholm, it suffices to show that R(Π L − λI) has finite codimensions in L p . To this end, we let N ((
From remark 4.2 , we see that (Π L − λI) * is also asymptotically hyperbolic, and hence Propo- On the other hand, we have
Choose any χ ∈ C ∞ (R, C) with compact support and set u = χ . By taking the complex conjugates, we find
This indicates that v solves the adjoint equation in the sense of distributions and v ∈ W 1,q .
Thus v ∈ N ((Π L − λI) * ). This contradiction establishes that R(Π L − λI) = N ((Π L − λI) * ) 0 p . for 1 ≤ p < ∞.
For the case of p = ∞, once again, (3.5) implies that R(Π L − λI) ⊆ N ((Π L − λI) * ) 0 ∞ . Suppose that J has compact support. We need to show that R(Π L − λI) ⊇ N ((Π L − λI) * ) 0 ∞ . We start to show that every h ∈ N ((Π L − λI) * ) 0 ∞ can be written as h = h 1 + h 2 , where h 1 ∈ R(Π L − λI), and h 1 = h whenever |ξ| ≥ τ for some positive constant τ . Certainly, Therefore, the desired conclusion follows.
