Given a network represented by a graph G = (V, E), we consider a dynamical process of influence diffusion in G that evolves as follows: Initially only the nodes of a given S ⊆ V are influenced; subsequently, at each round, the set of influenced nodes is augmented by all the nodes in the network that have a sufficiently large number of already influenced neighbors. The question is to determine a small subset of nodes S (a target set) that can influence the whole network. This is a widely studied problem that abstracts many phenomena in the social, economic, biological, and physical sciences. It is known that the above optimization problem is hard to approximate within a factor of 2 log 1− |V | , for any > 0. In this paper, we present a fast and surprisingly simple algorithm that exhibits the following features: (1) when applied to trees, cycles, or complete graphs, it always produces an optimal solution (i.e, a minimum size target set); (2) when applied to arbitrary networks, it always produces a solution of cardinality which improves on previously known upper bounds; (3) when applied to real-life networks, it always produces solutions that substantially outperform the ones obtained by previously published algorithms (for which no proof of optimality or performance guarantee is known in any class of graphs).
A target set for G is set S ⊆ V such that Active G [S, λ] = V for some λ ≥ 0
In words, at each round the set of active nodes is augmented by the set of nodes u that have a number of already activated neighbors greater or equal to u's threshold t (u) . The vertex v is said to be activated at round > 0 if v ∈ Active G [S, ]\Active G [S, − 1] . In the rest of the paper we will omit the subscript G whenever the graph G is clear from the context. Example 1 Consider the tree T in Fig. 1 . The number inside each circle is the vertex threshold. A possible target set for T is S = {v 1 , v 5 , v 7 }. Indeed we have trigger a cascade of influence in the network leading to an adoption of the products by a much larger number of individuals. Recently, viral marketing has been also recognised as an important tool in the communication strategies of politicians [4, 29, 38] .
The first authors to study problems of spread of influence in networks from an algorithmic point of view were Kempe et al. [26, 27] . However, they were mostly interested in networks with randomly chosen thresholds. Chen [6] studied the following minimization problem: Given a graph G and fixed arbitrary thresholds t (v), ∀ v ∈ V , find a target set of minimum size that eventually activates all (or a fixed fraction of) nodes of G. He proved a strong inapproximability result that makes unlikely the existence of an algorithm with approximation factor better than O(2 log 1− |V | ). Chen's result stimulated a series of papers [1] [2] [3] 5, [8] [9] [10] [12] [13] [14] [16] [17] [18] [19] 23, 24, 34, 35, 41, 43] that isolated interesting cases in which the problem (and variants thereof) become tractable. A notable absence from the literature on the topic (with the exception of Thang et al. [36] and Shakarian et al. [20] ) are algorithms for the Target Set Selection Problem that work for arbitrary graphs. This is probably due to the previously quoted strong inapproximability result of Chen [6] , that seems to suggest that the problem is hopeless. Providing such an algorithm for general graphs, evaluating its performances and esperimentally validating it on real-life networks, is the main objective of this paper.
Our Results
In this paper, we present a fast and simple algorithm that exhibits the following series of interesting features:
(1) It always produces an optimal solution (i.e, a minimum size subset of nodes that influence the whole network) in case G is either a tree, a cycle, or a complete graph. These results were previously obtained in [6, 34] by means of different ad-hoc algorithms. (2) For general networks, our algorithm always produces a target set whose cardinality is smaller than v∈V min 1, t (v) d(v)+1 . Our result improves on the corresponding results of Ackerman et al. [15] and Centeno et al. [1] ; (3) In real-life networks our algorithm produces solutions that outperform the ones obtained using the algorithms presented in the papers [20, 36] , for which, however, no proof of optimality or performance guarantee is known in any class of graphs. The data sets we use, to experimentally validate our algorithm, include those considered in [20, 36] .
It is worthwhile to remark that our algorithm, when executed on a graph G for which the thresholds t (v) have been set equal to the nodes degree d(v), for each v ∈ V , it outputs a vertex cover of G, (since in that particular case a target set of G is, indeed, a vertex cover of G). Therefore, our algorithm appears to be a new algorithm, to the best of our knowledge, to compute the vertex cover of graphs (notice that our algorithm differs from the classical algorithm that computes a vertex cover by iteratively deleting a vertex of maximum degree in the graph). We plan to investigate elsewhere the theoretical performances of our algorithm (i.e., its approximation factor); computational experiments suggest that it performs surprisingly well in practice.
The TSS Algorithm
In this section we present our algorithm for the TSS problem. The strategies commonly proposed in the literature to solve the TSS problem are mostly additive (e.g., [26, 27] ), in that they focus on the addition of very influential nodes (according to some measure of node influence, such as the node degree) to a current solution S until it becomes a target set. In this work, we study a subtractive algorithm, given in Algorithm 1, which iteratively prunes nodes from the graph (and therefore, from the set of candidates to be part of the target set). The pruning is done according to a designed rule that tries to balance between the capability of a node to influence other nodes and its "easiness" (or hardness) to be influenced by other nodes.
At each iteration, if no extremal condition (e.g., Case 1 or 2) occurs, then Case 3 holds and a vertex is selected to be discarded; such a vertex is chosen as to maximize a properly chosen function that, for each node, is directly proportional to its remaining threshold and inversely proportional to its degree (see line 17) . When a node v is removed from the graph, its neighbors update their degree accordingly (see lines [18] [19] [20] . Consequently, during the deletion process, some vertex v in the surviving graph
// Select one vertex and eliminate it from the graph as specified in the following cases. 8 if there exists v ∈ U s.t. k(v) = 0 then // Case 1: The vertex v is activated by the influence of its neighbors in V − U only; it can then influence its neighbors in U .
The vertex v is added to S, since no sufficient neighbors remain in U to activate it; v can then influence its neighbors in U .
13
The vertex v will be influenced by some of its neighbors in U . Table 1 An example of  execution of TSS(G) on the  graph T in Fig. 1   Iteration  1  2  3  4  5  6  7  8  9  10 Selected vertex v 10 Case  3  3  3  2  3  2  1  3  3  2 may remain with less neighbors than its threshold (Case 2); in such a case v must be necessarily added to the current solution set S (see line 13) since there is no possibility to activate v through its neighbors. Coherently, its neighbors' thresholds are decreased by 1, since they receive v's influence (see lines [14] [15] . Once a node is added to S, it is deleted from the graph, like in the Case 3 above.
It can also happen that the surviving graph contains a vertex v whose threshold has been decreased down to 0 (which means that the current set of nodes in S are able to activate v); in such a case (Case 1), v is deleted from the graph and its neighbors' thresholds are decreased by 1, since they will receive v's influence once v activates (see lines 9-10).
A possible execution of the algorithm TSS on the graph in Fig. 1 is described below and summarized in Table 1 . Before starting the deletion process, the algorithm initializes the target set S to the empty set and a set U (used to keep the surviving nodes of G) to V , moreover it also exploits three variables for each node:
δ(v) which is initialized to the degree of node v, k(v) which is initialized to threshold of node v, and -N (v) which is initialized to the set of neighbors of node v.
The algorithm proceeds as follows:
Iteration 1 If no node in U has threshold either equal to 0 or larger than the degree, then Case 3 of the algorithm occurs and a node is selected according to condition at line 17 of the algorithm. All the leaves of the tree in Fig. 1 satisfy this condition, therefore the algorithm arbitrary chooses one of them. 1 Let v 10 be the selected vertex. Hence, v 10 is removed. As a consequence v 6 will not count on v 10 for being influenced in the future (the value δ(v 6 ), which denotes the degree of v 6 restricted to the nodes belonging to the residual graph, is decreased by 1).
Iteration 2 and 3
Case 3 is applied to nodes v 9 and v 8 and the value δ(v 7 ) is updated accordingly.
Iteration 4
In the residual graph, node v 7 has fewer neighbors than its threshold (i.e., δ(v 7 ) = 1 < 2 = k(v 7 )) and Case 2 of the algorithm occurs (notice that no node has threshold equal to 0). Hence, v 7 is selected and added to the target set S. As a consequence, v 7 is removed and the threshold of its neighbor v 1 is decreased by 1 (since it will receive v 7 's influence).
Iteration 5
Case 3 applies to node v 6 . Iteration 6 Case 2 applies to node v 5 .
Iteration 7
The residual threshold of node v 4 is now 0 (e.g., the nodes which are already in S see Case 2 suffice to activate v 4 ). Hence, Case 1 occurs and v 4 is removed from the graph, the threshold of its neighbor v 1 is decreased by 1 (since once v 4 activates, v 1 will receive v 4 's influence).
Iteration 8 and 9
Case 3 applies to nodes v 3 and v 2 .
Iteration 10 Case 2 applies to node v 1 . The algorithm outputs the set S which contains the nodes that were selected on the occurrences of Cases 2. In our example the output is S = {v 1 , v 5 , v 7 } which, as showed in Example 1, is a target set for T .
In the rest of the paper, we use the following notation. We denote by n the number of nodes in G, that is, n = |V |. Moreover we denote:
-By v i the vertex that is selected during the n − i + 1th iteration of the while loop in TSS(G), for i = n, . . . , 1; 
Result: S, a target set for G.
as updated at the beginning of the (n − i + 1)th iteration of the while loop in TSS(G). For the initial value i = n, the above values are those of the input graph G, that is:
We start with two technical Lemmata which will be useful in the rest of the paper.
Lemma 1 Consider a graph G. For any i = n, . . . , 1 and u ∈ V i , it holds that
Proof
Suppose now that the equalities hold for some i ≤ n. The graph
We deduce that the desired equalities hold for i − 1 by noticing that the algorithm uses the same rules to get
is a target set for G(i) with thresholds k i (u), for u ∈ V i .
Proof Let us first notice that, according to the algorithm T SS, for each u ∈ V i−1 we have
It follows that for any ≥ 0,
We can now prove the main result of this section.
Theorem 1 For any graph G and threshold function t, the algorithm TSS(G) outputs a target set for G.
Proof Let S be the output of the algorithm T SS(G). We show that for each i = 1, . . . , n the set S ∩ {v i , . . . , v 1 } is a target set for the graph G(i), assuming that each vertex u in G(i) has threshold k i (u). The proof is by induction on the number i of nodes of G(i).
Consider now i > 1 and suppose the algorithm be correct on G(i − 1), that is,
We notice that in each among Cases 1, 2 and 3, the algorithm updates the thresholds and the target set according to Lemma 2. Hence, the algorithm is correct on G(i) with threshold function k i . The theorem follows since G(n) = G.
It is possible to see that the TSS algorithm can be implemented in such a way to run in O(|E| log |V |) time. Indeed we need to process the nodes v ∈ V according to the metric t (v)/(d(v)(d(v) + 1)), and the updates that follow each processed node v ∈ V involve at most the d(v) neighbors of v.
Estimating the Size of the Solution
In this section we prove an upper bound on the size of the target set obtained by the algorithm TSS(G) for any input graph G. Our bound, given in Theorem 2, improves on the bound v∈V min 1, t (v) d(v)+1 given in [1, 15] . Moreover, the result in [1] is based on the probabilistic method and an effective algorithm results only by applying suitable derandomization steps.
Theorem 2 Let G be a connected graph with at least 3 nodes and threshold function
where V (2) 
We prove that
for each i = 1, . . . , n. The bound (4) on S follows recalling that G(n) = G and
The proof is by induction on i. If i = 1, the claim follows noticing that
Assume now (5) holds for i − 1 ≥ 1, and consider G(i) and the node v i . We have
We show now that
We first notice that W (G(i)) − W (G(i − 1)) can be written as
, and that threshold and degree remain unchanged for each other node in G(i − 1). Therefore, we get (2) k i (v)≤δ (2) 
We distinguish three cases according to those in the algorithm TSS(G).
(I) Suppose that Case 1 of the Algorithm TSS holds; i.e. k i (v i ) = 0. Recall that the Algorithm TSS(G) updates the the values of δ(u) and k(u) for each node in V i as follows:
By (b), (7) and being k i (v i ) = 0, we immediately get
where the last inequality is implied by (7) . Since we know that in Case 1 the selected node v i is not part of S, we get the desired inequality W (
The Algorithm TSS(G) updates the values of δ(u) and k(u) for each node u ∈ V i−1 as in (7) . Hence, we have
and, using this case assumption, Eq. (6) becomes (2) k i (v)≤δ (2) 
Since in Case 2 v i is part of the output S, we get W (G(i)) − W (G(i − 1)) ≥ 1 = |S ∩ {v i }|.
(III) Suppose that Case 3 of the algorithm holds. We know that:
We distinguish three cases on the value of d(v i ) and δ i (v i ):
.
As a consequence, by using (iii) and recalling that v i / ∈ S we get
• Assume now d(v i ) ≥ 2 and δ i (v i ) = 1. Let u be the neighbor of v i in G(i).
If d(u) ≥ 2, then u / ∈ I i−1 and, by (ii), I i−1 = I i = ∅. By (6), we obtain
i (u)(δ (2) i (u) + 1)
Recalling that I i = ∅, we get I i−1 = {u}. As a consequence, (6) becomes
Finally, the case d(u) ≤ 1 can hold only if the input graph G has a connected component consisting of two nodes. This is excluded by the theorem hypothesis.
Remark 1
We stress that the bound in Theorem 2 improves on the previously known bound v∈V min (1, t (v)/(d(v) + 1)) given in [1, 15] . Indeed we can show that that for any graph it holds that v∈{u | u∈V (2) 
In order to prove (8), we first notice that the difference between the two bounds can be written as, v∈V min 1,
where the last inequality is due to the fact that
that is, we are aggregating the contribution of each node, having both degree and threshold equal to 1, to that of its unique neighbor. Now let us consider the contribution of each v ∈ V (2) , such that t (v) ≤ d(v), to the equation above. If d(v) = d (2) (v), then clearly the contribution of v is zero.
In each case the contribution of v is non negative and (8) holds. Furthermore, it is worth to notice that our bound can give a dramatic improvement with respect to one in [1, 15] . As an example, consider the star graph on n nodes with center c given in Fig. 2 . The node thresholds are equal equal to 1 for each leaf node and equal to t (c) ≤ n for the center node c. The ratio of the bound in [1, 15] to the one in this paper is
Optimality Cases
In this section, we prove that our algorithm TSS provides a unified setting for several results, obtained in the literature by means of different ad hoc algorithms. Trees, cycles and cliques are among the few cases known to admit optimal polynomial time algorithms for the TSS problem [6, 34] . In the following, we prove that our algorithm TSS provides the first unifying setting for all these cases.
Fig. 2
A star graph with n nodes. The bound in [1, 15] provides a target set of size t (c) n + n−1 2 while the bound in Theorem 2 is 1. In this specific case the bound of Theorem 2 is tight, the optimal target set consists of the center node c Theorem 3 The algorithm TSS(T ) returns an optimal solution whenever the input graph T is a tree.
Proof Let T = (V, E) and n = |V |. We recall that for i = 1, . . . , n: v i denotes the node selected during the n − i + 1th iteration of the while loop in TSS, T (i) is the forest induced by the set V i = {v i , . . . , v 1 }, and δ i (v) and k i (v) are the degree and threshold of v, for v ∈ V i . Let S be the target set produced by the algorithm TSS(T ). We prove by induction on i that
where S * i represents an optimal target set for the forest T (i) with threshold function k i . For i = 1, it is immediate that for the only node v 1 in F(1) one has
Suppose now (9) true for i − 1 and consider the tree T (i) and the selected node v i . 1. Assume first that k i (v i ) = 0. We get
and the equality (9) holds for i.
Assume now that
Clearly, any solution for T (i) must include node v i , otherwise it cannot be activated. This implies that
and (9) holds for i.
Finally, suppose that
21 of the algorithm). In this case each leaf v j in T (i) has
while each internal node v has
Hence, the node v i must be a leaf in T (i) and has k i
Theorem 4 The algorithm TSS(C) outputs an optimal solution whenever the input graph C is a cycle.
Proof If the first selected node v n has threshold 0 then clearly v n / ∈ S * for any optimal solution S * . If the threshold of v n is larger than its degree then clearly v n ∈ S * for any optimal solution S * . In both cases v n ∈ Active[S * , 1] and its neighbors can use v n 's influence; that is, the algorithm correctly sets k n−1 = max(k n − 1, 0) for these two nodes.
, we get that during the first iteration of the algorithm TSS(C), the selected node v n satisfies Case 3 and has t (v n ) = 2 if at least one of the nodes in C has threshold 2, otherwise t (v n ) = 1. Moreover, it is not difficult to see that there exists an optimal solution S * for C such that S * ∩ {v n } = ∅. In each case, the result follows by Theorem 3, since the remaining graph is a path on nodes v n−1 , . . . , v 1 .
The algorithm TSS(K ) outputs an optimal target set of size
Proof It is well known that there exists an optimal target set S * consisting of the |S * | nodes of higher threshold [34] . Being S * a target set, we know that each node in the graph K must activate. Therefore, for each u ∈ V there exists some iteration i ≥ 0 such that u ∈ Active[S, i]. Assume V = {u 1 , . . . , u n } and Summarizing, we get,
We show now that the algorithm TSS outputs a target set S whose size is upper bounded by the value in (10) . Notice that, in general, the output S does not consist of the nodes having the highest thresholds. Consider the residual graph
It is easy to see that for any u j , u s ∈ V i it holds
W.l.o.g. we assume that at any iteration of algorithm TSS if the node to be selected is not unique then the tie is broken as follows (cfr. point 2) above):
(i) If Case 1 holds then the selected node is the one with the lowest index, (ii) if either Case 2 or Case 3 occurs then the selected node is the one with the largest index.
Clearly, this implies that K (i) contains i nodes with consecutive indices among u 1 , . . . , u n , that is,
for some i ≥ 1 and r i = i + i − 1. Let h = n − m. We shall prove by induction on i that, for each i = n, . . . , 1, at the beginning of the n − i + 1th iteration of the while loop in TSS(K ), it holds
The upper bound (10) follows when i = n; indeed K (n) = K and |S| = |S ∩ V (n)|. K (1) is induced by only one node, let say u, and
proving that the bound holds in this case. Suppose now (12) true for some i − 1 ≥ 1 and consider the n − i + 1th iteration of the algorithm TSS. Let v be the node selected by algorithm TSS at the n − i + 1th iteration. We distinguish three cases according to the cases of the algorithm TSS(G).
Case 1: k i (v) = 0 By (i) and (11) , one has v = u i , i−1 = i + 1 and r i−1 = r i . Moreover, k i (u j ) = k i−1 (u j ) + 1 for each u j ∈ V i−1 . Hence,
Recalling relations (3) and (4), we have
Recalling that by (3) and (4) we have t (u r ) < n, which implies r i ≤ h, we have
Computational Experiments
We have extensively tested our algorithm TSS(G) both on random graphs and on real-world data sets, and we found that our algorithm performs surprisingly well in practice. This seems to suggest that the otherwise important inapproximability result of Chen [6] refers to rare or artificial cases. Fig. 3 Experiments for random graphs G(n, p) on n nodes (any possible edge occurs independently with probability 0 < p < 1). a n = 30, b n = 50 with p ∈ {10/100, 20/100, . . . , 90/100}. For each node the threshold was fixed to a random value between 1 and the node degree
Random Graphs
The first set of tests was done in order to compare the results of our algorithm to the exact solutions, found by formulating the problem as an 0-1 Integer Linear Programming (ILP) problem. Although the ILP approach provides the optimal solution, it fails to return the solution in a reasonable time (i.e., days) already for moderate size networks. We applied both our algorithm and the ILP algorithm to random graphs with up to 50 nodes. Figure 3 depicts the results on Random Graphs G(n, p) on n nodes (any possible edge occurs independently with probability 0 < p < 1). The two plots report the results obtained for n = 30 and n = 50. For each plot the value of the p parameter appears along the X-axis, while the size of the solution appears along the Y-axis. Results on intermediates sizes exhibit similar behaviors. Our algorithm produced target sets of size close to the optimal (see Fig. 3 ); for several instances it found an optimal solution.
Large Real-Life Networks
We performed experiments on several real social networks of various sizes from the Stanford Large Network Data set Collection (SNAP) [30] and the Social Computing Data Repository at Arizona State University [40] . The data sets we considered include both networks for which small target sets exist and networks needing larger target sets (due to the existence of communities, i.e., tightly connected disjoint groups of nodes that appear to delay the diffusion process). The main characteristics of the studied networks are shown in Table 2 . In particular, for each network we report the maximum degree, the diameter, the size of the largest connected component (LCC), the number of triangles, the clustering coefficient and the network modularity [33] .
The competing algorithms We compare the performance of our algorithm TSS toward that of the best, to our knowledge, computationally feasible algorithms in the literature. Namely, we compare to Algorithm TIP_DECOMP recently presented in [36] , in which nodes minimizing the difference between degree and threshold are pruned from the graph until a "core" set is produced. We also compare our algorithm to the VirAds algorithm presented in [20] . Finally, we compare to an (enhanced) Greedy strategy (given in Algorithm 2), in which nodes of maximum degree are iteratively inserted in the target set and pruned from the graph. Nodes that remains with zero threshold are simply eliminated from the graph, until no node remains.
The worst case computational complexities of the four considered algorithms are similar. TSS, Greedy, and TIP_DECOMP require O(|E| log |V |) time, while VirAds requires O(|V | 2 ×(|V |+|E|) time. We do not report here the actual running times measured during the experiments since they are very much machine-and-implementation dependent. However, we observed that all algorithms are computationally feasible and require comparable times.
Thresholds values According to the scenario considered in [36] , in our experiments the thresholds are constant among all vertices (precisely the constant value is an integer in the interval [1, 10] and for each vertex v the threshold t (v) is set as min{t, d(v)} where t = 1, 2, . . . , 10. Results Figures 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17 depict the experimental results on large real-life networks. For each network the results are reported in a separated plot. For each plot the value of the threshold parameter appears along the X-axis, while the size of the solution appears along the Y-axis. For each dataset, we compare the performance of our algorithm TSS to the algorithm TIP_DECOMP [36] , to the algorithm VirAds [20] , and to the Greedy strategy.
All test results consistently show that the TSS algorithm we introduce in this paper presents the best performances on all the considered networks, while none among TIP_DECOMP, VirAds, and Greedy is always better than the other two. Additional analysis of the performance of the TSS algorithm and some of its variants has been presented in [19] . There, it has also shown that the algorithm performances are good even in complex scenarios, namely with random or degree-proportional thresholds. 
Concluding Remarks
We presented a simple algorithm to find small sets of nodes that influence a whole network, where the dynamic that governs the spread of influence in the network is given in Definition 1. In spite of its simplicity, our algorithm is optimal for several classes of graphs, it improves on the general upper bound given in [1] on the cardinality of a minimal influencing set, and outperforms, on real life networks, the performances of known algorithms for the same problem. There are many possible ways of extending our work. We would be especially interested in discovering additional interesting classes of graphs for which our algorithm is optimal (we conjecture that this is indeed the case).
