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We report a detailed electronic structure calculation for Vanadium (V) using DFT, DFT+U ,
G0W0, GW0 and DFT+DMFT methods. The calculated values of W , U and J by cRPA method
are ∼1.1, ∼3.4 and ∼0.52 eV, respectively. The comparison between calculated spectra (CS) and
experimental spectra (ES) suggests that W (U) is more accurate for DFT+U (DFT+DMFT)
method. The CS, obtained by these methods, give fairly good agreement with ES for peaks’
positions except GW0. The shallowness of the dips lying ∼ -1.5 eV and ∼1.0 eV in ES are properly
explained by DFT+DMFT method only, due to the presence of incoherent t2g states. This work
suggests that for the proper explanation of ES, sophisticated many-body theory is needed even for
the simple metal.
Key words: electronic structure, density functional theory, dynamical mean field theory, self-
energy, GW approximation, quasiparticle, density of states, transition metal.
I. INTRODUCTION
Generally, any material containing partially filled d
and/or f -block elements of the periodic table is known
as the strongly correlated electron systems (SCES). In
recent years, the ongoing research on these systems
have opened a new era of research in condensed-matter
physics for their emergent physical properties1,2. There-
fore, depending on different physical properties, these
materials are subdivided into different systems for ex-
ample heavy fermion3, heavy fermion superconductors4,
Kondo insulators5, non-Fermi liquid systems6 etc. How-
ever, the effect of strong electron-electron correlations
are carrying very important role for these materials to
obtain different kind of new physical properties. The-
oretically, to understand the depth of correlation effect
for any material, one important parameter is needed to
be calculated which is known as the on-site Coulomb
interaction (U). After the recent theoretical develop-
ment, it is possible to calculate U by two different ways,
which are known as constrained density functional the-
ory (cDFT)7 and constrained random-phase approxima-
tion (cRPA)8,9. It is known that cDFT gives larger
value of U than cRPA for late transition metals due
to consideration of self-screening effect of the localized
orbitals10,11. But, to understand the physical properties
of the materials, both static and frequency-dependent U
are possible to calculate by using cRPA method with
excluding the suitable choice of self-screening in local-
ized orbitals. The fundamental way to verify the val-
idation of calculated U is done by comparing the den-
sity of states (DOS) with experimental spectra (ES) as
obtained from different spectroscopic techniques like x-
ray-photoemission spectroscopy (XPS), bremsstrahlung
isochromat spectroscopy (BIS), inverse photoemission
spectroscopy etc.12,13
Theoretically, it is really difficult to find out the so-
lution of many-electron problem. Nowadays, two dif-
ferent approaches are mainly implemented for tackling
this problem viz. (I) model Hamiltonian based for low
lying energy around the Fermi level (EF ) using some
parameters and (II) first-principle based methods. The
well known and successful first-principle based calcula-
tion is density functional theory (DFT). In this the-
ory, the many-electron problem is solved with the help
of independent-electron picture which provides reason-
ably good agreement with experimental data for vari-
ous physical properties of many materials14,15. How-
ever, it is known that DFT fails to give the proper in-
formation about the electronic and magnetic properties
for SCES16,17. Also, the information about excited-state
spectra for any material are difficult to obtain by using
DFT method only18,19.
The reason for failure of DFT in case of SCES is that
it does not consider the localization effect of d/f orbitals
properly. Although, the most common way to solve this
problem is adding on-site interaction U in DFT, which
is known as DFT+U method20. This technique pro-
vides quite good result to predict the insulating ground
state for many materials as observed from experiment,
where DFT has shown the metallic ground state for same
materials20. But, some of the spectroscopic observa-
tion for f -electron system is not properly explained by
DFT+U method21–23. It is also found that in DFT+U
method, U is used as a parameter. So, for understanding
the different physical properties of one material, different
values of U are used for the same material. This is an
unphysical situation for tailoring or theoretical predic-
tion of new materials. Therefore, the need of parameter
free electronic structure calculation is very necessary to
improve the strength of theoretical prediction.
In present days, the GW approximation (GWA) based
on many-body perturbation theory is known for a pa-
rameter free electronic structure method as developed
by L. Hedin24. It is basically the Hartree-Fock approxi-
mation including dynamical screening effect of Coulomb
2interaction25. Therefore, the GW self-energy (ΣGW ) de-
pends both on crystal momentum k and frequency (ω).
However, the most well established all electronGW based
technique is known as one-shot GW (G0W0) due to it’s
low computational cost. In case of band gap, this tech-
nique shows a fairly good matching with the experimen-
tal data than DFT method26,27. But, the most serious
problems with the G0W0 method is that this technique
does not satisfy the conservation laws of momentum, en-
ergy and particle number28–30. While, these problems
are partially solved by conserving the particle number in
GW0 method
31. In this method, the Dyson equation is
solved by fully self-consistent one particle Green’s func-
tion (G) with a fixed W0
31. It is known that the spectral
function and band gaps obtained from G0W0 are nicely
agreed with the experimental data for those materials
which contain open s and/or p -block elements of peri-
odic table31.
One of the most advanced theoretical method to study
many-electron problems as well as the strong correla-
tion effect is known as dynamical mean field theory
(DMFT) on top of DFT calculation (i.e. DFT+DMFT).
This method is capable to explain many experimental
observation of the SCES1,32. It is also noted that this
technique has successfully described the localization ef-
fect and quasiparticle excitation at finite temperature.
It deals with a well known localized impurity problem,
where the self-energy (Σ) is the function of ω only. This
Σ(ω) has important contribution for obtaining the quasi-
particle excitation31. Further, it is also found that the
different physical properties of many 3d transition metals
are nicely explained by using DFT+DMFT33,34.
For long time, 3d transition metals have drawn much
attention of the researcher to understand their many
emergent physical properties. From those, one of the
most important 3d transition metal is Vanadium (V) in
body-centered cubic (BCC) crystal structure38–40. This
metal is a Pauli paramagnet40,41. It is also a well known
type II superconductor with critical transition tempera-
ture (Tc) at 5.3 K, where the transition from supercon-
ducting state to normal metallic state is observed35,36.
Although, both experimentally and theoretically, it is ob-
served that Tc for V can be tuned upto 17.2 K with in-
creasing the pressure upto 1.2 Mbar36,37. Additionally, it
shows a structural phase transition from BCC to simple
cubic on applying the pressure ∼1.37 Mbar36,42.
In this work, we focus to find the suitability of above
mentioned methods for understanding the spectral prop-
erties of paramagnetic correlated electron system in sim-
ple structure. So, V is the right candidate to choose
for this study. Here, U and on-site exchange interaction
(J) for this metal are calculated by using cRPA method.
The significance of ω dependency on U and W are ex-
plained for V. From this explanation, it is also justified
that this metal is belonging to the class of correlated
electron system. In order to benchmark the suitable elec-
tronic structure method for this class of system, different
ab initio techniques (e.g. DFT, DFT+U , G0W0, GW0
and DFT+DMFT) are used in this work. The calcu-
lated W (U) using cRPA method is used for DFT+U
(DFT+DMFT) calculation. For peaks’ positions, all
methods give good agreement with ES except GW0. But,
the proper shallowness of the dips as shown in ES are
only obtained by DFT+DMFT (at 300 K) method. The
momentum-resolved spectral function is plotted for com-
paring with the DFT band structure and to discuss about
the coherent and incoherent states of V. The effect of
Σ(ω) on the spectral function of V is discussed and the
calculated value of effective band mass-renormalization
parameter (m∗) is 1.14 (1.22) for eg (t2g) orbitals.
II. COMPUTATIONAL DETAILS
Here, the spin-unpolarized electronic structure calcu-
lation for V is carried out by using the full-potential
linearized-augmented plane-wave method. The local den-
sity approximation is used as exchange-correlation func-
tional throughout this calculation. The spacegroup of
Im-3m and the lattice parameter of 3.024 A˚ are used for
this calculation43. 10 × 10 × 10 k-mesh size is used with
fixed the convergence criteria at 10−4 Ry/cell for total
energy. DFT calculation is performed by using WIEN2k
code44. In order to calculate the Hubbard U , the cRPA
method is used, which is implemented in GAP2 code45,46,
which is interfaced with WIEN2k44. This code is also
used for G0W0 and GW0 calculations. DFT+U calcula-
tion is done by Elk code47 because its’ implementation is
the most general and simple48.
DFT+DMFT calculation at 300 K is carried out us-
ing eDMFT code49, which is interfaced with WIEN2k44.
Densed 36 × 36 × 36 k-mesh size is used for this cal-
culation as Σ(ω) and the features of TDOS are found
to be sensitive for lower k-mesh. The continuous-time
quantum Monte Carlo method is used as an impurity
solver50. To get rid from the double-counting problem,
exactd method is used51. To plot the spectral function
in real axis, maximum entropy analytical continuation
method is used52.
III. RESULTS AND DISCUSSION
The dispersion curve of V using DFT along the high
symmetric k-directions is shown in Fig. 1. In case of V,
it is known that 4s state has lower energy than 3d state.
From the figure, bands 2 to 6 are mainly contributed by
3d orbitals, whereas in band 1, 4s orbital also contributes.
Hence, 1 to 6 energy bands are chosen to exclude the elec-
tronic transitions of 3d-3d state for finding the value of
U and J using cRPA method. The calculated values of
full Coulomb interaction (Ufull), diagonal Coulomb in-
teraction (Udiag) and J are ∼2.6 eV, ∼3.4 eV and ∼0.52
eV, respectively. The unscreened (bare) Coulomb inter-
action and fully screened Coulomb interaction (W ) are
also calculated. The diagonal bare Coulomb interaction,
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FIG. 1: (Colour online) Electronic band structure using
DFT. Zero energy represents the Fermi level.
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FIG. 2: (Colour online) Coulomb interaction with
respect to ω. J(ω) is shown in the inset.
full bare Coulomb interaction, on-site bare exchange in-
teraction and W are found to be ∼17.23 eV, ∼18.23 eV,
∼0.62 eV and ∼1.1 eV, respectively.
At first, a method to find U and J using cRPA is
discussed for V. The dispersion curve of this metal us-
ing DFT along the high symmetric k-directions of BCC
structure in the first Brillouin zone is shown in Fig. 1 for
the energy window ∼ -10 eV to ∼10 eV. In case of V, it is
known that 4s state has lower energy than 3d state. From
the figure, the energy bands 2 to 6 are mainly contributed
by 3d orbitals, whereas 1 energy band has both 4s and
3d orbitals contribution. Hence, 1 to 6 energy bands are
chosen to exclude the electronic transitions of 3d-3d state
for finding the value of U and J using cRPA method.
Then using cRPA method, the calculated values of the
full Coulomb interaction (Ufull), diagonal Coulomb inter-
action (Udiag) and J are ∼2.6 eV, ∼3.4 eV and ∼0.52 eV,
respectively. After this, the unscreened (bare) Coulomb
interaction and W are calculated by considering the all
electrons screening effect into calculation. So, the calcu-
lated values of diagonal bare Coulomb interaction, full
bare Coulomb interaction, on-site bare exchange interac-
tion and W are ∼17.23 eV, ∼18.23 eV, ∼0.62 eV and
∼1.1 eV, respectively.
Now, the importance of orbital screening effect for V
is discussed with the help of ω dependent Ufull, Udiag
and W plots, as shown in Fig. 2. It is clearly observed
from the figure that in higher ω region, Ufull, Udiag and
W are close to bare Coulomb interaction due to negligi-
ble screening effect. But, as the ω goes below ∼22 eV,
the values of Ufull, Udiag and W have drastically de-
creased, which implies that screening is more effective in
lower ω region. It is also noted from the figure that Ufull
and Udiag are significantly larger than W in low frequen-
cies. This behaviour represents that the elimination of
3d-3d transitions is very important for finding the suit-
able material specific U . Moreover base on this result, it
is expected that only adding a static U in any theoret-
ical calculation may not provide a good explanation of
experimental data for V. Further, the exchange interac-
tion J(ω) is shown in the inset of Fig. 2, which remains
almost the same for all values of ω studied here.
In this work, Udiag is used for further calculations and
represented as U (= 3.4 eV), which is in good agreement
with other previous work53,54. The validation of any elec-
tronic structure calculation is noramally done by com-
paring the experimental data of different spectroscopic
techniques such as XPS for valence band (VB) DOS and
BIS for conduction band (CB) DOS. But one should keep
in mind that these ES contained the information about
partial density of states (PDOS) with their photoion-
ization cross-sections, lifetime broadening of individual
states, inelastic scattering background and instrumental
broadening. However, it is known that the shape of life-
time (instrumental) broadening is Lorentzian (Gaussian)
type. Here, to compare with ES, the theoretical spec-
tra are calculated. In order to calculate this spectra, the
TDOS is chosen, which is multiplied by Fermi-Dirac (FD)
distribution (subtracted amount of FD distribution from
unity) for VB (CB) at 300 K with consideration of EF
at zero. Then, these TDOS are convoluted with a con-
stant Lorentzian broadening of 0.1 eV both for VB and
CB, along with a Gaussian broadening of 0.55 eV (0.7
eV) is used for VB (CB) corresponding to experimental
resolution. The photoionization cross-sections of 3d and
4s orbitals are of the same order in magnitude55. Thus,
TDOS is chosen for CS. The ES and all CS using differ-
ent theoretical techniques are shown in Fig. 3(a) to 3(f)
within the energy -10 eV to 10 eV.
The ES of V are shown in Fig. 3(a) for VB (CB),
which are obtained using XPS56 (BIS57). The three ex-
perimental peaks marked as A, B and D are observed at
∼ -2.4 eV, ∼ -0.7 eV, and ∼2.4 eV, respectively. In CB,
one hump is also seen at ∼0.7 eV, which is marked by C.
Moreover, a monotonically increasing behaviour in CB is
observed after 8.0 eV. In order to focus on this feature, a
dashed line E is marked at energy 8.0 eV. It is clear from
the figure that peaks A & B are in VB and peak D is in
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FIG. 3: (Colour online) (a) Experimental valence band using XPS56 and conduction band using BIS57, calculated
spectra using (b) DFT, (c) DFT+U , (d) G0W0, (e) GW0 and (f) DFT+DMFT (at 300 K). Zero energy represents
the Fermi level.
CB. In VB, a dip is observed between peaks A & B and
marked by SD. The ratio of peak A to peak B is ∼0.9.
The CS using DFT are shown in Fig. 3(b). Firstly for
VB, it is observed from the figure that the positions of
two peaks are fairly good matched with the peak A and
peak B within the experimental accuracy56. But, the dip
(marked by arrow) in CS is dipper than ES. Similarly
for CB, one hump and one peak are obtained at almost
same position of hump C and peak D. One dip (marked
by arrow) is observed in CS, which is masked in ES. One
can also see the monotonically increased behaviour above
∼9.0 eV. Thus, DFT provides good explanation of ES ex-
cept the line shape between peaks A & B and hump C
& peak D. However, it is known that the consideration
of electron-electron interaction in DFT for 3d electrons
is not adequate. This may be the reason for getting im-
proper estimation of the depth of dip in CS. Hence, it
would be interesting to see whether a better technique
like DFT+U will improve the shallowness of dips.
In DFT+U , generally Udiag is used for the value of U
parameter58. Therefore, the U value of 3.4 eV is used
for DFT+U , which is the value of Udiag. The CS (black
solid line) thus obtained are shown in Fig. 3(c). It is ob-
served from the figure that the one peak and one hump of
CS correspond to peak B and hump C are good match-
ing with ES. But in VB, the peak corresponds to peak
A and the dip is totally washed out. For CB, the peak
corresponding to peak D is shifted by ∼0.9 eV towards
the higher energy. Therefore, this CS are no longer in
good agreement with ES suggesting that Udiag is quite
large for DFT+U calculation. This observation may not
be surprising, as DFT+U is a static mean field theory,
where the screening among the d-electrons is not explic-
itly considered. So, any value of U , which is obtained by
excluding this screening, is expected to be in the higher
side. In this case, only that value of U will be appropri-
ate, which is calculated by considering the screening from
all electron. Therefore, the value ofW (= 1.1 eV) may be
the appropriate for U parameter in DFT+U calculation.
Hence, the U value of 1.1 eV is used for obtaining the CS
(red dashed line), which are shown in Fig. 3(c). All the
peaks’ position, peaks’ height and the hump’s position of
this CS are same as DFT, except the peak corresponds
to peak D is slightly shifted towards the higher energy.
In CB, the monotonically increased CS are shifted far
away from the dashed line E. However, the shallowness
5of dip (marked by arrow) in VB is slightly improved in
comparison to DFT. This method also fails to describe
the shallowness of dips properly.
At this stage, it is important to note that the electron-
electron interaction in DFT and DFT+U depends only
on crystal momentum k. It is well known that the many-
body interaction among electrons is normally a function
of k and ω. Therefore, any method takes care of this as-
pects of interaction may provide correct electronic struc-
ture of material. However, this aspect of the interacting
electrons is implemented in GWA using many-body per-
turbation theory. Thus, at first G0W0, which is the sim-
plest GW based method, is used for obtaining the CS.
This CS are plotted in Fig. 3(d). It is observed from
the figure that G0W0 gives similar features as obtained
from DFT, except after 8.0 eV. After 8.0 eV, the mono-
tonically increasing behaviour becomes more prominent.
Also, this is shifted by ∼0.7 eV towards the higher energy
as compare to the dashed line E. But, the shallowness of
dips (marked by arrows) have not properly estimated. At
this point, one should keep in mind that G0W0 method
does not provide the proper many-body excitation e.g.,
satellite feature/incoherent states, which may be the rea-
son for not providing proper depth of the dips. Since,
GW0 method includes some of these aspects, where G
is updated self-consistently for some fixed W0. There-
fore, this is used for obtaining the CS, which are shown
in Fig. 3(e). It is found from the figure that one peak
and one hump corresponding to peak B and hump C, re-
spectively, are in fairly good agreement with ES. After
0.7 eV, the increased CS (marked by arrow) are nicely
matched with ES. However, The dip (marked by arrow)
in VB is almost vanished due to the overestimation of
states in this region. It is also observed that the other
two peaks’ positions, which are correspond to peak A and
peak D, are showing very much off from the ES. Thus,
this method badly fails in representing the ES. It is ev-
ident from above discussion that all these methods are
not adequate for proper explanation of ES. Therefore,
the DFT+DMFT, which is one of the most advanced
electronic structure technique, may be needed for better
understanding of ES.
In DFT+DMFT, the screening among d-electrons are
already included. Thus in this case, Udiag (= 3.4 eV)
may be needed for the proper value of U parameter. So,
the U=3.4 eV is used in DFT+DMFT for computing
the CS, which are shown in Fig. 3(f). It is observed
from the figure that all the features including the mono-
tonically increasing behaviour after 8.0 eV are nicely
matched with the ES within the experimental uncer-
tainty of ∼0.1 eV56,57. In order to compare both the line
shape and shallowness of dips within the energy ∼ -4.0
eV to ∼4.0 eV, three CS obtained from DFT, DFT+U
and DFT+DMFT are plotted together in the inset of
Fig. 3(f). It is clear from the inset that in case of
DFT+DMFT, the states are less populated ∼ -1.0 eV
and ∼ -2.5 eV, whereas the states are more populated ∼
-1.5 eV as compare to DFT and DFT+U . Similarly, it is
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observed from the inset of CB that the states are more
(less) populated from ∼0.5 (∼2.5) eV to ∼2.0 (∼3.5) eV.
Thus, the spectral weight transfer from more populated
to the less populated region appears to be responsible for
proper estimation of shallowness of the dips along with
overall improvement of the line shape of CS.
Now, in order to explore the electronic states of V
in more detail, three TDOS calculated by DFT, GW0
and DFT+DMFT are plotted within the energy -6.0 eV
to 6.0 eV in Fig. 4. It is observed from the figure
that around -1.5 eV, GW0 (DFT) populates more (less)
states than DFT+DMFT, where intermediate amount of
states are achived. The similar behaviour is also found
around 1.0 eV region. Thus in overall, GW0 (DFT) over-
estimates (underestimates) the result for obtaining the
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FIG. 6: (Colour online) Imaginary parts of self-energy
(ImΣ(ω)) as function of energy at 300 K for eg (black
solid line) and t2g (red dashed line) orbitals. Zero
energy represents the Fermi level.
TDOS, while DFT+DMFT properly estimates the states
in the energy region of the dips. In order to understand
the nature of these states in region ∼ -1.5 (∼1.0) eV
of VB (CB), the momentum-resolved spectral function
calculated using DFT+DMFT along the high symmetric
k-directions is shown in Fig. 5. To make the better in-
sight of this figure, we need to understand the spectral
function (A(k, ω)), which is defined as,
A(k, w) =
1
pi
| ImΣ(ω) |
[ω − ε0
k
−ReΣ(ω)]2 + [ImΣ(ω)]2
(1)
where ω is real frequency, ε0
k
is the energy of a sin-
gle non-interacting electron with crystal momentum k
and ImΣ(ω) (ReΣ(ω)) is imaginary (real) part of Σ(ω).
Here, the pole (i.e. ω = ε0
k
+ReΣ(ω)) gives the energy po-
sition of the quasiparticle states. Thus in DFT+DMFT,
energy position of the quasiparticle states is expected to
change from their DFT energy position. This may lead
to change in the population of states in the given en-
ergy window. The coherent and incoherent states may
be defined in terms of the lifetime of the quasiparticle
excitations depending on ImΣ(ω). When, ImΣ(ω) is
quite small (large along with ω 6= ε0
k
+ ReΣ(ω)) then
corresponding excitations will be coherent (incoherent).
The presence of incoherent states in the energy from ∼
-2.0 (∼0.5) eV to ∼ -1.0 (∼1.5) eV around N- and P-
points (Γ-point) can be clearly seen from Fig. 5. Hence,
the incoherent states are more populated in these energy
window resulting in improvement of peaks’ shallowness
in the CS. The presence of incoherent states in this en-
ergy window can also be observed from Fig. 6, where
ImΣ(ω) is plotted as a function of energy for eg and t2g
orbitals within the energy window -4.0 eV to 4.0 eV. Here,
ImΣ(ω) shows negligibly small value for the eg orbitals
from ∼ -2.0 eV to ∼1.0 eV suggesting coherent nature
of eg orbitals. However, the value of ImΣ(ω) for t2g or-
bitals is ∼ -110.0 meV for this energy window, whereas
it is lying from ∼ -10.0 meV to ∼ -70.0 meV for the en-
ergy window of ∼0.5 eV to ∼1.5 eV. Such a large value of
ImΣ(ω) (specially for VB) is suggesting the incoherent
nature of t2g states in these energy window. Finally, we
want to present m∗, which is defined as,
m∗ = 1−
dReΣ(ω)
dω
|ω=0 (2)
The calculated values of m∗ using this relation for eg and
t2g orbitals are found to be∼1.14 and∼1.22, respectively.
IV. CONCLUSIONS
In the present work, a detailed electronic structure
calculations for V have been performed using DFT,
DFT+U , G0W0, GW0 and DFT+DMFT techniques.
The values of W , U and J are calculated by cRPA
method, which are found to be ∼1.1 eV, 3.4 eV and∼0.52
eV. The large ω dependence of U and W are suggesting
V as a correlated electron system. The calculated spectra
obtained from different ab initio methods are compared
with the experimental spectra (ES). The value of W (U)
is found to be suitable for DFT+U (DFT+DMFT). All
the technique except GW0 provides the good estimation
of the peaks’ positions. However, they fail to provide
proper shallowness of the dips as observed in ES, except
for DFT+DMFT. The incoherent t2g states play impor-
tant role in improving this shallowness of the dips. This
result suggest the importance of advance technique like
DFT+DMFT in proper understanding of the occupied
and unoccupied electronics states for one of the simplest
material.
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