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Abstract 
In this study,a new method was presented by developing Reduced differential transform 
method in order to find approximate solution of partial differential equations. 
Here, RDTM with fixed grid size algorithm was developed for the first time for Reduced Differential 
Transform Method by dividing solution intervals given to us into fixed grids. The efficiency and 
advantage of this method was given in homogenous heat equation existing in literature and in the 
application part on Burger’s equation. When approximate solution obtained by this new method and 
known exact solutions were compared, it is seen that there is definite consistence between both two 
solutions. 
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1. Introduction 
The partial differential equation has been used in many mathematical, engineering problems,fluid 
mechanic, thermodynamic, heat transfer, physics and mathematical physics. In recent years with the 
development of the tecnology, many effective methods have been proposed for solving the partial 
differential equations such as variational iteration method [7], the homotopy analysis method 
[8],homotopy perturbation method[10], the differential transform method (DTM[11],the Adomian’s 
decomposition method (ADM) [12-7],sine–cosine method,[13],reduced differential transform method 
(RDTM)[5,6,15,16,17,18] and so forth.  
In this study, we developed RDTM with fixed grid size by making improvements on RDTM by these 
methods. 
RDTM method is a method found out by Y. Keskin in 2009 with the development of DTM and it was 
applied to a variety of problems.[1,6,15-18] 
DTM was introduced by Zhou in 1986 for the first time for the solution of linear and non-linear initial 
value problem that was faced in the electric and electric circuit analysis. With this method, 
complicated integral statements faced in the equations were eliminated by transforming partial 
differentiable equations into algebraic equations. Also results were obtained by simple operations. 
However, RDTM was developed to get results more quickly by reducing operations faced while 
calculating approximate result and reducing the number of iterations. When this method was compared 
to other known methods, it is seen that RDTM is more efficient and more effective than others. 
[5,6,15,17]. 
It is obvious that, there is a need for improvement in present numerical methods to get the approximate 
solution faster or more sensitive and efficient results. From here, we developed RDTM with fixed grid 
size algorithm by dividing the intervals given in the equations into equal parts. Fixed grid size 
algorithms was earlier applied by Ming-Jyi Jang , Chieh-Li Chen , Yung-Chin Liy for the approximate 
solution of linear and non-linear initial value problems with DTM and positive results were obtained. 
We compared the  results obtained with known exact solution by applying RDTM which is more 
efficient than DTM . To better understand , we also applied  RDTM on the heat and Burger equations.   
2. RDTM with grid size solution 
The basic definitions of reduced differential transform method are introduced as in the 
references[1,2,3,4,5]: 
Definition 2.1.If the function  ,u x t  is analytic and differentiated continuously with respect to time t 
and space x in the domain of interest, the equation where the t-dimensional spectrum function  kU x  
is the transformed function is like this: 
 
0
1
( ) ,
!
k
k k
t
U x u x t
k t

 
  
 
     (2.1) 
. In this paper, the lowercase  ,u x t  represents the original function while the uppercase  kU x  
stands for the transformed function. 
The differential inverse transform of  kU x  is defined as in the following: 
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When equations of (2.1) and (2.2)are  combined, we write 
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From the above definitions, it can be found that the concept of the reduced differential transform is 
derived from the power series expansion. 
According to the RDTM and Table 1, we can construct the following iteration formula: 
 
 
 Table 1. Reduced differential transformation 
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Our purpose here is to investigate the solution of (1.2) the interval 0;T and the interval is divided 
into N equally spaced subintervals with th egridpoints 0 1 2, , ,..., Nt t t t  as indicated in Figure 1 
 
 Figure1: Approximation functions in each sub domain 
Here 0 0, Nt t T   as in the formulation 
0 ,it t ih  for each i=0,1,2,…,N and
T
h
N
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Here approximate solution function ( , )u x t can be indicated as 
0 ( , )u x t at the first interval and after 
RDTM procedures are applied, Taylor polynomials from nth order can be obtained at the point  0 0t   
as 
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Fromtheinitialcondition (1.2), we can write,   
 
0
0 0 0( , ) ( , )u x t U x t          (2.6) 
Therefore the approximate value of the function ( , )u x t  at the point 1t  can be evaluatedby (2.5) as 
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Since the initial value of the second sub-domain is equal to the value of 
0 ( , )u x t at the point 1t we can 
write 
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In a similar way, 
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Once following the same procedure, we can obtain the solution of ( , )iu x t  at the grid point 1it  as 
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From here, if the values of ( , )iu x t  are calculated, analytical solution of ( , )u x t is obtained as 
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We get more sensitive results when we increase the value of N . 
 
3. Application 
In this section ,in order to assess efficiency and advantages of our method the accuracy of the 
method was compared with the exact solutions.[1]. The obtained numerical results are very 
encouraging. We consider the following examples. 
Example1: Homogeneous heat equation is 
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the initial conditions are given  
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And the exact solution for the (3.1) equation is 
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For the solution procedure, we first take the reduced differential transform of (3.1)and (3.2) by the aid 
of Table 1 and we get the following equation 
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The transformation 
0( )kU x  are indicated at a few steps for k values and 0 0t    
are as in the following 
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If the values of 5N   and 0
0( , )nU x t are written in the places in the following equations, the 
approximate solution can be obtained as
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Furthermore, the absolute errors according to values of x  and t  are given as in the following tables. 
Table 2. Absolute Errors for solution of Example1 
 t AbsoluteErrorfor N=4 AbsoluteErrorfor N=16 
 
 
 
x=0,25 
0,25 0.00006491050816721604 84.26164921 506.104   
0,5 0.00004968038314752197 83.26482785 296.105   
0,75 0.00002688688512066903 81.77246357 363.101   
1 101.106678828811 .127118 037   
101.106822837022 .149339 020   
 
 
 
x=0,5 
0,25 0.00007005226033954058 84.58430927 421.100   
0,5 0.00005361569560274446 83.51035278 731.109   
0,75 0.00002901663531705991 81.90278504 357.102   
1 115.971320537326 .111582 097   
115.972874695887 .168764 034   
 
 
 
x=0,75 
0,25 0.00005670114017469839 83.72063602 014.100   
0,5 0.00004339718291423823 82.84855508 372.108   
0,75 0.000023486402310798701 81.543243564 069.100   
1 113.221952746340 .132859 082   
113.223210698701 .146190 021   
 
 
 
x=1 
0,25 0.000040795038703308564 82.671794786 064.109   
0,5 0.000031223175742360450 82.045390799 587.102   
0,75 0.000016897869665567895 81.107829940 940.100   
1 111.738472997044 .112946 015   
111.739378063139 .199277 027   
 
Then, following graphics show the behavior of the results in the above table. 
 
 
  (a)      (b) 
Figure 2:In this graphics, the black area indicates the exact solution and the red spots indicate 
the result we obtained by our method. (a): for N=4, (b): for N=16. According to the figures, it is 
seen that there are a pretty good consistence between two solutions.  
 
Example 2 
The Burgers’ equation [14] is 
    (3.3) 
the initial conditions are given in (3.3) 
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For the solution procedure, we first take the reduced differential transform of (3.3) and (3.4) by the aid 
of Table 1 and we can get the following equation 
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Substituting (3.4) into (3.5), we obtain the following 
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The following graphic shows the results of exact and approximate solution.  
 
Figure3: In this graphic, the black area indicates the exact solution for N=4 and the red spots 
indicate the result we obtained with our method. 
 
 
Furthermore, the exact and approximate solution according to values of x and t are given in the 
following Table 3 and Table 4 
Table3:Numerical Results of RDTM solution of Example2 for N=4 
 T Approximate solution Exact Solution 
 
 
 
x=0,25 
0,25 0.20000004750000000000 0.20000000000000000000 
0,5 0.40000009500000000000 0.40000000000000000000 
0,75 0.60000014250000000000 0.60000000000000000000 
1 0.80000019000000000000 0.80000000000000000000 
 
 
 
x=0,5 
0,25 0.16666670305000000000 0.16666666666666666667 
0,5 0.33333340610000000000 0.33333333333333333333 
0,75 0.50000010915000000000 0.50000000000000000000 
1 0.80000019000000000000 0.80000000000000000000 
 
 
 
x=0,75 
0,25 0.20000004750000000000 0.20000000000000000000 
0,5 0.40000009500000000000 0.40000000000000000000 
0,75 0.60000014250000000000 0.60000000000000000000 
1 0.66666681220000000000 0.66666666666666666667 
 
 
 
x=1 
0,25 0.12500002082541240453 0.12500002082541240453 
0,5 0.25000004165082480908 0.25000000000000000000 
0,75 0.37500006247623721361 0.37500000000000000000 
1 0.50000008330164961816 0.50000000000000000000 
     
 
Figure4: The surface shows the error of ( , )u x t for 4N   
Table4:Numerical Results of RDTM solution of Example2 for N=16 
 
 t Approximatesolution Exact Solution 
 
 
 
x=0,25 
0,25 0.19999999985000000000 0.20000000000000000000 
0,5 0.39999999970000000000 0.40000000000000000000 
0,75 0.59999999955000000000 0.60000000000000000000 
1 0.79999999940000000000 0.80000000000000000000 
 
 
 
x=0,5 
0,25 0.16666666657500000000 0.16666666666666666667 
0,5 0.33333333315000000000 0.33333333333333333333 
0,75 0.49999999972500000000 0.50000000000000000000 
1 0.66666666630000000000 0.66666666666666666667 
 
 
 
x=0,75 
0,25 0.14285714280000000000 0.14285714285714285714 
0,5 0.28571428560000000000 0.28571428571428571429 
0,75 0.42857142840000000000 0.42857142857142857143 
1 0.57142857120000000000 0.57142857142857142857 
 
 
 
x=1 
0,25 0.12499999998609105881 0.12500000000000000000 
0,5 0.24999999997218211762 0.25000000000000000000 
0,75 0.37499999995827317645 0.37500000000000000000 
1 0.49999999994436423526 0.50000000000000000000 
      
 
Figure5: The surface shows the error ( , )u x t  for 16N   
 
 4. Conclusion 
The reduced differential transform method with fixed grid size was first applied to the 
homogeneous heat equation and Burgers equation which are partial differential equation. The fixed 
grid algorithm is simply adaptable, sufficient and easily-programmable. Also, the used adaptive fixed 
grid size technique provides short and effective correction for the approximate solution and reduces 
the error. Two examples are given in order to show that the reduced differentials transform method 
with fixed grid size is a powerful mathematical tool for solving this partial differential equation. The 
main advantage of the method is the fact that it provides its users an analytical approximation in many 
cases. The exact solution in a rapidly convergent sequence is computed elegantly.  In this study, for 
calculating the series obtained from the reduced differential transform method, we used the Maple 
programme. 
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