The purpose of image steganalysis is to detect the presence of hidden messages in cover images. Steganalysis can be considered as a pattern recognition process to decide which class a test image belongs to: the innocent photographic image or the stego-image. We compare harmony search algorithm and particle swarm optimization algorithm based feature selection for image steganalysis. Experiment results show that the proposed hybrid algorithm for feature selection is capable of increasing the testing accuracy of classifying result. The combination of the feature sets extracted with the proposed method is feasible to improve the performance of general steganalysis in a reduced dimension. Experiment results also show that this method has the potential to distinguish different kinds of steganography with the extracted uncorrelated features which contain more discriminatory information.
Introduction
Steganography is a technology for covert communication which hides the presence of communications by embedding secret information into cover medium without arousing perceptible distortions. As the counterpart of steganaography, steganalysis [1] focuses on detecting, extracting or deterring covert communications. Currently, the purpose of image steganalysis is to detect the presence of hidden messages in cover photographic images. There are two major kinds of steganalysis: specific steganalysis which is designed for a specific steganography, and blind (universal) steganalysis that can detect existence of hidden messages without knowing any details of steganography algorithms. Select statistic features for blind steganalysis is very important. The Probability Density Function (PDF) moment and Characteristic Function (CF) moment are two typical statistic features widely used in blind steganalysis algorithms.
Several kinds of feature extraction methods have been proposed for blind steganalysis. Making a combination of different feature sets has a potential to improve the performance of the steganal-Feature selection aims at reducing dimensionality in the feature space created by steganalysis system. We call it double feature selections. By selecting the most discriminating features, we can improve both the classifier accuracy and efficiency, which is very important when the highdimensional feature space presents some side-effects to classifiers. Given that feature selection can be modeled as an optimization problem, some researchers regard feature selection as a problem of optimization and addressed this task with evolutionary techniques for near-optimal solutions with a reasonable computational effort.
In this paper, we propose a new hybrid feature selection algorithm based on intelligent optimization method and Support Vector Machine. We validate it in the context of automatic identification of universal image steganalysis. Our proposed hybrid algorithm not only decreases complexity of classifier but also increases the detection rate.
Algorithm

Feature Selection Through Harmony Search
Harmony Search (HS) [7] is an evolutionary algorithm inspired in the improvisation process of music players. The principle of HS is very simple. It has few parameters and is easy to be implemented. With theoretical background for a stochastic derivative, the main idea is to use the same process adopted by musicians to create new songs to obtain a near-optimal solution for some optimization process. Basically, any possible solution is modeled as a harmony and each parameter to be optimized can be seen as a musical note. The best harmony called solution is selected as the one that maximizes some optimization criteria. In this paper, we propose a new hybrid feature selection algorithm based on Harmony Search and Support vector machine. We validate it in the context of automatic identification of universal image steganalysis. To the best of our knowledge, we are the first to combine Harmony Search with Support vector machine in order to select the most representative features for image steganalysis. (1) Step 1: Initialize the optimization problem and algorithm parameters. 
Step 5: If the stopping criterion is not satisfied, go to Step 3.
1. The optimization problem and algorithm parameters: The Harmony search parameters required to solve the optimization problem are also specified in this step. These parameters include the Harmony Memory Size (HMS)=20, the Harmony Memory Considering Rate (HMCR)=0.9. The Pitch Adjusting Rate (PAR) is not used in the process of feature selection. And the stopping criterion is the maximum number of iterations=5000. HMCR is the parameter used to improve the solution vector.
2. Harmony Memory (HM): In Step 2, the HM matrix is initialized with randomly generated solution vectors with their respective values for the objective function.
3. Generating a new harmony from HM: In Step 3, a New Harmony vector is generated from the HM based on memory considerations, pitch adjustments, and randomization (music improvisation). It is also possible to choose the new value using the HMCR parameter, which varies between 0 and 1 as follows: The HMCR is the probability of choosing one value from the historic values stored in the HM, and (1-HMCR) is the probability of randomly choosing one feasible value not limited to those stored in the HM.
4. Update HM: In Step 4, if the new harmony vector is better than the worst harmony in the HM, the latter is replaced by this new harmony.
5. Stopping criterion: In Step 5, the HS algorithm ends when it satisfies the stopping criterion. Otherwise, Steps 3 and 4 are repeated in order to improvise a new harmony again.
Feature Selection Through Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a random population searching optimization algorithm that was developed by Kennedy and Eberhart in 1995 and is currently widely applied [8, 9, 10, 11, 12] . In PSO, each single candidate solution is "an individual bird of the flock", i.e., a particle in the search space. Each particle uses its individual memory gained by the swarm as a whole to find the best solution. All of the particles have their own fitness values, which are evaluated by fitness function to be optimized, and have velocities that determine the movement of the particles. During movement, each particle adjusts its position and orientation according to its own capability, as well as the capability of a neighboring particle, and then uses the best position encountered by itself and its neighbor. The particles move through the problem space by following a current of optimum particles. The initial swarm is generally created in such a way that the population of the particles is distributed randomly over the search space. In each of the iterations, each particle is updated by following two "best" values, called as pbest and gbest. Each particle keeps the track of its coordinates in the problem space, which are associated with the best solution (fitness) the particle has achieved so far. This fitness score is stored, and is called as pbest. When a particle takes the whole population as its topological neighbor, the best score is a global "best" value and is called gbest.
The pseudo code of the PSO procedure is given below. Initialize population While (number of generations, or the stopping criterion is not met) For p=1 to number of particles If the fitness of X p is greater than the fitness of pbest p Then Update
Next generation until stopping criterion V pd (t), x pd (t) and V pd (t + 1), x pd (t + 1) are denoted as the particle velocity at the current position and the updated velocity at the updated position, respectively. The values of pbest pd (t) and gbest d (t) are defined as where they are stated above. The two factors r1 and r2 are random numbers between (0, 1), where c1 and c2 are acceleration factors, usually c1=c2=4. Each particle is coded to a binary array where the bit value 1 represents a selected feature, where the bit value 0 represents a non-selected feature. The dimension d is a set equals to the number of features of steganalysis system. The adaptive functional values are data based on the particle features representing the feature dimension; this data is classified by a support vector machine to obtain classification accuracy which serves as a fitness function. We assume that the obtained classification accuracy is an adaptive functional value. Each particle renewal is based on its adaptive value. The best adaptive value for each particle renewal is pbest, and the best adaptive value within a group of pbest is gbest. Once pbest and gbest are obtained, we can keep the track of the features of pbest and gbest particles with regard to their position and speed. In this study, a binary version of a PSO algorithm is used for particle swarm optimization. The position of each particle is given by a binary array form that represents the feature selection situation. Each particle is updated according to Eq. (1) to Eq. (3).
The feature after renewal is calculated by the function feature (V pd (t + 1)) in Eq. (2), in which the speed value is V pd (t + 1). If feature (V pd (t + 1)) is larger than a randomly produced disorder number that is within (0, 1), then its position value x pd (t + 1) is represented as "1", which means this feature is selected as a required feature for the next renewal. If feature (V pd (t + 1)) is smaller than a randomly produced disorder number that is within (0, 1), then its position value x pd (t + 1) is represented as "0", which means this feature is not selected as a required feature for the next renewal.
The algorithm starts by initializing a population of random particles. Then the fitness scores of particles are calculated and searches for pbest and gbest are executed at each generation. Afterwards, the position and velocity of the p-th particle are updated by pbest and gbest in the swarm, and the search for the best solution is carried out by updating the generations until the stopping criteria are satisfied. Each particle makes use of its own memory; this would imply that an inanimate particle can make decisions by cognitive deduction or reasoning gained by the swarm as a whole to result in the best solution. The objective function to be optimized by PSO is chosen to be a comprehensive combination of the classification accuracy of SVM classifier in addition to the total number of selected features.
Fitness Function
Any optimization technique requires a fitness function to reflect how good a set of features are. So we use the accuracy of classification trained by Support vector machine and corresponding selected features [13] .
Support vector machine has been proposed to solve the pattern recognition problem. Solving large-scale classification problems is crucial in many pattern recognition applications. Linear classification has become one of the most promising learning techniques for large scale data with a huge number of instances and features. LIBLINEAR [14] is a convenient tool to deal with such data. It supports L2-loss and L1-loss linear Support Vector Machine (SVM). It inherits many features of LIBSVM. LIBLINEAR is very efficient for training large-scale problems. The software is available at http://www.csie.ntu.edu.tw/˜cjlin/liblinear. Steganalysis can be considered as a two classes pattern recognition process to decide which class a test image belongs to: the cover photographic images or the stego-image. The features should be rather different for the cover image and for the stego-image. They are effective to all different types of images and different data hiding schemes. Each image is a sample point in the feature space. Steganalysis thus become a problem of pattern classification in the feature space. It is desirable to have features in individual dimensions of the feature vector independent or at least less related to one another.
Experimental Results
The purpose of this section is to provide some experimental evidence on how the evolutionary based harmony search and particle swarm optimization techniques have been seen as an efficient way of tackling feature selection. And maximize the recognition rate of steganalysis.
To evaluate the performance of the proposed steganalysis system, 1096 sample images were used when they contained in the CorelDRAW Version 10.0 software CD♯3 for experiments. It contains pictures of Nature, Ocean, Food, Animals, Architecture, Places, Leisure, Misc and so on. The following five typical data hiding methods are used in experiments: Cox et al.'s non-blind SS, Piva et. al's blind SS, Huang and Shi's 8 by 8 block SS, a generic QIM (0.1 bpp (bit per pixel)), and a generic LSB (0.3 bpp, both the pixel position used for embedding data and the to-be-embedded are randomly selected). For each image in the CorelDRAW image database, five stego-images are generated with these five data hiding methods, respectively. For all the data hiding methods, different random signals are embedded into different images. The evaluation of the proposed steganalysis system is hence more general.
Shi [1] proposed to use the statistical moments of the characteristic functions of wavelet subbands as features for steganalysis. The Characteristic Function (CF) and the PDF (here, histogram) are similar to a Fourier transform pair. Denote histogram by h(x j ), and characteristic function by h(f k ), The n-th statistical moment of a characteristic function M n is defined as follows:
is the magnitude of the CF.
In order to reduce the noise introduced by data hiding, Shi [1] proposed to predict each pixel grayscale value in the original cover image by using its neighboring pixels' grayscale values, and obtain a prediction-error image by subtracting the predicted image from the test image. It is expected that this prediction-error image removes various information rather than that caused by data hiding, thus making the steganalysis more efficient because the hidden data are usually unrelated to the cover media.
In this experiment, a test image will be decomposed using a three-level Haar transform. For each level, there are four subbands, resulting in 12 subbands in total. If the original image is considered as level-0 LL subband, we have a total of 13 subbands. For each subband, the first three moments of characteristic functions are derived, resulting in a set of 39 features. Similarly, for the prediction-error image, another set of 39 features can be generated. Thus, a 78-Dimention feature vector is produced for the test image. Hence the 78-Dimention feature vectors are used in this proposed steganalysis system. The detection rates of different embedding algorithm are listed in Table 1 . Table 1 shows that feature selection by harmony search increases the detection rate for all the employed data set. The detect rates of harmony search algorithm is better than particle swarm optimization.
In our experiments, we also used the accuracy of classification trained by Support vector machine and corresponding selected features as the fitness function in harmony search. Fig. 1  (a)-Fig. 1 (e) show the relationship between the 5000 iterations and the corresponding fitness function of the five experiments on Cox et al.'s non-blind SS, Piva et al.'s blind SS, Huang and Shi's 8 by 8 block SS, a generic QIM (0.1 bpp (bit per pixel)), and a generic LSB (0.3 bpp). When the iterations increase, the fitness function is almost convergence as a whole though some part of it is not. In the future we may develop the adaptive and robust harmony search algorithm. Fig. 1 (f)-Fig. 1 (j) show the relationship between the 50 iterations and the corresponding fitness function of the same five experiments by particle swarm optimization. From these figures we can observe that some of the features extracted from Cox et al.'s non-blind SS make the rate of convergence faster, so as Piva et al.'s blind SSs. But Huang and Shi's 8 by 8 block SS, a generic QIM (0.1 bpp (bit per pixel)) and a generic LSB (0.3 bpp) get repeated shock waves before convergence. The characteristic of convergence by particle swarm optimization is better than harmony search. Fig. 2 (a) to Fig. 2 (e) are features extracted from the 78-dimension feature space by harmony search; Fig. 2 (f) to Fig. 2 (j) are features extracted from the 78-dimension feature space by particle swarm optimization. From these figures we can observe that the number of features extracted from harmony search is less than that of particle swarm optimization. The combination of the feature set extracted can be used to improve the performance of general steganalysis methods which have more real value for deterring covert communications and the uncorrelated features extracted contain more discriminatory information when distinguish different kinds of steganography. 
Conclusions
In this paper, we introduced an optimal feature selection using intelligent optimization algorithm for image steganalysis. The classification operation includes a SVM classifier, which works with intelligent optimization algorithm and serves to reduce the number of features and to increase the detection performance. The performance of the proposed technique is promising and simulation results indicate that the chosen features can reliably detect. The experimental results are presented to demonstrate that our proposed hybrid algorithm not only decreases complexity of classifier but also increases the detection rate.
